The equivalence of thermodynamic ensembles is at the heart of statistical mechanics and central to our understanding of equilibrium states of matter. Recently, it has been shown that there is a formal connection between the dynamics of open quantum systems and the statistical mechanics in an extra dimension. This is established through the fact that an open system dynamics generates a Matrix Product state (MPS) which encodes the set of all possible quantum jump trajectories and permits the construction of generating functions in the spirit of thermodynamic partition functions.

In the case of continuous-time Markovian evolution, such as that generated by a Lindblad master equation, the corresponding MPS is a so-called continuous MPS which encodes the set of continuous measurement records terminated at some fixed total observation time. Here we show that if one instead terminates trajectories after a fixed total number of quantum jumps, e.g. emission events into the environment, the associated MPS is discrete. This establishes an interesting analogy: The continuous and discrete MPS correspond to different ensembles of quantum trajectories, one characterised by total time the other by total number of quantum jumps. Hence they give rise to quantum versions of different thermodynamic ensembles, akin to “grand-canonical” and “isobaric”, but for trajectories. Here we prove that these trajectory ensembles are equivalent in a suitable limit of long time or large number of jumps. This is in direct analogy to equilibrium statistical mechanics where equivalence between ensembles is only strictly established in the thermodynamic limit. An intrinsic quantum feature is that the equivalence holds only for all observables that commute with the total time extent $t$ of the trajectories. In a thermodynamic analogy (and for simplicity we use the language of classical systems) if we think of a (canonical) ensemble in a system of fixed volume at say infinite temperature, the ensemble is the set of all possible configurations of the system compatible with that volume, all occurring with equal probability (due to the infinite temperature).

In thermodynamics a central role is played by order parameters and their conjugate fields [14, 15]. Order parameters are system extensive observables that quantify properties of the system at the given conditions (e.g. density, magnetisation, etc.) which couple to their corresponding intensive fields (chemical potential, magnetic field, etc.). In the case of quantum trajectories, order parameters are time-integrated quantities [12, 13], the number of quantum jumps $K$ over a whole trajectory being one typical example. Since the trajectories are stochastic, a quantity such as $K$ will be random, and its distribution will encode the statistical properties of the dynamics. In particular, interesting properties may be uncovered by considering atypical values of the order parameter, since often significant fluctuation behaviour is encoded in the tails of their distributions [12, 13].

This leads then to the idea of “biased” or “tilted” ensembles, i.e. ensembles conditioned on certain values of the order parameter [12, 13]. In the standard thermodynamic case, if for example the order parameter is the energy $E$, the ensemble of configurations with some fixed $E$ all with the same probability is termed micro-
canonical, while the ensemble of all possible configurations with probability proportional to \( e^{-E/T} \), where \( T \) is a fixed (scaled) temperature, is termed canonical. The same can be done in the dynamical case by defining trajectory ensembles conditioned on, say, a certain fixed number of emissions \( K \) (analogous to the microcanonical ensemble), or where \( K \) is not fixed but trajectories are biased by a factor \( e^{-sK} \) where \( s \) is a so-called counting field. This “thermodynamics of trajectory” approach [12, 13], sometimes called \( s \)-ensemble method [17, 19], allows to uncover key properties of the dynamics—often by means of large-deviation techniques [10]—that become applicable when time is large—for example by revealing the existence of dynamical phase transitions [12, 13, 17, 19].

A fundamental property of thermodynamic ensembles is that of equivalence: for a given system the microcanonical and canonical ensemble are equivalent in the limit of large system size, as long as the temperature of the latter is such that the canonical average of the energy coincides with the microcanonical fixed value. The same occurs with other ensembles, such as between those of fixed volume and fixed pressure. The simplest manifestation of this equivalence is in the Legendre transform that connects the corresponding free-energies, i.e., a correspondence at the large-deviation level. For dynamical trajectory ensembles, it has been shown [20, 21] that for classical stochastic dynamics the microcanonical (in the sense of fixed time-integrated observable) and canonical (fixed conjugate counting field) ensembles are indeed equivalent, as in the thermodynamics case. Furthermore, in Ref. [22], a new ensemble was introduced, one of trajectories have a fixed value of the time-integrated observable, such as the number of quantum jumps, but time is allowed to fluctuate (termed \( x \)-ensemble). This is like the dynamical version of a fixed pressure (and thus fluctuating volume) ensemble, with \( x \) playing the role of a pressure (on time). In Ref. [22], the correspondence between the \( s \)-ensemble and \( x \)-ensemble was proved at the level of large-deviation rate functions, both for the classical and open quantum cases.

In this paper we unify and extend these ideas about thermodynamics of trajectories and dynamical ensemble equivalence by using the technology of matrix product states (MPS). We exploit the fact that the set of quantum trajectories of an open quantum system can be encoded in an MPS, and show how to do this for ensembles of trajectories with fixed number of jumps \( K \). By exploiting the MPS construct we prove in general the equivalence of microcanonical and canonical dynamical ensembles, thus generalising the classical results of [20, 21, 23, 24] to the quantum realm. We also prove an equivalence result between the \( s \)-ensemble (fixed time) and the \( x \)-ensemble (fixed number of quantum jumps); in this case we consider the overlap between the pure (system together with output) states of the two corresponding canonical ensembles, and show that this overlap has subexponential decay in the limit of large time. However, since in the time ensemble, the system has a nontrivial evolution after the last jump, we need to condition onto trajectories where the last jump happens at the end of the time interval. In an alternative approach, we compare the (mixed) states of the outputs of the two canonical ensembles, rather than the full system and output states; we find that the reduced states which describe the output up to a fixed time \( \tau \) converge in the limit of large time and respectively counts, and provide explicit expressions of the limits. The equivalence is manifest here in that the \( x \)-ensemble limit is equal to the diagonal part of the \( s \)-ensemble limit, with respect to the decomposition of the output Fock space into “layers” of fixed number of counts subspaces. However, the reduced state of the \( x \)-ensemble does not have any coherence between different layers, which may be present however in the \( s \)-ensemble. We illustrate this purely quantum feature by considering the dependence of the two outputs on specific dynamical parameters; in particular the \( s \)-ensemble is shown to be sensitive to phase transformations generated by the counting operator, while the \( x \)-ensemble is left invariant due to the above mentioned lack of coherence.

The paper is organised as follows. In Sect. II we set up the formalism describing open dynamics in terms of MPS. In order to maintain as much generality as possible we discuss open systems initially in terms of continual quantum measurements. This allows to capture both the standard situation of open dynamics observed for a fixed total amount of time, and also the case where observations are for a fixed number to quantum jump. While the former is known to be encoded in so-called continuous MPS for the system and output, we show that the later is encoded discrete MPS states, and describe the connection between the two. In Sect. III we describe the thermodynamics of trajectories approach, and discuss both the \( s \)-ensemble and \( x \)-ensemble methods in the context of MPS for the system-output. Section IV contains our key results. There we prove the equivalence of ensembles. We provide the proof in three stages. The first one is the correspondence of potentials, or large-deviation rate functions, which duly follows from relations between the tilted superoperators that define the ensembles. The second stage involves proving the actual equivalence of measures over quantum trajectories, in analogy to what is done in the classical case. The final stage is the proof of full operational equivalence between the ensembles, on the level of diagonal blocks with respect to Fock layers. In Sect. V we discuss the specific case of quantum renewal processes, where the fixed number of jumps ensemble becomes particularly simple and transparent, and illustrate it with an example. Finally in Sect. VI we provide our conclusions and outlook.

II. CONTINUAL QUANTUM MEASUREMENTS AND MATRIX PRODUCT STATES

We consider the scenario where a quantum system with Hilbert space \( \mathcal{H} \) is continuously monitored by performing
measurements on it (typically realised via coupling the system with an external environment.) In the counting case which we describe below, the measurement record consists of clicks of different types, occurring at random times, according to a certain probability distribution (see also [26] for a viewpoint closer to ours).

Suppose that the system starts in an initial state \( \psi \in \mathcal{H} \). For a random waiting time \( t_w \) the system evolves continuously, so that its unnormalised state at time \( t < t_w \) is \( \exp(-i H_{\text{eff}} t) \psi \), where \( H_{\text{eff}} \) is a non-selfadjoint effective Hamiltonian. The probability density of the waiting time is given by the loss of wavefunction normalisation \( p_\psi(t_w) := -\frac{d}{dt} \| e^{-i H_{\text{eff}} t} \psi \|^2|_{t=t_w} \). At the time of detection, a click with label \( i = 1, \ldots, N_L \) is recorded, and the system’s conditional state is updated by applying a jump operator \( L_i \). The full measurement is therefore described by the positive operator valued measure (POVM) \( \{ (t_w, i) \} \rightarrow \langle J[t_w, i], J[t_w, i] \rangle \), where \( J[t_w, i] = L_i e^{-i t H_{\text{eff}}} \) is the jump operator effecting the total change \( \psi \mapsto J[t_w, i] \psi \). These must satisfy

\[
p_\psi(t_w) = \sum_{i=1}^{N_L} \| J[t_w, i] \psi \|^2, \quad \int_0^\infty dt_w p_\psi(t_w) = 1, \tag{1}
\]

the first condition stating that a detection event happening at waiting time \( t_w \) necessarily involves one of the outcomes \( i = 1, \ldots, N_L \) being realised, and the second fixing the total normalisation of waiting time. From these conditions it follows that \( H_{\text{eff}} = H - \frac{1}{2} \sum_i L_i^* L_i \), where \( H \) is a selfadjoint operator interpreted as the system’s Hamiltonian when isolated from the environment.

After the first detection, the process is repeated starting with the state \( J[t_w, i] \psi / \| J[t_w, i] \psi \| \), with an independent waiting time. A full detection process is given by a finite measurement trajectory \( X = ((t_1, i_1), \ldots, (t_n, i_n)) \), where \( 0 \leq t_1 \leq \cdots \leq t_n \). Each such trajectory has the final time \( T[X] = t_n \), and total number of jumps \( K[X] = n \). When integrating over trajectories we will use the notation

\[
\int dX = \sum_{n=0}^\infty \sum_{i_1, \ldots, i_n} \int_{0 \leq t_1 \leq \cdots \leq t_n} dt_1 \cdots dt_n. \tag{2}
\]

Since we are dealing with quantum systems, it will turn out to be convenient to understand classical trajectories \( X \) as labels for quantum states \( |X\rangle \) spanning an abstract output space \( \mathcal{F}^{\text{out}} \) of wavefunctions

\[
\Psi = \int dX \langle X|\Psi \rangle |X\rangle,
\]

with orthogonality relations \( \langle X|X' \rangle = \delta(X - X') \) matching with the integral (2). Due to the ordering of the time points, the wavefunctions \( \Psi(X) = \langle X|\Psi \rangle \) correspond uniquely to symmetric functions of \( K[X] \) unconstrained time variables on \([0, \infty)\). Hence, we may identify the output space with the Bosonic Fock space

\[
\mathcal{F}^{\text{out}} \cong \bigoplus_{n=0}^\infty L^2([0, \infty), \mathbb{C}^{N_L}) \otimes \mathcal{F}^{\text{out}}.
\tag{3}
\]

If \( a_i(t) \) are the (singular) Bosonic annihilation operators at time \( t \), and \( |\Omega\rangle \) is the vacuum state, then \( |X\rangle = a_{i_1}^\dagger(t_1) \cdots a_{i_n}^\dagger(T[X]) |\Omega\rangle / \text{norm} \). This conveys the intuitive idea that each detection event corresponds to a “particle” in the output.

From the experimental point of view, there are two natural ways of obtaining finite trajectories from the above scheme; the distinction has not been made explicit in the existing literature, and our first aim in the present paper is to clarify it. The first one repeats the single detection process \( K \) times. Clearly this is particularly relevant when the detectors have to be initialised after each detection, so that each measurement is actively performed on the system. This scheme has an associated state transformation given by,

\[
J[X] = J(t_{w,n}, i_n) \cdots J(t_{w,2}, i_2)J(t_{w,1}, i_1),
\]

where \( t_{w,n} = t_n - t_{n-1}, t_{w,1} = t_1 \) are the waiting times between the detection events, or quantum jumps. In words, given a trajectory \( X \) resulting from this process, the system is at the end in state \( J[X]|\psi\rangle \).

The second scheme for trajectories is to let the process run until a given final time \( \tau \). This suits better situations where the system is evolving in time, and detections take place spontaneously. The associated state transformation in this case is,

\[
V^\tau[X] = e^{-i(\tau - T[X])H_{\text{eff}}} J[X]. \tag{4}
\]

In this case, given a trajectory \( X \) resulting from the process terminated at time \( \tau \), puts the system in the final state \( V^\tau[X]|\psi\rangle \) due to the contractive evolution after the final jump.

We now construct suitable output states describing these two processes, and relate them to the evolution of open quantum systems.

A. Measurements with fixed number of jumps

We fix a number of jumps \( K \), and repeat the single detection process \( K \) times. For each realisation, we record the trajectory \( X \), together with the corresponding conditional system evolution \( J[X]|\psi\rangle \), and arrange them into a quantum superposition over all possible realisations:

\[
|\text{MPS}_K\rangle = \int_{X:|X\rangle=K} dX J[X]|\psi\rangle \otimes |X\rangle. \tag{5}
\]

This pure state belongs to subspace of \( \mathcal{H} \otimes \mathcal{F}^{\text{out}} \) consisting of the tensor product between system and the \( K \)-th layer of the output space (3), and it is easy to check that it is normalised due to (4). Its reduced density matrix on the output alone will be denoted by \( \rho^{\text{FC}}_K \), which is finitely correlated [28]. Its matrix elements are \( \langle X'|\rho^{\text{FC}}_K|X\rangle = tr[\rho J[X]|J[X']\rangle] \), where \( \rho = |\psi\rangle \langle \psi| \). For \( X = X' \), this is just the probability density for the trajectory \( X \).
If we decouple the system at the end via suitable measurement (instead of tracing over it), we get a pure state, which is of matrix product form \( \text{MPS} \) with bond dimension at most the dimension of the system. This can be seen as follows: we first map the \( T \) as follows: we first map the \( K \)-layer of the output space unitarily to the \( K \)-fold tensor product of the Hilbert space with waiting time basis \( |t_w,i\rangle \), where \( 0 \leq t_w \leq \infty \), \( i = 1, \ldots N_L \), by making a (unitary) identification

\[
|t_1,i_1\rangle, \ldots, |t_K,i_K\rangle \simeq |t_{w,1},i_1\rangle \otimes \cdots \otimes |t_{w,K},i_K\rangle.
\]

We then choose a basis \( \{|m\rangle\} \) for the system, and define normalizable output vectors

\[
\Psi_{m,m'} = \int_0^\infty dt_w \sum_{i=1}^{N_L} \langle m|J(t_w,i)|m'|t_w,i\rangle.
\]

Now clearly

\[
|M_{m}\rangle = \sum_{m_0} \langle m_K|m_0|\psi\rangle \otimes \Psi_{m_K,m_K-1} \otimes \cdots \otimes \Psi_{m_2,m_1} \otimes \Psi_{m_1,m_0},
\]

which can easily be put into an MPS form by choosing an orthonormal basis for the linear span of the vectors \( \Psi_{m,m'} \). Note that this just amounts to diagonalising the associated Gram matrix

\[
G_{m,m';\tilde{m},\tilde{m}'} = \int_0^\infty dt_w \sum_{i=1}^{N_L} \langle m'|J(t_w,i)\rangle \langle m|J(t_w,i)|\tilde{m}'\rangle \langle \tilde{m}|\rangle.
\]

We call \( \tilde{m} \) the waiting time representation of the state \( |M_{m}\rangle \).

It is also useful to find the unconditional evolution of the system under the measurement process, obtained by averaging over all realisations. This is simply obtained from \( |M_{m}\rangle \) by tracing over the output:

\[
\text{tr}_{\text{out}}[|M_{m}\rangle\langle M_{m}|] = \int_{\mathbb{R}^K} dX \text{tr}[J[X]\rho J[X]^\dagger]
\]

\[
= T^K_\rho(\rho),
\]

where \( T^K_\rho(\cdot) \) is the Schrödinger picture version of the quantum channel

\[
\mathcal{T}(\cdot) = \sum_{i=1}^{N_L} \int_0^\infty dt_w J_t[t_w,t]^\dagger(\cdot) J_t[t_w,t],
\]

describing one measurement step in the Heisenberg picture. Since the process is discrete, the subsequent evolution is obtained by iterating \( \mathcal{T} \).

### B. Measurements with fixed final time

When the observation is terminated at fixed time \( \tau \), each realisation consists of a trajectory \( X \) with \( T[X] \leq \tau \), and the corresponding operator \( V^T[X] \). We record this information into the state

\[
|\text{cMPS}_\tau\rangle := \int_{X:T[X]<\tau} dX \rho V^T[X]\psi \otimes |X\rangle.
\]

We recall that the output Fock space \( \mathcal{F}_{\text{out}} \) satisfies the factorisation property \( \mathcal{F}_{\text{out}} \simeq \mathcal{F}_{\text{out}}^\infty \otimes \mathcal{F}_{\text{out}}^0 \), where each term is a Fock space of trajectories up to and respectively after time \( \tau \). Under this factorisation, the above state belongs to the subspace \( H \otimes \mathcal{F}_{\text{out}}^\infty \otimes \mathcal{F}_{\text{out}}^0 \otimes \Omega_{\tau,\infty} \subset H \otimes \mathcal{F}_{\text{out}} \) of system and output states with “spatial volume” restricted by the final time \( \tau \). We note that the state can be written (see e.g. [30]) implicitly in terms of a path ordered exponential:

\[
|\text{cMPS}_\tau\rangle = \mathcal{P} e^{\int_0^\tau dt (H_{\text{eff}} \otimes I_{\text{out}} + \sum_i \xi_i \otimes \hat{a}_i^\dagger(t))} (|\psi\rangle \otimes |\Omega\rangle).
\]

Conditional states obtained from this state by decoupling the system via suitable measurements, are called Continuous MPS (cMPS), which were relatively recently introduced as useful variational states for quantum field theory [31, 32]. For later purposes we denote the output reduced state by \( \rho_{\text{out}}^{\ tau} \).

The averaged system evolution is now

\[
\text{tr}_{\text{out}}[|\text{cMPS}_\tau\rangle\langle \text{cMPS}_\tau|] = \int_{X:T[X]<\tau} dX \text{tr}[V^T[X]\rho V^T[X]^\dagger] = e^{\mathcal{W}_\tau(\cdot)},
\]

where the last equality is the Dyson expansion of the exponential \( e^{\mathcal{W}_\tau} \).

\[
\mathcal{W}(\cdot) = -\mathcal{R}(\cdot) + \sum_{i=1}^{N_L} L_i^\dagger(\cdot)L_i,
\]

and \( \mathcal{R}(\cdot) = i(\cdot) H_{\text{eff}} - i H_{\text{eff}}^\dagger(\cdot) \). Of course, this is the Lindblad generator of a continuous Markovian open system evolution (semigroup of channels) \( \tau \rightarrow e^{\mathcal{W}} \). In physics literature, the measurement process is often called (quantum jump) unravelling of the evolution [33]. We have here presented it “the other way around” so as to emphasise its similarities and differences to the above fixed \( K \) scenario, which develops more naturally from the jump picture, and has not been extensively investigated in the literature so far.

From the mathematical point of view, the construction of the abstract output space is an instance of the measurement dilation theory of Naimark (cf. e.g. [31]) and Davies [24], which states that counting processes arising from generalised (POVM) measurements can always be realised projectively on a larger Hilbert space. In concrete examples, the Lindblad generator often results from a unitary evolution coupling the system with some physical environment, typically a Bosonic heat bath. In this case, the abstract output field \( \mathcal{F}_{\text{out}} \) can naturally be identified with the environment, and the measurements themselves can be realised physically by measuring suitable field operators. This leads to input-output models...
for optical systems and stochastic Schrödinger equations \[^9\] or filtering equations \[^{11}\] describing the conditional evolution of the system monitored through the environment.

III. THERMODYNAMICS OF TRAJECTORIES

Viewing the abstract output as a physical field with trajectories corresponding to configurations of excitations or “particles” on the output allows us to employ techniques from non-equilibrium statistical mechanics (see e.g. \[^{35}\]) to study their properties at the limit of long observation times. The mathematical underpinning is the large deviations theory for the relevant extensive observables, which we now proceed to describe.

We are interested in quantities obtained by incrementing with some amount at the addition of each particle. Such a quantity is of the form \( F[X] = \sum_{n=1}^{N} F(t_{w,n}, i_n) \), where \( F(t_{w}, i) \) is a (possibly vector valued) quantity depending only on a single waiting time \( t_{w} \), and some property of the system we are monitoring, say “spin” \( i \). Such quantity can be represented as the diagonal field operator

\[
\hat{F} = \int dK \rho K(X) F[X] \langle X \rangle,
\]

and the expectation values of any function \( f(F) \) in the above two processes have quantum expressions \( \text{tr}[\rho K f(\hat{F})] \) and \( \text{tr}[\rho K f(\hat{F})] \). In particular, by taking \( f(\hat{F}) = \delta(F - F_0) \) gives the probability distributions of the observable \( \hat{F} \) at point \( F_0 \).

The most important time-extensive quantities are the particle number \( K \) and total volume \( T \), obtained by taking \( F(t_{w}, i) = 1 \) and \( F(t_{w}, i) = t_{w} \), respectively. These correspond to the above two ways of truncating an infinite trajectory, leading to statistical ensembles of field particles with either fixed particle number \( K \) and fluctuating \( T \), or fixed volume \( T \) and fluctuating \( K \). In both cases we can also measure a “spin” operator \( M \) corresponding to \( F(t_{w}, i) = M(i) \), where \( M \) is some (in general vector valued) quantity depending on \( i \). The associated probability distributions are given by

\[
P_K(T, M) := \text{tr}[\rho K \delta(T, M)],
\]

\[
P_T(K, M) := \text{tr}[\rho T \delta(T, K)],
\]

Our subsequent analysis rests crucially on the properties of the associated generating functions

\[
Z_K(x, c) := \text{tr}[\rho K e^{-ixT - cK}],
\]

\[
Z_T(x, s, c) := \text{tr}[\rho T e^{-isT - cK}],
\]

written in terms of the deformed generators \[^{22}\] \( T_{x,c} \) and \( \mathbb{W}_{s,c} \), obtained from \( T \) and \( \mathbb{W} \) by replacing \( J[X] \) and \( V[T[X]] \) with

\[
J_{x,c}(t_{w}, i_n) = J_{x,c}(t_{w}, n, i_n) \cdots J_{x,c}(t_{w}, 2, i_2) J_{x,c}(t_{w}, 1, i_1),
\]

\[
V_{s,c}[X] = e^{-\frac{i}{2}F[X] + \tau(T[X])} H_{s,c} J_{0,c}[X],
\]

respectively, where \( J_{x,c}(t_{w}, i) = e^{-\frac{i}{2}(ix_{t_{w}} + cM(i))} J(t_{w}, i) \). Explicitly, we have

\[
T_{x,c} = (x \text{Id} + \mathcal{R})^{-1} \left( \sum_{i=1}^{N} e^{-cM(i)} L_i^{\dagger}(\cdot)L_i \right),
\]

\[
\mathbb{W}_{s,c} = -\mathcal{R}(A) + e^{-s} \left( \sum_{i=1}^{N} e^{-cM(i)} L_i^{\dagger}(\cdot)L_i \right),
\]

where the inverse

\[
(x \text{Id} + \mathcal{R})^{-1} = \int_0^\infty dt (e^{-it(H_{s,c} - i\tau/2)})^\dagger (\cdot) e^{-it(H_{s,c} - i\tau/2)}
\]

exists whenever \( ||e^{-it(H_{s,c} - i\tau/2)}|| \leq 1 \), which holds for all \( x > x_{\text{min}} \), where \( x_{\text{min}} = 2\text{Im} \lambda_0 \leq 0 \) and \( \lambda_0 \) is the eigenvalue of \( H_{s,c} \) with maximum imaginary part \[^{43}\]. We restrict to \( x > x_{\text{min}} \) subsequently.

We now suppose that \( T_{x,c} \) has a unique eigenvalue \( e^{g(x,c)} \) equal to its spectral radius, and that \( \mathbb{W}_{s,c} \) has a unique eigenvalue \( \theta(s,c) \) with largest real part. We further assume that both eigenvalues are nondegenerate, associated to strictly positive eigenvectors \( F_{x,c} \) and \( E_{s,c} \), respectively, and that they are the only eigenvalues with positive eigenvectors. We then assume that \( e^{g(x,c)} \) and \( \theta(s,c) \) are also the dominant eigenvalues of the corresponding Schrödinger picture generators \( (T_{x,c})^*_s \) and \( (\mathbb{W}_{s,c})^*_s \) in the same sense, with unique eigenvectors \( \sigma_{x,c} \) and \( \alpha_{s,c} \). These conditions hold under the generic assumption of strong irreducibility (primitivity) of the generators \[^{44}\] but this is not a necessary condition (see Sec. \[^{44}\]).

With the usual normalisation (see e.g. \[^{38}\]) \( \text{tr}[\sigma_{x,c}] = \text{tr}[\sigma_{s,c}] = \text{tr}[F_{x,c} \sigma_{x,c}] = \text{tr}[E_{s,c} \sigma_{s,c}] = 1 \), we then have

\[
e^{-Kg(x,c)} T_{x,c} \xrightarrow{K \to \infty} \text{tr}[\sigma(\cdot)] F_{x,c}
\]

\[
e^{-\tau\theta(s,c)} e^{-\mathbb{W}_{s,c}} \xrightarrow{\tau \to \infty} \text{tr}[\sigma(\cdot)] E_{s,c}.
\]

In particular, the generating functions satisfy \( Z_K(x, c) \sim e^{Kg(x,c)} \) and \( Z_T(s, c) \sim e^{\theta_i(s,c)} \) at these limits. The extensive parameters \( K \) or \( \tau \) being large indicates thermodynamic limit at the output field. The above mathematical result that \( g(s,c) \) and \( \theta(s,c) \) are well-defined in this limit lets us interpret them as thermodynamic potentials, and \( Z_K(x, c) \) and \( Z_T(s, c) \) represent path canonical partition functions \[^{45}\], with the intensive variables \( x, s \), and \( c \) acting as control parameters for the extensive quantities \( T, K \), and \( M \), respectively. In particular, we can identify \( x \) with pressure (of the output excitations), and \( s \) the chemical potential (controlling creation of new excitations).

We proceed with the thermodynamic analogy by interpreting the partition functions as normalisation factors for the corresponding path canonical ensembles, given by
The associated thermodynamic potentials $T, M, K$ are connected to each other by the Legendre transform, and so are $\theta$ and $\varphi$. Assuming that the functions are smooth and convex, we can apply the usual machinery of classical thermodynamics to get

$$g(x, c) = -\phi(t, m) - tx - m \cdot c, \quad \theta(s, c) = -\varphi(k, \tilde{m}) - ks - \tilde{m} \cdot c,$$

where $g, \theta$ are called the extensive and intensive potentials, respectively, and $\phi, \varphi$ the extensive and intensive free energies.
where

\[
\begin{align*}
t(x, c) &= -\frac{\partial g}{\partial x} = \lim_{K \to \infty} \frac{\langle \mathcal{X} | K, x \rangle}{K}, \\
m(x, c) &= -\frac{\partial g}{\partial c_j} = \lim_{K \to \infty} \frac{\langle M_j | \mathcal{X} \rangle_{K, x}}{K}, \\
k(s, c) &= \frac{\partial \theta}{\partial s} = \lim_{\tau \to \infty} \frac{\langle K | \mathcal{Y} \rangle_{\tau, s}}{\tau}, \\
\tilde{m}(s, c) &= \frac{\partial \theta}{\partial c_j} = \lim_{\tau \to \infty} \frac{\langle M_j | \mathcal{Y} \rangle_{\tau, s}}{\tau},
\end{align*}
\]

and the brackets denote expectation value with respect to the associated canonical ensembles. These familiar relations describe the thermodynamics of the output field, in terms of the relevant intensive quantities obtained from the underlying continual measurement process.

**IV. EQUIVALENCE OF ENSEMBLES**

In classical statistical mechanics, the concept of *equivalence of ensembles* appears in different levels. Here we look at analogous statements for our quantum setup, the connection between the two different measurement scenarios, fixed \(K\) and fixed \(\tau\).

**A. Equivalence of potentials**

Often the equivalence is stated on the level of thermodynamic potentials. We have already seen that the Legendre transformations \((18) \text{ and } (19)\) establish one-to-one correspondence between the potentials for path canonical and microcanonical partition functions, separately for systems of fixed \(K\) and fixed \(\tau\). In \([22]\), it was shown that there is also a one-to-one-correspondence between potentials \(g(x, c)\) and \(\theta(s, c)\). Since that result will be essential also for our subsequent development, we present it here in more detail.

From \([8]\) and \([9]\) it follows that

\[
T_{x,c} - e^s \text{Id} = e^s (x \text{Id} + \mathcal{R})^{-1} \circ (\mathcal{W}_{s,c} - x \text{Id}), \tag{20}
\]

holding for all admissible values of the parameters. This connection between the generators is the fundamental reason for the ensemble equivalence. It implies that for a fixed \(c\) and \(x\), the eigenvector \(F_{x,c} \circ T_{x,c}\) corresponding to the dominant eigenvalue \(e^{\theta(s,c)}\), is also an eigenvector of \(\mathcal{W}_{s,c}\), with eigenvalue \(x\), where \(s = g(x, c)\). By the uniqueness of positive eigenvectors (see Sec. \([11]\)), it follows that

\[
\begin{align*}
x &= \theta(s, c), \\
x = \theta(s, c), \\
F_{x,c} &= \alpha_{s,c} E_{s,c},
\end{align*}
\tag{21}
\]

with some \(\alpha_{s,c} > 0\). \tag{22}

Using the above thermodynamic relations, together with \([21]\), we see that the intensive quantities defined via systems of fixed \(K \to \infty\) are related to those defined via systems of fixed \(\tau \to \infty\) by

\[
\begin{align*}
t(x, c) &= 1/k(s, c), \\
m(x, c) &= \tilde{m}(s, c)/k(s, c). \tag{23}
\end{align*}
\]

These relations show how the two different ensembles correspond to each other. In particular, the first relation \([23]\) states that \(T/K\) (total volume per excitation), for a given pressure \(x\) in the ensemble of fixed \(K\), is equal to the inverse of \(K/T\) (number of excitations per total volume), in the ensemble of fixed \(T\), for a specific chemical potential \(s\) uniquely determined by \(x\).

By taking the adjoint of \([20]\), we get the corresponding relation for the Schrödinger picture generators \((T_{x,c})^*\) and \((\mathcal{W}_{s,c})^*\). The dominant eigenvalues are again \(e^{\theta(x,c)}\) and \(\theta(s, c)\), respectively (by our assumptions in Sec. \([11]\)), so the same correspondence holds. However, the corresponding eigenvectors \(\rho_{x,c}\) and \(\rho_{s,c}\) (normalised to having trace one) are *not* equal, but related via

\[
\rho_{s,c} = (x \text{Id} + \mathcal{R}_s)^{-1}(p_{x,c})/\text{trace} . \tag{24}
\]

**B. Equivalence of concentration**

Another way of formulating equivalence of ensembles is in terms of the asymptotic behaviour of the ensembles (i.e. probability distributions) themselves. In equilibrium statistical mechanics, the equivalence between canonical and microcanonical ensembles states that by appropriately scaling the extensive variable (typically energy) held fixed in the microcanonical ensemble, the canonical ensemble will concentrate around that value in the thermodynamic limit.

![Diagram](image-url)
Moreover, the quantum ensembles can be compared when the quantum ensembles have the same means of extensive observables. Consider the path microcanonical ensemble \( \mathbb{P}_{\tau,K}(X_{\tau}) \) defined as \( \delta(K - K[X_{\tau}]) \mathbb{P}_{\tau}(X_{\tau}) / \mathbb{P}_{\tau}(K) \), where \( \mathbb{P}_{\tau}(K) \) is assumed to satisfy the LDP, i.e. \( \mathbb{P}_{\tau}(K) := e^{-\mathbb{K}(\delta K)} \mathbb{P}_{\tau}(X_{\tau}) / Z_{\tau}(s) \) has LDP with \( Z_{\tau}(s) := \sum_{K} e^{-\mathbb{K}(K)} \mathbb{P}_{\tau}(K) / Z_{\tau}(s) \) large for fixed \( s \). Then

\[
\mathbb{P}_{\tau,K}(X_{\tau}) / \mathbb{P}_{\tau,K}(X_{\tau}) = e^{\tau(K)}, \quad \text{for large } \tau,
\]

for those infinite trajectories \( X \) whose time durations \( X_{\tau} \) satisfy \( K[X_{\tau}] = K_{\tau} \) for each \( \tau \). Here \( o(\tau) \) denotes sublinear growth in \( \tau \), i.e. \( \lim_{\tau \to 0} o(\tau) / \tau = 0 \). In words, this result states that the quantum ensemble “concentrates” on the microcanonical shell with \( K[X_{\tau}] = \tau k(s) \). In our quantum case, we can formulate an analogous statement in terms of the scalar products of the relevant quantum states. Hence, using the definitions \( \mathbb{P}_{\tau}(K) \) and \( \mathbb{P}_{\tau}(X_{\tau}) \), the equivalence between the path canonical and microcanonical ensembles reads

\[
\langle \text{MPS}_{\tau,s}^\text{can}(X_{\tau}) / \text{MPS}_{\tau,K}(X_{\tau}) \rangle = e^{\tau(K)},
\]

where \( T_{\tau} = t(x,c)K, M_{\tau} = m(x,c)K, K_{\tau} = k_0(s,c)\tau, M_{\tau} = m(s,c)\tau \). Both results can be proved easily from the definitions, using the above established LDPs. As noted before, the micro canonical states |\( \text{MPS}_{K,T,K}(x,c) \rangle \rangle \) are singular vectors in the space of all trajectories with fixed \( K \), but the inner product can be computed by interpreting the state as a delta distribution. Similarly, we can prove that the equivalence of the type \( \mathbb{P}_{\tau}(K) = \mathbb{P}_{\tau}(X_{\tau}) \) holds for the classical path probabilities \( \mathbb{P}_{K}(X_{K}) := \langle X | \rho_{FC}^{K} | X \rangle \) and \( \mathbb{P}_{\tau}(X_{\tau}) := \langle X | \rho_{FC}^{\tau} | X \rangle \) corresponding to the fixed observables \( \mathbb{T} \) and \( \bar{K} \), respectively.

Building on the nontrivial connection \( \mathbb{P}_{\tau}(K) = \mathbb{P}_{\tau}(X_{\tau}) \), we now investigate a form of asymptotic equivalence between the canonical discrete and continuous time ensembles |\( \text{MPS}_{\tau,s}^\text{can}(X_{\tau}) \rangle \rangle \rangle \) and respectively |\( \text{MPS}_{\tau,K}(X_{\tau}) \rangle \rangle \rangle \rangle \rangle \rangle . For given pairs \( (x,c) \) and \( (s,c) \) related as in \( \mathbb{P}_{\tau}(K) = \mathbb{P}_{\tau}(X_{\tau}) \), we define \( \tau K := K(t(x,c) = K(k(s,c)) \) and \( M_{\tau} := m(s,c) \). If \( \tau := \tau K \), then the two ensembles have the same means of extensive observables. Moreover, the quantum ensembles can be compared when restricting to trajectories for which \( T(X) = \tau K \), i.e. the evolution \( V^{\tau} \) after the last jump is trivial, cf. [4].
We need to determine the reduced states $\text{tr}_+[\rho^\text{FC}_{F,K,c}]$ and $\text{tr}_+[\rho^\text{FC}_{F,T,c}]$. Note that for $s = c = 0$ we have $\text{tr}_+[\rho^\text{FC}_{F,0,0}] = \rho^\text{FC}_0$, i.e. the state describing the physical evolution on $[0, \tau_0]$ remains the same for all $\tau \geq \tau_0$, as it should due to the temporal causality of the physical setup. However, the biased state $\text{tr}_+[\rho^\text{FC}_{F,c}]$ does not have this property, as we will see explicitly from the computation below. (The same phenomenon happens also in the classical case, as pointed out e.g. in [39].) The reduced state $\text{tr}_+[\rho^\text{FC}_{F,K,c}]$ is of course not expected to be remain constant with increasing $K$ even for the physical $x = 0$ case, because in this case the jump times are not temporally constrained.

We will now proceed to prove the following result which holds for given $(s,c)$ and $x = \theta(s,c)$:

\[
\begin{align*}
\text{tr}_+[\rho^\text{FC}_{F,T,c}] & \xrightarrow{r \to \infty} \rho^\infty_{s,c} \text{ for } s \neq c, \\
\text{tr}_+[\rho^\text{FC}_{F,K,c}] & \xrightarrow{K \to \infty} \sum_{N=0}^{\infty} P_N^\theta \rho^\infty_{s,c} P_N^0, \\
\end{align*}
\]

(29)\hspace{10cm} (30)

where the convergence is in the trace norm of the output,

\[
\rho^\infty_{s,c} = e^{-\tau_0 \theta(s,c)} \text{tr}[\rho E_{s,c}]^{-1} S^\dagger_{s,c} E_{s,c} S_{s,c},
\]

(31)

and $S_{s,c} : F(0,\tau_0) \to \mathcal{H}$ is the operator defined by $S_{s,c}[X_0] = \rho^\text{FC}_{0,s,c} X_0$, for all $X_0$. Note that $\rho^\infty_{s,c}$ in (29) is a finite-rank operator that lives in the space spanned by the vectors $S^\dagger_{s,c}(m)$, where $(m)$ are the basis vectors of the system Hilbert space. In contrast, the limit state in (30) has infinite rank because the projected states $P_N^\theta S^\dagger_{s,c}(m)$ are all nonzero.

The interpretation of (29) and (30) is that in the long run the reduced states of the two ensembles converge, and the limits have the same diagonal blocks with respect to the decomposition of the Fock space into fixed-$N$ layers. From the operational point of view, this means that in the limit, the two ensembles yield the same measurement statistics for any observable on $F_0$ that commutes with the number operator $\sum N P_N^0$ (i.e. is compatible with the counting measurement). However, while the time ensemble state may exhibit coherences between different layers, the discrete time ensemble state is block-diagonal. This inequivalence on the level of off-diagonal blocks is discussed in more detail in the next section.

We start the proof by noting that the second limit is crucially based on the equivalence of potentials (21), and the eigenvectors (22). We first define

\[
V_{s,c}^{+\tau}[X_0, c] = e^{-i(\tau - T[X_0])H_{\text{int}}} J^{\tau_0}_{s,c} [X_+],
\]

where $J^{\tau_0}_{s,c}$ is just $J'_{s,c}$ with the first jump time $t_1$ replaced by $t_1 - \tau_0$ so as to shift the starting point to $\tau_0$ where the trajectories $X_+$ begin. (In case of an empty trajectory, we omit $J'_{s,c}$ and put $T[X] = 0$ and $T[X_+] = \tau_0$). According to the split (27), we have

\[
V_{s,c}^{+\tau}[X_+] = V_{s,c}^{+\tau} [X_+]\psi_{s,c}[X_0],
\]

for any $\tau \geq \tau_0$. This shows explicitly how the Dyson expansion of the deformed “evolution” factorises along this split. For the last part,

\[
e^{(\tau - \tau_0) W_{s,c}} = \int dX + V_{s,c}^{+\tau} [X_+]^\dagger (\cdot) V_{s,c}^{+\tau} [X_+].
\]

(32)

The matrix elements of the total Fock state are

\[
\langle X | \rho^\text{FC}_{F,T,c} | X \rangle = \frac{\text{tr}[\rho_{F,T,c}^\dagger | V_{s,c}^{+\tau} [X_+]|^\dagger V_{s,c}^{+\tau} [X_+]]}{Z_T(s,c)},
\]

hence using (28) and (32), we get the reduced state:

\[
\langle X_0 | \text{tr}_+[\rho^\text{FC}_{F,T,c}] | X_0 \rangle = \frac{\text{tr}[\rho_{F,T,c}^\dagger | X_0| V_{s,c}^{+\tau} [X_0]|^\dagger V_{s,c}^{+\tau} [X_0]]}{Z_T(s,c)},
\]

showing that

\[
\text{tr}_+[\rho^\text{FC}_{F,T,c}] = S^\dagger_{s,c} e^{-(\tau - \tau_0) W_{s,c} - \theta(s,c)} \int_0^\infty e^{-\theta(s,c)} Z_T(s,c) S_{s,c}.
\]

Here $\tau_0$ is constant, and the only $\tau$-dependence is in the system operator sandwiched in the middle. Since that operator converges to $\rho^0_{F,T,c}$ due to (11), and the system is finite-dimensional, we get (29). Note that for the case $s = c = 0$, we just have $e^{(\tau - \tau_0) W_{0,0} (1)} = 1$, so the unobserved part of the trajectory does not contribute at all (as expected). For the biased case, we have to take the limit to get a fixed density matrix.

We now proceed to prove the second limit (30). We fix a pair $X_0$, $X'_0$ which determines an element of the reduced density matrix of the full state $\rho^\text{FC}_{F,T,c}$. If $\max(K[X_0], K[X'_0]) < K$, the relevant matrix elements of the total output state are of the form $(X_0 \vee X'_0 \rho^\text{FC}_{F,K,c} (X_0 \vee X'_0))$. Since $\rho^\text{FC}_{F,K,c}$ lives in the $K$th layer of the total Fock space, the element is zero unless $K[X_0] + K[X'_0] = K[X_0] + K[X'_0] = K$, i.e. $K[X_0] = K[X'_0]$. Similarly, if $\max(K[X_0], K[X'_0]) > K$ then the matrix element is zero since the full state has exactly $K$ excitations. However, if $\max(K[X_0], K[X'_0]) = K$ then all counts happen before $\tau_0$ and the contribution to the reduced state is zero unless $K[X_0] = K[X'_0] = K$. Putting all the cases together we see that the reduced state is block-diagonal with respect to the decomposition of $F_0$ in Fock-layers.

We will now fix $N = K[X_0] = K[X'_0]$ and show that the $N$-block of the reduced state converges to the corresponding block $P_N^\theta \rho^\text{FC}_{F,N} \rho^\text{FC}_{F,N}$ of the limit state (30). Since $K \to \infty$ we can assume that $N < K$ so the nonzero elements have $T[X] = T[X_+]$, and are given by

\[
\langle X_0 \vee X_+ | \text{tr}_+[\rho^\text{FC}_{F,K,c}] | X_0 \vee X_+ \rangle = \frac{\text{tr} [\rho_{F,K,c}^\dagger | X_0| V_{s,c}^{+\tau} [X_0]|^\dagger V_{s,c}^{+\tau} [X_+]]}{e^{\tau_0} Z_K(s,c) e^{\theta(s,c) N}}.
\]

Note that the part depending on $X_0$ and $X'_0$ is again of the same form as before, except that $s$ does not appear. We can fix that by defining $s = g(x,c)$, and noting that
Here to take the limit $V^{\Omega}_{0} |X_{0}\rangle = e^{-\frac{1}{2} z N} V^{\Omega}_{0} |X_{0}\rangle$. We then use (28) to integrate over $X_{+}$; now the integration only goes over trajectories with $K[X_{+}] = K - N$. By making the change of variables $t_{i} \mapsto t_{i} + \tau_{0}$ on $X_{+}$ we can transform the integral:

$$\int_{\{X_{+}: K[X_{+}] = K-N\}} dX_{+} J_{x,c}^{\alpha_{N}} |X_{+}\rangle |X_{+}\rangle \rightarrow e^{-xT[X]-cM[X]}$$

$$= \tau_{x,c}^{K-N} (\Omega),$$

and hence

$$P_{N}^{0} (\rho_{K|x,c}^{FC} \rho_{s,c}^{N} (\Omega) S_{s,c} P_{N}^{0},$$

again in the trace norm. Since $s = g(x,c)$, we use (28) to take the limit $K \rightarrow \infty$; the system operator in the middle converges, and we get

$$P_{N}^{0} (\rho_{K|x,c}^{FC} \rho_{s,c}^{N} (\Omega) S_{s,c} P_{N}^{0}$$

V. RENEWAL PROCESSES

As already mentioned, the discrete MPS associated to the $x$-ensemble is structurally simpler than the continuous MPS describing the $s$-ensemble. In order to illustrate the difference, we now consider a physically relevant extreme case where the former is a product state.

The measurement scheme described above is a renewal process, if there exists a specific state $|0\rangle$ such that $L_{i} = |0\rangle \langle \phi_{i} |$ for some vectors $\phi_{i}$. This means after each measurement, the system is in state $|0\rangle$, regardless of the measurement outcome. The jump operators are $J(t_{w}, i) = |0\rangle \langle \phi_{i} | e^{-it_{w} H_{eff}}$, and the waiting time representation of the MPS is

$$|\text{MPS}_{K}\rangle = |0\rangle \otimes \Psi_{0,0} \otimes \cdots \otimes \Psi_{0,0} \otimes \sum m \langle m | \psi \rangle |\Psi_{0,m}\rangle,$$

where

$$\Psi_{0,m} = \sum_{i=1}^{N_{e}} \langle 0 | \phi_{i} \rangle \int_{0}^{\infty} dt_{w} \langle \phi_{i} | e^{-it_{w} H_{eff}} | m \rangle | t_{w}, i \rangle,$$

and $|m\rangle$ is a basis of the system Hilbert space containing the special vector $|0\rangle$. Hence, disregarding the first factor related to the initial state of the system, we simply have a tensor product of the single wavefunction $\Psi_{0,0}$. The transition generator is trivial, $T(\cdot) = I(|0\rangle \langle \cdot |)$, and the deformed generator is likewise not ergodic: $T_{x}(\cdot) = (x I_{d} + R)^{-1}(D) (|0\rangle \langle \cdot |)$, where $D = \sum_{i} | \phi_{i} \rangle \langle \phi_{i} | = -2\text{Im} H_{eff}$. Hence, $T_{x}$ clearly has only one nonzero eigenvalue $e^{g(x)} = (0|(x I_{d} + R)^{-1}(D)|0\rangle$. Hence, the dominant eigenvectors $\rho_{x} = |0\rangle \langle 0 |$, and $F_{x} = (x I_{d} + R)^{-1}(D) e^{-g(x)}$ are uniquely determined, and we see directly that the limit (10) holds. Moreover, $\rho_{x} = (x I_{d} + R_{x}^{-1}) (|0\rangle \langle 0 |)/\text{tr}(x I_{d} + R_{x}^{-1})^{-1}(0\rangle \langle 0 |)$.

A basic example of a renewal process is the simple 3-level system with the ground state $|0\rangle$, and two excited states $|1\rangle$ and $|2\rangle$, with the transitions $|0\rangle \rightarrow |1\rangle$ and $|0\rangle \rightarrow |2\rangle$ driven by two resonant lasers with Rabi frequencies $\Omega_{1}$ and $\Omega_{2}$, respectively. In addition, level $|1\rangle$ decays to $|0\rangle$ with rate $\kappa$, and we detect the photons emitted in this process. Hence the Hamiltonian is

\begin{align*}
V^{\Omega}_{0} |X_{0}\rangle &= e^{-\frac{1}{2} z N} V^{\Omega}_{0} |X_{0}\rangle.
\end{align*}
\[ H = \sum_{m=1}^{2} \Omega_m (|0\rangle\langle m| + |m\rangle\langle 0|), \]
and we only have one Lindblad operator \( L = \sqrt{\kappa} |0\rangle\langle 1| \), i.e. \( N_L = 1 \). One can easily check that \( H_{\text{eff}} \) has three distinct eigenvalues with strictly negative real parts, except for some special values of the parameters; hence the normalisation conditions \([1]\) are satisfied with the single jump operator \( J(t_w) = \sqrt{\kappa} |0\rangle\langle 1| e^{-it H_{\text{eff}}}, \) which maps everything to the ground state. This example was used in \([12]\) to demonstrate how intermittency in the jump trajectories can be related to dynamical phase transitions in the system. 

From the point of view of the present paper, the example is interesting because the two MPS states introduced above exhibit very different aspects of the dynamics.

VI. CONCLUSIONS

The “thermodynamics of quantum trajectories” formalism \([12]\) has been successfully employed in uncovering and analysing dynamical phase transitions in open quantum systems, through the statistical properties of an appropriately biased “s-ensemble” of quantum jumps trajectories. In \([22]\), it was shown that the large deviations rates of the fixed-time s-ensemble can be deduced from those of an alternative “x-ensemble” containing biased trajectories with fixed number of jumps but random time length.

Here we have strengthened this correspondence by lifting the ensemble equivalence to the level of the quantum states \([23]\) of the two corresponding input-output systems: a continuous-time one governed by a deformed Lindblad generator, and a discrete one whose transition operator encodes the jump-to-jump dynamics. As a first equivalence result we showed that the overlap of the continuous and respectively corresponding discrete system-output (matrix product) states decreases subexponentially in the limit of large times and counts. Furthermore, the restrictions of the output states to a finite time interval converge, and the limits have identical diagonal blocks with respect to decomposition of the Fock space in “layers” of fixed number of excitations. However, a specific quantum feature which is not present in the classical set-up \([20, 21]\) is that the s-ensemble may exhibit coherences between different layers, while the x-ensemble is diagonal. A consequence of this inequivalence is that certain dynamical parameters may be identified by output measurements in one ensemble but not in the other. For instance, the off-diagonal blocks of the fixed-time output contain information about the phase of the jump operator, while the fixed-jumps state does not depend on it.

On the trajectories level, in certain situation the x-ensemble \([22]\) can be more amenable than the s-ensemble \([19]\) to numerical simulations via paths sampling techniques \([38]\). In the same spirit, we speculate that the above quantum equivalence results can contribute towards a better understanding of dynamical phase transitions on the level of quantum states. A possible application is the extension to continuous time of the Sanov Theorem for the empirical measure of multiple successive jumps, developed in \([29]\). In a different direction, the two ensembles set-up could be used to unify the existing system identification and asymptotic normality theory for discrete \([40]\) and continuous \([41]\) quantum Markov processes.
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