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Abstract—The binary segmentation of roads in very high resolution (VHR) remote sensing images (RSIs) has always been a challenging task due to factors such as occlusions (caused by shadows, trees, buildings, etc.) and the intra-class variances of road surfaces. The wide use of convolutional neural networks (CNNs) has greatly improved the segmentation accuracy and made the task end-to-end trainable. However, there are still margins to improve in terms of the completeness and connectivity of the results. In this paper, we consider the specific context of road extraction and present a direction-aware residual network that includes three main contributions: 1) ResDec: an asymmetric residual segmentation network with deconvolutional layers and a structural supervision to enhance the learning of road topology; 2) a pixel-level supervision of local directions to enhance the embedding of linear features; 3) Refnet: a refinement network to optimize the segmentation results. An ablation study on the benchmark Massachusetts dataset has confirmed the effectiveness of the presented designs. Comparative experiments with other approaches show that the proposed method has advantages in both overall accuracy and F1-score.
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I. INTRODUCTION

Road extraction from very high resolution (VHR) remote sensing images (RSIs) is essential for the mapping and updating of geographic information systems (GIS). This task has been studied for decades but we have not satisfactory automatic solution yet. This is due to the special characteristics of roads. Compared with other compact ground objects (such as buildings and water), roads in VHR RSIs appear to be elongated regions with similar spectral and texture patterns. Additionally, roads have fixed width and limited curvatures, and they are not suddenly interrupted [1]. To model these geometric features, the road extraction algorithms are expected to have a certain level of optimization and regularization of the results to reduce the discontinuities and false alarms.

Conventional expert-knowledge based methods for road extraction usually combine multiple edge detection, tracking, region clustering and filtering algorithms to obtain integrated results, since any single algorithm cannot model the complex structure of roads [1]. This often makes the results parameter-dependent and leads to error accumulation problems. The rise of convolutional neural networks (CNNs) makes it possible to model roads in an end-to-end manner and generalize the results to large volumes of data. Accordingly, due to the great feature embedding power of CNNs, the accuracy of road extraction has been significantly improved. In consequence, since around 2017 the CNN-based methods have been the mainstream in road extraction [2].

In the CNN-based approaches, road extraction is viewed as a binary segmentation problem. Cascaded convolutional layers are employed to model the spectral and spatial distribution of roads, followed by a classifier to densely discriminate the pixel categories (roads or non-roads). Compared to conventional methods based on hand-crafted features, if properly trained on a large number of representative annotated samples, CNNs are able to learn high-level semantic features of the roads automatically, and thus can be considered as a powerful feature extractor and classifier.

One of the remaining problems in CNN-based road extraction methods is the recognition of the spectral outliers and the recovering of occluded areas (e.g. caused by shadows, trees, buildings and vehicles). These problems have been alleviated due to the encoding design of CNNs that aggregates local contextual information. However, there are still discontinuities in road segmentation maps. A possible solution to solve these problems is to enhance the embedding of linear features within the CNN architectures. In this paper we address this problem by proposing a direction-aware residual network that adds a supervision to force the network to learn directional features.

In this way, the learned network is direction-sensitive and the linear features are strengthened. Moreover, most literature works employ UNet-like architectures [3]. They typically contain symmetric designs with connections to the low-level features to recover the spatial details. Although this skip connection design can provide spatial details, we argue that it has the side effect of aggravating the occlusions and fragmenting the results. By contrast, we employ ResNet as the backbone network with two additional designs: a structural loss function to enhance the learning of the road topology, and a decoder network to smoothly enlarge the feature maps. Additionally, a refinement sub-net is designed to optimize the segmentation results.

To summarize, the main contributions of this work are as follows:

1) Designing a residual segmentation network (ResDec) with deconvolutional layers and structural supervision for the task of road extraction. This network design is aimed at enhancing the structural completeness of the road networks.

2) Introducing a direction supervision to the network. This enables the learned model to be direction-aware, thus strengthens the detection of linear features.
3) Introducing a refinement sub-net (Refnet) to optimize the road extraction results.

4) Performing ablation studies and comparative experiments on the benchmark Massachusetts dataset to verify the effectiveness of the introduced designs.

The remainder of this paper is organized as follows. Section II introduces the related works on road extraction in VHR RSIs. Section III illustrates the proposed method in details. Section IV describes the implementation details and the experimental settings. Section V presents the results and analyzes the effect of the proposed method. Section VI draws the conclusions of this study.

II. RELATED WORK

The literature works on automatic road extraction can be divided into two categories: expert knowledge-based methods and CNN-based ones. Although the CNN-based methods have advantages in accuracy and generalization capabilities, previous works provide inspiration on how to utilize the spatial and spectral properties of roads. In this section we briefly review these two categories of methods.

A. Expert Knowledge-Based Methods

Previous works on road extraction before the emergence of CNNs generally contain two essential steps: 1) the segmentation of roads, and 2) the refinement of the classified road segments.

1) Segmentation of roads: Literature methods on road segmentation are based on either the local spectral homogeneity or the intensity contrast of road surfaces. There are supervised methods that require training samples and unsupervised ones that operate without any labeled data. Typical supervised segmentation methods employ classifiers like the support vector machine (SVM) to label pixels based on the spectral values [4]. Some early works on used simple neural networks as feature extractor [5]. However, these networks only contained a single hidden layer thus with limited capabilities to capture the problem complexity. Unsupervised segmentation methods can be further divided into edge-detection based and object-based ones.

The edge detection based methods are suitable for detecting ridge-like linear features. The Canny detector is one of the most widely used algorithms to extract road candidates [6][7][8]. In [4], the gradients obtained by Canny detectors are followed by a singular value decomposition to extract the road boundaries. In [9], 1-dimensional filtering operators are used to detect edges. The detection of local directionality is presented in [10] and shows better performance compared with the Sobel operator. Hough transform is another commonly used algorithm to detect the dominant linear features in an image [11].

Meanwhile, object-based methods are applicable to the extraction of ribbon-like structures. A typical strategy is to employ clustering techniques (based on spectral and texture features) to obtain candidate super-pixels, after which applying tracking or grouping algorithms to obtain road segments [12]. The clustering methods are usually bottom-up pixel-merging algorithms [13], some of which are implemented by the eCognition commercial software [7]. There are also plenty of works that employ angular operators to extract roads. In [14], the concept of road footprint is introduced to measure the shape of neighbourhood pixels and track the road directions. The work in [15] further merges the direction-homogeneous pixels into candidate road segments.

2) Refinement of road segments: After the coarse segmentation of roads, candidate road-like objects are presented in the binary maps. Typically, a filtering operation is applied to these maps to remove the false alarms. Several works employ geometric calculations to discriminate the shape of candidate regions. In [16], candidate road segments are classified based on the length-width ratio of their minimum bounding rectangles. In [17], the second-order moments of segments are used to filter the non-road ones. Angular operators have also been used to measure the shape of segments in binary maps based on their circularity and rectangularity [18][19].

Another refinement process of the results is the optimization of the extracted road segments. This process generally includes thresholding calculations based on the geometric parameters of segments (e.g., length, distance, orientation) to simplify the road chains [11], merge the overlaps [20] and connect the adjacent regions and junctions [4]. Tensor voting is also a frequently used method to link road segments [16]. It is based on a geometric analysis of the differential information of local pixels [21].

B. CNN-based Methods

Although the expert knowledge-based road extraction methods can achieve satisfactory results on some RSIs, they heavily rely on the setting of the values of many parameters. In this context, the use of CNNs brings an increase in both feature representation power and generalization ability at the cost of having a huge database of annotated samples for the training of the network. Here we briefly review the literature works on CNN-based road extraction in terms of two aspects: network designs and supervisions.

1) Network designs: Most existing works are derived from UNet, a CNN originally designed for medical image processing [3]. Since it has a symmetric encoder-decoder design and concatenation operations between the encoder and decoders, it has the ability to preserve spatial details and is suitable for processing large scale images. In [21], the convolutional units in UNet are changed to recurrent ones, which contain summation operations between the convolutional layers to better preserve spatial information. In [23], the UNet is combined with the residual design in the ResNet architecture. The resulting ResUNet shows a better performance compared with the original UNet. A similar design is introduced in [24] by combining UNet and the Dense block [26]. In [27], two attention units are incorporated into the DenseUNet network to introduce skip-layer attentions at both the global and local levels. Dilated convolutions have also been used to enlarge the receptive filed of the CNN [28]. There are also CNNs designed for multi-task learning. In [2], two encoder-decoder CNNs are cascaded to perform the task of road segmentation and
road centerline extraction, respectively. In [29], two parallel branches are added after the road segmentation network to learn road edges and centerlines simultaneously. Additionally, the generative adversarial network is introduced for the segmentation of roads in [30]. It includes a discriminator to improve the generation of road maps.

2) Supervisions: Additional supervision or the variation of loss functions can affect the learning of features. In [29], a multi-scale supervision is introduced to supervise each decoding layer. It also introduces human interactions to fix the incomplete predictions. In [31], the topology supervision (by centerline maps) is introduced to enable the network to better deal with occlusions. To emphasize the pixels close to road regions, a weighted loss function based on the calculation of euclidean distance has been introduced in [32]. While the binary cross-entropy (BCE) loss function is commonly used for binary segmentation, the structure similarity (SSIM) loss has been adopted in [33] to enhance the quality of the segmentation. In [34], a parallel branch that learns the orientation of roads is added as an auxiliary supervision to improve the connectivity of the road features.

To conclude, although there are numerous works on CNN-based road extraction in VHR RSIs, most of them are simple extensions of the commonly used CNN architectures without considering the specific context of road extraction. Thus, there are still margins to improve the accuracy of road segmentation in terms of completeness and smoothness.

III. PROPOSED DIRECTION-AWARE RESIDUAL NETWORK

In this section we present a direction-aware residual network integrating several network designs and auxiliary supervisions (ResDec-SDR). We illustrate first the network designs and then the auxiliary supervisions.

A. Network architecture

An overview of the designed direction-aware residual network is shown in Fig.1. The network consists of two subnets: i) a segmentation network (ResDec) for the coarse segmentation of roads, and ii) a refinement network (Refnet) to optimize the segmentation results. There are also two auxiliary supervisions in the network: i) a structure supervision in the middle of the segmentation network, and ii) a direction supervision from a parallel branch of the decoder module.

![Fig. 1: The proposed direction-aware residual network (ResDec-SDR).](image)

![Fig. 2: Illustration of the segmentation networks. (a) Traditional UNet-like Architecture; (b) FCN (ResNet18); (c) ResDec: the designed segmentation network.](image)
low-level features can improve the performance. However, recent studies found that the integration of low-level features contributes little to binary segmentation tasks, whereas it does pass through noisy information and increases the computational costs. For the task of road extraction, we expect the extracted objects to be continuous and smooth elongated regions with fixed width, while the pixel-level accurate segmentation of road boundaries is not necessary. The low-level features are generally more noisy (due to occlusions and spectral outliers). The skip connections with them may lead to uneven boundaries and interruptions. Therefore, we argue that the multi-level concatenation operations in UNet-like structures is unnecessary, if not disadvantageous, for road extraction. On the contrary, we emphasize on the embedding power of encoder networks, and present an asymmetrical encoder-decoder design with strengthened encoder and simplified decoder.

Fig. 2 shows a comparison of our network design versus the UNet-like networks. They both contain an encoder network and a decoder module. Fig. 2(a) shows the case of a UNet-like CNN with 4 encoding layers. Let us denote the encoded features as \{E1, E2, E3, E4\}, their corresponding spatial scaling ratios are 1, 1/2, 1/4 and 1/8, respectively. Accordingly, the decoder module contains 3 levels of upsampling and feature fusion operations. Each level of the decoded feature is calculated as:

\[
D_i = U\{F_U(E_{i+1}), E_i\},
\]

Where \(F_U\) denotes an upsampling or deconvolution operation and \(U\) denotes a convolution operation.

In our design in Fig. 2(c), the encoder network is replaced to a layer-rearranged version of ResNet18. Compared with the original FCN with ResNet18 backbone (see Fig. 2(b)), the striding operations in our network are designed inside three convolutional blocks so that the feature size is reduced gradually. It also contains a simple decoder with 3 serial deconvolutional layers to enlarge the feature map and smooth the boundaries. In this way, the predicted road maps are closely related to the high-level features of the encoder network. Compared with UNet-like architectures, the designed network gives more focus on the completeness of the road topology, rather than the extraction of road boundaries. An auxiliary supervision is further added to improve the training of the encoder network (see III-B for more details).

TABLE I: Comparison of model size and calculations expressed in terms of params (Mb) and FLOPs (Gbps), respectively.

| Method       | UNet \[3\] | Proposed Res-UNet \[23\] | ResDec |
|--------------|------------|--------------------------|--------|
| Params (Mb)  | 9.16       | 8.22                     | 11.21  |
| FLOPs (Gbps) | 221.43     | 182.21                   | 62.10  |

Table 1 shows a comparison of calculation resources required by the designed segmentation network (layer-rearranged ResNet with deconvolutional layers, denoted as ResDec), UNet and ResUNet. The floating point operations per second (FLOPS) are calculated based on an input size of \([3, 320, 320]\). Although the ResDec has a larger parameter size, its FLOPs are significantly smaller compared to the other two UNet-like CNNs. This is because the concatenation of low-level features in UNet-like structures greatly increases the computation costs, whereas it is not adopted in ResDec.

2) Refnet, the Designed Refinement Network: The coarsely segmented road maps may still contain interruptions and errors. An additional refinement process helps to optimize the segmentation results. An approach used in the literature work employs the tensor voting algorithm as a post-processing to the output of the CNN \[37\]. This algorithm is able to model the underlying spatial distribution pattern of images and to connect the broken road segments. However, a limitation of the tensor voting algorithm is that it is based on a parameter-dependent deduction of the binary results, thus it is not stable and may produce false alarms. In this work we introduce a subnet to perform the refinement, named as the Refnet. It produces more stable results and makes the whole segmentation process end-to-end trainable.

The designed Refnet is a UNet-like CNN inspired by the refine module presented in \[38\]. We change the striding rate and the number of channels per-layer to adapt the network to the task of road extraction. Fig. 3 shows the design of the Refnet. It operates on 4 sequential encoding levels with an increasing number of channels. The input of the network is the probability map produced by the segmentation network. It produces a residual feature map which strengthens the road-like regions and suppresses the non-road ones. This network optimizes the results in various aspects, including linking the possible interruptions, removing the isolated false alarms and increasing the probability salience of the road features.

B. Supervisions and Loss Functions

The proposed direction-aware network contains different supervisions: two segmentation supervisions, a structure super-
vision and a direction supervision. A hybrid loss is calculated based on these supervisions, calculated as:

\[ \text{loss} = \alpha l_{seg} + \beta l_{struct} + \gamma l_{direct} + \theta l_{ref} \]  

(2)

where \( l_{struct}, l_{direct}, l_{seg} \) and \( l_{ref} \) denote the losses for the structure supervision, the direction supervision, the segmentation network (ResDec) and the refinement network (Refnet), respectively. \( \alpha, \beta, \gamma, \theta \) are 4 weight variables for the different losses.

1) Segmentation Supervisions: The segmentation results are expected to be probability maps, while the reference maps are binary. Binary cross entropy loss is the most widely used function to measure the differences between predictions and targets, calculated as:

\[ l_{bce} = - \sum_{(r,c)} T(r,c) \log[P(r,c)] + [1 - T(r,c)] \log[1 - P(r,c)] \]  

(3)

where \( T(r,c) \in \{0, 1\} \) is the target value of pixel \((r,c)\) and \( P(r,c) \) is the predicted probability value.

2) Structure Supervision: This is an auxiliary supervision added at the highest level of the encoder network, related to the spatial scaling rate of 1/8. In the down-scaled maps, the width of roads is usually 1 to 2 pixels, so the road boundaries are obscure. Therefore, a supervision at this level gives more attention to the center road pixels, thus strengthening the geometric structure of roads. Additionally, this auxiliary supervision is beneficial for improving the training stability of the encoder network. We deem the embedding of road structures as a regression problem and use the L1 loss to measure the structural differences:

\[ l_{struct} = \sum_{(r,c)} |P_s(r,c) - T_s(r,c)| \]  

(4)

where \( P_s(r,c) \in [0, 1] \) and \( P_s(r,c) \in [0, 1] \) are the pixel values at the scaled target and prediction maps, respectively.

3) Direction Supervision: A previous study has found that learning the road orientations is beneficial to improve the connectivity of road segmentation results [34]. However, this study calculates the road orientations based on vector data, which does not apply to raster reference data. We extend this idea to common road segmentation tasks by generating the reference direction maps from the binary ground truth maps.

Fig.1 illustrates the algorithm to generate reference direction maps. The angular operators are used to measure the local direction of road pixels [15]. The algorithm is as follows:

Algorithm 1 Algorithm for Generating the Direction Map

Input: Binary ground truth road map \( T \);

Parameters: detecting radius \( r \), angle step \( \Delta \theta \);

Output: Reference road direction map \( T_d \);

1: for \( T(i,j) \) in \( T \) do
2: if \((T(i,j) = 1)\) then
3: for \( \theta = 0 \) to \( \pi \) step \( \Delta \theta \) do
4: \[ d_\theta(i,j) = \sum_{\rho=1}^{\rho_{\text{max}}} T(\rho \sin \theta, \rho \cos \theta) + T(-\rho \sin \theta, -\rho \cos \theta) \]
5: end for
6: find \( \theta_{\text{max}} \) that:
7: \[ d_{\theta_{\text{max}}}(i,j) = \max\{d_\theta(i,j)\}, \theta \in [0, \pi] \]
8: else
9: \[ T_d(i,j) = \text{invalid} \]
10: end if
11: end for
12: return \( T_d \)

The parameters \( r \) and \( \Delta \theta \) are selected based on the minimum and maximum pixel width of the roads in \( T \). The algorithm is implemented using convolutional layers with fixed weights, so that the reference maps can be generated dynamically during the training phase. To avoid under-fitting problems, we clip the target direction map \( T_d \) to a 5 channel map representing 4 major directions and the non-road label \( (T_d(r,c) \in \{0, 1, 2, 3, 4\}) \). The multi-class cross entropy loss is used to evaluate the predicted direction map \( P_d \):

\[ l_{direct} = \sum_{(r,c)} \sum_{i=1}^{N_d} \{-P_d(r,c)[d_i] + \log[\sum_{j=1}^{N_d} \exp(P_d(r,c)[j])]\} \]  

(5)

where \( N_d \) is the number of road directions. To encourage the modeling of linear features over all areas, the non-road labels are neglected in \( l_{direct} \).

This direction supervision is connected to a parallel branch of the segmentation network, thus the learned direction features can contribute to the segmentation results.

IV. DATASET DESCRIPTION AND DESIGN OF EXPERIMENTS

In this section we describe the experimental dataset, the implementation details and the evaluation metrics.

A. Dataset Description

The experiments are performed on the Massachusetts roads dataset [59]. This is an aerial dataset collected in Massachusetts, US., covering an area of 2.25 square kilometers. The ground sampling distance of this dataset is 1.2m per pixel. There are 1171 images in total, among which 1108 images are for training, 14 ones for validation and the remaining 49 ones for testing. Each image has 1500 × 1500 pixels. The imaged regions include urban, suburban and rural scenes. The reference maps are generated by rasterizing the vector data of road centerlines, so each road has a fixed width. This is by far the largest and most challenging benchmark dataset currently available for road segmentation in VHR RSIs.
Fig. 4: Generation of the reference direction map. (a) Calculation of the local direction; (b) Generated reference direction map (4 main directions only); (c) Predicted direction map (background pixels not shown).

B. Implementation Details

All the experiments are performed on a workstation with 32 GB RAM and a Nvidia 1080Ti GPU. The designed networks are implemented using the PyTorch library. Due to the limitation of GPU memory, the training is performed using cropped images with the spatial size of 320 × 320 pixels. To avoid the over-fitting problem, dynamic cropping and flipping operations are performed as augmentations to the dataset. The input images are first loaded and stored in the memory. During each training iteration, they are randomly cropped and flipped before being loaded to CNNs. Fig.5 shows our data augmentation strategy. In our implementation, each training image generates 10 cropped patches during each epoch, while the training takes 50 epochs. The training batch size is set to 16. During the validation and testing phase, full-size input images are used instead (without the cropping operation) to avoid the impact of cropping parameters. The parameters \( \alpha, \beta, \gamma, \theta \) in formula (2) are empirically set to 1.0, 0.5, 0.2 and 1.0, respectively. The \( l_{\text{direct}} \) is assigned with a lower weight since its values are bigger.

C. Evaluation Metrics

We use five measurements to evaluate effectiveness of the considered methods: Precision (P), Recall (R), F1 score, overall accuracy (OA) and break-even point (BEP). These are the most widely used measurements in both road extraction and other binary segmentation tasks [29]. They are calculated as follow:

\[
P = \frac{TP}{TP + FP}, \quad R = \frac{TP}{TP + FN}
\]

\[
F1 = 2 \times \frac{P \times R}{P + R}, \quad OA = \frac{TP + TN}{TP + FP + TN + FN}
\]

Where TP, FP, TN and FN represents true positive, false positive, true negative and false negative, respectively. Since there is a negative correlation between the values of precision and recall (under different thresholds), we also use the break-even point as a measurement. The BEP is defined as the intersection point on the precision-recall curve, where the values of precision and recall are equal.

V. EXPERIMENTAL RESULTS

This section presents the experimental results obtained on the Massachusetts roads dataset. First, an ablation study is performed to test the modules and auxiliary supervisions. Then the effects of the direction supervision and the refinement network are analyzed. Finally, we compare the proposed direction-aware residual network with several literature works and analyze the results.

A. Ablation Study

Fig. 6: Example of the segmentation results (ablation study).

To test the effectiveness of the proposed direction-aware residual network including both the sub-nets and the auxiliary supervisions, we performed an ablation study. Since
the designed segmentation network (denoted as ResDec) is a modified version of the baseline FCN (with ResNet18 as its backbone network), the latter is also used in the comparison to evaluate the improvements.

Table II reports the quantitative results of the ablation study. Compared with the baseline FCN (ResNet18), the designed layer-rearranged segmentation network (ResDec) shows a significant improvements in both OA and F1 measures. The auxiliary structure and direction supervisions improve the F1 measure of 0.08% and 0.23%, respectively. The use of the Refnet improves the results of 0.16% in F1 measure. Specifically, the structure supervision improves the precision of the network, while the Refnet improves the recall of the network. With all the modules and auxiliary supervisions added, the proposed methods shows an increase of 0.45% in F1 measure and 0.08% in OA. Compared with the baseline FCN, the proposed method has an advantage of 0.43% in OA and 3.35% in F1 measure. Figure 7 shows the statistical curves of the ablation study. Figure 7(a) shows the precision-recall curve, while Figure 7(b) shows the calculated OA under different thresholds. One can observe that the designed ResDec network has a great advantage compared to the baseline FCN. The red curve represents the ResDec-SDR, which has the biggest areas in both graphs.

**TABLE II: Results of the ablation study. ResDec-SDR denotes the ResDec with the auxilary losses and the Refnet.**

| Method   | $l_{struct}$ | $l_{direct}$ | Refine | OA(%) P(%) R(%) F1(%) |
|----------|--------------|--------------|--------|----------------------|
| ResNet18 |              |              |        | 97.70 74.25 78.93 76.35 |
| ResDec   |              |              |        | 98.05 78.94 79.86 79.25 |
| ResDec-S | √            |              |        | 98.07 79.44 79.55 79.33 |
| ResDec-D |              | √            |        | 98.04 78.57 80.77 79.48 |
| ResDec-R |              |              | √      | 98.04 78.50 80.62 79.41 |
| ResDec-SDR | √          | √            | √      | 98.13 80.38 79.41 79.70 |

Fig. 7: Statistical curves of the ablation study. (a) Precision-recall curves; (b) OA curves.

Fig. 6 shows the segmentation results on several testing areas. Compared with the baseline FCN, the segmentation maps of ResDec are smoothed and less fragmented due to its deconvolutional layers. However, there still many false alarms and interruptions in the segmented road maps. After using the auxiliary losses and the Refnet, the false alarms are reduced. Additionally, the connectivity of roads is greatly improved.

**B. Analysis of the Effect of Refnet**

As presented in Table II, the Refnet increases F1 measure of ResDec by 0.16%. To qualitatively evaluate the Refnet, we compare the obtained results before and after the use of it. Fig 8(a),(b) show two sample areas affected by occlusions. In the original road maps produced by the segmentation network, there are interruptions on the roads. After using the Refnet, some of the interrupted segments have been connected and the results are more complete. It increases the recall measure of ResDec by 0.76%. However, this refinement process also works for false alarms. Fig 8(c) shows an example of the false positive segments being connected after using the Refnet. This side effect degrades the precision by 0.55%. Overall, the Refnet is beneficial for increasing the segmentation accuracy, especially after integrating the auxiliary supervisions.

**C. Analysis of the Effect of Direction Supervision**

To visually assess the effect of direction supervision, we compare the segmentation results with and without the use of it in Fig 9. The direction salience maps are generated by adding the 4 channel outputs of the predicted directions, which imply the linear features learned by the network. One can observe that the use of direction supervision enables the network to better embed the linear features, thus improving the detection of roads. The direction supervision improves the F1 measure of the network by 0.29% and obtains the best recall measure (80.77%) in the ablation study.

**D. Comparative Experiments**

In this section we compare the proposed method with literature works. The compared methods include the baseline FCN (ResNet18) [24], the CasNet [2], the original UNet [3] and the residual UNet (ResUNet) [23]. CasNet is an early work on road segmentation using a modified version of VGG-Net [40] as encoder. To fairly compare the tested methods, the same data pre-processing procedures and parameter settings are used during the training. Table III reports the quantitative
results of the compared methods. The accuracy provided by the original ResNet18 is lower than those of other methods. This is mainly due to the sequential down-sampling operations in its early layers. The UNet has an advantage of 0.07% in BEP compared with CasNet, but its computational cost is significantly higher. The residual design in ResUNet improves the F1 of 0.12% and the BEP of 0.11% compared with the original UNet. It also achieves the best recall measures.

Compared with the literature works, the designed ResDec obtains the best results in terms of both F1 and OA. Considering that its computation cost is significantly lower than those of UNet and ResUNet, these improvements are remarkable. After adding the auxiliary supervisions and the ReNet, the proposed method achieves the best performance on BEP, F1 and OA. In greater detail, it has an advantage of 0.60% in F1 and 0.11% in OA compared with UNet. The precision-recall and OA curves of the compared methods are presented in Fig. 10. The OA of the proposed method is higher under all the thresholds.

| Method       | OA(%) | P(%) | R(%) | BEP  | F1(%) |
|--------------|-------|------|------|------|-------|
| ResNet18     | 97.70 | 74.25| 78.93| 76.46| 76.35 |
| CasNet       | 97.99 | 77.65| 80.87| 79.29| 79.06 |
| UNet         | 98.02 | 78.20| 80.46| 79.36| 79.10 |
| ResUNet      | 98.00 | 77.69| 81.14| 79.47| 79.23 |
| ResDec       | 98.07 | 79.44| 79.55| 79.40| 79.33 |
| ResDec-SDR   | 98.13 | 80.38| 79.41| 79.90| 79.70 |

VI. CONCLUSIONS

In this paper we have studied the CNN-based extraction of roads in VHR RSIs and presents a direction-aware residual network. The literature works mostly use UNet-like symmetric architectures. We have argued and shown that the concatenation with low-level features is unnecessary and introduced an asymmetric network. This network is an extension of the ResNet, where its encoding layers are re-arranged to suit the task of road extraction. Experimental results show that the designed segmentation network (ResDec) outperforms competitors in OA and F1 measures, whereas its computational cost is significantly smaller.

Additionally, the proposed direction-aware residual network contains three main contributions: i) a structure supervision to emphasize the preservation of the road typology, ii) a direction supervision to enhance the embedding of linear features, and iii) a refinement sub-net to improve the smoothness and connectivity of the generated road maps. Combining these designs, the proposed method obtained great improvements in OA, BEP and F1 measures.

One of the remaining problems in road extraction is that there are a certain types of road surfaces that are neglected by all the considered network models. In the future, we will investigate to add nodes and length based analysis of the road networks to improve the generalization ability of the segmentation network.
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