Experimental observation of magnetic poles inside bulk magnets via \( q \neq 0 \) Fourier modes of magnetostatic field
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Abstract

The pole-avoidance principle of magnetostatics results in an angular anisotropy of the magnetic neutron scattering cross section \( d\Sigma_M/d\Omega \). For the case of a sintered Nd–Fe–B permanent magnet, we report the experimental observation of a ‘spike’ in \( d\Sigma_M/d\Omega \) along the forward direction. The spike implies the presence of long-wavelength magnetization fluctuations on a length scale of at least 60 nm. Using micromagnetic theory, it is shown that this type of angular anisotropy is the result of the presence of unavoidable magnetic poles in the bulk of the magnet and is related to the \( q \neq 0 \) Fourier modes of the magnetostatic field. Thus, our observation proves the existence of such modes.
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1. Introduction

The dipole–dipole interaction is one of the most fundamental interactions in condensed-matter physics. For instance, the scattering of thermal neutrons by magnetic materials, the Overhauser effect in nuclear magnetic resonance and the related phenomenon of dynamic nuclear...
polarization [1], or the appearance of van-der-Waals forces can all be described using the concept of the interaction between (electrical and magnetic) dipoles.

In recent years, the magnetodipolar interaction moved into the focus of attention within the framework of the study of so-called spin-ice compounds (Dy and Ho-based pyrochlores) (e.g. [2–11]). In these systems, it is possible to achieve a substantial magnetic-pole separation such that individual poles behave like magnetic monopoles, in this way realizing Dirac’s hypothesis in practice. Magnetic monopoles in spin-ice compounds give rise to frustration, dipolar ferromagnetic coupling, exotic field-induced phase transitions and unusual glassiness (see, e.g. [12] for a recent review).

Besides their long-range nature, dipole–dipole interactions are anisotropic in the sense that the energy of a given arrangement of dipoles depends not only on the distance between them but also on their orientation. A textbook example is the energy of two parallel-aligned magnetic moments $m_1$ and $m_2$, which takes on values of $\mu_0 m_1 m_2 / 4\pi r^3$ for the ↑↑ state and $-\mu_0 m_1 m_2 / 2\pi r^3$ for the →→ arrangement, where $r = |r|$ denotes the distance between $m_1$ and $m_2$ and $\mu_0 = 4\pi \times 10^{-7}$ Tm A$^{-1}$.

Unlike spin-ice compounds, for macroscopic bulk magnets with $\sim 10^{23}$ atomic spins per cm$^3$, the picture of discrete magnetic moments becomes a burden. It is more convenient to describe their magnetization state by a continuous magnetization vector $\mathbf{M}(r)$, and to associate the interaction of the discrete atomic magnetic moments—within the Lorentz continuum approximation—with the magnetostatic self-interaction energy $E_m \geq 0$ [13–15]

$$E_m = +\frac{\mu_0}{2} \int \mathbf{H}_d^s dV,$$

where $\mathbf{H}_d(r)$ denotes the magnetostatic field and the integral is taken over all space. Since the sources of $\mathbf{H}_d$ are inhomogeneities of $\mathbf{M}$ (either in orientation and/or in magnitude), positiveness of $E_m$ (or, strictly speaking, the existence of its lower bound, achieved only in the absence of sources) implies that the magnetodipolar interaction tries to avoid any sort of magnetic volume ($-\nabla \cdot \mathbf{M}$) or surface ($\mathbf{n} \cdot \mathbf{M}$) poles; this is the content of the so-called pole-avoidance principle.

Similarly to the poles themselves, the field $\mathbf{H}_d(r)$ can be decomposed into the surface demagnetizing field $\mathbf{H}_d^s(r)$ and into the magnetostatic field $\mathbf{H}_d^b(r)$ related to volume charges, i.e. $\mathbf{H}_d(r) = \mathbf{H}_d^s(r) + \mathbf{H}_d^b(r)$ [14]. For uniformly magnetized bodies of ellipsoidal shape, $\mathbf{H}_d^s$ is uniform inside the material; if furthermore $\mathbf{M}$ is aligned along a principal axis of the sample (assumed in the following to be the z-direction of a Cartesian coordinate system), then $\mathbf{H}_d^s = -NM_z \mathbf{e}_z$, where $N$ denotes the corresponding demagnetizing factor and $M_z = |\mathbf{M}|$ is the saturation magnetization. In the presence of a uniform applied magnetic field $\mathbf{H}_0 = H_0 \mathbf{e}_z$, both fields $\mathbf{H}_d^s$ and $\mathbf{H}_0$ can be superposed to yield the (uniform) internal magnetic field $\mathbf{H}_i = |H_i| = H_0 - NM_z$. Under these assumptions and with reference to the title of the paper, the field $\mathbf{H}_d^b$ may then be considered as the macroscopic $\mathbf{q} = 0$ Fourier component of $\mathbf{H}_d$.

The $\mathbf{q} \neq 0$ Fourier component of $\mathbf{H}_d(r)$, denoted as $\mathbf{h}_d^b(\mathbf{q})$, is obtained by solving Maxwell’s magnetostatic equations (no currents) $\nabla \cdot \mathbf{B} = 0$, $\nabla \times \mathbf{H}_d = 0$, and $\mathbf{B} = \mu_0 (\mathbf{H}_d + \mathbf{M})$ as [16]

$$\mathbf{h}_d^b(\mathbf{q}) = -\frac{\mathbf{q} \cdot \tilde{\mathbf{M}}(\mathbf{q})}{q^2},$$
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where $\mathbf{M}(\mathbf{q})$ represents the Fourier transform of $\mathbf{M}(\mathbf{r})$. Equation (2) implies that pole avoidance prefers magnetic structures with Fourier modes $\mathbf{M}$ normal to the wave (or scattering) vector $\mathbf{q}$. Moreover, the anisotropic character of the dipole–dipole interaction, which is embodied in equation (2), can also be expected to induce anisotropic features in the magnetic neutron scattering cross section, which is a function of $\mathbf{M}(\mathbf{q})$.

Here, we report the results of neutron-scattering experiments on a Nd–Fe–B magnet which reveal a ‘spike’ in the magnetic neutron scattering cross section. We will demonstrate that the origin of the spike is related to the Fourier coefficient $\mathbf{h}^b_0(\mathbf{q})$ of the magnetostatic field and that it is a direct manifestation of pole avoidance (flux closure) in the bulk of magnetic materials.

2. Experiment

The neutron-scattering experiments were carried out at 295 K at the instrument Quokka [17] at the Australian Nuclear Science and Technology Organisation. Figure 1 depicts a sketch of the experimental setup. Incident unpolarized neutrons with a mean wavelength of $\lambda = 4.8$ Å ($\Delta\lambda/\lambda = 10\%$ (FWHM)) were selected by means of a velocity selector. The magnetic field $\mathbf{H}_0$ at the sample position was applied perpendicular to the incoming neutron beam (wave vector $\mathbf{k}_0$). Scattered neutrons were counted on a two-dimensional position-sensitive detector. Neutron data were corrected for background (empty sample holder) scattering, transmission, and detector efficiency and set to absolute units using a calibrated attenuated direct-beam measurement. The sample under study was a sintered isotropic (i.e. untextured) Nd–Fe–B permanent magnet (grade: N42); the neutron sample was prepared in the form of a circular disc with a diameter of 22.0 mm and a thickness of 512 $\mu$m ($N \approx 0.0178$).

3. Results and discussion

Figure 2 displays the experimental unpolarized (nuclear and magnetic) macroscopic differential scattering cross section $d\Sigma/d\Omega$ of a Nd–Fe–B magnet at several applied-field values; figure 3 shows $d\Sigma/d\Omega$ at a fixed momentum transfer of $q = 0.10 \pm 0.02$ nm$^{-1}$ as a function of the azimuthal angle $\theta = \angle (\mathbf{q}, \mathbf{H}_0)$. On reducing the field starting from 10 T, where a $\sin^2 \theta$-type anisotropy with maxima perpendicular to $\mathbf{H}_0$ is visible (figure 2(a)), one clearly observes the emergence of a spike in $d\Sigma/d\Omega$ along the field direction ($\theta = 0^\circ$ and $\theta = 180^\circ$) at fields below about 4 T and extending even to negative values (figures 2(b)–(d)). In the following, we provide a more detailed discussion of the origin of this angular spike anisotropy in $d\Sigma/d\Omega$ in terms of the continuum theory of micromagnetics.

The static equations of micromagnetics for the bulk of magnetic media can be conveniently expressed as a balance-of-torques equation [13–15],

![Figure 1. Sketch of the neutron-scattering setup.](image-url)
where $H_r(p)$ and $\mu \nabla^2 M_s$ denote, respectively, the magnetic anisotropy field and the exchange field ($A$ is the exchange-stiffness constant). Equation (3) expresses the fact that at static equilibrium the torque on $M$ due to the effective field term (in the brackets) vanishes everywhere inside the material.

At large applied fields $H_0 |e_z$, one can linearize equation (3) and find closed-form expressions for the two independent transversal magnetization components $M_x$ and $M_y$. In Fourier space, and with respect to neutron scattering at small angles, where one can neglect the component of the scattering vector along the incident beam and $q \equiv (0, q, q_z) = q (0, \sin \theta, \cos \theta)$ (compare figure 1), the solutions for $\vec{M}_x$ and $\vec{M}_y$ are [18]:

$$\vec{M}_x (q) = M_s \frac{h_x (q)}{H_{\text{eff}}},$$

$$\vec{M}_y (q) = M_s \frac{h_y (q)}{H_{\text{eff}}},$$
\[ M_y(q) = M_s \frac{h_y(q) - M_z(q) \sin \theta \cos \theta}{H_{\text{eff}} + M_s \sin^2 \theta}, \quad (5) \]

where \( h(q) = (h_x(q), h_y(q), 0) \) denotes the Fourier coefficient of the magnetic anisotropy field \( H_p(r) \), which varies as a function of the position inside the material and produces nanoscale spin disorder. The Fourier coefficient of the longitudinal magnetization, \( M_z(q) \), is proportional to the jump \( \Delta M \) in the magnitude of the magnetization at internal particle–matrix interfaces. The quantity \( H_{\text{eff}}(q, H_i) = H_i \left(1 + l_H^2 q^2\right) \) depends on the internal (applied) field \( H_i \), on \( q = |q| \), and on the exchange length of the field \( l_H = \sqrt{2\Delta/\mu_0 M_s H_i} \).

The important point to realize is that the terms \( M_z \sin \theta \cos \theta \) and \( M_z \sin^2 \theta \) in equation (5) are due to the magnetodipolar interaction. To be more precise, these terms are due to the inclusion of the \( q \neq 0 \) Fourier component of the magnetostatic field, \( h_q(r) \) (equation (2)). As we will see below, these contributions decisively determine the angular anisotropy of the elastic (small-angle) neutron scattering (SANS) cross section \( \frac{d\Sigma}{d\Omega} \), which, for unpolarized neutrons and the above scattering geometry \( (k_0 \perp H_0) \), reads [19, 20]

\[
\frac{d\Sigma}{d\Omega}(q) = \frac{8\pi^3}{V} \left( |\mathcal{N}|^2 + b_H^2 |\mathcal{M}|^2 + b_H^2 |\mathcal{M}_z|^2 \cos^2 \theta \right.
\]

\[
+ b_H^2 |\mathcal{M}|^2 \sin^2 \theta - b_H^2 \left( \mathcal{M}_z \mathcal{M}_z^* + \mathcal{M}_z \mathcal{M}_z^* \right) \sin \theta \cos \theta \right); \quad (6)
\]

\( V \) is the scattering volume, \( b_H = 2.9 \times 10^8 \text{ A}^{-1} \text{m}^{-1} \), and \( \mathcal{N}(q) \) is the Fourier coefficient of the nuclear scattering-length density; the asterisks ‘*’ mark the complex-conjugated quantity. When equations (4) and (5) are inserted into equation (6), \( \frac{d\Sigma}{d\Omega} \) can be expressed as [18]

\[
\frac{d\Sigma}{d\Omega}(q) = \frac{d\Sigma_{\text{res}}}{d\Omega}(q) + \frac{d\Sigma_M}{d\Omega}(q), \quad (7)
\]

where

\[
\frac{d\Sigma_{\text{res}}}{d\Omega}(q) = \frac{8\pi^3}{V} \left( |\mathcal{N}|^2 + b_H^2 |\mathcal{M}|^2 \sin^2 \theta \right) \quad (8)
\]

represents the (nuclear and magnetic) residual SANS cross section, which is measured at complete magnetic saturation (infinite field), and

\[
\frac{d\Sigma_M}{d\Omega}(q) = S_H(q) R_H(q, \theta, H_i) + S_M(q) R_M(q, \theta, H_i) \quad (9)
\]

is the spin-misalignment SANS cross section, which decomposes into a contribution \( S_H R_H \) due to perturbing magnetic anisotropy fields and a part \( S_M R_M \) related to magnetostatic fields. The anisotropy-field scattering function \( S_H(q) = \frac{8\pi^3}{V} b_H^2 h_0^2 |h_1|^2 \) depends on the Fourier coefficient \( h(q) \) of the magnetic anisotropy field, whereas the scattering function of the longitudinal magnetization \( S_M(q) = \frac{8\pi^3}{V} b_H^2 |\mathcal{M}_z|^2 \) provides information on the magnitude \( \Delta M \propto \mathcal{M}_z \) of the magnetization jump at internal interfaces. The corresponding (dimensionless) micromagnetic response functions are
\[ R_H(q, \theta, H_i) = \frac{p^2}{2} \left( 1 + \frac{\cos^2 \theta}{(1 + p \sin^2 \theta)^2} \right) \]  

and

\[ R_M(q, \theta, H_i) = \frac{p^2 \sin^2 \theta \cos^4 \theta}{(1 + p \sin^2 \theta)^2} + \frac{2p \sin^2 \theta \cos^2 \theta}{1 + p \sin^2 \theta}, \]  

where \( p(q, H_i) = M_s/H_{\text{eff}}(q, H_i) \). For polycrystalline bulk ferromagnets, the functions \( |\vec{N}|^2 \), \( |\vec{M}|^2 \), \( |h| \), and, hence, \( |\vec{M}|^2 \) (compare equation (4)) are all isotropic, i.e. they depend only on the magnitude \( q \) of the scattering vector, not on the angle \( \theta \) [21, 22]. Therefore, any angular \( (\theta) \) anisotropy that becomes visible in \( d\Sigma/d\Omega \) (equation (6)) is a consequence of the trigonometric functions in conjunction with scattering terms \( \propto \vec{M}_y^2 \) and \( -2\vec{M}_y \vec{M}_z \), which by virtue of equations (2) and (5) depend explicitly on the angle \( \theta \). Then, depending on the values of \( q, H_i \), and on the ratio of \( S_H \) to \( S_M \), a variety of different SANS patterns can be observed on a two-dimensional detector (compare figures 2 and 3 in [18]).

Note, however, that for the hard magnetic material under study, the term \( S_M R_M \) in \( d\Sigma/d\Omega \) is less important than the anisotropy-field related contribution \( S_H R_H \). In fact, in the experimental neutron data (figure 2), we do not observe maxima along the diagonals of the detector, as one would expect if the term \( S_M R_M \) significantly contributes to the magnetic scattering (compare equation (11)).

In order to demonstrate in particular the effect of the magnetodipolar term \( M_s \sin^2 \theta \) in the denominator of equation (5) \( (p \sin^2 \theta \) in equations (10) and (11)) on the spin-misalignment neutron scattering cross section \( d\Sigma_M/d\Omega \), we show in figure 4 \( d\Sigma_M/d\Omega \) with (figure 4(a)) and without (figure 4(b)) this term [18]. It is clearly seen that the inclusion of the magnetostatic term \( M_s \sin^2 \theta \) in \( d\Sigma_M/d\Omega \) gives rise to a sharp spike in the direction parallel (and anti-parallel) to the applied-field direction; the term vanishes for \( \theta = 0^\circ \) and in this way increases the contribution (amplitude) of the \( \vec{M}_j \) Fourier coefficient to \( d\Sigma_M/d\Omega \). The spike (or flying-saucer-type pattern)
was first predicted by Weissmüller et al [23]. Note also that the \(d\Sigma_M/d\Omega\) data that are shown in figure 4 are only qualitative with respect to absolute values and \(|q|\)-dependence; adding (realistic) isotropic nuclear SANS \((\sim|N|^2)\) and longitudinal magnetic scattering \((\sim|M_z|^2 \sin^2 \theta)\) to \(d\Sigma_M/d\Omega\) in order to arrive at the total (nuclear and magnetic) \(d\Sigma/d\Omega\) (as in the experiment) does not change the result shown in figure 4. Since the spike anisotropy is observed for a wide range of applied magnetic fields, starting already at around \(\pm 6\) T (data not shown), where the sample is essentially in the approach-to-saturation regime, we believe that other magnetization textures (e.g. Bloch or Néel-type structures) play only a minor role for the anisotropy of the magnetic SANS cross section.

Furthermore, we note that when equations (7)–(11) are evaluated at a fixed \(q\) and \(H_i\) and the angle \(\theta\) is treated as the independent variable, then the cross section is of the form \(d\Sigma/d\Omega = a_1 + a_2 \sin^2 \theta + a_3 R_H(\theta) + a_4 R_M(\theta)\), where the \(a_i\) are adjustable parameters (solid lines in figure 3); treating the exchange-stiffness constant \(A\) (in the expression for \(H_{\text{eff}}\) and, hence, in \(p(q, H_i)\)) as an additional adjustable parameter, results in \(A = 5.9 \pm 0.1\) pJ m\(^{-1}\), which compares favorably with literature data [24].

4. Summary and conclusions

The excellent qualitative agreement between our experimental data (figures 2 and 3) and the micromagnetic simulation (figure 4) strongly suggests that the observed spike anisotropy in \(d\Sigma/d\Omega\) of a Nd–Fe–B magnet is a consequence of unavoidable magnetic poles, existing in the bulk. In other words, the spike is due to the presence of \(q \neq 0\) Fourier modes of the magnetostatic field, here, on a mesoscopic length scale of \(\sim 2\pi/0.1\) nm\(^{-1}\) \(\approx 60\) nm and larger. The results underline the importance of the magnetodipolar interaction for understanding magnetic SANS. Since the spike pattern bears similarities with the dipolar correlations in the pyrochlores, where characteristic cone-shaped intensity patterns (pinch points) were observed by means of diffuse neutron diffraction [7, 8], it would be of interest to search for the signature of the spike on a more microscopic length scale, as it becomes visible in the vicinity of Bragg peaks.
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