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Abstract

In recent years, the discovery of complex dynamic systems in various fields through data-driven methods has attracted widespread attention. This method has played the role of data and has become an advantageous tool for us to study complex phenomena. In this work, we propose a framework for detecting the dynamic behavior, such as the maximum likelihood transition path, of stochastic dynamic systems from data. For the stochastic dynamic system, we need to use the Kramers-Moyal formula to convert it into a deterministic form for processing, then use the extended SINDy method to obtain the parameters of stochastic dynamic systems, and finally calculate the maximum likelihood transition path. We give two examples of stochastic dynamical systems driven by additive and multiplicative Gaussian noise, and demonstrate the validity of the method by reproducing the known dynamical system behavior.
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1. Introduction

Stochastic differential equations are widely used to describe random phenomena in disciplines such as physics, biology, chemistry, and geophysics. For such a stochastic problem, we usually build an appropriate mathematical model based on the basic laws, and then analyze or simulate the model to obtain a characterization of the nonlinear phenomena of the problem. However, for some phenomena that are too complicated, we lack sufficient understand for them, and it is difficult to establish complete mathematical models, or the models corresponding to some phenomena are too complicated to analyze. Fortunately, with the improvement of observation technology and computing power, although there is
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not enough understanding of the problem, there are still many valuable observation or simulation data that can be used. Therefore, it is necessary to directly discover the dynamic system indicators from data and obtain a characterization of stochastic phenomena.

The analysis of dynamical complex behavior based on data has received extensive attention in recent years. Many authors have come up with insightful methods based on areas they are familiar with. For example, the sparse identification of nonlinear dynamics (SINDy) was used by Brunton, Kutz and et al. [1] [2] [3], to discover the governing equation from data. Furthermore, SINDy was applied in the learning of biological networks, which effectively dealt with the problem of rational functions [4]. Zhang and Lin [5] used threshold sparse Bayesian regression to discover the governing physical laws from data. Moreover, there were many other methods, such as stochastic parametrization [6], learning informed observation geometries [7], the Koopman Operator [8] [15], Gaussian processes [10] [11] [12], extended the SINDy methods [13] and so on. However, most of authors focused on system identification [14] [15] and lacked sufficient attention to extract dynamic system indicators [16] from data.

The maximum likelihood transition path is a significant indicator for describing the behavior of stochastic dynamic systems [17] [18] [19], which provides information about the transition phenomena under the interaction of nonlinearity and uncertainty. We know that it is difficult to extract the accurate the maximum likelihood transition path from data under the influence of nonlinearity and uncertainty. The purpose of this paper is to devise a method to extract the maximum likelihood transition path of the stochastic dynamical system from data. We first have used the Kramers-Moyal formula [20] to convert the stochastic problem into the deterministic problem, then estimated the coefficients of stochastic differential equations [21] by extending the SINDy method [13] from data to calculate the maximum likelihood transition path.

The work is arranged as follows. In section 2, we introduce the theory of the article, including the Kramers-Moyal formula, extending the SINDy method and the maximum likelihood transition path. In section 3, the results of the numerical experiment by stochastic differential equations with additive and multiplicative noise are presented. In section 4, we give some conclusions and discussions.

2. Theory

With the advancement of technology, the combination of stochastic differential equations and data has become a powerful tool for our research. In this work, we consider the stochastic differential equation in $\mathbb{R}$ as follows

$$ dX_t = f(X_t)dt + \sigma(X_t)dW_t, \quad X_0 = x, $$ \hspace{1cm} (1)

where $f, \sigma$ are called the drift and the diffusion of the process in $\mathbb{R}$, respectively. The vector $X_t \in \mathbb{R}$ denotes the state of a system at time $t$ and $W_t$ is a standard Brownian motion. For the stochastic
differential equation \[1\], the drift \(f\) and the diffusion \(\sigma\) are two important parts. And fortunately, the Kramers-Moyal formula \[20\] provides us with a way to detect them from data

\[
f(x) = \lim_{\Delta t \to 0} E \left( \frac{(X_{\Delta t} - X_0)}{\Delta t} | X_0 = x \right), \tag{2}
\]

\[
\sigma^2(x) = \lim_{\Delta t \to 0} E \left( \frac{(X_{\Delta t} - X_0)^2}{\Delta t} | X_0 = x \right). \tag{3}
\]

The above equations calculate the expectation and variance of the process \(X(t)\) under the condition of position \(x\) at time \(t\) respectively. If the expectation and variance can be calculated from data, we can easily obtain the parameters of the stochastic differential equation.

2.1. Data-Driven Parameterization of Stochastic Differential Equation

We now apply the extend the SINDy algorithm \[13\] by considering conditional expectation \[2\] and \[3\] with model \(Y = \Theta \Xi\), where \(Y^1 \equiv \lim_{\Delta t \to 0} E \left( \frac{(X_{\Delta t} - X_0)}{\Delta t} | X_0 = x \right)\) or \(Y^2 \equiv \lim_{\Delta t \to 0} E \left( \frac{(X_{\Delta t} - X_0)^2}{\Delta t} | X_0 = x \right)\).

For example, suppose that the basis function is polynomial \(\{1, X, X^2, X^3, \cdots\}\), then using the basis function

\[
\Theta(X) = \begin{bmatrix}
1 & x_1 & x_1^2 & x_1^3 & \cdots \\
1 & x_2 & x_2^2 & x_2^3 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
1 & x_N & x_N^2 & x_N^3 & \cdots 
\end{bmatrix},
\]

we can change Eqs. \[2\] and \[3\] into the following form

\[
Y^1 = \lim_{\Delta t \to 0} E \left( \frac{(X_{\Delta t} - X_0)}{\Delta t} | X_0 = x \right) = \Theta(X) \Xi^1, \tag{4}
\]

\[
Y^2 = \lim_{\Delta t \to 0} E \left( \frac{(X_{\Delta t} - X_0)^2}{\Delta t} | X_0 = x \right) = \Theta(X) \Xi^2,
\]

where \(\Xi^i = [\xi_1, \xi_2, \cdots, \xi_N]^T, \ i = 1, 2\) are the coefficients of the sparse vectors.

Vectors \(\Xi^1\) and \(\Xi^2\) are sparse vector of coefficients. They can be obtained by the following formula

\[
\Xi^i = \Theta(X)^\dagger Y^i, \quad i = 1, 2.
\]

Brunton et al.\[1\] considered such a learned model, however, their only focused on the deterministic dynamical system. In our work, we consider the stochastic dynamical system. Due to the influence of random term, the original optimization method can not meet our requirements, so we introduce a new optimization form \[13\].
1. Binning

The effect of random noise is a difficult problem in dealing with stochastic problems, so we need to preprocess the data to reduce noise. The coordinate binning is an effective method to reduce the influence of noise. To solve Eq. (1), we need to use the data \( X \) from the stochastic differential equation (1). Therefore, we first place the time series data \( X \) into \( G \) bins,

\[
\{ X(t_i) \}_{i=1,...,N} \mapsto \{ \tau_j \}_{j=1,...,G},
\]

with \( \tau_j \) representing the center of the \( j \)th bin. Next, we have

\[
X \in \mathbb{R}^{N \times M} \mapsto X_G \in \mathbb{R}^{G \times M},
\]

\[
Y \in \mathbb{R}^N \mapsto Y_G \in \mathbb{R}^G,
\]

with the element of \( Y_G \) representing the center of each bin.

2. Stepwise Sparse Regressor

Inspired by Brunton et al. [1], we will use the threshold approach to find the sparse coefficients. We first use a standard linear regression which is unconstrained to compute Eq. (4) to obtain a non-sparse solution \( c \). Then, let the element in the coefficient \( c \) that is less than the preset threshold value \( \lambda \) be 0. Next, the remaining coefficients are continued to repeat the linear regression of the first step until no element in the coefficient \( c \) is found to be less than the threshold. However, a significant drawback to this approach is need to adjust the threshold \( \lambda \) appropriately. Therefore, we introduce the Cross Validation instead of threshold \( \lambda \) to avoid this problem. This algorithm is called \textit{Stepwise Sparse Regressor} (SSR), and the following is a specific description

\textbf{Step 1}: The initial solution \( \vec{b} \) is obtained by solving the following least squares regression equation, which may not be a sparse,

\[
\vec{b} = \arg \min_{b \in \mathbb{R}^M} \| Y - Xb \|_2^2.
\]

\textbf{Step 2}: Taking the absolute value of all coefficients of the initial solution \( \vec{b} \) and making the smallest one be 0,

\[
\vec{b}_i = 0, \quad i = \min_{m} |\vec{b}_m|.
\]

This approach is similar to the threshold method, and the advantage is that the number of iterations required to run is equal to the sparsity of the solution, allowing us to program accurately.

\textbf{Step 3}: Least square regression calculation for the rest again

\[
Y = X[;\hat{j}]\vec{b}[\hat{j}],
\]

with \( \hat{j} \) denoting all sets except \( j \) and \( X[;\hat{j}] \) representing the remaining matrix except column \( j \).
Step 4: Repeating the above steps continuously until the optimal solution \( \bar{c} \) indicated by Cross Validation is reached.

Note that we simply write SSR as

\[
SSR(X, Y)_q,
\]
indicating that running algorithm \( q \) times can obtain the solution \( b \). This means that the solution has \( q \) zeros, called \( q \)-sparse.

3. Cross Validation

Cross Validation (CV) is a traditional statistical verification technique that is applied in interdisciplinary fields such as model selection and hyperparameter selection. In this work, we find the optimal solution through cross validation techniques, which has the advantage that the number of iterations required for Stepwise Sparse Regression can be determined.

There are many parametric models for a given data set \( D \), we however want to find the most suitable mathematical model. For Cross Validation, the data set is usually divided into training set and test set. Then we obtain the cross-validation (CV) score by computing the deviation \( \delta \) of the test set on the training model, which measures how to balance accuracy and predictability in the model. We finally select the parameter model corresponding to the minimum value of the CV score as the optimal model.

In addition, we know that each iteration of the algorithm will produce the solution with different degrees of sparsity

\[
\{SSR_q\}_{q=1, \ldots, M},
\]
we then can obtain different models, and calculate the CV scores \( \delta[SSR_q] \).

There are many types of cross validation methods. Here, we will partition the data set into \( k \) parts and then use each part as a test set in turn to train the parameter model. Firstly, we randomly divide the data set \( D \) into \( k \) parts with the same size, that do not intersect each other, i.e., \( \bigcup_i B_i = D, B_i \cap B_j = \emptyset \).

Moreover,

\[
X_{B_i} = X[p_{B_i} :, ], \quad p_{B_i} = \bigcup_{p \in B_i} p,
\]
with \( X[p_{B_i} :, ] \) denoting the \( p_{B_i} \)th row of the matrix. We can next define the CV score as follows

\[
\delta^2[SSR_q] = \frac{1}{k} \sum_{i=1}^{k} \| Y_{B_i} - X_{B_i} \cdot SSR(X_{C_i}, Y_{C_i})_q \|_2^2,
\]

with \( SSR(X_{C_i}, Y_{C_i})_q \) representing the parameter coefficients which are \( q \)-sparse obtained by running SSR algorithm on training set \( C_i \). The cross validation score has a good measure of the accuracy, predictability.
and sparseness of the model. We hope that the model results corresponding to low cross validation score with variable sparsity are better. The drift and diffusion terms can be learned in the above way, thus we can extract stochastic model \(^{[1]}\) and some dynamic system behaviors.

We use the extended SINDy method in this work. On the one hand, the coordinate binning effectively reduces the impact of noise. In addition, we cleverly use the CV method to avoid the problem of adjusting the appropriate threshold, and find the number of iterations precisely, which improves the accuracy of the results.

2.2. The maximum likelihood transition path

A good tool for describing the dynamic behavior of stochastic dynamic systems is the maximum likelihood transition path \(^{[17]}\). Therefore, in this work, we will use it to characterize the information we extract from the data and determine whether it is accurate or not. The maximum likelihood transition path is a manifestation of transition of a dynamic system from one state to another. In other words, for \(t \in [0, t_f]\), \(x, x_0, x_f \in \mathbb{R}\), when conditions \(X(0) = x_0\) and \(X(t_f) = x_f\) are given, we then suppose that the function \(P_A(x, t)\) which is conditional probability density exists (where \(A\) indicates these two-point conditions) and expresses as follows:

\[
P_A(x, t) = p(X(t) = x | X(0) = x_0; X(t_f) = x_f) = \frac{Q(x_f, t_f | x, t)Q(x, t | x_0, 0)}{Q(x_f, t_f | x_0, 0)},
\]

with transition probability density \(Q\), which is the solution of Fokker-Planck equation.

Next, we will give a brief introduction to \(Q\). First of all, we will introduced two expressions of probability density. One is \(p(X(t) = u)\), which we use to express the probability density of SDE solution \(X(t)\) at \(X(t) = u\) in \(\mathbb{R}\), the other is what we call the transition density \(Q(u; t|\xi, s)\), which is defined on \(\mathbb{R} \times [0, t_f] \times \mathbb{R} \times [0, t_f]\). Furthermore, there is a relationship between \(p\) and \(Q\). For instance, for \(0 \leq s < t \leq t_f\), given \(X(s) = v\), then the density of \(X(t)\) can be expressed by \(Q(u; t|\xi, s)\) at \(X(t) = u\). That is to say, we have the following expression

\[
Q(u; t|\xi, s) = p(x(t) = u | x(s) = v).
\]

For every \(x_0 \in \mathbb{R}\), we assume that the transition density \(Q(u; t|\xi, s)\) for Eq.\(^{[1]}\) meets the following Fokker-Planck equation \(^{[18]}\)

\[
\frac{\partial}{\partial t}Q(x; t|\xi, s) = -\sum_{i=1}^{d} \frac{\partial}{\partial x_i} (f_i(x)Q(x; t|\xi, s)) + \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i x_j} (\eta^{i,j}(x)Q(x; t|\xi, s)),
\]

where \(\eta(x) = \sigma(x)\sigma(x)^T\).

Finally, we will further explain the significance of the maximum likelihood transition path. In Eq.\(^{[7]}\), we can see that the density function \(P_A(x, t)\) is determined by the transition probability density \(Q(u; t|\xi, s)\)
of the state at three different moments, and there is a peak of $P_A(x, t)$ at $t \in [0, t_f]$ according to condition $A$. However, the stochastic orbit $X(t)$ will reach a position state $x_m(t)$ of maximum likelihood when the peak value is reached. Therefore, we can maximize the density function $P_A(x, t)$ to get the state $x_m(t)$,

$$x_m(t) = \arg \max_x P_A(x, t).$$

(9)

We can obtain the state $x_m(t)$ through global numerical optimization method. In addition, it is worth mentioning that the most probable state depends on the choice of $t_f$, that is, different values of $t_f$, the maximum likelihood transition path will change.

3. Numerical experiments

A few examples verifying the feasibility of our method for detecting the maximum likelihood transition path from data will be presented. Here, we consider two stochastic dynamic systems driven by additive and multiplicative Gaussian noise, respectively. Basic functions are selected as polynomials.

Example 1: The double-well system driven by additive Gaussian noise

$$dX_t = (4X_t - X_t^3)dt + dB_t,$$

(10)

where $X_t$ is a $\mathbb{R}$-valued stochastic process and $\sigma = 1$. Firstly, we select the basis function $\Theta(X)$, which has different sizes $n$, and then obtain the cross-validation score $\delta_\Theta$ by calculating Eq. (5). Figure 1 shows the relationship between $n$ and the cross validation score: as $n$ increases, the cross validation decreases gradually, and tends to constant.

According to the cross validation score, we can determine that the size of the dictionary $\Theta(X)$ of the drift term and the diffusion term are $n = 2$ and $n = 1$, respectively. And the results for the Eq.(4) are as
follows,

| Table 1: The drift basis | f(x)          |
|--------------------------|---------------|
| 1                        | 0             |
| x                        | 4.0362        |
| x^2                      | 0             |
| x^3                      | -1.0225       |
| x^4                      | 0             |
| x^5                      | 0             |

| Table 2: The diffusion basis | σ^2          |
|------------------------------|--------------|
| 1                            | 1.0094       |
| x                            | 0            |
| x^2                          | 0            |
| x^3                          | 0            |
| x^4                          | 0            |
| x^5                          | 0            |

So, the results corresponding to the original equation (10) are \( f(x) = 4.0362x - 1.0225x^3 \) and \( σ^2 = 1.0094 \).

Next, we study the dynamic behavior of the double-well system with additive Gaussian noise and draw the maximum likelihood transition path diagram. In Figure 2, (a) gives the maximum likelihood transition path diagram of original equation under what conditions, and (b) gives the maximum likelihood transition path of double-well system obtained from learning data under the same conditions.

Example 2: The double-well system driven by multiplicative Gaussian noise

\[
dx_t = (4X_t - X_t^3)dt + (X_t + 1)dB_t, \tag{11}
\]

where \( X_t \) is a \( \mathbb{R} \)-valued stochastic process and \( σ(x) = x + 1 \). Firstly, we select the basis function \( Θ(X) \), which has different sizes \( n \), and then obtain the cross-validation score \( δ_Θ \) by calculating Eq.(5). Figure 3 shows the relationship between \( n \) and the cross validation score: as \( n \) increases, the cross validation decreases gradually, and tends to constant.

According to the cross validation score, we can determine that the size of the dictionary \( Θ(X) \) of the drift term and the diffusion term are \( n = 2 \) and \( n = 1 \), respectively. And the results for the Eq.(11) are as...
follows,

Table 3: The drift basis $f(x)$

| basis | $x$ | $x^2$ | $x^3$ | $x^4$ | $x^5$ |
|-------|-----|-------|-------|-------|-------|
| 1     | 0   | 3.9464| -0.9998| 0     | 0     |

Table 4: The diffusion basis $\sigma^2(x)$

| basis | $x$ | $x^2$ | $x^3$ | $x^4$ | $x^5$ |
|-------|-----|-------|-------|-------|-------|
| 1     | 1.1450| 1.9535| 0     | 0     | 0     |

So, the results corresponding to the original equation \([11]\) are $f(x) = 3.9464x - 0.9998x^3$ and $\sigma^2(x) = 1.1450 + 1.9535x + 0.9135x^2$.

Next, we study the dynamic behavior of the double-well model with multiplicative Gaussian noise and draw the maximum likelihood transition path diagram. In Figure 4, (a) gives the maximum likelihood transition path diagram of original equation under what conditions, and (b) gives the maximum likelihood transition path of double-well equation obtained from learning data under the same conditions.

4. Conclusion and discussions

In this work, we proposed a way to obtain dynamical quantities of stochastic dynamical systems from data. Especially, we demonstrated how to extract the maximum likelihood transition path from data. Another contribution is that our method adopted the Kramers-Moyal formula and extended SINDy to deal with stochastic differential equations with multiplicative Gaussian noise. The advantage of our method is that it might be used to analyze complex phenomena directly from data and obtain quantitative characterization of stochastic systems, which reduces our dependence on models. Furthermore, our
method has the potential to be used to analyze actual data such as genetic data, climate data, etc.

In addition, there are some interesting extensions for this study. First, we only consider the one-dimensional case. For the high-dimensional case, the coordinate binning method is not good for removing noise. How to deal with the high-dimensional stochastic dynamic system situation will become our challenge. On the other hand, for non-Gaussian noise, such as Lévy noise, it is also a subject worthy of our consideration. Currently, we are conducting research on Lévy noise.
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Appendix

S1. The Kramers-Moyal expansion

We know that the solution of SDE (1) is an Itô diffusion, which has an identity of the form

\[ p(x, t + \Delta t) = \int p(x', t)p(x, t + \Delta t|x', t)dx' \]  

(SM.1)

with the probability density \( p(x, t + \Delta t) \) and \( p(x', t) \) at time \( t + \Delta t \) and \( t \), respectively, and transition density \( p(x, t + \Delta t|x', t) \). Firstly, suppose that all the conditional moments \( M^{(n)}(x', t, \Delta t) \) exist and have
the following form

\[ M^{(n)}(x', t, \Delta t) = \mathbb{E}[(x(t + \Delta t) - x(t))^n | x(t) = x] \]

\[ = \int (x - x')^n p(x, t + \Delta t|x', t) dx. \]  

(SM.2)

In addition, the transition density \( p(x, t + \Delta t|x', t) \) can be written as

\[ p(x, t + \Delta t|x', t) = \int \delta(y - x)p(y, t + \Delta t|x', t)dy \]

\[ = \sum_{n=0}^{\infty} \frac{1}{n!}(-\frac{\partial}{\partial x})^n \int (y - x')^n p(y, t + \Delta t|x', t)dy \delta(x' - x) \]

\[ = \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{n!}(-\frac{\partial}{\partial x})^n M^{(n)}(x', t, \Delta t) \right] \delta(x' - x), \]

where

\[ \delta(y - x) = \delta(y - x' + x' - x) \]

\[ = \sum_{n=0}^{\infty} \frac{(y - x')^n}{n!}(-\frac{\partial}{\partial x})^n \delta(x' - x) \]

\[ = \sum_{n=0}^{\infty} \frac{(y - x')^n}{n!}(-\frac{\partial}{\partial x})^n \delta(x' - x). \]

Substituting (SM.3) into (SM.1), we then have

\[ p(x, t + \Delta t) - p(x, t) = \frac{\partial p(x, t)}{\partial t} \Delta t + o(\Delta t^2) \]

\[ = \int p(x, t + \Delta t|x', t)p(x', t)dx' - p(x, t) \]

\[ = \int \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{n!}(-\frac{\partial}{\partial x})^n M^{(n)}(x', t, \Delta t) \right] \delta(x' - x)p(x', t)dx' - p(x, t) \]

\[ = \sum_{n=1}^{\infty} \left[ -\frac{\partial}{\partial x} \right]^n \left[ \frac{M^{(n)}(x', t, \Delta t)}{n!} \right] p(x, t). \]

(SM.4)

Assume that the Taylor series of \( M^{(n)}(x', t, \Delta t) \) is \( n!(T^{(n)}(x, t)\Delta t + o(\Delta t^2)) \). Next, dividing both sides of formula (SM.4) by \( \Delta t \) at the same time and let \( \Delta t \to 0 \),

\[ \frac{\partial p(x, t)}{\partial t} = \sum_{n=1}^{\infty} \left[ -\frac{\partial}{\partial x} \right]^n [T^{(n)}(x, t)p(x, t)]. \]

(SM.5)

So far, we have got the Kramers-Moyal expansion and then the integral notation of the SDE \( \square \) is

\[ X(t) = x + \int_0^t f(X(s))ds + \int_0^t \sigma(X(s))dW_s. \]

(SM.6)

Suppose that \( f, \sigma \) have the expansion

\[ f(X(t)) = f(x) + f'(x)(X(t) - x) + \cdots \]

\[ \sigma(X(t)) = \sigma(x) + \sigma'(x)(X(t) - x) + \cdots. \]

(SM.7)
Similarly, substituting (SM.7) into (SM.6),

\[ X(t) - x = \int_0^t f(x)ds + \int_0^t f(x)(X(s) - x)ds + \cdots + \int_0^t \sigma(x)dW_s + \int_0^t \sigma(x)(X(s) - x)dW_s + \cdots \]

\[ = \int_0^t f(x)ds + \int_0^t f(x) \int_0^s f(x_u)du ds + \int_0^t f(x) \int_0^s \sigma(x_u)dw ds + \cdots + \int_0^t \sigma(x)dW_s + \int_0^t \sigma(x) \int_0^s f(x_u)du dW_s + \int_0^t \sigma(x) \int_0^s \sigma(x_u)dW_u dw ds + \cdots . \]  

(SM.8)

we then obtain

\[ \mathbb{E}[X(t) - x] = tf(x) + \frac{t^2}{2} f'(x)f(x) + \mathbb{E} \left[ \int_0^t \sigma'(x) \sigma(x) dW_u dw ds \right] \]

\[ = tf(x) + \frac{t^2}{2} f'(x)f(x) + \sigma'(x)\sigma(x) \mathbb{E} \left[ \int_0^t W_s dW_s \right]. \]  

(SM.9)

In the sense of Itô, the expectation \( \mathbb{E}[\int_0^t W_s dW_s] = 0 \). Therefore,

\[ T^{(1)} = \lim_{t \to 0} \frac{1}{t} \mathbb{E}[X(t) - x] = f(x). \]  

(SM.10)

In addition,

\[ T^{(2)} = \frac{1}{2} \lim_{t \to 0} \frac{1}{t} \mathbb{E}[(X(t) - x)^2] \]

\[ = \frac{1}{2} \lim_{t \to 0} \frac{1}{t} \left[ \left( \int_0^t f(x)ds + \int_0^t f'(x) \int_0^s f(x_u)du ds + \int_0^t f'(x) \int_0^s \sigma(x_u)dw ds + \cdots + \int_0^t \sigma(x)dW_s + \int_0^t \sigma'(x) \int_0^s f(x_u)du dW_s + \int_0^t \sigma'(x) \int_0^s \sigma(x_u)dW_u dw ds + \cdots \right)^2 \right] \]

\[ = \frac{1}{2} \lim_{t \to 0} \frac{1}{t} \left( t^2 f^2(x) + \frac{t^4}{4} (f'(x))^2 f^2(x) + (f'(x))^2 \sigma^2(x) \mathbb{E} \left( \int_0^t W_s ds \right)^2 + \sigma^2(x) \mathbb{E} (W_t^2) + t^2 (\sigma'(x))^2 f^2(x) \mathbb{E} (W_t^2) + (\sigma'(x))^2 \sigma^2(x) \mathbb{E} \left( \int_0^t W_s dW_s \right)^2 + \cdots \right) \]

\[ + \frac{t^3}{2} f^2(x) f'(x) + t f(x)f'(x) \sigma(x) \mathbb{E} \left( \int_0^t W_s ds \right) + f'(x) \sigma^2(x) \mathbb{E} \left( W_t \int_0^t W_s ds \right) + f'(x) \sigma(x) \sigma'(x) f(x) \mathbb{E} (W_t^2) + \cdots \]

\[ + t f'(x) \sigma(x) \sigma'(x) f(x) \mathbb{E} \left( W_t \int_0^t W_s ds \right) + t \sigma(x) \sigma'(x) f(x) \mathbb{E} (W_t^2) + \cdots \]

\[ = \frac{1}{2} \sigma^2(x). \]

Similarly, \( T^{(n)} = \frac{1}{n} \lim_{t \to 0} \frac{1}{t} \mathbb{E}[(X(t) - x)^n] = 0, \ n \geq 3 \). So, the Kramers-Moyal formula is obtained.

**S2. The conditional density function**

Suppose that SDE (1) has a unique strong solution that has a strictly positive probability density, and the conditional density function of the solution also exists. In fact, we know that the value of the
conditional density function is only related to the immediately preceding moment through the Markov property of SDE. \( \text{[1]} \), therefore, for \( 0 < t < t_f \), we have

\[
p(X(t_f) = x_f | X(0) = x_0; X(t) = x) = p(X(t_f) = x_f | X(t) = x) = Q(x_f, t_f | x, t).
\]  

(SM.12)

In addition, if conditions \( X(0) = x_0 \) and \( X(t_f) = x_f \) are given, according to Bayesian formula, we can calculate the conditional density function of the solution

\[
p(X(t) = x | X(0) = x_0; X(t_f) = x_f) = p(X(t) = x; X(0) = x_0; X(t_f) = x_f) / p(X(0) = x_0; X(t_f) = x_f)
\]  

(SM.13)

\[
\quad = \frac{p(X(t) = x | X(0) = x_0) p(X(t_f) = x_f | X(t) = x)}{p(X(t_f) = x_f | X(0) = x_0)}.
\]

We then substitute SM.12 into SM.13 and the formal expression of conditional density function \( P_A(x, t) \) will be obtained

\[
P_A(x, t) = p(X(t) = x | X(0) = x_0; X(t_f) = x_f) = Q(x_f, t_f | x, t) Q(x_f, t_f | x_0, 0) / Q(x_f, t_f | x_0, 0).
\]  

(SM.14)
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