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Abstract
Learning and teaching to program is an arduous task. It requires a lot of commitment, dedication, and passion from everyone involved. Programming courses have high dropout and failure rates. Throughout time, several educational research works have been carried out to study the different learning processes and characteristics of students. With this work, we present and describe our vision and model of teaching and learning of initial programming to minimize the problems. We present a technological tool, called HTProgramming (Help To Programming), which complements the teaching and learning process. This allows students to practice a wide variety of activities with immediate feedback, directly related to content and themes for learning programming. It allows the teacher to follow the whole process and students’ results. Using a machine-learning (neural network) predictive model of student failure, it will allow the teacher to anticipate possible student failure and act quickly. In this paper, we apply the Design Scientific Research Methodology to tackle teaching and learning difficulties to initial programming. We also include the results and evaluation of the application. Students consider the application an important tool for their learning process. The student failure prediction model presents very realistic values.
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1 Introduction
The challenges in the teaching and learning of initial programming are a topic that has been addressed since the appearance of the first programming languages [1–5]. The theme has increasingly worrying contours since programming is a subject in the most diverse areas of knowledge. The problems in teaching and learning programming reach alarming proportions when programming is the main subject, as is the case in computer science courses. The difficulties in learning programming lead to high failure and dropout rates, lack of motivation, interest, and dedication of students [6–9].

The pandemic due to COVID-19 has added more problems. The necessary adaptations to the normal system of functioning of the classes, such as the transformation of the classes from a face-to-face system to an online format, and all the urgent adaptations concerning contents, subjects, the online assessments, and also the difficulty in monitoring the students, caused major problems to the teaching system [10–12].

This paper describes the work developed at Instituto Politécnico da Guarda (IPG), in the Computer Science course, in the curricular unit of Introduction to Programming. Over the three decades dedicated to teaching programming, there have been many experiences and constant challenges. Every year we carry out new experiments and adaptations to the characteristics of new students, to transmit the required skills. However, the result is invariably the same, high failure and dropout rates.
The main motivation for the development of this work is to understand what the real difficulties of students are, to motivate students for the hard work necessary for success in learning programming. With this goal in mind, we seek to apply a teaching and learning methodology, aided by a technological tool, that allows to assist students and teachers in the complex process of teaching and learning of initial programming.

Research papers usually follow a development pattern consisting of problem definition, literature review, hypothesis development, data collection, results analysis, and discussion. In recent years a new approach has emerged [13] called Design Science Research Methodology (DSRM). In this paper, we describe and develop the application of this methodology to the difficulties of teaching and learning of initial programming in a somewhat particular context and conditions.

This paper is structured as follows: section two describes the context and background of the problem of teaching and learning programming and describes our study group. Section three section an overview of Design Science Research Methodology. The fourth section describes the Design Scientific Research Methodology applied to initial programming problems. In the five section the conclusions are addressed.

2 Context and background

The main purpose of the teaching of initial programming is to provide students with the skills necessary for the manipulation of instructions, structures, and rules of a programming language, to create computer programs to solve problems [14]. This process requires the acquisition of a large set of specific knowledge in a short period of time. Learning initial programming is one of the major obstacles students face when they begin their studies in a STEM (science, technology, engineering, mathematics) related course [15].

In J. Bennedsen’s thesis [16], work is presented that proves the difficulties introductory programming courses have. Problems in the learning of initial programming are one of the main causes of failure and dropout of students. Besides the difficulties inherent to the beginning of a new study cycle, several factors have been pointed out as the origin of the problem [17], such as the lack of abstraction capacity, the lack of preparation for mental construction, in other words, lack of practice and training in computational thinking, the ability that allows us to create solutions to problems using computing techniques. The use of inappropriate teaching methods [18] is also a factors pointed out as a cause of students’ learning difficulties.

The approach to personalized education for learning programming is one example of how to solve such problems [19]. A model strongly focused on the student, recognizing his/her individuality, characteristics and learning pace, with good results in minimizing dropout rate and increasing grade average.

Teaching and learning programming is notoriously difficult. This is not a problem particular to one school, region, or country, it is a universal problem.

2.1 Characteristics of the study group

With constant hard work on both sides, students and teachers, with a lot of commitment, dedication and motivation, all students achieve the basic goals in learning programming. Teachers are required to be able to maintain the students’ levels of commitment, dedication, and motivation to achieve the goals. However, our study group has very particular characteristics that need to be described.

This work has involved students from an introductory programming course (Introduction to Programming), in the first semester and first year of the Computer Science course at the IPG, Portugal. In this course, the C language is used to teach basic programming concepts. The number of students per year is approximately 105 students on average. However, the number of students in the last academic year 2021–2022, has reduced considerably, to around 50 students. If we consider that only 50% to 60% of these students regularly attend classes, this leaves a rather small number of students that we can involve in our work.

The computer science course from IPG is generally not the first choice of students. This may reveal some lack of motivation for the course. However, most students have already had contact with some programming language. In the last few years, we have received students from Portugal-speaking African countries (Portuguese: Países Africanos de Língua Oficial Portuguesa; PALOP), with several problems in their general education.

In this section, we wanted to evaluate our students with respect to their knowledge of programming. For this, we used the study developed by the ITiCSE 2001 workgroup, namely the "McCracken group". The exercises are the same as the one presented in [20], we only reduced the number of exercises to 10 (from the 12 in the original) and translated it to Portuguese. Table 1 shows a breakdown of student numbers, by the quartile boundaries established, for the IPG students. Table 2 shows a breakdown of student numbers, by the quartile boundaries established, but excluding students from the institution that contributed most of the performance data, in the “McCracken group” report [20].

Analyzing of results between the two studies, we found that, in general, the results obtained by us (Table 1) are lower than the results obtained by the "McCracken group" (Table 2). We also found that the greatest differences are
located at the extremes of our scale, in the top quartile (from 13% to 20%) and the bottom quartile (37% to 29%), i.e., a difference of approximately 7% lower in the study carried out with the students from the IPG. Note the respective differences in sample size (N) and number of Multiple-Choice Questions (MCQ) (N=30, Q=10 for IPG and N=228, Q=12 for "MacCracken group"). It is also worth noting that in the intermediate results there are no significant differences, 27% and 23%, for the second and third quartile of the IPG and, the values of 25% and 26% for the "MacCracken group" results. This was also the case when analyzing the results in the study presented in [20], between the results of all institutions that participated in the study and the results excluding the institution with the largest contribution to the results.

| Quartile | Score range | No. of students | Percent of students (%) |
|----------|-------------|-----------------|------------------------|
| Top      | 9–10        | 4               | 13                     |
| Second   | 6–8         | 8               | 27                     |
| Third    | 3–5         | 7               | 23                     |
| Bottom   | 0–2         | 11              | 37                     |

| Quartile | Score range | No. of students | Percent of students (%) |
|----------|-------------|-----------------|------------------------|
| Top      | 10–12       | 46              | 20                     |
| Second   | 8–9         | 56              | 25                     |
| Third    | 5–7         | 60              | 26                     |
| Bottom   | 0–4         | 66              | 29                     |

Table 1 Shows the quartile boundaries for IPG students

Table 2 Shows the quartile boundaries for “McCracken group” students

3 Overview of design science research methodology

There has been growing interest in the engineering fields for Design Science Research Methodology (DSRM), as this methodology focuses on creating artifacts for a practical purpose [21, 22]. Some of the work developed proposes that an artifact should solve an important problem, suggesting four types of artifacts: representation constructs, models, methods, and instantiations [23]. Other work also suggests that research in DSRM should address a problem in a unique and innovative way or in a more effective way [24].

The work developed by Guido L. Geerts is an excellent description of the evolution of DSRM among the scientific community [22]. It describes the importance that some of the works have achieved, awakening the interest and need for the creation of a series of journals in the area of information systems (IS) to launch special issues on design science research. Some examples are the Journal of Information Technology Theory and Application (JITTA), the Journal of the Association of Information Systems (JAIS) and MIS Quarterly (MISQ). Also mentioned is the creation of an annual conference, the International Conference on Design Science Research in Information Systems and Technology (DESRIST) that focuses on design science research.

The lack of a model to use in design science research was a constant concern. Pefers et al. address the problem and present a methodology for design science research [13]. The model presented consists of a sequence of six activities: problem identification and motivation, defining the goals of a solution, design and development, demonstration, evaluation, and communication.

Based on the work presented by Pefers et al., we present a brief description of each of the activities [13].

Step 1: Problem identification and motivation. Define the problem and justify the value of a solution. Frame the importance of the problem and identify weaknesses in current solutions.

Step 2: Define the objectives of a solution. How the problem should be solved. Define the general objectives, such as feasibility and performance, and specific objectives that a solution to the problem should include. In the definition we must consider what is possible and feasible. What methods, theories and technologies can help in defining the objectives.

Step 3: Create an artifact. Build a model, the application of a theory, methods, or technology that solves the problem.

Step 4: Demonstration. Prove that the artifact works by solving one or more instances of the problem.

Step 5: Evaluation. Observe and measure the results of the artifact in solving the problem. Compare objectives and observed results. Evaluate results and if necessary, repeat step 2 and/or step 3.

Step 6: Communication. Communicate and present the problem, its solution and usefulness. Communicate and publicize the novelty and effectiveness of the solution to the community. Evaluate solution and its usefulness and if necessary, repeat step2 and/or step3.

This seems to be a good path to adopt in the development of our work. In our study there are two groups of students and a small number. It does not seem fair to us to take two different approaches, that is, to have a test group and a control group, as in other methodological research approaches. We do not want to take this kind of approach, where one group is applying concepts, methods, and technological means to...
help the development and acquisition of knowledge, and another group with a more traditional approach of exposition and evaluation of the contents, strongly penalizing for the students’ goals.

4 The design scientific research methodology applied to initial programming problems

In this section, we address the DSRM methodology, applied to our case of teaching and learning strategies for initial programming, with the goal of improving the process of teaching and learning of initial programming and, consequently, making the vast majority of students able to acquire the skills required in programming.

4.1 Step 1: Problem identification and motivation

Our teaching and learning model consists of a face-to-face system where the fundamental contents of the learning of a programming language are covered, in our particular case the C programming language is used.

In our educational institution, a system of theoretical-practical classes, practices, and tutorial guidance is defined, throughout the first semester of the first year of the computer science course, in a total of 90 h, divided into three blocks of two hours per week.

The theoretical-practical lessons aim to give students the necessary knowledge to be able to identify and apply the rules of constructing computer programs to solve problems. In theoretical-practical classes we use simple, frontal teaching lessons with the aid of written materials and/or audiovisual aids, lasting approximately for one hour, usually consisting of an introduction to the subject, a presentation and examples of use, and a conclusion. We complement the information with a set of academic exercises, using learning by doing [25], a very successful method among beginners in programming. In these classes exercises are also proposed for individual resolution.

After studying the syntax and semantics of the programming language, as well as concepts for problem solving, students are ready to check it all out, in practice. In the practical classes an active methodology is used where students are encouraged to experiment, analyze different implementations and solutions, interact with peers, and investigate.

The tutorial classes aim to increase students’ involvement in educational activities, namely by planning and monitoring their learning process. However, most of these classes do not achieve the purpose for which they were created, such as identifying and analyzing individual problems and pointing out solutions. The tutorial classes have more of a function of creating a closeness and trust with the students. We find that students have difficulty verbalizing their difficulties. It is in these classes that we try to use other less conventional means, in a more informal way, approaching and applying a set of activities, such as: follow and give instruction, map design, paper folding, origami, memory transfer language and parson problems [26–29]. These activities aim to increase motivation, passion, beauty, joy, and awe for programming.

In our teaching model, we find that it is difficult to follow the evolution and work of the students. There are many reasons for this, such as students’ difficulty verbalizing their difficulties, or because they are shy or embarrassed to expose their doubts in front of other colleagues, or because they think they are insignificant problems and will expose themselves to ridicule, or even because of the high number of students to whom the teacher cannot give the necessary attention.

We found that some of the problems in implementation and problem solving are due to lack of knowledge of programming language syntax. They are due to the students’ difficulty in identifying and applying the most basic concepts of constructing a program, such as identifying and applying reserved words, identifiers, data types, instructions, and the basic structure of a program. Students are required to work continuously through the different phases of learning programming.

It is important for students to have continuous and immediate feedback on activities performed. Feedback is important for students to gauge their knowledge and to keep their motivation levels high. A student without feedback, or with a large time lag in getting feedback, is more easily demotivated. On the other hand, it is important for the teacher to also have objective feedback on student knowledge at every moment of the learning process. In our teaching and learning model this objectivity of continuous and immediate feedback is not clear.

Given the years of experience teaching initial programming, it is almost empirical to perceive the final result of each student as we see the results of the activities, doubts and difficulties of each student. However, this knowledge is only possible if there is a strong interaction between teacher and student, which in most cases does not exist, or is very difficult. The existence of tools and means can greatly help with this task.

In summary, we clearly identified the problems of our model of teaching and initial learning of programming, such as: difficulty in following the evolution and work of the students, small quantity of activities, and difficulty in responding quickly to the activities developed by the students.
4.2  Step 2: Define the objectives of a solution

In this model there needs to be continuous and immediate feedback. The student should receive feedback on the various activities he/she carries out and his/her progress in the learning model. On the other hand, the teacher must receive feedback on his or her students’ activities and progress. Only in this way will it be possible for the teacher to help the students, motivate and encourage for to more work or specific work.

From the above, we find it necessary to use technological means to help students and teachers in monitoring the learning process. To this end, we developed a technological prototype, an application called HTProgramming (Help to programming), to help address our problem.

The artifact to be developed should contain a set of activities guided by the teacher, covering the different phases of the initial learning process of C programming. This set of activities should allow the student to develop the activities at his/her own pace, without fear of making mistakes; it should have continuous and immediate feedback; and it must have a global assessment that allows the student and the teacher to assess their situation. To evaluate the student’s situation, we use the machine-learning (neural network) predictive model of student failure [30], with the objective of helping the teacher in this evaluation.

4.3  Step 3: Create an artifact

In this section, we describe the content of the HTProgramming application, the set of activities and methods that allow solving the problem. Figure 1 shows the general model of the HTProgramming application. The application is divided into two modules, the administrator module, and the student module. The application was developed in Java, with the Netbeans IDE. The desktop application interacts with a remote MySQL database, in a Hosting Smart Linux service. To use the application students must install it and also install a C language compiler, such as GCC (GNU Compiler Collection).

4.3.1  Artifact characterization—administrator module

The administrator module is used by the teacher to manage the entire teaching and learning process. It is in this module that the teacher creates and configures the activities to present to students. The teacher has at his/her disposal the feedback of the activities performed by the students. He/she also has access to the versions and attempts of the activities performed. The results of the student activities are used in the predictive neural network model of student failure, with the goal of predicting the student’s final result. Figure 2 shows the general appearance of the administrator module, where we can see a list with the identification of the students and their score.
4.3.2 Artifact characterization—student module

The student module is used by the student in his learning process. In Fig. 3, we can see the student module with the identification of the different areas and activities. The student performs a set of activities that will complement his learning process. By carrying out the activities, the student can practice, test, and evaluate his knowledge in the various areas of knowledge that make up his/her learning model. The student can carry out the activities at their own pace and without fear. For each activity the student automatically receives the grades obtained, suggestions for reading or reviewing, or even suggestions for new activities.

Our learning support artifact includes activities that best represent the needs and difficulties of our students. We start the construction of the student profile with the student’s characterization, collecting data such as age, area of previous studies, the final average of the high school, and the order of preference in the higher education admission forms, identified in Fig. 3 as area 6. We added to this characterization the test of spatial visualization skills, a feature strongly related to programming [31], area 7.

The set of activities directly related to the initial learning of C programming are the areas identified as numbers 4-Basic concepts, 5-Coding and 8-Parson problems.

The basic concepts are introductory activities such as data types, names and identifiers, identifying the structures of a program, and identifying errors. These types of activities are MCQ (Multiple Choice Question).

Parson Problems are programming instructions in which the student must select and order code instructions. According to [31–35] and proven in our work, learning and practicing using Parent Problems is a good exercise. Students find it interesting and are motivated to solve these types of problems. These types of activities are great for the early stage of learning programming because students do not make syntax mistakes, plus the possibility to do other types of activity like interpreting instructions and analyzing their set to form a logical solution.

In area 5-Coding, the student can perform coding activities. The coding activities are divided into four levels: basic, conditions, loops and advanced. In each level the student codes a solution to a proposed problem, in the IDE (Integrated Development Environment) that they prefer and submits his/her solution to the application. The application runs a set of verification tests and presents the result in the form of a numerical value on a scale of 0 to 20, the scale usually used for evaluation. For all activities whose result is lower than 12 points, or a value defined by the teacher, a message is automatically generated with a suggestion to review the activity, and suggestions to read or consult information. The messages can be consulted by the student in area 2-Messages.

In area 3-work done, depicted in Fig. 4, the student is presented with the activities done and their results (score). The overall score, student profile and results grouped by type of activity are also shown.

4.4 Step 4: Demonstration

The common problems, such as difficulty in following the evolution and work of the students, small quantity of activities, and difficulty in responding quickly to the activities developed by the students (immediate feedback) are identified in the course of step 1. We will demonstrate, in this step, that our solution solves the stated problems.
Concerning the problem of difficulty in following the evolution and work of the students, it is demonstrated through the characterization and explanation of the operation of the HTProgramming application, in step 3, that the teacher has at his/her disposal all the information of the activities performed by the student. The teacher can check and monitor the results of each student’s activities, as well as the number of attempts, and the topics covered. The teacher also has at his/her disposal a tool for predicting student success. This prediction model is based on the training of a neural network from the results of previous years. Therefore, over time we can improve the prediction model.

Regarding the problem of the small quantity of activities, so far, our focus has been on application development, testing and correction, so the number of activities has been underestimated. At any time, the teacher can easily include more activities.

All activities have immediate feedback, to respond to the problem identified as difficulty in responding quickly to the activities developed by the students.

4.5 Step 5: Evaluation

The evaluation of our artifact was done through student observation and comments on the use of the HTProgramming application, with the results of an opinion survey on the use of the HTProgramming application, and, with the analysis and observation of the prediction of student failure at a given moment.

From the students’ observation and comments, we found that Parson Problems activities should be given special attention. We found that students like this type of activity. However, the students made some comments about their assessment results. In fact, the evaluation was done through line-by-line comparison between the student’s program and the solution. Either we take extreme care in the program to be used, or there can be several solutions. In the example shown in Fig. 5, we present one such example where all solutions produce the same output. For the example shown other combinations could still be considered.

Having analyzed the problem, we choose to solve with a test case to the solution proposed by the student. This allows us to verify that the output is correct. Regardless of the order the solution will always have the expected output.

4.5.1 Opinion survey

To know the students’ opinion on the use of the HTProgramming application and to what extent it contributed to their learning process, we developed an opinion survey. In this survey, students were asked to evaluate, on a scale of 1 (unimportant) to 5 (very important), the importance of each

Fig. 4 Student module, area of work done example
of the activities in their learning process. The results of
the survey are analyzed in Table 3.

Twenty-four students responded to the survey. As we
can see in Table 3, the results are very good. Most students
rate the contribution of the basic concepts, parson problems
and coding activities to their learning process as important
or very important, 91.7%, 83.3% and 91.7%, respectively.
Regarding the general opinion of the importance of the
application in their learning process, 91.7% of the students
classified it as important or very important.

Some of the students also made comments such as: "Useful
and necessary for basic student learning", "Quite useful
for those starting to study C from zero", "Useful", "Fundamen
tal", "These are exercises that allow students to expand
their knowledge."

4.5.2 Analysis of the prediction of student failure

In Table 4, we present the result of the application of the
predictive neural network model of student failure.

We present the summary of Table 4, in Table 5, in num-
ber of students and their percentage. We considered 26 stu-
dents who actively used the HTProgramming application,
as a result of the predictive neural network model of student
failure we found that 11 of the students (42.3%) probably
fail. By observation and identified students, the results seem
adequate. Based on our experience and knowledge in class-
room observation.

We can compare these results with the values obtained in
previous academic years, see Table 6. The result prediction
for this academic year 2021–2022, presents a realistic value,
similar to the result obtained in the previous year 2020–2021
where the HTProgramming application was used.

It should be noted that the current academic year
2021–2022, at the time of writing this paper, has not yet
ended, so the values presented are based only on the use
of the HTProgramming application and do not take into
account the final results and the number of students who
have undergone assessment, parameters used in the calcu-
lation of the percentage of the other years.

4.6 Step 6: Communication

The last step in DSRM is to communicate and present the
problem, its solution and utility. The elaboration of this
paper is one of the ways to accomplish this goal. This work
has evolved over the past few years, and has only been pos-
sible with an organized data collection and controlled by a
technological tool, such as HTProgramming.

We started in 2016, with "ne-Course for Learning Pro-
gramming", [26], where we used and reflected on the use
of a set of activities, without the use of electronic means,
ne-course (no electronic course), for learning programming,
develop their skills in computational thinking.

The results of the ne-course for learning programming
activities indicated that following and giving instructions
are a good way to develop their skills in computational

| Activities       | 1 | 2 | 3 | [1, 3] | 4 | 5 | [4, 5] |
|------------------|---|---|---|-------|---|---|-------|
| Basic concepts   | 0 | 0 | 2 | 2     | 15| 7 | 22    | 91.7% |
| Parson problems  | 1 | 0 | 3 | 4     | 16.7% | 9 | 11 | 20 | 83.3% |
| Coding           | 0 | 0 | 2 | 2     | 8.3% | 9 | 13 | 22 | 91.7% |
| HTProgramming    | 0 | 0 | 2 | 2     | 8.3% | 12| 10 | 22 | 91.7% |
thinking, and consequently, to improve the students’ results. This study, in 2017, originated the paper "Improving Computational Thinking Using Follow and Give Instructions", in [27].

After the latter paper, in 2018 we felt the need for the development of a data collection and visualization tool. We started the construction of our technological artifact to organize and concentrate the collection of the data produced by the students in Making the analogy with the fantastic world of games, where the player can build and improve his/her characteristics through activities and challenges. In the same way we built the student’s profile, through the realization of a set of activities, related to initial programming learning. From this idea resulted the work developed in [28], entitled “Building Skills in Introductory Programming”.

Based on the identified profile (skill score) of each student, we consider it possible to calculate a threshold over which we can predict student failure. The work developed in “Predicting Student Failure in an Introductory Programming Course with Multiple Back-Propagation”, [30] in 2019, describes all the work done to test and verify the proposed machine-learning (neural network) predictive model of student failure based on the student profile, where the main goal is early identification of potential problems and immediate response.

In the following years we focused our work on the development and improvement of the tool to complement students and help teachers in the process of teaching and learning of initial programming, in [29, 36, 37].

This period also witnessed a phenomenon that nobody was expecting, the pandemic of COVID-19. This period affected the development of our work. The pandemic had a great impact on all of us, especially on how the whole teaching and learning system had to adapt [38]. There were major disruptions to the normal functioning of the education system, such as large numbers of students not attending classes, periods of online and face-to-face time, online assessments, not to mention all the family and social factors involved.

Regarding the solution and its utility, as demonstrated in step 5, all the results seem to indicate that we are on the right track. The students consider the tool to be very useful and complementary to their learning process of programming, and they like to use it. Naturally, the application needs revision and improvements in its functioning. At this point the DSRM methodology is working, and according to our evaluation it is necessary to review step 2 and/or step 3. We point out as some of these problems as the initial time to access the tool and improve the way we evaluate the coding activities.

The results obtained for our predictive neural network model of student failure indicate good results. However, with larger amounts of data, and with a more stable set of variables/activities, our machine-learning (neural network)
predictive model of student failure based on the student profile, should produce significant improvements.

5 Conclusion

In this work, we decided to use an emerging research methodology, namely Design Science Research Methodology addressing the problem of teaching and learning initial programming applied to our particular case of a higher education institution, with a study group with very special characteristics. We think that many researchers see themselves in the themes and problems described in this work. We are of the opinion that this methodology is the best suited for a research work.

The indicators on the approach taken to our model of teaching and learning of initial programming, complemented with the technological tool developed, are very good. Therefore, the problems identified will be minimized over time, and consequently, the failure and dropout rates caused by programming will be minimized.

Despite the difficulties caused by the pandemic, perhaps a new opportunity has arisen for the use of the tool presented. Although the tool was not designed and built with the purpose of working in distance learning, the characteristics of the HTProgramming application are naturally excellent to complement and use in a distance learning environment. In conclusion, but of special importance, it is crucial that the HTProgramming application is appealing, and uses the latest design and technology standards, so that students will use the tool.
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