Quantum criticality of the transverse-field Ising model with long-range interactions on triangular-lattice cylinders
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To gain a better understanding of the interplay between frustrated long-range interactions and zero-temperature quantum fluctuations, we investigate the ground-state phase diagram of the transverse-field Ising model with algebraically-decaying long-range Ising interactions on quasi one-dimensional infinite-cylinder triangular lattices. Technically, we apply various approaches including low- and high-field series expansions. For the classical long-range Ising model, we investigate cylinders with an arbitrary even circumference. We show the occurrence of gapped stripe-ordered phases emerging out of the infinitely-degenerate nearest-neighbor Ising ground-state space on the two-dimensional triangular lattice. Further, while cylinders with circumferences 6, 10, 14 et cetera are always in the same stripe phase for any decay exponent of the long-range Ising interaction, the family of cylinders with circumferences 4, 8, 12 et cetera displays a phase transition between two different types of stripe structures. For the full long-range transverse-field Ising model, we concentrate on cylinders with circumference four and six. The ground-state phase diagram consists of several quantum phases in both cases including an x-polarized phase, stripe-ordered phases, and clock-ordered phases which emerge from an order-by-disorder scenario already present in the nearest-neighbor model. In addition, the generic presence of a potential intermediate gapless phase with algebraic correlations and associated Kosterlitz-Thouless transitions is discussed for both cylinders.

The search for exotic phases of quantum matter and the identification of unconventional quantum-critical behavior is one prominent theme in current research on correlated quantum many-body systems. One important knob to trigger such exotic quantumness is frustration, which can either be present due to the lattice geometry like in antiferromagnetic quantum magnets on the triangular, Kagome or pyrochlore lattice containing odd loops or result from conflicting interactions like, most prominently, in Kitaev’s honeycomb model realizing a topologically-ordered quantum spin liquid. Typically, all the paradigmatic models studied in this context have short-range interactions.

There are, however, also important instances where long-range, however, also important instances where long-range interactions give rise to non-trivial properties, e.g. in the spin-ice systems where the occurrence of magnetic monopoles is a consequence of the long-range dipole-dipole interaction or in ferromagnetic, unfrustrated long-range transverse-field Ising models (LRTFIMs) where critical exponents can vary continuously as a function of the strength of an algebraically decaying Ising interaction. It is therefore natural to investigate the interplay between frustration and long-range interactions, which we expect to result in unconventional quantum behavior. Further, this interplay is of direct relevance for experimental systems, most importantly in quantum simulators with Rydberg atoms displaying an effective van-der-Waals coupling as well as with trapped cold ions allowing to realize a LRTFIM with tunable interactions on the geometrically frustrated triangular lattice.

The transverse-field Ising model with algebraically decaying long-range interaction on the triangular lattice represents therefore the paradigmatic model to study the interplay of frustration and long-range interactions. While several studies have focused on the same model on a one-dimensional chain, including the frustrated antiferromagnetic case, there are less works on the two-dimensional problem on the triangular lattice, which also reflects the higher complexity from a numerical perspective. Using the recently developed high-order series expansion approach for such systems, it was found that the system displays the same quantum phase transition as the short-range nearest-neighbor model as long as the decay exponent of the long-range Ising interactions is not too small: There is a 3D-XY transition separating the high-field polarized phase from a clock-ordered phase which results from an order-by-disorder scenario about the Ising limit possessing an extensive ground-state degeneracy of spin-ice states. However, the situation for more slowly decaying Ising interactions is far less understood. This lead Saadatmand et al. to investigate the LRTFIM on a quasi-one-dimensional triangular cylinder lattice with circumference six by infinite-size density matrix renormalization group (iDMRG) calculations. Interestingly, apart from a similar type of clock order as well as a trivial polarized phase, a symmetry-broken columnar stripe phase is present in the ground-state phase diagram. However, the limit of a small magnetic field has not been studied in great detail.

The latter findings have motivated the current paper where we investigate the ground-state phase diagram of the LRTFIM in a comprehensive fashion. To this end, we first concentrate on the classical long-range Ising model (LRIM) for a generic circumference of even length. We find that cylinders with circumference 4, 8, 12, et cetera display two distinct striped phases as a function of the long-range interaction, while cylinders with circumference 6, 10, 14, and so on always realize the same stripe structure for all long-range Ising interactions, which is, however, distinct from the one found numerically in Ref. [22]. Next we focus on the cylinder with minimal circumference of...
both families, namely of length 4 and 6, and study the ground-state phase diagram of the full LRTFIM.

The paper is structured as follows: We start by introducing the model and discussing several limiting cases as well as different representations in Sect. I. In Sect. II an overview of the implemented methods used to derive the ground-state phase diagrams of the LRTFIM on the YC(4) and YC(6) is given. Sect. III contains results for the LRTI without a magnetic field. The ground-state phase diagram for the full LRTFIM is presented and discussed for both lattices in Sect. IV. Finally, we conclude our work in Sect. V which includes a discussion on the presence of critical intermediate phases in the ground-state phase diagram of the LRTFIM.

I. MODEL

The Hamiltonian of the LRTFIM is given by

\[ \mathcal{H} = J \sum_{i,j} \frac{1}{|i-j|^2} \sigma_i^x \sigma_j^x - h \sum_j \sigma_j^z, \]

with Pauli matrices \( \sigma_i^{x/z} \) describing spins-1/2 located on lattice sites \( i \), the transverse field \( h > 0 \), and the antiferromagnetic coupling constant \( J > 0 \). Tuning the positive parameter \( \alpha \) changes the long-range behavior of the Ising interaction from an all-to-all coupling \( \alpha = 0 \) up to the nearest-neighbor case \( \alpha = \infty \).

The triangular cylinders consist of rings with circumference \( n \) which are coupled in the direction of infinite extension to form a triangular lattice as illustrated in Fig. 1. According to the number of spins per ring \( n \), these lattices are labeled YC(\( n \)), while we focus on \( n \in \{4, 6\} \) for most parts in this paper. In Fourier space the momentum orthogonal to the infinite cylinder extension becomes discrete while it is continuous in the other direction due to the infinite extension.

It is convenient to rewrite the summations in Eq. (1) with respect to the characteristics of the YC(\( n \)) cylinders. A lattice site can either be addressed by unit vectors \( \mathbf{e}_1 \) and \( \mathbf{e}_2 \) (see Fig. 1) like for the 2D triangular lattice with periodic boundary conditions, or by the ring \( R \in \mathbb{Z} \) (highlighted in red in Fig. 1) the site is located on and the position within the ring \( \nu \in \{0, 1, 2, ..., n - 1\} \). The Hamiltonian Eq. (1) can then be expressed as

\[ \mathcal{H} = \frac{J}{2} \sum_{R,R',\nu,\nu'=0}^{n-1} d_{R,\nu}^{R',\nu'}(\alpha) \sigma_{R,\nu}^x \sigma_{R',\nu'}^x - h \sum_{R} \sum_{\nu=0}^{n-1} \sigma_{R,\nu}^z \]

with \( d_{R,\nu}^{R',\nu'}(\alpha) \) representing the \( \alpha \)-dependent long-range Ising interaction between the sites \( (R, \nu) \) and \( (R', \nu') \). Obviously one has \( d_{R,\nu}^{R,\nu}(\alpha) = 0 \), since no self-interactions are present. Note that we measure distances in the planar geometry as illustrated in the lower panel of Fig. 1.

The LRTFIM has several interesting limiting cases. Studying them can lead to a better intuition for the involved physics and they are later used as starting points for perturbative calculations. For \( h = \infty \) the system is in an \( x \)-polarized phase where all spins align in direction of the transverse field independently of the lattice. This is a commonly-used starting point for high-field perturbative approaches due to the clear reference state including the long-range case \( \alpha < \infty \). For \( \alpha = \infty \) and \( n = \infty \) the system corresponds to the nearest-neighbor transverse-field Ising model (NNTFIM) with an infinitely-degenerate ground-state space for \( h = 0 \) on the 2D triangular lattice. Here every state is a ground state of the system that obeys the rule that on every triangle there are one ferro- and two antiferromagnetic bonds. For the 2D triangular lattice it is known that this highly-degenerate nearest-neighbor ground-state space is not stable against an infinitesimal transverse field \( h \) which leads to an order-by-disorder scenario inducing a clock-ordered phase. This is most easily seen by performing first-order degenerate perturbation theory in \( h/J \) yielding an effective quantum dimer model on the dual honeycomb lattice

\[ \mathcal{H}_{QDM} = -h \sum_{\nu} \langle \uparrow \rangle_{\nu} \langle \downarrow \rangle_{\nu} + H. c. \]
illustrated in Figs. 2 and 3 for the YC(4) and YC(6) lattice. In this representation bonds with ferromagnetically-oriented neighbor spins are interpreted as a dimer in contrast to bonds with antiferromagnetically-oriented spins. In general, when acting on a spin with the field term, all dimers of a hexagonal plaquette are flipped to non-dimers and vice versa. If the total number of dimers on a plaquette remains unchanged, a different ground state is produced. Therefore, the effective Hamiltonian \( H_{\text{eff}} \) describes quantum fluctuations in the ground-state space between the two configurations on plaquettes with three ferro- and antiferromagnetic bonds. Plaquettes having such a configuration are called flippable. Obviously, states with a maximum number of flippable plaquettes are selected energetically. For the 2D triangular lattice the resulting ground state is the above mentioned clock order which breaks the translational symmetry of the lattice. The same mechanism takes place on the cylindric triangular lattices. For the nearest-neighbor model we find a quasi momentum of the clock-ordered state of \( (5\pi/4, \pi/2) \) \( [(2\pi/3, -2\pi/3)] \) for the YC(4) [YC(6)] lattice (see Figs. 2 and 3). Note that for the YC(6) cylinder this corresponds to the same order as in 2D while the clock order for YC(4) is distinct, since the unit cell of the 2D clock order does not fit on this cylinder. For the NNTFIM on the 2D triangular lattice, the quantum phase transition between the clock order and the high-field \( \hat{x} \)-polarized phase is known to be second order in the 3D-XY universality class.\(^{19,20}\) For finite \( \alpha < \infty \), the nature of this quantum phase transition is unchanged for all \( \alpha \gtrsim 2.4^{11,18}\)

Saadatmand et al. investigated the LRTFIM on the YC(6) cylinder for \( \alpha \in (1, 5) \) as well as the NNTFIM using iDMRG.\(^{22}\) They find for \( \alpha > 2.40(5) \) the same quantum phases as for the 2D triangular lattice, with a transition between the clock order and the \( \hat{x} \)-polarized phase. The critical point for the NNTFIM is located at \( h_c = 1.5(1) \).\(^{22}\) For \( \alpha < 2.40(5) \), they observe a direct phase transition from the \( \hat{x} \)-polarized phase into a different ordered phase, which we will call zigzag-stripe phase (see Fig. 3 for an illustration). Interestingly, our investigation of the pure LRIM for \( h = 0 \) confirms the appearance of stripe-ordered phases (for any finite \( \alpha \)), although we find a different stripe order to be realized which we attribute to the chosen unit cell in Ref. \(^{23}\)

Finally, the LRTFIM Eq. (1) reduces to a fully connected graph with equal all-to-all coupling in the limit \( \alpha = 0 \). It is then convenient to rewrite the Hamiltonian by introducing the total spin \( \sigma_{\text{tot}}^{x} = \sum_i \sigma_i^x/2 \) and the total number of spins \( N \) with \( N \to \infty \) to obtain

\[
\mathcal{H} = -h\sigma_{\text{tot}}^{x} + \frac{J}{2} (\sigma_{\text{tot}}^{x})^2 - \frac{J}{2} \sigma_i^z \sigma_j^z .
\]

(4)

which immediately shows that every state with vanishing magnetization is a ground state for \( h = 0 \) so that a large degeneracy results. For all finite transverse fields \( h > 0 \) the system breaks this degeneracy and is directly located in the \( \hat{x} \)-polarized phase.\(^{23}\) One then regains the full

LRTFIM by adding

\[
\frac{J}{2} \sum_{i \neq j} \left( \frac{1}{|i-j|^\alpha} - 1 \right) \sigma_i^x \sigma_j^x .
\]

(5)

to the all-to-all limit Eq. (4). It is therefore also possible to consider the infinitely degenerate limit \( h = 0 \) and \( \alpha = 0 \) as perturbative starting point. For the long-range Ising interactions this demands a Taylor expansion of Eq. (5) giving in leading order in \( \alpha \)

\[
-\alpha \frac{J}{2} \sum_{i \neq j} \log(|i-j|) \sigma_i^x \sigma_j^x .
\]

(6)

This perturbation describes an extensive ferromagnetic LRIM with logarithmically increasing Ising interaction strength.

Our goal is to determine the full ground-state phase diagram of the LRTFIM on the YC(4) and YC(6) cylinder. To this end, we apply several perturbative expansions in the \( \hat{x} \)-polarized phase and in the stripe- and clock-ordered phases. The technical aspects are discussed next.
II. METHODS

To map out the ground-state phase diagram of the LRTFIM on the triangular cylinders we set up several methods for the calculation of the ground-state energy as well as the elementary excitation energy in the different quantum phases just introduced in the last section. First, we describe the perturbative expansion of both quantities about the ground-state energy \( E \). We only concentrate on the essential aspects. Then, we explain the perturbative low-field expansion about the stripe-ordered ground states of the LRTIM in \( h/J \). Finally, the perturbative evaluation of the clock-ordered ground state in the presence of the transverse field and the long-range Ising interaction is explained.

A. High-field expansion

The high-field expansion for the LRTFIM is most efficiently done by combining a white-graph expansion \[^{24}\] for a perturbative continuous unitary transformation (PCUT) \[^{24,26}\] with Markov-chain Monte Carlo (MCMC) as shown for two-dimensional LRTFIMs recently in Ref. \[^{9}\]. For details of this approach we therefore refer to Refs. \[^{7}\] and \[^{9}\] where this approach was discussed before. Here, we only concentrate on the essential aspects.

Using the Matsubara-Matsuda transformation \( \sigma_{j} = i \hat{b}_{j} + i \hat{b}_{j} \) and \( \sigma_{j} = 1 - 2i \hat{b}_{j} \) the LRTFIM Eq. (1) can be written, up to the constant \(-N/2\), in a quasi-particle (QP) language as

\[
\frac{H}{2h} = \sum_{R} \sum_{\nu=0}^{n-1} \hat{n}_{R,\nu} - \frac{\lambda}{2} \sum_{R,R',\nu,\nu'=0}^{n-1} \hat{a}_{R',\nu}^{\dagger} \hat{a}_{R,\nu'}^{\dagger} (\alpha) \left( \hat{b}_{R,\nu}^{\dagger} \hat{b}_{R',\nu} + \hat{b}_{R,\nu}^{\dagger} \hat{b}_{R',\nu'} + H.c. \right),
\]

where \( \hat{n}_{R,\nu} = \hat{b}_{R,\nu}^{\dagger} \hat{b}_{R,\nu} \) counts the number of hardcore bosons on site \((R,\nu)\) and \( \lambda = J/(2h) \) is the expansion parameter. The PCUT using a white-graph expansion scheme \[^{24}\] maps this Hamiltonian, order by order in \( \lambda \), to an effective block-diagonal Hamiltonian \( \mathcal{H}_{\text{eff}} \), which preserves the total number of QP’s, i.e., \( \left[ \mathcal{H}_{\text{eff}}, Q \right] = 0 \) with \( Q \equiv \sum_{R,\nu} \hat{n}_{R,\nu} \).

Here we focus on the zero- and one-QP block of \( \mathcal{H}_{\text{eff}} \) so that we have access to the ground-state energy per site \( E_{0}^{\text{pol}} \equiv E_{0}^{\text{pol}}/N \) as well as to the one-QP excitation energies. The effective Hamiltonian in the one-QP sector reads

\[
\mathcal{H}_{\text{eff}}^{1\text{QP}} = E_{0}^{\text{pol}} + \sum_{R,R',\nu,\nu'=0}^{n-1} a_{\delta} \left( \hat{b}_{R,\nu}^{\dagger} \hat{b}_{R',\nu'} + H.c. \right),
\]

with the ground-state energy \( E_{0}^{\text{pol}} \) and the one-QP hopping amplitudes \( a_{\delta} \equiv a_{R,\nu,\nu'}^{R',\nu'} \), where \( \delta \) denotes the vector between lattice sites \((R,\nu)\) and \((R',\nu')\).

Exploiting the translational invariance along the infinite cylinder direction, a Fourier transformation with respect to the unit vector \( \mathbf{e}_{1} \) depicted in Fig. 1 transforms Eq. (5) to

\[
\mathcal{H}_{\text{eff}}^{1\text{QP}} = E_{0}^{\text{pol}} + \sum_{R=0}^{n-1} \sum_{\nu,\nu'=0}^{n-1} \omega_{\nu,\nu'} (k_{1}) \hat{b}_{R,\nu}^{\dagger} \hat{b}_{R,\nu'} + H.c.,
\]

where \( k_{1} \in R \) is the one-dimensional quasi-momentum in the cylinder direction. The matrix elements \( \omega_{\nu,\nu'} (k_{1}) \) contain information of the QP hopping from site \( \nu \) to site \( \nu' \) of the \( n \)-site ring. The one-QP Hamiltonian \( \mathcal{H}_{\text{eff}}^{1\text{QP}} \) can be fully diagonalized with the help of the discrete translational invariance in the finite periodic cylinder direction in \( e_{2} \)-direction so that

\[
\mathcal{H}_{\text{eff}}^{1\text{QP}} = E_{0}^{\text{pol}} + \sum_{k} \omega (k) \hat{b}_{k}^{\dagger} \hat{b}_{k}
\]

defining the two-dimensional quasi-momentum \( k = (k_{1}, k_{2}) \) with \( k_{2} \in [0, \ldots, 2\pi/n] \).

The one-QP hopping amplitudes \( a_{\delta} \) are calculated on minimal graphs in the white-graph expansion and analytically exact for any lattice. To get the perturbative series in the bulk limit the amplitudes need to be embedded into the lattice. The embedding consists of a summation of the contributions of the hopping elements from all possible configurations of each graph on the lattice in a given order. As a consequence, each matrix element \( \omega_{\nu,\nu'} (k_{1}) \) as well as each one-QP energy \( \omega (k) \) is given as a high-dimensional nested sum. These summations are most efficiently evaluated numerically by a Markov-chain Monte Carlo (MCMC) method as we demonstrated recently \[^{9}\]. We indeed implemented two schemes. First, we sampled each element of \( \omega_{\nu,\nu'} (k_{1}) \) separately and then calculate the one-particle dispersion \( \omega (k) \) in a subsequent step. To this end, we extended the code from Ref. \[^{9}\] to arbitrary unit cells. Second, we directly sampled with MCMC the one-particle dispersion \( \omega (k) \) for a fixed \( k \). Numerically, it turned out that the second approach yields smaller error bars and we therefore concentrate on this approach in the following. In both cases, for each perturbative order \( r \), a separate MCMC calculation for all graphs with \( \mu \in [2, r + 1] \) vertices is done. For each MCMC calculation up to 80 runs with different random number generator seeds are computed to obtain an error estimation from the standard deviation of the mean sum value.

Using this approach, we calculated PCUT results for the ground-state energy per site \( E_{0}^{\text{pol}} \) and the one-QP dispersion \( \omega (k) \) up to order 10 in the thermodynamic limit with high accuracy. Even for the demanding limit of small values of \( \alpha \) we get standard deviations in the highest-order coefficients of a low single-digit percentage magnitude. In the one-QP sector, we are mostly interested in the one-QP gap \( \Delta \equiv \min_{k} \omega (k) \). In the numerical evaluation we therefore focus on the momenta \( (2\pi/3, -2\pi/3) \) \([((5\pi/4, \pi/2)] \) for the YC(6) \([YC(4)] \) lattice, where the gap between the \( x \)-polarized and the clock-ordered phase...
closes at the phase transition in the nearest-neighbor limit. Further, we consider the excitation energies at the momenta of the relevant stripe-ordered phases which are introduced in Subsect. [IC]. As the value of the parameter \( \alpha \) needs to be fixed for the numerical MCMC evaluation, we compute perturbative series for a set of fixed values of \( \alpha \) in the range \([1.5, 10]\).

In the end, the resulting series for the one-QP gap are extrapolated using Padé extrapolations in order to enlarge the convergence radius. The extrapolants are then used to obtain the critical values \( \lambda_c \) of the phase transition for fixed \( \alpha \) where the one-QP gap closes.

### B. Padé extrapolations

Padé and Dlog-Padé approximations are standard methods in the field of series expansions as they allow for an evaluation of the series beyond their original radius of convergence. Therefore, they are well-suited to study our results from the high-field expansion. While Padé expansions are generally used for extrapolating ground-state energies, the criticality and location in parameter space of a second-order phase transition is usually studied using Dlog-Padé extrapolations of the one-QP energy gap, because it is capable of incorporating an algebraic gap-closing. As discussed below, we do not expect a second-order phase transition and consequently estimate the phase-transition point via Padé extrapolations.

The perturbation series

\[
F(\lambda) = \sum_{m \geq 0} c_m \lambda^m = c_0 + c_1 \lambda + c_2 \lambda^2 + \ldots + c_r \lambda^r,
\]

with \( \lambda \in \mathbb{R} \) and \( c_m \in \mathbb{R} \) is interpreted as a Taylor expansion of a rational function

\[
G_{L/M}(\lambda) = \frac{p_0 + p_1 \lambda + p_2 \lambda^2 + \ldots + p_L \lambda^L}{1 + q_1 \lambda + q_2 \lambda^2 + \ldots + q_M \lambda^M}.
\]

Comparing the series expansion of \( G_{L/M}(\lambda) \) with the original series \( F(\lambda) \) one obtains a linear system of equations that can be solved for a given parameter set \( (L, M) \). The parameters \( L, M \in \mathbb{N} \) fulfill the condition \( L + M = r \) for an extrapolation in order \( r \). Typically the diagonal extrapolations where \( |L - M| \) is small give the best results. Extrapolations with unphysical singularities need to be sorted out, as well as defective Padé extrapolants that have a singularity at the same point in the numerator and denominator which effectively cancel out. The phase transition point \( \lambda_c \) studied in the present paper is found by calculating the zeros of the Padé extrapolation of the 1QP gap. To locate the phase transition, we calculate several values for the critical parameter \( \lambda_c \) for different selected combinations \( (L, M) \) out of \( \{(3, 5), (4, 4), (5, 3), (4, 5), (5, 4), (4, 6), (5, 5), (6, 4)\} \) for non-defective Padé extrapolants. In the phase diagrams presented in Sect. [IV] we show the mean and standard deviation of the extrapolations. If the standard deviation is zero only a single extrapolation could be selected.

### C. Low-field expansion

The opposite limit of small transverse fields \( h/J \ll 1 \) can be also be treated by high-order series expansions for \( \alpha < \infty \), since the extensive ground-state degeneracy for the nearest-neighbor case \( \alpha = \infty \) is lifted by the long-range Ising interaction. We therefore have determined the ground state of the LRIM as a function of \( \alpha \) by considering large but finite triangular cylinders \( YC(n) \), with periodic boundary conditions, for general even \( n \). These findings are outlined and discussed in Sect. [III]. As a result of these calculations we find that the pure LRIM realizes different types of ordered stripe structures depending on \( n \) and \( \alpha \) and we can determine the associated ground-state energy per site \( E_0^{\text{stripe}} \) in units of \( J \) by considering finite cylinders of the order of \( N = 10^5 \) spins.

These ordered stripe structures represent gapped phases which allows us to set up a high-order (non-degenerate) series expansion about the zero-field ground state. To this end, we apply Takahashi’s perturbation theory in real space and we obtain the ground-state energy per site \( E_0^{\text{stripe}} \) for various stripe structures up to order six in the parameter \( h/J \). To do this, we calculate the even-order contributions directly by evaluating the expectation value of the perturbation-operator sequences with respect to the considered classical stripe state. We stress that only even orders are present in the low-field expansion of \( E_0^{\text{stripe}} \), while odd orders vanish exactly. This originates from a double-touch property, because each excitation created locally by the perturbing magnetic field in virtual states has to be destroyed by acting again with the magnetic field on the same site. As a consequence, every site has to be touched an even number of times by the magnetic field to get a non-vanishing result. The perturbation operator sequences in \( r \)-th order read as follows:

\[
\hat{P} V \hat{S}^{k_1} V \hat{S}^{k_2} V \ldots V \hat{S}^{k_{r-1}} \hat{V} \hat{P} ,
\]

where \( V \equiv H_h \) is the perturbation, \( \hat{P} \) the projection operator on the ground-state space, the resolvent \( \hat{S} \) is given as

\[
\hat{S} = \frac{(1 - \hat{P})}{E_0 - H_{\text{Ising}}} ,
\]

and the constraint \( \sum_{i=1}^{n-1} k_i = r - 1 \). We evaluate all contributions up to order six in \( h/J \) by calculating the expectation values

\[
\langle \text{stripe} | \hat{P} V \hat{S}^{k_1} V \hat{S}^{k_2} V \ldots V \hat{S}^{k_{r-1}} \hat{P} | \text{stripe} \rangle ,
\]

for the classical stripe state \( |\text{stripe} \rangle \) on finite clusters with 10000 spins for the \( YC(n) \) cylinder and by treating the perturbing magnetic field in real space. We have further reduced the summation effort by identifying the non-vanishing processes in advance and exploiting the translational invariance for the first excitation that is created by the perturbation \( V \). Finally, for a fixed \( \alpha \) we
As a representative example, the bare series in order two, four, and six of the ground-state energy per site of orthogonal stripes for \( \alpha = 6 \) are displayed in Fig. 4. In general, we observe that the first-order phase transition out of the stripe-ordered phase is well located in the regime where the bare series is still converged. Consequently, we do not extrapolate the series of the low-field expansions.

\begin{equation}
\begin{align}
e^{\text{stripe}}_0(\alpha, h) = & e^{\text{stripe}}_0(\alpha, h = 0) + \rho_2^{\text{stripe}}(\alpha) h^2 \\
& + \rho_4^{\text{stripe}}(\alpha) h^4 + \rho_6^{\text{stripe}}(\alpha) h^6.
\end{align}
\end{equation}

As a representative example, the bare series in order two, four, and six of the ground-state energy per site of orthogonal stripes for \( \alpha = 6 \) are displayed in Fig. 4. In general, we observe that the first-order phase transition out of the stripe-ordered phase is well located in the regime where the bare series is still converged. Consequently, we do not extrapolate the series of the low-field expansions.

### D. Clock-ordered states

As already outlined above, apart from the high-field \( x \)-polarized phase and the low-field stripe phases for \( \alpha < \infty \), one expects also clock-ordered phases in the ground-state phase diagram. These clock-ordered states are stabilized by an order-by-disorder phenomenon, i.e. this order is selected by the quantum fluctuations induced by an infinitely small transverse field on the extensive ground-state manifold for \( \alpha = \infty \) and \( h = 0 \). We are therefore determining approximately the ground-state energy per site \( e_0^{\text{clock}} \) of these clock-ordered states as a function of the long-range interaction \( \alpha \) and the transverse field \( h \).

To this end, we split the Hamiltonian

\begin{equation}
\mathcal{H} = \mathcal{H}^{\alpha=\infty} + h \frac{H_{\text{field}}}{J} + \xi \mathcal{H}_{\text{Ising}} \, ,
\end{equation}

where the last term is defined as the difference between the full long-range Ising interaction and the nearest-neighbor contribution

\begin{equation}
\Delta \mathcal{H}_{\text{Ising}} = \mathcal{H}_{\text{Ising}} - \mathcal{H}^{\alpha=\infty}_{\text{Ising}}
\end{equation}

and one recovers the original LRTFIM for \( \xi = 1 \). In the following, we consider the perturbative limit \( \xi \ll h \ll J \), i.e. we expand about the nearest-neighbor Ising model using degenerate perturbation theory so that an effective description in terms of a quantum dimer model is appropriate.

Indeed, due to the frustration, the ground-state subspace consists of infinitely many degenerate states which have in each elementary triangle exactly one ferromagnetic bond. Interpreting the ferromagnetic bond as the presence of a dimer on the dual honeycomb lattice, each ground state for \( \alpha = \infty \) and \( h = 0 \) can therefore be represented by a dimer covering \( |c\rangle \) and the (perturbative) action of the two perturbations \( H_{\text{field}} \) and \( \Delta \mathcal{H}_{\text{Ising}} \) can be captured by an effective quantum dimer model of the form

\begin{equation}
\mathcal{H}_{\text{QDM}} = E_0 + \sum_c E_c(\xi, h) |c\rangle \langle c| \\
- h \sum_\nu (|\nu\rangle \langle \nu| + \text{H.c.})
\end{equation}

where the sum runs over all dimer coverings \( |c\rangle \) so that \( E_c(\xi, h) \) is the covering-dependent diagonal energy. We have determined this effective quantum dimer model up to order three in the parameters \( \xi \) and \( h \). The diagonal elements \( E_c(\xi, h) \) have several contributions. In first order in \( \xi \), it depends on the long-range part \( \Delta \mathcal{H}_{\text{Ising}} \) of the Ising interaction. Note however that this first-order contribution actually represents the exact pure \( \xi \)-dependent energy correction, since \( \mathcal{H}^{\alpha=\infty} \equiv \mathcal{H}_{\text{QDM}} \). Further, \( E_c(\xi, h) \) depends on \( h^2 \) and \( h^2 \xi \) in second- and third-order degenerate perturbation theory. The only off-diagonal term comes in first order which mediates between two different dimer coverings from the transverse field \( h \) as already discussed above.

Since we consider the hierarchy \( \xi \ll h \ll J \), it is the (dressed) maximally-flippable plaquette state (see Figs. 2 and 3), which is selected due to an infinitesimal transverse field and which gives rise to the clock-ordered phase on the YC(\( n \)) cylinders. Calculating the ground-state energy \( e_0^{\text{clock}} \) as a function of \( \alpha \) and \( h \) is still a highly non-trivial task due to the fact that the quantum dimer model Eq. (20) still lives in an infinite-dimensional Hilbert space.

We therefore have used the following scheme to calculate \( e_0^{\text{clock}} \) approximatively. First, we restrict the calculations to finite cylinders with the number of \( 8 \) (6) rings for

---

**FIG. 4.** Bare series of the ground-state energy per site \( e_0^{\text{stripe}} \) for orthogonal stripes as a function of \( h/J \) for \( \alpha = 6 \) for the YC(4) cylinder. The bare series is converged up to \( h/J \approx 0.6 \). The behavior of other stripe configurations as well as other \( \alpha \)-values is similar. The calculated phase transition into the clock order, visualized by the black vertical line, takes place at approximately \( 0.17 h/J \).

---
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We observe that the relevant states for the LRIM consist of the clock-ordered state, we generate the following reduced basis. We start from the maximally-flippable state (see Figs. 2 and 3) and then we act subsequently with the magnetic field on flippable plaquettes. This generates new states having less flippable plaquettes on which we can again act with the magnetic field to generate further dimer coverings and so on. Consequently, we iteratively construct a finite basis of dimer coverings where all states are connected to the maximally-flippable state via the magnetic field. The Hamiltonian (20) can then be represented as a finite matrix in this basis and the lowest eigenvalue corresponds to an approximation of $e_0^{\text{clock}}$.

For the YC(4) [YC(6)] cylinder, the maximally-flippable state has an 8-site (3-site) unit cell. Our results are therefore computed on four and twelve unit cells for the respective cylinders. The finite cluster size has two competing effects on the calculated ground-state energy $e_0^{\text{clock}}$. First, especially relevant for large $\alpha$, the limitation to a finite cylinder results in an underestimation of the quantum fluctuations introduced by the transverse field. Consequently, we expect that in the bulk-limit $e_0^{\text{clock}}$ should be pushed down stronger with the magnetic field compared to our finite-size calculation. Second, the long-range Ising interaction $\Delta H_{\text{Ising}}$, which becomes more and more important for smaller $\alpha$, should lead to an increased energy in the bulk. Considering both contributions, we expect the method to underestimate the energy for small $\alpha$ and to overestimate it slightly for large $\alpha$.

III. PURE LONG-RANGE ISING MODEL

In the following, we consider the pure LRIM with vanishing transverse field $h = 0$. Here it is a priori not clear what classical state is the ground state as a function of $\alpha$. In the following we want to clarify the nature of the ground state for the YC($n$) cylinders and its ground-state energy per site, which is then used to set up the low-field expansion.

By studying the energy of the nearest-neighbor ground states on finite cylinders with $N \approx 40$ spins for $\alpha < \infty$, we observe that the relevant states for the LRIM consist only of non-flippable plaquettes in the quantum dimer language on the dual lattice. These states are symmetry-broken, therefore gapped and stable against quantum fluctuations introduced by small transverse magnetic fields. We name the three relevant occurring order patterns orthogonal $[k = (\pi, 0)^T]$, plain $[k = (\pi, \pi)^T]$, and zigzag $[k = (\pi/2, \pi)^T]$ stripes, which are illustrated in Fig. 5.

In the orthogonal-stripe configuration spins with the same orientation order orthogonally to the direction of the cylinder, which leads to a two-fold degeneracy which results from the $\mathbb{Z}_2$ spin-flip symmetry of the state. In the plain-stripe state spins of the same orientation align in plain chains winding around the cylinder in direction of infinite extension. This pattern has a $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry, which results from a spin-flip symmetry and a decoupling of the state into two sublattices. In the 2D limit orthogonal and plain stripes are degenerate with a $\mathbb{Z}_2 \times \mathbb{Z}_3$ symmetry due to spin flips and the threefold rotational symmetry of the lattice. The absence of this rotational symmetry for the YC($n$) cylinders leads to the energetic separation of orthogonal and plain stripes, where orthogonal stripes have lower energies for all decay exponents $\alpha$ on the YC(4) and YC(6) lattice. In fact, the preference of orthogonal stripes is seen for all studied YC($n$) cylinders with even $n$.

The third identified ground-state pattern are the zigzag stripes where spins of the same orientation align in a zigzag shape in cylinder direction. This results in a fourfold degeneracy ($\mathbb{Z}_2 \times \mathbb{Z}_2$) due to spin-flip symmetry and a decoupling into two sublattices. On the YC($n$) cylinders with $n = 4s$ ($s \in \mathbb{N}$) it is actually possible to rotate the zigzag stripes by $2\pi/3$ and to remain in the subspace of states with only non-flippable plaquettes. These rotated zigzag stripes are always energetically less beneficial than the zigzag stripes with an alignment in infinite direction and we will not consider them further.

At small $\alpha$ zigzag stripes are energetically lower compared to the orthogonal stripes for the YC(4), YC(8), and YC(12) cylinder (see Fig. 6). Consequently, there must be a first-order phase transition between these two stripe phases for these cylinders and we can determine the associated critical $\alpha_c$ which are listed in Tab. I. The favoring
FIG. 6. Energy per site $e_0$ for the considered stripe patterns evaluated on the YC(4) lattice for $N = 4 \cdot 1000$ (upper panel) and on the YC(6) lattice for $N = 6 \cdot 1000$ (lower panel) with periodic boundary conditions. The dotted vertical line in the upper panel indicates the first-order phase transition $\alpha_c$ between zigzag ($\alpha < \alpha_c$) and orthogonal ($\alpha > \alpha_c$) stripes for the YC(4) cylinder. For the YC(6) orthogonal stripes are realized for all $\alpha$.

TABLE I. Critical decay exponents $\alpha_c$ for a phase transition between orthogonal ($\alpha > \alpha_c$) and zigzag ($\alpha < \alpha_c$) stripes on the YC($n$) lattices with $n \in \{4, 8, 12\}$. The denoted lattices are the ones where the transition occurs in the considered range of $\alpha > 1$ in the framework of our numerical real-space implementation.

| $n$ | $\alpha_c$ |
|-----|------------|
| 4   | 2.55(1)    |
| 8   | 1.41(1)    |
| 12  | 1.13(1)    |

of these stripe patterns can be explained by looking at the dominant further-neighbor Ising interactions, which are contributing differently to the energy, depending on the type of stripe under consideration. For zigzag stripes the second-nearest neighbors are contributing less beneficial than for the orthogonal stripes, but the third-nearest neighbors are lowering the energy more than they do for the orthogonal stripes. Together with the periodicity of the YC($n$) cylinder this leads to a favoring of the zigzag stripes at low $\alpha$ for the lattices described above, since then the long-range Ising interactions come more and more into play. Such stripe patterns have also been found by Smerald et al. for a truncated long-range Ising interaction.\cite{31}

For a classical Hamiltonian with arbitrary tunable antiferromagnetic nearest and next-nearest neighbor interaction it is a well established result, that on the triangular 2D lattice $\mathbb{Z}_2 \times \mathbb{Z}_3$ plain stripes realize the ground state of the system.\cite{32,33} On any YC$(n)$ lattice, this degeneracy of plain and orthogonal stripes is lifted. Compared to the plain-stripe order, the $(n+1)$-nearest neighbors of the orthogonal stripes are missing two ferromagnetic interactions for each site along the cylinder ring due to the finite cylinder extension. Instead two additional antiferromagnetic interactions per site are present which leads in total to a lower energy of orthogonal stripes. A second consequence of the cylinder geometry is the relevance of a zigzag-striped order. Further, we note that these three stripe patterns are part of the $\alpha = 0$ and $\alpha = \infty$ ground-state space. Using the $\alpha = 0$ limit of the LRIM with the perturbation described in Eq. (6) confirms the above findings. To this end, we considered all $\alpha = 0$ ground states on a cluster of $N \approx 40$ spins which leads to the same ground-state space of non-flippable plaquettes. Evaluating the energy for the three relevant stripe patterns on large clusters $N \approx 10000$, we find the same stripe-ordered ground states as calculated directly from the full LRIM.

We therefore find that the physical behavior of the LRIM is different for the two families of cylinders with $n = 4s$ ($s \in \mathbb{N}$) and $n = 4s + 2$ ($s \in \mathbb{N}$). For $n = 4s + 2$ orthogonal stripes are realized for all studied $\alpha$, while in the other case orthogonal stripes become unstable towards a zigzag-stripe order for small $\alpha$. This can be clearly seen in the energy evolution of the different stripe structures as a function of $\alpha$, which is shown for the smallest member YC(4) and YC(6) of both families in Fig. 6, where we have studied finite cylinders with $N(\text{YC}(n)) = n \cdot 1000$ spins using periodic boundary conditions. In the following, we focus on these two cylinders and study the ground-state phase diagram of the full LRTFIM.

IV. PHASE DIAGRAMS

As described above, we performed series expansions to extract the ground-state energies of the $x$-polarized, stripe,
and clock-ordered phases for the LRTFIM on the YC(4) and YC(6) cylinder. Quantum phase transitions between two of these phases can then be located by determining crossing points between these energies for fixed $\alpha$. Note that this approach is not sensitive enough to extract the nature of the phase transition, although strong first-order phase transitions are expected to be located with highest precision. Furthermore, we study the breakdown of the $x$-polarized phase by investigating the behavior of the one-particle excitation energies for specific momenta, which are associated with the translational symmetry of the clock- or stripe-ordered phases. A continuous gap-closing of a certain mode signals a continuous quantum phase transition between the $x$-polarized phase and the associated ordered phase. We start our discussion with the YC(6) cylinder, where the clock order is identical to the one known for the LRTFIM on the 2D triangular lattice and which has already been studied by Saadatmand et al.\textsuperscript{22} Afterwards, we turn our attention to the YC(4) cylinder on which this clock order is frustrated and the ground-state phase diagram is even richer.

The obtained ground-state phase diagram for the LRTFIM on the YC(6) cylinder is shown in Fig. 7. It displays the $x$-polarized phase, the clock order, and the orthogonal-stripe phase. The quantum phase transition between the $x$-polarized phase and the clock order is located by investigating the one-particle excitation energies of the $x$-polarized phase using the high-field expansion. For a non-first-order phase transition one expects that the one-particle gap of the $x$-polarized phase closes at the quantum-critical point and has a momentum $\mathbf{k} = (2\pi/3, -2\pi/3)^T$, which is associated with the clock order. Here we locate such a gap-closing quantum-critical point by applying Padé extrapolations on the bare order 10 series (see Fig. 8) and we quantify the uncertainty of this extrapolation scheme by the standard deviation of different extrapolations shown as error bars in Fig. 7. This gap-closing we can track up to decay exponents $\alpha \approx 1.5$. The calculated phase-transition points for $\alpha \gtrsim 2.4$ are within error bars in good agreement with the numerical findings by Saadatmand et al.\textsuperscript{22} Specifically, for the NNTFIM $\alpha \to \infty$, the pCUT high-field calculation yields a gap closing at a transverse field $h = 1.54(7) J$, which has to be compared to $h = 1.5(1) J$ determined numerically by investigating the order parameter for the clock order.\textsuperscript{22}

The second type of phase transition present in the phase transition is located by investigating the behavior of the one-particle excitation energies for specific momenta, which are associated with the translational symmetry of the clock- or stripe-ordered phases. A continuous gap-closing of a certain mode signals a continuous quantum phase transition between the $x$-polarized phase and the associated ordered phase. We start our discussion with the YC(6) cylinder, where the clock order is identical to the one known for the LRTFIM on the 2D triangular lattice and which has already been studied by Saadatmand et al.\textsuperscript{22} Afterwards, we turn our attention to the YC(4) cylinder on which this clock order is frustrated and the ground-state phase diagram is even richer.
true ground states of the zero-field LRIM and no zigzag stripes are realized in the LRTFFIM as found by Ref.\textsuperscript{22}

If there is a direct continuous phase transition between the orthogonal-stripe and the $x$-polarized phase, one expects that the high-field gap in the $x$-polarized phase closes at the critical point and is located at the associated momentum of the orthogonal-stripe phase $\mathbf{k} = (\pi, 0)^T$ for $\alpha \lesssim 2.4$. To study the transition to the orthogonal-stripe phase, we therefore evaluated the one-QP energy in the high-field limit at momentum $\mathbf{k} = (\pi, 0)^T$ using Padé extrapolations. Interestingly, no closing of the gap could be observed so that we cannot confirm a direct phase transition between the $x$-polarized and the orthogonal-stripe phase using series expansion methods. So either the situation is similar to the case of the 2D triangular lattice, where the direct phase transition is known to be generically first order due to the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry of the stripe order, or the phase diagram contains an intermediate phase which we elaborate on further in the conclusion.

B. YC(4)

Let us turn to the ground-state phase diagram for the LRTFIM on the YC(4) cylinder, which is shown in Fig.\textsuperscript{10}. The phase boundaries were calculated analogously to the YC(6) lattice, where the $x$-polarized- to clock-order transition was determined by Padé extrapolations of the perturbative expansion from the high-field limit and the other transition lines were derived from the crossing of the respective ground-state energies.

Besides the $x$-polarized phase a clock-ordered phase with a different momentum $\mathbf{k} = (5\pi/4, \pi/2)^T$ from the YC(6) lattice arises. Additional to the orthogonal-stripe order with $\mathbf{k} = (\pi, 0)^T$ at finite large $\alpha$ already discussed for the YC(6) lattice, we find zigzag stripes with $\mathbf{k} = (\pi/2, \pi)^T$ for small fields. The first-order phase transition from the orthogonal to a zigzag order for small fields occurs at $\alpha \approx 2.55(1)$. Interestingly, the phase transition between these two stripe orders is almost independent of $h/J$ so that a nearly vertical phase transition line results (see black line in Fig.\textsuperscript{10}). Further, for small $\alpha$, one might predict a direct phase transition between the $x$-polarized phase realized at high field strength and the zigzag stripes at low field strength in similarity to the YC(6) cylinder. Padé extrapolations of the one-QP gap with $\mathbf{k} = (\pi/2, \pi)^T$ again do not point towards a continuous phase transition signaled by a gap closing in this $\alpha$-regime. We therefore expect that the physical situation is similar to the YC(6) cylinder as discussed below.

In the calculated phase diagram the intersection between the clock-order energy and the different stripe orders is calculated for all $\alpha$ values for which the clock-order expansion is available. Even though the clock-order is not expected to be the ground state for small $\alpha$, the calculated line gives a reference point for the extension of the stripe-ordered phases. As for the YC(6) cylinder, we
This implies that the transition between stripes and clock order occurs at higher transverse fields for small decay exponents ($\alpha \lesssim 3.5$).

V. CONCLUSIONS

We have investigated the ground-state phase diagram of the LRTFIM on triangular-lattice cylinders using various approaches. The physical behavior of the classical LRIM is different for the two families of cylinders with $n = 4s$ ($s \in \mathbb{N}$) and $n = 4s + 2$ ($s \in \mathbb{N}$). For $n = 4s + 2$ orthogonal stripes are realized for all studied $\alpha$, while in the other case orthogonal stripes become unstable towards a zigzag-stripe order for small $\alpha$. For the YC(6) cylinder, our results are therefore distinct from the zigzag stripes obtained numerically, which is most likely due to the chosen unit cell in the iDMRG approach. The full quantum phase diagram of the LRTFIM on the YC(4) and YC(6) cylinder contains at least three different types of gapped quantum phases. An $x$-polarized paramagnetic high-field phase, stripe phases triggered by the long-range Ising interaction, as well as clock-ordered phases being stabilized via an order-by-disorder mechanism about the highly-degenerate classical spin liquid of the nearest-neighbor Ising model. The extension of these phases in the parameter space of the LRTFIM has been located approximately by a variety of different perturbative expansions. In contrast to the high- and low-field high-order expansion, the obtained ground-state energy of the clock-ordered phase is the least accurate due to the low order three of the effective Hamiltonian and due to the finite cluster size. The obtained ground-state phase diagrams are valid as long as one assumes that no other phase is present. However, this is not obvious, which leads to the following two points which deserve further investigations:

First, we turn our attention to the nearest-neighbor TFIM on the YC(6) cylinder, which realizes the same kind of clock order as the TFIM on the two-dimensional triangular lattice. For the 2D triangular lattice the quantum phase transition between the $x$-polarized and the clock-ordered phase is a continuous second-order transition which falls into the $(2 + 1)$D-XY universality class. This follows from a mapping of the TFIM onto a classical XY-model in three dimensions. By applying the same kind of quantum to classical mapping on our quasi one-dimensional cylinders, one would expect that the transition falls into the $(1 + 1)$D-XY universality class, which is known to be the archetype of an infinite-order Kosterlitz-Thouless phase transition. However, since the Kosterlitz-Thouless phase transition involves one phase with critical (algebraically-decaying) correlations and both, the $x$-polarized and the clock-ordered phase, are gapped, this implies the existence of a gapless intermediate phase in the ground-state phase diagram of the nearest-neighbor TFIM on the YC(6) cylinder so that there are two Kosterlitz-Thouless transitions out of this intermediate phase. For the corresponding classical phase transitions in the NNTFIM on the 2D triangular lattice as a function of temperature, such an intermediate phase as well as the associated Kosterlitz-Thouless transitions are well established theoretically and confirmed experimentally recently in the Ising-type triangular antiferromagnet TmMgGaO$_3$. Clearly, this intermediate phase in the YC(6) cylinder will also extend in a finite $\alpha$-window in the phase diagram of the LRTFIM and, by similarity, one would expect a similar phase also for the YC(4) cylinder. Let us note that the detection of a Kosterlitz-Thouless transition is not possible with our high-field expansion due to the non-analytic behavior of the gap close to such a phase transition. Further, we find it interesting that iDMRG calculations based on translational invariant states are in good agreement with our findings with respect to the phase transition line between the $x$-polarized and clock-ordered phase as a function of $\alpha$. It is likely that both approaches are not sensitive
enough to pinpoint the intermediate phase on the quasi one-dimensional YC(6) cylinder, but rather yield a good estimation for the transition line of the corresponding two-dimensional system on the triangular lattice. In any case, the existence and nature of the intermediate phase has to be clarified in the future. 

Second, it is not clear how the ground-state phase diagram looks for smaller values of $\alpha$, when the clock order (and potentially the just-discussed intermediate phase, are not realized anymore. The numerical work of Ref. 22 on the YC(6) cylinder suggests a direct second-order phase transition between the $x$-polarized and a stripe-ordered phase. We stress again that our investigation yields clearly a different ordering pattern for the stripes, namely orthogonal stripes. Extrapolations of the one-particle high-field gap with the corresponding stripe-momentum give no evidence for a gap-closing (second-order) phase transition. So this phase transition might be either (weakly) first order as for the LRFTIM on the triangular lattice\textsuperscript{30,103} or, again, an intermediate phase could be present between the $x$-polarized and the stripe phase which prevents a controlled extrapolation of the gap. An indication for the latter scenario might be the presence of an intermediate classical spin liquid as a function of temperature for a deformed classical Ising model with dipolar interactions on the triangular lattice\textsuperscript{93,184}

Overall, the interplay of geometric frustration and long-range interactions in low-dimensional quantum magnets displays a variety of interesting quantum phenomena which certainly need further investigations in the future.
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