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Abstract

Significance: Physiological parameters extracted from diffuse reflectance spectroscopy (DRS) provide clinicians quantitative information about tissue that helps aid in diagnosis. There is a great need for an accurate and cost-effective method for extracting parameters from DRS measurements.

Aim: The aim is to explore the accuracy and speed of physiological parameter extraction using machine learning models compared to that of the widely used Monte Carlo lookup table (MCLUT) inverse model.

Approach: Diffuse reflectance spectra were simulated using a light transport model based on Monte Carlo simulations and weighted to six wavelengths. Deep learning (DL), random forest (RF), gradient boosting machine (GBM), and generalized linear model (GLM) machine learning models were built using a training set of 10,000 spectra from the simulated data. The MCLUT and machine learning models were used to predict physiological parameters from a separate test set of 30,000 simulated spectra. Mean absolute errors were calculated to evaluate the accuracy and compare it among MCLUT and machine learning models. In addition, the computational time to predict parameters from the test set was recorded to compare the speed among MCLUT and machine learning models.

Results: The DL, RF, GBM, and GLM models all had significantly lower errors than the MCLUT inverse method for six wavelengths. The DL model proved to have the lowest errors, with all absolute percent errors under 10%. The DL model had much faster runtimes than the MCLUT.

Conclusions: Machine learning is promising for extracting physiological parameters from six-wavelength DRS data, with both lower errors and a faster runtime than the widely used MCLUT model.
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1 Introduction

Diffuse reflectance spectroscopy (DRS) is an optical technology that uses light to non-invasively measure optical properties of biological tissue and has applications in the diagnosis of several cancers such as breast, colorectal, cervical, oral, lung, and skin. DRS instruments typically use an optical fiber probe to emit light onto tissue, where the light is scattered and absorbed. The light is then collected back into the fiber and is sent into a spectrometer to return
reflectance values to a computer. A full spectrum of wavelengths is typically used to capture sufficient data for an accurate analysis of tissue composition. Example full-spectrum devices include Dermasensor (Dermasensor, Miami, Florida), a handheld device for performing reflectance measurements of skin, and Zenascope IM1 (Zenalux, Durham, North Carolina), a DRS system that measures biological endpoints of tissue for various diagnostic applications. These full-spectrum systems can be expensive due to the high cost of spectrometers, which can drive the cost of even the cheaper DRS systems to be around $2600 to $3800. Thus, costs can potentially be reduced by utilizing a cheaper spectrometer that has a limited number of wavelengths.

To help clinicians understand the characteristics of tissue, optical properties and physiological parameters can be extracted from the DRS data. Previous studies have developed inverse models using lookup tables that are built from experimental data to extract such parameters, but recently, lookup tables that are built from Monte Carlo simulations have been shown to be more efficient for extracting parameters. However, these Monte Carlo lookup table (MCLUT)-based models traditionally use a full spectrum of wavelengths, and it is unknown if using fewer wavelengths affects the accuracy. Additionally, a limitation of the MCLUT-based inverse model is that it uses a time-consuming iterative process to fit the DRS measurement data to determine optical properties, which is not ideal for processing large sample sizes or for use in the clinic.

Previous studies utilized machine learning to obtain optical properties from diffuse reflectance. Barman et al. used least-squares support vector machines to determine the absorption and reduced scattering coefficients from diffuse reflectance values more accurately and faster than the MCLUT-based inverse model. Tsui et al. developed forward artificial neural network models to estimate optical and physiological information from spatially resolved diffuse reflectance spectra of multi-layered tissue. Panigrahi et al. used a random forest (RF) model to estimate optical properties from diffuse reflectance in the spatial frequency domain. These studies show that machine learning models have the potential to accurately predict parameters for complex problems, and therefore could be useful for reducing the dependence on a large number of wavelengths.

The AS7262 6-Channel Visible Spectral ID Device (ams, Premstätten, Austria) is a multispectral sensor chip that captures six specific wavelengths. In this study, we use this chip as a reference and explore the value of using machine learning to extract physiological parameters from the six wavelengths specified by the chip. We show that while the MCLUT inverse model is not sufficient to extract physiological parameters from six wavelengths of diffuse reflectance spectra, machine learning models provide an alternative method to accurately and quickly extract parameters.

2 Materials and Methods

2.1 Monte Carlo Lookup Table

The Monte Carlo lookup table was built by simulating photon transport in tissue to map reflectance values to pairs of absorption and reduced scattering coefficients. Each simulation used 1,000,000 photons with combined pairs of 40 evenly spaced absorption coefficients (0–50 cm\(^{-1}\), step size = 2.56 cm\(^{-1}\)) and 40 evenly spaced reduced scattering coefficients (0–50 cm\(^{-1}\), step size = 2.56 cm\(^{-1}\)) to result in a 40 × 40 MCLUT. More details can be found in previous literature. Briefly, light propagation in tissue is simulated by using repeated random sampling of probability distributions based on scattering angles and step sizes to describe photon movement. The result of many simulations estimates the reflectance intensity as the number of photons that are measured by the detector over the number of photons launched.

2.2 Diffuse Reflectance Spectra Simulation and Data Generation

Diffuse reflectance spectra were simulated in MATLAB (R2019b; MathWorks Inc., Natick, MA) for 100 wavelengths from 410 to 650 nm. The MCLUT-based forward model used one of 10 linearly spaced values of each physiological parameter within the ranges found in Table 1 to simulate a 100-wavelength reflectance spectrum, for a total of 100,000 spectra. The values were linearly spaced to get a variation of simulated spectra in all parameters and to avoid potential
overlap in the test and training sets. 10 values were chosen for each parameter to maintain a balance between the sample size (100,000 spectra) and the computation time of the MCLUT models (a few hours for simulating the spectra). The physiological parameters used were blood volume fraction (BVF), reduced scattering coefficient ($\mu_s'$), reduced scattering exponent (B), melanin concentration (Mel), and oxygen saturation ($O_2$). The parameters used and the corresponding ranges were selected based on physiological ranges for skin tissue.8,12 The equations used for the MCLUT forward model are reported in the previous physiological model.8 Briefly, using $\mu_s'$ at 630 nm and B, the $\mu_s'$ at any wavelength can be calculated. BVF, Mel, and $O_2$ contribute to the absorption coefficient calculation. The 100-wavelength spectra were simulated with Gaussian random noise to mimic realistic DRS data. Other types of noise were also simulated and tested but did not significantly change the results (see Table S1 in the Supplementary Material). Therefore, the results from Gaussian noise spectra are reported here.

The diffuse reflectance spectra were then calculated for the following six wavelengths as used by the AS7262 6-Channel device: 450, 500, 550, 570, 600, and 650 nm. Because the bandwidth of each channel in the AS7262 is broad, the down-sampled spectrum was computed using a weighted average according to the device responsivity (see Fig. S1 in the Supplementary Material). Normal distributions with mean of 40 and standard deviation of 2.35 were used to calculate the weighted average reflectance values for six wavelengths. One representative example of simulated spectra with 100 wavelengths and the corresponding weighted average six-wavelength spectra is shown in Fig. 1.

To minimize overfitting the machine learning models, cross validation was done by splitting the dataset into a training set and a test set. The six-wavelength dataset was randomized into a training set of 70,000 spectra and a test set of 30,000 spectra. The training set was later reduced to 10,000 spectra, which allowed for both sufficient training time (roughly 5 to 10 s per parameter per model) and accuracy. The same 10,000 spectra were used for training all machine

| Physiological parameter       | Value ranges          |
|-------------------------------|-----------------------|
| BVF: blood volume fraction    | 1–5%                  |
| $\mu_s'$: reduced scattering coefficient | 10–30 cm$^{-1}$     |
| B: reduced scattering exponent | 1.3–2.5               |
| Mel: melanin concentration    | 0–2 mg/ml             |
| $O_2$: oxygen saturation      | 60–100%               |

**Fig. 1** Simulated diffuse reflectance spectra for 100 wavelengths and 6 wavelengths using physiological parameter values BVF = 1%, $\mu_s' = 10$ cm$^{-1}$, B = 1.3, Mel = 0 mg/ml, and $O_2 = 60%$. The resultant weighted average 6-wavelength spectra capture the general shape but does not provide the full information that the 100-wavelength spectra give.
learning models and the same 30,000 spectra were used to test the MCLUT model and all machine learning models.

2.3 MCLUT Inverse Model

The MCLUT inverse model uses nonlinear optimization to minimize the error between the measured reflectance and the simulated reflectance in the MCLUT. The \textit{fmincon} MATLAB function with the interior-point algorithm was used to minimize the error and fit the spectra. The final extracted physiological parameters are the result of the error reaching the minimum on the test dataset.

2.4 Machine Learning Models

Four different machine learning models were trained and tested for parameter extraction. The \textit{h2o} package from H2O.ai, an open-source machine learning package, was used in R (RStudio 3.5.1) to create the models because of H2O’s ease of use, compatibility with multiple languages, ability to scale to large data, and library of widely used machine learning algorithms. This allows for the development of several models to assess the robustness of machine learning for a specific application. Additionally, H2O has several built-in parameters that were used to limit overfitting the models to ensure accurate results such as the low default number of trees, limiting the number of epochs, and using the right amount of regularization. Separate models were built for each of the five physiological parameters using deep learning (DL), RF; gradient boosting machine (GBM), and generalized linear models (GLM), respectively. 10,000 spectra of the training dataset were used to train the models. Each model was trained with H2O’s default settings and was tested for parameter extraction on the test set. A general overview of these machine learning algorithms is described below, with more information in the H2O documentation and resources.

H2O’s DL involves a using feedforward artificial neural network with multiple hidden layers of neurons (default = two hidden layers of 200 neurons each) to learn the features of a dataset. Each neuron in a layer produces a weighted combination of its inputs. During learning, the weights are adjusted with the goal of minimizing the error on the training data. H2O’s DL model has the option of choosing between tanh, rectifier, and maxout activation functions. The default activation function is rectifier. The default epoch value is 10, which is the number of times to iterate the dataset. RF models develop a forest of multiple decision trees based on random subsets of data. Each tree has some error and when combined, the large number of uncorrelated trees (default = 50 trees) work together to outperform individual trees and lower the variance. The average prediction over all the trees is the final regression prediction. The maximum tree depth default is 20 trees and the default number of bins for the histogram to build then split is 20. H2O’s GBM model builds regression trees (default = 50 trees) on the dataset features in stages and adds a new model that is trained based on the error of the previous set of models. With each new model, the approximation of the response variable is more refined. The maximum tree depth default is five trees and the default number of bins for the histogram to build then split is 20. GLMs are extensions of traditional linear regressions and can be used for response variables that follow distributions other than just the normal distribution. H2O’s GLM includes distributions such as binomial, Gaussian, Poisson, and more and fits the model based on the maximum likelihood estimation via iteratively reweighed least squares. The default Gaussian distribution, which fits a traditional linear regression model, was used because the response variable error distributions were unknown.

H2O allows for a simplified way to build and compare machine learning models and was used initially for this purpose. However, it is not a fair comparison for a time analysis since the H2O models are in R while the MCLUT is in MATLAB. For a more comparable time analysis, a DL model was built in MATLAB for each parameter after it was determined that the H2O DL model performed the best. MATLAB’s Neural Net Fitting tool in the Deep Learning toolbox was used to build a model that resembled the model that was built in H2O as close as possible. MATLAB has different training algorithms from H2O and the Levenberg–Marquardt was used because it stops the training when the mean square error stops improving, similar to how DL in
H2O works. One hidden layer of 200 neurons was specified and training was stopped after 10 epochs.

### 2.5 Evaluation Metrics

The mean absolute error for each parameter is calculated as

\[
Mean\ Absolute\ Error = mean(|Predict - Truth|),
\]

and the mean absolute percent error is calculated as

\[
Mean\ Absolute\ Percent\ Error = mean\left(\frac{|Predict - Truth|}{Truth} \times 100\right).
\]

Bar plots of the mean absolute error created in R are presented because the absolute percent errors created variability in the errors when dividing by small parameter values. Mean absolute percent error is reported to compare to errors reported in previous studies. For a detailed look at the distribution of the absolute percent error for each parameter value, refer to Fig. S2 in the Supplementary Material. The R package afex\textsuperscript{21} was used to do a linear mixed effects analysis of the extracted parameters from each model compared to the truth values of the parameters.

The average runtime was calculated for each trained model for 1, 10, 50, and 100 spectra using 50 trials of randomly selected spectra from the test dataset. The parameter extraction was run on a 2-core Intel Core i5-5200U CPU (2.20 GHz) with 8 GB RAM and a 64-bit Windows 10 Operating System using R for the H2O machine learning models and MATLAB for the MCLUT model and the DL model built in MATLAB.

### 3 Results

The accuracy of each model was calculated first to compare how the machine learning models perform relative to the MCLUT inverse model. The mean absolute errors for each physiological parameter using each model are shown in Fig. 2. From the mixed model, all machine learning models were shown to have significantly lower errors than MCLUT for all parameters. The DL model errors were also significantly different than the RF, GBM, and GLM models for all parameters except Mel, where the error was not significantly different from RF. Since the DL model performs the best apart from the Mel parameter, this model will be used as the focus of the remainder of the results. The mean absolute percent errors for the DL model were 5.15\% for BVF, 6.88\% for $\mu_s^0$, 9.81\% for B, 9.91\% for Mel, and 4.61\% for $O_2$. Crosstalk between the fit parameters was examined by determining the Pearson correlation coefficient between a parameter truth value and the other resulting extracted parameters. There was no significant correlation between any of the parameters ($r < -0.3$).

To analyze how the DL model performs compared to the MCLUT for individual parameter values, the difference in absolute error for each parameter is shown in Fig. 3. The percentages shown are the fractions of datapoints where this difference in error is positive, meaning DL had a lower error than MCLUT. For BVF and $\mu_s^0$, DL had lower errors most of the time, although it is still possible that MCLUT will perform better than DL for any one parameter value. The plot for B shows that for lower values of B, DL does not perform as well as the other values of B but still has the lower error overall. For Mel, DL is more accurate for Mel values less than 0.67 mg/ml, but still has lower error for the other values most of the time. Lastly, DL is very accurate for $O_2$, especially for $O_2$ values greater than 64.4\% where DL almost always has the lower error.

The runtime to estimate parameters for each of the models used is shown in Table 2. When extracting parameters for one spectrum, the MCLUT computational time is on the same order as the H2O machine learning models. However, the MCLUT model has a trend of an increasing runtime as the number of spectra increases while the other H2O models do not share this trend. The H2O DL, RF, GBM, and GLM have similar runtimes of under 1 s across models and across the number of spectra, although there is some variance. The MATLAB DL model had notably faster computation times compared to all the machine learning models in H2O and the MCLUT.
model, with a reduction of at least two orders of magnitude. The MATLAB DL model was built for the purpose of a comparable time analysis. To ensure that this model still maintains the accuracy obtained from the machine learning model comparison, the mean percent errors were also calculated: 5.82% for BVF, 5.71% for $\mu_s^0$, 8.81% for B, 7.41% for Mel, and 4.74% for $O_2$. These percent errors are very similar to those from the H2O DL model. To further show the extent to

---

**Fig. 2** Mean absolute error for extracted physiological parameters for all models: MCLUT inverse model, DL, RF, GBM, and GLM. Error bars represent standard deviation. *** means $p < 0.001$. The MCLUT model has significantly higher errors than all machine learning models. The DL model has the lowest errors out of all models, with the exception of the Mel parameter.

**Fig. 3** Distribution of MCLUT absolute error—DL absolute error for each parameter value. Percentages represent the rate at which DL is more accurate than MCLUT for that parameter. Blue represents where DL has lower error than MCLUT; orange represents where MCLUT has lower error than DL. While the DL model has the lower error most of the time for all parameter values, the model performance can vary for individual parameter values.
which the two DL models from the different programming environments are comparable, refer to Fig. S3 in the Supplementary Material.

4 Discussion

To extract physiological parameters from six wavelengths of diffuse reflectance spectra, several models were explored to determine the preferred model. The widely used MCLUT inverse model had the highest absolute errors compared to that of each of the machine learning models considered when only six wavelengths were used. The high errors are likely due to the inverse model not adjusting properly for the weighted contributions of the six-wavelength spectra. Out of the machine learning models used, GLM had the highest errors out of all the machine learning models for all parameters except $O_2$, which suggests that the data likely did not follow a normal distribution to fit a linear regression. The DL model had the lowest absolute errors across the parameters except for BVF and Mel, which have very close errors to the RF model. However, from the mixed model, which considers random effects from the true values of the parameters, DL was significantly different from each of the other models for all parameters.

DL seems to be the most accurate overall because there are multiple layers that are able to describe the nonlinear relationship between spectra and parameters, and these layers are further refined in the learning process. The mean absolute percent errors for DL are all under 10%, which is comparable to what seems to be the acceptable error range of 1–10% found in literature for extracted optical properties. The absolute error difference plots show that the DL model performs better than the MCLUT model for all parameter values most of the time. Generally, the DL model works better for predicting BVF and $O_2$ while the predictions for B were weaker. Because the focus of this study was on the feasibility of using six wavelengths with machine learning and not on the translation to system measurements, the machine learning models used the default settings and were not optimized. Osman et al. studied the optimization of $k$-nearest neighbors and support vector machines and found that models vary in their sensitivity to hyperparameters that are adjusted for optimization and that optimized models can be as accurate or significantly more accurate. Therefore, before using any of the models in our study for actual measurements, the model should be optimized. The results from this study show that even with the default settings, a DL model can accurately predict parameters. Overall, we demonstrated that parameter extraction can be done accurately with six wavelengths using a DL model, and therefore devices with less wavelengths could be used to significantly lower the cost of the system.

In addition to lowering cost by limiting the number of wavelengths, the computational time to extract parameters will also be reduced independent of what model is used due to less data needed for collection and processing. We also compared the execution time of the trained models to determine if the machine learning models are advantageous over the MCLUT. While the MCLUT model is able to extract parameters for one spectrum at a similar speed to the H2O machine learning models, this runtime increases with the number of samples while the H2O machine learning models maintain the same speed. This is due to H2O’s in-memory distributed parallel processing that allows for multiple threads to compute at the same time, which is advantageous for large sample sizes. However, one would expect that machine learning models in

| # spectra | MCLUT CPU time (s) | MATLAB DL CPU time (s) | H2O DL CPU time (s) | H2O RF CPU time (s) | H2O GBM CPU time (s) | H2O GLM CPU time (s) |
|-----------|---------------------|-------------------------|---------------------|---------------------|---------------------|---------------------|
| 1         | 0.67                | 0.00065                 | 0.58                | 0.44                | 0.43                | 0.40                |
| 10        | 7.57                | 0.00084                 | 0.45                | 0.40                | 0.39                | 0.41                |
| 50        | 38.92               | 0.0024                  | 0.42                | 0.40                | 0.40                | 0.41                |
| 100       | 75.83               | 0.0033                  | 0.41                | 0.50                | 0.60                | 0.45                |
general would be faster than the MCLUT model, which uses a nonlinear fitting algorithm. The MCLUT algorithm uses an iterative search, which is executed several times to fit the parameters, whereas machine learning models uses trained data to focus and speed up the search.28 This is then shown in the results when a similar DL model was built in MATLAB and the runtime is notably faster, which suggests that there is some amount of overhead time associated with communicating with the H2O cluster when using any of the H2O models. By building a DL model in MATLAB-based off the accuracy results from the H2O models, a fair comparison was able to be made against the MCLUT model for time analysis, which showed that DL had two or more orders of magnitude faster speeds for individual and multiple spectra. Being able to extract parameters for samples at a quicker speed could be meaningful for various situations such as patients with multiple lesions to be looked at, determining the exact boundaries of a lesion by collecting multiple spectra around the lesion, or possibly scanning larger sections of tissue for physiological parameter extraction. Typically, two to three spectra are collected for one lesion. If a patient has five suspicious lesions, 10 to 20 lesions are collected for the same patient. Then, if 10 patients’ data are processed at once, 100 to 200 lesions are used. The speed of machine learning models in this context would be useful for reducing the time for the evaluation of lesions.

For this study, the focus was on the computational processing to show the feasibility of using the 6-Channel device. The spectral responsivity of the 6-Channel device was taken from the datasheet for this purpose. For future experimental work with a DRS system, the device’s actual spectral responsivity will be characterized before taking measurements. Overall, DL is a promising machine learning tool to determine the physiological parameters from six wavelengths. Future work will include the optimization of the DL model and the assessment of the optimized model against the MCLUT model on phantoms with a DRS system that utilizes the 6-Channel sensor chip. From this, the accuracy of using DL with six wavelengths will be further evaluated with clinical data. DRS data has also been used for classification of various tissue lesions.5,8 Thus, after the accuracy is validated, parameter extraction can be used in combination with classification to allow clinicians to make a quantitatively informed diagnosis.

5 Conclusions

Machine learning, specifically DL models, are advantageous over the MCLUT inverse model for extracting physiological parameters from fewer wavelengths than a typical spectrometer uses in both speed and accuracy. By overcoming the limitations of the MCLUT model, the cost of a DRS system could be significantly decreased by using a chip such as the AS7262 6-Channel Visible Spectral ID device that only collects reflectance at six wavelengths. With reduced costs, a cheaper DRS system would enable more accessibility and use in the clinic to provide clinicians with information to differentiate tissue and aid the diagnosis of several applications.
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