CYCLE FACTORS IN RANDOMLY PERTURBED GRAPHS
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ABSTRACT. We study the problem of finding pairwise vertex-disjoint copies of the ℓ-vertex cycle
Cℓ in the randomly perturbed graph model, which is the union of a deterministic n-vertex graph
G and the binomial random graph G(n, p). For ℓ ≥ 3 we prove that asymptotically almost surely
G ∪ G(n, p) contains min(δ(G), ⌊n/ℓ⌋) pairwise vertex-disjoint cycles Cℓ, provided p ≥ C log n/n
for C sufficiently large. Moreover, when δ(G) ≥ αn with 0 < α ≤ 1/ℓ and G and is not ‘close’
to the complete bipartite graph Kαn,ℓ−αn, then p ≥ C/n suffices to get the same conclusion.
This provides a stability version of our result. In particular, we conclude that p ≥ C/n suffices
when α > 1/ℓ for finding ⌊n/ℓ⌋ cycles Cℓ.

Our results are asymptotically optimal. They can be seen as an interpolation between the
Johansson–Kahn–Vu Theorem for Cℓ-factors and the resolution of the El-Zahar Conjecture for
Cℓ-factors by Abbasi.

1. INTRODUCTION AND RESULTS

Given a graph H, deciding whether a graph F has an H-factor, i.e. the union of |v(F)/v(H)|
pairwise vertex-disjoint copies of H, is computationally hard [16] already when H is a triangle.
Consequently, it is valuable to determine natural sufficient conditions on F which guarantee
an H-factor. Two natural and prominent conditions of this type concern minimum degree
conditions on the one hand, and edge densities in the setting of random graphs on the other
hand. In this extended abstract we concentrate on the case that H is the ℓ-vertex cycle Cℓ
with ℓ ≥ 2; in the degenerate case ℓ = 2 the cycle Cℓ is a single edge and we obtain a perfect
matching. We shall first summarise what is known in these two different settings, and then
consider a well-studied combination of both, the so called randomly perturbed graph model.

Let us first consider the case when F is the binomial random graph G(n, p), which is a graph
on n vertices in which each edge is chosen independently with probability p = p(n). In this
case we are interested in the probability threshold ˆp = ˆp(n, H) such that asymptotically almost
surely (a.a.s.), that is, with probability tending to one as n tends to infinity, G(n, p) contains
an H-factor when p = ω(ˆp), and a.a.s. G(n, p) does not contain an H-factor when p = o(ˆp).
For H = Cℓ with ℓ ≥ 3, the celebrated theorem of Johansson, Kahn, and Vu [15] implies that the
threshold is ˆp(n, Cℓ) = n−(ℓ−1)/ℓ(log n)1/ℓ, where in the case of a perfect matching (ℓ = 2) the
threshold log n/n has been known since the seminal work of Erdős and Rényi [11].

Turning to minimum degree conditions enforcing the existence of Cℓ-factors, let Ga be any
n-vertex graph of minimum degree at least an for 0 ≤ α ≤ 1. By Dirac’s Theorem [8], α ≥ 1/2
suffices for guaranteeing a perfect matching. Corrádi and Hajnal [7], on the other hand, showed
that α ≥ 2/3 suffices for guaranteeing a C3-factor. Abbasi [1] generalised this, confirming more
generally a conjecture of El-Zahar, showing that any graph G with minimum degree δ(G) ≥ 5/7 ⌊n/2⌋
contains a Cℓ-factor. Note that this implies that the case of even ℓ and that of odd ℓ behave
differently: for even ℓ we need δ(G) ≥ n/2, while for odd ℓ we need δ(G) ≥ ℓ/2 ⌊n/2⌋. This is not
surprising, as in general the optimal minimum degree enforcing an H-factor depends on the
chromatic number (or some variant, called the critical chromatic number). See the survey by
Kühn and Osthus [19] for more details.
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These results provide optimal minimum degree conditions. This can be easily seen by taking the complete bipartite graph with partition classes of sizes $n/2 - 1$ and $n/2 + 1$ for $\ell$ even, and the complete tripartite graph with classes of sizes $\frac{n}{3} - 1, \frac{n}{3} - \frac{1}{2}n + 1$ and $\frac{n}{3} - \frac{1}{2}n$ for $\ell$ odd.

Bohman, Frieze, and Martin [4] combined these two settings, introducing the randomly perturbed graph $G_\alpha \cup G(n, p)$, which is obtained by adding to a deterministic graph $G_\alpha$ on $n$ vertices with minimum degree at least $\alpha n$, a random graph graph $G(n, p)$ on the same vertex set. This model can be motivated as follows. We can alternatively think of $G(n, p)$ as a graph obtained by the following random process: start with the empty graph on $n$ vertices and add random edges, one by one. Asking how many random edges we need to add to guarantee a certain property $(\alpha \ell)$-factor; their result gives the lower bound of $p \geq C/n$ also in the case $\ell = 2$, which was already proven in [4]. Compared to the threshold $n^{-(\ell-1)/\ell} (\log n)^{1/\ell}$ in $G(n, p)$ alone this saves a log-factor. By taking $G_\alpha$ to be the complete bipartite graph $K_{\alpha n, (1-\alpha)n}$, it is easy to see that this is optimal for $\alpha < 1/\ell$, so $\hat{p}(n, \alpha, C_\ell) = n^{-(\ell-1)/\ell}$ when $0 < \alpha < 1/\ell$.

The problem of determining the perturbed threshold for the remaining range of $\alpha$ (that is, $\alpha \in [1/\ell, 1/2]$ for $\ell$ even, and $\alpha \in [1/\ell, 1/(2\ell)]$ for $\ell$ odd) remained open. In fact, this ‘intermediate regime’ where $\alpha$ is not small but potentially far from the extremal bound in the deterministic setting has so far only infrequently been studied for randomly perturbed graphs. One exception is the work by Han, Morris, and Treglown [13] concerning clique-factors and proving in particular that $\hat{p}(n, \alpha, C_3) = n^{-1}$ for $\alpha \in (1/3, 2/3)$. We recently filled in the remaining gap $\alpha = 1/3$ and proved $\hat{p}(n, 1/3, C_3) = \log n/n$ in [6]. In this extended abstract we generalise these results to larger $\ell$ and determine the perturbed threshold $\hat{p}(n, \alpha, C_\ell)$ in all open cases for $C_\ell$-factors with $\ell \geq 3$.

**Theorem 1.1.** For any integer $\ell \geq 3$ and any $\alpha \geq 1/\ell$, there exists $C > 0$ such that for any $n$-vertex graph $G_\alpha$ with minimum degree $\delta(G_\alpha) = \alpha n$, the randomly perturbed graph $G \cup G(n, p)$ a.a.s. contains a $C_\ell$-factor

(a) if $\alpha > 1/\ell$ and $p \geq C/n$, and also
(b) if $\alpha = 1/\ell$ and $p \geq C\log n/n$. 
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The bound on $p$ in (b) is asymptotically optimal. To see this, take $p = \frac{1}{2} \frac{\log n}{n}$ and $G = G_\alpha$ to be the graph $K_{n/\ell, n-n/\ell}$. Let $A$ and $B$ be its partition classes with $|A| = |B|$, and observe this graph has minimum degree $n/\ell$. By an easy first-moment calculation, a.a.s. there is at least a polynomial number of vertices in $B$ that only have neighbours in $A$. In particular, any cycle containing one of such vertices must contain at least two vertices from $A$. However, if a $C_\ell$-factor exists in $G \cup G(n, p)$, since $|A| = n/\ell$, for each copy of $C_\ell$ that has at least two vertices in $A$, there must be at least one copy of $C_\ell$ fully contained in $B$, and thus with all edges from $G(n, p)$. Again by an easy first-moment calculation, a.a.s. there are at most $O(\log^\ell n)$ copies of $C_\ell$ in $G(n, p)$ alone. Therefore a.a.s. a $C_\ell$-factor does not exist in $G \cup G(n, p)$ for $p < \frac{1}{2} \frac{\log n}{n}$. Together with (b) this implies that $\hat{p}(n, 1/\ell, C_\ell) = \log n/n$.

Now we turn to the optimality of (a). For even $\ell \geq 4$ and $\alpha \in (1/\ell, 1/2)$, we consider $G = K_{\alpha n, (1-\alpha)n}$. It has minimum degree $\alpha n$ and there can be at most $\frac{\alpha n}{\ell/2} < \frac{n}{\ell}$ copies of $C_\ell$ using only edges of $G$ and, therefore, we need at least a linear number of random edges. Together with (a) this implies that when $\ell$ is even, $\hat{p}(n, \alpha, C_\ell) = 1/n$ for $\alpha \in (1/\ell, 1/2)$. For odd $\ell \geq 3$, then the same graph shows optimality for $\alpha \in (1/\ell, 1/2)$, as $G$ is bipartite and does not contain any odd cycle and again we need at least a linear number of random edges. For $\alpha \in \left(\frac{1}{2}, \frac{1}{4}\right)$, we consider the tripartite complete graph with one class of size $(\alpha - \frac{\ell-1}{2\ell})n$ and two classes of sizes $(\frac{1}{2} - \alpha + \frac{\ell-1}{2\ell})n$. This graph has minimum degree $\alpha n$ and, as above, there are at most $(\alpha - \frac{\ell-1}{2\ell})n < \frac{n}{\ell}$ copies of $C_\ell$ using only edges of $G$ and we need a linear number of edges from $G(n, p)$. Together with (a) this implies that when $\ell$ is odd, $\hat{p}(n, \alpha, C_\ell) = 1/n$ for $\alpha \in \left(\frac{1}{2}, \frac{1}{4}\right)$. Table 1 summarises the resulting perturbed thresholds for cycle factors.

| Even $\ell$ | $\alpha$ | $\alpha = 0$ | $0 < \alpha < 1/\ell$ | $\alpha = 1/\ell$ | $1/\ell < \alpha < 1/2$ | $1/2 \leq \alpha$ |
|------------|---------|-------------|---------------------|--------------------|---------------------|------------------|
| Odd $\ell$ | $\alpha$ | $\alpha = 0$ | $0 < \alpha < 1/\ell$ | $\alpha = 1/\ell$ | $1/\ell < \alpha < \frac{1}{2\ell}$ | $\frac{1}{2\ell} \leq \alpha$ |
| $\hat{p}$  | $n^{-\ell(\ell-1)/\ell}(\log n)^{1/\ell}$ | $n^{-\ell(\ell-1)/\ell}$ | $n^{-\ell(\ell-1)/\ell}$ | $n^{-1} \log n$ | $n^{-1}$ | $0$ |

Table 1. The perturbed threshold $\hat{p} = \hat{p}(n, \alpha, C_\ell)$ for $C_\ell$-factor in $G_{\alpha, G(n, p)}$, where $\delta(G_\alpha) \geq \alpha n$.

It is, further, natural to ask how this behaviour changes when instead of a $C_\ell$-factor we are interested in covering only a smaller percentage of the vertices with vertex disjoint $C_\ell$-copies. To this end, we can prove that we can always find $\delta(G)$ pairwise vertex disjoint copies of $C_\ell$ in $G \cup G(n, p)$ when $p \geq C \log n/n$.

**Theorem 1.2.** For any integer $\ell \geq 3$, there exists a $C > 0$ such that for any $n$-vertex graph $G$ we can a.a.s. find $\min\{\delta(G), [n/\ell]\}$ pairwise disjoint copies of $C_\ell$ in $G \cup G(n, p)$, provided that $p \geq C \log n/n$.

For $\ell = 3$ this is a perturbed version of a result of Dirac [9], that states that an $n$-vertex graph $G$ with $\frac{1}{2}n \leq \delta(G) \leq \frac{2}{3}n$ contains at least $2\delta(G) - n$ pairwise vertex-disjoint triangles. For $\ell \geq 4$ an approximate version of this result for longer cycles follows from a more general result of Komlós [17]. More precisely, for any $\varepsilon > 0$ and large enough $n$, he showed that when $\ell$ is odd (respectively even) there are at least $2\delta(G) - (1 + \varepsilon)n$ (respectively $\frac{2}{\ell}\delta(G) - \varepsilon n$) pairwise vertex-disjoint copies of $C_\ell$ in any $n$-vertex graph $G$ with $\frac{1}{2}n \leq \delta(G) \leq \frac{1}{2}n$ (respectively $\delta(G) \leq \frac{1}{2}n$).

Moreover, we establish a stability version of Theorem 1.2: when the graph $G$ has minimum degree linear in $n$ and $G$ is not ‘close’ to $K_{m,n-m}$ with $m = \min\{\delta(G), n/\ell\}$, then a.a.s $G \cup G(n, p)$ contains $m$ pairwise vertex-disjoint copies of $C_\ell$ already at probability $p \geq C/n$. To formalise this we introduce the following notion of stability, where, for numbers $a, b, c$, we write $a \in b \pm c$ for $b - c \leq a \leq b + c$.

**Definition 1.3.** For $0 < \beta < \alpha < 1/2$ we say that an $n$-vertex graph $G$ is $(\alpha, \beta)$-stable if there exists a partition of $V(G)$ into two sets $A$ and $B$ of size $|A| = (\alpha \pm \beta)n$ and $|B| = (1 - \alpha \pm \beta)n$ such that the minimum degree of the bipartite subgraph $G[A, B]$ of $G$ induced by $A$ and $B$ is at
least \( an/4 \), all but \( \beta n \) vertices from \( A \) have degree at least \(|B| - \beta n \) into \( B \), all but \( \beta n \) vertices from \( B \) have degree at least \(|A| - \beta n \) into \( A \), and \( G[B] \) contains at most \( \beta n^2 \) edges.

Roughly speaking, the stability condition with \( \alpha = 1/\ell \) says that the size of \( B \) is roughly \((\ell - 1)\)-times the size of \( A \), there is a minimum degree condition between \( A \) and \( B \), in each part all but few vertices see most of the other part, and \( B \) is almost independent. Moreover, for \( 0 < \alpha \leq 1/\ell \) and \( m = an \) an integer, \( K_{m,n-m} \) is \((\alpha,0)\)-stable. Using regularity method, we can prove the following stability result.

**Theorem 1.4** (Stability Theorem). Fix an integer \( \ell \geq 3 \). For \( 0 < \beta < 1/(4\ell) \) there exist \( \gamma > 0 \) and \( C > 0 \) such that for any \( \alpha \) with \( 4\beta \leq \alpha \leq 1/\ell \) the following holds. Let \( G \) be an \( n \)-vertex graph with minimum degree \( \delta(G) \geq (\alpha - \gamma)n \) that is not \((\alpha,\beta)\)-stable. With \( p \geq C/n \) a.a.s. the perturbed graph \( G \cup G(n,p) \) contains \( \min\{an,\lfloor n/\ell \rfloor\} \) pairwise vertex-disjoint copies of \( C_\ell \).

Note that this immediately implies (a) of Theorem 1.1. Indeed, given an integer \( \ell \geq 3 \) and \( \alpha > 1/\ell \), there is a small enough \( \beta \) such that any \( n \)-vertex graph \( G \) with minimum degree at least \( an \) is not \((1/\ell,\beta)\)-stable. We can then apply Theorem 1.4 on input \( \beta \) (and by taking \( \alpha = 1/\ell \)), which always gives a \( C_\ell \)-factor. Moreover, when we restrict to graphs \( G \) that are not \((\alpha,\beta)\)-stable, then the constant \( C \) only depends on \( \ell \) and \( \beta \), but is independent of \( \alpha \). To deal with \((\alpha,\beta)\)-stable graphs for a small enough \( \beta > 0 \), we need the \( \log n \)-factor and we prove the following.

**Theorem 1.5** (Extremal Theorem). Fix an integer \( \ell \geq 3 \). For \( 0 < \alpha_0 \leq 1/\ell \) there exist \( \beta, \gamma > 0 \) and \( C > 0 \) such that for any \( \alpha \) with \( \alpha_0 \leq \alpha \leq 1/\ell \) the following holds. Let \( G \) be an \( n \)-vertex graph with minimum degree \( \delta(G) \geq (\alpha - \gamma)n \) that is \((\alpha,\beta)\)-stable. With \( p \geq C \log n/n \) a.a.s. the perturbed graph \( G \cup G(n,p) \) contains \( \min\{\delta(G),\lfloor an/\ell \rfloor\} \) pairwise vertex-disjoint copies of \( C_\ell \).

Together with Theorem 1.4 this implies (b) of Theorem 1.1. When the minimum degree is smaller, we prove the following result.

**Theorem 1.6** (Sublinear Theorem). Fix an integer \( \ell \geq 3 \). There exists a \( C > 0 \) such that the following holds for any \( 1 \leq m \leq \frac{n}{4\ell^2} \) and any \( n \)-vertex graph \( G \) of minimum degree \( \delta(G) \geq m \). With \( p \geq C \log n/n \) a.a.s. the perturbed graph \( G \cup G(n,p) \) contains \( m \) pairwise vertex-disjoint copies of \( C_\ell \).

For this result we are not aware of a construction that justifies the \( \log n \)-term and it would be interesting to know if it can be omitted. Also, we did not optimise the upper bound on \( m \) stated in Theorem 1.6, as Theorems 1.4 and 1.5 cover anyway the cases of larger values of \( m \) and \( p \geq C \log n/n \).

We remark that, in the randomly perturbed graph setting, several variations of the problem we investigated can be considered. For example, given an integer \( \ell \geq 3 \), \( 0 < \delta \leq 1/\ell \) and \( \alpha \in (0,1) \), one can ask for the threshold for the property that the randomly perturbed graph \( G_\alpha \cup G(n,p) \) contains \( \delta n \) pairwise vertex-disjoint copies of \( C_\ell \), for any \( n \)-vertex graph \( G_\alpha \) with minimum degree at least \( an \). The case \( \delta = 1/\ell \) corresponds to cycle-factors and has been the core of our work, so we now focus on the case \( 0 < \delta < 1/\ell \). It is an easy corollary of our Theorem 1.4 that, given an integer \( \ell \geq 3 \), \( 0 < \delta < 1/\ell \), \( \epsilon > 0 \), and any \( n \)-vertex graph \( G \) with minimum degree \( \delta(G) \geq \delta n \), we can a.a.s. find \( (\delta - \epsilon)n \) pairwise vertex-disjoint copies of \( C_\ell \) in \( G \cup G(n,p) \) provided \( p \geq C/n \), where \( C \) is a large enough constant depending only on \( \ell \) and \( \epsilon \). In other words we get the following.

**Corollary 1.7.** Given any integer \( \ell \geq 3 \), \( \epsilon > 0 \), and \( 0 < \delta < 1/\ell \), there exists \( C > 0 \) such that for any \( n \)-vertex graph \( G \) with minimum degree \( \delta(G) \geq (\delta + \epsilon)n \) we can a.a.s. find \( \delta n \) pairwise disjoint copies of \( C_\ell \) in \( G \cup G(n,p) \), provided that \( p \geq C/n \).

This gives a lower bound on the threshold for any \( \alpha > \delta \); moreover it is optimal for \( \alpha < \frac{1+\delta}{2} \) when \( \ell \) is even and \( \alpha < \frac{1+\delta}{2} \) when \( \ell \) is odd (see the discussion after Theorem 1.2 for the explanations of these bounds). When \( \alpha = \delta \), the threshold is \( \log n/n \) as discussed in the first part of Theorem 1.1.
When $0 \leq \alpha < \delta$, the deterministic graph does not help and the threshold in $G(n,p)$ was determined by Ruciński [20].

Theorem 1.2 follows from Theorem 1.4, 1.5, and 1.6. The proofs of Theorem 1.4 and 1.5 closely follow the corresponding proof for a triangle-factor in [6], once all lemmas are adjusted to the cycle setting. Therefore, we will only sketch their proofs in Section 2, together with a precise statement of each lemma, and we refer the reader to [6] for more details. It is not hard to derive the new lemmas from the corresponding ones in [6], and we skip their proof. Theorem 1.6 requires new ideas, thus we will give a full proof in Section 3 and Section 4.

2. Sketch of the proofs of the Stability and Extremal Theorems

For simplicity we assume $\alpha = 1/\ell$ and that $G$ is an $n$-vertex graph with minimum degree $\delta(G) \geq n/\ell$, with $n$ being a multiple of $\ell$, in which case both Theorems 1.4 and 1.5, give a $C_\ell$-factor in $G \cup G(n,p)$. The proofs for smaller $\alpha$ follow along the same lines. As $\ell$ is fixed, throughout all the section when we say cycle, this always refers to a cycle of length $\ell$. We will use the Szemerédi regularity lemma for Theorem 1.4 and the concepts of regular and super-regular pairs in both proofs. We use the degree form of the regularity lemma in [18], and more details can be found there.

2.1. Extremal Theorem. Let $0 < \beta \ll \varepsilon \ll d \ll 1$ and $C > 0$ be such that the following holds.
Let $G$ be a $(1/\ell, \beta)$-stable graph on $n$ vertices with $\ell n$ and $\delta(G) \geq n/\ell$. To cover vertices with cycles we will repeatedly use that in any set of size $\beta n$ there is a path on $\ell - 1$ vertices with edges of $G(n,p)$. This holds a.a.s. with $p \geq C \log n/n$ using a standard application of Janson’s inequality.

As $G$ is $(1/\ell, \beta)$-stable, there exists a partition of $V(G)$ into $A \cup B$ where $|A| = (1/\ell \pm \beta)n$ and $|B| = (1 - 1/\ell \pm \beta)n$ such that all conditions in Definition 1.3 are satisfied. We can find a cycle factor in $G \cup G(n,p)$ in three steps. Firstly, we find a collection of disjoint cycles $\mathcal{F}_1$, such that after removing the cycles of $\mathcal{F}_1$, we are left with two sets $A_1 := A \setminus V(\mathcal{F}_1)$ and $B_1 := B \setminus V(\mathcal{F}_1)$ such that $|B_1| = (\ell - 1)|A_1|$. The way we find these cycles depends on the size of $A$ and $B$. If $|B| \geq (\ell - 1)n/\ell$, then $|B| = (\ell - 1)n/\ell + m$ for some $0 \leq m \leq \beta n$ and we have to find $m$ disjoint cycles entirely within $B$, just using the minimum degree $\delta(G[B]) \geq n/\ell - |A| = m$ and random edges. This can be done using our Theorem 1.6, and we let $\mathcal{F}_1$ be the family of disjoint cycles we get. Otherwise $|B| < (\ell - 1)n/\ell$ and $|A| = n/\ell + m$ for some $1 \leq m \leq \beta n$, and we let $\mathcal{F}_1$ be any family of $m/(\ell - 2)$ disjoint cycles in $G \cup G(n,p)$ each with $\ell - 1$ vertices in $A$ and one vertex in $B$. Such a family can be found greedily: indeed during the process, there is always a vertex $v$ in $B$, not yet contained in a cycle, with at least $d(v,A) - (\ell - 1)m/(\ell - 2) \geq \beta n$ uncovered neighbours in $A$ in the graph $G$ and thus there is a path on $\ell - 1$ vertices in its neighbourhood in $G(n,p)$, that completes to a cycle in $G \cup G(n,p)$. Notice that the minimum degree of $G[A_1, B_1]$ is still linear in $n$ and all but few vertices of $A_1$ and $B_1$ have high degree to the other part (in fact they see all but few vertices in the other part).

In the second step we want to cover those vertices in $A_1$ and $B_1$ that do not see all but $10\beta n$ vertices from the other side. We will cover them (and some other vertices) with two collections of cycles $\mathcal{F}_2$ and $\mathcal{F}_3$ respectively, where each cycle has one vertex in $A_1$ and $(\ell - 1)$ vertices in $B_1$ so that we still have $|B_2| = (\ell - 1)|A_2|$, where $A_2 := A_1 \setminus V(\mathcal{F}_2 \cup \mathcal{F}_3)$ and $B_2 := B_1 \setminus V(\mathcal{F}_2 \cup \mathcal{F}_3)$. That can be done greedily as above, just using the minimum degree condition in $G[A_1, B_1]$ and random edges, because there are only few vertices that do not have high degree. Notice that after this each vertex from $A_2$ and $B_2$ sees all but $10\beta n$ vertices from the other side, because we covered all vertices of smaller degree, and these sets are still large, because we only removed few cycles.

Finally we split $B_2$ arbitrarily into $\ell - 1$ subsets $B_i^j$ of equal size, for $i = 1, \ldots, \ell - 1$, and we remark that $|A_2| = |B_2^i| = \cdots = |B_2^{\ell-1}|$. It is straightforward to check that $(A_2, B_2^1)$ and $(A_2, B_2^{\ell-1})$ are $(\varepsilon, d)$-super-regular pairs, as each vertex has large degree to the other part. Using random edges between $B_2^i$ and $B_2^{i+1}$ for $0 < i < \ell - 1$ and the following Lemma, we can cover $A_2 \cup B_2^1 \cup \cdots \cup B_2^{\ell-1}$ with a cycle factor $\mathcal{F}_4$. 

Lemma 2.1. For any $0 < d < 1$ there exists an $\varepsilon > 0$ and a $C > 0$ such that the following holds. Let $\ell \geq 3$ be an integer and $V, U_1, U_2, \ldots, U_{\ell-1}$ be sets of size $n$ such that $(V, U_1)$ and $(V, U_{\ell-1})$ are $(\varepsilon, d)$-super regular pairs, and for each $0 < i < \ell - 1$ let $G(U_i, U_{i+1}, p)$ be a random bipartite graph with $p \geq C \log n / n$. Then a.a.s. there exists a $C_{\ell}$-factor.

We conclude by observing that the collection of cycles $\mathcal{F}_1 \cup \mathcal{F}_2 \cup \mathcal{F}_3 \cup \mathcal{F}_4$ gives a $C_{\ell}$-factor in $G \cup G(n, p)$.

2.2. Stability Theorem. Let $0 < \varepsilon \ll \gamma \ll d \ll \beta < 1/(4\ell)$ and $C > 0$. Let $G$ be a graph on $n$ vertices with $\ell | n$ and $\delta(G) \geq (1/\ell - \gamma)n$ that is not $(1/\ell, \beta)$-stable. We apply the regularity lemma to $G$ and obtain the reduced graph $R$, whose vertices are the clusters and there is an edge between two clusters if they give an $(\varepsilon, d)$-regular pair in $G$. By adapting ideas from [2], we proved the following stability result in [6].

Lemma 2.2 (Lemma 4.4 in [6]). For any $0 < \beta < 1/12$ there exists a $d > 0$ such that the following holds for any $0 < \varepsilon < df/4, 4\beta \leq \alpha \leq 1$, and $t \geq 10^4 \alpha$. Let $G$ be an $n$ vertex graph with minimum degree $\delta(G) \geq (\alpha - \frac{1}{d})n$ that is not $(\alpha, \beta)$-stable and let $R$ be the $(\varepsilon, d)$-reduced graph for some $(\varepsilon, d)$-regular partition $V_0, \ldots, V_\ell$ of $G$. Then $R$ contains a matching $M$ of size $(\alpha + 2d)t$.

Using Lemma 2.2 and that the reduced graph inherits a minimum degree condition from $G$, we can cover $V(R)$ with pairwise vertex-disjoint stars, each with at most $\ell - 1$ leaves, such that there are not too many stars isomorphic to $K_{1, \ell-1}$. For simplicity, we only want to work with copies of stars isomorphic to $K_{1, \ell-1}$ or $K_{1, \ell-1}$. For the rest of the section, we call stars (resp. matching edges) the copies of $K_{1, \ell-1}$ (resp. $K_{1, \ell-1}$) in $R$. We make each edge super-regular (both in stars and matching edges) by removing some vertices and adding them to $V_0$, while keeping all clusters of the same size. Then we remove a few more vertices from all but the centre cluster of each star and add them to $V_0$, in order to make each centre cluster of a star bigger than the other clusters. Finally, by moving a few more vertices to $V_0$, we can assume that for all stars and matching edges in $R$, the number of vertices in the clusters together is divisible by $\ell$ (and thus $|V_0|$ is divisible by $\ell$ as well). We can do all this such that $V_0$ does not get too large.

We start by covering $V_0$ with a collection of cycles $\mathcal{F}_1$. For this we use that with $p \geq C/n$ we can a.a.s. assume that we can find short paths in $G(n, p)$ with vertices in predefined sets that are not too small and that for any regular pair we can find a cycle using one of its edges and the other vertices within predefined sets that are not too small using $\ell - 1$ edges from $G(n, p)$. Although covering $V_0$ could be done greedily just using the minimum degree condition and random edges, we do this more carefully in such a way that the total number of vertices in the clusters of each super-regular star or matching edge remains a multiple of $\ell$ (to avoid divisibility issues later), and that none of the centre cluster of a star gets significantly smaller. Notice this can be guaranteed because we cover $V(R)$ without using not too many stars and, therefore, every vertex from $V_0$ has high degree into the non-centre clusters. By constructing another collection of cycles $\mathcal{F}_2$, we modify just the stars to ensure the sizes of the clusters are as required by the following lemma.

Lemma 2.3. For any $0 < \delta' \leq d < 1$ there exist $\delta_0, \delta, \varepsilon$ with $\delta' \geq \delta_0 \geq \delta > \varepsilon > 0$ such that given an integer $\ell \geq 3$, there exists $C = C(\ell)$ such that the following holds. Let $V, U_1, U_2, \ldots, U_{\ell-1}$ be sets of size $|V| = n$ and $(1 - \delta_0)n \leq |U_1| = \cdots = |U_{\ell-1}| \leq (1 - \delta)n$, where $|V| + |U_1| + \cdots + |U_{\ell-1}| \equiv 0 \pmod{\ell}$. Further for each $1 \leq i \leq \ell - 1$ assume that $(V, U_i)$ is $(\varepsilon, d)$-super regular pair and for each $0 < i < \ell - 1$ let $G(V, p)$ and $G(U_i, U_{i+1}, p)$ be random graphs with $p \geq C/n$. Then a.a.s. there exists a $C_{\ell}$-factor.

From Lemma 2.3 we also derive the following result about the existence of a cycle factor in a super-regular edge, again with the help of the random edges.

Lemma 2.4. For any $0 < d < 1$ there exist $\varepsilon > 0$ and $C > 0$ such that the following holds for any integer $\ell \geq 3$ and any sets $U, V$ of size $|V| = n$ and $3n/4 \leq |U| \leq n$, where $|V| + |U| \equiv 0 \pmod{\ell}$. If
$(U, V)$ is an $(\varepsilon, d)$-super-regular pair and $G(U, p)$ and $G(V, p)$ are random graphs with $p \geq C/n$, then a.a.s. there exists a $C_{1}$-factor.

We use Lemma 2.3 on each star and Lemma 2.4 on each matching edge to cover the remaining vertices with a collection of cycles $F_{3}$. Together $F_{1} \cup F_{2} \cup F_{3}$ gives a $C_{1}$-factor in $G \cup G(n, p)$.

3. PROOF OF THE SUBLINEAR THEOREM

Let $\ell \geq 3$ be an integer. Let $1 \leq m \leq \frac{n}{64\ell^{2}}$ and $G$ be an $n$-vertex graph with minimum degree $\delta(G) \geq m$. We let $p \geq C\log n/n$, with $C$ large enough such that a.a.s. the applications of the propositions we state later hold and we a.a.s. have the following properties hold in $G(n, p)$:

(i) for any set of vertices $U$ of size $n/(64\ell)$ there is a path on $\ell - 1$ vertices in $G(n, p)[U]$ and

(ii) for a given set of vertices $U$ of size $n/2$ there are at least $\log^{\ell} n$ pairwise vertex-disjoint $C_{\ell}$’s in $G(n, p)[U]$.

Notice that (i) can be guaranteed using the Janson’s inequality and the union bound, while (ii) follows from [14, Theorem 3.29]. We want to show that a.a.s. there exist $m$ pairwise vertex-disjoint copies of $C_{\ell}$ in $G \cup G(n, p)$.

Any vertex $v$ of large degree in $G$ can easily be covered by a cycle using (i). If there are enough of these vertices, we can already claim $m$ cycles, otherwise we first ignore these vertices and cover them later. For this, let $V'$ be the set of vertices from $G$ of degree at least $\frac{n}{64\ell^{2}}$. If $|V'| \geq m$, then we can greedily find $m$ disjoint cycles in $G \cup G(n, p)$, each containing exactly one vertex from $V'$. Indeed, as long as we have less than $m$ cycles, there is a vertex $v \in V'$ not yet contained in a cycle. Then there are at least $\frac{n}{64\ell^{2}} - m \geq \frac{n}{64\ell^{2}} \geq \frac{n}{64\ell^{2}}$ vertices $U \subseteq N_{G}(v)$ not covered by cycles and we can find a path on $\ell - 1$ vertices within $G(n, p)[U]$ using property (i), that gives us a cycle on $\ell$ vertices containing $v$. Otherwise, $|V'| < m$ and we remove $V'$ from $G$ to obtain $G' = G[V \setminus V']$. Note that we have $v(G') = n - |V'| \geq n/2$, minimum degree $\delta(G') \geq m - |V'| = m'$, and maximum degree $\Delta(G') \leq \frac{n}{64\ell^{2}} \leq \frac{v(G')}{32\ell^{2}}$.

Now the proof in three ranges for the value of $m'$:

$$m' < \log^{\ell} n, \quad \log^{\ell} n \leq m' \leq M\sqrt{v(G')}, \quad \text{and} \quad M\sqrt{v(G')} \leq m' \leq \frac{n}{64\ell^{2}}$$

where $M$ is the constant given by Proposition 3.2 below with input $\ell$. If $m' < \log^{\ell} n$, then we a.a.s. find $m'$ cycles $C_{\ell}$’s in $G(n, p)$ using (ii). If $\log^{\ell} n \leq m' \leq M\sqrt{v(G')}$, then we also have $\log^{\ell} v(G') \leq \log^{\ell} n \leq m' \leq M\sqrt{v(G')}$, so we apply the following proposition to $G'$ with $\gamma = 1/(32\ell^{2})$, and a.a.s. find at least $m'$ vertex-disjoint cycles in $G \cup G(n, p)[V \setminus V']$.

**Proposition 3.1.** Let $\ell \geq 3$ be an integer. For any $M \geq 1$ and $0 < \gamma < 1/2$ there exists $C > 0$ such that for any $\log^{\ell} n \leq m \leq M\sqrt{n}$ and any $n$-vertex graph $G$ with maximum degree $\Delta(G) \leq \gamma n$ and minimum degree $\delta(G) \geq m$ the following holds. With $p \geq C\log n/n$ there are a.a.s. at least $m$ disjoint $C_{\ell}$’s in $G \cup G(n, p)$.

Finally, if $M\sqrt{v(G')} \leq m' \leq \frac{n}{64\ell^{2}}$ then we also have $M\sqrt{v(G')} \leq m' \leq \frac{n}{64\ell^{2}} \leq \frac{v(G')}{32\ell^{2}}$, and, given the choice of $M$, we can apply the following proposition to $G'$ and again a.a.s. find at least $m'$ vertex-disjoint cycles in $G \cup G(n, p)[V \setminus V']$.

**Proposition 3.2.** Let $\ell \geq 3$ be an integer. There exist $M = M(\ell) \geq 1$ and $C = C(\ell) > 0$ such that for any $M\sqrt{n} \leq m \leq \frac{n}{32\ell^{2}}$ and any $n$-vertex graph $G$ with maximum degree $\Delta(G) < \frac{n}{32\ell^{2}}$ and minimum degree $\delta(G) \geq m$ the following holds. With $p \geq C\log n/n$ there are a.a.s. at least $m$ disjoint $C_{\ell}$’s in $G \cup G(n, p)$.

Now, after we found $m'$ disjoint cycles, we can greedily add cycles by using the $m - m'$ vertices from $V'$ and a path in their neighbourhood until we have $m$ cycles. Analogous to above, as long as we have less than $m$ cycles, each available vertex $v$ from $V'$ has at least $\frac{\ell}{64\ell}$ neighbours not
covered by cycles, and with (i) we get a cycle in \( G \cup G(n, p) \) containing \( v \). That completes the proof of Theorem 1.6.

We now give an overview of the proofs of Propositions 3.1 and 3.2 and then a full proof in Section 4. For Proposition 3.1 we rely on the following lemma that we proved in our previous work [6, Lemma 7.3] and that allows us to find many large enough pairwise vertex-disjoint stars in \( G \). Before stating it, we need to introduce some notation. With \( g_K \geq 2 \) an integer, a star \( K \) is a graph on \( g_K + 1 \) vertices with one vertex of degree \( g_K \) (this vertex is called the centre) and the other vertices of degree one (these vertices are called leaves).

**Lemma 3.3** (Lemma 7.3 in [6]). For every \( 0 < \gamma < 1/2 \) and integer \( s > 0 \) there exists an \( \epsilon > 0 \) such that for \( n \) large enough and any \( m \) with \( 2/\epsilon \leq m \leq \sqrt{n} \) the following holds. In every \( n \)-vertex graph \( G \) with minimum degree \( \delta(G) \geq m \) and maximum degree \( \Delta(G) \leq \gamma n \) there exists a family \( \mathcal{K} \) of vertex-disjoint stars in \( G \) such that every \( K \in \mathcal{K} \) has \( g_K \) leaves with \( \epsilon m \leq g_K \leq \epsilon \sqrt{n} \) and

\[
\sum_{K \in \mathcal{K}} g_K^2 \geq s \epsilon^2 nm.
\]

With \( \mathcal{K} \) being the family of stars given by Lemma 3.3, we show that a.a.s. at least \( m \) stars of \( \mathcal{K} \) can be completed to cycles using edges of \( G(n, p) \). When \( \ell = 3 \), it suffices to find one random edge within the set of leaves of a star \( K \), for at least \( m \) different stars \( K \in \mathcal{K} \) (see the proof of Proposition 7.1 in [6] for details). However, when \( \ell > 3 \), we cannot find enough paths of length \( \ell - 2 \) within the sets of leaves and, instead, proceed differently. For each star \( K \in \mathcal{K} \), we split the set of its leaves into two sets \( A_K,2 \) and \( A_K,\ell \) each of size \( g_K/2 \). Then we find pairwise disjoint sets \( A_K,3, \ldots, A_K,\ell-1 \), each of size \( g_K/2 \), such that for \( i = 3, \ldots, \ell - 1 \), every vertex from \( A_K,i \) has at least one neighbour in \( A_K,\ell-1 \) in the random graph \( G(n, p) \). This can be done using expansion properties of \( G(n, p) \), and we can also guarantee that the sets are pairwise disjoint for every \( K \in \mathcal{K} \). Finally, analogously to the \( C_3 \) case, a.a.s. we find an edge between \( A_K,\ell \) and \( A_K,\ell-1 \) for at least \( m \) different stars \( K \). Using the property of the new sets, by working backwards from \( A_K,\ell-1 \) to \( A_K,2 \), and adding two more edges from the star \( K \), we obtain at least \( m \) pairwise vertex-disjoint copies of \( C_\ell \).

On the other hand, for Proposition 3.2 and \( m > M_2 \sqrt{n} \), we cannot hope to find many large enough disjoint stars, and we need a different approach. When \( \ell \) is even, the proof is easy and follows from upper bounds on the extremal number of \( C_\ell \), which is the maximum number of edges in an \( n \)-vertex graph that does not contain a copy of \( C_\ell \). We find at least \( m \) cycles greedily in \( G \), as any \( C_\ell \)-free graph contains at most \( 3/4 n^{3/2} \) edges if \( \ell = 4 \) [10], and at most \( O(n^{1+2/\ell}) \) edges if \( \ell > 4 \) [5].

For odd \( \ell \), we use that \( m > M_2 \sqrt{n} \) is large enough to find an edge within the neighbourhood of each vertex, already with probability \( q = \frac{G(n, p)}{m} \). When \( \ell = 3 \), we let \( s = \lceil \frac{n}{m} \rceil \) and \( t = \lceil \frac{n^2}{2m} \rceil \) and we find \( s \) cycles \( C_3 \) in each of \( t \) rounds. More precisely, in each round we find \( s \) vertices \( v_1, \ldots, v_s \) and pairwise disjoint sets of neighbours \( B_1, \ldots, B_s \) each of size \([m/16]\). Then we simply reveal edges with probability \( q \) and get an edge of \( G(n, q) \) within each of \( B_1, \ldots, B_s \). As \( tq \leq C(n) \), we can repeat this for \( t \) rounds and find \( ts \geq m \) pairwise vertex-disjoint cycles \( C_3 \) (see the proof of Proposition 7.2 in [6] for details).

When \( \ell > 3 \), we still find \( s \) cycles \( C_\ell \) in \( t \) rounds, but this time, in each round and for each \( i = 1, \ldots, s \), we do the following. Instead of the vertex \( v_i \), we construct a path in \( G \) on \( \ell - 2 \) vertices \( v_{i,2}, v_{i,3}, \ldots, v_{i,\ell-1} \) and two sets \( B_{i,2} \) and \( B_{i,\ell-1} \) of at least \([m/32]\) neighbours of \( v_{i,2} \) and \( v_{i,\ell-1} \), respectively. We find this path using the dependent random choice technique, which is a powerful tool that, for example, gives upper bounds on extremal numbers of bipartite graphs (see the survey [12]). After having done that for each \( i = 1, \ldots, s \), we find an edge of \( G(n, q) \) between \( B_{i,2} \) and \( B_{i,\ell-1} \), that gives a cycle \( C_\ell \). As in the case \( \ell = 3 \), we can perform \( t \) rounds and find \( ts \geq m \) pairwise vertex-disjoint cycles \( C_\ell \).
4. Proof of Proposition 3.1 and 3.2

For the proof of Proposition 3.1 we will use that the random graph $G(n, p)$ is expanding in the following sense:

**Lemma 4.1.** Let $G$ be a graph drawn from $G(n, p)$ and let $A$ and $B$ be two disjoint subsets of $V(G)$ with $1 \leq |A| \leq \sqrt{n}$ and $|B| \geq n/2$. Then with probability at least $1 - 1/n^2$ the subset $A$ has at least $|A|$ neighbours in $B$, provided that $p \geq 27 \log n/n$ and $n$ is large enough.

**Proof.** Proof of Lemma 4.1 Let $A$ and $B$ be two disjoint subsets of $V$ with $|A| \leq \sqrt{n}$ and $|B| \geq n/2$ and let $p \geq 27 \log n/n$ and $n \geq 36$. Assume that $A$ has less than $|A|$ neighbours in $B$. Then there exists $B' \subseteq B$ of size $|B| - (|A| - 1)$ with $e(A, B') = 0$. The expected number of edges between $A$ and $B'$ is $|A||B'|p$, thus the probability that there is no edge between $A$ and $B'$ is at most $\exp(-|A||B'|p/3) \leq \exp(-3|A| \log n)$ where we used the Chernoff’s inequality and that $|B'| \geq n/3$. By a union bound over all $|B'|$ disjoint stars in $\binom{|B|}{|A|-1}$ we get a family $|B'|$ choices for $B'$, the probability that there exists $B' \subseteq B$ of size $|B| - (|A| - 1)$ with $e(A, B') = \emptyset$ is at most $\exp(-3|A| \log n) \exp(|A| \log |B|) = \exp(-2|A| \log n) \leq 1/n^2$. Thus, $A$ has at least $|A|$ neighbours in $B$ with probability at least $1 - 1/n^2$. \]

With this lemma we can prove the first proposition.

**Proof.** Proof of Proposition 3.1 Let $\ell \geq 3$ be an integer, $M \geq 1$ and $0 < \gamma < 1/2$. Let $C > 0$ and $n$ be sufficiently large for the following arguments. With $\log^3 n \leq m \leq M\sqrt{n}$, let $G$ be an $n$-vertex graph with maximum degree $\Delta(G) \leq \gamma n$ and minimum degree $\delta(G) \geq m$. We first find many disjoint stars in $G$ and then complete at least $m$ of them to cycles $C_\ell$ with the help of $G(n, p)$.

Let $m' = \min(m, \sqrt{n})$. We apply Lemma 3.3 to $G$ with $\gamma$, $s = [8/M]$ and $m'$ to get $\varepsilon'$ and, as $n$ is large enough, $m' \geq 2|\varepsilon'|$, we get a family $\mathcal{K}$ of vertex disjoint stars on $V(G)$ such that $\varepsilon' \geq g_K \geq \varepsilon' \sqrt{n}$ for $K \in \mathcal{K}$ and $\sum_{K \in \mathcal{K}} g_K^2 \geq s\varepsilon'^2 mn'$. We can assume w.l.o.g. that $\varepsilon' < \min\left(\frac{1}{4s+1}, \frac{2}{2s+1}\ell^{-2}\right)$.

Thus as $m' \geq m/M$ and by setting $\varepsilon = \varepsilon'/M$, we have that $|K| \leq g_K \leq \varepsilon M\sqrt{n}$ for $K \in \mathcal{K}$ and $\sum_{K \in \mathcal{K}} g_K^2 \geq sM\varepsilon^2 nm$. By deleting at most one vertex in each star of $\mathcal{K}$, we can assume each star has an even number of leaf vertices (so $g_K$ is even for each $K \in \mathcal{K}$) and, by deleting some stars of $\mathcal{K}$, we can additionally assume that $sM\varepsilon^2 nm \leq \sum_{K \in \mathcal{K}} g_K^2 \leq (s+1)M\varepsilon^2 nm$. Let $V' \subseteq V$ be the set of vertices not contained in any star of $\mathcal{K}$. Then as $|K| \leq \sum_{K \in \mathcal{K}} g_K^2/\varepsilon^2$, with the Cauchy-Schwarz inequality, we get that $\sum_{K \in \mathcal{K}} g_K \leq (s+1)M\varepsilon n$, from which we conclude that $|V'| \geq 3n/4$ (using $\varepsilon < \frac{1}{4M(s+1)}$).

For each star $K \in \mathcal{K}$, we split the subset of its leaf vertices in half to get two subsets $A_{K,2}$ and $A_{K,i}$ each of size $g_K/2 \geq 1$.

**Claim 4.2.** A.a.s the following holds. For each $K \in \mathcal{K}$ we can find $A_{K,3}, \ldots, A_{K,\ell-1} \subseteq V'$ each of size $g_K/2$ such the sets $A_{K,i}$ with $K \in \mathcal{K}$ and $3 \leq i \leq \ell - 1$ are pairwise disjoint and for each $K \in \mathcal{K}$, $3 \leq i \leq \ell - 1$ and $v \in A_{K,i}$, there is a $w \in A_{K,i-1}$ such that $vw$ is an edge of $G(n, p)$.

**Proof.** Proof of Claim 4.2 We construct such sets $A_{K,i}$ star after star. Let $K \in \mathcal{K}$ and $W$ be the set of vertices not contained in any star and not yet used. Notice that at the beginning of the process $W = V'$ and that throughout the process $|W| \geq |V'| - \sum_{K \in \mathcal{K}} g_K^2/2 \geq 3n/4 - (\ell - 3)(s + 1)M\varepsilon n/2 \geq n/2$, where the last inequality holds as $\varepsilon < \frac{1}{2M(s+1)\ell^{-2}}$. We will construct the sets $A_{K,3}, \ldots, A_{K,\ell-1}$ iteratively. Let $2 \leq i \leq \ell - 1$ and assume $A_{K,3}, \ldots, A_{K,i-1}$ have been constructed. We reveal random edges between $A_{K,i-1}$ and $W$. From Lemma 4.1 applied to $A = A_{K,i-1}$ and $B = W$, it follows that with probability at least $1 - 1/n^2$ the size of

$$\{w \in W : \text{there exists } v \in A_{K,i-1} \text{ with } vw \text{ being an edge of } G(n, p)\}$$

is at least $|A_{K,i-1}| = g_K/2$ and thus we can choose $A_{K,i}$ to be any subset of (1) of size $g_K/2$. We then remove the $g_K/2$ vertices of $A_{K,i}$ from $W$.

As there are at most $(s+1)M\varepsilon n$ stars and for each star Lemma 4.1 needs to be applied $\ell - 3$ times, by the union bound the probability that we succeed in all such applications is at least
Notice that each random edge has been revealed at most once, and we have not revealed yet the random edges between $A_{K,\ell-1}$ and $A_{K,\ell}$. We now prove that a.a.s there is an edge of $G(n,p)$ between $A_{K,\ell-1}$ and $A_{K,\ell}$ for at least $m$ distinct stars $K \in K$.

As we have stars of different sizes, we split $K$ into $t = \lceil \log(M\sqrt{n}/m)/\log 2 \rceil$ subfamilies $K_i = \{ K \in K : 2^{-i}m \leq g_K < 2^{i-1}m \}$ for $1 \leq i \leq t$, and set $k_i = |K_i|$. By deleting leaves, we may assume that all stars in $K_i$ have exactly $[2^{i-1}m]$ leaves. Denote by $I$ the set of indices $i \in [t]$ such that $k_i (2^{-i-1}m) \geq \varepsilon nm/t$. We prove that $\sum_{i \in I} k_i (2^{i-1}m)^2 \geq \varepsilon^2 nm$.

Observe first that $\sum_{i \in I} k_i (2^{i-1}m)^2 \leq t(\varepsilon nm/t) = \varepsilon^2 nm$.

It follows that

$$\sum_{i \in I} k_i (2^{i-1}m)^2 = \frac{1}{4} \sum_{i \in I} k_i (2^{i}m)^2 = \frac{1}{4} \sum_{i=1}^{t} k_i (2^{i}m)^2 - \sum_{i \notin I} k_i (2^{i-1}m)^2 \geq \frac{1}{4} \sum_{i=1}^{t} \sum_{K \in K_i} g_K^2 - \varepsilon^2 nm \geq \frac{1}{4} sM \varepsilon^2 nm - \varepsilon^2 nm \geq \varepsilon^2 nm,$$

by the choice of $s$.

**Claim 4.3.** Let $i \in I$ and reveal the edges of $G(n,p)$ between $A_{K,\ell-1}$ and $A_{K,\ell}$ for each $K \in K_i$. Then with probability at least $1 - 1/n$, there is an edge of $G(n,p)$ between $A_{K,\ell-1}$ and $A_{K,\ell}$ for at least $k_i(2^{-i}m)^2/n$ distinct stars $K \in K_i$.

Having this claim and since $|I| \leq t = \mathcal{o}(n)$, with a union bound over $i \in I$, there are a.a.s. at least $\sum_{i \in I} k_i (2^{i-1}m)^2/n = \frac{1}{4n} \sum_{i \in I} k_i (2^{i-1}m)^2 \geq \varepsilon^2 nm$, $m$ distinct stars $K \in K$ such that there is an edge between $A_{K,\ell-1}$ and $A_{K,\ell}$.

For each such star $K$, we get a cycle $C_i$ in $G \cup G(n,p)$ in the following way: we start from the random edge between $A_{K,\ell-1}$ and $A_{K,\ell}$ given by Claim 4.3, work backwards using Claim 4.2 until $A_{K,2}$, and finally use the centre vertex of the star $K$ and close the cycle. Thus we get at least $m$ cycles and they are pairwise vertex-disjoint, as wanted.

It remains to prove Claim 4.3.

**Proof.** Proof of Claim 4.3 Fix $i \in I$ and let $k = k_i$ and $g = [2^{i-1}m]$. For $1 \leq j \leq k$, let $X_j$ be the indicator variable of the event that for the $j$-th star $K \in K_i$, there is an edge of $G(n,p)$ between $A_{K,\ell-1}$ and $A_{K,\ell}$, and set $X = \sum_{j=1}^{k} X_i$. Then $\mathbb{P}[X_j = 1] = 1 - (1-p)^{g^{2}/4}$ and $\mathbb{E}[X] = k \left(1 - (1-p)^{g^{2}/4}\right)$. We have that $\mathbb{E}[X] \geq 2kg^2/n$. Indeed $k \left(1 - (1-p)^{g^{2}/4}\right) \geq 2kg^2/n$ is equivalent to $1 - 2g^2/n \geq \left(1 - \frac{\log C}{n}\right)^{g^{2}/4}$, and the later holds for large enough $C$ and $n$ using the inequality $1 - x \leq e^{-x} \leq 1 - \frac{x}{2}$ valid for $x < 3/2$.

From Chernoff’s inequality and from the fact that $kg^2/n \geq \varepsilon^2 m/t$ by the definition of $I$, it follows that with probability at most

$$\exp \left(-\frac{1}{4} \frac{kg^2}{n}\right) \leq \exp \left(-\frac{1}{4} \frac{\varepsilon^2 m}{t}\right) \leq \frac{1}{n},$$

there are less than $kg^2/n$ stars $K \in K_i$ for which there are no edges of $G(n,p)$ between $A_{K,\ell-1}$ and $A_{K,\ell}$, where the last inequality holds as $t \leq \log n$ and $m \geq \log \ell n$.

We now turn to the proof of Proposition 3.2.

**Proof.** Proof of Proposition 3.2 Let $\ell \geq 3$ be an integer and $M = M(\ell) = 16\ell$. Let $C > 0$ and $n$ be sufficiently large for the following arguments. Let $M \sqrt{n} \leq m \leq \frac{n}{16\ell/2}$ and $G$ be an $n$-vertex graph $G$ with maximum degree $\Delta(G) < \frac{n}{32\ell/2}$ and minimum degree $\delta(G) \geq m$. We distinguish according to the parity of $\ell$. 
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When $\ell$ is even, the proposition follows from the bound on the Turán’s number of even cycles proved by Bondy and and Simonovits in [5]: they showed that for each even \( \ell \geq 4 \) there exists a constant \( K = K(\ell) \) such that if \( n \) is large enough and \( H \) is a graph on \( n \) vertices with more than \( Kn^{1+\frac{4}{\ell}} \) edges, then \( H \) contains a \( C_\ell \). Moreover when \( \ell = 4 \), it follows from [10] that \( K(4) = 3/4 \) suffices. We find at least \( m \) cycles \( C_i \)’s directly in \( G \) without using any random edge, by repeatedly applying the cited results. Indeed suppose we have been able to find a collection \( \mathcal{C} \) of \( i < m \) disjoint \( C_i \)’s and let \( G' = G[V \setminus V(\mathcal{C})] \). Then using that \( |V(\mathcal{C})| = 4i < m\ell \), we have \( e(G') \geq \frac{n\ell}{16} - i\Delta(G) \geq \frac{n\ell}{16} \geq \frac{m\ell - 4}{16} \geq Kv(G')^{1+1/\ell} \), thus \( G' \) contains a cycle \( C_\ell \). Notice that the last inequality is easily true for \( \ell > 4 \) and it is true when \( \ell = 4 \) as \( M = 64 \) and \( K \leq 3/4 \).

Now we turn to odd cycles, and we closely follow our approach for triangles, with the differences outlined in Section 3. We can greedily obtain a spanning bipartite subgraph \( G' \subseteq G \) of minimum degree \( \delta(G') \geq m/2 \) by taking a partition of \( V(G) \) into sets \( A \) and \( B \) such that \( e_G(A,B) \) is maximised and letting \( G' = G[A,B] \). Indeed, a vertex of degree less than \( m/2 \) can be moved to the other class to increase \( e_G(A,B) \). W.l.o.g. we assume \( |B| \geq n/2 \geq |A| \). Moreover, we have \( |A| \geq 8m/\ell 2 |/2/, as otherwise, with \( e(A,B) \geq nm/4 \), there is a vertex of degree at least \( \frac{16\ell}{32\ell/2} \) a contradiction.

**Claim 4.4.** For every \( A' \subseteq A \), \( B' \subseteq B \) with \( |A'| \leq 2m/\ell 2 \) and \( |B'| \geq n/4 \), we have \( e(A \setminus A', B') \geq nm/16 \).

**Proof.** Proof of Claim 4.4 If \( e(A \setminus A', B') < nm/16 \), it follows from \( e(A',B') \geq |B'|m/2 \geq nm/8 \) that we have \( e(A',B') \geq nm/16 \). Since \( |A'| \leq 2m/\ell 2 \), there must be a vertex of degree at least \( \frac{16\ell}{32\ell/2} \) in \( A' \), a contradiction.

From this claim it follows that there are many vertices of high degree in \( A \setminus A' \) and some of them have pairwise common neighbours in \( B' \).

**Claim 4.5.** Suppose that \( A' \subseteq A \), \( B' \subseteq B \) with \( |A'| \leq 2m/\ell 2 \), \( |B'| \geq n/4 \). Let \( A^* = \{ v \in A \setminus A' : \deg(v,B') \geq m/16 \} \). Then \( |A^*| \geq \ell 2 |/2|/mn \). Moreover, there exist \( \ell 2 |/2| \) distinct vertices \( v_2, v_4, \ldots, v_{\ell - 1} \in A^* \) such that \( v_i \) and \( v_{i+2} \) have at least \( \ell 2 |/2| - 1 \) common neighbours in \( B' \) for each \( i = 2, 4, \ldots, \ell - 3 \).

Before the proof, we recall some basic and common notation. Given \( X,Y \in V(G) \), with \( N(X,Y) \) we denote the common neighborhood of \( X \) in \( Y \), i.e. the set of all vertices of \( Y \) that are adjacent to every vertex in \( X \). Moreover when \( v \) is a single vertex, \( N(v,Y) = N(\{v\},Y) \).

**Proof.** Proof of Claim 4.5 We have \( |A^*| \geq \frac{n}{32\ell 2} \geq \ell 2 |/2|/mn \geq e(A', B') + e(A \setminus (A' \cup A^*), B^*) = e(A \setminus A', B') \geq \ell 2 |/2|/mn \), where the last inequality uses Claim 4.4. Since \( |A| \leq n/2 \), we get \( |A^*| \geq \frac{nm/16 - nm/32}{n/32\ell 2} = \ell 2 |/2|/mn \). Now we prove the second part of the claim using the dependent random choice technique (see the survey [12]). Select any subset of \( A^* \) of size \( m/(8\ell) \) and, by abusing the notation, call it \( A^* \) again. Take a vertex \( v \in B' \) uniformly at random and let \( X = N(v,A^*) \). Then \( E[X] = \sum_{w \in A^*} P[w \in N(v,A^*)] = \sum_{w \in A^*} \frac{N(w,B')}{|B'|} \geq \frac{|A^*|m}{|B'|} \geq \ell 2 |/2|/mn \). Let \( Y \) denote the random variable counting the number of subsets of \( N(v,A^*) \) of size 2 with fewer than \( \ell 2 \) common neighbours in \( B' \). For a given subset \( S \) of \( A^* \) of size 2, the probability that \( S \) is a subset of \( N(v,A^*) \) is \( \frac{|N(S,B')|}{|B'|} \). As there are at most \( \binom{|A^*|}{2} \) choices of \( S \) for which \( |N(S,B')| < \ell 2 \), we have \( E[Y] < \binom{|A^*|}{2} \ell 2 |/2|/mn \). In particular \( E[X - Y] \geq \frac{|A^*|}{2} \ell 2 |/2|/mn \) \( \geq \frac{m^2}{8\ell |B'|} \geq \ell 2 \), where we used that \( |A^*| = m/(8\ell) \), \( |B'| \leq n \) and \( m \geq 16\ell\sqrt{n} \). Therefore there is a choice of \( v \) for which \( X - Y \geq \ell 2 \). Consider such \( v \) and delete one vertex from each subset \( S \) of \( N(v,A^*) \) of size 2 with fewer than \( \ell 2 \) common neighbours. Let \( U \) be the remaining subset of \( A^* \). The set \( U \) has at least \( X - Y \geq \ell 2 \) vertices and all its subsets of size 2 have at least \( \ell 2 \) common neighbours. This proves the claim.

In the given hypotheses, Claim 4.5 gives \( \ell 2 |/2| \) vertices \( v_2, v_4, \ldots, v_{\ell - 1} \in A^* \) that can be completed to a path \( v_2v_3v_4\ldots v_{\ell - 1} \) by greedily choosing \( \ell 2 |/2| - 1 \) vertices \( v_3, v_5, \ldots, v_{\ell - 2} \) in \( B' \). Let
\( s = \left\lfloor 2n/m \right\rfloor \) and \( t = \left\lceil \frac{m^2}{n^2} \right\rceil \). We will now iteratively construct \( m \) cycles \( C_i \)'s in \( t \) rounds of \( s \) cycles each. In each round we will reveal \( G(n, q) \) with \( q = \frac{C_{\text{log} m}}{m^2} \). For the start we set \( A' = B_0 = \emptyset \).

Let \( i = 1, \ldots, t \), suppose that before the \( i \)-th round we have \( |A'| = (i - 1)s\ell/2 < 2m\ell/2 \) and \( |B_0| = (i - 1)s\ell/2 < 2m\ell/2 \), and note this is true for \( i = 1 \). For \( j = 1, \ldots, s \) we pick a subset of \( \ell - 2 \) distinct vertices \( V_j = \{v_{j,2}, v_{j,3}, \ldots, v_{j,\ell-1}\} \) with \( v_{j,k} \in A \setminus A' \) for \( k = 2, 4, \ldots, \ell - 1 \) and \( v_{j,k} \in B \setminus B_0 \) for \( k = 3, 5, \ldots, \ell - 2 \), and two pairwise disjoint subsets \( B_{j,2}, B_{j,\ell-1} \subseteq B \setminus B_0 \), disjoint also with \( V_j \), such that the following is true: \( v_{j,2}, v_{j,3}, \ldots, v_{j,\ell-1} \) is a path and \( B_{j,2}, B_{j,\ell-1} \subseteq B' \) are sets of \( |m/16| \) neighbours of \( v_2 \) and \( v_{\ell-1} \), respectively. We can do that greedily for each \( j = 1, \ldots, s \), by applying Claim 4.5 with \( A' \cup \bigcup_{i=1}^{t-1} (V_i \cap A) \) and \( B \setminus \left( B_0 \cup \bigcup_{i=1}^{t-1} (V_i \cup B_{2,2} \cup B_{t,\ell-1}) \right) \); note such application is possible as the size of the first set is at most \( 2m\ell/2 \) and the size of the second one is at least \( n/4 \) as \( m \leq \frac{n}{16(\ell/2)} \).

Now we reveal random edges with probability \( q \). By Chernoff’s inequality and the union bound we get that with probability at least \( 1 - 1/n^2 \) we have at least an edge between \( B_{j,2} \) and \( B_{j,\ell-1} \) for each \( j = 1, \ldots, s \). Such edges will complete each of the \( s \) paths \( v_{j,2}, v_{j,3}, \ldots, v_{j,\ell-1} \) to a cycle on \( \ell \) vertices. We add the vertices we use from \( A \) to \( A' \) and those used from \( B \) to \( B_0 \). Notice that \( |A'| = is\ell/2 \) and \( |B'| = is\ell/2 \), as required at the beginning of the next round. We can repeat the above \( t \) times because with \( m \geq M/\sqrt{n} \) we have \( tq \leq \frac{C_{\text{log} m}}{n} = p \). By a union bound over the \( t = \left\lceil \frac{m^2}{n^2} \right\rceil = o(n) \) rounds, we get that we succeed a.a.s. and find \( ts \geq m \) cycles \( C_i \). \( \square \)
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