Exciton nature of plasma phase transition in warm dense fluid hydrogen
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The transition of a warm dense fluid hydrogen from insulator to a conducting state at pressures of the order of 20–300 GPa and temperatures of 1000–5000 K has been the subject of active scientific research over the past few decades. The use of various experimental methods has not yet led to obtaining reliable consistent results, and despite numerous attempts, theoretical methods have not yet been able to explain the existing discrepancies, as well as the microscopic nature of the mechanism for the transition of hydrogen fluid to a conducting state. In this work, we have discovered a key mechanism of the transition associated with formation and dissociation of exciton pairs, which allows to explain several stages of the transition of hydrogen from molecular state to plasma. This mechanism is able to give quantitative description of several experimental results as well as to resolve the discrepancies between different experimental studies.

Introduction. The behavior of hydrogen under conditions of extreme compression (100–400 GPa) and high temperatures (1000–4000 K) has been studied for quite a long time [1–5] but its theoretical description still poses many unresolved questions [6–8]. One of these problems is the transition of compressed hydrogen in both solid and fluid states into a conducting state (metallization of solid hydrogen was predicted a long time ago [4]). Over the past few decades, a large number of experimental works have been carried out, both using shock compression [10–13] and using pulsed heating in diamond anvil cells [14–20]. At the same time, there is still no unambiguous theory that explains the experimental results as well as multiple differences in the observations of different groups.

Initially, the transition of fluid hydrogen from the molecular state to the atomic state was considered from the point of view of chemical models [21–34]. The concept of plasma phase transition was introduced [21, 35, 36]. Later, the insulator-to-metal transition concept has become widespread [37]. The most common ab initio approaches are quantum molecular dynamics (QMD) based on density functional theory and quantum Monte Carlo methods (see [38–47] and [48–58]). At the same time, the plethora of methods cannot fully explain the key properties of the transition, such as a large isotope effect [15], a large latent heat of transition [19], as well as differences in the moments of the detected increase in absorption and reflectivity [54].

In this work, we focus on two previously largely neglected phenomena: on the energy transfer from ions to electrons that is the driving force of thermal excitations leading to plasma phase transition and on the initial localized elementary processes of conducting phase formation. For this purpose, we deploy the methods within the density functional theory (DFT) that give the possibility to capture the corresponding non-adiabatic and non-equilibrium processes (in contrast to the finite temperature (FT) DFT method that is nowadays used routinely for warm dense matter calculations, e.g. see [40, 42–47]).

Our previous study of the dynamics of individual electronic excitations [59] showed the possibility of the appearance of an localized excitons during the transition. The lifetimes of such excitons turned out to be on the order of 10 fs, which is much larger than a typical time step of ab initio molecular dynamics. This fact casts doubt on the applicability of FT DFT, where the instantaneous nature of electronic transitions and thermalisation is assumed. In our further study [60], we showed the dissociation of such bound electron-hole (e-h) pairs. Excitons in liquids are not unusual, e.g. these states were discovered in Xe [61, 62]. In this work, we extend our preliminary studies to the mechanism of the plasma phase transition in warm dense hydrogen and compare the results with experimental data.

Model and calculation details. For modelling of the first singlet excited electronic state (S1) of the system within DFT, we use the Restricted Open-Shell Kohn-Sham (ROKS) method [63, 64]. ROKS uses the orbital representation of the many-electron wave function and therefore allows the analysis of singly occupied molecular orbitals (SOMOs) by calculation of the corresponding Wannier centers (the SOMO-1 orbital with lower energy is interpreted as a hole (h) and the higher SOMO-2 orbital is interpreted as an electron (e) [65]). Together they describe an e-h pair or an exciton.

The calculations are performed using CPMD [66] with the BLYP exchange-correlation functional. The QMD step is 4 a.u. 480 hydrogen atoms is considered in the density range 0.6–1.0 g/cc at temperatures 600–3000 K.
corresponding to pressures 60-240 GPa. A plane wave basis with a cutoff of 70 Ry is used. The summation over the Brillouin zone is replaced by the value at the Γ-point. The initial configurations for each density and temperature are obtained by Car-Parrinello MD in the electron ground state (S0) using the Nose-Hoover thermostat. Then, Born-Oppenheimer MD in S1 without thermostat is carried out within ROKS at times of at least 1 ps with the derivation of Wannier centers at each MD step (see Fig. 1). Due to the technical difficulties of pressure calculations in CPMD, we use VASP [67] for pressure calculations in the ground state (S0) (see Supplementary Materials).

**QMD results.** Previously [59], we have shown the mechanism of spontaneous non-adiabatic energy transfer from molecular kinetic energy to excitons. The probability of the formation of such excitons increases with temperature. In this work, we analyze the properties of a model of a single exciton at different temperatures and densities and determine the conditions of exciton dissociation when energy transfer from ions to electrons becomes irreversible leading to the plasma phase transition.

As can be seen from the visualization of the system in Fig. 1, there are protons not bound to any Wannier center near the considered e-h pair (the SOMO-1 and SOMO-2 centers, respectively). This is a regular picture (see the animation in Supplementary Materials). It is worth noting that such “free” protons collide quite often with hydrogen molecules and replace their protons. Moreover, as can be seen from the displayed trajectory of the electron relative to the hole (Fig. 1), most of the time the e-h distance is quite small. The analysis of such distances via the e-h radial distribution function (RDF) (Fig. 2) shows that, up to certain temperatures, the initial parts of RDFs correspond to the $g(r) \sim \exp(-r/a)$ dependence that is a well-known behavior of charges in a Coulomb field. The tails of RDFs deviate from exponential dependence due to the fluid state of the system and high temperatures, which undoubtedly affect the electron and hole mobility.

The red line in Fig. 3 shows the dependence of the height of the RDF maximum $g_{max} = g(r = 0)$ on temperature (determined by the $\exp(-r/a)$ approximation of RDFs at short distances). One can notice a sharp drop with increasing temperature that indicates the beginning of the dissociation of excitons. Such a dissociation leads to the fact that the reverse transitions to the ground electronic state S0 become unlikely, due to the spatial separation of the e-h pair.

Another important characteristic of an exciton is the distance at which RDF crosses the value of 1 (the green line in Fig. 1). This distance corresponds to the typical size of an e-h pair at a given temperature (the size effect was checked with a system of 240 H atoms, see Supplementary Materials). Using this distance as a threshold, we obtain the average waiting time of dissociation during which an e-h pair is in a bound state $\tau_{dis}$ (see the blue line in Fig. 3). The obtained dependence of lifetime $\tau_{dis}$ correlates quite well with the behavior of $g_{max}$ and demonstrates a sharp decrease with increasing temperature as well.

The lower threshold for the values of exciton lifetimes that determines the irreversible dissociation of the e-h pair is the average vibrational period of $\text{H}_2$ molecules $\tau_{vib} \sim 7-9$ fs. The temperatures when exciton lifetime becomes similar or lower than the vibrational period of hydrogen molecules are the temperatures when the energy transfer from ions to electronic excitations becomes irreversible. We consider this process as the first stage of the plasma phase transition (see below).

The analysis of the averaged molecular composition at a given temperature is carried out by sorting all the positions of protons along the equilibrium S0 QMD trajectory into $\text{H}_2$ pairs with distances less than 1.0 Å living longer
Each dissociated Frenkel exciton becomes less delocalized (we see no pronounced maximum on \( g(r) \)) but still bound to protons via electrostatic interactions. This stage is currently beyond our capabilities for direct QMD calculations. That is why we describe this stage and the next stages only qualitatively. Such dissociated Frenkel excitons can be called Wannier-Mott excitons. This exciton dissociation leads to the irreversible energy transfer from kinetic energy of molecules to electronic excitations. Each dissociation event consumes about \( dE \sim 1 - 2 \text{ eV} \), which are taken from the kinetic energy of the ions. It explains the “latent heat of transition” of the order of 1 eV/atom that comes from the analysis of experimental data [19] (in contrast to the hydrogen dissociation model that predicts this value to be about 0.05 eV/atom only [50]. This exciton dissociation leads to a \textit{plateau in the dependence of the peak temperature of fluid H}_2\ on the absorbed laser energy observed in many works [15-17, 20, 68, 69] (see the red points in Fig. 5). Formation of many Wannier-Mott excitons in a macroscopic fluid H\(_2\) sample explains the \textit{rise of absorption of radiation} by fluid H\(_2\) [11, 13, 68] (see the green points in Fig. 5). The threshold exciton dissociation temperatures (when \( \tau_{\text{dis}} \sim \tau_{\text{vib}} \)) depend not on the kinetic energy of molecules but on their velocities (in contrast to molecular dissociation that depends on energy of molecular vibrations). That is why the threshold temperatures for D are expected to be about 2 times higher than for H. We can consider this mechanism as another contribution to the detected \textit{large H/D isotope effect for this transition} [18].

III. (formation of reflective clusters from Wannier-Mott excitons). The next stage of the plasma phase transition is the formation of localized plasma-like clusters from single Wannier-Mott excitons. As soon as the average size of such clusters becomes comparable with the wavelength of probing radiation, \textit{the rise of optical reflectivity} by fluid H\(_2\) is detected [11, 13, 14, 18, 20, 68, 70] (see the blue points in Fig. 5). The electrons in such plasma clusters is not absolutely free but bound to the corresponding clusters (similarly to the collective excitations discussed in [71]). In the single-particle electronic energy spectrum for Kohn-Sham orbitals, their energies are lower than the continuum level but could be higher than the SOMO-2 energy level.

IV. (formation of plasma). Eventually, the plasma is formed that leads to the observation of DC conductivity [10, 72, 73] (see the purple points in Fig. 5).

\textit{Discussion of experiments.} Fig. 3 shows the T-P diagram of hydrogen with the regions of plasma, fluid and solid hydrogen. Various transient processes observed experimentally are assigned to the plasma phase transition considered. The (P, T) points on Fig. 5 show the threshold conditions interpreted as the plasma phase transition points. Experimental studies can be divided into shock wave (SW) and diamond anvil cell (DAC) experiments.

According to the transition mechanism proposed in...
this work, during heating of fluid molecular hydrogen we can distinguish the following phenomena detected by various techniques: (1) a temperature plateau (shown as red dots) that is explained by non-adiabatic excitations of a Frenkel excitons and their irreversible dissociation that transfers $\sim 1$-$2$ eV per event from kinetic energy of molecules to electronic excitations, (2) the rise of optical absorption (green dots) that is explained by formation of separated Wannier-Mott excitons that can absorb light but do not reflect, (3) the rise of optical reflection (blue dots) that is explained by the formation of excitation (plasma-like) clusters with the size $d > \lambda/2$, where $\lambda$ is the probing light wavelength, and (4) an increase in DC conductivity (purple dots) due to plasma formation.

Comparison of our QMD results with experimental data shows that our (P,T) points obtained with BLYP xc-functional and ROKS as the thresholds of Frenkel excitons dissociation agree quite well with the DAC results of Ohta et al. [16] and Zaghoo et al. [68, 69]. On the one side, BLYP and ROKS should be considered as quite generic approximations to the electronic structure of the dense molecular hydrogen in the first excited state (the dependence of the results on the choice of xc-functional was shown previously [42]). On another side, such simple approximations as BLYP and ROKS could be indeed quite accurate for such a simple system as dense molecular hydrogen (no strong correlations and no pronounced dispersion interactions). Therefore, good agreement with experiments could reflect the fact that in DAC experiments the threshold (P,T) states correspond to the Frenkel exciton dissociation conditions. Relatively slow heating in DAC experiments [68, 69] within the framework of the transition mechanism proposed can explain why the temperature plateau, the onset of absorption and the rise of reflectivity are not separated in time. Indeed, reflective plasma clusters can form on the microsecond timescale of these DAC experiments.

The corresponding SW experiments are about one order of magnitude faster than the DAC experiments (see Supplementary Materials). The difference in the moments when absorption and reflectivity in SW studies are detected can be explained by the kinetics of plasma-like clusters formation. Before the reflective clusters of the size $d > \lambda/2$ are formed, the system has been already driven to higher temperatures and pressures. Different kinetics of plasma-like clusters formation can explain different (P,T) threshold values when the rise of reflectivity is observed in different experiments (e.g. Z-machine [11] vs NIF [13]). In SW experiments temperatures are not measured directly but calculated using an equation of state (EOS) that bring another source of possible inaccuracies. In some SW experiments [11, 12], a density jump is observed during compression (Fig. 5, brown dots). It is noteworthy that one of EOS variants places this jump near the DAC results and near our QMD results for exciton dissociation. Moreover, some of the high-temperature points can explained by the fact that they were observed in DAC on cooling [20], when the kinetics of plasma recombination is expected to differ strongly from the kinetics of plasma formation on heating (for example, in SW studies [11] a hysteresis of optical reflection was observed).

Conclusions. The new mechanism of plasma phase transition in warm dense fluid hydrogen has been proposed based on the analysis of formation and growth of localized electronic excitations during heating. Kinetics of these processes explains both the existing discrepancies in experimental data and the key experimental observations: the temperature plateau and the large detected “latent heat of transition”, the large isotope effect, the variations in the moments of absorption and reflectivity rise. The key threshold process of the proposed mechanism is the dissociation of excitons. QMD calculations with the BLYP exchange-correlation functional and the ROKS method of S1 electron dynamics give the threshold temperatures and pressures of the transition that agree quite well with the appropriate experimental data.

We thank Nikos Doltsinis and Genri Norman for useful discussions. This research was supported by The Ministry of Science and Higher Education of the Russian Federation (Agreement with Joint Institute for High Temperatures RAS No. 075-15-2020-785 dated September...
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