Optical detection of single electron transport dynamics
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The unpredictability of a single quantum event lies at the very core of quantum mechanics. Physical information is therefore drawn from a statistical evaluation of many such processes. Nevertheless, recording each single quantum event in a time trace – the “random telegraph signal” – is of great value [1], as it allows insight into the underlying physical system. Here, quantum dots [2] have proven to be well suited systems, as they exhibit both single photon emission and single electron charge transport [3, 4]. While single photon emission is generally studied on self-assembled quantum dots [5, 6], single electron transport studies are focused on gate-defined structures [7–10]. We investigate, on a single self-assembled quantum dot, the single electron transport in the optical telegraph signal with high bandwidth and observe in the full counting statistics the interplay between charge and spin dynamics in a noninvasive way. In particular, we are able to identify the spin relaxation of the Zeeman-split quantum-dot level in the charge statistics.

The measurement of current fluctuations in conductors, semiconductors and superconductors have provided a wealth of information about the underlying physics [1]. Careful evaluation of shot noise, for instance, revealed the fractional charge of the quasi-particles in the fractional quantum Hall effect [11, 12] and the Cooper-pairing of electrons in superconductors [13, 14]. Here, the ultimate challenge lies in the observation of every “quantum jump” in the so-called random telegraph signal. It represents the ultimate time-resolution for a dynamic quantum system, as the complete set of time-stamps, i.e. the full counting statistics [15], contains the entire information about the underlying physical mechanisms.

However, precisely recording every quantum event over long periods of time poses considerable experimental challenges, as the real-time detection needs a sensitive, low-noise and high-bandwidth detector with low back-action to a quantum system. For quantum dots, noninvasive voltage probes, such as a quantum point contact [3, 16, 17], a single-electron transistor [3, 18], or another quantum dot [19] in close vicinity to the probed dot have been used as highly sensitive detectors. Counting the quantum jumps of single electrons in real-time measurements and evaluation by counting statistics yields, for instance, the degeneracy of the involved levels [20] or the spin-orbit interaction [21]. We introduce here an optical approach, which makes it possible to record, noninvasively, the single electron dynamics of self-assembled quantum dots with single quantum event resolution.

To record individual quantum events of the electron dynamics between a charge reservoir and a self-assembled dot, we use an optimized optical detection scheme based on the time-resolved resonance fluorescence on a single quantum dot [22–25], see Fig. 1. The QD layer is embedded in a p-i-n diode structure with an highly n-doped layer as charge reservoir and a highly p-doped layer as epitaxial gate, designed for high photon out-coupling efficiency (see Fig. 1a and methods section). The energy of the quantum dot states with respect to the chemical potential $\mu$ of the electron reservoir is tunable by an applied gate voltage $V_G$, while the resonance fluorescence signal of the exciton transition with up to 4 Mcounts/s (see Supplementary Information) is used as a very sensitive detector for the charging state of the quantum dot (see methods section). A typical time-averaged resonance fluorescence signal of the exciton transition is shown in Fig. 1b. The excitation laser frequency is 325.305 THz, and we observe the well-known doublet structure (linewidth 1.5 $\mu$eV) as the exciton transitions are shifted by the applied gate voltage.

When the gate voltage further increases until eventually the 1-electron state of the quantum dot drops below the chemical potential $\mu$, a single electron can tunnel into the dot. When this happens, the transition will shift out of resonance with the laser, and the resonance fluorescence signal will vanish. Thus, the single tunneling event can be monitored by the extinction of the optical signal (see Fig. 1a). Setting the gate voltage so that the chemical potential in the charge reservoir is in resonance with the 1-electron state in the dot will lead to electrons randomly tunneling between the dot and the reservoir, resulting in the random telegraph signal shown in Fig. 1a: The uncharged dot corresponds to a high RF signal (Fig. 1a(i)), the charged dot to a low RF count (Fig. 1a(ii)).

Small fluctuations ($< 1 \mu$eV) in the exciton transition energy, induced by spurious charges in the dot’s vicinity lead to strong RF intensity noise [26]. To improve the stability of the measurement, we apply a magnetic field and make use of nuclear spin dragging, i.e. a buildup
FIG. 1. Optical monitoring of electron tunneling and resonance fluorescence (RF) of the QD. a. The resonance fluorescence of the exciton transition is monitored, while an electron tunnels between the QD and a charge reservoir at a fixed gate voltage. The electron tunneling is directly observed in the time-resolved RF intensity as a random telegraph signal (depicted in the upper left inset). b. Time-averaged resonance fluorescence of the exciton transition at zero magnetic field for a laser frequency of 325.305 THz. In a gate-voltage sweep, the fine-structure of the exciton transition is resolved with a linewidth of 1.5 µeV.

of nuclear spin polarization under resonant excitation [27]. This will constitute an internal feedback mechanism, which pins the resonance to the fixed laser frequency and, thus, reduces the spurious charge-induced noise. Moreover, nuclear dragging also allows us to map out the Fermi-distribution of the electron reservoir, by simply shifting the gate bias, without the need to readjust the laser energy to account for the bias-induced Stark shift, see Fig. 2a.

Figure 2c displays the optically detected random telegraph signal for an external magnetic field of \( B = 10 \, \text{T} \). At gate voltages around and below 0.36 V, the chemical potential \( \mu \) of the reservoir is more than one unit of thermal energy \( kT \) below the 1-electron state, so that the dot will be mostly empty and the time-integrated resonance fluorescence signal will be at maximum (see vertical arrow \( \uparrow \) in Fig. 2a and the top time-trace in Fig. 2c). For gate voltages around 0.40 V, the chemical potential lies well above the single electron state, the dot is therefore mostly occupied and the optical signal vanishes, see vertical arrow \( \downarrow \) in Fig. 2a and the bottom time-trace in Fig. 2c. In the bias range 0.35 V < \( V_G \) < 0.4 V, the time averaged intensity directly reflects the Fermi distribution, as seen from the fit to the data (black line in Fig. 2a).

As seen in Fig. 2c, the on-signal (empty dot) and the off-signal (dot occupied with a single electron) have clearly distinguishable intensities. Probability distributions of both signals are given in the supplementary information and show that for a threshold between 4 and 5 counts per 100 µs, we can distinguish between the on and off state with high confidence (4σ). The time resolution of our experiment is given by the photon count binning of 100 µs. Recording the random telegraph signal uninterruptedly for up to 30 minutes, i.e. \( 2 \times 10^7 \) binning times, gives us a large set of data, which allows it to evaluate the tunneling dynamics in great detail.

An external magnetic field lifts the spin degeneracy of the lowest energy level in the quantum dot. The quantum jumps are, then, described within a three-state model, as schematically depicted in Fig. 2b, left. Charging the quantum dot with an electron of spin \( \sigma = \uparrow, \downarrow \) changes its state from 0 to \( \sigma \) with rate \( \gamma_{0\sigma} \). The rate for discharging of the quantum dot with spin \( \sigma = \uparrow \) occurs with rate \( \gamma_{\uparrow0} \). Finally, spin relaxation from state \( \uparrow \) to \( \downarrow \) occurs with rate \( \gamma_{\uparrow\downarrow} \). Spin relaxation does not change the quantum-dot charge. Nevertheless, its presence influences the charge-transfer statistics, which allows to infer the spin relaxation rate by analyzing full counting statistics, as we show in the following.

Using the common procedures for analyzing full counting data sets [9], the entire time trace is divided into slices of length \( t \). In these slices, the number \( N \) of tunneling events (either in or out) is determined to obtain the probability distribution \( P_N(t) \). We then derive the cumulants \( C_m(t) = \partial^m \ln \mathcal{M}(z,t)|_{z=0} \) from the generating function \( \mathcal{M}(z,t) = \sum_{N=0}^{\infty} e^{Nz} P_N(t) \). The first cumulant \( C_1(t) \) is the mean value, \( C_2(t) \) the variance, and so forth. A selection of cumulants, ranging from \( C_2(t) \) to \( C_{25}(t) \) is shown in Fig. 3a and b as a function of \( t \) for \( B = 10 \, \text{T} \). The quality of our data matches the most extensive data taken by transport spectroscopy [10], and thus allows us to resolve several oscillations in the higher-order cumulants. We simulate the time dependence for the extreme cases of negligible spin relaxation, \( \gamma_{\uparrow\downarrow} = 0 \) (dashed lines) and very fast spin relaxation, \( \gamma_{\uparrow\downarrow} = \infty \) (solid lines), see also Supplementary Information. Good agreement is achieved for the latter case, for which the three-state model effectively reduces to a two-state configuration, with states 0 and 1 (see Fig. 2b) as well as rates \( \gamma_{01} = \gamma_{0\uparrow} + \gamma_{0\downarrow} \) for charging and \( \gamma_{10} = \gamma_{1\uparrow} \) for discharging. The good agreement holds for all asymme-
tries $a = (\gamma_{10} - \gamma_{01})/(\gamma_{10} + \gamma_{01})$ of the charging and discharging rates, as depicted in Fig. 3c (solid lines) in the limit of large $t$, for which the cumulants are given by $C_2/C_1 = (1 + a^2)/2$, $C_3/C_1 = (1 + 3a^4)/4$ and $C_4/C_1 = (1 + a^2 - 9a^4 + 15a^6)/8$, as typically found in the context of gate-defined quantum dots with fast spin-relaxation rates [28].

With decreasing magnetic field, the relaxation rate decreases [29] until it becomes comparable to and then smaller than the tunneling rates such that the three-state configuration can no longer be simplified to a two-state model. We continue the analysis of our data by making use of the so-called factorial cumulants $C_{F,m}(t) = \partial^m_{\varepsilon} \ln \mathcal{M}_F(z(t))|_{z=0}$ derived from $\mathcal{M}_F(z,t) = \sum_{N} \epsilon^N P_N(t)$ [30, 31]. While ordinary cumulants generically change sign as a function of time and asymmetry [10, 32] the factorial cumulants of the very same probability distribution are much more well-behaved. In fact, for a two-state system, their sign is fixed, $C_{F,m}(t) \propto (-1)^{m-1}$. Introducing less structure into the evaluated data makes the factorial cumulants better suited to identify deviations from the two-state system. As a second, practical advantage, higher-order factorial cumulants are more robust against imperfections of the detector than ordinary cumulants are. Rarely occurring tunneling events yield approximately Poissonian counting statistics, for which the ordinary cumulants of all orders are equal, $C_m = C_1$, i.e., any statistical error in $C_1$ propagates to $C_m$. Higher-order factorial cumulants, on the other hand, measure deviations from a Poissonian distribution (since for the latter $C_{F,m} = 0$ for all $m > 1$), and imperfections of the detector mainly affect $C_{F,1}$ only.

In Fig. 4, we show the second factorial cumulant as a function of the time-interval length $t$ for different magnetic fields and different excitation energies (tunable by the gate voltage). The excitation energy $\varepsilon$ is defined as the difference between the mean of the Zeeman-split quantum-dot levels ($E_\uparrow$, $E_\downarrow$) and the Fermi energy $\mu$ of the charge reservoir: $\varepsilon = (E_\uparrow + E_\downarrow)/2 - \mu$. For convenience, we divide $C_{F,2}(t)$ by $t$, so that the curves approach a constant limit and do not increase linearly for long times. The results for 10 T are depicted in Fig. 4c. Again, we compare the experimental results with two simulations, one in which we assume very slow, $\gamma_{11} = 0$ (dashed) and one in which we assume fast, $\gamma_{11} = \infty$ (solid lines) spin relaxation, see the Supplementary Information. We find very good agreement only for $\gamma_{11} = \infty$. The simulation assuming for $\gamma_{11} = 0$ (dashed lines) is
FIG. 3. Analysis of the quantum-jump counting statistics. a-c, Ordinary normalized cumulants of the electron tunneling at $B = 10\,T$ compared with simulations assuming slow (dashed) or fast (solid lines) spin relaxation. The quality of the optically obtained data allows to well resolve the cumulants as a function of time (a, b, with asymmetry $a = -0.9$) and asymmetry (c, in the long-time limit). The dependencies, including the oscillations of the higher-order cumulants (b), are in agreement with the two-state model and clearly disagree with the three-state model, see Fig 2b.

FIG. 4. Interplay between charge and spin dynamics. a-c, Factorial cumulants for an applied magnetic field of 2 T (a), 4 T (b), and 10 T (c) and excitation energies $\epsilon/k_B T$ of $-1.7$ (green), $-2.0$ (blue), $-2.3$ (purple), and $-2.6$ (red). The black lines are obtained from simulation with spin-relaxation rate $\gamma_{\uparrow\downarrow} = \infty$ (solid), $\gamma_{\uparrow\downarrow} = 3\,\text{ms}^{-1}$ (dot-dashed), $\gamma_{\uparrow\downarrow} = 1\,\text{ms}^{-1}$ (dotted), and $\gamma_{\uparrow\downarrow} = 0$ (dashed). Decreasing the magnetic field yields a transition from fast to slow spin relaxation. For 10 T, the data are reproduced by assuming fast spin relaxation $\gamma_{\uparrow\downarrow} = \infty$, at 4 T best agreement is obtained for $\gamma_{\uparrow\downarrow} = 3\,\text{ms}^{-1}$, and at 2 T we have to assume slow spin relaxation $\gamma_{\uparrow\downarrow} = 0$.

completely off. It would even predict a sign change of the second factorial cumulant at $t < 10\,\text{ms}$, in clear contrast to the measured data. At a magnetic field of 2 T, see Fig. 4a, we find the opposite situation. Here, the experimental data are very well reproduced by assuming that the spin relaxation is so slow that it can be neglected. For an intermediate magnetic field of 4 T, neither a very fast nor a very slow spin relaxation can fit the data, as can be seen in Fig. 4b. Instead, we find that the spin-relaxation rate of around $\gamma_{\uparrow\downarrow} = 3\,\text{ms}^{-1}$ (dashed-dot curves), which is of the same order of magnitude as the time scale for the charge dynamics (see Supplementary Information).

In summary, we have introduced an optical technique, which makes it possible to record the full counting statistics of single electron transport between a reservoir and a single self-assembled quantum dot. A high signal-to-noise ratio has been achieved with a bandwidth determined by the photon emission rate. A bandwidth of 10 kHz is obtained for a rate of 200 kcounts/s. Photon rates above 2 Mcounts/s (see Supplementary Information) can increase the bandwidth further by one order of magnitude, outperforming electrical readout techniques for single quantum events. The quality of the data (signal-to-noise) allows us to evaluate the obtained random telegraph signal up to cumulants $C_n$ of order $n \lesssim 25$, where inherent oscillations may complicate detailed data analysis. Instead, the recently introduced factorial cumulants were used to discriminate between the statistics of a three-state sys-
tem, with two distinguishable spin configurations, and the two-state analog, resulting from fast spin relaxation. By adjusting an external magnetic field, the three fundamental cases of the spin relaxation rate being much smaller, of the same order, and much larger than the tunneling rate were realized and identified by their respective statistical fingerprint. At 4 T, a spin-relaxation rate of 3 ms$^{-1}$ was found. We would like to point out that, even though the empty dot was optically probed and the sample was in transport equilibrium, our experiments give access to a non-equilibrium property (i.e. the spin-relaxation rate) of the singly charged dot.

**METHODS**

**Sample and device fabrication**

The sample was fabricated by molecular beam epitaxy on a semi-insulating GaAs(100) substrate. It contains a single layer of InAs dots (approximately one QD per $\mu$m$^2$) and a distributed Bragg-reflector (DBR) below the dot layer. In more detail, on the substrate a 50 nm thick buffer layer of GaAs and a short-period superlattice (SPS), comprising 20 layers of 2 nm AlAs and 2 nm GaAs, are grown. The following 16-fold DBR consists of 68.6 nm GaAs and 81.45 nm AlAs layers. After 43 nm of nominally undoped GaAs, a 50 nm thick highly n-doped layer forms the electron reservoir in the back contact. The subsequent tunneling barrier consists of 30 nm of GaAs, 10 nm of Al$_{0.33}$Ga$_{0.67}$As and 5 nm of GaAs, on top of which the layer of self-assembled InAs quantum dots was grown and covered by 30 nm of GaAs. A SPS consisting of 41 layers of 3 nm AlAs and 1 nm GaAs acts as a current blocking layer, followed by 292 nm of Al$_{0.33}$Ga$_{0.67}$As and 10 nm of GaAs. Finally, a p-type epitaxial gate was grown, consisting of 30 nm of carbon-doped GaAs and 15 nm carbon delta-doped GaAs, followed by 1 nm GaAs, 2 nm AlAs and 42 nm GaAs. The epitaxial p-doped gate is electrically contacted by etching down 45 nm and depositing 10 nm Au, 15 nm Cr and 200 nm Au. The n-doped charge reservoir is contacted by etching below the epitaxial gate, metal deposition (10 nm Ni, 60 nm Ge, 120 nm Au, 10 nm Ni, 100 nm Au) and alloying. To improve light collection, a hemispherical zirconia solid immersion lens was positioned on top of the sample surface.

**Optical measurements**

Resonant optical excitation and collection of the fluorescence light is used to detect the optical response of the single self-assembled QD, where the resonance condition is achieved by applying a specific gate voltage between the gate electrode and the Ohmic back contact. The QD sample is mounted on a piezo-controlled stage under an objective lens with a numerical aperture of NA= 0.65, giving a focal spot size of about 1 $\mu$m diameter. All experiments are carried out in a liquid He confocal darkfield microscope at 4.2 K with a tunable diode laser for excitation and an avalanche photodiode (APD) for fluorescence detection. The resonant laser excitation and fluorescence detection is aligned along the same path with a microscope head that contains a 90:10 beam splitter and two polarizers. Cross-polarization enables a suppression of the spurious laser scattering into the detection path by a factor of more than 10$^7$. The counts of the APD were binned by a QuTau time-to-digital converter with a temporal resolution of 81 ps.
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