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Abstract

Books are a rich source of both fine-grained information, how a character, an object or a scene looks like, as well as high-level semantics, what someone is thinking, feeling and how these states evolve through a story. This paper aims to align books to their movie releases in order to provide rich descriptive explanations for visual content that go semantically far beyond the captions available in current datasets. To align movies and books we exploit a neural sentence embedding that is trained in an unsupervised way from a large corpus of books, as well as a video-text neural embedding for computing similarities between movie clips and sentences in the book. We propose a context-aware CNN to combine information from multiple sources. We demonstrate good quantitative performance for movie/book alignment and show several qualitative examples that showcase the diversity of tasks our model can be used for.

1. Introduction

A truly intelligent machine needs to not only parse the surrounding 3D environment, but also understand why people take certain actions, what they will do next, what they could possibly be thinking, and even try to empathize with them. In this quest, language will play a crucial role in grounding visual information to high-level semantic concepts. Only a few words in a sentence may convey really rich semantic information. Language also represents a natural means of interaction between a naive user and our vision algorithms, which is particularly important for applications such as social robotics or assistive driving.

Combining images or videos with language has gotten significant attention in the past year, partly due to the creation of CoCo [20], Microsoft’s large-scale captioned image dataset. The field has tackled a diverse set of tasks such as captioning [15, 13, 40, 39, 24], alignment [13, 17, 38], Q&A [22, 21], visual model learning from textual descriptions [9, 29], and semantic visual search with natural multi-sentence queries [19].

*Denotes equal contribution

Figure 1: Shot from the movie Gone Girl, along with the subtitle, aligned with the book. We reason about the visual and dialog (text) alignment between the movie and a book.

Books provide us with very descriptive text that conveys both fine-grained visual details (how things look like) as well as high-level semantics (what people think, feel, and how their states evolve through a story). This source of knowledge, however, does not come with associated visual information that would enable us to ground it with natural language. Grounding descriptions in books to vision would allow us to get textual explanations or stories about the visual world rather than short captions available in current datasets. It could also provide us with a very large amount of data (with tens of thousands books available online).

In this paper, we exploit the fact that many books have been turned into movies. Books and their movie releases have a lot of common knowledge as well as they are complementary in many ways. For instance, books provide detailed descriptions about the intentions and mental states of the characters, while movies are better at capturing visual aspects of the settings.

The first challenge we need to address, and the focus of this paper, is to align books with their movie releases in order to obtain rich descriptions for the visual content. We aim to align the two sources with two types of information: visual, where the goal is to link a movie shot to a book paragraph, and dialog, where we want to find correspondences between sentences in the movie’s subtitle and sentences in the book (Fig. 1). We introduce a novel sentence similarity measure based on a neural sentence embedding trained on millions of sentences from a large corpus of books. On the visual side, we extend the neural image-sentence embeddings to the video domain and train the model on DVS descriptions of movie clips. Our approach combines different similarity measures and takes into account contextual infor-
mation contained in the nearby shots and book sentences. Our final alignment model is formulated as an energy minimization problem that encourages the alignment to follow a similar timeline. To evaluate the book-movie alignment model, we collected a dataset with 11 movie/book pairs annotated with 2,070 shot-to-sentence correspondences. We demonstrate good qualitative performance and show several qualitative examples that showcase the diversity of tasks our model can be used for. All our data and code are available: http://www.cs.utoronto.ca/~mbweb/.

The alignment model enables multiple applications. Imagine an app which allows the user to browse the book as the scenes unroll in the movie: perhaps its ending or acting are ambiguous, and one would like to query the book for answers. Vice-versa, while reading the book one might want to switch from text to video, particularly for the juicy scenes. We also show other applications of learning from movies and books such as book retrieval (finding the book that goes with a movie and finding other similar books), and captioning CoCo images with story-like descriptions.

2. Related Work

Most effort in the domain of vision and language has been devoted to the problem of image captioning. Older work made use of fixed visual representations and translated them into textual descriptions [7, 18]. Recently, several approaches based on RNNs emerged, generating captions via a learned joint image-text embedding [15, 13, 40, 24]. These approaches have also been extended to generate descriptions of short video clips [39]. In [27], the authors go beyond describing what is happening in an image and provide explanations about why something is happening. Related to ours is also work on image retrieval [11] which aims to find an image that best depicts a complex description.

For text-to-image alignment, [17, 8] find correspondences between nouns and pronouns in a caption and visual objects using several visual and textual potentials. Lin et al. [19] does so for videos. In [23], the authors align cooking videos with the recipes. Bojanowski et al. [2] localize actions from an ordered list of labels in video clips. In [13, 34], the authors use RNN embeddings to find the correspondences. [41] combines neural embeddings with soft attention in order to align the words to image regions. Early work on movie-to-text alignment include dynamic time warping for aligning movies to scripts with the help of subtitles [6, 5]. Sankar et al. [31] further developed a system which identified sets of visual and audio features to align movies and scripts without making use of the subtitles. Such alignment has been exploited to provide weak labels for person naming tasks [6, 33, 28].

Closest to our work is [38], which aligns plot synopses to shots in the TV series for story-based content retrieval. This work adopts a similarity function between sentences in plot synopses and shots based on person identities and keywords in subtitles. Our work differs with theirs in several important aspects. First, we tackle a more challenging problem of movie/book alignment. Unlike plot synopsis, which closely follow the storyline of movies, books are more verbose and might vary in the storyline from their movie release. Furthermore, we use learned neural embeddings to compute the similarities rather than hand-designed similarity functions.

Parallel to our work, [37] aims to align scenes in movies to chapters in the book. However, their approach operates on a very coarse level (chapters), while ours does so on the sentence/paragraph level. Their dataset thus evaluates on 90 scene-chapter correspondences, while our dataset draws 1,800 shot-to-paragraph alignments. Furthermore, the approaches are inherently different. [37] matches the presence of characters in a scene to those in a chapter, as well as uses hand-crafted similarity measures between sentences in the subtitles and dialogs in the books, similarly to [38].

Rohrbach et al. [30] recently released the Movie Description dataset which contains clips from movies, each time-stamped with a sentence from DVS (Descriptive Video Service). The dataset contains clips from over a 100 movies, and provides a great resource for the captioning techniques. Our effort here is to align movies with books in order to obtain longer, richer and more high-level video descriptions. We start by describing our new dataset, and then explain our proposed approach.

3. The MovieBook and BookCorpus Datasets

We collected two large datasets, one for movie/book alignment and one with a large number of books.

The MovieBook Dataset. Since no prior work or data exist on the problem of movie/book alignment, we collected a new dataset with 11 movies and corresponding books. For each movie we also have subtitles, which we parse into a set of time-stamped sentences. Note that no speaker information is provided in the subtitles. We parse each book into sentences and paragraphs.

Our annotators had the movie and a book opened side by side. They were asked to iterate between browsing the book and watching a few shots/scenes of the movie, and trying to find correspondences between them. In particular, they marked the exact time (in seconds) of correspondence in the movie and the matching line number in the book file, indicating the beginning of the matched sentence. On the video side, we assume that the match spans across a shot (a video unit with smooth camera motion). If the match was longer in duration, the annotator also indicated the ending time. Similarly for the book, if more sentences matched, the annotator indicated from which to which line a match occurred. Each alignment was tagged as a visual, dialogue, or an audio match. Note that even for dialog, the movie and book versions are semantically similar but not exactly
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sentences. Sentences also vary in length, with those in Brokeback Mountain being twice as long as those in The Road. The longest sentence in American Psycho has 422 words and spans over a page in the book.

Aligning movies with books is challenging even for humans, mostly due to the scale of the data. Each movie is on average 2h long and has 1,800 shots, while a book has on average 7,750 sentences. Books also have different styles of writing, formatting, language, may contain slang (going vs goin’, or even was vs ‘as), etc. Table 1 shows that finding visual matches was particularly challenging. This is because descriptions in books can be either very short and hidden within longer paragraphs or even within a longer sentence, or very verbose – in which case they get obscured with the surrounding text – and are hard to spot. Of course, how close the movie follows the book is also up to the director, which can be seen through the number of alignments that our annotators found across different movie/books.

**BookCorpus.** In order to train our sentence similarity model we collected a corpus of 11,038 books from the web. These are free books written by yet unpublished authors. We only included books that had more than 20K words in order to filter out perhaps noisier shorter stories. The dataset has books in 16 different genres, e.g., Romance (2,865 books), Fantasy (1,479), Science fiction (786), etc. Table 2 highlights the summary statistics of our corpus.

### 4. Aligning Books and Movies

Our approach aims to align a movie with a book by exploiting visual information as well as dialogues. We take shots as video units and sentences from subtitles to represent dialogues. Our goal is to match these to the sentences in the book. We propose several measures to compute similarities between pairs of sentences as well as shots and sentences. We use our novel deep neural embedding trained on our large corpus of books to predict similarities between sentences. Note that an extended version of the sentence embedding is described in detail in [16] showing how to deal with million-word vocabularies, and demonstrating its performance on a large variety of NLP benchmarks. For comparing shots with sentences we extend the neural embedding of images and text [15] to operate in the video domain. We next develop a novel contextual alignment model that combines information from various similarity measures and a larger time-scale in order to make better local alignment predictions. Finally, we propose a simple pairwise Conditional Random Field (CRF) that smoothes the alignments by encouraging them to follow a linear timeline, both in the video and book domain.

We first explain our sentence, followed by our joint video to text embedding. We next propose our contextual model that combines similarities and discuss CRF in more detail.

#### 4.1. Skip-Thought Vectors

In order to score the similarity between two sentences, we exploit our architecture for learning unsupervised representations of text [16]. The model is loosely inspired by the skip-gram [25] architecture for learning representations of words. In the word skip-gram model, a word $w_i$ is chosen and must predict its surrounding context (e.g. $w_{i+1}$ and $w_{i-1}$ for a context window of size 1). Our model works in a similar way but at the sentence level. That is, given a sentence tuple $(s_{i-1}, s_i, s_{i+1})$ our model first encodes the sentence $s_i$ into a fixed vector, then conditioned on this vector tries to reconstruct the sentences $s_{i-1}$ and $s_{i+1}$, as shown in Fig. 2. The motivation for this architecture is inspired by the distributional hypothesis: sentences that have similar surrounding context are likely to be both semantically and syntactically similar. Thus, two sentences that have similar
sentence is encoded and tries to reconstruct the previous sentence \( s_{i-1} \) and next sentence \( s_{i+1} \). Unattached arrows are connected to the encoder output. Colors indicate which components share parameters. \((\text{eos})\) is the end of sentence token.

Table 3: Qualitative results from the sentence skip-gram model. For each query sentence on the left, we retrieve the 4 nearest neighbor sentences (by inner product) chosen from books the model has not seen before. More results in supplementary.

- **he shut the door and watched the taxi drive off.**
- **they saw their only goal as survival and logically planned a strategy to achieve it.**
- **the most effective way to end the battle.**
- **a messy business to be sure, but necessary to achieve a fine and noble end.**
- **there would be far fewer casualties and far less destruction.**

Syntax and semantics are likely to be encoded to a similar vector. Once the model is trained, we can map any sentence through the encoder to obtain vector representations, then score their similarity through an inner product.

The learning signal of the model depends on having contiguous text, where sentences follow one another in sequence. A natural corpus for training our model is thus a large collection of books. Given the size and diversity of genres, our BookCorpus allows us to learn very general representations of text. For instance, Table 3 illustrates the nearest neighbours of query sentences, taken from held out books that the model was not trained on. These qualitative results demonstrate that our intuition is correct, with resulting nearest neighbors corresponds largely to syntactically and semantically similar sentences. Note that the sentence embedding is general and can be applied to other domains not considered in this paper, which is explored in [16].

To construct an encoder, we use a recurrent neural network, inspired by the success of encoder-decoder models for neural machine translation [12, 3, 1, 35]. Two kinds of activation functions have recently gained traction: long short-term memory (LSTM) [10] and the gated recurrent unit (GRU) [4]. Both types of activation successfully solve the vanishing gradient problem, through the use of gates to control the flow of information. The LSTM unit explicitly employs a cell that acts as a carousel with an identity weight. The flow of information through a cell is controlled by input, output and forget gates which control what goes into a cell, what leaves a cell and whether to reset the contents of the cell. The GRU does not use a cell but employs two gates: an update and a reset gate. In a GRU, the hidden state is a linear combination of the previous hidden state and the proposed hidden state, where the combination weights are controlled by the update gate. GRUs have been shown to perform just as well as LSTM on several sequence prediction tasks [4] while being simpler. Thus, we use GRU as the activation function for our encoder and decoder RNNs.

Suppose we are given a sentence tuple \((s_{i-1}, s_i, s_{i+1})\), and let \( w_i^t \) denote the \( t \)-th word for \( s_i \) and let \( x_i^t \) be its word embedding. We break the model description into three parts: the encoder, decoder and objective function. **Encoder.** Let \( w_i^1, \ldots, w_i^N \) denote words in sentence \( s_i \) with \( N \) the number of words in the sentence. The encoder produces a hidden state \( h_i^t \) at each time step which forms the representation of the sentence \( w_i^1, \ldots, w_i^N \). Thus, the hidden state \( h_i^N \) is the representation of the whole sentence. The GRU produces the next hidden state as a linear combination of the previous hidden state and the proposed state update (we drop subscript \( i \)):

\[
\begin{align*}
    h_i^t &= (1 - z^t) \odot h_i^{t-1} + z^t \odot \tilde{h}_i^t
\end{align*}
\]

where \( \tilde{h}_i^t \) is the proposed state update at time \( t \), \( z^t \) is the update gate and \( \odot \) denotes a component-wise product. The update gate takes values between zero and one. In the extreme cases, if the update gate is the vector of ones, the previous hidden state is completely forgotten and \( h_i^t = \tilde{h}_i^t \). Alternatively, if the update gate is the zero vector, then the hidden state from the previous time step is simply copied over, that is \( h_i^t = h_i^{t-1} \). The update gate is computed as

\[
\begin{align*}
    z^t &= \sigma(W_z x^t + U_z h_i^{t-1})
\end{align*}
\]

where \( W_z \) and \( U_z \) are the update gate parameters. The proposed state update is given by

\[
\begin{align*}
    \tilde{h}_i^t &= \tanh(W x^t + U (r_i^t \odot h_i^{t-1}))
\end{align*}
\]

where \( r_i \) is the reset gate, which is computed as

\[
\begin{align*}
    r_i^t &= \sigma(W_r x^t + U_r h_i^{t-1})
\end{align*}
\]

If the reset gate is the zero vector, then the proposed state update is computed only as a function of the current word. Thus after iterating this equation sequence for each word, we obtain a sentence vector \( h_i^N = h_i \) for sentence \( s_i \).

**Decoder.** The decoder computation is analogous to the encoder, except that the computation is conditioned on the
sentence vector \( h_i \). Two separate decoders are used, one for the previous sentence \( s_{i-1} \) and one for the next sentence \( s_{i+1} \). These decoders use different parameters to compute their hidden states but both share the same vocabulary matrix \( V \) that takes a hidden state and computes a distribution over words. Thus, the decoders are analogous to an RNN language model but conditioned on the encoder sequence. Alternatively, in the context of image caption generation, the encoded sentence \( h_i \) plays a similar role as the image.

We describe the decoder for the next sentence \( s_{i+1} \) (computation for \( s_{i-1} \) is identical). Let \( h_{i+1}^t \) denote the hidden state of the decoder at time \( t \). The update and reset gates for the decoder are given as follows (we drop \( i+1 \)):

\[
\begin{align*}
z^t &= \sigma(W^d x^{t-1} + U^d h^{t-1} + C_z h_i) \quad (5) \\
r^t &= \sigma(W^d x^{t-1} + U^d h^{t-1} + C_r h_i) \quad (6)
\end{align*}
\]

the hidden state \( h_{i+1}^t \) is then computed as:

\[
\begin{align*}
\bar{h}^t &= \tanh(W^c x^{t-1} + U^c (r^t \odot h^{t-1}) + C_h h_i) \quad (7) \\
h_{i+1}^t &= (1 - z^t) \odot h^{t-1} + z^t \odot \bar{h}^t \quad (8)
\end{align*}
\]

Given \( h_{i+1}^t \), the probability of word \( w_{i+1}^t \) given the previous \( t - 1 \) words and the encoder vector is

\[
P(w_{i+1}^t|w_{1:t-1}^t, h_i) \propto \exp(v_{w_{i+1}^t} h_{i+1}^t) \quad (9)
\]

where \( v_{w_{i+1}^t} \) denotes the row of \( V \) corresponding to the word of \( w_{i+1}^t \). An analogous computation is performed for the previous sentence \( s_{i-1} \).

**Objective.** Given \((s_{i-1}, s_i, s_{i+1})\), the objective optimized is the sum of log-probabilities for the next and previous sentences conditioned on the representation of the encoder:

\[
\sum_t \log P(w_{i+1}^t|w_{1:t-1}^t, h_i) + \sum_t \log P(w_{i-1}^t|w_{1:t-1}^t, h_i)
\]

The total objective is the above summed over all such training tuples. Adam algorithm [14] is used for optimization.

### 4.2. Visual-semantic embeddings of clips and DVS

The model above describes how to obtain a similarity score between two sentences, whose representations are learned from millions of sentences in books. We now discuss how to obtain similarities between shots and sentences.

Our approach closely follows the image-sentence ranking model proposed by [15]. In their model, an LSTM is used for encoding a sentence into a fixed vector. A linear mapping is applied to image features from a convolutional network. A score is computed based on the inner product between the normalized sentence and image vectors. Correct image-sentence pairs are trained to have high score, while incorrect pairs are assigned low scores.

In our case, we learn a visual-semantic embedding between movie clips and their DVS description. DVS (“Descriptive Video Service”) is a service that inserts audio descriptions of the movie between the dialogs in order to enable the visually impaired to follow the movie like anyone else. We used the movie description dataset of [30] for learning our embedding. This dataset has 94 movies, and 54,000 described clips. We represent each movie clip as a vector corresponding to mean-pooled features across each frame in the clip. We used the GoogLeNet architecture [36] as well as hybrid-CNN [42] for extracting frame features. For DVS, we pre-processed the descriptions by removing names and replacing these with a *someone* token.

The LSTM architecture in this work is implemented using the following equations. As before, we represent a word embedding at time \( t \) of a sentence as \( x^t \):

\[
\begin{align*}
i^t &= \sigma(W_{xi} x^t + W_{hi} m^{t-1} + W_{ei} c^{t-1}) \quad (10) \\
f^t &= \sigma(W_{xf} x^t + W_{hf} m^{t-1} + W_{ef} c^{t-1}) \quad (11) \\
a^t &= \tanh(W_{xe} x^t + W_{he} m^{t-1}) \quad (12) \\
c^t &= f^t \odot c^{t-1} + i^t \odot a^t \quad (13) \\
o^t &= \sigma(W_{xe} x^t + W_{ho} m^{t-1} + W_{eo} c^t) \quad (14) \\
m^t &= o^t \odot \tanh(c^t) \quad (15)
\end{align*}
\]

where \( (\sigma) \) denotes the sigmoid activation function and \((\odot)\) indicates component-wise multiplication. The states \((i^t, f^t, c^t, o^t, m^t)\) correspond to input, forget, cell, output and memory vectors, respectively. If sentence is \( N \) long, then \( m^N = m \) is the vector representation of the sentence.

Let \( q \) denote a movie clip vector, and let \( v = W_j q \) be the embedding of the movie clip. We define a scoring function \( s(m, v) = m \cdot v \), where \( m \) and \( v \) are first scaled to have unit norm (making \( s \) equivalent to cosine similarity). We then optimize the following pairwise ranking loss which sums over the training \((m, v)\) pairs:

\[
\min_\theta \sum_m \sum_k \max\{0, \alpha - s(m, v) + s(m, v_k)\} + \sum_v \sum_k \max\{0, \alpha - s(v, m) + s(v, m_k)\},
\]

with \( m_k \) a contrastive (non-descriptive) sentence vector for a clip embedding \( v \), and vice-versa with \( v_k \). We train our model with stochastic gradient descent without momentum.
4.3. Context aware similarity

We employ the clip-sentence embedding to compute similarities between each shot in the movie and each sentence in the book. For dialogues, we use several similarity measures each capturing a different level of semantic similarity. We compute BLEU [26] between each subtitle and book sentence to identify nearly identical matches. Similarly to [38], we use a tf-idf measure to find near duplicates but weighing down the influence of the less frequent words. Finally, we use our sentence embedding learned from books to score pairs of sentences that are semantically similar but may have a very different wording (i.e., paraphrasing).

These similarity measures indicate the alignment between the two modalities. However, at the local, sentence level, alignment can be rather ambiguous. For example, despite being a rather dark book, Gone Girl contains 15 occurrences of the sentence “I love you”. We exploit the fact that a match is not completely isolated but that the sentences (or shots) around it are also to some extent similar.

We design a context aware similarity measure that takes into account all individual similarity measures as well as a fixed context window in both, the movie and book domain, and predicts a new similarity score. We stack a set of \( M \) similarity measures into a tensor \( S(i, j, m) \), where \( i, j, \) and \( m \) are the indices of sentences in the subtitle, in the book, and individual similarity measures, respectively. In particular, we use \( M = 9 \) similarities: visual and sentence embedding, BLEU1-5, tf-idf, and a uniform prior. We want to predict a combined score \( \ell(i,j) = f(S(I, J, M)) \) at each location \((i,j)\) based on all measurements in a fixed volume defined by a context region \( I \) around \( i \), \( J \) around \( j \), and \( M = 1, \ldots, M \). Evaluating the function \( f(\cdot) \) at each location \((i,j)\) on a 3-D tensor \( S \) is very similar to applying a convolution using a kernel of appropriate size. This motivates us to formulate the function \( f(\cdot) \) as a deep convolutional neural network (CNN). In this paper, we adopt a 3-layer CNN as illustrated in Fig. 3. We use ReLU non-linearity with dropout to regularize our model. We optimize the cross-entropy loss over the training set using Adam algorithm. Positive examples are from ground truth and we do hard-negative mining for negative examples (chosen from shot-sentence pairs that are far away from GT) in training.

4.4. Global Movie/Book Alignment

So far, each shot/sentence was matched independently. However, the shots in movies and passages in the books follow a similar timeline. We would like to incorporate this into our alignment. In [38], the authors use dynamic time warping by enforcing that the shots in the movie can only match forward in time (to plot synopses in their case). However, the storyline of the movie and book can have crossings in time (Fig. 6), and the alignment might contain giant leaps forwards or backwards. Therefore, we formulate a movie/book alignment problem as inference in a Conditional Random Field that encourages nearby shots/dialog alignments to be consistent. Each node \( y_i \) in our CRF represents an alignment of the shot in the movie with its corresponding subtitle sentence in a sentence in the book. Its state space is thus the set of all sentences in the book. The CRF energy of a configuration \( y \) is formulated as:

\[
E(y) = \sum_{i=1}^{K} \omega_u \phi_u(y_i) + \sum_{i=1}^{K} \sum_{j \in \mathcal{N}(i)} \omega_p \psi_p(y_i, y_j)
\]

where \( K \) is the number of nodes (shots), and \( \mathcal{N}(i) \) the left and right neighbor of \( y_i \). Here, \( \phi_u(\cdot) \) and \( \psi_p(\cdot) \) are unary and pairwise potentials, respectively, and \( \omega = (\omega_u, \omega_p) \). We directly use the output of the CNN from 4.3 as the unary potential \( \phi_u(\cdot) \). For the pairwise potential, we measure the time span \( d_s(y_i, y_j) \) between two neighboring sentences in the subtitle and the distance \( d_b(y_i, y_j) \) of their state space in the book. One pairwise potential is defined as:

\[
\psi_p(s_i, s_j) = \frac{(d_s(s_i, s_j) - d_b(s_i, s_j))^2}{(d_s(s_i, s_j) - d_b(s_i, s_j))^2 + \sigma^2}
\]

Here \( \sigma^2 \) is a robustness parameter to avoid punishing giant leaps too harsh. Both \( d_s \) and \( d_b \) are normalized to
with 1-layer CNN, SVM gets a slightly better AP but much similarity measures but ignores context (SVM). Compared to a contextual model, we train a linear SVM that combines all our sentence embedding by mean-pooling over word2vec.

\[ \psi_q(s_i, s_j) = \frac{(d_q(s_i, s_j))^2}{\sigma_i \sigma_j} \]

This potential is helpful when there is a long silence (no dialog) in the movie.

**Inference.** Our CRF is a chain, thus exact inference is possible using dynamic programming. We also prune some states that are very far from the uniform alignment (over 1/3 length of the book) to further speed up computation.

**Learning.** Since ground-truth is only available for a sparse set of shots, we regard the states of unobserved nodes as hidden variables and learn the CRF weights with [32].

## 5. Experimental Evaluation

We evaluate our model on our dataset of 11 movie/book pairs. We train the parameters in our model (CNN and CRF) on *Gone Girl*, and test our performance on the remaining 10 movies. In terms of training speed, our video-text model “watches” 1,440 movies per day and our sentence model reads 870 books per day. We also show various qualitative results demonstrating the power of our approach.

### 5.1. Movie/Book Alignment

Evaluating the performance of movie/book alignment is an interesting problem on its own. This is because our ground-truth is far from exhaustive – around 200 correspondences were typically found between a movie and its book, and likely a number of them got missed. Thus, evaluating the precision is rather tricky. We thus focus our evaluation on recall, similar to existing work on retrieval. For each shot that has a GT correspondence in book, we check whether our prediction is close to the annotated one. We evaluate recall at the paragraph level, i.e., we say that the GT paragraph was recalled, if our match was at most 3 paragraphs away, and the shot was at most 5 subtitled sentences away. As a noisier measure, we also compute recall and precision at multiple alignment thresholds and report AP (avg. prec.).

Results are shown in Table 5. Columns show different instantiations of our model: we show the leave-one-feature-out setting (∅ indicates that all features were used), compare how different depths of the context-aware CNN influence performance, and compare it to our full model (CRF) in the last column. We get the highest boost with a deeper CNN – recall improves by 10%, AP doubles. Generally, each feature helps performance. Our sentence embedding (SENT) helps by 5% while video-text embedding (VIS) helps by 4% in recall. CRF which encourages temporal smoothness generally helps, bringing additional 1%. Replacing our sentence embedding by mean-pooling over word2vec features [25] decreases recall by 3.2%. To evaluate our contextual model, we train a linear SVM that combines all similarity measures but ignores context (SVM). Compared with 1-layer CNN, SVM gets a slightly better AP but much worse recall, and our 3 layer CNN outperforms SVM by a large margin. We also show how a uniform timeline (UNI) performs on its own. That is, for each shot in the movie, we find the sentence at the same location (measured in lines) in the book. We plot the alignment for a few movies in Fig. 6.

### 5.2. Describing Movies via the Book

We next show qualitative results of our alignment. In particular, we run our model on each movie/book pair, and visualize the passage in the book that a particular shot in the movie aligns to. The results are shown in Fig. 4. We can also caption movies by matching shots to paragraphs in a corpus of books, shown in Fig. 4. Here we do not encourage a linear timeline (CRF) since the stories are unrelated, and we only match at the local, shot-paragraph level.

### 5.3. Book “Retrieval”

In this experiment, we compute alignment between a movie and all (test) 9 books, and check whether our model retrieves the correct book. We achieve perfect performance. Results for two movies are in Table 4, while Suppl. mat. shows results for all movies. Under each book we show the computed similarity. We use the energy from the CRF, and scale all similarities relative to the highest one (100). Interestingly, the second ranked book for *American Psycho* is *Cuckoo’s Nest*, both dark movies.

### 5.4. The CoCoBook: Writing Stories for CoCo

Our next experiment shows that our model is able to “generate” descriptive stories for images. In particular, we used the image-text embedding from [15] and generated a simple caption for an image. We used this caption as a query, and used our sentence embedding to find top 10 nearest sentences from our BookCorpus. We re-ranked these based on the 1-gram precision of non-stop words. We show the best sentence as well as 2 sentences before and after it in the book. Results are in Fig. 5. We are able to retrieve semantically meaningful *stories* to explain the images.

## 6. Conclusion

We explored a new problem of movie-book alignment. We proposed an approach that computes several similarities between shots and dialogs and sentences in the book. We proposed a novel sentence embedding trained unsupervised from a large corpus of books, used to compute similarities between sentences. We extended the image-text neural embeddings to video, and proposed a context-aware alignment...
Table 5: Performance of our model for movies in our dataset under different settings and metrics. UNI: uniform timeline, SVM: linear SVM trained to combine different similarities measures. The 1-layer CNN columns evaluate the leave-one-feature-out setting, where our sentence embedding is not used, VIS: our video-text embedding not used, SCENE: no hybrid-CNN [42] is used in video representation, INDICATES all features are used, BLEU: no BLEU sentence similarity measure is used, TF-IDF: no tf-idf sentence similarity measure, SENT:

Table 5: Performance of our model for movies in our dataset under different settings and metrics. UNI: uniform timeline, SVM: linear SVM trained to combine different similarities measures. The 1-layer CNN columns evaluate the leave-one-feature-out setting, where our sentence embedding is not used, VIS: our video-text embedding not used, SCENE: no hybrid-CNN [42] is used in video representation, PRIOR: no uniform prior is used. CNN-3 is a 3-layer context-aware similarity measure, and CRF is our full model that uses CNN-3 features.

model that takes into account all the available similarities. We showed results on a new dataset of movie/book alignments as well as several quantitative results that showcase the power and potential of our approach.

Figure 5: CoCoBook: We generate a caption for a CoCo image via [15] and retrieve its best matched sentence (+ 2 before and after) from a large book corpus. One can see a semantic relevance of the retrieved passage to the image.

Figure 6: Alignment results of our model compared to ground-truth alignment.
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