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Abstract— protecting confidential data became a challenge for all private and public organizations. According to Gartner report, the majority of data leakages in organizations are due to internal factors. Data Leakage Prevention Systems can protect monitor and identify the confidential data at-rest, in-use and in-motion. This paper presents a Data Leakage Prevention system, to prevent confidential data from leakages using the Term Based Confidentiality Detection Method. The proposed method consists of two phases: training and testing phase. The training phase identifies confidential terms from the documents and testing phase detects the confidentiality of the document.
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I. INTRODUCTION

Now a day’s modern enterprises depends on data sharing in both inside and outside the organization. Data sharing increased the data leakages [1]. The data which causes data leakages are SSN (social security numbers), medical records, organization financial information and trade secrets. In order to prevent confidential data from the leakages, organizations should focus on their internal hosts and network parameters. Organization security measures can also prevent confidential data from classic threats like viruses, Trojan horses, worms, D/DoS attack and intrusions. In addition organizations are required to meet the terms and regulations of the state and central government. Data leakage is defined as the accidental or unintentional distribution confidential data to an unauthorized entity [2]. In information security, identification of data leakage attack has become a critical issue for every organization [2]. Most of the data leakage attacks are caused from employees of the organization. Organization must keep a close monitor to secure their confidential data. Data Leakage Prevention (DLP) solution is one of the recent methodology and technical solution for confidential data security. Data leakage prevention solution provides security to the confidential data from the inside and outside the network. Content-aware DLP solution is a data leakage prevention solution that involves awareness of the content that is being protected. The content-aware DLP solution protects organizations from data leakage threats. Content-aware DLP solutions are able to read the entire content of the document and identify confidential data, including the text found in the organization’s documents. Content-aware DLP solutions detect and prevent the confidential data which is available in motion, in use and at rest [13].

II. RELATED WORK

Different types of DLP solutions are available in the market, some of the solutions protecting confidential data by providing tag to the data i.e. the organization documents are classified in to confidential and non-confidential with tags (confidential and non-confidential), if any employee in the organization sends a new document then identify the tag of the document. The document is blocked, when the document contains a confidential tag otherwise forwarded to the network. DLP solutions are categorized based on the state of the data. In a DLP the data is available in three states [3]: DAR(Data-At-Rest), DIU(Data-In-Use) and DIM(Data-In-Motion). DAR is defined as the whole amount of data available in the organization’s data centers. The following table represents the summary of the DLP solutions for Data-At-Rest.

| Category | Method | Proposed by, year | Issues | References |
|----------|--------|------------------|--------|------------|
| Misuse detection in Information retrieval system | User profiling based on query results and relevance feedback | Rebecca Cathey, Nazil Goharia n and David Grossma n,2003 | Requires huge amount of profiling | [4] |
| User profiling based on keyword in queries and search results(relevance feedback) | Ling Ma and Nazil Goharia n,2005 | Requires regular administrative references | [5] |

Table 1: SUMMARY OF THE DLP SOLUTIONS FOR DATA-AT-REST
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## Assigning privilege levels to users and security level to documents and monitoring user access to documents.

| Category                        | Method                                                                 | Proposed by, Year | Issues                                                                 | References |
|---------------------------------|------------------------------------------------------------------------|-------------------|------------------------------------------------------------------------|------------|
| Misuse detection in Database    | Using machine learning methods to detect abnormal access behavior by analyzing query syntax. | Sunu Mathew, Michalis Petropoulos, Hung Ngo, Shambhu Upadhyaya, 2009 | Proposes method work for static database i.e. no updates               | [8]        |
| Data hidden in files            | Awareness                                                              | Simon Byers, 2004 |                                                                        |            |
| Encryption and access control   | Encryption and access control.                                         | Imad M. Abbadi, Muntaha Alawneh, 2008 | Encryption can secure confidential                                     | [10]       |
|                                 | Application of selective encryption to provide selective access control to | Sabrina De Capitani, Di Vimerca, Sara Foresti, 2008 | Does not detect data leak                                              | [11]       |

DIU is the data that user is interacting. The following table represents the DLP solutions for DIU.

### Table 2. Summary of the dlp solutions for data-in-use

| Category                        | Method                                                                 | Proposed by, Year | Issues                                                                 | References |
|---------------------------------|------------------------------------------------------------------------|-------------------|------------------------------------------------------------------------|------------|
| Detecting Malicious Insiders using Honey pots | Web-based service generated and distributed decoy documents to registered users and monitors by activity associated with the honey tokens planted into them. | Brian M. Bowen, Shalom Herschkop, Angelos D. Keromytis and Salvatore J. Stolfo, 2009 | Produces overheard                                | [12]       |
| Insertion of a honey table into database which is able to attract malicious users | Antanas Čenys, Darius Rainys, Lukas Radvilavičius, and Nikolaj Goranim, 2020 | Honey table Creation |                                                                         |            |
| Distributes confidential data objects to several agents | Maya Bercovitch, Meir Renford, Lior Hasson Asaf, Lior Rokach and Yuval Elovici, 2011 | Limited to specific situations or scenarios. |                                                                         |            |

The data that is being transmitted through the network is called as Data in Motion (DIM). The following table presents the DLP solutions for DIM.

### Table 3. Summary Of Dlp Solutions For Protecting Data-In-Motion

| Category                        | Method                                                                 | Proposed by, year | Issues                                                                 | References |
|---------------------------------|------------------------------------------------------------------------|-------------------|------------------------------------------------------------------------|------------|
| Encryption and access control   | Encryption and access control.                                         | Imad M. Abbadi, Muntaha Alawneh, 2008 | Encryption can secure confidential                                     | [10]       |
|                                 | Application of selective encryption to provide selective access control to | Sabrina De Capitani, Di Vimerca, Sara Foresti, 2008 | Does not detect data leak                                              | [11]       |
It is observed that, the above all methods which are proposed for email leakage protection are suffered from a high false positive rate. In contrast to the above methods, we proposed a method to prevent confidential data from the leakages with low false positive. The proposed method “Term Based Confidentiality Detection Method” protects data in-motion and used content-based inspection for preventing data leakages. CoBAn (Context Based Analysis) method is taken up as a baseline method [18].

III. TERMBASEDCONFIDENTIALITYDETECTION

METHOD

Term Based Confidentiality Detection Method is a content-based confidentiality detection method which identifies the confidentiality of the test document based on the content of the document. This method classifies organizational documents into two classes: Confidential and Non-confidential by using the content of the document.

TBCDM consists of two phases: training and detection phase. During the training phase, clusters of documents with confidential terms are generated, in the detection phase, each tested document is assigned to clusters and its content are then matched to each cluster’s respective confidential terms to determine the confidentiality of the document.

The proposed method maintains the confidential and non-confidential documents separately and identifies the confidential data through confidential terms. Confidential terms serve as an initial indication of the presence of confidential content in the document. The proposed method uses language modeling technique for confidential terms identification.

Term based confidentiality detection method consists of two phases

1) Training phase and
2) Testing phase.

A. Training Phase

The objective of the training phase is to represent the confidential content of documents using the training repository. The training repository consists of both confidential and non-confidential documents of the organization.

The main operation in the training phase is language model creation. The language model is created separately for confidential clusters set and non-confidential clusters set. Language model consist of the following steps:

1. Document pre-processing
2. Unsupervised cluster creation
3. Confidential terms detection

a) Document Pre-processing

In general the document repository is not available in understandable format; with the help of data pre-processing the document repository is converted into understandable format [21].

b) Unsupervised Cluster Creation

To find the confidentiality of a document, we need to identify the various subjects represented by organization documents. Unsupervised learning is a type of machine learning algorithm used to draw inferences from datasets consisting of input data without labeled. The most common unsupervised learning method is cluster analysis [22].
For cluster Creation, the content of the every document is represented as a vector using TF-IDF (Term Frequency-Inverse Document Frequency). In information retrieval, TF-IDF is a numerical statistic that is intended to reflect how important a word is to a document in a collection[20].

TF-IDF (term) = TF (term) * IDF (term).

Where TF is the term frequency of a term in a document and IDF is the inverse document frequency of a term.

After TF-IDF calculation of each document in the training repository, the next step is to generate confidential and non-confidential clusters. For cluster creation K-means unsupervised algorithm with cosine measure as the distance function is used.

c) Confidential Terms Detection

The objective of the confidential terms detection method is to identify the terms, which indicate with a high probability in a confidential cluster and low probability in a non-confidential cluster, we referred these terms as confidential terms [23]. The Confidential terms have two purposes:

- They serve as initial indicators of relevant content; and
- They help to find context terms.

Our first aim is to find the terms with a high probability of appearing in confidential documents and a low probability of appearing in non-confidential documents. In order to find the confidential terms, performs two operations:

1. Probability calculation of each term in confidential and non-confidential clusters (CR, NR).
2. Confidential score calculation for each term of CR

1) Probability Calculation

The probability of a term indicates the occurrences of a term in the cluster [83]. The higher the probability of a term indicates the more occurrence of the term in the cluster. Calculate the probability of each term available in the confidential and non-confidential clusters using the following formula,

\[ p_{tm}(t/c) = \frac{n_{tm}}{N_{t,c}} \]  \hspace{1cm} (1)

Where \( p_{tm}(t/c) \) is the probability of a term t in cluster C, t is a term frequency of a term t in a cluster C and N (t, c) is the total number of terms in C. If a cluster appears more than one time then add all the probabilities of a term and maintain only one probability.

Once the probability calculated for all terms of confidential and non-confidential clusters, calculate confidential score for each term of CR.

2) Confidential Score Calculation

To calculate the confidential score of a term we need two inputs: Confidential clusters with term probabilities (CR_{LM}) and Non-confidential clusters with term probabilities (NR_{LM}). In order to find the occurrence of a term in non-confidential and evaluating its effect towards confidentiality can be measured by finding similar Non-Confidential clusters to a corresponding confidential cluster. The term occurrence and its weight among similar non-confidential documents can be measured in one of the following three ways. Three methodologies are proposed for finding the confidentiality of a term.

1. In method I, the combined effect of a term occurrence in non-confidential clusters compared to term occurrence in a confidential cluster is considered. Hence, the sum of all probability of occurrence of a term in non-confidential is considered because if the term appears in more than one non-confidential cluster its combine effect on confidentiality is less.
2. In method II, the average effect of a term occurrence in all non-confidential clusters compared to the term occurrence in a confidential cluster. For this reason the average of all probability of occurrence of a term in non-confidential is considered.
3. In method III, the effect of a term occurs maximum in non-confidential clusters that are similar to confidential cluster is considered. Hence the maximum occurrence of a term out of all probability occurrence of that term in non-confidential cluster compared to confidential cluster is considered.

Method I: Confidentiality of a term is measured in terms of term probability of occurrence in confidential documents divided by the summation of term probability of occurrences in all similar non-confidential clusters.

\[ confidential \_ score(t) = \frac{p_{t/cr}}{p_{t/nr1} + p_{t/nr2} + p_{t/nr3} + \ldots + p_{t/nrn}} \]  \hspace{1cm} (2)

Where Cr is the analyzed confidential cluster, is the probability of a term t in Cr, nr is the non-confidential cluster that is similar to Cr and \( p_{t/nrn} \) is the probability of a term t in nr.

Let \( p_{t/cr} = p_{cr} \) \hspace{1cm} (3)

\[ p_{t/nr1} = p_{nr1}, \; p_{t/nr2} = p_{nr2} \]

\[ p_{t/nr3} = p_{nr3}, \ldots, p_{t/nrn} = p_{nrm} \] \hspace{1cm} (4)

Using eq. (3) and eq. (4)

\[ confidential \_ score(t) = \frac{p_{cr}}{p_{nr1} + p_{nr2} + p_{nr3} + \ldots + p_{nrm}} \] \hspace{1cm} (5)

Method II: The confidentiality of a term is measured in terms of term probability of occurrence in confidential documents divided by an average of term probability of occurrence in all non-confidential clusters that are similar to a corresponding confidential cluster.

\[ confidential \_ score(t) = \frac{p}{\sum_{i=1}^{n} p_{nri}} \] \hspace{1cm} (6)
confidential_score(t) =
\frac{p\left(\frac{t}{cr}\right)}{p\left(\frac{t}{nr1}\right) + p\left(\frac{t}{nr2}\right) + p\left(\frac{t}{nr3}\right) + \ldots + p\left(\frac{t}{nm}\right)}
\tag{7}

Where Cr is the analyzed confidential cluster, \( p\left(\frac{t}{cr}\right) \) is the probability of a term t in Cr, nr is a non-confidential cluster that is similar to Cr, \( p\left(\frac{t}{nr}\right) \) is the probability of a term t in nr and N is the number non-confidential clusters that contain term t. Using eq. (3) and eq.(4)

\text{confidential_score(t)} = \frac{p_{cr}}{p_{n1} + p_{n2} + p_{n3} + \ldots + p_{nm}} \tag{8}

\text{confidential_score(t)} = \frac{N}{N + p_{cr}} \tag{9}

\text{confidential_score(t)} = \frac{p\left(\frac{t}{cr}\right)}{\text{Max}[p\left(\frac{t}{nr1}\right), p\left(\frac{t}{nr2}\right), p\left(\frac{t}{nr3}\right), \ldots, p\left(\frac{t}{nm}\right)]} \tag{10}

\text{Method III: Confidentiality of a term is measured in terms of term probability occurrence in confidential documents divided by maximum value of term probability occurrence of a term t in all similar non-confidential clusters.}

\text{confidential_score(t)} = \frac{p_{cr}}{\text{Max}[p_{n1}, p_{n2}, p_{n3}, \ldots, p_{nm}]} \tag{11}

Comparison of three methods:

Considering Method I and II,

\text{confidential_score(t)} = \frac{p_{cr}}{\sum_{i=1}^{n} p_{ni}} \tag{12}

In Method III,\n
\text{confidential_score(t)} = \frac{p_{cr}}{\text{Max}[p_{n1}, p_{n2}, p_{n3}, \ldots, p_{nm}]} = p_j \tag{13}

From the above observations(eq.(13) and eq. (15),When method I is compared with method II and method III , the method II and method III results in high confidential score hence results in more FPR than method I. So, for further research evaluation Method I is chosen as a proposed method for confidential score calculation.

B. Testing Phase

The main objective of the detection phase is to detect the confidentiality level of the test document in terms of a score [84]. In order to find the confidential score of the tested document, apply data pre-processing steps, transformed into TF vector format, find the similar confidential clusters and calculate the confidentiality value of the test document.

Testing phase consists of the following steps:
1. Assign the test document to a relevant confidential cluster: The purpose of this step is to identify which of the confidential clusters to be used to determine the confidentiality level of the tested document. This is done by using the cosine similarity measure (as discussed in section 3.3.2.3); all the confidential clusters whose similarity is greater than a predefined threshold are selected.

2. For each of the similar cluster, identify all the confidential terms that appear both in the tested document and clusters.

   Scan the text of the test document and identify the terms that appeared both in test documents and similar clusters. Consider the terms of similar clusters, whose score is greater than 1 to be included in the document’s confidentiality calculation.

3. Calculate the document’s confidentiality score.

   For each similar cluster, calculate the score by summing up the scores of all the confidential terms. If more than one similar clusters available then the confidentiality of the tested documents is calculated by a summation of scores of all the similar clusters.

   \[
   \text{Confidentiality value (similar cluster)} = \text{summation of scores of all confidential terms that appear both in the tested document and similar cluster.}
   \]

   \[
   \text{Confidentiality value (tested document)} = \text{summation of all similar clusters score.}
   \]

4. Determine whether the document is confidential.

   If the confidentiality value of the tested document is above the threshold then that document marked as a confidential and it is blocked.

C. Algorithms

This section presents different algorithms used for the proposed method. Training phase and Detection phase algorithms are the two main algorithms in the proposed method.

a) Training Phase Algorithm

The training phase algorithm is to create confidential clusters with confidential terms by taking confidential, non-confidential documents as input.

**Training phase algorithm**

**Input**

1. List of confidential documents
2. List of non-confidential documents

**Output**

CTR – List of confidential clusters, each cluster with confidential terms and their scores.

**Steps:**

1: \( \text{CD} \leftarrow \text{Read set of confidential documents} \)
2: \( \text{ND} \leftarrow \text{Read set of non-confidential documents} \)
3: \( T \leftarrow \text{Read confidential score threshold value} \)
4: Perform clustering on confidential documents with K-means unsupervised clustering algorithm and assign set of confidential clusters to CR
   
   // CR is a list of confidential clusters
5: Perform clustering on non-confidential documents with K-means unsupervised clustering algorithm and assign set of confidential clusters to NR
   
   // NR is a collection of K non-confidential clusters

b) Confidential Score Calculation of a Term

This algorithm is to identify the terms which are having high probability in confidential documents and low confidentiality in the non-confidential documents.

**Input:**

1. List of confidential clusters with probability values.
2. List of non-confidential clusters with probability values.
   
   \( \text{Score calculation threshold} \)

**Output:**

CTR - Set of clusters, each with confidential terms and their scores.

**Steps:**

1: \( \text{CR}_{LM} \leftarrow \text{read set of confidential clusters with probability} \)
2: \( \text{NR}_{LM} \leftarrow \text{read set of non-confidential clusters with probability} \)
3: \( \text{TR} \rightarrow \text{initialize similarity threshold} \)
4: For each cluster \( \text{Cr} \) in \( \text{CR}_{LM} \)
   
   \( \text{NSR}_{LM} \rightarrow \text{Find Non-confidential clusters whose cosine similarity to CR is above TR} \)
   
   Term is available in a more than one similar cluster, add probabilities and maintain one probability for a term.
   
   For each term \( t \) in \( \text{Cr} \)
   
   Calculate Confidential Score \( (t) \) \( / t \) available in C
   
   // term not available in non-confidential clusters
   
   Confidential Score \( (t) = 0.01 \)
   
   If score greater than 1
   
   \( \text{CTR} \ [\text{CR}] \leftarrow \text{CTR} [t] \)
   
   \( \text{CTR} [\text{CR}] \leftarrow \text{score} [t] \)
   
   // CTR is a set of confidential clusters, each with confidential terms and their scores
c) Testing Phase Algorithm

The testing phase algorithm is to find the confidentiality of the test document in terms of score. If score greater than a predefined threshold then consider that test document is confidential otherwise non-confidential.

Algorithm

Input:
1. The test document whose confidentiality we wish to determine
2. Set of confidential term clusters
3 Confidentiality threshold to determine the confidentiality of the tested document
4. Similarity threshold to detect the similar clusters

Output:
Conf-score – represents the confidentiality (yes/no) of the tested document

Steps:
1: Read test document D
2: Read confidential clusters, CTR
3: Read confidential score threshold, Tc
4: Read similarity threshold, Tr
5: Initialize Conf_score = 0
6: For each cluster CR CTR
   Cosvalue ← similarity between D and CR
   If (cosvalue>Ts)
      add CR to p as a similar cluster // p is a set of similar clusters
   End if
End for
7: For each cluster CR∈p
   Initialize score = 0 // score of a cluster CR
   Find all terms that appear both in D and CR and assign to M
   For each term t∈M
      Score = score + score (t)
   End for
   Conf_Score= Conf_score+score
End for
8: If (Conf_score > Tc)
   Test document marked as a confidential
Else
   Test document marked as a Non-confidential
End if

D. Evaluation of TBCDM

This section presents the evaluation of the Term Based Confidentiality Detection Method (TBCDM) using Reuters and Enron email dataset.

A. Evaluation of TBCDM using Reuters News Article Dataset

Experimental results of the proposed method using Reuters news article dataset are presented in this section[24].
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