The role of priming in grammatical acceptability judgements for native versus non-native speakers: Effects of intelligibility
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Abstract

Comprehenders frequently need to adapt to linguistic variability between talkers and dialects. Previous research has shown, given repeated exposure to quasi-grammatical structures, comprehenders begin to perceive them as more grammatical (Luka & Barsalou 2005, Luka & Choi 2012). We examined whether grammatical acceptability judgements differ for native versus non-native speech. In an exposure phase, native English speakers listened to, retyped, and rated the grammaticality of quasi-grammatical sentences (e.g., What Emily is thankful for is that she is here) spoken by a native or non-native speaker. In a subsequent test phase, participants rated additional sentences, some of which had the same structure as exposure sentences. Participants rated native-accented sentences as more grammatical, demonstrating a role for talker identity in perceptions of grammaticality. Furthermore, structures previously heard during the exposure phase were rated as more grammatical than novel unprimed structures, but only for the native speaker. Subset analyses suggest this effect is driven by speaker intelligibility, which holds implications for communication between native and non-native speakers.

Introduction

Even within the same language, syntax can vary from one dialect or idiolect to another [1–9]. This variability could pose a challenge for comprehenders insofar as many theories of language processing propose comprehension partially relies on prior experience with the distribution of syntactic structures within language input [10–12]; thus, variability across dialects could render previous experience useless or even misleading. Nevertheless, previous research suggests that comprehenders can adapt to unfamiliar syntactic constructions [13–17].

The present study investigated whether the propensity for comprehenders to adapt to unfamiliar constructions is reduced when listening to a non-native versus a native speaker. We further contrast two theories that might give rise to such a reduction: (a) comprehenders’ expectation that grammatical incorrectness is more prevalent in non-native speech than in native speech or (b) non-native speech is less intelligible than native speech. One view of
comprehenders’ adaptation to unfamiliar constructions holds that it is a form of implicit learning about the linguistic environment [13–15]. Under this account, participants may less readily adapt to syntactic structures of sentences spoken by a non-native speaker because they expect non-native speakers to make more syntactic errors [18, 19] and thereby be a less informative source about the linguistic environment than native speakers. On the other hand, if the reduced intelligibility of non-native speech is the driving force behind reduced adaptation to non-native speech [20, 21], we should expect equivalent adaptation to both speaker types once intelligibility is equalized.

**Structural priming and adaptation**

The variability of syntax across dialects poses a challenge for comprehenders when they are prompted to interpret an unfamiliar structure. However, several experiments have provided evidence that people are able to adapt their syntactic processing to unfamiliar structures, despite having little to no prior experience with them.

First, past research tested the online processing of syntactic constructions specific to particular dialects, such as the *needs/wants/likes* + Past Participle (V-en) construction [3–5, 22], to find that readers unfamiliar with these constructions initially process them slowly but come to process them more quickly with repeated exposures [16, 17, 23], making their reading patterns more like native users of the construction [15].

Second, and most relevant to the present study, Luka and colleagues [13, 14] investigated the perceived grammaticality of novel or quasi-grammatical structures such as (1) and (2) below. In Luka and Choi [14], participants who were exposed to a new sentence construction (1) during an exposure phase would later judge a different sentence with the same structure (2) as more grammatical than when they lacked such exposure. Indeed, even a single exposure to a similar or identical sentence structure was sufficient to increase a participant’s perception of grammaticality. This effect persisted even after a 48-hour delay between initial exposure to new syntactic structures and a later test (Experiments 1 and 2). Moreover, an effect was still found after 7 days, with larger effects found for more novel sentence structures than common syntactic patterns (Experiment 3). While these quasi-grammatical structures are not dialectally conditioned, they represent plausible “less-than-perfect” structures that comprehenders may be likely to encounter, suggesting a broader role for syntactic adaptation.

1. The wizard acquired from the gnomes three small vials that contained herbal potions.
2. Mr. Stratacelli purchased from us a violin case that concealed automatic weapons.

The propensity of comprehenders to adapt to unfamiliar sentence structures may be related to the more general phenomenon of **structural priming**, which is the tendency of exposure to a particular syntactic structure to facilitate subsequent processing of similar structures [24–26]. At least two different mechanisms have been proposed to explain structural priming as it connects to syntactic adaptation [27]. One possibility is that structural priming reflects short-term, residual activation of a recently processed syntactic structure, making it more accessible and likely to be used again [28]. Another is that structural priming is a form of long-term, implicit learning about the type of syntactic structures one should expect to encounter in the linguistic environment [14, 27, 29]. Some evidence suggests that structural priming is influenced by non-native accent [30, 31]; however, the precise influence of accent on structural priming and adaptation apart from social factors such as speaker identity, intelligibility, and perceived speaker knowledge varies across studies.
Processing non-native speech

Until recently, most studies of structural adaptation and structural priming—like those of spoken language comprehension in general—have focused on comprehension of native speech or text. Regardless, comprehenders often need to understand the speech of individuals who are not native speakers of their language [32]. Non-native speech differs from native speech in several systematic ways, including slowed speech rate [33], altered stress patterns [34], systematic phoneme deviations [35], varying degrees of proficiency, and is, most critically for our current purposes, more likely to contain anomalous syntax [20, 21].

Here, we examine whether adaptation to quasi-grammatical structures differs for native—as compared to non-native—speech. This comparison is of interest for two reasons. First, in some theories of language processing [36–38], communication is effective and efficient in part because of interlocutors' ability to rapidly align with (i.e., adapt to) each other. If comprehenders adapt differently to non-native speech or do not adapt at all, it could entail practical consequences for communication with non-native speakers, such that interlocutors would be unlikely to achieve linguistic alignment as easily [39, 40]; and would in turn communicative less effectively.

Second, shedding light on how non-native speech is processed can inform our understanding of language processing more generally. Existing accounts of structural priming make competing predictions on how it might differ for non-native speech. One view holds that it reflects short-term activation of structural representations [28], such that listeners that correctly comprehend the non-native speech would plausibly show equivalent structural priming because the same structural representations are ultimately being activated. A contrasting view [41] suggests that structural priming reflects a form of implicit learning about what syntactic structures should be expected in the linguistic environment. Given that non-native speech is both more error-prone and variable than native speech [34, 42], it is a less reliable source of information about which syntactic structures should be expected in the future. Therefore, if structural priming reflects implicit learning, comprehenders may show reduced adaptation (i.e., reduced learning) to non-native speech.

Prior evidence suggests comprehenders may process native and non-native syntax differently. Hanuliková, Alphen, Goch, & Weber [18] examined how speaker identity modulates processing of gender agreement errors using event-related potentials (ERPs). Specifically, they examined the P600 component, which often occurs in response to a syntactic violation, a non-preferred syntactic structure, or a complex syntactic structure [43, 44]. A P600 response was observed when gender-agreement violations were spoken by a native speaker, but not when the same violations were produced by a speaker with a non-native accent. This difference was hypothesized to be driven by comprehenders’ contrasting expectations for native versus non-native speaker grammaticality, wherein they expect native speakers will avoid making grammatical mistakes while non-native speakers will make syntactic mistakes more frequently. The P600 response seems to originate from a deviation of expectation established when listening to a native speaker make an uncommon grammatical mistake. Since comprehenders may expect more mistakes from non-native speakers, the P600 response might not be elicited because the speech does not deviate from their expectations. Similar results were obtained by Seifeldin, Cantor, Boland, & Brennan [45], suggesting speaker identity modulates expectations of syntactic structure. They focused on copula deletion, a feature of African American English (AAE) and not standard English [46]. When three speakers—an AAE speaker, a White Standard speaker, and an Indian-accented speaker—used sentences including copula deletion, the White Standard speaker elicited a P600 response, whereas the AAE and Indian speakers did not. This result shows that identifying a speaker with the use of non-standard speech leads to
lowered expectations they will use standard syntax. Finally, Squires [47] showed that comprehenders can prime to standard and non-standard grammatical structures, with short-term syntactic priming depending solely on linguistic information, while longer-term lexical repetition hinges on both linguistic information and the sociolinguistic cues of the speaker.

Present study

Our present study investigated differences in how listeners evaluate dialectal variants in grammar when attending to speech by a native versus non-native speaker using an adaptation of the paradigm introduced by Luka and Choi [14]. In an initial exposure phase, participants listened to and retyped quasi-grammatical sentences spoken by a native or a non-native speaker. In a later test phase, participants encountered new tokens of the primed constructions, as well as other (unprimed) unfamiliar constructions, and rated them for grammaticality.

Thus, unlike in conventional structural priming tasks, which measure priming using immediate language production or measured reading times (for review, see [25]), our task measures perceived grammaticality as assessed by grammaticality ratings. Since this may or may not reflect the same mechanism underlying structural priming, we will refer to any observed effect of previous exposure to structure as an effect of priming. Note that, when we refer to an effect of priming throughout this paper, we intend to use it to describe an empirical pattern and not a specific mechanistic claim about cognitive processing (unless otherwise specified).

Following the conventional logic of linguistic priming studies (e.g., [48]), our key comparison was how ratings on the target item in the test phase were affected by the experimental manipulation of the prior context—whether participants had encountered a previous (prime) token of the same structure or not. We predicted that overall, participants would rate constructions they had been previously exposed to as more grammatical than structures to which they had not previously been exposed, effectively showing an effect of priming (and conceptually replicating Luka & Choi [14]). Our critical—and novel—question was whether comprehenders would show a reduced or eliminated effect of structural priming for non-native speakers.

Further, if comprehenders prime less from non-native speakers because they regard non-native speakers as less informative about the linguistic environment (i.e., an implicit-learning account) we should see a difference in ratings of native vs. non-native talkers even when considering only accurately understood sentences. On the other hand, if non-native speech reduces the effect of priming because of diminished intelligibility, then the effect of priming should be equivalent once we condition on successful comprehension. Of course, these accounts are not mutually exclusive—intelligibility and implicit learning may each contribute to differences in the effect of priming.

Method

Participants

This research was approved by the University of Pittsburgh Institutional Review Board under the protocol number PRO17090487. Participants provided online consent on Qualtrics (Qualtrics, Provo, UT) before taking the study. Seventy-five participants were recruited from the undergraduate subject pool at the University of Pittsburgh and received partial course credit for their participation. After removing participants who were not native English speakers \((n = 9)\) and who took excessive time on the filler task \((n = 1)\), analyses were conducted on data from 65 participants. All participants were at least 18 years of age (35 female and 30 male) and native English speakers. A small number of trials (17 total) were lost from two participants due to a data recording error. No other trials were removed before analysis.
Materials
This study consisted of 90 English sentences, provided by Dr. Barbara Luka at Binghamton University ([14]; see stimuli and data at https://osf.io/5693g/). The sentences were selected on the basis of the previous norming done by Bard College undergraduates, who rated their grammaticality on a 7-point Likert scale ranging from Ungrammatical to Very Grammatical. Sentences were selected to be quasi-grammatical (i.e., of moderate grammatical acceptability). To supplement the grammaticality norms of Luka and Choi [14] with data from our own participant population, we conducted norming with a sample of 40 University of Pittsburgh undergraduates who did not participate in the main experiment. Participants assigned grammaticality ratings to written sentences in a random order. We conducted this norming study on written sentences to obtain ratings of the sentences that were not influenced by characteristics of the speaker. The mean grammaticality rating was 4.75 \((SD = 0.63)\), which verifies that these sentences are perceived as moderately grammatical.

Subsequently, we recorded a spoken version of each stimulus sentence. Sentences were read aloud and recorded exactly as written by both a native and a non-native speaker of English. At the time of recording, our native speaker was a 31-year-old female who spoke American English; our non-native speaker was a 51-year-old female who was a native speaker of Romanian and started learning American English at the age of 26. All 90 sentences were read by both speakers and the assignment of sentences to speakers was counter-balanced across four conditions. Each participant was randomly assigned to one of four experimental conditions (see Table 1).

Design
Four experimental lists were created (Table 1). Each list included an Exposure phase and a Test phase. In the Exposure phase, participants listened to and rated 30 sentences of varying sentence structures and normative grammaticality. Of these sentences, 15 were spoken by the native speaker and 15 by the non-native speaker, presented in a blocked design. In the Test

| Table 1. Experimental design. | Version 1 | Version 2 |
|---|---|---|
| **Exposure Phase** | **Exposure Phase** | |
| Prime: A–Native | Prime: A–Non-Native |
| Prime: B–Non-Native | Prime: B–Native |
| **Test Phase** | **Test Phase** | |
| Primed: A–Native | Primed: A–Non-Native |
| Primed: B–Non-Native | Primed: B–Native |
| Unprimed: C—Native | Unprimed: C—Non-Native |
| Unprimed: D—Non-Native | Unprimed: D—Native |
| **Version 3** | **Version 4** | |
| **Exposure Phase** | **Exposure Phase** | |
| Prime: C–Native | Prime: C–Non-native |
| Prime: D–Non-native | Prime: D–Native |
| **Test Phase** | **Test Phase** | |
| Primed: C–Native | Primed: C–Non-native |
| Primed: D–Non-Native | Primed: D–Native |
| Unprimed: A–Native | Unprimed: A–Non-native |
| Unprimed: B–Non-Native | Unprimed: B–Native |

https://doi.org/10.1371/journal.pone.0275191.t001
phase, participants rated a further 60 sentences for their perceived correctness (30 per speaker). For each speaker, these included 15 Primed and 15 Unprimed sentences. Sentences in the Primed condition shared the same grammatical structure as a single sentence from the Exposure sentence. Each yoked prime-target pair consisted of a different grammatical structure. Prime and target pairs contained no content words in common. Sentences in the Unprimed condition consisted of a heterogeneous mix of grammatical structures that had not been encountered anywhere else in the experiment. Therefore, the only time participants were exposed to a repeated structure was between the Exposure and Primed conditions, and that repetition only occurred within speaker conditions. For example, if a participant heard the sentence “Phil extended the injunction to Bruce” in the Exposure phase, the yoked Primed sentence was “The court conceded the claims to the plaintiff” while there would be no Unprimed sentence with the same structure for that participant.

Across lists, we counterbalanced (a) the order of the native versus non-native speaker, (b) the assignment of sentences to speaker, and (c) the assignment of sentences to the primed versus unprimed condition (see Table 1). Thus, any differences between speakers and any differences between the Primed and Unprimed conditions were fully de-confounded from order of presentation and sentence content.

Our focus in this design was comparing ratings of the target sentences in the Test phase as a function of the experimental prime manipulation—whether or not there had been a corresponding yoked Prime in the Exposure phase.

**Procedure**

The experiment was administered through the survey platform Qualtrics. Participants were instructed that the study was designed to increase our understanding of how individuals perceive variation in grammatical correctness. In total, the experiment consisted of three parts: 1) the Exposure phase, 2) a buffer task, and 3) the Test phase.

During the Exposure phase, participants listened to audio files of sentences spoken by either a native or non-native speaker of English. After listening to each audio file, participants retyped the sentence they heard in a response box. This re-typing procedure was included both to ensure that participants listened to the Exposure sentences and, most critically, to acquire a measure of participants’ immediate comprehension, which allowed us to test one of our questions of interest: Are any potential differences in grammaticality ratings given to native versus non-native speakers driven by the intelligibility of the speech?

Immediately after listening to and retyping a sentence, participants indicated the perceived grammatical correctness of the sentence on the provided Likert scale, ranging from 1 (Ungrammatical) to 7 (Highly Grammatical). Participants were given two examples of how this rating system would apply to sentences shown during the study. One example was an ungrammatical sentence which participants were told deserves a rating of 1 (“For that the world is flat to be widely figured is unthinkable”), while the other example was a well-formed grammatical sentence which deserves a rating of 7 (“Keep doing that and you’ll need glasses”). Participants rated 30 sentences (15 from the native speaker and 15 from the non-native speaker).

Following the Exposure phase, a mental rotation task [49] was used as a buffer before the Test phase. This task consists of identifying the final rotational position of 48 different three-dimensional objects of a two-alternative forced choice task. On average, participants took approximately 13.6 minutes to complete the distractor task (SD = 17.47).

For the Test phase, participants rated the perceived grammatical correctness of 60 sentences, where 30 were spoken by the native speaker and 30 were spoken by the non-native
speaker. Throughout the entire Test phase, participants were no longer required to retype the sentences.

Following the Test phase, participants answered five Likert-scale items probing their perception of each speaker (“How similar to you did you find the speaker?”, “What do you think the education level of this speaker is?”, “How intelligent did you perceive this speaker to be?”, “How friendly did you think this speaker was?”, “How well does this speaker know English?”). Each participant answered all five items for both speakers in the order presented above. These items primarily served as a manipulation check to verify that participants perceived the two speakers as differing in their level of English knowledge or fluency. Also, since the perception of a speaker on dimensions such as friendliness and similarity has been shown to moderate adaptation effects [50], we could also test whether any observed effect of exposure to structures can be uniquely attributed to language proficiency or additional differences between other talker attributes.

Results

Perception questionnaire

Within-subject paired-sample t-tests were administered for each of the five questions of the perception questionnaire (see Fig 1). The native speaker was rated significantly higher on the questions “How similar to you did you find this speaker?” \((t(64) = 10.35, p < 0.0001)\), “What do you think the education level of this speaker is?” \((t(64) = 2.48, p < 0.05)\), and especially “How well does this person know English?” \((t(64) = 16.74, p < 0.0001)\). The speakers did not significantly differ on the questions, “How friendly did you perceive this speaker to be?” \((t(64) = 0.63, p = 0.53)\), and “How intelligent did you find this speaker to be?”, \((t(64) = 0.86, p = 0.39)\). Overall, these results indicate that our native-speaker participants perceived the

![Fig 1. Mean perception ratings as a function of speaker type. Error bars represent standard error.](https://doi.org/10.1371/journal.pone.0275191.g001)
non-native speaker as less knowledgeable of English, which supports the validity of our manipulation. (We examined whether any of these speaker perception ratings mediated the effect of speaker on grammaticality ratings and found no evidence for a mediational relationship.)

**Primary analysis**

A linear mixed-effects regression analysis was conducted to examine how grammaticality ratings were influenced by the Speaker Type and Prime Type conditions. All data were analyzed in R using linear mixed effects regression models with the *lme4* [51] and *emmeans* packages [52]. In all models, the maximal random effects structure was initially tested as per [53] and then reduced by removing the least influential random effects until the model reached convergence.

The final model included fixed effects of Speaker Type [Native, Non-Native], Prime Type [Exposure, Primed, Unprimed], standardized normative grammaticality rating (from the norming study above), and an interaction term for Speaker Type x Prime Type. As a reminder, the Exposure phase occurred first and consisted of listening to primes from each speaker in turn. Then, in the Test phase, participants were exposed to Primed and Unprimed sentences from each speaker. Each of the Primed sentences were yoked to the specific structures that were heard in the Exposure phase, while the Unprimed structures were unique, only showing up in the Unprimed condition. We thus coded Prime Type using two orthogonal contrasts to test (a) differences between the Exposure phase and the Test phase (collapsed across Primed and Unprimed trials) in order to capture any effect of serial order on grammaticality ratings and (b) critically, difference between Primed versus Unprimed trials in the test phase in order to capture the effect of previous exposure to structures on grammaticality ratings (in other words, an effect of priming). Speaker Type was sum-coded. The random effects structure was near-maximal and included by-Subject and by-Item random intercepts, random subject slopes of Speaker Type and Prime Type, and random item slopes of Speaker Type.

Table 2 presents the results of the linear mixed-effects model, and the first panel in Fig 2 presents the estimated marginal means. There was a main effect of Speaker Type, with the Native speaker rated higher on average than the Non-Native speaker ($B = 0.42, p < 0.001$), meaning that when participants heard sentences spoken by the Native English speaker, they perceived them as more grammatical overall, despite the Non-Native speaker having spoken the same sentences. There was a marginal increase in ratings between the Exposure and Test phases as evidenced by the Exposure versus Test contrast ($B = 0.24, p = 0.05$), and this effect significantly interacted with Speaker Type ($B = -0.41, p < 0.05$) such that this increase from Exposure to Test is larger for the Non-native speaker (see Fig 2).

Our primary interest was in the effect of a previous exposure to set of structures on grammaticality ratings, which is encoded in our model as the Primed versus Unprimed contrast.

Table 2. Linear mixed-effects regression results for model of all trials (N = 65, obs = 5833).

|                      | B    | SE   | t     | p    |
|----------------------|------|------|-------|------|
| Intercept            | 4.88 | 0.09 | 50.65 | <.001|
| Speaker Type         | 0.42 | 0.1  | 4.07  | <.001|
| Exposure v. Test     | 0.24 | 0.12 | 1.95  | 0.052|
| Primed v. Unprimed   | 0.06 | 0.05 | 1.12  | .26  |
| Normed Rating        | 0.44 | 0.04 | 9.45  | <.001|
| Speaker * Exposure v. Test | -.41 | 0.16 | -2.46 | <.05 |
| Speaker * Primed v. Unprimed | 0.20 | 0.09 | 2.03  | <.05 |

https://doi.org/10.1371/journal.pone.0275191.t002
The main effect of the Primed versus Unprimed contrast was not significant (\( B = 0.06, p = 0.26 \)), indicating that, collapsing across Speaker Type conditions, an effect of previous exposure was not present. However, the interaction between Speaker Type and the Primed versus Unprimed contrast was significant (\( B = 0.20, p < 0.05 \)), reflecting the fact that the difference between the Primed and Unprimed condition is larger in the Native speaker condition than the Non-Native speaker. In other words, the effect of previous structural exposure on grammaticality ratings appears to be contingent on Speaker Type, which is consistent with our hypothesis.

To further examine the difference in adaptation between speakers, we ran separate linear mixed effects models on subsets of the data that only included either speaker type. These models contained a fixed effect of Prime Type with the same contrasts described above. For the Native speaker model, we found a significant effect of Primed versus Unprimed trials (\( B = 0.16, p < 0.02 \)) and no difference between the Exposure and Test phase (\( B = 0.04, p = 0.72 \)). The Non-Native speaker model showed no difference between the Primed and Unprimed trials (\( B = -0.04, p = 0.59 \)), but a significant difference between the Exposure and Test trials (\( B = 0.44, p < 0.01 \)). Taken together, these results suggest that the effect of previous structural exposure only resulted in increased grammaticality ratings in the native speaker condition, consistent with our hypothesis. However, there is also evidence for more general adaptation to the non-native speaker.

**Comparison of exposure and test phases**

Given our experimental design, the difference between Primed and Unprimed ratings is the most direct test of whether previous exposure to structures leads to increased grammaticality
ratings of those structures. This conclusion holds because the test sentences were kept constant and the Primed and Unprimed conditions were manipulated (and counterbalanced with sentence identity across participants), making this a true experimental design.

Another comparison of interest, however, is between the grammaticality ratings from the Exposure to Primed conditions. Such an increase in ratings between the experimental phases would be consistent with a syntactic adaptation effect, given that one might expect participants should rate a structure as more grammatical upon hearing it a second time. To test for this second feature of syntactic adaptation, we ran linear mixed-effects models for each speaker (Native or Non-native) individually. The models contained a treatment-coded fixed effect of Prime Type referenced to the Primed condition and standardized normative grammaticality rating. Having the Primed condition as the reference level gives two contrasts: Primed vs. Unprimed (as in the previous analysis) and Primed vs. Exposure, such that negative effects for both contrasts indicate that the ratings of the Primed condition are higher. For the native speaker, the effect of Primed vs. Unprimed was significant ($B = -0.16, p < 0.05$), again demonstrating an effect of previous exposure to structure on grammaticality ratings. The Primed vs. Exposure contrast was negative (indicating an increase from Exposure to Primed) but not significant ($B = -0.12, p = 0.27$). For the Non-native speaker, the Primed vs. Unprimed contrast was not significant ($B = 0.04, p = 0.60$), but the Primed vs. Exposure contrast was significant ($B = -0.43, p < 0.05$).

These results might suggest that the initial Exposure phase led to increased grammaticality ratings of Primed sentences for the Non-native speaker only, and not for the Native speaker. However, unlike the comparison of Primed versus Unprimed items within the Test phase, the comparison between the Exposure and Test phases is—by necessity—affecting by the confounding with serial position within the experiment. For example, participants’ sensitivity to grammaticality, or their overall grammaticality ratings, may vary as a function of fatigue or practice with the task. (One other limitation of this analysis is that we do not have retype accuracy for either of the Test phase conditions (Primed and Unprimed), so no sentences from these conditions can be removed on the basis of their retype accuracy. By removing Exposure phase sentences with inaccurate retypes, the ratings for this phase will necessarily be artificially inflated by removing difficult-to-understand sentences. Thus, any comparisons in this analysis between the relative grammaticality rating of Exposure phase sentences and Test phase sentences is not an apples-to-apples comparison.) Indeed, we see at least one example of this in that (as discussed above) ratings for the non-native speaker increase overall from exposure to test as the participants become accustomed to that speaker. Another recent study [54] found that structural priming effects can decrease over trial order for primes spoken by native speakers, while they may increase for primes spoken by non-native speakers. Although serial order changes in trial-to-trial structural priming are not perfectly analogous to changes in grammaticality ratings after an exposure phase, this provides further evidence for the influence of serial position.

**Intelligibility analysis**

Our analyses above suggest that non-native speech resulted in less of an effect of priming for comprehenders than native speech. We earlier discussed two mechanisms that might account for this result: reduced intelligibility of non-native speech or reduced implicit learning of syntactic structure. To begin to tease apart these possibilities, we considered participants’ retyping of sentences during the exposure phase: If the difference in the effect of priming is a function of intelligibility, then we should see an equivalent effect between the native and non-native speakers when we remove the Exposure-Primed pairs where participants incorrectly retyped the Exposure sentences.
To test whether retype accuracy influences the difference in rating between the Primed and Unprimed conditions, two raters judged whether sentences in the exposure phase were retyped with the same structure as the input. Since our interest was in syntactic processing, and the prime-target pairs contained no content words in common anyway, retypes were coded as correct even if there were errors such as tense changes, spelling errors, omissions of adjectives, or content word swaps as long as these changes did not influence the underlying sentence structure. Some examples of retypes that were categorized as correct are shared here (with the original reported first, and the retype reported second): *Current inmates evidently dislike electro-shock therapy* → *Current inmates evidently dislike electric shock therapy*; *Brook thumbed the diary for secrets* → *Brook filmed the diary for secrets*. Retypes were coded as incorrect if they contained errors that resulted in a sentence with a different global syntactic structure. This included errors such as changes of verb classes (e.g., transitive to intransitive verbs), omitted quantifiers, and swapping of word classes (e.g., conjunction in place of a preposition. Some examples of incorrect retypes are shared here (again, the original reported first, and the retype reported second): *The critic yawned his disdain* → *The pretty swan is this day*; *Riley wants to receive Warsaw on his radio* → *Riley wants to receive water when he is radio*. Raters were blind to whether the sentence was in the Native or Non-Native condition. Inter-rater reliability was high (Cohen’s kappa = 0.94).

This coding yielded evidence that the Non-Native speaker was less intelligible: Participants correctly retyped 87% of the sentences from the Native speaker, but only 67% of the sentences from the Non-Native talker (*t*(64) = 9.80, *p* < .001). We attended to the question of whether this difference in intelligibility accounts for adaptation differences between Native and Non-Native speakers by conducting the same linear mixed-effects model as above, restricting the analysis to the subset of prime-target pairs (in the Exposure and Primed conditions) for which participants correctly retyped the primes in the Exposure phase.

Table 3 presents the results of this model. These results are also reported graphically in the second panel of Fig 2. The Primed versus Unprimed contrast was significant (*B* = 0.12, *p* < 0.05). The main effect of Speaker Type remained significant (*B* = 0.20, *p* < 0.05) such that participants perceived the Non-Native speaker as less grammatical overall, even when considering only trials on which participants reproduced the prime structure in the Exposure phase. (Since we did not ask participants to reproduce the test sentences during the Test phase, however, this set of trials may include trials on which participants did not correctly perceive the test sentence.)

Critically, when considering only Exposure sentences for which the participant correctly reproduced the structure, the interaction between Speaker Type and the Primed versus Unprimed contrast was no longer significant (*B* = 0.05, *p* = 0.64), suggesting that as long as the prime structures were faithfully understood, there was no longer a difference between the Native and Non-Native conditions in the magnitude of the effect of previous structural
exposure. Rather, there was only a main effect of Primed versus Unprimed such that, overall, structures which had a previous exposure were rated as more grammatical than unprimed structures. In other words, we observe an interaction between Speaker Type and Primed versus Unprimed conditions when sentences with unintelligible primes are included, but when we remove sentences with unintelligible primes, we observe only a main effect of Priming across speakers.

It is possible that the absence of the interaction among correctly retyped primes simply reflects reduced statistical power in this subset of the data; however, power is unlikely to be the whole story because, when restricting to correct retypes, the parameter estimate for the critical interaction (i.e., its effect size) was also reduced fourfold from $\hat{B} = 0.20$ to $\hat{B} = 0.05$. That is, it was not the case that the effect remained of similar magnitude but simply became too difficult to reliably detect in the subset; rather, the effect itself greatly decreased. Thus, this finding demonstrates that intelligibility plays an influential role in the degree of influence that previous exposure to a structure has on native versus non-native speech.

**Normed vs. experimental ratings**

Although the results presented above demonstrate that native and non-native speakers are given different grammaticality ratings, these data do not answer the question of how these ratings compare to a case where the effect of speaker accent is unclear or not present, as in the case of written text. That is, does a native accent increase perceptions of grammaticality, does a non-native accent decrease it, or both? Fortunately, our normed ratings (which were collected on written stimuli) allow for such a comparison, and we thus ran an explicit comparison between the written norms and the ratings collected in the experiment.

We ran a by-item linear mixed-effects model on the Exposure phase data comparing the normed grammaticality ratings to the grammaticality ratings obtained from the experiment from each speaker. This resulted in a model with a single factor containing three levels: Normed, Native, and Non-native. We treatment-coded the conditions, with the normed condition as the reference level. Both contrasts were significant, with the Native contrast showing an increase in grammaticality ratings relative to the normed ratings ($B = 0.32$, $SE = 0.11$, $t = 2.82$, $p < 0.001$), and the Non-native contrast showing a decrease—of similar magnitude—relative to the normed ratings ($B = -0.39$, $SE = 0.11$, $t = -3.46$, $p < 0.001$). This indicates that a native speaker producing quasi-grammatical sentences leads to an increase in grammaticality ratings, while a non-native speaker producing the same sentences leads to a comparably sized decrease in ratings.

We ran an analogous model on the Test phase data (pooling across the Primed and Unprimed conditions). Only the Native contrast was significant ($B = 0.35$, $SE = 0.08$, $t = 4.38$, $p < 0.001$), consistent with an increase in grammaticality ratings for the native speaker relative to the normed ratings. The Non-native contrast was not significantly different than the normed ratings ($B = 0.06$, $SE = 0.08$, $t = 0.75$, $p = 0.45$). This suggests that, after an initial exposure period, listeners do not perceive the non-native speaker to be less grammatical than written norming sentences. Nevertheless, the native speaker producing quasi-grammatical sentences still leads to a small increase in grammaticality ratings, possibly indicating these quasi-grammatical structures obtain an endorsement from a speaker with clear native-like proficiency.

**Discussion**

Participants listened to and rated the grammaticality of quasi-grammatical sentences spoken by native and non-native speakers across an initial Exposure phase and a subsequent Test
phase. We found that participants rated the native speaker as more grammatical overall, even though the same sentences were read by the non-native speaker, which suggests that accent plays a role in the perception of grammatical acceptability.

Furthermore, previous exposure to a quasi-grammatical structure (the effect of priming) increased grammaticality ratings only when produced by a native speaker. There was no effect of previous exposure to structure when these sentences were produced by a non-native speaker.

We considered the possibility that this difference reflects comprehenders’ differing top-down expectations about a non-native talker, a difference in intelligibility, or both. The results suggest that this effect appeared to be driven entirely by the reduced intelligibility of the non-native speech: When considering only correctly retyped sentences in the Exposure phase, the magnitude of the effect of priming did not significantly differ between native and non-native speakers.

Theoretical implications

Our study shows that perceived grammaticality may vary as a function of speaker identity in at least two ways. First, we found that accent indirectly affected the influence of previous exposure to quasi-grammatical structures. Overall, participants showed an effect of structural priming only for the native—and not the non-native—speaker, which appeared to be driven by the reduced intelligibility of non-native speech. This difference in intelligibility could potentially stem from factors such as variability of speaking rate, language proficiency, and accent familiarity [55–58]. These results, however, do not negate that in other cases syntactic adaptation may also be driven by expectations about ungrammaticalities in non-native speech [19].

We found a second influence of talker identity on perceived grammaticality wherein the non-native speaker was perceived as less grammatical than the native speaker overall. Unlike the previously discussed effects of priming of structure, the reduced perception of grammaticality of the non-native speaker does not appear to be driven by intelligibility since it was also obtained when only considering sentences participants could correctly retype. Instead, this finding supports the expectations account of language processing suggested by Hanuliková et al. [18], who showed using stimuli with overt grammatical errors that speaker identity modulates expectations of grammatical correctness. Specifically, the reduced P600 response when an error was produced by a non-native talker could be explained by comprehenders holding expectations that non-native speakers are more likely to make errors; thus, an error produced by a non-native speaker would less readily elicit a P600 response because it deviates less from comprehenders’ expectations.

In the present study, we tested a different class of stimuli: quasi-grammatical sentences, which did not include obvious grammatical errors. Nevertheless, the Hanuliková et al. [18] account could be extended to our results. Participants’ top-down expectation that the non-native speaker would make more errors may have led them to perceive those sentences as less grammatical. Indeed, other work has shown that even when intelligibility is controlled for, native speech is preferred to non-native speech by both native and non-native speakers [59, 60], that listeners only adjust their linguistic representations to accommodate for a newly introduced characteristic when it is spoken by a native as opposed to non-native speaker [19], and that listeners infer more syntactic errors in non-native utterances [61]. Together, these results indicate comprehenders attend to speaker identity, which in turn shapes their expectations of syntax based on their preconceived sociolinguistic notions of how a non-standard speaker may speak in general.
Nonetheless, the Hanuliková et al. [18] expectations account does not explain why the grammaticality ratings for the non-native speaker increased from the exposure to the test phase. The unfamiliarity of processing non-native accented speech [62] may account for comprehenders’ preference for native speech [20, 21, 63], as increased difficulty with processing fluency shares an inverse relationship with ratings of grammatical acceptability [64, 65]. Additionally, comprehenders may attribute this heightened processing difficulty to the non-native speaker’s ungrammaticality or lack of competence in speaking their native language [66–69]. Ultimately, this diminished negative effect of non-native accent might be explained by repeated exposure to the non-native speaker making processing fluency less cognitively demanding for comprehenders.

Adaptation in production versus comprehension

We think it is striking that participants aligned no more, or even less, to non-native speakers’ grammatical structures, given that the opposite may occur in speech production. Work in speech production has shown that interlocutors align with each other at different linguistic levels (e.g., temporal phonetic, lexical, syntactic; [70, 71] and that this alignment is mediated by social factors, such as the perceptions both of one’s own language proficiency and one’s interlocutor [30, 72, 73], as well as how socially similar they are to one other [74]. This may reflect an explicit attempt to accommodate non-native speakers to achieve linguistic alignment while engaged in dialogue [75] and/or to serve social purposes, such as demonstrating liking of an interlocutor (see Communication Accommodation Theory: [76, 77]).

Nevertheless, even in speech production, there are limits to accommodation. Although native interlocutors may attempt to accommodate a non-native interlocutor, they do not adjust the implicit linguistic representations of their native language based on a non-native speaker’s linguistic input [19]. Furthermore, Ostrand & Ferreira [78] showed that speakers engage in linguistic alignment only to the extent that it enhances communicative utility, such that when communicative utility is controlled, speakers demonstrate syntactic alignment only for partner-general as opposed to partner-specific distributions of language input to account for the overall syntactic distributions of their linguistic context.

Why might speakers sometimes accommodate and align to non-native speakers in language production while not showing evidence of this in comprehension of structure in our experiment? One possible explanation focuses on the goals of task. When the goal is only to comprehend (which is true of the monologue scenario in our experiment), it makes sense to learn from information that is reliable and thus more likely to appear again in the future, and likewise to discount unreliable information (as in Lev-Ari & Peperkamp [19]). Alternatively, when the goal is to comprehend and also be understood (particularly in dialogue), it is sensible to produce potentially non-standard or quasi-grammatical constructions if they are similar to ones that the non-native speaker may produce to better linguistically align (but, see Kim & Chamorro [74], for contradictory findings), even if producing these non-standard constructions does not reflect a change in the underlying linguistic representations.

Methodological implications

Our results also have implications for how researchers can measure grammaticality. The fact that participants rated the sentences spoken by the non-native speaker as less grammatical than the native speaker—even though the text of the sentences was equated across lists—supports the claim that grammaticality ratings can be influenced by social factors, such as speaker identity (for review, see [65, 79]). When not controlled for, speaker identity could account for observed differences in putative grammaticality in multiple ways, with both a non-native...
accent decreasing perceived grammaticality, and a native accent lending credibility to quasi-grammatical structures and increasing their perceived grammaticality. It is important to control or systematically vary such factors.

Limitations and future directions

An empirical limitation of the current data is that, while we found an effect in the Test phase as a function of the priming manipulation, we did not observe a difference in grammaticality ratings of the Primed sentences *between* the Exposure and Test phases for the native speaker. We might have expected such an effect if priming of the target structures resulted in a large increase in their perceived grammaticality from the first (Exposure) to second (Test) encounter. One critique, then, is that we do not show unambiguous evidence of syntactic adaptation. Perhaps the apparent effect of priming that we observed could be driven by a spurious decrease in ratings of novel (i.e., unprimed) structures from Exposure to Test. However, any comparison between the Exposure and Test phase is not a true experimental manipulation and necessarily confounded with serial position; the absence of a significant increase in ratings across phases could be driven by fatigue or general task adaptation. By comparison, when holding constant the target sentences in the Test phase and comparing the manipulation of the prior prime context—a true experimental manipulation—we do see a significant difference between Primed and Unprimed targets.

There are other limitations of this work that may present fruitful areas for future research. Understanding how a speaker's accent may change perceptions of grammatical correctness prompts many new questions concerning differences in language perception, particularly those oriented around the effect different accents may have on the comprehender. For example, while we tested the effect of a non-native accent from a foreign language, perceptions of grammaticality might also differ when listening to a native talker with a different dialect form one's own (e.g., AAE, British English). Alternatively, it remains unknown how one would perceive grammaticality given a non-native accent of a language that is more closely related to the target language (e.g., Dutch or German). Another variation to consider is whether a comprehender’s perceived grammaticality of a non-native accent changes as a function of a listener's familiarity with that accent. A further direction would be to test whether participants’ adaptation to the native speakers’ syntactic structures is speaker-specific [80]. For instance, a different speaker could be used for the test phase to further assess whether adaptation generalizes across speakers.

Additionally, varying the participant pool (e.g., from native English speakers to non-native speakers) could reveal differences in perception as well as how cultural identity plays a role in expectations of native versus non-native speech. For example, Romanian-speaking participants may find other Romanian speakers to have more grammaticality when speaking English than would American English speakers. This could be due to having prior exposure to other Romanian speakers speaking in English, which might make their speech more intelligible. Moreover, Romanian-speaking participants likely have different expectations for a Romanian speaker’s grammatical deviations due to familiarity gained through past exposure, perhaps meaning violations of expectation would be less marked. Finally, Romanian-speaking participants may not hear a Romanian speaker’s grammaticality errors as starkly since they do not perceive such a discrepancy between the identity of the Romanian speaker and themselves.

Lastly, we used a meta-linguistic task wherein people rated the grammaticality of sentences, which is not what one typically does in naturalistic language processing. Using language processing tasks with higher ecological validity, such as communication-based tasks or online measures of grammatical processing, could be helpful in examining the influence of accent on syntactic processing.
Conclusion
Participants rated sentences spoken by a native speaker as being more grammatical than those spoken by a non-native speaker despite both speakers producing the same set of sentences across counterbalanced lists. This finding indicates that existing expectations attributed to speaker identity actively modulate general perception of grammaticality. Participants also showed greater adaptation to syntactic structures spoken by the native speaker, which appeared to be driven by the greater intelligibility of native-accented speech. To the extent that structural adaptation may contribute to alignment and successful comprehension between interlocutors, this work reveals an additional communicative challenge in the context of linguistic variability.

Supporting information
S1 Data.
(CSV)

Acknowledgments
We thank Rachel Peters and Rodica F. Constantine for helping to record stimulus materials and Eva Bacas, Genevieve O’Brien, Cody Gilbert, Sriteja Gummadi, Allison Hill, Robert Hines, Sophia Lu, Isabel Martin, Angela Tanygin, Joanna Ye, and Danni Zhang for assistance with data collection and scoring. We also thank Dr. Barbara Luka and Dr. Heidi Choi for sharing their stimuli with us, and our anonymous reviewers for their helpful suggestions.

Author Contributions
Conceptualization: Rodica R. Constantine, Scott H. Fraundorf.
Data curation: Rodica R. Constantine, Douglas J. Getty, Scott H. Fraundorf.
Formal analysis: Douglas J. Getty, Scott H. Fraundorf.
Investigation: Rodica R. Constantine, Scott H. Fraundorf.
Methodology: Rodica R. Constantine, Douglas J. Getty, Scott H. Fraundorf.
Project administration: Rodica R. Constantine, Scott H. Fraundorf.
Resources: Scott H. Fraundorf.
Software: Douglas J. Getty.
Supervision: Scott H. Fraundorf.
Validation: Scott H. Fraundorf.
Writing – original draft: Rodica R. Constantine, Douglas J. Getty, Scott H. Fraundorf.
Writing – review & editing: Rodica R. Constantine, Douglas J. Getty, Scott H. Fraundorf.

References
1. Bresnan J., & Ford M. (2010). Predicting syntax: Processing dative constructions in American and Australian varieties of English. Language, 86(1), 168–213. https://doi.org/10.1353/lan.0.0189
2. Bresnan J., & Hay J. (2008). Gradient grammar: An effect of animacy on the syntax of give in New Zealand and American English. Lingua, 118(2), 245–259.
3. Murray T. E., Frazer T. C., & Simon B. L. (1996). Need + past participle in American English. American Speech, 71(3), 255. https://doi.org/10.2307/455549
4. Murray T. E., & Simon B. L. (1999). Want+ past participle in American English. *American Speech*, 74(2), 140–164.

5. Murray T. E., & Simon B. L. (2002). At the intersection of regional and social dialects: The case of like+ past participle in American English. *American speech*, 77(1), 32–69.

6. Tagliamonte S., Smith J., & Lawrence H. (2005). No taming the vernacular! Insights from the relatives in northern Britain. *Language Variation and Change*, 17(1), 75–112.

7. Tagliamonte S., & Smith J. (2005). No momentary fancy! The zero ‘complementizer’in English dialects. *English Language & Linguistics*, 9(2), 289–309.

8. Weiner E. J., & Labov W. (1983). Constraints on the agentless passive. *Journal of linguistics*, 19(1), 29–58.

9. Youmans G. (1986). Any more on anymore?: Evidence from a Missouri dialect survey. *American Speech*, 61(1), 61–75.

10. Jurafsky D. (1996). A probabilistic model of lexical and syntactic access and disambiguation. *Cognitive science*, 20(2), 137–194.

11. Levy R. (2008). Expectation-based syntactic comprehension. *Cognition*, 106(3), 1126–1177. https://doi.org/10.1016/j.cognition.2007.05.006 PMID: 17662975

12. MacDonald M. C., Pearlmutt N. J., & Seidenberg M. S. (1994). The lexical nature of syntactic ambiguity resolution. *Psychological Review*, 101, 676–703.

13. Luka B. J., & Barsalou L. W. (2005). Structural facilitation: Mere exposure effects for grammatical acceptability as evidence for syntactic priming in comprehension. *Journal of Memory and Language*, 52(3), 436–459.

14. Luka B. J., & Choi H. (2012). Dynamic grammar in adults: Incidental learning of natural syntactic structures extends over 48 h. *Journal of Memory and Language*, 66(2), 345–360.

15. Fraundorf S. H., & Jaeger T. F. (2016). Readers generalize adaptation to newly-encountered dialectal structures to other unfamiliar structures. *Journal of Memory and Language*, 91, 28–58. https://doi.org/10.1016/j.jmla.2016.05.006 PMID: 28377640

16. Kaschak M. P. (2006). What this construction needs is generalized. *Memory & cognition*, 34(2), 368–379. https://doi.org/10.3758/bf03193414 PMID: 16752600

17. Kaschak M. P., & Glenberg A. M. (2004). This construction needs learned. *Journal of Experimental Psychology: General*, 133(3), 450. https://doi.org/10.1037/0096-3445.133.3.450 PMID: 15355149

18. Hanulíková A., Alphen P. M., Goch M. M., & Weber A. (2012). When one person's mistake is another's standard usage: The effect of foreign accent on syntactic processing. *Journal of Cognitive Neuroscience*, 24(4), 878–887. https://doi.org/10.1162/jocn_a_00103 PMID: 21812565

19. Lev-Ari S., & Peperkamp S. (2014). Do people converge to the linguistic patterns of non-reliable speakers? Perceptual learning from non-native speakers. In *10th International Seminar on Speech Production: Satellite Workshop on “Interpersonal coordination and phonetic convergence”* (pp. 261–264).

20. Munro M. J., & Derwing T. M. (1995). Foreign accent, comprehensibility, and intelligibility in the speech of second language learners. *Language learning*, 45(1), 73–97.

21. Munro M. J., & Derwing T. M. (1995). Processing Time, Accent, and Comprehensibility in the Perception of Native and Foreign-Accented Speech. *Language and Speech*, 38(3), 289–306. https://doi.org/10.1177/002383099503800305

22. Doyle G. (2014). Mapping dialectal variation by querying social media. *Proceedings of the 14th Conference of the European Chapter of the Association for Computational Linguistics.*

23. Kaschak M. P., Loney R. A., & Borreggine K. L. (2006). Recent experience affects the strength of structural priming. *Cognition*, 99(3), B73–B82. https://doi.org/10.1016/j.cognition.2005.07.002 PMID: 16115618

24. Bock J. (1986). Syntactic persistence in language production. *Cognitive Psychology*, 18(3), 355–387. https://doi.org/10.1016/0010-0278(86)90004-6

25. Pickering M. J., & Ferreira V. S. (2008). Structural priming: a critical review. *Psychological Bulletin*, 134(3), 427–459. https://doi.org/10.1037/0033-2909.134.3.427 PMID: 18444704

26. Tooley K. M., & Traxler M. J. (2010). Syntactic priming effects in comprehension: A critical review. *Language and Linguistics Compass*, 4(10), 925–937.

27. Bock K., & Griffin Z. M. (2000). The persistence of structural priming: Transient activation or implicit learning? *Journal of Experimental Psychology: General*, 129(2), 177–192. https://doi.org/10.1037//0096-3445.129.2.177

28. Pickering M. J., & Branigan H. P. (1998). The representation of verbs: Evidence from syntactic priming in language production. *Journal of Memory and language*, 39(4), 633–651. https://doi.org/10.1006/jmla.1998.2592
29. Kaschak M. P., Kutta T. J., & Jones J. L. (2011). Structural priming as implicit learning: Cumulative priming effects and individual differences. *Psychonomic bulletin & review*, 18(6), 1133–1139. https://doi.org/10.3758/s13423-011-0157-y PMID: 21913001

30. Chun E., Barrow J., & Kaan E. (2016). Native English speakers’ structural alignment mediated by foreign-accented speech. *Linguistics Vanguard*, 2(1). https://doi.org/10.1515/lingvan-2016-0027

31. Weatherholtz K., Campbell-Kibler K., & Jaeger T. F. (2014). Socially-mediated syntactic alignment. *Language Variation and Change*, 26(3), 387–420. https://doi.org/10.1017/S0954394514000155

32. Cheng L. R. L. (1999). Moving beyond accent: Social and cultural realities of living with many tongues. *Topics in Language Disorders*, 19(4), 1–10.

33. Guion S. G., Flege J. E., Liu S. H., & Yeni-Komshian G. H. (2000). Age of learning effects on the duration of sentences produced in a second language. *Applied Psycholinguistics*, 21(2), 205–228.

34. Baker R. E., Baese-Berk M., Bonnasse-Gahot L., Kim M., Van Engen K. J., & Bradlow A. R. (2011). Word durations in non-native English. *Journal of Phonetics*, 39(1), 1–17. https://doi.org/10.1016/j.peakpho.2010.10.006 PMID: 21516172

35. Flege J. E., MacKay I. R., & Morrill T. H. (2015). Speaking rate consistency in native and non-native speakers. *The Journal of the Acoustical Society of America*, 106(5), 2973–2987. https://doi.org/10.1121/1.482116 PMID: 10573909

36. Garrod S., & Pickering M. J. (2004). Why is conversation so easy? *Trends in Cognitive Science*, 8, 8–11.

37. Pickering M. J., & Garrod S. (2004). Toward a mechanistic psychology of dialogue. *Behavioral and brain sciences*, 27(2), 169–190. https://doi.org/10.1017/s0140525x04000056 PMID: 15595235

38. Pickering M. J., & Garrod S. (2006). Alignment as the basis for successful communication. *Research on Language and Computation*, 4(2), 203–228.

39. Gass S. M., & Varonis E. M. (1985). Variation in native speaker speech modification to non-native speakers. *Studies in Second Language Acquisition*, 37–57.

40. Schairer K. E. (1992). Native speaker reaction to non-native speech. *The Modern Language Journal*, 76(3), 309–319.

41. Chang F., Dell G. S., & Bock K. (2006). Becoming syntactic. *Psychological review*, 113(2), 234. https://doi.org/10.1037/0033-295X.113.2.234 PMID: 16637761

42. Baese-Berk M. M., & Morrill T. H. (2015). Speaking rate consistency in native and non-native speakers of English. *The Journal of the Acoustical Society of America*, 138(3), EL223–EL228. https://doi.org/10.1121/1.4929622 PMID: 26428817

43. Kaan E., Harris A., Gibson E., & Holcomb P. (2000). The P600 as an index of syntactic integration difficulty. *Language and Cognitive Processes*, 15(2), 159–201. https://doi.org/10.1080/016909600386084

44. Osterhout L., & Holcomb P. J. (1992). Event-related brain potentials elicited by syntactic anomaly. *Journal of Memory and Language*, 31(6), 785–806. https://doi.org/10.1016/0749-596x(92)90039-z

45. Seifeldin M., Cantor M., Boland J., Brennan J., (2015) They dropping copulas: Salient cues in the integration of speaker identity and syntax. Poster presented at CUNY 2015 Conference on Human Sentence Processing, Los Angeles, CA.

46. Bender E. M. (2000). *Syntactic variation and linguistic competence: The case of AAVE copula absence*. Stanford, California: Stanford university.

47. Squires L. (2014). Social differences in the processing of grammatical variation. *University of Pennsylvania Working Papers in Linguistics*, 20(2), 20.

48. Neely J. H. (1976). Semantic priming and retrieval from lexical memory: Evidence for facilitatory and inhibitory processes. *Memory & Cognition*, 4, 648–654. https://doi.org/10.3758/BF03213230 PMID: 21286993

49. Shepard R. N., & Metzler J. (1971). Mental rotation of three-dimensional objects. *Science*, 171(3972), 701–703. https://doi.org/10.1126/science.171.3972.701 PMID: 5540314

50. Balcetis E. E., & Dale R. (2005). An exploration of social modulation of syntactic priming. In *Proceedings of the annual meeting of the cognitive science society* (Vol. 27, No. 27).

51. Bates D., Maechler M., Bolker B, Walker S. (2015). Fitting Linear Mixed-Effects Models Using Lme4. *Journal of Statistical Software*, 67(1), 1–48. https://doi.org/10.18637/jss.v067.i01

52. Lenth R. (2020). emmeans: Estimated Marginal Means, aka Least-Squares Means. R package version 1.4.8. https://CRAN.R-project.org/package=emmeans

53. Matuschek H., Kliegl R., Vasishth S., Baayen H., & Bates D. (2017). Balancing Type I error and power in linear mixed models. *Journal of Memory and Language*, 94, 305–315.
54. Getty D. J. (2021). Do listeners care about the speaker or the input? Evidence from structural priming [unpublished master’s thesis]. University of Pittsburgh.

55. Anderson-Hsieh J., & Koehler K. (1988). The effect of foreign accent and speaking rate on native speaker comprehension. Language learning, 38(4), 561–613.

56. Baese-Berk M. M., Morrill T. H., & Bradlow A. R. (2016). Intelligibility, fluency, and variability in non-native speech. The Journal of the Acoustical Society of America, 139(4), 2162–2162.

57. Baese-Berk M. M., & Morrill T. (2017). Factors influencing intelligibility and fluency in non-native speech. The Journal of the Acoustical Society of America, 141(5), 3515–3515.

58. Beinhoff B. (2014). Perceiving intelligibility and accentedness in non-native speech: A look at proficiency levels. In Proceedings of the International Symposium on the Acquisition of Second Language Speech Concordia Working Papers in Applied Linguistics (Vol. 5, No. 2014, p. 2014).

59. Smiljanic R., & Bradlow A. R. (2007, August). Clear speech intelligibility: Listener and talker effects. In Proceedings of the XVIIIth International Congress of Phonetic Sciences, Saarbrucken, Germany.

60. Smiljanic R., & Bradlow A. R. (2011). Bidirectional clear speech perception benefit for native and high-proficiency non-native talkers and listeners: Intelligibility and accentedness. The Journal of the Acoustical Society of America, 130(6), 4020–4031. https://doi.org/10.1121/1.3652882 PMID: 22225056

61. Gibson E., Tan C., Futrell R., Mahowald K., Konieczny L., Hemforth B., et al. (2017). Don't Underestimate the Benefits of Being Misunderstood. Psychological Science, 28(6), 703–712. https://doi.org/10.1177/0956797617690277 PMID: 28394708

62. Bradlow A. R., & Bent T. (2008). Perceptual adaptation to non-native speech. Cognition, 106(2), 707–729. https://doi.org/10.1016/j.cognition.2007.04.005 PMID: 17932315

63. Cristia A., Seidl A., Vaughn C., Schmale R., Bradlow A., & Floccia C. (2012). Linguistic processing of accented speech across the lifespan. Frontiers in psychology, 3, 479. https://doi.org/10.3389/fpsyg.2012.00479 PMID: 23162513

64. Staum Casasanto L., Hofmeister P., & Sag I. (2010). Understanding acceptability judgments: Additivity and working memory effects. In Proceedings of the Annual Meeting of the Cognitive Science Society (Vol. 32, No. 32).

65. Hofmeister P., Jaeger T. F., Amon I., Sag I. A., & Snider N. (2013). The source ambiguity problem: Distinguishing the effects of grammar and processing on acceptability judgments. Language and Cognitive Processes, 28(1–2), 48–87. https://doi.org/10.1080/01690965.2011.572401 PMID: 23539204

66. Foucart A., Costa A., Morís-Fernández L., & Hartsuiker R. J. (2020). Foreignness or processing fluency? On understanding the negative bias toward foreign-accented speakers. Language Learning, 70(4), 974–1016.

67. Dragojmovic M. (2020). Extending the fluency principle: Factors that increase listeners’ processing fluency positively bias their language attitudes. Communication Monographs, 87(2), 158–178.

68. Dragojmovic M., & Giles H. (2016). I don’t like you because you’re hard to understand: The role of processing fluency in the language attitudes process. Human Communication Research, 42(3), 396–420.

69. Dragojmovic M., Giles H., Beck A. C., & Tatum N. T. (2017). The fluency principle: Why foreign accent strength negatively biases language attitudes. Communication monographs, 84(3), 385–405.

70. Olmstead A. J., Viswanathan N., Cowan T., & Yang K. (2021). Phonetic adaptation in interlocutors with mismatched language backgrounds: A case for a phonetic synergy account. Journal of Phonetics, 87, 101054.

71. Ostrand R., & Chodoroff E. (2021). It’s alignment all the way down, but not all the way up: Speakers align on some features but not others within a dialogue. Journal of phonetics, 88, 101074. https://doi.org/10.1016/j.wocn.2021.101074 PMID: 34366499

72. Branigan H. P., Pickering M. J., Pearson J., McLean J. F., & Brown A. (2011). The role of beliefs in lexical alignment: Evidence from dialogs with humans and computers. Cognition, 121(1), 41–57. https://doi.org/10.1016/j.cognition.2011.05.011 PMID: 21723549

73. Zhang D., & Nicol J. (2021). Lexical alignment in second language communication: evidence from a picture-naming task. Language, Cognition and Neuroscience, 1–18.

74. Kim C. S., & Chamorro G. (2021). Nativeness, social distance and structural convergence in dialogue. Language, Cognition and Neuroscience, 36(8), 984–1000.

75. Cai Z. G., Sun Z., & Zhao N. (2021). Interlocutor modelling in lexical alignment: The role of linguistic competence. Journal of Memory and Language, 121, 104278.

76. Gallois C., Ogay T., & Giles H. (2005). Communication accommodation theory: A look back and a look ahead. In Theorizing about intercultural communication (pp. 121–148). Thousand Oaks: Sage.

77. Dragojmovic M., Gasirek J., & Giles H. (2015). Communication accommodation theory. The international encyclopedia of interpersonal communication, 1–21.
78. Ostrand R., & Ferreira V. S. (2019). Repeat after us: Syntactic alignment is not partner-specific. *Journal of memory and language*, 108, 104037. https://doi.org/10.1016/j.jml.2019.104037 PMID: 31379406

79. Schütze C. (2016). The empirical base of linguistics: Grammaticality judgments and linguistic methodology (p. 244). Language Science Press.

80. Kamide Y. (2012). Learning individual talkers' structural preferences. *Cognition*, 124(1), 66–71. https://doi.org/10.1016/j.cognition.2012.03.001 PMID: 22498776