VANISHING DISSIPATION LIMIT TO THE PLANAR RAREFACTION WAVE FOR THE THREE-DIMENSIONAL COMPRESSIBLE NAVIER-STOKES-FOURIER EQUATIONS
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Abstract. We study the vanishing dissipation limit of the three-dimensional (3D) compressible Navier-Stokes-Fourier equations to the corresponding 3D full Euler equations. Our results are twofold. First, we prove that the 3D compressible Navier-Stokes-Fourier equations admit a family of smooth solutions that converge to the planar rarefaction wave solution of the 3D compressible Euler equations with arbitrary strength. Second, we obtain a uniform convergence rate in terms of the viscosity and heat-conductivity coefficients. For this multi-dimensional problem, we first need to introduce the hyperbolic wave to recover the physical dissipations of the inviscid rarefaction wave profile as in our previous work [29] on the two-dimensional (2D) case. However, due to the 3D setting that makes the analysis significantly more challenging than the 2D problem, the hyperbolic scaled variables for the space and time could not be used to normalize the dissipation coefficients as in the 2D case. Instead, the analysis of the 3D case is carried out in the original non-scaled variables, and consequently the dissipation terms are more singular compared with the 2D scaled case. Novel ideas and techniques are developed to establish the uniform estimates. In particular, more accurate a priori assumptions (see (3.9)) with respect to the dissipation coefficients are crucially needed for the stability analysis, and some new observations on the cancellations of the physical structures for the flux terms are essentially used to justify the 3D limit. Moreover, we find that the decay rate with respect to the dissipation coefficients is determined by the nonlinear flux terms in the original variables for the 3D limit in this paper, but fully determined by the error terms in the scaled variables for the 2D case in [29].

1. Introduction

We are concerned with the vanishing dissipation limit of the three-dimensional Navier-Stokes-Fourier equations describing the motion of compressible, viscous and heat-conducting flows:

\[
\begin{align*}
\rho_t + \text{div}(\rho \mathbf{v}) &= 0, \\
(\rho \mathbf{v})_t + \text{div}(\rho \mathbf{v} \otimes \mathbf{v}) + \nabla p &= \text{div} \mathbf{S}, \\
(\rho E)_t + \text{div}(\rho E \mathbf{v} + p \mathbf{v} + \mathbf{q}) &= \text{div}(\mathbf{v} \mathbf{S}),
\end{align*}
\]

(1.1)

where \(\rho = \rho(t, x)\) denotes the density, \(\mathbf{v} = \mathbf{v}(t, x) = (v_1, v_2, v_3)(t, x) \in \mathbb{R}^3\) the velocity, and \(p = p(t, x)\) the pressure, with the temporal variable \(t \in \mathbb{R}^+ = (0, \infty)\) and the spatial variable \(x = (x_1, x_2, x_3) \in \mathbb{R}^3\). Moreover, \(E = e + \frac{1}{2}|\mathbf{v}|^2\) is the specific total energy with the specific internal energy \(e = e(t, x)\), and \(\mathbf{S}\) is the viscous stress tensor defined by

\[
\mathbf{S} = 2\mu_1 \mathbb{D}(\mathbf{v}) + \lambda_1 \text{div} \mathbf{v} \mathbf{I},
\]

(1.2)
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where $D(v) = \nabla v + (\nabla v)^\top$ is the deformation tensor with $(\nabla v)^\top$ denoting the transpose of the matrix $\nabla v$, $I$ represents the $3 \times 3$ identity matrix, and the two constants $\mu_1$ and $\lambda_1$ denote the shear and the bulk viscosity coefficients satisfying the physical restrictions:

$$\mu_1 > 0, \quad 2\mu_1 + 3\lambda_1 \geq 0. \quad (1.3)$$

By the Fourier laws, the heat flux $q$ is given by

$$q = -\kappa_1 \nabla \theta, \quad (1.4)$$

where $\theta = \theta(t, x)$ denotes the absolute temperature, and the constant $\kappa_1 > 0$ is the heat-conductivity coefficient. In the present paper we take

$$\mu_1 = \mu \varepsilon, \quad \lambda_1 = \lambda \varepsilon, \quad \kappa_1 = \kappa \varepsilon, \quad (1.5)$$

where $\varepsilon > 0$ is the vanishing dissipation parameter, and $\mu, \lambda$ and $\kappa$ are the given uniform-in-$\varepsilon$ constants with $\mu, \lambda$ still satisfying the physical condition (1.3) and $\kappa > 0$. The equations (1.1) describe the mass continuity, the balance of momentum, and the conservation of total energy for the viscous heat-conducting flow. For the ideal polytropic flow the pressure $p$ and the internal energy $e$ satisfy the following constitutive relations:

$$p = R \rho \theta = A \rho^\gamma \exp \left(\frac{\gamma - 1}{\gamma} S\right), \quad e = \frac{R}{\gamma - 1} \theta, \quad (1.6)$$

where $S$ denotes the entropy, and $\gamma > 1$, $A$ and $R$ are all positive fluid constants.

In this paper, we consider the viscous system (1.1) in the domain $\Omega = \mathbb{R} \times \mathbb{T}^2$ with $\mathbb{T}^2 = (\mathbb{R}/\mathbb{Z})^2$ denoting a two-dimensional unit flat torus, subject to the following initial condition:

$$\begin{cases} 
(\rho, v, \theta)(0, x) = (\rho_0, v_0, \theta_0)(x), 
\end{cases} \quad (1.7)$$

where $\rho_0, \theta_0 > 0$ and $v_0 := (v_{10}, v_{20}, v_{30})$ satisfy the periodic boundary condition for $(x_2, x_3) \in \mathbb{T}^2$. We shall study the vanishing dissipation limit in the case of the planar rarefaction wave for the dissipative system (1.1), with the following far field condition of solutions imposed in the $x_1$-direction:

$$\begin{cases} 
(\rho, v, \theta)(t, x) \to (\rho_\pm, v_\pm, \theta_\pm), & \text{as} \quad x_1 \to \pm \infty, \quad t > 0,
\end{cases} \quad (1.8)$$

where $v_\pm := (v_{1\pm}, 0, 0)$ and $\rho_\pm, \theta_\pm > 0, \quad v_{1\pm}$ are prescribed constant states, such that the two end states $(\rho_\pm, v_{1\pm}, \theta_\pm)$ are connected by the rarefaction wave of the following Riemann problem for the one-dimensional (1D) Euler equations:

$$\begin{cases} 
\rho_t + (\rho v_1)_{x_1} = 0, & x_1 \in \mathbb{R}, \quad t > 0, \\
(\rho v_1)_t + (\rho v_1^2 + p)_{x_1} = 0, \\
(\rho E)_t + (\rho E v_1 + p v_1)_{x_1} = 0,
\end{cases} \quad (1.9)$$

with the initial data:

$$\begin{cases} 
(\rho, v, \theta)(0, x_1) = (\rho_0^r, v_{10}^r, \theta_0^r)(x_1) = \begin{cases} 
(\rho_-, v_{1-}, \theta_-), & x_1 < 0, \\
(\rho_+, v_{1+}, \theta_+), & x_1 > 0.
\end{cases}
\end{cases} \quad (1.10)$$

When $\varepsilon \to 0$, the solutions of the 3D compressible Navier-Stokes-Fourier equations (1.1)-(1.7) with the far field condition (1.8) connected by the rarefaction wave in (1.9)-(1.10) formally
converge to the solutions of the 3D Euler equations:

\[
\begin{aligned}
\begin{cases}
\rho_t + \text{div}(\rho \mathbf{v}) = 0, \\
(\rho \mathbf{v})_t + \text{div}(\rho \mathbf{v} \otimes \mathbf{v}) + \nabla p = 0, \\
(\rho E)_t + \text{div}(\rho E \mathbf{v} + p \mathbf{v}) = 0,
\end{cases}
\end{aligned}
\tag{1.11}
\]

with the following planar Riemann initial data:

\[
\begin{aligned}
(\rho, \mathbf{v}, \theta)(0, x) = (\rho_0^-, \mathbf{v}_0^-, \theta_0^-)(x_1) = \\
(\rho_0^+, \mathbf{v}_0^+, \theta_0^+), \quad x_1 < 0,
\end{aligned}
\tag{1.12}
\]

It should be noted that, even though the tangential components \(v_2, v_3\) are continuous on both sides of the plane \(\{x_1 = 0\}\) and the jump discontinuity for the velocity \(\mathbf{v}\) lies only in the normal component \(v_1\) as in (1.12), the multi-dimensional Riemann problem (1.11)-(1.12) has some essential difference from the one-dimensional Riemann problem (1.9)-(1.10). For instance, Chiodaroli, De Lellis and Kreml [8] and Chiodaroli and Kreml [9] first proved that there exist infinitely many bounded admissible weak solutions to the two-dimensional planar shock Riemann problem (1.11)-(1.12) satisfying the natural entropy condition and their construction of multi-dimensional weak solutions is formulated by the convex integration method (c.f. De Lellis and Szekelyhidi [11]), which may not be applied directly to the 1D Riemann problem (1.9)-(1.10). Their results were extended to the 2D Riemann initial data (1.12) with planar shock connected with contact discontinuity or rarefaction wave in [3, 33], and the global instability of the multi-dimensional planar shocks for the compressible isothermal Euler flow was shown in [27]. However, the uniqueness of the uniformly bounded admissible weak solution was obtained in [4, 13, 14] for the corresponding multi-dimensional Riemann solution to (1.11)-(1.12), containing only planar rarefaction wave. Hence the uniqueness of planar rarefaction wave for the multi-dimensional Riemann problem is exactly the same as the one-dimensional case and is in sharp contrast with the non-uniqueness of the 2D planar shock. We remark that the non-uniqueness for the 2D planar shock Riemann solution confirms that the usual entropy inequality could not serve as a criterion to select a unique solution in the case of systems of conservation laws in more than one spatial dimension. Therefore one possible alternative selection criterion is to study the vanishing dissipation limit in the multi-dimensional setting especially for the compressible Navier-Stokes-Fourier equations (1.1) with physical dissipations, even though it is still a big challenging open problem in the general setting due to the complicated and ambiguous structure of the multi-dimensional Euler equations (1.1).

On the other hand, compared with the multi-dimensional planar shock wave, the multi-dimensional planar rarefaction wave seems more stable for the multi-dimensional compressible Euler equations by the uniqueness results in [4, 13, 14], which motivates us to justify mathematically the vanishing physical dissipation limit of the 3D compressible Navier-Stokes-Fourier equations (1.1)-(1.7) towards the planar rarefaction wave solution of the 3D Euler equations (1.11)-(1.12) in the present paper.

The vanishing viscosity limit in the one-dimensional case has been studied extensively in literature, including the basic wave patterns. Here we briefly mention the works of [2, 15, 40] for the 1D hyperbolic systems of conservation laws with artificial viscosity, [7, 16, 18, 20, 25, 32, 38, 39] for the 1D compressible Navier-Stokes equations with physical viscosities, [1, 5, 6, 10, 12, 26, 35] for other relevant results; and we refer to our previous paper [29] for more detailed survey on the 1D problem. However, the multi-dimensional vanishing viscosity limit is a challenging
problem and has been less developed. In particular, for the compressible viscous system (1.1) there are only a few results to date on the vanishing dissipation limit towards the planar basic wave patterns. Very recently, we [29] first proved the vanishing viscosity limit to the planar rarefaction wave for the two-dimensional compressible isentropic Navier-Stokes equations in $\mathbb{R} \times \mathbb{T}$ by introducing the hyperbolic wave and using the hyperbolic scaling variables $\xi$ and $\eta$. The time-asymptotic stability of the planar rarefaction wave to the 2D/3D compressible Navier-Stokes equations with fixed viscosity and heat-conductivity coefficients was proved in [30, 31]. We remark that there are substantial differences between the asymptotic stability and the vanishing viscosity limit of planar rarefaction wave in the multi-dimensional setting, since the error terms for the inviscid rarefaction wave profile have sufficient time-decay rate for the asymptotic stability, but do not have enough decay with respect to the dissipation coefficients for the vanishing dissipation limit in the multi-dimensional case. The goal of this paper is to justify mathematically the vanishing dissipation limit to the planar rarefaction wave for the 3D compressible Navier-Stokes-Fourier system (1.1) under the physical constraints (1.3) and (1.5).

In contrast to the 1D vanishing dissipation limits in [18, 23, 39], the new difficulties here lie in the spatially higher dimensionality for the wave propagation along the transverse $x_2, x_3$-directions and their interactions with the rarefaction wave in the $x_1$-direction. Accordingly, a new hyperbolic wave is crucially introduced to recover the physical dissipation of the full Navier-Stokes-Fourier system for the inviscid rarefaction wave profile, which is partially inspired by [21, 29]. Without this hyperbolic wave but with only the rarefaction wave itself as the solution profile, the $H^2$-norm of the perturbation of the 3D compressible Navier-Stokes-Fourier system around the planar rarefaction wave is not uniform-in-$\varepsilon$ and consequently the vanishing dissipation limit of the planar rarefaction wave could not be justified as in Theorem 1.1.

In comparison with the two-dimensional vanishing viscosity limit for the compressible isentropic Navier-Stokes equations in our previous work [29], the 3D compressible Navier-Stokes-Fourier system (1.1) is a more physical model involving the thermal conduction, but is significantly more difficult in analysis, and hence new techniques are needed mainly due to the higher dimensionality and the additional energy equation. First, our approach in [29] for the 2D case could not be applied directly to three-dimensional case here due to the fact that the additional $x_3$ dimensionality would be $O(\frac{1}{\varepsilon})$ order in the scaled variable $\frac{\xi}{\varepsilon}$. If we still use the hyperbolic scaled variables for the space and time like $\xi$ and $\eta$ to normalize the dissipations to be $O(1)$ order as the two-dimensional case in [29], then the same uniform estimation process with respect to the dissipation coefficients as in [29] could not be obtained directly due to 3D setting. Therefore we use the original non-scaled variables $x$ and $t$ here, but then the dissipative terms are more singular compared with the scaled variables case in [29]. Consequently, we need to carry out the more accurate a priori assumptions with respect to the dissipation coefficients (see (3.9)) to overcome this difficulty. Second, we discover some new cancellations of the physical structures for the flux terms and viscous terms, which are essentially used to justify the limit process for the 3D planar rarefaction wave. With these observations and more delicate analysis of energy estimates, we can close the a priori assumptions and prove the 3D vanishing dissipation limit. The detailed result can be found in Theorem 1.1 below. Note also that the periodicity of the domain $\Omega$ in $x_2$ and $x_3$ directions and the original non-scaled spatial variables are crucially utilized in the lower order estimates. For the derivative estimates in Lemmas 1.2 and 1.3 we mainly apply the cancelations between the flux terms, which is quite
different from the two-dimensional case in [29]. Moreover, it is observed that the decay rate with respect to the dissipation coefficients is determined by the nonlinear terms in the original variables for the 3D limit here, while for the two-dimensional case [29] the decay rate is fully determined by the error terms in the scaled variables.

Next we describe the planar rarefaction wave to the 3D Euler system (1.11), which can be viewed as a 1D rarefaction wave to the 1D Euler system (1.9). For $\rho > 0$ and $\theta > 0$, the strictly hyperbolic system (1.9) has three distinct eigenvalues:

$$\lambda_j(\rho, v_1, S) = v_1 + (-1)^{j+1} \sqrt{p_\rho(\rho, S)}, \ j = 1, 3, \quad \lambda_2(\rho, v_1, S) = v_1,$$

with the corresponding right eigenvectors

$$r_j(\rho, v_1, S) = \left((-1)^{j+1} \rho, \sqrt{p_\rho(\rho, S)} \right)^\top, \ j = 1, 3, \quad r_2(\rho, v_1, S) = (p_S, 0, -p_\rho)^\top,$$

such that

$$\nabla(\rho, v_1, S) \lambda_j(\rho, v_1, S) \cdot r_j(\rho, v_1, S) \neq 0, \ j = 1, 3, \quad \text{and} \quad \nabla(\rho, v_1, S) \lambda_2(\rho, v_1, S) \cdot r_2(\rho, v_1, S) \equiv 0.$$

Thus the two $j$-Riemann invariants $\Sigma_j^{(i)} (i = 1, 2, j = 1, 3)$ can be defined by

$$\Sigma_j^{(1)} = v_1 + (-1)^{j+1} \int_0^\rho \frac{\sqrt{p_\rho(z, S)}}{z} dz, \quad \Sigma_j^{(2)} = S,$$

such that

$$\nabla(\rho, v_1, S) \Sigma_j^{(i)}(\rho, v_1, S) \cdot r_j(\rho, v_1, S) \equiv 0, \ i = 1, 2, \ j = 1, 3.$$

Here we only consider the single 3-rarefaction wave without loss of generality, while the single 1-rarefaction wave and the superposition of these two waves could be treated similarly. Along the 3-rarefaction wave curve, the 3-Riemann invariant $\Sigma_3^{(i)} (i = 1, 2)$ keeps constant and the third eigenvalue $\lambda_3(\rho, v_1, S)$ is expanding, in particular,

$$\Sigma_3^{(i)}(\rho_+, v_1+, S+) = \Sigma_3^{(i)}(\rho_-, v_1-, S_-), \quad \lambda_3(\rho_+, v_1+, S+) > \lambda_3(\rho_-, v_1-, S_-). \quad (1.14)$$

The Riemann problem (1.9)-(1.11) has a self-similar 3-rarefaction wave solution $(\rho^r, v_1^r, \theta^r)(\frac{t}{\epsilon})$ (cf. [28]). Correspondingly, the planar rarefaction wave solution to the 3D Euler equations (1.11)-(1.12) could be defined as $(\rho^r, v^r, \theta^r)(\frac{t}{\epsilon})$ with $v^r := (v_1^r, 0, 0)^\top$.

Now our main result can be stated as follows.

**Theorem 1.1.** Let $(\rho^r, v^r, \theta^r)(\frac{t}{\epsilon})$ be the planar 3-rarefaction wave to the 3D compressible Euler system (1.11) and $T > 0$ be any fixed time. Then there exists a constant $\epsilon_0 > 0$ such that, for any $\epsilon \in (0, \epsilon_0)$, the system (1.11) has a family of smooth solutions $(\rho^\epsilon, v^\epsilon, \theta^\epsilon)(t, x)$ up to time $T$ satisfying

$$\begin{cases}
(\rho^{\epsilon} - \rho^r, v^{\epsilon} - v^r, \theta^{\epsilon} - \theta^r) \in C^0(0, T; L^2(\Omega)), \\
(\nabla \rho^{\epsilon}, \nabla v^{\epsilon}, \nabla \theta^{\epsilon}) \in C^0(0, T; H^1(\Omega)), \\
(\nabla^3 v^{\epsilon}, \nabla^3 \theta^{\epsilon}) \in L^2(0, T; L^2(\Omega));
\end{cases}$$

and, for any small constant $h > 0$, there exists a constant $C_{h, T} > 0$ independent of $\epsilon$, such that

$$\sup_{h \leq t \leq T} \left\| (\rho^{\epsilon}, v^{\epsilon}, \theta^r)(t, x) - (\rho^r, v^r, \theta^r) \left(\frac{x_1}{t}\right) \right\|_{L^\infty(\Omega)} \leq C_{h, T} \frac{\epsilon}{t^{\frac{3}{2}}} \ln \frac{\epsilon}{t}. \quad (1.15)$$

Furthermore, as $\epsilon \rightarrow 0+$, the solution $(\rho^{\epsilon}, v^\epsilon, \theta^\epsilon)(t, x)$ converges to the planar 3-rarefaction wave fan $(\rho^r, v^r, \theta^r)(\frac{t}{\epsilon})$ pointwise in $\mathbb{R}^+ \times \Omega$. 
Remark 1.1. Theorem 1.1 presents rigorously the vanishing dissipation limit to the planar rarefaction wave with arbitrarily large strength for the three-dimensional compressible Navier-Stokes-Fourier system (1.1). We remark that the corresponding vanishing dissipation limits of the system (1.1) for the planar shock or planar contact discontinuity case are still completely open to our knowledge.

Remark 1.2. As in the two-dimensional case [29], in order to justify the vanishing dissipation limit we need to introduce the hyperbolic wave to recover the physical dissipations of the system (1.1) for the inviscid approximate rarefaction wave profile. Otherwise, the $H^2$-norm of the perturbation of the 3D system (1.1) around the planar rarefaction wave is not uniform in $\varepsilon$.

Remark 1.3. Note also that our vanishing dissipation limit to the single planar 3-rarefaction wave in Theorem 1.1 could be applied to the limit problem for the superposition of two planar rarefaction waves in the first and the third characteristic families for (1.1), provided that the additional wave interaction estimates between the two rarefaction waves are considered.

The rest of the paper is organized as follows. The approximate rarefaction wave to the Euler system (1.9) or (1.11) will be constructed and the hyperbolic wave will be introduced in Section 2. Then in Section 3, the system for the perturbation of the solution to the system (1.1) around the solution profile consisting of the approximate rarefaction wave and the hyperbolic wave will be reformulated and the Theorem 1.1 will be proved. In Section 4, the detailed $a$ priori estimates for the perturbation system will be carried out by using the $L^2$ energy method.

The following notation will be used in this paper. Denote by $H^l(\Omega)(l \geq 0, l \in \mathbb{Z})$ the usual Sobolev space with the norm $\| \cdot \|_l$. Write $L^2(\Omega) := H^0(\Omega)$ with the simplified notation $\| \cdot \| := \| \cdot \|_0$. We denote by $C$ a generic positive constant that does not depend on $\varepsilon, \delta$ or $T$, but may depend on $(\rho_{\pm}, v_{1\pm}, \theta_{\pm})$; and denote by $C_T$ a positive constant that does not depend on $\varepsilon$ or $\delta$, but may depend on $T$.

2. Construction of Solution Profile and Preliminaries

This section is devoted to the construction of the solution profile including the approximate rarefaction wave for the Euler system (1.9) or (1.11) and then the hyperbolic wave.

2.1. Smooth approximate rarefaction wave. We first construct a smooth approximate rarefaction wave through the Burgers’ equation as in [18, 19, 29, 39]. If $B_- < B_+$, then the Riemann problem of the inviscid Burgers’ equation

$$
\begin{cases}
B_t + BB_x = 0, \\
B(0, x_1) = B_0(x_1) = \begin{cases} B_-, & x_1 < 0, \\
B_+, & x_1 > 0,
\end{cases}
\end{cases}
$$

(2.1)

admits a self-similar rarefaction wave fan solution $B^r(t, x_1) = B^r(x_1/t)$ given explicitly by

$$
B^r(t, x_1) = B^r\left(\frac{x_1}{t}\right) = \begin{cases} B_-, & x_1 < B_-t, \\
\frac{x_1}{t}, & B_-t \leq x_1 \leq B_+t, \\
B_+, & x_1 > B_+t.
\end{cases}
$$

(2.2)
Set $B_\pm = \lambda_3(\rho_\pm, v_1\pm, \theta_\pm)$ and then the self-similar 3-rarefaction wave $(\rho^r, v_1^r, \theta^r)(t, x_1) = (\rho^r, v_1^r, \theta^r)(\frac{x_1}{t})$ to the Riemann problem \(1.9\), \(1.10\) can be given explicitly by

\[
\begin{align*}
\lambda_3(\rho^r, v_1^r, \theta^r)(t, x_1) &= B^r(t, x_1), \\
\Sigma_3^{(i)}(\rho^r, v_1^r, \theta^r)(t, x_1) &= \Sigma_3^{(i)}(\rho_\pm, v_1\pm, \theta_\pm), \quad i = 1, 2,
\end{align*}
\]  

(2.3)

where $\Sigma_3^{(i)} (i = 1, 2)$ are the 3-Riemann invariants defined in \(1.13\).

Since the self-similar rarefaction wave $B^r(t, x_1)$ in \(2.2\) is only Lipschitz continuous, in order to justify the vanishing dissipation limit to the planar rarefaction wave of the compressible Navier-Stokes equations \(1.1\) with second order derivatives, we need to construct an approximate smooth rarefaction wave profile by using the following Burgers’ equation (c.f. \[18\]39):

\[
\begin{align*}
\bar{B}_t + \bar{B} \bar{B}_x &= 0, \\
\bar{B}(0, x_1) &= \bar{B}_0(x_1) = \frac{B_+ + B_-}{2} + \frac{B_+ - B_-}{2} \tanh \frac{x_1}{\delta},
\end{align*}
\]  

(2.4)

where the approximate parameter $\delta > 0$ is chosen by

\[
\delta := \varepsilon^b |\ln \varepsilon|,
\]  

(2.5)

with the power $b$ being a positive constant to be determined. In fact, we take $b = \frac{1}{4}$, i.e. $\delta = \varepsilon^\frac{1}{4} |\ln \varepsilon|$, as explained later in \(3.15\) in order to obtain the sharp decay rate in the present paper. Since $B_0(x_1) > 0$, the Burgers’ problem \(2.4\) has a unique, global classical solution $\bar{B}(t, x_1)$ satisfying $B_{x_1} > 0$ for all $t > 0$ by the characteristic methods (cf. \[18\]39).

Similarly, the self-similar 3-rarefaction wave $(\rho^r, v_1^r, \theta^r)(t, x_1) = (\rho^r, v_1^r, \theta^r)(\frac{x_1}{t})$ defined in \(2.3\) is Lipschitz continuous. Correspondingly, the smooth approximate rarefaction wave $(\bar{\rho}, \bar{v}_1, \bar{\theta})(t, x_1)$ can be constructed by

\[
\begin{align*}
\lambda_3(\bar{\rho}, \bar{v}_1, \bar{\theta})(t, x_1) &= \bar{B}(t, x_1), \\
\Sigma_3^{(i)}(\bar{\rho}, \bar{v}_1, \bar{\theta})(t, x_1) &= \Sigma_3^{(i)}(\rho_\pm, v_1\pm, \theta_\pm), \quad i = 1, 2,
\end{align*}
\]  

(2.6)

where $\bar{B}(t, x_1)$ is the classical solution to the Burgers’ equation \(2.4\). It could be checked that the above approximate rarefaction wave $(\bar{\rho}, \bar{v}_1, \bar{\theta})(t, x_1)$ satisfies the one-dimensional compressible Euler system:

\[
\begin{align*}
\rho_t + (\rho \bar{v}_1)x_1 &= 0, \\
\bar{v}_t + (\bar{v}_1^2 + \bar{p})x_1 &= 0, \\
\frac{\bar{p}R}{\gamma - 1} [(\rho \bar{\theta})t + (\rho \bar{v}_1 \bar{\theta})x_1] + \bar{p}x_1 &= 0,
\end{align*}
\]  

(2.7)

with the initial value $(\bar{\rho}_0, \bar{v}_{10}, \bar{\theta}_0)(x_1) := (\bar{\rho}, \bar{v}_1, \bar{\theta})(0, x_1)$. With the supplement $v_2^r = v_3^r = 0$ to the one-dimensional 3-rarefaction wave $(\rho^r, v_1^r, \theta^r)(\frac{x_1}{t})$, we see that $(\rho^r, v_1^r, \theta^r)(\frac{x_1}{t})$ is the unique planar rarefaction wave solution to the three-dimensional Riemann problem \(1.11\) - \(1.12\). Then the corresponding approximate rarefaction wave is $(\bar{\rho}, \bar{v}, \bar{\theta})$ with $(\bar{\rho}, \bar{v}_1, \bar{\theta})$ defined in \(2.6\) and $\bar{v}_2 = \bar{v}_3 \equiv 0$.

The next lemma follows directly from the properties of $\bar{B}(t, x_1)$ (c.f. \[15\]).

**Lemma 2.1.** The approximate smooth 3-rarefaction wave $(\bar{\rho}, \bar{v}_1, \bar{\theta})$ constructed in \(2.6\) satisfies the following properties:
For all $z$ of this hyperbolic wave. Denote the hyperbolic wave by

$$
\bar{\psi}_{1x_1} = \frac{2}{\gamma + 1} \bar{B}_{x_1} > 0, \quad \bar{\rho}_{x_1} = \frac{1}{R\bar{\rho}^{1-\gamma}} \bar{\rho}^{3-\gamma} \bar{\psi}_{1x_1} > 0 \quad \text{and} \quad \bar{\theta}_{x_1} = \frac{\gamma - 1}{\sqrt{R\gamma}} \sqrt{\bar{\theta}_{1x_1}} > 0 \quad \text{for all} \quad x_1 \in \mathbb{R} \quad \text{and} \quad t \geq 0.
$$

(ii) For all $t \geq 0, \delta > 0$ and $p \in [1, +\infty]$, the following estimates hold:

$$
\| (\bar{\rho}_{x_1}, \bar{\psi}_{1x_1}, \bar{\theta}_{x_1}) \|_{L^p(\mathbb{R})} \leq C(\delta + t)^{-1 + 1/p},
$$

$$
\| (\bar{\rho}_{x_1x_1}, \bar{\psi}_{1x_1x_1}, \bar{\theta}_{x_1x_1}) \|_{L^p(\mathbb{R})} \leq C(\delta + t)^{-1 + 1/p},
$$

$$
\| (\bar{\rho}_{x_1x_1x_1}, \bar{\psi}_{1x_1x_1x_1}, \bar{\theta}_{x_1x_1x_1}) \|_{L^p(\mathbb{R})} \leq C(\delta + t)^{-1 + 1/p}.
$$

(iii) There exists a constant $\delta_0 \in (0, 1)$ and a uniform constant $C$ such that for all $\delta \in (0, \delta_0)$ and $t > 0$,

$$
\| (\bar{\rho}, \bar{\psi}, \bar{\theta})(t, \cdot) - (\rho^r, \psi^r, \theta^r) \|_{L^\infty(\mathbb{R})} \leq C\delta \left[ \ln(1 + t) + |\ln \delta| \right].
$$

Remark 2.1. In order to justify the vanishing dissipation limit to the planar rarefaction wave of 3D Navier-Stokes-Fourier system (1.1) in Theorem 1.1 if we only use the smooth rarefaction wave $(\bar{\rho}, \bar{\psi}, \bar{\theta})(t, x_1)$ defined in (2.6) as the approximate wave profile, then the error arising from the viscous dissipation terms to the Navier-Stokes-Fourier system (1.1) around the inviscid approximate rarefaction wave makes it difficult to obtain the desired uniform estimates with respect to the dissipation coefficients.

2.2. Hyperbolic wave. In order to overcome the difficulties mentioned in Remark 2.1 as in two-dimensional case [29], a new wave, called hyperbolic wave, need to be introduced to recover the physical dissipations for the inviscid rarefaction wave profile, which is crucial for our justification of vanishing dissipation limit for the 3D Navier-Stokes-Fourier system (1.1). However, compared with the two-dimensional isentropic case in [29], the hyperbolic wave here has one more linearly degenerate eigenvalue in the second characteristic field, besides the two genuinely nonlinear characteristic fields. We now present a detailed construction of this hyperbolic wave. Denote the hyperbolic wave by $z := (z_1, z_2, z_3)^T(t, x_1)$ satisfying the following linearized hyperbolic system around the smooth rarefaction wave $(\bar{\rho}, \bar{\psi}, \bar{\theta})(t, x_1)$ with the viscous dissipation terms as the source:

$$
\begin{align*}
\begin{cases}
\dot{z}_t + (A\dot{z})_{x_1} = & 
\begin{bmatrix}
0 \\
(2\mu + \lambda)\tilde{\varepsilon}\bar{\psi}_{1x_1x_1} \\
k_{\varepsilon}\tilde{\varepsilon}_{x_1x_1} + (2\mu + \lambda)\tilde{\varepsilon}(\bar{\psi}_{1x_1x_1})_{x_1}
\end{bmatrix}, \\
\dot{z}(0, x_1) = & (z_1, z_2, z_3)(0, x_1) := (0, 0, 0),
\end{cases}
\end{align*}
$$

where the Jacobian matrix

$$
\dot{A} = \begin{bmatrix}
0 & 1 & 0 \\
-rac{m_1\varepsilon}{\rho^2} + \bar{\rho}\bar{\psi} + \frac{m_1\bar{\rho}}{\rho} & \frac{2m_1}{\rho} + \bar{\rho} + \bar{m_1} & \bar{\rho}g \\
\frac{m_1\varepsilon}{\rho^2} + \frac{m_1\varepsilon}{\rho^2} & \frac{m_1}{\rho} & \frac{m_1\bar{\rho}}{\rho} + \frac{m_1}{\rho} + \bar{m_1}\bar{\rho}g
\end{bmatrix},
$$

and $\bar{m_1} := \bar{\rho}\bar{\theta}, \quad \bar{\varepsilon} := \bar{\rho}\bar{\varepsilon} = \bar{\rho}\left( \frac{R}{\gamma - 1} \bar{\theta} + \frac{1}{2} \bar{v}^2 \right)$ represents the momentum and the total energy associated with the approximate rarefaction wave, respectively. Note that the hyperbolic wave $z(t, x_1)$ is motivated but quite different from [21] since the initial values for the hyperbolic wave constructed here all start from $t = 0$ including the initial layer while in [21] the initial layer effect is essentially neglected to justify the vanishing viscosity limit of one-dimensional
compressible Navier-Stokes equations with the superposition of both shock wave and rarefaction wave and therefore, the data for the hyperbolic wave in [21] is only starting from $t = h$ with $h > 0$ or from $t = T$.

In order to solve this linear hyperbolic system (2.8) in the fixed time interval $[0, T]$, we first diagonalize the above hyperbolic system (2.8). Direct calculations show that the Jacobian matrix $A$ in (2.9) has three distinct eigenvalues

$$\lambda_j = \tilde{\lambda}_j(\tilde{\rho}, \tilde{\psi}_1, S_{\pm}) = \tilde{\psi}_1 + (1 - \theta)\tilde{\psi}_1, \quad \lambda_2 = \tilde{\lambda}_2(\tilde{\rho}, \tilde{\psi}_1, S_{\pm}) = \tilde{\psi}_1$$

with the corresponding left and right eigenvectors $\tilde{l}_j = l_j(\tilde{\rho}, \tilde{\psi}_1, S_{\pm})$, $\tilde{r}_j = r_j(\tilde{\rho}, \tilde{\psi}_1, S_{\pm})$ ($j = 1, 2, 3$) satisfying $\tilde{L}AR = \text{diag}(\tilde{\lambda}_1, \tilde{\lambda}_2, \tilde{\lambda}_3) := \tilde{A}$, $LR = I$, with $L := (l_1, l_2, l_3)^T$, $R := (r_1, r_2, r_3)$, and $I$ as the $3 \times 3$ identity matrix. It should be emphasized that the second characteristic field of $\tilde{A}$ is linearly degenerate and the other two characteristic fields are genuinely nonlinear. Denote $Z := (Z_1, Z_2, Z_3)^T$ and set $\mathbf{Z} := Lz$, then $z = R\mathbf{Z}$, and $\mathbf{Z}$ satisfies the diagonalized system

$$Z_t + (\tilde{A}\mathbf{Z})_{x_1} = \mathbf{L} \begin{bmatrix} 0 \\ (2\mu + \lambda)\tilde{\psi}_{1x_1x_1} \\ (2\mu + \lambda)\tilde{\psi}_{1x_1x_1} \\ \kappa \tilde{\lambda}_{x_1x_1} + (2\mu + \lambda)\tilde{\psi}_{1x_1x_1} \end{bmatrix} + (L_1R + L_{x_1}AR)\mathbf{Z},$$

(2.10)

with the initial data $Z(0, x_1) := (0, 0, 0)^T$. Along the 3-rarefaction wave curve, it holds that the $3$-Riemann invariant is constant, that is,

$$L_1 = -\tilde{\lambda}_3L_{x_1}. \quad (2.11)$$

Note that the structure condition (2.11) is crucially used to solve the linear hyperbolic system (2.10) in the finite time interval $[0, T]$. Otherwise, it does not seem obvious how to solve this strongly coupled hyperbolic system (2.10) by the classical characteristic method. Applying the structure relation (2.11) to (2.10), the diagonalized hyperbolic system (2.10) can be written as

$$Z_t + (\tilde{A}\mathbf{Z})_{x_1} = \mathbf{L} \begin{bmatrix} 0 \\ (2\mu + \lambda)\tilde{\psi}_{1x_1x_1} \\ (2\mu + \lambda)\tilde{\psi}_{1x_1x_1} \\ \kappa \tilde{\lambda}_{x_1x_1} + (2\mu + \lambda)\tilde{\psi}_{1x_1x_1} \end{bmatrix} + \left[ \begin{array}{c} \tilde{l}_{1x_1} \cdot \tilde{r}_1 \\ \tilde{l}_{2x_1} \cdot \tilde{r}_1 \\ \tilde{l}_{3x_1} \cdot \tilde{r}_1 \end{array} \right] (\tilde{\lambda}_1 - \tilde{\lambda}_3)Z_1 + \left[ \begin{array}{c} \tilde{l}_{1x_1} \cdot \tilde{r}_2 \\ \tilde{l}_{2x_1} \cdot \tilde{r}_2 \\ \tilde{l}_{3x_1} \cdot \tilde{r}_2 \end{array} \right] (\tilde{\lambda}_2 - \tilde{\lambda}_3)Z_2,$$

(2.12)

where the equations of $Z_1, Z_2$ are decoupled from $Z_3$ due to (2.11), which is quite important to solve the linear hyperbolic system on the bounded interval $[0, T]$. In fact, we can first solve the hyperbolic equations of $Z_1, Z_2$ and then the equation of $Z_3$ by the classical characteristic method due to this decoupling. Moreover, we have the following key estimates for the hyperbolic wave $z$ or $\mathbf{Z}$:

**Lemma 2.2.** There exists a positive constant $C_T$ independent of $\delta$ and $\varepsilon$, such that

$$\left\| \frac{\partial^k}{\partial x_1^k} (z, \mathbf{Z}) (t, \cdot) \right\|_{L^2(\mathbb{R})} \leq C_T \left( \frac{\varepsilon}{\delta^k+1} \right)^2, \quad k = 0, 1, 2, 3.$$ 

Moreover, one has

$$\sup_{t \in [0, T]} \left\| \frac{\partial^k}{\partial x_1^k} (z, \mathbf{Z}) (t, \cdot) \right\|_{L^\infty(\mathbb{R})} = O(1) \left( \frac{\varepsilon}{\delta^{k+1}} \right), \quad k = 0, 1, 2.$$
Proof. This lemma can be proved by using weighted energy estimates and the subtle structure of the diagonalized linear hyperbolic system (2.12). The estimates for \( Z_1 \) and \( Z_3 \) in the genuinely nonlinear fields are similar to our previous work [29] for the isentropic case, thus we need to care more about the estimates of \( Z_2 \) in the second linearly degenerate characteristic field.

As in [29], multiplying the equation (2.12) by \( Z_3 \) and integrating the resulting equation over \([0,t] \times \mathbb{R}\) with \( t \in (0,T)\), we can infer

\[
\int_{\mathbb{R}} Z_3^2(t,x_1)dx_1 + \int_0^t \int_{\mathbb{R}} \tilde{v}_{1x_1} Z_3^2 dx_1 dt \leq C_T \left( \frac{\varepsilon}{\delta} \right)^2 + C_T \int_0^t \int_{\mathbb{R}} \tilde{v}_{1x_1} (Z_1^2 + Z_3^2) dx_1 dt. \tag{2.13}
\]

Similarly, multiplying the equation (2.12) by \( \bar{\rho}^T Z_1 \) with \( \Gamma \) being a large positive constant to be determined, and then integrating the resulting equation over \([0,t] \times \mathbb{R}\) with \( t \in (0,T)\), we can obtain

\[
\int_{\mathbb{R}} \bar{\rho}^T Z_1^2(t,x_1)dx_1 + \int_0^t \int_{\mathbb{R}} \Gamma \bar{\rho}^T \tilde{v}_{1x_1} Z_1^2 dx_1 dt \leq C_T \left( \frac{\varepsilon}{\delta} \right)^2 + C_T \int_0^t \int_{\mathbb{R}} \bar{\rho}^T \tilde{v}_{1x_1} (Z_1^2 + Z_3^2) dx_1 dt. \tag{2.14}
\]

Now we give some details for the estimation of \( Z_2 \). Multiplying the equation (2.12) by \( \bar{\rho}^T Z_2 \) and then integrating the resulting equation over \([0,t] \times \mathbb{R}\) with \( t \in (0,T)\), we can derive that

\[
\int_{\mathbb{R}} \bar{\rho}^T \frac{Z_2^2}{2}(t,x_1)dx_1 + \int_0^t \int_{\mathbb{R}} \Gamma \bar{\rho}^T \tilde{v}_{1x_1} \frac{Z_2}{2} \rho \lambda_2 x_1 \frac{Z_2}{2} dx_1 dt = \int_0^t \int_{\mathbb{R}} \left[ (2\mu + \lambda) \tilde{\epsilon} \bar{\rho}^T \tilde{l}_{22} \tilde{v}_{1x_1 x_1} Z_2 + \bar{\rho}^T \tilde{l}_{23} (\kappa \varepsilon \tilde{\theta}_{x_1 x_1} + (2\mu + \lambda) \varepsilon (\tilde{v}_{1x_1 x_1})_x) x_1 \right]_x dx_1 dt
\]

\[
+ \left( \tilde{l}_{2x_1} \cdot \tilde{r}_1 x_1 - \tilde{\lambda}_3 \right) Z_1 + \tilde{l}_{2x_1} \cdot \tilde{r}_2 x_1 - \tilde{\lambda}_3 Z_2 ) \bar{\rho}^T Z_2 \right] dx_1 dt \leq C \int_0^t \int_{\mathbb{R}} \bar{\rho}^T Z_2^2 dx_1 dt + C \varepsilon^2 \int_0^t \int_{\mathbb{R}} (\tilde{v}_{1x_1 x_1}^2 + \tilde{\theta}_{x_1 x_1}^2 + \tilde{v}_{1x_1}^4) dx_1 dt
\]

\[
+ C \int_0^t \int_{\mathbb{R}} \bar{\rho}^T \tilde{v}_{1x_1} (Z_1^2 + Z_3^2) dx_1 dt \leq C \int_0^t \int_{\mathbb{R}} \bar{\rho}^T Z_2^2 dx_1 dt + C \left( \frac{\varepsilon}{\delta} \right)^2 + C \int_0^t \int_{\mathbb{R}} \bar{\rho}^T \tilde{v}_{1x_1} (Z_1^2 + Z_3^2) dx_1 dt.
\]

Using Gronwall’s inequality gives

\[
\int_{\mathbb{R}} \bar{\rho}^T Z_2^2(t,x_1)dx_1 + \int_0^t \int_{\mathbb{R}} \Gamma \bar{\rho}^T \tilde{v}_{1x_1} Z_2^2 dx_1 dt \leq C_T \left( \frac{\varepsilon}{\delta} \right)^2 + C_T \int_0^t \int_{\mathbb{R}} \bar{\rho}^T \tilde{v}_{1x_1} (Z_1^2 + Z_3^2) dx_1 dt. \tag{2.15}
\]

Combining (2.13), (2.14) and (2.15) together and choosing \( \Gamma \) large enough, we can obtain

\[
\int_{\mathbb{R}} |Z|^2(t,x_1)dx_1 + \int_0^t \int_{\mathbb{R}} \tilde{v}_{1x_1} |Z|^2 dx_1 dt \leq C_T \left( \frac{\varepsilon}{\delta} \right)^2.
\]

Thus we have proved Lemma 2.2 for the case \( k = 0 \). The \( k \)-th order derivative estimates in Lemma 2.2 for \( k = 1, 2, 3 \) can be justified similarly after differentiating the system (2.12) \( k \) times with respect to \( x_1 \), and the details are omitted. \( \square \)
2.3. Construction of solution profile. Define the approximate solution profile \((\tilde{\rho}, \tilde{v}_1, \tilde{\theta})\) of the full compressible Navier-Stokes-Fourier equations \((\ref{eq:1})\) as
\[
\tilde{\rho} = \bar{\rho} + z_1, \quad \tilde{m}_1 = \bar{m}_1 + z_2 := \tilde{\rho}\tilde{v}_1, \quad \tilde{E} = \tilde{E} + z_3 := \tilde{\rho}\tilde{E} = \rho \left( \frac{R}{\gamma - 1} \tilde{\theta} + \frac{1}{2} \tilde{v}_1^2 \right),
\]
where \((\bar{\rho}, \bar{m}_1 := \bar{\rho}\bar{v}_1, \bar{E} := \bar{\rho}(\frac{R}{\gamma - 1} \bar{\theta} + \frac{1}{2} \bar{v}_1^2))\) is the planar rarefaction wave in \((\ref{eq:6})\) and \((z_1, z_2, z_3)\) is the hyperbolic wave in \((\ref{eq:8})\). Correspondingly, it holds that
\[
\tilde{v}_1 = \bar{v}_1 + \frac{1}{\rho}(-\bar{v}_1z_1 + z_2) = \bar{v}_1 + O(1)\left|(z_1, z_2)\right|,
\]
\[
\tilde{\theta} = \bar{\theta} + \frac{\gamma - 1}{R\rho} \left[ -\frac{R}{\gamma - 1} \bar{\theta}z_1 + z_3 - \frac{1}{2} \bar{v}_1^2 z_1 - \tilde{v}_1(-\bar{v}_1z_1 + z_2) \right] - \frac{\gamma - 1}{2R\bar{\rho}}(-\bar{v}_1z_1 + z_2)^2
\]
\[
\quad = \bar{\theta} + O(1)\left|(z_1, z_2, z_3)\right|.
\]
Then the approximate wave profile \((\tilde{\rho}, \tilde{v}_1, \tilde{\theta})\) satisfies the system
\[
\begin{aligned}
\left\{ \begin{array}{l}
\tilde{\rho}_t + (\tilde{\rho}\tilde{v}_1)_x = 0, \\
(\tilde{\rho}\tilde{v}_1)_t + (\tilde{\rho}^2 z_1 + R\tilde{\rho}\tilde{\theta})x_1 = (2\mu + \lambda)\varepsilon\tilde{v}_{1x1}x_1 + Q_1, \\
\frac{R}{\gamma - 1}\left[(\tilde{\rho}\tilde{\theta})_t + (\tilde{\rho}\tilde{v}_1\tilde{\theta})x_1\right] + R\tilde{\rho}\tilde{\theta}\tilde{v}_{1x1} = \kappa\varepsilon\tilde{\theta}_{x1x1} + (2\mu + \lambda)\varepsilon\tilde{v}_{1x1}^2 + Q_2,
\end{array} \right.
\end{aligned}
\]
\[
Q_1 := \left( \frac{\tilde{m}_1^2}{\tilde{\rho}} - \frac{\bar{m}_1^2}{\bar{\rho}} \right) z_1 - \frac{2\tilde{m}_1}{\tilde{\rho}} z_2 \right) x_1 + (\tilde{\rho} - \bar{\rho} - \tilde{\rho}\bar{\theta}z_1 - \tilde{\rho}\bar{m}_1 z_2 - \tilde{\rho}\varepsilon z_3) x_1
\]
\[
= O(1) \left|\tilde{v}_{1x1} \left|(z_1, z_2)\right|^2 + \left|(z_1, z_2)\right|\left|(z_{1x1}, z_{2x1})\right|\right|,
\]
and
\[
Q_2 := \left( \frac{\tilde{m}_1\tilde{E}}{\tilde{\rho}} - \frac{\bar{m}_1\bar{E}}{\bar{\rho}} \right) x_1 + \left( \frac{\tilde{\rho}\bar{m}_1}{\bar{\rho}} z_1 + \tilde{\rho}\frac{\bar{m}_1}{\bar{\rho}} z_2 - \tilde{\rho}\frac{\bar{m}_1}{\bar{\rho}} z_3 \right) x_1
\]
\[
= \left[ \frac{\tilde{v}_{1x1} + z_2}{\tilde{\rho}} \left( \gamma z_3 - (\gamma - 1)\tilde{v}_{1z2} - \frac{Rz_1}{\gamma - 1}\tilde{\theta}z_1 + \frac{\gamma - 2}{2}\tilde{v}_1^2 z_1 \right) - (\gamma - 1)\tilde{v}_1 \left( -\tilde{v}_{1x1} \right) \right]
\]
\[
= O(1) \left|\tilde{v}_{1x1} \left|(z_1, z_2, z_3)\right|^2 + \left|(z_1, z_2, z_3)\right|\left|(z_{1x1}, z_{2x1}, z_{3x1})\right|\right| + \varepsilon|\tilde{v}_{1x1} |\left|(z_1, z_2)\right|\right].
\]

Remark 2.2. With the approximate solution profile \((\tilde{\rho}, \tilde{v}_1, \tilde{\theta})\) of the full compressible Navier-Stokes-Fourier equations \((\ref{eq:1})\) combined by both the approximate rarefaction wave and hyperbolic wave, the error terms in \((\ref{eq:20})\) and \((\ref{eq:21})\) are good enough to obtain the desired uniform estimates with respect to the dissipation coefficients for the justification of the vanishing dissipation limit.
Finally, by the estimate of the hyperbolic wave in Lemma 2.2 and noting that \( \delta = \varepsilon \frac{1}{\delta^2} \ln \varepsilon \)
in the present paper, we have
\[
|z_i| \leq C_T \frac{\varepsilon}{\delta^{3/2}} = C_T \varepsilon^{3/2} |\ln \varepsilon|^{-\frac{3}{2}} \leq \frac{1}{4} \rho_-, \quad i = 1, 2, 3,
\]
provided that \( \varepsilon \ll 1 \). Then we have from (2.17) that
\[
0 < \frac{3}{4} \rho_- = \rho_- - \frac{1}{4} \rho_+ \leq \bar{\rho} = \rho + z_1 \leq \rho_+ + \frac{1}{4} \rho_-,
\]
provided that \( \varepsilon \ll 1 \). The uniform boundedness in (2.22) and (2.23) for the solution profile
\( (\tilde{\rho}, \tilde{v}, \tilde{\theta}) \), in particular, the lower bound of the approximate density and temperature are quite
important for the existence of solution to the 3D Navier-Stokes-Fourier system (1.1) around
this profile.

3. PROOF OF THEOREM 1.1

As the first step of the proof of Theorem 1.1 we reformulate the problem as the perturbation
of the solution \( (\rho^\varepsilon, v^\varepsilon, \theta^\varepsilon) \) to the 3D Navier-Stokes-Fourier system (1.1) around the approxi-
mate wave profile \( (\bar{\rho}, \bar{v}, \bar{\theta}) \), in particular, the lower bound of the approximate density and temperature are quite
important for the existence of solution to the 3D Navier-Stokes-Fourier system (1.1) around
this profile.

\[
\begin{align*}
\rho_t + \text{div}(\rho v) & = 0, \\
(\rho v)_t + \text{div}(\rho v \otimes v) + R\nabla(\rho \theta) & = \mu \varepsilon \Delta v + (\mu + \lambda) \varepsilon \nabla \text{div} v, \\
R \gamma^{-1} (\rho \theta)_t + \text{div}(\rho \theta v) & = \kappa \varepsilon \Delta \theta + \frac{\mu \varepsilon}{2} |\nabla v + (\nabla v)^T|^2 + \lambda \varepsilon (\text{div} v)^2.
\end{align*}
\]

Denote the perturbation of \( (\rho^\varepsilon, v^\varepsilon, \theta^\varepsilon) \) around \( (\bar{\rho}, \bar{v}, \bar{\theta})(t, x_1) \) by
\[
\begin{align*}
\varphi(t, x) & := \rho^\varepsilon(t, x) - \bar{\rho}(t, x_1), \\
\Psi(t, x) & = (\psi_1, \psi_2, \psi_3)^T(t, x) := v^\varepsilon(t, x) - \bar{v}(t, x) = (v_1^\varepsilon, v_2^\varepsilon, v_3^\varepsilon)^T(t, x) - (\bar{v}_1, 0, 0)^T(t, x_1), \\
\xi(t, x) & := \theta^\varepsilon(t, x) - \bar{\theta}(t, x_1),
\end{align*}
\]
then the solution \( (\rho^\varepsilon, v^\varepsilon, \theta^\varepsilon) \) to the full compressible Navier-Stokes-Fourier system (1.1) or
(3.1) has the following initial data:
\[
(\rho^\varepsilon, v^\varepsilon, \theta^\varepsilon)(0, x) := (\bar{\rho}_0, \bar{v}_0, \bar{\theta}_0)(x_1) + (\varphi_0, \Psi_0, \xi_0)(x),
\]
where \( \Psi_0 := (\psi_{10}, \psi_{20}, \psi_{30})^T \). For the sake of simplicity, the superscript \( \varepsilon \) will be dropped in \( (\rho^\varepsilon, v^\varepsilon, \theta^\varepsilon) \) when there is no confusion. From (3.1) and (2.18), the following system for
We note that the solution to (3.4), (3.5) and (3.8) will be constructed in the functional space \((\Omega)\) defined by

\[
F := \frac{1}{2}\left[ 2(\rho \varphi + \psi + \frac{\rho}{2} \sigma + \frac{\rho}{2} \rho + \frac{\rho}{2} \rho \sigma + \frac{\rho}{2} \rho \sigma) \right]_{x_1 x_1} + 2(\psi \sigma)_{x_1 x_1} + 2(\rho \rho \sigma)_{x_1 x_1} + \frac{\rho}{2} \rho \sigma_{x_1 x_1}
\]

supplemented with the initial data

\[
(\varphi, \Psi, \xi)(0, x) = (\varphi_0, \Psi_0, \xi_0)(x),
\]

where

\[
F_1 := -\kappa \varepsilon \left( \frac{\hat{\theta}_{x_1 x_1}}{\hat{\theta}_{x_1 x_1}} - \psi_{x_1 x_1} \right) - (2\mu + \lambda) \varepsilon \left( \psi_{x_1 x_1}^2 - \psi_{x_1 x_1}^2 \right)
\]

\[
= \gamma - R \kappa \varepsilon \left[ \frac{1}{\hat{\rho}} \left( \left( \frac{1}{2} \hat{\theta}_{x_1 x_1} - \frac{R}{\gamma - 1} \hat{\theta}_{x_1 x_1} \right) z_1 - \psi_{x_1 x_1} + z_3 \right) \right]_{x_1 x_1} - \frac{\gamma - 1}{2R} \kappa \varepsilon \left[ \frac{\hat{\psi}_{x_1 x_1} + z_2}{\hat{\rho}} \right]_{x_1 x_1}
\]

\[
+ 2(2\mu + \lambda) \varepsilon \psi_{x_1 x_1} \left( \psi_{x_1 x_1} + \frac{z_2}{\hat{\rho}} \right)_{x_1} + (2\mu + \lambda) \varepsilon \left[ \frac{\hat{\psi}_{x_1 x_1} + z_2}{\hat{\rho}} \right]_{x_1}^2 \]

\[
= O(\epsilon) \left[ (z_{x_1 x_1}, z_{x_1 x_1}, z_{x_1 x_1}) \right] + (z_{x_1 x_1}, z_{x_1 x_1})^2 + \left( \hat{\psi}_{x_1 x_1} (z_{x_1 x_1}, z_{x_1 x_1}, z_{x_1 x_1}) \right)
\]

\[
+ \left( \hat{\psi}_{x_1 x_1} (z_1, z_2, z_3) \right)^2 \]

\[
F_2 := -\kappa \varepsilon \left( \hat{\theta}_{x_1 x_1} \varphi - \psi_{x_1 x_1} \varphi \right).
\]

We choose the initial perturbation \((\varphi_0, \Psi_0, \xi_0)(x)\) such that

\[
\| (\nabla^i \varphi_0, \nabla^i \Psi_0, \nabla^i \xi_0) \|^2 = O \left( \epsilon^{\frac{4-i}{2}} \right) = O \left( \epsilon^{\frac{12-7i}{8}} \right), \quad i = 0, 1, 2.
\]

We note that the solution to (3.3), (3.5) and (3.8) will be constructed in the functional space \(\Pi(0, T)\) defined by

\[
\Pi(0, t_1) = \{ (\varphi, \Psi, \xi) | (\varphi, \Psi, \xi) \in C^0([0, t_1]; H^2(\Omega)), (\nabla \Psi, \nabla \xi) \in L^2(0, t_1; H^2(\Omega)) \}, \forall t_1 \in (0, T].
\]
To carry out the analysis, we first set the \emph{a priori} assumptions:

\[
\sup_{t \in [0, t_1(\varepsilon)]} \|(\varphi, \Psi, \xi)(t)\|_{L^\infty} \ll 1, \\
\sup_{t \in [0, t_1(\varepsilon)]} \|(\nabla \varphi, \nabla \Psi, \nabla \xi)(t)\| \leq \varepsilon a_1|\ln \varepsilon|^{-1}, \\
\sup_{t \in [0, t_1(\varepsilon)]} \|(\nabla^2 \varphi, \nabla^2 \Psi, \nabla^2 \xi)(t)\| \leq \varepsilon a_2|\ln \varepsilon|^{-1},
\]

where \([0, t_1(\varepsilon)]\) is the time-interval of existence of solutions and may depend on \(\varepsilon\), and both \(a_1\) and \(a_2\) are positive constants to be determined. Note that the above \emph{a priori} assumptions (3.9) with different rates are very important to control the nonlinear terms for justifying the vanishing dissipation limit in the three-dimensional case, which dominate the decay rate of the vanishing dissipation limit. Under the \emph{a priori} assumptions (3.9) and the boundedness in (2.22) and (2.23), we can get

\[
0 < \frac{1}{2} \rho_- \leq \rho = \varphi + \bar{\rho} \leq \rho_+ + \frac{1}{2} \rho_-, \quad 0 < \frac{1}{2} \theta_- \leq \theta = \xi + \bar{\theta} \leq \xi_+ + \frac{1}{2} \theta_-, \quad |v| \leq C,
\]

because we can take \(\|(\varphi, \Psi, \xi)\|_{L^\infty} \leq \min\{\frac{1}{4} \rho_- , \frac{1}{4} \theta_- \}\). The above uniform bounds of the density \(\rho\) imply that the two equations (3.12) and (3.13) are strictly parabolic, which ensures the existence of classical solution to the hyperbolic-parabolic coupled perturbation system (3.14). To prove our main result Theorem 1.1, it is sufficient to prove the following result.

\textbf{Theorem 3.1.} (Global existence and uniform estimates) There exists a positive constant \(\varepsilon_1 < 1\) such that if \(0 < \varepsilon \leq \varepsilon_1\) and under the choice \(\delta = \varepsilon \frac{1}{\theta} \ln \varepsilon\) for the approximate rarefaction wave in (2.4), the perturbation problem (3.4)-(3.5) has a unique global solution \((\varphi, \Psi, \xi) \in \Pi(0, T)\) satisfying

\[
\sup_{0 \leq t \leq T} \|(\varphi, \Psi, \xi)(t)\|^2 + \int_0^T \left[\|v_{1x_1}^{1/2}(\varphi, \psi_1, \xi)\|^2 + \varepsilon \|\nabla \Psi, \nabla \xi\|^2\right] dt \\
\leq C_T \varepsilon^{\frac{17}{6}} |\ln \varepsilon|^{-7} + C \|(\varphi_0, \Psi_0, \xi_0)\|^2,
\]

\[
\sup_{0 \leq t \leq T} \|(\nabla^i \varphi, \nabla^i \Psi, \nabla^i \xi)(t)\|^2 + \int_0^T \left[\|v_{1x_1}^{1/2} \nabla^i \varphi\|^2 + \varepsilon \|\nabla^{1+i} \Psi, \nabla^{1+i} \xi\|^2\right] dt \\
\leq C_T \varepsilon^{\frac{17-7i}{6}} |\ln \varepsilon|^{-7-i} + C \|(\nabla^i \varphi_0, \nabla^i \Psi_0, \nabla^i \xi_0)\|^2, \quad i = 1, 2,
\]

for some constant \(C_T > 0\) that is independent of \(\varepsilon\) and \(\delta\), but may depend on \(T\).

Once Theorem 3.1 is proved, by the initial perturbation satisfying (3.8) and the Sobolev inequality in dimension three (cf. (3.7)), we have from (3.11) that

\[
\sup_{0 \leq t \leq T} \|(\varphi, \Psi, \xi)(t, x)\|_{L^\infty(\Omega)} \\
\leq C \sup_{0 \leq t \leq T} \left[\|(\varphi, \Psi, \xi)\|^\frac{1}{2} \|(\nabla \varphi, \nabla \Psi, \nabla \xi)\|^\frac{1}{2} + \|(\nabla \varphi, \nabla \Psi, \nabla \xi)\|^\frac{1}{2} \|(\nabla^2 \varphi, \nabla^2 \Psi, \nabla^2 \xi)\|^\frac{1}{2}\right] \\
\leq C_T \varepsilon^{\frac{9}{8}} |\ln \varepsilon|^{-\frac{12}{17}} + C_T \varepsilon^{\frac{13}{24}} |\ln \varepsilon|^{-\frac{17}{24}} = O(1) \varepsilon^{\frac{13}{24}} |\ln \varepsilon|^{-\frac{17}{24}},
\]

(3.12)
and then
\[
\left\| (\rho, v, \theta)(t, x) - (\rho^r, v^r, \theta^r) \left( \frac{x_1}{t} \right) \right\|_{L^\infty(\Omega)} \\
\leq \left\| (\varphi, \Psi, \xi)(t, x) \right\|_{L^\infty(\Omega)} + C \left\| (z_1, z_2, z_3)(t, x_1) \right\|_{L^\infty(\mathbb{R})} \\
+ \left\| (\bar{\rho}, \bar{v}_1, \bar{\theta})(t, x_1) - (\rho^r, v^r_1, \theta^r) \left( \frac{x_1}{t} \right) \right\|_{L^\infty(\mathbb{R})} \\
\leq C_T \varepsilon^{\frac{13}{25}} |\ln \varepsilon|^{-\frac{17}{4}} + C_T \varepsilon^{\frac{3}{4}} \delta^{-1} [\ln(1 + t) + |\ln \delta|] \\
= O(1) \varepsilon^{\frac{1}{5}} |\ln \varepsilon|^2, 
\]
which completes the proof of Theorem 1.1.

We remark that even though the decay rate with respect to \( \varepsilon \) in (4.18) for the perturbation around the approximate rarefaction wave and the hyperbolic wave is higher than the final vanishing dissipation rate in (4.16), all the \textit{a priori} estimates are performed and the nonlinear terms are controlled under the choice of the parameter \( \delta = \varepsilon^{\frac{1}{5}} |\ln \varepsilon| \) in the approximate rarefaction wave (2.4). In other words, here the decay rate with respect to the dissipation parameters in the 3D case is determined by the nonlinear terms in the original variables \( x \) and \( t \), which is quite different from the two-dimensional case for the scaled variables in [29] where the final decay rate with respect to the viscosities is dominated by the error terms due to the inviscid rarefaction wave profile and the hyperbolic wave. Moreover, the vanishing dissipation rate of the self-similar rarefaction wave fan in (4.16) for the 3D full compressible Navier-Stokes-Fourier equations (1.1) seems optimal at least in our framework.

In fact, to control the nonlinear term in (4.15) of Section 4 below, we need
\[
-\frac{1}{3} + \frac{4}{3} a_2 \geq 0, 
\]
which is equivalent to \( a_2 \geq \frac{1}{4} \). Also, in order to close the \textit{a priori} assumption (3.9), by the estimates of the nonlinear terms in (4.16), (4.17), (4.18) and (4.19) and noting that \( \delta = \varepsilon^{\frac{1}{5}} |\ln \varepsilon| \) from (2.5), we also require
\[
2 - 9b \geq 2a_2, 
\]
that is,
\[
b \leq \frac{2 - 2a_2}{9}. 
\]
Therefore, by (3.14) and (3.15), it is optimal to take \( a_2 = \frac{1}{4} \) in (3.9) and then \( b = \frac{1}{6} \) in (2.5) for the approximate rarefaction wave (2.4), i.e. \( \delta = \varepsilon^{\frac{1}{5}} |\ln \varepsilon| \) as we choose. Correspondingly, by the estimate of the nonlinear term in (4.9) of Section 4 below, we need
\[
-\frac{3}{5} + \frac{2}{5} a_1 + \frac{6}{5} a_2 \geq 0, 
\]
to close the \textit{a priori} assumption (3.9), that is,
\[
2a_1 \geq 3 - 6a_2 = \frac{3}{2}. 
\]
Thus we can take \( a_1 = \frac{3}{4} \) in (3.9). Then we can close our \textit{a priori} assumptions (3.9) and complete the proof of Theorem 1.1.

Now it remains to prove Theorem 3.1. The local existence and uniqueness of the classical solution to the hyperbolic-parabolic coupled system (3.4)–(3.5) is well-known and hence its
proof is omitted (c.f. [30, 31, 36]). Therefore, to prove Theorem 3.1 it suffices to obtain the following uniform a priori estimates.

**Proposition 3.1** (Uniform a priori estimates). Let \((\varphi, \Psi, \xi) \in \Pi(0, t_1(\varepsilon))\) be a solution to the problem (3.4) - (3.5) for some \(t_1(\varepsilon) \in (0, T]\). There exists a constant \(\varepsilon_2 > 0\) independent of \(\varepsilon, \delta\) and \(t_1(\varepsilon)\), such that, for \(0 < \varepsilon \leq \varepsilon_2\) and under the choice \(\delta = \varepsilon^{\frac{1}{3}}|\ln \varepsilon|\) and the a priori assumptions (3.3), it holds that

\[
\sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \Psi, \xi)(t) \|^2 + \int_0^{t_1(\varepsilon)} \left[ \| v_{1x1}^{1/2}(\varphi, \psi_1, \xi) \|^2 + \varepsilon \| (\nabla \Psi, \nabla \xi) \|^2 \right] dt 
\leq C_T \varepsilon^{\frac{17}{6}} \ln \varepsilon^{-7} + C \| (\varphi_0, \Psi_0, \xi_0) \|^2,
\]

\[
\sup_{0 \leq t \leq t_1(\varepsilon)} \| (\nabla^i \varphi, \nabla^i \Psi, \nabla^i \xi)(t) \|^2 + \int_0^{t_1(\varepsilon)} \left[ \| v_{1x1}^{1/2} \nabla^i \varphi \|^2 + \varepsilon \| \nabla^{1+i} \Psi, \nabla^{1+i} \xi \|^2 \right] dt 
\leq C_T \varepsilon^{\frac{47-2i}{6}} \ln \varepsilon^{-7-i} + C \| (\nabla^i \varphi_0, \nabla^i \Psi_0, \nabla^i \xi_0) \|^2, \quad i = 1, 2,
\]

for some constant \(C_T > 0\) that is independent of \(\varepsilon\) and \(\delta\), but may depend on \(T\).

The proof of Proposition 3.1 will be given in the next section.

### 4. Proof of Uniform a priori Estimates in Proposition 3.1

We now give the proof of Proposition 3.1 for the uniform \(H^2\) a priori estimates. First in subsection 4.1 we derive the lower order \(L^2\) estimates in Lemma 4.1 where the periodicity of the domain \(\Omega\) in \(x_2\) and \(x_3\) directions and the original non-scaled spatial variables are crucial. Then in subsection 4.2 and subsection 4.3, the first-order and second-order derivative estimates are proved in Lemma 4.2 and Lemma 4.3 respectively, thanks to the cancellations between the flux terms, which are quite different from the two-dimensional case in [29]. We remark that the decay rate is determined by the nonlinear flux terms in the original variables for the 3D limit here, but by the error terms in the scaled variables for the 2D case of [29].

#### 4.1. Lower order estimates. We start with the lower order \(L^2\) relative entropy estimates.

**Lemma 4.1.** Under the assumption of Proposition 3.1, there exists a positive constant \(C_T\) independent of \(\varepsilon\) such that for \(0 \leq t \leq t_1(\varepsilon)\),

\[
\sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \Psi, \xi)(t) \|^2 + \int_0^{t_1(\varepsilon)} \left[ \| v_{1x1}^{1/2}(\varphi, \psi_1, \xi) \|^2 + \varepsilon \| (\nabla \Psi, \nabla \xi) \|^2 \right] dt 
\leq C_T \varepsilon^{\frac{17}{6}} \ln \varepsilon^{-7} + C \| (\varphi_0, \Psi_0, \xi_0) \|^2.
\]

**Proof.** For ideal polytropic flows,

\[
S = -R \ln \rho + \frac{R}{\gamma - 1} \ln \theta + \frac{R}{\gamma - 1} \ln \frac{R}{A}, \quad p = R \rho \theta = A \rho^\gamma \exp \left( \frac{\gamma - 1}{R} S \right).
\]

Denote

\[
X = \left( \rho, \rho v_1, \rho v_2, \rho v_3, \rho \left( \frac{R}{\gamma - 1} \theta + \frac{|v|^2}{2} \right) \right)^T,
\]

\[
Y = \left( \rho v, \rho v v_1 + p v_1, \rho v v_2 + p v_2, \rho v v_3 + p v_3, \rho \left( \frac{R}{\gamma - 1} \theta + \frac{|v|^2}{2} \right) + \rho v \right)^T,
\]

where \(\rho\) and \(\theta\) are to be determined.
where \( \mathbb{I}_1 = (1,0,0)^T, \mathbb{I}_2 = (0,1,0)^T \) and \( \mathbb{I}_3 = (0,0,1)^T \). Then we can rewrite the system (1.1) as

\[
\mathbf{X}_t + \text{div} \mathbf{Y} = \begin{pmatrix}
0 \\
\mu \varepsilon \Delta v_1 + (\mu + \lambda) \varepsilon \text{div} v_x \\
\mu \varepsilon \Delta v_2 + (\mu + \lambda) \varepsilon \text{div} v_x \\
\mu \varepsilon \Delta v_3 + (\mu + \lambda) \varepsilon \text{div} v_x \\
\kappa \varepsilon \Delta \theta + \text{div}(v \mathbf{S})
\end{pmatrix}.
\]

Define a relative entropy-entropy flux pair \((\eta_s, q_s)\) as

\[
\begin{cases}
\eta_s = \tilde{\theta} \left\{ -\rho S + \tilde{\rho} \tilde{S} + \nabla \mathbf{x}(\rho S) \middle|_{\mathbf{x} = \mathbf{X}} \cdot (\mathbf{X} - \tilde{\mathbf{X}}) \right\}, \\
q_{sj} = \tilde{\theta} \left\{ -\rho v_j S + \tilde{\rho} \tilde{v}_j \tilde{S} + \nabla \mathbf{x}(\rho S) \middle|_{\mathbf{x} = \tilde{\mathbf{X}}} \cdot (\mathbf{Y}_j - \tilde{\mathbf{Y}}_j) \right\}
\end{cases}
\]

\(j = 1, 2, 3\).

From the following

\[
(\rho S)_\rho = S + \frac{|v_i|^2}{2\theta} - \frac{R}{\gamma - 1}, \quad (\rho S)_{m_i} = -\frac{v_i}{\theta}, \quad i = 1, 2, 3, \quad (\rho S)_{\varepsilon} = \frac{1}{\theta},
\]

with \(m_i = \rho v_i\) \(i = 1, 2, 3\) and \(\mathcal{E} = \rho \left( \frac{R}{\gamma - 1} \theta + \frac{|v|^2}{2} \right)\), we have

\[
\begin{cases}
\eta_s = R \tilde{\theta} \Phi \left( \frac{\tilde{\theta}}{\rho} \right) + \frac{R}{\gamma - 1} \rho \tilde{\theta} \Phi \left( \frac{\theta}{\rho} \right) + \frac{1}{2} \rho |v - \tilde{v}|^2, \\
q_s = \nu \eta + R(\nu - \tilde{v})(\rho \theta - \tilde{\rho} \tilde{\theta}),
\end{cases}
\]

where \(\Phi(\cdot)\) is the strictly convex function

\[
\Phi(s) = s - \ln s - 1.
\]

Then, for \(\mathbf{X}\) in any closed bounded region in \(\Xi = \{ \mathbf{X} : \rho > 0, \theta > 0 \}\), there exists a positive constant \(C_0\) such that

\[
(C_0^{-1})^2 \leq \eta_s \leq C_0 \|(\mathbf{X}, \mathbf{Y})\|^2.
\]

A straightforward computation shows that

\[
\begin{align*}
\eta_{st} + \text{div} q_s + & \left[ \Psi(2\mu \varepsilon \mathcal{D}(\Psi) + \lambda \varepsilon \text{div} \Psi) + \frac{\kappa \varepsilon \xi}{\theta} \nabla \xi \right] + \tilde{\theta} \left( \frac{\mu \varepsilon}{2} |\nabla \Psi + (\nabla \Psi)^T|^2 + \lambda \varepsilon (\text{div} \Psi)^2 \right) \\
&+ \frac{\kappa \varepsilon \tilde{\theta}}{\theta^2} |\nabla \xi|^2 + \tilde{v}_{1x_1} \left[ \rho \psi_{1x_1}^2 + R(\gamma - 1) \rho \tilde{\theta} \Phi \left( \frac{\tilde{\theta}}{\rho} \right) + R \rho \tilde{\theta} \Phi \left( \frac{\theta}{\rho} \right) \right] + \tilde{\theta}_{x_1} \rho \psi_1 \left[ R \ln \frac{\tilde{\theta}}{\rho} + \frac{R}{\gamma - 1} \ln \frac{\theta}{\rho} \right] \\
&= \frac{2\tilde{v}_{1x_1}}{\theta} \xi(2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) + \frac{\kappa \varepsilon \tilde{\theta}}{\theta^2} \tilde{v}_{1x_1} \xi_{x_1} \xi - \frac{(2\mu + \lambda) \varepsilon}{\rho} \tilde{v}_{1x_1} \psi_1 \\
&+ (2\mu + \lambda) \varepsilon \left( \frac{-\tilde{v}_{1x_1} z_2}{\rho} \right)_{x_1} \psi_1 - \rho \psi_1 Q_1 + (F_1 + F_2 - \frac{\rho}{\rho} Q_2) \xi - \frac{1}{\theta} \left[ \kappa \xi_{x_1} \xi_{x_1} + (2\mu + \lambda) \varepsilon \tilde{v}_{1x_1}^2 + Q_2 \right].
\end{align*}
\]

(4.2)
There exists a positive constant $C > 0$ such that
\[
\begin{align*}
\tilde{v}_{1x_1} &\left[\rho \dot{\psi}^2 + R(\gamma - 1)\rho \dot{\theta} \Phi \left(\frac{\tilde{\rho}}{\rho} \right) + R\rho \dot{\theta} \Phi \left(\frac{\tilde{\theta}}{\theta} \right) \right] + \tilde{\theta}_{x_1} \rho \psi_1 \left( R \ln \frac{\tilde{\rho}}{\rho} + \frac{R}{\gamma - 1} \ln \frac{\tilde{\theta}}{\theta} \right) \\
\geq &\ 2C^{-1}\tilde{v}_{1x_1} (\varphi^2 + \psi_1^2 + \varepsilon^2) + \left( -\frac{\tilde{v}_{1z_1} + z_2}{\rho} \right)_{x_1} \left[ \rho \psi^2 + R(\gamma - 1)\rho \dot{\theta} \Phi \left(\frac{\tilde{\rho}}{\rho} \right) + R\rho \dot{\theta} \Phi \left(\frac{\tilde{\theta}}{\theta} \right) \right] \\
&\ + (\gamma - 1)\tilde{v}_{1x_1} \left[ \frac{\left( \frac{\tilde{v}_{1z_1} - R}{\gamma - 1} \right)_{x_1}}{\rho} z_1 - \tilde{v}_{1z_2} + z_3 \right] - \left( \frac{\tilde{v}_{1z_1} + z_2}{2\rho^2} \right)_{x_1} \rho \psi_1 \left( (\gamma - 1) \ln \frac{\tilde{\rho}}{\rho} + \ln \frac{\tilde{\theta}}{\theta} \right) \\
\geq &\ C^{-1}\tilde{v}_{1x_1} (\varphi^2 + \psi_1^2 + \varepsilon^2) - C|(z_{1x_1}, z_{2x_1}, z_{3x_1})|(\varphi^2 + \psi_1^2 + \varepsilon^2),
\end{align*}
\]
provided that $\varepsilon$ is sufficiently small. Integrating (4.2) over $[0, t] \times \Omega$ and using the above relation imply that
\[
\begin{align*}
\|&(\varphi, \Psi, \xi)(t)\|^2 + \int_0^t \left| \left[ \frac{2}{\theta} \xi (2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) + \frac{\kappa \varepsilon \tilde{\theta}_{x_1} \xi x_1}{\theta^2} \right] dxdt \\
&\leq C\|(\varphi_0, \Psi_0, \xi_0)\|^2 + C \int_0^t \int_{\Omega} \left[ \frac{2}{\theta} \xi (2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) + \frac{\kappa \varepsilon \tilde{\theta}_{x_1} \xi x_1}{\theta^2} \right] dxdt \\
&\quad + C \int_0^t \int_{\Omega} \left[ \frac{(2\mu + \lambda) \varepsilon}{\rho} \tilde{v}_{1x_1} \varphi \psi_1 \right] dxdt \\
&\quad + C \int_0^t \int_{\Omega} \left[ \frac{(2\mu + \lambda) \varepsilon}{\rho} \left( \frac{-\tilde{v}_{1z_1} + z_2}{\rho} \right)_{x_1} \psi_1 \right] dxdt \\
&\quad + C \int_0^t \int_{\Omega} \left[ - \rho \psi_1 Q_1 + \left( F_1 + F_2 - \frac{\rho}{\rho} Q_2 \right) \xi \right] dxdt \\
&\quad + C \int_0^t \int_{\Omega} \left[ \frac{\rho}{\rho} \left( \gamma - 1 \right) \Phi \left( \frac{\tilde{\rho}}{\rho} \right) - \Phi \left( \frac{\tilde{\theta}}{\theta} \right) \right] \left[ \kappa \varepsilon \tilde{\theta}_{x_1} x_1 \right. \\
&\quad \left. \left( 2\mu + \lambda \right) \varepsilon \psi_{1x_1}^2 + Q_2 \right] dxdt \\
&\quad + C \int_0^t \int_{\Omega} \left[ \left| (z_{1x_1}, z_{2x_1}, z_{3x_1}) \right| (\varphi^2 + \psi_1^2 + \varepsilon^2) \right] dxdt \\
:= &\ C\|(\varphi_0, \Psi_0, \xi_0)\|^2 + \sum_{i=1}^{6} I_i.
\end{align*}
\]
First, it follows from the Young inequality, Lemma 2.1 and Lemma 2.2 that
\[
\begin{align*}
I_1 &\leq \frac{\varepsilon}{20} \int_0^t \left| \frac{\left( \nabla \Psi, \nabla \xi \right) \|^2 dt + C \varepsilon \int_0^t \left| \frac{\tilde{v}_{1x_1}}{\theta} \right| \xi^2 \right| dt \\
&\leq \frac{\varepsilon}{20} \int_0^t \left| \frac{\left( \nabla \Psi, \nabla \xi \right) \|^2 dt + C \varepsilon \int_0^t \left| \tilde{v}_{1x_1} \xi \right|^2 dt + C \varepsilon \int_0^t \left| (z_{1x_1}, z_{2x_1}, z_{3x_1}) \xi \right|^2 dt \\
&\leq \frac{\varepsilon}{20} \int_0^t \left| \frac{\left( \nabla \Psi, \nabla \xi \right) \|^2 dt + C \varepsilon \sup_{0 \leq t \leq T} \left| \tilde{v}_{1x_1} \right| \| \xi \|^2 dt + C_T \varepsilon^2 \sup_{0 \leq t \leq t_1(\varepsilon)} \left| \xi \right|^2 \\
&\leq \frac{\varepsilon}{20} \int_0^t \left| \frac{\left( \nabla \Psi, \nabla \xi \right) \|^2 dt + C \varepsilon \ln \varepsilon^{-1} \int_0^t \left| \tilde{v}_{1x_1} \xi \right|^2 dt + C_T \varepsilon^2 \ln \varepsilon^{-5} \sup_{0 \leq t \leq t_1(\varepsilon)} \left| \xi \right|^2.
\end{align*}
\]
and also
\[
I_2 \leq C_T \varepsilon \sup_{0 \leq t \leq T} \| \check{v}_{1x_1} \|_{L^\infty} \sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \psi_1) \|^2 \leq C_T \varepsilon^{\frac{3}{2}} \| \ln \varepsilon \|^{-2} \sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \psi_1) \|^2,
\]
\[
I_3 \leq \frac{1}{20} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \psi_1 \|^2 + C_T \varepsilon^2 \int_0^t \int_{\mathbb{R}} \left| \left( \frac{-\bar{v}_1 z_1 + \bar{z}_2}{\rho} \right) \right|_{x_1x_1}^2 dx_1 dt
\]
\[
\leq \frac{1}{20} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \psi_1 \|^2 + C_T \varepsilon^4 \delta_0 \leq \frac{1}{20} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \psi_1 \|^2 + C_T \varepsilon^3 |\ln \varepsilon|^{-6}.
\]

By (2.20) and (2.21), it holds that
\[
\left| \int_0^t \int_{\Omega} \rho \psi_1 Q dx dt \right| \leq \frac{1}{20} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \psi_1 \|^2 + C_T \int_0^t \int_{\mathbb{R}} \left| \left( \frac{\bar{v}_1 z_1 - \bar{z}_2}{\rho} \right) \right|_{x_1x_1}^2 dx_1 dt
\]
\[
\leq \frac{1}{20} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \psi_1 \|^2 + C_T \varepsilon^4 \delta_0 \leq \frac{1}{20} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \psi_1 \|^2 + C_T \varepsilon^4 |\ln \varepsilon|^{-7}.
\]

Then we can obtain the estimate of \( I_4 \),
\[
I_4 \leq \frac{1}{20} \sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \psi_1, \xi) \|^2 + C_T \varepsilon^4 |\ln \varepsilon|^{-7}.
\]

Moreover, it holds that
\[
I_5 \leq C \int_0^t \| (\bar{\theta}_{x_1}, \bar{v}_{1x_1}) \|_{L^\infty} + \| Q_2 \|_{L^\infty} \| (\varphi, \xi) \|^2 dt \leq C_T \varepsilon^\frac{7}{4} |\ln \varepsilon|^{-2} \sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \xi) \|^2.
\]

By Lemma 2.1 and Lemma 2.2, one has
\[
I_6 \leq C_T \sup_{0 \leq t \leq T} \| (z_{1x_1}, z_{2x_1}, z_{3x_1}) \|_{L^\infty(\mathbb{R})} \sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \psi_1, \xi) \|^2
\]
\[
\leq C_T \varepsilon^{\frac{7}{4}} |\ln \varepsilon|^{-\frac{7}{2}} \sup_{0 \leq t \leq t_1(\varepsilon)} \| (\varphi, \psi_1, \xi) \|^2.
\]

Substituting the above estimates for \( I_i \) \((i = 1, 2, \cdots, 6)\) into (4.13) and taking \( \varepsilon \) suitably small, we can prove (4.1) in Lemma 4.4. \( \square \)

**Remark 4.1.** If the hyperbolic scaled variables for the space and time, i.e., \( \frac{x}{\varepsilon} \) and \( \frac{t}{\varepsilon} \), are still used to normalize the dissipation coefficients to be \( O(1) \) order as in our previous work [29] for the two-dimensional limit case, then the exactly same proof as in [29] could not be applied here due to the spatial 3D setting. Alternatively, the a priori estimates here would be carried out for the original non-scaled variables \((x, t)\) and then the dissipation terms are more singular compared with the two-dimensional scaled case in [29]. Consequently more accurate a priori assumptions with respect to the dissipations as in (3.9) are crucially needed and some new observations on the cancellations of the physical structures for the flux terms and viscous terms are essentially used to justify the 3D limit.

**Remark 4.2.** The hyperbolic wave \((z_1, z_2, z_3)\) are crucially utilized in Lemma 4.1. Without this hyperbolic wave and using only the planar rarefaction wave \((\bar{\rho}, \bar{v}_1, \bar{\theta})\) as the profile, the decay rate of the error terms in Lemma 4.1 would not be good enough, and we could not achieve the estimates that are uniform in the dissipation coefficients, which is quite different from the 1D case where the hyperbolic wave is not necessary in order to justify the limit process.
4.2. First-order derivative estimates. In this subsection, we derive the first-order derivative estimates, which are quite different from our previous paper for the 2D case in [29]. In order to obtain the decay rate, here we mainly apply the cancellations between the flux terms in the mass equation, momentum equation and the energy equation in [11] due to the physical structures of the system. While for the 2D case in our previous work [29], we crucially used the cancellations between the flux terms and viscosity terms since both the flux and viscous terms are the same order in the scaled independent variables \( \frac{\tau}{\varepsilon} \) and \( \frac{L}{\varepsilon} \).

**Lemma 4.2.** Under the assumption of Proposition [3.7], there exists a positive constant \( C_T \) independent of \( \varepsilon \), such that for \( 0 \leq t \leq t_1(\varepsilon) \),

\[
\begin{align*}
\sup_{0 \leq t \leq t_1(\varepsilon)} \| (\nabla \varphi, \nabla \Psi, \nabla \xi)(t) \|^2 + \int_0^{t_1(\varepsilon)} \left[ \| \tilde{\psi}_{1x_1} \nabla \varphi \|^2 + \varepsilon \| (\nabla^2 \Psi, \nabla^2 \xi) \|^2 \right] dt \\
\leq C_T \frac{\varepsilon^3}{\delta^8} + C \| (\nabla \varphi_0, \nabla \Psi_0, \nabla \xi_0) \|^2 = C_T \varepsilon^3 |\ln \varepsilon|^{-8} + C \| (\nabla \varphi_0, \nabla \Psi_0, \nabla \xi_0) \|^2.
\end{align*}
\]

**Proof.** Multiplying the equation (3.4) by \(-\Delta \Psi\) leads to

\[
\begin{align*}
&\left( \rho \frac{\| \nabla \varphi \|^2}{2} \right)_t - \div (\rho \psi_{ii} \psi_i - \rho \psi_{jj} \psi_j) + (\mu + \lambda) \div \nabla \Psi \div \nabla \Psi \\
&\quad - (\mu + \lambda) \div \nabla \Delta \Psi + |\Delta \Psi|^2 + (\mu + \lambda) \varepsilon |\nabla \div \Psi|^2 - R \theta \nabla \varphi \cdot \Delta \Psi - R \rho \nabla \xi \cdot \Delta \Psi \\
&= - \varphi_{x_1} \psi_{x_1} \cdot \rho \psi_{x_1} - \psi_{x_1} \cdot \psi_{x_2} \nabla \rho \cdot \nabla \psi_j \nabla \psi_j - \rho \psi_{x_1} \nabla \psi_i \nabla \psi_i - (2 \mu + \lambda) \varepsilon \left( \frac{-\bar{v}_{1x_1} + z_2}{\bar{\rho}} \right) \Delta \psi_1 \\
&\quad + \rho \psi_{1x_1} \psi_{x_1} \nabla \xi \psi_i + R \bar{v}_{1x_1} \left( \theta - \frac{\rho \theta}{\bar{\rho}} \right) \Delta \psi_1 - (2 \mu + \lambda) \varepsilon \left( \frac{-\bar{v}_{1x_1} + z_2}{\bar{\rho}} \right) \Delta \psi_1 \\
&\quad + (2 \mu + \lambda) \varepsilon \left( \frac{\varphi}{\bar{\rho}} \right) \Delta \psi_1 + Q_1 \left( \frac{\varphi}{\bar{\rho}} \right) \Delta \psi_1 \\
&= I(t, x).
\end{align*}
\]

We now take the gradient in the first equation of (3.4) and then multiply it by \( \frac{R \theta}{\rho} \nabla \varphi \) to obtain

\[
\begin{align*}
&\left( \frac{R \theta}{\rho} \frac{\| \nabla \varphi \|^2}{2} \right)_t + \div \left( \frac{R \theta}{\rho} \nabla \varphi \cdot \nabla \psi_i \right) + (R \theta \nabla \varphi \cdot \nabla \psi_i)_{x_1} \\
&\quad + \frac{R \theta}{\rho} \varphi_{x_1} \psi_{x_1} \nabla \varphi \cdot \nabla \psi_i + R \xi_{x_1} \nabla \varphi \cdot \nabla \psi_i - R \varphi_{x_1} \nabla \xi \cdot \nabla \psi_i \\
&= - \frac{R \theta}{\rho} \varphi_{x_1} \nabla \varphi \cdot \nabla \psi_i + \frac{R \theta}{\rho} \nabla \varphi \cdot \Delta \Psi \\
&\quad + \gamma \frac{\varepsilon}{\rho^2} \left( \frac{\| \nabla \varphi \|^2}{2} \right) + \frac{\kappa \varepsilon \Delta \xi + \kappa \varepsilon \Delta \xi_{x_1}}{2} + R \theta \psi_{x_1} (\psi_{x_1}) \psi_{x_1} + \left( \frac{\mu \varepsilon}{2} - \frac{\| \nabla \Psi \|}{\rho} \right) - R \theta_{x_1} \nabla \varphi \cdot \nabla \psi_1 \\
&\quad - R \theta \psi_{x_1} \nabla \varphi \cdot \xi_{x_1} - R \theta \left( \frac{-\bar{v}_{1x_1} + z_2}{\bar{\rho}} \right) \frac{\| \nabla \varphi \|^2}{2} - R \theta \left( \frac{-\bar{v}_{1x_1} + z_2}{\bar{\rho}} \right) \frac{\| \nabla \varphi \|^2}{2} \left( \frac{-\bar{v}_{1x_1} + z_2}{\bar{\rho}} \right) \frac{\| \nabla \varphi \|^2}{2} \\
&\quad - R \theta \rho \varphi_{x_1} \nabla \psi_i - R \theta \rho \varphi_{x_1} \nabla \varphi_{x_1} - R \theta \rho \psi_{x_1} \nabla \varphi \cdot \nabla \psi_1 - R \theta \bar{v}_{1x_1} \varphi_{x_1} \\
&\quad := J(t, x).
\end{align*}
\]
Multiplying the third equation of (3.21) by $-\frac{1}{\theta} \Delta \xi$, one has
\[
\left( \frac{R}{\gamma - 1} \frac{\rho |\nabla \xi|^2}{2} \right)_t - \text{div} \left( \frac{R}{\gamma - 1} \frac{\rho}{\theta} \xi_i \nabla \xi + \frac{R}{\gamma - 1} \frac{\rho v_i \xi_i, \nabla \xi - \frac{R}{\gamma - 1} \frac{\rho v}{\theta} |\nabla \xi|^2}{2} \right) + R \rho \text{div} \Psi \nabla \xi + R \rho \nabla \psi_i \cdot \nabla \xi_i, + \frac{K \varepsilon}{\theta} |\Delta \xi|^2 + R \rho \nabla \xi \cdot \Delta \Psi
\]
\[
= -\frac{R}{\gamma - 1} \frac{1}{\theta} \nabla \varphi \cdot \nabla \xi \xi_t - \frac{R}{\gamma - 1} \frac{1}{\theta} 
abla \xi \xi_x, \xi_t + \frac{R}{\gamma - 1} \frac{\rho}{\theta} |\nabla \xi|^2 \xi_t + \frac{R}{\gamma - 1} \frac{\rho}{\theta} \bar{\theta} \bar{\xi}_1 \xi_x, \xi_t
\]
\[
- \frac{R}{\gamma - 1} \frac{1}{\theta} v_i \xi_x, \nabla \rho \cdot \nabla \xi + \frac{R}{\gamma - 1} \frac{1}{\theta^2} v_i \xi_x \nabla \theta \cdot \nabla \xi - \frac{R}{\gamma - 1} \frac{1}{\theta} \xi_x, \nabla \psi_i \cdot \nabla \xi
\]
\[
- \frac{R}{\gamma - 1} \frac{1}{\theta} \eta_1 x |\xi_x|^2 + \frac{R \rho}{\theta} \text{div} \Psi |\nabla \xi|^2 \frac{2}{2} + \frac{R \rho}{\theta} \bar{v}_{1x} \frac{2}{2} |\nabla \xi|^2 \frac{2}{2} - \frac{\lambda \varepsilon |\Delta \xi|^2}{2} + \frac{\lambda \varepsilon |\nabla \Psi|^2}{2} + 2 \bar{v}_{1x} (2 \mu \varepsilon \psi_{1x} + \lambda \varepsilon \text{div} \Psi) + (2 \mu + \lambda) \varepsilon (\bar{v}_1 \bar{v}_{1x} x) x]
\]
\[
- R \text{div} \Psi \nabla \varphi \cdot \nabla \xi - R \tilde{p}_{1x}, \xi_x \text{div} \Psi + R \tilde{p}_{1x} \nabla \psi_i \cdot \nabla \xi + R \tilde{p}_{1x} \nabla \psi_i \cdot \nabla \xi - R \nabla \varphi \cdot \nabla \psi_i \xi_i
\]
\[
- R \tilde{p}_{1x} \psi_{1x}, \xi_x + \frac{R}{\gamma - 1} \frac{1}{\theta} \bar{\theta} \bar{\psi}_{1x} \xi_x \Delta \xi + \frac{R \rho}{\theta} \bar{v}_{1x} \xi_x \Delta \xi - \frac{\mu \varepsilon}{\theta} |\nabla \Psi + (\nabla \Psi)^T|^2 \Delta \xi
\]
\[
- \frac{\lambda \varepsilon}{\theta} (\text{div} \Psi)^2 \Delta \xi - \frac{2}{\theta} \bar{v}_{1x} (2 \mu \varepsilon \psi_{1x} + \lambda \varepsilon \text{div} \Psi) \Delta \xi - \frac{F_1 + F_2}{\theta} \Delta \xi + \frac{\rho}{\theta} Q_2 \Delta \xi
\]
\[
:= K(t, x).
\]
(4.7)

Now we add (4.5), (4.6) and (4.7) together, then take the integration over $[0, t] \times \Omega$ to obtain
\[
\| (\nabla \varphi, \nabla \Psi, \nabla \xi(t)) \|^2 + \int_0^t \left[ \| \bar{v}_{1x} |\nabla \varphi|^2 + \varepsilon \| (\nabla^2 \Psi, \nabla^2 \xi) \|^2 \right] dt
\]
\[
\leq C \| (\nabla \varphi_0, \nabla \Psi_0, \nabla \xi_0) \|^2 + C \int_0^t \int_\Omega I(t, x) + J(t, x) + K(t, x) dx dt,
\]
(4.8)

where $I, J$ and $K$ are defined in (4.5), (4.6) and (4.7), respectively.

We now make estimates on the right hand side of (4.8). First, it holds that
\[
C \int_0^t \int_\Omega \frac{R \theta}{\rho} \varphi_{1x} \cdot \nabla \psi_{1x} dx dt \leq C \int_0^t \| \nabla \varphi \| L^4 \| \nabla \Psi \| L^4 dt
\]
\[
\leq C \int_0^t \| \nabla \varphi \| \| \nabla \varphi \|^{1/4} \| \nabla \varphi \|^{3/4} \| \nabla \Psi \|^{1/4} \| \nabla \Psi \|^{3/4} dt
\]
\[
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla \Psi \|_2^2 dt + C \varepsilon^{-3/5} \int_0^t \| \nabla \varphi \|_1^{2} \| \nabla \varphi \|_1^{6/5} \| \nabla \Psi \|_2^{2/5} dt
\]
\[
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla \Psi \|_2^2 dt + C_T \varepsilon^{-\frac{2}{5} + \frac{3}{5} a_1 + \frac{3}{5} a_2} | \ln \varepsilon |^{-8/5} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi \|^2,
\]
(4.9)

where we have used Hönlder’s inequality, Sobolev’s inequality and Young’s inequality and in the last inequality we fully used the a priori assumptions (3.9) which is one of the key points in the present paper. Similarly, the a priori assumptions (3.9) will be utilized to estimate the
nonlinear terms in the sequel. Then one has
\[
C \left| \int_0^t \int_\Omega \frac{(\gamma - 1)\kappa \varepsilon}{\rho^2} \left( \phi \phi^2 \Delta \xi dx dt \right) \right| \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \xi \|^2 dt + C \varepsilon \int_0^t \| \nabla \varphi \|^4_{L^4} dt
\]
\[
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \xi \|^2 dt + C \varepsilon \int_0^t \| \nabla \varphi \|^6 \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi \|^6_{L^6}
\]
\[
C \left| \int_0^t \int_\Omega \frac{(\gamma - 1)\kappa \varepsilon}{\rho^2} \phi \phi^2 \Delta \xi dx dt \right| \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \xi \|^2 dt + C \varepsilon \int_0^t \| \nabla \varphi \|^4_{L^4} dt
\]
Using the Hölder inequality, the Sobolev inequality and the Young inequality yields
\[
\left| \int_0^t \int_\Omega \frac{(\gamma - 1)\lambda \varepsilon}{\rho^2} (\nabla \varphi)^2 dx dt \right| \leq \frac{C}{\delta^2} \int_0^t \| \nabla \varphi \|^6_{L^6} dt
\]
By Hölder’s inequality, Sobolev’s inequality, Young’s inequality, Lemma 2.1 and Lemma 2.2 it holds that
\[
\left| \int_0^t \int_\Omega \frac{(\gamma - 1)\kappa \varepsilon}{\rho^2} \phi \phi^2 \Delta \xi dx dt \right| \leq \frac{\varepsilon}{160} \int_0^t \| \nabla \varphi \|^6 \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi \|^6_{L^6}
\]
By Lemma 2.1 and Lemma 2.2 one has
\[
C \left| \int_0^t \int_\Omega \frac{R(\gamma - 1)\theta}{\rho} \left( \phi \phi^2 \Delta \xi dx dt \right) \right| \leq \frac{\varepsilon}{160} \int_0^t \| \nabla \varphi \|^6 \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi \|^6_{L^6}.
\]
Similarly, from Young’s inequality, Lemma 2.1 and Lemma 2.2, we obtain

\[
C \left| \int_0^t \int_{\Omega} R\tilde{\theta}_x \nabla \varphi \cdot \nabla \psi_1 xdt \right| \\
\leq C \int_0^t \int_{\Omega} \left| \tilde{\theta}_x \nabla \varphi \cdot \nabla \psi_1 \right| xdt \\
+ C \int_0^t \int_{\Omega} \left| \left( \frac{1}{2} \frac{v_1^2}{\rho} - \frac{R}{\gamma - 1} \right) z_1 - \tilde{v}_1 z_2 + z_3 \right| \nabla \varphi \cdot \nabla \psi_1 xdt \\
\leq \frac{1}{160} \int_0^t \left| \tilde{v}_1^{1/2} \nabla \varphi \right|^2 xdt + C \frac{1}{\delta} \int_0^t \left\| \nabla \psi_1 \right\|^2 xdt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \left\| \nabla \varphi \right\|^2 + C_T \varepsilon^2 \delta^8 \int_0^t \left\| \nabla \psi_1 \right\|^2 xdt \\
\leq \frac{1}{160} \left( \sup_{0 \leq t \leq t_1(\varepsilon)} \left\| \nabla \varphi \right\|^2 + \int_0^t \left| \tilde{v}_1^{1/2} \nabla \varphi \right|^2 xdt \right) + C_T \varepsilon^2 \delta^8 \ln \varepsilon^{-8}.
\]

Similarly,

\[
C \left| \int_0^t \int_{\Omega} \rho \tilde{v}_1 x_1 \varphi x_1 \psi_1 x_1 xdt \right| \\
\leq C \int_0^t \int_{\Omega} \left| \tilde{v}_1 x_1 \psi_1 \varphi x_1 \right| xdt + C \int_0^t \int_{\Omega} \left| z_1 x_1 x_1 \psi_1 \varphi x_1 \right| xdt \\
\leq C \frac{1}{\delta} \int_0^t \left| \tilde{v}_1 x_1 \varphi x_1 \right| xdt + C \int_0^t \left\| z_1 x_1 x_1 \right\|_{L^\infty} \left\| \psi_1 \right\| \left\| \varphi x_1 \right\| xdt \\
\leq \frac{1}{160} \int_0^t \left| \tilde{v}_1^{1/2} \varphi x_1 \right|^2 xdt + C \frac{1}{\delta} \int_0^t \left| \tilde{v}_1^{1/2} \psi_1 \right|^2 xdt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \left\| \varphi x_1 \right\|^2 + C_T \varepsilon^2 \delta^8 \sup_{0 \leq t \leq t_1(\varepsilon)} \left\| \psi_1 \right\|^2 \\
\leq \frac{1}{160} \left( \sup_{0 \leq t \leq t_1(\varepsilon)} \left\| \varphi x_1 \right\|^2 + \int_0^t \left| \tilde{v}_1^{1/2} \varphi x_1 \right|^2 xdt \right) + C_T \varepsilon^2 \delta^8 \ln \varepsilon^{-9}.
\]

From Lemma 2.1 and Lemma 2.2, we obtain

\[
C \left| \int_0^t \int_{\Omega} \rho \tilde{v}_1 x_1 \Psi x_1 xdt \right| \leq C \int_0^t \left| \tilde{v}_1 x_1 \right|_{L^\infty} \left\| \Psi x_1 \right\|^2 xdt \leq C_T \varepsilon^3 \delta^8 \leq C_T \varepsilon^2 \delta^8 \ln \varepsilon^{-8}.
\]

Using Young’s inequality, Lemma 2.1 and Lemma 2.2 yields

\[
C \left| \int_0^t \int_{\Omega} \rho \tilde{v}_1 x_1 \psi_1 \Delta \psi_1 xdt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \left| \nabla^2 \psi_1 \right|^2 xdt + C \varepsilon^{-1} \int_0^t \left( \left| \tilde{v}_1 x_1 \psi_1 \right|^2 + \left| \left( \frac{-\tilde{v}_1 z_1 + z_3}{\rho} \right) \psi_1 \right|^2 \right) xdt \\
\leq \frac{\varepsilon}{160} \int_0^t \left| \nabla^2 \psi_1 \right|^2 xdt + C \varepsilon^{-1} \frac{1}{\delta} \int_0^t \left| \tilde{v}_1^{1/2} \psi_1 \right|^2 xdt + C_T \varepsilon^{-1} \delta^8 \sup_{0 \leq t \leq t_1(\varepsilon)} \left\| \psi_1 \right\|^2 \\
\leq \frac{\varepsilon}{160} \int_0^t \left| \nabla^2 \psi_1 \right|^2 xdt + C_T \varepsilon^3 \delta^8 \leq \frac{\varepsilon}{160} \int_0^t \left| \nabla^2 \psi_1 \right|^2 xdt + C_T \varepsilon^2 \delta^8 \ln \varepsilon^{-8}.
\]
Similarly, one has

\[
C \left| \int_0^t \int_\Omega (2\mu + \lambda) \varepsilon \left( \frac{-\tilde{v}_1 z_1 + z_2}{\tilde{\rho}} \right) x_{1x_1} \Delta \psi_1 dxdt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \psi_1\|^2 dt + C \varepsilon \int_0^t \int_\mathbb{R} \left| \frac{-\tilde{v}_1 z_1 + z_2}{\tilde{\rho}} \right| x_{1x_1}^2 dxdt \\
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \psi_1\|^2 dt + C_T \varepsilon^2 |\ln \varepsilon|^{-6},
\]

and

\[
C \left| \int_0^t \int_\Omega \|Q_1 \frac{\rho}{\rho} \Delta \psi_1 dxdt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \psi_1\|^2 dt + C \varepsilon^{-1} \int_0^t \int_\mathbb{R} \left| \frac{-\tilde{v}_1 z_1 + z_2}{\tilde{\rho}} \right| x_{1x_1}^2 dxdt \\
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \psi_1\|^2 dt + C_T \varepsilon^{10} |\ln \varepsilon|^{-10}.
\]

Applying Young’s inequality, Lemma 2.1 and Lemma 2.2 leads to

\[
C \left| \int_0^t \int_\Omega \tilde{\rho}_{x_1} \tilde{v}_{1x_1} \psi_{1x_1} dxdt \right| \\
\leq C \int_0^t \|\psi_{1x_1}\|^2 dt + C \int_0^t \|\tilde{\rho}_{x_1} \tilde{v}_{1x_1} \psi_{1x_1}\|^2 dt + C_T \sup_{0 \leq t \leq t_1(\varepsilon)} \|z_{1x_1} \tilde{v}_{1x_1} \psi_{1x_1}\|^2 \\
\leq C_T \varepsilon^{14} |\ln \varepsilon|^{-7} + C \sup_{0 \leq t \leq T} \|\tilde{v}_{1x_1}\|_{L^\infty} \|\tilde{v}_{1x_1}\|_{L^\infty}^2 \int_0^t \|\tilde{v}_{1x_1} \psi_1\|^2 dt \\
+ C_T \sup_{0 \leq t \leq T} \|z_{1x_1}\|_{L^\infty} \|\tilde{v}_{1x_1}\|_{L^\infty} \|\psi_1\|^2 \\
\leq C_T \varepsilon^{14} |\ln \varepsilon|^{-7} + C_T \varepsilon^{7} |\ln \varepsilon|^{-10},
\]

\[
C \left| \int_0^t \int_\Omega \frac{\mu \varepsilon}{\rho} \tilde{\rho}_{x_1} \Psi_{x_1} \cdot \nabla \Psi dxdt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \Psi\|^2 dt + C \varepsilon \int_0^t \|\tilde{\rho}_{x_1}\|_{L^\infty} \|\Psi_{x_1}\|^2 dt \\
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \Psi\|^2 dt + C_T \varepsilon^5 |\ln \varepsilon|^{-9},
\]
Lemma 4.3. Under the assumption of Proposition 3.1, there exists a positive constant $C_T$ independent of $\epsilon$, such that for $0 \leq t \leq t_1(\epsilon)$,

$$\sup_{0 \leq t \leq t_1(\epsilon)} \left\| (\nabla^2 \varphi, \nabla^2 \Psi, \nabla^2 \xi)(t) \right\|^2 + \int_0^{t_1(\epsilon)} \left[ \left\| \tilde{v}^{1/2} \nabla^2 \varphi \right\|^2 + \epsilon \left\| \nabla^3 \Psi, \nabla^3 \xi \right\|^2 \right] dt$$

$$\leq C_T \epsilon^2 \frac{\epsilon^2}{\delta^2} + C \left\| (\nabla^2 \varphi_0, \nabla^2 \Psi_0, \nabla^2 \xi_0) \right\|^2 = C_T \epsilon^2 \left| \ln \epsilon \right|^{-9} + C \left\| (\nabla^2 \varphi_0, \nabla^2 \Psi_0, \nabla^2 \xi_0) \right\|^2.$$  

(4.10)
Proof. First, we apply the operator $\nabla^2$ on (3.3) and multiply the resulting equation by $R \nabla^2 \varphi$ to get

$$
\left( R \frac{\nabla^2 \varphi^2}{2} \right)_t + \text{div} \left( R v \frac{\nabla^2 \varphi^2}{2} - R \rho \varphi_{x,j} \nabla \psi_{ij,j} \right) + (R \rho \nabla^2 \varphi \cdot \nabla^2 \psi)_{x_j} + R \bar{v}_{1x_1} \frac{\nabla^2 \varphi^2}{2}
+ 2R \bar{v}_{1x_1} |\nabla \varphi_{x_1}|^2 + R \rho \nabla^2 \varphi \cdot \nabla \Psi
= -R \text{div} \psi \frac{\nabla^2 \varphi^2}{2} - R \left( \frac{-\bar{v}_1 z_1 + z_2}{\bar{\rho}} \right) \frac{\nabla^2 \varphi^2}{2} - 2R \psi_{ij,j} \nabla \varphi_{x_1} \cdot \nabla \varphi_{x_j}
- 2R \rho \bar{v}_{1x_1} \nabla \varphi_{x_1} \cdot \nabla \text{div} \psi
- 2R \rho_{x_1} \nabla \varphi_{x_1} \cdot \nabla \psi_{ij,j} - R \rho \nabla \varphi \cdot \nabla \psi_{ij,j} \varphi_{x_1} - \nabla \psi_{ij,j} \varphi_{x_1} \varphi_{x_1} - 2R \rho_{x_1} \nabla \psi_1 \cdot \nabla \varphi_{x_1} - \nabla \varphi_{x_1} \varphi_{x_1} - 2R \bar{v}_{1x_1} \nabla \varphi \cdot \nabla \varphi_{x_1}
:= L(t,x).
$$

Now we divide (3.3) by $\rho$, apply the gradient to the resulting equation and then multiply it by $-\frac{\rho^2}{\theta} \nabla \Delta \Psi$ to obtain

$$
\left( \frac{\rho^2}{\theta} \frac{\nabla^2 \Psi^2}{2} \right)_t - \left( \frac{\rho^2}{\theta} \nabla \Psi \cdot \nabla \Psi_{x_j} \right)_{x_j} - \left( \frac{\rho^2}{\theta} \bar{v}_1 \nabla \Psi_{x_j} \cdot \nabla \Psi_{x_j} \right)_{x_j} + \text{div} \left( \frac{\rho^2}{\theta} v \frac{\nabla^2 \Psi^2}{2} \right)
- (\mu + \lambda) \varepsilon \text{div} \left( \frac{\rho}{\theta} \nabla \Psi_{x_j} \nabla \Psi_{x_j} \right) + (\mu + \lambda) \varepsilon \left( \frac{\rho}{\theta} \nabla \Psi_{x_j} \Delta \Psi_{x_j} \right)_{x_j} + \mu \varepsilon \frac{\rho}{\theta} |\nabla \Delta \Psi|^2
+ (\mu + \lambda) \varepsilon \frac{\rho}{\theta} |\nabla^2 \Psi|^2 - R \rho \nabla^2 \varphi \cdot \nabla \Psi - R \frac{\rho^2}{\theta} \nabla^2 \xi \cdot \nabla \Delta \Psi = \sum_{i=1}^\nu M_i(t,x),
$$

where

$$
M_1(t,x) := -\frac{2\rho}{\theta} \varphi_{x_1} \nabla \Psi_{x_1} \cdot \nabla \Psi - \frac{2\rho}{\theta} \bar{\rho}_{x_1} \nabla \Psi_{x_1} \cdot \nabla \Psi_t + \frac{\rho^2}{\theta^2} \varphi_{x_1} \nabla \Psi_{x_1} \cdot \nabla \Psi_t + \frac{\rho^2}{\theta^2} \bar{\rho}_{x_1} \nabla \Psi_{x_1} \cdot \nabla \Psi_t,
$$

$$
M_2(t,x) := -\frac{2\rho}{\theta} \rho \varphi_{x_1} \nabla \Psi_{x_1} \cdot \nabla \Psi_{x_1} + \frac{\rho^2}{\theta^2} \varphi_{x_1} \nabla \Psi_{x_1} \cdot \nabla \Psi_{x_1} - \frac{\rho^2}{\theta^2} \bar{v}_{1x_1} \nabla \Psi_{x_1} \cdot \nabla \Psi_{x_1}
- \frac{\rho^2}{\theta^2} \bar{v}_{1x_1} |\nabla \Psi_{x_1}|^2 + (\gamma - 2) \frac{\rho^2}{\theta} \text{div} \Psi \frac{|\nabla \Psi|^2}{2} + (\gamma - 2) \frac{\rho^2}{\theta} \bar{v}_{1x_1} \frac{|\nabla \Psi|^2}{2},
$$

$$
M_3(t,x) := -\frac{(\gamma - 1) \rho}{R} \frac{|\nabla \Psi|^2}{2} \left[ \kappa \varepsilon \Delta \xi + \kappa \varepsilon \bar{\theta}_{x_1x_1} + \frac{\mu \varepsilon}{2} |\nabla \Psi + (\nabla \Psi)^\top|^2 + \lambda \varepsilon (\text{div} \Psi)^2
+ 2\bar{v}_{1x_1} (2\mu \varepsilon \rho_{1x_1} + \lambda \varepsilon \text{div} \Psi) \right] + (2 \mu + \lambda) \varepsilon (\bar{v}_1 \bar{v}_{1x_1})_{x_1},
$$

as desired.
and

\[ M_4(t, x) := \frac{\rho^2}{\theta} \psi_{jx} \cdot \nabla \psi_i \cdot \nabla \psi_j + \frac{\rho^2}{\theta} \psi_{1x} \cdot \Delta \psi_{1x} + \frac{R\rho}{\theta} \varphi_{xi} \cdot \nabla \varphi \cdot \Delta \psi_{1x} + \frac{R\rho}{\theta} \tilde{\varphi}_{x1} \cdot \nabla \varphi \cdot \Delta \psi_{1x} \]

\[ - R\varphi_{xi} \cdot \nabla \varphi \cdot \nabla \psi_i - R\tilde{\varphi}_{x1} \cdot \nabla \varphi \cdot \Delta \psi_{1x} + \frac{\rho^2}{\theta} \psi_{1x} \psi_{1x} \Delta \psi_{1x} + \frac{\rho^2}{\theta} \psi_{1x} \cdot \nabla \psi_i \cdot \nabla \psi_1 \]

\[ + \frac{R\rho^2}{\theta} \tilde{\varphi}_{x1} \left( \frac{\theta}{\rho} - \frac{\tilde{\theta}}{\tilde{\rho}} \right) \Delta \psi_{1x} + \frac{R\rho}{\theta} \tilde{\varphi}_{x1} \nabla \xi \cdot \nabla \psi_1 - \frac{R\rho}{\theta} \tilde{\varphi}_{x1} \tilde{\varphi}_{x1} \Delta \psi_{1x} \]

\[ - R\tilde{\varphi}_{x1} \cdot \nabla \varphi \cdot \nabla \psi_i - \frac{R\rho^2}{\theta} \tilde{\varphi}_{x1} \left( \frac{\theta}{\rho^2} - \frac{\tilde{\theta}}{\tilde{\rho}^2} \right) \Delta \psi_{1x} + \frac{\mu\varepsilon}{\theta} \Delta \psi_i \nabla \varphi \cdot \nabla \psi_i \]

\[ + \frac{\mu\varepsilon}{\theta} \tilde{\varphi}_{x1} \Delta \psi \cdot \Delta \psi_{1x}. \]

\[ M_5(t, x) := \frac{(\mu + \lambda)\varepsilon}{\theta} \varphi_{xi} \cdot \nabla \psi_{1x} \Delta \psi_{1x} + \frac{(\mu + \lambda)\varepsilon}{\theta} \tilde{\varphi}_{x1} \cdot \nabla \psi_{1x} \Delta \psi_{1x} \]

\[ - (\mu + \lambda)\varepsilon \frac{\rho}{\theta^2} \tilde{\varphi}_{x1} \cdot \nabla \psi_{1x} \Delta \psi_{1x} - (\mu + \lambda)\varepsilon \frac{\rho}{\theta^2} \tilde{\varphi}_{x1} \cdot \nabla \psi_{1x} \Delta \psi_{1x} \]

\[ - \frac{(\mu + \lambda)\varepsilon}{\theta} \varphi_{xi} \cdot \nabla \psi \cdot \nabla \psi_{1x} - \frac{(\mu + \lambda)\varepsilon}{\theta} \tilde{\varphi}_{x1} \cdot \nabla \psi \cdot \nabla \psi_{1x} \]

\[ + (\mu + \lambda)\varepsilon \frac{\rho}{\theta^2} \varphi_{xi} \cdot \nabla \psi \cdot \nabla \psi_{1x} + (\mu + \lambda)\varepsilon \frac{\rho}{\theta^2} \tilde{\varphi}_{x1} \cdot \nabla \psi \cdot \nabla \psi_{1x} \]

\[ + \frac{(\mu + \lambda)\varepsilon}{\theta} \varphi_{xi} \cdot \nabla \psi \cdot \nabla \psi_{1x} + \frac{(\mu + \lambda)\varepsilon}{\theta} \tilde{\varphi}_{x1} \cdot \nabla \psi \cdot \nabla \psi_{1x} \]

\[ M_6(t, x) := -(2\mu + \lambda)\varepsilon \frac{\rho}{\theta} \left( \frac{-\tilde{\varphi}_{1x} + \frac{z_2}{\tilde{\rho}}}{x_1x_1x_1} \right) \Delta \psi_{1x} + \frac{(2\mu + \lambda)\varepsilon}{\theta} \left( \frac{-\tilde{\varphi}_{1x} + \frac{z_2}{\tilde{\rho}}}{x_1x_1} \right) \tilde{\varphi}_{x1} \Delta \psi_{1x} \]

\[ + \frac{(2\mu + \lambda)\varepsilon}{\theta} \varphi_{x1x_1x_1} \cdot \nabla \varphi \cdot \nabla \psi_1 + \frac{(2\mu + \lambda)\varepsilon}{\rho \theta} \tilde{\varphi}_{1x_1x_1x_1} \varphi \Delta \psi_{1x_1} \]

\[ + \frac{(2\mu + \lambda)\varepsilon}{\rho \theta} \tilde{\varphi}_{1x_1x_1} \varphi \cdot \nabla \psi_{1x_1} - \frac{(2\mu + \lambda)\varepsilon}{\rho \theta} \tilde{\varphi}_{x1x_1x_1} \varphi \Delta \psi_{1x_1} \]

\[ + \frac{\rho^2}{\theta} \left( \frac{Q_1}{\rho^2} \right) \Delta \psi_{1x_1}. \]

Dividing the equation (3.14) by \(\rho\), applying the differential operator \(\nabla\) to the resulting equation and then multiplying the final equation by \(-\frac{\theta^2}{\partial^2} \nabla \Delta \xi\), we get

\[ \left( \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \frac{\nabla^2 \xi^2}{2} \right)_t - \left( \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \nabla \xi_i \cdot \nabla \xi_{x_i} \right)_{x_i} - \left( \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \nabla \xi_i \cdot \nabla \xi_{x_i} \right)_{x_i} \]

\[ + \text{div} \left( \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \frac{\nabla^2 \xi^2}{2} - \frac{R\rho^2}{\theta^2} \nabla \psi_{jx_i} \nabla \xi_{x_i} \nabla \xi_{x_j} \right) - \left( \frac{R\rho^2}{\theta^2} \nabla \text{div} \psi \cdot \nabla \xi_i \right)_{x_i} \]

\[ + \left( \frac{R\rho^2}{\theta^2} \nabla \psi_{jx_i} \cdot \nabla \xi_{x_i} \right)_{x_j} + \frac{\kappa \varepsilon \rho}{\theta^2} \left( \nabla \Delta \xi \right) + R\frac{\rho^2}{\theta^2} \nabla^2 \xi \cdot \nabla \Delta \psi = \sum_{i=1}^{6} N_i(t, x), \]
where

\[ N_1(t, x) := -\frac{R}{\gamma - 1} \frac{2\rho}{\theta^2} \bar{\psi}_{x_1} \nabla \xi_{x_1} \cdot \nabla \xi_t - \frac{R}{\gamma - 1} \frac{2\rho}{\theta^2} \bar{\rho}_{x_1} \nabla \xi_{x_1} \cdot \nabla \xi_t \]

\[ + \frac{R}{\gamma - 1} \frac{2\rho^2}{\theta^2} \xi_{x_1} \nabla \xi_{x_1} \cdot \nabla \xi_t + \frac{R}{\gamma - 1} \frac{2\rho^2}{\theta^2} \bar{\rho}_{x_1} \nabla \xi_{x_1} \cdot \nabla \xi_t, \]

\[ N_2(t, x) := -\frac{R}{\gamma - 1} \frac{2\rho}{\theta^2} \rho_{x_1} \bar{v}_1 \nabla \xi_{x_1} \cdot \nabla \xi_{x_1} + \frac{R}{\gamma - 1} \frac{2\rho^2}{\theta^2} \bar{\rho}_{x_1} v_1 \nabla \xi_{x_1} \cdot \nabla \xi_{x_1} \]

\[ - \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \bar{\psi}_{x_1} \nabla \xi_{x_1} \cdot \nabla \xi_{x_1} - \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \psi_{x_1} \nabla \xi_{x_1} \cdot \nabla \xi_{x_1} \]

\[ - \frac{R}{\gamma - 1} \frac{\rho}{\theta^2} v_{1x_1} \nabla \xi_{x_1} |\nabla \xi_{x_1}|^2 + \frac{(2\gamma - 3)}{\gamma - 1} \frac{\rho}{\theta^2} \frac{\rho^2}{\theta^2} |\nabla^2 \xi|^2 + \frac{(2\gamma - 3)}{\gamma - 1} \frac{\rho}{\theta^2} \frac{\rho^2}{\theta^2} v_{1x_1} |\nabla^2 \xi|^2 \]

\[ N_3(t, x) := -\frac{2\rho}{\theta^3} \frac{\nabla^2 \xi^2}{2} \left[ \kappa \varepsilon \Delta \xi + \kappa \varepsilon x_{x_1} + \frac{\mu \varepsilon}{2} \nabla \Psi + (\nabla \Psi)^T \right] + \lambda \varepsilon (\text{div} \Psi)^2 \]

\[ + 2 \bar{\psi}_{x_1} (2\mu \varepsilon \psi_{x_1} + \lambda \varepsilon \text{div} \Psi) + (2\mu + \lambda) \varepsilon (\bar{v}_1 \bar{v}_{x_1}) \]

\[ N_4(t, x) := \frac{2\rho}{\theta} \bar{\psi}_{x_1} \psi_{x_1} \cdot \nabla \xi_{x_1} + \frac{2\rho}{\theta} \bar{\rho}_{x_1} \psi_{x_1} \cdot \nabla \xi_{x_1} \]

\[ - \frac{R^2}{\theta^2} \xi_{x_1} \psi_{x_1} \cdot \nabla \xi_{x_1} - \frac{R^2}{\theta^2} \bar{\rho}_{x_1} \psi_{x_1} \cdot \nabla \xi_{x_1} \]

\[ + \frac{R^2}{\theta^2} \xi_{x_1} \psi_{x_1} \cdot \nabla^2 \xi + \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \xi_{x_1} \psi_{x_1} \cdot \nabla \Delta \xi + \frac{R}{\gamma - 1} \frac{\rho^2}{\theta^2} \bar{v}_{x_1} \xi_{x_1} \Delta \xi_{x_1} \]

\[ + \frac{R^2}{\theta^2} \text{div} \Psi \nabla \xi \cdot \nabla \xi + \frac{R^2}{\theta^2} \bar{\psi}_{x_1} \text{div} \Psi \Delta \xi_{x_1} + \frac{R^2}{\gamma - 1} \frac{\rho^2}{\theta^2} \bar{v}_{x_1} \xi_{x_1} \Delta \xi_{x_1} \]

\[ + \frac{R^2}{\theta^2} \bar{\psi}_{x_1} \nabla \psi_{x_1} \cdot \nabla \Delta \xi + \frac{R^2}{\gamma - 1} \frac{\rho^2}{\theta^2} \bar{v}_{x_1} \xi_{x_1} \nabla \Delta \xi_{x_1} + \frac{R^2}{\gamma - 1} \frac{\rho^2}{\theta^2} \bar{v}_{x_1} \nabla \xi \cdot \nabla \Delta \xi, \]

\[ N_5(t, x) := \frac{\kappa \varepsilon}{\theta^2} \Delta \xi \nabla \cdot \nabla \Delta \xi + \frac{\kappa \varepsilon}{\theta^2} \bar{\rho}_{x_1} \Delta \xi \Delta \xi_{x_1} - \frac{\mu \varepsilon}{\theta^2} \nabla \text{div} \Psi + (\nabla \Psi)^T \cdot \nabla \Delta \xi \]

\[ + \frac{\mu \varepsilon}{\theta^2} \text{div} \Psi + (\nabla \Psi)^T \cdot \nabla \Delta \xi \]

\[ - \lambda \varepsilon \rho_{x_1} \text{div} \Psi + \lambda \varepsilon \rho_{x_1} \Delta \xi + \lambda \varepsilon \rho_{x_1} \Delta \xi_{x_1}, \]
and

\[
N_6(t, x) := -\frac{2\rho}{\theta^2} \bar{v}_{1x_1} (2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) \Delta \xi_{x_1} - \frac{2\rho}{\theta^2} \bar{v}_{1x_1} (2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) \cdot \nabla \Delta \xi \\
+ \frac{2\bar{v}_{1x_1}}{\theta^2} (2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) \nabla \varphi \cdot \nabla \Delta \xi + \frac{2\bar{v}_{1x_1}}{\theta^2} \bar{p}_{x_1} (2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) \Delta \xi_{x_1} \\
- \frac{\rho}{\theta^2} \nabla F_1 \cdot \nabla \Delta \xi + \frac{F_1}{\theta^2} \nabla \varphi \cdot \nabla \Delta \xi + \frac{F_1}{\theta^2} \bar{p}_{x_1} \Delta \xi_{x_1} + \frac{\rho^2}{\theta^2} \nabla \left( \frac{Q_2}{\rho} \right) \cdot \nabla \Delta \xi \\
- \frac{\rho}{\theta^2} \nabla F_2 \cdot \nabla \Delta \xi + \frac{F_2}{\theta^2} \nabla \varphi \cdot \nabla \Delta \xi + \frac{F_2}{\theta^2} \bar{p}_{x_1} \Delta \xi_{x_1}.
\]

We now add (4.12), (4.11) and (4.13) together, then integrate the resulting equation over \([0, t] \times \Omega\) to get

\[
\begin{align*}
\| (\nabla^2 \varphi, \nabla^2 \Psi, \nabla^2 \xi)(t) \|^2 + \int_0^t \left[ \| v_{1x_1}^{1/2} \nabla^2 \varphi \|^2 + \varepsilon \| (\nabla^3 \Psi, \nabla^3 \xi) \|^2 \right] dt \\
\leq C \| (\nabla^2 \varphi_0, \nabla^2 \Psi_0, \nabla^2 \xi_0) \|^2 + C \left| \int_0^t \int_{\Omega} L(t, x) + \sum_{i=1}^6 (M_i(t, x) + N_i(t, x)) dx dt \right|,
\end{align*}
\]

(4.14)

where \(L, M_i\) and \(N_i\) \((i = 1, 2, \ldots, 6)\) are defined in (4.11), (4.12) and (4.13), respectively.

Now we compute some terms on the right hand side of (4.14). First, we estimate the term \(\int_0^t \int_{\Omega} L(t, x) dx dt\). Using Hölder’s inequality, Sobolev’s inequality and Young’s inequality, one has

\[
\begin{align*}
C \left| \int_0^t \int_{\Omega} R \text{div} \Psi \frac{\nabla^2 \varphi}{2} dx dt \right| &\leq C \int_0^t \| \nabla \Psi \|_L^\infty \| \nabla^2 \varphi \|^2 dt \\
&\leq C \int_0^t \left( \| \nabla \Psi \|^{1/2} \nabla^2 \Psi \|^{1/2} + \| \nabla^2 \Psi \|^{1/2} \| \nabla^3 \Psi \|^{1/2} \right) \| \nabla^2 \varphi \|^2 dt \\
&\leq C \varepsilon^{\frac{1}{3}} \ln \varepsilon^{-1} \int_0^t \| \nabla^2 \varphi \|^2 dt + \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 dt + C \varepsilon^{-\frac{3}{2}} \int_0^t \| \nabla^2 \Psi \|^{2/3} \| \nabla^2 \varphi \|^{8/3} dt \\
&\leq C_T \varepsilon^{\frac{1}{7}} \ln \varepsilon^{-1} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla^2 \varphi \|^2 + \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 dt + C_T \varepsilon^{\frac{a_2 - 1}{3}} \ln \varepsilon^{-\frac{1}{2}} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla^2 \varphi \|^2, \\
\end{align*}
\]

(4.15)

Note that the last term on the last inequality of (4.15) is crucial to determine the index \(a_2 = \frac{1}{4}\) in the \textit{a priori} assumptions (3.3). It follows from Lemma 2.1 and Lemma 2.2 that

\[
C \left| \int_0^t \int_{\Omega} R \left( \frac{-\bar{v}_{1x_1} + z_2}{\bar{\rho}} \right)_{x_1} \frac{\nabla^2 \varphi}{2} dx dt \right| \leq C_T \varepsilon^{\frac{7}{14}} \ln \varepsilon^{-\frac{3}{2}} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla^2 \varphi \|^2.
\]
From Hölder’s inequality, Sobolev’s inequality and Young’s inequality, we obtain

\[
C \left| \int_0^t \int_{\Omega} 2R \varphi_x \nabla \varphi \cdot \nabla \text{div}\Psi dxdt \right| \leq C \int_0^t \| \nabla^2 \varphi \|_4 \| \nabla \varphi \|_{L^4} \| \nabla^2 \Psi \|_{L^4} dt
\]

\[
\leq C \int_0^t \| \nabla^2 \varphi \| \| \nabla \varphi \|^{3/4} \| \nabla^2 \varphi \|^{1/4} \| \nabla^2 \Psi \|^{3/4} \| \nabla^2 \Psi \|^{1/4} dt
\]

\[
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|_1^2 dt + C \varepsilon^{-\frac{5}{2}} \int_0^t \| \nabla^2 \Psi \|^{8/5} \| \nabla^2 \varphi \|^{2/5} \| \nabla^2 \Psi \|^{6/5} \| \nabla^2 \Psi \|^{2/5} dt
\]

\[
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|_1^2 dt + C_T (\varepsilon^{\frac{3}{2}} + 1) \| \nabla^2 \varphi \|_{L^2} \| \nabla^2 \Psi \|_1^2 dt
\]

By Hölder’s inequality, Young’s inequality, Lemma 2.1 and Lemma 2.2 it holds that

\[
C \left| \int_0^t \int_{\Omega} R \hat{\rho}_{x1} \text{div}\varphi_{x1} dxdt \right|
\]

\[
\leq C \int_0^t \int_{\Omega} \| \text{div}\varphi_{x1} \|_2 dxdt + C \int_0^t \int_{\Omega} |z_{1x1} \text{div}\varphi_{x1} | dxdt
\]

\[
\leq C \frac{1}{\delta^{3/2}} \int_0^t \| \nabla \Psi \| \| \nabla_{x1} \varphi_{x1} | dt + C \int_0^t \| z_{1x1} \|_{L^\infty} \| \nabla \Psi \| \| \varphi_{x1} | dt
\]

\[
\leq \frac{1}{160} \int_0^t \| \nabla_{x1} \varphi_{x1} \|_2^2 dt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \varphi_{x1} \|_2^2 + C_T \left( \frac{1}{\delta^3} + \varepsilon^2 \right) \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \Psi \|_1^2
\]

\[
\leq \frac{1}{160} \int_0^t \| \nabla_{x1} \varphi_{x1} \|_2^2 dt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \varphi_{x1} \|_2^2 + C_T \varepsilon^{\frac{3}{2}} | \ln \varepsilon |^{-11}.
\]

Similarly, one has

\[
C \left| \int_0^t \int_{\Omega} 2R \hat{\rho}_{x1} \nabla \varphi_{x1} \cdot \nabla \text{div}\Psi dxdt \right|
\]

\[
\leq C \int_0^t \int_{\Omega} \| \hat{\rho}_{x1} \nabla \varphi_{x1} \cdot \nabla \text{div}\Psi \| dxdt + C \int_0^t \int_{\Omega} |z_{1x1} \nabla \varphi_{x1} \cdot \nabla \text{div}\Psi | dxdt
\]

\[
\leq C \frac{1}{\delta^{1/2}} \int_0^t \| \nabla \varphi_{x1} \| \| \nabla \Psi \| dt + C \int_0^t \| z_{1x1} \|_{L^\infty} \| \nabla \varphi_{x1} \| \| \nabla^2 \Psi \| dt
\]

\[
\leq \frac{1}{160} \int_0^t \| \nabla \varphi_{x1} \|_2^2 dt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi_{x1} \|_2^2 + C_T \left( \frac{1}{\delta^3} + \varepsilon^2 \right) \int_0^t \| \nabla^2 \Psi \|_1^2 dt
\]

\[
\leq \frac{1}{160} \int_0^t \| \nabla \varphi_{x1} \|_2^2 dt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi_{x1} \|_2^2 + C_T \varepsilon^2 \| \ln \varepsilon \|^{-9}.
\]
and
\[
C \left| \int_0^t \int_\Omega R \rho \bar{v}_{x_1 x_1} \psi_1 \varphi_{x_1 x_1} dx dt \right|
\]
\[
\leq C \int_0^t \int_\Omega |\bar{v}_{x_1 x_1} \psi_1 \varphi_{x_1 x_1}| dx dt + C \int_0^t \int_\Omega |z_{1 x_1 x_1} \psi_1 \varphi_{x_1 x_1}| dx dt
\]
\[
\leq C \frac{1}{\delta^5/2} \int_0^t \|\psi_1\| \|z_{1 x_1 x_1} \varphi_{x_1 x_1}\| dt + C \int_0^t \|z_{1 x_1 x_1} \|L^\infty \|\psi_1\| \|\varphi_{x_1 x_1}\| dt
\]
\[
\leq \frac{1}{160} \int_0^t \|\varphi_{x_1 x_1}\|^2 dt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \|\varphi_{x_1 x_1}\|^2 + C_T \left( \frac{1}{\delta^5} + \frac{\varepsilon^2}{\delta^9} \right) \sup_{0 \leq t \leq t_1(\varepsilon)} \|\psi_1\|^2
\]
\[
\leq \frac{1}{160} \int_0^t \|\varphi_{x_1 x_1}\|^2 dt + \frac{1}{160} \sup_{0 \leq t \leq t_1(\varepsilon)} \|\varphi_{x_1 x_1}\|^2 + C_T \varepsilon^2 \ln \varepsilon^{-12}.
\]

The other terms in \(L(t, x)\) can be estimated similarly.

Now we handle \(\int_0^t \int_\Omega \sum_{i=1}^6 M_i(t,x) dx dt\) as follows. From Lemma 2.1 and Lemma 2.2, it follows that
\[
C \left| \int_0^t \int_\Omega \frac{\rho}{\theta} \bar{v}_{x_1 x_1} \nabla \Psi_1^2 dx dt \right| \leq C \int_0^t \|\bar{v}_{x_1 x_1}\|_{L^\infty} \|\nabla \Psi_1\|^2 dt \leq C_T \varepsilon^{2/9} \ln \varepsilon^{-9}. \tag{4.17}
\]
By Hölder’s inequality, Sobolev’s inequality and Young’s inequality, we have
\[
C \left| \int_0^t \int_\Omega \frac{\gamma - 1}{R} \frac{\rho \bar{v}_{x_1 x_1}}{\theta^2} \frac{|\nabla^2 \Psi|^2}{2} \Delta \xi dx dt \right| \leq C \varepsilon \int_0^t \|\nabla^2 \xi\| \|\nabla^2 \Psi\|^2_{L^4} dt
\]
\[
\leq C \varepsilon \int_0^t \|\nabla^2 \xi\| \|\nabla^2 \Psi\|^{1/2} \|\nabla^2 \Psi\|^{3/2} dt
\]
\[
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \Psi\|^2 dt + C \varepsilon \int_0^t \|\nabla^2 \xi\|^4 \|\nabla^2 \Psi\|^2 dt
\]
\[
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \Psi\|^2 dt + C_T \varepsilon^{4/3} \ln \varepsilon^{-12}.
\]
We can deduce from Lemma 2.1 and Lemma 2.2 that
\[
C \left| \int_0^t \int_\Omega \frac{\gamma - 1}{R} \frac{\rho \bar{v}_{x_1 x_1}}{\theta^2} \frac{|\nabla^2 \Psi|^2}{2} dx dt \right| \leq C \varepsilon \int_0^t \|\bar{\theta}_{x_1 x_1}\|_{L^\infty} \|\nabla^2 \Psi\|^2 dt \leq C_T \varepsilon^{4/9} \ln \varepsilon^{-10}.
\]
By Sobolev’s inequality, Hölder’s inequality and Young’s inequality, it can be derived that
\[
C \left| \int_0^t \int_\Omega \frac{\gamma - 1}{R} \frac{\rho \bar{v}_{x_1 x_1}}{\theta^2} (\text{div} \Psi)^2 \frac{|\nabla^2 \Psi|^2}{2} dx dt \right| \leq C \varepsilon \int_0^t \|\nabla \Psi\|^2_{L^4} \|\nabla^2 \Psi\|^2_{L^4} dt
\]
\[
\leq C \varepsilon \int_0^t \|\nabla^2 \Psi\|^{1/2} \|\nabla^2 \Psi\|^{3/2} \|\nabla^2 \Psi\|^{1/2} \|\nabla^2 \Psi\|^{3/2} dt
\]
\[
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \Psi\|^2 dt + C \varepsilon \int_0^t \|\nabla^2 \Psi\|^2 \|\nabla^2 \Psi\|^2 dt
\]
\[
\leq \frac{\varepsilon}{160} \int_0^t \|\nabla^2 \Psi\|^2 dt + C_T \varepsilon^{14/3} \ln \varepsilon^{-16},
\]
and
\begin{align*}
C \left| \int_0^t \int_\Omega R \varphi \cdot \nabla \Delta \psi \, dx \, dt \right| & \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 \, dt + C \varepsilon^{-1} \int_0^t \| \nabla \varphi \| \phi \, dt \\
& \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 \, dt + C \varepsilon^{-1} \int_0^t \| \nabla \varphi \| \, dt \\
& \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 \, dt + C T \varepsilon^{1/2} \ln \varepsilon^{-5} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi \|^2.
\end{align*}

By Young’s inequality, Lemma 2.1 and Lemma 2.2, one can get
\begin{align*}
C \left| \int_0^t \int_\Omega \rho^2 \varphi \cdot \nabla \Delta \psi \, dx \, dt \right| & \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 \, dt + C \varepsilon^{-1} \int_0^t \| \varphi \|^2 \| \Delta \psi \|^2 \, dt \\
& \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 \, dt + C_T \varepsilon^{2/5} \\
& \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \Psi \|^2 \, dt + C_T \varepsilon^{2/5} \ln \varepsilon^{-9},
\end{align*}

and
\begin{align*}
C \left| \int_0^t \int_\Omega \rho \varphi \cdot \nabla \Delta \psi \, dx \, dt \right| & \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|^2 \, dt + C \varepsilon^{-1} \int_0^t \left( \| \rho \nabla \varphi \|^2 + \| \varphi \|^2 \right) \, dt \\
& \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|^2 \, dt + C \varepsilon^{-1} \frac{1}{\delta} \int_0^t \| \varphi \|^2 \, dt + C_T \varepsilon^{-1} \frac{\varepsilon^2}{\delta^5} \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi \|^2 \\
& \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|^2 \, dt + C_T \varepsilon^{2/5} \\
& \leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|^2 \, dt + C_T \varepsilon^{2/5} \ln \varepsilon^{-9},
\end{align*}
It follows from Hölder’s inequality, Sobolev’s inequality and Young’s inequality that

\[
C\left| \int_0^t \int_\Omega \frac{\mu \varepsilon}{\theta} \Delta \psi_1 \nabla \varphi \cdot \nabla \Delta \psi_1 \varrho \, dx \, dt \right| \leq C \varepsilon \int_0^t \| \nabla^2 \psi \|_{L^4} \| \nabla \varphi \|_{L^4} \| \nabla^3 \Psi \| \, dt \\
\leq C \varepsilon \int_0^t \| \nabla^2 \psi \|^{1/4} \| \nabla^3 \Psi \|^{3/4} \| \nabla \varphi \|^{1/4} \| \nabla^3 \varphi \|^{3/4} \| \nabla^3 \Psi \| \, dt \\
\leq C \varepsilon \int_0^t \| \nabla^2 \psi \|^{1/4} \| \nabla \varphi \|^{1/4} \| \nabla^3 \Psi \|^{1/4} \| \nabla^2 \Psi \| \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|_\infty^2 \, dt + C \varepsilon \int_0^t \| \nabla^2 \Psi \|_\infty^2 \| \nabla \varphi \|_1^6 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi \|_\infty^2 \, dt + C T \varepsilon^{\frac{14}{3}} \ln \varepsilon^{-16}.
\]

Then by Young’s inequality, Lemma 2.1 and Lemma 2.2 we infer that

\[
C\left| \int_0^t \int_\Omega \frac{\mu \varepsilon}{\theta} \rho_{x_1} \Delta \varphi \cdot \Delta \Psi_{x_1} \, dx \, dt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi_{x_1} \|_\infty^2 \, dt + C \varepsilon \int_0^t \| \rho_{x_1} \|_\infty^2 \| \nabla^2 \Psi \|_\infty^2 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \Psi_{x_1} \|_\infty^2 \, dt + C T \varepsilon^{\frac{4}{7}} \ln \varepsilon^{-10},
\]

\[
C\left| \int_0^t \int_\Omega (2 \mu + \lambda) \varepsilon \left( \frac{\vec{v}_1 z_1 + z_2}{\rho} \right)_{x_1 x_1} \Delta \psi_{1 x_1} \, dx \, dt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \psi_{1 x_1} \|_\infty^2 \, dt + C \varepsilon \int_0^t \| \left( \frac{\vec{v}_1 z_1 + z_2}{\rho} \right)_{x_1 x_1} \|_\infty^2 \, dx_1 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \psi_{1 x_1} \|_\infty^2 \, dt + C T \varepsilon^{\frac{6}{7}} \ln \varepsilon^{-8},
\]

and

\[
C\left| \int_0^t \int_\Omega \frac{(2 \mu + \lambda) \varepsilon}{\theta} \left( \frac{\vec{v}_1 z_1 + z_2}{\rho} \right)_{x_1 x_1} \nabla \varphi \cdot \nabla \Delta \psi_1 \varrho \, dx \, dt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \psi_1 \|_\infty^2 \, dt + C \varepsilon \int_0^t \left\| \left( \frac{\vec{v}_1 z_1 + z_2}{\rho} \right)_{x_1 x_1} \right\|_\infty^2 \| \nabla \varphi \|_\infty^2 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \psi_1 \|_\infty^2 \, dt + C T \varepsilon^{\frac{15}{7}} \ln \varepsilon^{-15}.
\]
On the other hand, it follows that
\[
C \left| \int_0^t \int_\Omega \frac{(2 \mu + \lambda) \varepsilon \rho \varepsilon}{\rho \theta} \tilde{v}_{1x_1, x_1} \varphi \Delta \psi_{1x_1} \, dx \, dt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \psi_{1x_1} \|^2 \, dt + C \varepsilon \int_0^t \| \bar{v}_{1x_1, x_1} \varphi \|^2 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \psi_{1x_1} \|^2 \, dt + C \frac{\varepsilon}{\delta^5} \int_0^t \| \bar{v}_{1x_1} \varphi \|^2 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \psi_{1x_1} \|^2 \, dt + C T \varepsilon^3 | \ln \varepsilon |^{-12},
\]

and
\[
C \left| \int_0^t \int_\Omega \frac{(2 \mu + \lambda) \varepsilon \rho \varepsilon}{\rho \theta} \tilde{v}_{1x_1, x_1} \nabla \cdot \nabla \triangle \psi_{1x_1} \, dx \, dt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \psi_{1x_1} \|^2 \, dt + C \varepsilon \int_0^t \| \bar{v}_{1x_1, x_1} \nabla \phi \|^2 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \psi_{1x_1} \|^2 \, dt + C \frac{\varepsilon}{\delta^3} \int_0^t \| \bar{v}_{1x_1} \nabla \phi \|^2 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^3 \psi_{1x_1} \|^2 \, dt + C T \varepsilon^3 | \ln \varepsilon |^{-11},
\]

Also, we know that
\[
C \left| \int_0^t \int_\Omega \frac{\rho^2}{\rho} \left( \frac{Q_1}{\rho} \right)_{x_1} \Delta \psi_{1x_1} \, dx \, dt \right| \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \psi_{1x_1} \|^2 \, dt + C \varepsilon^{-1} \int_0^t \int_R \left( \frac{1}{\rho^2} \left( \frac{1}{\rho} (-\bar{v}_{1z_1} z_2)^2 \right) \right)_{x_1} \, dx_1 \, dt \\
\leq \frac{\varepsilon}{160} \int_0^t \| \nabla^2 \psi_{1x_1} \|^2 \, dt + C T \varepsilon^\frac{1}{2} \ln \varepsilon |^{-9},
\]

\[
C \left| \int_0^t \int_\Omega \frac{2\rho}{\bar{v}_{1x_1, x_1} \psi_{1x_1} \psi_{1x_1, x_1}} \, dx \, dt \right| \\
\leq C \int_0^t \| \nabla \psi_{1x_1} \|^2 \, dt + C \int_0^t \left( \| \bar{v}_{1x_1, x_1} \nabla \phi \|^2 + \left\| \frac{(-\bar{v}_{1z_1} z_2)}{\rho} \right\|_{x_1 x_1} \nabla \phi \|^2 \right) \, dt \\
\leq C T \varepsilon^\frac{5}{4} | \ln \varepsilon |^{-8} + C T \varepsilon^\frac{5}{3} | \ln \varepsilon |^{-11},
\]
and

\[ C \left| \int_0^t \int_\Omega \frac{2(2\mu + \lambda)\varepsilon}{\rho} \left( -\frac{v_1 z_1 + z_2}{\rho} \right) x_{1x_1} \varphi \cdot \nabla \psi_{1x_1} \, dx \, dt \right| \]

\[ \leq C \varepsilon \int_0^t \| \nabla \psi_{1x_1} \|^2 \, dt + C \varepsilon \int_0^t \left\| \frac{v_1 z_1 + z_2}{\rho} \right\|_{L^\infty} \| \nabla \psi_1 \|^2 \, dt \]

\[ \leq C_T \varepsilon^\frac{8}{9} \| \ln \varepsilon \|^{-8} + C_T \varepsilon^\frac{10}{9} \| \ln \varepsilon \|^{-14}. \]

It follows from Hölder’s inequality, Sobolev’s inequality, Young’s inequality, Lemma 2.1 and Lemma 2.2 that

\[ C \left| \int_0^t \int_\Omega \frac{2(2\mu + \lambda)\varepsilon}{\rho} \left( -\frac{v_1 z_1 + z_2}{\rho} \right) x_{1x_1} \varphi \cdot \nabla \psi_{1x_1} \, dx \, dt \right| \]

\[ \leq C \varepsilon \int_0^t \| \nabla \psi_{1x_1} \|^2 \, dt + C \varepsilon \int_0^t \| \frac{v_1 z_1 + z_2}{\rho} \right\|_{L^\infty} \| \nabla \psi_1 \|^2 \, dt \]

\[ \leq C_T \varepsilon^\frac{8}{9} \| \ln \varepsilon \|^{-8} + C_T \varepsilon^\frac{10}{9} \| \ln \varepsilon \|^{-14}, \]
By using Young’s inequality, Lemma 2.1 and Lemma 2.2, we obtain

\[
C \left| \int_0^t \int_\Omega \frac{2\rho}{\theta} \left( \frac{Q_1}{\rho} \right) x_1 \nabla \varphi \cdot \nabla \psi_{1x_1} dx dt \right|
\]

\[
\leq C \int_0^t \| \nabla \psi_{1x_1} \|^2 dt + C \int_0^t \left\| \left( \frac{1}{\rho} \left( \frac{1}{\rho} (-\bar{v}_1 z_1 + z_2) \right) \right) x_1 \right\|_{L^\infty}^2 \| \nabla \varphi \|^2 dt
\]

\[
\leq C_T \varepsilon^2 \ln \varepsilon^{-8} + C_T \varepsilon^4 \sup_{0 \leq t \leq t_1(\varepsilon)} \| \nabla \varphi \|^2 \leq C_T \varepsilon^2 \| \nabla \varphi \|^2 \leq C_T \varepsilon^4 \ln \varepsilon^{-8} + C_T \varepsilon^4 \ln \varepsilon^{-18},
\]

\[
C \left| \int_0^t \int_\Omega \frac{2\rho}{\theta} \bar{\rho}_{x_1} \tilde{v}_{1x_1} \Psi_{x_1} \cdot \Psi_{x_1x_1} dx dt \right|
\]

\[
\leq C \int_0^t \| \Psi_{x_1x_1} \|^2 dt + C \int_0^t \| \bar{\rho}_{x_1} \tilde{v}_{1x_1} \|^2 \| \Psi_{x_1} \|^2 dt
\]

\[
\leq C_T \varepsilon^2 \ln \varepsilon^{-8} + C_T \varepsilon^7 \ln \varepsilon^{-11},
\]

and

\[
C \left| \int_0^t \int_\Omega \frac{2\rho}{\theta} \bar{\rho}_{x_1} \tilde{v}_{1x_1} \psi_{1x_1x_1} dx dt \right|
\]

\[
\leq C \int_0^t \| \psi_{1x_1x_1} \|^2 dt + C \int_0^t \| \bar{\rho}_{x_1} \tilde{v}_{1x_1x_1} \|^2 \| \psi_{x_1} \|^2 dt
\]

\[
\leq C_T \varepsilon^2 \ln \varepsilon^{-8} + C_T \left( \frac{1}{\delta^2} + \varepsilon^2 \frac{\varepsilon^2}{\delta} \right) \left( \frac{1}{\delta^2} + \varepsilon^2 \right) \sup_{0 \leq t \leq t_1(\varepsilon)} \| \psi_{x_1} \|^2
\]

\[
\leq C_T \varepsilon^2 \ln \varepsilon^{-8} + C_T \varepsilon^{12} \ln \varepsilon^{-13}.
\]

Moreover, it holds that

\[
C \left| \int_0^t \int_\Omega \frac{2(2\mu + \lambda)\varepsilon}{\theta} \bar{\rho}_{x_1} \left( \frac{-\bar{v}_1 z_1 + z_2}{\rho} \right) x_{1x_1x_1} \psi_{1x_1x_1} dx dt \right|
\]

\[
\leq C \int_0^t \| \psi_{1x_1x_1} \|^2 dt + C \varepsilon^2 \int_0^t \| \bar{\rho}_{x_1} \|^2 \| \left( \frac{-\bar{v}_1 z_1 + z_2}{\rho} \right) x_{1x_1x_1} \|^2 dt
\]

\[
\leq C_T \varepsilon^2 \ln \varepsilon^{-8} + C_T \varepsilon^7 \ln \varepsilon^{-10},
\]

\[
C \left| \int_0^t \int_\Omega \frac{2(2\mu + \lambda)\varepsilon}{\rho^2} \bar{\rho}_{x_1} \tilde{v}_{1x_1x_1} \psi_{1x_1x_1} dx dt \right|
\]

\[
\leq C \varepsilon \int_0^t \| \psi_{1x_1x_1} \|^2 dt + C \varepsilon \int_0^t \| \bar{\rho}_{x_1} \|^2 \| \tilde{v}_{1x_1x_1} \varphi \|^2 dt
\]

\[
\leq C_T \varepsilon^5 \ln \varepsilon^{-8} + C_T \varepsilon^7 \left( \frac{1}{\delta^2} + \varepsilon^2 \right) \int_0^t \| \tilde{v}_{1x_1} \varphi \|^2 dt
\]

\[
\leq C_T \varepsilon^5 \ln \varepsilon^{-8} + C_T \varepsilon^8 \ln \varepsilon^{-14},
\]
and

\[
C \int_0^t \int_\Omega \frac{2\rho}{\theta} \bar{\nu}_{x1x_1} \psi_{1x_1x_1} dxdt \leq C \int_0^t \|\psi_{1x_1x_1}\|^2 dt + C \int_0^t \|\bar{\nu}_{x1}\|_{L^\infty} \left\| \left( \frac{1}{\rho} (\frac{1}{\bar{\rho}} (-\bar{\nu}_{1z_1} + z_2)^2)_{x_1} \right)_{x_1} \right\|^2 dt \leq C_T \varepsilon^2 |\ln \varepsilon|^{-8} + C_T \varepsilon^{14} |\ln \varepsilon|^{-11}.
\]

The remaining terms in \( M_i(t, x)(i = 1, 2, \cdots 6) \) can be analyzed similarly.

Now we handle \( \int_0^t \int_\Omega \sum_{i=1}^6 N_i(t, x) dxdt \) as follows. From Hölder’s inequality, Sobolev’s inequality and Young’s inequality, we have

\[
C \int_0^t \int_\Omega \frac{\varepsilon}{\theta^2} (\text{div} \Psi)^2 \nabla \varphi \cdot \nabla \xi dxdt \leq C \varepsilon \int_0^t \|
abla \Psi\|^2_{L^6} \|
abla \varphi\|_{L^6} \|
abla^3 \xi\| dt \leq C \varepsilon \int_0^t \|
abla \Psi\|^2 \|
abla \varphi\|_{L^6} \|
abla^3 \xi\| dt \leq \frac{\varepsilon}{160} \int_0^t \|
abla^3 \xi\|^2 dt + C \varepsilon \int_0^t \|
abla \Psi\|^2 \|
abla \varphi\|^2 dt \leq \frac{\varepsilon}{160} \int_0^t \|
abla^3 \xi\|^2 dt + C_T (\varepsilon^4 + \varepsilon^2) \sup_{0 \leq t \leq t_1(\varepsilon)} \|
abla \varphi\|^2_{1}.\]

By Lemmas 2.2 and 2.2 and Young’s inequality, it holds that

\[
C \int_0^t \int_\Omega \frac{2\rho}{\theta^2} \bar{\nu}_{1x_1x_1} (2\mu \varepsilon \psi_{1x_1} + \lambda \varepsilon \text{div} \Psi) \Delta \xi_{x_1} dxdt \leq \frac{\varepsilon}{160} \int_0^t \|
abla^2 \xi_{x_1}\|^2 dt + C \varepsilon \int_0^t \|ar{\nu}_{1x_1x_1}\|_{L^\infty} \|
abla \Psi\|^2 dt \leq \frac{\varepsilon}{160} \int_0^t \|
abla^2 \xi_{x_1}\|^2 dt + C_T \varepsilon^{11} |\ln \varepsilon|^{-11}.
\]

By Sobolev’s inequality, Hölder’s inequality and Young’s inequality, one can get

\[
C \int_0^t \int_\Omega \frac{2\lambda \varepsilon}{\rho^2} \bar{\varphi}_{x_1} (\text{div} \Psi)^2 \nabla \varphi \cdot \nabla \xi_{x_1} dxdt \leq C \varepsilon \int_0^t \|
abla \Psi\|_{L^\infty} \|
abla \Psi\|_{L^6} \|
abla \varphi\|_{L^6} \|
abla^2 \xi\| dt \leq C \varepsilon \int_0^t \left( \|
abla \Psi\|^{1/2} \|
abla^2 \Psi\|^{1/2} + \|
abla^2 \Psi\|^{1/2} \|
abla^3 \Psi\|^{1/2} \right) \|
abla \Psi\|_1 \|
abla \varphi\|^2 \|
abla^2 \xi\| dt \leq C \varepsilon \int_0^t \|
abla \Psi\|^{1/2} \|
abla^2 \Psi\|^{1/2} \|
abla \Psi\|_1 \|
abla \varphi\|^2 \|
abla^2 \xi\| dt + \frac{\varepsilon}{160} \int_0^t \|
abla^3 \Psi\|^2 dt + C \varepsilon \int_0^t \|
abla^2 \Psi\|^{2/3} \|
abla \Psi\|_1^{4/3} \|
abla \varphi\|^{8/3} \|
abla^2 \xi\|^{4/3} dt \leq \frac{\varepsilon}{160} \int_0^t \|
abla^3 \Psi\|^2 dt + C_T \left( \left( \varepsilon^{2} + \varepsilon^2 \right) |\ln \varepsilon|^{-3} + (\varepsilon^{3} + \varepsilon^2) |\ln \varepsilon|^{-4} \right) \sup_{0 \leq t \leq t_1(\varepsilon)} \|
abla \varphi\|^2_{1}.
\]

The rest of the terms in \( N_i(t, x) \) can be treated in a similar fashion.
With all these estimates for (4.14) in hand, together with the elliptic estimates \[ \|\triangle \Psi\| \sim \|\nabla^2 \Psi\|, \|\triangle \xi\| \sim \|\nabla^2 \xi\|, \|\nabla \triangle \Psi\| \sim \|\nabla^3 \Psi\| \] and \[ \|\nabla \triangle \xi\| \sim \|\nabla^3 \xi\|, \] we can take \( \varepsilon \) sufficiently small and complete the proof of Lemma 4.3.

\[ \square \]

Finally, taking \( \varepsilon \) sufficiently small, e.g., \( 0 < \varepsilon \leq \varepsilon_2 \) for some \( \varepsilon_2 > 0 \), we can close the \textit{a priori} assumptions (3.9) and achieve the desired \textit{a priori} estimates (3.16). The proof of the Proposition 3.1 is completed.
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