On the equivalence of Ising models on ‘small-world’ networks and LDPC codes on channels with memory
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Abstract
We demonstrate the equivalence between thermodynamic observables of Ising spin-glass models on small-world lattices and the decoding properties of error-correcting low-density parity-check codes on channels with memory. In particular, the self-consistent equations for the effective field distributions in the spin-glass model within the replica symmetric ansatz are equivalent to the density evolution equations for Gilbert–Elliott channels. This relationship allows us to present a belief-propagation decoding algorithm for finite-state Markov channels and to compute its performance at infinite block lengths from the density evolution equations. We show that loss of reliable communication corresponds to a first order phase transition from a ferromagnetic phase to a paramagnetic phase in the spin glass model. The critical noise levels derived for Gilbert–Elliott channels are in very good agreement with existing results in coding theory. Furthermore, we use our analysis to derive critical noise levels for channels with both memory and asymmetry in the noise. The resulting phase diagram shows that the combination of asymmetry and memory in the channel allows for high critical noise levels: in particular, we show that successful decoding is possible at any noise level of the bad channel when the good channel is good enough. Theoretical results at infinite block lengths using density evolution equations are compared with average error probabilities calculated from a practical implementation of the corresponding decoding algorithms at finite block lengths.
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1. Introduction

The use of networks and graphical models has been a very successful tool for the analysis of complex systems in many different disciplines such as biology, sociology, etc [1–3]. Among the various network structures small-worlds play an important role. They allow for both a small distance between nodes and a high clustering coefficient, as observed in much real-world data [4]. Small worlds can be constructed by superimposing a one-dimensional ring structure on a random Erdös–Renyi graph [5].

Ising models on small world networks interpolate between a non-mean field behaviour (imposed by the geometry) and a mean-field behaviour (given by random interactions) [6, 7]. Nikoletopoulos et al developed an analytical method to assess the thermodynamic behaviour of Ising models on small world networks [8, 9]. This is achieved using a replicated transfer matrix method, which combines the transfer matrix method developed to solve one-dimensional (and two-dimensional) Ising models [10] with the replica method for random graphs [11, 12]. The solution of the latter is based on deriving a self-consistent equation of the effective field distribution which, upon solving, determines the thermodynamic free energy and thus thermodynamic observables of the system.

The theory of random graphs appears naturally in the context of error-correcting codes. A person A will encode a message by including redundant information with it. This redundant information consists of a string of additional bits attached to the original message describing the result of bit-wise arithmetic operations among bits of the original message (the ‘parity-checks’). The entire message is then sent through a noisy channel and reaches a person B. By checking the validity of the designated arithmetic operations on the parity checks person B can infer which bits have been corrupted by noise, if the noise level is not too high. The link to random graphs is provided by representing the message bits as nodes on a graph while the parity checks between the message bits are described as edges on this graph. Statistical physics can be used to assess typical properties such as noise thresholds or error-exponents of various encoding–decoding schemes (see for example [13–21] and for a review see [22]).

Given a certain noisy channel, the theoretical maximum rate of information one can send reliably through this channel is known and is given by the so-called ‘capacity’ of the channel (the Shannon limit). Codes approaching channel capacity are therefore, in this perspective, the best one can expect. In 1996 it was discovered that practical and efficient codes exist that can reach this upper limit [23]. These use an encoding–decoding scheme introduced by Gallager [24]. This family of codes, called low-density parity-check codes (LDPC) or Gallager codes, can be represented by a sparse (random) graph (the ‘Tanner’ graph) and is characterized by the distribution of the number of bits per parity-check and the distribution of the number of parity-checks per bit. By optimizing the encoding rate of the code to these degree distributions it has been shown that Shannon’s limit can be reached on a binary erasure channel without memory [25]. It is in general accepted that LDPC can reach the Shannon limit on more general channels such as the binary symmetric channel [26].

In more general situations, the channel noise during subsequent uses of the channel is autocorrelated leading to channels with memory. In [27] Elliott extended a channel introduced by Gilbert [28] to model burst-noise in wireline telephone circuits. The Gilbert–Elliott channel is a specific example of a finite-state Markov channel [29] where the noise depends on the state of the channel at the moment it is used. The state of the channel represents an additional degree of freedom and evolves according to a Markov process. The Gilbert–Elliott
channel can be in two states, both corresponding to a binary symmetric channel, but with different noise levels. Nowadays channels with memory are a topic of active research. They are used in fading channels modelling mobile radio communication; see [30] for a tutorial.

In this work, our purpose is to show the connection between Ising models on small-world networks and low-density parity-check codes on channels with memory. The latter have been studied using belief propagation in [33, 40]. As we show here, the probability of inferring a certain message can be denoted by a Boltzmann distribution of a spin model on a small world hypergraph. The random encoding scheme imposes the random interactions between the message bit-variables (these are the long range interactions) while the memory in the noisy channel introduces a spatial one-dimensional character to the graph (the short-range interactions); see figure 1. The study of the decoding properties of LDPC codes on channels with memory is therefore equivalent to the study of the thermodynamic observables of an Ising model on a small-world hypergraph [31].

Using the replica method for sparse small-world graphs [6, 7, 31, 32] we derive the self-consistent equations for the effective field distribution of the Ising model corresponding to LDPC codes of finite-state Markov channels. In the replica symmetric limit, these equations reduce to the density evolution equations for finite-state Markov chains. The density evolution equations determine the distribution of messages propagated in a belief propagation decoding algorithm for finite–state Markov-modulated channels with asymmetric noise in the limit of infinitely large code words (i.e. infinite block lengths). We compare the belief propagation algorithm developed in this paper with algorithms for LDPC codes presented before in the literature. For channels with a large amount of asymmetry and memory in the noise, the algorithm developed here allows for probabilities of error which are considerably smaller. We show that belief propagation on finite-state Markov-modulated channels develops a critical noise level at infinite block lengths. Solving the density evolution equations using a population dynamics algorithm [42, 43] (i.e. a Monte Carlo method) we determine the critical noise levels for several symmetric and asymmetric finite-state Markov chains. As a benchmark test, we have compared our results against (i) the special case of symmetric finite-state Markov chains (Gilbert–Elliott channel) [33] and (ii) the memoryless

![Figure 1. The LDPC code for a channel with memory can be mapped on an Ising model with a 'small-world' architecture. The parity checks provide the sparse random long-range interaction structure while the memory in the channel provides the regular short-range interaction structure through a Markov chain. The result is a spin model on a small-world graph.](image-url)
asymmetric channels [16, 34]. In both cases we found excellent agreement. We also compare our results on thresholds for reliable communication with the error probabilities calculated with a direct implementation of the corresponding decoding algorithms.

Note that similar results for symmetric channels have been derived using factor-graph analysis in [49]. Using a replica method Mori and Tanaka have also derived the density evolution equations for finite-state Markov channels [41]. In particular they derive critical noise levels for a generalized erasure channel.

The aim of this paper is twofold. Firstly, to provide a link between the statistical physics theory of small-world graphs and the analysis of LDPC codes with memory. We show how the method of replicated transfer matrices developed for small-world graphs can be applied to error correcting codes. The saddle point equations of the free energy of the spin model determine the decoding properties for any values of the channel and decoding parameters. Secondly, we illustrate how to extract from this analysis new results regarding error-correcting codes on finite-state Markov-chains. An example of the latter can be found in the phase diagram of figure 6; introducing asymmetry and memory in the channel allows successful decoding at arbitrary high noise levels of the bad channel. The main focus of this work is the development of a general methodology for finite-state Markov chains using statistical physics.

Our paper is organized as follows: In the next section we provide the definition used in our analysis both with regards to channels with memory (subsection 2.2) and with regards to LPDC (subsection 2.3). The analysis is given in section 3. We start in subsection 3.1 with a discussion of the analogy between small-world architecture and the decoding process of channels with memory. In subsection 3.2 we provide a technical analysis of the model. In section 4 we provide the density evolution equations while in section 5 we present the corresponding decoding algorithm. Results are presented in the ensuing section 6. In subsection 6.1 we compare the decoding algorithm developed in this manuscript with decoding algorithms for LDPC codes taken from the literature. We show the existence of a critical noise level separating a phase where reliable communication with belief propagation is possible from a phase where reliable communication with belief propagation is not possible. In the next subsection 6.2 we compute the critical noise levels for several channels with both asymmetry and memory in the noise. Phase diagrams of these channels are presented. Our concluding remarks are given in section 7.

2. Definitions and model setup

2.1. Communication through a noisy channel

We consider scenarios in which person A wants to communicate reliably a signal \( \hat{\sigma} \) to person B with \( \hat{\sigma} \in \{-1, 1\}^N \). Prior to its communication over the channel, \( \hat{\sigma} \) is encoded to \( \sigma \in \{-1, 1\}^M \) with \( M > N \). The encoding is defined by the map \( \mathcal{G} : \{-1, 1\}^N \rightarrow \{-1, 1\}^M \) while the elements of the image \( \mathcal{C} \) of \( \mathcal{G} \) are the codewords. The encoding procedure consists in adding redundant bits to the message \( \sigma \) sent.

The output of this transmission will be a stream of bits \( \rho \), which is usually different than \( \sigma \); the difference being due to the fact that in real circumstances, the sent signal is affected by a variety of factors such as temperature fluctuations, atmospheric noise, scratches on a memory disk, etc. In a binary symmetric channel we choose to represent these microscopic processes by a single scalar variable \( p \in [0, 1] \) denoting the probability that a bit in the message \( \sigma \) will flip due to channel noise independently of the other bits. In real applications bits can often consist of different physical units and the noise intensity can depend on whether
σᵢ = 1 or σᵢ = −1. An interesting model is therefore the binary asymmetric channel in which an input bit σᵢ = 1 flips due to channel noise with a probability q while a bit σᵢ = −1 flips with a probability p. In the special case where p = 0 we obtain the so-called Z-channel.

2.2. Channels with memory

In this work we consider channels in which the single bits do not flip independently. The motivation for this model originates from a common problem in modern mobile telecommunication systems, namely that the strength of the signal varies over time as a result of the motion of the receiver with respect to the source and the varying number of obstacles that shadow the signal over time. Channels describing communication of attenuated signals are termed ‘fading channels’. Fading channels are modeled by finite-state Markov channels (FSMC) [29]. These channels have fueled significant research activity (for a review on the subject see [30]). In FSMCs there exist a number of different channel states that correspond to the various possible attenuation factors. Each of the states describes a memoryless channel characterized by an error probability, while the transition from one state to another occurs according to a stationary Markov process. As a practical illustration, a receiver may, due to his motion in space, find that channel noise is very low whenever he is in an open area while it becomes problematic in a closed one. In the first case the channel is more appropriately described as a ‘good’ channel with low flip-probability, while in the latter as a ‘bad’ channel with a high flip-probability. Since there are different states in the FMSC the error-probabilities between subsequent uses of the channel are correlated, i.e. there is memory in the channel.

Memory effects can be modeled using the transformation σ → ρ where the output of the channel ρ ∈ {−1, 1}^M depends on the input through the channel state variable s ∈ {−1, 1}^M:

\[ P(\rho|s, \sigma) = \prod_{n=1}^{M} \left( P_{\text{chan}}(\rho_n|\sigma_n, s_n) \right) P_{\text{state}}(s). \]

The probability of the states P_{\text{state}}(s) follows a Markov process

\[ P_{\text{state}}(s) = P_{\text{state}}(s_1) \prod_{n=1}^{M-1} \mathcal{W}[s_{n+1}|s_n]. \]

Depending on the definition of the Markov process and the channel noise one obtains different FSMCs. We consider the most simple case of two-state Markov-modulated binary channels in which the channel can have two states s ∈ S = \{G, B\}, which usually are referred to as the bad state s = B and the good state s = G. Let us be more concrete, and write the following rather general formula for the noise of two-state Markov-modulated binary channels:

\[ P_{\text{chan}}(\rho_i = −\sigma_i|s_i, \sigma_i) = \begin{cases} q_B, & s_i = B, \sigma_i = 1, \\ p_B, & s_i = B, \sigma_i = −1, \\ q_G, & s_i = G, \sigma_i = 1, \\ p_G, & s_i = G, \sigma_i = −1, \end{cases} \]

for which we take \((p_B + q_B) > (p_G + q_G)\). The Markov process is determined by the transition probability matrix \(\mathcal{W}\) given by
This matrix describes the transition probability from state $s$ to $s'$ as $\mathcal{W}[s'|s] = \mathcal{W}_{s,s'}$. Here $g$ corresponds to the transition probability from state $B$ to $G$, and $b$ the transition probability from state $G$ to $B$ (figure 2). We define the memory $\mu_\ell$ at time step $\ell$ of the Markov process as

$$\mu_\ell = \mathcal{W}[s_\ell = s|s_0 = s] - \mathcal{W}[s_\ell = s|s_0 \neq s].$$

From (4) we find $\mu_\ell = (1 - g - b)^\ell \equiv \mu^\ell$ with the time index $\ell = 1, 2, \ldots$ and $\mu \in [-1, 1]$. For $\mu = 0$ we obtain $b = 1 - g$, hence the two columns of the transition matrix are identical and the channel has no memory. For $\mu > 0$ we have persistent memory: the probability of remaining in a given state is higher than the steady-state probability of being in that state. For $\mu < 0$ we have an oscillatory memory. We also define the good-to-bad ratio $r = \frac{g}{b}$. The FSMCs we consider are determined by the 6-tuple $T = (\mu, r, p_B, q_B, p_G, q_G)$. The Gilbert–Elliott channel [27, 28] corresponds to the subset of symmetric channels $T_{\text{GEC}} = (\mu, r, p_B, p_B, p_G, p_G)$. We also consider asymmetric Markov channels $T_{\text{AS}} = (\mu, r, q_B, q_B, q_B, q_G)$ with $\kappa \in ]0, 1[$ for which the chance to flip a value of one is different than the chance to flip a zero value. We define as well Markov $Z$-channels $T_Z = (\mu, r, 0, q, q, 0)$ (see also [40]). We illustrate the different channels in figure 2.

2.3. Low-density parity-check codes

For memoryless channels low-density parity-check codes (along with Turbo codes) are known to reach close to Shannon’s limit [23–26, 35]. In FSMCs the memory content in the channel results in an increased information capacity, compared to its memoryless counterpart [36]. It is therefore of practical interest to extend Turbo codes and LDPC codes to FSMCs [33, 38].

The set of codewords $C$ of an LDPC code is described by its parity check matrix $H$ through:
\[ C = \left\{ \sigma \in \{-1, 1\}^M | H^* \sigma = 1 \right\} \text{ with } (H^* \sigma)_j = \prod_{j=1}^{M} \sigma_j^H_j, \]

for all \( i = 1, \ldots, M - N \). In LDPC codes \( H_j \) is a sparse, random matrix of dimension \((M - N) \times M\) and with elements \( H_j \in \{0, 1\}\). A \((C,K)\)-regular LDPC-code contains \( K \) non-zero elements per row and \( C \) non-zero elements per column.

### 3. Statistical mechanics analysis

The aim of the statistical mechanics analysis we present is to compute the critical channel noise above which decoding fails. This is achieved by calculating the thermodynamic observables of a related spin model on a hypergraph (which is determined by the parity check matrix as well as the channel).

We start by providing some brief background information on the statistical physics approach to this problem. In the second subsection we derive the free energy of the model which determines the relevant decoding properties.

#### 3.1. The analogy with the thermodynamics of spin glasses on small-world graphs

The decoding problem describing interactions between parity checks and codeword variables can be mapped to large frustrated systems of interacting particles [39]. Using statistical mechanics methods the performance of Gallager, MacKay-Neal and Turbo codes over binary-symmetric, -asymmetric, or real-valued channels have been analyzed; for a review see [22]. The main interest in this approach lies in the generating function \( f \) of the \( a \ posteriori \) probability distribution of codewords \( \sigma \) given the channel’s output \( \rho \) and the parity check matrix \( H \). This is similar to the free energy of spin models with hyperspin interactions as analyzed in [46]. This model contains a ferromagnetic phase, a spin glass phase (also referred to as the suboptimal phase) and a paramagnetic phase. For sufficiently low noise levels the system is in a ferromagnetic phase. When the noise in the system increases, a metastable phase arises, which is the paramagnetic phase. The analogy with error-correcting codes is made upon identifying reliable communication with the ferromagnetic phase. When the suboptimal metastable state (i.e. the paramagnetic phase) appears, it will disturb reliable communication: decoding algorithms will be trapped in the basin of attraction of this metastable state. Increasing the noise even further makes the free energy of the metastable state so low that reliable communication of the coded word using any decoding algorithm becomes impossible. All these decoding limits lie below the Shannon limit and are dependent on the particular code used.

The ‘free energy’ can be calculated with the replica method for finitely connected systems [22], which was originally developed to solve the Viana–Bray model of spin glasses [11, 13, 43]. The free energy is expressed in terms of an order parameter which is a distribution of ‘effective fields’ (with the additional replica symmetric assumption). The typical fraction of correctly decoded bits is given in terms of an integral over this distribution. The statistical physics approach for the computation of the critical noise levels is different from that of the information theoretic approach: the two approaches connect elegantly at the level of the distribution of effective fields which within replica symmetry turns out to be identical to the density evolution that describe the messages propagated in the decoding algorithm (see e.g. [37]).

In the presence of memory in the channel the traditional replica method approach will not work [11, 12, 43]. The main difficulty is illustrated in figure 1. We see that the analogy with spin systems on a random graph with infinite-range interactions is not entirely correct anymore. The system now contains an additional set of degrees of freedom which represents the state of...
the channel (if the state is unchanged we are in a memoryless channel). The transition from one state to another is described by some predefined transition probability. It is exactly this Markovian process that induces nearest-neighbour interactions among our microscopic degrees of freedom corresponding to a small-world architecture in the correlation structure of the bits. This small-world architecture renders a conventional mean-field analysis with the replica method insufficient to study the system. Therefore, we consider here the replicated transfer matrix method which combines the one-dimensional transfer matrix method for one-dimensional spin models with the replica method for spin models on random graphs.

3.2. Application of the replicated transfer matrix method

We illustrate now the required modifications to the replica method. Similar computations can be found in the more abstract works [31, 32] on small-world hyper spin models. For more mathematical details on our derivation we refer to appendix A.

The starting point is the generating function $f$ of the a posteriori probability distribution $P(\sigma | \rho, \mathcal{H})$ of the codeword $\sigma$ given the channel’s output $\rho$ and the parity check matrix $\mathcal{H}$:

$$f(\rho, \mathcal{H}) \equiv -\lim_{M \to \infty} M^{-1} \log \sum_{\sigma} P(\sigma | \rho, \mathcal{H}).$$

(7)

The a posteriori distribution can be used to express the properties of the bitstream received by person B at the end of the channel. We analyze the properties of this distribution in the limit $M \to \infty$.

Using Bayes’ rule and (1) we obtain

$$P(\sigma | \rho, \mathcal{H}) = \frac{P(\rho | \sigma)P(\sigma | \mathcal{H})}{P(\rho | \mathcal{H})} = Z^{-1} P_{\text{init}}(\sigma) \delta_{\mathcal{H} | \sigma} \sum_{s} P_{\text{state}}(s) P_{\text{chan}}(\rho | s, \sigma),$$

(8)

with $P(\sigma | \mathcal{H}) \sim P_{\text{init}}(\sigma) \delta_{\mathcal{H} | \sigma}$ the initial probability distribution of the codewords and $Z$ a normalization constant. We will consider an unbiased source of codewords sent by person A such that $P_{\text{init}}(\sigma) = Z^{-M}$. The distribution $P_{\text{chan}}(\rho | s, \sigma)$ gives the a priori probability distribution of the output $\rho$ given the state vector $s$ and the codeword $\sigma$, equation (3). The Kronecker delta $\delta_{\mathcal{H} | \sigma}$ constrains the summation only to those codewords that obey the parity check equation (6).

Averaging the generating function over the ensemble of parity-check matrices, true-states, true-codewords and outputs gives

$$-\bar{F} = \lim_{M \to \infty} \frac{1}{M} \sum_{\mathcal{H}} \left[ \sum_{\sigma} \delta_{\mathcal{H} | \sigma} \sum_{s} P_{\text{state}}(s) \sum_{\rho} P_{\text{chan}}(\rho | s, \sigma) \right] \times \log \left( \sum_{\sigma, s} P_{\text{state}}(s) \delta_{\mathcal{H} | \sigma} P_{\text{chan}}(\rho | s, \sigma) \right),$$

(9)

plus irrelevant constant terms. The probability distribution of the parity-check matrices $P(\mathcal{H})$ of a $(C, K)$-regular code can be written in terms of a tensor with $K$ indices whose elements are in $\{0, 1\}$. The probability that an element of the tensor is 1 equals $C^{(K-1)M+1}$ and the sum of its elements equals $C$ for all of its indices (see e.g. [16, 22]). We will denote by $\sigma^0, s^0 \in \{ -1, 1 \}^M$ the true codeword and true channel state vectors respectively that were realized during the signal communication. The averaging of the free energy $\bar{F}$ will be done using the replica trick $\langle \log Z \rangle = \lim_{n \to \infty} \frac{1}{n} \log \langle Z^n \rangle$. This means that the spin
variables $\sigma = \{\sigma_1, \ldots, \sigma_M\}$ and $s = \{s_1, \ldots, s_M\}$ will be replicated $n$ times (to $\{\sigma^1, \ldots, \sigma^n\}$ for $\sigma$ and similarly for $s$).

Let us point out that in equation (9) we see the combination of short- and long-range interactions that lead to an equivalent small-world network. Inside the logarithm we find the density $P_{\text{state}}(s)$, which describes one-dimensional nearest-neighbour interactions of the state variables; i.e. it is equal to $P_{\text{state}}(s) = P_{\text{state}}(s_1) \prod_{n=1}^{M-1} W[s_{n+1}/s_n]$. On the other hand, the variables $s$ and $\sigma$ are coupled in a sparse and random fashion via the parity checks imposed by the delta function. In the absence of the channel-state variables the above expression would be seen as a spin system on a mean-field graph.

Performing the summations over $s$, results, for $M \to \infty$, in a saddle point integral whereby the free energy at the saddle point is given by

$$
\tilde{f} = \lim_{n \to 0} \frac{1}{n} \text{extr}_{P, \rho} F\left(P(\sigma, \sigma), \hat{P}(\sigma, \sigma)\right),
$$

with $F$ the exponent of the saddle point integral. The extremization is taken over the order parameter functions $P(\sigma, \sigma)$ and $\hat{P}(\sigma, \sigma)$. These represent the usual order parameter functions describing finite connectivity systems, see for instance [12], with $\sigma = (\sigma^1, \ldots, \sigma^n) \in \{-1, 1\}^n$ originating from the replication of the dynamic codeword-variables while $\sigma \in \{-1, 1\}$ stems from the inclusion of the quenched true codeword in the order function. Note that in order to avoid unnecessary extra notation we denote in what follows by $\sigma$, $s$ the replicated spin variables $\sigma = (\sigma^1, \ldots, \sigma^n)$ and $s = (s^1, \ldots, s^n)$ (and thus the same notation for which we used $\sigma^1, \ldots, \sigma^M$ before). Whenever necessary we will make the site index explicit.

The exponent $F$ reaches a minimum at the values $\left(P(\sigma, \sigma), \hat{P}(\sigma, \sigma)\right)$ that satisfy the saddle point equations:

$$
\hat{P}(\sigma, \sigma) = \prod_{(\sigma_1, \sigma_2, \ldots, \sigma_{K-1})} P(\sigma_1, \sigma_2) \times \delta(\sigma_1 \sigma_2 \cdots \sigma_{K-1} \sigma_1, 1) \prod_{a=1}^{n} \delta(\sigma_a^1 \sigma_a^2 \cdots \sigma_{K-1} \sigma_a, 1),
$$

$$
P(\sigma, \sigma) = \frac{\text{Tr} \left[ V^{N-1}(\hat{P}) Q(\sigma, \sigma; \hat{P}) \right]}{\text{Tr} \left[ V^N(\hat{P}) \right]},
$$

where ‘Tr’ denotes a trace of matrices over the replicated channel state variables $s$, with

$$
\left\langle s, s^0 | Q(\sigma, \sigma; \hat{P}) | s', (s')^0 \right\rangle = \left( \hat{P}(\sigma, \sigma) \right)^{n} \left[ W[ (s^0) | s^0 ] \times \prod_{a=1}^{n} W[ (s')^a | s_a^a ] \right] \left( \prod_{a=1}^{n} P_{\text{chan}}(\rho | s^a, \sigma_a^a) \right)_{\rho|s^0,\sigma}.
$$

For notational economy we introduced in the above the abbreviation over (3):

$$
\langle f(\rho) \rangle_{\rho|s^0,\sigma} = \sum_{\rho} f(\rho) P_{\text{chan}}(\rho | s^0, \sigma). \nonumber
$$

Note that while the summations over the replicated codeword variables $\{s_i\}_{i=1}^M$ have been performed by reducing the graph into a single-site problem, the summations over the replicated channel-state variables $\{s_i\}_{i=1}^M$ are written as a trace over a matrix product (12) (for which the matrix $V$ is raised to the power $M$). This constitutes the key difficulty in our problem as we are dealing with the $(2^n + 1) \times (2^n + 1)$ replicated transfer matrix:
\[ \langle s, s' | V (\tilde{\rho}) | s', (s')' \rangle = \sum_{\sigma, \sigma'} \mathcal{W} [ (s^0)' | s^0] \prod_{\alpha=1}^{\tilde{n}} \mathcal{W} [ (s')^\alpha | s^\alpha] \\
\times \left( \tilde{\rho} (\sigma, \sigma') \right)^C \left( \prod_{\alpha=1}^{\tilde{n}} P_{\text{chan}} (\rho | s^\alpha, \sigma^\alpha) \right) .\]

To proceed further we now have to make an assumption with regard to the structure of the replica space. The simplest, the replica symmetric ansatz, assumes that all replicas \( \alpha = 1, \ldots, n \) are invariant to permutations:

\[ P (\sigma, \sigma) = 2^{1-K} \int dh W (h | \sigma) \prod_\alpha \frac{e^{h a^\alpha}}{2 \cosh (h)} , \]  \hspace{1cm} (14)

\[ \tilde{\rho} (\sigma, \sigma) = 2^{K-1} \int du Z (u | \sigma) \prod_\alpha \frac{e^{h a^\alpha}}{2 \cosh (u)} , \]  \hspace{1cm} (15)

for some (yet unknown) densities \( W, Z \). The prefactors \( 2^{-1/K} \) and \( 2^{-(K-1)/K} \) ensure that the distributions \( W \) and \( Z \) solving the ‘density evolution’ equations are normalized \( (\int dh W (h | \sigma) = \int du Z (u | \sigma) = 1) \).

For the left- and right-eigenvectors \( L (s, s), R (s, s) \) of \( V \) we now assume a similar ‘replica-symmetric’ form:

\[ \langle s', s' | R \rangle = \sum_s P_R (s') \int dx \Phi_R (x | s') e^{y \sum a^\alpha} , \]  \hspace{1cm} (16)

\[ \langle L | s, s \rangle = \sum_s P_L (s) \int dy \Phi_L (y | s) e^{y \sum a^\alpha} , \]  \hspace{1cm} (17)

for some (yet unknown) densities \( \Phi_R, \Phi_L \). The form of the above two equations follows the replica symmetric ansatz as introduced in \cite{8, 9}. Note that in addition to the assumptions in \cite{8, 9} we presented the densities \( P_R, P_L \) that are the right- and left-eigenvectors of \( \mathcal{W} \), respectively:

\[ P_R (s_0) = \sum_{s'_0} \mathcal{W} [ s'_0 | s_0] P_R (s'_0) , \]  \hspace{1cm} (18)

\[ P_L (s'_0) = \sum_{s_0} \mathcal{W} [ s'_0 | s_0] P_L (s_0) . \]  \hspace{1cm} (19)

The fact that replica symmetry is imposed (in terms of products over replica indices) allows us to take the remaining trace in (12) and take the limit \( n \to 0 \) in equation (10).

### 4. Density evolution equations

We present now the self-consistent equations for the densities \( W (h | \sigma), Z (u | \sigma), M (\zeta | \sigma), \Phi_R (x | s) \) and \( \Phi_L (x | s) \) of the effective fields which extremize the free energy (10) within the replica symmetric ansatz. Following similar computations as in \cite{8, 31}, we derive in the limit \( n \to 0 \) the closed, self-consistent equations.
\[ W(h|\sigma) = \int\left( \prod_{r=1}^{C-1} du_r Z(u_r|\sigma) \right) \int d\zeta M(\zeta|\sigma) \delta \left[ h - \zeta - \sum_{r=1}^{C-1} u_r \right], \quad (20) \]

\[ F(\xi|\sigma) = \int\left( \prod_{r=1}^{C-1} du_r Z(u_r|\sigma) \right) \delta \left[ \xi - \sum_{r=1}^{C} u_r \right]. \quad (21) \]

and also

\[ M(\xi|\sigma) = 2 \sum_{s'=1}^{1} \sum_{r'=1}^{1} P_R(\xi'|s') \mathcal{W}\left( (s')|s' \right) P_L(s') \]

\[ \times \int dx dy \Phi_L(y|s') P_R(x'|s') \sum_{\rho=\pm 1} P_{\text{chan}}(\rho|\sigma, s') \]

\[ \times \delta \left[ \zeta - \frac{1}{2} \sum_{r=1}^{1} \tau \sigma \log \left( \sum_{s'=1}^{1} e^{(s'+sy)} \mathcal{W}[s'|s] P_{\text{chan}}(\rho|\tau, s) \right) \right]. \quad (22) \]

\[ Z(u|\sigma) = \sum_{(s')=1}^{1} \frac{\delta(s_1 \cdots s_{K-1}|\sigma, 1)}{2^{K-2}} \int \prod_{\ell=1}^{K-1} dh_{\ell} W(h_{\ell}|\sigma_{\ell}) \]

\[ \times \delta \left[ u - \text{atanh} \prod_{\ell=1}^{K-1} \tanh (h_{\ell}) \right]. \quad (23) \]

\[ \Phi_R(x'|s') = \sum_{(s')=1}^{1} \mathcal{W}\left( (s')|s' \right) \sum_{r=1}^{1} \frac{1}{2} \int d\xi F(\xi|\tau) \int dx \Phi_R(x'|s') \]

\[ \times \sum_{\rho=\pm 1} P_{\text{chan}}(\rho|\tau, s') \]

\[ \times \delta \left[ x - \frac{1}{2} \sum_{s'=1}^{1} s \log \left( \sum_{s'=1}^{1} \mathcal{W}[s'|s] \frac{e^{s'x'}}{2 \cosh(x')} \right) \right] \]

\[- \frac{1}{2} \sum_{s'=1}^{1} s \log \left( \sum_{\sigma=\pm 1} \frac{e^{-\sigma s'}}{2 \cosh \xi} P_{\text{chan}}(\rho|\sigma, s) \right) \]. \quad (24) \]

\[ \Phi_L(x'|s') = \sum_{s'=1}^{1} \mathcal{W}\left( (s')|s' \right) \frac{P_L(s')}{P_L(s')} \sum_{r=1}^{1} \frac{1}{2} \int d\xi F(\xi|\tau) \int dx \Phi_L(x'|s') \]

\[ \times \sum_{\rho=\pm 1} P_{\text{chan}}(\rho|\tau, s') \]

\[ \times \delta \left[ x - \frac{1}{2} \sum_{s'=1}^{1} s' \log \left( \sum_{s'=1}^{1} \mathcal{W}[s'|s] \frac{e^{s'x'}}{2 \cosh(x')} \right) \right] \]

\[- \left( \sum_{\sigma=\pm 1} \frac{e^{\sigma s'}}{2 \cosh \xi} P_{\text{chan}}(\rho|\sigma, s) \right) \]. \quad (25) \]

We refer to appendix A for details on the derivation.
The equations (20)–(25) are the density evolution equations for binary asymmetric two-state Markov channels. These equations are a generalization of the density evolution equations for symmetric Gilbert–Elliott channels [33], as well as a generalization of density evolution for asymmetric memoryless channels [16, 34]. The equations (20)–(25) describe the evolution of the densities of messages of a decoding algorithm propagating along a tripartite graph, in the limit of infinite block lengths $M \to \infty$. The graph consists of a chain of channel-state nodes connected to symbol-variable nodes and these in turn to parity-check nodes. The tripartite graph has three different sets of vertices: the set $V_{\text{code}}$ of variable nodes, the set $V_{\text{pc}}$ of parity-check nodes and the set $V_{\text{chan}}$ of channel-state nodes; see figure 3. Due to the presence of memory there are 6 types of messages propagating according to:

| Message | From | To |
|---------|------|----|
| $h_{i \rightarrow a}$ | $i \in V_{\text{code}}$ | $a \in V_{\text{pc}}$ |
| $u_{a \rightarrow i}$ | $a \in V_{\text{pc}}$ | $i \in V_{\text{code}}$ |
| $\zeta_{c \rightarrow i}$ | $c \in V_{\text{chan}}$ | $i \in V_{\text{code}}$ |
| $\xi_{i \rightarrow c}$ | $i \in V_{\text{code}}$ | $c \in V_{\text{chan}}$ |
| $x_{R,c \rightarrow c+1}$ | $c \in V_{\text{chan}}$ | $c+1 \in V_{\text{chan}}$ |
| $x_{L,c \rightarrow c-1}$ | $c \in V_{\text{chan}}$ | $c-1 \in V_{\text{chan}}$ |

The update schedule for these messages on single-graph instances (the so-called ‘message-passing’ equations) [40] correspond to the arguments of the delta functions in the density evolution equations (20)–(25). In the next section we describe with more detail the corresponding belief propagation decoding algorithm. However, before presenting the belief propagation algorithm we introduce some notations which describe the connectivity properties of the tripartite factor graph.

Every variable node $i$ is connected to $C$ check nodes $a \in \partial_i$. Analogously, every check node $a$ is connected to $K$ variable nodes $i \in \partial_a$, defining the set of neighbouring check nodes $\partial_a$. The neighbourhoods $\partial_i$ and $\partial_a$ define the usual bipartite factor graph used in belief propagation algorithms of memoryless channels. The memory introduces an additional chain of channel nodes $c$. To each variable node $i$ we associate a channel node $c \in \partial_i$, for which we also have $i \in \partial_c$. The channel nodes $c$ have three neighbouring nodes: the corresponding variable node $i \in \partial_c$ but also two channel nodes which we label with respect to $c$ as $c-1$ and
Two exceptions are what we call the first channel node and the last channel node, which have only one neighbouring channel node denoted, respectively, by \( c + 1 \) and \( c - 1 \).

5. Message-passing based decoding algorithm

The decoding process aims at inferring the codeword sent \( \sigma \in \mathcal{C} \) from the output word \( \rho \). We adapt a decoding algorithm which can be considered as a particular version of belief propagation: we compute the marginals of the conditional distribution of codewords given the received output word. The decoding algorithm is also a message-passing algorithm which propagates messages along a tripartite graph. The distributions of the messages sent are given by the derived density evolution equations (20)–(25), in the limit of infinite block lengths \( M \to \infty \).

The core of the algorithm is similar to the sum-product algorithm used to decode LDPC-codewords on memoryless channels. It consists of two types of messages: \( h_{ia}^{(t)} \) from a variable node \( i \) to a check node \( a \) and \( u_{ai}^{(t)} \) from a check node \( a \) to a variable node \( i \). These messages are calculated iteratively for \( t \geq 1 \):

\[
 h_{ia}^{(t+1)} = r_{ia}^{(t)} + \sum_{b \in \partial a \setminus i} u_{bi}^{(t)},
\]

and \( h_{i\rightarrow a}^{(0)} = \zeta_{i 
rightarrow a}^{(0)} \). The index \( t \) indicates the iteration step. The set \( \partial a \) contains the \( K \) variable nodes corresponding to the \( a \)-th parity check node, the set \( \partial_i \) contains the \( C \) parity check nodes corresponding to the \( i \)-th variable node and the channel node \( c \in \partial_i \), as defined in the previous section. After convergence of the above message-passing schedule, we calculate

\[
 h_{i} = \zeta_{i 
rightarrow 1}^{(t)} + \sum_{b \in \partial_i} u_{bi}^{(t)},
\]

with again \( c \in \partial_i \). To estimate the codeword bit sent we use \( \hat{\sigma}_i = \text{sign}(h_i) \).

The value of the message \( \zeta_{i 
rightarrow 1}^{(t)} \) depends on the channel considered. For memoryless channels it is given by the a priori log-likelihood for codeword bit \( \sigma_i \) given the received bit \( \rho_i \). For a binary symmetric memoryless channel [22, 44, 45]:

\[
 \zeta_{i 
rightarrow 1}^{(t)} = \zeta_i = \frac{\rho_i}{2} \log \left( \frac{1 - \rho}{\rho} \right),
\]

and for a binary asymmetric memoryless channel [16, 34]:

\[
 \zeta_{i 
rightarrow 1}^{(t)} = \zeta_i = \begin{cases} 
 \frac{1}{2} \log \left( \frac{1 - q}{p} \right) 
 & \rho_i = 1 \\
 -\frac{1}{2} \log \left( \frac{1 - p}{q} \right) 
 & \rho_i = -1.
\end{cases}
\]

We refer to the message-passing algorithm corresponding to the equations (26)–(28) and equation (29) as BP-BSC. Analogously, we name the algorithm corresponding to equations (26)–(28) and (30) BP-BAC.
For channels with memory the message $\zeta_{c\to i}^{(t)}$ from the channel node $c$ to the neighbouring variable node $i \in \partial c$ has to be calculated iteratively and is becoming an integral part of the message-passing algorithm. We have for $t \geq t_0$:

$$
\sum_{s} x_{c^{(t)}} = \sum_{s} \exp \left[ \sum_{s'} \exp \left[ s' x_{c^{(t)}} + s y_{c^{(t)}} \right] W[s'] P_{\text{chan}}(\rho, \tau, s) \right] W[s] P_{\text{chan}}(\rho, \tau, s).
$$

(31)

The message $\zeta_{c\to i}^{(t)}$ depends on the channel node messages $x_{c^{(t)}}$ and $y_{c^{(t)}}$. These are given by the iterative expressions for $t \geq t_0$:

$$
\begin{align*}
\sum_{s} x_{c^{(t+1)}} & = \frac{1}{2} \sum_{s} \exp \left[ \sum_{s'} \exp \left[ s' x_{c^{(t)}} + s y_{c^{(t)}} \right] W[s'] P_{\text{chan}}(\rho, \tau, s) \right] W[s] P_{\text{chan}}(\rho, \tau, s), \\
\sum_{s} y_{c^{(t+1)}} & = \frac{1}{2} \sum_{s} \exp \left[ \sum_{s'} \exp \left[ s' x_{c^{(t)}} + s y_{c^{(t)}} \right] W[s'] P_{\text{chan}}(\rho, \tau, s) \right] W[s] P_{\text{chan}}(\rho, \tau, s).
\end{align*}
$$

(32)

(33)

with $y_{c^{(t)}} = x_{c^{(t)}} + 1 + c = 1/2 \log (g/b)$. To have a well-defined set of equations we need an expression for $x_{c^{(t)}}$ and $y_{c^{(t)}}$. If we assume that the Markov-modulated channel is in a stationary state throughout its use, we can set $x_{c^{(t)}} = 1/2 \log (g/b)$. If we assume that the Markov-modulated channel is in a stationary state throughout its use, we can set $x_{c^{(t)}} = 1/2 \log (g/b)$.

Finally we have an update rule for the message $\zeta_{i\to c}^{(t)}$ from the variable node $i$ to the channel node $c$, for $t \geq 1$:

$$
\zeta_{i\to c}^{(t)} = \sum_{u \in \partial c} u_{i\to c}^{(t)}.
$$

(34)

In all of the above equations we have the relationship $i \in \partial c$ and $c \in \partial i$.

We name the full message-passing algorithm, consisting of equations (26)–(28) and equations (31)–(34) given the asymmetric Markov-modulated channel $P_{\text{chan}}(\rho, \tau, s)$ in equation (3), BP-AsymMM. For a symmetric Markov-modulated channel $P_{\text{chan}}(\rho, \tau, s) = P_{\text{chan}}(\rho, \sigma, s)$ we recover the message-passing algorithms for Gilbert–Elliott channels [35, 40], which we call BP-GEC. Note that for a memoryless channel $P_{\text{chan}}(\rho, \sigma, s) = P_{\text{chan}}(\rho, \sigma)$ we recover the BP-BSC and BP-BAC algorithms, as expected.

In the next section we continue evaluating the decoding algorithms presented.

6. Results

In this section we evaluate the performance of the sum-product algorithms for regular LDPC codes on Markov modulated channels. In a first subsection we determine the probability of error using belief propagation decoding algorithms on Markov modulated channels. We show that the derived density evolution determine the performance of the sum-product in the limit of infinite block lengths $M \to \infty$. Solving the density evolution equations we show the presence of a transition from a phase at low noise, where reliable communication with belief propagation is possible, to a phase at high noise, where reliable communication with the decoding algorithms presented is not possible. We evaluate in the subsequent subsection more carefully the different decoding regimes using density evolution.
6.1. Probability of error

We recall that the decoding algorithm consists of propagating messages along a tripartite factor graph (see figure 3) which leads to estimates for the log-likelihood ratios $h_i$ of the marginals of the codeword bits. The sent codeword bit $\sigma_i$ is estimated by

$$\hat{\sigma}_i = \text{sign}(h_i).$$

Performance of the decoding algorithm is evaluated through the probability of error

$$P_e \equiv \sum_{\sigma} \sigma \equiv -\log \left( \frac{1 - \sigma \hat{\sigma}}{2} \right).$$

which is the fraction of bits which have been incorrectly decoded. We say that reliable communication is possible when $\langle P_e \rangle \to 0$ for $M \to \infty$. The brackets represent an average over many uses of the channel (i.e. an average over codewords, channel noise and parity check matrices). We also compute the standard deviation $\sigma[P_e]$, which is the square root of the variance of $P_e$ over repeated uses of the channel.

To evaluate $\langle P_e \rangle$ we have randomly generated 100 parity check matrices $\mathcal{H}$ with connectivity parameters $C = 3$, $K = 4$ and fixed codeword block length $M$. For each parity check matrix we have randomly generated 100 codewords $\sigma$ such that $\langle \sigma \rangle = 0$. The codewords $\sigma$ are converted into output words $\rho$ using a channel with memory parameters $\mu = 0.90$, good-to-bad ratio $r = g/b = 1$ and a degree of asymmetry $\kappa = p_G/q_G = p_b/q_b = 0.01$. Note that to simplify the presentation of our results the two channel states have here the same $\kappa$.

Given the received output words $\rho$ and the parity check matrix $\mathcal{H}$ we calculate the estimates $\hat{\sigma}_i$ of the codewords bit using the belief propagation algorithms presented in section 5. The average of the probability of error $\langle P_e \rangle$ is computed over repeated uses of the channel and over the different parity check matrices.

In figure 4 we compare the average probability of error $\langle P_e \rangle$ for the decoding algorithms BP-AsymMM, BP-BAC and BP-BSC at codeword lengths $M = 600$, at fixed noise levels of the good channel $(p_G + q_G)/2 = 0.05$ or $(p_G + q_G)/2 = 0.1$ and at varying noise levels $(p_b + q_b)/2$ of the bad channel. Note that the BP-BSC algorithm is run with a noise parameter $p = (p_G + q_G + p_b + q_b)/4$ and BP-BAC is run for noise values $q = (q_b + q_G)/2$ and $p = (p_G + p_b)/2$. From figure 4 one can appreciate that BP-AsymMM has the smallest error probability and therefore allows us to decode messages at higher noise levels. This is particularly true for large enough values of the memory $\mu$ and asymmetry $\kappa$ in the channel noise. The algorithm BP-GEC is not shown in the figures, but numerical results show that at high degrees of asymmetry it does not perform much better than BP-BSC in terms of $\langle P_e \rangle$.

In the figure 4 we also compare finite block length values $\langle P_e \rangle$ with infinite block length results computed from the density evolution equations (20)–(25). To compute the average probability of error from the density evolution equations we consider the distribution of the single bit marginals of the codewords given the output word:

$$\tilde{\mathcal{W}}(h|\sigma) = \int \prod_{r=1}^{C} du_r \mathcal{Z}(u_r|\sigma) \int d\zeta M(\zeta|\sigma) \delta \left[ h - \zeta - \sum_{r=1}^{C} u_r \right],$$

with $\mathcal{Z}$ and $M$ the distributions solving equations (20)–(25). The average probability of error follows as

$$\langle P_e \rangle = 2^{-1} \sum_{\sigma = \pm 1} \int dh \tilde{\mathcal{W}}(h|\sigma) \text{sign}(h).$$

Results in figure 4 show a first order transition in $\langle P_e \rangle$ from a value $\langle P_e \rangle = 0$ at $q < q_c$ to a value $\langle P_e \rangle > 0$ at $q > q_c$. Density evolution results show therefore a phase transition from a
regime at which reliable communication is possible \( q < q_c \) to a regime for which reliable communication using the belief propagation decoding algorithm is not possible. From the results in figure 4 it follows that the transition is not clearly visible from the decoding results presented at finite block lengths. We believe this is due to strong finite size effects in the probability of error \( \langle P_e \rangle \) close to the transition. Finite size effects in channels with memory are expected to be larger than in channels without memory, due to the correlations in the noise variables. Therefore, larger fluctuations are present in the probability of error (with respect to the different channel uses).

To show that the deviations between the results from density evolution and the BP-AsymMM decoding algorithm are indeed due to finite size effects, we present in figure 5 the probability of error \( \langle P_e \rangle \) for increasing values of \( M = 600, 1200, 2400 \). To have an experimental validation of the density evolution equations, we should observe a convergence of the BP-AsymMM probability of error \( \langle P_e \rangle \) towards the values calculated from the density evolution equations. These results indicate that the density evolution equations (20)–(25) determine the probability of error of BP-AsymMM at infinite block lengths \( M \to \infty \).

Figure 4. Average probabilities of error for different belief propagation algorithms are compared with the derived density evolution equations. Belief propagation algorithms decode codewords generated from LDPC-codes on finite-state Markov-modulated channels with asymmetric noise. The channel parameters are: memory \( \mu = 0.9 \), good-to-bad ratio \( r = g/b = 1 \) and asymmetry ratio \( \kappa = p_G/q_G = p_B/q_B = 0.01 \). Source words of length \( N = 200 \) are encoded by a \((C, K) = (3, 4)\) parity check matrix into codewords of length \( M = 600 \). Results are averages over \( 1e+4 \) generated code words from \( 1e+2 \) randomly generated parity check matrices (thus for \( 1e+2 \) codewords each). The algorithms considered are given by the message-passing algorithm presented in section 5. Density evolution results are obtained from the (20)–(25) in section 4, and thus evaluate the BP-AsymMM probability of error in the limit \( M \to \infty \). These equations are solved with a Monte Carlo algorithm with a sample size of \( 1e+5 \) fields per distribution (see also [42, 43]). Note that all curves presented evaluate the probability of error for the same finite-state Markov-modulated channel using different decoding algorithms.
Comparing the \( \langle P \rangle \) curves at increasing values of \( M \) we find some indications of a phase transition being present at values \( M \to \infty \), as predicted by density evolution. The noise value at which the \( \langle P \rangle \)-lines cross gives a reasonable approximation of the critical threshold \( q_c \) computed from density evolution (indicated by the vertical dashed line). Moreover, results presented are consistent with a critical noise level in the limit \( M \to \infty \) at the \( q_c \) value computed from the density evolution equations. We also present in figure 5 the standard deviation \( \sigma \) in the probability of error. The curves develop a maximum value at \( q \approx q_c \) for \( M \to \infty \), a result which is also consistent with the presence of a first order phase transition in \( \langle P \rangle \) at infinite block lengths.

Figure 5. BP-AsymMM results for the average probability of error \( \langle P \rangle \) and its standard deviation \( \sigma \) as a function of the noise \((p_g + q_g)/2\). The channel parameters are the same as in figure 4 with \((p_g + q_g)/2 = 0.1\). Averages are over \( 1 \times 4 \) unbiased codewords and \( 1 \times 2 \) parity check matrices, as in figure 4. The LDPC-code is, just as in figure 4, a (3,4)-code but now with three different codeword lengths: \( M = 600, 1200, 2400 \). The critical noise level \( q_c \) at infinite block lengths is presented as a dashed line (computed from density evolution). Although BP-AsymMM results show strong finite size effects for \( q \sim q_c \), results do indicate a convergence towards the density evolution results for \( M \to \infty \) (presented by the diamond green markers). The standard deviation \( \sigma \) peaks at a value \( q \sim q_c \) which is consistent with the presence of a first order phase transition in \( \langle P \rangle \) at infinite block lengths.

6.2. Critical noise levels

In the previous subsection we have shown that reliable communication fails at a critical noise level. This transition is of first order in the probability of error. Failure of reliable communication corresponds to a spinodal ferromagnetic to paramagnetic phase transition in the language of spin models on a small world graph. Indeed, loss of reliable communication at \( q = q_c \) is equivalent to a transition from a ferromagnetic solution with effective field distribution \( W(h|\sigma) = \delta(h - \infty) \) at values \( q < q_c \) to a paramagnetic solution at values \( q > q_c \). This transition can be characterized by an order parameter \( \rho_b = \int dh W(h) \text{sign}(h) \). The value \( \rho_b = 1 \) corresponds to perfect decoding (ferromagnetic phase) while \( \rho_b < 1 \) describes decoding failure (due to the spin glass or paramagnetic attractor; see for instance the discussion in [17]). We now calculate the critical noise levels \( q_c \) for various channels by numerically solving the density evolution equations (e.g. through population dynamics [42, 43]). The initial condition for solving the density evolution equations is such that the distributions \( W(h|\sigma) = \delta(h) \), \( Z(u|\sigma) = \delta(u) \) while \( \Phi_L(x|s) = \Phi_R(x|s) = \delta(x - 1/2 \log (g/h)) \). This initial condition
implies that the decoder has no a priori knowledge of the message sent (which is unbiased) and corresponds to the initial condition in the belief propagation decoding algorithm.

Solving the density evolution equations we thus find the decoding thresholds for BP-AsymMM in the parameter space \( \left( \frac{1}{2}(p_B + q_B), \frac{1}{2}(p_G + q_G) \right) \) for different values of the asymmetry \( \kappa \in [0, 1] \) (the degree of asymmetry is assumed to be the same in both channels). For \( \kappa = 0 \) we obtain the Z-channel. For all symbols the memory equals \( \mu = 0.90 \) while the good-to-bad ratio is \( r = 1 \). The dotted line represents the memoryless threshold \( \mu = 0 \). The star symbol represents the point where \( p_B = p_G \) and is a result quoted in [17]. We see that as the level of asymmetry increases successful decoding can occur even for large noise values of the ‘bad’ channel, as long as the noise in the ‘good’ channel remains relatively low.

In figure 6 we present critical noise levels for the channel \( T_{AS} \) in which there exist two Z-type states: \( (p_B, q_B) = (0, q) \) and \( (p_G, q_G) = (q, 0) \) (hence the terms ‘good’ vs ‘bad’ are not
very meaningful here) and with a good-to-bad ratio $r = 1$, as defined in [40]. This type of configuration can model ‘burst-error’ channels where a very large number of consecutive bits appear corrupted while the corruption is selective with regards to the input symbol. We show results in the $(\mu, q)$ space for Gallager $(C, K) = (3, 4)$ and $(4, 6)$ codes. The lower dashed line corresponds to twice the critical noise level of a memoryless symmetric channel $q_{BS}$, where $q_{BS}$ is the critical noise level a regular $(C, K)$ Gallager code on a memoryless binary-symmetric channel. The fact that at $\mu = 0$ the channel consists of two complementary $Z$-type states connected through a Markov chain without memory, and therefore, with an equal transition probability $b = g = 1/2$ at each time step between the two states. Since the ‘good’ and ‘bad’ channel here are complementary $Z$-channels, the finite-state Markov channel becomes in fact symmetric.

The upper dashed line corresponds to the critical noise level of a memoryless $Z$-channel [16], which is reached by the finite-state Markov channel at $\mu = -1$; the transition probabilities then become $b = g = 1$ at $\mu = -1$. The channel state thus oscillates deterministically between the two states. We thus recover a deterministic channel whose decoding properties are similar to the $Z$-channel.

We note as well that figure 5 is symmetric with respect to the $\mu = 0$ axis, a property that also follows from the density evolution equations.
7. Conclusions

We have shown how the statistical mechanics of small-world networks can be used as a tool to analyze an interesting application, namely the performance of decoding algorithms on binary channels with both memory and asymmetry in the noise levels. The main motivation of studying error-correcting codes on channels with memory and with asymmetry is the fact that their capacity outperforms that of traditional codes on memoryless channels. While both effects have been studied separately (for asymmetry in [16, 34] and for memory in [33]), their combined effect has not been studied.

We have studied the limits of reliable communication by representing the decoding problem as a random graph with interacting elements. Similarly to earlier work on memoryless channels [22], the symbol variables (the ‘spins’) are the nodes of the graph while the parity checks the edges. The memory process introduces, however, a new element, namely channel-state variables which are coupled to each other with nearest-neighbour interactions. The resultant architecture is thus a small-world network. The thermodynamic observables of Ising models on such networks can be calculated using a replicated transfer matrix technique [8]. The main objective of this work is to illustrate this link and provide the statistical physics methodology to derive the relevant density evolution equations within the replica symmetric ansatz.

With the density evolution equations we have shown the combined effect of memory and asymmetry in a phase diagram which shows the critical noise levels for reliable communication using belief propagation and unbiased codewords. We find that the combination of both memory and asymmetry in the channel improves the critical noise levels considerably. In particular, the bad and the good channel can have a compensating effect: in some cases (e.g. a Z-channel) successful decoding can be possible even for arbitrarily high levels in the bad channel as long as the noise in the good channel is sufficiently low. As a benchmark of our work, we find that the density evolution equations that follow from the analysis reproduce very well the special limiting cases of the Gilbert–Elliott channel [33, 40] or the memoryless binary-asymmetric channel [16, 34].

Our statistical physics method is quite general and can be applied to various cases. It allows us to derive critical threshold values of decoding algorithms for which the noise values of the channels are not known (which is sometimes referred to in the statistical physics literature as finite-temperature decoding [50]). The calculation of free energies can provide limits on ‘thermodynamic’ or MAP decoding [51]. The method can be applied as well to a variety of multi-state error-correcting codes, such as multi-symbol, Gaussian-, non-Markovian or intersymbol-interference channels. Another interesting future direction would be the inclusion of replica symmetry-breaking effects (along the lines of [47, 48]) which might correct the critical noise levels we present here. This is likely to pose new challenges from both an analytical and a numerical viewpoint due to the spatial structure of the factor graph.
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Appendix A. Replica analysis

A.1. Saddle point equations in replica space

To compute the disorder-averaged free energy our starting point is equation (9) which upon using the gauge transformations \( \rho_i \rightarrow \rho_i \delta_{i0} \) and \( \sigma_i \rightarrow \sigma_i \delta_{i0} \) is modified to:

\[
- \mathcal{F} = \lim_{M \rightarrow \infty} \frac{1}{M} \sum_{\mathcal{H}} P(\mathcal{H}) \sum_{s^0} P_{\text{state}}(s^0) \sum_{\sigma^0} P_{\text{chan}}(\rho \sigma^0 | s^0 \sigma^0) \delta_{\mathcal{H}}[\sigma^0] \\
\times \log \left( \sum_{\sigma,s} P_{\text{state}}(s) \delta_{\mathcal{H}}[\sigma] P_{\text{chan}}(\rho \sigma^0 | s, \sigma^0) \right),
\]

(A.1)

In order to calculate the average over the logarithm we use the replica trick \( \langle \log Z \rangle = \lim \log Z \). This implies that the dynamic variables \( (\sigma, s) \) will be replicated \( n \) times to \( \{ (\sigma^1, s^1), (\sigma^2, s^2), \ldots, (\sigma^n, s^n) \} \). We will represent the probability \( P_{\text{chan}} \) sometimes as

\[
P_{\text{chan}}(\rho | s, \sigma) = \prod_{j=1}^{M} \frac{e^{\rho(h(s_j)\sigma_j + g(s_j))}}{N(s_1, \sigma_1)},
\]

where \( N(s, \sigma) \) corresponds to the normalization \( N(s, \sigma) = 2 \cosh(h(s)\sigma + g(s)) \). In what follows, averages over this distribution will be denoted with the abbreviation:

\[
\langle f(\rho) \rangle_{s, \sigma} \equiv \sum_{\rho \in [0,1]} \frac{e^{\rho(h(s)\sigma + g(s))}}{N(s, \sigma)} f(\rho).
\]

In expression (A.1) we need to determine the average over the disorder variables \( \{ \mathcal{H}, s^0, \sigma^0, \rho \} \). The summation over the \( \mathcal{H} \) matrices can be done as in the memoryless case, see e.g. [15, 16]. The only difference now is that the ratios \( h_t \) and \( g_t \) depend on the state variables of the channel \( \{ s_l \} \). The probability distribution of the tensor \( \mathcal{H} \), viz.,

\[
P(\mathcal{H}) = \frac{1}{\mathcal{M}} \prod_{\{l_1, j_2, \ldots, j_K\}} \frac{C(K - 1)!}{M^{K-1}} \delta \left( H_{l_1 j_2 \ldots j_K} - 1 \right)
\]

\[
+ \left( 1 - \frac{C(K - 1)!}{M^{K-1}} \right) \delta \left( H_{l_1 j_2 \ldots j_K} \right)
\]

\[
\times \prod_{k=1}^{M} \delta \left( \sum_{\{l_1, j_2, \ldots, j_K\}|j_k = l} H_{l_1 j_2 \ldots j_K} - C \right).
\]

(A.2)

The quantity \( \mathcal{M} \) is the normalization constant, which equals to

\[
\mathcal{M} = e^{-MC + M \log \frac{C}{C_t}}.
\]

The notation \( \langle j_1, j_2, \ldots, j_K \rangle \) denotes an unordered set of \( K \) indices and \( \prod_{\{j_1, j_2, \ldots, j_K\}} \) is the product all unordered sets of \( K \) indices \( \{ j_1, j_2, \ldots, j_K \} \) with \( j_1 = 1, \ldots, M \) (this is equivalent to a product over all \( K \)-tuples such \( j_1 < j_2 < \cdots < j_K \)).

After replication of the argument \( Z = \sum_{\sigma} P_{\text{state}}(s) \delta_{\mathcal{H}}[\sigma] P_{\text{chan}}(\rho \sigma^0 | s, \sigma^0) \) in the logarithm of equation (A.1), we perform the summation over the ‘quenched’ variables \( H_{(j_1, j_2, \ldots, j_K)} \) with \( H_{(j_1, j_2, \ldots, j_K)} = 1 \) indicating the presence of a parity-check constraint between the variables \( \{ j_1, j_2, \ldots, j_K \} \) and \( H_{(j_1, j_2, \ldots, j_K)} = 0 \) indicating the absence of such a parity-check constraint. To
perform the summation it is necessary to introduce a set of \( M \) auxiliary variables \( \omega_l \), with \( l = 1 \ldots M \), through the integral representation of the Kronecker delta function in the definition (A.2) of \( P(\mathcal{H}) \):

\[
\delta \left( \sum_{\{i_1, i_2, \ldots, i_K\} : \sum_{l=1}^{M} \omega_l = l} H_{\{i_1, i_2, \ldots, i_K\}} - C \right) \\
= \int_{0}^{2\pi} \frac{d\omega_l}{2\pi} \exp \left[ i\omega_l \left( \sum_{\{i_1, i_2, \ldots, i_K\} : \sum_{l=1}^{M} \omega_l = l} H_{\{i_1, i_2, \ldots, i_K\}} - C \right) \right].
\]

We can now sum up the variables \( H_{\{i_1, i_2, \ldots, i_K\}} \). After replication, we factor out the functions independent of the graph variables \( \mathcal{H} \) these graph variables and have:

\[
\sum_{\mathcal{H}} P(\mathcal{H}) \delta_{\mathcal{H}} \left[ \sigma^0 \right] \prod_{a=1}^{n} \delta_{\mathcal{H}} \left[ \sigma^a \right] \\
= \int \left( \prod_{l=1}^{M} \frac{d\omega_l}{2\pi} \right) e^{-i\sum_{l=1}^{M} \omega_l C} \\
\times \exp \left[ \frac{C}{M^{K-1}} \sum_{\{i_1, i_2, \ldots, i_K\}} \left( e^{i\sum_{a=0}^{K} \prod_{m=1}^{K} \delta_{\mathcal{H}} \left( \prod_{m=1}^{K} \sigma^a_m ; 1 \right) - 1} \right) \right] \\
= e^{-MC} \int \left( \prod_{l=1}^{M} \frac{d\omega_l}{2\pi} \right) e^{-i\sum_{l=1}^{M} \omega_l C} \\
\times \exp \left[ \frac{MC}{K} \left( \sum_{\sigma, \sigma'} e^{i\omega(a, \sigma) \delta(a, \sigma')} \right) \right] \prod_{m=1}^{K} \delta_{\mathcal{H}} \left( \prod_{m=1}^{K} \sigma^a_m ; 1 \right) \\
= \prod_{a=1}^{n} \delta_{\mathcal{H}} \left( \prod_{m=1}^{K} \sigma^a_m ; 1 \right),
\]

with the summation \( \sum_{\{i_1, i_2, \ldots, i_K\}} = \sum_{i_1}^{M} \sum_{i_2}^{M} \ldots \sum_{i_K}^{M} = 1 \) and \( \sigma = (\sigma^1, \sigma^2, \ldots, \sigma^n) \).

Equation (A.4) implies naturally the introduction of the order-parameter function \( P(\sigma, \sigma) \):

\[
P(\sigma, \sigma) \equiv \frac{1}{M} \sum_{i=1}^{M} e^{i\omega_i} \delta_{\sigma_i, \sigma} \delta_{\sigma_a, \sigma} \]

with \( \sigma = (\sigma^1, \sigma^2, \ldots, \sigma^n) \). The order parameter (A.5) is a non-normalized function due to the auxiliary variable \( \omega_i \) which has been introduced to deal with the constraint imposed by a fixed number \( C \) of \( K \) parity-check constraints per bit. The order parameter \( P(\sigma, \sigma) \) would be normalized for a code where a number of \( M - N, K \) parity-check constraints, are distributed randomly over the bits. For such codes the distribution \( P(\mathcal{H}) \) is given by the expression (A.2) without the Kronecker delta on the second line. In that case there is no need to introduce the auxiliary variables \( \omega_l \) through equation (A.3). We also note that unlike similar computations on small-worlds (e.g. [31]) here it is necessary to include the quenched variable \( \sigma^i \) into the order parameter.
We introduce explicitly the order parameters $P(\sigma, \sigma)$ through a delta function expression
\[ 1 = \prod_{\sigma, \sigma} \frac{dP(\sigma, \sigma) d\hat{P}(\sigma, \sigma)}{2\pi} \exp \left[ \int \frac{\sum_{\sigma, \sigma} \hat{P}(\sigma, \sigma) \left( P(\sigma, \sigma) - \frac{1}{M} \sum_{\sigma} e^{\delta_{\sigma, \sigma} \delta_{\hat{\sigma}, \sigma}} \right)}{2\pi} \right] = 1. \] (A.6)

After introduction of these integrals, we can perform the summation over the quenched and non-quenched parity bit variables $\sigma \{ i \}$, with $i = 1, \ldots, N$ and $\alpha = 0, \ldots, N$ as well the integral over the auxiliary variables $\omega$ with $i = 1, \ldots, N$. The expression for $Z$ reduces to a saddle point problem (as usual in free energy calculations of spin models on graphs [31]), viz.:

\[ \langle Z' \rangle = \int \prod_{\sigma, \sigma} dP(\sigma, \sigma) d\hat{P}(\sigma, \sigma) \exp \left[ M \Psi \left( P(\sigma, \sigma), \hat{P}(\sigma, \sigma) \right) \right]. \]

with $M \to \infty$ and

\[ \Psi \left( P(\sigma, \sigma), \hat{P}(\sigma, \sigma) \right) = \frac{C}{K} \sum_{(\sigma, \alpha)} \prod_{i=1}^{K} P(\sigma, \sigma) \delta(\sigma_1, \ldots, \sigma_K; 1) \prod_{\alpha=1}^{n} \delta(\sigma_1, \sigma_2, \ldots, \sigma_K, 1) + \sum_{(\sigma, \sigma)} P(\sigma, \sigma) \hat{P}(\sigma, \sigma) - \frac{C}{K} \log(M) + \Phi \left( P(\sigma, \sigma), \hat{P}(\sigma, \sigma) \right). \]

Note that in order to avoid unnecessary extra notation we have denoted by $\sigma$, $s$ the replicated spin variables $\sigma = (\sigma_1, \ldots, \sigma^a)$ and $s = (s_1, \ldots, s^a)$ (and thus the same notation for which we have used $\omega_i, \ldots, \omega_N$ before). The quantity $\Phi(P, \hat{P})$ contains the main difficulty in this computation, namely the trace over the replicated channel state variables $\omega$. We use $(\tau)^N = (\tau_1, \ldots, \tau_N)$ and $(\tau)^a = (\tau_1, \ldots, \tau_N)$:

\[ \Phi \left( P(\sigma, \sigma), \hat{P}(\sigma, \sigma) \right) = \lim_{M \to \infty} \frac{1}{M} \log \left( \sum_{(\sigma, \alpha)} \sum_{(s_1)} \sum_{(s^a)} \prod_{i=1}^{M} \left( P(\sigma, \sigma) \prod_{i=1}^{M} W\left(s^a_{i+1} | s^a_i \right) \right) \right) \]

\[ \times \prod_{i=1}^{M} \left( \frac{-\hat{P}(\sigma, \sigma)}{C!} \right) \left( \prod_{\alpha} \exp \left[ \rho_i \left( h(s^a_i) \sigma_i^a + g(s^a_i) \sigma_i \right) \right] \right) \]

\[ \lim_{M \to \infty} \frac{1}{M} \log \left( \sum_{(s_1)} \sum_{(s^a)} \sum_{(s^b)} \sum_{(s^c)} \prod_{i=1}^{M} \left( \text{init}[s_1, \sigma_i, \sigma_i^0, \sigma_i^0] \right) \prod_{M} \left( s^b_{M}, \sigma_{M}, s^0_{M} \right) \right) \]

\[ \times \left( \prod_{i=1}^{M-1} \left( \text{init}[s_{i+1}, \sigma_{i+1}, \sigma_i^0, \sigma_i^0] \right) \right). \]

The non-trivial spin summations are in the last line of the above equation, where we introduced the matrix:
\[ \langle s, \sigma, s^0, \sigma^0 | T \langle \hat{P} | s', \sigma', (s^0)', (\sigma^0)' \rangle \]
\[ = W \left[ \langle s^0 | s^0 \rangle \prod_\alpha W \left[ (s')^\alpha | s^\alpha \right] (-\hat{P} (\sigma, \sigma))^C \right] \times \left( \prod_\alpha \frac{\exp \left[ \rho (h(s^\alpha)\sigma^\alpha + g(s^\alpha)) \right]}{M (s^\alpha, \sigma^\alpha)} \right)_{\rho \mid s^0, \sigma}, \quad (A.7) \]

\[ \langle \text{init} | s_1, \sigma_1, s_1^0, \sigma_1^0 \rangle = P_{\text{state}} (s_1^0) \prod_\alpha P_{\text{state}} (s_1^\alpha), \quad (A.8) \]

\[ \langle s_M, \sigma_M, s_M^0, \sigma_M^0 | \text{end} \rangle \]
\[ = (-\hat{P} (\sigma_M, \sigma_M))^C \left( \prod_\alpha \frac{\exp \left[ \rho (h(s_M^\alpha)\sigma_M^\alpha + g(s_M^\alpha)) \right]}{M (s_M^\alpha, \sigma_M^\alpha)} \right)_{\rho \mid s^0, \sigma} \quad (A.9) \]

We use now that \( \langle s, \sigma, s^0, \sigma^0 | T \langle \hat{P} | s', \sigma', (s^0)', (\sigma^0)' \rangle \) does not depend on \( \sigma' \) and \( (\sigma^0)' \) to define

\[ \langle s, s^0 | V | s', (s^0)' \rangle \equiv \sum_{\sigma, \sigma^0} \langle s, \sigma, s^0, \sigma^0 | T \langle \hat{P} | s', \sigma', (s^0)', (\sigma^0)' \rangle \].

We then get

\[ \langle s, s^0 | V | s', (s^0)' \rangle = \sum_{\sigma, \sigma^0} W \left[ \langle s^0 | s^0 \rangle \prod_\alpha W \left[ (s')^\alpha | s^\alpha \right] (-\hat{P} (\sigma, \sigma))^C \right] \times \left( \prod_\alpha \frac{\exp \left[ \rho (h(s^\alpha)\sigma^\alpha + g(s^\alpha)) \right]}{M (s^\alpha, \sigma^\alpha)} \right)_{\rho \mid s^0, \sigma}. \quad (A.10) \]

The saddle point equations become

\[ \hat{P} (\sigma, \sigma) = -C \sum_{(\sigma_1, \sigma_2, \ldots, \sigma_{K - 1})} \Pi_{\alpha = 1}^{K - 1} P (\sigma_\alpha, \sigma_\alpha) \times \delta (\sigma, \sigma_1 \sigma_2 \cdots \sigma_{K - 1}, 1) \Pi_{\alpha = 1}^{K - 1} \delta (\sigma_{\alpha 2}^{\alpha 2} \cdots \sigma_{K - 1}^{\alpha 1} \sigma_{\alpha 1}^{\alpha 1}, 1) \]

\[ P (\sigma, \sigma) = -\frac{\text{Tr} \left[ V^{M - 1} (\hat{P}) Q (\sigma, \sigma; \hat{P}) \right]}{\text{Tr} \left[ V^M (\hat{P}) \right]} \]

where we used that for indecomposable channels we have \( \lim_{M \to \infty} \langle \text{init} | V^M (\hat{P}) | \text{end} \rangle = \lim_{M \to \infty} \text{Tr} \left[ V^M \right] \).
\[
\langle s, s^0 | Q (\tau, \tau; \hat{P}) | s', (s^0)' \rangle = -\frac{1}{(C-1)!} \left( -\hat{P} (\tau, \tau) \right)^{C-1} \\
\times W \left[ (s^0)' | s^0 \right] \prod_a W \left[ (s')^a | s^a \right] \left\langle \Pi_a \exp \left[ \frac{\rho \left( h(s^a) r^a + g(s^a) \tau \right)}{M(s^a, \tau^a)} \right] \right\rangle_{\rho | s^0, \tau}.
\]

We perform the transformation \( \hat{P}(\sigma) \rightarrow -C\hat{P}(\sigma) \) such that

\[
\hat{P}(\sigma, \sigma) = \sum_{(\sigma_0, \sigma_1, \ldots, \sigma_{K-1}, \sigma_K)} \prod_{i=1}^{K-1} P(\sigma_i, \sigma_{i+1}) \\
\times \delta(\sigma_1 \sigma_2 \cdots \sigma_{K-1}, 1) \prod_{a=1}^{K} \delta(\sigma^a_1 \sigma^a_2 \cdots \sigma^a_K, 1)
\]

\[
P(\sigma, \sigma) = \frac{\text{Tr} \left[ V^{M-1} \left( \hat{P} \right) Q (\sigma, \sigma; \hat{P}) \right]}{\text{Tr} \left[ V^M \left( \hat{P} \right) \right]}, \tag{A.11}
\]

with the elements of the transfer matrix \( V \) given by:

\[
\langle s, s^0 | V \left( \hat{P} \right) | s', (s^0)' \rangle = \sum_{\sigma, \sigma'} W \left[ (s^0)' | s^0 \right] \prod_a W \left[ (s')^a | s^a \right] \left\langle \Pi_a \exp \left[ \frac{\rho \left( h(s^a) \sigma^a + g(s^a) \sigma \right)}{M(s^a, \sigma^a)} \right] \right\rangle_{\rho | s^0, \sigma}, \tag{A.12}
\]

\[
\langle \text{init} | s_1, \sigma_1, s^0_1, \sigma^0_1 \rangle = P_{\text{state}} (s^0_1) \prod_a P_{\text{state}} (s^a_1)
\]

\[
\langle s_M, \sigma_M, s^0_M | \text{end} \rangle = \left( \hat{P} (\sigma_M) \right)^C \left\langle \exp \left[ \frac{\rho \left( \sum_a h(s^a_M) \sigma^a_M + g(s^a_M) \right)}{} \right] \right\rangle_{\rho | s^0_M},
\]

while the elements of the matrix \( Q \) are given by

\[
\langle s, s^0 | Q (\tau, \tau; \hat{P}) | s', (s^0)' \rangle = \left( \hat{P} (\tau, \tau) \right)^{C-1} \\
\times W \left[ (s^0)' | s^0 \right] \prod_a W \left[ (s')^a | s^a \right] \\
\times \left\langle \Pi_a \exp \left[ \frac{\rho \left( h(s^a) r^a + g(s^a) \tau \right)}{N(s^a, \tau^a)} \right] \right\rangle_{\rho | s^0, \tau}.
\]
Putting everything together, equation (A.1) becomes

\[
\Psi\left(P(\sigma, \sigma), \hat{P}(\sigma, \sigma)\right) = -C \left( \sum_{(\sigma, \sigma)} P(\sigma, \sigma) \hat{P}(\sigma, \sigma) - 1 \right) \\
+ \frac{C}{K} \left( \sum_{(\sigma, \sigma), \ldots, (\sigma, \sigma, \ldots)} \prod_{i=1}^{K} P(\sigma, \sigma) \delta(\sigma_1 \sigma_2 \cdots \sigma_K, 1) \prod_{\alpha=1}^{\mu} \delta(\sigma_1^\alpha \sigma_2^\alpha \cdots \sigma_K^\alpha, 1) - 1 \right) \\
+ M^{-1} \log \left( \sum_{s^0} \left\langle \text{init}|s_i, s_i^0\right\rangle \left( \prod_{i=1}^{M-1} \left\langle s_i, s_i^0|V(\hat{P}))[s_{i+1}, s_i^0]\right\rangle \left\langle s_N, s_N^0|\text{end}\right\rangle \right) \right).
\]

A.2. Replica symmetry ansatz in the saddle point equations

We will now show how the density evolution equations follow from the saddle point equations. To this aim, we introduce a replica symmetric ansatz

\[
P(\sigma, \sigma) = 2^{-1} K \int dh W(h|\sigma) \prod_\alpha \frac{e^{\beta h \alpha}}{2 \cosh(h)}, \quad (A.14)
\]

\[
\hat{P}(\sigma, \sigma) = 2^{-1} K \int du Z(u|\sigma) \prod_\alpha \frac{e^{\beta u \alpha}}{2 \cosh(u)}. \quad (A.15)
\]

We recall that \(\sum_{\sigma} P(\sigma, \sigma) \neq 1\) as the order parameter is not normalized. Using (A.15) allows us to rewrite the expression of \(V\) in (A.10):

\[
\left\langle s, s^0, V(\hat{P})|s', (s')^0\right\rangle = W\left( (s')^0|s^0\right) \prod_\alpha W\left( (s')^\alpha|s^\alpha\right) \\
\times \sum_{\sigma} \left( \hat{P}(\sigma, \sigma) \right)^C \left\langle \Pi_\alpha \exp\left[ \frac{\rho \left( h\left( s^\alpha\right) \sigma^\alpha + g\left( s^\alpha\right) \sigma^\alpha \right) }{N\left( s^\alpha, \sigma^\alpha\right) } \right] \right\rangle_{\rho|\rho, \sigma} \\
= 2^{-C-1} \sum_{\tau} W\left( (s')^0|s^0\right) \prod_\alpha W\left( (s')^\alpha|s^\alpha\right) \\
\times \left\langle \prod_{\tau=1}^{C} du_{\tau} Z(u_{\tau}|\tau) \left\langle \exp\left[ 2^{-1} \sum_\alpha s^\alpha \right] \right\rangle \sum_s \log \left( \sum_\sigma \prod_\alpha \frac{e^{\alpha s\sigma}}{2 \cosh u_{\tau} N(s, \sigma)} \right) \right\rangle_{\rho|\rho, \tau}, \quad (A.16)
\]
and similarly for the expression of $Q$ in (A.13):

$$
\langle s, s^0|Q\left(\mathbf{r}, \mathbf{r}; \hat{P}\right)|s', (s')^0\rangle = 2^{-\rho}e^{-V_s} \prod_s W[\langle s'\rangle]|s'\rangle
$$

$$
\times \int \prod_{\tau=1}^{\rho} du_\tau \, Z(u_\tau|\tau) \left\langle \exp \left( \frac{1}{2} \sum_s \delta^{\rho} \left( \frac{e^{\phi_h(e^{\phi_h} + g_s(\tau))}}{2 \cosh u_\tau} \right) \right) \right\rangle.
$$

(A.17)

Upon substitution of (A.14) and (A.15) in (A.11) and taking the limit $n \to 0$ we find

$$
2^{-\frac{K-1}{K}} Z(u|\tau) = 2^{-\frac{K-1}{K}} \sum_{\tau_1, \ldots, \tau_{K-1}} \delta(\tau_1 \cdots \tau_{K-1}|\tau; 1) \int \prod_{\ell=1}^{K-1} dh_\ell \, W(h_\ell|\tau_\ell)
$$

$$
\delta\left( u - 2^{-1} \sum_{\sigma} \sum_{\tau_1, \ldots, \tau_{K-1}} \prod_\ell \frac{e^{\phi_h(\sigma_\ell)}}{2 \cosh(h_\ell)} \delta(\sigma_1 \cdots \sigma_{K-1}; 1) \right)
$$

$$
= 2^{-\frac{K-1}{K}} \sum_{\tau_1, \ldots, \tau_{K-1}} \delta(\tau_1 \cdots \tau_{K-1}|\tau; 1) \int \prod_{\ell=1}^{K-1} dh_\ell \, W(h_\ell|\tau_\ell) \delta\left( u - \text{atanh}\left( \prod_\ell \tanh(h_\ell) \right) \right).
$$

The above equation gives us our first density evolution equation (23).

To derive the other density evolution equation we will need to make some further ansätze regarding the eigenvectors of the replicated transfer matrices.

### A.3. Replica symmetry ansatz in the replicated transfer matrices

We proceed in the derivation of the remaining density evolution equations by decomposing $V(\hat{P})$ in left and right eigenvectors:

$$
V(\hat{P}) = \sum_{n=0}^{2^{\rho-1}-1} \lambda_n \left| R_n \right\rangle \left\langle L_n \right|.
$$

(A.18)

We write for the largest eigenvalue $\lambda_0$ and its corresponding eigenvectors $\langle L_0 | = \langle L |$ and $| R_0 \rangle = | R \rangle$. The largest eigenvalue fulfills the following eigenvalue equations

$$
\sum_{s', s} \langle s, s| V|s', s'\rangle \langle s', s'| R \rangle = \lambda_0 \langle s, s| R \rangle,
$$

(A.19)

$$
\sum_{s, s'} \langle L| s, s \rangle \langle s, s'| V|s', s'\rangle = \lambda_0 \langle L| s', s' \rangle.
$$

(A.20)

Because of the Perron–Frobenius theorem we can suggest for the eigenvectors $| R \rangle$ and $\langle L |$ following replica symmetric ansätze

$$
\langle s', s'| R \rangle = \sum_{s'} P_R(s') \int dx \, \Phi_R(x|s') e^{\frac{\lambda_0}{2}} \sum_{s} \langle s|x \rangle
$$

$$
\langle L| s, s \rangle = \sum_{s} P_L(s) \int dy \, \Phi_L(y|s) e^{\frac{\lambda_0}{2}} \sum_{s'} \langle s'| y \rangle.
$$
Normalization gives us \[ \sum_{s, s_0} \langle s, s_0 | V | s', s'_0 \rangle \{s', s'_0| R \} \]

\[ = \sum_{s, s_0} P_R(s'_0) W \left[ (s'_0^s) | 0 \right] \Pi_a W \left[ (s^a)' \mid s^a \right] \]

\[ \times \sum_{\tau} 2^{-12(\frac{r-1}{k})+1} \int \Pi_{r=1}^C du_r z(\mu_r|\tau) \]

\[ \times \left\{ \exp \left[ 2^{-1} \sum_a s^a_s \sum_s \log \left( \sum_{\alpha} \Pi_{r} \alpha \frac{e^{i\mu_r \alpha}}{2 \cosh u_r} N(s, \sigma) \right) \right] \right\}_{\rho|s'_0, \tau} \]

\[ \times \int dx \Phi_R(x|s'_0) \frac{e^{i\sum_s s^a_s}}{(2 \cosh(x))^{\rho}}. \]

Requiring that the above equation equals to

\[ \lambda_0 P_R(s_0) \int dx \Phi_R(x|s_0) \frac{e^{i\sum_s s^a_s}}{(2 \cosh(x))^{\rho}} \]

results in

\[ \lambda_0 P_R(s_0) \Phi_R(x|s_0) = \sum_{s'} P_R(s'_0) W \left[ s'_0 | s_0 \right] \]

\[ \sum_{\tau} 2^{-12(\frac{r-1}{k})+1} \int \Pi_{r=1}^C du_r z(\mu_r|\tau) \int dx' \Phi_R(x'|s'_0) \sum_{\rho} P_{\text{chan}}(\rho|\tau, s_0) \]

\[ \delta \left( x - \frac{1}{2} \sum_{s} \log \left( \sum_{s'} W[s'|x] \frac{e^{s^a_{s'}}}{2 \cosh(x)} \right) - \frac{1}{2} \sum_{s} \log \left( \sum_{\alpha} \Pi_{r} \alpha \frac{e^{i\mu_r \alpha}}{2 \cosh u_r} N(s, \sigma) \right) \right). \]

If we integrate over \( x \) we recover

\[ \lambda_0 P_R(s_0) = 2^{C\frac{r-1}{k}+1} \sum_{s'_0} P_R(s'_0) W \left[ s'_0 | s_0 \right] \]

Because of the normalization condition we have \( \lambda_0 = 2^{C\frac{r-1}{k}+1} \) and \( P_R(s_0) = \sum_{s'} P_R(s'_0) W \left[ s'_0 | s_0 \right] \). The distribution \( \Phi_R(x|s_0) \) fulfills thus

\[ \Phi_R(x|s_0) = \sum_{s'_0} W \left[ s'_0 | s_0 \right] \]

\[ \sum_{\tau} \frac{1}{2} \int \Pi_{r=1}^C du_r z(\mu_r|\tau) \int dx' \Phi_R(x'|s'_0) \sum_{\rho} P_{\text{chan}}(\rho|\tau, s_0) \]

\[ \delta \left( x - \frac{1}{2} \sum_{s} \log \left( \sum_{s'} W[s'|x] \frac{e^{s^a_{s'}}}{2 \cosh(x)} \right) - \frac{1}{2} \sum_{s} \log \left( \sum_{\alpha} \Pi_{r} \alpha \frac{e^{i\mu_r \alpha}}{2 \cosh u_r} N(s, \sigma) \right) \right) \]

which is the density evolution equation (24).
For the left eigenvector equation we have analogously

$$P_L(s'_0) = \sum_{s_0} W(s'_0|s_0) P_L(s_0)$$

and

$$\Phi_L(x|s'_0) = \sum_{s_0} \frac{W(s'_0|s_0) P_L(s_0)}{P_L(s'_0)}$$

$$\sum_{r=1}^{C} \frac{1}{2} \int \prod_{r=1}^{C} du_r \, Z(u_r|\tau) \int dx' \Phi_L(x'|s_0) \sum_{\rho} P_{\text{chan}}(\rho\sigma|\sigma, s_0)$$

$$\delta \left( x - \frac{1}{2} \sum_{s'_0} \log \left( \sum_{x} W(s'|x) \frac{e^{y's}}{2 \cosh(x')} \left( \sum_{\sigma} \prod_{r} \frac{e^{y u_r \sigma}}{2 \cosh u_r} \frac{e^{\rho(h_{\sigma}(s)+g_{\sigma}(s))}}{N(s, \sigma)} \right) \right) \right)$$

which is the density evolution equation (25).

The density evolution equation for $W$ can be derived as follows. We take the limit $n \to 0$ of the self-consistent equation (A.11) describing $P$ by using equation (A.17) for the matrix elements of $Q$ and retaining only the largest eigenvalue $\lambda_0$ in the decomposition of $V$ in eigenvectors. Hence, we are left with the expression

$$P(\sigma, \sigma) = \frac{\text{Tr}[V^{-1}Q(\sigma, \sigma)]}{\text{Tr}[V]} = \frac{\sum_{x, s, s'} \langle L|x_0, s \rangle \langle s_0, s|Q(\sigma, \sigma)|s_0, s' \rangle \langle s_0, s'|R \rangle}{\lambda \sum_{x, s_0} \langle L|x_0, s \rangle \langle s_0, s|R \rangle}$$

$$= \sum_{x, s_0, s'} \int dx \, P_L(s_0) P_R(s'|s_0) \Phi_L(x|s_0) \Phi_R(x|s') e^{y \sum_{a} \alpha_a} e^{y' \sum_{a} \alpha_a}$$

$$\frac{2^{-C-1} K^{-1}}{2^{-C} K^{-1} + 1} W \left( \left( s_0 \right)^y | e^0 \right) \Pi_{\alpha} W \left( \left( s' \right)^y | e^0 \right)$$

$$\times \int \prod_{r=1}^{C-1} du_r \, Z(u_r|\sigma) \exp \left[ 2^{-1} \sum_{a} \alpha_a \right]$$

$$\times \sum_{s} \log \left( \prod_{r} \frac{e^{y u_r \sigma}}{2 \cosh u_r} \frac{e^{\rho(h_{\sigma}(s)+g_{\sigma}(s))}}{N(s, \sigma)} \right)_{\rho, \sigma}. \tag{A.21}$$

If we substitute in (A.21) the replica symmetric ansatz for $P(\sigma)$ and take $n \to 0$ we recover the density evolution equation for $W$.
\[ W(h|\sigma) = 2 \sum_{s_0,s_0'} \mathcal{P}_h(s'|s_0) W\left(\sum_{s_0'}|s_0'\rangle \right) \mathcal{P}_l(s_0) \]

\[ \times \left( \int dx dy \, \mathcal{F}_u \left( y | s_0 \right) \mathcal{F}_u \left( x | s_0' \right) \int \prod_{\tau=1}^{C-1} du_{\tau} Z(u_{\tau}|\sigma) \right) \sum_{\rho} \mathcal{P}_{\text{chan}}(\rho \sigma | \sigma, s_0) \]

\[ \delta \left[ h - \sum_{r=1}^{C-1} u_r - \frac{1}{2} \sum_{\tau} \log \left( \sum_{s,s'} \exp(s'x + sy) W[s'|s] \frac{\exp[\rho(h(s)\tau + g(s)\sigma)]}{N(s, \sigma \tau)} \right) \right] \]
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