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Abstract

We generalize Bourgain’s theorem on the decay of the Fourier transform of the multiplicative convolution of measures on $\mathbb{R}$ to the case $\mathbb{R}^n$.

1 Introduction

The purpose of this manuscript is to generalize a result of Bourgain to $\mathbb{R}^n$. This result deals with the Fourier decay of the multiplicative convolution of Borel probability measures on $\mathbb{R}^n$.

If $E$ is a metric space, we write $B_{E}(x, r)$ for a close ball centred at $x$ of radius $r$. Vectors in $\mathbb{R}^n$ are seen as column vectors. The product structure on $\mathbb{R}^n$ is given by coordinate, that is for $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ in $\mathbb{R}^n$, the product is defined to be $xy = (x_1y_1, \ldots, x_ny_n)$.

For a Borel probability measure on $\mathbb{R}^n$, let $\mu_k$ be the $k$-times multiplicative convolution of $\mu$.

Theorem 1.1. Given $\kappa_0 > 0$, there exist $\epsilon, \epsilon_1 > 0$ and $k \in \mathbb{N}$ such that the following holds for $\delta > 0$ small enough. Let $\mu$ be a probability measure on $[1/2, 1] \subset \mathbb{R}^n$ which satisfies $(\delta, \kappa_0, \epsilon)$ projective non concentration assumption, that is

$$\forall \rho \geq \delta, \sup_{a \in \mathbb{R}, \|v\| \leq \|v\|} (\pi_v)_{*} \mu(B_{\mathbb{R}}(a, \rho)) = \sup_{a, v} \mu\{x | \langle v, x \rangle \in B_{\mathbb{R}}(a, \rho)\} \leq \delta^{-\epsilon} \rho^{\kappa_0}. \quad (1.1)$$

Then for all $\xi \in \mathbb{R}^n$ with $\|\xi\| \in [\delta^{-1}/2, \delta^{-1}]$,

$$|\hat{\mu}_k(\xi)| = \left| \int \exp(2i\pi (\xi, x^1 \cdots x_k)) d\mu(x^1) \cdots d\mu(x^k) \right| \leq \delta^{\epsilon_1}. \quad (1.2)$$

Remark 1.2. This theorem will be used in [LI18] to give the Fourier decay of the Furstenberg measure and an exponential error term in the renewal theorem in the context of products of random matrices.

Remark 1.3. We cannot have a sharper result like $\epsilon_1 \geq n/2$, because here we only use the product structure. In $\mathbb{R}^*$, there exist Borel subgroups which have fractional dimension. (See [EV66] for example) For a measure supported on a fractional Borel subgroup, the decay rate of Fourier transform is controlled by the Hausdorff dimension of the Borel subgroup. Hence, fractional Borel subgroups are obstacles for large decay rate of Fourier transform.

If we continue to exploit the additive structure, that is to say replacing $\mu_k$ by $\nu = (\mu_k)^{rr}$, the $r$-times additive convolution of $\mu_k$, then the Fourier transform of $\nu$ can have arbitrary large decay rate.

The Fourier transform detects the additive structure. But our measure $\mu_k$ has the multiplicative structure. The decay of Fourier transform means that the additive and multiplicative structures are hard to coexist, the sum-product philosophy.

The projective non concentration means the projection of the measure $\mu$ on every one dimensional linear subspace $\mathbb{R}v$ satisfies a non concentration assumption (the case of $\mathbb{R}$).

The case $n = 1$ is due to Bourgain [Bou10, Lemma 8.43]. The main ingredient of the proof of Fourier decay is the discretized sum-product estimates in $\mathbb{R}^n$. The sum-product estimate roughly
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From Theorem 1.4, we will give in Section Gre09. The analogue result for finite fields is established in [BGK06].

... says that if the set does not concentrate in small balls, then under addition or multiplication the size of the set will become robustly larger than the initial set.

For \( \delta > 0 \) and a bounded set \( A \) in a metric space \( E \), let \( \mathcal{N}_\delta(A) \) be the minimal number of closed balls of radius \( \delta \) needed to cover \( A \). In a metric space, we say that a set \( A \) is \( \rho \) away from a set \( B \) if \( A \) is not contained in the \( \rho \) neighbourhood of \( B \), that is there exists \( x \) in \( A \) such that \( d(x, B) \geq \rho \).

In \( (\mathbb{R}^*)^n \), we note \( id \) the identity element \((1, \ldots, 1) \in (\mathbb{R}^*)^n \). In \( \mathbb{R}^n \), we will consider maximal proper unitary subalgebras, such subalgebras are given by \( \{x \in \mathbb{R}^n | x_i = x_j \} \) for \( 1 \leq i < j \leq n \). We say that \( A \) is \( \rho \) away from proper unitary subalgebras of \( \mathbb{R}^n \) if \( A \) is \( \rho \) away from any maximal proper unitary subalgebra of \( \mathbb{R}^n \).

Now we state the discretized sum-product estimates on \( \mathbb{R}^n \), which is the main ingredient of the proof of Theorem 1.1.

**Theorem 1.4.** We will consider the action of \((\mathbb{R}^*)^n\) on \( V = \mathbb{R}^n \). The action is given by \( g v = (g_1 v_1, \ldots, g_n v_n) \) for \( g \) in \((\mathbb{R}^*)^n\) and \( v \) in \( V \). There exists a neighbourhood \( U \) of the identity in \((\mathbb{R}^*)^n\) such that the following holds. Given \( \kappa > 0, \sigma \in (0, n) \), there exists \( \epsilon > 0 \) such that for all \( \delta > 0 \) sufficiently small, if \( A \subset U \) and \( X \subset B_V(0, \delta^{-\epsilon}) \) satisfy the following \((\delta, \kappa, \sigma, \epsilon)\) assumption:

(i) For \( j = 1, \ldots, n \)

\[ \forall \rho \geq \delta, \mathcal{N}_\rho(\pi_j(A)) \geq \delta^\epsilon \rho^{-\kappa}, \]

where \( \pi_j \) denotes the projection into \( j \)-th coordinate,

(ii) \( A \) is \( \delta^\epsilon \) away from proper unitary subalgebras of \( \mathbb{R}^n \),

(iii) For \( j = 1, \ldots, n \)

\[ \forall \rho \geq \delta, \mathcal{N}_\rho(\pi_j(X)) \geq \delta^\epsilon \rho^{-\kappa}, \]

(iv) \( \mathcal{N}_\delta(X) \leq \delta^{-(n-\sigma)-\epsilon} \).

Then

\[ \mathcal{N}_\delta(X + X) + \sup_{a \in A} \mathcal{N}_\delta(X + aX) \geq \delta^{-\epsilon} \mathcal{N}_\delta(X). \]

**Remark 1.5.** The case \( n = 1 \) is due to Bourgain. Compared with [BG12, Prop.1], our situation does have invariant subspace under the action. Hence we put more regularity on the projection into coordinate subspaces.

This theorem relies on a recent result of He and de Saxcé [HdS18]. Please see Proposition 2.4.

**Remark 1.6.** Roughly speaking, (i) and (iii) mean that the projections of \( A, X \) into coordinate subspaces are non concentrate. Assumption (ii) is reasonable since it prevents \( A \) from being trapped in a subalgebra.

Compared with the projective non concentration in Theorem 1.1, the assumption here is weaker. In multiplicative convolution, we need additionally that \( \mu \) is not trapped in any affine subspace.

From the discretized sum-product theorem to the Fourier decay of multiplicative convolution can be found in [Bou10]. The analogue result for finite fields is established in [BGK06]. See also [Gre09], where he gave a really clear treatment of the sum-product phenomenon in \( \mathbb{F}_p \). The proof of Theorem 1.1 from Theorem 1.4 will be given in Section 3.

**Notation**

We will make use of some classic notation: For two real valued functions \( A \) and \( B \), we write \( A = O(B) \), \( A \ll B \) or \( B \gg A \) if there exists constant \( C > 0 \) such that \( |A| \leq CB \), where \( C \) only depends on the ambient space. We also write \( A \sim B \) if \( B \ll A \ll B \).

We write \( A = O_r(B) \), \( A \ll_r B \), \( B \gg_r A \) and \( A \sim_r B \) if the constant \( C \) depends on an extra parameter \( r > 0 \).
2 Discretized sum-product estimates in $\mathbb{R}^n$

The non concentration assumption in Theorem 1.1 is a little different from that in [Bou10], but the two assumptions are equivalent up to constants.

**Lemma 2.1.** Let $1 > \delta > 0$. Let $\nu$ be a Borel probability measure on $\mathbb{R}$. We have two non concentration assumptions.

1. $(\delta, \kappa_1, \epsilon_1)$ For $\forall \rho \geq \delta$, we have $\nu(B(a, \rho)) \leq \delta^{-1} \rho^{\kappa_1}$.
2. $(\delta, \kappa, \epsilon)$ For $\rho \in [\delta, \delta^2]$, we have $\nu(B(a, \rho)) \leq \rho^{\kappa}$.

Then $(2)(\delta, \kappa, \epsilon)$ implies $(1)(\delta, \min \kappa, 1, \epsilon)$ and if $\kappa_1 > 2\epsilon_1$, we have that $(1)(\delta, \kappa_1, \epsilon_1)$ implies $(2)(\delta, \kappa_1/2, 2\epsilon_1/\kappa_1)$.

**Proof.** $(2) \Rightarrow (1)$ For $\rho < \delta^\epsilon$, it is obvious. For $\rho > \delta^\epsilon$, we use the trivial bound

$$\nu(B(a, \rho)) \leq 1 \leq \delta^{-\epsilon + \epsilon \min \{\kappa, 1\}}.$$ 

Hence $(2)$ implies that $(1)$ holds for $(\epsilon_1, \kappa_1) = (\epsilon, \min \{\kappa, 1\})$.

$(1) \Rightarrow (2)$ We want to find $(\epsilon, \kappa)$ such that $(2)$ holds. Let $\rho = \delta^\epsilon$. That means

$$\epsilon_1 - \epsilon \kappa_1 \leq -\epsilon \kappa \text{ for } \epsilon \leq 1.$$ 

Due to $\kappa_1 > 2\epsilon_1$, we can take $(\epsilon, \kappa) = (2\epsilon_1 / \kappa_1, \kappa_1 / 2)$. \hfill $\square$

The assumption $(2)$ in Lemma 2.1 is the original definition of Bourgain. This assumption roughly says that the measure $\nu$ has dimension $\kappa$ at scale $\delta$ to scale $\delta^\epsilon$. The assumption $(1)$ is more convenient to be proved. The smaller the parameter $\epsilon_1$ is, the more regularity the measure $\nu$ has.

Let $A$ be a bounded subset of $\mathbb{R}^n$. Let $\langle A \rangle_s$ be the set of elements which are obtained by taking sum or multiplication of elements in $A$ at most $s$ times.

**Lemma 2.2.** Let $A$ be a subset of $B_{\mathbb{R}^n}(0, K)$. If

$$\mathcal{N}_\delta(A + A) + \mathcal{N}_\delta(A + A \cdot A) \leq K\mathcal{N}_\delta(A),$$

then for any integer $s$

$$\mathcal{N}_\delta(\langle A \rangle_s) \leq K^{O(1)}\mathcal{N}_\delta(A).$$

(See [He, Lemma 11] and [Bre11, Lemma 4.5] for more details) This lemma tells us that instead of proving that $A + A$ or $A + A \cdot A$ is large, it is sufficient to prove that $\langle A \rangle_s$ is substantially large.

Our result on the discretized sum-product estimates relies on a result of He and de Saxcé. They study sum-product phenomenon in finite dimensional linear representations of Lie groups. We will state the version we need, their theorem is much more general.

**Definition 2.3.** Recall that we consider the action of $(\mathbb{R}^*)^n$ on $V = \mathbb{R}^n$ given by multiplication in each coordinate. Let $W$ be a linear subspace of $V$ such that $W$ is not a submodule, that is there exists $g$ in $(\mathbb{R}^*)^n$ such that $gW \not\subseteq W$. Then we call $\text{Stab}_{(\mathbb{R}^*)^n}(W)$ a proper stabilizer.

Let $A$ be a subset of $(\mathbb{R}^*)^n$ and let $X$ be a subset of $\mathbb{R}^n$. For $s \geq 1$, we define $\langle A, X \rangle_s$ to be the set of elements which can be obtained as sums, differences and products of at most $s$ elements of $A$ and $X$. For example, we have $\langle A, X \rangle_s = \{\pm g_{1, 1} \cdots g_{1, i_1} v_1 \pm \cdots \pm g_{l, 1} \cdots g_{l, i_l} v_l | i_1, \ldots, i_l, l \in \mathbb{N}, i_1 + \cdots + i_l + l \leq s\}$. 
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Proposition 2.4. [HdS18, Thm.2.3] Recall that we consider the action of \((\mathbb{R}^*)^n\) on \(V = \mathbb{R}^n\) given by multiplication in each coordinate. There exists a neighbourhood \(U\) of the identity in \((\mathbb{R}^*)^n\) such that the following holds. Given \(\epsilon_0, \kappa > 0\), there exist \(s \geq 1\) and \(\epsilon > 0\) such that for all \(\delta > 0\) sufficiently small, if \(A \subseteq U\) and \(X \in B_V(0,1)\) satisfy the following \((\delta, \kappa, \epsilon)\) assumption:

(i) For \(j = 1, \ldots, n\)

\[\forall \rho \geq \delta, \ N_\rho(\pi_j(A)) \geq \delta^\epsilon \rho^{-\kappa},\]

where \(\pi_j\) denotes the projection into \(j\)-th coordinate,

(ii) \(A\) is \(\delta^\epsilon\) away from proper stabilizers,

(iii) \(X\) is \(\delta^\epsilon\) away from coordinate subspaces.

Then,

\[B_V(0, \delta^\epsilon) \subset \langle A, X \rangle_s + B_V(0, \delta).\]

We will use the ring structure of \(\mathbb{R}^n\). Recall that for a subset \(A\) of \((\mathbb{R}^*)^n\), which is also a subset of \(\mathbb{R}^n\), we define \(\langle A \rangle_s\) as \(\langle A, X \rangle_s\) with \(X = A\). As a corollary of Proposition 2.4, we have

Proposition 2.5. There exists a neighbourhood \(U\) of the identity in \((\mathbb{R}^*)^n\) such that the following holds. Given \(\kappa > 0, \epsilon_0 > 0\), there exist \(\epsilon > 0\) and \(s > 0\) such that, for \(\delta\) sufficiently small, if \(A\) is a subset of \(U\) satisfies the following \((\delta, \kappa, \epsilon)\) assumption:

(i) For \(j = 1, \ldots, n\)

\[\forall \rho \geq \delta, \ N_\rho(\pi_j(A)) \geq \delta^\epsilon \rho^{-\kappa},\]

where \(\pi_j\) denotes the projection into \(j\)-th coordinate,

(ii) \(A\) is \(\delta^\epsilon\) away from maximal proper unitary subalgebras.

Then we have

\[B_{\mathbb{R}^n}(0, \delta^\epsilon) \subset \langle A \rangle_{s} + B_{\mathbb{R}^n}(0, \delta).\]

Proof. Take \(X = A - A\). We can shrink \(U\) to ensure that \(X \subseteq U - U \subset B_{\mathbb{R}^n}(0,1)\). Then we claim that \(A, X\) satisfies \((\delta, \kappa, 2\epsilon/\kappa)\) assumption of Proposition 2.4.

Assumption (i) of Proposition 2.4 is the same as Assumption (i) of this proposition. For assumption (iii) of Proposition 2.4, take \(\rho = \delta^{2\epsilon/\kappa}\). Then

\[N_\rho(\pi_j(X)) \geq N_\rho(\pi_j(A)) \geq \delta^\epsilon \rho^{-\kappa} = \delta^{-\epsilon} > 1.\]

Hence, \(X\) is \(\delta^{2\epsilon/\kappa}\) away from coordinate subspaces. The assumption (iii) in Proposition 2.4 is satisfied.

It remains to verify Assumption (ii) of Proposition 2.4. We need to change the point of view. The set \(G = (\mathbb{R}^*)^n \subset \mathbb{R}^n\) is seen as subsets of \(\text{Aut}(V) \subset \text{End}(V)\), the automorphism group and the endomorphism ring of \(V\). The main point is that in the case of \(\mathbb{R}^n\), proper stabilizers are contained in the subalgebras. In other words, let \(W\) be a subspace of \(V\) which is not a \(G\)-submodule. Then the proper stabilizer satisfies

\[\text{Stab}_G(W) = G \cap \text{Stab}_{\mathbb{R}^n}(W) = G \cap \{a \in \mathbb{R}^n | a \cdot W \subset W\}.\]

By definition, \(\text{Stab}_G(W)\) is a proper subgroup of \(G\). The fact that \(\text{Stab}_{\mathbb{R}^n}(W)\) is a unitary subalgebra of \(\mathbb{R}^n\) implies that \(\text{Stab}_{\mathbb{R}^n}(W)\) must be a proper unitary subalgebra of \(\mathbb{R}^n\). Hence, the assumption (ii) of Proposition 2.4 is automatically satisfied.

Applying Proposition 2.4 with \(\kappa, \epsilon_0\) implies that there exists \(s_1\) such that

\[B_{\mathbb{R}^n}(0, \delta^{\epsilon_0}) \subset \langle A, X \rangle_{s_1} + B_{\mathbb{R}^n}(0, \delta),\]

when \(\epsilon\) is small enough. The observation that

\[\langle A, X \rangle_{s_1} = \langle A, A - A \rangle_{s_1} \subset \langle A \rangle_{2s_1}\]

implies the result. \(\Box\)
As a by-product, using Lemma 2.2, we have the following version of discretized sum-product estimates in $\mathbb{R}^n$.

**Proposition 2.6.** There exists a neighbourhood $U$ of the identity in $(\mathbb{R}^*)^n$ such that the following holds. Given $\kappa > 0$, $\sigma \in (0, n)$, there exists $\epsilon > 0$ such that for all $\delta > 0$ sufficiently small, if $A \subset U$ satisfies the following:

(i) For $j = 1, \ldots, n$
\[ \forall \rho \geq \delta, \ N_\delta(\pi_j(A)) \geq \delta^\epsilon \rho^{-\kappa}, \]
where $\pi_j$ denotes the projection into $j$-th coordinate,

(ii) $A$ is $\delta^\epsilon$ away from proper unitary subalgebras of $\mathbb{R}^n$,

(iii) $N_\delta(A) \leq \delta^{-\sigma - \epsilon}$.

Then
\[ N_\delta(A + A) + N_\delta(A + A \cdot A) \geq \delta^{-\epsilon} N_\delta(A). \]

We deduce Proposition 2.6 from Lemma 2.2 and Proposition 2.5. The proof is exactly the same as the proof of [He, Theorem 2]. We include its proof for completeness.

**Proof of Proposition 2.6.** Suppose that the result fails. For every $\epsilon > 0$ there exists $A$ satisfying the hypothesis of Proposition 2.6 but
\[ N_\delta(A + A) + N_\delta(A + A \cdot A) < \delta^{-\epsilon} N_\delta(A). \]

We will reach a contradiction when $\epsilon$ is small enough depending only on $\kappa, \sigma$ and $\mathbb{R}^n$.

Then by Lemma 2.2 and assumption (ii) of Proposition 2.6, for every integer $s$, we have
\[ N_\delta(A) \leq \delta^{-O_s(\epsilon)} N_\delta(A) \leq \delta^{-O_s(\epsilon) - \sigma}. \] (2.1)

On the other hand, $A$ also satisfies the assumptions of Proposition 2.5. Given $\epsilon_0 > 0$, there exist $\epsilon_1 > 0$ and integer $s$ such that if $\epsilon \leq \epsilon_1$, then
\[ B_{\mathbb{R}^n}(0, \delta^{\epsilon_0}) \subset \langle A \rangle_s + B_{\mathbb{R}^n}(0, \delta). \]

Therefore
\[ N_\delta(\langle A \rangle_s) \geq N_\delta(B_{\mathbb{R}^n}(0, \delta^{\epsilon_0})) = \delta^{s(1+\epsilon_0)}. \] (2.2)

If we take $\epsilon_0$ sufficiently small such that $n(1 - \epsilon_0) > \sigma$, and take $\epsilon$ sufficiently small such that
\[ n(1 - \epsilon_0) > O_s(\epsilon) + \sigma, \]
then (2.1) contradicts (2.2).

This version is not sufficient to imply the decrease of Fourier transform of multiplicative convolution of measures. We will introduce more tools of additive combinatorics to obtain a stronger form of discretized sum-product estimates.

### 2.1 Basics of discretized sets

Before proving our results, we recall some elementary and known results in the discretized setting. Let $\delta > 0$ be the scale. Let $K \geq 2$ be a roughness constant. Two quantities bounded by a polynomial of $K$ is considered as equivalent.

**Lemma 2.7.** Let $f$ be a $K$-Lipschitz function from $\mathbb{R}^n$ to $\mathbb{R}^n$. Let $A$ be a bounded subset of $\mathbb{R}^n$. We have
\[ N_\delta(fA) \ll K^n N_\delta(A). \] (2.3)
Definition 2.8. For a bounded subset $A$ of $\mathbb{R}^n$, we denote by $A^{(\delta)}$ the $\delta$-neighbourhood of $A$, given by

$$A^{(\delta)} = \{ x \in \mathbb{R}^n | d(x, A) \leq \delta \}.$$ 

Lemma 2.9. Let $A$ be a bounded subset of $\mathbb{R}^n$. Let $\tilde{A}$ be a maximal $\delta$-separated subset of $A$, that is different elements of $\tilde{A}$ have distance at least $\delta$ and $\tilde{A}$ is maximal for inclusion. Then

$$N_\delta(A) \sim |A^{(\delta)}| \delta^{-n} \sim \#\tilde{A},$$  \hspace{1cm} (2.4)

where $|A|$ denotes the volume of $A$ and $\#\tilde{A}$ denotes the number of elements of $\tilde{A}$.

Definition 2.10 (Ruzsa distance). Let $A, B$ be two bounded subsets of $\mathbb{R}^n$. We define the Ruzsa distance of $A, B$ at scale $\delta$ by

$$d_\delta(A, B) = \frac{1}{2} \log \frac{N_\delta(A-B)^2}{N_\delta(A)N_\delta(B)}.$$ 

This is not a real distance. It measures the additive structure of $A$ and $B$.

Lemma 2.11 (Ruzsa triangular inequality). Let $A, B, C$ be three bounded subsets of $\mathbb{R}^n$. Then

$$N_\delta(B)N_\delta(A-C) \ll N_\delta(A-B)N_\delta(B-C).$$ \hspace{1cm} (2.5)

The above inequality (2.5) is roughly a triangular inequality for the Ruzsa distance $d_\delta$.

Lemma 2.12 (Plünnecke-Ruzsa inequality). Let $A, B$ be two bounded subsets of $\mathbb{R}^n$. If $N_\delta(A+B) \leq KN_\delta(B)$, then for $k, l$ in $\mathbb{N}$ we have

$$N_\delta(kA-lA) \leq O(K^{k+l}N_\delta(B)).$$

In [He17], He explains how to deduce the discretized version from the discrete version of the above two lemmas. For the discrete version, please see [TV06]. The main ingredient of proof is the Ruzsa covering lemma.

Definition 2.13. Let $A, B$ be two bounded subsets of $\mathbb{R}^n$. We define the doubling constant of $A$ at scale $\delta$ by

$$\sigma_\delta[A] := \frac{N_\delta(A+A)}{N_\delta(A)} = \exp(d_\delta(A, -A)).$$

We write $A \approx_K B$ if $N_\delta(A+B) \leq KN_\delta(A)^{1/2}N_\delta(B)^{1/2}$, which is equivalent to that the Ruzsa distance is small, that is $d_\delta(A, -B) \leq \log K$.

Lemma 2.14 (Ruzsa calculus). Let $A, B, C$ be three bounded subsets of $\mathbb{R}^n$. Then

1. If $A \approx_K B$, then $A \approx_{K^{O(1)}} -B$, $K^{-O(1)}N_\delta(B) \leq N_\delta(A) \leq K^{O(1)}N_\delta(B)$ and $\sigma_\delta[A], \sigma_\delta[B] \leq K^{O(1)}$.

2. If $A \approx_K B$ and $B \approx_K C$, then $A \approx_{K^{O(1)}} C$.

3. If $\sigma_\delta[A], \sigma_\delta[B] \leq K$ and $N_\delta(A^{(\delta)} \cap B^{(\delta)}) \geq K^{-1}N_\delta(A)^{1/2}N_\delta(B)^{1/2}$, then $A \approx_{K^{O(1)}} B$.

The proofs are direct applications of the Ruzsa triangular inequality and the Plünnecke-Ruzsa inequality. For the discrete version, please see [TV06] and the second note of Green in [Gre]. The first and second statements says that the Ruzsa distance is symmetric and transitive. The Ruzsa calculus will be used to prove Proposition 3.9 (Additive-Multiplicative Balog-Szemerédi-Gowers theorem).
The additive energy: the discrete case

We first introduce the additive energy in the discrete case. Let $A, B$ be two finite sets in an abelian group $G$. We define the additive energy $\omega(+, A \times B)$ as the number of the quadruplet $(a, b, a', b')$ in $A \times B \times A \times B$ such that $a + b = a' + b'$, that is

$$\omega(+, A \times B) = \# \{(a, b, a', b') \in A \times B \times A \times B | a + b = a' + b'\}.$$  

We also have a formulation with $\ell^2$ norm

$$\omega(+, A \times B) = \|1_A \ast 1_B\|_2^2,$$  

(2.6)

where the measure in defining $\ell^2$ norm is the counting measure. From the definition, by Young’s inequality, we have

$$\omega(+, A \times B) \leq |A|^{3/2}|B|^{3/2},$$  

(2.7)

where $|A|$ denotes the number of elements in $A$. The additive energy is important because it reflects the additive structure of $A$ and $B$. If $|A + B| \leq K|A|^{1/2}|B|^{1/2}$, then by the Cauchy-Schwarz inequality,

$$\omega(+, A \times B) \geq \frac{|A|^2|B|^2}{|A + B|} \geq K^{-1}|A|^{3/2}|B|^{3/2},$$  

(2.8)

which is robustly large with respect to the optimal value of $\omega(+, A \times B)$ (2.7). (See [TV06] and [Gre09] for more details).

The additive energy: the continuous case

We now define the discretized version of the additive energy. On a Cartesian product $X \times Y$ of metric spaces, we use the distance defined by

$$d((x, y), (x', y')) = \sqrt{d^X_X(x, x') + d^Y_Y(y, y')},$$

where $x, x'$ are in $X$ and $y, y'$ are in $Y$.

**Definition 2.15** (Energy of a map). Let $X, Y$ be two metric spaces, and let $\varphi$ be a Lipschitz map from $X$ to $Y$. For a subset $C$ of $X$, the energy of $\varphi$ at scale $\delta$ is defined by

$$\omega_\delta(\varphi, C) = N_\delta(\{(a, a') \in C \times C | \text{d}(\varphi(a), \varphi(a')) \leq \delta\}).$$  

(2.9)

**Lemma 2.16.** Let $\varphi$ be a $K$-Lipschitz map from $\mathbb{R}^m$ to $\mathbb{R}^n$, and let $C$ be a bounded subset of $\mathbb{R}^m$. Then

(i) We have

$$N_\delta(C)^2 \gg \omega_\delta(\varphi, C) \gg_{n, m} \frac{N_\delta(C)^2}{N_\delta(\varphi(C))}.$$  

(2.10)

(ii) Let $\tilde{C}$ be a maximal $\delta$-separated subset of $C$. Then

$$\omega_\delta(\varphi, C) \ll \# \{(a, a') \in \tilde{C}^2 | \text{d}(\varphi(a), \varphi(a')) \leq (1 + 2K)\delta\}.$$  

(2.11)

(See [He, Lemma 12] for more details) When $m = 2n$, $C = A \times B \subset \mathbb{R}^{2n}$ with $A, B$ in $\mathbb{R}^n$ and $\varphi(a, b) = a + b$, we call $\omega_\delta(+, A \times B)$ the additive energy of $A, B$ at scale $\delta$. We have a formulation with $L^2$ norm (see [BISG17, Appendix A.1] for example. This is also the discretized version of (2.6).) We have an inequality

$$\omega_\delta(+, A \times B) \gg \delta^{-3n} \|1_A \ast 1_B\|_2^2.$$  

(2.12)
Lemma 2.16 (i) implies that
\[
\omega_\delta(+, A \times B) \geq \frac{N_\delta(A \times B)^2}{N_\delta(A + B)} \geq \frac{N_\delta(A)^2N_\delta(B)^2}{N_\delta(A + B)}.
\] (2.13)
If \( A \approx K B \), that is \( N_\delta(A + B) \leq KN_\delta(A)^{1/2}N_\delta(B)^{1/2} \), then (2.13) implies
\[
\omega_\delta(+, A \times B) \gg K^{-1}N_\delta(A)^{3/2}N_\delta(B)^{3/2}.
\] (2.14)
This means that when two sets \( A, B \) have additive structure then the additive energy is relatively large.

The additive energy is powerful when combined with the following proposition, a partial converse to (2.14), which says that if two sets have relatively large additive energy, then there exist large subsets which have additive structure.

**Proposition 2.17** (Balog-Szemerédi-Gowers). [Tao08, Theorem 6.10] Let \( A, B \) be two bounded subsets of \( \mathbb{R}^n \) such that
\[
\omega_\delta(+, A \times B) \gg K^{-1}N_\delta(A)^{3/2}N_\delta(B)^{3/2}.
\] Then there exist subsets \( A', B' \) of \( A, B \) such that
\[
N_\delta(A') \gg_n K^{-O(1)}N_\delta(A), \quad N_\delta(B') \gg_n K^{-O(1)}N_\delta(B)
\] and
\[
N_\delta(A' + B') \ll_n K^{O(1)}N_\delta(A')^{1/2}N_\delta(B')^{1/2}.
\]

### 2.2 Sum-product estimates in \( \mathbb{R}^n \)

We first state the discrete version of the growth under a ball.

**Lemma 2.18.** [Gre09, Lemma 3.1] Let \( p \) be a prime number. If \( X \) is a subset of \( \mathbb{F}_p \), then
\[
\sup_{a \in \mathbb{F}_p} |X + aX| \geq \frac{1}{2} \min\{|X|^2, p\}.
\]

The proof is by calculating the additive energy in two ways. Suppose that the result does not hold, then the additive energy \( \omega(+, X \times aX) \) is large for every \( a \) in \( \mathbb{F}_p \). But the sum of the additive energy \( \omega(+, X \times aX) \) with respect to \( a \) in \( \mathbb{F}_p \) is small, which gives the contradiction.

The continuous version uses a Fubini type argument to study the growth under a ball in \((\mathbb{R}^*)^n\). Recall that \( \text{id} = (1, \cdots, 1) \) is the identity in \((\mathbb{R}^*)^n\).

**Lemma 2.19.** Given \( \kappa > 0, \sigma \in (0, n) \), there exists \( \epsilon > 0 \) such that for \( \delta \) sufficiently small the following holds. Let \( X \) be a bounded subset of \( \mathbb{R}^n \) such that for \( j = 1, \ldots, n \)
\[
\forall \rho > \delta, \quad N_\rho(\pi_j(X)) \geq \delta^\sigma \rho^{-\kappa}
\] and \( N_\delta(X) \leq \delta^{-\sigma - \epsilon} \). Then
\[
\sup_{a \in B_{2n}(\text{id}, 1/2)} N_\delta(X + aX) \geq \delta^{-\epsilon}N_\delta(X).
\]

**Remark 2.20.** We follow closely the proof of [He, Theorem 3]. To prove the stronger version, we need another lemma, which is a reducible version of [He, Prop.29]. The proof is essentially the same as the irreducible version, with the estimate of small balls replaced by thin cylinders.
Proof of Lemma 2.19. Assume that $\mathcal{N}_\delta(X + X) < \delta^{-\epsilon} \mathcal{N}_\delta(X)$, if not the proof is finished. For $\rho > \delta$ and $j = 1, \ldots, n$, we have

$$\mathcal{N}_\delta(X + X) \geq \mathcal{N}_\rho(\pi_j(X)) \max_{b \in \mathbb{R}} \mathcal{N}_\delta(X \cap \pi_j^{-1} B_\mathbb{R}(b, \rho)).$$

(2.15)

This can be proved by the following standard argument. Choose a maximal subset $\{c_i\}$ of $X$ such that $\pi_j(c_i)$ is $2\rho$-separated. Fix $b$ in $\mathbb{R}$. Choose a maximal $\delta$-separated subset $\{d_k\}$ of $X \cap \pi_j^{-1} B_\mathbb{R}(b, \rho)$. If $(i, k) \neq (i', k')$, then

$$d(c_i + d_k, c_{i'} + d_{k'}) \geq \delta.$$

Hence $\{c_i + d_k\}_{i,k}$ is a $\delta$-separated subset of $X + X$ and (2.15) follows.

For all $b$ in $\mathbb{R}$, by (2.15) and hypothesis

$$\mathcal{N}_\delta(X \cap \pi_j^{-1} B_\mathbb{R}(b, \rho)) \leq \frac{\mathcal{N}_\delta(X + X)}{\mathcal{N}_\rho(\pi_j(X))} \leq \frac{\delta^{-\epsilon} \mathcal{N}_\delta(X)}{\delta^\epsilon \rho^{-\kappa}} = \delta^{-2\epsilon} \rho^{\kappa} \mathcal{N}_\delta(X).$$

(2.16)

Let $\mu$ be the normalized Lebesgue measure on $B_{\mathbb{R}^n}(\text{id}, 1/2)$ with total mass 1, and let $a$ be a random variable following the law of $\mu$. Define $\varphi_a : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ by

$$\varphi_a(x, y) = x + ay.$$

By Lemma 2.16 (i),

$$\mathcal{N}_\delta(\varphi_a(X \times X)) \gg \frac{\mathcal{N}_\delta(X \times X)^2}{\omega_\delta(\varphi_a, X \times X)},$$

which is also

$$\mathcal{N}_\delta(X + aX) \gg \frac{\mathcal{N}_\delta(X)^4}{\omega_\delta(\varphi_a, X \times X)}.$$

By the Jensen inequality on the function $t \mapsto \frac{1}{t}$ from $\mathbb{R}^+$ to $\mathbb{R}^+$,

$$\mathbb{E}(\mathcal{N}_\delta(X + aX)) \gg \frac{\mathcal{N}_\delta(X)^4}{\mathbb{E}(\omega_\delta(\varphi_a, X \times X))}.$$  

(2.17)

Therefore it is sufficient to give a bound that $\mathbb{E}(\omega_\delta(\varphi_a, X \times X)) \ll \delta^\epsilon \mathcal{N}_\delta(X)^3$.

By Lemma 2.16 (ii), letting $\tilde{X}$ be a maximal $\delta$-separated subset of $X$, we have

$$\mathbb{E}(\omega_\delta(\varphi_a, X \times X)) \ll \mathbb{E}(\#\{(x, x', y, y') \in \tilde{X}^4 \|(x - x') + a(y - y')\| \leq 5\delta\}) = \sum_{x, x', y, y' \in \tilde{X}} \mathbb{P}\{\|(y - y') + (x - x')\| \leq 5\delta\},$$

(2.18)

where $a$ is contained in $B_{\mathbb{R}^n}(\text{id}, 1/2)$ and $K = 2$. Let $\rho$ be a parameter to be fixed later. We distinguish two cases

- If $\min_j |y_j - y'_j| \geq \rho$, then

$$\mathbb{P}\{\|(y - y') + (x - x')\| \leq 5\delta\} \ll \delta^n \rho^{-n}. \quad (2.19)$$

- Otherwise, the number of pairs $(y, y')$ such that $\min_j |y_j - y'_j| < \rho$ can be bounded using (2.16) and (2.4)

$$\#\{(y, y') \in \tilde{X}^2 \mid \min_j |y_j - y'_j| < \rho\} \leq \#\tilde{X}(\sum_{b \in \mathbb{R}} \max_j \#\{\tilde{X} \cap \pi_j^{-1} B_\mathbb{R}(b, \rho)\}) \ll \delta^{-2\epsilon} \rho^{\kappa} \mathcal{N}_\delta(X)^2.$$

(2.20)

Moreover, we have for all $x, y, y' \in \tilde{X}$,

$$\sum_{x' \in \tilde{X}} \mathbb{P}\{\|(y - y') + (x - x')\| \leq 5\delta\} \ll 1,$$

(2.21)

since for every event, there exists a finite number of $x'$ which satisfies the assumption.
Therefore combining (2.18) (2.19) (2.20) and (2.21), and taking $\rho = \delta^{\frac{\kappa}{n+\kappa}}$,
\[
E(\omega_{\delta}(\varphi_a, X \times X)) \ll N_{\delta}(X)^4 \delta^n \rho^{-n} + N_{\delta}(X)^3 \delta^{-2\epsilon} \rho^\kappa
\ll N_{\delta}(X)^3 (\delta^{n-\sigma-\epsilon} \rho^{-n} + \delta^{-2\epsilon} \rho^\kappa)
\ll N_{\delta}(X)^3 \delta^{-2\epsilon + \frac{\kappa(n-\sigma)}{n+\kappa}}.
\]
When $\epsilon$ is sufficiently small, we have $E(\omega_{\delta}(\varphi_a, X \times X)) \ll N_{\delta}(X)^3 \delta^\kappa$, which finishes the proof.  \[\Box\]

Before proving Theorem 1.4, we need to introduce $S_{\delta}$, the set of “good elements”. Let $A$ be a bounded subset of $\mathbb{R}^n$. Let
\[
S_{\delta}(A, K) = \{ a \in B_{E_n(\mathbb{R}^n)}(0, K) | N_{\delta}(A + aA) \leq K N_{\delta}(A) \}.
\]
The following lemma says that $S_{\delta}(A, K)$ has a “ring structure”.

**Lemma 2.21.** Let $A \subset B(0, K)$ be a subset of $\mathbb{R}^n$.

(i) If $a$ is in $S_{\delta}(A, K)$ and $\| a - b \| \leq K \delta$, then $b$ belongs to $S_{\delta}(A, K^{O(1)})$.

(ii) If $\text{id}, a, b$ are in $S_{\delta}(A, K)$, then $a - b, a + b$ belong to $S_{\delta}(A, K^{O(1)})$.

(iii) Suppose that $a$ is invertible. If $a^{-1}$ is in $B(0, K)$ and $a$ is in $S_{\delta}(A, K)$, then $a^{-1}$ belongs to $S_{\delta}(A, K^{O(1)})$.

(See [He, Lemma 30] and [BKT04, Proposition 3.3] for more details)

**Proof of Theorem 1.4.** The idea is to use Proposition 2.5 to force $A$ to grow to a fat ball. Then Lemma 2.19 implies the growth of regularity under the action of a fat ball.

Assume that the result fails. That is for every $\epsilon > 0$, there exist $A, X$ satisfying the assumptions of Theorem 1.4 such that
\[
A \subset S_{\delta}(X, \delta^{-\epsilon}). \tag{2.22}
\]
We will reach a contradiction when $\epsilon$ is small enough depending on $\kappa, \sigma$.

By Proposition 2.5, for every $\epsilon_0 > 0$, there exist $s \in \mathbb{N}$ and $\epsilon_1 > 0$ depending only on $\epsilon_0$ and $\kappa$, such that if $\epsilon < \epsilon_1$ then
\[
B_{\mathbb{R}^n}(0, \delta^{\epsilon_0}) \subset A_s + B_{\mathbb{R}^n}(0, \delta). \tag{2.23}
\]
By Lemma 2.21 (ii) with $K = \delta^{-\epsilon}$ and (2.22), we have
\[
\langle A \rangle_s \subset S_{\delta}(X, \delta^{-O(s)\epsilon}). \tag{2.24}
\]
By Lemma 2.21 (i) with $K = \delta^{-O(s)\epsilon}$ and (2.24), (2.23)
\[
B_{\mathbb{R}^n}(0, \delta^{\epsilon_0}) \subset S_{\delta}(X, \delta^{-O(s)\epsilon}). \tag{2.25}
\]
By Lemma 2.21 (iii) with $K = \delta^{-O(s)\epsilon - \epsilon_0}$, $a = \frac{\delta^{\epsilon_0}}{2} \text{id}$ and (2.25), we have
\[
2\delta^{-\epsilon_0} \text{id} = a^{-1} \in S_{\delta}(X, \delta^{-O(s)\epsilon - O(\epsilon_0)}). \tag{2.26}
\]
Again by Lemma 2.21 (ii), using product and (2.25), (2.26), we obtain
\[
B_{\mathbb{R}^n}(\text{id}, 1/2) \subset B_{\mathbb{R}^n}(0, 2) = 2\delta^{-\epsilon_0} \text{id} \cdot B_{\mathbb{R}^n}(0, \delta^{\epsilon_0}) \subset S_{\delta}(X, \delta^{-O(s)\epsilon - O(\epsilon_0)}). \tag{2.27}
\]
By Lemma 2.19, there exists $\epsilon_2 > 0$ depending only on $\sigma$ and $\kappa$, such that when $\epsilon < \epsilon_2$
\[
\sup_{a \in B_{\mathbb{R}^n}(\text{id}, 1/2)} N_{\delta}(X + aX) \geq \delta^{-\epsilon_2} N_{\delta}(X). \tag{2.28}
\]
Taking $\epsilon_0$ sufficiently small, and then taking $\epsilon$ sufficiently small such that $O(s)\epsilon + O(\epsilon_0) < \epsilon_2$, we get a contradiction from (2.27) (2.28)
\[
\delta^{-O(s)\epsilon - O(\epsilon_0)} N_{\delta}(X) \geq \sup_{a \in B_{\mathbb{R}^n}(\text{id}, 1/2)} N_{\delta}(X + aX) \geq \delta^{-\epsilon_2} N_{\delta}(X).
\]
The proof is complete.  \[\Box\]
3 Application to multiplicative convolution of measures

**Notation:** For a measure $\mu$ on $\mathbb{R}^n$, let $\mu^-$ be the symmetry of $\mu$, that is $\mu^-(E) = \mu(-E)$ for any Borel set $E$ of $\mathbb{R}^n$. Let $\mu^{(r)}$ be the $r$-times additive convolution of $\mu$. Recall that $\|\mu\|$ is the $k$-times multiplicative convolution of $\mu$. For an element $x$ in $\mathbb{R}^n$, we write $x_j$ for its $j$-th coordinate, $j = 1, 2, \ldots, n$. We use the norm induced by the standard scalar product on $\mathbb{R}^n$, that is to say for $x \in \mathbb{R}^n$, $\|x\| = \sqrt{x_1^2 + \cdots + x_n^2}$. All vectors $x, \xi$ in $\mathbb{R}^n$ are column vectors, and $\langle \cdot, \cdot \rangle$ is the inner product. For $y$ in $\mathbb{R}^n$ and measure $\nu$ on $\mathbb{R}^n$, let $(m_y)_*\nu$ be the pushforward measure of $\nu$ by the multiplication action of $y$, that is $(m_y)_*\nu(E) = \nu(y^{-1}E)$. In order to simplify the notation, we abbreviate $B_{\mathbb{R}^n}(0, R)$ to $B(0, R)$. For a function $f$ on $\mathbb{R}^n$, we write $\|f\|_p$, $p = 1, 2, \infty$, for its $L^p$ norm on $\mathbb{R}^n$.

Let $P_\delta = \frac{1}{|B(0, \delta)|}$, where $|\cdot|$ is the Lebesgue measure of a Borel set in $\mathbb{R}^n$. Let $\nu_\delta = \nu * P_\delta$, which is an approximation of $\nu$ at scale $\delta$.

### 3.1 $L^2$-flattening

**Lemma 3.1** ($L^2$-flattening). Given $\sigma_1, \kappa > 0$, there exists $\epsilon = \epsilon(\sigma_1, \kappa) > 0$ such that the following holds for $\delta$ small enough. Let $\nu$ be a symmetric Borel probability measure on $[-\delta^{-\epsilon}, \delta^{-\epsilon}]^n \subset \mathbb{R}^n$. Assume that

$$\|\nu_\delta\|_2^2 \geq \delta^{-\sigma_1}$$

and $\nu$ satisfies $(\delta, \kappa, \epsilon)$ projective non concentration assumption, that is

$$\forall \rho \geq \delta, \sup_{a \in \mathbb{R}, \nu \in \mathbb{R}^{n-1}} (\pi_v)_*\nu(B_\mathbb{R}(a, \rho)) = \sup_{a, \nu} \nu\{x | \langle \nu, x \rangle \in B_\mathbb{R}(a, \rho)\} \leq \delta^{-\epsilon} \rho^\kappa. \tag{3.1}$$

Then

$$\int \|\nu_\delta * (m_y)_*\nu_\delta\|_2^2 d\nu(y) \leq \delta^\epsilon \|\nu_\delta\|_2^2. \tag{3.2}$$

**Remark 3.2.** The first assumption that the $L^2$ norm is not small means that the measure is not too smooth. Because if the measure is already smooth, then the convolution can not make the measure more smooth. This assumption should be compared with the assumption (iv) in Theorem 1.4, where we need that the covering number of the set is not too large.

By definition and (3.1), $\|\nu_\delta\|_2^2 \leq \|\nu\|_\infty \|\nu_\delta\|_1 \leq \delta^{n-\epsilon-n}$. Hence $\kappa + \sigma_1 \leq \epsilon + n$, that is the non concentration assumption gives an upper bound of $L^2$ norm. Another explication of the $L^2$ norm is in Lemma 3.14.

**Remark 3.3.** The non concentration assumption here is stronger than the non concentration in Theorem 1.4. This is because we need to make multiplication in the proof. The projective non concentration assumption is stable under multiplication and addition. But the non concentration assumption in Theorem 1.4 is not.

The hypothesis of projective non concentration can be weakened to (i) non concentration on coordinate subspaces and (ii) away from linear subspaces. Please see Remark 3.11. But the assumption needed in Theorem 1.1 is projective non concentration. Hence we write the same assumption here for simplicity. The step where we really need a projective non concentration is explained in Remark 3.18.

**Remark 3.4.** When $n$ equals 1, this is due to Bourgain [Bou03] [Bou10]. It roughly says that under multiplicative and additive convolution the Hölder regularity of a measure will increase, that is given $\kappa > 0$ there exists $\epsilon > 0$ such that if for all $x$ in $\mathbb{R}$ and $r > 0$, we have $\nu(B(x, r)) \leq r^\kappa$, then $\nu * \nu_\epsilon B(x, r)) \leq r^{\kappa+\epsilon}$. With this observation, Bourgain gave a quantitative proof of the Erdős-Volkmann ring conjecture [Bou03, Section 4].
Instead of using the original approach in [Bou03] [Bou10], we will follow the approach used for proving $L^2$-flattening in the case of simple Lie groups, using dyadic decomposition to simplify the argument, developed by Bourgain and Gamburd (see [BG08], [BdS16], [BISG17] for example). We introduce an approximation by dyadic level sets.

**Definition 3.5.** Let $\{D_i\}_{i \in I}$ be a family of subsets of $\mathbb{R}^n$. We call $\{D_i\}_{i \in I}$ an essentially disjoint union, if each point $x$ in $\mathbb{R}^n$ is covered by at most $C$ different $D_i$, where $C$ is a fixed constant only depending on $\mathbb{R}^n$.

**Lemma 3.6.** [LS15]/[BISG17, Lemma A.4] Let $\nu$ be a Borel probability measure on $\mathbb{R}^n$. Let $C$ be a maximal $\delta$-separated set of $\mathbb{R}^n$. Let $C_0 = \{ x \in C | 0 < \nu_0(x) \leq 1 \}$ and $C_i = \{ x \in C | 2^{i-1} < \nu_0(x) \leq 2^i \}$ for $i \geq 1$. For $i \geq 0$, let $X_i = \bigcup_{x \in C_i} B(x, \delta)$. Then $X_i$ is empty if $i \geq O(\log \frac{1}{\delta})$, and we have

$(1)$ $\nu_0 \ll \sum_{i \geq 0} 2^i \mathbf{1}_{X_i}$, and $\sum_{i > 0} 2^i \mathbf{1}_{X_i} \ll \nu_{3\delta}$.

$(2)$ $X_i$ is an essentially disjoint union of balls of radius $\delta$, for each $i \geq 0$.

**Lemma 3.7.** [BISG17, Lemma A.5] Let $a > 0$ and $\nu$ be a Borel probability measure on $\mathbb{R}^n$. Then

$$\|\nu_{a\delta}\|_2 \ll_a \|\nu_{\delta}\|_2.$$  

We also need the following inequality, which is an inverse Chebyshev’s inequality. Its proof is elementary.

**Lemma 3.8.** Let $K > 0$. Let $\nu$ be a probability measure on a measure space $X$. Let $f$ be a nonnegative function on $X$. If $|f(x)| \leq K \int_X f \, d\nu$ on the support of $\nu$, then

$$\nu \left\{ x \in X \mid f(x) \geq \frac{1}{2} \int_X f \, d\nu \right\} \geq \frac{1}{2K}.$$  

Here is the main idea of the proof of $L^2$-flattening: Suppose that (3.2) fails. By (2.12), we can obtain two sets with large additive energy from the convolution of its character function. Hence we can find some sets in the support of $\nu_\delta$ with large additive energy. Together with Balog-Szemerédi-Gowers theorem (Proposition 2.17), this produces two sets which violate sum-product estimates (Theorem 1.4).

**Proof of $L^2$-flattening (Lemma 3.1).** We follow closely the proof of [BdS16, Lemma 2.5]. Proof by contradiction: Assume that the result fails. Then for every $\epsilon > 0$, there exist $\delta$ small and a measure $\nu$ satisfying

$$\int \|\nu_\delta \ast (m_y)_\ast \nu_\delta \|_2^2 \, d\nu(y) > \delta^\epsilon \|\nu_\delta\|_2^2.$$  

(3.3)

We will reach a contradiction for $\epsilon$ sufficiently small.

Lemma 3.6, (3.3) and Cauchy-Schwarz’s inequality imply

$$\delta^\epsilon \|\nu_\delta\|_2^2 \ll \int \| \sum_{i,j} 2^i \mathbf{1}_{X_i} \ast 2^j \mathbf{1}_{yX_j} \|_2^2 \, d\nu(y) \ll (\log \delta)^2 \sum_{i,j} \| 2^i \mathbf{1}_{X_i} \ast 2^j \mathbf{1}_{yX_j} \|_2^2 \, d\nu(y).$$

There must exist $i, j$ such that

$$Q := \int \| 2^i \mathbf{1}_{X_i} \ast 2^j \mathbf{1}_{yX_j} \|_2^2 \, d\nu(y) \gg \frac{\delta^\epsilon}{(\log \delta)^2} \|\nu_\delta\|_2^2 \gg \delta^{O(\epsilon)} \|\nu_\delta\|_2^2 \geq \delta^{O(\epsilon)-\sigma}.$$  

(3.4)

With the same argument as in [BISG17, Appendix A.2], we can conclude that $i, j > 0$. If $i = 0$, since $\text{supp} \nu \subset [-\delta^{-\epsilon}, \delta^{-\epsilon}]^n$, we have a bound on volume, that is $|X_0| \leq \delta^{-O(\epsilon)}$. If $j > 0$,
by Lemma 3.6, then \(\|2^j1_{X_j}\|_1 \ll \|\nu_M\|_1 = 1\). Therefore, for \(j \geq 0\) and \(\|y\| \leq \delta^{-\epsilon}\), by Young’s inequality

\[
\|1_{X_0} \ast 2^j1_{yX_j}\|_2 \leq \|1_{X_0}\|_2\|2^j1_{yX_j}\|_1 \leq \delta^{-O(\epsilon)},
\]

which contradicts to (3.4) if \(\epsilon\) is sufficiently small with respect to \(\sigma\). Similarly, we obtain \(j > 0\).

Therefore, Lemma 3.6 implies

\[
\begin{align*}
2^j|X_i| = \|2^j1_{X_i}\|_1 & \ll \|\nu_M\|_1 = 1, \\
2^{2^j}|X_i| = \|2^j1_{X_i}\|_2^2 & \ll \|\nu_M\|_2^2 \ll \|\nu_\rho\|_2^2, \text{ and similarly for } j,
\end{align*}
\]

where the last inequality is due to Lemma 3.7. Hence by Young’s inequality, for every \(y\) in the support of \(\nu\)

\[
\|2^j1_{X_i} \ast 2^j1_{yX_j}\|_2 \leq \|2^j1_{X_i}\|_1\|2^j1_{yX_j}\|_2 = 2^j|X_i|\|2^j1_{yX_j}\|_2 \text{ det } y \left| 1/2 \ll \delta^{-O(\epsilon)}\|\nu_\rho\|_2, \right.
\]

where \(\text{det } y\) is the determinant of \(y\) seen as an endomorphism of \(\mathbb{R}^n\), that is \(\text{det } y = y_1 \cdots y_n\).

Then we take a set \(B\) such that for every \(y\) in \(B\) we have that \(\|2^j1_{X_i} \ast 2^j1_{yX_j}\|_2^2\) is relatively large. Let

\[
B = \{ y \in \mathbb{R}^n \| 2^j1_{X_i} \ast 2^j1_{yX_j}\|_2^2 \geq Q/2 \}.
\]

Using Lemma 3.8 with \(f(y) = \|2^j1_{X_i} \ast 2^j1_{yX_j}\|_2^2\) and (3.4), (3.6) we have

\[
\nu(B) \geq \frac{Q}{2\sup_{y \in \text{supp } f} f(y)} \gg \delta^{O(\epsilon)}.
\]

We verify that \(X_i, X_j\) and \(B\) satisfy some natural assumptions. Take \(y\) in \(B\). By (3.4) and Young’s inequality, we have

\[
\delta^{O(\epsilon)}\|\nu_\rho\|_2 \ll \|2^j1_{X_i} \ast 2^j1_{yX_j}\|_2 \leq \|2^j1_{X_i}\|_2\|2^j1_{yX_j}\|_1 = 2^j|X_j|\|2^j1_{X_i}\|_2 \text{ det } y|.
\]

By (3.5), the inequality (3.9) gives

\[
\text{det } y \gg \delta^{O(\epsilon)}, \text{ for } y \in B.
\]

By \(\|2^j1_{X_i}\|_2 \ll \|\nu_\rho\|_2\), \(\text{det } y\) \(\leq \delta^{-O(\epsilon)}\) and (3.5), the inequality (3.9) implies

\[
2^j|X_j| = \delta^{O(\epsilon)}, \text{ and similarly } 2^j|X_i| = \delta^{O(\epsilon)}.
\]

Next, (3.5) and (3.9) also imply

\[
\delta^{O(\epsilon)}\|\nu_\rho\|_2 \ll 2^j|X_j|\|2^j1_{X_i}\|_2 \text{ det } y| \ll \delta^{-O(\epsilon)}2^j|X_i|^{1/2} \leq \delta^{-O(\epsilon)}2^{j/2}.
\]

We have

\[
2^j \gg \delta^{O(\epsilon)}\|\nu_\rho\|_2^2 \geq \delta^{-\sigma_1 + O(\epsilon)}.
\]

Since \(X_i\) is an essentially disjoint union of \(\delta\) balls, we have \(N_{\delta}(X_i) \sim \frac{|X_i|}{\delta}\) and \(N_{\delta}(X_i \cap \pi_i^{-1}B_{\mathbb{R}}(a, \rho)) \ll \delta^{-n}|X_i \cap \pi_i^{-1}B_{\mathbb{R}}(a, 2\rho)|\) for every \(\rho \geq \delta\) and \(l = 1, \cdots, n\). By (3.11) and (3.12) we have

\[
N_{\delta}(X_i) \sim \frac{|X_i|}{\delta^\sigma} = \delta^{O(\epsilon)}2^{-i}\delta^{-n} \ll \delta^{-n+\sigma_1-O(\epsilon)}.
\]

By Lemma 3.6(1), the projective non concentration and (3.13) for \(\rho \geq \delta, a \in \mathbb{R}\) and \(l = 1, \cdots, n, \)

\[
N_{\delta}(X_i \cap \pi_i^{-1}B_{\mathbb{R}}(a, \rho)) \ll \delta^{-n}|X_i \cap \pi_i^{-1}B_{\mathbb{R}}(a, 2\rho)| \leq \delta^{-n-2\nu_\delta}\pi_\delta^{-1}B_{\mathbb{R}}(a, 2\rho) \ll N_{\delta}(X_i)\delta^{-O(\epsilon)}\rho^\sigma.
\]
This means that $X_i$ inherits non concentration from $\nu$.

We calculate additive energy. By (2.12) we have

$$\omega_\delta(+) X_i \times yX_j \gg \delta^{-3n}\|1_{X_i} * 1_{yX_j}\|^2. $$

Then for every $y$ in $B$, by (3.7), (3.5), (3.11) and (3.13)

$$\omega_\delta(+) X_i \times yX_j \gg \delta^{-3n+O(\epsilon)}\|\nu_y\|^2 2^{-2i-2j} \gg \delta^{-3n+O(\epsilon)}|X_j|^{1/2}|X_j|^{1/2} \gg \delta^{-3n+O(\epsilon)}|X_j|^{3/2}|X_j|^{3/2} \gg \delta^{O(\epsilon)}N_\delta(X_j)^{3/2}N_\delta(X_j)^{3/2}. $$

We can use the following proposition, which is a uniform version of the Balog-Szemerédi-Gowers theorem, inspired by the version on finite field $\mathbb{F}_p$ due to Bourgain.

**Proposition 3.9** (Additive-Multiplicative Balog-Szemerédi-Gowers theorem). Let $K > 2$ be the roughness constant, let $X, X', B$ be bounded subsets of $\mathbb{R}^n$ in $B(0, K)$, with $B^{-1}$ bounded by $K$ (if $b \in B$ then $|b_j| \geq 1/K$ for $j = 1, \ldots n$), and let $\mu$ be a Borel probability measure on $B$. If for every $b \in B$ we have

$$\omega_\delta(+) X \times bX' \geq \frac{1}{K}N_\delta(X)^{3/2}N_\delta(X')^{3/2}. $$

Then there exist $X_o \subset X$, $b_o \in B$ and $B_1 \subset B \cap B(b_o, 1/K^2)$ such that $N_\delta(X_o) \geq K^{O(1)}N_\delta(X)$, $\mu(B_1) \geq K^{-O(1)}$ and for every $b \in b_o^{-1}B_1$

$$N_\delta(X_o + bX_o) \leq K^{O(1)}N_\delta(X_o). $$

Take $K = \delta^{O(\epsilon)}$, $\mu = \frac{1}{\nu(B)}\nu|B$, $X = X_i$ and $X' = X_j$. By (3.10), the set $B$ satisfies the assumption in Proposition 3.9. Take $B(1, 2r) \subset U$ as in Theorem 1.4 with the group $G = (\mathbb{R}^*)^n$, $V = \mathbb{R}^n$. Proposition 3.9 implies that for $\delta$ small enough that $\delta^\epsilon \leq r$ there exist $C_1 > 0$,

$$X_o \subset X_i \text{ and } B_1 \subset B \cap B(b_o, \delta^\epsilon r)$$

such that

$$N_\delta(X_o) \geq \delta^{C_1\epsilon}N_\delta(X_i), $$

$$\mu(B_1) \geq \delta^{C_1\epsilon}, $$

and for $b \in b_o^{-1}B_1$

$$N_\delta(X_o + bX_o) \leq \delta^{-C_1\epsilon}N_\delta(X_o). $$

**Lemma 3.10.** There exists $C_2 > 0$. These sets $b_o^{-1}B_1, X_o$ satisfy the $(\delta, \kappa, \sigma_1, C_2\epsilon)$ assumption of Theorem 1.4 when $\delta$ is small enough.

**Proof.** By Proposition 3.9, the set $X_o$ satisfies $X_o \subset X_i \subset \text{supp}(\pi^{(46)}(a)) \subset B(0, \delta^{-O(\epsilon)})$, and $B_1$ satisfies $b_o^{-1}B_1 \subset b_o^{-1}B(b_o, \delta^\epsilon r) \subset U$.

Let

$$\nu_1 = \frac{1}{\nu(B_1)}(\nu|B_1). $$

By (3.8) and (3.16)

$$\nu(B_1) = \nu(B)\mu(B_1) \gg \delta^{O(\epsilon)}.$$  

Hence for any Borel measurable set $E$, we have

$$\nu_1(E) \leq \delta^{-O(\epsilon)}\nu(E). $$

Assumption (i) (non concentration): By (3.18) and projective non concentration

$$\forall \rho > \delta, \sup_{a \in \mathbb{R}} \nu_1(\pi_j^{-1}B_\mathbb{R}(a, \rho)) \ll \delta^{-O(\epsilon)} \sup_{a \in \mathbb{R}} \nu(\pi_j^{-1}B_\mathbb{R}(a, \rho)) \leq \delta^{-O(\epsilon)}\rho^{\epsilon}, $$
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Therefore by $\|b^{-1}_o\| \leq \delta^{-O(\epsilon)}$ and Lemma 2.7,
\[
N'_\rho(\pi_j(b^{-1}_oB_1)) \geq \delta^{O(\epsilon)}N'_\rho(\pi_j(B_1)) \geq \frac{\nu_1(B_1)}{\sup_{a \in \mathbb{R}} \nu_1(\pi_j^{-1}B_\mathbb{R}(a, \rho))} \geq \delta^{O(\epsilon)} \rho^{-\kappa}. \tag{3.19}
\]

Assumption (ii) (away from proper unitary subalgebras): All the maximal unitary subalgebras of $\mathbb{R}^n$ have a form $\{x \in \mathbb{R}^n| x_i = \pi_j \}$ with $i \neq j$. Let $f_{ij}(x) = x_i - x_j$ for $x \in \mathbb{R}^n$. By (3.10) we know that $|(b_o)_i|, |(b_o)_j| \geq \delta^{O(\epsilon)}$. By (3.18),
\[
\nu_1\{x|f_{ij}(b^{-1}_o x) \in B(0, \rho)\} \leq \delta^{-O(\epsilon)} \nu\{x|f_{ij}(b^{-1}_o x) \in B(0, \rho)\}.
\]
This is an estimate of being away from linear subspace. If we take the vector $w$ with its $i$-th, $j$-th coordinate equal to $(b_o)_i^{-1}$, $-(b_o)_j^{-1}$, and other coordinates equal to zero, and let $v = w/\|w\|$, then
\[
f_{ij}(b^{-1}_o x) = \langle w, x \rangle.
\]
Hence projective non concentration (3.1) for $v$ implies that
\[
\nu\{x|f_{ij}(b^{-1}_o x) \in B(0, \rho)\} \leq \nu(\pi^{-1}_v B(0, \delta^{-O(\epsilon)} \rho)) \leq \delta^{-O(\epsilon)} \rho^\kappa.
\]
Hence $b^{-1}_o B_1$ is $\delta^{O(\epsilon)}$ away from proper subalgebra.

Assumption (iii) (non concentration of $X_o$): By (3.15) and (3.14) we have for $\rho \geq \delta$ and $j = 1, \ldots, n$,
\[
N'_\rho(\pi_j(X_o)) \geq \frac{N_\rho(X_o)}{\sup_{a \in \mathbb{R}} N_\rho(X_o \cap \pi^{-1}_j B_\mathbb{R}(a, \rho))} \geq \delta^{O(\epsilon)} \frac{N_\rho(X_i)}{\sup_{a \in \mathbb{R}} N_\rho(X_i \cap \pi^{-1}_j B_\mathbb{R}(a, \rho))} \geq \delta^{O(\epsilon)} \rho^{-\kappa}.
\]
Assumption (iv): By (3.13),
\[
N_\rho(X_o) \ll N_\rho(X_i) \ll \delta^{-n+\sigma_1 - O(\epsilon)}.
\]

When $\delta$ is small enough such that $\delta^\epsilon \leq 1/2$, the inequalities with Landau notation can be replaced by $\geq$ or $\leq$ with augmenting $O(\epsilon)$.

The end of the proof of the $L^2$-flattening lemma: Let $C_1 \epsilon$ and $C_2 \epsilon$ be given in (3.17) and Lemma 3.10, respectively. Suppose that $C_2 \geq C_1$ (we can always augment $C_2$ in Lemma 3.10. The larger $C_2$ is, the easier the assumption is). Applying Theorem 1.4 with $A = b^{-1}_o B_1$ and $X = X_o$, when $\epsilon$ is sufficiently, we have
\[
N_\rho(X_o + X_o) + \sup_{b \in b^{-1}_o B_1} N_\rho(X_o + b X_o) \geq \delta^{-C_2 \epsilon} N_\rho(X_o).
\]
Due to $C_2 \geq C_1$, we have $\delta^{-C_2 \epsilon} N_\rho(X_o) \geq \delta^{-C_1 \epsilon} N_\rho(X_o)$, which contradicts (3.17). The proof is complete.

\[
\text{Remark 3.11. The only place where we need a stronger non concentration than non concentration on coordinate subspaces is in the proof of Lemma 3.10, when we check assumption (ii) of Theorem 1.4. In this step, we need a property of being away from a linear subspace.}
\]

It remains to prove Proposition 3.9. We first state a similar version on $F_p$.

\[
\text{Proposition 3.12. [Bou09, Thm.C] [Gre09, Prop. 4.1] Let $K > 1$. Let $A \subset F_p$ and $B \subset F_p^*$ be two sets. If for all $b$ in $B$, we have $\omega(+, x \times B) \geq K^{-1/3}[A^{3/2}]B^{3/2}$. Then there exist $x$ in $B$ and $A' \subset A$, $B' \subset x^{-1}B$ with $|A'| \geq K^{-O(1)}|A|$ and $|B'| \geq K^{-O(1)}|B|$ such that for all $b' \in B'$,
$|A' + b'A'| \leq K^{O(1)}|A'|$.
}\]
The main point is to find \( A' \) which is uniform for \( b \). This is accomplished by using the pigeon-hole principle. For more details, please see [Gre09, Prop. 4.1] or the following proof.

**Proof of Proposition 3.9.** We follow closely the proof of [Gre09, Proposition 4.1]. Since \( B \) and \( B^{-1} \) are bounded by \( K \), if we multiply a set by an element in \( B \), then Lemma 2.7 implies that we only lose some power on \( K \), which does not change the result. That means for \( b \) in \( B \) and a subset \( X \) of \( \mathbb{R}^n \), we have

\[
K^{-O(1)}N_{\delta}(bX) \leq N_{\delta}(X) \leq K^{O(1)}N_{\delta}(bX).
\]

Hence, we will not write the comparison of \( N_{\delta}(A) \) with \( N_{\delta}(bA) \) for bounded set \( A \). They have the same size.

For every \( b \in B \), using additive Balog-Szemerédi-Gowers theorem (Proposition 2.17), we have \( X_b \times X'_b \subset X \times X' \) such that

\[
N_{\delta}(X_b + bX'_b) \leq K^{O(1)}N_{\delta}(X)^{1/2}N_{\delta}(X')^{1/2}
\]

and

\[
N_{\delta}(X_b) \geq K^{-O(1)}N_{\delta}(X), \quad N_{\delta}(X'_b) \geq K^{-O(1)}N_{\delta}(X').
\]

The result we need is a uniform version, independent of \( b \). For this purpose, we want to find an element \( b_o \) in \( B \) and a portion of \( B \) such that the intersection of \( X_{b_o} \), \( X_b \) is large for \( b \) in this portion.

**Lemma 3.13.** Let \( \mu \) be a probability measure on a set \( B \subset B_{\mathbb{R}^n}(K) \). Let \( S \) be a compact set of \( \mathbb{R}^n \). Assume that for every \( b \) in \( B \), there exists \( S_b \subset S \) such that

\[
|S_b| \geq K^{-1}|S|.
\]

Then there exists \( b_o \) in \( B \) and \( B_1 \subset B \cap B(b_o, 1/K^2) \) such that \( \mu(B_1) \geq K^{-O(1)} \), and for every \( b \) in \( B_1 \)

\[
|S_b \cap S_{b_o}| \geq K^{-O(1)}|S|.
\]

**Proof.** We cover \( B \) with \( O(K^{2n}) \) balls of radius \( 1/K^2 \), written as \( C_1, \ldots, C_j \). We claim that: There exists \( i \) such that

\[
\int_{C_i} |S_b \cap S_{b'}|d\mu(b)d\mu(b') \gg K^{-O(1)}|S|.
\]

By hypothesis, we have

\[
\int_B \int_S 1_{S_b}(x)d\mu(b) = \int_B |S_b|d\mu(b) \geq K^{-1}|S|.
\]

By Cauchy-Schwarz’s inequality

\[
K^{2n} \sum_i \left( \int_{C_i} 1_{S_b}(x)d\mu(b) \right)^2 \gg \left( \int_B 1_{S_b}(x)d\mu(b) \right)^2.
\]

By Cauchy-Schwarz’s inequality and (3.24)

\[
\int_S \left( \int_B 1_{S_b}(x)d\mu(b) \right)^2 dx \geq \left( \int_S \int_B 1_{S_b}(x)d\mu(b)dx \right)^2 /|S| \geq K^{-O(1)}|S|.
\]

Rewrite the left hand side of (3.25) and integrate it with respect to the Lebesgue measure on \( S \). Combined with (3.26) we have

\[
\sum_i \int_{C_i^2} |S_b \cap S_{b'}|d\mu(b)d\mu(b') \gg K^{-O(1)}|S|.
\]
The claim (3.23) follows.

By Lemma 3.8, we can find $C'$, a subset of $C^2$, such that $\mu \otimes \mu(C') \gg K^{-O(1)}$ and for all $(b, b') \in C'$

$$|S_b \cap S_{b'}| \gg K^{-O(1)}|S|.$$  \hfill (3.27)

By Fubini’s theorem, we can find a $b_o$ such that $\mu\{b \in C_i|(b_o, b) \in C'\} \gg K^{-O(1)}$. We let $B_1 = \{b \in C_i|(b_o, b) \in C'\}$, then this set satisfies the measure assumption. \hfill \Box

The $\delta$ neighbourhood of a set behaves well under intersection. In order to simplify the notation, abbreviate $X^{(\delta)}, X'^{(\delta)}, X^{(\delta)}_b, X'^{(\delta)}_b$ to $Y, Y', Y_b, Y'_b$. By (2.4) we have

$$N_\delta(X) \sim |Y| \delta^{-n}.$$  \hfill (3.28)

Due to (3.20) and (3.21), we have $N_\delta(X)^{1/2}N_\delta(X')^{1/2} \geq K^{-O(1)}N_\delta(X_b + bX'_b) \geq K^{-O(1)}N_\delta(X_b) \geq K^{-O(1)}N_\delta(X)$, which implies

$$N_\delta(X) \sim_{K^O(1)} N_\delta(X').$$

Hence

$$|Y| \sim \delta^n N_\delta(X) \sim_{K^O(1)} \delta^n N_\delta(X') \sim |Y'|.$$  \hfill (3.29)

Let

$$S = Y \times Y' \text{ and } S_b = Y_b \times Y'_b \text{ for } b \in B.$$  \hfill (3.30)

By (3.21), we have $|Y_b| \geq \delta^O(\epsilon)|Y|$ and $|Y'_b| \geq \delta^O(\epsilon)|Y'|$. Hence, we can use Lemma 3.13 with $K = \delta^{-O(\epsilon)}$ to obtain $\mu$, $B_1$ with desired property. Next, we want to find $X_o$. Due to

$$\delta^O(\epsilon)|Y||Y'| = \delta^O(\epsilon)|S| \leq |S_b \cap S_{b_o}| = |Y_b \cap Y_{b_o}| |Y'_b \cap Y'_{b_o}|,$$

together with (3.29), we obtain

$$|Y_b \cap Y_{b_o}|, |Y'_b \cap Y'_{b_o}| \geq \delta^O(\epsilon)|Y|.$$  \hfill (3.31)

The proof concludes by Ruzsa calculus. By Lemma 2.14(1) and (3.20), we have

$$\sigma_\delta[X_{b_o}], \sigma_\delta[X_b], \sigma_\delta[X'_b], \sigma_\delta[X'_b] \leq K^{O(1)}.$$  \hfill (3.32)

By (3.31) and (3.28), we have

$$|X^{(\delta)}_b \cap X^{(\delta)}_b|, |X'^{(\delta)}_b \cap X'^{(\delta)}_b| \geq K^{-O(1)}|X^{(\delta)}| \geq K^{-O(1)} \delta^n N_\delta(X).$$

By Lemma 2.14(3), we have $X_{b_o} \approx_{K^{O(1)}} X_b$ and $X'_b \approx_{K^{O(1)}} X'_b$, the latter implies $bX'_b \approx_{K^{O(1)}} bX'_b$. Therefore by Lemma 2.14(2)

$$X_{b_o} \approx_{K^{O(1)}} X_b \approx_{K^{O(1)}} bX'_b \approx_{K^{O(1)}} bX'_b = \frac{b}{b_o} b_o X'_b \approx_{K^{O(1)}} bX_{b_o}.$$  \hfill (3.33)

We get $X_{b_o} \approx_{K^{O(1)}} \frac{b}{b_o} X_b$. Let $X_o = X_{b_o} \subset X$. The proof is complete. \hfill \Box

3.2 Proof of the Fourier decay of multiplicative convolutions

Using $L^2$-flattening (Lemma 3.1), we give a proof of Theorem 1.1. The strategy is to apply $L^2$-flattening to

$$\nu = \frac{1}{2} \left( (\mu_{2k} \ast \mu_{2k})(r) + (\mu_k \ast \mu_k)(r) \right).$$

We need a lemma which explains the connection of $\|\nu_{\delta}\|_2$ and the Fourier transform of $\nu$
Lemma 3.14. Let $\delta > 0$, $C > 1$ and let $\delta_1 = 2\delta/C$. Let $\nu$ be a Borel probability measure on $\mathbb{R}^n$ with support in $B(0,C)$. We have
\[
\|\nu_{\delta_1}\|_2^2 \sim_C \int_{B(0,2\delta-1)} |\hat{\nu}(\xi)|^2 \, d\xi,
\] (3.32)
\[
\int \|\nu_{\delta_1} * (m_y)_* \nu_{\delta_1}\|^2_2 \, d\nu(y) \gg \int_{B(0,2\delta-1)} \int |\hat{\nu}(\xi)|^2 |\hat{\nu}(y\xi)|^2 \, d\nu(y) \, d\xi.
\] (3.33)

The proof of Lemma 3.14 will be given at the end of this section.

Recall that $\mu_k$ is the $k$-times multiplicative convolution of $\mu$. We have
\[
\left| \int \exp(2i\pi \langle \xi, x^1 \cdots x^k \rangle) d\mu(x^1) \cdots d\mu(x^k) \right| = |\hat{\mu}_k(\xi)|.
\]

For $k, r \in \mathbb{N}$, let $\sigma_{k,r}$ be the real number defined by
\[
\sigma_{k,r} = \frac{\log \int_{\xi \in B(0,2\delta-1)} |\hat{\mu}_k(\xi)|^{2r} \, d\xi}{|\log \delta|} \sim \frac{\| (\mu_{k,r})_{\delta} \|_2^2}{|\log \delta|},
\] (3.34)
where $\mu_{k,r} = (\mu_k * \mu_k)^{sr}$.

The remainder of the proof is to control $\sigma_{k,r}$, divided into two steps. We first prove that if $\sigma_{k,r}$ is not sufficiently small, then $L^2$-flattening (Lemma 3.1) reduces the value of $\sigma_{k,r}$. When $\sigma_{k,r}$ is sufficiently small, the Hölder regularity of $\mu$ enables us to finish the proof. This can be understood that if a measure $\mu$ satisfies non concentration assumption, then after sufficient multiplicative and additive convolutions, the sum-product phenomenon implies that $\mu_{k,r}$ is much more smooth.

Proof of Theorem 1.1. Let
\[
\kappa_1 = \kappa_0/4, \ \epsilon = \min\{\epsilon(\kappa_1/2, \kappa_0), \kappa_0\}/2,
\] (3.35)
where $\epsilon(\kappa_1/2, \kappa_0)$ is given in $L^2$-flattening (Lemma 3.1).

Reducing the value: We have a consequence of $L^2$-flattening (Lemma 3.1), whose proof will be given later.

Lemma 3.15. Under the assumption of Theorem 1.1, if $\sigma_{k,r} \geq \kappa_1$, then for $\delta$ small enough depending on $k, r$, we have
\[
\sigma_{2k,r'} \leq \sigma_{k,r} - \epsilon,
\]
where $r' = 8r^2 + 4r$.

Sufficient regularity: We have a higher dimensional version of [Bou10, Theorem 7], which says that if two measures have sufficient Hölder regularity, then the multiplicative convolution of these two measures has power decay in its Fourier transform.

Lemma 3.16. Let $\alpha > \beta > 0$ and $\delta > 0$. Let $\mu$ be a measure on $B(0,1)$ such that for $j = 1, \ldots, n$
\[
\sup_a (\pi_j)_* \mu(B_R(a, \delta)) \leq \delta^\alpha.
\] (3.36)

Let $K > 2$ be a parameter. Let $\nu$ be a compactly supported measure on $B(0,K)$ such that
\[
\int_{B(0,2\delta-1)} |\hat{\nu}(\xi)| \, d\xi \leq \delta^{-\beta}.
\] (3.37)

Then for $||\xi|| \in [\delta^{-1}/2, \delta^{-1}]$
\[
\int |\hat{\nu}(x\xi)| \, d\mu(x) \ll_{K,n} \delta^{\frac{\alpha - \beta}{\pi^2}}.
\]
The proof of Lemma 3.16 is classic and will be given at the end of Section 3.2 for completeness.

If \( \sigma_{1,1} \geq \kappa_1 \), iterating Lemma 3.15 several times implies that \( \sigma_{k,r} < \kappa_1 \), where \( k, r \) only depend on \( \kappa_1 \).

We will now apply Lemma 3.16 to a well-chosen measure. Take \((\mu_k \ast \mu_k)(r)\) as \( \nu \), \( \alpha = \kappa_0 - \epsilon \), \( \beta = \kappa_1 \) and \( r = \frac{\alpha - \beta}{n+2} \). For \( ||\xi|| \in [\delta^{-1}/2, \delta^{-1}] \), by Hölder’s inequality and Lemma 3.16,

\[
|\hat{\mu}_{k+1}(\xi)|^{2r} = \left\| \hat{\mu}_k(x\xi) d\mu(x) \right\|^{2r} \leq \int |\hat{\nu}(x\xi)|^{2r} d\mu(x) = \int |\hat{\nu}(x\xi)|^{2r} d\mu(x) \leq c_{k,\nu} \delta^r.
\]

When \( \delta \) is small enough, this yields (1.2) with

\[
\epsilon_1 = \frac{\tau}{4r} = \frac{\kappa_0 - \epsilon - \kappa_1}{4(n + 2)r} \geq \frac{\kappa_0/2 - \kappa_1}{4(n + 2)r} \geq \frac{\kappa_1}{4(n + 2)r},
\]

where the last two inequalities are due to (3.35) and \( r \) only depends on \( \kappa_0 \).

Now we will prove Lemma 3.15, where we use the \( L^2 \)-flattening (Lemma 3.1).

**Proof of Lemma 3.15.** Fix \( k, r \) and set

\[
\nu = \frac{1}{2} \left( (\mu_{2k} \ast \mu_{2k})(r) + (\mu_k \ast \mu_k)(r) \right).
\]

This is the key construction of this proof. The measure \( \nu \) is the bridge to connect \( \mu_{2k} \) and \( \mu_k \). We summarize the properties of \( \nu \) in the following lemma.

**Lemma 3.17.** The measure \( \nu \) satisfies \((\delta/r, \kappa_0, 2\epsilon)\) projective non concentration assumption when \( \delta \) is sufficient small depending on \( k, r \).

**Proof.** Projective non concentration property is invariant under addition. That is if a probability measure \( m \) satisfies projective non concentration, then \( m \ast m' \) also satisfies projective non concentration for any probability measure \( m' \). The reason is the following calculation. By Fubini’s theorem, we have

\[
(\pi_v)_*(m \ast m')(B_R(a, \rho)) \leq \sup_{b \in \mathbb{R}} (\pi_v)_* m(B_R(b, \rho)).
\]

Hence we can drop the additive convolution, and for \( \rho \geq \delta_1 \), we have

\[
\sup_{a \in \mathbb{R}, v \in \mathbb{S}^{n-1}} (\pi_v)_*(B_R(a, \rho)) \leq \frac{1}{2} \sup_{a, v} (\pi_v)_* \mu_k(B_R(a, \rho)) + \frac{1}{2} \sup_{a, v} (\pi_v)_* \mu_{2k}(B_R(a, \rho)).
\]

The property that the support of \( \mu \) is contained in \([1/2, 1]^n\) and the projective non concentration of \( \mu \) imply the left hand side of (3.39) is less than

\[
\sup_{a, v} (\pi_v)_* \mu(B_R(a, 4^k \rho)) \leq \delta^{-r} (\max \{4^k \rho, r \rho \})^{\kappa_0} \leq \delta_1^{-2r} \rho^{\kappa_0},
\]

where we have used \( r \rho \geq r \delta_1 = \delta \) for projective non concentration and the last inequality holds for \( \delta \) small enough depending on \( k, r \). Then (3.1) follows from (3.39) and (3.40). The measure \( \nu \) satisfies non concentration with \((\kappa_0, 2\epsilon)\) at scale \( \delta_1 \).

**Remark 3.18.** This is a step where we really need projective non concentration.
Lemma 3.19. Let $C > 0$ and $r \in \mathbb{N}$. Let $\mu$ be a probability measure on $[1/C, 1]^n \subset \mathbb{R}^n$. Let $\nu$ be defined by

$$
\nu = \frac{1}{2} \left( (\mu_2 \ast \mu_2^*)(r) + (\mu \ast \mu^-)(r) \right).
$$

We have

$$
\int_{B(0, 2\delta^{-1})} |\hat{\nu}(\xi)|^2 \, d\xi \sim C \int_{B(0, 2\delta^{-1})} |\hat{\mu}(\xi)|^4 \, d\xi,
$$

and

$$
\int_{B(0, 2\delta^{-1})} |\hat{\mu}_2(\xi)|^r \, d\xi \ll \int_{B(0, 2\delta^{-1})} |\hat{\nu}(\xi)|^2 |\hat{\nu}(y\xi)|^2 \, d\nu(y) \, d\xi,
$$

where $r' = 8r^2 + 4r$.

The proof is an elementary computation, using Fourier transform and the Hölder inequality.

Proof. The lower bound part of (3.41) is trivial, which is due to the definition of $\nu$.

For a measure $m$ on $\mathbb{R}$ and $r \in \mathbb{N}$, we have a formula

$$
|m(\xi)|^4 \leq |(m \ast m^-)(2r)(\xi)|.
$$

By the multiplicative structure of $\mathbb{R}^n$, we have

$$
|\hat{\mu}_2(\xi)| = \left| \int e^{2\pi i \langle \xi, y \rangle} \mu(x) \, d\mu(x) \right| = \left| \int \hat{\mu}(y\xi) \, d\mu(y) \right|.
$$

By the Hölder inequality,

$$
|\hat{\mu}_2(\xi)|^4 \leq \int |\hat{\mu}(y\xi)|^4 \, d\mu(y).
$$

Integrating $\xi$ on $B(0, 2\delta^{-1})$, we have

$$
\int_{B(0, 2\delta^{-1})} |\hat{\mu}_2(\xi)|^4 \, d\xi \leq \int_{y \in \mathbb{R}^n, \xi \in B(0, 2\delta^{-1})} |\hat{\mu}(y\xi)|^4 \, d\mu(y) \, d\xi.
$$

Due to supp$\mu \subset [1/C, 1]^n$, we have

$$
\int_{B(0, 2\delta^{-1})} |\hat{\mu}(y\xi)|^4 \, d\mu(y) \, d\xi \leq C^n \int_{B(0, 2\delta^{-1})} |\hat{\mu}(y\xi)|^4 \, d\mu(y) \, d\xi = C^n \int_{B(0, 2\delta^{-1})} |\hat{\mu}(\xi)|^4 \, d\xi,
$$

which implies that

$$
\int_{B(0, 2\delta^{-1})} |\hat{\mu}_2(\xi)|^4 \, d\xi \leq C \int_{B(0, 2\delta^{-1})} |\hat{\mu}(\xi)|^4 \, d\xi.
$$

Therefore (3.41) follows from

$$
\int_{B(0, 2\delta^{-1})} |\hat{\nu}(\xi)|^2 \, d\xi = \frac{1}{4} \int_{B(0, 2\delta^{-1})} (|\hat{\nu}(\xi)|^2 + |\hat{\mu}_2(\xi)|^2)^2 \, d\xi \leq C \int_{B(0, 2\delta^{-1})} |\hat{\nu}(\xi)|^4 \, d\xi.
$$

By (3.44), Hölder’s inequality and (3.43)

$$
|\hat{\mu}_2(\xi)|^{8r^2} = \left| \int \hat{\mu}(x\xi) \, d\mu(x) \right|^{8r^2} \leq \left( \int |\hat{\mu}(x\xi)|^{2r} \, d\mu(x) \right)^{4r} = \left( \int (\mu \ast \mu^-)(r)(x\xi) \, d\mu(x) \right)^{4r}.
$$
By the Plancherel theorem and Hölder’s inequality, the above inequality becomes

\[
|\hat{\nu}_2(\xi)|^{8r^2} \leq \left| \int \hat{\mu}(y\xi)d(\mu * \mu^-)(y) \right|^{4r} \leq \int |\hat{\mu}(y\xi)|^{4r}d(\mu * \mu^-)(y). \tag{3.45}
\]

Let

\[
A_r = \int_{\xi \in \mathbb{R}^n} |\hat{\mu}(\xi)|^{4r}d(\mu * \mu^-)(y)d\xi.
\]

Therefore, by (3.45) and (3.43)

\[
\int_{B(0,2\delta^{-1})} |\hat{\mu}_2(\xi)|^{8r^2+4r}d\xi \leq \int_{B(0,2\delta^{-1})} |\hat{\mu}_2(\xi)|^{4r} \int |\hat{\mu}(y\xi)|^{4r}d(\mu * \mu^-)(y)d\xi = A_r. \tag{3.46}
\]

By (3.38)

\[
A_r \ll \int_{\xi \in \mathbb{R}^n} |\hat{\nu}(\xi)|^2|\hat{\nu}(y\xi)|^2d\nu(y)d\xi.
\]

Combined with (3.46), we obtain (3.42).

\[\square\]

Lemma 3.17 and Lemma 3.19 enable us to decrease the parameter \(\sigma_{k,r}\) by \(L^2\)-flattening (Lemma 3.1).

We return to the proof of Lemma 3.15. By (3.41) and the hypothesis \(\sigma_{k,2r} \geq \kappa_1\), we have

\[
\int_{B(0,2\delta^{-1})} |\hat{\nu}(\xi)|^2d\xi \gg_k \delta^{-\kappa_1}. \tag{3.47}
\]

Due to \(\text{supp}\nu \subset [-r,r]^n\) and (3.47), taking \(C = r\) in Lemma 3.14, we have

\[
\|\nu_{\delta_1}\|_2^2 \gg_{r,k} \delta^{-\kappa_1} = r^{-\kappa_1}\delta_1^{-\kappa_1}.
\]

When \(\delta\) is small enough depending on \(k, r, \kappa_1\), we have

\[
\|\nu_{\delta_1}\|_2^2 \geq \delta_1^{-\kappa_1/2} \quad \text{and} \quad \text{supp}\nu \subset [-r,r]^n \subset [-\delta_1^{-2r}, \delta_1^{-2r}]^n. \tag{3.48}
\]

Lemma 3.17 implies that \(\nu\) satisfies assumption of \(L^2\)-flattening lemma with \(\sigma_1 = \kappa_1/2, \kappa = \kappa_0\) at scale \(\delta_1\). Also notice that (3.35) implies \(2\epsilon \leq \epsilon(\kappa_1/2, \kappa_0)\). Then \(L^2\)-flattening (Lemma 3.1) implies

\[
\int \|\nu_{\delta_1} * (m_y)_\nu\|_2^2 d\nu(y) \leq \delta_1^{2\epsilon} \|\nu_{\delta_1}\|_2^2. \tag{3.49}
\]

Using Lemma 3.17, we obtain

\[
\int_{B(0,2\delta^{-1})} \int |\hat{\nu}(\xi)|^2|\hat{\nu}(y\xi)|^2d\nu(y)d\xi \leq \delta_1^{2\epsilon} \int_{B(0,2\delta^{-1})} |\hat{\nu}(\xi)|^2d\xi. \tag{3.50}
\]

Using Lemma 3.19 with \(\mu = \mu_k\) and \(C = 2^k\), by (3.50), we have

\[
\int_{B(0,2\delta^{-1})} |\hat{\mu}_{2k}(\xi)|^{4r}d\xi \ll_{r,k} \delta_1^{2\epsilon} \int_{B(0,2\delta^{-1})} |\hat{\mu}_k(\xi)|^{4r}d\xi = \delta_{-\sigma_{k,2r}} \delta_1^{2\epsilon} \ll_{r} \delta_{-\sigma_{k,2r}}^{2\epsilon}.
\]

Therefore we have

\[
\sigma_{2k,r'} \leq \sigma_{k,2r} - 2\epsilon + C_{k,r}/\log \delta^{-1},
\]

with some constant \(C_{k,r} > 0\). For \(\delta\) small enough, it follows that \(\delta_{2k,r'} \leq \sigma_{k,2r} - \epsilon\).

\[\square\]

It remains to prove Lemma 3.14 and Lemma 3.16.
Proof of Lemma 3.14. Recall that $\delta = 2C\delta_1$. We observe that the Fourier transform of $P_\delta$ satisfies
\[
\widehat{P}_\delta(\xi) = \int P_\delta(x)e^{i\langle \xi, x \rangle}dx = \int P_1(x/\delta)\delta^{-n}e^{i\langle \xi, x \rangle}dx = \widehat{P}_1(\delta\xi).
\]
Due to $\widehat{P}_1(\xi) = \Re \int_{B(0,1)} e^{i\langle \xi, x \rangle}B(0,1)^{-1} = \int_{B(0,1)} \cos(\langle \xi, x \rangle)dx|B(0,1)|^{-1}$, we see that
\[
\widehat{P}_1 \text{ is positive for } \xi \in B(0, 1).
\tag{3.51}
\]
We are going to prove (3.32). By (3.51), we have $\widehat{P}_1(\delta_1\xi) \gg 1$ for $\xi \in B(0,1/\delta_1)$, which implies
\[
\|\nu_{\delta_1}\|^2 = \int |\hat{\nu}(\xi)|^2|\hat{P}_{\delta_1}(\xi)|^2d\xi = \int |\hat{\nu}(\xi)|^2|\hat{P}_1(\delta_1\xi)|^2d\xi
\gg \int_{B(0,1/\delta_1)} |\hat{\nu}(\xi)|^2d\xi \geq \int_{B(0,2\delta^{-1})} |\hat{\nu}(\xi)|^2d\xi.
\tag{3.52}
\]
For the other direction of (3.32), let $\delta_2 = 2\delta = 4C\delta_1$. Due to $1/\delta_2 + 1/\delta_2 = 1/\delta$, we have $P_{1/\delta} \gg P_{1/\delta_2} * P_{1/\delta_2}$, which implies
\[
\int_{B(0,2\delta^{-1})} |\hat{\nu}(\xi)|^2d\xi \gg \int |\hat{\nu}(\xi)|^2|P_{1/\delta}(\xi)|^2\delta^{-2n}d\xi \gg \int |\hat{\nu}(\xi)|^2|P_{1/\delta_2} * P_{1/\delta_2}(\xi)|^2\delta^{-2n}d\xi
= \delta^{-2n} \int |\nu * \hat{P}_{1/\delta_2}(x)|^2dx.
\tag{3.53}
\]
By (3.51), we have $\hat{P}_{1/\delta_2}(x) = \hat{P}_{1/\delta_2}(x/\delta_2) \gg 1_{B(0,\delta_2)}(x)$. Combined with $|B(0,\delta_1)| \gg C\delta^{-n}$, this implies
\[
\nu * \hat{P}_{1/\delta_2}(x) \gg \nu * P_{\delta_1}(x) = \nu_{\delta_1}(x).
\]
Together with (3.53), we have the other direction of (3.32).

The second inequality (3.33) follows from the same argument. By Parseval’s formula
\[
\int \|\nu_{\delta_1} * (m_y)_* \nu_{\delta_1}\|^2_2 d\nu(y) = \int \int |\hat{\nu}_{\delta_1}(\xi)|^2|(m_y)_* \nu_{\delta_1}(\xi)|^2d\xi d\nu(y)
= \int \int |\hat{\nu}(\xi)|^2|\hat{\nu}(y\xi)|^2|\hat{P}_{\delta_1}(y\xi)|^2d\nu(y)d\xi
= \int \int |\hat{\nu}(\xi)|^2|\hat{\nu}(y\xi)|^2|\hat{P}_{\delta_1}(\delta_1\xi)|^2d\nu(y)d\xi
\tag{3.54}
\]
For $y \in B(0, C) \land \xi \in B(0,2\delta^{-1})$, we have $\|\delta_1 y\xi\| \leq 1$. By (3.51), the inequality (3.54) implies (3.33).

Proof of Lemma 3.16. Let $R = \delta^{-1}$. Consider $H_{R,t} = \{\xi \in B(0,R)||\hat{\nu}(\xi)|| \geq t\}$, where $0 < t < 1$ will be fixed later. Since $\nu$ is supported on $B(0,K)$, the function $|\hat{\nu}|$ is $K$ Lipschitz. We have
\[
H_{R,t} + B\left(0, \frac{t}{2K}\right) \subset H_{R+1,t/2}.
\]
Hence by (2.4)
\[
N_t(H_{R,t}) \ll K|\hat{H}_{R,t}^{\frac{t}{2}}||t^{-n} \leq |H_{R+1,t/2}||t^{-n}.
\]
By the definition of $H_{R,t}$, Chebyshev’s inequality and (3.37),
\[
N_t(H_{R,t}) \ll t^{-n-1} \int_{B(0,R+1)} |\hat{\nu}(\xi)|d\xi \ll R^{3}t^{-n-1}.
\tag{3.55}
\]
\]
22
From now on, suppose that $\|\xi\| \in [R/2, R]$. Let $H_{R,t}^{\xi} = \{ x \in \mathbb{R}^n | x \xi \in H_{R,t} \}$. Then due to $\|\xi\| \leq R$, we have $\|x\xi\| \leq R$ for $x \in \text{supp} \mu \subset B(0, 1)$, and

$$\int |\hat{\varphi}(x\xi)| d\mu(x) \leq t + \mu(H_{R,t}^{\xi}).$$

(3.56)

We cover $H_{R,t}$ with balls of radius $t$ and we also get a cover of $H_{R,t}^{\xi}$ by $B^\xi(y, t) = \{ x \in \mathbb{R}^n | x \xi \in B(y, t) \}$. Due to $\|\xi\| \geq R/2$, there is at least one $j \in \{1, \ldots, n\}$ such that $|\xi_j| \geq R/(2n)$. Therefore, we can replace $B^\xi(y, t)$ by a cylinder $\pi_j^{-1}B_{\mathbb{R}}(y, 2n/R)$ and we obtain

$$\mu B^\xi(y, t) = \mu \{ x \in \mathbb{R}^n | x \xi \in B(y, t) \} \ll \sup_{y \in \mathbb{R}} (\pi_j)_* \mu \{ x \in B_{\mathbb{R}}(y, 2n/R) \}.$$  

The above inequality combined with the hypothesis (3.36) implies

$$\mu B^\xi(y, t) \ll R^{-\alpha}.$$  

(3.57)

Therefore by (3.55) and (3.57)

$$\mu(H_{R,t}^{\xi}) \leq \mathcal{N}(H_{R,t}) \max \mu B^\xi(y, t) \ll K R^{\beta-\alpha} t^{-(n+1)}.$$  

(3.58)

If we take $t = R^{\alpha/\beta+1}$, then the result follows from (3.56) and (3.58).

4 Appendix

The main purpose of the Appendix is to give a version of Theorem 1.1 (Proposition 4.4) for its application in [LI18] to the products of random matrices.

In the application, we need to vary the measure. Using the same idea as in [BD17, Proposition 3.2], we have a version for several different measures (Proposition 4.2). The measures appearing in the random product of matrices are not compactly supported, hence we will relax the assumption on support in Proposition 4.4.

**Proposition 4.1.** Fix $\kappa > 0$. Then there exist $k \in \mathbb{N}, \epsilon > 0$ depending only on $\kappa_1$ such that the following holds for $\tau$ large enough. Let $\lambda$ be a Borel probability measure on $[1/2, 1]^n \subset \mathbb{R}^n$. Assume that for all $\rho \in [\tau^{-1}, \tau^{-\epsilon}]$ and

$$\sup_{a \in \mathbb{R}, v \in \mathbb{S}^{n-1}} (\pi_v)_* \lambda(B_{\mathbb{R}}(a, \rho)) = \sup_{a, v} \lambda \{ x | \langle v, x \rangle \in B_{\mathbb{R}}(a, \rho) \} \leq \rho^n.$$  

(4.1)

Then for $\xi$ in $\mathbb{R}^n$ with $\|\xi\| \in [\tau/2, \tau]$

$$| \int \exp(2i\pi \langle \xi, x_1 \cdots x_k \rangle) d\lambda(x_1) \cdots d\lambda(x_k) | \leq \tau^{-\epsilon}.$$  

Proof. By Lemma 2.1, Theorem 1.1 implies the result.

We state a version with different measures.

**Proposition 4.2.** Fix $\kappa > 0$. Then there exist $k \in \mathbb{N}, \epsilon > 0$ depending only on $\kappa_1$ such that the following holds for $\tau$ large enough. Let $\lambda_1, \ldots, \lambda_k$ be Borel measures on $[1/2, 1]^n \subset \mathbb{R}^n$ with total mass less than 1. Assume that for all $\rho \in [\tau^{-1}, \tau^{-\epsilon}]$ and $j = 1, \ldots, k$

$$\sup_{a \in \mathbb{R}, v \in \mathbb{S}^{n-1}} (\pi_v)_* \lambda_j(B_{\mathbb{R}}(a, \rho)) = \sup_{a, v} \lambda_j \{ x | \langle v, x \rangle \in B_{\mathbb{R}}(a, \rho) \} \leq \rho^\kappa.$$  

(4.2)

Then for $\xi$ in $\mathbb{R}^n$ with $\|\xi\| \in [\tau/2, \tau]$

$$| \int \exp(2i\pi \langle \xi, x_1 \cdots x_k \rangle) d\lambda_1(x_1) \cdots d\lambda_k(x_k) | \leq \tau^{-\epsilon}.$$
Proof. The proof is the same as the argument in [BD17, Proposition 3.2]. For completeness, we give a sketch here.

We first verify that if the mass of the measure $\lambda$ is less than 1, the result also holds. Let $\epsilon_2$ be given by Proposition 4.1 when the regular exponent equals $\kappa/2$. We distinguish two cases

- If $\lambda(\mathbb{R}^d) \geq \tau^{-\epsilon_2\kappa/2}$, then replace $\lambda$ by $\lambda' = \lambda/\lambda(\mathbb{R}^d)$. For $\rho \in [\tau^{-1}, \tau^{-\epsilon_2}]$, we have
  \[
  \sup_{a \in \mathbb{R}, v \in \mathbb{R}^{n-1}} (\pi_v)_{*} \lambda'(B_\mathbb{R}(a, \rho)) \leq \tau^{\epsilon_2\kappa/2} \sup_{a \in \mathbb{R}, v \in \mathbb{R}^{n-1}} (\pi_v)_{*} \lambda(B_\mathbb{R}(a, \rho)) \leq \tau^{\epsilon_2\kappa/2} \rho^\kappa.
  \]

  Due to $\rho \leq \tau^{-\epsilon_2}$, we have $\tau^{\epsilon_2\kappa/2} \rho^\kappa \leq \rho^\kappa/2$. The measure $\lambda'$ satisfies non concentration with $\kappa/2$. By Proposition 4.1, we have the result.

- If $\lambda(\mathbb{R}^d) < \tau^{-\epsilon_2\kappa/2}$, then we have
  \[
  \int \exp(2i\pi \langle \xi, x_1 \cdots x_k \rangle) d\lambda(x_1) \cdots d\lambda(x_k) \mid \leq \tau^{-k\epsilon_2\kappa/2}.
  \]

Hence we can take $\epsilon = \min\{\epsilon_2, k\epsilon_2\kappa/2\}$.

Then we want to prove that the result holds for different measures. For $z \in \mathbb{R}^k$, let $\lambda_z = \sum_{1 \leq j \leq k} z_j \lambda_j$. Let

\[
G(\lambda_1, \cdots, \lambda_k) = \int \exp(2i\pi \langle \xi, x_1 \cdots x_k \rangle) d\lambda_1(x_1) \cdots d\lambda_k(x_k)
\]

and

\[
F(z) = F(z_1, \cdots, z_k) = G(\lambda_1, \cdots, \lambda_z).
\]

Then $F(z)$ is a polynomial of $k$ variables of degree $k$, and $k!G(\lambda_1, \cdots, \lambda_k)$ is the coefficient of $z_1 \cdots z_k$ in $F(z)$. For $z \in \mathbb{R}^k_{\geq 0}$, we have

\[
|F(z)| \leq |z|^k \tau^{-\epsilon}, \text{ where } |z| = \sum_{1 \leq j \leq k} |z_j|,
\]

by using the result of the first part with $\lambda = \frac{1}{|z|} \lambda_z$.

**Lemma 4.3.** Let $F$ be a polynomial of $k$ variables of degree less than $n$. Let $h(F)$ be the maximum of the absolutely value of the coefficients in $F$. Then

\[
h(F) \leq O_{k,n} \sup_{z \in \{0, \cdots, n\}^k \subset \mathbb{R}^k} \{|F(z)|\}.
\]

In this lemma, we define two norms on the space of polynomials of $k$ variable of degree less than $n$. The inequality is due to the equivalence of norms on finite dimensional vector space. Hence

\[
|G(\lambda_1, \cdots, \lambda_k)| \ll_k h(F) \ll_k \tau^{-\epsilon}.
\]

The proof is complete. \qed

Now we will give another version of Fourier decay of multiplicative convolution, which releases the assumption on the support of $\lambda_j$.

**Proposition 4.4.** Fix $\kappa_0 > 0$. Let $C_0 > 0$. Then there exist $\epsilon_2$ and $k \in \mathbb{N}$ depending only on $\kappa_0$ such that the following holds for $\tau$ large enough depending on $C_0, \kappa_0$. Let $\lambda_1, \cdots \lambda_k$ be Borel measures on $\mathbb{R}^n$ supported in $([-\tau^{\epsilon_3}, -\tau^{-\epsilon_3}] \cup [\tau^{-\epsilon_3}, \tau^{\epsilon_3}])^n$ with total mass less than 1, where $\epsilon_3 = \min\{\epsilon_2, \epsilon_2\kappa_0, 1\}/10k$. Assume that for all $\rho \in [\tau^{-2}, \tau^{-\epsilon_2}]$ and $j = 1, \cdots, k$

\[
\sup_{a \in \mathbb{R}, v \in \mathbb{R}^{n-1}} (\pi_v)_{*} \lambda_j(B_\mathbb{R}(a, \rho)) = \sup_{a, v} \lambda_j \{x | (v, x) \in B_\mathbb{R}(a, \rho)\} \leq C_0 \rho^{\kappa_0}. \tag{4.3}
\]
Then for all \( \varsigma \in \mathbb{R}^n, \| \varsigma \| \in [\tau^{3/4}, \tau^{5/4}] \) we have
\[
\int \exp(2i\pi \langle \varsigma, x_1 \cdots x_k \rangle) d\lambda_1(x_1) \cdots d\lambda_k(x_k) \leq \tau^{-\epsilon_2}.
\]

**Remark 4.5.** The proof is tedious, but the idea is clear. If the non concentration assumption is valid in some large range, then there is some place to rescale a little the measure and the result still holds. We only need to find some exponent \( \epsilon_3 \) carefully.

**Proof.** It is sufficient to prove the case that \( \text{supp}\lambda_j \in [\tau^{-\epsilon_3}, \tau^{\epsilon_3}]^n \). Because we can divide each measure into \( \lambda_j = \sum_{m \in (\mathbb{Z}/2\mathbb{Z})^n} \lambda_j^m \), where \( \lambda_j^m \) is the unique part of \( \lambda_j \) whose support is in the same orthant as \( m \) and we identify \( (\mathbb{Z}/2\mathbb{Z})^n \) with \( \{-1, 1\}^n \in \mathbb{R}^n \). Then
\[
\int \exp(2i\pi \langle \varsigma, x_1 \cdots x_k \rangle) d\lambda_j^m(x_1) \cdots d\lambda_k^m(x_k) = \int \exp(2i\pi \langle \varsigma m_1 \cdots m_k, x_1 \cdots x_k \rangle) d\lambda_j^m(m_1 x_1) \cdots d\lambda_k^m(m_k x_k).
\]

We know that the support of measure \( (m_j) \lambda_j \) is in \( [\tau^{-\epsilon_3}, \tau^{\epsilon_3}]^n \). Hence by the result of the case \( \text{supp}\lambda_j \) positive, we have the result with a constant \( 2^{n^2} \).

Let \( \epsilon \) as in Proposition 4.2 with \( \kappa = \kappa_0 / 2 \), and let \( \epsilon_2 = \epsilon / 4 \).

Divide \( [\tau^{\epsilon_3}, \tau^{-\epsilon_3}]^n \) into \( [2^l, 2^{l+1}] \times \cdots \times [2^{l_n}, 2^{l_n+1}] \) with \( l \in \mathbb{Z}^n \). We rescale the measure in each interval to \([1/2, 1]^n\). Let \( \lambda'(A) = \lambda|_{[2l-1, 2l]}(2^l A) \). For \( \rho \in [\tau^{3/2}, \tau^{\epsilon_2/2}] \) we have
\[
(\pi_\nu)_* \lambda'(B_\mathbb{R}(a, \rho)) \leq (\pi_\nu')_* \lambda(\|2^l v\|B_\mathbb{R}(a, \rho)),
\]
where \( \nu' = 2^l v / \|2^l v\| \). The inequality \( \|2^l v\| \in [\tau^{-\epsilon_3}, \tau^{\epsilon_3}] \) implies that \( \|2^l v\| \rho \in [\tau^{-3/2-\epsilon_3}, \tau^{-\epsilon_2/2+\epsilon_3}] \subset [\tau^{-2}, \tau^{-\epsilon_2/4}] \). Due to \( \rho^{-1/2} \geq \tau^{-\epsilon_2/4} \geq \epsilon_3 \geq \|2^l v\| \) for \( \rho \in [\tau^{-3/2}, \tau^{-\epsilon_2/2}] \), by (4.5) we have
\[
(\pi_\nu)_* \lambda'(B_\mathbb{R}(a, \rho)) \leq C_0(\|2^l v\| \rho)^{\kappa_0} \leq \rho^{\kappa_0 / 2},
\]
for \( \tau \) large enough depending on \( C_0 \).

Summing up over \( \| l \| \leq \epsilon_3 \log_2 \tau \), we have
\[
\int \exp(2i\pi \langle \varsigma, x_1 \cdots x_k \rangle) d\lambda_1(x_1) \cdots d\lambda_k(x_k) \leq \sum_{l \in \mathbb{Z}^n, \| l \| \leq \epsilon_3 \log_2 \tau} \int \exp(2i\pi \langle \varsigma, x_1 \cdots x_k \rangle) d\lambda_1^l(2^{-l_1} x_1) \cdots d\lambda_k^l(2^{-l_k} x_k)
\]
\[
= \sum_{l \in \mathbb{Z}^n, \| l \| \leq \epsilon_3 \log_2 \tau} \int \exp(2i\pi \langle \varsigma, 2^{l_1} \cdots \cdots 2^{l_k} y_1 \cdots y_k \rangle) d\lambda_1^l(y_1) \cdots d\lambda_k^l(y_k).
\]

Let \( \tau_1 = \| 2^{l_1} \cdots 2^{l_k} \| \), then \( \tau_1 \in [\tau^{3/4-\kappa_3}, \tau^{5/4+\kappa_3}] \). Then we have \( [\tau_1^{-1}, \tau_1^{-\epsilon_2}] \subset [\tau^{-3/2}, \tau^{-\epsilon_2/2}] \). The assumption of Proposition 4.2 is verified by (4.6) with \( \tau \) replaced by \( \tau_1 \). Therefore
\[
\sum_{l \in \mathbb{Z}^n, \| l \| \leq \epsilon_3 \log_2 \tau} \| 2^{l_1} \cdots 2^{l_k} \|^{-\epsilon_2} \leq (2\epsilon_3 \log_2 \tau)^{kn} (\tau^{3/4-\kappa_3})^{-\epsilon} \leq \tau^{-\epsilon / 4},
\]
when \( \tau \) is large enough depending on \( k, n, \epsilon \). The proof is complete. \( \square \)
4.1 The case of \( C \)

In this part, we consider the case of \( C \). The decay of Fourier transform of multiplicative convolution of measures was already indicated in [BD17]. They said that by using the sum-product estimate on \( C \) [BG12] and the same method as the real case we can obtain the complex case. Here we indicate that our approach can also give the result for \( C \). This result will be used in a joint work with Frédéric Naud and Wenyu Pan on the Fourier decay of Patterson-Sullivan measures associated to Kleinian Schottky groups.

Let \( \mu \) be a Borel probability measure on \( C \). For \( \xi \) in \( C \), we define the Fourier transform of \( \mu \) by

\[
\hat{\mu}(\xi) := \int e^{i \Re(\xi z)} d\mu(z).
\]

As two algebras of dimension 2, the algebras \( \mathbb{R}^2 \) and \( C \) are different in their product structure.

We need a version of discretized sum-product estimate on \( C \).

**Proposition 4.6.** Given \( \kappa > 0, \sigma \in (0, 2) \), there exists \( \epsilon > 0 \) such that for all \( \delta > 0 \) sufficiently small, if \( A, X \subset B_C(0, \delta^{-\epsilon}) \) satisfy the following \((\delta, \kappa, \sigma, \epsilon)\) assumption:

(i) \( \forall \rho \geq \delta, \ N_\rho(A) \geq \delta^\epsilon \rho^{-\kappa} \),

(ii) \( A \) is \( \delta^\epsilon \) away from \( \mathbb{R} \) in \( C \),

(iii) \( \forall \rho \geq \delta, \ N_\rho(X) \geq \delta^\epsilon \rho^{-\kappa} \),

(iv) \( N_\delta(X) \leq \delta^{-(n-\sigma)-\epsilon} \).

Then

\[
N_\delta(X + X) + \sup_{a \in A} N_\delta(X + aX) \geq \delta^{-\epsilon} N_\delta(X).
\]

This is a consequence of [He, Theorem 3] (see also [BG12, Proposition 2]).

**Proposition 4.7** (He). Given \( \kappa > 0, \sigma \in (0, 2) \), there exists \( \epsilon > 0 \) such that for all \( \delta > 0 \) sufficiently small, if \( X \subset B_\mathbb{R^2}(0, \delta^{-\epsilon}) \) and \( A \subset B_{\text{End}(\mathbb{R}^2)}(0, \delta^{-\epsilon}) \) satisfy the following \((\delta, \kappa, \sigma, \epsilon)\) assumption:

(i) \( \forall \rho \geq \delta, \ N_\rho(A) \geq \delta^\epsilon \rho^{-\kappa} \),

(ii) for every nonzero proper linear subspaces \( W \subset \mathbb{R}^2 \), there is \( a \in A \) and \( w \in W \cap B_\mathbb{R^2}(0, 1) \) such that \( d(aw, W) \geq \delta^\epsilon \).

(iii) \( \forall \rho \geq \delta, \ N_\rho(X) \geq \delta^\epsilon \rho^{-\kappa} \),

(iv) \( N_\delta(X) \leq \delta^{-(n-\sigma)-\epsilon} \).

Then

\[
N_\delta(X + X) + \sup_{a \in A} N_\delta(X + aX) \geq \delta^{-\epsilon} N_\delta(X).
\]

**Form Proposition 4.7 to Proposition 4.6.** We identify \( C \) with \( \mathbb{R}^2 \), and the multiplication of a complex number \( x + iy \) for \( x, y \in \mathbb{R} \) is seen as the multiplication of the matrix \( \begin{pmatrix} x & -y \\ y & x \end{pmatrix} \). Then we only need to verify Assumption (ii) of Proposition 4.7. By Assumption (ii) of Proposition 4.6, there exists \( a \in A \) such that \( d(a, \mathbb{R}) \geq \delta^\epsilon \). We take \( w \) in \( W \) with unit length, since the distance is invariant under the rotation, then

\[
d(aw, W) = d(a, \mathbb{R}) \geq \delta^\epsilon.
\]

The proof is complete. \( \square \)
With the same argument as in Section 3, by using Proposition 4.6 we have

**Proposition 4.8.** Given $\kappa_0 > 0$, there exist $\epsilon, \epsilon_1 > 0$ and $k \in \mathbb{N}$ such that the following holds for $\delta > 0$ small enough. Let $\mu$ be a probability measure on $[1/2, 1]^2 \subset \mathbb{C}$ which satisfies $(\delta, \kappa_0, \epsilon)$ projective non concentration assumption, that is

$$\forall \rho \geq \delta, \quad \sup_{a \in \mathbb{R}, \theta \in \mathbb{R}} \mu\{z \in \mathbb{C}|\Re(e^{i\theta}z) \in B_{\mathbb{R}}(a, \rho)\} \leq \delta^{-\epsilon}\rho^{\kappa_0}. \quad (4.7)$$

Then for all $\xi \in \mathbb{C}$ with $\|\xi\| \in [\delta^{-1}/2, \delta^{-1}]$,

$$|\hat{\mu}_k(\xi)| = \left|\int \exp(2i\pi\Re(\xi z_1 \cdots z_k))d\mu(z_1) \cdots d\mu(z_k)\right| \leq \delta^{\epsilon_1}. \quad (4.8)$$

Then by the same argument as in [BD17, Section 3.1] and Lemma 2.1, we obtain

**Proposition 4.9.** Given $\kappa_0 > 0$, there exist $\epsilon > 0$ and $k \in \mathbb{N}$ such that the following holds for $\delta \in (0, 1)$. Let $C_0 > 0$ and let $\mu_1, \cdots, \mu_k$ be Borel measures on $[1/C_0, C_0]^2 \subset \mathbb{C}$ with total mass less than $C_0$ and which satisfy projective non concentration assumption, that is for $j = 1, \cdots, k$

$$\forall \rho \in [C_0^{-1}\delta, C_0\delta], \quad \sup_{a \in \mathbb{R}, \theta \in \mathbb{R}} \mu_j\{z \in \mathbb{C}|\Re(e^{i\theta}z) \in B_{\mathbb{R}}(a, \rho)\} \leq C_0\rho^{\kappa_0}. \quad (4.9)$$

Then there exists a constant $C_1$ depending only on $C_0, \kappa_0$ such that for all $\xi \in \mathbb{C}$ with $\|\xi\| \in [\delta^{-1}/2, \delta^{-1}]$,

$$\left|\int \exp(2i\pi\Re(\xi z_1 \cdots z_k))d\mu_1(z_1) \cdots d\mu_k(z_k)\right| \leq C_1\delta^{\epsilon}. \quad (4.10)$$
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