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Abstract

This paper studies the inverse problem of determination the history for a stochastic diffusion process, by means of the value at the final time T. By establishing a new Carleman estimate, the conditional stability of the problem is proven. Based on the idea of Tikhonov method, a regularized solution is proposed. The analysis of the existence and uniqueness of the regularized solution, and proof for error estimate under an a-priori assumption are present. Numerical verification of the regularization, including numerical algorithm and examples are also illustrated.
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1 Introduction

The stochastic parabolic equations are widely used to describe many diffusion processes perturbed by stochastic noises, such as the evolution of the density of a bacteria population, the propagation of an electric potential in a neuron, etc., (e.g., [4, 5, 11, 14]). In this paper, we study an inverse problems for stochastic parabolic equations, i.e., determining the solution from the terminal measurement. To be more precisely, we first introduce some notations.

Let \( T > 0 \), \( G \subset \mathbb{R}^n (n \in \mathbb{N}) \) be a given bounded domain with a \( C^2 \) boundary \( \Gamma \). Put \( Q \triangleq (0, T) \times G \) and \( \Sigma \triangleq (0, T) \times \Gamma \).

Let \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) be a complete filtered probability space on which a one dimensional standard Brownian motion \( W(\cdot) \) is defined.

Let \( H \) be a Banach space. Denote by \( L^2_{\mathbb{F}}(\Omega; H) \) \((t \geq 0)\) the space of all \( H \)-valued random variables \( \xi \) satisfying \( \mathbb{E} |\xi|^2_H < \infty \); by \( L^2_{\mathbb{F}}(0, T; H) \) the space of all \( H \)-valued \( \{\mathcal{F}_t\}_{t \geq 0} \)
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-adapted processes $X(\cdot)$ such that $\mathbb{E}(|X(\cdot)|^2_{L^2(0,T;H)}) < \infty$; by $L^\infty_F(0,T;H)$ the space of all $H$-valued $\{\mathcal{F}_t\}_{t \geq 0}$-adapted bounded processes; and by $L^2_F(\Omega; C([0,T]; H))$ the space of all $H$-valued $\{\mathcal{F}_t\}_{t \geq 0}$-adapted processes $X(\cdot)$ satisfying that $\mathbb{E}(|X(\cdot)|^2_{C([0,T];H)}) < \infty$. All these spaces are Banach spaces with the canonical norms (e.g., [14, Chapter 2]).

Consider the following stochastic parabolic equation:

\[
\begin{aligned}
&\begin{cases}
&\text{du} - \sum_{i,j=1}^{n} (a^{ij} u_i)_j \, dt = (b_1 \cdot \nabla u + b_2 u + f) \, dt + (b_3 u + g) \, dW(t) \quad \text{in } Q, \\
&u = 0 \quad \text{on } \Sigma, \\
&u(0) = u_0, \quad \text{in } G,
\end{cases}
\end{aligned}
\tag{1.1}
\]

where $u_0 \in L^2_F(\Omega; L^2(G))$ and $u_i = \frac{\partial u}{\partial x_i}$ for $i = 1, \ldots, n$.

Throughout this paper, we make the following assumptions on the coefficients $a^{ij} : \Omega \times Q \to \mathbb{R}, i, j = 1, 2, \ldots, n$:

(H1) $a^{ij} \in L^2_F(\Omega; C^1([0,T]; W^{2,\infty}(G)))$ and $a^{ij} = a^{ji}$ for $i, j = 1, 2, \ldots, n$.

(H2) There is a constant $\sigma > 0$ such that

\[
\sum_{i,j=1}^{n} a^{ij}(\omega, t, x) \xi^i \xi^j \geq \sigma |\xi|^2, \quad (\omega, t, x, \xi) \equiv (\omega, t, x, \xi^1, \ldots, \xi^n) \in \Omega \times Q \times \mathbb{R}^n.
\]

Let other coefficients and source terms in the equation of system (1.1) satisfy

(H3) $b_1 \in L^\infty_F(0,T; W^{1,\infty}(G; \mathbb{R}^n))$, $b_2 \in L^\infty_F(0,T; L^\infty(G))$, $b_3 \in L^\infty_F(0,T; W^{1,\infty}(G))$, $f \in L^2_F(0,T; L^2(G))$ and $g \in L^2_F(0,T; H^1_0(G))$.

For readers' convenience, let us first recall the definition of the weak and strong solution to (1.1).

**Definition 1.1.** A process $u \in L^2_F(\Omega; C([0,T]; L^2(G))) \cap L^2_F(0, T; H^1_0(G))$ is said to be a strong solution of equation (1.1) if for any $t \in [0, T]$ and $\varphi \in H^1_0(G)$, it holds that

\[
\int_G u(t) \varphi \, dx = \int_G u_0 \varphi \, dx + \int_0^t \int_G \left( \sum_{i,j=1}^{n} a^{ij} u_i \varphi_j - \text{div} b_1 u \varphi - ub_1 \cdot \nabla \varphi + b_2 u \varphi + f \varphi \right) \, dx \, ds \\
+ \int_0^t \int_G (b_3 u + g) \varphi \, dx \, dW(s), \quad \mathbb{P}\text{-a.s.}
\]
Definition 1.2. A process \( u \in L_2^0(\Omega; C([0, T]; H^2(G) \cap H^1_0(G))) \) is said to be a strong solution of equation (1.1) if for any \( t \in [0, T] \) it holds that

\[
\begin{align*}
u(t) &= u_0 + \int_0^t \left[ - \sum_{i,j=1}^n (a^{ij} u_i)_j + b_1 \cdot \nabla u + b_2 u + f \right] ds \\
&\quad + \int_0^t (b_3 u + g) dW(s) \text{ in } L^2(G), \ P\text{-a.s.}
\end{align*}
\]

Under (H1)–(H3), by the classical well-posedness result for stochastic parabolic equations, we know that (1.1) admits a unique weak solution \( u \) (e.g. [12]). Furthermore, if \( u_0 \in H^2(G) \cap H^1_0(G) \), we know that (1.1) admits a unique strong solution \( u \) (e.g. [12]).

The inverse problem (IPD) associated to the equation (1.1) is as follows.

- **Conditional Stability.** Assume that two solutions \( u \) and \( \hat{u} \) (to the equation (1.1)) are given. Let \( u(T) \) and \( \hat{u}(T) \) be the corresponding terminal values. Can we find a positive constant \( C \) such that

\[
|u - \hat{u}| \leq C \|u(T) - \hat{u}\|,
\]

with appropriate norms in both sides?

- **Reconstruction.** Is it possible to reconstruct \( u \) from the terminal value \( u(T) \)?

Here and in the rest of this paper, we use \( C \) to denote a generic positive constant depending on \( G, T \) and \( a^{ij}(i, j = 1, \cdots, n) \) (unless otherwise stated), which may change from line to line.

Remark 1.1. It is well known that the inverse problem (IPD) is ill-posed: small errors in data may cause huge deviations in solutions. Fortunately, if we assume an a priori bound for \( u(\cdot, 0) \), then we can restore the stability. This is the reason we consider conditional stability.

Inverse problem in the above type is studied extensively for deterministic parabolic equations (see [10, 19] and the rich references therein). However, the stochastic case attracts very little attention. To our best knowledge, [1, 15] are the only two published papers addressing this topic. In [1], the author study the problem by transform the equation (1.1) to a parabolic equation with random coefficients. Then they can obtain pathwisely a logarithmic convexity property, from which the uniqueness follows. To apply the strategy in [1], one needs some further assumptions on \( b_3 \), such as \( b_3 \) is independent of \( x \) (in [1], the authors assume that \( b_3 = 1 \)). In [15], the author use a stochastic global Carleman estimate to study the inverse problem (IPD). The weight function in that Carleman estimate is a double-exponential function. In such case, the constant \( C \) in (1.3) will depend on the
norm of $b_1$, $b_2$ and $b_3$ double-exponentially. In this paper, we establish a new Carleman estimate with an exponential weight function. Then we improve the conditional stability in [15] (see Theorem 3.1 for the detail). More importantly, both [1, 15] only address the first question of the inverse problem (IPD). To our best knowledge, this paper is the first one addressing the reconstruction question of the inverse problem (IPD).

As we said before, the main tool for establishing the conditional stability is a new global Carleman estimate for (1.1). Carleman estimates are widely applied to many inverse problems for deterministic partial differential equations (see [2, 8, 9] and the rich references therein). Recently, Carleman estimates are also introduced to solve inverse problems for stochastic partial differential equations. Particularly, we refer the readers to [13, 15, 18, 20, 21] for some recent works on inverse problems of stochastic parabolic equations via Carleman estimates. In all the above mentioned papers, Carleman estimates are established by using two-layer weight functions. In this paper, we improve the Carleman estimates in the previous works for stochastic parabolic equation, i.e., establish a new Carleman estimate for stochastic parabolic equation by applying a one-layer weight function, which is first introduced in [10] for backward problem of deterministic heat equation. Since the solution of a stochastic parabolic equation is not differentiable with respect to the temporal variable, new difficulties occur in the study of inverse problems for stochastic parabolic equations. Thus, the Carleman estimate we obtained is not a trivial extension of [10] and other existing works, although the form of the Carleman estimate is similar to the one in [10].

Once the Carleman estimate is established, we employ Tikhonov regularization method to reconstruct the solution to (1.1). Tikhonov regularization method is a very useful tool to solve inverse and ill-posed problems for deterministic partial differential equations (e.g., [16, 17]). To the authors’ knowledge, regularization methods for inverse problems of stochastic parabolic equations are rarely studied. The only published work is [3], in which Cauchy problem for stochastic parabolic equations is studied by a Kaczmarz method. In this paper, we propose a regularized solution by minimising a functional, which is giving based on the Tikhonov regularization. The analysis of the existence and uniqueness of the regularized solution, and proof for error estimate between the regularized solution and the exact solution under an a-priori condition are also present.

In this paper, we also give a numerical solution to the inverse problem (IPD), i.e., we numerically solve the reconstruction problem by the proposed regularization method, with the combination of the conjugate gradient method to the Tikhonov type functional and Picard iteration. We mention that, in numerical solving the forward-backward stochastic parabolic equation, we apply the idea given in [7], where the discretization is given based on the implicit Euler method for a temporal discretization and a least squares Monte Carlo method in combination with a stochastic gradient method. Compared with deterministic setting, this is also a topic far from well studied. As far as we know, there is no published work addressing that.
The rest of the paper is organized as follow. We first establish a global Carleman estimate for the stochastic parabolic equation (1.1) in Section 2, and prove the conditional stability for the inverse problem under an a-priori information in Section 3. A regularization solution based on the Tikhonov regularization method is proposed in Section 4. At last, we give numerical algorithm to the problem, and illustrate the approximations to several examples in both one and two dimensional spatial domains in Section 5.

2 Carleman estimate

This section is devoted to establishing a Carleman estimate for (1.1). We first give the weight function. For \( \lambda > 0 \), set

\[
\psi = (t + 1)^\lambda, \quad \varphi = e^{\psi}.
\]

(2.1)

The Carleman estimate is as follows:

**Theorem 2.1.** For any \( \varepsilon \in [0, T) \), there exists a \( \lambda_0 > 0 \) such that for all \( \lambda \geq \lambda_0 \), there holds that

\[
\mathbb{E} \int_0^T \int_G \lambda^2 (t + 1) (\lambda - 2) v^2 dt dx + \mathbb{E} \int_0^T \int_G \lambda (t + 1)^{-1} |\nabla v|^2 dt dx \\
\leq C \left[ (T + 1)^{\lambda - 1} \mathbb{E} ||v(T)||_{L^2(G)}^2 + \mathbb{E} ||v(\varepsilon)||_{L^2(G)}^2 + \mathbb{E} \int_0^T \varphi^2 (|\nabla g|^2 + g^2 + f^2) dx dt \right].
\]

(2.2)

**Proof.** We divide the proof into three steps.

*Step 1.* In this step, we establish a weighted identity.

Let \( v = \varphi u \). Then we know that

\[
du - \sum_{i,j=1}^n (a_{ij} u_i)_j dt = \varphi^{-1} \left[ dv - \lambda (t + 1) (\lambda - 1) v dt - \sum_{i,j=1}^n (a_{ij} v_i)_j dt \right].
\]

(2.3)

Consequently,

\[
- \varphi \left[ \lambda (t + 1) (\lambda - 1) v + \sum_{i,j=1}^n (a_{ij} v_i)_j \right] \left[ du - \sum_{i,j=1}^n (a_{ij} u_i)_j dt \right]
\]

\[
= - \lambda (t + 1) (\lambda - 1) v dv - \sum_{i,j=1}^n (a_{ij} v_i)_j dv + \left[ \lambda (t + 1) (\lambda - 1) v + \sum_{i,j=1}^n (a_{ij} v_i)_j \right]^2 dt.
\]

(2.4)

According to Itô’s formula, we know

\[
- \lambda (t + 1) (\lambda - 1) v dv = - \frac{1}{2} \lambda (t + 1) (\lambda - 1) v^2 + \frac{1}{2} \lambda (t + 1) (\lambda - 1) (dv)^2
\]
\[- \frac{1}{2} d[\lambda(t + 1)^{(\lambda-1)}v^2] + \frac{1}{2} \lambda(\lambda - 1)(t + 1)^{(\lambda-2)}v^2 dt + \frac{1}{2} \lambda(t + 1)^{(\lambda-1)}(dv)^2. \quad (2.5)\]

Noting \(a^{ij} = a^{ji}\) for \(i, j = 1, \cdots, n\), we get that

\[- n \sum_{i,j=1}^{n} (a^{ij}v_i)_j dv = - \sum_{i,j=1}^{n} (a^{ij}v_j)_j + \frac{1}{2} d \left( \sum_{i,j=1}^{n} a^{ij}v_i v_j \right) \]

\[- \frac{1}{2} \sum_{i,j=1}^{n} a^{ij}v_i v_j dt - \frac{1}{2} \sum_{i,j=1}^{n} a^{ij}dv_i dv_j. \quad (2.6)\]

Substituting (2.6) and (2.5) into (2.4), we obtain that

\[- \varphi \left[ \lambda(t + 1)^{(\lambda-1)}v + \sum_{i,j=1}^{n} (a^{ij}v_i)_j \right] \left[ du - \sum_{i,j=1}^{n} (a^{ij}u_i)_j dt \right] \]

\[= - \sum_{i,j=1}^{n} (a^{ij}v_i)_j + \frac{1}{2} d \left[ \sum_{i,j=1}^{n} a^{ij}v_i v_j - \lambda(t + 1)^{(\lambda-1)}v^2 \right] - \frac{1}{2} \sum_{i,j=1}^{n} a^{ij}dv_i dv_j \quad (2.7)\]

\[+ \frac{1}{2} \left[ - \sum_{i,j=1}^{n} a^{ij}v_i v_j + \lambda(\lambda - 1)(t + 1)^{(\lambda-2)}v^2 \right] dt + \frac{1}{2} \lambda(t + 1)^{(\lambda-1)}(dv)^2 \]

\[+ \left[ \lambda(t + 1)^{(\lambda-1)}v + \sum_{i,j=1}^{n} a^{ij}v_i v_j \right]^2 dt.\]

Moreover,

\[\frac{1}{4} \lambda(t + 1)^{-1} \varphi v \left[ du - \sum_{i,j=1}^{n} (a^{ij}u_i)_j dt \right] \]

\[= \frac{1}{8} \lambda d[(t + 1)^{-1}v^2] + \frac{1}{8} \lambda(t + 1)^{-2}v^2 dt - \frac{1}{8} \lambda(t + 1)^{-1}(dv)^2 - \frac{1}{4} \lambda^2(t + 1)^{(\lambda-2)}v^2 dt \]

\[- \frac{1}{4} (t + 1)^{-1} \lambda \sum_{i,j=1}^{n} (a^{ij}v_i v_j)_j dt + \frac{1}{4} (t + 1)^{-1} \lambda \sum_{i,j=1}^{n} a^{ij}v_i v_j dt. \quad (2.8)\]

Sum (2.7) and (2.8) up, we obtain that

\[- \varphi \left[ \lambda(t + 1)^{(\lambda-1)}v + \sum_{i,j=1}^{n} a^{ij}v_i + \frac{1}{4} \lambda(t + 1)^{-1}v \right] \left[ du - \sum_{i,j=1}^{n} (a^{ij}u_i)_j dt \right] \]
\[
= - \sum_{i,j=1}^{n} \left[ a^{ij}v_i dv + \frac{1}{4}(t+1)^{-1}\lambda a^{ij}v_i v_j \right]_j - \frac{1}{2} \sum_{i,j=1}^{n} a^{ij}v_i dv_j
\]
\[
+ \frac{1}{2} \left[ \sum_{i,j=1}^{n} a^{ij}v_i v_j - \lambda(t+1)^{\lambda-1}v^2 + \frac{1}{4}\lambda(t+1)^{-1}v^2 \right] \quad (2.9)
\]
\[
+ \frac{1}{2} \left[ - \sum_{i,j=1}^{n} a_{ij}v_i v_j + \lambda(\lambda-1)(t+1)^{(\lambda-2)}v^2 - \frac{1}{2}\lambda^2(t+1)^{(\lambda-2)}v^2 + \frac{1}{4}\lambda(t+1)^{-2}v^2 \right] dt
\]
\[
+ \frac{1}{2} \left[ \lambda(t+1)^{(\lambda-1)} - \frac{1}{4}\lambda(t+1)^{-1} \right] (dv)^2 + \left[ \lambda(t+1)^{(\lambda-1)}v + \sum_{i,j=1}^{n} a^{ij}v_i v_j \right]^2 dt
\]
\[
+ \frac{1}{4}\lambda(t+1)^{-1} \sum_{i,j=1}^{n} a^{ij}v_i v_j dt.
\]

Applying (2.9) to the equation (1.1), integrating (2.9) on \([\varepsilon, T] \times \Omega\) for \(\varepsilon \in [0, T]\) and taking mathematical expectation, we have

\[
= - \mathbb{E} \int_{\varepsilon}^{T} \int_{\Omega} \varphi \left[ \lambda(t+1)^{(\lambda-1)}v + \sum_{i,j=1}^{n} a^{ij}v_i v_j + \frac{1}{4}\lambda(t+1)^{-1}v \right] \left[ du - \sum_{i,j=1}^{n} (\lambda u_i) dt \right] dx
\]
\[
= - \mathbb{E} \int_{\varepsilon}^{T} \int_{\Omega} \left[ a^{ij}v_i dv + \frac{1}{4}(t+1)^{-1}\lambda a^{ij}v_i v_j \right]_j dx
\]
\[
+ \frac{1}{2} \mathbb{E} \int_{\varepsilon}^{T} \int_{\Omega} d \left[ \sum_{i,j=1}^{n} a^{ij}v_i v_j - \lambda(t+1)^{\lambda-1}v^2 + \frac{1}{4}\lambda(t+1)^{-1}v^2 \right] dx
\]
\[
+ \frac{1}{2} \mathbb{E} \int_{\varepsilon}^{T} \int_{\Omega} \left[ \lambda(\lambda-1)(t+1)^{(\lambda-2)}v^2 - \frac{1}{2}\lambda^2(t+1)^{(\lambda-2)}v^2 + \frac{1}{4}\lambda(t+1)^{-2}v^2 \right] dt dx
\]
\[
+ \frac{1}{2} \mathbb{E} \int_{\varepsilon}^{T} \int_{\Omega} \left[ \lambda(t+1)^{(\lambda-1)} - \frac{1}{4}\lambda(t+1)^{-1} \right] (dv)^2 dx
\]
\[
+ \mathbb{E} \int_{\varepsilon}^{T} \int_{\Omega} \left[ \lambda(t+1)^{(\lambda-1)}v + \sum_{i,j=1}^{n} a^{ij}v_i v_j \right]^2 dt dx
\]
\[
- \frac{1}{2} \mathbb{E} \int_{\varepsilon}^{T} \int_{\Omega} \left[ \sum_{i,j=1}^{n} a^{ij}v_i dv_j + \sum_{i,j=1}^{n} a^{ij}v_i v_j dt - \frac{1}{2}(t+1)^{-1}\lambda \sum_{i,j=1}^{n} a^{ij}v_i v_j dt \right] dx
\]
\[
= : \sum_{j=1}^{6} I_j.
\]
Step 2. In this step, we estimate right hand side of (2.10).

Since $u\big|_\Sigma = 0$, $v\big|_\Sigma = 0$, by the divergence theorem, we have

$$I_1 = -E \int_\varepsilon^T \int_G \sum_{i,j=1}^n a^{ij} v_i v_j + \frac{1}{4} (t+1)^{-1} \lambda a^{ij} v_i v_j dt \bigg|_J dx = 0. \quad \text{(2.11)}$$

By the assumptions (H1) and (H2), we get

$$I_2 = \frac{1}{2} E \int_\varepsilon^T \int_G d \left[ \sum_{i,j=1}^n a^{ij} v_i v_j - \lambda(t+1)^{(\lambda-1)} v^2 + \frac{1}{4} \lambda(t+1)^{-1} v^2 \right] dx$$

$$= \frac{1}{2} E \int_\varepsilon^T \int_G \left[ \sum_{i,j=1}^n a^{ij} v_i v_j - \lambda(t+1)^{(\lambda-1)} v^2 + \frac{1}{4} \lambda(t+1)^{-1} v^2 \right]^T_{t=\delta} dx$$

$$= \frac{1}{2} E \int_G \left[ \sum_{i,j=1}^n a^{ij} v_i(T) v_j(T) - \lambda(t+1)^{(\lambda-1)} v^2(T) + \frac{1}{4} \lambda(t+1)^{-1} v^2(T) \right] dx$$

$$- \frac{1}{2} E \int_G \left[ \sum_{i,j=1}^n a^{ij} v_i(\varepsilon) v_j(\varepsilon) - \lambda(t+1)^{(\lambda-1)} v^2(\varepsilon) + \frac{1}{4} \lambda(t+1)^{-1} v^2(\varepsilon) \right] dx$$

$$\geq \frac{1}{2} E \int_G |\nabla v(T)|^2 dx - \lambda(t+1)^{(\lambda-1)} v(T)^2 dx - \frac{1}{2} E \int_G \sum_{i,j=1}^n a^{ij} v_i(\varepsilon) v_j(\varepsilon) dx$$

$$+ \frac{1}{2} E \int_G \lambda(t+1)^{(\lambda-1)} \left[ 1 - \frac{1}{4} (\varepsilon+1)^{-\lambda} \right] v^2(\varepsilon) dx.$$

Let us choose $\lambda \geq 1$. Then $1 - \frac{1}{4} (\varepsilon+1)^{-\lambda} \geq \frac{3}{4} > 0$, and thus

$$I_2 \geq -\frac{1}{2} E \int_G \lambda(T+1)^{(\lambda-1)} v(T)^2 dx - \frac{1}{2} E \int_G \sum_{i,j=1}^n a^{ij} v_i(\varepsilon) v_j(\varepsilon) dx$$

$$\geq -\frac{1}{2} E \lambda(T+1)^{(\lambda-1)} ||v(T)||_{L^2(G)}^2 - \frac{1}{2} E \sum_{i,j=1}^n ||a^{ij}(\varepsilon)||_{L^2(G)}^2 E ||\nabla v(\varepsilon)||_{L^2(G)}^2. \quad \text{(2.13)}$$

Since

$$-\frac{1}{2} E \int_\varepsilon^T \int_G \sum_{i,j=1}^n a^{ij} v_i v_j dx dt$$

$$= -\frac{1}{2} E \int_\varepsilon^T \int_G \varphi^2 \sum_{i,j=1}^n a^{ij} (b_3 u + g)_i (b_3 u + g)_j dx dt$$

$$\geq -C E \int_\varepsilon^T \int_G \left( b_3^2 |\nabla u|^2 + |\nabla b_3|^2 v^2 + \varphi^2 |\nabla g|^2 + \varphi^2 |g|^2 \right) dx dt \quad \text{(2.14)}$$
\[ I_6 = \frac{1}{2} \mathbb{E} \int_\varepsilon^T \int_G \left[ \sum_{i,j=1}^n a^{ij} dv_i dv_j + \sum_{i,j=1}^n a^{ij} v_i v_j dt - \frac{1}{2} \lambda(t + 1)^{-1} \sum_{i,j=1}^n a^{ij} v_i v_j dt \right] dx \]

we obtain

\[ I_6 \geq -C \mathbb{E} \int_\varepsilon^T \int_G \left( \left| b_3 \right|^2_{L^\infty_T\left(0,T;W^{1,\infty}(\Omega)\right)} + 1 \right) \left( \left| \nabla v \right|^2 + v^2 \right) dx dt \]

By direct computations, we see that

\[ I_4 = \frac{1}{2} \mathbb{E} \int_\varepsilon^T \int_G \left[ \lambda(t + 1)^{(\lambda-1)} - \frac{1}{4} \lambda(t + 1)^{-1} \right] (dv)^2 dx \]

\[ = \frac{1}{2} \mathbb{E} \int_\varepsilon^T \int_G \left[ \lambda(t + 1)^{(\lambda-1)} - \frac{1}{4} \lambda(t + 1)^{-1} \right] e^{2(t+1)\lambda} (b_3 u + g)^2 dx \]

\[ \geq - \mathbb{E} \int_\varepsilon^T \int_G \left( \left| b_3 \right|^2 + e^{2(t+1)\lambda} g^2 \right) dx dt. \]

For \( \lambda \geq \max\{3, T + 1\} \), we have

\[ I_3 + I_4 \geq \frac{1}{3} \mathbb{E} \int_\varepsilon^T \int_G \lambda^2 (t + 1)^{(\lambda-2)} v^2 dx dt + O(\lambda) \mathbb{E} \int_\varepsilon^T \int_G v^2 dx dt \]

Substituting (2.11)–(2.17) into (2.10), we get

\[ -\mathbb{E} \int_\varepsilon^T \int_G \left\{ v \left[ \lambda(t + 1)^{(\lambda-1)} v + \sum_{i,j=1}^n a^{ij} v_{ij} + \frac{1}{4} \lambda(1 + t)^{-1} v \right] \left[ du - \sum_{i,j=1}^n (a^{ij} u_i) dt \right] \right\} dx \]

\[ \geq -\frac{1}{2} \mathbb{E} [\lambda(T + 1)^{\lambda-1} ||v(T)||^2_{L^2_\varepsilon(G)} + \sum_{i,j=1}^n ||a^{ij}||^2_{L^\infty_T\left(0,T;W^{1,\infty}(\Omega)\right)} ||\nabla v(\varepsilon)||^2_{L^2_\varepsilon(G)}] \]
Step 3. In this step, we estimate left hand side of (2.10), and deduce Carleman inequality (2.2).

From (1.1), we know

\[-E \int_\Omega T^T E \int_{\Omega} (||b_0||_{L^2(0,T;W^1,\infty(\Omega)))} + 1) (|\nabla v|^2 + v^2) \, dx dt\] (2.18)

\[-CE \int_\Omega T^T E \int_{\Omega} \varphi^2 (|\nabla g|^2 + g^2) \, dx dt - E \int_\Omega T^T E \int_{\Omega} C|\nabla v|^2 - \frac{1}{4} \lambda(t + 1)^{-1} \sigma|\nabla v|^2 \, dx dt\]

\[+ \frac{1}{3} E \int_\Omega T^T E \int_{\Omega} \lambda^2(t + 1)(\lambda - 2) \, v^2 \, dx dt + O(\lambda) E \int_\Omega T^T E \int_{\Omega} v^2 \, dx dt\]

\[-\frac{1}{4} E \int_\Omega T^T E \int_{\Omega} \lambda(t + 1)^{-1} \lambda^2 \, g^2 \, dx dt + E \int_\Omega T^T E \int_{\Omega} \lambda(t + 1)(\lambda - 1) \, v + \sum_{i,j=1}^n a_{ij} v_i v_j^2 \, dt dx.\]

Combining (2.18) and (2.19), we know that there exists \(\lambda_1 > 0\) such that for all \(\lambda \geq \lambda_1\), there holds

\[-\frac{1}{2} E \lambda(T + 1)^{-1} ||v(T)||_{L^2(G)}^2 - \frac{1}{2} \sum_{i,j=1}^n ||a_{ij}(\varepsilon)||_{L^2(\Omega;L^\infty(G)))^2 E ||\nabla v(\varepsilon)||_{L^2(G)}^2\]

\[-CE \int_\Omega T^T E \int_{\Omega} \left( ||b_0||_{L^2(0,T;W^1,\infty(\Omega)))} + 1 \right) (|\nabla v|^2 + v^2) \, dx dt\]

\[-CE \int_\Omega T^T E \int_{\Omega} \varphi^2 (|\nabla g|^2 + g^2) \, dx dt - E \int_\Omega T^T E \int_{\Omega} C|\nabla v|^2 - \frac{1}{4} \lambda(t + 1)^{-1} \sigma|\nabla v|^2 \, dx dt\]
\( + \frac{1}{3} \mathbb{E} \int \lambda^2(t+1)^{\lambda-2} v^2 dt dx + O(\lambda) \mathbb{E} \int \lambda(t+1)^{\lambda-1} \nabla v^2 dt dx \)  
(2.20)

\[ \begin{align*}
&- C \mathbb{E} \int \lambda(t+1)^{\lambda-1} \varphi g^2 dt dx + \mathbb{E} \int \left[ \lambda(t+1)^{\lambda-1} v + \sum_{i,j=1}^{n} a^{ij} v_i v_j \right]^2 dt dx \\
&\leq \mathbb{E} \int \left[ \lambda(t+1)^{\lambda-1} v + \sum_{i,j=1}^{n} a^{ij} v_i v_j \right]^2 dt dx + \frac{1}{256} \mathbb{E} \int \lambda^2(t+1)^{-2} v^2 dt dx \\
&\quad + \frac{51}{4} ||b_1||^2_{L^\infty(0,T;L^\infty(G,\mathbb{R}^n))} \mathbb{E} \int |\nabla v|^2 dt dx \\
&\quad + \frac{51}{4} ||b_2||^2_{L^\infty(0,T;L^\infty(G,\mathbb{R}^n))} \mathbb{E} \int |v|^2 dt dx + \frac{51}{4} \mathbb{E} \int \varphi^2 |f|^2 dx dt.
\end{align*} \]

Let \( \lambda_2 = \max\{\lambda_1, C(||b_3||^2_{L^\infty(0,T;W^{1,\infty}(G))} + 1)\} \). Then, for all \( \lambda \geq \lambda_2 \),

\[ \begin{align*}
&\frac{1}{3} \mathbb{E} \int \lambda^{\lambda-2} - \frac{1}{256} \mathbb{E} \int \lambda(t+1)^{\lambda-1} - C \mathbb{E} \int |\nabla v|^2 dt dx \\
&+ \mathbb{E} \int \left[ \frac{1}{4} \lambda \sigma(t+1)^{-1} - C \right] ||b_3||^2_{L^\infty(0,T;W^{1,\infty}(G))} + 1 - \frac{51}{4} ||b_1||^2_{L^\infty(0,T;L^\infty(G,\mathbb{R}^n))} \mathbb{E} \int |\nabla v|^2 dt dx \\
&\leq \frac{1}{2} \mathbb{E} \lambda(T+1)^{\lambda-1} ||v(T)||^2_{L^2(G)} + \frac{1}{2} \sum_{i,j=1}^{n} ||a^{ij}(\varepsilon)||^2_{L^\infty(0,\varepsilon;L^\infty(G))} \mathbb{E} ||v(\varepsilon)||^2_{L^2(G)} \\
&\quad + C \mathbb{E} \int \varphi^2 \left[ |\nabla g|^2 + \left( 1 + \lambda(t+1)^{\lambda-1} \right) g^2 \right] dt dx + \frac{51}{4} \mathbb{E} \int \lambda^{2(t+1)^{\lambda-1}} |f|^2 dx dt.
\end{align*} \]

(2.21)

Moreover, let

\[ \lambda_0 = \max \left\{ \lambda_2, \frac{4}{3} \sigma^{-1}(T+1) \left[ C + C(||b_3||^2_{L^\infty(0,T;W^{1,\infty}(G))} + 1) + \frac{51}{4} ||b_1||^2_{L^\infty(0,T;L^\infty(G,\mathbb{R}^n))} \right] \right\}. \]

For all \( \lambda \geq \lambda_0 \), we have

\[ \begin{align*}
&\mathbb{E} \int \lambda^2(t+1)^{\lambda-2} v^2 dt dx + \mathbb{E} \int \lambda(t+1)^{\lambda-1} |\nabla v|^2 dt dx \\
&\leq \frac{1}{2} \mathbb{E} \lambda(T+1)^{\lambda-1} ||v(T)||^2_{L^2(G)} + \frac{1}{2} \sum_{i,j=1}^{n} ||a^{ij}(\varepsilon)||^2_{L^\infty(0,\varepsilon;L^\infty(G))} \mathbb{E} ||v(\varepsilon)||^2_{L^2(G)} \\
&\quad + C \mathbb{E} \int \varphi^2 (f^2 + |\nabla g|^2 + g^2) dx dt.
\end{align*} \]

This gives (2.2). \( \square \)
3 Conditional Stability

In this section, we establish a conditional stability of the inverse problem (IPD). Let us first introduce the a priori bound for the initial data. Let $M > 0$ and set

$$U_M \triangleq \{ \xi \in L^2_{\mathcal{F}_0}(\Omega; H^1(G)) ||\nabla \xi| \leq M, \ P\text{-a.s.} \}.$$  (3.1)

**Theorem 3.1.** Let $\delta_0 > 0$ be sufficiently small such that

$$\ln \left( \ln \left( \delta_0^{-\frac{1}{3}} \right) \right) \geq \lambda.$$  (3.2)

Suppose that $u_1, u_2$ are weak solutions of problem (1.1) with initial data belong to $U_M$ and $||u_1(T) - u_2(T)||_{L^2(G)} = \delta \leq \delta_0$. Then the following estimate hold

$$||u_1 - u_2||_{L^2(\varepsilon, T; H^1(G))} \leq C(M + 1) e^{-\frac{1}{T} \ln(||u_1(T) - u_2(T)||_{L^2(G)})^\delta},$$  (3.3)

where $C$ is independent of $M$ and $c = c(\varepsilon, T) = \frac{\ln(\varepsilon + 1)}{\ln(T + 1)} \in (0, 1)$.

**Proof.** Let $w(x, t) = u_1(x, t) - u_2(x, t)$ and $R(x) = u_1(x, T) - u_2(x, T)$. From (1.1), we have

$$\begin{align*}
\{ & dw - \sum_{i,j=1}^n (a^{ij} w_i) dt = (b_1 \cdot \nabla w + b_2 w) dt + b_3 w dW(t) \quad \text{in } Q, \\
& w(x, t) = 0 \quad \text{on } \Sigma, \\
& w(x, T) = R(x) \quad \text{in } G.
\end{align*}$$  (3.4)

Applying (2.2) to (3.4), we obtain

$$\begin{align*}
\frac{1}{2} \lambda(T + 1)^{\lambda-1} e^{2(T+1)^{\lambda}} \mathbb{E} ||w(T)||_{L^2(G)}^2 + \frac{1}{2} \sum_{i,j=1}^n ||a^{ij}||_{L^\infty(\Omega; L^\infty(G))} e^{2(\varepsilon+1)^{\lambda}} \mathbb{E} ||w(\varepsilon)||_{L^2(G)}^2 \\
\geq \mathbb{E} \int_\varepsilon^T \int_G \lambda^2 (t+1)^{(\lambda-2)} \varepsilon^2 w^2 dt dx + \mathbb{E} \int_\varepsilon^T \int_G \lambda(t+1)^{\lambda-1} \varepsilon \varepsilon^2 |\nabla w|^2 dt dx \\
\geq \mathbb{E} \int_\varepsilon^T \int_G \lambda^2 \varepsilon^2 w^2 dt dx + (\varepsilon + 1)^{-1} \mathbb{E} \int_\varepsilon^T \int_G \lambda \varepsilon^2 |\nabla w|^2 dt dx \\
\geq \tilde{C} e^{2(\varepsilon+1)^{\lambda}} \mathbb{E} \int_\varepsilon^T \int_G \varepsilon w^2 + |\nabla w|^2 dt dx \\
= \tilde{C} e^{2(\varepsilon+1)^{\lambda}} ||w||_{L^2(\varepsilon; T; H^1(G))}.
\end{align*}$$  (3.5)

By choosing $\lambda$ large enough such that $\lambda(T + 1)^{\lambda-1} e^{2(T+1)^{\lambda}} \leq e^{3(T+1)^{\lambda}}$, then there hold

$$||w||_{L^2(\varepsilon; T; H^1(G))}^2 \leq \tilde{C}_1 e^{3(T+1)^{\lambda}} \mathbb{E} ||w(T)||_{L^2(G)}^2 + \tilde{C}_2 \mathbb{E} ||\nabla w(\varepsilon)||_{L^2(G)}^2.$$  (3.6)
Choosing $\lambda = \lambda(\delta)$ as

$$\lambda = \lambda(\delta) = \ln \left( \left( \ln(\delta^{-\frac{1}{3}}) \right)^{\ln(\delta^{-\frac{1}{3}})} \right),$$

(3.7)

and substituting it in to (3.6) we get

$$||w||_{L^2_T(\epsilon, \Omega; \mathbb{H}^1(G))}^2 \leq C_1 \delta + C_2 M^2 e^{-\frac{2}{3} \ln(\delta^{-\frac{1}{3}})}.$$  

(3.8)

This implies (3.3).

**Remark 3.1.** In Theorem 3.1, the norm in the left hand side is $|| \cdot ||_{L^2_T(\epsilon, \Omega; \mathbb{H}^1(G))}$. We can also obtain the estimate at each $t_0 \in (0, T)$. The argument is as follows. Choose $\epsilon < t_0$ in Theorem 3.1. Since

$$C ||w(s)||_{\mathbb{H}^1(G)}^2 \geq ||w(t_0)||_{\mathbb{H}^1(G)}^2, \quad \forall \epsilon \leq s \leq t_0,$$

(3.9)

integrating both side of (3.9) with respect to $s$ in $[\epsilon, t_0]$, we get

$$C \int_{\epsilon}^{t_0} ||w(s)||_{\mathbb{H}^1(G)}^2 ds \geq (t_0 - \epsilon) ||w(t_0)||_{\mathbb{H}^1(G)}^2.$$  

(3.10)

Combining (3.10) with (3.8), we can obtain

$$||w(t_0)||_{\mathbb{H}^1(G)}^2 \leq C(t_0 - \epsilon)^{-1} \int_{0}^{t_0} ||w(s)||_{\mathbb{H}^1(G)}^2 ds \leq C(t_0 - \epsilon)^{-1} (C_2 M + C_1) e^{-\frac{2}{3} \epsilon \ln(\delta^{-\frac{1}{3}})}.$$  

(3.11)

## 4 Regularization for the reconstruction problem

In the following, we prove a convergence result by the Carleman estimate (2.1). Suppose $u_T \in L^2_T(\Omega; L^2(G))$ is the exact terminal value of the initial-boundary problem (1.1) with the initial datum $u_0 \in L^2_{T_0}(\Omega; H^2(G) \cap H^1_0(G))$, and $u_T^\delta \in L^2_T(\Omega; L^2(G))$ the noisy data satisfying

$$||u_T - u_T^\delta||_{L^2_T(\Omega; L^2(G))} \leq \delta,$$

(4.1)

where $\delta > 0$ is the noise level of data.

Consider the following Tikhonov type functional on $L^2_{T_0}(\Omega; H^2(G) \cap H^1_0(G))$:

$$J_\alpha(y_0) = \mathbb{E} \int_G \left\{ y_0 + \int_{t_0}^{T} \left[ \sum_{i,j=1}^{n} (a_{ij} y_i)_j + \nabla y + b_1 \cdot \nabla y + b_2 y + f \right] ds + \int_{t_0}^{T} (b_3 y + g) dW(s) - u_T^\delta \right\}^2 dx$$

$$+ \alpha \mathbb{E} ||y_0||_{H^2(G)}^2, \quad \forall y_0 \in L^2_{T_0}(\Omega; H^2(G) \cap H^1_0(G)),$$

(4.2)
where \( y \) solves the following equation:

\[
\begin{aligned}
\begin{cases}
\frac{dy}{dt} - \sum_{i,j=1}^{n} (a^{ij} y_i) dt &= (b_1 \cdot \nabla y + b_2 y + f) dt + (b_3 y + g) dW \\
y &= 0 \\
y(0) &= y_0,
\end{cases}
\end{aligned}
\]  

in \( (0, T) \times G \), \( y = 0 \) on \( (0, T) \times \partial G \), \( y(0) = y_0 \), in \( G \).

**Minimization problem.** Minimize the functional \( J_\alpha(y_0) \) on the space \( L^2_{\mathcal{F}_T}(\Omega; H^2(G) \cap H_0^1(G)) \).

Since the functional \( J_\alpha(y_0) \) is coercive, convex and lower semi-continuous, it has a unique minimizer \( \bar{y}_0^\delta \).

**Theorem 4.1** (Convergence rate). Assume that conditions (H1)–(H3) hold. Let \( \lambda_0 > 1 \) be the number in Theorem 2.1 and let \( \alpha = \alpha(\delta) = \delta^2 \). Then there exists a number

\[
\lambda_3 = \lambda_3 \left( \sigma, \max_{i,j} ||a^{ij}||_{L^\infty(G; \mathbb{R}^{n \times n})}, G \right) \geq \lambda_0 > 1,
\]

such that if \( \delta \in (0, \delta_0) \) and \( \delta \in (0, 1) \) is sufficient small such that

\[
\lambda_3 \leq \ln \left( \left( \ln \left( \delta_0^{-\frac{2}{
}} \right) \right)^{\frac{1}{n+1}} \right), \quad \delta_0 \leq \varepsilon^{-3 - \varepsilon (\ln(\delta_0^{-1}))^c},
\]

then the following convergence estimate of the Tikhonov method holds for every \( \tau \in (0, T) \),

\[
\begin{aligned}
||y(\tau; \bar{y}_0^\delta) - y(\tau; u_0)||_{L^2_{\mathcal{F}_T}(\Omega; H^2(G) \cap H_0^1(G))} &
\leq C_1 \left( 1 + ||y_0||_{L^2_{\mathcal{F}_T}(\Omega; H^2(G) \cap H_0^1(G))} \right) \varepsilon^{3 - \varepsilon \left( \ln(\delta_0^{-1}) \right)^c},
\end{aligned}
\]

where \( c = c(\tau, T) = \frac{\ln(n+1)}{\ln(T+1)} \in (0, 1) \).

**Proof.** For \( y_0 \in L^2_{\mathcal{F}_T}(\Omega; H^2(G) \cap H_0^1(G)) \), denote by \( y(\cdot; y_0) \) the solution to (4.3) with \( y(t_0) = y_0 \). For simplicity of notations, we denote

\[
\begin{aligned}
\mathcal{A}y_0 &\triangleq y_0 + \int_0^T \left[ \sum_{i,j=1}^{n} (a^{ij}(s) y_i(s; y_0))_j + b_1(s) \cdot \nabla y(s; y_0) + b_2(s) y(s; y_0) + f(s) \right] ds \\
&+ \int_0^T \int_G [b_3(s) y(s; y_0) + g(s)] dW(s), \quad \mathbb{P}\text{-a.s.}
\end{aligned}
\]

and

\[
\begin{aligned}
\mathcal{B}y_0 &\triangleq y_0 + \int_0^T \left[ \sum_{i,j=1}^{n} (a^{ij}(s) y_i(s; y_0))_j + b_1(s) \cdot \nabla y(s; y_0) + b_2(s) y(s; y_0) \right] ds \\
&+ \int_0^T \int_G b_3(s) y(s; y_0) dW(s), \quad \mathbb{P}\text{-a.s.}
\end{aligned}
\]
By computing Gâteaux derivative of $J_\alpha(y_0)$, we get that
\[
J'_\alpha(y_0)\phi_0 = 2\mathbb{E} \int_G A\tilde{y}_0^\delta B\phi_0 dx - 2\mathbb{E} \int_G u_T(x)B\phi_0 dx + 2\alpha\mathbb{E} \langle y_0, \phi_0 \rangle_{H^2(G)},
\]
\[\forall \phi_0 \in L^2_{\mathcal{F}_0}(\Omega; H^2(G) \cap H^1_0(G)).\]

Particularly, for the minimizer $\tilde{y}_0^\delta \in L^2_{\mathcal{F}_0}(\Omega; H^2(G) \cap H^1_0(G))$ of (4.2), we have
\[
\mathbb{E} \int_G A\tilde{y}_0^\delta B\phi_0 dx + \alpha\mathbb{E} \langle \tilde{y}_0^\delta, \phi_0 \rangle_{H^2(G)} = \mathbb{E} \int_G u_T^\delta(x)B\phi_0 dx,
\]
\[\forall \phi_0 \in L^2_{\mathcal{F}_0}(\Omega; H^2(G) \cap H^1_0(G)).\]

Noting that $u_0$ is the exact initial value, we have
\[
\mathbb{E} \int_G Au_0 B\phi_0 dx + \alpha\mathbb{E} \langle u_0, \phi_0 \rangle_{H^2(G)} = \mathbb{E} \int_G u_T(x)B\phi_0 dx + \alpha\mathbb{E} \langle u_0, \phi_0 \rangle_{H^2(G)},
\]
\[\forall \phi_0 \in L^2_{\mathcal{F}_0}(\Omega; H^2(G) \cap H^1_0(G)).\]

From (4.8) and (4.9), we obtain
\[
\mathbb{E} \int_G (A\tilde{y}_0^\delta - Au_0) B\phi_0 dx + \alpha\mathbb{E} \langle \tilde{y}_0^\delta - u_0, \phi_0 \rangle_{H^2(G)}
\]
\[= \int_G (u_T^\delta(x) - u_T(x))B\phi_0 dx - \alpha\mathbb{E} \langle u_0, \phi_0 \rangle_{H^2(G)}, \quad \forall \phi_0 \in L^2_{\mathcal{F}_0}(\Omega; H^2(G) \cap H^1_0(G)).\]

Set $\phi_0 = \tilde{y}_0^\delta - u_0$ in (4.10). By using Cauchy-Schwarz inequality, we obtain
\[
\int_G (A\tilde{y}_0^\delta - Au_0)^2 dx + \alpha\mathbb{E} \| \tilde{y}_0^\delta - u_0 \|^2_{H^2(G)}
\]
\[\leq \frac{1}{2} \int_G (A\tilde{y}_0^\delta - Au_0)^2 dx + \frac{1}{2} \mathbb{E} \| u_T^\delta - u_T \|^2_{H^2(G)} + \frac{1}{2} \alpha \| u_0 \|^2_{H^2(G)} + \frac{1}{2} \alpha \mathbb{E} \| \tilde{y}_0^\delta - u_0 \|^2_{H^2(G)}.\]

Simplify (4.11) and noting (4.4), we have
\[
\int_G (A\tilde{y}_0^\delta - Au_0)^2 dx + \alpha\mathbb{E} \| \tilde{y}_0^\delta - u_0 \|^2_{H^2(G)} \leq \delta^2 + \alpha \| u_0 \|^2_{H^2(G)}.
\]

Since $\alpha = \alpha(\delta) = \delta^2$, we know from (4.12) that
\[
\mathbb{E} \| u_0 - y_0^\delta \|^2_{H^2(G)} \leq 1 + \| u_0 \|^2_{H^2(G)}.
\]

Let $\tilde{u} = y(\cdot; u_0) - y(\cdot; \tilde{y}_0^\delta)$. Then $\tilde{u}$ solves the following equation
\[
\begin{cases}
    \frac{d\tilde{u}}{dt} - \sum_{i,j=1}^n (a_{ij} \tilde{u}_i)_t dt = (b_1 \cdot \nabla \tilde{u} + b_2 \tilde{u}) dt + b_3 \tilde{u} dW(t) & \text{in } Q, \\
    \tilde{u} = 0 & \text{on } \Sigma, \\
    \tilde{u}(0) = u_0 - \tilde{y}_0^\delta, & \text{in } G.
\end{cases}
\]
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By (2.2), we get that
\[
\lambda^2 \mathbb{E} \int_G \int_{t+1} (t+1)^{\lambda-2} \varphi^2 \tilde{u}^2 dt dx + \lambda \mathbb{E} \int_G \int_{t+1} \varphi^2 |\nabla \tilde{u}|^2 dt dx 
\]
\[
\leq C \left[ \mathbb{E} \lambda(T+1)^{\lambda-1} e^{2(T+1)^{\lambda}} \|\tilde{u}(T)\|^2_{L^2(G)} + \sum_{i,j=1}^n \|a^{ij}\|^2_{L^\infty_p(0,T;L^\infty(G))} \mathbb{E} \|\nabla (u_0 - \bar{y}_0)\|^2_{L^2(G)} \right].
\]

Since
\[
\mathbb{E} \|\tilde{u}(T)\|^2_{L^2(G)} \leq \mathbb{E} \|y(T; u_0) - u_T^\delta\|^2_{L^2(G)} + \mathbb{E} \|u_T^\delta - y(T; \bar{y}_0)\|^2_{L^2(G)},
\]
and due to \( \bar{y}_0^\delta \) is the minimizer of \( J_\alpha(\cdot) \), we know
\[
\mathbb{E} \|y(T; \bar{y}_0^\delta) - u_T^\delta\|^2_{L^2(G)} \leq J_\alpha(\bar{y}_0^\delta) \leq J_\alpha(u_0)
\]
\[
= \mathbb{E} \|u_T^\delta - y(T; u_0)\|^2_{L^2(G)} + \alpha \mathbb{E} \|u_0\|^2_{H^2(G)}.
\]
Substituting (4.17) into (4.16), we get
\[
\mathbb{E} \|\tilde{u}(T)\|^2_{L^2(G)} \leq 2 \mathbb{E} \|u_T^\delta - y(T; u_0)\|^2_{L^2(G)} + \alpha \mathbb{E} \|u_0\|^2_{H^2(G)}
\]
\[
= 2\delta^2 + \alpha \mathbb{E} \|u_0\|^2_{H^2(G)}.
\]

Combining (4.15) with (4.18), we have
\[
\mathbb{E} \int_G \int_{t+1} (t+1)^{(\lambda-2)} e^{2(t+1)^{\lambda}} \tilde{u}^2 dt dx + \mathbb{E} \int_G \int_{t+1} (t+1)^{\lambda-1} e^{2(t+1)^{\lambda}} |\nabla \tilde{u}|^2 dt dx
\]
\[
\leq \frac{1}{2} \mathbb{E} \lambda(T+1)^{\lambda-1} \varphi(T)^2 (2\delta^2 + \alpha \mathbb{E} \|u_0\|^2_{H^2(G)})
\]
\[
+ \frac{e^2}{2} \sum_{i,j=1}^n \|a^{ij}(0)\|^2_{L^\infty_p(0,T;L^\infty(G))} \mathbb{E} \|\nabla (u_0 - y_0)\|^2_{L^2(G)}.
\]

The following process is similar to the proof of Theorem 3.1.

5 Numerical Approximation

Compared to deterministic parabolic equation, numerically solving the inverse problem of stochastic parabolic equation is more complicate and difficult. On one hand, the analytic solution of stochastic parabolic equation can not be explicitly expressed; on the other hand, the solution of stochastic parabolic equation is not differentiable with respect to the temporal variable. Moreover, for many sharp method working well for deterministic
problem, there are new essential difficulty. For example, when using the conjugate gradient method to the stochastic problem, the adjoint system is a backward stochastic parabolic equation. Thus, one has to solve a forward-backward stochastic parabolic equation numerically. The solution of this equation is three stochastic processes, whereas the last one with lower regularity, and thus is difficulty to be numerically solved. We combine conjugate gradient method and Picard type algorithm for forward-backward stochastic parabolic equation introduced in [7] to solve (1.1) numerically. To this end, we need to employ the adjoint equation of (1.1), which is a backward stochastic parabolic equation. As a result, we assume that \( \{\mathcal{F}_t\}_{t \geq 0} \) is the natural filtration generated by \( W(\cdot) \).

5.1 Conjugate gradient method for the regularization method

The conjugate gradient (CG) method is an iterative algorithm for the numerical solution of linear systems. Thus can be used to numerically solve partial differential equations and unconstrained optimization problems such as energy minimization. For readers’ convenience, we describe the conjugate gradient method for finding the solution \( x \) which satisfies

\[
 x = \arg \min_{x \in \mathbb{R}^n} \left( \frac{1}{2} x^\top A x - b^\top x \right) = \arg \min_{x \in \mathbb{R}^n} f(x).
\]

The numerical approximation of the above system given by the CG method after \( k + 1 \) steps is

\[
x_{k+1} = x_0 + \sum_{j=0}^{k} \alpha_j p_j = x_k + \alpha_k p_k. \tag{5.1}
\]

In (5.1), \( x_0 \) is the initial guess of the solution,

\[
p_k = r_k - \sum_{i=1}^{k-1} \frac{\langle r_k, A p_i \rangle}{\langle p_i, A p_i \rangle} p_i.
\]

for \( r_k \triangleq b - Ax_k \), and the step size \( \alpha_k \) can be chosen to minimize \( f(x_k + \alpha_k p_k) \).

Now we turn to our problem. As we described in Section 4, our purpose is to minimize the functional

\[
 J_\alpha(y_0) = \mathbb{E} \int_G \left( A y_0 - u^*_T(x) \right)^2dx + \alpha \|y_0\|_{H^2(G)}^2, \quad y_0 \in H^2(G) \cap H^1_0(G). \tag{5.2}
\]

Let \( \{y_0^k\}_{k=1}^\infty \) be the approximation sequence generated by the conjugate gradient method to \( \tilde{y}_0 \), i.e.,

\[
y_0^{k+1} = y_0^k + \beta_k d_k, \quad k = 0, 1, 2, \ldots \tag{5.3}
\]
In (5.3), $k$ is the iteration index, $\beta_k$ and $d_k$ are the step size and descent direction in the $k$-th iteration given as follows:

$$
\beta_k = -\frac{\mathbb{E}\int_G (A y_0^k - u_T^\delta(x)) \mathcal{A} d_x + \alpha \langle y_0^k, d_k \mathcal{H}_2(G) \rangle}{\mathbb{E}\int_G (\mathcal{A} d_k)^2 dx + \alpha |d_k|^2_{H^2(G)}}.
$$

(5.4)

$$
d_0 = 0, \quad d_k = -J'_\alpha(y_0^k) + \gamma_k d_k-1 \text{ for } k = 1, 2, \cdots,
$$

(5.5)

where $J'_\alpha$ is the Gâteaux derivative of the functional (5.2) and $\gamma_k$ is the conjugate coefficient given inductively:

$$
\gamma_0 = 0, \quad \gamma_k = \left[\mathbb{E}\int_G (J'_\alpha(y_0^{k-1})) dx \right]^{-1} \mathbb{E}\int_G (J'_\alpha(y_0^k))^2 dx, \quad k = 1, 2, \cdots
$$

(5.6)

By the above formulae, we should compute the sensitivity term $\mathcal{A} d_k$ and the Gâteaux derivative $J'_\alpha$. This is done in the new two subsections.

### 5.2 The sensitivity problem and the adjoint problem

In this subsection, we compute the sensitivity term $\mathcal{A} d_k$. For simplicity, we use $|\Delta v|_{L^2(G)}$ as the norm of $H^2(G) \cap H^1_0(G)$ for $v \in H^2(G) \cap H^1_0(G)$.

For any $v_0 \in H^2(G) \cap H^1_0(G)$,

$$
J_\alpha(y_0 + \delta v_0) - J_\alpha(y_0) = \mathbb{E}(2\langle A y_0 - u_T^\delta, A \delta v_0 \rangle_{L^2(G)} + |A \delta v_0|_{L^2(G)}^2) + 2\alpha \langle \delta v_0, \delta y_0 \mathcal{H}_2(G) \rangle + \alpha |\delta v_0|_{H^2(G)}^2
$$

(5.7)

$$
= \mathbb{E}(2\langle A y_0 - u_T^\delta, A \delta v_0 \rangle_{L^2(G)} + |A \delta v_0|_{L^2(G)}^2) + 2\alpha \langle \Delta y_0, \delta \Delta v_0 \mathcal{L}_2(G) \rangle + \alpha |\delta \Delta v_0|_{L^2(G)}^2.
$$

Since $\mathcal{A}$ is a linearly continuous operator, we have

$$
\lim_{\delta \to 0} \frac{J_\alpha(y_0 + \delta v_0) - J_\alpha(y_0)}{\delta} = 2\mathbb{E}\langle A y_0 - u_T^\delta, A \delta v_0 \mathcal{L}_2(G) \rangle + 2\alpha \langle \Delta y_0, \Delta \delta v_0 \mathcal{H}_2(G) \rangle
$$

(5.8)

$$
= 2\mathbb{E}\langle (-\Delta)^{-1}(A y_0 - u_T^\delta), (-\Delta)^{-1} A \delta v_0 \mathcal{H}_2(G) \rangle + 2\alpha \langle y_0, \delta v_0 \mathcal{H}_2(G) \rangle.
$$

Then the Gâteaux derivative of $J$ is

$$
J'_\alpha(y_0) = (-\Delta)^{-2} A^* (A y_0 - u_T^\delta) + \alpha y_0.
$$

(5.9)

Denote $V = y(\cdot, y_0) - y(\cdot, \bar{y}_0)$, then the following sensitivity problem is obtained

$$
\begin{align*}
\frac{dV}{dt} - \sum_{i,j=1}^n (a^{ij}V_{ij}) dt &= (b_1 \cdot \nabla V + b_2 V) dt + b_3 V dW(t) \quad \text{in } Q, \\
V(t_1) &= 0 \quad \text{on } \Sigma, \\
V(0) &= \bar{y}_0 - y_0 \quad \text{in } G.
\end{align*}
$$

(5.10)
The adjoint problem of (5.10) is
\[
\begin{aligned}
\left\{ 
&dY = \left[ - \sum_{i,j=1}^n (a^{ij}Y_i)j - \nabla \cdot (b_1 Y) - b_2 Y - b_3 Z \right] dt + ZdW(t) \quad \text{in } Q, \\
&Y = 0 \quad \text{on } \Sigma, \\
&Y(T) = Ay_0 - u_\delta \\
\right. 
\end{aligned}
\] (5.11)
in $G$.

The existence and uniqueness of the strong solution of this adjoint problem is proved in [6].

We summarise the conjugate gradient method to solve the minimization problem (5.2) in Algorithm 1.

**Algorithm 1 Conjugate gradient algorithm for the inverse problem IPD**

1: Choose an initial guess $y_0$. Set $k = 0$.
2: Solve the initial boundary problem (1.1) with $y_k$, and determine the residual $r_k = y^k(T) - u_\delta$.
3: Solve the adjoint problem (5.11) and determine $J_{\alpha}$ by (5.9).
4: Calculate the conjugate coefficient $\gamma_k$ by (5.6) and the descent direction $d_k$ by (5.5).
5: Solve the sensitivity problem (5.10) for $Ad_k$ with $V(0) = d_k$.
6: Calculate the stepsizes $\beta_k$ by (5.4).
7: Compute a new estimate, $y_{k+1}$, with (5.3).
8: Interrupt the iterative procedure if the stopping criterion is satisfied. Otherwise, increase $k$ by 1 and go back to Step 2.

5.3 Picard type algorithm for forward-backward stochastic parabolic equation

In this subsection, borrowing some idea in [7], we present fully implementable algorithms to simulate the equations (1.1), (5.10) and (5.11).

For simplicity of notations, we suppose $(a^{ij})_{1 \leq i,j \leq n}$ be the identity matrix and $f = g = 0$ in (5.12) throughout this subsection.

We write (1.1) and (5.11) together as follow and called them the forward-backward stochastic heat equation (FBSPDE)

\[
\begin{aligned}
&dU = \left( \Delta U + b_1 \cdot \nabla U + b_2 U \right) dt + b_3 UdW(t) \quad \text{in } Q, \\
&dY = -\left[ \Delta Y + \text{div} (b_1 Y) + b_2 Y + b_3 Z \right] dt + ZdW(t) \quad \text{in } Q, \\
&U(0) = u_0 \quad \text{in } G, \\
&Y(T) = Ay_0 - u_\delta. \\
\end{aligned}
\] (5.12)
In order to discretize above equations, we introduce some notation here. Let $\mathcal{M}_h$ be a regular mesh of $G \subset \mathbb{R}^n$ into element domains $K$ with a maximum mesh size $h \triangleq \max\{\text{diam}(K)|K \in \mathcal{M}_h\}$. For each $K \in \mathcal{M}_h$, let $\mathcal{P}_j(K)$ denote the set of all polynomials of degree less than or equal to $j$ on $K$, and we define the finite element space $\mathbb{U}_h \subset H^1_0$ by

$$\mathbb{U}_h \triangleq \{\phi \in C^k(G)|\phi|_K \in \mathcal{P}_j(K), \forall K \in \mathcal{M}_h\}.$$ 

The $L^2$-projection $\Pi_h : L^2 \rightarrow \mathbb{U}_h$ is defined by $(\Pi_h \xi - \xi, \phi_h) = 0$ for all $\phi_h \in \mathbb{U}_h$.

The spatial discretization of (5.12) is as follows:

For all $t \in [0, T]$, there holds $\mathbb{P}$-a.s.

$$\int_G U_h(t)\phi_h dx + \int_0^t \int_G \nabla U_h \cdot \nabla \phi_h dx ds = \int_G u_0 \phi_h dx - \int_0^t \int_G [U_h, \text{div} (b_1 \phi_h) - b_2 U_h \phi_h] dx ds + \int_0^t \int_G b_3 U_h \phi_h dx dW(s),$$

and

$$\int_G Y_h(t)\phi_h dx = \int_G (A g_0 - u_T^3) \phi_h dx - \int_t^T \int_G (\nabla Y_h \cdot \nabla \phi_h + Y_h b_1 \cdot \nabla \phi_h) dx ds + \int_t^T \int_G (b_2 Y_h \phi_h + b_3 Z_h \phi_h) dx ds - \int_t^T \int_G Z_h \phi_h dx dW(s).$$

For every fixed $h > 0$, there exist a unique solution $(U_h, Y_h, Z_h) \in L^2_2(\Omega, C([0, T]; \mathbb{U}_h)) \times L^2_2(\Omega, L^2([0, T]; \mathbb{U}_h))$ to (5.13) and (5.14).

Denote the time discretization of $(U_h, Y_h, Z_h)$ by $\{(U^m_h(t), Y^m_h(t), Z^m_h(t))|m = 0, \cdots, M\}$. Let $k = t_{m+1} - t_m$ be the uniform time step for a net $\{t_m\}_{m=0}^M$ which covers $[0, T]$. Let $\Delta_m W = W(t_m) - W(t_{m-1})$. Then we can simulate $\{(U^m_h(t), Y^m_h(t), Z^m_h(t))|m = 0, \cdots, M\}$ as follow:

(i) Simulate $U^0_h = \Pi_h(y_0)$.

(ii) For each $m = 0, \cdots, M - 1$, simulate $U^m_h$ such that for each $\phi_h \in \mathbb{U}_h$,

$$\int_G U^{m+1}_h \phi_h dx + k \int_G \nabla U^{m+1}_h \cdot \nabla \phi_h dx = \int_G U^m_h \phi_h dx - k \int_G [U^m_h \text{div} (b_1 \phi_h) - b_2 U^m_h \phi_h] dx + \Delta_{m+1}W \int_G b_3 U^m_h \phi_h dx.$$

(iii) Simulate $Y^M_h = U^M_h - \Pi_h(u^M_h)$.

(iv) For each $m = M - 1, \cdots, 0$, simulate $Y^m_h$ and $Z^m_h$ such that for each $\phi_h \in \mathbb{U}_h$,

$$\int_G Z^m_h \phi_h dx = \frac{1}{k} E \left[ \Delta_{m+1}W \int_G Y^{m+1}_h \phi_h dx \Big| F_{t_m} \right],$$
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and
\[
\int_G Y_h^m \phi_h dx + k \int_G \nabla Y_h^m \cdot \nabla \phi_h dx + k \int_G (Y_h^m b_1 \cdot \nabla \phi_h - b_2 Y_h^m \phi_h) dx
\]
\[
= \mathbb{E} \left[ \int_G Y_h^{m+1} \phi_h dx \mid \mathcal{F}_{t_m} \right] + k \int_G b_3 Z_h^m \phi_h dx.
\]

For \( t = 1, \ldots, L \), let \( \phi_h^l \in \mathbb{U}_h \) be basis functions of \( \mathbb{U}_h \). Let \( U_h(x, t) = \sum_{l=1}^L u_h^l(t) \phi_h^l(x) \), \( Y_h(x, t) = \sum_{l=1}^L y_h^l(t) \phi_h^l(x) \) and \( Z_h(x, t) = \sum_{l=1}^L z_h^l(t) \phi_h^l(x) \) with coefficient vectors \( \bar{U}_h, \bar{Y}_h, \bar{Z}_h \in \mathbb{R}^L \). Denote by \( \text{Stiff} \) the stiffness matrix consisting of entries \( \int_G \nabla \phi_h^l \cdot \nabla \phi_h^m dx \), where \( \phi_h^l, \phi_h^m \in \mathbb{U}_h \) are basis functions of \( \mathbb{U}_h \); by \( \text{MG} \) the matrix consisting of entries \( \int_G \phi_h^l b_1 \cdot \nabla \phi_h^m dx \); by \( \text{MD} \) the matrix consisting of entries \( \int_G \nabla \phi_h^l \cdot \nabla \cdot (b_1 \phi_h^m) dx \) and by \( \text{Mass} \) the mass matrices consisting of entries \( \int_G \phi_h^l \phi_h^m dx \). Then the semi-discretization above can be restated as an algebraic problem:

\[
(\text{Mass} + k \text{ Stiff}) \bar{U}_h^{m+1} = \{-k \text{ MD} + (b_2 k + 1) \text{ Mass}\} \bar{U}_h^m + b_3 \text{ Mass} \bar{U}_h^m \Delta t m + 1 W,
\]
\[
\text{Mass} \bar{Z}_h^m = \frac{1}{k} \mathbb{E} \left[ \Delta t m + 1 W \text{ Mass} \bar{Y}_h^{m+1} \mid \mathcal{F}_{t_m} \right],
\]

and

\[
\bar{Y}_h^m = \mathbb{E} \left[ \text{Mass} \bar{Y}_h^{m+1} \mid \mathcal{F}_{t_m} \right] + k b_3 \text{Mass} \bar{Z}_h^m,
\]

by

\[
\bar{Y}_h^m = A_{Y^m} \bar{U}_h^m + \bar{V}^m,
\]

with (deterministic) \( A_{Y^m} \in \mathbb{R}^{L \times L} \) and \( \bar{V}^m \in \mathbb{R}^L \) such that \( A_{Y^m} \) is the \( L \)-dimensional identity matrix and \( \bar{V}^m = -\bar{U}_h^m \) respectively. The purpose of introducing expectations into (5.16) and (5.17) is to eliminate the non-uniqueness of \( (\bar{Y}_h^m, \bar{Z}_h^m) \). For the sake of brevity, we denote \( \mathbf{A} = -k \text{ MD} + (b_2 k + 1) \text{ Mass} \) and \( \mathbf{B} = (1 - b_2) \text{ Mass} + k \text{ Stiff} + k \text{ MG} \) below.

Next, we will derive the recursive form of \( A_{Y^m} \) and \( \bar{V}^m \) \((m = \mathbb{M} - 1, \ldots, 0)\). Using (5.15) and (5.18) we can compute \( \bar{Z}_h^m \) as follows:

\[
\bar{Z}_h^m = \frac{1}{k} \mathbb{E} \left[ \Delta t m + 1 W \text{ Mass} \bar{Z}_h^{m+1} + \Delta t m + 1 W \bar{V}_Y m + 1 \mid \mathcal{F}_{t_m} \right]
\]
\[
= \frac{1}{k} \mathbb{E} \left[ \Delta t m + 1 W A_{Y^m + 1} \bar{U}_h^{m+1} + \Delta t m + 1 W \bar{V}_Y m + 1 \mid \mathcal{F}_{t_m} \right]
\]
\[
= A_{Y^m + 1} (\text{Mass} + k \text{ Stiff})^{-1} b_3 \text{ Mass} \bar{U}_h^m \Delta t m + 1 W.
\]

Combining (5.19) and (5.17), we see

\[
\bar{Y}_h^m = \mathbb{E} \left[ \mathbf{B}^{-1} \text{Mass} (A_{Y^m + 1} \bar{U}_h^{m+1} + \bar{V}^{m+1}) \mid \mathcal{F}_{t_m} \right]
\]
\[
+ k b_3 \mathbf{B}^{-1} \text{Mass} A_{Y^m + 1} (\text{Mass} + k \text{ Stiff})^{-1} b_3 \text{ Mass} \bar{U}_h^m
\]
\[
= A_{Y^m} \bar{U}_h^m + \bar{V}^m.
\]
By (5.15), we find that
\[
\tilde{Y}_h^m = [B^{-1}\text{Mass} A_{Y^{m+1}}(\text{Mass} + k\text{Stiff})^{-1}A \\
+ kb_3 B^{-1}\text{Mass} A_{Y^{m+1}}(\text{Mass} + k\text{Stiff})^{-1}b_3\text{Mass}] \tilde{U}_h^m + B^{-1}\text{Mass} \tilde{V}^{m+1}.
\]

After simple calculation and comparison, we can determine \(A_{Y^m}\) and \(\tilde{V}^m\) \((m = M-1, \ldots, 0)\) by
\[
A_{Y^m} = B^{-1}\text{Mass} A_{Y^{m+1}}(\text{Mass} + k\text{Stiff})^{-1}A \\
+ kb_3 B^{-1}\text{Mass} A_{Y^{m+1}}(\text{Mass} + k\text{Stiff})^{-1}b_3\text{Mass},
\]
and
\[
\tilde{V}^m = B^{-1}\text{Mass} \tilde{V}^{m+1}.
\]

### 5.4 Numerical Examples

In this subsection, we assume that the data \(u_T^\delta = u_T + \delta \|u_T\|_\infty \ast 2(\text{rand(size}(u_T)) - 0.5)\), where \(\delta\) is the tolerated noise level and \(2(\text{rand(size}(u_T)) - 0.5)\) generates random numbers uniformly distributed between \([-1, 1]\).

In order to compare the numerical accuracy, we choose some extra test points to compute the root mean square error (RMSE):

\[
RMSE = \|u(\cdot, 0) - u_c(\cdot, 0)\|_2 = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (u(x_i, 0) - u_c(x_i, 0))^2},
\]

\[
\text{rmse} = \frac{\|u(\cdot, 0) - u_c(\cdot, 0)\|_2}{\|u_c(\cdot, 0)\|_2} = \sqrt{\frac{\sum_{i=1}^{N} (u(x_i, 0) - u_c(x_i, 0))^2}{\sum_{i=1}^{N} u(x_i, 0)^2}},
\]

where \(u\) and \(u_c\) are the exact and computational solutions of the problem, respectively. Here, \(\{x_i\}_{i=1}^{N}\) is the vertices of our mesh, which are uniformly distributed in \(G\).

Consider the following two examples:

**Example 5.1.** Let \(G = [0, 1]\) and \(T = 1\). The initial value \(u(x, 0) = 4x(1 - x)\). The coefficients are \(b_1 = 0, b_2 = 0\) and \(b_3 = 0.1\).

**Example 5.2.** Let \(G = [0, 1]\) and \(T = 1\). The initial value
\[
u(x, 0) = \begin{cases} 2x, & x \in [0, 0.5], \\ 2 - 2x, & x \in (0.5, 1]. \end{cases}
\]

The coefficients are \(b_1 = 0, b_2 = 0\) and \(b_3 = 0.1\).
Let the spatial size $h = 1/20$, and the temporal stepsize $k \leq h^2$. In the computation, we set initial guess $u_0^0 = 0$ in Examples 5.1 and 5.2 and we simulate at different noise levels $\delta = 0, 0.004, 0.02, 0.05, 0.1$. Similar to the backward problem of deterministic parabolic problem, the solution at $t = 0$ is more difficult to retrieve than at $t \in (0, T)$. Thus, we only illustrate the numerical results at $t = 0$ for Example 5.1.

![Figure 1: (a) exact solution $u(x, 0)$ and the computational approximations with different noise levels $\delta = 0, 0.004, 0.02, 0.05, 0.1$; (b) computational solution with $T = 1$ and $\delta = 0.05$.](image)

Noting that, due to effect of the stochastic term, the numerical solutions vary even at the same noisy level. This can be illustrated in Fig.1(b).

| $T$  | $\delta = 0$ | $\delta = 4 \times 10^{-3}$ | $\delta = 2 \times 10^{-2}$ | $\delta = 5 \times 10^{-2}$ | $\delta = 10^{-1}$ |
|------|--------------|-----------------|----------------|----------------|----------------|
| 0.5  | 0.1317       | 0.1366          | 0.1365         | 0.1361         | 0.1332         |
|      | 0.0767       | 0.0769          | 0.0775         | 0.0769         | 0.0750         |
| 1    | 0.1482       | 0.1445          | 0.1515         | 0.1468         | 0.1465         |
|      | 0.0830       | 0.0815          | 0.0854         | 0.0817         | 0.0829         |
| 1.2  | 0.1558       | 0.1492          | 0.1549         | 0.1569         | 0.1534         |
|      | 0.0850       | 0.0846          | 0.0874         | 0.0865         | 0.0889         |
| 1.5  | 0.1623       | 0.1626          | 0.1670         | 0.1610         | 0.1683         |
|      | 0.0907       | 0.0928          | 0.0878         | 0.0921         | 0.0981         |

Table 1: RMSE (first row) and rmse (second row) for $T = 0.5, 1.0, 1.2, 1.5$ for Example 5.1 with different noise level $\delta$.

We ran Example 5.1 and 5.2 1000 times to evaluate the effect of the calculation. Table 1 shows the root mean square errors $RMSE$ and relative error $rmse$ of the numerical
approximations for Example 5.1 with $h = 1/20$ and $k = 1/800$. We set the measurement errors $\delta = 0, 0.004, 0.02, 0.05, 0.1$ corresponding, respectively, to measurement errors of 0%, 1%, 5%, 13% and 25% with respect to the largest value of $r^\delta$. It can be seen that with the increase of noise, the calculation error does not increase sharply, which indicates that our algorithm has good robustness to noise.

![Figure 2: computational solution at different time $t = 0.1, 0.01, 0$.](image)

We also verify the numerical algorithm by using an example in two dimensional spatial space. Figure 3 shows that our method also work well for the case in a two dimensional spatial domain.

**Example 5.3.** Let $G = [-1, 1] \times [-1, 1]$. The initial value $u(x, 0) = \sin(\pi x_1) \cdot \sin(\pi x_2)$, where $x = (x_1, x_2)$.
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