Two-dimensional characteristic polynomials in the direct calculation of optical phase sum and difference
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Abstract. Two-stage phase shifting algorithms make possible to directly recover the sum or the difference of the encoded optical phase of two different fringe patterns. These algorithms can be constructed, for example, by combining known phase shifting algorithms in a non-linear way. In this work two-stage phase shifting algorithms are linked to a two-dimensional characteristic polynomial to qualitatively analyse their behaviour against the main systematic error sources in an analysis protocol like that used for phase shifting algorithms. This tool enables us to understand the propagation of properties from precursor phase shifting algorithms to new evaluation algorithms that can be built from them.

1. Introduction

In countless applications of scientific and technological interest [1-7] the information of the measurand is linked to the sum or the difference of the optical phase encoded between an original fringe pattern $s(r, \phi)$ and another modified one $t(r, \phi+\Delta \phi)$. In principle, the phase sum $2\phi(r)+\Delta \phi(r)$ or the phase difference $\Delta \phi(r)$ between both patterns can be retrieved by duplicating the evaluation process (where the unwrapping [8] of the phases can be necessary) and adding or subtracting, respectively, the results obtained. In this way, the phase $\phi(r)$ of the first pattern can be recovered [9] as a linear combination of $M$ irradiance values $s_{m}(r, \phi, \alpha_{m})$, with $\alpha_{m}=2\pi(m-1)/M$ [10,11], (i.e., equally shifted in phase), and subsequently, making a linear combination of them that is introduced in the argument of an arctan function

$$\phi(r) = \arctan \left( \frac{\sum_{m=1}^{M} n_{m} s_{m}(r, \phi, \alpha_{m})}{\sum_{m=1}^{M} d_{m} s_{m}(r, \phi, \alpha_{m})} \right) = \arctan \left( \frac{\sum_{m=1}^{M} h_{n_{m}}(u_{1m}) s_{n_{m}}(r, \phi, \alpha_{m})}{\sum_{m=1}^{M} h_{d_{m}}(u_{1m}) s_{d_{m}}(r, \phi, \alpha_{m})} \right)$$

(1)

where $(n_{m},d_{m})$ are the coefficients of the linear combination that define the phase shifting algorithm (PSA) and that can be regarded as sampling amplitudes. It can also be expressed as a discretization of the irradiance signal with sampling functions $h_{N,D}(u_{1})$ [12,13] – where $u_{1}$ is the spatial or temporal variable for the original signal – at each sampling point $u_{1}=u_{1m}$ where $\alpha_{m}=2\pi f_{s}u_{1m}$ with $f_{s}$ its reference frequency. Likewise, the phase $\phi(r)+\Delta \phi(r)$ of the modified pattern $t(r, \phi+\Delta \phi)$ is obtained by the combination of $P$ irradiance values $t_{p}(r, \phi+\Delta \phi, \beta_{p})$
with \((n_p,d_p)\) the sampling amplitudes at the point analysed \(u_2\) as \(\beta_p=2\pi f_u u_2\) where \(f_u\) is its reference frequency. The sensitivity of each PSA, corresponding to different error sources, can be given by the behaviour in reciprocal space of their characteristic spectra [14-19]

\[
H_{N,D}(f_{1,2}) = \text{FT}\left[h_{N,D}(u_{1,2})\right]
\]

where FT stands for Fourier Transform. An alternative but equivalent characterization is obtained relating the calculation of the optical phase of a PSA to an associated complex number [20-25]. So equation (1) can be rewritten as

\[
V(\phi) = \sum_{m=1}^{M} (d_m + jn_m) s_m(r,\phi,u_m) = \\
\sum_{k=-\infty}^{\infty} a_k e^{j k \phi} \sum_{m=1}^{M} (d_m + jn_m) e^{j k \alpha (m-1)} = \sum_{k=-\infty}^{\infty} a_k e^{j k \phi} P(e^{j k \alpha})
\]

with additional phase \(\alpha=\alpha_{m+1}-\alpha_m=\alpha_m/(m-1)\) and similarly for the modified pattern (equation (2))

\[
V(\phi + \Delta\phi) = \sum_{p=1}^{P} (d_p + jn_p) t_p(r,\phi + \Delta\phi,u_p) = \\
\sum_{g=-\infty}^{\infty} b_g e^{j g (\phi + \Delta\phi)} \sum_{p=1}^{P} (d_p + jn_p) e^{j g \beta (p-1)} = \sum_{g=-\infty}^{\infty} b_g e^{j g (\phi + \Delta\phi)} P(e^{j g \beta})
\]

where \(\beta=\beta_{m+1}-\beta_m=\beta_m/(p-1)\). Both equations are also expressed according to the characteristic polynomials (CP) of the original pattern \(P[\exp(jk\alpha)]\) (4) and the modified one \(P[\exp(jg\beta)]\) (5).

Thus the multiplicity and localization of the roots of each CP, just like their characteristic spectra, indicate their sensitivity to the main error sources. In this way, the complete characterisation of a PSA’s insensitivity can be done in terms of the characteristic spectra theory which is completely convertible in terms of the CP theory and vice versa, obtaining coinciding results in all cases given that:

\[
H_D(f_1) + jH_N(f_1) = \sum_{m=1}^{M} d_m e^{-j \alpha_m f_1} + j \sum_{m=1}^{M} n_m e^{-j \alpha_m f_1} = \sum_{m=1}^{M} (d_m + jn_m) e^{m-1(-j \alpha_m)} = P(e^{-j \alpha m})(6a)
\]

\[
H_D(f_2) + jH_N(f_2) = \sum_{p=1}^{P} d_p e^{-j \beta_p f_2} + j \sum_{p=1}^{P} n_p e^{-j \beta_p f_2} = \sum_{p=1}^{P} (d_p + jn_p) e^{p-1(-j \beta_p)} = P(e^{-j \beta p})(6b)
\]

However, instead of duplicating the evaluation and characterization mechanism, the phase sum or the phase difference can be recovered using a direct calculation with two-stage phase shifting algorithms (TSPSAs) that provide directly continuous values of the phase difference \(\Delta\phi(r)\) when a period is not completed in the whole pattern area and thus avoid the unwrapping process. TSPSAs can
be obtained, for instance, by combining the numerators and denominators from the original (1) and modified (2) PSAs in a non-linear way in the argument of an arctan function [26-31]:

\[
[\phi(r) + \Delta\phi(r)] \pm \phi(r) = \arctan \left( \sum_{m=1}^{M} \sum_{p=1}^{P} n_m s_m(r, \phi, \alpha_m) n_p t_p(r, \phi + \Delta\phi, \beta_p) + \sum_{m=1}^{M} \sum_{p=1}^{P} d_m s_m(r, \phi, \alpha_m) d_p t_p(r, \phi + \Delta\phi, \beta_p) \right) \tag{7}
\]

In this way, TSPSAs design also obeys a least squares fit, which leads to investigation of inherited behaviours and shared analysis tools with PSAs. Moreover, its generic equation can also be written in the same way as for the its PSA precursors as [30]

\[
[\phi(r) + \Delta\phi(r)] \pm \phi(r) = \arctan \left( \sum_{m=1}^{M} \sum_{p=1}^{P} n_{m,p} s_{m,p}(r, \phi, \alpha_m) t_{p}(r, \phi + \Delta\phi, \beta_p) + \sum_{m=1}^{M} \sum_{p=1}^{P} d_{m,p} s_{m,p}(r, \phi, \alpha_m) t_{p}(r, \phi + \Delta\phi, \beta_p) \right) = \arctan \left( \sum_{m=1}^{M} \sum_{p=1}^{P} h_N(u_{1,m,p}, u_{2,p}) s_{m,p}(r, \phi, \alpha_m) t_{p}(r, \phi + \Delta\phi, \beta_p) \right) \tag{8}
\]

where \((n_{m,p}, d_{m,p})\) are their sampling amplitudes, which are precisely the values that make good recovery of either the phase sum, when \(n_{m,p} = \sin(\alpha_m + \beta_p)\) and \(d_{m,p} = \cos(\alpha_m + \beta_p)\), or the phase difference, \(n_{m,p} = \sin(\alpha_m - \beta_p)\) and \(d_{m,p} = \cos(\alpha_m - \beta_p)\). The goodness of a TSPSA is determined by its sensitivities to the main error sources that is given in the reciprocal space by their two-dimensional characteristic spectra:

\[
H_{N,D}(f_1, f_2) = FT\left[h_{N,D}(u_1, u_2)\right] \tag{9}
\]

In this work we describe the phase characterization process of a TSPSAs using as a tool a two-dimensional characteristic polynomial (TDCP) that provides valuable information on the transmission of sensitivities from precursor PSAs to TSPSAs related with the most significant systematic errors.

2. Two-Dimensional Characteristic Polynomial

The qualitative characterisation of the phase sum \(2\phi(r) + \Delta\phi(r)\) and the phase difference \(\Delta\phi(r)\) can be carried out by associating a TDCP to the TSPSAs by relating a complex number to the calculation of the phase by means of equation (8):

\[
V(\phi + \Delta\phi \pm \phi) = \sum_{m=1}^{M} \sum_{p=1}^{P} (d_{m,p} + jn_{m,p}) s_m(r, \phi, \alpha_m) t_p(r, \phi + \Delta\phi, \beta_p) \tag{10}
\]

We consider the system affected by the presence of undesired harmonics in the recovered signal, the \(k\)-coefficients \(a_k\) and the \(g\)-coefficients \(b_g\) with \(k, g > 1\), and by phase shift errors

\[
E^e \alpha_m = E^e \alpha_m + \alpha_m + \sum_{q=1}^{\infty} E^q \alpha^q_m \frac{\alpha^q_m}{q\pi^{q-1}} \tag{11a}
\]
\[ E \beta_p = \beta_p + E \beta_p = \beta_p + \sum_{r=1}^{\infty} \frac{\beta'_r}{r\pi^{r-1}} \]

(11b)

with errors \( E \alpha_m \) and \( E \beta_r \) quantified by the \( q \)th and \( r \)th terms \( \varepsilon_q \) and \( \chi_r \). So, the original \( s_m(\mathbf{r}, \phi, \alpha_m) \) and modified \( t_p(\mathbf{r}, \phi + \Delta \phi, \beta_p) \) patterns are altered with both sensitivities

\[ s_m(\mathbf{r}, \phi, \alpha_m) = \sum_{k=0}^{\infty} a_k(\mathbf{r}) \cos[k(\phi + E \alpha_m)] = \sum_{k=-\infty}^{\infty} \frac{a_k(\mathbf{r})}{2} e^{jk(E \alpha_m + \phi)} \]

(12a)

and introduced into equation (10), the complex representation of the TSPSA, obtaining

\[ V(\phi + \Delta \phi \pm \phi) = \sum_{k=-\infty}^{\infty} \sum_{g=-\infty}^{\infty} \frac{a_k b_g}{4} e^{i\phi(\phi + E \alpha_m)} P(e^{ik\alpha}, e^{ig\beta}) + \]

\[ + \sum_{q=1}^{\infty} \sum_{\alpha=1}^{\infty} \frac{jk\alpha e^{jk\alpha}}{q\pi^{q-1}} \frac{\partial^q P(e^{jk\alpha}, e^{ig\beta})}{\partial(e^{jk\alpha})^q} + \sum_{r=1}^{\infty} \sum_{\beta=1}^{\infty} \frac{jr\beta e^{jr\beta}}{r\pi^{r-1}} \frac{\partial^r P(e^{jk\alpha}, e^{ig\beta})}{\partial(e^{jk\alpha})^r} \]

(13)

that is expressed according to the \((M-1)(P-1)\) order TDCP:

\[ P(e^{ik\alpha}, e^{ig\beta}) = \sum_{m=1}^{M} \sum_{p=1}^{P} (d_{m,p} + jn_{m,p}) e^{i[k(m-1)\alpha + g(p-1)\beta]} \]

(14)

The localization and multiplicity of the roots of the TDCP indicate the sensitivities of the TSPSA in a similar way to that employed in the one-dimensional case for PSAs. Thus the only harmonic that should be detected in each case is the reference one, \((k,g)=(1,1)\) for the sum and \((k,g)=(-1,1)\) for the difference, the rest must be null in order to avoid the presence of undesired harmonics. If \((k,g)=(0,0)\) is detected, this indicates sensitivity to local average irradiance. Accepting that the patterns should not have detuning errors it demands mathematically that \( e^{i\phi(\phi + E \alpha_m)} \) and \( e^{i\phi(\phi + E \alpha_m + \Delta \phi \pm \phi)} \) are double roots. Similarly the harmonic component \((k,g)\) may be detected with detuning insensitivity if \( e^{i\phi(\phi + E \alpha_m)} \) and \( e^{i\phi(\phi + E \alpha_m + \Delta \phi \pm \phi)} \) are double roots. Likewise, in order to avoid error in the \( q \) and \( r \) order phase shifts, their derivatives of this order must be null.

Calculating the zeros of a TDCP can be considerably simplified by relating the two-dimensional sampling amplitudes with those for their PSA precursors according to equations (4) and (5). Thus the additive TDCP can be expressed as the direct multiplication of the CP of the PSA precursors

\[ P(e^{ik\alpha}, e^{ig\beta}) = \sum_{m=1}^{M} \sum_{p=1}^{P} (d_{m,p} + jn_{m,p}) e^{i[k(m-1)\alpha + g(p-1)\beta]} \]

(15)

and the same for the differential TDCP but recovering \(-\phi\) in the original pattern:
In this way it is also possible to directly relate the TDCP with the two-dimensional combined characteristic spectrum

\[ P(e^{j\alpha}, e^{j\beta}) = \sum_{m=1}^{M} \sum_{p=1}^{P} (d_m - jn_m)(d_p + jn_p) e^{j(k(m-1)\alpha)} e^{j(p-1)\beta} = P^*(e^{-j\alpha})P(e^{j\beta}) \]  

(16)

where the negative sign refers to the difference \( \Delta \phi(r) \) and the positive to the sum \( 2\phi(r) + \Delta \phi(r) \). In this way the propagation of the PSA precursor sensitivities to the TSPSAs is obtained in an obvious way according to equations (15) and (16). Furthermore, if \( \Delta \phi(r) \) is null, equations (8) and (16) tell us that the TSPSA is actually a new multiple averaged PSA [32] with probable improved properties with regards to their PSA precursors and that these properties appear directly by multiplying their corresponding CP, thus clearly accounting for the propagation.

3. Examples of Two-Dimensional Characteristic Polynomial

There are infinite possible PSA combinations, equation (7), that construct TSPSAs and each one of them with sensitivities that the TDCP can determine by analysing the corresponding TDCP roots. By way of an example we characterise the Schwider-Hariharan [33,34] TSPSA, which uses the same PSA in the original and modified pattern, in order to study well-known inherited behaviours:

\[ (\phi + \Delta \phi) \mp \phi = \arctan \left( \frac{2s_1 - s_3 - s_s (2t_2 - 2t_4)}{2s_2 - 2s_4 (2t_2 - 2t_4) \mp (2s_3 - s_1 - s_s (2t_2 - t_1 - t_3)} \right) \]  

(18)

The additive TDCP can be found according to equation (15) simply as the multiplication of the CPs [17] of the Schwider-Hariharan PSA

\[ P(e^{j\alpha}, e^{j\beta}) = \left( e^{j\alpha} - 1 \right) \left( e^{j\alpha} + 1 \right) \left( e^{j\beta} + j \right)^2 \left( e^{j\beta} - 1 \right) \left( e^{j\beta} + j \right)^2 \]  

(19)

and the differential TDCP, equation (16), by inverting the sign of the original pattern

\[ P(e^{j\alpha}, e^{j\beta}) = \left( e^{j\alpha} - 1 \right) \left( e^{j\alpha} + 1 \right) \left( e^{j\beta} - j \right)^2 \left( e^{j\beta} + 1 \right) \left( e^{j\beta} + j \right)^2 \]  

(20)

thus a factorised vision is obtained of the TSPSA roots. To see the sensitivities of each TSPSA the module of their respective TDCPs can be found (Figure 1, 2).
The additive TDCP (figure 1) shows that the reference frequency $2\phi+\Delta\phi$ is effectively recovered as $(k,g)=(1,1)$ is not a root. All the even harmonics of the sum where $k=g$ are not detected (since their derivatives are null over abscise axis) and neither are the harmonics of $\Delta\phi(r)$. There do exist many other harmonics components that interfere with the signal. Furthermore, given that at $(k,g)=(-1,-1)$ the additive TDCP is zero with third derivative null, it is insensitive to detuning. Moreover, the fifth and ninth harmonics are also detected with detuning insensitivity since at $(k,g)=(-5,-5)$ and $(k,g)=(-9,-9)$ it is zero with third derivative null.

The differential TDCP (figure 2) has a similar representation to the additive TDCP except that it is $\pi$ displaced. It detects the signal at $(k,g)=(-1,1)$ and at $k=1$ and $g=-1$ has double roots which means it is also insensitive to detuning. The same reasoning can be applied to fifth and ninth harmonics. Also, among others, the even harmonics of $\Delta\phi(r)$ with $k=g$ are not detected, and neither are the harmonics of the sum.

**Figure 1.** Module of additive TDCP for the Schwider-Hariharan TSPSA.

**Figure 2.** Module of differential TDCP for the Schwider-Hariharan TSPSA.
The Schwider-Hariharan PSA has the same sensitivities as both TSPSAs from which it can be understood that there is a transfer of sensitivities from the precursor PSAs [31].

Conclusions
Current metrological inspection techniques demand tools that quickly and accurately provide information about the measurement. TSPSAs provide the optical phase sum or difference in a direct calculation. The new TDCP provides an immediate qualitative characterisation of the TSPSA that inversely should allow the design of a TSPSA with the sensitivities required in each system. Direct relations between TDCP theory and Fourier description of TSPSAs are also provided. By knowing the CPs of the PSAs we can construct the TDCP simply by multiplying. Moreover, the sensitivities of the PSAs that construct the TSPSA are intimately related to those of each PSA and the additive TDCP. This tool makes it possible to efficiently construct new PSAs with tailored properties simply by combining PSAs with known properties.
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