State Observation of Affine-in-the-States Systems with Unknown Time-Varying Parameters and Output Delay
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Abstract: In this paper we address the problem of adaptive state observation of affine-in-the-states time-varying systems with delayed measurements and unknown parameters. The development of the results proposed in the [Bobtsov et al. 2021a] and in the [Bobtsov et al. 2021c] is considered. The case with known parameters has been studied by many researchers—see [Sanz et al. 2019, Bobtsov et al. 2021b] and references therein—where, similarly to the approach adopted here, the system is treated as a linear time-varying system. We show that the parameter estimation-based observer (PEBO) design proposed in [Ortega et al. 2015, 2021] provides a very simple solution for the unknown parameter case. Moreover, when PEBO is combined with the dynamic regressor extension and mixing (DREM) estimation technique [Aranovskiy et al. 2016, Ortega et al. 2019], the estimated state converges in fixed-time with extremely weak excitation assumptions.
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1. INTRODUCTION AND PROBLEM FORMULATION

It is common in control applications that real devices provide measurements with time-varying delays. This fact makes the problem of the state estimation for a dynamical system more complicated. The reason is the lags in output injection signal. This problem has been explored by many authors. In case of linear time invariant (LTI) systems, this issue is well understood and the observer convergence can be verified by checking the feasibility of a linear matrix inequality [Fridman 2014]. On the other hand, for linear time-varying (LTV) systems this problem is widely open—see the literature review and references in the recent papers [Bobtsov et al. 2021b, Rueda-Escobedo et al. 2020, Sanz et al. 2019]. In [Bobtsov et al. 2021a] and [Bobtsov et al. 2021c] time-varying systems with unknown parameters were considered. In [Bobtsov et al. 2021c] unknown parameters were assumed to be time-varying but the output signal was not delayed. In [Bobtsov et al. 2021a] the case with delay in the output signal was considered. However unknown parameters were assumed to be constant. In this paper we develop both results from [Bobtsov et al. 2021a] and [Bobtsov et al. 2021c] under condition that the unknown parameters are time-varying and the output variable contains delay function.

It is well-known [Bernard 2019], and briefly explained below, that affine-in-the-states time-varying systems are possible to be treated as LTV systems under some reasonable assumptions. The approach adopted in this paper is based on this fact. To be precise, considered affine-in-the-states time-varying systems are described by

\[ \dot{x}(t) = A(u, y, t)x(t) + D(u, y, t)\eta(t) + B(u, y, t) \]

where \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m, y(t) \in \mathbb{R}^p, \eta(t) \in \mathbb{R}^q \) is vector of unknown time-varying parameters, which can be represented in the following form

\[ \eta(t) = H(t)\xi(t) \]

\[ \xi(t) = \Gamma(t)\zeta(t), \]

where \( \Gamma(t) \) and \( H(t) \) are known matrices (\( H(t) \) is bounded), \( \xi(t) \in \mathbb{R}^k, \varphi(t) \) is a continuous known nonnegative function that defines the measurement delay, which is

\[ \varphi(t) := t - d(t), \varphi(t) \geq 0, \]
where \( d(t) \) is the time-varying delay that verifies the following inequality:

\[
0 \leq d(t) \leq d_M, \tag{4}
\]

for unknown upper bound \( d_M > 0 \), \( C(\varphi(t)) \) is bounded and the state initial condition is \( x(0) = x_0 \in \mathbb{R}^n \).

Following the standard procedure, we rewrite the state dynamics of (1) as an LTV system

\[
\dot{x}(t) = A(t)x(t) + D(t)\eta(t) + B(t), \tag{5}
\]

where we define the matrices

\[
A(t) := \mathcal{A}(u(t), y(t), t), \\
D(t) := \mathcal{D}(u(t), y(t), t), \\
B(t) := \mathcal{B}(u(t), y(t), t).
\]

We assume that these matrix functions are known, continuous, bounded, and verify the following assumptions.

**Assumption 1.** The state transition matrices of the homogeneous part of the system (5) and the system (3), denoted \( \Phi(t, t_0) \) and \( \Phi_T(t, t_0) \), respectively, verify

\[
\|\Phi(t, t_0)\| + \|\Phi_T(t, t_0)\| \leq c_1, \forall t \geq t_0, c_1 \in \mathbb{R}.
\]

**Assumption 2.**

\[
\int_{t_0}^{t} \|\Phi(t, \tau)D(\tau)H(\tau)\Phi_T(\tau, t_0)\| \, d\tau \leq c_2, \quad \forall t \geq t_0, c_2 \in \mathbb{R}.
\]

Assumption 1 is equivalent to *uniform stability* of the homogeneous part of the system (5) [Rugh 1996, Theorem 6.4] and the system (3), while Assumption 2 is a necessary and sufficient condition for *bounded-input-bounded-state* stability of (5) [Rugh 1996, Theorem 12.2].

Solution of the equation (3) can be found in the next form

\[
\xi(t) = \Phi_T(t)\xi(0) = \Phi_T(t)\theta_T, \tag{6}
\]

\[
\Phi_T(t) = I(t)\Phi_T(t), \Phi_T(0) = I_n, \tag{7}
\]

where \( \Phi_T(t) \) is the fundamental matrix and \( I_n \) is the identity \( n \times n \) matrix.

Then equation (5) can be rewritten as follows

\[
\dot{x}(t) = A(t)x(t) + M(t)\theta_T + B(t) \tag{8}
\]

where \( M(t) = D(t)H(t)\Phi_T(t) \).

In this paper we design an adaptive observer

\[
\dot{\chi}(t) = F(\chi(t), u(t), y(t)), \\
(\dot{x}(t), \dot{\eta}(t)) = K(\chi(t), u(t), y(t))
\]

with \( \chi(t) \in \mathbb{R}^n \) such that all signals are bounded and *fixed-time convergence* (FCT) of the estimated state and parameters is ensured to their ideal values, that is,

\[
\dot{x}(t) = x(t), \dot{\eta}(t) = \eta(t), \forall t \geq t_c \tag{9}
\]

for some \( t_c \in (0, \infty) \) and for all \( x_0 \in \mathbb{R}^n, \xi(0) \in \mathbb{R}^k, \chi(0) \in \mathbb{R}^n \).

To design an adaptive observer we use two techniques - PEBO and DREM. PEBO is a new family of observers called parameter estimation based observers. PEBO is applicable for the class of systems that can be identified via two assumptions. The first one characterizes, via the solvability of a partial differential equation (PDE), systems for which there exists a partial change of coordinates that assigns a particular cascaded structure to the model, which allows to obtain a classical regression form containing the unknown parameter and measurable quantities only (it can be realized by using the flatness approach [Fliess et al. 1995]). The second assumption is related with the ability to estimate this unknown parameter consistently. This unknown parameter, in general, may enter in the regression form non-linearly. Linear regression forms can be obtained via over-parametrisation of the nonlinear regression. There are many established parameter estimation algorithms available for linear regression forms and the second assumption can be replaced by the well known persistence of excitation (PE) condition [Ortega et al. 2015].

DREM procedure consists of two stages. At the first one new regression forms are generated via the application of a dynamic operator to the data of the original regression. At the second one these new data are mixed suitably which allows to obtain the final desired regression form. After that standard parameter estimation techniques can be applied to this form. [Aranovskiy et al. 2016].

### 2. MAIN RESULT

To streamline the presentation of our observer we recall from [Kreisselmeier and Rietze-August 1990] the following.

**Definition 3.** A bounded signal \( \Delta : \mathbb{R}_+ \rightarrow \mathbb{R} \in \mathbb{R} \) is interval exciting (IE) if there exists a time \( t_{IE} \in (0, \infty) \) such that

\[
\int_{t_{IE}}^{t_{IE} + \rho} \Delta^2(s) \, ds \geq \rho, \quad (10)
\]

for some \( \rho > 0 \).

**Proposition 4.** Let us consider the system (2), (3) and (5) satisfying Assumptions 1 and 2 and \( d(t) \) verifying (4) with the generalized PEBO+DREM

\[
\dot{\zeta}(t) = A(t)\zeta(t) + B(t) \tag{11a}
\]

\[
\dot{G}(t) = A(t)G(t) + M(t) \tag{11b}
\]

\[
\dot{\Phi}_A(t) = A(t)\Phi_A(t), \Phi_A(0) = I_n \tag{11c}
\]

\[
\dot{Y}(t) = -\lambda Y(t) + \lambda \Psi^T(t)z(t) \tag{11d}
\]

\[
\dot{\Omega}(t) = -\lambda \Omega(t) + \lambda \Psi^T(t)\Psi(t) \tag{11e}
\]

with \( \lambda > 0 \) and the gradient parameter estimator

\[
\dot{\theta}(t) = -\gamma \Delta(t)\Delta(t)\hat{\theta}(t) - \nu(t) \tag{12}
\]

with \( \gamma > 0 \), and the definitions

\[
\Psi(t) := C(\varphi(t)) \cdot [\Phi_A(\varphi(t)) \cdot G(\varphi(t))] \tag{13a}
\]

\[
z(t) := C(\varphi(t))\zeta(\varphi(t)) - y(t) \tag{13b}
\]

\[
\Psi(t) := \text{adj}\{\Omega(t)\}Y(t) \tag{13c}
\]

\[
\Delta(t) := \det\{\Omega(t)\}, \tag{13d}
\]

where \( \text{adj}\{\cdot\} \) is the adjugate matrix. Define the FCT parameters estimate

\[
\theta^{FCT}(t) = \frac{1}{1 - \omega_{c}(t)}[\hat{\theta}(t) - w_{c}(t)\hat{\theta}(0)],
\]

with

\[
\dot{w}_{c}(t) = -\gamma \Delta^2(t)w_{c}(t), \quad w(0) = 1, \tag{14}
\]

and \( w_{c}(t) \) defined via the clipping function

\[
w_{c}(t) = \begin{cases} w(t) & \text{if } w(t) \leq 1 - \mu \\ 1 - \mu & \text{if } w(t) > 1 - \mu \end{cases}, \tag{15}
\]

where \( \mu \in (0, 1) \) is a designer chosen parameter. Assume \( \Delta(t) \) verifies (10) with
\[ \rho = \frac{1}{\gamma} \ln(1 - \mu). \]  

Then, the estimates
\[ \dot{x}(t) = \zeta(t) - [\Phi_A(t) | - G(t)] \theta^{FCT}(t), \]  
\[ \dot{\theta}(t) = H(t) \Phi_r(t) \{0 | I_c \theta^{FCT}(t), \]  
ensure (9) for some \( t_c \geq t_{2E} \), and all signals remain bounded.

**Proof.** Firstly, we prove the claim of the signal boundedness. Due to Assumptions 1 and 2 we have that \( x(t), \zeta(t), G(t) \) and the fundamental matrices \( \Phi_A(t), \Phi_r(t) \) are bounded. Considering that \( C(\varphi(t)) \) is also bounded, this guarantees that \( y(t), z(t) \) and \( \Psi(t) \) are bounded. Finally, positivity of \( \lambda \) ensures that \( Y(t) \) and \( \Omega(t) \) are bounded as well.

Secondly, we apply the PEBO technique to derive a vector linear regression equation (LRE). For this purpose, let us define the error signal
\[ e(t) := \zeta(t) - x(t) + G(t)\theta_F, \]
which satisfies
\[ \dot{e}(t) = A(t)e(t), \]
with \( \theta_c := e(0) \). Consequently, \( x(t) = \zeta(t) - \Phi_A(t)\theta_c + G(t)\theta_F \).

The output of the system (1) then satisfies
\[ y(t) = C(\varphi(t)) [C(\varphi(t)) - \Phi_A(\varphi(t))\theta_c + G(\varphi(t))\theta_F]. \]

From which we get a LRE, that allows us to identify \( \theta \), as
\[ z(t) = \Psi(t)\theta, \]
where \( \theta = \text{col} \{ \theta_c; \theta_r \} \) and the definitions from (13a) and (13b) are used. It is noticeable that these signals are well defined since the assumption (4) ensures that \( \varphi(t) \) is lower bounded.

Thirdly, we apply the DREM procedure to (19) to generate \( n + k \) scalar LREs. Towards this end, we consider the following chain of transformations
\[ \Rightarrow \Psi^T(t)z(t) = \Psi^T(t)\Psi(t)\theta \quad (\Leftrightarrow \Psi^T(t) \times) \]
\[ \Rightarrow Y(t) = \Omega(t)\theta \quad (\Leftrightarrow \frac{\lambda}{p + \lambda} \{1 \text{ and } (11d), (11e)\}) \]
\[ \Rightarrow Y(t) = \Delta(t)\theta, \quad \left(\Leftrightarrow \text{adj}\{\Omega\} \times \text{and } (13c), (13d)\right), \]
with \( p = \frac{d}{F_T} \), where we have used the fact that for any, possibly singular, square matrix \( L \) we have \( \text{adj}\{L\} = \text{det}\{L\}I_{n+k} \) in the last line.

The last step is the analysis of the gradient estimator (12) with the FCT observer (11)-(18). Replacing the latter identity in (12) provides the error equation
\[ \hat{\theta}(t) = -\gamma\Delta^2(t)\hat{\theta}(t), \]
where \( \hat{\theta}(t) := \hat{\theta}(t) - \theta \). The solution of this equation is given by
\[ \hat{\theta}(t) = e^{-\gamma \int_0^t \Delta^2(s)ds} \hat{\theta}(0). \]
Notice that the solution of (14) is
\[ w(t) = e^{-\gamma \int_0^t \Delta^2(s)ds}, \]
and we obtain that
\[ \hat{\theta}(t) = w(t)\hat{\theta}(0). \]

Clearly, this is equivalent to
\[ [1 - w(t)]\theta = \hat{\theta}(t) - w(t)\hat{\theta}(0). \]
On the other hand, if \( \Delta(t) \) is IE with \( \rho \) satisfying (16), we have that there exists \( a_c \geq 0 \) such that
\[ w(t) = w(t) < 1, \quad \forall t \geq t_c. \]
Consequently, we conclude that
\[ \frac{1}{1 - w(t)}(\hat{\theta}(t) - w(t)\hat{\theta}(0)) = \theta, \quad \forall t \geq t_c. \]
Replacing this identity in (17) we complete the proof.

### 3. DISCUSSION

To the best of the authors’ knowledge this is the first solution to the observer problem with unknown time-varying parameter \( \eta \). Observers with known \( \eta \) have been recently reported in the literature. For which the following remarks are in order.

- In [Sanz et al. 2019], a more complex observer that requires strict positivity of the delay \( d(t) \) and the knowledge of its derivative is reported under the classical assumption of existence of an exponentially stable Luenberger observer for the LTV system (5) with \( \varphi(t) = t \), i.e. [Sanz et al. 2019, Assumption 2]. The estimator is based on—the now classical—PDE representation of the delay, with an observer designed for the coupled LTV-PDE system.
- In [Rueda-Escobedo et al. 2020] a Kalman-Bucy-like observer with fractional powers is proposed, which ensures that the state estimation enters a residual set in a fixed time provided the pair \( (C(t), A(t)) \) is uniformly completely observable. As it is well known [Rugh 1996], this assumption is a sufficient condition for the verification of [Sanz et al. 2019, Assumption 2]. It is obvious that both assumptions are strictly stronger than our IE condition.

### 4. SIMULATION RESULTS

Consider the LTV system (1) with \( n = 2, m = p = 1, q = 2, k = 3 \) and
\[ A(y, t) = \begin{bmatrix} -y^2 & \frac{1}{2} \\ -\sin^2(t) & 0 \end{bmatrix}, \quad B(u, y) = \begin{bmatrix} 0 \\ y^2u \end{bmatrix}, \]
\[ C = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad D(y, t) = \begin{bmatrix} -2\sin(t) & 0 \\ 0 & -y^2 \end{bmatrix}, \quad \eta(t) = \begin{bmatrix} 1 + 0.1\sin(3t) \\ 1 + 0.3\cos(3t) \end{bmatrix}. \]
It is obviously vector \( \eta \) can be generated in the form (2), (3) with \( H(t) = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix}, \quad \Gamma(t) = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \), and vector of initial condition \( \xi(0) = \text{col}(0.03, 1) \).

We consider the input \( u = -1 \), the state initial conditions \( x(0) = \text{col}(1, 2) \) and zero for all the other variables. For the simulations we used \( \lambda = 1, \mu = 0.01 \) and different values of the adaptation gain \( \gamma \). Selection of parameters \( \lambda, \gamma \) and \( \mu \) is a complicated problem, we need to find such values of parameters which ensure boundedness of all signals and
convergence of estimation errors to zero. Convergence time \( t_c \) depends on the values of \( \mu \) and \( \gamma \).

We consider three cases for the delay function (4):

- **C1** \( d(t) = 1 \) (Fig. 1, Fig. 2, Fig. 3 and Fig. 4);
- **C2** \( d(t) = 1 + 0.25 \sin(t) \) (Fig. 5, Fig. 6, Fig. 7 and Fig. 8);
- **C3** \( d(t) = 0.1 + \cos^2(3t) \) (Fig. 9, Fig. 10, Fig. 11 and Fig. 12).

From simulation results shown in Fig. 1, Fig. 5, Fig. 9 we can see that the estimations of parameters converge to the values of the vector of initial conditions of unknown time-varying parameter \( \eta = \text{col}(0, 0.3, 1) \) and the state initial conditions \( x(0) = \text{col}(1, 2) \) in fixed-time, which can be reduced by increasing the value of adaptation gain \( \gamma \).

From simulation results shown in Fig. 2, Fig. 3, Fig. 4, Fig. 6, Fig. 7, Fig. 8, Fig. 10, Fig. 11, Fig. 12 we can see that the estimation errors of the state variables \( x \) and \( \eta \) also converge to zero in fixed time.

5. CONCLUSIONS AND FUTURE RESEARCH

An adaptive state observer for time-varying affine-in-the-state systems with unknown time-varying parameters and delayed measurements of the form (1) has been proposed. Due to the use of DREM, this observer ensures fixed-time convergence under an extremely weak assumption of IE. Following the PEBO approach, the observation of the state is carried out via the estimation of some suitable initial conditions. To the best of our knowledge this is the only result available for this problem.

Current research is under way to relax the strict assumption of exact knowledge of the time delay function. Robustness properties of the proposed estimator with respect to measurement noise and plant disturbances can be evaluated.
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