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Abstract. The paper considers various approaches nanosatellites formation flying control, presents dynamic models of the motion of a group of nanosatellites, considers various algorithms for controlling relative angular and translational motions, taking into account the specifics of small satellites and limited inter-satellite communication capabilities. The paper discusses various approaches to the formation flying control, including those using perspective methods that do not require the fuel consumption. With a large number of spacecraft in a group, a new class of space systems appears, defined as a swarm. The main difficulty in implementing a swarm formation flying of satellites is navigation and control of the mutual relative motion of an individual satellite in a swarm, taking into account the fundamental impossibility of having information about the phase state vector of each swarm element. The features of decentralized algorithms for controlling the satellites swarm motion are considered and the dynamics of the swarm is investigated.

1. Introduction
To solve modern fundamental and applied problems in near-earth space, distributed multi-element space systems are increasingly used. As a rule, these are several spacecraft moving at a short relative distance, which are combined into a single system and work to achieve a common goal. Due to the limited budget for missions with a large number of satellites for the construction of distributed systems, small satellites are considered that have several restrictions on mass, size, energy, on-board computing power and the composition of the control system equipment. This leads to the complication of onboard control algorithms for the main modes of motion at the stage of mission design, taking into account the constrained capabilities of the satellites. The construction of multi-element satellite systems requires specialized dynamic models, special algorithms for identifying the current phase state and controlling the orbital and angular motion of vehicles, which is caused by the above restrictions.

There are two main approaches to the autonomous control of a group of satellites: centralized control and decentralized control. Centralized control implies the presence of a "head" or "mother" satellite in the formation, its motion is monitored by the remaining "deputy" or "daughter" satellites that are controlled to achieve the required relative trajectories. Centralized control is more suitable for small groups of satellites moving along predetermined relative trajectories. For a significant number of satellites like the swarm, this approach seems to be not reasonable since the head satellite may be beyond the communication range for some satellites. Additionally, inter-satellite communication always has a limited number of channels. This makes it difficult to determine the motion of the "mother" satellites relative to the "daughters". With the decentralized control approach, each satellite makes the decision to control its dynamic states, modes, and activities individually based on the information on motion of the
nearest neighbors. This approach is more suitable for a swarm of satellites taking into account the communicational limitations.

The conventional approach to formation flying is to use onboard propulsion for producing the required force to control relative position in the formation. To be able to implement a given thrust direction, a three-axis attitude control system must also be installed onboard. Such systems with full controllability are often used on satellites of a large size and mass, and a large number of different control algorithms have been developed for these large-scale missions [1–3]. As has been previously noted the nanosatellite ability to perform any maneuvers are restricted due to mass, cost, and volume constraints. There could be no propulsion system onboard at all. That is why in this paper we will focus on fuelless control approaches.

2. Relative motion equations
To explain the relative motion often used Clohessy-Wiltshire equation. They are linearized equation of motion, from which the exact solutions for specific parameters can be obtained to construct the configuration of various formations. This equations describe the relative motion of two satellites flying in the near circular orbits in the central gravitational field. The orbital reference frame is used, its origin (reference point) moves along the circular orbit of radius $r_0$ with the orbital angular velocity $\omega = \sqrt{\mu/r_0^3}$ where $\mu$ is the Earth gravitational parameter. Axis $Oz$ is aligned along the vector from the center of the Earth to the reference point, axis $Oy$ is directed along the normal to the orbital plane, axis $Ox$ complements the reference frame to the right-handed one (Figure 1).

![Figure 1. Reference frame associated with the point $O$ moving along the circular orbit.](image)

Let $\mathbf{r}_1 = (x_1, y_1, z_1)$ and $\mathbf{r}_2 = (x_2, y_2, z_2)$ be the radius-vectors of the first and second satellites in ORF. Then the components of the relative position vector $\mathbf{r} = \mathbf{r}_2 - \mathbf{r}_1 = (x, y, z)$ are governed by the following equations

$$
\begin{align*}
\dot{x} &= -2z\omega + u_x, \\
\dot{y} &= -y\omega^2 + u_y, \\
\dot{z} &= 2x\omega + 3z\omega^2 + u_z,
\end{align*}
$$

(1)

where $\mathbf{u} = [u_x, u_y, u_z]^T$ is the control vector. In the case of free motion, i.e. if $\mathbf{u} = 0$, the exact solution of (1) is
where the constants $C_1, C_2, C_3, C_4, C_5, C_6$ are defined by the initial conditions. The term responsible for the relative drift is $-3C_1 \omega t$. The relative trajectory of two satellites is closed if and only if $C_1 = 0$. However, ideal initial conditions for a closed free motion cannot be achieved. Moreover, perturbations and nonlinear effects induce additional relative drift between the satellites. Therefore, the satellites must be controlled to eliminate the drift and to achieve the bounded relative trajectory. The term $C_4$ is responsible for the displacement of the center of the instant ellipse in the along-track direction. The instant ellipse is the trajectory that can be obtained from (2) with zero relative drift. $C_4$ values can be referred to as relative shifts. Specific distribution of the satellite in the swarm requires $C_4$ values control. Examples of the relative trajectories demonstrating the relative shift and relative drift are presented in Figure 2.

![Figure 2. Trajectories describing the relative shift $C_4$ and the relative drift $-3C_1 \omega t$.](image)

In the common case the nanosatellite formation flying are controlled in order obtain certain relative configuration, which can be explained by the constants in the equations (1). Consider a set of control approaches that can be applied for the set of tasks.

### 3. Control forces models

#### 3.1. Environmental forces

The use of environmental forces for formation flying motion control is an attractive idea [4]. Environmental forces, such as aerodynamic drag (AD) force [5–9] and solar radiation pressure (SRP) force [10–14], can be used. First of all, one might solve a problem of station keeping and reconfiguration without any propellant. Second, both approaches require a sail or form-factor of satellites with high area-to-mass ratio. The CubeSats of 3U size are already appropriate for differential drag application. The principal idea here is to use a difference in environmental forces acting on each satellite in formation flying. This difference usually appears when the satellite changes its relative attitude but the effective size variation is also considered in the literature. Though in general the AD and SRP acceleration models are similar, there are a number of differences. One can apply AD control in low-Earth orbits (LEO) only, and its value is varying due to the atmosphere density change caused by the day\'night variations and the
orbital altitude variations. So, it is usually difficult to predict the exact value of the control force. SRP can be used in different types of orbits but the shaded parts of orbit should be taken into consideration. The model of the aerodynamic drag force $f_i$ acting on the $i$-th satellite can be represented in the following form:

$$f_i = -\frac{1}{2} C_a \rho V_i^2 \Delta S \sin \alpha_i - \frac{1}{2} C_a \rho V_o^2 S_0$$

where $C_a$ is the aerodynamic drag coefficient, $\rho$ is the density of the atmosphere, $V_i$ is the velocity of the incoming airflow, $\Delta S$ is the difference between the maximum and minimum values of the cross-section area of the satellite, $S_0$ is the minimum value of the cross-sectional area of the satellite, $\alpha_i \in [0; \pi / 2]$ is the angle between the direction of the incoming airflow and the longitudinal axis of satellites that are assumed to be axisymmetric.

The physical processes of the interaction of the atmospheric particles with the satellite surface are complex. Assume that the interaction proceeds mechanically through two schemes – a mirror one, when the reflection of the molecule from the surface is absolutely elastic, and diffuse one in the case of an absolutely inelastic collision.

$$f_i = -\frac{1}{m} \rho V_i^2 S \left\{ (1 - \varepsilon)(e_i \cdot n_i)e_i + 2\varepsilon(e_i \cdot n_i)^2 n_i + (1 - \varepsilon)\frac{V}{V}(e_i \cdot n_i)n_i \right\}.$$  

(4)

Here $\rho$ is the atmosphere density, $m$ is the satellite mass, $V$ is the airflow velocity, $S$ is the plate area, $n_i$ is the unit vector of the normal to the plate, $e_i$ is a unit vector directed along the velocity of the incoming airflow, $\varepsilon$ is the coefficient of reflected molecules, $\nu$ is a parameter proportional to the most probable thermal velocity of the diffusely reflected molecules, $i = 1, 2$. The first term in (4) determines the aerodynamic drag force directed against the velocity of the air flow. The second and third terms are the force components directed against the normal to the plate, which define the lift force.

The SRP acceleration is written as follows (see [4]):

$$f_{SRP} = \frac{PS}{m} \left( (s, n) \left( 1 - \rho_i - \rho_v \right)s + \left( 2\rho_i (s, n) + \frac{2}{3} \rho_v \right)n \right)$$

(5)

Here $(s, n) = \cos \alpha$ means the dot product of the unit vector $s$ from the Sun and the normal to the sail $n$. $P$ is the nominal solar radiation pressure constant at a distance of 1 astronomical unit from the Sun, and $\rho_i$, $\rho_v$, $\rho_d$ are the fractions of photons transmitted, secularly reflected, and diffusively reflected, respectively.

3.2. Electrostatic and electromagnetic formation control

A concept of electrostatic formation flying control was suggested in [15]. This concept is based on the SCATCHA mission [16] where the satellite electrostatic charge system was tested. The following papers [17–26] developed this idea. The thing one should start with is the two satellites interaction force [18, 19, 21]

$$F_{ij} = k_e \frac{r_{ij}}{r_{ij}^3} q_i q_j e^{-\frac{r_{ij}}{\lambda_d}} \left( 1 + \frac{r_{ij}}{\lambda_d} \right).$$

(6)

Here $r_{ij}$ is the radius vector from $i$-th to $j$-th satellite, $q_i$ and $q_j$ are their charges, $k_e$ is the Coulomb interaction constant, and $\lambda_d$ is the environment Debye length.

The similar concept is the electromagnetic formation flying. It includes the control via electromagnetic field which is produced by the magnetic coils installed on each satellite in formation. This approach was carefully studied in [27]; further studies were carried out in [28–34]. For this case, the so-called far-field model is derived in [27]
\[
F_i = -\frac{3\mu_0}{4\pi} \left( \frac{(\mu_i \cdot \mu_j)}{d_{ij}^3} - \frac{(\mu_i \cdot d_{ij})}{d_{ij}^5} \mu_j - \frac{(\mu_j \cdot d_{ij})}{d_{ij}^5} \mu_i + 5\frac{(\mu_i \cdot d_{ij})(\mu_j \cdot d_{ij})}{d_{ij}^7} \right) \]

(7)

where \( \mu_i \) and \( \mu_j \) are the satellite magnetic dipoles and \( d_{ij} \) is the vector from the center of \( i \)-th coil to the center of \( j \)-th one.

The use of the Lorentz force should be noted. This idea is another way to use the satellite electrostatic charge [35–37]. An expression for the force in this concept is the following

\[
F_L = q(V_{orb} - \Omega_x \times r) \times B
\]

(8)

Here \( r \) and \( V_{orb} \) is the satellite position and orbital velocity, respectively, and \( \Omega_x \) is the Earth’s angular velocity, \( B \) is the geomagnetic field vector. Unlike the electrostatic control, this force can be used only in LEO due to decreasing \( B \) when the orbital altitude increases. From (8), one can see that there is only one control input \( q \) for each satellite. The electrostatic interaction between the satellites can be neglected as \( \lambda_d \) is extremely low in LEO.

3.3. Some other fuelless control approaches

The concept of tethered satellites formation flying can also be implemented using CubeSats. The main idea is to link two or more satellites by some rope and to control the relative motion by changing its length [38–41]. The realization of this concept is complicated because of flexible rope motion [42]. So, the relative motion of the two connected by tether satellites is usually designed to provide the tension of the tether.

Another approach involves system total momentum conservation. The main idea here is that each satellite can inject some mass but, unlike the case of ordinary thrusters, other satellites in a formation can catch this mass. The concept was studied in [43, 44]. In [45], this idea was examined in the case when the satellites can produce and consume the stream of small liquid droplets. In [46], the satellites overthrew one object. It seems that this concept is the most exotic way of relative motion control, and its application is quite difficult from the engineering point of view.

4. Control algorithms

According to the equations of relative free motion in the common case of two satellites flying at close distances, the satellites will move along in an un-bounded elliptical spiral relative trajectory. That is why the relative motion control is needed for keeping close formation flight. The control in formation flying can be used for various tasks: tracking or maintenance of the required relative motion, reconfiguration, proximity operations and even docking to each other. This section describes the main features of nanosatellite formation flying control.

A large number of papers applied a variety of the different formation flying control algorithms: PID regulators [47], linear-quadratic regulators (LQR) [48], Lyapunov-based control [49, 50], sliding mode control [51], optimal control [52] etc. In the paper we demonstrate application of LQR and Lyapunov-based control in centralized and decentralized strategies for different tasks using different control forces.

4.1. LQR-based control

Consider an example of the centralized aerodynamic based control using aerodynamic force model(4). Let the satellites be also equipped with the reaction wheel-based attitude control system [53]. It provides the attitude to produce the required aerodynamic force. The control goal is to achieve the
desired relative trajectory defined by the free relative motion according to (1). The feedback control algorithm based on LQR is developed under these assumptions.

Rewrite (1) in the matrix-vector form

\[ \dot{x} = Ax + Bu \]

where \( x = [r^T \ v^T]^T \) is the state vector, \( A \) is the dynamic matrix

\[
A = \begin{bmatrix}
0_{3x3} & E \\
C & D
\end{bmatrix}, \quad E \text{ is the identity matrix with size 3x3,}
\]

\( C = \begin{bmatrix}
0 & 0 & 0 \\
0 & -\omega^2 & 0 \\
0 & 0 & 3\omega^2
\end{bmatrix}, \quad D = \begin{bmatrix}
0 & 0 & -2\omega \\
0 & 0 & 0 \\
2\omega & 0 & 0
\end{bmatrix}, \]

\( B \) is the control matrix

\[
B = \begin{bmatrix}
0_{3x3} \\
E
\end{bmatrix},
\]

\( u \) is the control vector. For the formation flying controlled by the differential aerodynamic force the control vector \( u = \Delta f \).

The desired relative motion corresponds to the free motion of the system described by the equation

\[ \dot{x}_d = Ax_d \]

where \( x_d \) is the desired state vector. Then one can obtain linear equation of the dynamics of the deviation from the desired trajectory

\[ \dot{e} = Ae + Bu \]  

where \( e = [x^T - x_d^T]^T \).

Linear quadratic regulator is the feedback control \( u = Ke \) which ensures the minimum of the functional

\[ J = \int_0^\infty (e^T Q e + u^T R u) dt \]  

along the trajectory [54]. Here \( Q, R \) are the positive definite matrices that determine the weight of errors for the state vector and the weight of the control resource consumption respectively. The feedback minimizing the functional is determined by the equation

\[ u = -R^{-1}B^T Pe \]  

where the matrix \( P \) is obtained as a solution of the Riccati equation

\[ A^T P + PA - PBR^{-1}B^T P + Q = 0. \]  

Consider an example of the application of the LQR-based control algorithm [48]. One of the satellites moves in a low-earth circular orbit with the altitude \( h = 340 \) km. Another satellite moves at a short distance. The night time density of the atmosphere is approximately \( \rho \approx 10^{-11} \text{ kg/m}^3 \). Figure 3 provides the initial, reference and controlled relative orbits. The relative trajectory of the satellites is gradually
converging to the reference orbit. It should be noted that the aerodynamic force cannot implement the calculated by (12) control, so in the simulation of motion this restriction is taken into account.

Figure 3. Relative reference trajectory and controlled motion using aerodynamic forces.

The presented in Figure 2 control is applied in the centralized coordinated manner when one satellite is controlled in accordance with other satellite motion. The centralized control implies the presence of a head satellite in the formation, its motion is monitored by the remaining satellites, which are controlled to achieve the required relative trajectory, or the head satellite sends the control commands to the other satellites. On the contrary, the decentralized control approach means that each satellite is controlled individually and independently based on the relative motion. It is assumed that the calculated control applied to the other satellites could be unknown.

Consider a decentralized control with the use of differential lift and drag for constructing satellite formation flying in the shape of a required configuration. Each satellite in the formation is equipped with a sunlight reflector. In the appropriate lighting conditions such formation can be visible from Earth and provide graphic images in the sky. The main problem of the LQR application to the multi-satellite formation is that for each of the \( N \) satellites there are \( N-1 \) desired trajectories relative to each of the rest of the satellites. The desired relative trajectories are chosen in the way that all the satellites are located in the spots corresponding to the respective pixels of the letters-to-be-displayed during the motion. So, each satellite needs to apply the control (12) for each trajectory deviation. But the deviations \( e_{ij} \) could lead to the completely different control vectors \( u_{ij} \). That is why a strategy has to be defined for the constructing of the required formation.

We propose the following scheme to solve this problem. For each satellite one can calculate the mean vector of the deviations \( \bar{e}_i \) as follows:

\[
\bar{e}_i = \frac{\sum_{j=1}^{N-1} e_{ij}}{(N-1)},
\]

Then, using (12), the control vector is calculated:

\[
\bar{u}_i = -R^{-1} B^T P \bar{e}_i.
\] (14)

Thus, the relative trajectory of the i-th satellite will converge to some average desired relative trajectory, but in the end all of the relative deviations will decrease and the required image configuration
will be obtained. The Figure 4 shows the relative trajectories of 75 CubeSats with Sun reflectors that is achieved after the cluster launch to form letters «ИПМ» for the Keldysh Institute of Applied Mathematics RAS. The construction of the required configuration with given parameters took about 25 hours on the orbit with 350 km of altitude and 2x2 m Sun reflectors.

Figure 4. Relative trajectories of satellites with sun-reflectors.

**4.2. Lyapunov-based control**

Consider a problem of required relative motion construction of two satellites with solar sails using solar radiation pressure according model (5). Changing the attitude relative to the Sun direction the required forces can be applied using centralized control approach. Consider the following Lyapunov-candidate function:

\[ V = \frac{1}{2} C_1^2 + \frac{1}{2} (B - B_0)^2 + \frac{1}{2} D^2 \]

where \( B = \sqrt{C_1^2 + C_2^2}, D = -3C_1 \omega t + C_4 \). Value \( B \) determine the size of the ellipse in the orbital plane, \( B_0 \) is the required size of the ellipse. The conditions \( V > 0, V(0) = 0 \) are satisfied. The derivative of the Lyapunov function should be negative to satisfy the Barbashin-Krasovskii theorem [55] to achieve the global asymptotical stability. The function is constructed in order to eliminate the relative drift \( C_1 \), set to zero the relative shift \( C_4 \) and achieve the required trajectory shape. Lyapunov function time derivative

\[ \dot{V} = \frac{1}{\omega} \left( C_1 - 2 (B - B_0) \sin \psi \right) u_x + \frac{1}{\omega} \left( (B - B_0) \cos \psi_1 - 2D \right) u_z - 3C_1 D \omega \]

where \( \psi = \omega t + \beta \), \( \beta \) is the initial phase. Then the control is

\[ u_x = -k_x \left( C_1 - 2 (B - B_0) \sin \psi \right), k_x > 0 \]
\[ u_z = -k_z \left( (B - B_0) \cos \psi_1 - 2D \right), k_z > 0 \] (15)

The control algorithm is applied to the problem of constructing the relative motion of two satellites with solar sails taking into account restrictions on the value and direction of the solar radiation force [56]. In Figure 5 the relative orbit is shown. In Figures 6 the blue lines show relative in-plane motion over the whole control interval while the red lines illustrate resulting relative in-plane motion. The relative
trajectory is converged to the required relative trajectory. Figure 7 shows the relative shift and drift that are tending to zero.

Figure 6. Relative in-plane motion evolution. Figure 7. Relative drift and shift.

Consider a problem of 3U CubeSat swarm construction after the launch using differential drag using decentralized approach. Their form-factor is suitable for the aerodynamic differential drag control since the ratio of the satellite maximum to minimum cross-section areas is 3. Each satellite is provided with the information about the relative motion of neighboring satellites inside a specified communication area.

Swarm-type flight typically requires only bounded relative motion with no other restrictions. The advantages of random relative trajectories in the swarm are the economy of the control source of the satellites, reduced dependence on the failure of the specific satellite and soft demands for the onboard hardware and software.

The control goal is to construct and maintain a swarm of satellites eliminating their relative drift and limiting the relative trajectories. The shape and size of relative trajectories are determined by the values $C^\theta$ from (2). Henceforth the constant values $C^\theta$ of the free relative motion are considered as changing for the controlled motion equations. In order to maintain the satellite motion in the required area it is necessary to adjust the position of the centers of instantaneous ellipses corresponding to the current relative trajectories. From the motion equations (2) it is concluded that the constants $C^z_i$ are responsible for the shift, and the constants $C^\theta_i$ are responsible for the shift of the centers of the instant ellipses. The control is aimed to maintain the values $C^z_i$ in the vicinity of the required values $\tilde{C}^z_i$ and to eliminate the relative drift $C^\theta_i$. The following Lyapunov candidate function is constructed:

$$V = \frac{1}{2} (C^z_i)^2 + \frac{1}{2} (\Delta C^\theta_i)^2,$$

where $\Delta C^\theta_i = \tilde{C}^\theta_i - C^\theta_i$. The conditions $V > 0$, $V(0) = 0$ are satisfied. The derivative of the Lyapunov function should be negative to satisfy the Barbashin-Krasovskii theorem [55] to achieve the global asymptotical stability. The derivative is as follows:

$$\dot{V} = C^z_i \dot{C}^z_i + \Delta C^\theta_i \dot{C}^\theta_i = C^z_i \left( \frac{\dot{x}^z}{\omega} + 2 \dot{z}^\theta \right) + \Delta C^\theta_i \left( -\dot{x}^\theta + \frac{2 z^\theta}{\omega} \right).$$

Substitute $\dot{x}$ from (1) and obtain following derivative expression:

$$\dot{V} = \frac{1}{\omega} C^z_i (\dot{x}^z + 2 \omega \dot{z}^\theta) + \Delta C^\theta_i \left( -\dot{x}^\theta + \frac{2 \omega \dot{x}^z + 3 \omega^2 z^\theta}{\omega} \right) = \frac{1}{\omega} C^z_i u_i + \Delta C^\theta_i (3 \omega C^z_i).$$

Regroup the expression and demand that Lyapunov function be a definite negative function
\[
\dot{V} = C_i^uj \frac{1}{\omega} \left( u_j + 3 \omega^2 \Delta C_i^u \right) = -\frac{k}{\omega} \left(C_i^u\right)^2
\]

where \( k > 0 \). The resulting control law is

\[
u_j^u = -kC_i^u - 3 \omega^2 \Delta C_i^u .
\]

The control \( u_j^u \) provides a convergence to a closed relative trajectory lying in a certain area defined by the value \( \bar{C}_4^u \). The developed control law (20) is similar to the PD controller. The proportional part is the relative shift of instant centers of ellipse \( C_i^u \). Its derivative is proportional to the relative drift value \( C_i^u \).

For decentralized application of the (20) one can calculate the mean value of the deviations for the relative shift and drift. For the i-th satellite with the number of satellites in the communication sphere \( N_{comm} \), which relative motion is known, the average \( \bar{C}_4^i, \bar{C}_4^j \) is determined as follows:

\[
\bar{C}_4^i = \sum_{j=1, j \neq i}^{N_{comm}} \frac{C_i^u}{N_{comm}}, \quad i \neq j, \quad \bar{C}_4^i = \sum_{j=1, j \neq i}^{N_{comm}} \frac{C_i^u}{N_{comm}}, \quad i \neq j .
\]

The example of the proposed strategies is applied to swarm construction consisting of 20 3U CubeSats [57]. Figure 8 demonstrates the trajectories during the first two revolutions and Figure 9 shows the trajectories for the last two revolutions. After the cluster launch the trajectories are diverging from the vicinity of zero as can be seen from Figure 8. Then the trajectories gradually become close to the circular and their centers converge to the origin of the reference frame. However, disturbances, the collision avoidance control and control execution errors induce seldom considerable deviations of the instant centers of trajectories from the origin as it can be seen from Figure 10. Figure 10 provides the change in values \( \bar{C}_4^i \) calculated at the time of the control implementation. The individual mean shifts remain nearly constant over time. Figure 11 presents the real relative shifts values \( C_i^u \) with respect to the satellite number one (the first to be launched). From Figure 8 one can see that after the launch the relative shifts \( C_i^u \) increase due to the launch velocity errors.

Figure 8. Relative in-plane motion evolution. Figure 9. Relative drift and shift.
Overall, the proposed control successfully maintains the required swarm configuration. The accuracy is mainly governed by the collision avoidance control. The goal of the swarm maintenance control is to reduce mean shifts to zero. However, as the satellite trajectories get closer to each other, the collision danger becomes more frequent and the control is switched to the collision avoidance. The latter is essentially the swarm enlargement one. This contradiction in the control strategies settles the swarm at about 500m distance.

5. Conclusions
The paper reviews a different nanosatellite control approaches using environmental forces. A set of demonstrations of two types of control algorithms applied by the authors are presented. For LQR and Lyapunov-based control algorithms the centralized and decentralized approaches are implemented and difference between them are emphasized. The decentralized approach applied to the swarm control take into account the communicational constraints.
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