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ABSTRACT

Acoustic scene classification (ASC) and sound event detection (SED) are major topics in environmental sound analysis. Considering that acoustic scenes and sound events are closely related to each other, the joint analysis of acoustic scenes and sound events using multitask learning (MTL)-based neural networks was proposed in some previous works. Conventional methods train MTL-based models using a linear combination of ASC and SED loss functions with constant weights. However, the performance of conventional MTL-based methods depends strongly on the weights of the ASC and SED losses, and it is difficult to determine the appropriate balance between the constant weights of the losses of MTL of ASC and SED. In this paper, we thus propose dynamic weight adaptation methods for MTL of ASC and SED based on dynamic weight average and multi–focal loss to adjust the learning weights automatically. Evaluation experiments using parts of the TUT Acoustic Scenes 2016/2017 and TUT Sound Events 2016/2017 are conducted, and we show that the proposed methods improve the scene classification and event detection performance characteristics compared with the conventional MTL-based method. We then investigate how the learning weights of ASC and SED tasks dynamically adapt as the model training progresses.

Index Terms— Acoustic scene classification, sound event detection, multitask learning, focal loss, dynamic weight average

1. INTRODUCTION

The automatic analysis of environmental sounds has recently received increasing interest from the research and industrial communities. Applications of environmental sound analysis cover a wide range from machine condition monitoring systems [12], to automatic surveillance [3], automatic lifelogging [45], media retrieval [6], and biomonitoring systems [789].

Environmental sound analysis has several subtasks, and acoustic scene classification (ASC) and sound event detection (SED) are often addressed as the primary tasks. ASC is the subtask that estimates a predefined acoustic scene class, such as “office,” “residential area,” “train,” or “indoor,” from an acoustic signal. The SED subtask detects sound event labels and their start and end times from an audio recording, where a sound event represents the type of sound, such as “keyboard typing,” “car,” “cutlery,” or “people talking.”

In recent years, many neural-network-based methods such as convolutional neural networks (CNNs), convolutional recurrent neural networks (CRNNs), and Transformers have been applied in ASC and SED [10,11,12,13,14,15,16,17]. For instance, Valenti et al. proposed a scene classification method using a simple CNN architecture [10]. More recently, Liping et al. [11], Tanabe et al. [12], and Raveh and Amar [13] have respectively proposed ASC methods based on Xception, VGG, and ResNet, which are widely used in image recognition. Hershey et al. proposed a CNN-based event detection method [14], and Çakir et al. applied a CRNN, which can capture temporal information on sound events, to SED [15]. Furthermore, Kong et al. [16] and Miyazaki et al. [17] proposed Transformer-based SED and Conformer-based SED, respectively.

In these conventional methods of environmental sound analysis, acoustic scenes and sound events are analyzed separately; however, acoustic scenes and sound events are related to each other. For example, in the acoustic scene of “home,” the sound events “dishes” and “glass jingling” are more likely to occur, while the sound events such as “cars” and “birds singing” are less likely to occur. Therefore, when recognizing the sound events of “dishes” and “glass jingling,” information on the acoustic scene “home” helps identify these sound events, and vice versa.

On the basis of this observation, Mesaros et al. [18] and Heittola et al. [19] have proposed methods of SED that take into account acoustic scene information in an unsupervised manner. Imoto and Shimauchi [20] and Imoto and Ono [21] have proposed scene classification methods that consider sound event information using Bayesian generative models. Bear et al. [22], Tonami et al. [23], and Imoto et al. [24] have proposed the joint analysis methods for acoustic scenes and sound events utilizing MTL-based neural network models of ASC and SED.

These methods train MTL model parameters by linearly combining ASC and SED losses with constant weights. However, the studies using conventional methods showed that scene classification and event detection performance charac-
teristics depend on the constant weights of ASC and SED losses, and that the determination of appropriate ASC and SED loss weights is difficult. In addition, it may be desirable to dynamically change the learning weights as model training progresses. Therefore, we have proposed a dynamic weight adaptation method for the multitask learning of ASC and SED based on multi–focal loss (MFL) \[25\]. In this paper, we newly introduce another dynamic weight adaptation technique using the dynamic weight average (DWA) \[26\] to MTL of ASC and SED in addition to a more detailed discussion of the dynamic weight adaptation method based on MFL. Moreover, we evaluate ASC and SED performance characteristics in detail and disclose how the weights of MTL of ASC and SED affect their performance characteristics.

The rest of this paper is organized as follows. In section 2, we discuss the conventional methods of ASC, SED, and joint analysis of ASC and SED using a MTL-based neural network. In section 3, we propose dynamic adaptive methods for loss weights in multitask learning based on DWA and MFL. In section 4, we describe our experiments conducted to evaluate the performance of the proposed method. Finally, we conclude this work in section 5.

2. CONVENTIONAL METHODS

2.1. ASC and SED Methods Based on Neural Networks

In this section, we overview the conventional scene classification and event detection methods based on neural networks. Many conventional methods of ASC and SED apply a neural network framework, such as a convolutional neural network (CNN) \[10, 14\], a recurrent neural network (RNN) \[15\], or a Transformer \[16\].

Suppose that an acoustic feature \( X \in \mathbb{R}^{D \times L} \), such as the time series of mel frequency cepstrum coefficients (MFCCs) or the log mel-band spectrogram, is calculated from an observed acoustic signal. Here, we suppose that \( D \) and \( L \) are the dimension of the acoustic feature and the number of time frames of the input acoustic feature, respectively. The conventional methods of ASC and SED feed the acoustic feature \( X \) into the network. The ASC and SED networks have the convolution and/or recurrent layers, as well as the Transformer layer, which is followed by a softmax layer for ASC or a sigmoid layer for SED.

In ASC, the model parameters are tuned using the network output and the following cross-entropy (CE) loss function \( \mathcal{L}_{\text{scene}} \):

\[
\mathcal{L}_{\text{scene}} = - \sum_{n=1}^{N} \{ z_n \log(y_n) \},
\]

where \( N \), \( z_n \), and \( y_n \) are the number of acoustic scene classes, the target scene label of acoustic scene \( n \), and the network output, respectively. If the input acoustic signal is most associated with acoustic scene \( n \), the target scene label \( z_n \) equals to 1 and 0 otherwise.

On the other hand, in SED, sound events may overlap in the time axis. Thus, the model parameters are tuned utilizing the network output and the following binary cross-entropy (BCE) loss function \( \mathcal{L}_{\text{event}} \):

\[
\mathcal{L}_{\text{event}} = - \sum_{l=1}^{L} \left\{ z_l \log(y_l) + (1 - z_l) \log(1 - y_l) \right\}
\]

\[
= - \sum_{l,m=1}^{L,M} \left\{ z_{l,m} \log(y_{l,m}) + (1 - z_{l,m}) \log(1 - y_{l,m}) \right\},
\]

where \( T, M, z_{l,m}, \) and \( y_{l,m} \) are the number of time frames in the acoustic feature \( X \), the number of sound event classes, the target event label \( m \) in time frame \( l \), and the network output for sound event \( m \) in time frame \( l \), respectively.
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2.2. Conventional Joint Analysis Method for Acoustic Scenes and Sound Events Based on MTL

In many conventional methods, acoustic scenes and sound events are analyzed separately. However, acoustic scenes and sound events are closely related and tend to co-occur. Table 1 shows that the occurrence of sound events is biased toward acoustic scenes; thus, sound events and acoustic scenes will be beneficial in their mutual estimation. On the basis of this idea, joint analysis methods for acoustic scenes and sound events using MTL networks have been proposed.

In MTL-based methods, a network is partially shared to hold common information on acoustic scenes and sound events in the shared layers, as shown in Fig. 1. The output of the shared layer is then fed to the layers dedicated to ASC and SED, which consists of, for example, the CNN and bidirectional gated recurrent unit (BiGRU) layers for scene classification and event detection, respectively. To train the model parameters, the conventional method utilizes the following loss function that linearly combines ASC and SED loss functions with constant weights $\lambda_1$ and $\lambda_2$:

$$L_{MTL} = \lambda_1 L_{scene} + \lambda_2 L_{event}. \quad (3)$$

### 3. PROPOSED METHOD

3.1. Motivation

The evaluation experiments using conventional MTL-based methods disclosed that the MTL framework indeed improves the ASC and SED performance characteristics compared with the case of the ASC and SED methods based on single-task networks. However, the performance characteristics of ASC and SED depend on the constant weights $\lambda_1$ and $\lambda_2$, and determining appropriate weights of ASC and SED losses is not easy. Furthermore, in conventional MTL-based methods, $\lambda_1$ and $\lambda_2$ are constant during model training. However, it may be desirable to dynamically change the balance of weights according to the progress of model training of ASC and SED. To overcome this limitation of conventional MTL-based methods, we apply dynamic weight adaptation methods for MTL of ASC and SED based on the dynamic weight average and MFL.

3.2. Dynamic Weight Adaptation Based on Dynamic Weight Average

We first apply DWA to automatically determine the appropriate weights of ASC and SED losses in MTL. DWA averages the training weights over the model training process by calculating the rate of change in training loss for each task as follows:

$$\lambda_k(t) = \frac{K \exp(w_k(t - 1) / T)}{\sum_l \exp(w_l(t - 1) / T)} \quad (4)$$

$$w_k(t - 1) = \frac{L_k(t - 1)}{L_k(t - 2)}, \quad (5)$$

where $K$, $k$, $t$, and $T$ are the number of tasks in MTL, the task index, the iteration index of model training, and the temperature parameter that controls the change rate of loss weights, respectively. $w_k()$ indicates the change rate of the training loss in the $k$th task.

In our work, we consider that the analysis of each acoustic scene and sound event is a separated task and uses the following loss function for model training:

$$L_{MTL} = L_{scene} + L_{event} = -\sum_{n=1}^{N} \lambda_n \{z_n \log(y_n)\} + \sum_{l,m} \lambda_m \{z_{l,m} \log(y_{l,m}) + (1 - z_{l,m}) \log(1 - y_{l,m})\}, \quad (6)$$

where $\lambda_n$ and $\lambda_m$ are the training weights for acoustic scene $n$ and sound event $m$, respectively.
3.3. Dynamic Weight Adaptation of MTL of ASC and SED Based on Multi–focal Loss

We can alternatively apply a focal loss [27, 28] to dynamically adapt the weights of ASC and SED losses in MTL. The focal loss was originally developed in order to dynamically adjust the training weight according to the difficulty/ease of model training as follows:

\[
L = - \sum_{n=1}^{N} \left\{ (1 - y_n)\gamma z_n \log(y_n) \right\},
\]

where \(\eta\) is the constant focusing parameter. That is, the focal loss automatically modifies the training weight according to the prediction error of each task.

In this work, we apply the focal loss to dynamically adjust the weight of MTL losses of ASC and SED, replacing \(L_{\text{scene}}\) and \(L_{\text{event}}\) in Eq. (3) with the following loss functions:

\[
L_{\text{scene}} = - \sum_{n=1}^{N} \left\{ (1 - y_n)\gamma z_n \log(y_n) \right\},
\]

\[
L_{\text{event}} = - \sum_{l,m=1}^{L,M} \left\{ (1 - y_{l,m})\gamma z_{l,m} \log(y_{l,m}) \right\} + \eta \left\{ y_{l,m} (1 - z_{l,m}) \log (1 - y_{l,m}) \right\},
\]

where \(\gamma\) and \(\zeta\) are the constant focusing parameters. The proposed MFL function automatically determines the appropriate balance of training weights between any classes of acoustic scenes and sound events.

4. EVALUATION EXPERIMENTS

4.1. Experimental Conditions

We conducted experiments to evaluate the performance of dynamic weight adaptation for MTL of ASC and SED based on DWA and MFL. For the evaluation, we used a dataset that consists of parts of the TUT Acoustic Scenes 2016/2017 and TUT Sound Events 2016/2017 [29, 30]. From the TUT datasets, we chose sound clips including four acoustic scenes, “city center,” “home,” “office,” and “residential area,” for a total of 266 min of sounds (192 min for the development set and 74 min for the evaluation set). The datasets include the 25 different sound events listed in Table 1. Details of the datasets used for the evaluation experiments are found in [31].

As an acoustic feature, 64-dimensional log mel-band energy, which was extracted every 40 ms with a hop size of 20 ms, was applied. We then fed the acoustic feature to the MTL network applied in [23].

| Table 2. Details of network structure of MTL of ASC and SED |
|----------------------------------------------------------|
| **Shared network**                                      |
| Log-mel energy                                          |
| 500 frames × 64 mel bin                                  |
| 3 × 3 kernel size/128 ch.                                |
| Batch norm., Leaky ReLU                                  |
| 1 × 8 Max pooling                                       |
| 3 × 3 kernel size/128 ch.                                |
| Batch norm., Leaky ReLU                                  |
| 1 × 2 Max pooling                                       |

| **Scene layers**                                        |
| 3 × 3 kernel size/256 ch.                               |
| Batch norm., Leaky ReLU                                 |
| 25 × 1 Max pooling                                      |

| **Event layers**                                        |
| BiGRU w/ 32 units                                       |
| FC w/ 32 units, Leaky ReLU                              |
| FC w/ 25 units, sigmoid                                 |

| Table 3. Experimental conditions                        |
|---------------------------------------------------------|
| Acoustic feature                                        |
| Log-mel energy                                          |
| Dim. of acoustic feature                                |
| 64                                                     |
| Frame length/shift                                      |
| 40 ms/20 ms                                            |
| Length of sound clip                                    |
| 10 s                                                   |
| Optimizer                                              |
| RAdam [33]                                             |
| Temperature parameter \(T\)                            |
| 1.0                                                   |

The parameters for MTL loss in MFL are set to 1) \(\lambda_1 = \lambda_2 = \eta = \gamma = \zeta = 1.0\) (MTL w/ MFL 1) and 2) \(\lambda_1 = 0.001, \lambda_2 = 1.0, \eta = 1.0, \gamma = 1.0, \text{ and } \zeta = 0.0625\) (MTL w/ MFL 2), which is selected by referring to [32]. For each method, we evaluated the ASC and SED performance characteristics with 20 random initial values of the model parameters. The details of the network structure and other experimental conditions are listed in Tables 2 and 3.

4.2. Experimental Results

4.2.1. Overall Performance of ASC and SED

Table 4 shows the average performance characteristics of scene classification and event detection by the conventional and proposed methods. For CNN (ASC) and CNN-BiGRU (SED), we applied the same network structures with shared + scene layers and shared + event layers, respectively. The results show that the proposed dynamic weight adaptation methods using DWA and MFL achieve higher performances in both scene classification and event detection than the conventional methods. In particular, when applying MTL w/ MFL 2 (\(\lambda_1 = 0.001, \lambda_2 = 1.0, \eta = 1.0, \gamma = 1.0, \text{ and } \zeta = 0.0625\), micro-Fscores for scene classification and event
detection are improved by 1.92 and 3.28 percentage points compared with those of the conventional MTL-based method.

4.2.2. Detailed Results of Scene Classification and Event Detection

To investigate the scene classification and event detection performance characteristics in detail, we list the recalls and F-scores for each acoustic scene and sound event in Fig. 2 and Table 5 respectively. Figure 2 shows that the performance improvement of the proposed MTL w/ DWA and MFL is balanced among many acoustic scenes. This means that the model training of the ASC task was well-balanced, with less bias toward any particular scene.

Table 5 shows that the proposed methods based on MTL w/ DWA and MFL improve F-scores for many sound events with lower detection performance when using the conventional MTL-based method, such as “brakes squeaking,” “dishes,” “keyboard typing,” and “water tap running.” On the other hand, the detection performance for sound events that can be detected accurately when using the conventional method (e.g., “car” and “fan”) remains comparable. This result indicates that the proposed method also enables the training of a well-balanced SED model in any sound events.

4.2.3. Time Variation of Loss Weights

We then investigate how the loss weights change in the model training with the proposed method. In this experiment, we calculate the time variations of average loss weights in MTL w/ MFL for acoustic scene (1/N ∑n=1N(1 − yn)), active sound event frames (1/(LM) ∑L,m=1LM(1 − yL,m)), and inactive sound event frames (1/(LM) ∑L,m=1LM yL,m). Figures [3] and [4] show the time variations of loss weights in MTL w/ MFL 1 and MTL w/ MFL 2, respectively. Both figures show similar trends, that is, the loss weight of acoustic scene decreases rapidly for a small number of epochs, whereas that of active sound event frames gradually decreases. This implies...

Table 4. Performances of scene classification and event detection

| Method               | Scene classification | Event detection |
|----------------------|----------------------|-----------------|
|                      | Micro-Fscore | Macro-Fscore | Micro-Fscore | Macro-Fscore |
| CNN (ASC)            | 85.00%        | 84.29%        | -            | -            |
| CNN-BiGRU (SED)      | -            | -            | -            | -            |
| Conventional MTL (λ1 = 0.001, λ2 = 1.0) | 87.64%        | 87.50%        | 42.54%        | 11.20%        |
| MTL w/ DWA (T = 1.0) | 90.87%        | 90.62%        | 42.78%        | 11.24%        |
| MTL w/ MFL 1 (λ1 = λ2 = γ = ζ = η = 1.0) | 90.51%        | 90.26%        | 45.48%        | 11.71%        |
| MTL w/ MFL 2 (λ1 = 0.001, λ2 = η = γ = 1.0, ζ = 0.0625) | 89.56%        | 89.35%        | 44.40%        | 12.04%        |

| Method               | Micro-Fscore | Macro-Fscore |
|----------------------|--------------|--------------|
| Bird                 | Micro-Fscore | Macro-Fscore |
| Singing              | 46.36%      | 44.53%       |
| Brakes               | 0.00%       | 0.00%        |
| Squeaking            | 45.51%      | 44.02%       |
| Car                  | 33.72%      | 33.72%       |
| Cupboard             | 0.18%       | 0.18%        |
| Dishes               | 0.22%       | 0.22%        |
| Fan                  | 44.02%      | 44.02%       |
| Keyboard typing      | 43.80%      | 43.80%       |
| People walking       | 45.36%      | 45.36%       |
| Walking dishes       | 3.97%       | 3.97%        |
| Water tap running    | 44.58%      | 44.58%       |

Table 5. Average Fscores for selected sound events

| Method               | Bird | Brakes | Car | Cupboard | Dishes | Fan | Keyboard typing | People walking | Washing dishes | Water tap running |
|----------------------|------|--------|-----|----------|--------|-----|-----------------|---------------|-----------------|------------------|
| CNN-BiGRU            | 46.36% | 0.00% | 44.53% | 0.00% | 0.17% | 88.11% | 4.34%            | 12.55% | 21.29% | 25.42% |
| Conv. MTL            | 46.29% | 0.00% | 45.51% | 0.00% | 0.25% | 87.68% | 5.08%            | 10.46% | 21.03% | 29.20% |
| MTL w/ DWA           | 33.72% | 0.18% | 44.02% | 0.00% | 2.44% | 91.09% | 9.31%            | 8.69%  | 15.70% | 63.80% |
| MTL w/ MFL 1         | 33.81% | 0.22% | 43.08% | 0.00% | 1.47% | 91.00% | 10.06%           | 8.16%  | 24.94% | 64.83% |
| MTL w/ MFL 2         | 35.48% | 0.95% | 45.36% | 0.00% | 3.97% | 93.56% | 11.48%           | 10.01% | 18.36% | 66.72% |

Fig. 2. Average scene classification results in terms of recall (%)
that there is a difference in difficulty between ASC and SED, and ASC requires fewer epochs to train the model. Thus, it is desirable to individually and dynamically change the loss weights as model training progresses, more specifically, setting the loss weights of ASC high only in the early stages of model training and reducing the weights significantly after that. For inactive event frames, the loss weight becomes very small as the model training progresses. This is because there are much larger inactive frames than active event frames, and the inactive frames tend to be stationary; thus, the model training with inactive event frames is easier than that with active event frames. The proposed method can follow the behavior of the inactive frames and thus achieve higher performance than the conventional MTL-based method with the manually determined training weights. For a detailed discussion on the effect of the active/inactive frames, refer to [32].

To explore how the loss weight of each sound event changes during the model training, we also present the time variation of each sound event in MTL w/ MFL \((1/L \cdot \sum_{l=1}^{L}(1 - y_l)^2)\) as shown in Figs. 5 and 6. These figures and Table 5 indicate that there are differences in the difficulty of model training even among sound events, for example, for the sound event “fan,” the SED model is relatively easy to train but difficult to train for the sound event “cupboard.” On the other hand, the proposed method using MTL with MFL
can adjust the learning rates automatically to some extent, successfully improving the SED performance for the sound event with which the model is difficult to train.

5. CONCLUSIONS

In this paper, we proposed the dynamic weight adaptation methods for MTL of ASC and SED. In the proposed methods, we applied the MFL objective function and the DWA technique to ASC and SED losses to dynamically adapt the training weights of ASC and SED losses. The proposed MFL and DWA can adapt the learning weights dynamically in accordance with the progress of model training. We conducted the experiments using parts of the TUT Acoustic Scenes 2016/2017 and TUT Sound Events 2016/2017 datasets to evaluate the ASC and SED performance characteristics, which indicate that the proposed MTL of ASC and SED with MFL outperforms the conventional MTL method by 1.92 and 3.28 percentage points of the micro-Fscore in scene classification and event detection tasks, respectively. Moreover, the experimental results also indicate that adapting the training weights dynamically in accordance with the progress of model training also contributes to improving the ASC and SED performances characteristics.
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