Simulation of static and random errors on Grover’s search algorithm implemented in an Ising nuclear spin chain quantum computer with a few qubits
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Abstract

We consider Grover’s search algorithm on a model quantum computer implemented on a chain of four or five nuclear spins with first- and second-neighbour Ising interactions. Noise is introduced into the system in terms of random fluctuations of the external fields. By averaging over many repetitions of the algorithm, the output state becomes effectively a mixed state. We study its overlap with the nominal output state of the algorithm, which is called the fidelity. We analyse the behaviour of the fidelity as a function of the noise intensity for static and random noise on either the Larmor frequencies or the Rabi frequency, and we compare our results to theoretical predictions and numerical simulations which are based on more abstract quantum computer models.

1. Introduction

While in the early days of quantum computer studies the focus was on the development of algorithms as such, more recently the effects of errors and imperfections have received considerable attention [1–6]. Generically, one may distinguish different types of errors: unitary errors, noise, decoherence. Moreover, errors may be distinguished by their correlation time. This is the time scale on which the perturbation or noise fluctuates. Theoretical investigations aim at understanding and predicting the effects of these errors without having to simulate the whole quantum dynamical system exactly. Eventually this is taken to the point where the effects are considered to be independent of the actual dynamics of the quantum system. The approach usually taken uses the fact that any algorithm may be decomposed into a sequence of only a few elementary gates. Errors are then introduced on the level of these elementary gates and one studies their effects by simulating the algorithm with these modified gates.

One may then wonder what these results calculated with abstract gates can actually tell about the same algorithm if it is realized on a real quantum computer. It is unlikely that an experiment can be done in the near future to answer this question. However, we may try the next best thing. We can study the implementation of the algorithm on a microscopic model quantum computer with an idealized but still physically reasonable dynamics, and simulate that system on a normal classical computer. In contrast to the studies mentioned before, there are then physical parameters which have to be controlled in order that a certain sequence of quantum gates is performed. Furthermore, errors during the algorithm can then be related to the systems’ real imperfections, which are given from the outset and need not be introduced artificially. In this study, we choose a model for a solid state quantum computer which is made up of a chain of four or five nuclear paramagnetic spins with first- and second-nearest neighbour interactions of Ising type [7]. This model system uses radio-frequency pulses (RF-pulses) to implement quantum gates [8, 9], and the $2\pi k$-method [10] to control the non-resonant transitions in the system. We study an implementation of Grover’s quantum search algorithm, for which the effects of errors and noise have been studied extensively [1–3, 5, 11]. It is well known that
Grover’s search algorithm for searching an item in a quantum database of size $N = 2^n$, where $n$ is the number of qubits in the quantum register, provides a quadratic speed-up with respect to any classical search algorithm [12, 13]. Some applications of this algorithm can be found in [14–18], while physical implementations for two, three and four qubits have been realized or proposed in [19–23].

In a previous paper [7], we considered unitary errors, which arise from non-resonant transitions. In the present work, we study the effects of noise arising from fluctuations in the external fields; variations in the nominally constant magnetic field which result in variations of the Larmor frequencies of the nuclear spins; and variations in the amplitude of the RF-pulses, which affect the Rabi frequency. In section 2, we introduce the physical model quantum computer. In section 3, we explain how the quantum search algorithm is implemented with the help of certain radio-frequency pulses (RF-pulses). Section 4 describes the implementation of noise, by introducing small fluctuations in the Rabi frequency (Rabi-frequency noise), or the Larmor frequencies (Larmor-frequency noise). The effect of noise on the quantum computation is quantified using the fidelity, first introduced in [24] in an attempt to help of certain radio-frequency pulses (RF-pulses). Section 4 studies the effects of noise arising from fluctuations in the Rabi frequency (Rabi-frequency noise), which arise from non-resonant transitions. In the present work, the quantum system undergoes a unitary time evolution which is denoted by $R^{\text{RF}}(\varphi, \theta)$. It describes a rotation of the occupation amplitudes of the involved states by the angle $\theta = \Omega \tau$, controlled by the duration $\tau$ of the pulse.

**Degeneracies in $H_0$.** At a first glance, one would expect accidental degeneracies in the Hamiltonian $H_0$ to cause problems in the realization of any quantum algorithm, since a given microwave field could drive unwanted transitions involving degenerate states. Such degeneracies can be avoided by requiring the Larmor frequencies $\omega_k$ to increase in powers of 2: $\omega_k \propto 2^k$. Without interactions $J = J' = 0$, this produces an equidistant spectrum; for $J \ll J' \ll \omega_0$ this guarantees a spectrum without any degeneracies. Such a choice of the Larmor frequencies would however destroy the scalability of the present system as a model for quantum computation.

Fortunately, degeneracies are typically not harmful. This is due to the fact that the interaction operator couples states $|\alpha\rangle$ and $|\beta\rangle$ only if they differ by no more than one qubit. In the interaction picture, $W(t)$ becomes

$$ W_{\alpha\beta}(t) = \frac{-i\Omega}{2} \begin{cases} e^{i(\Delta t + \varphi)} : \beta - \alpha = (0, \ldots, 1, \ldots, 0) \\ e^{-i(\Delta t + \varphi)} : \beta - \alpha = (0, \ldots, 1, \ldots, 0) \\ 0 : \text{else} \end{cases}, $$

where the notation $\alpha - \beta = (0, \ldots, 1, \ldots, 0)$ means that the multi-indices $\alpha, \beta$ are equal except at one position (qubit $k$), where the qubit in the $\alpha$-state is excited and the qubit in the $\beta$-state is not. For an accidental degeneracy caused by the unfortunate choice of the Larmor frequencies, there must exist transitions such that $w_k + \mu J + v J' = w_{k'} + \mu' J + v' J'$ for some $k \neq l$. But this can be safely avoided by choosing the spacing between neighbouring Larmor frequencies much larger than the coupling constants: $|w_k - w_{k-1}| \ll J \ll J'$. Since this allows for a linear increase in the Larmor frequency as a function of the number of qubits, the scalability of the quantum computer model is not affected.

**Near-resonant approximation.** Assume that the frequency $w$ of the RF-pulse matches a particular transition so well that all other transitions can be neglected. For a rectangular RF-pulse as described above, with detuning $\Delta = w - \omega_k - \mu J - v J'$, the evolution operator in the basis of the two states involved reads

$$ U_{\text{pulse}} \equiv \begin{pmatrix} e^{i\Delta t/2} & 0 \\ 0 & e^{-ir\Delta/2} \end{pmatrix} \times \begin{pmatrix} \cos \frac{\Omega t}{2} - i\frac{\omega}{\Omega} \sin \frac{\Omega t}{2} & \frac{\omega}{\Omega} e^{i\varphi} \sin \frac{\Omega t}{2} \\ \frac{\omega}{\Omega} e^{-i\varphi} \sin \frac{\Omega t}{2} & \cos \frac{\Omega t}{2} + i\frac{\omega}{\Omega} \sin \frac{\Omega t}{2} \end{pmatrix}. $$

---

1 Note: in the standard spin algebra, we would expect $I^+ = I^x + i I^y = |1\rangle\langle 0|$ to be the raising operator.
where \( \Omega_c = \sqrt{\Delta^2 + \Delta^2} \). For \( \Delta = 0 \), we obtain the resonant transitions:

\[
R(\varphi, \theta) = \begin{pmatrix}
\cos \theta/2 & i e^{i\varphi} \sin \theta/2 \\
i e^{-i\varphi} \sin \theta/2 & \cos \theta/2
\end{pmatrix}, \quad \theta = \Omega \tau.
\]  
(8)

### 3. Implementation of Grover’s search algorithm

For our case, Grover’ search algorithm requires three qubits to prepare the ‘inquiry’ states and a single qubit (‘ancilla’) for the oracle to communicate its answer [28]. Starting from the ground state, \( |000\rangle \), a superposition state with the qubits \( k = 0, 2, 3 \) is generated by applying the corresponding Hadamard gates

\[
H(3) = H_3 H_2 H_0, \tag{9}
\]

where \( H_i \) is the Hadamard gate acting on the \( k \)th qubit. Then, one applies the Grover operator

\[
G = O_\alpha H(3) S_0 H(3) \tag{10}
\]
twice, since for \( N = 8 = 2^3 \) registers, the probability of finding the searched state is maximum for \( [\pi \sqrt{8}/4 - 1/2] \approx 2 \) applications [29]. The operator \( S_0 \) represents the phase inversion of the searched state, and the operator \( O_\alpha \) represents the oracle where \( \alpha \) is the index of the target state in decimal notation. The implementation of these operators by appropriate RF-pulses is discussed in [7]:

\[
H_0 = \prod_{\mu, \nu = -1, 1} R_{0\mu0\nu}^{0\mu} \left( \frac{\pi}{2}, \pi \right) \prod_{\mu, \nu = -1, 1} R_{0\mu0\nu}^{0\mu} \left( \frac{\pi}{2}, \pi \right)
\times \prod_{\mu, \nu = -1, 1} R_{0\mu0\nu}^{0\mu} \left( \pi, \pi \right), \tag{11}
\]

\[
H_2 = \prod_{\mu, \nu = -2, 0, 2} R_{2\mu2\nu}^{2\mu} \left( \pi, \pi \right) \prod_{\mu, \nu = -2, 0, 2} R_{2\mu2\nu}^{2\mu} \left( \pi, \pi \right)
\times \prod_{\mu, \nu = -1, 1} R_{2\mu2\nu}^{2\mu} \left( \pi, \pi \right), \tag{12}
\]

\[
H_3 = \prod_{\mu, \nu = -1, 1} R_{1\mu1\nu}^{1\mu} \left( \pi, \pi \right) \prod_{\mu, \nu = -1, 1} R_{1\mu1\nu}^{1\mu} \left( \pi, \pi \right)
\times \prod_{\mu, \nu = -1, 1} R_{1\mu1\nu}^{1\mu} \left( \pi, \pi \right), \tag{13}
\]

\[
S_0 = R_{2\mu2\mu}^{\mu\mu}(-1, 0, 2\pi) R_{1\mu1\mu}^{\mu\mu}(-1, 0, 2\pi) R_{0\mu0\mu}^{\mu\mu}(0, 2\pi)
\times R_{1\mu1\mu}^{\mu\mu}(-1, 0, 2\pi) R_{2\mu2\mu}^{\mu\mu}(0, 2\pi), \tag{14}
\]

\[
O_0 = R_{2\mu2\mu}^{\mu\mu}(0, 2\pi), \quad O_\alpha = R_{1\mu1\mu}^{\mu\mu}(-1, 0, 2\pi), \tag{15}
\]

\[
O_3 = R_{1\mu1\mu}^{\mu\mu}(0, 2\pi), \quad O_{13} = R_{1\mu1\mu}^{\mu\mu}(-1, 0, 2\pi). \tag{16}
\]

We need 70 pulses to realize the operator \( H(3) \), and 146 pulses to realize the Grover operator, which yields a total of 362 pulses to implement the search algorithm. The duration of the RF-pulses depends on the rotation angle \( \theta \) and on the Rabi frequency: \( \tau_{\text{pulse}} = \theta / \Omega \). Below, we will measure time in units of \( \tau_{\text{ph}} = \pi / (2\Omega) \), the duration of a \( \pi/2 \)-pulse.

### 4. Implementation of noise

The Larmor frequencies \( \omega_k \) for \( k = 0, 1, 2, 3 \) depend on a static magnetic field in the z-direction with a strong field gradient: \( \omega_k = \gamma B_k \), where \( B_k \) is the strength of the static magnetic field at the location of the \( k \)th paramagnetic nucleus of spin one-half. The Rabi frequency \( \Omega \) is determined by the amplitude of the radio-frequency (RF) pulses which is assumed to be constant during a pulse: \( \Omega = \gamma B_1 \), where \( \gamma \) is the gyromagnetic ratio and \( B_1 \) is the amplitude of the RF-pulse. The environment or imperfections in the static magnetic field and/or the RF-pulses produce noise which, in turn, leads to variations in the above parameters. To study the effect of these variations, we consider random detunings of the form

\[
\omega_k = \omega_{k0} + \epsilon_L \xi, \tag{17}
\]

and

\[
\Omega = \Omega_0 + \epsilon_R \xi, \tag{18}
\]

where \( \omega_{k0} \) for \( k = 0, 1, 2, 3 \) and \( \Omega_0 \) are the Larmor and Rabi frequencies without noise, respectively, and \( \xi \) is a random Gaussian variable, centered at zero, with unit variance. The parameters \( \epsilon_L \) and \( \epsilon_R \) determine the amplitude of the noise.

The two types of noise produce different types of errors as can be seen from the evolution operators in the resonant approximation, equations (7) and (8). In the case of noise on the Rabi frequency, the evolution operator remains of the form (8); only the angle \( \theta \) suffers a change:

\[
\theta \to \theta' = \theta + \Delta_R, \quad \Delta_R = \epsilon_R \xi \tau, \tag{19}
\]

where \( \tau \) is the duration of the RF-pulse. In the case of noise on the Larmor frequencies, the evolution operator gets distorted in a more complicated way: with \( \theta = \Omega \tau \) and \( \Delta_L = \epsilon_L \xi \tau \) we find

\[
R(\varphi, \theta) \to R'(\varphi, \theta) = \begin{pmatrix} e^{i\Delta_L/2} & 0 \\ 0 & e^{-i\Delta_L/2} \end{pmatrix}
\times \begin{pmatrix} \cos \theta/2 - \frac{\Delta_L}{2 \omega} \sin \theta/2 & i e^{i\varphi} \sin \theta/2 \\ i e^{-i\varphi} \sin \theta/2 \cos \theta/2 + \frac{\Delta_L}{2 \omega} \sin \theta/2 \end{pmatrix}, \tag{20}
\]

up to second order in \( \Delta_L = \epsilon_L \xi \tau \). In both cases, the amplitude of the noise must be compared to the smallest energy (frequency) scale in the system, which is \( J \) the coupling between second nearest neighbours.

Besides the amplitude also the frequencies of the noise fluctuations are important. It makes a difference whether the variation of the Larmor frequencies (Rabi frequency) occurs on a time scale which is of the order of the duration of the whole algorithm (low-frequency noise) or of the duration of a single RF-pulse. To investigate this issue, we consider two types of noise (errors): static noise, where the respective frequencies are detuned for each realization, but kept fixed during the whole algorithm; random noise, where the respective frequencies are detuned anew for each RF-pulse, the latter simulating noise which fluctuates on a time scale of the order of the inverse Rabi frequency.
Fidelity. In order to measure the effect of noise on the realization of Grover’s quantum search algorithm, we use the fidelity (or quantum Loschmidt echo) [24–26]. We perform averages over n_{rep} repetitions (where n_{rep} is of the order of 100) of the algorithm. This effectively turns the final state of the quantum computer into a mixed state ϱ_{real}. The fidelity is computed by projecting ϱ_{real} on the outcome of the ideal realization of the algorithm:

\[ F_{\text{end}} = \langle \Psi_{\text{ideal}} | \rho_{\text{real}} | \Psi_{\text{ideal}} \rangle, \]
\[ \rho_{\text{real}} = \frac{1}{n} \sum_{r=1}^{n} | \Psi_{\text{real}}^{(r)} \rangle \langle \Psi_{\text{real}}^{(r)} |, \]  

where | \Psi_{\text{real}}^{(r)} \rangle are the final states obtained from the algorithm taking into account the random detuning of the respective frequencies.

When analysing the final fidelity, there are two options: we can compare the final state after the evolution in the presence of noise and unwanted transitions with the final state obtained from an error-free execution of the quantum protocol, or we can compare the final state with the desired target state. These two options are not the same because the Grover protocol arrives at the desired target state only with a final probability, which is close to but still different from 1 [29]. Both options yield very similar results for the behaviour of fidelity. For the results presented in this paper, we chose the first option.

5. Numerical method and results

The evolution of the quantum state in the qubit register is calculated by solving the time-dependent Schrödinger equation numerically in the interaction picture. In view of the rapidly oscillating interaction matrix, any sophisticated adaptive step size routine is of limited use. We therefore apply a simple fourth-order Runge–Kutta algorithm to solve the ordinary first-order differential equation. The step size Δt was fixed according to the largest Larmor frequency w_{n} which is the largest frequency in the problem: Δt = π/(2w_{n}).

The computation time depends mainly on the time needed to evaluate the right-hand side of the differential equation. For each of the N = 2^n complex amplitudes one has to calculate a sum over the n non-zero elements of the interaction matrix. Therefore, the time needed to advance the solution by one time step scales as nN = 2^{n+1} with the number of qubits. Finally, for a larger database with more qubits the Grover algorithm requires a longer pulse sequence. Roughly, the length of the pulse sequence scales with √{N} as explained in [28]. The total computation time therefore scales as 2^{3n/2} with the number of qubits.

The simulations presented in this work are performed on standard single processor machines, where a single run of the Grover algorithm with four or five qubits takes approximately 4 min of computing time.

Choice of the model parameters. The following parameters are all frequencies (see equation (2)) and given in units of 2π × MHz. Note however that the model depends only on their relative values, and not on the frequency unit itself.

On the basis of the discussion of accidental degeneracies in section 2, we expect that the Larmor frequencies may be chosen to increase linearly with the number of qubits. Thus, we chose

\[ w_{0} = 50, \quad w_{1} = 200, \quad w_{2} = 350, \quad w_{3} = 500 \]  

for the calculations with four qubits and in addition w_{4} = 650 for the five-qubit calculations. Before settling on these values we compared the errors in different schemes (exponential increase, avoiding any degeneracies in H_{0}, quadratic increase and the present linear increase). We found consistently that the different schemes only lead to appreciable errors if at least one of the differences w_{k} − w_{j} approaches the value of one of the Ising coupling constants J or J’.

Consequently, we choose J = 10 (one order of magnitude smaller than the spacing between the Larmor frequencies) and J’ = 0.4 (one order of magnitude smaller than J). In this way, we ensure that the dominant source for errors is near-resonant transitions with detunings of the order of J’. Finally, we choose the Rabi frequency as Ω_{s} = 0.1008 according to the 2πk-condition, such that near-resonant transitions due to the second-neighbour coupling are efficiently suppressed.

5.1. Larmor frequency noise

To start our study, we analyse single runs without any averaging. We compare calculations with and without noise, as well as exact calculations and calculations which apply the near-resonant approximation. We use a quantum register of 3+1 qubits to simulate Grover’s search algorithm. The qubits are arranged according to the string xx.x, where x represents a data qubit, while . represents the auxiliary qubit which is used to implement the oracle and the conditional reflection. The algorithm consists of an initial sequence of Hadamard gates H^{(1)} followed by two Grover steps.

In the simulation for figure 1 the algorithm searches for the state 0 (string 0000). On the graph, the dark grey bars indicate the implementation of the quantum oracle (narrow bar), and the conditional reflection, respectively. The Grover step starts with the quantum oracle, so the figure shows the preparation of the superposition state and two subsequent Grover steps. The figure compares exact simulations (solid lines) and simulations with the near-resonant approximation (dashed lines) in the presence (green)/absence (blue) of static Larmor frequency noise. Even without noise, the fidelity drops with more or less constant rate from F(0) = 1 to F_{end} ≈ 0.92. This reminds us that the implementation of the quantum gates via RF-pulses as such already introduces errors. In this case exact simulation and the near-resonant approximation agree very well, though the fidelity is generally a bit larger for the latter. The near-resonant approximation neglects the far resonant transitions, where the frequency mismatch is of the order of the Larmor frequencies. The agreement between the exact calculation and the near-resonant approximation is completely lost as soon as...
the noise (here it is static noise) is switched on (green solid and dashed lines). The solid line shows the exact calculation for the noise amplitude $\epsilon_L = 0.02$ which only initially follows the curve for the fidelity decay without noise. More or less in the middle of the algorithm, the fidelity curve drops rather abruptly to a level of $F(t) \approx 0.7$, where it saturates. In contrast to that, the near-resonant approximation stays close to the results without noise. Apparently, the Larmor frequency noise introduces additional errors primarily via far resonant and/or indirect transitions, which are neglected in the near-resonant approximation.

Figure 2 shows the average fidelity as described by equation (21) for static and random noise on the Larmor frequencies. The simulations are averaged over an ensemble of $n_{\text{rep}}$ independent repetitions of the algorithm. In the case of the exact numerical simulations, $n_{\text{rep}} = 50$ (static noise) and 25 (random noise), respectively. In the case of the near-resonant approximations, $n_{\text{rep}} = 1000$ in both cases. This figure should illustrate several points: first, there are large variations in the behaviour of the fidelity among individual realizations of the algorithm. This can be deduced by comparison with figure 1 which shows an individual realization where the fidelity curve behaves very differently. Second, the simulations reveal that on average, the fidelity decays particularly quickly during the phase inversion gates. Even the two oracles which require only a small fraction of the whole processing time, make a considerable contribution to the overall fidelity decay. Third, we find that the fidelity decay is stronger in the case of random noise. If we compare the fidelity curve for random (red solid line) and static (green solid line) noise, we find that it is during the Hadamard gates where the random noise wins over the static noise. This unusual behaviour is further discussed below, where we consider the fidelity of the whole quantum evolution as a function of the noise amplitude. Finally, figure 2 again demonstrates the failure of the near-resonant approximation in the presence of static or random Larmor frequency noise.

**Static versus random Larmor frequency noise.** Here, we analyse the average fidelity for the whole algorithm as a function of the noise amplitude. Averages are now taken over ensembles which contain typically about $n_{\text{rep}} = 100$ repetitions. To estimate the statistical error on these averages, we used a numerical procedure\(^2\) which divides each set of $n_{\text{rep}}$ data values into $p = 10$ subsets of equal size. It then estimates the variance of the $n_{\text{rep}} = 100$ average on the basis of the calculated variance of the $p$ separate averages of each subset. It does so assuming that the normalized variance is inversely proportional to the number of data points.

Figure 3 shows the average fidelity $F_{\text{end}}$ of the whole algorithm as a function of $\epsilon_L$, the amplitude of the Larmor frequency noise. We compare the behaviour of the fidelity for static noise (panel (a)) and random noise (panel (b)). In both cases, we use different target states ($0, 4$ and 27) and change the size of the quantum register (four and five qubits). The error bars show the statistical error which has been estimated as described above. It depends on the number of realizations which have been taken into account when calculating the average fidelity; in both cases, we used values for $n_{\text{rep}}$ between 25 and 100. The solid lines, which serve to guide the eye, show best fits to the data using the model function:

$$f(\epsilon) = f_{\text{bas}} + (1 - f_{\text{bas}}) \exp\left[-(\epsilon/\epsilon_L)^2 - \epsilon/\epsilon_L\right].$$

We choose this particular form because it allows us to obtain a quantitative estimate of the saturation level at large $\epsilon_L$.

\(^2\) The numerical procedure has been developed for the analysis of correlated data where the division into smaller subgroups is important. Here, the data are of course uncorrelated and the variance of the $n_{\text{rep}} = 100$ average could have been estimated as well from the variance of the individual data points.
of the Hilbert space.

We find that the variation of the fidelity \( F \) we find for static noise, we find a roughly exponential decay and a slower exponential decay, which is more corrupting than static noise. This will be further discussed in the conclusions.

### 5.2. Rabi-frequency noise

In this section we study the effects of amplitude noise on the Rabi-frequency. As in the previous case, we consider static and random noise. In the case of static noise, the fidelity depends on only one random variable, the detuning \( \epsilon_1 \), and the fidelity decay is closer to an exponential \( \epsilon_1 \approx 0.023 \). For static noise, this number is equal to the number of qubits, while for random noise it has to be multiplied by the number of RF-pulses. Hence, for random noise we have several hundreds of random numbers involved.

Overall, the different target states and the small change in the size of the quantum register have only a minor effect on the behaviour of the fidelity. For static noise, we find a roughly exponential decay and a saturation value for large \( \epsilon_L \), of approximately \( f_{\text{bas}} \approx 0.18 \). At \( \epsilon_L \approx 0.023 \), \( F_{\text{end}} \) has dropped by one-half. By contrast, we find for random noise that the fidelity decay is more similar to a Gaussian, the saturation value is much lower \( (f_{\text{bas}} \approx 0.08) \), and already at \( \epsilon_L \approx 0.013 \), \( F_{\text{end}} \) has dropped by one-half. Overall, we can say that for Larmor frequency noise, random noise is more corrupting than static noise. This will be further discussed in the conclusions.

Figure 3. Exact numerical simulations for the fidelity \( F_{\text{end}} \) for static (a) and random (b) Larmor frequency noise: target state 0 (red points ‘+’), target state 8 (green points ‘x’), calculated with a four-qubit register. Target state 27 (blue points ‘*’), with five qubits. The error bars show the statistical error, estimated as explained in the text. The solid lines of the corresponding colour show best fits with equation (23) to the numerical data.
Hence, to some extent even the resonant approximation could reproduce some of the fidelity loss.

Figure 5 shows the average fidelity for static (red line) with error bars: exact numerical calculation; green line with error bars: near-resonant approximation) and dynamic (blue line with error bars: exact numerical calculation; pink line with error bars: near-resonant approximation) Rabi frequency noise. The error bars represent the estimate of the statistical error as explained earlier. The exact calculations are performed with \( n_{\text{rep}} = 100 \) repetitions, and the near-resonant approximations with \( n_{\text{rep}} = 1000 \). Note that the statistical uncertainty is quite large for static noise whereas it is very small for dynamic noise. We made the same observation in the case of static and random Larmor frequency noise. The explanation we found there probably also applies here.

When comparing exact simulations and the near-resonant approximation, we find relatively good agreement. Here, in figure 5 we included error bars to find out whether there are significant differences between both calculations. In the case of random noise (red points, solid and dashed lines) this is clearly not the case. In the case of static noise, the near-resonant approximation separates from the exact result more and more towards the end of the algorithm. Nevertheless, the deviations remain within the limits of the error also there. In contrast to the case of Larmor frequency noise, the fidelity does not show any particular behaviour during the phase inversion gates (indicated as dark grey vertical bars). Also, here the fidelity decays faster for static noise than for random noise. This is, what one would normally expect since in the case of random noise subsequent detunings may have different signs and thereby some tendency to compensate each other (see also [30]).

**Static versus random Rabi frequency noise.** From the previous results for the time dependence of the fidelity during the Grover algorithm, we saw that the near-resonant approximation works very well in the case of Rabi frequency noise. Since it provides an enormous speed-up of the simulations, we will use it almost exclusively in the present section.

Figure 6 shows the average fidelity \( F(t) \) for the complete algorithm as a function of the amplitude \( \epsilon_R \) of the Rabi frequency noise. In panel (a), we consider static noise, and in panel (b), random noise. We find a striking difference in the functional dependence of the fidelity between the two cases. For random noise (panel (b)) we find that our generic model function from the previous section, equation (23), works quite well. As mentioned, this model function simply interpolates between Gaussian and exponential decay allowing at the same time for a finite saturation value at large noise amplitudes. However, the fidelity decay in panel (a) is rather algebraic, so there is no way for the function of equation (23) to describe the data. As it turned out, a rather simple modification of equation (23) does the job:

\[
    g(\epsilon) = g_{\text{bas}} + \frac{1 - g_{\text{bas}}}{(\epsilon/\epsilon_0)^2 + \epsilon/\epsilon_1 + 1}. \tag{24}
\]

For all cases studied in panel (a) of figure 6 it provides excellent best fits. For \( \epsilon_1 = \infty \) and \( g_{\text{bas}} = 0 \) we would recover the theoretical prediction for the fidelity of a quantum chaotic system in the presence of noise [6] (this point will be discussed in more detail in the conclusions, section 6). The deviations at small noise amplitudes must be expected, since the fidelity is also affected by unitary errors. Due to these errors, the fidelity is smaller than 1, even if no noise is present (see figures 1 and 4).

We may again ask whether static or random noise is more corrupting to the fidelity of the algorithm. Here, the situation is not as clear. While in panel (b), random noise, the three different cases shown are all very close together, this is not so in panel (a), static noise, due to the quite different decay rates.
Still we may say that at small noise amplitudes $F_{\text{end}}$ decays faster for static noise, while at larger noise amplitudes $F_{\text{end}}$ decays faster for random noise. Also, $F_{\text{end}}$ saturates at a much lower level for random noise. Thus, while the situation for weak noise or large fidelity is as expected, the situation gets reversed for larger noise. Note however that the five-qubit case in panel (a) shows the fastest decay at the beginning, and in general we may expect that for larger quantum registers and more Grover steps, the noise amplitudes must be reduced. That would mean that in those cases the weak noise regime became more relevant where the static errors dominate.

### 6. Conclusion

We studied the effect of noise on the performance of Grover’s search algorithm implemented on a nuclear spin quantum computer with four and five spins coupled via first- and second-neighbour Ising interactions. Starting from the ground state, the algorithm attempts to build up the target state in the quantum register, using the information obtained from inquiries of a quantum oracle. We used the fidelity to quantify the effect of noise on the final state, i.e., the result of the algorithm. We considered different types of noise: (i) noise affecting the Larmor frequencies which would be due to fluctuations in the static magnetic field, and (ii) noise affecting the Rabi frequency, which would be due to fluctuations in the intensity of the radio-frequency pulses. We simulate the noise by randomly detuning the respective frequencies from their nominal values. For both cases (i) and (ii) we considered static and random noise. In the case of random noise, the respective frequencies are randomly detuned for each RF-pulse independently. In the case of static noise, the random detuning is kept fixed during the whole algorithm. As in a real quantum experiment, the algorithm is repeated many times averaging the final state over the repetitions. In this way, we obtain a mixed state which is compared to the nominal final state in terms of fidelity.

In what follows we discuss our results. While the fidelity as a function of time shows no simple behaviour, the final fidelity as a function of the noise amplitude is surprisingly regular. It is a smooth and monotonously decaying function. This is demonstrated with appropriate fits to two essentially phenomenological model functions. The first one interpolates between a Gaussian and an exponential decay, while the second one describes an algebraic decay. The Gaussian-exponential model works well except for the case of static Rabi frequency noise which is well described by the algebraic model. This algebraic decay can be explained theoretically, if one assumes chaotic dynamics perturbed by static noise as it has been discussed in [6]. Unfortunately, one would then have to explain why in the case of static Larmor frequency noise, the decay is not algebraic.

In the case of Rabi frequency noise, the near-resonant approximation works very well, and we use it to calculate the overall fidelity and its dependence on the noise amplitude. By contrast, for Larmor frequency noise, we need exact simulations which are extremely time consuming. In part, this may be due to the required higher noise amplitudes, which are roughly twice as high as in the case of Rabi frequency noise.

Interestingly, we find that in the case of Larmor frequency noise, random errors are more corrupting than static errors. The same situation also holds in the case of Rabi frequency noise, if the noise is sufficiently strong ($F_{\text{end}} < 0.5$). Only for weak Rabi frequency noise (where $F_{\text{end}} > 0.5$) do we find the opposite behaviour. Normally, one would expect that random errors following one another during a quantum protocol tend to compensate each other, so that their net corrupting effect is reduced. Why would this mechanism not be effective in our case? Possibly this can be explained with the fact that the Grover algorithm implements a rotation in the two-dimensional subspace, spanned by the initial superposition and the target state. In this situation, errors may have two effects: they may drive the evolution out of the subspace or lead to errors in the rotation angles of subsequent rotations towards the target state. If errors mainly drive the system out of the subspace, random errors are as bad as static errors.

![Figure 6](image_url)
Since the subspace is so small, there is only little chance that a subsequent error undoes the effects of the previous one.

In the case of Larmor frequency noise we further find that random noise strongly affects the Hadamard gates while static noise does not. This goes so far that for static noise the fidelity loss is mainly due to the phase inversion gates which occupy only a small fraction of the total execution time. This scenario is in agreement with findings of Long et al in [1], where they study random and systematic errors in the Grover algorithm on the basis of abstract gate operations. While they do not find a general dominance of random errors, they do find such a dominance for the Hadamard gates. Note that the systematic errors used in [1] are fixed detunings and thereby different from our static errors.

Using the near-resonant approximation, the numerical studies on Rabi frequency noise can be performed very efficiently. This would allow us to consider the Grover search algorithm in a larger quantum register with more qubits. There are however two difficulties to overcome: on the one hand, we would need longer and more complex pulse sequences for the implementation of the oracle, which include qubit swapping. On the other hand, the whole algorithm would require a longer pulse sequence. In that case, the unitary errors alone would already reduce the fidelity $F_{\text{end}}$ so much that the effects of additional noise could not be analysed. It would therefore be necessary to apply additional error suppression schemes, such as the ones explored in [32]).

A very important question of principle is whether sufficiently weak noise would eventually allow us to apply the near-resonant approximation even in the case of Larmor frequency noise. As the number of qubits is increased, the pulse sequence becomes larger and the interesting noise amplitudes become smaller. If the near-resonant approximation were then applicable, it would allow us to study the Grover algorithm with much larger databases without sacrificing our model’s main advantage as an accurate simulation of a potentially realizable quantum computer.
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