Classical simulation of DQC1$_2$ or DQC2$_1$ implies collapse of the polynomial hierarchy
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Deterministic quantum computation with one quantum bit (DQC1) [E. Knill and R. Laflamme, Phys. Rev. Lett. 81, 5672 (1998)] is a restricted model of quantum computing where the input state is the completely-mixed state except for a single pure qubit, and a single output qubit is measured at the end of the computing. We can generalize it to the DQC$m_k$ model where $k$ input qubits are pure, and $m$ output qubits are measured. It was shown in [T. Morimae, K. Fujii, and J. F. Fitzsimons, Phys. Rev. Lett. 112, 130502 (2014)] that if the output probability distribution of the DQC$1_m$ model for $m \geq 3$ can be classically efficiently sampled, then the polynomial hierarchy collapses at the third level. In this paper, we show that the classical simulability of the DQC1$_2$ model or DQC2$_1$ model also leads to the collapse of the polynomial hierarchy at the third level. Our idea which solves the problem of the “shortage of postselected qubits” is to use the complexity class SBQP instead of postBQP.

The deterministic quantum computation with one quantum bit (DQC1), or the one clean qubit model, is a restricted model of quantum computing proposed by Knill and Laflamme [1] originally motivated by nuclear magnetic resonance (NMR) quantum information processing. The DQC1 model is illustrated in Fig. 1(a). The input of a DQC1 circuit is the completely-mixed state except for a single pure qubit, $|0\rangle\langle 0| \otimes (\frac{I}{2})^\otimes n$, where $I \equiv |0\rangle\langle 0| + |1\rangle\langle 1|$ is the two-dimensional identity operator. Any polynomial-size quantum circuit (denoted by $U$ in the figure) is applied on it, and a single output qubit is measured in the computational basis at the end of the computing in order to read out the computation result. (The measurement is denoted by $M$ in the figure.)

The DQC1 model does not seem to be universal. In fact, it is not universal under some reasonable assumptions [2]. Moreover, since any quantum computing on $2^{\otimes (n+1)}/2^{2n+1}$ is trivially classically simulable, the DQC1 model also seems to be classically simulable. However, surprisingly, it is known that the DQC1 model can efficiently solve several problems for which no efficient classical algorithms are known, such as calculations of an integrability tester [3], the spectral density [1], the fidelity decay [4], Jones and HOMFLY polynomials [5–7], and an invariant of 3-manifolds [8]. While entanglement remains bounded in the DQC1 model, there are some non-classical correlations [9–11]. In short, the DQC1 model is believed to be an intermediate model of computation between classical and universal quantum computation.

We can generalize the DQC1 model to the DQC$k_m$ model where $k$ input qubits are pure, and $m$ output qubits are measured at the end of the computing (Fig. 1(b)). In Ref. [12], it was shown that the DQC$1_m$ model with $m \geq 3$ cannot be classically efficiently simulated unless the polynomial hierarchy collapses at the third level. The proof is based on the postselected circuit of Fig. 2. The first $(n+1)$-qubit gate of the circuit is the $n$-qubit Toffoli gate $X \otimes |1\rangle\langle 1|^\otimes n + I \otimes (I^\otimes n − |1\rangle\langle 1|^\otimes n)$, which can be realized with a polynomial number of elementary gates [12]. Here, $X \equiv |0\rangle\langle 0| + |1\rangle\langle 1|$ is the bit flip operator. Two output qubits of the circuit denoted by $p$ are postselected, and the qubit denoted by $o$ is the output qubit for the decision problem. A postselection means the (fictitious) ability to project onto a specific branch of the wavefunction with unit probability. It was shown in Ref. [12] that the circuit can simulate postBQP, and therefore postDQC$1_m = \text{postBQP}$ for $m \geq 3$, where post$X$ is the class of languages recognized by a machine specified by $X$ (such as BQP and DQC$1_m$) with postselections. By using postBQP = PP [13], we obtain postDQC$1_m = \text{PP}$ for $m \geq 3$. Then from an argument similar to Refs. [15–17], we can show that if the output
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probability distribution of the DQC1\textsubscript{m} model for \( m \geq 3 \) can be classically efficiently sampled with a multiplicative error, then the polynomial hierarchy collapses at the third level. It is strongly believed in computer science that the polynomial hierarchy does not collapse. Therefore, the result suggests the hardness of the classical efficient simulation of the DQC1\textsubscript{m} model for \( m \geq 3 \).

![FIG. 2: The DQC1\textsubscript{2} circuit used in Ref. [12]. Two output qubits denoted by \( p \) are postselected qubits, and a single output qubit denoted by \( o \) is used to read out the output for the decision problem.](image)

Can we show a similar result for the DQC1\textsubscript{m} model with \( m \leq 2 \)? The reason why \( m \geq 3 \) is required for the proof of Ref. [12] is that, as we can see from Fig. 2, two postselected qubits are necessary: one is to prepare \(|0\rangle^\otimes n\) in order to simulate BQP circuits, and the other is for the postselection of postBQP. Therefore, the application of a similar technique to the case of \( m \leq 2 \) does not seem to be possible, since in this case at most only a single postselected qubit is available. In fact, as shown in Appendix, a direct application of the similar argument used in Ref. [12] to the DQC1\textsubscript{2} model leads to a weaker result: if the output probability distribution of the DQC1\textsubscript{2} model can be classically efficiently sampled, then BQP is in the polynomial hierarchy. Although it is believed that BQP is not in the polynomial hierarchy [13], and therefore the result somehow suggests the hardness of the classical simulation of the DQC1\textsubscript{2} model, the assumption that BQP is not in the polynomial hierarchy is much less solid than the robustness of the polynomial hierarchy.

In this paper, contrary to the intuition, we demonstrate that the classical simulability of the DQC1\textsubscript{2} model can cause the collapse of the polynomial hierarchy, which improves the result of Ref. [12] from \( m = 3 \) to \( m = 2 \). More precisely, we show that if the output probability distribution of the DQC1\textsubscript{2} model can be classically efficiently sampled (in the same sense as Refs. [12, 15, 16]), then the polynomial hierarchy collapses at the third level. We also show that a similar result can be obtained for the DQC2\textsubscript{m} model. To show these results, we no longer use the postselection technique of Refs. [12, 13, 17]. Instead, we consider the complexity class SBQP (Small Bounded error Quantum Polynomial time) [19]. As we will see, the proof with SBQP does not require any postselection qubit, which solves the problem of the “shortage of postselected qubits”.

PH, SBP, SBQP.— Before giving our results, let us review some complexity classes we will use in this paper (for details see Ref. [20]). The polynomial hierarchy is an infinite hierarchy of classes, defined by \( \Delta^p_0 = \Sigma^p_0 = \Pi^p_0 = P \), \( \Delta^p_1 = P^{\Sigma^p_0} \), \( \Sigma^p_{i+1} = NP^{\Delta^p_i} \), and \( \Pi^p_{i+1} = co-NP^{\Sigma^p_i} \). The union of all classes in the polynomial hierarchy is denoted by PH. It is known that PH \( \subseteq P^{PP} \subseteq NP^{PP} \subseteq \mathsf{NP}_{co-C_P} \mathsf{P}^{\mathsf{P}} \) \[21, 22\], where \( C_{-P} \) is one of the so-called counting complexity classes such as PP, and \( co-C_{-P} \) is known to be equal to a quantum analog of NP, called NQP \[23\].

SBP \[24\] is defined as follows: a language \( L \) is in SBP if there exist a uniform family of classical polynomial-size circuits and a polynomial \( q(n) \) such that

1. if \( w \in L \) then \( P(o = 1) \geq 2^{-q(n)} \),

2. if \( w \notin L \) then \( P(o = 1) \leq 2^{-q(n)-1} \),

where \( P(o = 1) \) is the probability that the output bit \( o \) takes 1. Note that we can take \( c_2\cdot 2^{-q(n)} \) and \( c'2^{-q(n)} \) with two constants \( c \) and \( c' \) satisfying \( 0 < c' < c \leq 1 \) instead of \( 2^{-q(n)} \) and \( 2^{-q(n)-1} \) without changing the power of SBP. The quantum analog of SBP, SBQP \[19\], is defined in the same way by replacing the classical circuit with quantum one. It is known that \( co-C_{-P} \subseteq A_{0}PP = \mathsf{SBQP} \) \[19, 23\], and \( \mathsf{SBP} \subseteq AM \subseteq \Pi^p_2 \) \[24\].

Definition of the classical simulability.— As the definition of the classical simulability, we adopt the one used in Refs. [12, 15, 16]. For any uniform family of circuits \( \{C_w\} \) \[26\], let \( P_w \) be the output probability distribution of \( C_w \). Let us assume that we perform computational-basis measurements on \( m \) output qubits of each circuit in the family. Let \( P_w(x_1, ..., x_m) \) be the probability of obtaining the measurement result \( (x_1, ..., x_m) \in \{0, 1\}^m \). We say that the family is weakly simulable with the error \( \epsilon \geq 0 \) if there exists a family of probability distributions \( \{P'_w\} \) such that it can be sampled classically in polynomial time and for any \( w \) and \( x_1, ..., x_m \) we have \[27\]

\[|P_w(x_1, ..., x_m) - P'_w(x_1, ..., x_m)| \leq \epsilon P_w(x_1, ..., x_m).\]

Result for DQC1\textsubscript{2}.— We now show that if the output probability distribution of the DQC1\textsubscript{2} model can be weakly simulable with \( 0 \leq \epsilon < \frac{1}{4} \), then SBQP \( \subseteq \mathsf{SBP} \). From this result, we obtain

\[PH \subseteq \mathsf{NP}_{co-C_{-P}} \subseteq \mathsf{NP}_{SBQP} \subseteq \mathsf{NP}_{SBP} \subseteq \mathsf{NP}_{P^P} = \Sigma^p_3,\]

which means the collapse of the polynomial hierarchy at the third level. Note that, since \( PH = co-PH \), we also obtain \( PH \subseteq \Pi^p_3 \). Therefore, more precisely, we obtain is

\[PH \subseteq \Sigma^p_3 \cap \Pi^p_3.\]

In order to show our claim, let us assume that a language \( L \) is in SBP. This means that there exist a uniform family of polynomial-size quantum circuits \( \{V_w\} \) and a polynomial \( q(n) \) such that
1. if \( w \in L \) then \( P_{SBQP}(o = 1) \geq 2^{-q(n)} \), and
2. if \( w \notin L \) then \( P_{SBQP}(o = 1) \leq 2^{-q(n)-1} \),

where \( P_{SBQP}(o = 1) \) is the probability that the output bit \( o \) takes 1. From \( V_w \), we construct the DQC1\(_2\) circuit of Fig. 3(a), whose output probability distribution \( P_{DQC12} \) satisfies

1. if \( w \in L \), then
\[
P_{DQC12}(o = 1, p = 1) = P_{DQC12}(o = 1|p = 1) \times P_{DQC12}(p = 1) \geq 2^{-q(n)-n},
\]
2. if \( w \notin L \), then
\[
P_{DQC12}(o = 1, p = 1) = P_{DQC12}(o = 1|p = 1) \times P_{DQC12}(p = 1) \leq 2^{-q(n)-1-n}.
\]

Let us assume that the output probability distribution of the DQC2 model can be weakly simulable with \( 0 \leq \epsilon < \frac{1}{3} \). Let \( P' \) be the output probability distribution of the classical simulator. Then we obtain

1. if \( w \in L \), then
\[
P'(o = 1) \geq (1 - \epsilon)P_{DQC2}(o = 1) \geq (1 - \epsilon)2^{-q(n)-n},
\]
2. if \( w \notin L \), then
\[
P'(o = 1) \leq (1 + \epsilon)P_{DQC2}(o = 1) \leq (1 + \epsilon)2^{-q(n)-1-n}.
\]

Since \( 0 \leq \epsilon < \frac{1}{3} \), \( L \) is in SBP [23]. Therefore, SBQP \( \subseteq \) SBP.

Result for DQC2\(_1\).— We can also show that if the DQC2\(_1\) model is weakly simulable with \( 0 \leq \epsilon < \frac{1}{3} \), then the polynomial hierarchy collapses at the third level.

In order to show it, let us assume that a language \( L \) is in SBP. Then there exist a uniform family of polynomial-size quantum circuits \( \{V_w\} \) and a polynomial \( q(n) \) such that

\[
1. if \ w \in L \ then \ P_{SBQP}(o = 1) \geq 2^{-q(n)},
2. if \ w \notin L \ then \ P_{SBQP}(o = 1) \leq 2^{-q(n)-1},
\]

where \( P_{SBQP}(o = 1) \) is the probability that the output bit \( o \) takes 1. From \( V_w \), we construct the DQC2\(_1\) circuit of Fig. 3(b). The output probability distribution \( P_{DQC21} \) of the circuit satisfies
\[
P_{DQC21}(o = 1) = P_{SBQP}(o = 1)2^{-n}.
\]

Let us assume that the output probability distribution of the DQC2\(_1\) model can be weakly simulable with \( 0 \leq \epsilon < \frac{1}{3} \). Let \( P' \) be the output probability distribution of the classical simulator. Then we obtain

1. if \( w \in L \), then
\[
P'(o = 1) \geq (1 - \epsilon)P_{DQC21}(o = 1) \leq (1 - \epsilon)2^{-q(n)-n},
\]
2. if \( w \notin L \), then
\[
P'(o = 1) \leq (1 + \epsilon)P_{DQC21}(o = 1) \leq (1 + \epsilon)2^{-q(n)-1-n}.
\]

Discussion.— In this paper, we have shown that the classical simulability of the DQC1\(_2\) or DQC2\(_1\) model leads to the collapse of the polynomial hierarchy at the third level.

For models where many qubits can be postselected, such as the IQP model [16], the depth-four model [15], or the DQC\(_k\) model with \( m \geq 3 \), the hardness of the classical simulation can be shown by deriving equivalences between the postselected versions of them and postBQP. However, for the DQC1\(_m\) model with \( m \leq 2 \), we cannot use that technique, since at most one qubit can be postselected. The idea of this paper which has solved the problem is to give up the postselection technique, and to use SBQP. Since a proof with SBQP does not need any postselection qubit, it is very useful when the number of output qubits is limited. For example, let us consider the model of universal quantum computing where an amplitude damping channel is applied on the output single qubit immediately before the measurement of it. With an argument similar to that of this paper, we can show that classical simulability of the model leads to the collapse of the polynomial hierarchy at the third level [29]. However, we do not know how to show it by using the postselection technique. In this way, a proof with SBQP proposed in this paper will be a strong tool for further study of border between quantum and classical superseding the postselection technique.

A result of Ref. [15], which shows that the classical simulability of the depth-four model leads to BQP \( \subseteq \) AM,
can be improved to the collapse of the polynomial hierarchy at the third level by using a proof with SBQP similar to that of this paper. However, for the depth-four model, there is a more direct proof without using SBQP: non-adaptive measurement-based quantum computing can be done in the depth four. Therefore, the DQC1 model and DQC2 model are the first examples where the utilization of SBQP is essential.

Finally, there are two challenging open problems: First, show the hardness of a classical simulation for not a sampling but a decision problem. Second, use not a multiplicative error approximation but a more experimentalist-friendly definition of approximation.
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Appendix.— We here show that if the output probability distribution of the DQC1 model is weakly simulable with $0 < \epsilon < \frac{1}{3}$, then BQP $\subseteq \Delta^P_3$.

A language $L$ is in the class post$X_\delta$ if and only if there exist an error tolerance $0 < \delta < \frac{1}{3}$ and a uniform family of postselected circuits (in the type specified by $X$, such as BQP, BQP, and DQC$k_m$) with a specified single output register $o$ (for the $L$-membership decision problem) and a specified “postselection register” $p$ such that:

1. if $w \in L$ then $P(o = 1 | p = 1) \geq \frac{1}{2} + \delta$, and
2. if $w \notin L$ then $P(o = 1 | p = 1) \leq \frac{1}{2} - \delta$.

(Note that the postselection register can be a multi-(qu)bit register for certain $X$.) For postBQP, the specification $X$ is the set of universal quantum circuits starting with $|0\rangle^{\otimes n}$. Similarly, for postBQP, it is the set of randomised classical circuits, and for postDQC$k_m$, it is the set of DQC$k_m$ circuits. Note that some classes, such as postBQP and postDQC$k_m$ ($m \geq 3$), are robust for $\delta$, and therefore we do not need to explicitly write $\epsilon$. It is known that postBQP $\equiv$ postDQC$k_m$ and postBQP $\subseteq \Delta^P_2$.

First, we show BQP $\subseteq$ postDQC$1,\delta$ for any $0 < \delta < \frac{1}{2}$. Let us assume that a language $L$ is in BQP. This means that there exists a uniform family of BQP circuits $\{V_w\}$ such that

1. if $w \in L$ then $P_{BQP}(o = 1) \geq \frac{1}{2} + \delta$, and
2. if $w \notin L$ then $P_{BQP}(o = 1) \leq \frac{1}{2} - \delta$,

where $P_{BQP}(o = 1)$ is the probability that the BQP circuit outputs $o = 1$. From $V_w$, we construct the postselected DQC1 circuit of Fig. 3(a). The measurement result of the second register (denoted by $o$ in Fig. 3(a)) behaves as

1. if $w \in L$ then $P_{DQC12}(o = 1 | p = 1) \geq \frac{1}{2} + \delta$,
2. if $w \notin L$ then $P_{DQC12}(o = 1 | p = 1) \leq \frac{1}{2} - \delta$,

where $P_{DQC12}(o = 1 | p = 1)$ is the conditional probability that the circuit of Fig. 3(a) outputs $o = 1$ given $p = 1$. Therefore, $L$ is in postDQC$1,\delta$.

Second, we show that if the DQC1 model can be weakly simulable with $0 \leq \epsilon < \frac{\delta}{1+\delta}$, then postDQC$1,\delta$ $\subseteq$ postBQP. Let us assume that $L$ is in postDQC$1,\delta$. Then, there exists a uniform family of postselected DQC1 circuits such that

1. if $w \in L$ then $P_{DQC12}(o = 1 | p = 1) \geq \frac{1}{2} + \delta$,
2. if $w \notin L$ then $P_{DQC12}(o = 1 | p = 1) \leq \frac{1}{2} - \delta$,

where $P_{DQC12}$ is the output probability distribution of the postselected DQC1 circuit. Let $P'$ be the output probability distribution of the classical simulator. Then we obtain

1. if $w \in L$ then $P'(o = 1 | p = 1) \geq \frac{1}{2} + \delta$,
2. if $w \notin L$ then $P'(o = 1 | p = 1) \leq \frac{1}{2} - \delta$.

Hence if $\epsilon < \frac{\delta}{1+\delta}$, $L$ is in postBQP.

Finally, by combining all results, we obtain that if the DQC1 model can be weakly simulable with $0 \leq \epsilon < \frac{\delta}{1+\delta}$, then BQP $\subseteq$ postDQC$1,\delta$ $\subseteq$ postBQP $\subseteq \Delta^P_2$. Since $\frac{\delta}{1+\delta} < \frac{1}{2}$ for $0 < \delta < \frac{1}{2}$, $\epsilon < \frac{1}{3}$ is the upper bound.
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