Insulator–to–Metal Transition in Selenium–Hyperdoped Silicon: Observation and Origin
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Hyperdoping has emerged as a promising method for designing semiconductors with unique optical and electronic properties, although such properties currently lack a clear microscopic explanation. Combining computational and experimental evidence, we probe the origin of sub–band gap optical absorption and metallic in Se–hyperdoped Si. We show that sub–band gap absorption arises from direct defect–to–conduction band transitions rather than free carrier absorption. Density functional theory predicts the Se–induced insulator–to–metal transition arises from merging of defect and conduction bands, at a concentration in excellent agreement with experiment. Quantum Monte Carlo calculations confirm the critical concentration, demonstrate that correlation is important to describing the transition accurately, and suggest that it is a classic impurity–driven Mott transition.

Of all the experimentally measurable physical properties of materials, the electronic conductivity exhibits the largest variation, spanning a factor of $10^{31}$ from the best metals to the strongest insulators.[4] Over the last century, the puzzle of why some materials are conductors and others insulators, and the mechanisms underlying the transformation from one to the other, have been carefully scrutinized; yet even after such a vast body of research over such a long period, the subject remains the object of controversy. In 1956, Mott introduced a model for the insulator-to-metal transition (IMT) in doped semiconductors, in which long–ranged electron correlations are the driving force.[2] Hyperdoping (doping beyond the solubility limit) creates a new materials playground to explore defect–mediated IMTs in semiconductors. In this letter, we identify a defect–induced IMT in silicon hyperdoped with selenium concentrations exceeding $10^{20} \text{cm}^{-3}$ (compared to the equilibrium solubility limit[3] of about $10^{16} \text{cm}^{-3}$) and we explore the detailed nature of the transition with both experiment and computation. We find that the IMT is largely driven by electron correlation and most resembles a classic impurity–driven Mott transition. Additionally, we find that the high density of Se present at the IMT yields direct optical transitions and an absorption coefficient in excellent agreement with the measured sub-band gap optical properties[2].

Hyperdoping is currently being used to engineer new materials with unique and exotic properties. Silicon hyperdoped with chalcogens exhibits strong sub–band gap absorption down to photon energies as low as 0.5 eV,[5,11] sparking substantial recent interest in applications such as infrared detection and intermediate band photovoltaics.[5,11] The successful fabrication of rectifying junctions[10] and photodiodes[11,13] using S and Se hyperdoped silicon appears to justify such interest. While isolated S and Se dopants are well–established deep double donors in silicon,[14–16] the enhanced optical properties of hyperdoped silicon (in which these chalcogenic impurities are present at much higher concentrations) are not yet well understood. Further, unlike the prototypical system of phosphorus-doped silicon for which the IMT has been extensively studied and characterized,[5,12] there are very few studies of an IMT resulting from deep defects such as chalcogen.[17]

We prepared Se-doped silicon (Se:Si) samples using ion implantation followed by nanosecond pulsed–laser melting (PLM) and rapid resolidification. The PLM process enables chalcogen doping with concentrations exceeding 1% atomic; such samples exhibit unexplained optical properties including broad, featureless absorption of photons with energy lower than the band gap of silicon.[18] Silicon substrates (boron doped, $\rho \approx 25 \text{\Omega} \cdot \text{cm}$) were ion implanted with Se to nominal doses of $3(10^{15})$ and $10^{16}$ cm$^{-2}$ using an ion beam energy of 176 keV. The implanted samples were exposed to four laser pulses (fluences of 1.7, 1.7, 1.7 and 1.8 J cm$^{-2}$). This fluence regimen results in a slightly shallower dopant profile, and higher peak Se concentration, than reported previously.[15] The Se–rich layer is crystalline, extends approximately 350 nm from the surface, and is electrically isolated from the p–type substrate by the rectifying junction formed between the two. The Se concentration–depth profile was measured via secondary ion mass spectrometry.[17,18] Sample preparation and measurement proceeded as described previously,[17] with the Se:Si layer isolated using cloverleaf-mesa structures. Conductivity was calculated from sheet conductivity using the effective implantation depth $d_{ef}$.[17]

Since charge carriers in the insulating phase require thermal activation, rigorous experimental proof of an IMT lies in the measurement of nonzero conductivity as the temperature $T$ approaches 0 K. In Fig. 1, we plot the temperature–dependent conductivity over a temperature range 1.8–300 K for two samples exhibiting peak Se concentrations of $1.4(10^{20})$ and $4.9(10^{20})$ cm$^{-3}$. Despite the relatively small (∼3.5x) difference in peak dopant concentration, the conductivity varies by almost 5 orders of

\[ \text{conductivity} \approx \exp \left( \frac{\Delta E}{k_B T} \right) \]

where $\Delta E$ is the activation energy.
conductivity (~10\(^{-2}\) Ω•cm\(^{-1}\)) at 1000 K for Si and Se, respectively, for silicon 5.48 Å (exp: 5.43 Å) and 0.70 eV (exp: 1.1 eV). For each doping concentration, we substituted one silicon atom with a Se impurity and relaxed the atomic positions (so that atomic forces are <0.01 eV/Å) and supercell lattice vectors (so that all stress tensor components are <2 kbar). We chose the substitutional Se configuration, as our electronic structure calculations as well as others indicate the substitutional site to be the minimum energy defect configuration. The QMC results presented here are computed via fixed node diffusion Monte Carlo conducted with the qWalk code, with trial wave functions constructed with a Slater–Jastrow form using SIESTA’s DFT orbitals, variance–minimized Jastrow coefficients, and a time step of 0.01 au. The QMC energies are computed by averaging over twisted equilibrium of the doped silicon with SiSe\(_2\) chains, which may be present as early stage precipitates.

Using DFT, we first explore the electronic band structure, the electronic density of states (DOS), and the defect formation energy for supercells of size \(n \times n \times n\), for \(n = 2, 3, ..., 8\). Using the 2–atom face–centered cubic unit cell, this sampling corresponds to systems of \(\text{Se}_1\text{Si}_{686}, \text{SiSe}_{2}\), for \(N = 1024, 686, 432, 250, 128, 54, \) and 16, and defect spacing that increases uniformly from one supercell to the next. The left–hand column of Fig. 2 shows the computed DOS for all concentrations (shaded portions denote occupied states). At the lowest concentration (\(\text{Se}_1\text{Si}_{1023}\)), an isolated defect peak of narrow bandwidth (≈0.06 eV) is offset from the conduction band edge by ≈0.12 eV (estimated from the Kohn–Sham eigenvalues). This result is consistent with previous work. The defect band is completely occupied by the two extra electrons introduced by the Se impurity. Because the filled defect band is offset from the conduction band, there are no nearby empty states and these extra electrons cannot contribute to metallic conduction. Thus, the system is in the insulating state. The middle column of Fig. 2 illustrates the charge density of the defect level, plotted at the Γ–point and on the Si (111) plane. At the concentration of \(\text{Se}_1\text{Si}_{1023}\) the defect level charge density is highly localized around the impurity.

As the impurity concentration increases from \(\text{Se}_1\text{Si}_{1023}\) to \(\text{Se}_1\text{Si}_{249}\), the strongest effect evident in the DOS in Fig. 2 is the increasing width of the defect peak, indicating increasing dispersion and interactions between neighboring defects (also apparent in the defect state charge densities in Fig. 2). As defects become more closely spaced, stronger defect–defect interactions result in a decrease of the offset between the defect peak and the conduction band minimum in the DOS. At the concentration of \(\text{Se}_1\text{Si}_{249}\) the defect peak just touches the conduction band edge, and at \(\text{Se}_1\text{Si}_{147} \) the defect and conduction bands have merged.
FIG. 2. Evolution of the insulator–to–metal transition in selenium–hyperdoped silicon. Left column: the electronic density of states (referenced to the Fermi energy $E_F$) for a range of Se concentrations, illustrating that the defect– and conduction–bands merge at $\text{Se}_1:\text{Si}_{249}$. The y–axis is uniform for all concentrations, and the DOS is normalized so that each plot contains the same number of atoms; shaded regions indicate occupied states at $T = 0$ K. Middle column: charge density of the defect state at the Γ–point, plotted on the Si ⟨111⟩ plane. Increasing dopant concentration increases interactions between neighboring defects, resulting in the eventual delocalization of the defect state. Right column: the calculated absorption coefficient arising from both (red) direct optical transitions (for pure and metallic Se:Si) and (blue) free carrier absorption (for metallic Se:Si), in comparison to pure silicon (black). The green line for $\text{Se}_1:\text{Si}_{127}$ indicates to the experimental data of Ref. [4].

The conduction band edge at $\text{Se}_1:\text{Si}_{249}$ indicates that the dopant electrons are no longer bound to impurity sites. Instead, many low–lying conduction–band like states are available for charge transport without thermal activation, signifying the onset of the IMT. This band–crossing induced phase transition is also illustrated in Fig. 1. From Figs. 1 (inset) and 2, DFT predicts that the transition occurs at a concentration ~$\text{Se}_1:\text{Si}_{249}$; this density is in excellent agreement with experiment.

For defect concentrations of $\text{Se}_1:\text{Si}_{127}$ and higher, the defect band further decomposes as it merges with the conduction band, as shown in Fig. 2 and Fig. 1. Large amounts of charge between impurities is observed in the charge densities of Fig. 2 indicating significant delocalization of the defect states. The DFT analysis indicating hybridization of defect states with the conduction bands is consistent with experimental results, which indicate that the charge carriers exhibit conduction–band like character. For example, we calculated the Hall mobility of the metallic sample in Fig. 1 by measuring the Hall voltage as well as conductivity. The Hall mobility of the metallic sample is $21 \pm 2$ cm$^2$/V s at $T = 4.2$ K, comparable in magnitude to that of metallic silicon doped with shallow donors (for which transport is known to occur in the conduction band). This high mobility value suggests that conduction in the metallic Se:Si
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Insulator computed via DFT and QMC. According to DFT, a peak appearance in the formation energy near the concentration Se1:Si127 corresponding to the IMT. This peak is enhanced and shifted towards higher concentrations (Se1:Si1249) in the QMC calculations, as is the phase transition. Also, the QMC correction to DFT is largest near the transition, suggesting that electron correlation effects are prevalent at these concentrations.

In the right-hand column of Fig. 2, we show contributions to the absorption coefficient arising from direct optical transitions calculated using our DFT results. In addition, contributions arising from free carrier absorption are shown, obtained using the Drude description and the experimentally measured free carrier concentration for the metallic Se:Si sample. Figure 2 demonstrates that the defect levels predicted by our DFT calculations, and the resulting direct optical transitions and absorption coefficient, yield excellent agreement with both the magnitude and shape of the measured sub-band gap optical absorption in Se–hyperdoped silicon. Free carrier absorption, alternatively, does not become comparable important except at photon energies lower than 200 meV.

We now consider the underlying nature of the IMT itself. In 1956, Mott introduced a model for an IMT in doped semiconductors driven by long–ranged electron correlation, proposing that the delocalization of the electronic wave function occurs through long–ranged electron–electron interactions that screen the binding field of the impurity potential. In the extensively studied semiconductor systems (such as P:Si), the measured critical concentration for metallic onset coincides well with concentration predicted by the Mott criterion. Alternative IMT mechanisms have been identified including transitions arising from static disorder (Anderson mechanism), local electron–electron correlations (Mott–Hubbard mechanism), and strong electron–phonon coupling; in real systems, more than one mechanism may contribute simultaneously. Definitive proof that the observed IMT is driven by long–ranged electron correlation is difficult, but QMC can establish the relative importance of electron correlations on the defect formation energies in both insulating and metallic systems. DFT treats electron correlation in an approximate manner (correlation refers here to contributions to the total energy beyond the independent electron approximation, including the exchange contribution), and describes total energies better for metallic systems than insulating ones. QMC, alternatively, provides an accurate description of electron correlation and can accurately describe both states. We look for clues to the origin of the IMT in the DFT and QMC defect formation energies.

In Fig. 3, the formation energy ΔEf of a Se defect is shown as a function of defect concentration. An indication of a phase transition will appear as a kink (discontinuity in the first or higher derivative) in the curve showing the total energy per atom vs. dopant concentration; or equivalently as a kink in the curve showing defect formation energy vs. dopant concentration (since one is an affine transformation of the other). All experimentally known transitions in semiconductors currently appear to be continuous (notably a first–order Mott transition in LiCoO2 is believed to exist). In DFT, the defect formation energy peaks in the vicinity of the IMT, although the discrete sampling renders it difficult to determine the order of any potential discontinuity. On the insulating side, the defect formation energy increases with defect concentration, likely because correlation energy (a stabilizing contribution) tends to decrease with increasing electron density. Thus the penalty for assigning additional Se atoms becomes more costly and ultimately renders the insulating state unstable. At higher Se concentrations than the IMT, the defect formation energy is relatively stable, slightly decreasing with increasing defect concentration. Using QMC (which, due to its computational cost was only performed for the Se1:Si15, Se1:Si35, Se1:Si127, and Se1:Si1249, samples), the peak in ΔEf is amplified and shifted towards Se1:Si127. This result remains in agreement with experiment, although QMC calculations should more accurately predict the transition point than DFT, which tends to overly delocalize electronic states. Also, the QMC correction to the defect formation energy is larger in the vicinity of the phase transition than for the metallic systems, indicating that as expected DFT more accurately simulates the metal than the insulator. This result suggests that many body effects are particularly important near the transition point and — although not a rigorous proof that the phase transition is driven by correlation — indicates that the IMT in Se:Si exhibits a strong Mott-like component. The differences between DFT and QMC descriptions of the Se:Si system clearly illustrate the importance of accurately treating electron correlation in the fundamental study of phase transitions.

Finally, we comment on the implications of our analysis on the technological applications of silicon.
hyperdoped with chalcogens, which has been considered as a candidate material for infrared absorbers and intermediate band photovoltaics (IBPVs). The anomalous sub-band gap absorption observed in hyperdoped samples can be understood in terms of the electronic band structure diagrams (showing a highly dispersive defect band that merges with the conduction bands) and the calculated absorption spectra. We believe that Se:Si is an intriguing candidate for an infrared detector, exhibiting strong absorption down to low photon energies. Although the experimentally realized system may differ in important ways, the system we model computationally would perform poorly as an IBPV due to the lack of unoccupied states in the intermediate band, in agreement with Ref. 26. We note, however, that we have considered an uncompensated system to predict and screen new candidates for intermediate band properties.
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