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Abstract—The replacement of analog meters with smart meters is costly, laborious, and far from complete in developing countries. The Energy Company of Paraná (Copel) (Brazil) performs more than 4 million meter readings (almost entirely of non-smart devices) per month, and we estimate that 850 thousand of them are from dial meters. Therefore, an image-based automatic reading system can reduce human errors, create a proof of reading, and enable the customers to perform the reading themselves through a mobile application. We propose novel approaches for Automatic Dial Meter Reading (ADMR) and introduce a new dataset for ADMR in unconstrained scenarios, called UFPR-ADMR-v2. Our best-performing method combines YOLOv4 with a novel regression approach (AngReg), and explores several post-processing techniques. Compared to previous works, it decreased the Mean Absolute Error (MAE) from 1,343 to 129 and achieved a meter recognition rate (MRR) of 98.9% — with an error tolerance of 1 Kilowatt-hour (kWh).
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I. Introduction

Meter reading is a laborious task and usually requires an employee to visit each meter periodically in order to measure the gas, water and energy consumption of consumers around the world [1]–[3]. Although the world currently has the technology to perform readings using devices such as smart meters [4], there are still millions of old (analog and electronic) meter devices in operation, even in developed countries [5].

A. Research Motivation

Replacing all of the deployed meters is an expensive and time-consuming procedure, still far from complete [5], [6].

There are two main categories of energy meters: (i) analog (i.e., with cyclometer and dial displays) and (ii) digital (i.e., with electronic display, and smart meters) [5]. Most works in the literature focus on digit-based meters (cycrometer and digital ones) [7]–[9]. However, the Energy Company of Paraná (Copel) (presented in Section III) performs more than 4 million energy meter readings per month, of which we estimate that 850 thousand are from dial meters (based on statistical sampling of 1 million images provided by Copel). This means that there is still a significant percentage of these meters in use. Regarding the automatic reading of pointer-based meters (dials and gauges), most works focus on industrial gauges such as pressure meters, ammeters, and voltimeters [10]–[13].
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in order to enable reproducibility and fair comparison between approaches [10], [14], [15]. There is also a lack of state-of-the-art methods being explored, with a lot of handcrafted methods being used [16]–[19]. This is one of the rare works to employ deep learning models for the entire ADMR pipeline.

C. Necessity of the Research

Considering electricity losses [20], according to the 2019 annual report of the Brazilian Electricity Regulatory Agency (ANEEL) [21], approximately 46% of the company's non-technical electricity losses are caused by issues such as theft, tampering with meters, non-working meters, reading and billing errors. It is unclear; however, the occurrence ratio for each of the aforementioned events. In absolute values, non-technical losses represent 33.3 TWh per year (6.6% of the generated electricity).

In this regard, a robust image-based Automatic Meter Reading (AMR) system can speed up the reading process, reduce human errors, create proof of reading, and enable the customers to perform the reading themselves through a mobile application, eliminating the need for employees of the service company traveling around to perform local meter reading at each consumer unit.

D. Novelty and Main Contributions

In summary, the main contributions of this work are:

- A public dataset for ADMR, called UFPR-ADMR-v2 (see Fig. 1), that includes 5,000 fully-annotated images of dial meters (totaling 22,410 annotated dials) acquired in unconstrained scenarios by the service company's employees themselves. The proposed dataset contains a well-defined evaluation protocol to assist the development of new approaches toward this problem as well as to enable a quantitative and qualitative comparison among published works. To the best of our knowledge, this is the largest publicly available dataset in the ADMR literature;

- A novel approach toward image-based ADMR that combines a detection model with our proposed regression approach (AngReg) in order to enable error correction for the most significant dials, thus decreasing the Mean Absolute Error (MAE) considerably. We remark that most of the reading errors made by this approach occurred in challenging cases, where even humans can make mistakes due to artifacts in the counter region;

- The most extensive comparative assessment in the ADMR literature, with 20 approaches (18 models) being adjusted and evaluated under exactly the same conditions. We are not aware of any work in the literature where so many methods were evaluated in the experiments.

A preliminary version of this work was published at the 2020 International Joint Conference on Neural Networks (IJCNN) [5]. This work differs from that in several aspects. Here, we present and assess novel approaches for ADMR, such as regression and segmentation-free methods. We also evaluate more detection-based methods, such as YOLOv4 [22] and the end-to-end approach proposed in [7]. In addition to expanding the UFPR-ADMR-v1 dataset considerably, with new images (from 2,000 to 5,000) and refined annotations, we provide solutions for each of the primary causes of reading errors found in [5]. In this way, we attain much better results than those reported in our previous work, especially considering that 80% of the reading errors made by the best performing approach – YOLOv4 (R) + (X) – occurred on the least significant dial. In fact, 85% of all errors have MAE = 1. With an error tolerance of 1 Kilowatt-hour (kWh), our final system achieves an impressive meter recognition rate (MRR) of 98.9%.

E. Organization of the Paper

The remainder of this paper is organized as follows. We review related works in Section II. The UFPR-ADMR-v2 dataset is introduced in Section III. The proposed approaches are presented in Section IV. In Section V, we report the experiments performed and discuss the results obtained. Finally, conclusions and future work are given in Section VI.

II. RELATED WORK

Most works in the AMR literature focus on digit-based meters (cyclometers and digital meters). The literature for ADMR is more scarce. Most of the works on pointer recognition focus on industrial gauges, with handcrafted methods and well-controlled environments regarding lighting, weather, and image quality; some of them used only images from the same distance and angle [12], [16], [18], [23]. Recently, deep learning approaches have gained traction in the AMR [7], [24]–[26] and ADMR [5], [10], [13], [15], [27] contexts. In this section, we review some relevant works on ADMR. We also briefly describe some digit-based approaches that achieved promising results. Lastly, we conclude this section with final remarks.

Several works explored handcrafted features, such as Hough Transform (HT) [16]–[18], [28], to locate the dials or the pointers. The steps usually include image binarization on the preprocessing stage, Hough Circle Transform (HCT) for dial detection, and pointer angle detection using Hough Line Transform (HLT) or similar methods. These approaches generally work well in constrained environments but may not be suitable for real-world scenarios (i.e., with uneven lighting and the presence of noise) [7], [29].

Mask R-CNN was proposed for reading meters based on pointers in [10], [15], [30]. Fang et al. [15] used it to find reference key points on both the pointer and the gauge scale marks, whereas He et al. [10] and Zuo et al. [30] focused on segmenting the dial and the pointer. In these three works, the angle between the pointer and the respective dial was explored to retrieve the meter reading. Although promising results were achieved in all of them, only private datasets were used in the experiments.

The UFPR-ADMR-v2 dataset is publicly available to the research community at https://github.com/guesalomon/ufpr-admr-v2-dataset/. Access is granted upon request, i.e., interested parties must register by filling out a registration form and agreeing to the dataset’s terms of use.
Hou et al. [27] explored the use of a lightweight CNN model to read cropped industrial gauges (the detection of the region of interest was not addressed in their work). On the other hand, region-based Fully Connected Networks (FCNs) were explored for meter detection by Huang et al. [12], which applied handcrafted methods in the remainder of the pipeline.

Liu et al. [11] explored four Convolutional Neural Network (CNN)-based object detectors (i.e., Fast R-CNN, Faster R-CNN, Single Shot MultiBox Detector (SSD), and YOLO) for meter detection. High mean Average Precision (mAP) values were achieved for this task, however, no deep learning-based approach was evaluated at the recognition stage.

In [31], Sowah et al. extracted high-level features using a cascade of contour filters and performed the final recognition using a regression model and K-Nearest Neighbors (KNN). Although only handcrafted features were explored, it is noteworthy that this is one of the few works where experiments were carried out with different models of gauges.

Cai et al. [13] and Howells et al. [14] tackled the lack of publicly available gauge datasets by introducing approaches to generate synthetic data. Cai et al. [13] first generated synthetic samples by varying the center and angle of the pointer and then trained a CNN model to perform regression of the pointed values. Howells et al. [14] leveraged synthetic 3D-rendered gauge images to train two CNN detectors, one for gauge detection and one for gauge reading. Their system corrects each gauge’s perspective and identifies the scale marks to predict the reading correctly. Although their system outperformed other methods for gauge reading, it was evaluated exclusively on images with the gauge well centered and occupying a large portion of the image, i.e., the images used in their experiments are not as unconstrained as those collected in the field by the service company’s employees.

The following approaches focused on multi-dial meters, more specifically energy meters. Vega et al. [19] exploited handcrafted features to perform dial recognition in energy meters. Methods such as binarization and line intersection were used to extract features and the Scale-Invariant Feature Transform (SIFT) was employed to detect the counter region. This method was evaluated on a private dataset containing only 141 well-controlled images.

In [23], Tang et al. proposed a complete framework for dial energy meter reading based on binarization, line intersection, and morphological operations. As in [19], the images used in the experiments were obtained in a well-controlled environment and belong to a private dataset.

In our previous work [5], we compared several deep learning-based methods for ADMR. More specifically, we fine-tuned object detectors (e.g., Faster R-CNN [32] and YOLOv3 [33]) for dial recognition directly on the input images, i.e., without the need for Region of Interest (ROI) detection or segmentation. Based on our experimental evaluation, performed on images from the UFPR-ADMR-v1 dataset, we highlighted the trade-off between precision and speed achieved by YOLOv3 since it reached recognition rates competitive to Faster R-CNN while being able to process three times faster.

There are some digit-based AMR research worth mentioning [7], [24], [34]. Gómez et al. [34] introduced a CNN-based segmentation-free approach to perform digit-based meter reading, without the need for counter region detection. They achieved promising results in a private dataset. Nonetheless, the authors only evaluated their method against traditional algorithms that rely on handcrafted features, which are not robust to unconstrained scenarios [7]. Laroca et al. [24] developed a two-stage approach to tackle AMR. Fast-YOLOv2 [35] was employed for counter detection and three distinct CNNs were evaluated in the recognition stage. As their two-stage approach failed in some cases where the counter region was tilted, in [7] authors from the same research group designed a multi-task network to detect the four corners of the counter region to rectify it before the recognition stage. In their experiments, the improved system outperformed all baselines in terms of recognition rate while still being quite efficient.

A. Remarks

Most of the approaches were designed specifically for reading single-dial meters, which are also known as gauges. Even though the problems are similar, there are three fundamental differences between them: (i) a small error in a multi-dial meter may result in a substantial reading error (in case the error(s) occur in the most significant dials); (ii) there are intersections between dials in several meters, which may interfere with the reading process and segmentation-based methods; (iii) in gauges, the rightmost dials cannot be used for correction (as gauges usually only have one dial). More details on this type of correction are provided in Section V.

Most of the works performed experiments exclusively on private datasets. Although there are a few publicly available datasets for AMR (e.g., [7], [8], [24], [26], [36], [37]), none of them have images containing pointer-type meters, only digit-based ones. As far as we know, the only dataset with images of multi-dial meters currently available in the literature is UFPR-ADMR-v1, which we introduced in the preliminary version of this work [5]. Besides, the majority of works deal with well-controlled and constrained scenarios, which are immensely simpler than real-world scenarios.

As mentioned in Section I, there are several differences between this work and [5]. For example, this work presents and assesses novel approaches for ADMR, such as regression and segmentation-free methods. We emphasize that, to the best of our knowledge, no previous pointer-based works explored Long Short-Term Memory (LSTM)-based approaches to tackle the reading process as a sequence problem. We consider this a promising approach that can leverage the information of the previous dial to predict the current one, instead of reading each dial as an independent instance.

We also evaluate more detection-based methods, such as YOLOv4 [22] and the end-to-end approach proposed in [7], and expand the UFPR-ADMR-v1 dataset considerably (from 2,000 to 5,000 images). Lastly, we tackle the primary sources of errors found in [5], providing solutions to them (i.e., we explored data augmentation and post-processing techniques...
to reduce errors), thus increasing the MRR from 75.25% to 92.50% and reducing the MAE from 1.343:29 to 1.87.

We reinforce that most works in the ADMR literature do not provide error analyses. There are also not many post-processing methods available in the literature, that is, some works perform angle corrections, but none of them proposed a more robust multi-dial correction method.

III. THE UFPR-ADMR-V2 DATASET

In our previous work [5], we introduced the UFPR-ADMR-v1 dataset, which contains 2,000 images acquired in the field by the employees of the Energy Company of Paraná (Copel), a company of the Brazilian electricity sector that serves more than 4 million consuming units per month [24], [38].

In this work, we introduce an expanded version of that dataset, called UFPR-ADMR-v2, with 3,000 more images – totaling 5,000 images (with 22,410 dials) – and new annotations such as the approximated pointed value labels (with one decimal place precision) and segmentation masks for the dials. To the best of our knowledge, this is the largest and most complete publicly available dataset in the ADMR literature. Some representative samples are shown in Fig. 1 (in Section I).

All 5,000 images were obtained on-site by Copel employees as proof of reading. For this task, cell phones of various brands were used, most of them with low-end cameras. The images were compressed and resized for storage, thus reducing their overall quality. In this sense, the images have a resolution of $640 \times 480$ or $480 \times 640$ pixels, with an average size of 60 kB.

There are many challenges a robust system must be able to handle in order to correctly perform meter readings in real-world scenarios. As illustrated in Fig. 2, these challenges include inaccessible meters (resulting in oblique views), variable lighting conditions, distant meters, reflections, occlusion, blur, and the wear caused by weather, rust and dust. Furthermore, dial meters are subject to mechanical failure such as misalignment, non-working pointers, among others, which undermine the performance of an ADMR system.

The labeling process was a time-consuming task, lasting more than 350 hours in a custom-made tool – not including the time required to improve the tool itself as well as the relabeling of several images. During the labeling process, we identified a pattern regarding the direction of the dials (clockwise (CW) or counterclockwise (CCW)) in all meters in the proposed dataset: the dials have alternating directions, with the least significant dial – i.e., the rightmost one – always oriented clockwise. Thus, the orientation is always (CW, CCW, CW, CCW, CW) for the 5-dial meters and (CCW, CW, CCW, CW, CW) for the 4-dial meters, as illustrated in Fig 3.

This information can be useful for training methods focused on the angle of the pointer, regardless of its orientation. In other words, it is possible to correctly read the dials even in cases where the digits are not legible, that is, considering only the angle of the pointer, since the orientation can then be retrieved using the number of detected dials and their index on the counter region.

Fig. 3. Illustration of the energy meter dials present in the proposed dataset. Observe the alternating direction on sequential dials, with the least significant dial (i.e., the rightmost one) always oriented clockwise.

Fig. 4 shows the distribution of the dial classes in the dataset, with one decimal place precision. Note that there is an almost uniform distribution across the digits; however, the values pointed most often are close to the digits themselves and far from the middle position between two digits.

The labeling process was a time-consuming task, lasting more than 350 hours in a custom-made tool – not including the
A. Evaluation Protocol and Metrics

Following the protocol defined in [5], the proposed dataset is divided into three disjoint subsets: 3,000 images for training (60%), 1,000 images for validation (20%), and the remaining 1,000 images for testing (20%). The subsets are explicitly defined along with the UFPR-ADMR-v2 dataset, as it is common in the AMR literature [5], [7], [26]. Note that we maintained the original split for the images from the first version of the dataset, i.e., the UFPR-ADMR-v1’s training images are in UFPR-ADMR-v2’s training subset, and the same is true for the validation and test subsets.

We propose the use of three metrics for evaluation: (i) meter recognition rate (MRR), (ii) dial recognition rate (DRR), and (iii) Mean Absolute Error (MAE). In the following paragraphs, we detail them.

The MRR is obtained by comparing, for each of the \( N \) meters, the predicted sequence \( (\text{pred}_m) \) with the ground-truth sequence \( (\text{gt}_m) \):

\[
MRR = \frac{1}{N} \sum_{m=1}^{N} \text{match(\text{pred}_m, \text{gt}_m)}
\]

\[
\text{match}(x, y) = \left\{\begin{array}{ll}
1, & \text{if } x = y, \\
0, & \text{if } x \neq y.
\end{array}\right.
\]

The DRR is based on the Levenshtein distance (also known as edit distance), a common method for measuring the distance between two sequences of characters. This metric has the advantage of dealing with various minor errors (e.g., an undetected dial, resulting in strings of different lengths) without heavily punishing them, as the distance between the predicted sequence and the ground truth is calculated and divided by the longest sequence. Finally, subtracting the error from 1 results in the dial recognition rate for each meter. The DRR corresponds to the mean of the recognition rates:

\[
\text{DRR} = \frac{1}{N} \sum_{m=1}^{N} \left(1 - \frac{\text{lev}(|\text{pred}_m, \text{gt}_m|)}{\text{max}(|\text{pred}_m|, |\text{gt}_m|)}\right)
\]

MAE is useful for penalizing errors in the most significant dials (i.e., the leftmost ones). Considering the sequences as integers, we can obtain the mean absolute error as follows:

\[
\text{MAE} = \frac{1}{N} \sum_{m=1}^{N} |p_m - g_m|
\]

IV. EVAEULATED APPROACHES

In this paper, we evaluate three different approaches for ADMR: (i) object detection with recognition; (ii) object detection with regression; and (iii) segmentation-free recognition. The pipeline for each approach is illustrated in Fig 5.

A. Object Detection with Recognition

As can be seen in Fig. 5a, this approach consists of using object detection networks to simultaneously detect and classify the dials directly in the input image. The networks are trained to predict 10 classes (i.e., 0–9) using the bounding box of each dial as input. Afterward, we apply a Non-Maximum Suppression (NMS) algorithm to eliminate redundant detections (those with Intersection over Union (IoU) \( \geq 0.5 \)) since the same dial might be detected/recognized more than once by the network.

For this approach, we decided to evaluate YOLOv3 [33] and YOLOv4 [22] considering that YOLO-based models been successfully employed for various computer vision tasks [39], [40] and have achieved promising reading results in images of digit-based meters [7], [41].

Shallower detection models, such as those used by Laroca et al. in [24] (CR-NET) and in [7] (Fast-OCR), also fit this approach. However, given the smaller size of these networks, they are fed with the counter region previously detected by another detection network and not directly in the input image.

B. Object Detection with Regression (AngReg)

We introduce a novel regression approach, called AngReg, for ADMR. AngReg comprises a detection model, followed by a custom regression model (with trigonometric activation functions) and a novel post-processing correction approach.

Similar to the object detection approach, AngReg also leverages an object detector (i.e., YOLOv4 [22]) to obtain the position of all dials from the input image (see Fig 5b).

After the detection stage, fine-tuned ResNet [42] and Xception [43] models are explored to extract image features, and a custom FCN with the hyperbolic tangent functions is used to predict the reading for each detected dial. The AngReg topology is described in more detail in Appendix A.

ADMR can be addressed as a regression problem since we can introduce more precision to the pointer prediction (e.g., 5.75, while object detection approaches usually yield a discrete label (e.g., ’5’)). This added precision enables the application of our correction method (described below), which provides information on whether the next dial’s prediction matches the current one based on the decimal place (i.e., if the decimal place is too far from the integer part of the next dial, probably one of the predictions is not accurate).

For training the AngReg regression models, we evaluated several target functions such as linear, sigmoid, and hyperbolic tangent. The labels were converted according to the activation function for the sigmoid and tangent targets. For the sigmoid function, we scaled the label values between 0.0 and 1.0. We converted the labels values to angles for the tangent function and used the sine and cosine to obtain the polar coordinates correctly. The encoding of the angles is performed using the following formulation to obtain Cartesian coordinates from polar coordinates (assuming the radius is 1):

\[
\theta \rightarrow (\sin(\theta), \cos(\theta)).
\]
To convert the coordinates back from Cartesian to polar we use the following formulation:

\[(y, x) \mapsto \arctan 2(y, x)\]  

\[
\arctan 2(y, x) = \\
\begin{cases} 
\arctan \left( \frac{y}{x} \right) & \text{if } x > 0, \\
\frac{\pi}{2} - \arctan \left( \frac{x}{y} \right) & \text{if } y > 0, \\
-\frac{\pi}{2} - \arctan \left( \frac{x}{y} \right) & \text{if } y < 0, \\
\arctan \left( \frac{y}{x} \right) \pm \pi & \text{if } x < 0, \\
0 & \text{if } x = 0 \text{ and } y = 0.
\end{cases}
\]  

After the predicted angle is yield, we can obtain the numerical value for the prediction (ranging between 0.0 and 9.9) using the orientation pattern (see Section III) to determine whether the dial is clockwise or counterclockwise oriented.

After the numerical value is retrieved, we apply a heuristic method to correct certain reading errors. This method uses the dial immediately on the right to check whether the predicted value for a given dial is accurate. For instance, if the current dial’s prediction is 3.9, but the next dial’s prediction is 2.2, it is very likely that the correct reading for the current dial is 4 instead of 3. This case is illustrated in Fig. 5b. Note that the rightmost dial (the least significant one) cannot be corrected using this method, as there is no dial to the right to imply the correct value.

We used the validation subset to find the best thresholds for this correction method. These thresholds are basically two pairs of values (i.e., the lower and upper bounds for a given dial and the one immediately to the right) that indicate whether to correct the prediction for the current dial using the reading value predicted for the dial to the right.

Fig. 5b shows an example where this correction method is applied. Observe that the dial pointing to 3.9 is followed by a dial pointing to 2.2 (these values were predicted by the regression model). Suppose the upper correction threshold is $N.75$ for the dial being analyzed, and the lower correction threshold for the next dial is $N.5$. As $3.9 > N.75$ (considering only the decimal values) and $2.2 < 2.5$, we correct the predicted value for the dial being analyzed to 4.2. Lastly, the float values are rounded to integers to produce the final reading.

C. Segmentation-free Recognition

The segmentation-free approach refers to the meter reading being predicted holistically from the counter region, i.e., deep models are employed to predict the meter reading without the need for detecting/segmenting each of its dials. Such models have been successfully explored in Optical Character Recognition (OCR) applications [44]–[46].
For this approach, it is necessary to first detect the ROI (see Fig. 5c) due to the fact that in unconstrained scenarios the ROI can occupy a very small portion of the input image – this stage is commonly referred to as “counter detection” in the AMR literature. For this task, we used a lightweight detection network [7], called Fast-YOLOv4-SmallObj, as it was robust enough to reach 100% F-score (IoU ≥ 0.5) in our experiments.

We then evaluated several segmentation-free models well known in the literature. Some of them are multi-task networks, i.e., those proposed or adapted by Gómez et al. [34], Laroca et al. [24] (Multi-task), and Calefati et al. [44], while others are recurrent-, sequential- or Transformer-based networks commonly employed for scene text recognition: CRNN [47], GRCNN [48], R²AM [49], RARE [50], Rosetta [51], STAR-Net [52], TRBA [53], and ViTSTR-Base [45].

D. Data Augmentation

We explored various data augmentation strategies to train the evaluated networks, such as random cropping, conversion to grayscale, and random perturbations of hue, saturation and brightness. Our main goal with data augmentation is to reduce lighting and symmetry errors (those errors occur due to the lack of sufficient and heterogeneous data). Thus, we chose the most common lighting, color and position data augmentation techniques used in the literature [24], [54]. While there are several data augmentation libraries available, we created the modified images using Albumentations [55], which is a well-known Python library for image augmentation that has been successfully used in several applications, including AMR [7].

In preliminary experiments, we also evaluated the possibility of ignoring the dial direction, forcing the methods to learn the pointer angle rather than the digit and dial direction. For this purpose, we changed the labels on the CCW dials to match the CW dials (1 became 8, 2 became 7, and so on). The label can be converted back after prediction using the dial direction pattern described in Section III. However, contrary to what we expected, there was no significant improvement in the results achieved (further investigation is needed in this regard).

E. Post-correction

Considering that the images in the UFPR-ADMR-v2 dataset were acquired in unconstrained environments and, therefore, some images have the meter rotated at an angle of almost 45°, we leverage a post-processing strategy to improve the results obtained by the detection-based approaches. First, for the predictions obtained for each meter, we calculate the angle of the line segment that passes through the middle of the first and last detected dial bounding boxes. Then, if this angle is greater than a defined threshold (in this work, θ > 2.5°), we rotate the image accordingly so that the angle with the x-axis is approximately 0°; note that this threshold (θ > 2.5°) was defined based on the results achieved in the validation set. In these experiments, rotating the images in which the angle was less than 2.5° did not improve the results. Lastly, we feed the corrected image to the network and consider these predictions the final reading. An illustration of the whole process is provided in Fig 6.

V. EXPERIMENTS

In this section, we report the experiments performed to verify the effectiveness of the evaluated approaches.

A. Setup, Deep Models, and Evaluation Protocol

All our experiments were carried out on an AMD Ryzen Threadripper 1920X 3.5GHz CPU, 96 GB of RAM, and an NVIDIA Quadro RTX 8000 GPU. For a fair comparison, we trained all approaches (detection, regression, and segmentation-free) using exactly the same images.

Table I presents an overview of the 18 deep models we trained and tested for this work (these models were mentioned throughout Section IV), listing the framework we used to implement each of them. These models were chosen mainly because they have been explored for several tasks with promising/impressive results [34], [44], [45] and due to the fact that we believe we have the necessary knowledge to train/adjust them in the best possible way in order to ensure fairness in our experiments, as the respective authors provided enough details about the architectures used and because we designed/used similar networks in previous works [5], [7], [56].

Each model was trained and tested using either the framework where it was originally implemented or well-known public repositories. In summary, the YOLO-based models (detection networks) were trained using the Darknet framework3, the multi-task models were trained using Keras4, and the other models were trained using a fork of the open source repository of Clova AI Research5, which was employed to record the 1st place of ICDAR2013 focused scene text and ICDAR2019 ArT, and 3rd place of ICDAR2017COCO-Text and ICDAR2019 ReCTS (task1). We provide more details on the implementation of these methods in Appendix B.

For the detection networks, we used the mAP evaluation metric to stop the training process and select the best model for testing, as it has been commonly employed on object detection tasks [22], [32], [33]. The mAP can be calculated as follows:

\[
mAP = \frac{1}{c} \sum_{i=1}^{c} AP_i ,
\]

3https://github.com/AlexeyAB/darknet/
4https://keras.io/
5https://github.com/rotaienza/deep-text-recognition-benchmark/
where $AP_i$ stands for the average precision value (for recall values from 0 to 1) of the $i$-th class. We evaluated several metrics such as Root Mean Square Error (RMSE), Mean Squared Error (MSE), and MAE for the regression approaches. The best results were achieved using the MSE, which can be obtained by:

$$MSE = \frac{1}{n} \sum_{t=1}^{n} \epsilon_t^2$$  \hspace{1cm} (7)

### B. Results

The results obtained by all approaches and models evaluated are shown in Table II. In general, the detection-based models (e.g., YOLOv3 and YOLOv4) outperformed both regression and segmentation-free models for the ADMR task. Usually, complete systems (which perform detection and recognition using the same network) perform better than the sum of its isolated parts [40], [56]. This is due to the fact that two-stage methods usually propagate the error from earlier stages through the entire pipeline. In addition, minimizing each loss separately is solving two different tasks, instead of jointly minimizing both losses, which is YOLO’s target. Furthermore, segmentation-free approaches usually require a higher amount of data to train, as seen in [24], [34].

The best results were achieved by combining the best object detection model (YOLOv4 [22]) with the best regression model (AngReg (Xception-based [43])). This generated our correction strategy, where AngReg indicated when the corrections should be performed, reducing the errors in the rightmost dials. We used the regression results to verify whether the dial needs to be corrected or not. It is noteworthy that this correction approach is only possible due to the approximate floating point annotated labels available in the UFPR-ADMR-v2 dataset. With an error tolerance of 1 kWh, our final system achieves an impressive MRR of 98.9%. In the next subsection, we detail why this error tolerance is acceptable. Samples of correctly predicted readings are shown in Fig. 7.

These results are significantly better than those achieved in our previous work [5]. The reasons are threefold: (i) there are now more than twice as many images for training the deep networks, which further highlights the importance of the UFPR-ADMR-v2 dataset; (ii) we fine-tuned several recent approaches and models for ADMR (as far as we know, there is no other work related to this problem with so many methods being evaluated); and (iii) we dealt specifically with each of the main causes of reading errors found in [5]: neighboring values, rotated images, lighting, and mirrored predictions, as described in the following subsection.

#### 1) Error Analysis

The main sources of errors in [5] were caused by:

- **Symmetry:** as there are clockwise and counterclockwise dials, in some cases the recognition methods can not differentiate the direction and thus may output the mirrored value of the actual prediction.
- **Neighboring value:** the most common error. Variables such as angle, lighting, shadows and occlusion can impair the reading of a dial – especially when the dial is really close to the scale mark (almost changing from one digit to the next one). In addition, mechanical failures can lead to misaligned pointers causing misalignment errors (a subtype of neighboring value errors).
- **Severe lighting conditions & Dirt:** shadows, glares, reflections and dirt may confuse the networks, especially in low-contrast images, where those artifacts may emerge more than the pointer, fooling the network to think that it is a pointer border, resulting in an incorrect prediction.
- **Rotation:** tilted images are harder to predict, as the pointed value is not in the usual position. The predictions may be assigned to neighboring digits that would be in the current angle of the pointer if the image was not tilted. The neighboring values issue was tackled by combining the regression with the detection approach. The regression
approach uses the neighboring value to correctly yield a prediction, thus achieving a lower MAE even though the MRR and DRR are slightly worse than YOLOv3.

Symmetry- and lighting-related errors were addressed using various data augmentation techniques to create many images with different characteristics from a single labeled one. There was only one symmetry error made by the best model (i.e., YOLOv4 (R) + AngReg(Xception)).

As mentioned in Section IV-E, we solved the rotation issue using the angle between the first and last dial bounding boxes to rotate and rectify the dial image. This strategy improved the recognition rate achieved by YOLOv4 by 0.9%.

As listed in Table III, most errors occurred on the least significant dial (i.e., the rightmost one). Although there are multi-dial errors, as shown in Fig. 9, these errors have MAE = 1. In fact, most of the errors (85%) have MAE = 1, as shown in Fig. 8. We estimate that such an error would only cost approximately R$ 0.83 (US$ 0.16) to the customer and would probably be compensated in the next monthly reading.

Moreover, it is hard even for humans to identify the correct reading due to perspective, lighting, shadows, and image quality. Indeed, there were disagreements between the authors regarding the correct label in some cases, which makes this type of error really hard to avoid without a policy of rounding up or down the reading value in such scenarios.

As previously mentioned, with an error tolerance of 1 kWh, our final system achieves an impressive MRR of 98.90%. Thus, we consider that the YOLOv4 (R) + AngReg (Xception) model can be reliably employed on real-world meter reading applications. However, there are still opportunities for enhancements since most of the errors occurred on images with inadequate quality and lighting, which should be double-checked by a reading specialist or rejected in a real-world system.

Finally, the service company could easily detect the most significant errors using simple heuristic rules or even through a model capable of predicting the consumption of each consumer based on previous readings. If the reading is lower than the one recorded in the previous month or indicated that the consumer suddenly used a huge amount of energy, it can be double-checked by employees.

VI. CONCLUSIONS

We tackled most of the issues regarding the automatic reading of dial meters. We came up with an approach that combines a detection model with a proposed new regression approach (AngReg) to enable error correction for the most significant dials, thus decreasing the MAE considerably. We believe that such a robust approach can help reduce meter
reading costs, reading errors, tampering and theft of meters, thus generating substantial savings for service companies.

More specifically, the neighboring values error – the most frequent type of error in [5] – was tackled using AngReg. Errors related to symmetry and lighting were addressed by creating many new training images through data augmentation. Lastly, we eliminated rotation errors by rotating the images according to the calculated angle between the detected dials.

We also introduced the UFPR-ADMR-v2 dataset, which is a public dataset for ADMR that includes 5,000 fully-annotated meter images acquired in unconstrained scenarios by the service company’s employees themselves. Compared to the UFPR-ADMR-v1 dataset, introduced in our previous work [5], the expanded version has more than twice the images and contains new annotations such as the approximated neighboring values (a, c, e, f), misalignment (g, h), severe lighting conditions (d, e, i, j), symmetry (k), and dirt (b, l).

We also provided a detailed error analysis in order to assist the deployment of real-world ADMR systems. We showed that, by accepting minor errors (i.e., with MAE = 1) that have negligible cost (less than US$0.16), we could increase the system’s MRR from 92.50% to 98.90%. In fact, this cost would almost certainly be compensated in a subsequent reading.

As future work, we intend to develop a rejection system in order to automatically request new image samples in cases of poorly taken images. Additionally, we plan to leverage Generative Adversarial Networks (GANs) to generate more diverse training samples, ideally with pointers pointing equally at all angles (in terms of the number of dials across the images), to reduce bias by improving the balance between classes.
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APPENDIX

A. AngReg Topology

As can be inferred from Section IV-B and Table I, we implemented our AngReg approach using Darknet (YOLOv4) and Keras (ResNet/Xception). More specifically, as detailed in Fig. 10, we explored YOLOv4 to first locate all dials in each input image. Then, we employed the official Keras implementations of ResNet/Xception as an image feature extractor (without the top section). Finally, a custom FCN was implemented as the classifier, with MSE as the loss function.

Fig. 10. Illustration of the AngReg topology. This architecture was obtained empirically by performing a grid search and optimizing hyperparameters.

B. Hyperparameters

In Darknet, we employed the same parameters as Laroca et al. [7]: Stochastic Gradient Descent (SGD) optimizer, 65K iterations, batch size = 64, and learning rate = [10^{-3}, 10^{-4}, 10^{-5}] with decay steps at 26K and 45.5K. In Keras, we used the Adam optimizer, learning rate = 10^{-5}, batch size = 16-64 (depending on the model), max epochs = 100, and patience = 15 (patience refers to the number of epochs with no improvement after which training is stopped); these parameters were defined based on previous works [34], [44] and also on preliminary experiments in the validation set. In PyTorch, as in [45], [53], we adopted the following parameters: Adadelta optimizer (decay rate $\rho = 0.99$), 300K iterations, and batch size = 128.