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ABSTRACT

High power densities lead to thermal hot spots in modern processors. These power densities are expected to reach kW/cm² scale in future high-performance chips and this increase may significantly degrade performance and reliability, if not handled efficiently. Using two-phase vapor chambers (VCs) with micropillar wick evaporators is an emerging technique that removes heat through the evaporation process of a coolant and has the potential to remove high heat fluxes. In this cooling system, the coolant is supplied passively to the micropillar wick via capillary pumping, eliminating the need for an external pump and ensuring stable thin-film flow. Evaluation of such an emerging cooling technique on realistic chip power densities and micropillar geometries necessitates accurate and fast thermal models. Although multiphysics simulators based on either finite-element or finite-volume methods are highly accurate, they have long design and simulation times. This paper introduces a novel compact thermal model capable of simulating two-phase vapor chambers with micropillar wick evaporators. In comparison to COMSOL, our model shows a competitively low error of 1.25°C and a 214x speedup. We also present a comparison of the cooling performance of different cooling techniques such as a conventional heat sink, liquid cooling via microchannels, hybrid cooling using thermoelectric coolers and liquid cooling via microchannels, and two-phase VCs with micropillar wick evaporators for the first time. Based on our observations, two-phase VCs and microchannel-based two-phase cooling show better cooling performance for hot spot power densities of less than 1500 W/cm², while hybrid cooling achieves lower hot spot temperature and thermal gradients for hot spot power densities between 1500 and 2000 W/cm².

INTRODUCTION

High power densities have already become major challenges for modern processors and they are expected to surpass 1 kW/cm² in future systems [1]. These power densities cause localized on-chip hot spots, which in turn result in performance and reliability degradation. Existing cooling solutions (e.g., forced air cooling via fans) are not able to solve these high temperature issues efficiently. Therefore, cooling is becoming more crucial for future processors.

Several emerging cooling techniques such as phase change materials (PCMs) [2], liquid cooling via microchannels [3], thermoelectric coolers (TEC) [4], two-phase cooling [5], [6], and hybrid cooling [7] have been explored by researchers to mitigate thermal problems. Among these new cooling techniques, two-phase cooling with vapor chambers (VCs) is a good candidate for future processor cooling owing to its advantages of better cooling performance¹ and no pumping power² (in contrast to liquid cooling via microchannels and microchannel-based two-phase cooling) [5]. The schematic of a VC is shown in Figure 1. In this technique, a capillary-driven flow conducts thin-film evaporation through a porous wick placed on the bottom surface of the VC [5]. We specifically focus on a porous wick that consists of a micropillar array with a periodic and precisely defined geometry. The selection of the micropillar array structure has a significant impact on the overall cooling performance of the evaporators as well as the VCs.

Fast and accurate thermal models for cooling techniques are essential for early-stage design exploration and optimization. There are a number of compact thermal models (CTMs) for various cooling techniques, such as heat sinks [8], liquid cooling via microchannels [9], [10], [11], hybrid cooling (TEC and liquid cooling via microchannels) [10], and microchannel-based two-phase cooling [12]. However, there is no existing CTM for two-phase VCs that can facilitate experiments with any processor and coolant of interests. Two-phase VCs simulations are typically carried out using computational fluid dynamics (CFD) modules with a finite-element solver in COMSOL or a finite-volume solver in ANSYS [13], [14]. Nevertheless, such tools are time-consuming and have large memory requirements; as a result, the simulation time of a realistic chip can take days. Therefore, these CFD tools are not suitable for co-design and optimization of realistic processor

¹Higher/better cooling performance refers to achieving lower maximum temperatures and thermal gradients.
²While there is no pumping power on the evaporator side, VCs may still need cooling power to reject the heat using a fan or other cooling methods.
architectures and cooling techniques.

In this paper, we present a CTM of two-phase VCs with micropillar wick evaporators to enable fast and accurate steady-state thermal analysis. This CTM is modular and can be applied to various chip designs and power profiles. The contributions of this paper are as follows:

- We introduce a steady-state CTM of two-phase VCs with micropillar wick evaporators and integrate it in a commonly used CTM simulator.
- We design a COMSOL model of two-phase VCs with micropillar wick evaporators and validate the proposed CTM against this COMSOL model. Our CTM achieves a maximum error of 1.25°C with a speedup of 214x.
- To analyze the cooling performance of two-phase VCs with micropillar wick evaporators and select the best possible cooling solution with respect to various hot spot power densities, we compare the cooling performance of different cooling techniques including a conventional heat sink, liquid cooling via microchannels, hybrid cooling (TEC and liquid cooling via microchannels), microchannel-based two-phase cooling, and two-phase VCs with micropillar wick evaporators. We observe that the two-phase cooling techniques including two-phase VCs and microchannel-based two-phase cooling provide the best cooling performance when the hot spot power density is less than 1500 W/cm². For hot spot power densities between 1500 and 2000 W/cm², hybrid cooling shows superior cooling performance.

**THERMAL MODELING OF TWO-PHASE VCs**

In this section, we first review the structure and the operating mechanism of the VCs. Next, we present our COMSOL model and CTM for two-phase VCs with micropillar wick evaporators.

**Overview of the Vapor Chamber**

As we can see in Figure 1, the evaporator, which consists of a porous wick, is placed directly on the heat source, which in this case is the chip power. The evaporator conducts thin-film evaporation and helps the coolant transform from liquid to vapor. On the top side of VC, a condenser cools down the heated vapor and condenses it back to liquid state. The condensed liquid is then driven by the wicking structures along the side walls of the VC back to the evaporator. There are two metrics that impact the cooling performance of the VCs: (i) heat transfer coefficient (HTC), and (ii) dry-out heat flux. HTC is a parameter that determines the rate of heat transfer per unit temperature difference of the evaporator. In other words, a higher HTC will lead to better cooling performance. Dry-out heat flux is the thermal limit of a two-phase device. If the hot spot power density of the chip is higher than the dry-out heat flux, the coolant will no longer remain in the two-phase state and possibly cause overheating and damage to the chip. Therefore, a higher dry-out heat flux means more heat can be removed before the coolant dries out. Micropillar wick evaporators have been shown to improve the heat transfer rate and enhance the dry-out heat flux owing to their high capillary pumping budget and large evaporation area [15], [16]. In this work, we focus on the VCs that use micropillar wicks as the evaporators.

Thermal modeling of two-phase VCs is complicated because of the fact that the coolant exists in two phases. This makes temperature a function of many parameters such as mass flux, pressure, saturation temperature of the coolant, or surface tension [5]. Most of the existing two-phase VCs thermal models are implemented using CFD tools (e.g., ANSYS) [17], [14]. These tools provide high accuracy but are computationally expensive with large design and simulation times. Compact thermal modeling is another popular thermal modeling methodology that uses the duality between electrical and thermal properties to model temperature. In this approach, the chip is represented as a network of thermal nodes, and the chip temperature is modeled based on an equivalent resistor-capacitor (RC) network of these thermal nodes, where R and C correspond to the thermal resistance and the thermal capacitance, respectively. The equivalent RC network is solved using differential solvers to get the temperature of each node. A CTM enables fast thermal modeling of cooling techniques on target chips with a reasonable tradeoff in accuracy.

**The Proposed COMSOL Model**

Our proposed COMSOL model solves the coupled fluid flow and heat transfer within the micropillar wick to accurately resolve the temperature distribution in the chip. In steady-state operation, the liquid is continuously supplied via capillary pumping as it evaporates. Since the driving pressure gradient (∇p) is a result of capillary forces, we can relate the pressure at any point on the wick to the local mean curvature of the liquid-vapor interface (H(x)) using the Young-Laplace equation (Eq. (1)):

\[ p_0 - p(x) = 2\sigma H(x), \]

where \( p_0 \) is the VC ambient pressure and \( \sigma \) is the liquid-vapor surface tension of the coolant. The pressure distribution and, thus, the local mean curvature must be calculated to solve the heat transfer problem as the shape of the liquid-vapor interface influences the local HTC. Therefore, fluid flow and heat transfer are coupled through the influence of local pressure on HTC and the response of evaporative flux to the distribution of HTC. The fluid flow domain is modeled as a uniform porous media using Darcy’s Law (Eq. (2)):

\[ \mathbf{u} = -\frac{k}{\mu} \nabla p, \]

where \( \mathbf{u} \) is the flow velocity, \( k \) is the permeability of the wick, and \( \mu \) is the liquid’s dynamic viscosity. By using Darcy’s Law, we avoid meshing the exact micropillar geometry, which would be computationally expensive due to the vast number of pillars on the evaporator (\( \sim 10^6 \)). Rather, geometry is lumped into the permeability term. The wick permeability was first solved parametrically for a range of micropillar geometries and interfacial curvatures using a CFD method identical to that described by recent work [13]. We then use these results as a lookup table for permeability as a function of micropillar geometry and local pressure. Reference pressure (\( \rho = \rho_{sat} \)) is assigned to the boundaries contacting the liquid supply while the symmetry condition (\( \frac{\partial \rho}{\partial y} = 0 \)) is set on the two lines that
Euclidian norms of the pressure and heat flux distributions iteration. We output the final temperature distribution once the evaporator surface is returned to the fluid domain for the next temperature distribution and the distribution of heat flux at the transfer domain. In the heat transfer domain, we resolve the using the lookup table and is passed as an input to the heat pressure distribution is converted into a distribution of HTC domain, we assume a uniform input heat flux. The output described in the preceding paragraphs. First, to solve the fluid employs an iterative approach to solve the two coupled domains parameter to capture the effects of interfacial curvature. We work [15], but we additionally introduce local pressure as a interface) using a finite element solver to calculate the HTC.

This lookup table from a parametric sweep of micropillar geometry and local pressure (or curvature of the liquid-vapor interface) using a finite element solver to calculate the HTC. Our method to parametrically solve HTC is similar to recent work [15], but we additionally introduce local pressure as a parameter to capture the effects of interfacial curvature. We employ an iterative approach to solve the two coupled domains described in the preceding paragraphs. First, to solve the fluid domain, we assume a uniform input heat flux. The output pressure distribution is converted into a distribution of HTC using the lookup table and is passed as an input to the heat transfer domain. In the heat transfer domain, we resolve the temperature distribution and the distribution of heat flux at the evaporator surface is returned to the fluid domain for the next iteration. We output the final temperature distribution once the Euclidian norms of the pressure and heat flux distributions converge to a relative tolerance of $10^{-6}$.

The Proposed Compact Thermal Model

In this section, we discuss the methodology for the proposed CTM for two-phase VCs with micropillar wick evaporators. We use a grid mode to model the proposed CTM, which means the whole chip system is divided into small grids [8]. To apply our proposed CTM to a processor chip, we model the system as two vertically stacked layers. The bottom one is the processor layer which generates the heat flow. The upper layer is the VC layer which incorporates a micropillar wick evaporator. For processing layer, we use silicon grid cells as shown in Figure 2 (a). Each grid cell has 5 thermal resistances that represent the heat conduction from 5 directions and an additional virtual temperature node placed on the bottom surface to represent the temperature of the grid cell.

The VC layer grid cell is shown in Figure 2 (b). Similar to the processing layer grid cell, the virtual temperature node of a VC layer cell is also placed on the bottom surface. We assign silicon resistivity to lateral thermal resistances to represent the heat conduction from north, south, east, and west directions. In order to represent the heat conduction of the evaporation process, we create an additional virtual temperature node on the top surface of the VC layer grid cell to mimic the saturated vapor inside the VC. The vertical thermal resistance of the grid cell can be interpreted as the heat conduction from the micropillar wick evaporators to the saturated vapor. We assume that inside the VC, there is only saturated vapor that has a constant temperature, $T_{Sat}$, and all coolants are contained inside wicking structures and evaporators. Based on this assumption, we do not need to model the condenser. Since thermal resistance is inversely proportional to the cross-section area and HTC [9], the vertical thermal resistance can be represented using Eq. (4):

$$R_{VC} = \frac{1}{HTC \cdot w \cdot l},$$

where $w$ and $l$ are the width and length of the grid cell, respectively. To simplify the evaporation process, instead of a menisci evaporation surface, we assume a flat surface, which results in uniform HTC across the micropillar wick evaporators. Compared to the menisci surface, a flat surface has a relatively smaller heat conduction surface, which in turn underestimates the overall cooling ability of the VCs. The uniform HTC is extracted from the proposed COMSOL model and stored in a lookup table.

To evaluate the cooling performance of the micropillar wick evaporators for different chip architectures, coolants, and power profiles, we also incorporate the dry-out heat flux correlation of figure of merit, micropillar geometric parameter, and contact angle from recent work [16] and design an optimization flow to select the best possible micropillar wick geometry. Algorithm 1 shows the optimization flow. For each micropillar geometry and input combination, we first calculate the dry-out heat flux. Then, if the geometry fails to provide a dry-out heat flux greater than or equal to the maximum chip power density, we proceed to the next geometry. Finally, among all the geometries that satisfy the dry-out heat flux, we pick the one that has the highest HTC.

Validation of the Proposed Compact Thermal Model

In this section, we validate our proposed CTM against a COMSOL CFD model to show the accuracy and speedup of our proposed CTM. We implement and integrate the proposed CTM in HotSpot-6.0 thermal simulator [8]. HotSpot is a CTM-based thermal simulator for modeling processor temperature. This thermal simulator supports a layer configuration feature that allows the user to define layers with desired properties (e.g., silicon, thermal interface material). It also provides the user with packaging layers, such as heat sink (with fan) and heat spreader. To run a simulation in HotSpot, the user needs to provide the physical geometry of the chip stack, floorplan of each layer, thermal properties of the materials, and the power profile of the chip. Based on the input parameters, HotSpot constructs a thermal RC network to solve the temperature...
for each individual node. This thermal simulator supports both steady-state and transient simulation modes. In steady-state, the thermal network only consists of thermal resistances. HotSpot uses SuperLU-based matrix solver to solve this thermal R network and get the steady-state temperature profile of the chip and the accuracy results are shown in Figure 3. For both uniform and non-uniform power density simulations, our CTM demonstrates high accuracy with maximum error and average error of less than 1.25°C and 1.05°C, respectively. The maximum simulation time across the above experiments for a 2 × 2 mm² chip using COMSOL CFD model is 45s, while it only takes 0.21s to simulate our proposed CTM. Thus, our proposed CTM achieves a 214x speedup in simulation time. In addition, typical accuracies for CTMs of various cooling technologies range from 89.9% to 97.3% [10], [9], [12]. Our proposed CTM provides a 98.5% accuracy which is similar to the approaches mentioned above. The errors are mainly due to the different evaporation surface assumptions in our proposed CTM and the COMSOL model. In COMSOL model, we assume a menisci evaporation surface, which results in a higher HTC than our proposed CTM. These simulation results show that our model can achieve fast simulation time with only a small tradeoff in accuracy.

**Algorithm 1:** Micropillar Geometry Optimization Flow

| Input : $q_{dry-out}$ Dry-out heat flux |
| Input : $Q_{max}$ Hot spot power density on-chip |
| Input : $HTC$ Heat transfer coefficient |
| Input : $\psi$ Dimensionless function of micropillar geometry |
| Input : $M$ Figure of merit for the coolant |
| Input : $\theta_{rec}$ Contact angle |
| Input : $MG$ Micropillar geometry |

**Output:** $MG_{best}$ Optimized micropillar geometry

1. $MG_{best} = None$
2. For each $MG$ in lookup table do
3.    $q_{dry-out} = (40/3)\psi M \cos \theta_{rec}$
4.    If $q_{dry-out} > Q_{max}$ then
5.        If $HTC_{MG} > HTC_{MG_{best}}$ then
6.            $MG_{best} = MG$
7.        else
8.            $next MG$
9.    else
10. $next MG$

**Comparison of Emerging Cooling Techniques**

In this section, we compare the cooling performance among five different cooling techniques including two-phase VCs with micropillar wick evaporators, a conventional heat sink, liquid cooling via microchannels, hybrid cooling (TEC and liquid cooling via microchannels), and microchannel-based two-phase cooling. We first discuss the experimental methodologies and then compare the cooling performance of these techniques. Finally, we discuss the additional cooling power related to each cooling technique.

**Experimental Methodology**

The chip we use in our experiments is 20 × 20 mm² large and 0.75 mm thick with a 0.5 × 0.5 mm² hot spot placed at the center. The background power density is set to 50 W/cm² and the hot spot power density is set to 100, 200, 300, 500, 1000, 1500, and 2000 W/cm². We assume the thermal threshold of our chip is 85°C, which means if the maximum temperature surpasses this limit, thermal throttling will be enabled. For a fair comparison, we use water as a coolant with a $T_{Sat}$ of 31.1°C (pressure = 0.045 bar).

**Two-Phase VCs with Micropillar Wick Evaporators:** We apply the proposed CTM to the experimental chip with different hot spot power densities. The steady-state temperature simulation results for each power profile are shown in Table I. In these simulations, we use the micropillar wick geometries selected by the optimization flow and the optimal geometries are also shown in Table I. $PD_{HS}$ stands for the hot spot power density. $T_{Max}$ and $\Delta T$ represent the hot spot temperature and the thermal gradients, respectively. As we can see from the results, when $PD_{HS} = 100$, 200, 300, 500, 1000, and 1500 W/cm², using two-phase VCs with micropillar wick evaporators satisfies the chip thermal constraint. However, when $PD_{HS} = 2000$ W/cm², we can only reduce the hot spot temperature down to 87°C.
**Conventional Heat Sink**: We model the same chip in HotSpot and apply a default heat sink as the cooling method. The length, width, and thickness of the heat sink are 6, 6, and 0.69 cm, respectively. The thermal conductivity of the heat sink is 400 W/(mK) and the convection resistance is 0.1 K/W.

**Liquid Cooling via Microchannels**: We build a CTM for liquid cooling via microchannels introduced in recent work [10]. We model the same chip in HotSpot with a 0.1 mm thick liquid microchannel layer on top of it as a heat sink. An additional 0.04 mm thick silicon bulk layer (packaging layer) is placed on top of the liquid microchannel layer to seal the channels. We set the microchannel width to 0.05 mm (same as the wall width) and the channel thickness to 0.1 mm. At the top of the silicon bulk layer, we assign air convection HTC to 0.01 W/cm² to represent minimal convection to the ambient. We set the liquid flow velocity to 0.5, 1, 1.5, and 2.6 m/s [9].

**Hybrid Cooling**: For the chip system described in the liquid cooling via microchannels section, we add an additional TEC layer between the processing layer and the liquid microchannel layer to build a hybrid cooling system. The chip stack is shown in Figure 4. A CTM of the TEC unit is described in recent work [10]. The TEC device is a superlattice-based thin-film TEC made of $Bi_2Te_3$ as the bulk material. It is composed of an array of $7 \times 7$ p-n thermocouples. In the TEC layer, a $3.5 \times 3.5$ mm² TEC unit is placed directly above the hot spot in the processing layer. The rest of the TEC layer is covered in silicon. We vary the liquid flow velocities from 0.5 m/s to 2.6 m/s and the TEC currents from 1 A to 7 A [4].

**Microchannel-based Two-Phase Cooling**: Inspired by the microchannel-based two-phase cooling CTM in STEAM [12], we build another CTM for the same technique in HotSpot. We adopt the most accurate HTC correlation [18] reported by STEAM. In order to validate the accuracy of the microchannel-based two-phase cooling CTM, we model a chip similar to the one in liquid cooling via microchannels section. A 0.1 mm thick microchannel layer is placed on top of a $0.5 \times 0.25$ mm² chip. We place an additional silicon bulk layer to seal the channels and minimize the air convection. Both channel width and wall width are set to 0.05 mm. We use R245fa as the coolant with an input mass flux of 700 kg/m²s. $T_{Sat}$ of the coolant is set to 31.1°C and the corresponding pressure is 1.84 bar. We run steady-state thermal simulations using uniform power profiles of 25, 100, and 200 W/cm². We model the same chip in STEAM [12], which has been validated using prototypes. Among all the simulations, when compared to the STEAM model, our microchannel-based two-phase CTM achieves a maximum error of less than 0.5°C.

For the cooling performance experimental setup of microchannel-based two-phase cooling, we model the same chip as the one in the liquid cooling via microchannels section and select water as the coolant with $T_{Sat} = 31.1°C$ (pressure = 0.045 bar). We vary the input mass flux from 100 kg/m²s to 560 kg/m²s [6].

---

**TABLE I**: Optimal geometries (height, diameter, pitch), steady-state hot spot temperatures, and thermal gradients for various power profiles. $MG_{best}$ stands for optimal micropillar geometry.

| $PD_{HS}$ (W/cm²) | 100 | 200 | 300 |
|-------------------|-----|-----|-----|
| $MG_{best}$ ($μm$) | 20,10,5 | 25,10,5 | 30,10,5 |
| $T_{Max}$ (°C) | 46 | 48 | 50 |
| $ΔT$ (°C) | 1 | 3 | 5 |

| 500 | 1000 | 1500 | 2000 |
|-----|------|------|------|
| 30,10,5 | 35,10,5 | 45,10,5 | 45,10,5 |
| 55 | 66 | 77 | 87 |
| 10 | 20 | 31 | 42 |
We compare the cooling performance of different heat sinks. In general, hybrid cooling results in higher $T_{MAX}$ and $\Delta T$s, which indicates better cooling performance. The reason is that adding an additional TEC layer will increase the vertical thermal resistance (due to increased thickness) from the packaging layer to the liquid cooling heat sink. In addition, Joule heating in the TEC device also contributes to the increasing hot spot temperature. When TEC current = 5 and 7 A, and $PD_{HS}$ = 100, 200, 300, and 500 W/cm², liquid cooling via microchannels results in better cooling performance than hybrid cooling. In these cases, the high TEC currents make Joule heating dominant and therefore increases the hot spot temperature. However, when TEC current = 5 and 7 A, and $PD_{HS}$ = 1,000, 1,500, and 2,000 W/cm², hybrid cooling results in better cooling performance.

Vapor Chambers vs Single-Phase Cooling and Conventional Heat Sink: We compare the cooling performance of two-phase VCs to the conventional single-phase cooling techniques (liquid cooling via microchannels and hybrid cooling) and the conventional heat sink. We assume the condenser is a high air convection HTC heat sink. In such a case, two-phase VCs with micropillar wick evaporators do not require any cooling power at all. As we discussed above, liquid cooling via microchannels has better cooling performance when $PD_{HS}$ = 100, 200, 300, and 500 W/cm², while hybrid cooling provides better cooling performance when $PD_{HS}$ = 1,000, 1,500, and 2,000 W/cm². We evaluate the cooling performance of the two-phase VCs by comparing to liquid cooling via microchannels when $PD_{HS}$ = 100, 200, 300, and 500 W/cm², and comparing to hybrid cooling when $PD_{HS}$ = 1,000, 1,500, and 2,000 W/cm². Figure 6 shows the results for $PD_{HS}$ = 100, 200, 300, and 500 W/cm². Only when flow velocity = 2.6 m/s and $PD_{HS}$ = 300 and 500 W/cm², liquid cooling via microchannels shows lower $T_{MAX}$ than two-phase VCs. In all other experiments, two-phase VCs provide better cooling performance when compared to liquid cooling via microchannels and the conventional heat sink. Figure 7 shows the results for $PD_{HS}$ = 1,000, 1,500, and 2,000 W/cm². As the figure suggests, in some low flow velocity cases (0.5 and 1 m/s), two-phase VCs show lower $T_{MAX}$ or $\Delta T$s, but generally, hybrid cooling provides better cooling performance compared to two-phase VCs. Moreover, when the hot spot power density increases, the cooling performance of two-phase VCs start decreasing. When $PD_{HS}$ = 2,000 W/cm², the conventional heat sink has a relatively lower $\Delta T$ than two-phase VCs. The reason is that as we increase the maximum chip power density, the optimization flow selects the micropillar geometry that has a higher micropillar height. Increasing the height of the micropillar array can enhance the dry-out heat flux. However, it also decreases the HTC because of the thicker liquid film. For the conventional heat sink, one can observe that except for $PD_{HS}$ = 100, 200, and 300 W/cm² cases, all other experiments result in hot spot temperatures higher than 85°C, which means that the conventional heat sink is not an effective cooling solution for high power density chips.

Microchannel-based Two-Phase Cooling vs Single-Phase Cooling: We further compare the cooling performance between the microchannel-based two-phase cooling and the single-phase cooling techniques, namely hybrid cooling and liquid-cooling via microchannels. For hybrid cooling and liquid cooling via microchannels, we set flow velocity = 2.6 m/s and TEC current = 7 A. For microchannel-based two-phase cooling, we set mass flux = 560 kg/m²s. The comparison results are shown in Figure 8. Across all the experiments, microchannel-based two-phase cooling always provides better cooling performance than liquid cooling via microchannels. Hybrid cooling shows lower $T_{MAX}$ and $\Delta T$s than microchannel-based two-phase cooling when $PD_{HS}$ = 1,500 and 2,000 W/cm², while in all other cases, microchannel-based two-phase cooling provides better cooling performance than hybrid cooling. Theoretically, latent heat evaporation of fluid can result in a higher HTC than single-phase cooling such
Fig. 8: Comparison of cooling performance among hybrid cooling, microchannel-based two-phase cooling, and liquid cooling via microchannels.

as liquid cooling via microchannels. Nevertheless, adding an additional TEC unit with a high bias current can significantly reduce the hot spot temperature. The above results show that for hot spot power densities of 1500 and 2000 W/cm$^2$, hybrid cooling with a high bias current can achieve better cooling performance.

**Vapor Chambers vs Microchannel-based Two-Phase Cooling:** Figure 9 shows the cooling performance comparison results between the microchannel-based two-phase cooling and two-phase VCs. As we can see from the results, compared to microchannel-based two-phase cooling, two-phase VCs show better cooling performance when $PD_{HS} = 100, 200$, and $300$ W/cm$^2$ and input mass flux = $100$ kg/m$^2$s. When the input mass flux increases to $560$ kg/m$^2$s, microchannel-based two-phase cooling always shows better cooling performance. A higher mass flux can remove the heat more effectively, but similar to single-phase cooling, it also requires additional cooling power. We will discuss this in the following section.

Next, we compare the cooling performance of two-phase VCs to microchannel-based two-phase cooling by using a realistic chip architecture and power profile. We select a 256-core Intel SCC processor scaled to 22nm presented in a recent work [19]. The core architecture is based on IA-32 core [20]. The power profiles of this processor are generated by running various multi-threaded benchmarks using Sniper [21] and McPAT [22]. These power profiles are then used to conduct steady-state thermal simulations using HotSpot simulator [19]. We choose the power profile that results in maximum hot spot temperature and thermal gradients. The selected power profile has a maximum power density of 216.6 W/cm$^2$. We then conduct steady-state thermal simulations for this processor using our proposed model as well as the microchannel-based two-phase cooling CTM. We select R141b as a coolant because it is dielectric and more realistic than water, with a mass flux of 2000 kg/m$^2$s [6]. $T_{Sat}$ is set to $50^\circ$C (pressure = 1.83 bar). The simulated thermal maps are shown in Figure 10. We observe that two-phase VCs with micropillar wick evaporators achieve up to $16^\circ$C lower peak temperatures and $11^\circ$C lower thermal gradients.

**Comparison of Additional Cooling Power**

Table II shows the estimated additional cooling power for the above active cooling techniques (liquid cooling via microchannels, hybrid cooling and microchannel-based two-phase cooling). For liquid cooling via microchannels, the total additional cooling power is the same the pumping power of the hybrid cooling technique that has the same liquid flow velocity. The estimated pumping power is calculated based on Eq. (5) [11]:

$$P_{pump} = \frac{\Delta P \cdot V}{\eta}, \quad (5)$$

where $\Delta P$ is the pressure drop across the channel, $V$ is the volumetric flow rate, and $\eta$ is the pump efficiency.

TEC power consumption is calculated as follows:

$$P_{TEC} = Q_{hot} - Q_{cold}, \quad (6)$$

where $Q_{hot}$ and $Q_{cold}$ are the heat absorbed and rejected on the cold and hot sides, respectively.

As we can see from the Table II, hybrid cooling with TEC current = 7 A and liquid flow velocity = 2.6 m/s results in the highest cooling power of 15.6 W. Meanwhile, it also provides the best cooling performance for hot spot power densities of 1500 and 2000 W/cm$^2$. Using two-phase VCs with micropillar wick evaporators is attractive because it shows the favorable cooling ability for power densities less than 500 W/cm$^2$ without additional cooling power on the evaporator side.

**Comparison Results Summary**

Based on the above observations, we conclude the comparison results as follows:

- The conventional heat sink is not capable of cooling high power density chips (e.g., 500, 1000, 1500, or 2000
Related Work

This section presents a review of existing models for two-phase cooling, liquid cooling via microchannels, TEC cooling, and hybrid cooling with TEC and liquid cooling via microchannels. It then discusses the distinguishing aspects of our proposed model for two-phase VCs with micropillar wick evaporators.

Two-phase cooling: Sridhar et al. [12] build a CTM-based simulator to model the liquid-vapor phase change inside microchannels. Chen et al. [14] introduce a numerical model for two-phase cooling in vapor chambers. PCMs are another example of solid-liquid phase change. These are explored as a passive cooling technique to boost performance by computation sprinting [23]. Many PCM thermal models have been built to evaluate its thermal management capabilities and energy savings [24], [25].

Liquid cooling via microchannels: Liquid cooling via microchannels can provide inter-tier cooling in 3D-stacked architectures. Coskun et al. [11] build a CTM for this technique in 3D multicore systems and integrate it into the HotSpot-4.01 simulator. Sridhar et al. [9] introduce a CTM-based simulator, 3D-ICE, that can model the temperature gradient between the inlet and outlet of the microchannels. They validate the accuracy of their model with a CFD tool.

TEC: TECs have gained attraction due to their ability to mitigate high-density hot spots [4]. Paterna et al. [26] investigate TECs in conjunction with dynamic voltage and frequency scaling and a number of workload threads, to maximize performance under the given power and thermal constraints on multicore processors. A recent work [10] builds a CTM for this technique to investigate its heat removing capabilities.

Hybrid of TECs and liquid cooling via microchannels: Hybrid cooling with TECs and liquid cooling via microchannels has recently been proposed to efficiently remove high-density hot spots [10], [7], [27]. Kaplan et al. [10] introduce a CTM for this hybrid technique to show its superior cooling performance on high density hot spots when compared to liquid cooling via microchannels. They further integrate their model into the HotSpot-6.0 simulator.

The key distinguishing aspects of our work are as follows:
1) This work introduces a steady-state CTM for two-phase VCs with micropillar wick evaporators.
2) While there are many emerging cooling solutions to target localized hot spots, our work is the first to compare these techniques against each other for future processors and discuss their tradeoffs.

Conclusion

In this paper, we design a CTM for two-phase VCs with micropillar wick evaporators for fast and accurate steady-state thermal evaluation of this cooling technique. We have integrated our CTM in HotSpot-6.0 thermal simulator and provided a comparison against a COMSOL CFD model. Our proposed CTM provides a maximum error of less than 1.25 °C in comparison to COMSOL. In addition, our model also achieves a 214x speedup of the simulation time. We carry out a comprehensive study of the cooling performance for various cooling techniques including a conventional heat sink, liquid cooling via microchannels, hybrid cooling (TEC and liquid cooling via microchannels), microchannel-based two-phase cooling, and two-phase VCs with micropillar wick evaporators. Using two-phase VCs with micropillar wick evaporators shows better cooling performance than single-phase cooling when the hot spot power density is less than 500 W/cm². Two-phase VCs also provide better cooling performance than microchannel-based two-phase cooling when the mass flux is under 100 kg/m²s and the hot spot power density is less than 300 W/cm². In addition, no additional cooling power on the evaporator side is needed for two-phase VCs with micropillar wick evaporators.
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