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Abstract

We show that a pair of conjectures raised in [11] concerning the construction of normal solutions to the relativistic Boltzmann equation are valid. This ensures that the results in [11] hold for any range of positive temperatures and that the relativistic Euler system under the kinetic equation of state is hyperbolic and the speed of sound cannot overcome $c/\sqrt{3}$.

1 Introduction

The purpose of [11] was to construct solutions to the special relativistic Boltzmann equation as corrections of local relativistic Maxwellsians, where the thermodynamic fields evolve in time according to the relativistic Euler fluid equations.

To close the relativistic Euler system we add an equation of state. It turns out that in the context of [11] the right choice is obtained extrapolating the relations that hold between the thermodynamic quantities of the global equilibria of the relativistic Boltzmann equation (known as Jüttner equilibria). We may call this the kinetic equation of state. It is given by

$$p = k_B n \theta = m_0 c^2 n \frac{\beta}{\eta},$$

$$\rho = m_0 c^2 n \frac{K_1(\beta)}{K_2(\beta)} + 3p,$$

$$n = 4\pi e^4 m_0^3 c^3 h^{-3} \exp\left(-\frac{\eta}{k_B}\right) \frac{K_2(\beta)}{\beta} \exp\left(\beta \frac{K_1(\beta)}{K_2(\beta)}\right).$$

Here $n$ is the proper number density, $\theta$ is the temperature, $\beta = m_0 c^2 / (k_B \theta)$ is a dimensionless quantity proportional to the inverse temperature—where $c$ is the speed of light, $m_0$ is the mass of gas particles and $k_B$ is Boltzmann’s constant—, $p$ stands for the pressure, $\rho$ stands for proper energy density and $\eta$ stands for the entropy per particle, while $h$ is Planck’s constant and $K_1$, $K_2$ are modified Bessel functions (which we define below). For the related computations see [4, 5, 12] for instance. In fact, it can be checked that the same equation of state arises in the formal hydrodynamic limit of a kinetic model having Jüttner distributions as equilibria. This is the case for BGK-type models, see [3, 2, 4, 7, 8] for example.
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During their analysis, the authors of [11] ran into some difficulties as several properties of the kinetic equation of state (local solvability for any of the thermodynamic variables in terms of any other two of them, hyperbolicity and causality of the relativistic Euler system under the kinetic equation of state) were required but no rigorous proof for them seemed to be available in the literature. These properties were proven in [11] to hold true in certain temperature regimes and conjectured to be true in general. Then a pair of statements were raised in [11], which can be quoted as follows:

**Conjecture 1.** The map \((n, \beta) \leftrightarrow (\eta, \rho)\) given implicitly by the kinetic equation of state (1)–(3) is an auto-diffeomorphism of \([0, \infty] \times [0, \infty]\).

**Conjecture 2.** Under the kinetic equation of state (1)–(3), there holds that:
- There exists a smooth function \(f_{\text{kinetic}}\) such that \(p\) can be expressed in terms of \(\eta\) and \(\rho\) as \(\frac{1}{p} = f_{\text{kinetic}}(\eta, \rho)\).
- The relativistic Euler system is hyperbolic.
- The relativistic Euler system is causal (the speed of sound \(c_S := c\sqrt{\frac{\partial p}{\partial \rho}}|_\eta\) is real and less than the speed of light). Furthermore, \(0 < c_S < c/\sqrt{3}\).

It was also shown in [11] that these conjectures can be phrased in terms of relations between modified Bessel functions as

\[
3 \frac{K_1(\beta)}{K_2(\beta)} + \beta \left(\frac{K_1(\beta)}{K_2(\beta)}\right)^2 - \beta - \frac{4}{\beta} < 0, \quad \forall \beta > 0
\]

(4)

for the first conjecture and

\[
3 < 3 + \beta \frac{K_1(\beta)}{K_2(\beta)} + \frac{4 \frac{K_1(\beta)}{K_2(\beta)} + \beta \left(\frac{K_1(\beta)}{K_2(\beta)}\right)^2 - \beta - \frac{4}{\beta}}{3 \frac{K_1(\beta)}{K_2(\beta)} + \beta \left(\frac{K_1(\beta)}{K_2(\beta)}\right)^2} < +\infty, \quad \forall \beta > 0
\]

(5)

for the second conjecture. The purpose of this paper is to show that the previous inequalities (4)–(5) indeed hold true, thus Conjecture 1 and Conjecture 2 are then shown to be valid. This implies in particular that the results in [11] concerning the hydrodynamic limit of the relativistic Boltzmann equation hold true for any range of positive temperatures. The bound on the sound speed may also be important in cosmology: some results suggest that \(c/\sqrt{3}\) may be a boundary value separating unstable fluid regimes from stable fluid regimes for the case of nearly-uniform solutions to the fluid equations in rapidly expanding spacetimes [9, 10]. Specifically, an equation of state of the form \(p = c_S^2 \rho\) was addressed in these papers. On one hand, evidence was found pointing that solutions may be unstable in the regime given by \(c_S > c/\sqrt{3}\). On the other hand, global future stability for small data solutions when \(0 \leq c_S \leq c/\sqrt{3}\) and the spacetime is expanding at a sufficiently rapid rate has been shown in [10].

\(^1\)Let us mention that we use the term “kinetic equation of state” in a broader sense than what is done in [11], where this term is used to refer to \(f_{\text{kinetic}}\), not to (1)–(3).
2 Proofs of the conjectures

Modified Bessel functions can be defined as \[1, 12\]
\[ K_j(\beta) = \int_0^\infty \cosh(jr)e^{-\beta \cosh(r)} \, dr \geq 0, \quad j \in \mathbb{N}, \quad \beta > 0. \tag{6} \]

We recall that these functions obey the following recurrence relation:
\[ K_{j+1}(\beta) = \frac{2j}{\beta} K_j(\beta) + K_{j-1}(\beta), \quad j \in \mathbb{N}, \quad \beta > 0. \tag{7} \]

We are now ready to display our first result.

**Theorem 1.** Inequality \[4\] holds true for any \(\beta > 0\). As a consequence, Conjecture 1 holds true.

This result follows at once from the following non-trivial fact (see \[6\], Lemma 2.2 for instance):

**Proposition 1.** Let \( K_1 \) and \( K_2 \) be the modified Bessel functions defined by \[6\]. Then
\[ \left( \frac{K_1(\beta)}{K_2(\beta)} \right)' = \left( \frac{K_1(\beta)}{K_2(\beta)} \right)^2 + \frac{3}{\beta} \frac{K_1(\beta)}{K_2(\beta)} - 1 \tag{8} \]
and the following inequality holds true:
\[ \left( \frac{K_1(\beta)}{K_2(\beta)} \right)' < \frac{3}{\beta^2}, \quad \forall \beta > 0. \tag{9} \]

A proof for Proposition 1 can be found in \[6\]. See also \[12\], p. 89. Inequality \[9\] shows that the specific energy of a gas in equilibrium (defined as \(\psi(\beta) = \frac{3}{\beta} + \frac{K_1(\beta)}{K_2(\beta)} = \frac{E}{n}\) is an increasing function of the temperature.

The rest of this section is devoted to prove the following statement:

**Theorem 2.** Inequality \[5\] holds true for any \(\beta > 0\). As a consequence, Conjecture 2 holds true.

More precisely, the middle term in \[5\] equals \(\left( \frac{\partial p}{\partial \rho} \right|_{\eta}\right)^{-1}\). Then when the second inequality in \[5\] is valid we get the existence of \(\rho_{\text{kinetic}}\), the hyperbolicity of the relativistic Euler system and the fact that \(c_S > 0\) all at once. When the first inequality in \[5\] holds we get the bound \(c_S < c/\sqrt{3}\). See \[11\] for details.

Prior to the proof of Theorem 2 let us stress that the second inequality in \[5\] is trivially satisfied once we have proved Theorem 1 as the denominator in \[5\] never vanishes. Thus, it suffices to focus on the first inequality. Then, the first thing we do to prove the second conjecture is to rephrase inequality \[5\] as an inequivalent inequality which is more suitable to use certain bounds on the ratio \(K_1/K_2\). We now state and prove this reformulation in the following result.

**Lemma 1.** To show that the first inequality in \[5\] is satisfied for every \(\beta > 0\) is equivalent to show that
\[ \left( \frac{K_1(\beta)}{K_2(\beta)} \right)^2 < 1 - \frac{3}{4 + \beta \frac{K_1(\beta)}{K_2(\beta)}} \tag{10} \]
holds for every \(\beta > 0\).
Proof. We start using (8) to write (5) as

$$0 < \beta \frac{K_1(\beta)'}{K_2(\beta)} + \frac{K_1(\beta)}{K_2(\beta)} \left( \frac{K_1(\beta)}{K_2(\beta)} \right) - \frac{4}{\beta} \forall \beta > 0.$$  \hfill (11)

Note that thanks to (9) we can ensure that the denominator of the second term on the rhs is strictly negative. Due to this fact, (11) is equivalent to

$$\frac{K_1(\beta)}{K_2(\beta)} + \beta \left( \frac{K_1(\beta)}{K_2(\beta)} \right) < -\beta^2 \frac{K_1(\beta)}{K_2(\beta)} \left( \frac{K_1(\beta)}{K_2(\beta)} \right) + 4 \frac{K_1(\beta)}{K_2(\beta)}. \hfill (12)$$

We substitute now the value of the derivative of the ratio $K_1/K_2$ given by (8) in (12), obtaining

$$\left( \beta + \frac{\beta^2 K_1(\beta)}{K_2(\beta)} \right) \left( \frac{K_1(\beta)}{K_2(\beta)} \right)^2 + \frac{3 K_1(\beta)}{\beta K_2(\beta)} - 1 < 3 \frac{K_1(\beta)}{K_2(\beta)}. \hfill (13)$$

Expanding the product and rearranging a bit, inequality (13) can be recast as

$$\beta \left( \frac{K_1(\beta)}{K_2(\beta)} \right)^2 \left( 4 + \beta \frac{K_1(\beta)}{K_2(\beta)} \right) < \beta + \beta^2 \frac{K_1(\beta)}{K_2(\beta)}. \hfill (14)$$

We divide by $\beta$ and the third term on the lhs of (14) to arrive to (10).

To begin with, we can show that (10) holds for $0 < \beta < 1$. This is a consequence of the following estimate.

**Lemma 2.** The inequality $0 \leq K_1/K_2 \leq \beta/2$ holds for all $\beta > 0$.

Proof. Using (7) for $j = 1$ and the fact that $K_0 \geq 0$ we deduce that $K_2(\beta) \geq 2K_1(\beta)/\beta$ for all $\beta > 0$. As $K_j(\beta) > 0$ for all $\beta > 0$ and $j \in \mathbb{N}$ the result follows.

Now we replace the upper estimate granted by Lemma 2 on the lhs of (10) and we also replace the lower estimate on its rhs, so our claim follows. To proceed further we use again the recurrence relation (7) to obtain more estimates on $K_1/K_2$. We display a procedure which is highly reminiscent of what is done in [12] to obtain estimates on the functions $K_j(\beta)$ by means of their asymptotic expansions for $\beta \gg 1$ (see also [1] p. 378).

**Lemma 3.** The following estimates hold for $\beta > 1/2$:

$$\frac{128\beta^3 + 48\beta^2 - 15\beta}{128\beta^3 + 240\beta^2 + 105\beta - 30} \leq \frac{K_1(\beta)}{K_2(\beta)} \leq \frac{4\beta^2 + 3\beta/2}{4\beta^2 + 15\beta/2 + 3} \forall \beta \geq 1/2. \hfill (15)$$

Proof. We shall rewrite formula (6) by means of the change of variables $\frac{z^2}{4\beta} = \sinh^2(r/2)$. In such a way,

$$K_0(\beta) = e^{-\beta} \sqrt{\beta} \int_0^\infty \frac{1}{\sqrt{1 + \frac{z^2}{4\beta}}} e^{-z^2/2} dz \hfill (16)$$
Now we estimate the integrands. A full binomial expansion for the square roots in (16)–(17) would yield asymptotic expansions for $K_0$ and $K_0 + K_1$. Here we will content ourselves keeping just a few terms, which will be enough to prove Theorem 2. Following [12], we recall that Taylor’s theorem yields the following representation:

\[
(1 + x)^{n - \frac{1}{2}} = 1 + \sum_{i=1}^{p-1} \binom{n - \frac{1}{2}}{i} x^i + p\binom{n - \frac{1}{2}}{p} I_p(x), \quad p = 1, 2, 3, \ldots
\]  

(18)

where

\[
I_p(x) = \int_0^1 (1 - t)^{p-1}(1 + tx)^{n - \frac{1}{2} - p} x^p \, dt.
\]  

(19)

We notice that $I_p(x) > 0$ for $x > 0$ and then the remainder term has the same sign as $\binom{n - \frac{1}{2}}{p} x^p$ does, which is the first term of the binomial series that we have discarded. If we cut the expansion in a negative term we get an estimate from below, while we get an estimate from above if we cut the expansion in a positive term. Thus, if we substitute $x$ by $x^2$ in (18)–(19) we obtain that

\[
1 - \frac{x^2}{2} \leq 1 - \frac{x^2}{2} + \frac{3x^4}{8}, \quad \forall x > 0,
\]  

(20)

\[
1 + \frac{x^2}{2} - \frac{x^4}{8} \leq \sqrt{1 + x^2} \leq 1 + \frac{x^2}{2}, \quad \forall x > 0.
\]  

(21)

We plug (20)–(21) into (16)–(17) to obtain for all $\beta > 0$ the following bounds:

\[
\sqrt{\pi} \frac{e^{-\beta}}{2 \sqrt{\beta}} \left( 1 - \frac{1}{8\beta} \right) \leq K_0(\beta) \leq \sqrt{\pi} \frac{e^{-\beta}}{2 \sqrt{\beta}} \left( 1 - \frac{1}{8\beta} + \frac{9}{128\beta^2} \right)
\]  

(22)

and

\[
2\sqrt{\pi} \frac{e^{-\beta}}{2 \sqrt{\beta}} \left( 1 + \frac{1}{8\beta} - \frac{3}{128\beta^2} \right) \leq K_0(\beta) + K_1(\beta) \leq 2\sqrt{\pi} \frac{e^{-\beta}}{2 \sqrt{\beta}} \left( 1 + \frac{1}{8\beta} \right).
\]  

(23)

Note that the lower estimates that we get in such a way are positive for (say) $\beta \geq 1/2$. To conclude, we note that thanks to (17) we have $K_2 / K_1 = 2/\beta + K_0 / K_1$; we rewrite $K_1 / K_0$ as $(K_0 + K_1) / K_0 - 1$ and use (22)–(23) to obtain (14). \[\square\]

Substitution of the bounds given by (15) into (10) shows that, if

\[
\left( \frac{4\beta^2 + 3 \beta^2/2}{4\beta^2 + 15\beta^2/2 + 3} \right)^2 < 1 - \frac{3}{4 + \beta - \frac{128\beta^3 + 48\beta^2 - 15\beta}{128\beta^3 + 240\beta^2 + 105\beta - 30}}
\]  

(24)

holds true for $\beta \geq 1/2$, then the inequality (10) holds for $\beta \geq 1/2$ and we will be done. After some computations we see that (24) is equivalent to

\[
\frac{16\beta^4 + 12\beta^3 + 9\beta^2/4}{16\beta^4 + 60\beta^3 + 321\beta^2/4 + 45\beta + 9} < \frac{128\beta^4 + 176\beta^3 + 225\beta^2 + 105\beta - 30}{128\beta^4 + 560\beta^3 + 945\beta^2 + 420\beta - 120}
\]  

(25)
Both numerators and denominators in (25) are strictly positive in the range \( \beta \geq 1/2 \), so we can multiply by the denominators in (25). Thus (25) is finally equivalent to

\[
\frac{3}{4} \left( 3072\beta^6 + 20992\beta^5 + 36936\beta^4 + 25107\beta^3 + 6150\beta^2 - 540\beta - 360 \right) > 0. \tag{26}
\]

Then (26) is easily seen to be true for \( \beta \geq 1/2 \), in fact it suffices to keep the last three terms to ensure it. Thus we have proved Theorem 2.
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