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Abstract. The weak Galerkin finite element method is a novel numerical method that was first proposed and analyzed by Wang and Ye in [23] for general second order elliptic problems on triangular meshes. The goal of this paper is to conduct a computational investigation for the weak Galerkin method for various model problems with more general finite element partitions. The numerical results confirm the theory established in [23]. The results also indicate that the weak Galerkin method is efficient, robust, and reliable in scientific computing.
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1. Introduction. In this paper, we are concerned with computation and numerical accuracy issues for the weak Galerkin method that was recently introduced in [23] for second order elliptic equations. The weak Galerkin method is an extension of the standard Galerkin finite element method where classical derivatives were substituted by weakly defined derivatives on functions with discontinuity. The weak Galerkin method is also related to the standard mixed finite element method in that the two methods are identical for simple model problems (such as the Poisson problem). But they have fundamental differences for general second order elliptic equations. The goal of this paper is to numerically demonstrate the efficiency and accuracy of the weak Galerkin method in scientific computing. In addition, we shall extend the weak Galerkin method of [23] from triangular and tetrahedral elements to rectangular and cubic elements.

For simplicity, we take the linear second order elliptic equation as our model problem. More precisely, let \( \Omega \) be an open bounded domain in \( \mathbb{R}^d \), \( d = 2, 3 \) with Lipschitz continuous boundary \( \partial \Omega \). The model problem seeks an unknown function \( u = u(x) \) satisfying

\[
\begin{align*}
-\nabla \cdot (A \nabla u) + \beta \cdot \nabla u + \gamma u &= f \quad \text{in} \, \Omega, \\
u &= g \quad \text{on} \, \partial \Omega,
\end{align*}
\]

where \( A \in [L^\infty(\Omega)]^{d \times d} \), \( \beta \in [L^\infty(\Omega)]^d \), and \( \gamma \in L^\infty(\Omega) \) are vector- and scalar-valued functions, as appropriate. Furthermore, assume that \( A \) is a symmetric and uniformly positive definite matrix and the problem (1.1) has one and only one weak solution in the usual Sobolev space \( H^1(\Omega) \) consisting of square integrable derivatives up to order one. \( f \) and \( g \) are given functions that ensure the desired solvability of (1.1).

Throughout the paper, we use \( \| \cdot \| \) to denote the standard \( L^2 \) norm over the domain \( \Omega \), and use bold face Latin characters to denote vectors or vector-valued
functions. The paper is organized as follows. In Section 2, the weak Galerkin method is introduced and an abstract theory is given. In particular, we prove that certain rectangular elements satisfy the assumptions in the abstract theory, and thus establish a well-posedness and error estimate for the corresponding weak Galerkin method with rectangular meshes. In Section 3, we present some implementation details for the weak Galerkin elements. Finally in Section 4, we report some numerical results for various test problems. The numerical experiments not only confirm the theoretical predictions as given in the original paper [23], but also reveal new results that have not yet been theoretically proved.

2. The Weak Galerkin Method. Let $\mathcal{T}_h$ be a shape-regular, quasi-uniform mesh of the domain $\Omega$, with characteristic mesh size $h$. In two-dimension, we consider triangular and rectangular meshes, and in three-dimension, we mainly consider tetrahedral and hexahedral meshes. For each element $K \in \mathcal{T}_h$, denote by $K_0$ and $\partial K$ the interior and the boundary of $K$, respectively. Here, $K$ can be a triangle, a rectangle, a tetrahedron or a hexahedron. The boundary $\partial K$ consists of several “sides”, which are edges in two-dimension or faces(polygons) in three-dimension. Denote by $\mathcal{F}_h$ the collection of all edges/faces in $\mathcal{T}_h$.

On each $K \in \mathcal{T}_h$, let $P_j(K_0)$ be the set of polynomials on $K_0$ with degree less than or equal to $j$, and $Q_j(K)$ be the set of polynomials on $K_0$ with degree of each variable less than or equal to $j$. Likewise, on each $F \in \mathcal{F}_h$, $P_l(F)$ and $Q_l(F)$ are defined analogously. Now, define a weak discrete space on mesh $\mathcal{T}_h$ by

$$ S_h = \{ v : v|_{K_0} \in P_j(K_0) \text{ or } Q_j(K_0) \text{ for all } K \in \mathcal{T}_h, \quad v|_F \in P_l(F) \text{ or } Q_l(F) \text{ for all } F \in \mathcal{F}_h \}. $$

Observe that the definition of $S_h$ does not require any form of continuity across element or edge/face interfaces. A function in $S_h$ is characterized by its value on the interior of each element plus its value on the edges/faces. Therefore, it is convenient to represent functions in $S_h$ with two components, $v = \{v_0, v_b\}$, where $v_0$ denotes the value of $v$ on all $K_0$s and $v_b$ denotes the value of $v$ on $\mathcal{F}_h$.

We further define an $L^2$ projection from $H^1(\Omega)$ onto $S_h$ by setting $Q_h v \equiv \{Q_0 v, Q_0 v\}$, where $Q_0 v|_K$ is the local $L^2$ projection of $v$ in $P_j(K_0)$, for $K \in \mathcal{T}_h$, and $Q_0 v|_F$ is the local $L^2$ projection in $P_l(F)$, for $F \in \mathcal{F}_h$.

The idea of the weak Galerkin method is to seek an approximate solution to the weak problem (1.1) in the weak discrete space $S_h$. To this end, we need to introduce a discrete gradient operator on $S_h$. Indeed, this will be done locally on each element $K$. Let $V_r(K)$ be a space of polynomials on $K$ such that $[P_r(K)]^d \subset V_r(K)$; details of $V_r(K)$ will be given later. Let

$$ \Sigma_h = \{ q \in [L^2(\Omega)]^d : q|_K \in V_r(K) \text{ for all } K \in \mathcal{T}_h \}. $$

A discrete gradient of $v_h = \{v_0, v_b\} \in S_h$ is defined to be a function $\nabla_d v_h \in \Sigma_h$ such that on each $K \in \mathcal{T}_h$,

$$ \int_K \nabla_d v_h \cdot q \, dx = - \int_K v_0 \nabla \cdot q \, dx + \int_{\partial K} v_b q \cdot n \, ds, \quad \text{for all } q \in V_r(K), $$

where $n$ is the unit outward normal on $\partial K$. Clearly, such a discrete gradient is always well-defined.

Denote by $(\cdot, \cdot)$ the standard $L^2$-inner product on $\Omega$. Let $S_h^{||}$ be a subset of $S_h$ consisting of functions with vanishing boundary values. Now we can write the weak
Galerkin formulation for Equation (1.1) as follows: find \( u_h = \{ u_0, u_b \} \in S_h \) such that \( u_b = Q_h g \) on each edge/face \( F \subset \partial \Omega \) and

(2.2) \[
\mathbf{A} \nabla d u_h, \nabla_d v_h \rangle + (\mathbf{\beta} \cdot \nabla_d u_h, v_0) + (\gamma u_0, v_0) = (f, v_0)
\]

for all \( v_h = \{ v_0, v_b \} \in S_h^0 \). For simplicity of notation, we introduce the following bilinear form

(2.3) \[
a(u_h, v_h) \triangleq (\mathbf{A} \nabla d u_h, \nabla_d v_h) + (\mathbf{\beta} \cdot \nabla_d u_h, v_0) + (\gamma u_0, v_0).
\]

The spaces \( S_h \) and \( \Sigma_h \) cannot be chosen arbitrarily. There are certain criteria they need to follow, in order to guarantee that Equation (2.2) provides a good approximation to the solution of Equation (1.1). For example, \( \Sigma_h \) has to be rich enough to prevent from the loss of information in the process of taking discrete gradients, while it should remain to be sufficiently small for its computational cost. Hence, we would like to impose the following conditions upon \( S_h \) and \( \Sigma_h \):

(P1) For any \( v_h \in S_h \) and \( K \in T_h, \nabla_d v_h |_K = 0 \) if and only if \( v_0 = v_b = constant \) on \( K \).

(P2) For any \( w \in H^{m+1}(\Omega) \), where \( 0 \leq m \leq j + 1 \), we have

\[
\| \nabla_d(Q_h w) - \nabla w \| \leq C h^m \| w \|_{m+1},
\]

where and in what follows of this paper, \( C \) denotes a generic constant independent of the mesh size \( h \).

Under the above two assumptions, it has been proved in [23] that Equation (2.2) has a unique solution as long as the mesh size \( h \) is moderately small and the dual of (1.1) has an \( H^{1+s} \)-regularity with some \( s > 0 \). Furthermore, one has the following error estimate:

(2.4) \[
\begin{align*}
\| \nabla_d(u_h - Q_h u) \| & \leq C (h^{1+s} \| f - Q_0 f \| + h^m \| u \|_{m+1}), \\
\| u_0 - Q_h u \| & \leq C (h^{1+s} \| f - Q_0 f \| + h^{m+s} \| u \|_{m+1}),
\end{align*}
\]

for any \( 0 \leq m \leq j + 1 \), and \( s > 0 \) is the largest number such that the dual of Equation (1.1) has an \( H^{1+s} \)-regularity.

There are several possible combinations of \( S_h \) and \( \Sigma_h \) that satisfy Assumptions (P1) and (P2). Two examples of triangular elements have been given in [23], which are

1. Triangular element \( (P_j(K_0), P_j(F), RT_j(K)) \) for \( j \geq 0 \). That is, in the definition of \( S_h \), we set \( l = j \). And in the definition of \( \Sigma_h \), we set \( r = j \) and \( V_r(K) \) to be the \( j \)th order Raviart-Thomas element \( RT_j(K) \) [21].

2. Triangular element \( (P_j(K_0), P_{j+1}(F), (P_{j+1}(K))^d) \) for \( j \geq 0 \). That is, in the definition of \( S_h \), we set \( l = j \) and in the definition of \( \Sigma_h \), we set \( r = j + 1 \) and \( V_r(K) = (P_{j+1}(K))^d \), or in other words, the \( (j + 1) \)st order Brezzi-Douglas-Marini element [5].

The rest of this section shall extend this result to rectangular elements. An extension to three-dimensional tetrahedral and hexahedral elements is straightforward.

2.1. Weak Galerkin on Rectangular Meshes. Consider the following two type of rectangular elements:
1. Rectangular element \((Q_j(K_0), Q_j(F), RT_j(K))\) for \(j \geq 0\). That is, in the
definition of \(S_h\), we set \(l = j\) and \(V_r(K)\) to be the \(j\)th order Raviart-Thomas element \(RT_j(K)\) on rectangle \(K\).

2. Rectangular element \((P_j(K_0), P_{j+1}(F), BDM_{j+1}(K))\) for \(j \geq 0\). That is, in
the definition of \(S_h\), we set \(r = j + 1\) and \(V_r(K)\) to be the \((j + 1)\)st order Brezzi-Douglas-Marini element
\(BDM_{j+1}(K)\) on rectangle \(K\).

Denote by \(Q_{i,j}(K)\) the space of polynomials with degree in \(x\) and \(y\) less than or equal
to \(i\) and \(j\), respectively, and \(\text{curl} = \begin{bmatrix} -\partial/\partial y \\ \partial/\partial x \end{bmatrix}\). It is known that
\[RT_j(K) = \begin{bmatrix} Q_{j+1,j}(K) \\ Q_{j,j+1}(K) \end{bmatrix},\]
\[BDM_{j+1}(K) = \begin{bmatrix} P_{j+1}(K) \\ P_{j+1}(K) \end{bmatrix} + \text{span}\{\text{curl}(x^{j+2}y), \text{curl}(xy^{j+2})\},\]
and \(\dim(\text{RT}_j(K)) = 2(j + 1)(j + 2)\), \(\dim(\text{BDM}_{j+1}(K)) = (j + 2)(j + 3) + 2\). The
degrees of freedom for \(\text{RT}_j(K)\) are
\[
\int_F (q \cdot n)w \, ds, \quad \text{for all } w \in Q_j(F), \quad F \in \mathcal{F} \cap \partial K,
\]
\[
\int_K q \cdot p \, dx, \quad \text{for all } p \in Q_{j-1,j}(K) \times Q_{j,j-1}(K).
\]
The degrees of freedom for \(\text{BDM}_{j+1}(K)\) are
\[
\int_F (q \cdot n)w \, ds, \quad \text{for all } w \in P_{j+1}(F), \quad F \in \mathcal{F} \cap \partial K,
\]
\[
\int_K q \cdot p \, dx, \quad \text{for all } p \in [P_{j-1}(K)]^2.
\]
It is also well-known that on each rectangle \(K \in \mathcal{T}_h\) and each edge \(F \in \mathcal{F}_h \cap \partial K\),
\[
\nabla \cdot RT_j(K) = Q_j(K_0), \quad RT_j(K) \cdot n|_F = Q_j(F),
\]
\[
\nabla \cdot BDM_{j+1}(K) = P_j(K_0), \quad BDM_{j+1}(K) \cdot n|_F = P_{j+1}(F).
\]

Next, we show that the two set of elements defined as above satisfy Assumptions
\textbf{(P1)} and \textbf{(P2)}.

\textbf{Lemma 2.1.} For the two type of rectangular elements given in this subsection, the Assumption \textbf{P1} holds true.

\textit{Proof.} If \(v_0 = v_b = \text{constant}\) on \(K\), then clearly \(\nabla_d v_h|_K\) vanishes since the
right-hand side of \textbf{2.1} is zero from the divergence theorem. Now let us assume that
\(\nabla_d v_h|_K = 0\). By \textbf{2.1} and using integration by parts, we have for all \(q \in RT_j(K)\) or
\(BDM_{j+1}(K)\),
\[
0 = -\int_K v_0 \nabla \cdot q \, dx + \int_{\partial K} v_0 q \cdot n \, ds
\]
\[
= \int_{\partial K} (v_b - v_0) q \cdot n \, ds + \int_K (\nabla v_0) \cdot q \, dx.
\]
We first consider the element $(Q_j(K_0), Q_j(F), RT_j(K))$. If $j = 0$, then $v_0$ is a constant on $K_0$ and clearly $\nabla v_0 = 0$. If $j > 0$, take $q$ such that $\int_K q \cdot \mathbf{n} \, ds = 0$ for all $w \in Q_j(F)$ and let it traverse through all degrees of freedom defined by $\int_K q \cdot p \, dx$, for $p \in Q_{j-1,j}(K) \times Q_{j-1,j}(K)$. Since $(v_b - v_0)|_F \in Q_j(F)$ and $\nabla v_0 \in Q_{j-1,j}(K) \times Q_{j-1,j}(K)$, Equation (2.6) reduces into

$$\sum_{F} v_b|_F = 0,$$

which implies $v_0$ is a constant on $K_0$. Now Equation (2.6) reduces into

$$\int_{\partial K} (v_b - v_0) q \cdot \mathbf{n} \, ds = 0,$$

for all $q \in RT_j(K)$. Next, since $(v_b - v_0)|_F \in Q_j(F) = RT_j(K) \cdot \mathbf{n}|_F$ for all $F \in F_h \cap \partial K$, by letting $q$ traverse through all degrees of freedom on $\partial K$, we have $v_b - v_0 = 0$ on all $F$. This implies $v_b = v_0 = \text{constant}$ in $K$.

For the $(P_j(K_0), P_{j+1}(F), BDM_{j+1}(K))$ element, using the same argument as in the previous case, and noticing that $\nabla v_0 \in (P_{j-1}(K))^2$, $(v_b - v_0)|_F \in P_{j+1}(F) = BDM_{j+1}(K) \cdot \mathbf{n}|_F$ for all $F \in F_h \cap \partial K$, we can similarly prove that $v_b = v_0 = \text{constant}$ in $K$.

**Lemma 2.2.** For the two type of rectangular elements given in this subsection, the Assumption (P2) holds true.

**Proof.** Let $w \in H^m(\Omega)$, $0 \leq m \leq j + 1$. For any $q \in \Sigma_h$ and $K \in T_h$, by (2.5) and the definition of $L^2$ projections, we have

$$\int_K (\nabla_d Q_h w) \cdot q \, dx = -\int_K (Q_0 w)(\nabla \cdot q) \, dx + \int_{\partial K} Q_h w(q \cdot \mathbf{n}) \, ds$$

$$= -\int_K w(\nabla \cdot q) \, dx + \int_{\partial K} w(q \cdot \mathbf{n}) \, ds$$

$$= \int_K (\nabla w) \cdot q \, dx.$$  

In other words, on each $K \in T_h$, $\nabla_d Q_h w$ is the $L^2$ projection of $\nabla w$ onto $RT_j(K)$ or $BDM_{j+1}(K)$. Thus, the Assumption (P2) follows immediately from the approximation properties of the $L^2$ projection, and the fact that both $RT_j(K)$ and $BDM_{j+1}(K)$ contains the entire polynomial space $[P_j(K)]^2$.

Using Lemma 2.1 and Lemma 2.2 one can derive the error estimate (2.4) for the rectangular elements by following the argument presented in [23]. Details are left to interested readers as an exercise.

**3. Computation of Local Stiffness Matrices.** Similar to the standard Galerkin finite element method, the weak Galerkin method (2.2) can be implemented as a matrix problem where the matrix is given as the sum of local stiffness matrices on each element $K \in T_h$. Thus, a key step in the computer implementation of the weak Galerkin is to compute element stiffness matrices. The goal of this section is to demonstrate ways of computing element stiffness matrices for various elements introduced in the previous sections.

For a given element $K \in T_h$, let $\phi_{0,i}$, $i = 1, \ldots, N_0$, be a set of basis functions for $P_j(K_0)$ or $Q_j(K_0)$, and $\phi_{b,i}$, $i = 1, \ldots, N_b$, be a set of basis functions for $\sum_{F \in \partial K \cap F_h} P_i(F)$ or $\sum_{F \in \partial K \cap F_h} Q_i(F)$. Note that $\{\phi_{b,i}\}$ is the union of basis functions from all edges/faces of element $K$. Then every $v_h = \{v_0, v_b\} \in S_h$ has the following representation in $K$:

$$v_h|_K = \sum_{i=1}^{N_0} v_{0,i} \phi_{0,i} + \sum_{i=1}^{N_b} v_{b,i} \phi_{b,i}.$$
On each $K$, the local stiffness matrix $M_K$ for Equation (2.2) can thus be written as a block matrix

\begin{equation}
M_K = \begin{bmatrix} M_{0,0} & M_{0,b} \\ M_{b,0} & M_{b,b} \end{bmatrix}
\end{equation}

where $M_{0,0}$ is an $N_0 \times N_0$ matrix, $M_{0,b}$ is an $N_0 \times N_b$ matrix, $M_{b,0}$ is an $N_b \times N_0$ matrix, and $M_{b,b}$ is an $N_b \times N_b$ matrix. These matrices are defined, respectively, by

\begin{align*}
M_{0,0} &= [a(\phi_{0,j}, \phi_{0,i})]_{i,j}, \\
M_{0,b} &= [a(\phi_{b,j}, \phi_{0,i})]_{i,j}, \\
M_{b,0} &= [a(\phi_{0,j}, \phi_{b,i})]_{i,j}, \\
M_{b,b} &= [a(\phi_{b,j}, \phi_{b,i})]_{i,j},
\end{align*}

where the bilinear form $a(\cdot, \cdot)$ is defined as in (2.3), and $i, j$ are the row and column indices, respectively.

To compute each block of $M_K$, we first need to calculate the discrete gradient operator $\nabla_d$. For convenience, denote the local vector representation of $v_h|_K$ by

\begin{equation}
\mathbf{v}_h = \begin{bmatrix} v_{h,0} \\ \vdots \\ v_{h,N_b} \end{bmatrix}
\end{equation}

where $v_{h,0}$ is an $N_0 \times h$ matrix, and $v_{h,N_b}$ is an $N_b \times h$ matrix. These matrices are defined, respectively, by

\begin{align*}
v_{h,0} &= \int_K \phi_0 \cdot \chi_i \, dx, \\
v_{h,b} &= \int_K \phi_b \cdot \chi_i \, dx,
\end{align*}

Let $\chi_i, i = 1, \ldots, NV$, be a set of basis functions for $V_f(K)$. Then, for every $q_h \in \Sigma_h$, its value on $K$ can be expressed as

\begin{equation}
q_h|_K = \sum_{i=1}^{NV} q_i \chi_i.
\end{equation}

Similarly, we denote the local vector representation of $q_h|_K$ by

\begin{equation}
q = \begin{bmatrix} q_1 \\ q_2 \\ \vdots \\ q_{NV} \end{bmatrix}
\end{equation}

Then, by the definition of the discrete gradient (2.1), given $v_h|_K$, we can compute the vector form of $\nabla_d v_h$ on $K$ by

\begin{equation}
D_K(\nabla_d v_h) = -Z_K \mathbf{v}_h + T_K \mathbf{q}_h,
\end{equation}

where the $NV \times NV$ matrix $D_K$, the $NV \times N_0$ matrix $Z_K$, and the $NV \times N_b$ matrix $T_K$ are defined, respectively, by

\begin{align*}
D_K &= \begin{bmatrix} \int_K \mathbf{\chi}_1 \cdot \mathbf{\chi}_1 \, dx & \cdots & \int_K \mathbf{\chi}_1 \cdot \mathbf{\chi}_{NV} \, dx \\
\vdots & \ddots & \vdots \\
\int_K \mathbf{\chi}_{NV} \cdot \mathbf{\chi}_1 \, dx & \cdots & \int_K \mathbf{\chi}_{NV} \cdot \mathbf{\chi}_{NV} \, dx \end{bmatrix}, \\
Z_K &= \begin{bmatrix} \int_K \nabla \cdot \mathbf{\chi}_1 \phi_{0,1} \, dx & \cdots & \int_K \nabla \cdot \mathbf{\chi}_1 \phi_{0,N_0} \, dx \\
\vdots & \ddots & \vdots \\
\int_K \nabla \cdot \mathbf{\chi}_{NV} \phi_{0,1} \, dx & \cdots & \int_K \nabla \cdot \mathbf{\chi}_{NV} \phi_{0,N_0} \, dx \end{bmatrix},
\end{align*}

where $\mathbf{\chi}_i, i = 1, \ldots, NV$, are the row and column indices, respectively.
and

\[
T_K = \begin{bmatrix}
\int_{\partial K} (\chi_1 \cdot n) \phi_{b,1} \, ds \\
\vdots \\
\int_{\partial K} (\chi_{N_v} \cdot n) \phi_{b,1} \, ds \\
\int_{\partial K} (\chi_{N_v} \cdot n) \phi_{b,N_b} \, ds \\
\end{bmatrix}.
\]

Notice that \(D_K\) is a symmetric matrix.

Once the matrices \(D_K\), \(Z_K\) and \(T_K\) are computed, we can use (3.2) to calculate the weak gradient of basis functions \(\phi_{0,i}\) and \(\phi_{b,i}\) on \(K\). It is not hard to see that

\[
(\nabla \phi_{0,i}) = -D_K^{-1} Z_K g_{i}^{N_0}, \quad (\nabla \phi_{b,i}) = D_K^{-1} T_K g_{i}^{N_b},
\]

where \(g_{i}^{N_0}\) and \(g_{i}^{N_b}\) are the standard basis for the Euclidean spaces \(\mathbb{R}^{N_0}\) and \(\mathbb{R}^{N_b}\), respectively, such that its \(i\)-th entry is 1 and all other entries are 0.

Define matrices

\[
A_K = [(A \chi_j, \chi_i)_{K}]_{i,j},
\]

\[
B_K = [(\beta \cdot \chi_j, \phi_{0,i})_{K}]_{i,j},
\]

\[
C_K = [(\gamma \phi_{0,j}, \phi_{0,i})_{K}]_{i,j},
\]

where \((\cdot, \cdot)_{K}\) denote the standard inner-product on \(L^2(K)\) or \([L^2(K)]^d\), as appropriate. Clearly, \(A_K\) is an \(N_v \times N_v\) matrix, \(B_K\) is an \(N_0 \times N_v\) matrix, and \(C_K\) is an \(N_0 \times N_0\) matrix. Then, an elementary matrix calculation shows that the local stiffness matrix \(M_K\) for Equation (2.2) can be expressed in a way as specified in the following lemma.

**Lemma 3.1.** The local stiffness matrix \(M_K\) defined in (3.1) can be computed by using the following formula

\[
M_{0,0} = Z_K^t D_K^{-1} A_K D_K^{-1} Z_K - B_K D_K^{-1} T_K + C_K, \\
M_{0,b} = -Z_K^t D_K^{-1} A_K D_K^{-1} T_K + B_K D_K^{-1} T_K, \\
M_{b,0} = -T_K^t D_K^{-1} A_K D_K^{-1} Z_K + T_K^t D_K^{-1} B_K, \\
M_{b,b} = T_K^t D_K^{-1} A_K D_K^{-1} T_K,
\]

where the superscript \(t\) stands for the standard matrix transpose.

For the Poisson equation \(-\Delta u = f\), we clearly have \(A_K = D_K\) and \(B_K = 0\), \(C_K = 0\). Since \(D_K\) is symmetric, the local stiffness matrix becomes

\[
M_K = \begin{bmatrix}
Z_K^t D_K^{-1} Z_K & -Z_K^t D_K^{-1} T_K \\
-T_K^t D_K^{-1} Z_K & T_K^t D_K^{-1} T_K
\end{bmatrix}.
\]

In the rest of this section, we shall demonstrate the computation of the element stiffness matrix \(M_K\) with two concrete examples.

**3.1. For the Triangular Element \((P_0(K), P_0(F), RT_0(K))\).** Let \(K\) be a triangular element in \(T_h\). We consider the case when \(j = l = 0\) and \(V_r(K)\) being the lowest order Raviart-Thomas element. In other words, the discrete space \(S_h\) consists of piecewise constants on the triangles, and piecewise constants on the edges of the mesh. In this case, the discrete gradient is defined by using the lowest order
Let \( v_i = (x_i, y_i), \ i = 1, 2, 3, \) be the vertices of the triangle \( K \) and \( e_i \) be the edge opposite to the vertex \( v_i \). Denote by \( |e_i| \) the length of edge \( e_i \) and \( |K| \) the area of the triangle \( K \). We also denote by \( n_i \) and \( t_i \) the unit outward normal and unit tangential vectors on \( e_i \), respectively. Here \( t_i \) should be in the positive (counterclockwise) orientation. If edge \( e_i \) goes from vertex \( v_j \) to \( v_k \) and \( K \) stays on the left when one travels from \( v_j \) to \( v_k \), then it is not hard to see that

\[
\begin{align*}
  t_i &= \begin{bmatrix} t_{i,1} \\ t_{i,2} \end{bmatrix} = \frac{1}{|e_i|} \begin{bmatrix} x_k - x_j \\ y_k - y_j \end{bmatrix}, \\
  n_i &= \begin{bmatrix} n_{i,1} \\ n_{i,2} \end{bmatrix} = \frac{1}{|e_i|} \begin{bmatrix} y_k - y_j \\ -(x_k - x_j) \end{bmatrix}. 
\end{align*}
\]

3.1.1. Approach I. One may use the following set of basis functions for the weak discrete functions on \( K \):

\[
\phi_{0,1} = 1, \quad \phi_{b,i} = \begin{cases} 1 & \text{on } e_i \\ 0 & \text{otherwise} \end{cases} \quad \text{for } i = 1, 2, 3,
\]

and

\[
\chi_i = \frac{|e_i|}{2|K|} \begin{bmatrix} x - x_i \\ y - y_i \end{bmatrix}, \quad \text{for } i = 1, 2, 3.
\]

Notice that \( \chi_i \) forms the standard basis for the lowest order Raviart-Thomas element, for which the degrees of freedom are taken to be the normal component on edges. Indeed, \( \chi_i \) satisfies

\[
\chi_i \cdot n_j |_{e_j} = \begin{cases} 1 & \text{for } i = j, \\ 0 & \text{for } i \neq j. \end{cases}
\]

It is straightforward to compute that, for the above defined basis functions,

\[
Z_K = \begin{bmatrix} |e_1| \\ |e_2| \\ |e_3| \end{bmatrix}, \quad T_K = \begin{bmatrix} |e_1| & 0 & 0 \\ 0 & |e_2| & 0 \\ 0 & 0 & |e_3| \end{bmatrix}.
\]

The computation of \( D_K \) is slightly more complicated, but it can still be done without much difficulty, especially with the help of symbolic computing tools provided in existing software packages such as Maple and Mathematica. For simplicity of notation, denote

\[
\begin{align*}
  l_i &= |e_i|^2 & \text{for } 1 \leq i \leq 3, \\
  l_{ij} &= |e_i|^2 + |e_j|^2 & \text{for } 1 \leq i, j \leq 3 \text{ and } i \neq j, \\
  l_{123} &= |e_1|^2 + |e_2|^2 + |e_3|^2. 
\end{align*}
\]

Then, it can be verified that

\[
D_K = \frac{1}{48|K|^2} \begin{bmatrix} |e_1|^2 (3l_{23} - l_1) & |e_1| |e_2| (l_{12} - 3l_3) & |e_1| |e_3| (l_{13} - 3l_2) \\ |e_1| |e_2| (l_{12} - 3l_3) & |e_2|^2 (3l_{13} - l_2) & |e_2| |e_3| (l_{23} - 3l_1) \\ |e_1| |e_3| (l_{13} - 3l_2) & |e_2| |e_3| (l_{23} - 3l_1) & |e_3|^2 (3l_{12} - l_3) \end{bmatrix}
\]

\[
= \frac{1}{48|K|^2} T_K \begin{bmatrix} 3l_{23} - l_1 & l_{12} - 3l_3 & l_{13} - 3l_2 \\ l_{12} - 3l_3 & 3l_{13} - l_2 & l_{23} - 3l_1 \\ l_{13} - 3l_2 & l_{23} - 3l_1 & 3l_{12} - l_3 \end{bmatrix} T_K^T,
\]

for \( K \).
We point out that, the value of $D_K$ given as in \(3.10\) agrees with the one presented in [3]. A verification of the formula \(3.10\) can be carried out by using the following fact

$$|K| = \frac{1}{2} \begin{vmatrix} 1 & 1 & 1 \\ x_1 & x_2 & x_3 \\ y_1 & y_2 & y_3 \end{vmatrix},$$

$$|e_i|^2 = (x_j - x_k)^2 + (y_j - y_k)^2, \quad i = 1, 2, 3, \ j \neq k, \ j \text{ and } k \text{ different from } i.$$ 

In computer implementation, it is convenient to use a form for the local matrix that can be expressed by using only edge lengths, as the one given by \(3.10\).

In addition, using symbolic computing tools and the law of sines and cosines, we can write $D_K^{-1}$ as follows:

$$D_K^{-1} = T_K^{-t} \left( \frac{16|K|}{l_{123}} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} + \frac{1}{2|K|} \begin{bmatrix} 2l_1 & l_3 - l_{12} & l_2 - l_{13} \\ l_3 - l_{12} & 2l_2 & l_1 - l_{23} \\ l_2 - l_{13} & l_1 - l_{23} & 2l_3 \end{bmatrix} \right) T_K^{-1}.$$ 

Thus, to compute the local stiffness matrix $M_K$, it suffices to calculate $A_K$, $B_K$ and $C_K$ as given in \(3.5\), and then apply Lemma 3.1. Notice that these three matrices depend on the coefficients $A$, $B$ and $C$, and quadrature rules may be employed in the calculation. However, for the simple case of the Poisson equation $-\Delta u = f$, we see from \(3.7\) that

$$M_{00} = \left[ \frac{144|K|}{l_{123}} \right], \quad M_{0b} = M_{b0}^t = \left[ \frac{-48|K|}{l_{123}} \frac{-48|K|}{l_{123}} \frac{-48|K|}{l_{123}} \right],$$

$$M_{bb} = \frac{16|K|}{l_{123}} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} + \frac{1}{2|K|} \begin{bmatrix} 2l_1 & l_3 - l_{12} & l_2 - l_{13} \\ l_3 - l_{12} & 2l_2 & l_1 - l_{23} \\ l_2 - l_{13} & l_1 - l_{23} & 2l_3 \end{bmatrix}.$$ 

3.1.2. Approach II. We would like to present another approach for computing the local stiffness matrix $M_K$ in the rest of this subsection. Observe that a set of basis functions for the local space $V_r(K)$ can be chosen as follows

$$(3.11) \quad \chi_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \chi_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad \chi_3 = \begin{bmatrix} x - \bar{x} \\ y - \bar{y} \end{bmatrix},$$

where $(\bar{x} = (x_1 + x_2 + x_3)/3, \bar{y} = (y_1 + y_2 + y_3)/3)$ is the coordinate of the barycenter of $K$. Note that both components of $\chi_4$ have mean value zero on $K$. For the weak discrete function on $K$, we use the same set of basis functions as given in \(3.8\). It is not hard to see that

$$D_K = |K| \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \frac{l_{33}}{l_{33}} \end{bmatrix}, \quad Z_K = \begin{bmatrix} 0 & 0 \\ 0 & 2|K| \end{bmatrix},$$

and

$$T_K = \begin{bmatrix} 2|K| & |K| & |K| \\ 2|K| & |K| & 2|K| \\ 2|K| & 2|K| & 2|K| \end{bmatrix}.$$
Next, we use the formula (3.5) to calculate the matrices $A_K$, $B_K$ and $C_K$ for the new basis (3.11). Finally, we calculate the local stiffness matrix $M_K$ by using the formula provided in Lemma 3.1.

Since the set of basis functions for the weak discrete space are the same in Approaches I and II, the resulting local stiffness matrix $M_K$ would remain unchanged from Approaches I and II. The set of basis functions (3.11) is advantageous over the set (3.9) in that the matrix $D_K$ is a diagonal one whose inverse is trivial to compute.

### 3.2. For the Cubic Element $(Q_0(K), Q_0(F), \mathbf{RT}_0(K))$

Let $K = [0, a] \times [0, b] \times [0, c]$ be a rectangular box where $a, b, c$ are positive real numbers. We consider the three-dimensional cubic element, for which the discrete space $S_h$ consists of piecewise constants on $K_0$ and piecewise constants on the faces of $K$. The space for the discrete gradient is the lowest order Raviart-Thomas element on $K$. We clearly have $N_0 = 1, N_b = 6$ and $N_V = 6$.

Denote the six faces $F_i, i = 1, \ldots, 6$ by

- $F_1 : x = 0$,
- $F_2 : x = a$,
- $F_3 : y = 0$,
- $F_4 : y = b$,
- $F_5 : z = 0$,
- $F_6 : z = c$.

Note that the volume of $K$ is given by $|K| = abc$ and the normal direction to each face is given by

$$ n_1 = \begin{bmatrix} -1 \\ 0 \\ 0 \end{bmatrix}, \quad n_2 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad n_3 = \begin{bmatrix} 0 \\ -1 \\ 0 \end{bmatrix}, \quad n_4 = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad n_5 = \begin{bmatrix} 0 \\ 0 \\ -1 \end{bmatrix}, \quad n_6 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}. $$

We adopt the following set of basis functions for the weak discrete space on $K$

$$ \phi_{0,1} = 1, \quad \phi_{b,i} = \begin{cases} 1 & \text{on } F_i \\ 0 & \text{otherwise} \end{cases} \quad \text{for } i = 1, \ldots, 6, $$

and

$$ \chi_1 = \begin{bmatrix} \frac{a}{b} - 1 \\ 0 \\ 0 \end{bmatrix}, \quad \chi_2 = \begin{bmatrix} \frac{a}{b} \\ 0 \\ 0 \end{bmatrix}, \quad \chi_3 = \begin{bmatrix} 0 \\ \frac{b}{c} - 1 \\ 0 \end{bmatrix}, \quad \chi_4 = \begin{bmatrix} 0 \\ 0 \\ \frac{c}{d} - 1 \end{bmatrix}, \quad \chi_5 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad \chi_6 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}. $$

Clearly, each $\chi_i$ satisfies

$$ \chi_i \cdot n_j|_{F_j} = \begin{cases} 1 & \text{for } i = j \\ 0 & \text{for } i \neq j \end{cases} $$

It is not hard to compute that

$$ D_K = \frac{|K|}{6} \begin{bmatrix} 2 & -1 & 0 & 0 & 0 & 0 \\ -1 & 2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 2 & -1 & 0 & 0 \\ 0 & 0 & -1 & 2 & 0 & 0 \\ 0 & 0 & 0 & 2 & -1 & 0 \\ 0 & 0 & 0 & 0 & -1 & 2 \end{bmatrix}, \quad D_K^{-1} = \frac{2}{|K|} \begin{bmatrix} 2 & 1 & 0 & 0 & 0 & 0 \\ 1 & 2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 2 & 1 & 0 & 0 \\ 0 & 0 & 1 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 2 & 1 \\ 0 & 0 & 0 & 0 & 1 & 2 \end{bmatrix}. $$
and

\[
Z_K = \begin{bmatrix}
bc \\
bc \\
ac \\
ac \\
ab \\
ab
\end{bmatrix},
\quad T_K = \begin{bmatrix}
bc & 0 & 0 & 0 & 0 \\
0 & bc & 0 & 0 & 0 \\
0 & 0 & ac & 0 & 0 \\
0 & 0 & 0 & ac & 0 \\
0 & 0 & 0 & 0 & ab \\
0 & 0 & 0 & 0 & ab
\end{bmatrix}
\]

Then, the local stiffness matrix \( M_K \) can be computed using the formula presented in Lemma 3.1.

4. Numerical Experiments. In this section, we shall report some numerical results for the weak Galerkin finite element method on a variety of testing problems, with different mesh and finite elements. To this end, let \( u_h = \{u_0, u_b\} \) and \( u \) be the solution to the weak Galerkin equation (2.2) and the original equation (1.1), respectively. Define the error by

\[
e_h = u_h - Q_h u = \{e_0, e_b\}
\]

where \( Q_h u \) is the \( L^2 \) projection of \( u \) onto appropriately defined spaces. Let us introduce the following norms:

- \( H^1 \) semi-norm: \( \| \nabla_d e_h \| = \left( \sum_{K \in T_h} \int_K |\nabla_d e_h|^2 \, dx \right)^{1/2} \)

- Element-based \( L^2 \) norm: \( \| e_0 \| = \left( \sum_{K \in T_h} \int_K |e_0|^2 \, dx \right)^{1/2} \)

- Edge/Face-based \( L^2 \) norm: \( \| e_b \| = \left( \sum_{F \in F_h} h_K \int_F |e_b|^2 \, ds \right)^{1/2} \)

where in the definition of \( \| e_b \| \), \( h_K \) stands for the size of the element \( K \) that takes \( F \) as an edge/face. We shall also compute the error in the following metrics

\[
\| \nabla_d u_h - \nabla u \| = \left( \sum_{K \in T_h} \int_K |\nabla_d u_h - \nabla u|^2 \, dx \right)^{1/2},
\]

\[
\| u_h - u \| = \left( \sum_{K \in T_h} \int_K |u_0 - u|^2 \, dx \right)^{1/2},
\]

\[
\| e_0 \|_{\infty} = \sup_{x \in K_0} |e_0(x)|.
\]

Here the maximum norm \( \| e_0 \|_{\infty} \) is computed over all Gaussian points, and all other integrals are calculated with a Gaussian quadrature rule that is of high order of accuracy so that the error from the numerical integration can be virtually ignored.

4.1. Case 1: Model Problems with Various Boundary Conditions. First, we consider the Laplace equation with nonhomogeneous Dirichlet boundary condition:

\[
(4.1) \quad u = g \quad \text{on } \partial \Omega.
\]
We introduce a discrete Dirichlet boundary data $g_h$, which is either the usual nodal value interpolation, or the $L^2$ projection of $u = g$ on the boundary. Let $\Gamma \subset \partial \Omega$ and define

$$S_{g_h, \Gamma, h} = \{ v : v|_{K_0} \in P_j(K_0) \text{ or } Q_j(K_0) \text{ for all } K \in T_h, $$
$$v|_F \in P_l(F) \text{ or } Q_l(F) \text{ for all } F \in \mathcal{F}_h, $$
$$v = g_h \text{ on } \mathcal{F}_h \cap \Gamma \}. $$

When $\Gamma = \partial \Omega$, we simply denote $S_{g_h, \partial \Omega, h}$ by $S_{g_h, h}$. The discrete Galerkin formulation for the nonhomogeneous Dirichlet boundary value problem can be written as: find $u_h \in S_{g_h, h}$ such that for all $v_h \in S_h^0$,

$$(\mathcal{A} \nabla_d u_h, \nabla_d v_h) + (\beta \cdot \nabla_d u_h, v_h) + (\gamma u_h, v_h) = (f, v_h).$$

We would like to see how the weak Galerkin approximation might be affected when the boundary data $u = g$ is approximated with different schemes (nodal interpolation verses $L^2$ projection). To this end, we use a two dimensional test problem with domain $\Omega = (0, 1) \times (0, 1)$ and exact solution given by $u = \sin(2\pi x + \pi/2)\sin(2\pi y + \pi/2)$. A uniform triangular mesh and the element $(P_0(K), P_0(F), RT_0(K))$ is used in the weak Galerkin discretization. The results are reported in Table 4.1 and Table 4.2. It can be seen that both approximations of the Dirichlet boundary data give optimal order of convergence for the weak Galerkin method, while the $L^2$ projection method yields a slightly smaller error in $\|e_0\|$ and $\|e_b\|$.

Next, we consider a mixed boundary condition:

$$\begin{cases}
    u = g^D & \text{on } \Gamma_D, \\
    (\mathcal{A} \nabla u) \cdot n + \alpha u = g^R & \text{on } \Gamma_R,
\end{cases}$$

where $g^D$ is the Dirichlet boundary data, $g^R$ is the Robin type boundary data, $\alpha \geq 0$, and $\Gamma_D \cap \Gamma_R = \emptyset, \Gamma_D \cup \Gamma_R = \partial \Omega$. When $\alpha = 0$, the Robin type boundary condition becomes the Neumann type boundary condition.

For the mixed boundary condition, it is not hard to see that the weak formulation can be written as: find $u_h \in S_{g_h^D, \Gamma_D, h}$ such that for all $v_h \in S_{g_h^D, \Gamma_D, h}$,

$$(\mathcal{A} \nabla_d u_h, \nabla_d v_h) + (\alpha u_h, v_h)_{\Gamma_R} + (\beta \cdot \nabla_d u_h, v_h) + (\gamma u_h, v_h) = (f, v_h) + (g^R, v_h)_{\Gamma_R},$$

where $\langle \cdot, \cdot \rangle_{\Gamma_R}$ denotes the $L^2$ inner-product on $\Gamma_R$. We tested a two-dimensional problem with $\mathcal{A}$ to be an identity matrix and $\Omega = (0, 1)^2$ with a uniform triangular mesh. The exact solution is chosen to be $u = \sin(\pi y)e^{-x}$. This function satisfies

$$\nabla u \cdot n + u = 0$$

on the boundary segment $x = 1$. We use the Dirichlet boundary condition on all other boundary segments. The element $(P_0(K), P_0(F), RT_0(K))$ is used in the discretization. For the Dirichlet boundary data, the $L^2$ projection is used to approximate the boundary data $g_h^D$. The results are reported in Table 4.3. It shows optimal rates of convergence in all norms for the weak Galerkin approximation with mixed boundary conditions.
4.2. Case 2: A Model Problem with Degenerate Diffusion. We consider a test problem where the diffusive coefficient $A$ is singular at some points of the domain. Note that in this case, the usual mixed finite element method may not be applicable due to the degeneracy of the coefficient. But the primary variable based formulations, including the weak Galerkin method, can still be employed for a numerical approximation.

More precisely, we consider the following two-dimensional problem

$$-\nabla \cdot (xy \nabla u) = f \quad \text{in } \Omega,$$

$$u = 0 \quad \text{on } \partial \Omega,$$

where $\Omega = (0,1)^2$. Notice that the diffusive coefficient $A = xy$ vanishes at the origin. We set the exact solution to be $u = x(1-x)y(1-y)$. The configuration for the finite element partitions is the same as in test Case 1. We tested the weak Galerkin method on this problem, and the results are presented in Table 4.4 and Figure 4.4.

Since the diffusive coefficient $A$ is not uniformly positive definite on $\Omega$, we have no anticipation that the weak Galerkin approximation has any optimal rate of convergence, though the exact solution is smooth. It should be pointed out that the usual Lax-Milgram theorem is not applicable to such problems in order to have a result on the solution existence and uniqueness. However, one can prove that the discrete problem always has a unique solution when Gaussian quadratures are used in the numerical integration. Interestingly, the numerical experiments show that the weak Galerkin method converges with a rate of approximately $O(h^{0.5})$ in $\|\nabla d\varepsilon_h\|$, $O(h^{1.25})$ in $|e_0|$ and $|e_h|$. It is left for future research to explore a theoretical foundation of
4.3. Case 3: A Model Problem on a Domain with Corner Singularity.

We consider the Laplace equation on a two-dimensional domain for which the exact solution possesses a corner singularity. For simplicity, we take \( \Omega = (0, 1)^2 \) and let the exact solution be given by

\[
(4.2) \quad u(x, y) = x(1-x)y(1-y)r^{-2+\gamma},
\]

where \( r = \sqrt{x^2 + y^2} \) and \( \gamma \in (0, 1] \) is a constant. Clearly, we have

\[
u \in H^1_b(\Omega) \cap H^{1+\gamma-\epsilon}(\Omega) \quad \text{and} \quad u \notin H^{1+\gamma}(\Omega),
\]

where \( \epsilon \) is any small, but positive number. Again, a uniform triangular mesh and the element \((P_0(K), P_0(F), RT_0(K))\) are used in the numerical discretization. Note that the weak Galerkin for this problem is exactly the same as the standard mixed finite element method.

This model problem was numerically tested with \( \gamma = 0.5 \) and \( \gamma = 0.25 \). The convergence rates are reported in Table 4.5 and Table 4.6. Notice that \( \|\nabla_d e_h\| \) and \( \|e_0\| \) behaves in a way as predicted by theory (2.4); i.e., they converge with rates given by \( O(h^\gamma) \) and \( O(h^{1+\gamma}) \), respectively. The result also shows that the approximation on the element edge/face has a rate of convergence \( O(h^{1+\gamma}) \).

4.4. Case 4: A Model Problem with Intersecting Interfaces. This test problem is taken from [16], which has also been tested by other researchers [17, 20].
Fig. 4.1. Case 2. Convergence rate of $\|\nabla d e_h\|$, $\|e_0\|$ and $\|e_b\|$ for the case of degenerate diffusions.

Table 4.5

Case 3. Convergence rates for a problem with corner singularity ($\gamma = 0.5$).

| $h$  | $\|\nabla d e_h\|$ | $\|e_0\|$  | $\|e_b\|$ | $\|\nabla u_h - \nabla u\|$ | $\|u_0 - u\|$ | $\|e_0\|_\infty$ |
|------|------------------|-------------|-----------|-----------------|-------------|----------------|
| 1/8  | 1.88e-01         | 6.40e-03    | 1.47e-02  | 2.54e-01        | 1.49e-02    | 4.30e-02      |
| 1/16 | 1.36e-01         | 2.20e-03    | 5.28e-03  | 1.84e-01        | 7.66e-03    | 3.01e-02      |
| 1/32 | 9.74e-02         | 7.62e-04    | 1.86e-03  | 1.32e-01        | 3.89e-03    | 2.12e-02      |
| 1/64 | 6.93e-02         | 2.65e-04    | 6.57e-04  | 9.42e-02        | 1.96e-03    | 1.49e-02      |
| 1/128| 4.92e-02         | 9.33e-05    | 2.32e-04  | 6.69e-02        | 9.88e-04    | 1.05e-02      |
| $O(h^r)$ | $r = 0.4852$ | $1.5251$    | $1.4992$  | $0.4827$        | $0.9805$    | $0.5066$      |

In two dimension, consider $\Omega = (-1,1)^2$ and the following problem

$$-\nabla \cdot (A \nabla u) = 0,$$

where $A = K_1 I_2$ in the first and third quadrants, and $K_2 I_2$ in the second and forth quadrants. Here $I_2$ is the $2 \times 2$ identity matrix and $K_1$, $K_2$ are two positive numbers. Consider an exact solution which takes the following form in polar coordinates:

$$u(x,y) = r^\gamma \mu(\theta),$$

where $\gamma \in (0,1]$ and

$$\mu(\theta) = \begin{cases} \cos((\pi/2 - \sigma)\gamma) \cos((\theta - \pi/2 + \rho)\gamma), & \text{if } 0 \leq \theta \leq \pi/2, \\ \cos(\rho\gamma) \cos((\theta - \pi + \sigma)\gamma), & \text{if } \pi/2 \leq \theta \leq \pi, \\ \cos(\sigma\gamma) \cos((\theta - \pi - \rho)\gamma), & \text{if } \pi \leq \theta \leq 3\pi/2, \\ \cos((\pi/2 - \rho)\gamma) \cos((\theta - 3\pi/2 - \sigma)\gamma), & \text{if } 3\pi/2 \leq \theta \leq 2\pi. \end{cases}$$

(4.3)
Case 3. Convergence rates for a problem with corner singularity ($\gamma = 0.25$).

| $h$  | $\|\nabla e_h\|$ | $\|e_0\|$ | $\|e_h\|$ | $\|\nabla u_h - \nabla u\|$ | $\|u_0 - u\|$ | $\|e_0\|_\infty$ |
|------|----------------|-----------|----------|----------------|---------------|-------------|
| 1/8  | 4.93e-01       | 1.69e-02  | 3.58e-02 | 6.65e-01       | 2.56e-02      | 1.25e-01    |
| 1/16 | 4.18e-01       | 7.07e-03  | 1.52e-02 | 5.66e-01       | 1.31e-02      | 1.05e-01    |
| 1/32 | 3.53e-01       | 2.94e-03  | 6.39e-03 | 4.79e-01       | 6.72e-03      | 8.85e-02    |
| 1/64 | 2.98e-01       | 1.22e-03  | 2.68e-03 | 4.04e-01       | 3.42e-03      | 7.44e-02    |
| 1/128| 2.51e-01       | 5.14e-04  | 1.12e-03 | 3.40e-01       | 1.73e-03      | 6.25e-02    |

$O(h^r) = 0.2437$ 1.2613 1.2489 0.2417 0.9717 0.2505

The parameters $\gamma, \rho, \sigma$ satisfy the following nonlinear relations

$$
R := K_1/K_2 = -\tan((\pi/2 - \sigma)\gamma) \cot(\rho \gamma),
$$
$$
1/R = -\tan(\rho \gamma) \cot(\sigma \rho),
$$
$$
R = -\tan(\rho \gamma) \cot((\pi/2 - \rho)\gamma),
$$

$$
\max\{0, \pi \gamma - \pi\} < 2\gamma \rho < \min\{\pi \gamma, \pi\},
$$
$$
\max\{0, \pi - \pi \gamma\} < -2\gamma \sigma < \min\{\pi, 2\pi - \pi \gamma\}.
$$

The solution $u(r, \theta)$ is known to be in $H^{1+\gamma-\varepsilon}(\Omega)$ for any $\varepsilon > 0$, and has a singularity near the origin $(0,0)$.

One choice for the coefficients is to take $\gamma = 0.1$, $R \approx 161.4476387975881$, $\rho \approx \pi/4$, $\sigma \approx -14.9225631045517$. We numerically solve this problem by using the weak Galerkin method with element ($P_0(K)$, $P_0(F)$, $RT_0(K)$) on triangular meshes. It turns out that uniform triangular meshes are not good enough to handle the singularity in this problem. Indeed, we use a locally refined initial mesh, as shown in Figure 4.2, which consists of 268 triangles. This mesh is then uniformly refined, by dividing each triangle into 4 subtriangles, to get a sequence of nested meshes. Although this can not be compared with an adaptive mesh refinement process, it does improve the accuracy of the numerical approximation, as shown in our numerical results reported in Table 4.7. Since the mesh is not quasi-uniform, we do not expect that the theoretic error estimation $2.4$ apply for this problem. An interesting observation of Table 4.7 is that, the norm $\|u_0 - u\|$ appears to converge in a much faster rate than $\|e_0\|$ = $\|u_0 - Q_0 u\|$, while the opposite has usually been observed for other test cases. We believe that this is due to the use of a locally refined initial mesh in our testing process. When the actual value of $\|u_0 - u\|$ reduces to the same level as the value of $\|e_0\|$, its convergence rate slows down to the same as $\|e_0\|$. Readers are also encouraged to derive their own conclusions from these numerical experiments.

We also observe that, when the initial mesh gets more refined near the origin, the convergence rates increase slightly. In Table 4.8 this trend is clearly shown. For each initial mesh, it is refined four times to get five levels of nested meshes. The convergence rates are computed based on these five nested meshes. The initial meshes are generated by refining only those triangles near the origin. Two examples of initial meshes are shown in Figure 4.2.

4.5. Case 5: An Anisotropic Problem. Consider a two dimensional anisotropic problem defined in the square domain $\Omega = (0,1)^2$ as follows

$$
-\nabla \cdot (A \nabla u) = f,
$$
Fig. 4.2. Case 4. The initial triangular mesh for the intersecting interface problem, with 268 (left) and 300 (right) triangles.

Table 4.7

Case 4. Convergence rate for the intersecting interface problem with an initial mesh containing 268 triangles.

| level | $\|\nabla d e_h\|$ | $\|\epsilon_0\|$ | $\|\epsilon_h\|$ | $\|\nabla d u_h - \nabla u\|$ | $\|u_0 - u\|$ | $\|\epsilon_0\|_{\infty}$ |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|
| 0     | 1.07e-01       | 3.97e-03       | 9.95e-03       | 1.47e-01       | 2.60e-02       | 1.97e-02       |
| 1     | 9.76e-02       | 2.92e-03       | 6.44e-03       | 1.26e-01       | 1.33e-02       | 1.94e-02       |
| 2     | 9.30e-02       | 2.51e-03       | 5.11e-03       | 1.16e-01       | 7.01e-03       | 1.91e-02       |
| 3     | 9.12e-02       | 2.21e-03       | 4.44e-03       | 1.11e-01       | 3.95e-03       | 1.88e-02       |
| 4     | 8.98e-02       | 1.95e-03       | 3.91e-03       | 1.07e-01       | 2.55e-03       | 1.84e-02       |

$O(h^r)$, $r = 0.0604$ 0.2446 0.3229 0.1084 0.8461 0.0239

where the diffusive coefficient is given by

$$A = \begin{bmatrix} k^2 & 0 \\ 0 & 1 \end{bmatrix}, \quad \text{for } k \neq 0.$$  

We chose a function $f$ and a Dirichlet boundary condition so that the exact solution is given by $u(x, y) = \sin(2\pi x) \sin(2\pi y)$. In applying the weak Galerkin method, we use an anisotropic triangular mesh that was constructed by first dividing the domain into $kn \times n$ sub-rectangles, and then splitting each rectangle into two triangles by connecting a diagonal line. The characteristic mesh size is $h = 1/n$. We tested two cases with $k = 3$ and $k = 9$. The results are reported in Tables 4.9 and 4.10. The tables show optimal rates of convergence for the weak Galerkin approximation in various metrics. The numerical experiment indicates that the weak Galerkin method can handle anisotropic problems and meshes without any trouble.

4.6. Case 6: A Three-Dimensional Model Problem. The final test problem is a three dimensional Laplace equation defined on $\Omega = (0, 1)^3$, with a Dirichlet boundary condition and an exact solution given by $u = \sin(2\pi x) \sin(2\pi y) \sin(2\pi z)$. The purpose of this test problem is to examine the convergence rate of the cubic $(Q_0(K), Q_0(F), RT_0(K))$ element. The results are reported in Table 4.11.

In addition to the optimal rates of convergence as shown in Table 4.11, one can also see a superconvergence for $\|\nabla d e_h\|$. The same result is anticipated for 2D rectangular elements. It is left to interested readers for a further investigation, especially for model problems with variable coefficients.
Case 4. Convergence rate for the intersecting interface problem with different initial meshes, where the first column indicates the total number of triangles in the initial mesh.

| # triangles | Convergence rates $O(h^r)$, $r =$ |
|-------------|-------------------------------------|
|             | $\|\nabla d e_h \|$ | $\|e_0\|$ | $\|e_0\|$ | $\|\nabla d u_h - \nabla u \|$ | $\|u_0 - u\|$ | $\|e_0\|_{\infty}$ |
| 268         | 0.0604 | 0.2446 | 0.3229 | 0.1084 | 0.8461 | 0.0239 |
| 300         | 0.0750 | 0.2623 | 0.3489 | 0.1206 | 0.8699 | 0.0373 |
| 332         | 0.0888 | 0.2818 | 0.3772 | 0.1329 | 0.8912 | 0.0487 |
| 364         | 0.1020 | 0.3031 | 0.4079 | 0.1454 | 0.9099 | 0.0586 |
| 396         | 0.1148 | 0.3266 | 0.4411 | 0.1581 | 0.9260 | 0.0673 |
| 428         | 0.1273 | 0.3522 | 0.4766 | 0.1711 | 0.9396 | 0.0749 |
| 460         | 0.1396 | 0.3802 | 0.5145 | 0.1843 | 0.9509 | 0.0817 |
| 492         | 0.1519 | 0.4105 | 0.5548 | 0.1978 | 0.9602 | 0.0878 |
| 524         | 0.1641 | 0.4432 | 0.5972 | 0.2117 | 0.9678 | 0.0932 |

Case 5. Convergence rate for the anisotropic problem with $k = 3$.

| $h$ | $\|\nabla d e_h \|$ | $\|e_0\|$ | $\|e_0\|$ | $\|\nabla d u_h - \nabla u \|$ | $\|u_0 - u\|$ | $\|e_0\|_{\infty}$ |
|-----|-----------------|---------|---------|-------------------------------|---------|---------|
| $1/8$ | 1.48e+0 | 1.95e-02 | 4.61e-02 | 2.70e+0 | 1.29e-01 | 4.13e-02 |
| $1/16$ | 7.39e-01 | 5.11e-03 | 1.16e-02 | 1.35e+0 | 6.53e-02 | 1.06e-02 |
| $1/32$ | 3.69e-01 | 1.29e-03 | 2.92e-03 | 6.80e-01 | 3.27e-02 | 2.67e-03 |
| $1/64$ | 1.84e-01 | 3.24e-04 | 7.33e-04 | 3.40e-01 | 1.63e-02 | 6.86e-04 |
| $1/128$ | 9.23e-02 | 8.12e-05 | 1.83e-04 | 1.70e-01 | 8.18e-03 | 1.66e-04 |
| $O(h^r)$ | $1.0010$ | $1.9793$ | $1.9942$ | $0.9972$ | $0.9975$ | $1.9906$ |

Case 5. Convergence rate for the anisotropic problem with $k = 9$.

| $h$ | $\|\nabla d e_h \|$ | $\|e_0\|$ | $\|e_0\|$ | $\|\nabla d u_h - \nabla u \|$ | $\|u_0 - u\|$ | $\|e_0\|_{\infty}$ |
|-----|-----------------|---------|---------|-------------------------------|---------|---------|
| $1/4$ | 7.98e+0 | 6.80e-02 | 2.93e-02 | 1.58e+0 | 1.34e-01 | 1.49e-01 |
| $1/8$ | 3.89e+0 | 2.07e-02 | 7.44e-02 | 8.18e+0 | 9.14e-02 | 4.22e-02 |
| $1/16$ | 1.91e+0 | 5.43e-03 | 1.88e-02 | 4.12e+0 | 6.89e-02 | 2.67e-03 |
| $1/32$ | 9.54e-01 | 1.37e-03 | 4.72e-03 | 2.06e+0 | 3.27e-02 | 6.84e-04 |
| $1/64$ | 4.76e-01 | 3.44e-04 | 1.18e-03 | 1.03e+0 | 1.63e-02 | 6.84e-04 |
| $O(h^r)$ | $1.0161$ | $1.9160$ | $1.9897$ | $0.9857$ | $0.9883$ | $1.9492$ |

Case 6. Convergence rate for a 3D model problem with smooth solution.

| $h$ | $\|\nabla d e_h \|$ | $\|e_0\|$ | $\|e_0\|$ | $\|\nabla d u_h - \nabla u \|$ | $\|u_0 - u\|$ | $\|e_0\|_{\infty}$ |
|-----|-----------------|---------|---------|-------------------------------|---------|---------|
| $1/8$ | 1.85e-01 | 1.62e-02 | 4.27e-02 | 1.22e+0 | 1.34e-01 | 3.63e-02 |
| $1/12$ | 8.53e-02 | 7.69e-03 | 1.94e-02 | 8.19e-01 | 9.14e-02 | 1.96e-02 |
| $1/16$ | 4.86e-02 | 4.42e-03 | 1.10e-02 | 6.15e-01 | 6.89e-02 | 1.18e-02 |
| $1/20$ | 3.13e-02 | 2.85e-03 | 7.07e-03 | 4.92e-01 | 5.52e-02 | 7.78e-03 |
| $O(h^r)$ | $1.9389$ | $1.8984$ | $1.9618$ | $0.9914$ | $0.9737$ | $1.6779$ |
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