Characterizing the solutions to scattering equations that support tree-level $N^k$MHV gauge/gravity amplitudes
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1 Introduction

The Cachazo-He-Yuan (CHY) formalism for scattering amplitudes [1–3], since its birth, has generated tremendous interests in the amplitude community. It associates the kinematics of massless particles to the punctures of a Riemann sphere, the positions of which are determined by the scattering equations. A massless quantum field theory is defined by specifying a CHY integrand on the punctured Riemann sphere, and the on-shell amplitudes can be obtained through a contour integral, resulting in a summation over the values of the CHY integrand at the punctures determined by the solutions to scattering equations.
This new formulation has succeeded in reformulating, at tree-level, Yang-Mills, pure gravity, Einstein-Yang-Mills, $\phi^3$ scalar theory, nonlinear sigma model, Dirac-Born-Infeld theory, to name a few \cite{4, 5}. The extension to loop level has also been intensively studied \cite{6–17}.

The significance of the CHY formalism lies in that it enables direct evaluation of generic $n$-point amplitudes with arbitrary helicity configurations, with no reference to any Feynman diagrams, while the results are equivalent to the summation over an incredibly huge number of Feynman diagrams at large $n$. Practically, it sheds light on revealing a compact formula for generic amplitudes, hidden behind Feynman diagrams and recursive evaluations. It also strongly signals a possible new formulation of quantum field theories over the (punctured) Riemann surface, which makes manifest the hidden simplicity in the field theories.

Despite the progresses and prospects, there are challenges in understanding this formalism. One immediate question is how to solve the scattering equations. Up to now, out of the $(n - 3)!$ solutions \cite{1, 18, 19} there are only two special ones bearing an analytic expression \cite{20–24}, while all the others are rather complicated and can only be obtained numerically. Based on the two special solutions, the present authors have evaluated directly the $n$-point MHV and anti-MHV ($\overline{\text{MHV}}$) amplitudes in four dimensions for Yang-Mills, gravity and Einstein-Yang-Mills \cite{25, 26}, putting them naturally into simple and compact forms. For general amplitudes, it has been shown that after a reduction procedure, the summation of the solutions can be associated to coefficients of some multivariate polynomials, so that the analytic forms of the solutions are not needed \cite{27–35}.

A remarkable but somewhat intruiging feature of the CHY formalism is that though the scattering equations have only external momenta as input, their solutions seem to contain some amount of dynamical information as well. By now it is a folklore in the community that the solutions to the scattering equations consist of disjoint subsets, each of which contributes to only some specific sector of the gauge and gravity amplitudes. Inspired by the work of Witten \cite{36}, Roiban, Spradlin and Volovich \cite{37} in 4d twistor string, Cachazo, He and Yuan \cite{38} first revealed that the scattering equations fall into disjoint sectors, whose number of solutions demonstrates an Eulerian number pattern. In addition, the solution sector should correspond to $N^k$MHV amplitudes in Yang-Mills theory and gravity. This correspondence between solutions to scattering equations and $N^k$MHV amplitudes was also encoded in the ambitwistor approach for gauge and gravity amplitudes \cite{39}. The Eulerian number pattern is further demonstrated in a more recent work \cite{40} for scalar blocks. Review of solutions in 4d and their relationship with $N^k$MHV amplitudes can also be found in \cite{41}.

On the other hand, as already shown in \cite{25, 26}, it is worthwhile to develop direct evaluations of scattering amplitudes entirely within the CHY formalism. Along this direction, when trying to study amplitudes beyond MHV from the (integrated) CHY formula, one encounters again the correspondence between the solutions to scattering equations and the helicity configurations for amplitudes. This calls for a straightforward characterization of solutions to scattering equations and for the study of their relation to the CHY integrand in $N^k$MHV configuration, without using any twistor or ambitwistor argument. The
advantage of doing this is that if succeeds, there is a chance that we gain new insights into quantum field theories constructed in arbitrary dimensions, as the discovery of scattering equations has taught us so far.

In this work, we will start from the CHY integrand directly and use elementary transformations of matrices, to answer why and how the solutions know at which \( k \) they would support the tree-level \( N^k \) MHV gauge and gravity amplitudes in four dimensions. The total helicity information is packed into a Pfaffian in the CHY integrand, so that we need to understand why this Pfaffian is evaluated to zero. We find that at a given \( k \), the Pfaffian is nonzero only if one of its submatrices has a specific rank. Motivated by this observation, we define two discriminant matrices which are independent of theories. Using the rank of either matrix, we can give the solution set a partition such that each subset can only support the amplitudes with one specific \( k \). In addition, there is a one-to-one correspondence between \( k \) and the rank. We are going to show more details on this intuition in Sec. 3. This rank characterization classifies solutions by a set of algebraic equations consistent with the scattering equations. It will be interesting to further study why the number of solutions that satisfy both our new sets of algebraic equations and the scattering equations equals exactly to an Eulerian number.

Using the above techniques we developed, we further find that in tree-level single-trace Einstein-Yang-Mills amplitudes, if the graviton helicity configuration is fixed, we know the range of \( k \) for which the \( N^k \) MHV amplitudes are nonzero. In particular, we prove that the tree-level single-trace Einstein-Yang-Mills amplitudes with gluons having the same helicity must vanish identically. This statement first appeared as a conjecture in [42]. We can promote it into a theorem, which suggests that the CHY formalism has indeed captured some fundamental features of field theory that have been obscured in the Lagrangian formalism.

We note that our derivation is carried out in four dimensions using the spinor helicity formalism [43]. However, there is numerical evidence showing that the previous-mentioned \( N^k \) MHV characterization applies in arbitrary dimensions. Thus we conjecture that by proper generalization, our rank characterization could also work in other dimensions.

The layout of this paper is as follows. In Sec. 2 we review the scattering equations and the CHY integrands involved in various theories. In Sec. 3, we motivate and sketch our approach that starts from newly defined discriminant matrices. The main theorem and other details of our rank characterization of the solutions to scattering equations are presented in Sec. 4. Then we prove in Sec. 5 that the knowledge of the rank of the discriminant matrices is strong enough to make the CHY integrand nonzero only at one helicity configuration, so that the rank associated with a solution naturally dictates the helicity configuration of the amplitude that the solution supports. In Sec. 6, we apply techniques to the Einstein-Yang-Mills theory and show that the interplay between the solutions and helicity configurations lead to the vanishing of gluon-same-helicity amplitudes. Sec. 7 is devoted to numerical verification of our main theorem with examples, which in addition demonstrate the Eulerian number pattern for the numbers of solutions in the subsets labeled by their discriminant rank. Finally, after presenting in Sec. 8 an argument that our discriminant matrices can be viewed as gauge equivalent to the matrices given in the twistor-string approach in refs. [45], we conclude our study with discussions in Sec. 9. Some details of our calculation are put into Appendix A.
2 Scattering equations and CHY formalism

The backbone of the CHY formalism is the scattering equations for \( n \) massless particles, labeled by \( a \):

\[
\sum_{b=1}^{n} \frac{s_{ab}}{z_{ab}} = 0, \quad a \in \mathcal{p} = \{1, 2, \ldots, n\},
\]

where \( s_{ab} = 2k_a \cdot k_b \) are the Mandelstam variables and \( z_{ab} \equiv z_a - z_b \). The number of solutions to eq. (2.1) is \((n - 3)!\) [1, 18, 19]. In the following, we use \( \{\sigma\} \) to denote one general solution. The \( n \)-point massless tree-level amplitudes are supported by the solutions of eq. (2.1), which can be written formally as:

\[
A_n = \sum_{\{\sigma\} \in \text{sol.}} \frac{I_n(\sigma)}{\det'[\Phi(\sigma)]}.
\]

The CHY integrand \( I_n \), once elegantly chosen, can reproduce tree-level amplitudes of various theories. The denominator \( \det'[\Phi] \) is the Jacobian resulting from a contour integral on the \( z_a \) space, whose specific form is not relevant to this work. We refer the readers to the original CHY paper [2] for its expression.

In a variety of theories, the CHY integrand \( I_n \) contains the reduced Pfaffian \( \text{Pf}'(\Psi) \). As a non-inclusive list, we have:

\[
\begin{align*}
\text{Yang-Mills [2]}: & \quad I_n = (-\sqrt{2})^n \text{Pf}'(\Psi) \\
\text{Pure Gravity [2]}: & \quad I_n = 2^n \left[ \text{Pf}'(\Psi) \times \text{Pf}'(\Psi) \right] \\
\text{Singel-trace Einstein-Yang-Mills [4]}: & \quad I_n(s, r) = (-\sqrt{2})^{n+s} \text{Pf}(\Psi_{g_1 g_2}) \text{Pf}'(\Psi) \\
\end{align*}
\]

In the Einstein-Yang-Mills theory, the integrand is for \( s \) external gravitons and \( r \) gluons. In the denominator, \( g_i \) stands for a gluon index. We further note that we only study four dimensional theories in this work, embracing the full power of the spinor helicity formalism.

The quantity \( \text{Pf}'(\Psi) \) is of particular interests. It is defined as:

\[
\text{Pf}'(\Psi) = \frac{(-1)^{i+j}}{\sigma_{ij}} \text{Pf}(\Psi_{ij}^{ij}), \quad 1 \leq i < j \leq n,
\]

where \( \Psi_{ij}^{ij} \) denotes the submatrix of \( \Psi \) with the \( i \)-th and \( j \)-th row and column deleted. For definiteness, we choose \( i = n - 1 \) and \( j = n \) in all the following calculations, and define for convenience:

\[
\psi \equiv \Psi_{n-1,n}^{n-1,n}, \quad \text{Pf}'(\Psi) = \frac{-1}{\sigma_{n-1,n}} \text{Pf}(\psi).
\]

\(^1\)Comparing with the original definition in [2], we have extracted a factor \((-\sqrt{2})^n\) from the reduced Pfaffian.
In the following, we choose the polarization vectors as:

\[
\epsilon^a_\mu(-) = \frac{\langle a | \gamma^\mu | q \rangle}{\sqrt{2}[qa]}, \quad \epsilon^a_\mu(+) = \frac{\langle p | \gamma^\mu | a \rangle}{\sqrt{2}[pa]},
\]

which applies to all the particles involved in the scattering amplitudes. In Yang-Mills, \( \epsilon_a \) describes the polarization of an external gluon. In pure gravity, the polarization of a graviton is given by \( \epsilon_a^{\mu\nu} = \epsilon^\mu_a \epsilon^\nu_a \).

For split \( N^k \) MHV amplitudes of both Yang-Mills and gravity:

\[
\left( _{-} - \ldots - _{+} + \ldots + \right)_{k+2}, \quad \left( _{-} - \ldots - _{+} + \ldots + \right)_{n-k-2},
\]

the matrix \( \Psi \) is given by:

\[
\Psi = \begin{pmatrix} A - C^T \\ C^* B \end{pmatrix} = \begin{pmatrix} A - C^T & -C^T_+ \\ C_- & 0 & B \\ C_+ & -B^T & 0 \end{pmatrix},
\]

in which the blocks have the following forms:

- the \( n \times n \) matrix \( A \) is given by:

\[
A_{ab} = s_{ab} \frac{\sigma_{ab}}{\sigma_{ab}} = -\langle ab \rangle [ab], \quad (a, b \in p \text{ and } a \neq b).
\]

The diagonal elements of \( A \) are defined to be zero: \( A_{aa} = 0 \).

- the \( n \times n \) matrix \( B \) is given by:

\[
B_{ab} = \frac{\epsilon_a \cdot \epsilon_b}{\sigma_{ab}}, \quad (a, b \in p \text{ and } a \neq b),
\]

and the diagonal elements are zero: \( B_{aa} = 0 \). In the gauge (2.6), the antisymmetric matrix \( B \) has a block form, with two diagonal zero blocks:

\[
B = \begin{pmatrix} 0 & B \\ -B^T & 0 \end{pmatrix},
\]

where the \((k+2) \times (n-k-2)\) matrix \( B \) is given by:

\[
B_{ab} = \frac{\epsilon_a(-) \cdot \epsilon_b(+) \langle ap \rangle [bp]}{\sigma_{ab} \langle aq \rangle \langle bp \rangle \sigma_{ab}} = \langle ap \rangle [bp], \quad (a \in p^-, b \in p^+).
\]

We use \( p^- \) (\( p^+ \)) to stand for the set of negative (positive) helicity particles, with size:

\[
|p^-| = k+2, \quad |p^+| = n-k-2, \quad (0 \leq k \leq n-2).
\]
• the \( n \times n \) matrix \( C \) is given by:

\[
C_{ab} = \begin{cases} 
-\sqrt{2} \epsilon_a \cdot k_b / \sigma_{ab} & a \neq b \\
\sum_{c \neq a} \sqrt{2} \epsilon_a \cdot k_c / \sigma_{ac} & a = b 
\end{cases}.
\]  

(2.12)

In the gauge (2.6), \( C \) can be separated into two parts:

\[
C = \begin{pmatrix} C_- \\ C_+ \end{pmatrix},
\]

where the \((k + 2) \times n\) matrix \( C_- \) is given by:

\[
(C_-)_{ab} = \frac{\langle ab \rangle [bq]}{\sigma_{ab} [aq]}, \quad a \in p^-;
\]

(2.13)

and the \((n - k - 2) \times n\) matrix \( C_+ \) is given by:

\[
(C_+)_{ab} = \frac{[ab] \langle bp \rangle}{\sigma_{ab} (ap)}, \quad a \in p^+.
\]

(2.14)

We further assume that \( p \) and \( q \) do not coincide with any external momenta such that the matrices \( A, B \) and \( C \) do not contain additional zero elements except for those mentioned before.

For split \( N^k \text{MHV} \) Einstein-Yang-Mills amplitudes, \( \Psi \) has the same definition as (2.8), which contains the gluon polarization \( \epsilon_{ga} \) and half of the graviton polarization, say, \( \epsilon_{ha}^{\mu} \) of \( \epsilon_{ha}^{\mu \nu} = \epsilon_{ha}^{\mu} \epsilon_{ha}^{\nu} \). The other half of the graviton polarization, say \( \epsilon_{ha}^\nu \), is contained in the \( 2s \times 2s \) matrix \( \Psi_h \), having the same structure as \( \Psi \):

\[
\Psi_h = \begin{pmatrix} 
A_h & -(C_h)_-^T & -(C_h)_+^T \\
(C_h)_- & 0 & B_h \\
(C_h)_+ & -B_h^T & 0 
\end{pmatrix}.
\]

(2.15)

The components of \( \Psi_h \) are:

• the \( s \times s \) matrix \( A_h \) has the same definition as (2.9), but with index \( a \) and \( b \) ranging within the graviton set \( h \).

• the \( s^- \times s^+ \) matrix \( B \) has the same definition as (2.11), but with the row index \( a \) ranging within the negative helicity graviton set \( h_- \) (whose order is \( s^- \)) and the column index \( b \) within the positive graviton set \( h_+ \) (whose order is \( s^+ \)).

• the \( s^+ \times s \) matrix \((C_h)_+\) and the \( s^- \times s \) matrix \((C_h)_-\) have the same definitions as (2.13) and (2.14),
but with column indices ranging within the graviton set $h$ and row indices within $h_\pm$ respectively.

Since the information of total helicity configuration is encoded in $Pf'(\Psi)$ in all those theories in (2.3), its support must agree with that of $N^k$MHV amplitudes. In addition, $Pf'(\Psi)$ is invariant under simultaneous permutations of rows and columns such that at $N^k$MHV, it is sufficient to study only the split helicity configuration (2.7).

3 Relating rank to helicity configuration: intuition and general discussion

For the $N^k$MHV amplitudes, a natural question is whether all solutions to the scattering equations support (or contribute to) them or not. Numerical calculations for small $n$ provide evidence that only a subset of solutions to scattering equations (2.1) should be included in the summation of eq. (2.2) for the $N^k$MHV amplitudes, because the contribution from the others actually vanish. We will prove below analytically that indeed this is generally true. For more detailed understanding, one may ask: Could we give a characterization of the subset of solutions that support the $N^k$MHV amplitudes, without knowing explicitly the solutions? Do the subsets of solutions supporting the $N^k$MHV and the $N^{k'}$MHV amplitudes with $k \neq k'$, respectively, overlap or not? In this paper we will present our analytic study and our answer to these questions.

The following two $n \times n$ discriminant matrices are of paramount importance in characterizing the solutions:

\[
(C_-)_{ab} = \begin{cases} 
\frac{\langle ab \rangle}{\sigma_{ab}} & a \neq b \\
\Sigma_a^- & a = b 
\end{cases}, \quad \Sigma_a^- = \sum_{b=1 \atop b \neq a}^{n} \frac{\langle ab \rangle [bq]}{\sigma_{ab}[aq]}, \quad (a, b \in p),
\]

\[
(C_+)_{ab} = \begin{cases} 
\frac{[ab]}{\sigma_{ab}} & a \neq b \\
\Sigma_a^+ & a = b 
\end{cases}, \quad \Sigma_a^+ = \sum_{b=1 \atop b \neq a}^{n} \frac{[ab] \langle bp \rangle}{\sigma_{ab} \langle ap \rangle}, \quad (a, b \in p). \quad (3.1)
\]

We note that the diagonal elements actually do not depend on the reference spinors $|p\rangle$ and $|q\rangle$. The reason is as follows. If we have another spinor $|\tilde{q}\rangle$, we can show that:

\[
\sum_{b \neq a} (ab)[bq]_{\sigma_{ab}[a\tilde{q}]} = \sum_{b \neq a} (ab)[bq][aq]_{\sigma_{ab}[a\tilde{q}]} = \sum_{b \neq a} \left( \frac{(ab)[ab][q\tilde{q}]}{\sigma_{ab}[a\tilde{q}][aq]} + \frac{(ab)[bq]}{\sigma_{ab}[aq]} \right) = \sum_{b \neq a} \frac{(ab)[bq]}{\sigma_{ab}[aq]} = \Sigma_a^-, \quad (3.2)
\]

where we have used the scattering equation to obtain the third equality. Similar identity also holds for $\Sigma_a^+$. One of the main results of our work is that $\text{rank}(C_{\pm})$ decides whether $Pf'(\Psi)$ vanishes at $N^k$MHV helicity configurations. Meanwhile, different solutions may give $C_{\pm}$ different ranks. Therefore, the importance of $\text{rank}(C_{\pm})$ is twofold:

- The rank condition serves as an algebraic classification of the solutions, which divides the solution set into disjoint unions.
The quantity \(\text{rank}(C_{\pm})\) serves as the bridge connecting \(N^k\) MHV helicity configurations to solutions. It is the key to understand why one certain solution gives nonzero contribution to amplitudes only at one \(k\).

Before delving into detailed calculation, we would like to give readers an intuition on why the rank of \(C_{\pm}\), containing no information of the helicities, can dictate whether \(\text{Pf}'(\Psi)\) vanishes or not at a certain helicity configuration.

To start with, it is important to realize that helicity configuration decides the dimension of the matrix \(B\) and how we glue \(C_{\pm}\), together with proper gauge dependence, into the \(C\) matrix:

\[
\begin{align*}
(C_-)_{ab} &= (C_-)_{ab} \frac{[bq]}{[aq]}, \quad a \in p^-,
(C_+)_{ab} &= (C_+)_{ab} \frac{\langle bp \rangle}{\langle ap \rangle}, \quad a \in p^+.
\end{align*}
\]

The rank structure of \(C\), namely, whether \(C_{\pm}\) part has rank deficiency or not, is determined by both the helicity configuration and \(\text{rank}(C_{\pm})\). When calculating minors of \(C_{\pm}\), the reference spinor part can be pulled out of the determinant, since \([aq]\) and \([bq]\) are nonzero common factors in \(a\)-th row and \(b\)-th column. Schematically, we have:

\[
\begin{align*}
\text{minor } (C_-) &= \left( \prod_{\text{row}} \frac{1}{[aq]} \right) \left( \prod_{\text{column}} [bq] \right) \text{minor } (C_-), \\
\text{minor } (C_+) &= \left( \prod_{\text{row}} \frac{1}{\langle ap \rangle} \right) \left( \prod_{\text{column}} \langle bp \rangle \right) \text{minor } (C_+).
\end{align*}
\]

As a result, when a minor of \(C_{\pm}\) vanishes, so does the corresponding one of \(C_{\pm}\), which leads to the fact that if \(\text{rank}(C_{\pm})\) is smaller than the row number, it must equal to \(\text{rank}(C_{\pm})\). Consequently, we have:

\[
\begin{align*}
\text{rank}(C_-) &= \min \{ k + 2, \text{rank}(C_-) \}, \\
\text{rank}(C_+) &= \min \{ n - k - 2, \text{rank}(C_+) \}.
\end{align*}
\]

(3.4)

The row number \(k + 2\) and \(n - k - 2\) also come into play since it is the upper bound of \(\text{rank}C_{\pm}\). Suppose \(C_\pm\) has rank \(r\), we can always find an \(r \times r\) submatrix \(\mathcal{R}\) with nonzero determinant. Then using proper elementary transformations, we can make zero all elements of \(\psi\) that share either rows or columns with \(\mathcal{R}\) (and \(-\mathcal{R}^T\) in the symmetric location). As a result, \(\text{Pf}'(\Psi)\) can be evaluated by:

\[
\text{Pf}'(\Psi) \propto \text{Pf}(\tilde{\psi}) = \pm \det(\mathcal{R}) \times \text{Pf}(\tilde{\psi}),
\]

(3.5)

where \(\tilde{\psi}\) is \((2n - 2 - 2r) \times (2n - 2 - 2r)\) dimensional, and the \(\pm\) sign is determined by the position of \(\mathcal{R}\). Now the matrix \(\tilde{\psi}\) clearly does exhibit an interplay between the rank \(r\) and the helicity configuration: the overall size of \(\tilde{\psi}\) depends on \(r\) while its structure, inherited from \(C_{\pm}\) and \(B\), depends on \(k\). If we choose
$R$ in a smart way, $\tilde{\psi}$ may have a good structure (namely, large zero blocks) for ones to tell that it can be nondegenerate only at certain helicity configurations, depending on $r$.

The above discussion serves as our intuition that guides the following calculation. In Sec. 4, we first show that different solutions to the scattering equations can lead to a spectrum of $\text{rank}(C_{\pm})$. Then in Sec. 5, we demonstrate with detailed calculation that the idea in the previous paragraph can indeed be realized. Therefore, $\text{rank}(C_{\pm})$ links the solutions to the helicity configurations.

4 Characterizing the solutions to the scattering equations by rank

In this section, we establish the characterization of the solutions to the scattering equations by the rank of $C_{\pm}$. We also propose a theorem that relates the rank to the helicity configuration that this solution can support, which will be proved in Sec. 5. Some numerical results will be given in Sec. 7.

4.1 The rank of $C_{\pm}$ and $C_{\pm}$

Independent of the solutions, the rank of $C_{\pm}$ cannot exceed $n - 2$, since they always have two null vectors respectively:

$$
(\begin{bmatrix} 1 \sigma_1 \\ 2 \sigma_2 \\ \vdots \\ n \sigma_n \end{bmatrix}, \begin{bmatrix} 1 \\ 1 \\ \vdots \\ n \end{bmatrix})^T
$$

for $C_{-}$, and

$$
(\begin{bmatrix} 1 q_1 \\ 2 q_2 \\ \vdots \\ n q_n \end{bmatrix}, \begin{bmatrix} 1 \sigma_1 \\ 2 \sigma_2 \\ \vdots \\ n \sigma_n \end{bmatrix})^T
$$

for $C_{+}$.

In other words, $C_{\pm}$ can be of rank $n - 2$ at most. Similarly, the rank of $C$ must also be smaller than $n - 2$, since it always has two null vectors:

$$
(1, 1, \cdots, 1)^T, \ (\sigma_1, \sigma_2, \cdots, \sigma_n)^T,
$$

independent of the solutions [2].

Next, we show that by a proper choice of gauge, we can always make:

$$
\text{rank}(C) = \text{rank}(C_-) + \text{rank}(C_+). \tag{4.1}
$$

If $\text{rank}(C)$ is smaller than the value of (4.1), it means that there is at least one linear relation between rows of $C_{-}$ and $C_{+}$. For example, one row of $C_{+}$ can be obtained by a superposition of $s$ linearly independent rows of $C_{-}$. Should this situation happen, it would be necessary that the following $(s + 1) \times (s + 1)$ determinant vanishes:

$$
\begin{vmatrix}
(C_-)_{i_1 j_1} & (C_-)_{i_1 j_2} & \cdots & (C_-)_{i_1 j_{s+1}} \\
(C_-)_{i_2 j_1} & (C_-)_{i_2 j_2} & \cdots & (C_-)_{i_2 j_{s+1}} \\
\vdots & \vdots & \ddots & \vdots \\
(C_-)_{i_{s+1} j_1} & (C_-)_{i_{s+1} j_2} & \cdots & (C_-)_{i_{s+1} j_{s+1}} \\
(C_+)_{k_1 j_1} & (C_+)_{k_1 j_2} & \cdots & (C_+)_{k_1 j_{s+1}} \\
(C_+)_{k_2 j_1} & (C_+)_{k_2 j_2} & \cdots & (C_+)_{k_2 j_{s+1}} \\
\vdots & \vdots & \ddots & \vdots \\
(C_+)_{k_{s+1} j_1} & (C_+)_{k_{s+1} j_2} & \cdots & (C_+)_{k_{s+1} j_{s+1}}
\end{vmatrix} = 0, \tag{4.2}
$$
while in the $C_-$ part at least one $s \times s$ minor is nonzero. Then by choosing another reference spinor, say, $|\tilde{p}\rangle$, in $C_+$, we can break the equality of eq. (4.2). Meanwhile, Pf$^\prime(\Psi)$ is gauge invariant so that changing gauge will not modify the value of Pf$^\prime(\Psi)$ for a given solution. Therefore, we can use the gauge freedom to eliminate any potential linear relations as in (4.2) and make eq. (4.1) hold. Consequently, we have:

$$\text{rank}(C) = \text{rank}(C_-) + \text{rank}(C_+) \leq n - 2.$$ 

(4.3)

Now we can prove that for all solutions, $\text{rank}(C_{\pm}) \leq n - 3$. Should there be a solution that makes $\text{rank}(C_-) = n - 2$, we could extract $n - 2$ linearly independent rows and make them into $C_-$. The helicity configuration is thus anti-MHV while the $C_+$ part only contains two rows. However, we must have $\text{rank}(C_+) \geq 1$ such that at anti-MHV the solution that leads to $\text{rank}(C_-) = n - 2$ would lead to $\text{rank}(C) \geq n - 1$, which contradicts with the condition $\text{rank}(C) \leq n - 2$. The $\text{rank}(C_+) \leq n - 3$ part of the statement can be proved in the same way with a MHV configuration.

Among all the $(n - 3)!$ solutions, we have two special rational ones with analytical expressions [20–24]:

$$\sigma_a^{(1)} = \frac{\langle a, n - 2 \rangle \langle n - 1, n \rangle}{\langle an \rangle \langle n - 1, n - 2 \rangle} \quad \sigma_a^{(2)} = \frac{[a, n - 2][n - 1, n]}{[an][n - 1, n - 2]}.$$ 

(4.4)

By plugging them into eq. (3.1), we find that:

$$\text{rank}[C_-(\sigma^{(1)})] = 1, \quad \text{rank}[C_-(\sigma^{(2)})] = n - 3, \quad \text{rank}[C_+(\sigma^{(1)})] = n - 3, \quad \text{rank}[C_+(\sigma^{(2)})] = 1.$$ 

(4.5)

Thus the minimal rank 1 and the maximal rank $n - 3$ can indeed be achieved by some solution.

### 4.2 Characterizing solutions by the rank of $C_\pm$

Now we can define a partition of the solution set:

$$\text{solution set} = \bigcup_{m=0}^{n-4} P_-(n-3, m), \quad P_-(n-3, i) \cap P_-(n-3, j) = \emptyset \text{ if } i \neq j,$$

(4.6)

such that for all $\{\sigma\} \in P_-(n-3, m)$, we have:

$$\text{rank}[C_-(\sigma)] = m + 1.$$ 

(4.7)

Based on $\text{rank}(C_+)$, we can derive another partition $P_+(n-3, m)$ by a similar construction:

$$\text{solution set} = \bigcup_{m=0}^{n-4} P_+(n-3, m), \quad P_-(n-3, i) \cap P_+(n-3, j) = \emptyset \text{ if } i \neq j,$$

(4.8)
such that for all \( \{\omega\} \in P_+(n - 3, m) \), we have:

\[
\text{rank}[\mathcal{C}_+(\omega)] = m + 1.
\]  

(4.9)

Since the matrix \( \mathcal{C}_-(\sigma) \) and \( \mathcal{C}_+(\sigma^*) \) are complex conjugate to each other, they must have the same rank. Therefore, we must have:

\[
\text{rank}[\mathcal{C}_+(\sigma^*)] = m + 1, \quad \{\sigma\} \in P_-(n - 3, m),
\]

which means that \( P_-(n - 3, m) \), the subset composed of all \( \{\sigma^*\} \) with \( \{\sigma\} \in P_-(n - 3, m) \), is a subset of \( P_+(n - 3, m) \). We can derive in the same way that \( P_+(n - 3, m) \) is a subset of \( P_-(n - 3, m) \). The two sets thus must be conjugate to each other:

\[
P_-(n - 3, m) = P_+(n - 3, m), \quad |P_-(n - 3, m)| = |P_+(n - 3, m)|.
\]

(4.10)

We note that this rank characterization is invariant under the simultaneous rescaling:

\[
|i\rangle \rightarrow t|i\rangle, \quad |i\rangle \rightarrow t^{-1}|i\rangle,
\]

(4.11)

which means it is purely kinematical. The reason is simple: under the rescaling (4.11), the factor \( t \) gets multiplied always to one entire row and column of \( \mathcal{C}_+ \). As a result, when calculating a minor, \( t \) can always be pulled out of the determinant so that the rank is unchanged.

For all \( \{\sigma\} \in P_-(n - 3, m) \), we can extract \( m + 1 \) linearly independent rows to make the \( C_- \) part of the \( C \) matrix. Now the \( C_- \) part has no rank deficiency: \( \text{rank}(C_-) = m + 1 \). Because of eq. (4.3), the rank deficiency of the \( C_+ \) part must be at least two:

\[
\text{rank}[C_+(\sigma)] = \text{rank}[\mathcal{C}_+(\sigma)] \leq n - m - 3.
\]

Here we have \( \text{rank}(\mathcal{C}_+) = \text{rank}(C_+) \) because \( C_+ \) must have rank deficiency, according to eq. (3.4). Therefore, without knowing the specific forms of the solutions, we have shown that the partition \( P_- \) has the following property: for all \( \{\sigma\} \in P_-(n - 3, m) \), we have:

\[
\text{rank}[\mathcal{C}_-(\sigma)] = m + 1, \quad \text{rank}[\mathcal{C}_+(\sigma)] \leq n - m - 3.
\]

(4.12)

Similar result also holds for \( P_+ \). We are now ready to prove a rather strong theorem:

**Theorem 4.1 (Main Theorem).** Only those solutions in the partition \( P_-(n - 3, k) \) [or \( P_+(n - 3, k) \)] can support Pf\(^{\prime}(\Psi)\) at \( N^k \text{MHV} \) (or \( N^{n-k-4} \text{MHV} \)) helicity configurations.

\(^2\)We note that this property is the consequence of real Minkowski signature momenta, such that \( |i\rangle \) and \( |i\rangle \) are conjugate to each other.
In other words, the rank partition we have derived implies a characterization labeled by the $N^k$MHV amplitudes that a solution can support. Theorem 4.1 applies to all the theories listed in eq. (2.3). Actually, this theorem can be applied to all those theories whose CHY integrand is proportional to $\text{Pf}'(\Psi)$.

A direct consequence of Theorem 4.1 is that $N^k$MHV amplitudes are supported by both $P_-(n - 3, k)$ and $P_+(n - 3, n - k - 4)$, such that they must coincide. Because of eq. (4.10), we can further derive:

$$P_+(n - 3, n - k - 4) = P'_-(n - 3, n - k - 4) = P_-(n - 3, k).$$

(4.13)

In other words, the solutions in $P_-(n - 3, k)$ and $P_-(n - 3, n - k - 4)$ are complex conjugate to each other while these two sets must have the same order. More importantly, the “$\leq$” of eq. (4.12) is actually “$=$”:

$$\text{rank}[\mathcal{C}_-(\sigma)] = m + 1, \quad \text{rank}[\mathcal{C}_+(\sigma)] = n - m - 3, \quad \text{for all } \{\sigma\} \in P_-(n - 3, m).$$

(4.14)

This equation should be viewed as a corollary of Theorem 4.1, and we emphasize that it plays no role in the proof of Theorem 4.1.

5 Associating solutions to helicity configurations

In this section, we give an analytic proof of Theorem 4.1. Given a helicity configuration, the dimensions of $C_\pm$ and $B$ are fixed. However, for different solutions, the rank of $C_\pm$ may be different. We first study a simple example to demonstrate how the rank affects the value of $\text{Pf}'(\Psi)$.

5.1 Warm-up: Vanishing of $(+\ldots +)$ and $(-+\ldots +)$ Amplitudes

Using the gauge (2.6), we can easily see that both the helicity configurations $(+\ldots +)$ and $(-+\ldots +)$ lead to $\text{Pf}'(\Psi) = 0$ such that the amplitudes vanish. For both cases, the matrix $B$ can be made identically zero:

- For $(+\ldots +)$, an arbitrary $|p\rangle$ will do the job.
- For $(-+\ldots +)$, choose $|p\rangle = |i_-\rangle$ in eq. (2.6), where $|i_-\rangle$ is the momentum spinor of the negative helicity particle.

Now in $\Psi_{ij}^{ij}$, the lower left $C$ block has dimension $n \times (n - 2)$. Since the rows are more than the columns, the rank of $C$ cannot be larger than the column number, which is $n - 2$. Therefore, by the definition of the matrix rank, there are at most $n - 2$ linear-independent rows in $C$, which we can use to make at least two rows of $C$ zero by elementary transformations. If $C$ has a lower rank than $n - 2$, we can make even more rows zero. Since we have $B = 0$ for both cases, now we have two entire rows of $\Psi_{ij}^{ij}$ zero such that its determinant and Pfaffian must be zero. The validity of this operation does not depend on any specific solution. Thus we have proved that $\text{Pf}'(\Psi) = 0$ for all the solutions.

We present this rather trivial case to give readers a taste that the rank structure of $C$ may control whether $\text{Pf}'(\Psi)$ is zero or not.
5.2 Solutions and Pf′(Ψ)

To prove Theorem 4.1, it is sufficient to just show that at $N^k$MHV, only solutions in $P_-(n-3, k)$ can make $\text{Pf}'(\Psi) \neq 0$. Eq. (4.12) implies that at $N^k$MHV, those $\{\sigma\} \in P_-(n-3, k)$ give $C_-$ rank deficiency one and $C_+$ more than one. In this section, we first focus on those solutions in $P_-(n-3, m)$ with $m \leq k$, which give $C_-$ rank deficiency.

Theorem 4.1 is equivalent to that $\text{Pf}(\psi) \neq 0$ can only happen for $m = k$. We start with a solution in $P_-(n-3, m)$, which gives:

$$\text{rank}[C_-(\sigma)] = m + 1 \equiv r.$$  

Then in $C_-$, there must be one $r \times r$ submatrix that has a nonzero determinant. Suppose we call this matrix $\mathcal{R}$:

$$\mathcal{R} = \begin{pmatrix}
(C_-)_{i_1 j_1} & (C_-)_{i_1 j_2} & \cdots & (C_-)_{i_1 j_r} \\
\vdots & \vdots & \ddots & \vdots \\
(C_-)_{i_r j_1} & (C_-)_{i_r j_2} & \cdots & (C_-)_{i_r j_r}
\end{pmatrix}, \quad (5.1)$$

where rows and columns are chosen from the sets:

$$i_r = \{i_1, i_2, \ldots, i_r\} \quad \text{and} \quad j_r = \{j_1, j_2, \ldots, j_r\}.$$

Note that $\det(\mathcal{R})$ is proportional to the following $r \times r$ minor of $C_-$:

$$\det(\mathcal{R}) = \prod_{k=1}^r \frac{[j_k q]}{[i_k q]} \det(C^-_r), \quad C^-_r = \begin{pmatrix}
(C_-)_{i_1 j_1} & (C_-)_{i_1 j_2} & \cdots & (C_-)_{i_1 j_r} \\
\vdots & \vdots & \ddots & \vdots \\
(C_-)_{i_r j_1} & (C_-)_{i_r j_2} & \cdots & (C_-)_{i_r j_r}
\end{pmatrix}. \quad (5.2)$$

Our strategy is to use $\mathcal{R}$ to make as many elements in $C_-$ block zero as possible by elementary transformations, found by solving linear relations between rows and columns of $C_-$. First, after we permute $\mathcal{R}$ to the upper left corner of $C_-$, the shape of $\psi$ before any further manipulation is:

$$\psi = \begin{pmatrix}
\mathcal{R} & A & C_+ \\
k+2 & 0 & \mathcal{B}
\end{pmatrix}.$$

Next, we carry on to find the elementary transformation that can make the blue shaded region zero in the above equation. According to the definition of rank, the $r$ rows and columns selected by $\mathcal{R}$ correspond to
two maximum sets of linear-independent vectors in $C_-$. The linear relations with other rows and columns can be solved from the following equations of $x$ and $y$:

**Columns:**

$$\mathcal{R} \begin{pmatrix} x_{i_1,r+1} & \cdots & x_{i_1,n-2} \\ \vdots & \ddots & \vdots \\ x_{i_r,r+1} & \cdots & x_{i_r,n-2} \end{pmatrix} \equiv \mathcal{R} \boldsymbol{x} = \begin{pmatrix} (C_-)_{i_1,r+1} & \cdots & (C_-)_{i_1,n-2} \\ \vdots & \ddots & \vdots \\ (C_-)_{i_r,r+1} & \cdots & (C_-)_{i_r,n-2} \end{pmatrix}, \quad (5.4)$$

**Rows:**

$$\mathcal{R} \begin{pmatrix} y_{r+1,j_1} & \cdots & y_{r+1,j_r} \\ \vdots & \ddots & \vdots \\ y_{k+2,j_1} & \cdots & y_{k+2,j_r} \end{pmatrix} \equiv \mathcal{R} \boldsymbol{y} = \begin{pmatrix} (C_-)_{r+1,j_1} & \cdots & (C_-)_{r+1,j_r} \\ \vdots & \ddots & \vdots \\ (C_-)_{k+2,j_1} & \cdots & (C_-)_{k+2,j_r} \end{pmatrix}, \quad (5.5)$$

where the underlined and overlined indices are from:

$$\{r+1, \ldots, n-2\} = \{1, \ldots, n-2\} \setminus j_r, \quad \{r+1, \ldots, k+2\} = \{1, \ldots, k+2\} \setminus i_r.$$

The matrix $\boldsymbol{x} \equiv (x_{ij})$ is $r \times (n-2-r)$ dimensional and $\boldsymbol{y} \equiv (y_{ij})$ is $(k+2-r) \times r$ dimensional. In particular, the elements of $\boldsymbol{x}$ can be calculated using the Cramer’s rule:

$$x_{i_k,a} = \frac{1}{\det(C_-)} \begin{vmatrix} aq \\ jk \end{vmatrix} c_a, \quad i_k \in i_r, \quad a \in \{1,2, \ldots, n-2\} \setminus j_r, \quad (5.6)$$

where the bracket stands for the matrix obtained from $C_-^r$ by replacing the column $\mathcal{c}_{j_k} \equiv ((C_-)_{i_1,j_k}, \ldots, (C_-)_{i_r,j_k})^T$ by the column $\mathcal{c}_a \equiv ((C_-)_{i_1,a}, \ldots, (C_-)_{i_r,a})^T$. More generally, we use

$$\begin{bmatrix} j_1 & j_2 & \cdots \\ c_{a_1} & c_{a_2} & \cdots \end{bmatrix}$$

to stand for the matrix obtained from $C_-^r$ by replacing the columns $\{\mathcal{c}_{j_1}, \mathcal{c}_{j_2}, \cdots\}$ by $\{\mathcal{c}_{a_1}, \mathcal{c}_{a_2}, \cdots\}$. The elements of $\boldsymbol{y}$ have a similar expression, but our calculation does not call for it. From the linear relations, we can write down two elementary transformations:

$$P_1 = \begin{pmatrix} 1_{(n-2)} \\ 1_r & 0 \\ -y \ 1_{(k+2-r)} \\ 1_{(n-k-2)} \end{pmatrix}, \quad P_2 = \begin{pmatrix} 1_r & -\boldsymbol{x} \\ 0 & 1_{n-2-r} \end{pmatrix}, \quad (5.7)$$

where $1_r$ is an $r \times r$ identity matrix, for example. They together can make the blue shaded region of
eq. (5.3) zero through the action:

$$\psi \rightarrow (P_2^T P_1) \psi (P_1^T P_2).$$

(5.8)

This is what we expect since $x$ and $y$ are deliberately chosen to do the job. However, the surprise comes from the fact that after the action, the lower right $(n - 2 - r) \times (n - 2 - r)$ block of $A$ also becomes identically zero. In other words, the following equation holds:

$$A_{ab} - \sum_{k=1}^{r} (A_{aj} x_{ik} b + A_{jb} x_{ik} a) + \sum_{k,s=1}^{r} x_{ik} a A_{jk} b x_{is} b = 0,$$

(5.9)

for all $a, b \in \{1, 2, \ldots, n - 2\} \setminus j_r$. The proof is given in Appendix A. Now the matrix $\psi$ becomes:

$$\psi = \begin{pmatrix} \mathcal{R} & 0 & \mathcal{B} \\ \mathcal{C}_+ & -\mathcal{B}^T & 0 \end{pmatrix},$$

(5.10)

where only the regions shaded by red are nonzero.

To illustrate these matrix operations, we consider as an example the 6-point NMHV configuration $(- - + + + +)$ with a solution $\{\sigma\}$ that makes $\text{rank}(C_-) = 2$. According to our convention, $\psi = \Psi_{56}^{56}$. We assume for convenience that the first $2 \times 2$ principal minor is nonzero, and choose it as our reference matrix $\mathcal{R}$:

$$\mathcal{R} = \begin{pmatrix} (C_-)_{11} & (C_-)_{12} \\ (C_-)_{21} & (C_-)_{22} \end{pmatrix}.$$ 

Then the transformation matrix $P_1$ and $P_2$ have the following forms:

$$P_1 = \begin{pmatrix} 1_4 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ -y_{31} & -y_{32} & 1 \end{pmatrix}, \quad P_2 = \begin{pmatrix} 1 & 0 & -x_{13} & -x_{14} \\ 0 & 1 & -x_{23} & -x_{24} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \quad (5.11)$$
The matrix elements $y_{31}$ and $y_{32}$ are given by:

$$y_{31} = \begin{bmatrix} 1 & q \end{bmatrix} \begin{bmatrix} \sigma_{33} & \sigma_{32} \\ \sigma_{21} \end{bmatrix} \begin{bmatrix} \langle 31 \rangle_{\sigma_{31}} \\ \langle 32 \rangle_{\sigma_{32}} \end{bmatrix}\begin{bmatrix} \Sigma^{-1}_{2} \\ -\Sigma^{-1}_{1} \end{bmatrix}, \quad y_{32} = \begin{bmatrix} 2 & q \end{bmatrix} \begin{bmatrix} \sigma_{33} & \sigma_{32} \\ \sigma_{21} \end{bmatrix} \begin{bmatrix} \langle 31 \rangle_{\sigma_{31}} \\ \langle 32 \rangle_{\sigma_{32}} \end{bmatrix}\begin{bmatrix} \Sigma^{-1}_{2} \\ -\Sigma^{-1}_{1} \end{bmatrix}^{-1}. \quad (5.12)$$

The matrix element $x_{1i}$ and $x_{2i}$, with $i = 3, 4$, are given by:

$$x_{1i} = \begin{bmatrix} i & q \end{bmatrix} \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} \end{bmatrix} \begin{bmatrix} \sigma_{21} \\ \sigma_{21} \end{bmatrix} \begin{bmatrix} \langle 1i \rangle_{\sigma_{2i}} \\ \langle 2i \rangle_{\sigma_{2i}} \end{bmatrix}\begin{bmatrix} \Sigma^{-1}_{2} \\ -\Sigma^{-1}_{1} \end{bmatrix}, \quad x_{2i} = \begin{bmatrix} i & q \end{bmatrix} \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} \end{bmatrix} \begin{bmatrix} \sigma_{21} \\ \sigma_{21} \end{bmatrix} \begin{bmatrix} \langle 1i \rangle_{\sigma_{2i}} \\ \langle 2i \rangle_{\sigma_{2i}} \end{bmatrix}\begin{bmatrix} \Sigma^{-1}_{2} \\ -\Sigma^{-1}_{1} \end{bmatrix}^{-1}. \quad (5.13)$$

Then the transformation (5.8) will lead to the form (5.10). In particular, we can verify that:

$$A_{34} - \sum_{j=1}^{2} \left( A_{3j} x_{j4} + A_{j4} x_{j3} \right) + \sum_{k,s=1}^{2} x_{k3} A_{ks} x_{s4} = 0,$$

either analytically by the method given in Appendix A, or just numerically.

Finally, using again that $\mathcal{R}$ is full rank, we can make another elementary transformation to make the first $r$ rows and columns of $\psi$ zero except for $\mathcal{R}$ itself, such that:

$$\text{Pf}(\psi) = \text{Pf}(\mathcal{R}) = \det(\mathcal{R}) \text{Pf}(0) = \det(\mathcal{R}) \text{det}(n-k-2) \quad (5.14)$$

(up to a minus sign)

Now in the last expression, the lower left block (shaded by blue) has dimension $(n - k - 2) \times (n + k - 2r)$. For $r \leq k$, the columns are more than the rows such that there must exist an elementary transformation that makes one entire column zero, leading to $\text{Pf}(\psi) = 0$. Only at $r = k + 1$ (thus $m = k$) do we possibly have a nonzero result:

$$\text{Pf}(\psi) = \det(\mathcal{R}) \text{det}(n-k-2) \quad (5.15)$$

(up to a minus sign), which proves part of the Theorem 4.1: For those solutions with $m \leq k$, $\text{Pf}'(\Psi) \neq 0$ only happens for $m = k$. 

---
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at $N^k$MHV. We note that the blue block in the above two equations consists of both columns from $C_+$ and $-B^T$, schematically separated by the dashed line in the middle. Although for $m = k$ the $C_+$ part has rank deficiency, the whole matrix is in general still of full rank.

Those solutions with $m > k$ make $C_-$ be of full rank and $\text{rank}(C_+) = r' \leq n - k - 4$, according to eq. (4.12). We can move $C_+$ above $C_-$ and then perform the same calculation to the $C_+$ part, exchanging all angular and square brackets involved in the above calculation. At the end, we can still reach eq. (5.14), while the dimension of the upper left zero block is now

$$(2n - k - 2r' - 4) \times (2n - k - 2r' - 4).$$

Then blue block in eq. (5.14) has dimension:

$$(k + 2) \times (2n - k - 2r' - 4).$$

It always has more columns than rows when $r' \leq n - k - 4$, which leads to $\text{Pf}(\psi) = 0$. Therefore, we have proved that at $N^k$MHV, all those solutions with $m > k$ lead to $\text{Pf}'(\Psi) = 0$. Now we have completed the proof that under the partition $P_-$, $\text{Pf}'(\Psi) = 0$ for all $m$ except for $m = k$. Finally, we note that the $P_+$ and $N^{n-k-4}$MHV part can be proved identically, which completes our proof of Theorem 4.1.

6 Support of general EYM amplitudes on the solutions

As already shown in eq. (2.3), the EYM amplitudes in the CHY formalism also contains $\text{Pf}'(\Psi)$ so that our Theorem 4.1 can apply to EYM. On the other hand, the interplay between the factor $\text{Pf}(\Psi_h)$ and the solutions enables us to prove a previously raised conjecture [42]: the EYM amplitudes with gluons having the same helicities must vanish.

Because of the similarity between the matrix $\Psi$ and $\Psi_h$, the method developed in the previous section can also apply here. Moreover, since Theorem 4.1 has now been proved, we can use the corollary (4.14) here.

Suppose we are now looking at a solution $\{\sigma\} \in P_-(n - 3, m)$, such that:

$$\text{rank}[(C_h)_-] = \min\{m + 1, s^-\} \equiv r, \quad \text{rank}[(C_h)_+] = \min\{n - m - 3, s^+\} \equiv r'. \quad (6.1)$$

First, in $(C_h)_-$ we can choose a $r \times r$ submatrix $R_h$ as reference. Following the same procedure as the
previous section, we can reach at:

\[
Pf (\Psi_h) = \det (R_h) Pf(0) \quad \text{(up to a minus sign).} \tag{6.2}
\]

This Pfaffian vanishes if the lower left block has more column than rows, which happens if \( r \leq s^- - 1 \). It means that if \((C_h)_-\) has a rank deficiency, \( Pf(\Psi_h) = 0 \). If we perform the same transformation on the \((C_h)_+\) part, we may find that \( Pf(\Psi_h) = 0 \) also when \( r' \leq s^+ - 1 \). Therefore, our conclusion is thus:

\[
Pf (\Psi_h) = 0 \quad \text{if} \quad m \leq s^- - 2 \quad \text{or} \quad m \geq n - s^+ - 2. \tag{6.3}
\]

Depending on the numbers of positive and negative helicity gravitons, the support of \( Pf(\Psi_h) \) is thus:

\[
\bigcup_{m=s^- - 1}^{n-3-s^+} \mathcal{P}_-(n - 3, m). \tag{6.4}
\]

In this expression, we have implicitly defined that \( \mathcal{P}_-(n-3, -1) = \mathcal{P}_-(n-3, n-3) = \emptyset \), which corresponds to \( s^\pm = 0 \) respectively. The physical meaning of eq. (6.4) is that: with the graviton helicity configuration \((s^-, s^+)\) fixed, the only possible nonzero \( N^k \)MHV amplitudes are restricted to:

\[
\max\{0, s^- - 1\} \leq k \leq \min\{n - 4, n - 3 - s^+\}. \tag{6.5}
\]

Knowing the support of \( Pf(\Psi_h) \), we can now prove that the same-gluon-helicity amplitudes of EYM mush vanish. At \( N^k \)MHV, if all the gluons have positive helicity, then the number of negative gravitons must be:

\[
s^- = k + 2,
\]

such that

\[
Pf (\Psi_h) \neq 0 \quad \text{only on the solution set} \quad \bigcup_{m=k+1}^{n-3-s^+} \mathcal{P}_-(n - 3, m) \quad \text{if gluons are all-plus.}
\]

Since the support of \( Pf'(\Psi) \), \( \mathcal{P}_-(n-3, k) \), is not contained in the support of \( Pf(\Psi_h) \), this amplitude must vanish. Similarly, if all the gluons have negative helicity, then the number of positive gravitons must be:

\[
s^+ = n - k - 2,
\]
such that
\[ \text{Pf}(\Psi_h) \neq 0 \text{ only on the solution set } \bigcup_{m=s-1}^{k-1} P_-(n-3, m) \text{ if gluons are all-minus.} \]

The set \( P_-(n-3, k) \) is still not included. As a result the amplitude still vanishes. We have thus completed our proof that the \textit{tree-level single-trace EYM amplitudes with gluons having the same helicities must vanish}. Together with eq. (6.5), we know that nonzero amplitudes contain at least one gluon with a different helicity from the others.

7 Numerical study

In this section, we provide a numerical study verifying our analytical results. More importantly, it reveals that the rank characterization established in Sec. 4 leads to an Eulerian number pattern for \( N^k \text{MHV} \) solutions.

7.1 General pattern

We have conducted a numerical study up to \( n = 8 \) with all helicity configurations, and checked the value of rank(\( C_\pm \)) for each solution. The result agrees with eq. (4.14). One thing that remains to be investigated is to count how many solutions fall into each subset of our partition \( P_\pm \). The numerical study results in the following pattern:

\textbf{Numerical Fact:} Both the partition \( P_- \) and \( P_+ \) have an Eulerian number pattern:

\[ |P_\pm(n-3, m)| = A(n-3, m). \]

(7.1)

This conjecture, together with Theorem 4.1, exactly reproduce the statement that only \( A(n-3, k) \) solutions support \( N^k \text{MHV} \) amplitudes [38, 40]. The rank condition proposed above gives a set of extra equations satisfied only by those solutions in a certain subset. For example, it will be interesting to study why by associating the following equations:

\[ \begin{vmatrix} (C_-)_{i_1 j_1} & (C_-)_{i_1 j_2} & \cdots & (C_-)_{i_1 j_r} \\ \vdots & \vdots & \ddots & \vdots \\ (C_-)_{i_r j_1} & (C_-)_{i_r j_2} & \cdots & (C_-)_{i_r j_r} \end{vmatrix} = 0, \quad \forall \{i_1, \ldots, i_r\}, \{j_1, \ldots, j_r\} \subset p \]

(7.2)

with the scattering equations (2.1), we can produce the solution set:

\[ \bigcup_{m=s-1}^{k-1} P_-(n-3, m), \]
whose order is supposed to be \( \sum_{m=0}^{r-1} A(n-3, m) \). It will be our future work to study the consistency condition between eq. (7.2) and (2.1) to reveal why this seemingly over-determined set of equations can still produce the proclaimed number of solutions.

### 7.2 \( n = 7 \) and \( n = 8 \) examples

At \( n = 7 \) and \( n = 8 \), the Eulerian numbers \( A(n-3, k) \) are given by:

\[
\begin{align*}
(n-3)! & \quad k = 0 & \quad k = 1 & \quad k = 2 & \quad k = 3 & \quad k = 4 \\
n = 7 & \quad 24 & \quad 1 & \quad 11 & \quad 11 & \quad 1 & \quad - \\
n = 8 & \quad 120 & \quad 1 & \quad 26 & \quad 66 & \quad 26 & \quad 1 \\
\end{align*}
\]

(7.3)

while the pattern in the solutions that support Pf\((\Psi)\) is shown in Tab. 1. Here we simplify our notation by denoting the solution subset that supports \( n \)-point N\(k\)MHV amplitudes by its order in bold face. The solution sets with a bar are complex conjugate to the unbarred ones, which support the amplitudes with the helicities flipped. Tab. 1 exactly exhibits the pattern stated in the previous subsection: at N\(k\)MHV, Pf\((\Psi)\) is supported only by the subset \( \mathbf{P}_-(n-3, k) \), whose order is the Eulerian number \( A(n-3, k) \).

In contrast, the solution subset that supports Pf\((\Psi_h)\) in EYM exhibit a summation pattern, as shown in Tab. 2, which also agrees exactly with eq. (6.4). For example, at \( n = 8 \) and \( (s^-, s^+) = (2, 2) \), the support of Pf\((\Psi_h)\) is \( 26 + 66 + 26 \), which indicates that the nonzero N\(k\)MHV amplitudes are NMHV, N\(^2\)MHV and NMHV. The same-gluon-helicity amplitudes, MHV and \( \text{MHV} \), vanish since their supports, \( \mathbf{1} \) and \( \mathbf{1} \), are not included in the support of Pf\((\Psi_h)\). At \( s = 0 \), by definition Pf\((\Psi_h) = 1 \) and we return to tree-level Yang-Mills amplitudes.

### 8 Discussion

As can be indicated in eq. (5.15), the reduced Pfaffian in the Yang-Mills integrand factorizes into the product of two determinants after our transformation, one of which is just our discriminant matrix \( \mathfrak{C}_- \). This factorized integrand has appeared in the twistor and ambitwistor formalism of gravity amplitudes [39, 45, 46], while the matrices involved there are different but can be related to ours [44]. In this section, we
| \( n = 7 \), \( \text{Pf}(\Psi_h) \neq 0 \) | \( s^- = 0 \) | \( s^- = 1 \) | \( s^- = 2 \) | \( s^- = 3 \) | \( s^- = 4 \) | \( s^- = 5 \) |
|---|---|---|---|---|---|---|
| \( s^+ = 0 \) | 24 | 24 | 11 + \( \Pi \) | \( \Pi + I \) | \( I \) | \( \emptyset \) |
| \( s^+ = 1 \) | 24 | 24 | 11 + \( \Pi \) | \( \Pi + I \) | \( I \) | \( \emptyset \) |
| \( s^+ = 2 \) | 1 + 11 + \( \Pi \) | 1 + 11 + \( \Pi \) | 11 + \( \Pi \) | \( \Pi \) | &nbsp; | &nbsp; |
| \( s^+ = 3 \) | 1 + 11 | 1 + 11 | 1 | &nbsp; | &nbsp; | &nbsp; |
| \( s^+ = 4 \) | 1 | 1 | &nbsp; | &nbsp; | &nbsp; | &nbsp; |
| \( s^+ = 5 \) | &nbsp; | &nbsp; | &nbsp; | &nbsp; | &nbsp; | \( \emptyset \) |

| \( n = 8 \), \( \text{Pf}(\Psi_h) \neq 0 \) | \( s^- = 0 \) | \( s^- = 1 \) | \( s^- = 2 \) | \( s^- = 3 \) | \( s^- = 4 \) | \( s^- = 5 \) | \( s^- = 6 \) |
|---|---|---|---|---|---|---|---|
| \( s^+ = 0 \) | 120 | 120 | 26 + 66 | 66 | \( 26 + I \) | \( I \) | &nbsp; |
| \( s^+ = 1 \) | 120 | 120 | 26 + 66 | 66 | \( 26 + I \) | \( I \) | &nbsp; |
| \( s^+ = 2 \) | 1 + 26 | 1 + 26 | 26 | \( 66 + 26 \) | \( 66 + 26 \) | \( 66 + 26 \) | \( 26 \) |
| \( s^+ = 3 \) | 1 + 26 + 66 | 1 + 26 + 66 | 26 + 66 | \( 66 \) | &nbsp; | &nbsp; | &nbsp; |
| \( s^+ = 4 \) | 1 + 26 | 1 + 26 | 26 | &nbsp; | &nbsp; | &nbsp; | &nbsp; |
| \( s^+ = 5 \) | 1 | 1 | &nbsp; | &nbsp; | &nbsp; | &nbsp; | &nbsp; |
| \( s^+ = 6 \) | &nbsp; | &nbsp; | &nbsp; | &nbsp; | &nbsp; | &nbsp; | \( \emptyset \) |

Table 2. The solution sets that support \( \text{Pf}(\Psi_h) \) at different graviton helicity configurations at \( n = 7 \) and \( n = 8 \). The \( s^+ \) and \( s^- \) are the numbers of positive and negative helicity gravitons. The amplitude vanishes if the graviton number is more than \( n - 2 \).

will show briefly that the \( \Phi \) and \( \tilde{\Phi} \) matrix defined in the gravity integrand of [45, 46] are equivalent to ours after a wise gauge choice.

Our discriminant matrix \( \mathcal{C}_\pm \) indeed has a close relation to the matrix \( \Phi \) and \( \tilde{\Phi} \) in the integrand for \( \mathcal{N} = 8 \) supergravity amplitudes in a twistor-string approach [45, 46]. With our notations, the matrix \( \tilde{\Phi} \) is defined as:

\[
\tilde{\Phi}_{ij} = \frac{\langle ij \rangle}{\sigma_{ij}} \frac{t_j}{t_i} \quad (i \neq j), \quad \tilde{\Phi}_{ii} = \sum_{j \neq i} \frac{\langle ij \rangle}{\sigma_{ij} \prod_{a=0}^{k+1} \sigma_{ja}} \prod_{a=0}^{k+1} \sigma_{ia}, \quad (8.1)
\]

where \( p_a \) are arbitrary reference points on the world sheet, and \( t_i \) is the scaling factor of the world sheet.

---

\textsuperscript{3}We are indebted to Freddy Cachazo for pointing out to us this connection.

\textsuperscript{4}Our use of [...] and \( \langle ... \rangle \) is opposite to that in [45]. In addition, we have used inhomogeneous world sheet coordinates in the expression, and factored out \( t_i^2 \) in each row.
homogeneous coordinates. Ref. [45, 46] proposed that the supergravity amplitude can be obtained by integrating over the supertwistor \( Z^I_a = (\lambda^\alpha_a, \mu^\alpha_a, \eta^-_I) \) for \( a \) ranging from 0 to \( k+1 \) and \( I \) from 0 to 8. For each external particle, there is a curve in the supertwistor space, described by the degree \( k+1 \) polynomial:

\[
Z^I_j(\sigma_j) = t_j \sum_{a=0}^{k+1} Z^I_a \sigma^a_j .
\]

In particular, for an arbitrary spinor \(|q\rangle\), the inner product \(|\lambda_j(\sigma_j)q\rangle\) is a degree \( k+1 \) polynomial. Then by an appropriate choice of \( p_a \), we can always make

\[
|\lambda_j(\sigma_j)q\rangle = t_j \prod_{a=0}^{k+1} \sigma_{jpa} .
\]

Finally, by constraining \( \lambda_j(\sigma_j) \) onto the external momentum data by a group of delta functions (which is now known to be equivalent to the scattering equations), one may find that the diagonal elements \( \tilde{\Phi}_{ii} \) become those of our matrix \( C_- \), which is of a very neat form (3.1).

9 Conclusion

In this paper, we have studied the relationship between the solutions of scattering equations and the \( N^k \)MHV amplitudes in quantum gauge/gravity theories, in particular in four dimensions. This is a crucial for understanding how the CHY integrand for amplitudes encodes dynamic information of quantum gauge/gravity theories.

In more details, we have defined two discriminant matrices \( C_\pm \), given in eq. (3.1), for a solution to scattering equations. Their ranks satisfy a constraint: the sum of their ranks is equal to \( n-2 \) for \( n \) scattering particles. Either rank gives rise to a partition of the solution set of scattering equations into a disjoint union of subsets. Moreover, those solutions in the subset labeled by

\[
\text{rank}(C_-) = k+1
\]

can only support the \( N^k \)MHV amplitudes. In this way, we have refined our understanding of the solutions by a characterization in terms of their discriminant matrices, and that of the interplay between the solutions and helicity configurations of amplitudes, manifested by the correspondence between the rank classification of solutions and the \( N^k \)MHV (or helicity configuration) classification of amplitudes.

This rank characterization classifies solutions by a set of algebraic equations consistent with the scattering equations. It will be interesting to further study why the number of solutions that satisfy both our new sets of algebraic equations and the scattering equations equals to an Eulerian number.

We note that since the discriminant matrices are related, by eq. (3.3), to the \( C \) matrix in the CHY integrand for the \( \Psi \) matrix in eq. (2.8) and (2.12), the above statements in terms of the rank of the \( C_\pm \)
matrices can be reformulated in terms of rank(C±). The conceptual advantage of using C± instead of C± is that the former depends only on particle kinematics, and is (gauge) independent of the choice of the reference spinors in polarization vectors.

Moreover, using the above technique, we have been able to prove analytically that if the gluons in the tree-level single-trace EYM amplitudes have the same helicity, the amplitudes must vanish identically. We have also done numerical verification for n = 7 and 8. In addition to the above correspondence, our numerics revealed an Eulerian number pattern, A(n − 3, k), for the number of solutions in the subset that supports (or contributes to) the NkMHV amplitudes, which agrees with previous claims [38, 40].

In summary, we have shown that in gauge or gravity theory in four dimensions, the solution set of scattering equations is decomposed into disjoint union of subsets, labeled by the rank of their discriminant matrices, each of which supports the NkMHV amplitudes with a specific value of k. It will be interesting to study how this pattern generalizes in higher dimensions. We hope that our rank characterization will be useful along this direction. Also it is believed that this rank characterization may help further understand the NkMHV solutions to scattering equations.
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A Proof of eq. (5.9)

The strategy of our proof is to group all the matrix elements involved into (r + 1) × (r + 1) minors of C−, which should vanish identically since we have assumed that the solution under consideration makes C− be of rank r.

The last term of eq. (5.9) can be written as:

$$\sum_{k,s=1}^{r} x_{ik} a A_{jk,i} x_{is} b = \frac{1}{2} \sum_{k,s=1}^{r} A_{jk,i} (x_{ik} a x_{is} b - x_{is} a x_{ik} b) ,$$
since $A_{jk,j}$ is anti-symmetric. Then we plug in eq. (5.6) for $x$, such that:

$$\left[ jk \right]_{aq} \left[ js \right]_{bq} \left\{ \text{det}(C^-) \right\}^2 (x_{ik,a}x_{i,b} - x_{is,a}x_{ik,b}) = \text{det} \left[ \begin{array}{c} jk \\
ca 
\end{array} \right] \text{det} \left[ \begin{array}{c} js \\
ca 
\end{array} \right] - \text{det} \left[ \begin{array}{c} js \\
ca 
\end{array} \right] \text{det} \left[ \begin{array}{c} jk \\
ca 
\end{array} \right]$$

$$= \text{det} \left[ \begin{array}{c} jk \\
ca 
\end{array} \right] \text{det} \left[ \begin{array}{c} js \\
ca 
\end{array} \right] - \text{det} \left[ \begin{array}{c} js \\
ca 
\end{array} \right] \text{det} \left[ \begin{array}{c} jk \\
ca 
\end{array} \right]$$

$$= \text{det} \left[ \begin{array}{c} jk \ jk \\
ca 
\end{array} \right] \text{det} \left[ \begin{array}{c} jk \\
ca 
\end{array} \right] + \text{det} \left[ \begin{array}{c} jk \\
ca 
\end{array} \right] \text{det} \left[ \begin{array}{c} js \\
ca 
\end{array} \right]$$

$$= \text{det}(C^-) \text{det} \left[ \begin{array}{c} jk \\
ca 
\end{array} \right], \quad (A.1)$$

where the sign change in the second equation is due to the exchange of column $ca$ and $jk$:

$$\left[ \begin{array}{c} jk \\
ca 
\end{array} \right] = \left[ \begin{array}{c} jk \\
ca 
\end{array} \right] = - \left[ \begin{array}{c} jk \\
ca 
\end{array} \right]. \quad (A.2)$$

The last bracket means that in the matrix $C^-$, the column

$$c_{jk} = \left( (C_-)_{i1,jk}, \ldots, (C_-)_{ir,jk} \right)^T$$

and $c_{js} = \left( (C_-)_{i1,js}, \ldots, (C_-)_{ir,js} \right)^T$

are replaced by $ca$ and $jk$ respectively. To further simplify the notation, we will use the symbol $C$ in favor of $C_-$. If we also use the fact that:

$$A_{ab} = - [ab] C_{ab}, \quad (A.3)$$

we can transform eq. (5.9) into:

$$A_{ab} - \sum_{k=1}^{r} \left( A_{aj,k} x_{i,k,b} + A_{jk,b} x_{i,a} \right) + \sum_{k,s=1}^{r} x_{i,k,a} A_{jk,j,s} x_{i,b} = - \frac{1}{\text{det}(C^-)} A_{ab}, \quad (A.4)$$

\[5\text{For } m > k \text{ (see the last paragraph of Sec. 5.2), } C \text{ can also stand for } C_+. \text{ The derivation is still valid once we replace all square brackets to angular ones, and vice versa.}\]
namely, we extract all common factors such that we only need to study:

\[
A_{ab} = [ab] c_{ab} \det(C^r) - \sum_{k=1}^{r} \left[ \frac{a_{jk}}{j_k q} \right] c_{aj_k} \det \left[ \begin{array}{c} j_k \\ c_b \end{array} \right] - \sum_{k=1}^{r} \left[ \frac{j_k b}{j_k q} \right] c_{jb} \det \left[ \begin{array}{c} j_k \\ c_a \end{array} \right] \\
+ \frac{1}{2} \sum_{k,s=1}^{r} \left[ \frac{a_{jk} j_s}{j_k q j_s q} \right] c_{jkj_s} \det \left[ \begin{array}{c} j_k \\ c_a c_b \end{array} \right]
\]

\[
= [ab] \left( c_{ab} \det(C^r) - \sum_{k=1}^{r} c_{aj_k} \det \left[ \begin{array}{c} j_k \\ c_b \end{array} \right] \right) + \frac{1}{2} \sum_{k,s=1}^{r} \left[ \frac{a_{jk} j_s}{j_k q j_s q} \right] c_{jkj_s} \det \left[ \begin{array}{c} j_k \\ c_a c_b \end{array} \right] .
\]

(A.5)

The first line forms an \((r + 1) \times (r + 1)\) minor:

\[
\left( c_{ab} \det(C^r) - \sum_{k=1}^{r} c_{aj_k} \det \left[ \begin{array}{c} j_k \\ c_b \end{array} \right] \right) = \det \left( \begin{array}{c} c_{ab} \\ c_{a,1,j_1} \cdots c_{a,j_r} \\ \vdots \\ c_{a,r} \end{array} \right) \begin{pmatrix} c_i b \\ c_i b \end{pmatrix} = 0 ,
\]

(A.6)

which vanishes due to the rank \(r\) condition. Finally, we need to prove the vanishing of the second line:

\[
\sum_{k=1}^{r} \left[ \frac{a_{jk} j_s}{j_k q} \right] \left( c_{aj_k} \det \left[ \begin{array}{c} j_k \\ c_b \end{array} \right] - c_{jb} \det \left[ \begin{array}{c} j_k \\ c_a \end{array} \right] \right) + \frac{1}{2} \sum_{k,s=1}^{r} \left[ \frac{j_k j_s}{j_k q j_s q} \right] c_{jkj_s} \det \left[ \begin{array}{c} j_k \\ c_a c_b \end{array} \right] = 0 .
\]

(A.7)

All the matrix elements involved can be packed into the following \((r + 1) \times (r + 1)\) minor:

\[
\det(C_k) = \det \left( \begin{array}{cccc} c_{i_{1,1}} & \cdots & c_{i_{1,j_k}} & \cdots & c_{i_{1,j_r}} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ c_{i_r,1} & \cdots & c_{i_r,j_k} & \cdots & c_{i_r,j_r} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ c_{j_{r,1}} & \cdots & c_{j_{r,j_k}} & \cdots & c_{j_{r,j_r}} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ c_{j_k,1} & \cdots & c_{j_k,j_k} & \cdots & c_{j_k,j_r} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ c_{j_r,1} & \cdots & c_{j_r,j_k} & \cdots & c_{j_r,j_r} \end{array} \right) = 0 ,
\]

(A.8)

where a hat means that this element is deleted. After a proper arrangement, the expansion along the last row of \(C_k\) gives:

\[
\left( c_{aj_k} \det \left[ \begin{array}{c} j_k \\ c_b \end{array} \right] - c_{jb} \det \left[ \begin{array}{c} j_k \\ c_a \end{array} \right] \right) + \sum_{s=1}^{r} c_{js,j_s} \det \left[ \begin{array}{c} j_k \\ c_a c_b \end{array} \right] = 0 ,
\]

(A.9)
such that the first sum in eq. (A.7) becomes:

\[
\begin{align*}
\sum_{k=1}^{r} & \frac{[aq][jb]}{[jkq]} \left( c_{ajb} \det \begin{bmatrix} jk \\ c_{b} \end{bmatrix} - c_{jkb} \begin{bmatrix} jk \\ c_{a} \end{bmatrix} \right) \\
= & -\sum_{k=1}^{r} \sum_{s=1, s\neq k}^{r} \frac{[aq][jk]}{[jkq]} c_{jks} \det \begin{bmatrix} jk \\ c_{a} \end{bmatrix} c_{b} \\
= & \frac{1}{2} \sum_{k=1}^{r} \sum_{s=1, s\neq k}^{r} \left( \frac{[aq][jk]}{[jkq]} - \frac{[aq][js]}{[jsq]} \right) c_{jks} \det \begin{bmatrix} jk \\ c_{a} \end{bmatrix} c_{b} \\
= & \frac{1}{2} \sum_{k,s=1}^{r} \frac{[jk][js][aq][bq]}{[jkq][jsq]} c_{jks} \det \begin{bmatrix} jk \\ c_{a} \end{bmatrix} c_{b},
\end{align*}
\]

(A.10)

which exactly cancels the second term of eq. (A.7). Now we have completed the proof of \( A_{ab} = 0 \), and thus eq. (5.9).
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