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Abstract

Unsupervised sentence embedding aims to obtain the most appropriate embedding for a sentence to reflect its semantic. Contrastive learning has been attracting developing attention. For a sentence, current models utilize diverse data augmentation methods to generate positive samples, while consider other independent sentences as negative samples. Then they adopt InfoNCE loss to pull the embeddings of positive pairs gathered, and push those of negative pairs scattered. Although these models have made great progress on sentence embedding, we argue that they may suffer from feature suppression. The models fail to distinguish and decouple textual similarity and semantic similarity. And they may overestimate the semantic similarity of any pairs with similar textual regardless of the actual semantic difference between them. This is because positive pairs in unsupervised contrastive learning come with similar and even the same textual through data augmentation. To alleviate feature suppression, we propose contrastive learning for unsupervised sentence embedding with soft negative samples (SNCSE). Soft negative samples share highly similar textual but have surely and apparently different semantic with the original samples. Specifically, we take the negation of original sentences as soft negative samples, and propose Bidirectional Margin Loss (BML) to introduce them into traditional contrastive learning framework, which merely involves positive and negative samples. Our experimental results show that SNCSE can obtain state-of-the-art performance on semantic textual similarity (STS) task with average Spearman’s correlation coefficient of 78.97% on BERT\textsubscript{base} and 79.23% on RoBERTa\textsubscript{base}. Besides, we adopt rank-based error analysis method to detect the weakness of SNCSE for future study.

1 Introduction

Pretrained language models, e.g. BERT [Devlin et al., 2019] and RoBERTa [Liu et al., 2019], have shown excellent performance on several natural language processing tasks with downstream fine-tuning. However, it seems that they may fail to product appropriate sentence embedding to reflect the semantic [Reimers and Gurevych, 2019; Li et al., 2020; Yan et al., 2021]. Recently, contrastive learning has been attracting developing attention for unsupervised sentence embedding [Yan et al., 2021; Gao et al., 2021; Wu et al., 2021]. Contrastive learning firstly comes from computer vision field [He et al., 2020; Chen et al., 2020a; Chen et al., 2020b]. The main idea is to utilize diverse data augmentation methods to generate positive pairs, while take two independent samples as negative pairs, and then adopt InfoNCE loss [Oord et al., 2018] to pull the embeddings of positive pairs gathered, and push those of negative pairs scattered.

Figure 1: Spatial positions and textual sentences of different samples. Previous unsupervised models aim to pull positive pairs gathered, and push negative pairs scattered. The positive sample may share the same textual with the original one with different embedding through cutoff [Yan et al., 2021] or dropout [Gao et al., 2021], while the negative one is totally another independent sentence. SNCSE tries to take the negation of original sentences as soft negative samples, and introduces them into traditional contrastive learning framework through BML loss.

Unsupervised sentence embedding takes similar strategy. As shown in Figure 1, positive pairs may share the same tex-
tual but have different embeddings through cutoff [Yan et al., 2021] or dropout [Gao et al., 2021], while negative pairs will come from two independent sentences which share less textual. In this condition, we argue that this will lead to feature suppression, which has been discussed deeply in vision field [Robinson et al., 2021; Chen et al., 2021]. That is, the models fail to distinguish and decouple textual similarity and semantic similarity. As a result, they may overestimate the semantic similarity of any pairs with similar textual regardless of the actual semantic difference between them. And the models may underestimate the semantic similarity of pairs with less words in common. (Please refer to Section 5 for several instances and detailed analysis.) To alleviate feature suppression, we take following issues into consideration:

- whether there exist some easily available samples, which have highly similar textual but surely and apparently different semantic with the original samples
- how to introduce these samples into the traditional contrastive learning framework to enhance unsupervised sentence embedding, where the traditional framework only involves pure positive and negative samples

We call these samples soft negative sample. Here negative means they have different semantics with the original samples, while soft means they have high textual similarity with the original samples and cannot be merely considered as pure negative samples like other independent sentences. Moreover, we propose contrastive learning for unsupervised sentence embedding with soft negative samples (SNCSE). The framework takes the negation of original sentences as soft negative samples, and proposes bidirectional margin loss (BML) to model the semantic difference between positive samples and soft negative samples, which both have highly similar textual with the original samples. In this way, SNCSE can learn to distinguish and decouple textual similarity and semantic similarity, and thus alleviate feature suppression.

We conduct our experiments on semantic textual similarity (STS) task. Our experimental results show that our SNCSE framework can achieve state-of-the-art performance on the task with diverse pretrained encoders, where average Spearman's correlation coefficient are respectively 78.97% for BERT$_{base}$, 80.19% for BERT$_{large}$, 79.23% for RoBERTA$_{base}$, and 81.77% for RoBERTA$_{large}$. Moreover, our ablation study results indicate that SNCSE has learned to distinguish a sentence and its negation for the alleviation of feature suppression. Besides, we adopt rank-based error analysis method to detect the weakness of SNCSE for future study. Our code and models\(^1\) have been released for the development of the field.

## 2 SNCSE Framework

As shown in Figure 2, in SNCSE framework, InfoNCE loss is utilized to distinguish positive samples from negative samples, while bidirectional margin loss is utilized to distinguish positive samples from soft negative samples. SNCSE does not contrast soft negative samples and negative samples due to the unsure relationship between these two.

Figure 2: SNCSE framework. InfoNCE loss is utilized to distinguish positive samples from negative samples, while bidirectional margin loss is utilized to distinguish positive samples from soft negative samples. SNCSE does not contrast soft negative samples and negative samples due to the unsure relationship between these two.

We are also inspired by PromptBERT, which has been under review but withdrawn on OpenReview.net.

\(1\)https://github.com/Sense-GVT/SNCSE

\(2\)https://spacy.io/

\(3\)We are also inspired by PromptBERT, which has been under review but withdrawn on OpenReview.net.
We take the hidden state of the special [MASK] token $h_{[\mathrm{MASK}]}$ as the embedding $h$ of the corresponding sample. During training, like SimCSE [Gao et al., 2021], we add an MLP layer with nonlinear activation function on $h_{[\mathrm{MASK}]}$ to obtain $\hat{h}$:

$$h = \text{Tanh}(\text{MLP}(h_{[\mathrm{MASK}]}) \right)$$

(2)

InfoNCE loss is utilized to distinguish positive samples from negative samples:

$$\mathcal{L}_{\text{InfoNCE}} = -\log \frac{\sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_j^+)} / \tau}{\sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_j^{-})} / \tau}$$

(3)

where $\cos \text{sim}$ means cosine similarity, $\tau$ means temperature factor, while $N$ means batch size.

Then we calculate the cosine similarity difference $\Delta$ between positive pairs and soft negative pairs:

$$\Delta = \cos \text{sim}(h_i, h_i^+) - \cos \text{sim}(h_i, h_i^-)$$

(4)

and propose bidirectional margin loss (BML) to model the semantic similarity difference:

$$\mathcal{L}_{\text{BML}} = \text{ReLU}(\Delta + \alpha) + \text{ReLU}(-\Delta - \beta)$$

(5)

BML loss aims to constraint $\Delta$ within this interval:

$$\Delta \in [-\beta, -\alpha]$$

(6)

where $\alpha$ and $\beta$ respectively means the bottom and upper semantic similarity difference between positive pairs and soft negative pairs.

Finally, the total loss is the weighted summary of InfoNCE loss and bidirectional margin loss:

$$\mathcal{L}_{\text{SNCSE}} = \mathcal{L}_{\text{InfoNCE}} + \lambda \mathcal{L}_{\text{BML}}$$

(7)

where the weight $\lambda$ reflects the importance of soft negative samples, and also adjusts the form difference of these two loss functions.

For comparison, we also consider to ignore soft negative samples, and merely take the negations as pure positive samples, or pure negative samples. The corresponding positive loss PL and negative loss NL are respectively:

$$\mathcal{L}_P = -\log \frac{\sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_i^+) / \tau}}{\sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_i^-) / \tau}} - \log \frac{\sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_i^+) / \tau}}{\sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_i^-) / \tau}}$$

(8)

$$\mathcal{L}_N = -\log \frac{e^{\cos \text{sim}(h_i, h_i^+) / \tau}}{e^{\cos \text{sim}(h_i, h_i^+) / \tau} + \sum_{j=1}^{N} e^{\cos \text{sim}(h_i, h_i^-) / \tau}}$$

(9)

3 Experiments

3.1 Evaluation Metric

Following previous works [Yan et al., 2021; Gao et al., 2021; Wu et al., 2021], we evaluate SNCSE on semantic textual similarity (STS) task. STS task aims to measure the semantic similarity of sentence pairs, and is one of the most widely used benchmark datasets for evaluation of unsupervised sentence embedding. The task include 7 subtasks in total, which are respectively STS 12-16, STS-B, and SICK-R [Agirre et al., 2012; Agirre et al., 2013; Agirre et al., 2014; Agirre et al., 2015; Agirre et al., 2016; Cer et al., 2017; Marelli et al., 2014]. Each subtask contains several sentence pairs, and the semantic similarity of a sentence pair is labeled as a number between 0.0 and 5.0, where higher score means higher semantic similarity. The detailed information of these subtasks are summarized in Table 1. During evaluation, we calculate cosine similarity of each pair, and focus on the test sets. For a pair, golden semantic similarity ranges from 0.0 to 5.0, while cosine similarity ranges from -1.0 to 1.0. To deal with the range difference, rank-based Spearman’s correlation coefficient is adopted.

| Task   | STS12 | STS13 | STS14 | STS15 |
|--------|-------|-------|-------|-------|
| train  | 0     | 0     | 0     | 0     |
| dev    | 0     | 0     | 0     | 0     |
| test   | 3108  | 1500  | 3750  | 3000  |

Table 1: Statistic information of STS task.

Specifically, for a subtask with $n$ sentence pairs, we first sort the golden similarity to obtain the golden rank $R_G$ for each sentence pair. And we also calculate and sort estimated cosine similarity to obtain estimated rank $R_E$ for each pairs. Then, rank-based Spearman’s correlation coefficient $\rho$ for the subtask is defined as:

$$\rho = 1 - \frac{\sum_{i=1}^{n} (R_E^i - R_G^i)^2}{\frac{1}{6}(n^3-n)}$$

(10)

Here $\rho$ ranges from -1.0 to 1.0, where higher value means more advanced sentence embedding and semantic comprehension ability of the model. We calculate Spearman’s correlation coefficient $\rho$ for each subtask independently and take the average of $\rho$ on all subtasks as main evaluation metric.

Moreover, we conduct rank-based error analysis to detect the weakness of our SNCSE. For each sentence pair, we roughly take the rank difference between $R_G$ and $R_E$:

$$(R_E - R_G)^2$$

(11)

as the semantic estimation error of the pair. Then we focus on sentences pairs with the most severe semantic estimation error for further analysis.

3.2 Experiment Setup

Our framework is implemented through PyTorch 1.8.0 and hugging face transformers3. All our experiments are conducted on a computation node with Nvidia A100 GPUs. For

3Here the rank difference of a pair is related to not only the pair itself, but also other pairs of the same subtask.

3https://huggingface.co
all experiments, we adopt AdamW optimizer. For all experiments, we keep a random number seed of 42, and set dropout rate as 0.1, temperature factor $\tau$ as 0.05, $\alpha$ as 0.1 and $\beta$ as 0.3. Besides, we set $\lambda$ as 1e-3 for BERT encoder and 5e-4 for RoBERTa encoder. For base models, we adopt batch size of 256 and initial learning rate of 1e-5, while for large models, which are respectively 78.97% for BERT base, 80.19% for BERT large, 79.23% for RoBERTa base and 81.77% for RoBERTa large. Compared with ESimCSE [Wu et al., 2021], which is previous state-of-the-art model, SNCSE respectively obtain 0.7%, 0.87%, 1.79% and 2.32% absolute increase on average Spearman’s correlation coefficient. Moreover, we also conduct ablation study to detect the influence of BML loss. For the four encoders, with BML loss, our SNCSE respectively obtain 0.76%, 0.57%, 0.87% and 1.45% absolute increase on average Spearman’s correlation coefficient. These indicate the strength of SNCSE and BML loss.

### 3.3 Main Results

Our main experimental results are shown in Table 2. Our SNCSE framework obtains the best performance with the highest average Spearman’s correlation coefficient on all encoders, which are respectively 78.97% for BERT base, 80.19% for BERT large, 79.23% for RoBERTa base and 81.77% for RoBERTa large. Compared with ESimCSE [Wu et al., 2021], which is previous state-of-the-art model, SNCSE respectively obtain 0.7%, 0.87%, 1.79% and 2.32% absolute increase on average Spearman’s correlation coefficient. Moreover, we also conduct ablation study to detect the influence of BML loss. For the four encoders, with BML loss, our SNCSE respectively obtain 0.76%, 0.57%, 0.87% and 1.45% absolute increase on average Spearman’s correlation coefficient. These indicate the strength of SNCSE and BML loss.

### 4 Ablation Study

#### 4.1 Role of the Negation

For comparison, we try to change the role of the negation with different loss functions. The experimental results with BERT base encoder are shown in Table 3. Traditional InfoNCE loss merely takes positive and negative pairs into consideration and ignore the negation, and obtains average Spearman’s correlation coefficient of 78.21%. Positive loss in Equation 8 takes the negation as pure positive samples, and obtains 77.11%, while negative loss in Equation 9 takes the negation as pure negative samples and obtains 74.37%. SNCSE takes the negation as soft negative samples, and obtains average Spearman’s correlation coefficient of 78.97%. Therefore, it can be concluded that SNCSE considers the negation in a more appropriate way.

| Loss   | PL | NL | InfoNCE | SNCSE |
|--------|----|----|---------|-------|
| Avg    | 77.11 | 74.37 | 78.21 | 78.97 |

#### 4.2 Influence of Hyperparameters in BML Loss

In SNCSE, we introduce BML loss with 3 main hyperparameters to constraint the semantic similarity difference between positive pairs and soft negative pairs. $\lambda$ denotes the importance of soft negative samples, and adjusts the form difference between InfoNCE loss and margin loss. $\alpha$ denotes the bottom difference between positive pairs and soft negative pairs, and a higher value requires more apparent difference. $\beta$ denotes

---

6. https://huggingface.co/datasets/princeton-nlp/datasets-for-simcse/blob/main/wiki1m_for_simcse.txt
the upper difference, and upper difference is ignored with \( \beta \) as 2.0, since cosine similarity ranges from -1.0 to 1.0.

As shown in Figure 3, it seems that \( \alpha \) is of the most importance. With different \( \lambda \) and \( \beta \), setting \( \alpha \) as 0.1 shows the best performance. This means \( \alpha \) as 0.1 is more appropriate to reflect the difference between positive pairs and soft negative pairs. Besides, with \( \alpha \) as 0.1, the performance gets slight increase with \( \beta \) from 0.2 to 0.4, but gets apparent decrease with \( \beta \) as 2.0. With \( \alpha \) as 0.2, the performance also gets apparent decrease with the increase of \( \beta \). This may indicate it is better to set meaningful upper difference between positive pairs and soft negative pairs. Moreover, \( \lambda \) also shows great influence on the performance.

### 4.3 Alleviation of Feature Suppression

To further detect the influence of SNCSE on the alleviation of feature suppression, we take soft negative samples for instance. Specifically, we randomly select 5000 sentences from STS task, and visualize the distribution of cosine similarity of different models on positive pairs, negative pairs, and soft negative pairs. For each sentence, we take itself as positive pair, and set default cosine similarity as 1. Then we take the negation of the sentence to construct soft negative pair, and take another randomly selected sentence as negative pair.

We also take SimCSE [Gao et al., 2021] for comparison. The results are shown in Figure 4. For positive pairs, the default similarity is 1.0. For negative pairs, the similarity peak of SimCSE, SNCSE without BML loss and SNCSE respectively appear at about 0.30, 0.38 and 0.37, which are far lower than 1.0. This indicates that all models can clearly distinguish positive pairs from negative pairs. For soft negative pairs, SimCSE, with similarity peak at 0.93, can somewhat distinguish soft negative pairs from positive pairs. However, SNCSE without BML loss, with the peak at 0.98, can hardly distinguish these two, although it highly outperforms SimCSE. It seems that the model simply takes soft negative pairs as pure positive pairs because of the high textual similarity between them, and can hardly recognize the semantic difference between them with severe feature suppression. Nevertheless, SNCSE, with the peak at about 0.90, is able to clearly model the difference between these two, thus alleviate feature suppression and obtain better performance.

### 5 Discussion

To further detect the weakness of SNCSE, we propose rank-based error analysis. Specifically, we focus on top 5 error pairs, which have the highest rank estimation error as defined in Equation 11, on STS14 and SICK-R, since these two have
The most sentence pairs. As shown in Table 4, the main errors can be concluded as 4 kinds:

- **Typos.** Like the No.1 and No.4 pairs of STS14, the pairs themselves are annotated as high similarity. However, SNCSE underestimates the semantic similarity, since the model cannot understand the relationship between the word “threesome” and the typo “threesome”. This can be considered as annotation error.

- **Negation logic.** Like No.2, No.3 of STS14, and No.4 of SICK-R, one sentence of these pairs is the negation of another one. Differently, No.2 of STS14 involves explicit negation with the word “not”, while the other two involve implicit negation based on antonyms. It is because of feature suppression that SNCSE overestimates the similarity.

- **Textual Independency.** Like No.5 of STS14 and No.1 of STS, the pairs are of high semantic similarity. However, the pairs share less textual and look like totally independent sentences. Therefore, SNCSE, which takes two independent pairs, shares the same words but comes with different word order. Actually, they have great semantic difference. However, SNCSE ignores the semantic difference due to the extremely similar textual. This is also caused by feature suppression.

In summary, it is far to totally handle feature suppression, although SNCSE has made some progress. The main problem is to distinguish and decouple textual similarity and semantic similarity. However, this will be extremely difficult for self-attention based transformer encoders, e.g., BERT and RoBERTa, where the embedding of a sentence comes from the weighted summary of the embedding of the words. Especially, it is far more difficult to accurately model the relationship between word order and sentence semantic with the position embedding. For instance, “Tom and Jerry became good friends” and “Jerry and Tom became good friends” share similar semantic, while the pairs involving word order have apparently different semantics. Therefore, it is necessary to develop stronger models to deal with feature suppression.

### 6 Related Work

Reimers and Gurevych [2019], Li et al. [2020], and Yan et al. [2021] find that vanilla sentence embeddings from pretrained language models are of low quality to reflect the semantic, where the embeddings of any sentence pairs are of high similarity. To handle the problem, Reimers and Gurevych [2019] propose Sentence-BERT, which trains the encoders through textual entailment tasks in a supervised way. Early unsupervised sentence embedding models include BERT-flow [Li et al., 2020] and BERT-Whitening [Su et al., 2021], which are respectively based on reversible transformation and whitening operation. Yan et al. [2021] firstly introduce contrastive learning for unsupervised sentence embedding, and propose several data augmentation methods. Gao et al. [2021] propose SimCSE, which considers dropout operation as a kind of data augmentation method. Wu et al. [2021] point out that SimCSE has the bias to overestimate the semantic similarity of sentence pairs with the same length. To eliminate the bias, they propose ESimCSE with word repetition as data augmentation. They also introduce momentum contrastive [He et al., 2020; Chen et al., 2020b] for sentence embedding. Differently, in this paper, we mainly focus on feature suppression.

### 7 Conclusion

In this paper, we propose SNCSE with bidirectional margin loss (BML) to introduce soft negative samples to enhance sentence embedding. Our model makes significant progress and obtain state-of-the-art performance on STS task with all encoders. Our ablation study results show the importance of BML loss and the improvement on alleviating feature suppression. We also propose rank-based error analysis method to detect the weakness of SNCSE. In the future, we will try to study much stronger models to deal with feature suppression.

| ID | Sentence1 | Sentence2 | R_{G} | R_{E} |
|----|------------|------------|-------|-------|
| 1  | I wood have asked her if she is up for a threesome. | I wood have at least asked if a threesome was out of the question. | 3564  | 584   |
| 2  | “being against nukes” does not mean “not wanting to use nukes” | “being against using nukes” means “not wanting to use nukes”. | 799   | 3695  |
| 3  | I oppose the death penalty. | This is why I support the death penalty. | 636   | 3475  |
| 4  | fundamental difference, please? | fundamental difference? | 3324  | 535   |
| 5  | what conviction would that be? | what conviction where you talking about before? | 3164  | 495   |

Table 4: Top 5 error pairs of STS14 and SICK-R. The similarity scores are sorted from low to high and the error is defined as Equation 11. For a sentence pair, the similarity score is overestimated with $R_{E}$ higher than $R_{G}$, and vice versa. We mark possible key issue with different colors, where red involves typos, green involves negation logic, blue involves textual independency, while cyan involves word order.
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