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1 Introduction

The dynamical zeta functions for flows are introduced by S. Smale in the monumental paper “Differentiable dynamical systems” [40]. In the former part of the paper, he discussed about the Artin-Masur zeta function for discrete dynamical systems among others and showed that it is a rational function for any Anosov diffeomorphism. Then, in the latter part, he considered a parallel object for continuous dynamical systems (or flows). He defined the dynamical zeta function for a (non-singular) flow by the formula

\[ Z(s) := \prod_{\gamma \in \Gamma} \prod_{k=0}^{\infty} \left( 1 - e^{-(s+k)|\gamma|} \right) = \exp \left( - \sum_{\gamma \in \Gamma} \sum_{k=0}^{\infty} \sum_{m=1}^{\infty} \frac{e^{-(s+k)m\cdot|\gamma|}}{m} \right), \]

where \( \Gamma \) denotes the set of prime periodic orbits for the flow and \( |\gamma| \) denotes the period of \( \gamma \in \Gamma \). This definition, seemingly rather complicated, is motivated by a famous result of Selberg [38]. For the geodesic flow on a closed hyperbolic surface, i.e. a closed surface with negative constant curvature (\( \equiv -1 \)), \( Z(s) \) coincides with the Selberg zeta function and the result of Selberg gives the following analytic properties of \( Z(s) \): (See Fig. 1.)

(a) The infinite product and sum on the right-hand side of (1.1) converge absolutely when \( \text{Re}(s) > 1 \). Hence \( Z(s) \) is initially defined as an analytic function without zeros on the region \( \{ \text{Re}(s) > 1 \} \).

---

1 The paper [38] treats much more general setting and the results are stated in terms of geometry. Since the closed geodesics correspond to the periodic orbits of the geodesic flow, we may interpret the results in terms of dynamical systems. For the result mentioned here, we refer [31,41].
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**Fig. 1** Zeros of the Selberg zeta function $Z(s)$

(b) The function $Z(s)$ thus defined extends analytically to the whole complex plane $\mathbb{C}$.

(c) The analytic extension of $Z(s)$ has zeros at $s = -n$ for $n = 0, 1, 2, \cdots$ and the order of the zero $s = -n$ is $(2n + 1)(g - 1)$, where $g \geq 2$ is the genus of the surface. The other zeros are exactly

$$s = \frac{1}{2} \pm \sqrt{\frac{1}{4} - \lambda_i}, \quad i = 0, 1, 2, \cdots$$

where $\lambda_0 = 0 \leq \lambda_1 \leq \lambda_2 \leq \cdots$ are the eigenvalues of the Laplacian on the surface. In particular, all of the zeros of the latter kind (called non-trivial zeros) are located on the line $\text{Re}(s) = 1/2$ with finitely many exceptions.

(d) The analytic extension of $Z(s)$ satisfies the functional equation\(^2\)

$$Z(1 - s) = Z(s) \cdot \exp \left( 2(g - 1) \int_0^{s-1/2} \pi x \tan(\pi x) \, dx \right).$$

Smale’s idea was to study the dynamical zeta function $Z(s)$ defined as above in more general context. The main question\(^3\) ought to have been whether the

---

\(^2\) The line integral on the right-hand side may change its value by an integer multiple of $2\pi i$ when we consider a different path for integration. But this ambiguity is cancelled when it is put in the exponential function and therefore the factor $\exp(\cdot)$ on the right-hand side is well-defined.

\(^3\) There are many other related problems. For instance the relation of special values of the dynamical zeta function to the geometric properties of the underlying manifolds is an interesting problem. See [12,21,32].
properties (a)–(d) above hold for more general types of flow, such as the geodesic flows on manifolds with negative variable curvature or, more generally, to general Anosov flows. But it was not clear whether this idea was reasonable, since the results of Selberg were based on the Selberg trace formula for the heat kernel on the surface and depended crucially on the fact that the surface was of negative constant curvature. This must be the reason why Smale described his idea “wild”. In [40], he showed that $Z(s)$ has meromorphic extension to the whole complex plane if the flow is a suspension flow of an Anosov diffeomorphism by a constant roof function. However the main part of the “wild” idea was left as a question.

Later the dynamical zeta function $Z(s)$ is generalized and studied extensively by many people not only in dynamical system theory but also in the fields of mathematical physics related to “quantum chaos”. In dynamical system theory, the dynamical zeta function $Z(s)$ and its variants are related to semi-groups of transfer operators associated to the flow through the Atiyah-Bott-Guillemin trace formula, as we will explain later. We refer the papers [36,37] for the development in the early stage and the paper [11,22] (and the references therein) for the recent state of related researches.

For the extensions of the claim (a) and (b) above, we already have satisfactory results: for instance, the dynamical zeta function $Z(s)$ for a $C^\infty$ Anosov flow is known to have meromorphic extension to the whole complex plane $\mathbb{C}$ (see [11,22]. Note that the arguments in these papers are applicable to more general dynamical zeta functions). However, to the best of authors’ understanding, not much is known about the extension of the claims (c) or (d), or more generally on the distributions of singularities of the (generalized) dynamical zeta functions. In this paper, we consider an extension of the claim (c) in the case of geodesic flows on negatively curved manifolds or, more generally, contact Anosov flows.

Before proceeding with the problem, we would like to pose a question whether the zeta function $Z(s)$ introduced by Smale is the “right” candidate to be studied. In fact, there are variety of generalized dynamical zeta functions which coincide with $Z(s)$ in the cases of geodesic flows on closed hyperbolic surfaces, because so do some dynamical exponents. Each of such generalized dynamical zeta functions may be regarded as an extension of Selberg zeta function in their own rights and their analytic property will be different when we consider them in more general cases. And there is no clear evidence that $Z(s)$ is better or more natural than the others. This is actually one of the question that the authors would like to address in this paper. For the geodesic flows on a negatively curved closed manifold $N$ (or more generally non-singular flows with some hyperbolicity), the “semi-classical” or “Gutzwiller–Voros” zeta function $Z_{sc}(s)$ is defined by
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Fig. 2 The zeros of the semi-classical zeta function $Z_{sc}(s)$. The zeros are symmetric with respect to the complex conjugation

\[ Z_{sc}(s) = \exp \left( -\sum_{\gamma \in \Gamma} \sum_{m=1}^{\infty} \frac{e^{-s \cdot m \cdot |\gamma|}}{m \cdot |\det(\text{Id} - D_{\gamma}^m)|^{1/2}} \right) \]

(1.2)

where $D_{\gamma}$ is the transversal Jacobian matrix\(^4\) along a prime periodic orbit $\gamma$ (see [6] for instance). As we will see, this is a variant of the dynamical zeta function $Z(s)$ and coincides with the dynamical zeta function $Z(s)$ if $N$ is a closed surface with constant negative ($\equiv -1$) curvature,\(^5\) with shift of the variable $s$ by $1/2$. Hence we may regard $Z_{sc}(s)$ as a different generalization of Selberg zeta function than $Z(s)$. As the main result of this paper, we show that an extension of the claim (c) holds for $Z_{sc}(s)$ in the case of the geodesic flows on manifolds with negative variable curvature (and more generally for contact Anosov flows), \textit{that is}, countably many zeros of the analytic extension of $Z_{sc}(s)$ concentrate along the imaginary axis and there are regions on the both sides of the imaginary axis with only finitely many zeros (see Fig. 2 and compare it with Fig. 1).

It seems that this result and the argument in the proof are suggesting that the semi-classical zeta function $Z_{sc}(\cdot)$ is the “right” generalization of the Selberg zeta function when we consider the extension of the claim (c) (and (d)).

---

\(^4\) This is the Jacobian matrix of the Poincaré map for the orbit $\gamma$ at the intersection.

\(^5\) For the case of a surface with constant negative curvature ($\equiv -1$), the eigenvalues of $D_{\gamma}$ are $\exp(\pm|\gamma|)$. Hence we can check the equality $Z_{sc}(s) = Z(s + 1/2)$ by simple calculation.
Below we describe our result more precisely. Let $M$ be a closed $C^\infty$ manifold of odd dimension, say, $2d + 1$. We consider a $C^\infty$ contact Anosov flow $f^t : M \to M$. By definition, the flow $f^t$ preserves a contact form $\alpha$ on $M$, that is, a differential 1-form for which $\alpha \wedge (d\alpha)^\wedge d$ vanishes nowhere. (We may and do assume $\alpha(V) \equiv 1$ for the generating vector field $V$ of the flow $f^t$ by multiplying $\alpha$ by a $C^\infty$ function.) Also there exist constants $\chi_0 > 0$, $C > 0$ and a $Df^t$-invariant continuous decomposition

$$TM = E_0 \oplus E_s \oplus E_u$$

of the tangent bundle $TM$ such that $E_0$ is the one-dimensional subbundle spanned by the generating vector field $V$ of the flow $f^t$ and that

$$\|Df^t|_{E_s}\| \leq Ce^{-\chi_0 t} \text{ and } \|Df^{-t}|_{E_u}\| \leq Ce^{-\chi_0 t} \text{ for } t \geq 0. \quad (1.3)$$

Remark 1.1 The geodesic flow $f^t : T^*_1 N \to T^*_1 N$ on a closed negatively curved manifold $N$ is a contact Anosov flow, where $T^*_1 N$ is the unit cotangent bundle of $N$ and the contact form $\alpha$ preserved by the flow is the restriction of the canonical one form on $T^* N$.

From the definitions, it is not difficult to see that

$$E_s \oplus E_u = \ker \alpha \text{ and } \dim E_u = \dim E_s = d.$$

We henceforth fix $\chi_0 > 0$ satisfying (1.3) and call it the hyperbolicity exponent of the flow $f^t$. Note that the subbundles $E_s$ and $E_u$ are in general not smooth but only Hölder continuous. Below we suppose that the subbundles $E_s$ and $E_u$ are $\beta$-Hölder continuous with exponent

$$0 < \beta < 1. \quad (1.4)$$

The main result of this paper is the following theorem.

**Theorem 1.2** If $f^t : M \to M$ is a contact Anosov flow, its semi-classical zeta function $Z_{sc}(s)$, which is initially defined by (1.2) as a holomorphic function without zeros on the half-plane

$$\Re(s) > P_{top}(f^t, -(1/2) \log |Df^t|_{E_u}|) > 0, \quad (1.5)$$

6 Since the factor $|\det(Id - Dm\gamma)|$ in the definition of $Z_{sc}(s)$ is positive and proportional to $|\det(Df^m|_{x}\gamma)|_{E_u(x_{\gamma})}|$ for $x_{\gamma} \in \gamma$, the sum in the definition of $Z_{sc}(s)$ converges absolutely if and only if (1.5) holds (see [29, Theorem C] for the definition of topological pressure $P_{top}(\cdot)$ and its expression in terms of periodic orbits in the case of Anosov flow.) Further $Z_{sc}(s)$ has its rightmost zero at $P_{top}(f^t, -(1/2) \log |Df^t|_{E_u}|)$. For the proof, see [37] and the expression (1.13).
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The semiclassical zeta function... extends to a meromorphic function on the whole complex plane $\mathbb{C}$. For arbitrarily small $\tau > 0$, the zeros of the meromorphic extension of $Z_{sc}(s)$ are contained in the region

$$U(\chi_0, \tau) := \{z \in \mathbb{C} \mid |\text{Re}(z)| < \tau \text{ or } \text{Re}(z) < -\chi_0 + \tau\}$$

(1.6)

up to finitely many exceptions,\(^7\) while there are at most finitely many poles on the region $\text{Re}(s) > -\chi_0 + \tau$. There do exist infinitely many zeros on the strip

$$U_0(\tau) = \{z \in \mathbb{C} \mid |\text{Re}(z)| < \tau\}$$

(1.7)

and a (weak) analogue of Weyl law holds for the distribution of the imaginary part of the zeros in $U_0(\tau)$, that is, for any $\delta > 0$, there exists a constant $C > 1$ such that, for arbitrarily small $0 < \tau < \chi_0$, the estimate

$$\frac{\omega^d}{C} < \frac{\# \text{zeros of } Z_{sc}(s) \mid |\text{Re}(s)| < \tau, \omega \leq \text{Im}(s) \leq \omega + |\omega|^\delta}{|\omega|^\delta} < C|\omega|^d$$

(1.8)

holds for any real number $\omega$ with sufficiently large absolute value.

The last claim implies in particular that

$$\frac{\omega^{d+1}}{C'} < \# \{\text{zeros of } Z_{sc}(s) \mid |\text{Re}(s)| < \tau, |\text{Im}(s)| \leq \omega \} < C'|\omega|^{d+1}$$

for some constant $C' > 0$ and for sufficiently large $\omega > 0$.

Remark 1.3 In (1.8) above, the estimate from below is the main assertion. In similar problems (such as density of Ruelle-Pollicott resonances and resonances in the scattering problems), reasonable estimates from below are usually much more difficult to obtain compared with those from above (For estimates from above, we refer \[8, 15\]). It will be possible to make the estimate (1.8) more precise by replacing the factors $|\omega|^\delta$ in it by smaller factor such as $\log |\omega|$ or even by some fixed large constant. Also, by analogy with the Weyl law for the Laplacians, it is natural to expect that the ratio

$$\frac{\# \text{zeros of } Z_{sc}(s) \mid |\text{Re}(s)| < \tau, \omega \leq \text{Im}(s) \leq \omega + |\omega|^\delta}{|\omega|^{d+\delta}}$$

converges to $(2\pi)^{-d-1}\text{Vol}(M)$ as $\omega \to \pm \infty$ where $\text{Vol}$ denotes the contact volume, i.e. $\text{Vol} = \alpha \wedge (d\alpha)^\wedge d$. But we do not go farther into these problems in this paper.

\(^7\) The number of exceptional zeros may increase as $\tau$ becomes smaller.
We deduce the theorem above from spectral properties of some transfer operators associated to the flow $f^t$. Let us recall an idea due to Ruelle. Let $\pi_V : V \to M$ be a complex vector bundle over $M$ and write $\Gamma^0(V)$ for the set of continuous sections of $V$. Let $F^t : V \to V$ be a one-parameter group of vector bundle maps which makes the following diagram commutes:

$$
\begin{array}{ccc}
V & \xrightarrow{F^t} & V \\
\pi_V & \downarrow & \pi_V \\
M & \xrightarrow{f^t} & M
\end{array}
$$

We consider the one-parameter group of vector-valued transfer operators

$$
\mathcal{L}^t : \Gamma^0(V) \to \Gamma^0(V), \quad \mathcal{L}^t v(x) = F^t(v(f^{-t}(x))).
$$

The flat (or Atiyah–Bott–Guillemin) trace of $\mathcal{L}^t$ is calculated as

$$
\text{Tr}^\flat \mathcal{L}^t = \sum_{\gamma \in \Gamma^m} \sum_{m=1}^{\infty} \frac{|\gamma| \cdot \text{Tr} E^m_{\gamma}}{|\det(\text{Id} - D^{-m}_{\gamma})|} \cdot \delta(t - m \cdot |\gamma|),
$$

where $E_{\gamma}$ is the linear transformation $F^{m|\gamma|}: \pi^{-1}_V(x_{\gamma}) \to \pi^{-1}_V(x_{\gamma})$ at a point $x_{\gamma}$ on the orbit $\gamma$ (see the remark below). Notice that $\text{Tr}^\flat \mathcal{L}^t$ is not a function of $t$ in the usual sense but is a distribution.

**Remark 1.4** The flat trace in (1.9) is defined as the integral of the Schwartz kernel of $\mathcal{L}^t$ on the diagonal set in $M \times M$. The integral is well-defined as a distribution (see [27, Ch. 8], [25, Th. 8]), because hyperbolicity of the flow $f^t$ ensures that the graph of $(t, x) \mapsto f^t(x)$ is transversal to the diagonal set $x = y$ in $\mathbb{R}_+ \times M \times M$. But, for our argument, it will be more convenient to interpret the definition as follows. First we consider the case where $V$ is one-dimensional and trivial, so that $\mathcal{L}^t$ may be regarded as scalar-valued. Let $K(x, y; t)$ be the Schwartz kernel of the operator $\mathcal{L}^t$ and let $K^\delta (x, y; t)$ for $\delta \geq 0$ be a one-parameter family of smoothings of $K(x, y; t)$ by using mollifier, which converges to $K(x, y; t)$ as $\delta \to +0$. We define the distribution $\text{Tr}^\flat \mathcal{L}^t$ on $(0, \infty)$ by the relation

$$
\langle \text{Tr}^\flat \mathcal{L}^t, \varphi \rangle := \lim_{\delta \to +0} \int K^\delta(x, x; t)\varphi(t)dx
$$

We always assume that each vector bundle is complexified and equipped with a Hermitian inner product on it. The choice of the Hermitian inner product is not essential. But we need it for some expressions, e.g. the definition (1.11).
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for \( \varphi \in C_0^{\infty}(\mathbb{R}) \) supported on \( \{ t \in \mathbb{R} \mid t > 0 \} \). It is not difficult to check that the limit on the right-hand side exists and does not depend on the choice of the smoothing \( K^{\delta}(x, y; t) \). When \( V \) is higher dimensional or non-trivial, we write the transfer operator \( \mathcal{L}_t^I \) as a matrix of scalar-valued transfer operators \((\mathcal{L}_t^I_{ij})_{1 \leq i, j \leq N}\) by using a system of local trivializations of \( V \) and an associated partition of unity. We define the flat trace as \( \text{Tr}^b \mathcal{L}_t^I = \sum_{i=1}^N \text{Tr}^b \mathcal{L}_{tii}^I \).

We can check that this definition does not depend on the matrix expression \((\mathcal{L}_t^I_{ij})_{1 \leq i, j \leq N}\) and gives (1.9).

For \( 0 \leq k \leq d \), let \( \pi : (E_u^*)^\wedge k \rightarrow M \) be the \( k \)-th exterior product of the dual \( E_u^* \) of the unstable sub-bundle \( E_u \) and let \( F_t^k : (E_u^*)^\wedge k \rightarrow (E_u^*)^\wedge k \) be the vector bundle map defined by

\[
F_t^k(v) = |\det Df^t|_{E_u}(\pi(v))|^{1/2} \cdot ((Df^{-t})^*)^\wedge k(v). \tag{1.10}
\]

Note that the action of \((Df^{-t})^*\) on \( E_u^* \) is contracting when \( t \geq 0 \). The corresponding one-parameter family of vector-valued transfer operators is

\[
\mathcal{L}_t^k u(x) = F_t^k(u(f^{-t}(x))) = |\det Df^t|_{E_u}(f^{-t}(x))|^{1/2} \cdot ((Df^{-t})^*)^\wedge k(u(f^{-t}(x))) \tag{1.11}
\]

and its flat trace is

\[
\text{Tr}^b \mathcal{L}_t^k = \sum_{\gamma \in \Gamma} |\gamma| \cdot |\det D_{\gamma}^u|^{m/2} \cdot \text{Tr}((D_{\gamma}^u)^{-m})^\wedge k \cdot \frac{\text{Tr}((D_{\gamma}^u)^{-m})}{|\det(\text{Id} - D_{\gamma}^{-m})|} \cdot \delta(t - m \cdot |\gamma|)
\]

where \( D_{\gamma}^u \) is the transversal Jacobian matrix for \( \gamma \in \Gamma \) restricted to the unstable sub-bundle \( E_u \).

Since the differential \( d\alpha \) of the contact form \( \alpha \) restricts to a symplectic form on \( \ker \alpha = E_s \oplus E_u \) and is preserved by \( Df^t \), we have

\[
\sqrt{|\det(\text{Id} - D_{\gamma}^{-m})|} = |\det(D_{\gamma}^u)|^{m/2} \cdot |\det(\text{Id} - (D_{\gamma}^u)^{-m})|.
\]

Hence, provided that the subbundle \( E_u^* \) is orientable, we have

\[
\sum_{k=0}^d (-1)^k \text{Tr}^b \mathcal{L}_t^k = \sum_{\gamma \in \Gamma} \sum_{m=1}^\infty \frac{|\gamma|}{\sqrt{|\det(\text{Id} - D_{\gamma}^{-m})|}} \cdot \delta(t - m \cdot |\gamma|)
\]

\(9\) As careful readers may have realized, the sub-bundles \( E_u \) (and \( E_s \)) are not smooth in general and this will cause many technical difficulties in the argument. Indeed this is the main issue of this paper in technical sense. We will address this problem in the next section. For a while, we assume that \( E_u \) is smooth or just ignore the problem.
from the algebraic relation

$$\det(\text{Id} - (D^{u})^{-m}) = \sum_{k=0}^{d} (-1)^{k} \cdot \text{Tr} (((D^{u})^{-m})^{\wedge k}).$$

\[\text{Remark 1.5} \text{ In the case where } E^{*}_{u} \text{ is not orientable, the formula above is not valid. In fact, we actually had to replace } F_{k}^{t} \text{ with its extension } \overline{F}_{k}^{t} = F_{k}^{t} \otimes (Df^{-t})^{*} : (E^{*}_{u})^{\wedge k} \otimes \ell_{u} \rightarrow (E^{*}_{u})^{\wedge k} \otimes \ell_{u}\]

where $\ell_{u}$ is the orientation line bundle of $E^{*}_{u}$ and $(Df^{-t})^{*} : \ell_{u} \rightarrow \ell_{u}$ denotes the natural pull-back action by $f^{-t}$ on $\ell_{u}$ (see [20]). Since this modification does no harm in the argument below except making the notation more cumbersome, we proceed with assuming $E^{*}_{u}$ to be orientable and keep this modification necessary for the other cases implicit in the following.

Therefore the semiclassical zeta function $Z_{sc}(s)$ is expressed as $^{10}$

$$Z_{sc}(s) = \exp \left( - \int_{+0}^{\infty} e^{-st} \frac{1}{t} \sum_{k=0}^{d} (-1)^{k} \text{Tr}^{b} L_{k}^{t} dt \right). \quad (1.12)$$

We define the dynamical Fredholm determinant of $L_{k}^{t}$ by

$$d_{k}(s) : = \exp \left( - \int_{+0}^{\infty} \frac{e^{-st}}{t} \cdot \text{Tr}^{b} L_{k}^{t} dt \right)$$

$$= \exp \left( - \sum_{\gamma \in \Gamma} \sum_{m=1}^{\infty} e^{-s \cdot m \cdot |\gamma|} \cdot | \det D^{u}_{\gamma}|^{m/2} \cdot \text{Tr} ((D^{u}_{\gamma})^{-m})^{\wedge k} \right).$$

Then the semi-classical zeta function is expressed as an alternative product

$$Z_{sc}(s) = \prod_{k=0}^{d} d_{k}(s) (-1)^{k} \quad (1.13)$$

at least for $s$ with sufficiently large real part. The dynamical Fredholm determinant $d_{k}(s)$ satisfies

$$(\log d_{k}(s))' = \frac{d_{k}(s)'}{d_{k}(s)} = \int_{+0}^{\infty} e^{-st} \cdot \text{Tr}^{b} L_{k}^{t} dt.$$
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If $\mathcal{L}_k^t$ were a finite rank diagonal matrix with diagonal elements $e^{\lambda_\ell t}$ and if the flat trace $\text{Tr}^\flat$ were the usual trace, the right-hand side would be $\sum_\ell (s - \lambda_\ell)^{-1}$ and we would have $d_k(s) = \text{const.} \prod_\ell (s - \lambda_\ell)$. We therefore expect that the eigenvalues of the generator of $\mathcal{L}_k^t$ appear as zeros of the dynamical Fredholm determinant $d_k(s)$ and consequently zeros (resp. poles) of $Z_{sc}(s)$ when $k$ is even (resp. odd).

2 Grassmann extension

A technical difficulty in dealing with the semi-classical zeta functions $Z_{sc}(s)$ is that the coefficient $|\det Df^t|_{E_u}^{1/2}$ and also the vector bundle $(E_u^*)_\wedge^k$ in the definition (1.11) of the corresponding transfer operators $\mathcal{L}_k^t$ is not smooth but only Hölder continuous. To avoid this difficulty, we actually consider the corresponding transfer operators on a Grassmann bundle $G$ over the manifold $M$ (in the literature, this kind of idea is found in the papers [7,24]).

Consider the Grassmann bundle $\pi_G : G \to M$ that consists of $d$-dimensional subspaces of the tangent bundle $TM$. By definition, the fiber $\pi_G^{-1}(x)$ for each point $x \in M$ is the Grassmann space $G_x$ that consists of $d$-dimensional subspaces of the tangent space $T_xM$, whose dimension is $\dim G_x = d(2d + 1 - d) = d^2 + d$. We suppose that $G$ is equipped with a smooth Riemann metric.

The flow $f^t$ naturally induces a flow on $G$:

$$f_G^t := (Df^t)_* : G \to G, \quad f_G^t(x, \sigma) := (Df^t)_*(x, \sigma) = (f^t(x), Df^t(\sigma)),$$

Let $e_u : M \to G$ be the section which assigns the unstable subspace $E_u(x) \in G$ to each point $x \in M$. (But notice that this section $e_u$ is not smooth in general.) Clearly the following diagrams commute:

Since image $\text{Im}(e_u)$ of the section $e_u$ is an attracting isolated invariant subset for the extended flow $f_G^t$, we can take a small relatively compact absorbing neighborhood $U_0$ of it so that

$$f_G^t(U_0) \subseteq U_0 \text{ for } t > 0, \quad \text{and } \bigcap_{t \geq 0} f_G^t(U_0) = \text{Im}(e_u).$$
The semi-flow \( f^t_G : U_0 \to U_0 \) for \( t \geq 0 \) is hyperbolic in the following sense:

There is a continuous decomposition of the tangent bundle

\[
TU_0 = \tilde{E}_u \oplus \tilde{E}_s \oplus \tilde{E}_0
\]

where \( \tilde{E}_s := D\pi_G^{-1}(E_s) \), \( \tilde{E}_0 := \langle \partial_t f_G^t \rangle \) and \( \tilde{E}_u \) is a complement of \( \tilde{E}_0 \oplus \tilde{E}_s = \pi_G^{-1}(E_0 \oplus E_s) \) such that \( D\pi_G(\tilde{E}_u) = E_u \); The semi-flow \( f^t_G : U_0 \to U_0 \) \((t \geq 0)\) is exponentially contracting (resp. expanding) on \( \tilde{E}_s \) (resp. \( \tilde{E}_u \)), that is,\( \|
\end{equation}

where \( \| \cdot \|_{\min} \) in the latter inequality denotes the minimum expansion rate

\[
\|Df^t_G|_{\tilde{E}_u}\|_{\min} = \min\{\|Df^t_Gv\| \mid v \in \tilde{E}_u, |v| = 1\}.
\]

The sub-bundles \( \tilde{E}_0 \) and \( \tilde{E}_s \) are (forward) invariant with respect to the semi-flow \( f^t_G \), while \( \tilde{E}_u \) will not.

Let \( \pi_* : V_\perp \to G \) be the \((d^2 + d)\)-dimensional sub-bundle of \( TG \) defined by

\[
V_\perp := \{(z, v) \in TG \mid D\pi_G(v) = 0\} \subset TG.
\]

Let \( \pi^*_G(TM) \) be the pull-back of the tangent bundle \( TM \) by the projection \( \pi_G : G \to M \) and let \( \pi : V_u \to G \) be its smooth sub-bundle defined tautologically by

\[
V_u = \{(z, v) \in \pi^*_G(TM) \mid v \in [z]\}
\]

where \([z]\) denotes the \(d\)-dimensional subspace of \( T\pi_G(z)M \) that \( z \in G \) represents. Let \( \pi : V_u^* \to G \) be the dual of \( V_u \). We define

\[
\pi_{k, \ell} : V_{k, \ell} := (V_u^*)^{\wedge k} \otimes (V_\perp)^{\wedge \ell} \to G \quad \text{for} \quad 0 \leq k \leq d \quad \text{and} \quad 0 \leq \ell \leq d^2 + d.
\]

This is a smooth vector bundle. And, instead of the \emph{non-smooth} one-parameter group of vector bundle map \( F^t_k \) in (1.10), we consider the \emph{smooth} one-parameter semi-group \( F^t_{k, \ell} : V_{k, \ell} \to V_{k, \ell} \) defined by

\[
F^t_{k, \ell}(z, u \otimes v) = \left( f^t_G(z), b^t(z) \cdot ((Df^{-t}_G)^* \wedge k)(u) \otimes (Df^t_G)^\wedge \ell(v) \right) \quad (2.3)
\]

\[11\) We can and do take the constant \( \chi_0 \) same as that in (1.3), though this is not necessary.\]
The semiclassical zeta function... where
\[ b^l(z) = | \det D f^l G(\pi_G(z)) |^{1/2} \cdot | \det((D f^l G(z)_{|\ker D\pi_G})^{-1}. \tag{2.4} \]

The first term on the right-hand side of (2.4) is the determinant of the restriction of \( D f^l \) at \( \pi_G(z) \) to the subspace \([z]\) of \( T_{\pi_G(z)}M \) represented by \( z \), while the second term is the determinant of the restriction of \( D f^l G \) at \( z \) to the kernel of \( D\pi_G \). Clearly the action of \( F^l k,\ell \) is smooth.

Let \( \Gamma^\infty(U_0, V_{k,\ell}) \) be the set of smooth sections of the vector bundle \( V_{k,\ell} \) whose support is contained in the isolating neighborhood \( U_0 \) of the attracting subset \( \text{Im}(e_\mu) \). The semi-group of transfer operators associated to \( F^l k,\ell \) is
\[ \mathcal{L}^l_{k,\ell} : \Gamma^\infty(U_0, V_{k,\ell}) \to \Gamma^\infty(U_0, V_{k,\ell}), \quad \mathcal{L}^l_{k,\ell} u(z) = F^l k,\ell(u(f_G^{-l}(z))). \tag{2.5} \]

The flat trace of \( \mathcal{L}^l_{k,\ell} \) is computed as
\[ \text{Tr}^\flat \mathcal{L}^l_{k,\ell} = \sum_{\gamma \in \Gamma} \sum_{m=1}^\infty |\gamma| \cdot |\det(D_G^\perp)^{m/2} \cdot \text{Tr} ((D_G^\perp)^{-m})^k \cdot \text{Tr} ((D_G^\perp)^m)^\ell \cdot |\det(\text{Id} - D_{\gamma}^{-m})| \cdot |\det(\text{Id} - ((D_G^\perp)^{-m}))| \cdot \delta(t - m|\gamma|) \]

where \( D_G^\perp \) is the restriction of the transversal Jacobian matrix for the prime periodic orbit \( \hat{\gamma}(t) = e_\mu(\gamma(t)) \) of the flow \( f_G^l \) to \( V^\perp = \ker D\pi_G \). We define the dynamical Fredholm determinant of \( \mathcal{L}^l_{k,\ell} \) by
\[ d_k,\ell(s) = \exp \left( - \int_{0}^{\infty} \frac{e^{-st}}{t} \cdot \text{Tr}^\flat \mathcal{L}^l_{k,\ell} dt \right). \tag{2.6} \]

Computation as in the last section then gives
\[ Z_{sc}(s) = \prod_{k=0}^{d} \prod_{\ell=0}^{d^2+d} d_k,\ell(s)^{(-1)^{k+\ell}} \tag{2.7} \]

provided that \( E_\mu^* \) is orientable. (Note that \( d^2 + d \) is even and recall Remark 1.5.)

**Remark 2.1** This argument using the Grassmann extension resolves the problems related to non-smoothness of the coefficient of the transfer operators \( \mathcal{L}^l_{k} \) in the formal level. However the things are not that simple. The attracting section \( e_\mu \) is not smooth and we will find some technical problems (and solutions to them) in the course of the argument. See Sect. 5.1 for instance.

The next theorem on the spectral property of the generators of one-parameter semi-groups \( \mathcal{L}^l_{k,\ell} \) is the main ingredient of this paper.
Theorem 2.2 Let $0 \leq k \leq d$ and $0 \leq \ell \leq d^2 + d$. For each $r \geq 0$, there exists a Hilbert space

$$
\Gamma^\infty(U_0, V_{k,\ell}) \subset \tilde{\mathcal{K}}^r(U_0, V_{k,\ell}) \subset (\Gamma^\infty(U_0, V_{k,\ell}))'
$$

that consists of distributional sections of the vector bundle $V_{k,\ell}$ and, if $r > 0$ is sufficiently large, the following claims hold true:

1. The one-parameter semi-group of operators $\mathcal{L}_{k,\ell}^t$ for $t \geq 0$ extends to a strongly continuous semi-group of operators on $\tilde{\mathcal{K}}^r(U_0, V_{k,\ell})$ and the spectral set of the generator

$$
A_{k,\ell} : \mathcal{D}(A_{k,\ell}) \subset \tilde{\mathcal{K}}^r(U_0, V_{k,\ell}) \rightarrow \tilde{\mathcal{K}}^r(U_0, V_{k,\ell})
$$

in the region $\{\Re(z) > -r\chi_0/4\}$ consists of discrete eigenvalues with finite multiplicity. These discrete eigenvalues (and their multiplicities) are independent of the choice of $r$.

2. For any $\tau > 0$, there exist only finitely many eigenvalues of the generator $A_{k,\ell}$ on the region $\Re(s) > -(k + \ell)\chi_0 + \tau$.

3. For the case $(k, \ell) = (0, 0)$, the spectral set of $A_{0,0}$ is contained in the region $U(\chi_0, \tau)$ defined in (1.6), up to finitely many exceptions, for arbitrarily small $0 < \tau < \chi_0$. Moreover there do exist countably many eigenvalues of $A_{0,0}$ in the strip $U(\tau)$ defined in (1.7) and, for any $\delta > 0$, we have

$$
\frac{\omega^d}{C} < \frac{\# \text{eigenvalues of } A_{0,0} |\Re(s)| < \tau, \omega \leq \Im(s) \leq \omega + |\omega|^\delta}{|\omega|^\delta} < C|\omega|^d
$$

for $\omega$ with sufficiently large absolute value, where $C > 1$ is a constant independent of $\omega$.

The next theorem gives the relation between the eigenvalues of the generator of the semi-group $\mathcal{L}_{k,\ell}^t$ and zeros of the dynamical Fredholm determinant $d_{k,\ell}(s)$.

Theorem 2.3 The dynamical Fredholm determinant $d_{k,\ell}(s)$ of the one-parameter semi-group of transfer operators $\mathcal{L}_{k,\ell}^t$ extends to a holomorphic function on the complex plane $\mathbb{C}$. For any $c > 0$, there exists $r_\ast > 0$ such that, if $r \geq r_\ast$, the zeros of the analytic extension of $d_{k,\ell}(s)$ coincide with the eigenvalues of the generator of $\mathcal{L}_{k,\ell}^t : \tilde{\mathcal{K}}^r(U_0, V_{k,\ell}) \rightarrow \tilde{\mathcal{K}}^r(U_0, V_{k,\ell})$ on the region $\Re(s) > -c$, including multiplicity.

Since the relation (2.7) holds at least for $s \in \mathbb{C}$ with sufficiently large real part, the main theorem (Theorem 1.2) follows immediately from the two theorems above.
Remark 2.4  In the proofs of Theorems 2.2 and 2.3, we will mostly consider the case \((k, \ell) = (0, 0)\) and put a few remarks about the other cases \((k, \ell) \neq (0, 0)\) in the course of the argument. Indeed the case \((k, \ell) = (0, 0)\) is most important because the zeros of the semi-classical zeta function \(Z_{sc}(s)\) along the imaginary axis correspond to the eigenvalues of the generator \(A_{0,0}\) of the semi-group \(L_{0,0}^t\). Note that we may and do regard \(L_{0,0}^t\) as a scalar-valued transfer operator because the vector bundle \(V_{0,0}\) is one-dimensional and trivial. In the cases where \((k, \ell) \neq (0, 0)\), the transfer operators \(L_{k,\ell}^t\) are vector-valued. But we can apply the parallel argument regarding the transfer operators \(L_{k,\ell}^t\) as matrices of scalar-valued transfer operators as we noted at the end of Remark 1.4 (Actually the argument is much simpler in the cases \((k, \ell) \neq (0, 0)\), because they are irrelevant to the claim (3) in Theorem 2.2).

We finish this section by describing\(^\text{12}\) the ideas behind the proofs and the plan of the following sections. A basic idea in the proofs is to regard the transfer operators as “Fourier integral operator”, that is to say, to regard functions (or sections of vector bundles actually) as superposition of wave packets (i.e. functions concentrating both on the real and frequency spaces) and look how the action of the transfer operator transform one wave packet to another (or to a cloud of wave packets more precisely). For simplicity, let us consider the case \(L_{0,0}^t\) of scalar-valued transfer operators. In our argument, the wave packets are parametrized by the points in the cotangent bundle \(T^*U_0 \subset T^*G\) and the transformation of the wave packets that \(L_{0,0}^t\) induces is closely related to the map \((Df_{G}^{-t})^*: T^*U_0 \to T^*U_0\), called the canonical map. Notice that, since the flow \(f_{G}^t\) preserves the contact form \(\alpha\), the action of the canonical map \((Df_{G}^{-t})^*\) preserves the submanifold

\[
X = \{ s \cdot \pi^*_G(\alpha)(w) \in T^*U_0 \mid s \in \mathbb{R}, w \in \text{Im}(e_u) \} \subset T^*U_0, \tag{2.8}
\]

which is called the “trapped set”,\(^\text{13}\) and the action on the outside of a small neighborhood of \(X\) is not recurrent as a consequence of hyperbolicity of the flow \(f_{G}^t\). This fact suggests that, concerning the spectrum and trace, the most essential is the action of the transfer operators on the wave packets corresponding to the points in a small neighborhood of \(X\). This idea has been used in the previous papers \([42,43]\) and led to the results which essentially correspond to the claim (2) of Theorem 2.2.

Remark 2.5 If the reader is familiar with Dolgopyat argument \([9]\), the idea behind the claim (2) of Theorem 2.2 (and the reason for the factors

\(^{12}\) But note that the rigorous argument in the proofs will somewhat deviate from the explanation here by technical reasons.

\(^{13}\) In terminology of dynamical system theory, this is nothing but the non-wandering set for the dynamics of \((Df_{G}^{-t})^*\).
Fig. 3 A schematic picture for the explanation in Remark 2.5. This is a picture viewed from the direction of the flow.

\[ |\det(Df^t_x|_{E_u})|^{1/2} \text{ in the definitions of transfer operators} \] may be understood roughly as follows. For simplicity, let us forget about the Grassmann extension for the moment and consider the simple transfer operator \( u \mapsto u \circ f^{-t} \) on \( M \). The trapped set in such setting is the one-dimensional vector sub-bundle of \( T^*M \) spanned by \( \alpha \). Consider the situation where the transfer operator \( \mathcal{L}_0^t \) for \( t \gg 1 \) acts on wave packets that have high frequency in the direction of \( \alpha \) with spatial size \( 0 < \delta \ll 1 \). As usual in Dolgopyat argument, we suppose that this action of the transfer operator \( \mathcal{L}_0^t \) is followed by a smoothing (or averaging) operation along the stable foliation in the scale \( \delta \). The last smoothing enlarge the supports of the images of wave packets in the stable direction by the rate proportional to \( |\det(Df^t_x|_{E_u})|^{-1} \sim |\det(Df^t_x|_{E_u})| \). Hence, on the one hand, the \( L^2 \) norms of the images of wave packets decrease by the rate proportional to \( |\det(Df^t_x|_{E_u})|^{-1/2} \) and, on the other hand, makes overlaps of the images of wave packets at points that were separated in the stable direction (Fig. 3). The analysis of interference (or cancellation by difference of complex phase) between such overlapping images is equivalent to the essential part of Dolgopyat argument. In the papers [42,43], we showed basically that the overlapping images are almost orthogonal to each other in \( L^2 \), using complete non-integrability of the contact form \( \alpha \), and concluded that the essential spectral radius of the (simple) transfer operator is bounded by \( \sup_x |\det(Df^t_x|_{E_u})|^{-1/2} \). With the same idea, we can show the claim corresponding to Theorem 2.2 (2) for \( \mathcal{L}_0^t \), because the coefficient of \( \mathcal{L}_0^t \) balances the rate \( |\det(Df^t_x|_{E_u})|^{-1/2} \).

However, in order to get more information on the spectrum as described in the claim (3), we have to analyze more precisely the action of transfer operators on the wave packets associated to the points in a neighborhood of the trapped set \( X \). Such action is modeled by the so-called “prequantum map” and has already been studied in the paper [13] in the linear setting and then extended to the

\[ 123 \text{ Author’s personal copy} \]
non-linear setting in the previous paper [18] of the authors. (The explanation in [18, Sect. 2.3] will be useful to understand the idea that leads to the main theorems.) We are going to put the argument developed in those papers into the setting of contact Anosov flows. Note that, in [13,18], it was crucially important that the trapped set was an invariant symplectic submanifold of the phase space and normally hyperbolic for the induced dynamical system on the phase space. In our setting of contact Anosov flows, this corresponds to the fact that the projection of the trapped set $X$ above to $T^*M$,

$$\tilde{X} = \{ s \cdot \alpha(x) \in T^*M \mid s \in \mathbb{R}, x \in M \} \subset T^*M,$$

is an invariant symplectic submanifold of $T^*M$ on the outside of the zero section and is normally hyperbolic with respect to the flow $(Df^{-t})^*$. 

**Organization of this paper**

The remaining part of this paper is organized as follows. In the next section, Sect. 3, we make a few comments related to the main results. The proof of the main results starts from Sect. 4. In Sect. 4, we consider a linear model for contact Anosov flows and prove a proposition corresponding to Theorem 2.2 in such model. The argument in this section is based on that in [13,18] for prequantum Anosov map and will serve as a guideline for the argument developed in the later sections. In Sect. 5, we introduce some systems of local charts and associated partitions of unity on the Grassmann bundle $G$. Then, using them, we define the (modified) anisotropic Sobolev space $K^r(K_0)$ in Sect. 6. The Hilbert space $\tilde{K}^r(K_0)$ appearing in Theorem 2.2 is a slight modification of $K^r(K_0)$. In Sect. 7, we give several propositions on the properties of the transfer operators $L^t = L^t_{0,0}$ on the Hilbert space $K^r(K_0)$. We expect that these propositions are easy to understand and intuitive for the readers. Then we prove that Theorem 2.2 follows from them in Sect. 8. In Sects. 9–11, we give the proofs of the propositions given in Sect. 7. The argument in these sections is elementary but necessarily rather involved one because we have to deal with “non-smooth” objects. The proof of Theorem 2.3 (and that of a small lemma given in Sect. 11) is put in Sect. 1 in the appendix (see the remark below).

**Remark 2.6** It is possible to derive Theorems 2.3 from 2.2 by using a slight generalization of the existing results. In the paper [22], it is proved that the dynamical zeta function $Z(s)$ for a general $C^\infty$ Anosov flow has meromorphic extension to the whole complex plane and that its zeros and poles are related to the discrete spectra of the generators for some associated transfer operators. To deal with the semi-classical zeta function and the Grassmann extension $f^t_G : G \to G$, we actually need a generalization of such results. This is not be
difficult to obtain. Though a different kind of Banach spaces is used in [22], it is possible to show that the discrete spectrum does not depend essentially on the function space (see [5, Appendix A]). We present a proof of Theorem 2.3 for completeness, based on the idea presented in [5] in the case of hyperbolic discrete dynamical systems.

3 Comments

3.1 About this paper and a few related works of the authors

A few years ago, the authors started the joint project studying transfer operators for geodesic flows on negatively curved manifolds (or more general contact Anosov flows) from the viewpoint of semi-classical analysis. In the first paper [18] of the project, we considered prequantum Anosov maps and studied the associated transfer operators in detail. A prequantum Anosov map is a $U(1)$-extension of a symplectic Anosov map, equipped with a specific connection. It may be regarded as a model of contact Anosov flow because its local structure is very similar to that of the time-$t$-maps of a contact Anosov flow and, in technical sense, it is more tractable because the associated transfer operator is decomposed into the Fourier modes with respect to the $U(1)$ action (see [18] for more explanation).

In this paper and [17], we extend the argument in [18] to the contact Anosov flows. This paper concerns the results about the semi-classical transfer operators and also the semi-classical zeta functions. In the other paper [17], we consider the band structure of the spectrum of the generators and also on the semi-classical aspect of the argument (A part of the results in [17] has been announced in [16]).

3.2 Recent related works

During the period the authors were writing this paper and the previous paper [18], there have been some related developments. We give a few of them that came into the authors’ knowledge. Recently, Giulietti, Liverani and Pollicott published a paper [22] on dynamical zeta functions for Anosov flows. They proved among others that the dynamical zeta functions (including $Z(s)$ defined by Smale) has meromorphic extension to the complex plane $\mathbb{C}$ if the flow is $C^\infty$ Anosov.

In the proofs of the main theorems, we will regard the transfer operator as a “Fourier integral operator” and consider its action in the limit of high-frequency (see [18] for more explanation). Therefore the main part of the argument is naturally in the realm of semiclassical analysis. From this view point, the terminology and techniques developed in semiclassical analysis must be very useful.
(But this sounds somewhat strange because the geodesic flow is completely a classical object!). A first formulation of transfer operators and Ruelle spectrum in terms of semiclassical analysis was given in the papers of the first author with Roy and Sjöstrand [14,15]. It was shown there that Ruelle resonances are “quantum resonances for a scattering dynamics in phase space”. Recently a few papers authored by Datchev, Dyatlov, Nonnenmacher and Zworski gave precise results for contact Anosov flows using this semiclassical approach: spectral gap estimate and decay of correlations [35], Weyl law upper bound [8] and meromorphic properties of dynamical zeta function [11]. We would like to mention also a closely related work: in [10], for a problem concerning decay of waves around black holes, Dyatlov shows that the spectrum of resonances has a band structure similar to what we observe for contact Anosov flows. In fact these two problems are very similar in the sense that in both cases the trapped set is symplectic and normally hyperbolic. This geometric property is the main reason for the existence of a band structure. However in [10], Dyatlov requires and uses some regularity of the hyperbolic foliation that is not present for contact Anosov flows.

3.3 Why do we consider the semi-classical zeta function?

The semi-classical (or Gutzwiller–Voros) zeta function is related to the transfer operator with non-smooth coefficient if we do not consider the Grassmann extension. From this aspect, the semi-classical zeta function is a rather singular and difficult object to study. This may be one reason why the semi-classical zeta function has not been well studied in mathematics, at least compared with in physics. But here we would like to explain that the semi-classical zeta function is a very nice object to study among other kind of dynamical zeta functions.

3.3.1 Zeros along the imaginary axis

In physics, there is a clear reason to study the semi-classical zeta function $Z_{sc}(s)$ rather than the zeta function $Z(s)$. The semi-classical zeta function appears in the semi-classical theory of quantum chaos in physics [6,44,45]. If we consider the semi-classical approximation of the kernel of the semi-group generated by the Schrödinger equation (or the wave equation) on a manifold $N$, we get the Gutzwiller trace formula [26]. This formula is actually for some fixed range of time and for the limit where the Plank constant $\hbar$ goes to zero (or the energy goes to infinity). But, if we suppose that the formula holds for long time and if the long-time limit $t \to \infty$ and the semi-classical limit $\hbar \to 0$ were exchangeable, we would expect that the zeros of the semi-classical zeta function, which is defined from the Gutzwiller trace formula, is
closely related to the spectrum of the Laplacian on the manifold $N$. Thus the
semi-classical zeta function is an object that connects the spectral structure of
the quantized system (or the Schrödinger equation) and the structure of the
periodic orbits for the chaotic classical dynamical systems. For this reason, the
semi-classical zeta function and its zeros have been discussed extensively in the
field of “quantum chaos”. Of course, as any mathematician can imagine, there
is much difficulty in making such idea into rigorous argument. Still the semi-
classical zeta function and its zeros are interesting objects to study. To date,
mathematically rigorous argument on semi-classical zeta function seems to be
limited to the special case of constant curvature, where Selberg trace formula
is available. To the authors’ knowledge, Theorem 1.2 is the first rigorous result
for the semi-classical zeta function for the geodesic flows on manifolds with
negative variable curvature. We hope that our results will shed light on the
related studies.

3.3.2 Cohomological argument

There is some hope that we can relate the semi-classical zeta function $Z_{sc}(s)$
to transfer operators on some cohomological spaces (rather than those on the
spaces of differential forms as in (2.7)) and get more precise results on its
analytic properties. Though the idea is not new and may be well known, we
would like to present it here and discuss how we may be able to go further
than the main results of this paper. First of all, let us recall the following
argument in the case of Anosov diffeomorphism. Let $f : M \to M$ be an
Anosov diffeomorphism. The Artin–Mazur zeta function of $f$ is defined by

$$\zeta(z) = \exp \left( - \sum_{n=1}^{\infty} \frac{z^n}{n} \# \text{Fix}(f^n) \right)$$

where $\# \text{Fix}(f^n)$ denotes the number of fixed points for $f^n$. The flat trace of
the transfer operator $\mathcal{L}_k : \Omega^k(M) \to \Omega^k(M)$ associated to the natural action
of $f$ on the space $\Omega^k(M)$ of $k$-forms is

$$\text{Tr}^\flat \mathcal{L}_k = \sum_{p \in \text{Fix}(f)} \frac{\text{Tr} (Df_p)^k}{|\det(1 - Df_p)|}$$

and the dynamical Fredholm determinant of $\mathcal{L}_k$ is defined by

$$\mathcal{D}_k(z) = \exp \left( - \sum_{n=1}^{\infty} \frac{z^n}{n} \text{Tr}^\flat \mathcal{L}_k^n \right) = \exp \left( - \sum_{n=1}^{\infty} \frac{z^n}{n} \sum_{p \in \text{Fix}(f^n)} \frac{\text{Tr} (Df_p^n)^k}{|\det(1 - Df_p^n)|} \right)$$
Then, similarly to (2.7), the Artin–Mazur zeta function is expressed\(^{15}\) as

\[
\zeta(z) = \prod_{k=1}^{\dim M} D_k(z) (-1)^{\dim M - k}.
\]

We can show that the dynamical Fredholm determinants \(D_k(z)\) are entire functions and its zeros coincide with the reciprocals of the discrete eigenvalues of the transfer operator \(L_k\) acting on some Hilbert space (see [5]). So the Artin–Mazur zeta function \(\zeta(z)\) is a meromorphic function on \(\mathbb{C}\). This argument is true for more general (Ruelle) dynamical zeta functions. But, for the Artin–Mazur zeta function \(\zeta(z)\), we can simplify the argument as follows. Note that we have the commutative diagram

\[
\begin{array}{ccccccc}
0 & \longrightarrow & \Omega^0 & \overset{d}{\longrightarrow} & \Omega^1 & \overset{d}{\longrightarrow} & \cdots & \overset{d}{\longrightarrow} & \Omega^{\dim M} & \longrightarrow & 0 \\
\downarrow L_0 & & \downarrow L_1 & & & & & & \downarrow L_{\dim M} & \\
0 & \longrightarrow & \Omega^0 & \overset{d}{\longrightarrow} & \Omega^1 & \overset{d}{\longrightarrow} & \cdots & \overset{d}{\longrightarrow} & \Omega^{\dim M} & \longrightarrow & 0.
\end{array}
\]

This tells that many of the discrete eigenvalues of \(L_k\) for adjacent \(k\)'s coincide and the corresponding zeros of the dynamical Fredholm determinant \(D_k(z)\) cancel each other in the alternative product (3.1). The remaining zeros and poles of the zeta function \(\zeta(z)\) should correspond to the eigenvalues of the (push-forward) action of \(f\) on the de Rham cohomology \(H^{\ast}_{\text{DR}}(M)\) of \(M\).

Indeed we can actually count the number of periodic points using the Lefschetz fixed point formula and show that \(\zeta(z)\) is a rational function (see [40]).

For Anosov flows, the corresponding argument become much more subtle and only much less is known. The argument using the flat trace and dynamical Fredholm determinant work as well, as we discussed in the previous sections. But, for the moment, we do not know whether it can be simplified as in the case of Anosov diffeomorphism. This is not a new problem and there are many works on this subject especially in the case of geodesic flows on hyperbolic surfaces (see the introduction chapter of [28] for instance). But there seems no much argument in more general cases.

Note that the Artin-Masur zeta functions was special because the corresponding transfer operators commute with the exterior derivatives \(d\). Indeed, if we consider other (Ruelle) zeta functions, the corresponding transfer operator will not have this property and hence the structure of the zeta functions will be much more complicated. The similar will be true in the case of Anosov flows, so that we will have to choose a “good” dynamical zeta function, although we

\(^{15}\) For simplicity, we assume that the stable and unstable subbundle are orientable and \(f\) preserves their orientations.
do not know whether there do exists such choice. For instance, let us consider
the Smale’s zeta function $Z(s)$. As is presented in [22] (and in many other
places), it is expressed as follows. Let $f^t : M \to M$ be a contact Anosov flow. Let $\Omega^k_\perp(M)$ be the space of $k$-forms on $M$ which vanish for the generating
vector field of the flow. If we write $d^\perp_k(s)$ for the dynamical Fredholm deter-
minant of the natural (push-forward) action of the flow on $\Omega^k_\perp(M)$, we have
$Z(s) = \prod_{k=0}^{2d}(d^\perp_k(s))^{(-1)^k}$. But, unfortunately, the exterior derivative $d$
not preserves the space $\Omega^k_\perp \subset \Omega^k(M)$. This is one reason why we can not
apply the cohomological argument to the zeta function $Z(s)$ (Of course there
is possibility that some better expression of the zeta function $Z(s)$ works).

Let us now turn to the case of the semi-classical zeta function $Z_{sc}(s)$. For
simplicity, we assume that $E_s$ is orientable and the the stable foliation is
smooth. (The latter is a strong assumption.) As we discussed in Sect. 1, $Z_{sc}(s)$
is expressed as an alternative product (1.12) of dynamical Fredholm determin-
ants for the transfer operators on differential forms. But here we consider in a
slightly different way. Let $\pi : L \to M$ be the line bundle $L = (E_u)^{\wedge d}$. Since
$E_u$ is assumed to be orientable, $L$ is trivial and therefore we can consider the
square root $L_1^{1/2}$ of $L$. Note that there is a natural dynamically defined con-
nection along the unstable manifolds on the line bundles $L$ and $L^{1/2}$, in which
two elements $\sigma, \sigma' \in L$ (or $L^{1/2}$) on an unstable manifold are parallel if and
only if the ratio between $(Df^t)^*(\sigma)$ and $(Df^t)^*(\sigma')$ (considered in some local
chart) converges to 1 as $t \to +\infty$. By definition, these connections are flat
(along unstable manifolds) and preserved by the natural action of the flow $f^t$.
Let $\Lambda^k$ be the space of smooth sections of the vector bundle $L^{1/2} \otimes (E_u^*)^{\wedge k}$. In
other words, this is the space of differential $k$-forms along the stable foliation
that take values in $L^{1/2}$. Let $\mathcal{L}^l_k : \Lambda^k \to \Lambda^k$ be the natural (push-forward)
action of the flow $f^t$. Then these transfer operators are equivalent to those
in Sect. 1 denoted by the same symbol and therefore the expression (1.13)
holds with $d_k(s)$ the dynamical Fredholm determinant for $\mathcal{L}^l_k$ defined above.
One definitely better fact in this expression is that we have the commutative diagram:

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & \Lambda^0 & \xrightarrow{D_u} & \Lambda^1 & \xrightarrow{D_u} & \cdots & \xrightarrow{D_u} & \Lambda^d & \longrightarrow & 0 \\
\downarrow{\mathcal{L}_0^l} & & \downarrow{\mathcal{L}_1^l} & & & & \downarrow{\mathcal{L}_{\dim M}^l} \\
0 & \longrightarrow & \Lambda^0 & \xrightarrow{D_u} & \Lambda^1 & \xrightarrow{D_u} & \cdots & \xrightarrow{D_u} & \Lambda^d & \longrightarrow & 0 \\
\end{array}
\] (3.3)

where $D_u$ is the covariant exterior derivative along the stable manifolds (Again
this observation is not new. For instance, we can find it in the paper [25] by
Guillemin). We therefore expect that large part of the zeros of the dynamical
Fredholm determinant $d_k(s)$ will cancel each other in the expression (1.13). In

\[ \text{Springer} \]
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fact, under some strong assumptions on smoothness of the unstable foliation, it seems possible to prove this. But, for more general contact Anosov flows, it is not clear whether we can set up appropriate Hilbert spaces as completions of $\Lambda^k$ so that the commutative diagram above is extended to them. Also it is not clear to what extent the cancellation between zeros will be complete. Still, to be optimistic, we would like to put the following conjecture.

**Conjecture** The semi-classical zeta function $Z_{sc}(s)$ for contact Anosov flows will have holomorphic extension to the whole complex plane $\mathbb{C}$. Its zeros will be contained in the region \( \{ z \in \mathbb{C} \mid |\text{Re}(s)| \leq \tau \text{ or } |\text{Im}(s)| \leq C \} \) for some $C > 0$ and arbitrarily small $\tau > 0$ up to finitely many exceptions.

### 4 Linear models

In this section, we discuss about a one-parameter family of partially hyperbolic linear transformations. This is a linearized model of the Grassmann extension $f^t_G$ of the flow $f^t$ viewed in local coordinate charts. The main statement, Theorem 4.17, of this section is a prototype of Theorem 2.2. The idea presented below is initially given in [13] and the following is basically a restatement of the results there in a modified setting and in a different terminology. We have given a very similar argument in our previous paper [18, Chapters 3 and 4] on prequantum Anosov maps. Since the argument there is self-contained and elementary, we will refer [18] for the proofs of some statements and also for more detailed explanations.

#### 4.1 A linear model for the flow $f^t_G$

##### 4.1.1 Euclidean space and coordinates

Let us consider the Euclidean space

\[ \mathbb{R}^{2d+d'+1} = \mathbb{R}^{2d} \oplus \mathbb{R}^{d'} \oplus \mathbb{R} \]

as a local model of the Grassmann bundle $G$, where we suppose that the component $\mathbb{R}^{d'}$ in the middle is the fiber of the Grassmann bundle and the last component $\mathbb{R}$ is the flow direction. We equip the space $\mathbb{R}^{2d+d'+1}$ with the coordinates

\[ (x, y, z) \text{ with } x \in \mathbb{R}^{2d}, \ y \in \mathbb{R}^{d'} \text{ and } z \in \mathbb{R}. \tag{4.1} \]

The first component $x \in \mathbb{R}^{2d}$ is sometimes written

\[ x = (q, p) \text{ with } q, p \in \mathbb{R}^d. \tag{4.2} \]
We suppose that the \(q\)-axis and the \(p\)-axis are respectively the expanding and contracting subspaces. Also we sometimes write the coordinates (4.1) above as
\[
(w, z) \text{ with setting } w = (x, y) \in \mathbb{R}^{2+d'}
\] (4.3)
for simplicity. In order to indicate which coordinate is used on which component, we sometimes use such notation as
\[
\mathbb{R}^{2+d'+1}_{(x,y,z)} = \mathbb{R}_x^d \oplus \mathbb{R}_y^d \oplus \mathbb{R}_z = \mathbb{R}_q^d \oplus \mathbb{R}_p^d \oplus \mathbb{R}_y^d \oplus \mathbb{R}_z = \mathbb{R}^{2+d'}_w \oplus \mathbb{R}_z.
\]
The orthogonal projections to some of the components are written as follows:
\[
p_{(x,z)}: \mathbb{R}^{2+d'+1}_{(x,y,z)} \rightarrow \mathbb{R}^{2d+1}_{(x,z)}, \quad p_{(x,y)}: \mathbb{R}^{2+d'+1}_{(x,y,z)} \rightarrow \mathbb{R}^{2d+d'}_{(x,y)},
\]
\[
p_x: \mathbb{R}^{2+d'+1}_{(x,y,z)} \rightarrow \mathbb{R}^d
\] (4.4)
We suppose that the space \(\mathbb{R}^{2d+1}_{(x,z)} = \mathbb{R}^{2d+1}_{(q,p,z)}\) is equipped with the contact form
\[
\alpha_0 = dz - qdp + pdq.
\] (4.5)

### 4.1.2 Partially hyperbolic linear transformations

Let us consider invertible linear transformations \(A : \mathbb{R}^d \rightarrow \mathbb{R}^d\) and \(\hat{A} : \mathbb{R}^{d'} \rightarrow \mathbb{R}^{d'}\) and suppose that they are expanding and contracting respectively in the sense that
\[
\|A^{-1}\| < \frac{1}{\lambda} \quad \text{and} \quad \|\hat{A}\| < \frac{1}{\lambda} \quad \text{for some constant } \lambda \geq 1.
\] (4.6)
The transpose of the inverse of \(A\) will be written as
\[
A^\dagger := (t^t A)^{-1} : \mathbb{R}^d \rightarrow \mathbb{R}^d.
\] (4.7)
In the following, we investigate the one-parameter family of partially hyperbolic affine transformations
\[
B^t : \mathbb{R}^{2+d'+1}_{(x,y,z)} \rightarrow \mathbb{R}^{2+d'+1}_{(x,y,z)}, \quad B^t(q, p, y, z) = (AQ, A^\dagger p, \hat{A}y, z + t),
\] (4.8)
as a model of the family of diffeomorphisms \(f^{t_0 + t}_{G} \) for \(t_0 \gg 0\) viewed in flow-box coordinate charts.\(^\text{16}\) Observe that \(B^t\) preserves the one form \((p_{(x,z)})^* \alpha_0\). Below we consider the one-parameter family of transfer operators

\(^{16}\) We will take flow-box coordinate charts \(\kappa\) and \(\kappa'\) around a point \(P\) and its image \(f^{t_0}_G(P)\) respectively, so that the \(q\)-axis and \(p\)-axis corresponds to the unstable and stable subspace, and consider the family of maps \((\kappa')^{-1} \circ f^{t_0 + t}_{G} \circ \kappa\). Then its linearization will look like \(B^t\).
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\[ L^t : C^\infty \left( \mathbb{R}^{2d+d'+1} \right) \to C^\infty \left( \mathbb{R}^{2d+d'+1} \right), \]
\[ L^t u(w) = \frac{|\det A|^{1/2}}{|\det \hat{A}|} \cdot u(B^{-1}(w)). \tag{4.9} \]

**Remark 4.1** We ask the readers to check that the coefficient \(|\det A|^{1/2}/|\det \hat{A}|\) is chosen so that \(L^t\) is an appropriate model of the transfer operator \(L_{t,0,0}\) considered in Sect. 2. See (2.3), (2.4) and (2.5) for the definitions.

### 4.2 Bargmann transform

#### 4.2.1 Definition

We will employ the partial Bargmann transform for analysis of the transfer operators. This is a kind of wave-packet transform. To begin with, we recall the definition of the (usual) Bargmann transform and its basic properties. We refer [18, Chapter 3] and [19] for more detailed accounts.

Let us consider the \(D\)-dimensional Euclidean space \(\mathbb{R}^D\) and its cotangent bundle

\[ T^*\mathbb{R}^D = \mathbb{R}_w^D = \mathbb{R}^D_w \oplus \mathbb{R}^D_{\xi_w}, \]

where we regard \(\xi_w \in \mathbb{R}^D\) as the dual variable of \(w \in \mathbb{R}^D\). Let \(\hbar > 0\) be a parameter that is related to the sizes of wave packets. For each point \((w, \xi_w) \in T^*\mathbb{R}^D_w\), we assign a Gaussian wave packet

\[ \phi_{w,\xi_w}(w') = a_D(\hbar) \cdot \exp(i\xi_w \cdot (w' - (w/2))/\hbar - |w' - w|^2/(2\hbar)) \tag{4.10} \]

where \(a_D(\hbar)\) is a normalization constant defined by

\[ a_D(\hbar) = (\pi \hbar)^{-D/4}. \tag{4.11} \]

The Bargmann transform on \(\mathbb{R}_w^D\) (for the parameter \(\hbar > 0\)) is defined by

\[ \mathcal{B}_\hbar : L^2(\mathbb{R}_w^D) \to L^2(\mathbb{R}_w^{2D}), \quad \mathcal{B}_\hbar u(w', \xi_w) = \int \phi_{w',\xi_w}(w) \cdot u(w) dw. \tag{4.12} \]

Its \(L^2\)-adjoint \(\mathcal{B}_\hbar^* : L^2(\mathbb{R}_w^{2D}) \to L^2(\mathbb{R}_w^D)\) is given as

\[ \mathcal{B}_\hbar^* v(w') = \int \phi_{w,\xi_w}(w') v(w, \xi_w) \frac{dw d\xi_w}{(2\pi \hbar)^D}. \]
Here we make a convention that we use the volume form \( d w d \xi w / (2\pi \bar{\hbar})^D \) in defining the \( L^2 \)-norm on \( L^2(\mathbb{R}^D_{(w, \xi w)}) \). Then we have

**Lemma 4.2** ([18, Lemma 3.1.2]) The Bargmann transform \( \mathcal{B}_\hbar \) is an \( L^2 \)-isometric embedding. Its adjoint \( \mathcal{B}_\hbar^* \) is a bounded operator with respect to the \( L^2 \) norm and satisfies \( \mathcal{B}_\hbar^* \circ \mathcal{B}_\hbar = \text{Id} \).

The last claim implies that \( u \in L^2(\mathbb{R}^D_w) \) is expressed as a superposition (or an integration) of the wave packets \( \phi_{w, \xi w}(\cdot) \) for \( (w, \xi w) \in \mathbb{R}^2 D(w, \xi w) \):

\[
    u(w') = \mathcal{B}_\hbar^* \circ \mathcal{B}_\hbar u(w') = \int \phi_{w, \xi w}(w') v(w, \xi w) \frac{d w d \xi w}{(2\pi \bar{\hbar})^D}
\]

with setting \( v = \mathcal{B}_\hbar u \).

**Lemma 4.3** ([18, Proposition 3.1.3]) The operator

\[
\mathcal{P}_\hbar = \mathcal{B}_\hbar \circ \mathcal{B}_\hbar^* : L^2(\mathbb{R}^D_{(w, \xi w)}) \to L^2(\mathbb{R}^D_{(w, \xi w)})
\]

(4.13)

is an orthogonal projection onto the image of \( \mathcal{B} \) and called the Bargmann projector. It is expressed as an integral operator

\[
    \mathcal{P}_\hbar v(w', \xi'_w) = \int K_{\mathcal{P}_\hbar}(w', \xi'_w; w, \xi_w) v(w, \xi_w) \frac{d w d \xi w}{(2\pi \bar{\hbar})^D}
\]

with the kernel

\[
    K_{\mathcal{P}_\hbar}(w', \xi'_w; w, \xi_w) = e^{-i(\Omega((w', \xi'_w), (w, \xi_w))/2\hbar - |(w', \xi'_w) - (w, \xi_w)|^2/4\hbar)},
\]

where \( \Omega((w', \xi'_w), (w, \xi_w)) = \xi'_w w - w' \xi_w \) is the standard symplectic form on \( \mathbb{R}^2 D(w, \xi_w) \).

### 4.2.2 Lift of transfer operators with respect to the Bargmann transform

Let \( Q : \mathbb{R}^D_w \to \mathbb{R}^D_w \) be an invertible affine transformation. Let \( Q_0 : \mathbb{R}^D_w \to \mathbb{R}^D_w \) be its linear part and \( q_0 := Q(0) \in \mathbb{R}^D \) be the constant part. Let \( L_Q : L^2(\mathbb{R}^D_w) \to L^2(\mathbb{R}^D_w) \) be the \( L^2 \)-normalized transfer operator defined by

\[
    L_Q u(w) = |\det Q_0|^{-1/2} \cdot u(Q^{-1} w).
\]

We call the operator

\[
    L_Q^{\text{lift}} := \mathcal{B}_\hbar \circ L_Q \circ \mathcal{B}_\hbar^* : L^2(\mathbb{R}^D_{(w, \xi w)}) \to L^2(\mathbb{R}^D_{(w, \xi w)})
\]
the lift of the operator $L_Q$ with respect to the Bargmann transform $B_h$, as it makes the following diagram commute:

$$
\begin{array}{c}
L^2 \left( \mathbb{R}^{2D}_{(w,\xi_w)} \right) \xrightarrow{L_Q^{\text{lift}}} L^2 \left( \mathbb{R}^{2D}_{(w,\xi_w)} \right) \\
\mathcal{B}_h & \uparrow & \mathcal{B}_h \\
L^2 \left( \mathbb{R}^D_w \right) \xrightarrow{L_Q} L^2 \left( \mathbb{R}^D_w \right) 
\end{array}
$$

The next lemma gives a useful expression of the lift $L_Q^{\text{lift}}$. We consider the natural (push-forward) action of $Q$ on the cotangent bundle $T^*\mathbb{R}^D_w = \mathbb{R}^{2D}_{(w,\xi_w)}$:

$$
D^\dagger Q : \mathbb{R}^{2D}_{(w,\xi_w)} \rightarrow \mathbb{R}^{2D}_{(w,\xi_w)},
$$

$$
D^\dagger Q(w, \xi_w) = (Q w, Q^{\dagger}_0 \xi_w) = (Q w, (t^{\dagger} Q_0)^{-1} \xi_w).
$$

Let $L_{D^\dagger Q}$ be the associated ($L^2$-normalized) transfer operator, which is defined by (4.15) with $A$ replaced by $D^\dagger Q$, that is, $L_{D^\dagger Q} u := u \circ (D^\dagger Q)^{-1}$.

**Lemma 4.4** ([18, Lemmas 3.2.2 and 3.2.4]) The lift $L_Q^{\text{lift}}$ is expressed as

$$
L_Q^{\text{lift}} v(w, \xi_w) = d(Q) \cdot e^{-i\xi_w q_0/(2h)} \cdot \mathcal{P}_h \circ L_{D^\dagger Q} \circ \mathcal{P}_h v(w, \xi_w)
$$

where $d(Q) = |\det((Q_0 + t^{\dagger} Q_0^{-1})/2)|^{1/2}$. If $Q$ is isometric, we have $[L_{D^\dagger Q}, \mathcal{P}_h] = 0$ and therefore $\mathcal{P}_h \circ L_{D^\dagger Q} \circ \mathcal{P}_h = L_{D^\dagger Q} \circ \mathcal{P}_h = \mathcal{P}_h \circ L_{D^\dagger Q}$.

### 4.3 Partial Bargmann transform

#### 4.3.1 Definition

The partial Bargmann transform, which we will use in later sections, is roughly the Fourier transform along the $z$-direction in $\mathbb{R}^{2d+d'+1}_{(x,y,z)}$ combined with the Bargmann transform $B_h$ in the transverse directions, where the parameter $h$ is related to the frequency $\xi_z$ in the $z$-direction as $h = (\xi_z)^{-1}$. Here and henceforth, we let $\langle s \rangle$ be a smooth function of $s \in \mathbb{R}$ such that $\langle s \rangle = |s|$ if $|s| \geq 2$ and that $\langle s \rangle \geq 1$ for all $s \in \mathbb{R}$.

As the (partial) cotangent bundle of $\mathbb{R}^{2d+d'+1}_{(x,y,z)}$, we consider the Euclidean space $\mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)}$ equipped with the coordinates

$$(x, y, \xi_x, \xi_y, \xi_z) \quad \text{with} \quad x, \xi_x \in \mathbb{R}^{2d}, \quad y, \xi_y \in \mathbb{R}^{d'}, \quad \xi_z \in \mathbb{R}.$$
We regard it as the cotangent bundle of the Euclidean space $\mathbb{R}^{2d+d'+1}$, where $\xi_x, \xi_y, \xi_z$ are regarded as the dual variable of $x, y, z$ respectively (But notice that we omit the variable $z$. This is because we consider the Fourier transform along the $z$-axis). For simplicity, we sometimes write the coordinates above as

$$(w, \xi_w, \xi_z) \quad \text{with setting} \quad w = (x, y), \xi_w = (\xi_x, \xi_y).$$

Also, according to (4.2), we sometimes write the coordinate $\xi_x \in \mathbb{R}^{2d}$ as

$$\xi_x = (\xi_q, \xi_p) \quad \text{with} \quad \xi,q, \xi,p \in \mathbb{R}^d.$$

Instead of the functions $\phi_w, \xi_w(\cdot)$ in (4.10), we consider the functions

$$\phi_{x,y,\xi_x,\xi_y,\xi_z}: \mathbb{R}^{2d+d'+1}_{(x,y,z)} \to \mathbb{C} \quad \text{for} \quad (x, y, \xi_x, \xi_y, \xi_z) \in \mathbb{R}^{4d+2d'+1} \quad (4.16)$$

defined by

$$\phi_{x,y,\xi_x,\xi_y,\xi_z}(x', y', z') = a_{2d+d'}((\xi_z)^{-1}) \cdot \exp \left(i \xi_z z' + i \langle \xi_z \rangle \xi_w(w' - (w/2)) - \langle \xi_z \rangle \cdot \frac{|w' - w|^2}{2} \right)$$

$$= a_{2d+d'}((\xi_z)^{-1}) \cdot \exp \left(i \xi_z z' + i \langle \xi_z \rangle \xi_x(x' - (x/2)) + i \langle \xi_z \rangle \xi_y(y' - (y/2)) \right)$$

$$\cdot \exp \left(-\langle \xi_z \rangle \cdot \frac{|x' - x|^2}{2} - \langle \xi_z \rangle \cdot \frac{|y' - y|^2}{2} \right)$$

where $a_D(\cdot)$ is that in (4.11). For brevity, we sometimes write $\phi_{w,\xi_w,\xi_z}(w', z')$ for $\phi_{x,y,\xi_x,\xi_y,\xi_z}(x', y', z')$.

**Remark 4.5** Note that $\xi_z$ in (4.16) indicates the frequency of $\phi_{x,y,\xi_x,\xi_y,\xi_z}(\cdot)$ in $z$, and that the frequency in $w = (x, y)$ is actually $\langle \xi_z \rangle \xi_w = \langle \xi_z \rangle (\xi_x, \xi_y)$, that is, it is rescaled by the factor $\langle \xi_z \rangle$.

The partial Bargmann transform

$$\mathcal{B}: L^2 \left( \mathbb{R}^{2d+d'+1}_{(x,y,z)} \right) \to L^2 \left( \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \right)$$

is defined by

$$\mathcal{B}u(x', y', \xi_x', \xi_y', \xi_z') = \int \overline{\phi_{x',y',\xi_x',\xi_y',\xi_z'}(x, y, z)} \cdot u(x, y, z) \, dx \, dy \, dz.$$

\( (4.17) \)
We make a convention that we use the volume form

\[
dm = (2\pi)^{-1} \cdot (2\pi (\xi_z)^{-1})^{-2d-d'} \, dx \, dy \, d\xi_x \, d\xi_y \, d\xi_z
\]  

(4.18)

in defining the \(L^2\)-norm on \(L^2(\mathbb{R}^{4d+2d'+1}_0)\). Then the \(L^2\)-adjoint

\[
\mathfrak{B}^* : L^2(\mathbb{R}^{4d+2d'+1}_0) \rightarrow L^2(\mathbb{R}^{2d+d'+1}_0)
\]

of the partial Bargmann transform \(\mathfrak{B}\) is the operator given by

\[
\mathfrak{B}^* v(x', y', z') = \int \phi_{x,y,\xi_x,\xi_y,\xi_z}(x', y', z') v(x, y, \xi_x, \xi_y, \xi_z) dm.
\]  

(4.19)

4.3.2 Basic properties of the partial Bargmann transform

The following is a basic property of the partial Bargmann transform \(\mathfrak{B}\), which follows from those of the Bargmann transform and the Fourier transform.

**Lemma 4.6** The partial Bargmann transform \(\mathfrak{B}\) is an \(L^2\)-isometric injection and \(\mathfrak{B}^*\) is a bounded operator such that \(\mathfrak{B}^* \circ \mathfrak{B} = \text{Id}\). The composition

\[
\mathfrak{P} := \mathfrak{B} \circ \mathfrak{B}^* : L^2(\mathbb{R}^{4d+2d'+1}_0) \rightarrow L^2(\mathbb{R}^{4d+2d'+1}_0)
\]  

(4.20)

is the \(L^2\) orthogonal projection onto the image of \(\mathfrak{B}\).

Suppose that \(B : \mathbb{R}^{2d+d'}(w, z) \rightarrow \mathbb{R}^{2d+d'}(w, z)\) is an affine transform of the form

\[
B(w, z) = (B_0(w) + b_0, z + C_0(w) + c_0)
\]

where \(B_0 : \mathbb{R}^{2d+d'}_w \rightarrow \mathbb{R}^{2d+d'}_w\) and \(C_0 : \mathbb{R}^{2d+d'}_w \rightarrow \mathbb{R}\) are linear maps and \(b_0\) and \(c_0\) are constants (The linear model \(B'\) in (4.8) is a special case of such maps). Let \(D^\dagger B : \mathbb{R}^{4d+2d'+1}(w, \xi_w, \xi_z) \rightarrow \mathbb{R}^{4d+2d'+1}(w, \xi_w, \xi_z)\) be the naturally induced (push-forward) action

\[
D^\dagger B(w, \xi_w, \xi_z) = \left( B_0(w) + b_0, B_0^\dagger(\xi_w - ^t C_0(\xi_z), \xi_z) \right)
\]

on the partial cotangent bundle \(\mathbb{R}^{4d+2d'+1}(w, \xi_w, \xi_z)\). We consider the \(L^2\)-normalized transfer operators \(L_B\) and \(L_{D^\dagger B}\) defined in (4.15) with \(A\) replaced by \(B\) and \(D^\dagger B\) respectively. The lift \(L_B^{\text{lift}}\) of the operator \(L_B\) with respect to the partial Bargmann transform \(\mathfrak{B}\) is defined by

\[
L_B^{\text{lift}} := L_B \circ \mathfrak{B} \circ \mathfrak{B}^* : \mathbb{R}^{4d+2d'+1}(w, \xi_w, \xi_z) \rightarrow \mathbb{R}^{4d+2d'+1}(w, \xi_w, \xi_z)
\]
and makes the following diagram commutes:

\[
\begin{array}{ccc}
L^2(\mathbb{R}^{4d+2d'+1}) & \xrightarrow{L_B^{\text{lift}}} & L^2(\mathbb{R}^{4d+2d'+1}) \\
\mathcal{B} & \uparrow & \mathcal{B} \\
L^2(\mathbb{R}^{2d+d'+1}) & \xrightarrow{L_B} & L^2(\mathbb{R}^{2d+d'+1}).
\end{array}
\]

The next lemma is a consequence of Lemma 4.4 and gives an expression of \(L_B^{\text{lift}}\).

**Lemma 4.7** The lift \(L_B^{\text{lift}} := \mathcal{B} \circ L_B \circ \mathcal{B}^*\) is expressed as

\[
L_B^{\text{lift}} v(w, \xi_w, \xi_z) = d(B_0) \cdot e^{-i(\langle \xi_z \rangle/2)\xi_w \cdot b_0 - i\langle \xi_z \rangle \cdot (C_0 B_0^{-1} (w - b_0) + c_0)} \cdot \mathcal{P} \circ L_{D^\dagger B} \circ \mathcal{P} v(w, \xi_w, \xi_z).
\]

If \(B\) is isometric, we have \([\mathcal{P}, L_{D^\dagger B}] = 0\) and therefore

\[
L_B^{\text{lift}} v = e^{-i(\langle \xi_z \rangle/2)\xi_w \cdot b_0 - i\langle \xi_z \rangle \cdot (C_0 B_0^{-1} (w - b_0) + c_0)} \cdot L_{D^\dagger B} \circ \mathcal{P} v(w, \xi_w, \xi_z).
\]

**Remark 4.8** The relation between (the lift of) the transfer operator \(L_B\) and its canonical map \(D^\dagger B\) given in the lemma above realizes the idea explained in the latter part of Sect. 2 in a simple setting. Here note that the kernel of the partial Bargmann projector \(\mathcal{P}\) is of the form \(k(w', \xi_w'; w, \xi_w) \cdot \delta(\xi_z' - \xi_z)\) and we have

\[
k(w', \xi_w'; w, \xi_w) \leq C_v \langle \langle \xi_z \rangle^{1/2} | w - w' \rangle \rangle^{-v} \cdot \langle \langle \xi_z \rangle^{1/2} | \xi_w - \xi_w' \rangle \rangle^{-v}
\]

for arbitrarily large \(v > 0\), where \(C_v\) is a constant depending on \(v\).

### 4.4 A coordinate change on the phase space

**4.4.1 The lift of the transfer operators \(L^t\) and the trapped set**

Let us now consider the family of transfer operators \(L^t\) defined in (4.9) and its lift with respect to the partial Bargmann transform:

\[
(L^t)^{\text{lift}} = \mathcal{B} \circ L^t \circ \mathcal{B}^*.
\]

Below we keep in mind that \(L^t\) is a model of the transfer operator \(L^t_{0,0}\) viewed in the local coordinate charts. As we explained at the end of Sect. 2, we mainly consider the action of the transfer operator \(L^t\) on the wave packets (with high
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In our linear model, we understand that the hyperplane

\[
\{ (x, y, z) \in \mathbb{R}^{2d+d'+1} \mid y = 0 \} \subset \mathbb{R}^{2d+d'+1}_{(x,y,z)}
\]

corresponds to the section \( e_\mu \) in the global setting. Then the trapped set \( X_0 \), which corresponds to \( X \) in (2.8), must be

\[
X_0 := \left\{ \mu \cdot p^*_{(x,z)} \alpha_0(x, 0, z) \mid \mu \in \mathbb{R}, \ (x, z) \in \mathbb{R}^{2d+1} \right\}.
\]

Since we consider the rescaled coordinates, as mentioned in Remark 4.5, the subset \( X_0 \) is given by the equations

\[
(\xi_z) p = -\xi_z q, \quad (\xi_z) q = \xi_z p, \quad y = 0, \quad \xi_y = 0, \quad \xi_z \neq 0
\]  

(4.22)

in the coordinates \((q, p, y, \xi_q, \xi_p, \xi_z)\) on \( \mathbb{R}^{4d+2d'+1} \).

By Lemma 4.7, the lift \( (L^t)^{\text{lift}} \) of \( L^t \) is expressed as a composition of the transfer operator \( L D^\dagger B_t \) with the Bargmann projectors \( \mathcal{P} \) and some multiplication operator, where \( D^\dagger B_t \) is the linear map

\[
D^\dagger B_t : \mathbb{R}^{4d+2d'+1} \rightarrow \mathbb{R}^{4d+2d'+1},
\]

\[
D^\dagger B_t : \mathbb{R}^{4d+2d'+1}(w, \xi_w, \xi_z) = (B^t w, B^\dagger_0 \xi_w, \xi_z)
\]

with \( B_0 := A \oplus A^\dagger \oplus \hat{A} : \mathbb{R}^{2d+d'}_w \rightarrow \mathbb{R}^{2d+d'}_w \) and \( B^\dagger_0 := (B_0)^{-1} \). Note that this linear map \( D^\dagger B^t \) preserves the trapped set \( X_0 \).

Let us consider the level sets of the coordinate \( \xi_z \),

\[
Z_c := \{(x, y, \xi_x, \xi_y, \xi_z) \in \mathbb{R}^{4d+2d'+1} \mid \xi_z = c \},
\]

which is preserved by \( D^\dagger B^t \). This level set \( Z_c \) carries the canonical symplectic form \( dw \wedge d\xi_w \), which is also preserved by \( D^\dagger B^t \). Observe that the subspace \( X_0 \cap Z_c \) is a symplectic subspace of \( Z_c \) with respect to this symplectic structure, provided \( c \neq 0 \). (This is a consequence of the fact that \( \alpha_0 \) is a contact form). Hence the action of \( D^\dagger B^t \) restricted to each \( Z_c \) with \( c \neq 0 \) preserves the decomposition

\[
Z_c = (X_0 \cap Z_c) \oplus (X_0 \cap Z_c)^\perp
\]  

(4.23)

where \((X_0 \cap Z_c)^\perp \) denotes the symplectic orthogonal of the subspace \((X_0 \cap Z_c)\):

\[
(X_0 \cap Z_c)^\perp := \{ v \in Z_c \mid dw \wedge d\xi_w(v, v') = 0 \ \forall v' \in X_0 \cap Z_c \}.
\]
The restriction of $D^+B'$ to the subspace $(X_0 \cap Z_c)$ describes the dynamics inside the trapped set, while that to the symplectic orthogonal $(X_0 \cap Z_c)^{\perp}$ describes the dynamics in the transverse (or normal) directions.

**Remark 4.9** Notice that the symplectic decomposition (4.23) does not make good sense when $c = 0$. Correspondingly we have to treat the hyperplane $Z_0 = \{\xi = 0\}$ as an exceptional set when we consider this decomposition.

### 4.4.2 A new coordinate system

From the observation above (and the argument in [18, Chapters 2 and 4]), we introduce the coordinates on $\mathbb{R}^{4d+2d'+1}_{(w,\xi w,\xi z)}$,

$$\zeta = (\zeta_p, \xi_p) \in \mathbb{R}^{2d}, \quad \nu = (\nu_q, \nu_p) \in \mathbb{R}^{2d}, \quad \text{and} \quad (\tilde{y}, \tilde{\xi} y) \in \mathbb{R}^{2d'} = \mathbb{R}^{d'} \oplus \mathbb{R}^{d'}$$

as follows. On the region $\xi_z \geq 0$, we define

$$\zeta_p = 2^{-1/2} (\xi_z)^{-1/2} (\langle \xi_z \rangle \xi_p + \xi_z q), \quad \zeta_q = 2^{-1/2} (\xi_z)^{-1/2} (\langle \xi_z \rangle \xi_q - \xi_z p),$$

$$\nu_q = 2^{-1/2} (\xi_z)^{-1/2} (\xi_z q - \langle \xi_z \rangle \xi_p), \quad \nu_p = 2^{-1/2} (\xi_z)^{-1/2} (\xi_z p + \langle \xi_z \rangle \xi_q),$$

$$\tilde{y} = \langle \xi_z \rangle^{1/2} y, \quad \tilde{\xi} y = \langle \xi_z \rangle^{1/2} \xi y$$

while, on the region $\xi_z < 0$, we modify the definitions of $\zeta_p$ and $\nu_q$ as

$$\zeta_p = -2^{-1/2} (\xi_z)^{-1/2} (\langle \xi_z \rangle \xi_p + \xi_z q), \quad \nu_q = -2^{-1/2} (\xi_z)^{-1/2} (\xi_z q - \langle \xi_z \rangle \xi_p),$$

by changing the signs, but keep the other definitions of $\zeta_q$, $\nu_p$, $\tilde{y}$ and $\tilde{\xi} y$.

**Remark 4.10** Basically we consider these new coordinates on the region $|\xi_z| \geq 2$ where $\langle \xi_z \rangle = |\xi_z|$. But we defined them also on the region $|\xi_z| \leq 2$ for convenience in some definitions below (see Definition 4.13). Note that, if $\xi_z \geq 2$ or $\xi_z \leq -2$, we have $\langle \xi_z \rangle = |\xi_z| = \pm \xi z$ and the relations in the definitions above become simpler.

The coordinates $(\nu, \zeta, \tilde{y}, \tilde{\xi} y, \xi z)$ above are defined so that the following hold on the region $|\xi z| \geq 2$:

1. The trapped set $X_0$ is characterized by the equation $(\zeta, y, \xi y) = (0, 0, 0)$.
2. The coordinate change transformation preserves the canonical symplectic form and the Riemann metric on $Z_c$ up to multiplication by the factor $|\xi z|$, that is, on each of the level set $Z_c$ with $|c| \geq 2$, we have

$$|\xi z| (dx \wedge d\xi x + dy \wedge d\xi y) = d\zeta_p \wedge d\xi q + d\nu q \wedge d\nu p + d\tilde{y} \wedge d\tilde{\xi} y$$
and

\[ |\xi_z| \left( |dx|^2 + |d\xi_x|^2 + |dy|^2 + |d\xi_y|^2 \right) = |d\zeta|^2 + |dv|^2 + |d\tilde{y}|^2 + |d\tilde{\xi}|^2. \]

(3) the volume form in (4.18) is written

\[ dm = (2\pi)^{-(2d+d'+1)}dv d\tilde{y} d\zeta d\xi d\tilde{\xi}. \] (4.26)

(4) the \( \zeta_p, \nu_q \) and \( \tilde{\xi}_y \) axes are the expanding directions whereas the \( \zeta_q, \nu_p \) and \( \tilde{y} \) axes are the contracting directions.

We write the corresponding coordinate change transformation as

\[
\Phi : \mathbb{R}^{4d+2d'+1} \rightarrow \mathbb{R}^{4d+2d'+1},
\]

\[
\Phi(x, y, \xi, \eta) = ((\nu, \xi), ((\zeta, \tilde{\xi})), (\nu, \tilde{y})), \xi_z),
\]

where the order and combination of the variables on the right-hand side is chosen for convenience in the argument below.

**Remark 4.11** Below we sometimes restrict our attention to the functions supported on the region \( |\xi_z| \geq 2 \). We use the subscript \( \dagger \) to remind such restriction. For instance, we write \( L^2_{\dagger}(\mathbb{R}^{4d+2d'+1}) \) for the subspace of \( L^2(\mathbb{R}^{4d+2d'+1}) \) that consists of functions supported on the region \( |\xi_z| \geq 2 \). Correspondingly we let \( L^2_{\dagger}(\mathbb{R}^{2d+d'+1}) \) be the preimage of \( L^2_{\dagger}(\mathbb{R}^{4d+2d'+1}) \) with respect to the partial Bargmann transform \( B \).

The pull-back operator by \( \Phi \) restricted to the region \( |\xi_z| \geq 2 \),

\[
\Phi^* : L^2_{\dagger} \left( \mathbb{R}^{4d+2d'+1} \right) \rightarrow L^2_{\dagger} \left( \mathbb{R}^{2d+d'+1} \right), \quad \Phi^* u = u \circ \Phi,
\]

is a unitary operator, because the norm on \( L^2(\mathbb{R}^{4d+2d'+1}) \) is defined by using the volume form (4.26).

**4.4.3 A tensorial decomposition of the transfer operator \( L^t \)**

In the next lemma, we express the transfer operator \( L^t \) as a tensor product of three simple operators. This is a consequence of the fact that \( D^\dagger B^t \) preserves the symplectic decomposition (4.23). In the statement below, we write \( \mathcal{B}^{(d)}_1 \) for the Bargmann transform defined in (4.12) with \( D = d \) and \( \hbar = 1 \) and let \( P^{(d)}_1 \) be the corresponding Bargmann projector defined in (4.13).
Lemma 4.12 [18, Propositions 4.3.1 and 7.1.2] The transformation $\Phi^*$ above satisfies

$$
\mathcal{B} \circ \Phi^* = \Phi^* \circ \left( \mathcal{B}_1^{(2d+d')} \otimes \text{Id} \right) = \Phi^* \circ \left( \mathcal{B}_1^{(d)} \otimes \mathcal{B}_1^{(d+d')} \otimes \text{Id} \right)
$$

(4.27)
on $L_2^2(\mathbb{R}^{4d+2d'+1})$ and is an isomorphism between the images of the operators

$$
\mathcal{B}_1^{(d)} \otimes \mathcal{B}_1^{(d+d')} \otimes \text{Id} : L_2^2 \left( \mathbb{R}^{2d+d'+1}((v_q, (\xi_p, \xi_y), \xi_z)) \right) \rightarrow L_2^2 \left( \mathbb{R}^{4d+2d'+1}((v_q, (\xi_p, \xi_y), (\xi_q, \xi_y), \xi_z)) \right)
$$

and

$$
\mathcal{B} : L_2^2 \left( \mathbb{R}^{2d+d'+1}(x, y, z) \right) \rightarrow L_2^2 \left( \mathbb{R}^{4d+2d'+1}(x, y, \xi_x, \xi_y, \xi_z) \right).
$$

The operator

$$
\mathcal{U} = \mathcal{B}^* \circ \Phi^* \circ \left( \mathcal{B}_1^{(d)} \otimes \mathcal{B}_1^{(d+d')} \otimes \text{Id} \right)
$$

: $L_2^2 \left( \mathbb{R}^{2d+d'+1}(x, y, z) \right) \rightarrow L_2^2 \left( \mathbb{R}^{2d+d'+1}(x, y, z) \right)
$$

is a unitary operator and makes the following diagram commute:

$$
\begin{array}{ccc}
L_2^2 \left( \mathbb{R}^{2d+d'+1}(x, y, z) \right) & \xrightarrow{\mathcal{U}} & L_2^2 \left( \mathbb{R}^{2d+d'+1}(v_q, (\xi_p, \xi_y), \xi_z) \right) \\
\downarrow & & \downarrow \\
L_2^2 \left( \mathbb{R}^{2d+d'+1}(x, y, z) \right) & \xrightarrow{\mathcal{U}} & L_2^2 \left( \mathbb{R}^{2d+d'+1}(v_q, (\xi_p, \xi_y), \xi_z) \right)
\end{array}
$$

where the operator $\mathcal{U}'$ is defined by

$$
\mathcal{U}' = \frac{|\det A|^{1/2}}{|\det \widehat{A}|^{1/2}} \cdot L_A \otimes (L_{A \oplus \widehat{A}}^\dagger) \otimes e^{i\xi_z t},
$$

writing $L_A$ and $L_{A \oplus \widehat{A}}^\dagger$ for the $L^2$-normalized transfer operators defined by

$$
L_A u = \frac{1}{|\det A|^{1/2}} \cdot u \circ A^{-1}, \quad L_{A \oplus \widehat{A}}^\dagger u = \frac{|\det \widehat{A}|^{1/2}}{|\det A|^{1/2}} \cdot u \circ (A \oplus \widehat{A})^{-1}.
$$

For the proof, we refer [18, Propositions 7.1.2 and 4.3.1].
4.5 Anisotropic Sobolev space $\mathcal{H}^r(\mathbb{R}^{2d+d'+1})$

We introduce the anisotropic Sobolev spaces in order to study spectral properties of transfer operators. This kind of Hilbert spaces have been introduced (in the context of dynamical systems) by Baladi [3] and the related argument is developed in the papers [4,5,14,15,42]. This is a kind of (generalized) Sobolev space with the weight function adapted to hyperbolicity of the dynamics (and is anisotropic accordingly). Note that the anisotropic Sobolev space is not contained in the space of usual functions but contained in the space of distributions.

4.5.1 The definition of the anisotropic Sobolev space

For each $r > 0$, we will define the anisotropic Sobolev space $\mathcal{H}^r(\mathbb{R}^{2d+d'+1})$. For the construction below, we do not need any assumption on the range of the parameter $r$. But, for the argument in the later subsections, we assume

$$r > 2 + 2(2d + d')$$  \hspace{1cm} (4.28)

and also

$$\lambda^{r-1} > |\det A| \cdot |\det \hat{A}|^{-1}$$  \hspace{1cm} (4.29)

in relation to the affine transformation $B'$ given in (4.8).

For each $\tau > 0$, let us consider the cones

$$C_+^{\{d+d',d+d\}}(\tau) = \{(\xi_p, \xi_y, \xi_q, \xi_y) \in \mathbb{R}^{2d+2d'} \mid |(\xi_q, \xi_y)| \leq \tau \cdot |(\xi_p, \xi_y)|\}$$  \hspace{1cm} (4.30)

and

$$C_-^{\{d+d',d+d\}}(\tau) = \{(\xi_p, \xi_y, \xi_q, \xi_y) \in \mathbb{R}^{2d+2d'} \mid |(\xi_p, \xi_y)| \leq \tau \cdot |(\xi_q, \xi_y)|\}$$  \hspace{1cm} (4.31)

in $\mathbb{R}^{2d+2d'}$ equipped with the coordinates $\xi_p, \xi_q \in \mathbb{R}^d$ and $\xi_y, \xi_y \in \mathbb{R}^{d'}$. Next we take and fix a $C^\infty$ function on the projective space $\mathbb{P}(\mathbb{R}^{2d+2d'})$,

$$\text{ord} : \mathbb{P}(\mathbb{R}^{2d+2d'}) \to [-1, 1]$$

so that

$$\text{ord} \left( [(\xi_p, \xi_y, \xi_q, \xi_y)] \right) = \begin{cases} -1, & \text{if } (\xi_p, \xi_y, \xi_q, \xi_y) \in C_+^{\{d+d',d+d\}}(1/2); \\ +1, & \text{if } (\xi_p, \xi_y, \xi_q, \xi_y) \in C_-^{\{d+d',d+d\}}(1/2) \end{cases}$$  \hspace{1cm} (4.32)
and that
\[
\text{ord} \left( \frac{\left( \zeta'_p, \tilde{\xi}_y, \zeta'_q, \tilde{\eta} \right)}{\left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta} \right)} \right) \leqj \text{ord} \left( \frac{\left( \zeta'_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta} \right)}{\left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta} \right)} \right)
\] if \( \frac{|\zeta'_p, \tilde{\xi}_y, \zeta'_q|}{|\zeta_p, \tilde{\xi}_y, \zeta_q|} \leq \frac{|\zeta_q, \tilde{\eta}|}{|\zeta_p, \tilde{\xi}_y|}. \)

We then consider the smooth function
\[
W^r : \mathbb{R}^{2d+2d} \to \mathbb{R}_+, \quad W^r(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) = \langle |(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta})|^r \cdot \text{ord}(\langle \zeta_q, \tilde{\eta} \rangle) \rangle.
\]

By definition, we have that
\[
W^r(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) = \begin{cases} 
\langle |(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta})|^r \rangle & \text{on } C_+^{(d+d',d+d')} (1/2); \\
\langle |(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta})|^{r'} \rangle & \text{on } C_-^{(d+d',d+d')} (1/2).
\end{cases}
\]

A simple (but important) property of the function \( W^r \) is that we have
\[
W^r \left( ((A \oplus \tilde{A}) \oplus (A \oplus \tilde{A})^\dagger) \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta} \right) \right) \leq C_0 \lambda^{-r} \cdot W^r(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta})
\] (4.33)

when \( A \) and \( \tilde{A} \) satisfy (4.6) with some \( \lambda \geq 1 \) and \( (\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) \in \mathbb{R}^{2d+2d'} \) is sufficiently far from the origin, where \( C_0 > 0 \) is a constant independent of \( A \) and \( \tilde{A} \). Another important property is that it is rather smooth in the sense that we have
\[
W^r(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) \leq C_0 \cdot W^r(\zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{\eta}') \cdot \left( \left( \langle |(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta})|^r \right) - \langle |(\zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{\eta}')|^r \right)^{2r}
\] (4.34)

for some constant \( C_0 > 0. \)

**Definition 4.13** (Anisotropic Sobolev space) Let \( \mathcal{W}^r : \mathbb{R}^{4d+2d'+1} \to \mathbb{R}_+ \) be the function defined by
\[
\mathcal{W}^r(x, y, \xi_x, \xi_y, \xi_z) = (1 \otimes W^r \otimes 1) \circ \Phi(x, y, \xi_x, \xi_y, \xi_z)
\] 
\[
= W^r(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta})
\]

where the variables \( (\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) \) in the rightmost term are those defined by (4.24). We define the anisotropic Sobolev norm \( \| \cdot \|_{\mathcal{W}^r} \) on \( \mathcal{S}(\mathbb{R}^{2d+2d'+1}) \) by

\(^{17} \text{Notice that this function } \mathcal{W}^r \text{ is continuous despite of the discontinuity of the coordinates } (\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) \text{ at points on the hyperplane } \xi_z = 0. \)
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\[ \|u\|_{\mathcal{H}^r} := \|W^r \cdot \mathcal{B} u\|_{L^2}. \]

The anisotropic Sobolev space \( \mathcal{H}^r(\mathbb{R}^{2d+d'+1}) \) is the Hilbert space obtained as the completion of the Schwartz space \( S(\mathbb{R}^{2d+d'+1}) \) with respect to this norm.

By definition, the partial Bargmann transform \( \mathcal{B} \) extends to an isometric embedding

\[ \mathcal{B} : \mathcal{H}^r(\mathbb{R}^{2d+d'+1}) \to L^2(\mathbb{R}^{4d+2d'+1}, (W^r)^2) \]

where \( L^2(\mathbb{R}^{4d+2d'+1}, (W^r)^2) \) denotes the weighted \( L^2 \) space

\[ L^2(\mathbb{R}^{4d+2d'+1}, (W^r)^2) = \left\{ u \in L^2_{\text{loc}}(\mathbb{R}^{4d+2d'+1}) \mid \|W^r \cdot u\|_{L^2} < \infty \right\}. \]

(Note that the \( L^2 \) norm on \( \mathbb{R}^{4d+2d'+1} \) is defined with respect to the volume form \( d\mathbf{m} \) in (4.18)).

4.5.2 Variants of \( \mathcal{H}^r(\mathbb{R}^{2d+d'+1}) \)

The anisotropic Sobolev spaces \( \mathcal{H}^r(\mathbb{R}^{2d+d'+1}) \) introduced above are quite useful when we consider the spectral properties of the transfer operators for hyperbolic maps or flows. But, in using them, one has to be careful that they have singular properties related to their anisotropic nature. For instance, even if a linear map \( B : \mathbb{R}^{2d+d'+1} \to \mathbb{R}^{2d+d'+1} \) is close to the identity, the action of the associated transfer operator \( L_B \) on them can be unbounded. This actually leads to various problems. In order to do with such problems, we introduce variants \( \mathcal{H}^r,\sigma(\mathbb{R}^{2d+d'+1}) \) of \( \mathcal{H}^r(\mathbb{R}^{2d+d'+1}) \) below. We consider the index set

\[ \Sigma_0 = \{-1, 0, +1\} \subset \Sigma = \{-2, -1, 0, +1, +2\}. \] (4.35)

For \( \sigma \in \Sigma \), we define \( \text{ord}^\sigma : \mathbb{P}(\mathbb{R}^{2d+2d'}) \to [-1, 1] \) by

\[ \text{ord}^\sigma \left( \left[ \left( \zeta_p, \tilde{\xi}_y, \xi_q, \tilde{\gamma} \right) \right] \right) = \text{ord} \left( \left[ \left( 2^{-\sigma/2} \zeta_p, 2^{-\sigma/2} \tilde{\xi}_y, 2^{+\sigma/2} \xi_q, 2^{+\sigma/2} \tilde{\gamma} \right) \right] \right) \]

so that we have

\[ \text{ord}^{\sigma'} \left( \left[ \left( \zeta_p, \tilde{\xi}_y, \xi_q, \tilde{\gamma} \right) \right] \right) \leq \text{ord}^\sigma \left( \left[ \left( \zeta_p, \tilde{\xi}_y, \xi_q, \tilde{\gamma} \right) \right] \right) \quad \text{if } \sigma' \leq \sigma. \] (4.37)
(Here we use the factor $2^{\pm 1/2}$ for concreteness, but it could be any real number greater than 1). We define

$$W^{r,\sigma} : \mathbb{R}^{2d+2d'} \to \mathbb{R}_+,$$

$$W^{r,\sigma} \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\gamma} \right) = \left\{ \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\gamma} \right) \right\}^{\text{ord}^r} \left[ \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\gamma} \right) \right].$$

From (4.37), we have

$$W^{r,\sigma'} \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\gamma} \right) \leq W^{r,\sigma} \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\gamma} \right) \text{ if } \sigma' \leq \sigma. \quad (4.38)$$

These functions also satisfy the properties parallel to (4.33) and (4.34).

The functions $W^{r,\sigma}(\cdot)$, the norms $\| \cdot \|_{\mathcal{H}^{r,\sigma}}$ and the Hilbert spaces $\mathcal{H}^{r,\sigma}(\mathbb{R}^{2d+d'+1})$ are defined in the same manner as $W^r$, $\| \cdot \|_{\mathcal{H}^r}$ and $\mathcal{H}^r(\mathbb{R}^{2d+d'+1})$ respectively, with the function $W^r(\cdot)$ replaced by $W^{r,\sigma}(\cdot)$. In particular, we have

$$W^{r,0}(\cdot) = W^{r}(\cdot), \quad W^{r,0} = W^r, \quad \mathcal{H}^{r,0} \left( \mathbb{R}^{2d+d'+1} \right) = \mathcal{H}^r \left( \mathbb{R}^{2d+d'+1} \right).$$

From (4.38), we have

$$\| u \|_{\mathcal{H}^{r',\sigma'}} \leq \| u \|_{\mathcal{H}^{r,\sigma}} \text{ if } \sigma' \leq \sigma, \quad (4.39)$$

and hence

$$\mathcal{H}^{r,\sigma} \left( \mathbb{R}^{2d+d'+1} \right) \subset \mathcal{H}^{r',\sigma'} \left( \mathbb{R}^{2d+d'+1} \right) \text{ if } \sigma' \leq \sigma.$$

The partial Bargmann transform $\mathcal{B}$ extends to isometric embeddings

$$\mathcal{B} : \mathcal{H}^{r,\sigma} \left( \mathbb{R}^{2d+d'+1} \right) \to L^2 \left( \mathbb{R}^{4d+2d'+1}, (W^r)^2 \right) \text{ for } \sigma \in \Sigma.$$

### 4.6 The spectral structure of the transfer operator $L^r$

We now discuss about the spectral properties of the transfer operator $L^r$, defined in (4.9), on the anisotropic Sobolev spaces $\mathcal{H}^{r,\sigma}(\mathbb{R}^{2d+d'+1})$. First we recall a few results from [18, Chapters 4 and 7]. Let $H^{r,\sigma}(\mathbb{R}^{d+d'})$ be the completion of the space $S(\mathbb{R}^{d+d'})$ with respect to the norm

$$\| u \|_{H^{r,\sigma}} = \| W^{r,\sigma} \cdot \mathcal{B}^{(d+d')} u \|_{L^2}.$$
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From the definition of $\mathcal{W}^{r,\sigma}$, the commutative diagram in Lemma 4.12 extends naturally to 

\[
\mathcal{H}_{r,\sigma}^{\hat{\tau}} \left( \mathbb{R}^{2d+d'+1}_{(x,y,z)} \right) \xleftarrow{\mathbb{U}} L^2 \left( \mathbb{R}^d_{t_{\nu}} \right) \otimes H^{r,\sigma} \left( \mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)} \right) \otimes L^2_\tau \left( \mathbb{R}_{\xi_z} \right) \\
\quad \downarrow L' \\
\mathcal{H}_{r,\sigma'}^{\hat{\tau}} \left( \mathbb{R}^{2d+d'+1}_{(x,y,z)} \right) \xleftarrow{\mathbb{U}} L^2 \left( \mathbb{R}^d_{t_{\nu}} \right) \otimes H^{r,\sigma'} \left( \mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)} \right) \otimes L^2_\tau \left( \mathbb{R}_{\xi_z} \right)
\]

(4.40)

if $t \geq 0$ and $\sigma' \leq \sigma$, where $\mathbb{U}$ is an isomorphism (Here we use the subscript $\hat{\tau}$ in $\mathcal{H}_{r,\sigma}^{\hat{\tau}} (\mathbb{R}^{2d+d'+1}_{(x,y,z)})$ in the same meaning as noted in Remark 4.11).

Therefore the operator $L' : \mathcal{H}^{r,\sigma} \left( \mathbb{R}^{2d+d'+1}_{(x,y,z)} \right) \to \mathcal{H}^{r,\sigma'} \left( \mathbb{R}^{2d+d'+1}_{(x,y,z)} \right)$ is identified with the tensor product of the three operators

\[
L_A : L^2 \left( \mathbb{R}^d_{t_{\nu}} \right) \to L^2 \left( \mathbb{R}^d_{t_{\nu}} \right), 
\]

\[
L := \frac{|\det A|^{1/2}}{|\det A'|^{1/2}} \cdot L_A \otimes L_{A'} : H^{r,\sigma} \left( \mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)} \right) \to H^{r,\sigma'} \left( \mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)} \right),
\]

(4.42)

and

\[
e^{i\xi_z t} \cdot \text{Id} : L^2_\tau \left( \mathbb{R}_{\xi_z} \right) \to L^2_\tau \left( \mathbb{R}_{\xi_z} \right).
\]

(4.43)

The first and third operators are unitary. In [18, Chapter 3], we studied the second operator $L$ to some detail, which we recall below.

Let us consider the projection operator

\[
T_0 : \mathcal{S} \left( \mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)} \right) \to \mathcal{S} \left( \mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)} \right)', \quad T_0(u)(x) = u(0) \cdot 1
\]

(4.44)

where $1$ denotes the constant function on $\mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)}$ with value $1$. This is a simple operation that extracts the constant term in the Taylor expansion of a function at the origin. Letting $\mathcal{B}_1^{(d+d')} : L^2 \left( \mathbb{R}^{d+d'}_{(\zeta_p,\xi_y)} \right) \to L^2 \left( \mathbb{R}^{2d+2d'}_{(\zeta_p,\xi_y,\zeta_q,\bar{\gamma})} \right)$ be the Bargmann transform with $\hbar = 1$, we set

\[
T_0^{\text{lift}} := \mathcal{B}_1^{(d+d')} \circ T_0 \circ \left( \mathcal{B}_1^{(d+d')} \right)^* : L^2 \left( \mathbb{R}^{2d+2d'}_{(\zeta_p,\xi_y,\zeta_q,\bar{\gamma})} \right) \to L^2 \left( \mathbb{R}^{2d+2d'}_{(\zeta_p,\xi_y,\zeta_q,\bar{\gamma})} \right).
\]

(4.45)
(Here we regard $\zeta_q$ and $\tilde{y}$ as the dual variable of $\zeta_p$ and $\tilde{\xi}_y$ respectively). Clearly it makes the following diagram commutes:

\[
\begin{array}{c}
\begin{array}{c}
L^2 \left( \mathbb{R}^{2d+2d'} \right) \xrightarrow{T_0^\text{lift}} L^2 \left( \mathbb{R}^{2d+2d'} \right) \\
\uparrow \quad \uparrow
\end{array}
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
L^2 \left( \mathbb{R}^{d+d'} \right) \xrightarrow{T_0} L^2 \left( \mathbb{R}^{d+d'} \right)
\end{array}
\end{array}
\]

\[ (4.46) \]

**Lemma 4.14** ([18, Lemma 3.4.2 and its proof]) *The operator $T_0^\text{lift}$ is written as an integral operator*

\[
T_0^\text{lift} u \left( \zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{y}' \right) = \int K_+ \left( \zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{y}' \right) K_- \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y} \right) u \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y} \right) d\zeta_p d\tilde{\xi}_y d\zeta_q d\tilde{y}
\]

where the functions $K_{\pm}(\cdot)$ satisfy, for any $\sigma, \sigma' \in \Sigma$, that

\[
W^{r,\sigma'} \left( \zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{y}' \right) \cdot K_+ \left( \zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{y}' \right) \leq C_0 \left( \left( \zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{y}' \right) \right)^{-r}
\]

\[ (4.47) \]

and

\[
W^{r,\sigma} \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y} \right)^{-1} \cdot K_- \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y} \right) \leq C_0 \left( \left( \zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y} \right) \right)^{-r}
\]

\[ (4.48) \]

for a constant $C_0 > 0$. Hence, for any $\sigma, \sigma' \in \Sigma$, $T_0^\text{lift}$ extends to a rank-one operator

\[
T_0^\text{lift} : L^2 \left( \mathbb{R}^{2d+2d'}, (W^{r,\sigma})^2 \right) \rightarrow L^2 \left( \mathbb{R}^{2d+2d'}, (W^{r,\sigma'})^2 \right). 
\]

**Corollary 4.15** *The operator $T_0$ extends naturally to a rank-one operator*

\[
T_0 : H^{r,\sigma} \left( \mathbb{R}^{d+d'} \right) \rightarrow H^{r,\sigma'} \left( \mathbb{R}^{d+d'} \right) \quad \text{for any} \quad \sigma, \sigma' \in \Sigma.
\]

The next lemma is a rephrase of the main statement in [18, Chapter 3]. Note that $A \oplus \hat{A}^\dagger : \mathbb{R}^{d+d'} \rightarrow \mathbb{R}^{d+d'}$ is an expanding map satisfying (4.6) for some $\lambda \geq 1$. 
Lemma 4.16 ([18, Proposition 3.4.6 and Section 4])

1. The operator \( \tilde{L} \) in (4.42) extends to a bounded operator \( \tilde{L} : H^{r,\sigma} (\mathbb{R}^{d+d'}) \rightarrow H^{r,\sigma'} (\mathbb{R}^{d+d'}) \) for \( \sigma, \sigma' \in \Sigma \) with \( \sigma' \leq \sigma \) and the operator norm is bounded by a constant independent of \( A \). Further, if \( \lambda \) is sufficiently large, say \( \lambda > 10 \), then this is true for any \( \sigma, \sigma' \in \Sigma \).

2. The operator \( \tilde{L} : H^{r,\sigma} (\mathbb{R}^{d+d'}) \rightarrow H^{r,\sigma'} (\mathbb{R}^{d+d'}) \) commutes with \( T_0 \).

And it preserves the decomposition \( H^{r,\sigma} (\mathbb{R}^{d+d'}) = H_0 \oplus H_1 \) where

\[ H_0 = \text{Im} T_0 = \{ c \cdot 1 \mid c \in \mathbb{C} \} \text{ and } H_1 = \text{Ker } T_0 = \left\{ u \in H^{r,\sigma} (\mathbb{R}^{d+d'}) \mid u(0) = 0 \right\}. \]

Further we have that

(i) the restriction of \( \tilde{L} \) to \( H_0 \) is the identity, and that

(ii) the restriction of \( \tilde{L} \) to \( H_1 \) is contracting in the sense that

\[ \| \tilde{L}u \|_{H^{r,\sigma}} \leq C_0 \cdot (1/\lambda) \cdot \| u \|_{H^{r,\sigma}} \text{ for all } u \in H_1, \]

where \( C_0 \) is a constant independent of \( A \) and \( \hat{A} \).

From the last lemma and the commutative diagram (4.40), we conclude the next theorem. This is the counterpart of Theorem 2.2 for the operator \( L^t \) as a (local) linearized model of the transfer operator \( L^t \). We consider the projection operator

\[ \mathcal{J}_0 = U \circ (\text{Id} \otimes T_0 \otimes \text{Id}) \circ U^{-1} : \mathcal{S}_\lambda \left( \mathbb{R}^{2d+d'+1} (x,y,z) \right) \rightarrow \mathcal{S}_\lambda \left( \mathbb{R}^{2d+d'+1} (x,y,z) \right) \] (4.49)

Theorem 4.17 (1) The operator \( \mathcal{J}_0 \) extends naturally to a bounded operator

\[ \mathcal{J}_0 : \mathcal{H}^{r,\sigma}_\lambda \left( \mathbb{R}^{2d+d'+1} (x,y,z) \right) \rightarrow \mathcal{H}^{r,\sigma'}_\lambda \left( \mathbb{R}^{2d+d'+1} (x,y,z) \right) \text{ for any } \sigma, \sigma' \in \Sigma. \]

(2) \( L^t \) extends to a bounded operator \( L^t : \mathcal{H}^{r,\sigma}_\lambda \left( \mathbb{R}^{2d+d'+1} \right) \rightarrow \mathcal{H}^{r,\sigma'}_\lambda \left( \mathbb{R}^{2d+d'+1} \right) \) for any \( \sigma, \sigma' \in \Sigma \) with \( \sigma' \leq \sigma \) and the operator norms are bounded by a constant independent of \( A \) and \( \hat{A} \). Further, if \( \lambda \) in the assumption (4.6) is sufficiently large, say \( \lambda > 10 \), this is true for any \( \sigma, \sigma' \in \Sigma \).

(3) \( L^t \) commutes with the projection operator \( \mathcal{J}_0 \) and preserves the decomposition

\[ \mathcal{H}^{r,\sigma}_\lambda \left( \mathbb{R}^{2d+d'+1} \right) = \mathcal{H}_0 \oplus \mathcal{H}_1 \text{ where } \mathcal{H}_0 = \text{Im } \mathcal{J}_0 \text{ and } \mathcal{H}_1 = \text{Ker } \mathcal{J}_0. \]
Further we have that

(i) the restriction of $L^t$ to $\mathcal{H}_0$ is a unitary operator, and that
(ii) the restriction of $L^t$ to $\mathcal{H}_1$ is contracting in the sense that

$$\|L^t u\|_{\mathcal{H}^r \sigma} \leq C_0 \cdot (1/\lambda) \cdot \|u\|_{\mathcal{H}^r \sigma} \quad \text{for all} \quad u \in \mathcal{H}_1,$$

where $C_0$ is a constant independent of $A$ and $\hat{A}$.

The lift of the operator $T_0$ with respect to the partial Bargmann transform $\mathcal{B}$ is

$$T_0^{\text{lift}} = \mathcal{B} \circ T_0 \circ \mathcal{B}^* : S^\dagger \left( \mathbb{R}^{4d+2d'+1} \right) \rightarrow S^\dagger \left( \mathbb{R}^{4d+2d'+1} \right).$$

Note that, by the definitions and the relation (4.27), we may write it as

$$T_0^{\text{lift}} = \mathcal{B} \circ U \circ (\text{Id} \otimes T_0 \otimes \text{Id}) \circ U^{-1} \circ \mathcal{B}^* = \Phi^* \circ (\mathcal{P}_1^{(d)} \otimes T_0^{\text{lift}} \otimes \text{Id}) \circ (\Phi^*)^{-1}.$$

The next is a simple consequence of this expression and Lemma 4.14.

**Corollary 4.18** The operator $T_0^{\text{lift}}$ is written as an integral operator

$$T_0^{\text{lift}} u \left( w', \xi'_w, \xi'_z \right) = \int K \left( w', \xi'_w; w, \xi_w, \xi_z \right) u \left( w, \xi_w, \xi_z \right) d \omega d \xi_w$$

and the kernel satisfies, for any $\sigma, \sigma' \in \Sigma$ and $m > 0$, that

$$\mathcal{W}^{r, \sigma'}(w', \xi'_w, \xi'_z) \cdot K(w', \xi'_w; w, \xi_w, \xi_z)$$

$$\leq C_m \langle (\zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{\eta}) \rangle^{-r} \cdot \langle (\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) \rangle^{-r}$$

$$\times (v'_q - v_q, v'_p - v_p)^{-m}$$

$$\leq C'(\langle \xi_z \rangle^{1/2} \cdot |(w', \xi'_w) - (w, \xi_w)|)^{-r}$$

where $C_m > 0$ and $C' > 0$ are constants and where $(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta})$ and $v = (v_q, v_p)$ (resp. $(\zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{\eta})$ and $v' = (v'_q, v'_p)$) are the coordinates of $(w, \xi_w, \xi_z)$ (resp. $(w', \xi'_w, \xi'_z)$) defined in (4.24). In fact, the kernel is written as

$$K(w', \xi'_w; w, \xi_w, \xi_z) = K_+(\zeta'_p, \tilde{\xi}'_y, \zeta'_q, \tilde{\eta}) \cdot K_-(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{\eta}) \cdot k(v', v')$$

where $K_\pm(\cdot)$ are the functions in Lemma 4.14 and $k(v, v')$ is the kernel of the Bargmann projector $\mathcal{P}_1^{(d)}$, which satisfies
\[ |k(v, v')| \leq C_m (v - v')^{-m} \text{ for any } m > 0. \]

### 4.7 Fibered contact diffeomorphism and affine transformations

In this subsection and the next, we prepare a few definitions and related facts for the argument in the following sections. We first introduce the following definition.

**Definition 4.19** We call a \( C^\infty \) diffeomorphism \( f : V \to V' = f(V) \) between open subsets \( V, V' \subset \mathbb{R}^{2d+d'+1} \) a **fibered contact diffeomorphism** if it satisfies the following conditions:

1. \( f \) is written in the form
   \[
   f(x, y, z) = (\tilde{f}(x), \hat{f}(x, y), z + \tau(x)),
   \]
   (4.52)

2. the diffeomorphism
   \[
   \tilde{f} : p_{(x, z)}(V) \to p_{(x, z)}(V'), \quad \tilde{f}(x, z) = (\tilde{f}(x), z + \tau(x))
   \]
   preserves the contact form \( \alpha_0 \) given in (4.5).

**Remark 4.20** We can always extend a fibered contact diffeomorphism \( f : V \to V' \) to \( f : p_{(x, y)}(V) \times \mathbb{R}_z \to p_{(x, y)}(V') \times \mathbb{R}_z \) by the expression (4.52). We will assume this extension in some places.

The diffeomorphism \( \tilde{f} \) above is called the **base diffeomorphism** of \( f \). The diffeomorphism

\[
\tilde{f} : p_{(x, y)}(V) \to p_{(x, y)}(V'), \quad \tilde{f}(x, y) := (\tilde{f}(x), \hat{f}(x, y)) \quad (4.53)
\]

is called the **transversal diffeomorphism** of \( f \). We have the commutative diagrams

\[
\begin{array}{ccc}
V & \xrightarrow{f} & V' \\
p_{(x, z)} & \downarrow & p_{(x, z)} \\
p_{(x, z)}(V) & \xrightarrow{\tilde{f}} & p_{(x, z)}(V')
\end{array}
\quad \quad \quad
\begin{array}{ccc}
V & \xrightarrow{f} & V' \\
p_{(x, y)} & \downarrow & p_{(x, y)} \\
p_{(x, y)}(V) & \xrightarrow{\hat{f}} & p_{(x, y)}(V')
\end{array}
\]

The function \( \tau(x) \) in (4.52) is determined by the transversal diffeomorphism \( \tilde{f} \) up to an additive constant. In particular, we have
Lemma 4.21 ([43, Lemma 4.1]) If \( f : V \to V' \) is a fibered contact diffeomorphism as above and suppose that the transversal diffeomorphism preserves the origin, i.e. \( \tilde{f}(0) = 0 \), then the function \( \tau(x) \) in the expression (4.52) satisfies

\[
D_x \tau(0) = 0, \quad D_x^2 \tau(0) = 0.
\]

Proof The first equality \( D \tau(0) = 0 \) is obvious. The second is also easy to prove but we need a little computation. See the proof of [18, Lemma 5.4.3]. \( \square \)

Next we restrict ourselves to the case of affine transformations and introduce the following definitions.

Definition 4.22 (Groups \( A_0 \supset A_1 \supset A_2 \) of affine transforms on \( \mathbb{R}^{2d+d'+1} \))

1. Let \( A_0 \) be the group of affine transformations \( a : \mathbb{R}^{2d+d'+1}_q \to \mathbb{R}^{2d+d'+1}_q \) that are fibered contact diffeomorphisms (with setting \( V = V' = \mathbb{R}^{2d+d'+1} \)).
2. Let \( A_1 \subset A_0 \) be the subgroup of all the affine transformations in \( A_0 \) of the form

\[
a : \mathbb{R}^{2d+d'+1}_{(q,p,y,z)} \to \mathbb{R}^{2d+d'+1}_{(q,p,y,z)},
\]

\[
a(q, p, y, z) = (Aq + q_0, A^\dagger p + p_0, \tilde{A}y, z + b(q, p) + z_0)
\]

(4.54)

where \( A : \mathbb{R}^d \to \mathbb{R}^d \) and \( \tilde{A} : \mathbb{R}^{d'} \to \mathbb{R}^{d'} \) are unitary transformations, \( b : \mathbb{R}^{2d} \to \mathbb{R} \) is a linear map and \((q_0, p_0, y_0, z_0) \in \mathbb{R}^{2d+d'+1}_{(q,p,y,z)} \) is a constant vector (Recall (4.7) for the definition of \( A^\dagger \)).

3. Let \( A_2 \subset A_1 \) be the subgroup of all the affine transforms \( a \in A_1 \) as above with \( A \) and \( \tilde{A} \) the identities on \( \mathbb{R}^d \) and \( \mathbb{R}^{d'} \) respectively.

Remark 4.23 Suppose that \( a \in A_1 \) is of the form (4.54). Then, from the condition that the base diffeomorphism preserves the contact form \( \alpha_0 \), we see that the linear map \( b(q, p) \) is determined by \( A, p_0 \) and \( q_0 \). In fact, by simple calculation, we find \( b(q, p) = -(A^\dagger A_0 p) \cdot q + (A^{-1} q_0) \cdot p \).

The following fact is easy to check and quite useful.

Lemma 4.24 The transfer operator \( L_a \) for \( a \in A_1 \) (defined by \( L_a u := u \circ a^{-1} \)) extends to a unitary operator on \( \mathcal{H} \) (\( \mathbb{R}^{2d+d'+1} \)) (resp. on \( \mathcal{H} \) (\( \mathbb{R}^{2d+d'+1} \))) and commutes with the projection operator \( \mathcal{T}_0 \), that is, \( L_a \circ \mathcal{T}_0 = \mathcal{T}_0 \circ L_a \).

We use the next lemma in setting up the local charts on \( G \) in the next section.

Lemma 4.25 Let \( \ell \) and \( \ell' \) be \( d \)-dimensional subspaces in \( T_w \mathbb{R}^{2d+d'+1} \) at a point \( w \in \mathbb{R}^{2d+d'+1} \). Suppose that the projection \( p_{(x,z)} : \mathbb{R}^{2d+d'+1} \to \mathbb{R}^{2d+1} \)
The semiclassical zeta function... maps \( \ell \) and \( \ell' \) bijectively onto the images \( p_{(x,z)}(\ell) \) and \( p_{(x,z)}(\ell') \) and that we have

\[
p_{(x,z)}(\ell) \oplus p_{(x,z)}(\ell') = \ker \alpha_0(\hat{w}), \quad d\alpha_0|_{p_{(x,z)}(\ell)} = 0, \quad d\alpha_0|_{p_{(x,z)}(\ell')} = 0
\]

where \( \hat{w} = p_{(x,z)}(w) \). Then there exists an affine transform \( a \in \mathcal{A}_0 \) (which is in particular a fibered contact diffeomorphism) such that

\[
a(0) = w, \quad (Da)_0(\mathbb{R}^d_q \oplus \{0\} \oplus \{0\} \oplus \{0\}) = \ell, \quad (Da)_0(\{0\} \oplus \mathbb{R}^d_p \oplus \{0\} \oplus \{0\}) = \ell'.
\]

**Proof** By changing coordinates by the transformation group \( \mathcal{A}_0 \), we may assume that \( w = 0 \) and that the subspaces \( \ell \) and \( \ell' \) are subspaces of \( \mathbb{R}^{2d}_{(q,p)} \oplus \{0\} \oplus \{0\} \subset \mathbb{R}^{2d+d'+1} \). Thus we have only to find a linear map \( \tilde{a} : \mathbb{R}^{2d+1} \rightarrow \mathbb{R}^{2d+1} \) preserving \( \alpha_0 \) such that

\[
D\tilde{a}(\mathbb{R}^d_q \oplus \{0\} \oplus \{0\}) = p_{(x,z)}(\ell), \quad D\tilde{a}(\{0\} \oplus \mathbb{R}^d_p \oplus \{0\} \oplus \{0\}) = p_{(x,z)}(\ell'). \quad (4.55)
\]

Note that a linear map \( \tilde{a} : \mathbb{R}^{2d+1} \rightarrow \mathbb{R}^{2d+1} \) preserves the contact form \( \alpha_0 \) if and only if it is of the form \( \tilde{a}(x,z) = (a_0(x), z) \) and \( a_0 : \mathbb{R}^{2d} \rightarrow \mathbb{R}^{2d} \) preserves the symplectic form \( d\alpha_0 \) (identifying \( \mathbb{R}^{2d} \) with \( \mathbb{R}^{2d} \oplus \{0\} \)). Since the subspaces \( p_{(x,z)}(\ell) \) and \( p_{(x,z)}(\ell') \) are Lagrangian subspaces (i.e. the restriction of \( d\alpha_0 \) to those subspaces are null) transversal to each other, we can find a linear transform \( \tilde{a} : \mathbb{R}^{2d+1} \rightarrow \mathbb{R}^{2d+1} \) preserving \( d\alpha_0 \) so that (4.55) holds true. \( \square \)

5 **Local charts and partitions of unity**

In this section, we discuss about choice of local coordinate charts and partitions of unity that we will use. We henceforth fix a small constant \( 0 < \theta < 1 \) such that

\[
0 < \theta < \min\{\beta, 1 - \beta\}/20 \leq 1/40 \quad (5.1)
\]

where \( 0 < \beta < 1 \) is the Hölder exponent given in \( (1.4) \). Also we let \( \chi : \mathbb{R} \rightarrow [0, 1] \) be a \( C^\infty \) function satisfying the condition that\(^{18}\)

\[
\chi(s) = \begin{cases} 
1 & \text{for } s \leq 4/3; \\
0 & \text{for } s \geq 5/3. 
\end{cases} \quad (5.2)
\]

\(^{18}\) This definition of \( \chi(\cdot) \) may look a bit strange for the argument below. Since we use this function \( \chi(\cdot) \) later in a different context, we define it in this way.
5.1 On the choice of local coordinate charts and partitions of unity

Before giving the choice of local coordinate charts and partitions of unity precisely, we explain the motivation behind the choice. Observe first of all that, in the linear model that we discussed in the last section, we may decompose the action of the transfer operator with respect to the frequency in $z$-direction. Indeed, in Lemma 4.12, we had only point-wise multiplication in the third factor $L^2(\mathbb{R}_\xi z)$. Though this is not true for the transfer operators $L^1_{k,t}$ in exact sense, it is important to observe that they “almost” preserve the frequency in the flow direction. And, based on such observation, we will decompose functions on $M$ so that each of the components has frequencies around some $\omega \in \mathbb{Z}$ in the flow direction and then consider the action of the transfer operators on each of them. To look into such action, we choose a finite system of local charts and an associated partition of unity for each $\omega \in \mathbb{Z}$.

When we consider the action of the transfer operator on a component with frequency around $\omega$, we will look things in the scale $\langle \omega \rangle^{-1/2}$ in the directions transversal to the flow. (Note that this corresponds to the scale in the definition of the partial Bargmann transform.) Accordingly we would like to consider a system of local charts and a partition of unity of size $\langle \omega \rangle^{-1/2+\theta}$. Then, in such small scale, the action of the transfer operators will be well-approximated by those for linear transformations considered in the last section.

However, to proceed with this idea, we face one problem caused by the fact that the section $e_u : M \to G$ is only Hölder continuous. If we look its image $\text{Im} \ e_u$ in the local chart of size $\langle \omega \rangle^{-1/2+\theta}$, its variation in the fiber directions of the Grassmann bundle will be proportional to $\langle \omega \rangle^{-\beta(1/2-\theta)} \gg \langle \omega \rangle^{-1/2+\theta}$. This is a problem because the image $\text{Im} \ e_u$ must be approximated by the “horizontal” subspace $\mathbb{R}^{2d} \oplus \{0\} \oplus \mathbb{R}_z \subset \mathbb{R}^{2d+d'+1} \subset G_{(x,y,z)}$ to make use of the argument in the last section.

Our solution for this problem is rather simple-minded: We choose the system of local charts so that the section $e_u$ “looks” horizontal (see Fig. 4). More precisely, we choose local coordinate charts for the parameter $\omega \in \mathbb{Z}$ so that the objects look contracted by the rate $\langle \omega \rangle^{-(1-\beta)(1/2-\theta)-4\theta}$ in the fiber directions of the Grassmann bundle. Then the “vertical” variation of the section $\text{Im} \ e_u$ in such coordinates will be bounded by

$$\langle \omega \rangle^{-\beta(1/2-\theta)} \cdot \langle \omega \rangle^{-(1-\beta)(1/2-\theta)-4\theta} = \langle \omega \rangle^{-1/2-3\theta} \ll \langle \omega \rangle^{-1/2}$$

so that the section $\text{Im} \ e_u$ will look “horizontal” in the scale $\langle \omega \rangle^{-1/2}$. Of course, there are some drawbacks of such choice of (asymptotically) singular local charts. At least, we have to be careful about the non-linearity of the flow viewed in such local charts. Also we will find a related technical problem, as discussed in the beginning of the next section.
The semiclassical zeta function

Fig. 4 A schematic picture of the choice of local charts

Remark 5.1 The idea mentioned above is equivalent to consider a generalization of Bargmann transform using eccentric wave packets.

5.2 Hyperbolicity of the flow \( f^t_G \)

The flow \( f^t_G \) is hyperbolic in the neighborhood \( U_0 \) of the section \( \text{Im} \, e_u \) with hyperbolic decomposition given in (2.1), as we noted in Sect. 2. For the argument below, we take the “maximum” exponent \( \chi_{\text{max}} > \chi_0 \) so that

\[
|Df^t_G(v)| \leq C_0 \cdot e^{\chi_{\text{max}} |t|} \cdot |v| \quad \text{for any} \quad t \in \mathbb{R} \quad \text{and} \quad v \in TU_0 \quad (5.3)
\]

with some constant \( C_0 > 0 \).

Remark 5.2 The hyperbolicity exponent \( \chi_0 > 0 \) was taken as the constant satisfying the condition (2.2). But, in what follows, we additionally suppose that the condition (2.2) remains true if we replace \( \chi_0 \) with \( \chi_0 + \varepsilon \) for some small \( \varepsilon > 0 \). Since we have not used \( \chi_0 \) from Sect. 4 to this point and since the equalities in the main theorems related to \( \chi_0 \) are strict ones, this does not cause any loss of generality.

In the next lemma, we introduce a continuous (but not necessarily smooth) Riemann metric \( |\cdot|_* \) on \( U_0 \subset G \) which is adapted to the flow.

Lemma 5.3 There exists a \( \beta \)-Hölder continuous Riemann metric \( |\cdot|_* \) on \( U_0 \subset G \) such that, for the decomposition \( TU_0 = E_u \oplus E_s \oplus E_0 \) in (2.1), we have

1. \( |Df^t_G(v)|_* \geq e^{\chi_0 t} \cdot |v|_* \) for \( v \in E_u \) and \( t \geq 0 \),
2. \( |Df^t_G(v)|_* \leq e^{-\chi_0 t} \cdot |v|_* \) for \( v \in E_s \) and \( t \geq 0 \),

\( \square \) Springer
\( |v|_* = |\alpha(v)| \) for \( v \in \tilde{E}_0 \).

(4) \( \tilde{E}_s, \tilde{E}_u \) and \( \tilde{E}_0 \) are orthogonal to each other with respect to the metric \( |\cdot|_* \).

(5) \( |v|_* = \sup\{d\alpha(v, v') \mid v' \in \tilde{E}_s, |v'|_* = 1\} \) for \( v \in \tilde{E}_u \).

**Proof** The construction is standard. For \( v \in \tilde{E}_s \), we set

\[
|v|_* = \int_0^T e^{+\chi_0 t}|Df^t_G(v)| dt
\]

where \( T > 0 \) is a constant. Letting \( T > 0 \) be sufficiently large and using Remark 5.2, we see that the condition (2) is fulfilled for \( 0 \leq t \leq 1 \) and hence for all \( t \geq 0 \). For the vectors in \( \tilde{E}_u \) and \( \tilde{E}_0 \), we define the norm \( |\cdot|_* \) uniquely so that the conditions (5) and (3) hold. We extend such construction so that the condition (4) holds. Then it is easy to check the condition (1): For \( v \in \tilde{E}_u \), we have

\[
|Df^t_G(v)|_* = \sup\{d\alpha(Df^t(v), v') \mid v' \in \tilde{E}_s, |v'|_* = 1\} \\
= \sup\{d\alpha(v, v'') \mid v'' \in \tilde{E}_s, |Df^t(v'')|_* = 1\} \geq e^{\chi_0 t} \cdot |v|_*.
\]

The Hölder continuity of \( \|\cdot\|_* \) follows from that of the decomposition \( TU_0 = \tilde{E}_u \oplus \tilde{E}_s \oplus \tilde{E}_0 \) and the construction above.

\[\square\]

**5.3 Darboux charts**

The next lemma is a slight extension of the Darboux theorem [1, pp.168] for contact structure.

**Lemma 5.4** There exists a finite system of local coordinate charts on \( M \),

\[
\tilde{\kappa}_a : \tilde{V}_a \subset \mathbb{R}^{2d+1}_{(x,z)} \to \tilde{U}_a := \tilde{\kappa}_a(\tilde{V}_a) \subset M \text{ for } a \in A,
\]

and corresponding local coordinate charts on \( G \),

\[
\kappa_a : V_a \subset \mathbb{R}^{2d+d'+1}_{(x,y,z)} \to U_a := \kappa_a(V_a) \subset G \text{ for } a \in A,
\]

such that

(1) \( \tilde{V}_a = p_\chi(\tilde{V}_a) \times (-s_0, s_0) \) for some \( s_0 > 0 \),

(2) \( \tilde{\kappa}_a \) are Darboux charts, that is, \( \tilde{\kappa}_a^* \alpha = \alpha_0 \) on \( \tilde{U}_a \), where \( \alpha_0 \) is the standard contact form in \((4.5)\).
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(3) \( U_a = \pi^{-1}_G(\mathring{U}_a) \cap U_0 \), where \( U_0 \) is the absorbing neighborhood of the attractor \( \text{Im}(e_a) \), and the following diagram commutes:

\[
\begin{array}{ccc}
U_a & \xleftarrow{\kappa_a} & V_a \subset \mathbb{R}^{2d+d'+1} \\
\downarrow \pi_G & & \downarrow \mathcal{V}_{(x,z)} \\
\mathring{U}_a & \xleftarrow{\mathring{\kappa}_a} & \mathring{V}_a \subset \mathbb{R}^{2d+1}
\end{array}
\]

(4) the pull-back of the generating vector field of \( f^t_G \) by \( \kappa_a \) is the (constant) vector field \( \partial_z \) on \( \mathbb{R}^{2d+d'+1}_{(x,y,z)} \).

**Proof** The Darboux theorem for contact structure gives the Darboux charts \( \mathring{\kappa}_a, a \in A \), satisfying the condition (2). The generating vector field viewed in those coordinates are the constant vector field \( \partial_z \) on \( \mathbb{R}^{2d+1}_{(x,z)} \) because it is characterized as the Reeb vector field of \( \alpha \). Then we can easily define the extended charts \( \kappa_a \) for \( a \in A \) so that the conditions (1), (3) and (4) hold. \( \square \)

We henceforth fix the local charts \( \kappa_a \) in the lemma above. The time-\( t \)-map of the flow \( f^t_G \) viewed in those local charts are

\[
f^{t}_{a \rightarrow a'} := \kappa^{-1}_{a'} \circ f^t_G \circ \kappa_a : \kappa^{-1}_a (U_a \cap f^{-t}_G (U_a')) \rightarrow \kappa^{-1}_{a'} (f^t_G (U_a) \cap U_{a'}).\]

The next lemma is a consequence of the choice of the local charts \( \kappa_a \).

**Lemma 5.5** The mappings \( f^{t}_{a \rightarrow a'} : \kappa^{-1}_a (U_a \cap f^{-t}_G (U_a')) \rightarrow \kappa^{-1}_{a'} (f^t_G (U_a) \cap U_{a'}) \) are fibered contact diffeomorphisms (defined in Definition 4.19). Further we have

\[
f^{t+s}_{a \rightarrow a'}(x, y, z) = f^t_{a \rightarrow a'}(x, y, z + s)
\]

provided that both sides are defined and \( s > 0 \) is sufficiently small.

Let \( K_0 \Subset U_0 \) be a compact neighborhood of the section \( \text{Im} e_a \) such that

\[
f^t_G(K_0) \Subset K_0 \quad \text{for all} \quad t > 0. \tag{5.4}
\]

We take and fix a family of \( C^\infty \) functions

\[
\rho_a : V_a \rightarrow [0, 1] \quad \text{for} \quad a \in A
\]

such that \( \text{supp} \rho_a \Subset V_a \) and that

\[
\sum_{a \in A} \rho_a \circ \kappa^{-1}_a = \begin{cases} 
1, & \text{on } K_0; \\
0, & \text{on a neighborhood of } G \setminus U_0.
\end{cases}
\]
For the argument in the later sections, we take another family of smooth functions

\[ \tilde{\rho}_a : V_a \to [0, 1] \text{ for } a \in A \]

such that supp \( \tilde{\rho}_a \subset V_a \) and \( \tilde{\rho}_a \equiv 1 \) on supp \( \rho_a \).

### 5.4 The local charts adapted to the hyperbolic structure

In the next proposition, we construct local charts that are more adapted to the hyperbolic structure of the flow \( f_t^G \), by pre-composing affine transformations. These local charts are centered at the points of the form \( e_u(\tilde{\kappa}_a(x, 0)) \) with \( x \in p_x(V_a) \subset \mathbb{R}^{2d} \).

**Proposition 5.6** For \( a \in A \) and \( x \in p_x(V_a) \subset \mathbb{R}^{2d} \), we can choose an affine transformation

\[ A_{a,x} : \mathbb{R}^{2d+d'+1}_{(x,y,z)} \to \mathbb{R}^{2d+d'+1}_{(x,y,z)} \]

in the transformation group \( A_0 \) (defined in Definition 4.22) so that, if we set

\[ \kappa_{a,x} := \kappa_a \circ A_{a,x} : A_{a,x}^{-1}(V_a) \to U_a, \]

it sends the origin \( 0 \in \mathbb{R}^{2d+d'+1}_{(x,y,z)} \) to the point \( e_u(\tilde{\kappa}_a(x, 0)) \in \text{Im} e_u \) and the differential \((D\kappa_{a,x})_0\) is isometric with respect to the Euclidean metric in the source and the Riemann metric \( | \cdot |_* \) in the target and, further, \((D\kappa_{a,x})_0\) sends the components of the decomposition

\[ T_0 \mathbb{R}^{2d+d'+1}_{(x,y,z)} = \mathbb{R}^d_q \oplus \mathbb{R}^d_p \oplus \mathbb{R}^{d'}_y \oplus \mathbb{R}_z \]

to those of the decomposition

\[ T_{e_u(\tilde{\kappa}_a(x,0))}G = \tilde{E}_u \oplus_* (\tilde{E}_s \ominus_* \ker D\pi_G) \oplus \ker D\pi_G \oplus \tilde{E}_0 \]

respectively in this order (\( \tilde{E}_s \ominus_* \ker D\pi_G \) denotes the orthogonal complement of \( \ker D\pi_G \) in \( \tilde{E}_s \) with respect to the Riemann metric \( \| \cdot \|_* \)).

**Proof** By applying Lemma 4.25, we can find the affine map \( A_{a,x} \) such that all the conditions in the conclusion hold true, but for the isometric property. By pre-composing a simple linear map of the form

\[ C \oplus C^\dagger \oplus \hat{C} \oplus \text{Id} : \mathbb{R}^d_q \oplus \mathbb{R}^d_p \oplus \mathbb{R}^{d'}_y \oplus \mathbb{R}_z \to \mathbb{R}^d_q \oplus \mathbb{R}^d_p \oplus \mathbb{R}^{d'}_y \oplus \mathbb{R}_z, \]
we may modify \( A_{a,x} \) so that \( (D\kappa_{a,x})_0 \) restricted to \( \{0\} \oplus \mathbb{R}^d \oplus \{0\} \oplus \{0\} \) and \( \{0\} \oplus \{0\} \oplus \mathbb{R}^d' \oplus \{0\} \) are respectively isometric. Then, from (3) and (5) in Lemma 5.3, we see that \( (D\kappa_{a,x})_0 \) restricted to \( \{0\} \oplus \{0\} \oplus \{0\} \oplus \mathbb{R}_z \) and \( \mathbb{R}^d \oplus \{0\} \oplus \{0\} \oplus \{0\} \) are also isometric and then, from (4), we obtain the isometric property of \( (D\kappa_{a,x})_0 \).

\[ \square \]

5.5 The local coordinate charts parametrized by \( \omega \in \mathbb{Z} \)

For each integer \( \omega \in \mathbb{Z} \), we set up a finite system of local charts and an associated partition of unity. Following the idea explained in the beginning of this section, we define the local charts as the composition of the charts \( \kappa_{a,x} \) introduced in the last subsection with the partially expanding linear map

\[
E_{\omega} : \mathbb{R}^{2d+d'+1} \to \mathbb{R}^{2d+d'+1}, \quad E_{\omega}(x, y, z) = \left( x, \langle \omega \rangle^{(1-\beta)(1/2-\theta)+4\theta} y, z \right).
\]

(5.5)

Remark 5.7 We will use the numerical relation

\[
(1 - \beta)(1/2 - \theta) \leq (1 - \beta)/2 \leq 1/2 - 10\theta,
\]

which follows from the choice of the constant \( \theta > 0 \) in (5.1).

For each \( a \in A \) and \( \omega \in \mathbb{Z} \), we consider the following finite subset of \( \mathbb{R}^{2d} \):

\[
\mathcal{N}(a, \omega) = \left\{ n \in \mathbb{R}^{2d} \mid n \in \langle \omega \rangle^{-1/2+\theta} \cdot \mathbb{Z}^{2d} \cap p_x(V_a) \right\}.
\]

For each element \( n \in \mathcal{N}(a, \omega) \), we define the local chart \( \kappa^{(\omega)}_{a,n} \) by

\[
\kappa^{(\omega)}_{a,n} := \kappa_{a,n} \circ E_{\omega} : V^{(\omega)}_{a,n} := E_{\omega}^{-1} \circ A_{a,n}^{-1}(V_a) \to U_a,
\]

(5.7)

where \( \kappa_{a,n} \) is the local chart \( \kappa_{a,x} \) defined in Proposition 5.6 for \( x = n \).

Next, for each integer \( \omega \in \mathbb{Z} \), we introduce a partition of unity associated to the system of local coordinate charts \( \{\kappa^{(\omega)}_{a,n}\}_{a,n} \). First we take and fix a smooth function \( \rho_0 : \mathbb{R}^{2d} \to [0, 1] \) so that the support is contained in the cube \((-1, 1)^{2d}\) and that

\[
\sum_{n \in \mathbb{Z}^{2d}} \rho_0(x - n) \equiv 1 \quad \text{for all} \quad x \in \mathbb{R}^{2d}.
\]

(5.8)

(For instance, set \( \rho_0(x) = \prod_{i=1}^{2d} \left( \chi(x_i+1) - \chi(x_i+2) \right) \) for \( x = (x_i)_{i=1}^{2d} \in \mathbb{R}^{2d} \), using the function \( \chi(\cdot) \) in (5.2)). For \( a \in A \) and \( n \in \mathcal{N}(a, \omega) \), we define the function \( \rho^{(\omega)}_{a,n} : \mathbb{R}^{2d+d'+1} \to [0, 1] \) by

\[
\rho^{(\omega)}_{a,n}(x, y, z) = \rho_0(n - x).
\]
\[ \rho_{a,n}(x, y, z) = \rho_a(x', y', z') \cdot \rho_0((\omega)^{1/2-\theta}(x' - n)) \]  

(5.9)

where \((x', y', z') = A_{a,n} \circ E_\omega(x, y, z)\). From this definition, we have

\[ \rho_{a,n} \circ (\kappa_{a,n}^{(\omega)})^{-1}(p) = \rho_a \circ \kappa_a^{-1}(p) \cdot \rho_0((\omega)^{1/2-\theta}(p \circ \kappa_{a,n}^{-1}(p) - n)) . \]  

(5.10)

Hence, from (5.8) and the choice of \(\rho_a\), we have, for each \(\omega \in \mathbb{Z}\),

\[ \sum_{a \in A} \sum_{n \in \mathbb{N}(a, \omega)} \rho_{a,n}(\kappa_{a,n}^{(\omega)})^{-1} = \sum_{a \in A} \rho_a \circ \kappa_a^{-1} \equiv \begin{cases} 1 & \text{on } K_0; \\ 0 & \text{on a neighborhood of } G \setminus \mathcal{U}_0. \end{cases} \]

That is, the set of functions

\[ \{ \rho_{a,n} \circ (\kappa_{a,n}^{(\omega)})^{-1} : U_0 \to [0, 1] \mid a \in A, n \in \mathbb{N}(a, \omega) \} \]

is a partition of unity on \(K_0\) supported on \(U_0\).

For the argument in the later sections, we define an “enveloping” family of functions, \(\tilde{\rho}_{a,n}(\cdot)\) for \(\omega \in \mathbb{Z}, a \in A\) and \(n \in \mathbb{N}(a, \omega)\), by

\[ \tilde{\rho}_{a,n}(x, y, z) = \tilde{\rho}_a(x', y', z') \cdot \tilde{\rho}_0((\omega)^{1/2-\theta}(x' - n)) \]  

(5.11)

where \((x', y', z') = A_{a,n} \circ E_\omega(x, y, z)\) and \(\tilde{\rho}_0 : \mathbb{R}^{2d} \to [0, 1]\) is a \(C^\infty\) function supported on the cube \((-1, 1)^{2d}\) such that \(\tilde{\rho}_0 \equiv 1\) on the support of \(\rho_0\). By definition, we have \(\tilde{\rho}_{a,n}(x, y, z) \equiv 1\) on the support of \(\rho_{a,n}^{(\omega)}\).

6 Modified anisotropic Sobolev spaces \(\mathcal{K}^{r,\sigma}(K_0)\)

We define the function spaces \(\mathcal{K}^{r,\sigma}(K_0)\), called the modified anisotropic Sobolev spaces, that consist of distributions on the neighborhood \(K_0\) of the attracting section \(\text{Im} e_u\). The function spaces in Theorem 2.2 will be obtained from them by a simple procedure of time averaging of the norm (see Definition 8.1). We will use a simple periodic partition of unity \(\{q_\omega : \mathbb{R} \to [0, 1]\}_{\omega \in \mathbb{Z}}\) defined by

\[ q_\omega(s) = \chi(s - \omega + 1) - \chi(s - \omega + 2) . \]  

(6.1)

6.1 The problems caused by the factor \(E_\omega\)

A simple idea to define the Hilbert spaces in Theorem 2.2 is to patch the anisotropic Sobolev spaces \(\mathcal{H}^{r,\sigma}(\mathbb{R}^{2d+d'+1})\) using the local charts \(\kappa_a^{(\omega)}\) and the
partition of unity $\rho_{a,n}^{(\omega)}$. But, proceeding with this idea, we face one problem caused by the singularity of the local charts $\kappa_{a,n}^{(\omega)}$. This forces us to give a more involved definition of the modified anisotropic Sobolev space $\mathcal{K}^{r,\sigma}(K_0)$ in the following subsections.

The difficulty may be explained as follows (The explanation below may not be very clear and is not indispensable for the argument in the following subsections). For facility of explanation, suppose that $M = \mathbb{R}^{2d+1}$ and $G = \mathbb{R}^{2d+1}$ and that the local chart to look functions with frequency around $\omega \in \mathbb{Z}$ along the flow direction (or the z-axis) is just the partial expanding map $E_\omega$ in (5.5). Then, if we follow the idea mentioned above, the norm that we consider for a function $u$ on $G = \mathbb{R}^{2d+1}$ will look like

$$ \|u\| = \|\mathcal{M}^r \cdot \mathcal{B}u\|_{L^2} \quad \text{with} \quad \mathcal{M}^r(w, \xi_w, \xi_z) := \sum_{\omega} q_{\omega}(\xi_z) \cdot \mathcal{W}^r \circ D^* E_\omega(w, \xi_w, \xi_z) $$

where $D^* E_\omega : \mathbb{R}^{4d+1} \to \mathbb{R}^{4d+1}$ denotes the pull-back by $E_\omega$. The problem with this norm is that the function $\mathcal{W}^r(\cdot)$ is rather singular in the limit $|\xi_z| \to \infty$. To be more precise, let us consider two integers $0 \ll \omega \ll \omega'$. Since the non-conformal property of $D^* E_\omega$ depends on $\omega$ and since the weight function $\mathcal{W}^r$ is anisotropic, we can find $\xi_w \in \mathbb{R}^{2d}$ such that

$$ \lim_{s \to +\infty} \frac{\mathcal{W}^r(0, s \cdot \xi_w, \omega)}{\mathcal{W}^r(0, s \cdot \xi_w, \omega')} = \infty. \quad (6.2) $$

while the distance between the points $(0, s \cdot \xi_w, \omega)$ and $(0, s \cdot \xi_w, \omega')$ is bounded uniformly in $s$. With this singularity$^{19}$ of $\mathcal{W}^r$, even multiplications by moderate smooth functions will be unbounded with respect to the norm above.

We emphasize that the problem mentioned above does not affect the most essential part of our argument because it happens only for the action of transfer operators on the wave packets that are very far from the trapped set (Recall the explanation at the end of Section 2). The modification of the definition of the Hilbert spaces will be described in the following subsections. The idea is simply to relax the non-conformal property of the factor $E_\omega$ gradually and sufficiently slowly as we go far from the trapped set.

$^{19}$ In terms of the theory of pseudo-differential operator, this implies that the function $\mathcal{W}^r$ does not belong to an appropriate class of symbols.
6.2 Partitions of unity on the phase space

We introduce a few partitions of unity on the phase space \( \mathbb{R}^{4d+2d'\prime+1} \).

6.2.1 Interpolating \( E_\omega \) and the identity map

We first construct a family of linear maps \( E_{\omega,m} \) for \( m \geq 0 \), which interpolates the linear map \( E_\omega \) and the identity map. To begin with, we introduce two constants

\[
1 < \Theta_1 < \Theta_2.
\]

These constants will be used to specify the interval of integers \( m \) where we do the relaxation of the singularity (or non-conformal property) of the local coordinate charts. The choice of these constant are rather arbitrary. But, to make sure that the relaxation takes place sufficiently slowly, we suppose

\[
\Theta_2 - \Theta_1 > 10 \cdot \frac{\chi_{\max}}{\chi_0} > 10, \tag{6.3}
\]

so that

\[
\mu := \frac{(1 - \beta)(1/2 - \theta) + 4\theta}{\Theta_2 - \Theta_1} < \frac{1/2}{\Theta_2 - \Theta_1} < \frac{\chi_0}{20 \cdot \chi_{\max}} < \frac{1}{20}. \tag{6.4}
\]

For each \( \omega \in \mathbb{Z} \), we set

\[
n_0(\omega) := \lfloor \theta \cdot \log(\langle \omega \rangle) \rfloor, \quad n_1(\omega) := \lfloor \Theta_1 \cdot \log(\langle \omega \rangle) \rfloor, \quad n_2(\omega) := \lfloor \Theta_2 \cdot \log(\langle \omega \rangle) \rfloor
\]

so that

\[
e^{n_0(\omega)} \sim \langle \omega \rangle^{\mu}, \quad e^{n_1(\omega)} \sim \langle \omega \rangle^{\Theta_1} \quad \text{and} \quad e^{n_2(\omega)} \sim \langle \omega \rangle^{\Theta_2}.
\]

Then we define a function \( e_\omega : \mathbb{Z}_+ \to \mathbb{R} \) by

\[
e_\omega(m) = \begin{cases} 1, & \text{if } m \leq n_1(\omega); \\ e^{\mu(m-n_1(\omega))}, & \text{if } n_1(\omega) < m < n_2(\omega); \\ \langle \omega \rangle^{(1-\beta)(1/2-\theta)+4\theta}, & \text{if } m \geq n_2(\omega). \end{cases} \tag{6.6}
\]

From the choice of the constants above, this function varies slowly satisfying

\[
e_\omega(m) \leq e^{\mu(|m-m'|+2)} < e^{(|m-m'|+2)/20}. \tag{6.7}
\]
We define the family of linear maps \( E_{\omega,m} : \mathbb{R}^{2d+d'+1}_{(x,y,z)} \rightarrow \mathbb{R}^{2d+d'+1}_{(x,y,z)} \) for \( \omega \in \mathbb{Z} \) and \( m \in \mathbb{Z}_+ \) by

\[
E_{\omega,m}(x, y, z) = (x, e_\omega(m) \cdot y, z).
\]

From the definition, this family interpolates \( E_\omega \) and the identity map in the sense that \( E_{\omega,m} = \text{Id} \) if \( m \leq n_1(\omega) \) and \( E_{\omega,m} = E_\omega \) if \( m \geq n_2(\omega) \).

Let \( D^* E_{\omega,m} : \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \rightarrow \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \) be the natural pull-back action of \( E_{\omega,m} \) on the cotangent bundle:

\[
D^* E_{\omega,m}(x, y, \xi_x, \xi_y, \xi_z) = (x, e_\omega(m)^{-1}y, \xi_x, e_\omega(m)\xi_y, \xi_z). \tag{6.8}
\]

### 6.2.2 A partition of unity on the phase space

We next define partitions of unity on the phase space \( \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \). Recall the periodic partition of unity \( \{q_\omega\}_{\omega \in \mathbb{Z}} \) on the real line \( \mathbb{R} \) and also the function \( \chi(\cdot) \), defined in (6.1) and (5.2) respectively. We define a family of functions

\[
X_m : \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \rightarrow [0, 1] \quad \text{for} \quad m \in \mathbb{Z}_+ \tag{6.9}
\]

by

\[
X_m(x, y, \xi_x, \xi_y, \xi_z) = \chi(e^{-m}|(\xi_p, \tilde{\xi}_y, \xi_q, \tilde{\xi}_y)|)
\]

where \( \xi_p, \xi_q, \tilde{\xi}_y, \tilde{\xi}_y \) are coordinates on \( \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \) introduced in (4.24). Then we define the functions

\[
\tilde{X}_{\omega,m} : \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \rightarrow [0, 1] \quad \text{for} \quad \omega \in \mathbb{Z} \quad \text{and} \quad m \in \mathbb{Z} \quad \text{with} \quad m \geq n_0(\omega)
\]

by

\[
\tilde{X}_{\omega,m} =\begin{cases} X_{n_0(\omega)} \cdot q_\omega = (X_{n_0(\omega)} \circ D^* E_{\omega,m}^{-1}) \cdot q_\omega & \text{if} \quad m = n_0(\omega); \\ (X_m \circ D^* E_{\omega,m}^{-1} - X_{m-1} \circ D^* E_{\omega,m-1}^{-1}) \cdot q_\omega & \text{if} \quad m > n_0(\omega)
\end{cases}
\]

where (and also in many places in the following) we understand \( q_\omega(\cdot) \) as a function of the coordinate \( \xi_z \) in \( (x, y, \xi_x, \xi_y, \xi_z) \). By this construction, the family of functions

\[
\{\tilde{X}_{\omega,m} : \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \rightarrow [0, 1] \mid \omega \in \mathbb{Z}, m \in \mathbb{Z}_+ \quad \text{with} \quad m \geq n_0(\omega)\}
\]

is a partition of unity on \( \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \).
Remark 6.1 The index $m$ above is related to the distance of the support of $\tilde{X}_{\omega,m}$ from the trapped set $X_0$, while $\omega$ indicates the values of the coordinate $\xi_z$. When $m = n_0(\omega)$, the support is contained in the $e^2(\omega)\theta$-neighborhood of the trapped set $X_0$ in the standard Euclidean norm in coordinates introduced in (4.24). When $n_0(\omega) \leq m \leq n_1(\omega)$, it is contained in the region where the distance from the trapped set $X_0$ is in between $e^{m-2}$ and $e^{m+2}$. When $m \geq n_1(\omega)$, the situation is a little more involved because the modification by the family of linear maps $D^*E_{\omega,m}^{-1}$ takes effect (If we look things through the linear map $D^*E_{\omega,m}^{-1}$, we have a parallel description).

Next, for $\sigma \in \Sigma$, we define the functions $Z^\sigma_+, Z^\sigma_- : \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \setminus \{0\} \to [0, 1]$ by

$$Z^\sigma_+(x, y, \xi_x, \xi_y, \xi_z) = \frac{1}{2}(1 - \text{ord}^\sigma((\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y})))$$

and

$$Z^\sigma_-(x, y, \xi_x, \xi_y, \xi_z) = \frac{1}{2}(\text{ord}^\sigma((\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y}))) + 1).$$

Obviously we have $Z^\sigma_+(\cdot) + Z^\sigma_-(\cdot) = 1$ (Recall (4.32) and (4.36) for the definition of the function $\text{ord}^\sigma(\cdot)$). For each $m \in \mathbb{Z}$ with $m \neq 0$, we set

$$Z^\sigma_{+,\omega,m} = Z^\sigma_+ \circ D^*E_{\omega,m}^{-1} \quad \text{and} \quad Z^\sigma_{-,\omega,m} = Z^\sigma_- \circ D^*E_{\omega,m}^{-1}.$$ 

Again we have $Z^\sigma_{+,\omega,m}(\cdot) + Z^\sigma_{-,\omega,m}(\cdot) = 1$ for each integer $\omega$ and $m \geq 0$.

Remark 6.2 The supports of $Z^\sigma_+(\cdot)$ are contained in some conical subsets in the coordinates $(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y})$ in the stable or unstable direction. For instance, we have $Z^\sigma_+(x, y, \xi_x, \xi_y, \xi_z) \neq 0$ only if $(\zeta_p, \tilde{\xi}_y, \zeta_q, \tilde{y})$ belongs to the cone $C_{\pm}^{(d+d',d+d')}(2 \cdot 2^{-\sigma/2})$. This is true also for the supports of $Z^\sigma_{\pm,\omega,m}(\cdot)$, but the corresponding cones will be distorted by the factor $D^*E_{\omega,m}$.

Finally we define the functions

$$\Psi^\sigma_{\omega,m} : \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \to [0, 1], \quad \text{for} \quad \omega \in \mathbb{Z}, m \in \mathbb{Z} \quad \text{and} \quad \sigma \in \Sigma$$

by

$$\Psi^\sigma_{\omega,m} = \begin{cases} \tilde{X}_{\omega,n_0(\omega)}, & \text{if } m = 0; \\
0, & \text{if } 0 < |m| \leq n_0(\omega); \\
\tilde{X}_{\omega,m} \cdot Z^\sigma_{+,\omega,m}, & \text{if } m > n_0(\omega); \\
\tilde{X}_{\omega,m} \cdot Z^\sigma_{-,\omega,m}, & \text{if } m < -n_0(\omega). \end{cases} \quad (6.10)$$
For each $\sigma \in \Sigma$, the family of functions $\{\Psi_{\omega,m}^\sigma \mid \omega \in \mathbb{Z}, m \in \mathbb{Z}\}$ is a partition of unity on $\mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)}$. For the support of the function $\Psi_{\omega,m}^\sigma$, the index $\omega$ indicates the approximate value of $\xi_z$, the absolute value of $m$ indicates the distance from the trapped set, and the sign of $m$ indicates the (stable or unstable) directions from the trapped set.

**Remark 6.3** In the definitions above, we suppose that the coordinates $(w, \xi_w, \xi_z)$ corresponds to those given by the distorted local charts $\kappa_{a,n}^{(\omega)}$ in (5.7). Note that, by definition, the supports of the functions $\Psi_{\omega,m}^\sigma$ in the partition of unity above will look somewhat regular if $m \leq n_1(\omega)$ and they become distorted gradually by the factor $D^*E_{\omega,m}$ as $m$ increase. If $m \geq n_2(\omega)$ and $|\omega|$ is large, the supports of $\Psi_{\omega,m}^\sigma$ will be strongly distorted. However, if we look things in the usual local coordinate charts (say, $\kappa_{a,n}^{(\omega)}$ without the factor $E_{\omega}$ in its definition (5.7)), they will look reversely: The supports of $\Psi_{\omega,m}^\sigma$ for $m \leq n_1(\omega)$ will look strongly distorted while those for $m \geq n_2(\omega)$ will look regular in such coordinates.

### 6.3 The decomposition of functions

Suppose $\sigma \in \Sigma$. For each $u \in C^\infty(U_0)$, we assign a countable family of functions

$$u_{a,\omega,n,m}^\sigma = \Psi_{\omega,m}^\sigma \cdot \mathcal{B} \left( \rho_{a,n}^{(\omega)} \cdot u \circ \kappa_{a,n}^{(\omega)} \right) \in C^\infty(\text{supp} \ \Psi_{\omega,m}^\sigma) \subset C^\infty \left( \mathbb{R}^{4d+2d'+1}_{(x,y,\xi_x,\xi_y,\xi_z)} \right)$$

for $a \in A$, $\omega \in \mathbb{Z}$, $n \in \mathcal{N}(a, \omega)$ and $m \in \mathbb{Z}$, where $\rho_{a,n}^{(\omega)} \circ \kappa_{a,n}^{(\omega)}$ for $a \in A$, $\omega \in \mathbb{Z}$ and $n \in \mathcal{N}(a, \omega)$ are those introduced in Sect. 5.5 and $\Psi_{\omega,m}^\sigma$ for $\omega, m \in \mathbb{Z}$ are those introduced in the last subsection. For simplicity, we set

$$\mathcal{J} = \{ j = (a, \omega, n, m) \mid a \in A, \omega \in \mathbb{Z}, n \in \mathcal{N}(a, \omega), m \in \mathbb{Z} \text{ s.t. } m = 0 \text{ or } |m| > n_0(\omega) \}$$

and write

$$u_j^\sigma = u_{a,\omega,n,m}^\sigma \quad \text{for} \quad j = (a, \omega, n, m) \in \mathcal{J}.$$ 

We will refer the components of $j = (a, \omega, n, m) \in \mathcal{J}$ as

$$a(j) = a, \quad \omega(j) = \omega, \quad n(j) = n, \quad m(j) = m.$$
Also we set, for \( j \in J \),

\[
\rho_j := \rho_{a(j), n(j)}, \quad \tilde{\rho}_j := \tilde{\rho}_{a(j), n(j)}, \quad \kappa_j := \kappa_{a(j), n(j)} \quad \text{and} \quad \Psi_j^\sigma := \Psi_{\omega_j, n_j}^\sigma.
\]

Then the assignment mentioned above can be regarded as an operator

\[
I^\sigma : C^\infty(U_0) \to \bigoplus_{j \in J} L^2(\text{supp} \, \Psi_j^\sigma), \quad I^\sigma u = (u_j^\sigma)_{j \in J}.
\]

This is of course injective on \( C^\infty(K_0) \).

**Remark 6.4** Since the intersection multiplicities of

\[
\{\text{supp} \, \Psi_{\omega, n}^\sigma \, | \, m \in \mathbb{Z} \} \quad \text{and} \quad \{\text{supp} \, \rho_{a, n}^{(\omega)} \circ (\kappa_{a, n}^{(\omega)})^{-1} \mid a \in A, n \in \mathcal{N}(a, \omega)\}
\]

are bounded by absolute constants and since the functions \( \rho_{a, n}^{(\omega)} \) are smooth in the \( z \)-direction uniformly \( a, n \) and \( \omega \), it is not difficult to see that

\[
\sum_{j \in J} \|u_j^\sigma\|_{L^2}^2 \leq C_0 \sum_{\omega \in \mathbb{Z}} \left\| \sum_{j \in J, \omega(j) = \omega} u_j^\sigma \right\|_{L^2}^2 \leq C_R \sum_{\omega \in \mathbb{Z}} \langle \omega \rangle^{-2R} \|u\|_{H^R}^2 \quad \text{for} \ u \in C^\infty(U_0)
\]

for any \( R > 0 \), where \( \| \cdot \|_{H^R} \) denotes the norm on the Sobolev space \( H^R(K_0) \) of order \( R \). (For the definition of the Sobolev spaces using Bargmann transform, we refer [34, Ch.1].) Hence the range of \( I^\sigma \) above is indeed contained in \( \bigoplus_{j \in J} L^2(\text{supp} \, \Psi_j^\sigma) \).

A left inverse of \( I^\sigma \) is defined as

\[
(I^\sigma)^* : \bigoplus_{j \in J} L^2(\text{supp} \, \Psi_j^\sigma) \to L^2(U_0),
\]

\[
(I^\sigma)^*((u_j)_{j \in J}) = \sum_{j \in J} \left( (\tilde{\rho}_j \cdot \mathcal{B}^* u_j) \circ \kappa_j^{-1} \right).
\]

Note that this is not the \( L^2 \) adjoint of \( I^\sigma \). The following is not trivial.

**Lemma 6.5** \( (I^\sigma)^* \circ (I^\sigma) = \text{Id} \) on \( C^\infty(K_0) \) for any \( \sigma \in \Sigma \).

**Proof** From Remark 6.4, we can see also that the composition \( (I^\sigma)^* \circ (I^\sigma) \) is well-defined from \( C^\infty(K_0) \) to itself. To prove the claim, it is enough to show

\[
\sum_{j \in J} \left( (\tilde{\rho}_j \cdot \mathcal{B}^* (\Psi_j^\sigma \cdot \mathcal{B}(\rho_j \cdot (u \circ \kappa_j)))) \right) \circ \kappa_j^{-1} = u \quad (6.12)
\]
for \( u \in C^\infty(K_0) \). The proof is simple if we take the sum in an appropriate order. On the left hand side of (6.12), we first take the sum over \( j \) with \( a(j) = a, \omega(j) = \omega \) and \( n(j) = n \in N(a, \omega) \) fixed. Then the sum is

\[
\sum_{a, \omega, n} \rho_{a,n}^{(\omega)} \circ (\kappa_{a,n})^{-1} \cdot ((\mathcal{B}^* \circ \mathcal{M}(q_{\omega}) \circ \mathcal{B})(\rho_{a,n}^{(\omega)} \cdot u \circ \kappa_{a,n}^{(\omega)})) \circ (\kappa_{a,n}^{(\omega)})^{-1}
\]

where \( \mathcal{M}(q_{\omega}) \) is the multiplication by the function \( q_{\omega} \). Recall that the partial Bargmann transform \( \mathcal{B} \) is a composition of the Fourier transform in the variable \( z \) and the Bargmann transforms in the variable \( w \) with scaling depending on the frequency \( \xi_z \). From this, we see that the operator \( \mathcal{B}^* \circ \mathcal{M}(q_{\omega}) \circ \mathcal{B} \) above is a convolution operator which involves only the variable \( z \) and commutes with the action of the fibered contact diffeomorphism \( (\kappa_{a,n}^{(\omega)})^{-1} \circ \kappa_a \). In the definition (5.11) of \( \tilde{\rho}_{a,n}^{(\omega)}(\cdot) \), the latter factor does not depend on the variable \( z \) so that the multiplication by that factor commutes with the operator \( \mathcal{B}^* \circ \mathcal{M}(q_{\omega}) \circ \mathcal{B} \).

Using these facts with (5.8) and (5.10), and taking the sum over \( n \in N_{a,\omega} \), we see that the left hand side of (6.12) equals

\[
\sum_{a, \omega} (\tilde{\rho}_a \cdot (\mathcal{B}^* \circ \mathcal{M}(q_{\omega}) \circ \mathcal{B})(\rho_a \cdot (u \circ \kappa_a))) \circ \kappa_a^{-1}.
\]

Taking sum with respect to \( \omega \in \mathbb{Z} \) and then to \( a \in A \), we see that this equals \( u \).

6.4 The modified anisotropic Sobolev space \( \mathcal{K}_{r,\sigma}(K_0) \)

We define the Hilbert space \( \mathcal{K}_{r,\sigma}(K_0) \) for \( r > 0 \) and \( \sigma \in \Sigma \) as follows. Though the definition makes sense for any \( r > 0 \), we henceforth assume that \( r \) satisfies

\[
(r - 1)\chi_0 > 4(d + d')\chi_{\max}
\]

which corresponds to (4.29), in order to make use of the results in Sect. 4.

**Definition 6.6** Let \( \mathcal{K}^{r,\sigma} \) be the completion of \( \bigoplus_{j \in J} L^2({\text{supp}} \Psi_j^{\sigma}) \) with respect to the norm
\[ \|u\|_{K^r,\sigma}^2 = \sum_{j \in \beta; m(j) = 0} \|\mathcal{W}^{r,\sigma} \cdot u_j\|_{L^2}^2 + \sum_{j \in \beta; m(j) \neq 0} 2^{-r \cdot m(j)} \|u_j\|_{L^2}^2 \quad \text{for } u = (u_j)_{j \in \beta}. \]

Then let \( \mathcal{K}^{r,\sigma}(K_0) \) be the completion of the space \( C^\infty(K_0) \) with respect to the norm

\[ \|u\|_{\mathcal{K}^{r,\sigma}} := \|I^\sigma(u)\|_{K^r,\sigma}. \]

For any compact subset \( K' \subset K_0, \mathcal{K}^{r,\sigma}(K') \) denotes the subspace of \( \mathcal{K}^{r,\sigma}(K_0) \) that consists of elements supported on \( K' \).

**Remark 6.7** From Remark 6.4 and geometric consideration about the position of the supports of functions \( \Psi^{\sigma}_j = \Psi^{\sigma}_{\omega(j), m(j)} \), we see that the inequality

\[ C^{-1} \|u\|_{H^{-r}} \leq \|u\|_{\mathcal{K}^{r,\sigma}} \leq C \|u\|_{H^r} \quad \text{for any } u \in C^\infty(K_0) \]

holds for some \( R > r \) and \( C > 1 \). This implies that we have

\[ C^\infty(K_0) \subset H^R(K_0) \subset \mathcal{K}^{r,\sigma}(K_0) \subset H^{-R}(K_0) \subset \mathcal{D}'(K_0) \]

where \( H^R(K_0) \) denotes the (usual) Sobolev space of order \( R \).

For convenience in the argument in the later sections, we give a few related definitions. For each \( j \in \beta \), we define the Hilbert space \( K^{r,\sigma}_j \) as the space \( L^2(\text{supp } \Psi^{\sigma}_j) \) equipped with the norm

\[ \|u\|_{K^{r,\sigma}_j} = \begin{cases} \|\mathcal{W}^{r,\sigma} u\|_{L^2} & \text{if } m(j) = 0; \\ 2^{-r \cdot m(j)/2} \|u\|_{L^2} & \text{if } m(j) \neq 0. \end{cases} \]  

(6.14)

Then we have

\[ K^{r,\sigma} = \bigoplus_{j \in \beta} K^{r,\sigma}_j \quad \text{for } \sigma \in \Sigma. \]

For each \( j \in \beta \), we define

\[ I^\sigma_j : \mathcal{K}^{r,\sigma}(K_0) \to L^2(\text{supp } \Psi^{\sigma}_j), \quad I^\sigma_j u = \Psi^{\sigma}_j \cdot \mathcal{B}(\rho_j \cdot u \circ \kappa_j) \]

so that the operator \( I^\sigma \) is the direct product of them:

\[ I^\sigma = \bigoplus_{j \in \beta} I^\sigma_j : \mathcal{K}^{r,\sigma}(K_0) \to K^{r,\sigma} = \bigoplus_{j \in \beta} K^{r,\sigma}_j. \]  

(6.15)
Remark 6.8 We could define the modified anisotropic Sobolev space \( \mathcal{K}^{r,\sigma} (K_0) \) in the same spirit as in the definition of \( \mathcal{K}^{r,\sigma} (\mathbb{R}^{2d+d'+1}) \). Let \( \mathcal{M}_{\omega}^{r,\sigma} : \mathbb{R}^{2d+d'+1} \to \mathbb{R} \) be the function defined by

\[
\mathcal{M}_{\omega}^{r,\sigma} = \left( \left( \mathcal{W}^{r,\sigma} \cdot \Psi_{\omega,0} \right)^2 + \sum_{|m| > n_0(\omega)} 2^{-r_m} \cdot \psi_{\omega,m}^2 \right)^{1/2}.
\]

Then the norm \( \|u\|_{\mathcal{K}^{r,\sigma}} \) is equivalent to the norm

\[
\left( \sum_{a \in A, \omega \in \mathbb{Z}, n \in \mathbb{N}(a, \omega)} \| \mathcal{W}_{\omega}^{r,\sigma} \cdot \mathcal{B}(\rho_{a,n}^{(\omega)} \cdot u \circ \kappa_{a,n}^{(\omega)}) \|_{L^2}^2 \right)^{1/2}.
\]

This definition looks a little simpler than the definition given above, since it avoids the decomposition of functions with respect to the integer \( m \). But the definition that we gave in the text is more useful in our argument.

Remark 6.9 In this section, we have defined the modified anisotropic Sobolev spaces \( \mathcal{K}^{r,\sigma} (K_0) \) as a completion of the space of \( C^\infty \) functions. This is enough for the purpose of considering the scalar-valued transfer operators \( \mathcal{L}^I = \mathcal{L}^I_{0,0} \). When we consider the vector-valued transfer operators \( \mathcal{L}^I_{k,\ell} \), we have to define the similar Hilbert spaces as a completion of \( \Gamma^\infty (K_0, V_{k,\ell}) \). The extension of the definition is straightforward once we fix some local trivializations of \( V_{k,\ell} \) subordinate to the local charts \( \kappa_{a} \).

7 Properties of the transfer operator \( \mathcal{L}^I \)

In order to clarify the structure of the proof of Theorem 2.2, we state several propositions below in this section and then deduce Theorem 2.2 from them in the next section. The proofs of the propositions are deferred to the later sections, Sects. 9, 10 and 11. Below we mostly consider the case of scalar-valued transfer operator \( \mathcal{L}^I = \mathcal{L}^I_{0,0} \). For the other cases of vector-valued transfer operators \( \mathcal{L}^I_{k,\ell} \) with \( (k, \ell) \neq (0, 0) \), we put a remark, Remark 7.15, at the end.

7.1 Constants and some definitions

In addition to the constants \( \chi_0, \beta, \theta, \Theta_1 \) and \( \Theta_2 \) that we have fixed in the previous sections, we introduce two more constants \( t_0 > 0 \) and \( \epsilon_0 > 0 \).
We take \( t_0 > 0 \) as the time that we need to wait until the hyperbolicity of the flow takes sufficiently strong effects. Precisely we take and fix \( t_0 \) such that
\[
e^{\chi t_0} > 10 \quad \text{and} \quad f_G^{t_0}(U_0) \subset K_0.
\]
Also we take \( \epsilon_0 > 0 \) as a small constant and define
\[
t(\omega) := \max\{\epsilon_0 \log \langle \omega \rangle, t_0\}.
\]
(7.1)

When we consider functions with frequency around \( \omega \) in the flow direction, we look them in a small neighborhood of a point with size \( \langle \omega \rangle^{-1/2+\theta} \) in the transversal directions to the flow. For each fixed time \( t \), if we view the flow \( f_G^t \) in such neighborhood, the effect of non-linearity will decrease as \( |\omega| \to \infty \). By a little more precise consideration, we see that such estimates on non-linearity remains true for \( t \) in the range \( 0 \leq t \leq t(\omega) \) if \( t(\omega) \) grows sufficiently slowly with respect to \( |\omega| \), that is, if the constant \( \epsilon_0 \) is sufficiently small. Roughly this is what we want to realize by choosing small \( \epsilon_0 \). The choice of \( \epsilon_0 \) will be given in the course of the argument.

Recall that we took the compact subset \( K_0 \Subset U_0 \) as a neighborhood of the section \( e_u \) satisfying the forward invariance condition (5.4). We define, in addition,
\[
K_0 \supseteq K_1 := f_G^{t_0}(K_0) \supseteq K_2 := f_G^{2t_0}(K_0)
\]
and take smooth functions \( \rho_{K_0}, \rho_{K_1} : U_0 \to [0, 1] \) such that
\[
\rho_{K_0}(p) = \begin{cases} 1, & \text{if } p \in K_1; \\ 0, & \text{if } p \notin K_0. \end{cases}
\]
\[
\rho_{K_1}(p) = \begin{cases} 1, & \text{if } p \in K_2; \\ 0, & \text{if } p \notin K_1. \end{cases}
\]
(7.2)

We will use these functions to restrict the supports of functions to \( K_0 \) and \( K_1 \).

We introduce the operator \( \mathcal{Q}_\omega \) for \( \omega \in \mathbb{Z} \), which extracts the parts of functions whose frequency in the flow direction are around \( \omega \in \mathbb{Z} \).

**Definition 7.1** For each \( \omega \in \mathbb{Z} \), let \( \Pi_\omega : K^{r,\sigma} \to K^{r,\sigma} \) be the operator defined by
\[
(\Pi_\omega u)_j = \begin{cases} u_j, & \text{if } \omega(j) = \omega; \\ 0, & \text{otherwise,} \end{cases}
\]
for \( u = (u_j)_{j \in J} \).

Then we define \( \mathcal{Q}_\omega : C^\infty(K_0) \to C^\infty(K_0) \) by
\[
\mathcal{Q}_\omega = \mathcal{M}(\rho_{K_0}) \circ (I^\sigma)^* \circ \Pi_\omega \circ I^\sigma.
\]
The semiclassical zeta function...

From Lemma 6.5 and the choice of the function $\rho_{K_0}$, we have

$$\sum_{\omega \in \mathbb{Z}} Q_{\omega} u = u \quad \text{for } u \in C^\infty(K_1).$$

(7.3)

**Remark 7.2** Since the operator $Q_{\omega}$ may enlarge the support of functions, each of $Q_{\omega}(C^\infty(K_1))$ will not be contained in $C^\infty(K_1)$.

**Remark 7.3** The equality (7.3) is valid for any distribution $u \in \mathcal{D}'(K_1)$ if we regard the both sides as distributions.

In the next definition, we introduce the operator $\mathcal{T}_\omega$, which corresponds to $\mathcal{T}_0$ in (4.49) on local charts (restricted to the frequency around $\omega$).

**Definition 7.4** For $\omega \in \mathbb{Z}$ and $\sigma, \sigma' \in \Sigma_0$, let $T^{\sigma \rightarrow \sigma'}_{\omega} : K^{r,\sigma} \rightarrow K^{r,\sigma'}$ be the operator defined by

$$
(T^{\sigma \rightarrow \sigma'}_{\omega} u)_j = \begin{cases} 
X_{n_0(\omega)} \cdot \mathcal{T}^{\text{lift}}_{\omega} u_j, & \text{if } m(j) = 0 \quad \text{and} \quad \omega(j) = \omega \quad \text{with} \quad |\omega| \geq 3; \\
0, & \text{otherwise},
\end{cases}
$$

(7.4)

for $u = (u_j)_{j \in J}$. See (4.50) and (6.9) for the definitions of $\mathcal{T}^{\text{lift}}_{\omega}$ and $X_{n_0(\omega)}$. Then we define

$$\mathcal{T}_\omega = \mathcal{M}(\rho_{K_1}) \circ (I')^* \circ T^{\sigma \rightarrow \sigma'}_{\omega} \circ I^{\sigma} : C^\infty(K_0) \rightarrow C^\infty(K_1).$$

(7.5)

Notice that the right-hand side actually does not depend on $\sigma, \sigma' \in \Sigma$.

**Remark 7.5** The multiplication by $X_{n_0(\omega)}$ in (7.4) is inserted in order that the operator $T^{\sigma \rightarrow \sigma'}_{\omega}$ is well-defined as that from $K^{r,\sigma}$ to $K^{r,\sigma'}$. (Note that the operator $\mathcal{T}^{\text{lift}}_{\omega}$ does not enlarge the support of the function in the $\xi_\zeta$ direction.) Similarly the multiplication operator $\mathcal{M}(\rho_{K_1})$ in (7.5) is inserted so that the image of $\mathcal{T}_\omega$ is supported on $K_1$.

**Remark 7.6** Since the definition of $T^{\sigma \rightarrow \sigma'}_{\omega}$ above involves only finitely many components in effect (and erase the other components), it is easy to see that $\mathcal{T}_\omega$ for each $\omega$ is continuous from $\mathcal{K}^{r,\sigma}(K_0)$ to $C^\infty(K_1)$.

---

20 We consider the condition $|\omega| \geq 3$ below from Remark 4.11.
7.2 Properties of the operators $\mathcal{L}^t$, $Q_\omega$ and $T_\omega$.

7.2.1 Boundedness and continuity of the operators $\mathcal{L}^t$.

First of all, we give a basic statement on continuity of the family $\mathcal{L}^t$. From the fact noted in the beginning of Sect. 4.5.2, we unfortunately do not know whether $\mathcal{L}^t : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma}(K_0)$ is bounded when $t > 0$ is small. Instead, we prove the following proposition. Note that, from (4.39), we have

$$\mathcal{K}^{r,+}(K_0) \subset \mathcal{K}^r(K_0) \subset \mathcal{K}^{r,-}(K_0). \quad (7.6)$$

Remark 7.7 Here and henceforth, we write $\mathcal{K}^{r,-}(K_0)$, $\mathcal{K}^r(K_0)$ and $\mathcal{K}^{r,+}(K_0)$ for the Hilbert space $\mathcal{K}^{r,\sigma}(K_0)$ with $\sigma = -1, 0, +1$ respectively. Similarly we will write $\| \cdot \|_{\mathcal{K}^{r,-}}$, $\| \cdot \|_{\mathcal{K}^r}$ and $\| \cdot \|_{\mathcal{K}^{r,+}}$ for the norms on them.

Proposition 7.8 Suppose that $\sigma, \sigma' \in \Sigma$. The operator $\mathcal{L}^t : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_0)$ is bounded if

either (i) $t \geq 0$ and $\sigma' < \sigma$ or (ii) $t \geq t_0$ (and any $\sigma, \sigma'$). \quad (7.7)

In the latter case (ii), the image is contained in $\mathcal{K}^{r,\sigma'}(K_1)$. Further there exists a constant $C > 0$ such that

$$\| \mathcal{L}^t : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_0) \| \leq Ce^{Ct}$$

provided that the condition (7.7) holds true.

7.2.2 The operator $Q_\omega$

Since the operator $Q_\omega$ extracts the parts of functions whose frequencies in the flow direction is around $\omega$, the claims of the next lemma is natural.

Lemma 7.9 Suppose that $\sigma, \sigma' \in \Sigma$ satisfy $\sigma' < \sigma$. The operator $Q_\omega$ extends naturally to a bounded operator $Q_\omega : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_0)$. There exists a constant $C_0 > 0$ such that

$$\sum_{\omega \in \mathbb{Z}} \| Q_\omega u \|^2_{\mathcal{K}^{r,\sigma'}} \leq C_0 \| u \|^2_{\mathcal{K}^{r,\sigma}} \quad \text{for} \quad u \in \mathcal{K}^{r,\sigma}(K_0). \quad (7.8)$$

Remark 7.10 The claim of the lemma above will not hold for the case $\sigma = \sigma'$ because of the anisotropic property of our Hilbert spaces (Note that the operator $Q_\omega$ involves the coordinate change transformations).
7.2.3 The operator $\mathcal{T}_\omega$

From Lemma 4.14, the (Schwartz) kernel of the operator $\mathcal{T}_0^{\text{lift}}$ concentrate around the trapped set if we view it through the weight function $W^{r,\sigma}$. Also the operator $\mathcal{T}_\omega$ concerns the part of functions whose frequency in the flow direction is around $\omega$. Hence it is not difficult to see that this is a compact operator. More precise consideration leads to the following lemma.

**Lemma 7.11** Let $\sigma, \sigma' \in \Sigma_0$. The operator $\mathcal{T}_\omega$ extends to a trace class operator $\mathcal{T}_\omega: \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1)$. There is a constant $C_0 > 0$ such that, for any subset $Z \subset \mathbb{Z}$, we have

$$\left\| \sum_{\omega \in Z} \mathcal{T}_\omega : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1) \right\| \leq C_0.$$  (7.9)

Further there exist constants $C_0 > 1$ and $\omega_0 > 0$ such that, for each $\omega \in \mathbb{Z}$ with $|\omega| \geq \omega_0$, we have

(a) the estimate

$$C_0^{-1}(\omega)^d \leq \|\mathcal{T}_\omega : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1)\|_{\text{Tr}} \leq C_0(\omega)^d$$  (7.10)

where $\| \cdot \|_{\text{Tr}}$ denotes the trace norm of an operator; and

(b) there exists a subspace $V(\omega) \subset \mathcal{K}^{r,\sigma}(K_1)$ with $\dim V(\omega) \geq C_0^{-1}(\omega)^d$ such that

$$\|\mathcal{T}_\omega u\|_{\mathcal{K}^{r,\sigma'}} \geq C_0^{-1}\|u\|_{\mathcal{K}^{r,\sigma}} \text{ for all } u \in V(\omega).$$  (7.11)

Further there exists a constant $C_v > 0$ for $v > 0$ such that

$$|(\mathcal{T}_\omega u, \mathcal{T}_\omega v)_{\mathcal{K}^{r,\sigma}}| \leq C_v(\omega' - \omega)^{-v} \cdot \|u\|_{\mathcal{K}^{r,\sigma}} \|v\|_{\mathcal{K}^{r,\sigma}}$$  (7.12)

for $u \in V(\omega)$ and $v \in V(\omega')$ provided $|\omega|, |\omega'| \geq \omega_0$.

7.2.4 The transfer operators $\mathcal{L}^t$

We give two propositions on the transfer operators $\mathcal{L}^t$. The first one below is in the same spirit as Theorem 4.17 in Sect. 4.

**Proposition 7.12** Let $\sigma, \sigma' \in \Sigma_0$. There exist constants $\epsilon > 0$ and $C_v > 1$ for any $v > 0$ such that, for $\omega, \omega' \in \mathbb{Z}$ and $0 \leq t \leq 2t(\omega)$, we have

$$\|\mathcal{T}_{\omega'} \circ \mathcal{L}^t \circ \mathcal{T}_\omega : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1)\| \leq C_v(\omega' - \omega)^{-v},$$  (7.13)
\[(\Omega_{\omega'} - \mathcal{T}_{\omega'}) \circ \mathcal{L}^t \circ \mathcal{T}_{\omega} : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_0) \| \leq C_v\langle \omega \rangle^{-\epsilon} \langle \omega' - \omega \rangle^{-\nu}, \quad (7.14)\]
\[\|\mathcal{T}_{\omega'} \circ \mathcal{L}^t \circ (\Omega_{\omega} - \mathcal{T}_{\omega}) : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1)\| \leq C_v\langle \omega \rangle^{-\epsilon} \langle \omega' - \omega \rangle^{-\nu} \quad (7.15)\]

and, under the additional condition (7.7) on \( t \), also
\[\| (\Omega_{\omega'} - \mathcal{T}_{\omega'}) \circ \mathcal{L}^t \circ (\Omega_{\omega} - \mathcal{T}_{\omega}) : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_0)\| \leq C_v e^{-\chi_0t} \langle \omega' - \omega \rangle^{-\nu}. \quad (7.16)\]

In particular, from the four inequalities above, it follows that
\[\| \Omega_{\omega'} \circ \mathcal{L}^t \circ \Omega_{\omega} : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_0)\| \leq C_v\langle \omega' - \omega \rangle^{-\nu} \quad (7.17)\]

for \( \omega, \omega' \in \mathbb{Z} \) and \( 0 \leq t \leq 2t(\omega) \) satisfying (7.7) with respect to \( \sigma \) and \( \sigma' \).

We need the next proposition when we consider the resolvent of the generator of \( \mathcal{L}^t \). This is essentially an estimate on \( \mathcal{L}^t \) for negative \( t < 0 \). The transfer operators \( \mathcal{L}^t \) with negative \( t \ll 0 \) will not be a bounded operator on our modified anisotropic Sobolev spaces. But, since \( \mathcal{T}_{\omega}u \) for \( u \in \mathcal{K}^{r,\sigma}(K_0) \) is a smooth function as we noted in Remark 7.6, its image \( \mathcal{L}^t(\mathcal{T}_{\omega}u) \) for \( t < 0 \) is well defined and smooth. More precise consideration leads to

**Proposition 7.13** Let \( \sigma, \sigma' \in \Sigma_0 \). There exist constants \( \epsilon > 0, C_0 > 0 \) and \( C_v > 0 \) for any \( \nu > 0 \) such that, for \( u \in \mathcal{K}^{r,\sigma}(K_0), \omega \in \mathbb{Z} \) and \( 0 \leq t \leq 2t(\omega) \), there exists \( v_\omega \in \mathcal{K}^{r,\sigma'}(K_1) \) such that
\[\| \mathcal{L}^t v_\omega - \mathcal{T}_{\omega}u \|_{\mathcal{K}^{r,\sigma}} \leq C_0 \langle \omega \rangle^{-\theta} \| u \|_{\mathcal{K}^{r,\sigma}} \quad (7.18)\]

and, for \( \omega' \in \mathbb{Z} \) and \( 0 \leq t' \leq t \),
\[\| \Omega_{\omega'} \circ \mathcal{L}^{t'} v_\omega \|_{\mathcal{K}^{r,\sigma'}} \leq C_v \langle \omega' - \omega \rangle^{-\nu} \| u \|_{\mathcal{K}^{r,\sigma}}, \quad (7.19)\]
\[\| (\Omega_{\omega'} - \mathcal{T}_{\omega'}) \circ \mathcal{L}^{t'} v_\omega \|_{\mathcal{K}^{r,\sigma'}} \leq C_v \langle \omega' - \omega \rangle^{-\nu} \| u \|_{\mathcal{K}^{r,\sigma}}. \quad (7.20)\]

### 7.2.5 Short-time estimates

The next lemma is a consequence of the fact that the component \( \Omega_{\omega}u \) of \( u \in \mathcal{K}^{r,\sigma}(K_0) \) has frequency close to \( \omega \) in the flow direction.

**Lemma 7.14** Suppose that \( \sigma, \sigma' \in \Sigma_0 \) satisfy \( \sigma' < \sigma \). There exists a constant \( C_0 > 0 \) such that, for \( \omega \in \mathbb{Z} \) and \( 0 \leq t \leq t_0 \),
\[\| (e^{-i\omega t} \mathcal{L}^t - 1) \circ \Omega_{\omega} : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_0)\| \leq C_0 t. \quad (7.21)\]
The semiclassical zeta function.

For the generator $A := \lim_{t \to +0} (\mathcal{L}^t - 1) / t$ of $\mathcal{L}^t$, we have, for $u \in \mathcal{K}^{r, \sigma}(K_0)$,

$$
\sum_{\omega \in \mathbb{Z}} \| (i \omega - A) \circ \mathcal{Q}_\omega u \|^2_{\mathcal{K}^{r, \sigma}} \leq C_0 \| u \|^2_{\mathcal{K}^{r, \sigma}} 
$$

(7.22)

and

$$
\sum_{\omega \in \mathbb{Z}} \| \mathcal{Q}_\omega \circ (i \omega - A)u \|^2_{\mathcal{K}^{r, \sigma}} \leq C_0 \| u \|^2_{\mathcal{K}^{r, \sigma}}.
$$

(7.23)

Further the claims (7.22) and (7.23) remain valid when $\mathcal{Q}_\omega$ is replaced by $\mathcal{I}_\omega$.

Remark 7.15 For the vector-valued transfer operators $\mathcal{L}^t_{k, \ell}$ with $(k, \ell) \neq (0, 0)$, we consider their action on the Hilbert spaces given in Remark 6.9 and prove the propositions parallel to those stated in this section, except for Lemma 7.11 and Proposition 7.13. The extensions of the proofs given in later sections to such cases are straightforward. We will not need Lemma 7.11 and Proposition 7.13 for the vector-valued cases.

8 Proof of the main theorems (1): Theorem 2.2

We prove Theorem 2.2 assuming the propositions given in the last section. Below we consider the case of scalar-valued transfer operator $\mathcal{L}^t = \mathcal{L}^t_{0,0}$. For the other cases, we put a remark, Remark 8.11, at the end of Sect. 8.3.

8.1 Strong continuity and the generator

We define the Hilbert space $\widetilde{\mathcal{K}}^r(K_0)$ in the statement of Theorem 2.2 as follows.

Definition 8.1 We define the norm $\| \cdot \|_{\widetilde{\mathcal{K}}^r}$ on $C^\infty(K_0)$ by

$$
\| u \|_{\widetilde{\mathcal{K}}^r} := \left( \int_{0}^{t_0} \| \mathcal{L}^t u \|^2_{\mathcal{K}^{r, \sigma}} dt \right)^{1/2}.
$$

The Hilbert space $\widetilde{\mathcal{K}}^r(K_0)$ is the completion of the space $C^\infty(K_0)$ with respect to this norm.

From Proposition 7.8, we have

$$
\mathcal{K}^r(K_0) \subset \widetilde{\mathcal{K}}^r(K_0)
$$

(8.1)

and the transfer operator $\mathcal{L}^t$ for $t \geq t_0$ extends to

$$
\mathcal{L}^t : \widetilde{\mathcal{K}}^r(K_0) \to \mathcal{K}^{r, +2}(f^t(K_0)) \subset \mathcal{K}^r(K_2).
$$

(8.2)
Remark 8.2 The Hilbert space $\tilde{\mathcal{K}}^r(K_0)$ is contained in Sobolev space $H^{-R}(K_0)$ of some negative order $-R < 0$, since $\mathcal{L}^{t_0}(\tilde{\mathcal{K}}^r(K_0)) \subset \mathcal{K}^r(f^{t_0}(K_0)) \subset H^{-R}(f^{t_0}(K_0))$ from Remark 6.7 and $\mathcal{L}^{-t_0}$ is bounded from $H^{-R}(f^{t_0}(K_0))$ to $H^{-R}(K_0)$.

Proposition 8.3 The transfer operators $\mathcal{L}^t : C^\infty(K_0) \to C^\infty(K_0)$ for $t \geq 0$ extend to a strongly continuous one-parameter semi-group of bounded operators

$$\mathbb{L} := \{ \mathcal{L}^t : \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0), \ t \geq 0 \}.$$ 

For some constant $C > 0$, we have

$$\| \mathcal{L}^t : \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0) \| \leq C e^{Ct} \quad \text{for} \quad t \geq 0. \quad (8.3)$$ 

Proof The claims follow from the definition of $\| \cdot \|_{\tilde{\mathcal{K}}^r}$ and Proposition 7.8. Indeed, for $0 \leq t \leq t_0$, we have

$$\| \mathcal{L}^t u \|_{\tilde{\mathcal{K}}^r}^2 = \int_0^{t_0} \| \mathcal{L}^{s+t} u \|_{\tilde{\mathcal{K}}^r}^2 ds = \int_t^{t_0} \| \mathcal{L}^s u \|_{\tilde{\mathcal{K}}^r}^2 ds + \int_0^{t_0} \| \mathcal{L}^{t_0} \circ \mathcal{L}^s u \|_{\tilde{\mathcal{K}}^r}^2 ds \leq \int_t^{t_0} \| \mathcal{L}^s u \|_{\tilde{\mathcal{K}}^r}^2 ds + C \int_0^{t} \| \mathcal{L}^s u \|_{\tilde{\mathcal{K}}^r}^2 ds \leq (1 + C) \| u \|_{\tilde{\mathcal{K}}^r}^2.$$ 

Then we use this estimate recursively to get (8.3). The correspondence $t \mapsto \mathcal{L}^t(u) \in C^\infty(K_0) \subset \tilde{\mathcal{K}}^r(K_0)$ for $u \in C^\infty(K_0)$ is continuous at $t = 0$ from Remark 6.7. Since $C^\infty(K_0)$ is dense in $\tilde{\mathcal{K}}^r(K_0)$ by definition, we obtain strong continuity of the semi-group $\mathbb{L}$ by approximation argument.

We will denote the generator of the one-parameter semi-group $\mathbb{L}$ by

$$A : D(A) \subset \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0).$$ 

By general argument (see [33, Sect. 1.4, p. 51]), this is a closed operator defined on a dense linear subspace $D(A) \subset \tilde{\mathcal{K}}^r(K_0)$ that contains $C^\infty(K_0)$.

8.2 Meromorphic property of the resolvent

In the following, we suppose that $\tau > 0$ is that in the statement of Theorem 2.2, given as an arbitrarily small positive real number. The resolvent of the generator $A$ is written

$$\mathcal{R}(s) = (s - A)^{-1}.$$ 

As the second step toward the proof of Theorem 2.2, we prove
**Proposition 8.4** The resolvent $\mathcal{R}(s)$ is meromorphic on the region

$$\{ s \in \mathbb{C} \mid \text{Re}(s) > -\chi_0 + \tau, |\text{Im}(s)| > s_0 \}$$

if $s_0 > 0$ is sufficiently large. Further there exists a constant $C_0 > 0$ such that, for $\omega_* \in \mathbb{Z}$ with sufficiently large absolute value, there exist at most $C_0 |\omega_*|^d$ poles of the resolvent $\mathcal{R}(s)$ (counted with multiplicity) in the region

$$R(\omega_*) = \{ s \in \mathbb{C} \mid -\chi_0 + 2\tau < \text{Re}(s) < 1, |\text{Im}(s) - \omega_*| \leq 1 \}.$$  \hspace{1cm} (8.4)

**Remark 8.5** We actually can prove the meromorphic property of the resolvent $\mathcal{R}(s) = (s - A)^{-1}$ on much larger region (see Remark B.10 in Appendix 1).

**Proof** For each integer $\omega_* \in \mathbb{Z}$ with sufficiently large absolute value, we prove that the resolvent $\mathcal{R}(s)$ is meromorphic on the rectangle

$$\widetilde{\mathcal{R}}(\omega_*) := \{ s \in \mathbb{C} \mid \text{Re}(s) > -\chi_0 + \tau, |\text{Im}(s) - \omega_*| < 2 \} \supseteq R(\omega_*).$$

Let us consider the operator

$$\widetilde{T}_{\omega_*} = \sum_{|\omega - \omega_*| \leq 2\ell} T_\omega : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1)$$

where the integer $\ell$ will be specified in the course of the argument below (But note that we will choose $\ell$ uniformly for $\omega_*$. Below we write $C_0$ for large constants that are independent of $\omega_*$ and $\ell$. From Lemma 7.11, we have

$$\left\| \widetilde{T}_{\omega_*} : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1) \right\| \leq C_0 \hspace{1cm} (8.5)$$

and also

$$\left\| \widetilde{T}_{\omega_*} : \mathcal{K}^{r,\sigma}(K_0) \to \mathcal{K}^{r,\sigma'}(K_1) \right\|_{\text{Tr}} \leq C_0 \ell \cdot |\omega_*|^d \hspace{1cm} (8.6)$$

for any $\sigma, \sigma' \in \Sigma$. We regard the generator $A$ as a compact perturbation of

$$A' := A - \chi_0 \cdot \widetilde{T}_{\omega_*} : \mathcal{D}(A) \to \mathcal{K}^r(K_0).$$

As the main step of the proof, we prove

$$\square$$

**Lemma 8.6** The resolvent $\mathcal{R}'(s) := (s - A')^{-1}$ of $A'$ is bounded and satisfies

$$\|\mathcal{R}'(s)\|_{\widetilde{\mathcal{K}}^r} \leq C_0 \text{ for } s \in \widetilde{\mathcal{R}}(\omega_*) \text{ provided that } |\omega_*| \text{ is sufficiently large.}$$

We postpone the proof of Lemma 8.6 and finish the proof of Proposition 8.4. From Proposition 8.3, the resolvent $\mathcal{R}(s) = (s - A)^{-1} : \mathcal{K}^r(K_0) \to \mathcal{K}^r(K_0)$
is a uniformly bounded holomorphic family of isomorphisms on the region \( \text{Re}(s) \geq C_1 \) if we take sufficiently large \( C_1 \). Let us write the operator \( s - A \) as

\[
s - A = (s - A') \circ \mathcal{U}(s) \quad \text{where} \quad \mathcal{U}(s) := 1 - \chi_0(s - A')^{-1} \circ \widetilde{T}_{\omega_*}. \tag{8.7}
\]

From Lemma 8.6, the operator \((s - A')^{-1} \circ \widetilde{T}_{\omega_*}\) belongs to the trace class and is holomorphic with respect to \( s \) on the region \( \tilde{R}(\omega_*) \). Thus the resolvent \( \mathcal{R}(s) \) extends as a meromorphic family of Fredholm operators of index 0 to the region \( \tilde{R}(\omega_*) \). This gives the former claim of the proposition. Below we provide a more quantitative argument\(^{21}\) to get the latter claim. To begin with, note that the resolvent \( \mathcal{R}(s) \) has a pole of order \( m \) at \( s_0 \in \tilde{R}(\omega_*) \) if and only if

\[
k(s) := \det \mathcal{U}(s)
\]

has a zero of order \( m \) at \( s = s_0 \).

**Remark 8.7** The determinant \( \det \mathcal{U}(s) \) is well-defined since \( \mathcal{U}(s) \) is a perturbation of the identity by a trace class operator. We refer [23] for the trace and determinant of operators on Hilbert (or Banach) spaces.

From (8.6) and Lemma 8.6, we have

\[
\log |k(s)| \leq C_0 \ell |\omega_*|^d \quad \text{uniformly for} \quad s \in \tilde{R}(\omega_*). \tag{8.8}
\]

We may write \( \mathcal{U}(s)^{-1} \) for \( s \in \tilde{R}(\omega_*) \) with \( \text{Re}(s) \geq C_1 \) as

\[
\mathcal{U}(s)^{-1} = (s - A)^{-1}(s - A') = 1 \text{d} + \chi_0(s - A)^{-1} \circ \widetilde{T}_{\omega_*}.
\]

Hence, from (8.6), we obtain that

\[
\log |k(s)| \geq -C_0 \ell |\omega_*|^d \quad \text{uniformly for} \quad s \in R(\omega_*) \quad \text{with} \quad \text{Re}(s) \geq C_1. \tag{8.9}
\]

By virtue of Jensen’s formula [2, Chapter 5, formula (44) on page 208],\(^{22}\) the estimates (8.8) and (8.9) imply that there are at most \( C_0 |\omega_*|^d \) poles in the region \( R(\omega_*) \subseteq \tilde{R}(\omega_*) \). This proves the latter claim of the proposition.

**Proof of Lemma 8.6** For the proof, we construct approximate right and left inverse of \((s - A)\), that is,

\[
Q_R = Q_R(s), \quad Q_L = Q_L(s) : \tilde{K}^c(K_0) \to D(A) \subset \tilde{K}^c(K_0)
\]

\(^{21}\) We learned the following argument from the paper [39] of Sjöstrand.

\(^{22}\) By the Riemann mapping theorem, we find a biholomorphic mapping which maps the region \( \tilde{R}(\omega_*) \) onto the unit disk \(|z| < 1\) so that a point \( s_* \in \tilde{R}(\omega_*) \) with \( \text{Re}(s_*) > C_1 \) and \( \text{Im}(s_*) = \omega_* \) is sent to the origin 0. Then we apply Jensen’s formula to the holomorphic function on the unit disk corresponding to \( k(s) \) (see also the proof of Corollary 8.8).
for \( s \in \tilde{\mathcal{R}}(\omega_*) \) satisfying \( \|Q_R\|_{\tilde{\mathcal{K}}^r} \leq C_0, \|Q_L\|_{\tilde{\mathcal{K}}^r} \leq C_0 \) and

\[
\|\text{Id} - (s - A') \circ Q_R\|_{\tilde{\mathcal{K}}^r} < \frac{1}{2}, \quad \|\text{Id} - Q_L \circ (s - A')\|_{\tilde{\mathcal{K}}^r} < \frac{1}{2}. \tag{8.10}
\]

Once we obtain such operators \( Q_L \) and \( Q_R \), we can prove Lemma 8.6, constructing the resolvent \( \mathcal{R}'(s) = (s - A')^{-1} \) by iterative approximation. Indeed, if we define

\[
\tilde{Q}_R := Q_R \sum_{k=0}^{\infty} (\text{Id} - (s - A')Q_R)^k
\]

\[
\tilde{Q}_L := \sum_{k=0}^{\infty} (\text{Id} - Q_L(s - A'))^k Q_L
\]

we have \( \|\tilde{Q}_R\|_{\tilde{\mathcal{K}}^r} \leq C'_0, \|\tilde{Q}_L\|_{\tilde{\mathcal{K}}^r} \leq C'_0 \) and

\[(s - A') \circ \tilde{Q}_R = \text{Id}, \quad \tilde{Q}_L \circ (s - A') = \text{Id}, \quad \tilde{Q}_R = \tilde{Q}_L \circ (s - A') \circ \tilde{Q}_R = \tilde{Q}_L.
\]

Below we construct \( Q_R \) satisfying (8.10). The construction of \( Q_L \) is parallel and will be mentioned later. First, for \( u \in \tilde{\mathcal{K}}^r(K_0) \), we put

\[
\tilde{u} = e^{-st_0 L^0} u - \chi_0 \tilde{T}_{\omega_*} \int_{t_0}^{t_0} e^{-st} L^t u dt.
\]

Then we have \( \|\tilde{u}\|_{\tilde{\mathcal{K}}^r} \leq C_0 \|u\|_{\tilde{\mathcal{K}}^r} \) from Proposition 7.8 and Lemma 7.11. We define the operator \( Q_R : \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0) \) by setting

\[
Q_R u := Q_R^{(1)} \tilde{u} + Q_R^{(2)} \tilde{u} + Q_R^{(3)} \tilde{u} + \int_{t_0}^{t_0} e^{-st} L^t u dt
\]

where

\[
Q_R^{(1)} \tilde{u} = \sum_{\omega:|\omega - \omega_*| \leq \ell} \int_{t_0}^{t(\omega_0)} e^{-s(t + \chi_0)t} L^t \circ \tilde{T}_{\omega} \tilde{u} dt,
\]

\[
Q_R^{(2)} \tilde{u} = \sum_{\omega:|\omega - \omega_*| \leq \ell} \int_{t_0}^{t(\omega_0)} e^{-st} L^t \circ (Q_\omega - T_{\omega}) \tilde{u} dt,
\]

\[
Q_R^{(3)} \tilde{u} = \sum_{|\omega - \omega_*| > \ell} (s - i\omega)^{-1} Q_\omega \tilde{u}.
\]
We have \( \|Q_R^{(k)} \tilde{u}\|_{\tilde{\mathcal{F}}} \leq C_0 \|u\|_{\tilde{\mathcal{F}}} \) for \( k = 1, 2, 3 \). In the cases \( k = 1, 2 \), this follows from Proposition 7.12. In the case \( k = 3 \), this follows from Lemma 7.9 and Schwarz inequality.

Since \((d/dt)(e^{-st}L^t u) = -(s - A)e^{-st}L^t u\), we have

\[
(s - A') \int_0^t e^{-st}L^t u dt = u - e^{-st_0}L^{t_0} u + \chi_0 \tilde{\mathcal{F}}_\omega \int_0^t e^{-st} L^t u dt = u - \tilde{u}.
\]

Therefore, to prove the former claim in (8.10) for \( Q_R \), it is enough to show

1. \( \|s - A')Q_R^{(1)} \tilde{u} - \sum_{\omega:|\omega - \omega_k| \leq \ell} \mathcal{F}_\omega \tilde{u} \|_{\tilde{\mathcal{F}}} < (1/6) \|u\|_{\tilde{\mathcal{F}}} \),
2. \( \|s - A')Q_R^{(2)} \tilde{u} - \sum_{\omega:|\omega - \omega_k| \leq \ell} (Q_\omega - \mathcal{F}_\omega) \tilde{u} \|_{\tilde{\mathcal{F}}} < (1/6) \|u\|_{\tilde{\mathcal{F}}} \),
3. \( \|s - A')Q_R^{(3)} \tilde{u} - \sum_{\omega:|\omega - \omega_k| > \ell} Q_\omega \tilde{u} \|_{\tilde{\mathcal{F}}} < (1/6) \|u\|_{\tilde{\mathcal{F}}} \).

To prove the claims (1) and (2), we write

\[
(s - A')Q_R^{(1)} \tilde{u} = (s + \chi_0 - A)Q_R^{(1)} \tilde{u} - \chi_0 (1 - \tilde{\mathcal{F}}_{\omega_k}) Q_R^{(1)} \tilde{u}
\]

\[
= \sum_{\omega:|\omega - \omega_k| \leq \ell} \left[ \mathcal{F}_\omega \tilde{u} - e^{-(s+\chi_0)t}L^t \mathcal{F}_\omega \tilde{u} \right]
\]

\[
+ \sum_{\omega:|\omega - \omega_k| \leq \ell} \chi_0 (1 - \tilde{\mathcal{F}}_{\omega_k}) \int_0^t e^{-(s+\chi_0)t} \cdot L^t \mathcal{F}_\omega \tilde{u} dt
\]

and, similarly,

\[
(s - A')Q_R^{(2)} \tilde{u} = \sum_{\omega:|\omega - \omega_k| \leq \ell} \left[ (Q_\omega - \mathcal{F}_\omega) \tilde{u} - e^{-st}L^{-t} \mathcal{F}_\omega \tilde{u} \right]
\]

\[
+ \sum_{\omega:|\omega - \omega_k| \leq \ell} \chi_0 \int_0^t e^{-st} \cdot \tilde{\mathcal{F}}_{\omega_k} \mathcal{F}_\omega \tilde{u} dt.
\]

Then using Proposition 7.12 and the relation

\[
(1 - \tilde{\mathcal{F}}_{\omega_k}) = \sum_{|\omega - \omega_k| \leq 2\ell} (Q_\omega - \mathcal{F}_\omega) + \sum_{|\omega - \omega_k| > 2\ell} Q_\omega,
\]

we can deduce the claims (1) and (2), provided that \( \ell \) and \( |\omega_k| \) are sufficiently large. To prove the claim (3), we write

\[
(s - A')Q_R^{(3)} \tilde{u} = \sum_{|\omega - \omega_k| > \ell} \left( Q_\omega \tilde{u} - \frac{A - i\omega}{s - i\omega} \cdot Q_\omega \tilde{u} + \frac{\chi_0}{s - i\omega} \cdot \tilde{\mathcal{F}}_{\omega_k} \mathcal{F}_\omega \tilde{u} \right).
\]
The sum of the second terms on the right-hand side is bounded in the $\tilde{\mathcal{K}}^r$-norm by

$$C_0 \left( \sum_{|\omega - \omega_*| > \ell} \frac{1}{|s - i\omega|^2} \right)^{1/2} \left( \sum_{|\omega - \omega_*| > \ell} \| (i\omega - A) \cdot Q_{\omega} \tilde{u} \|^2_{\mathcal{K}^r} \right)^{1/2} \leq C_0 \frac{\|u\|_{\tilde{\mathcal{K}}^r}}{\ell^{1/2}}$$

from Lemma 7.14. Hence, if we take sufficiently large $\ell$ and then let $\omega_*$ be sufficiently large, we obtain the claim (3).

For the construction of $Q_L$, we modify the definition of $\tilde{u}$ as

$$\tilde{u} = e^{-st} L_t^0 u + \chi_0 \int_0^t e^{-st} L_t^i \circ \tilde{T}_\omega u dt$$

and replace $L^i \circ T_\omega$ and $L^i \circ (Q_\omega - T_\omega)$ in the definitions of $Q^{(1)}_R$ and $Q^{(2)}_R$ respectively by $T_\omega \circ L^i$ and $(Q_\omega - T_\omega) \circ L^i$. Then we can follow the argument above with obvious modifications and obtain the latter claim in (8.10) for $Q_L$.

From the argument in the proof above, we get the following corollary, which we will use later in the proof of Proposition 8.12 in Sect. 8.4.

**Corollary 8.8** There exists a constant $C_0 > 1$ and $\omega_0 > 0$ such that, if $\omega_* \in \mathbb{Z}$ satisfies $|\omega_*| > \omega_0$, there exists some $\omega \in \mathbb{R}$ with $|\omega - \omega_*| < 1$ such that

$$\sup_{\mu \in [-\tau, \tau]} \| R(\mu + \omega i) : \tilde{\mathcal{K}}^r(K_0) \rightarrow \tilde{\mathcal{K}}^r(K_0) \| \leq \exp(C_0 |\omega_*|^d). \quad (8.11)$$

**Remark 8.9** The estimate (8.11) seems very coarse. But for the moment we do not know whether we can give better estimates.

**Proof** Let us recall the subharmonic function \(^{23}\) $\log |k(s)| = \log |\det U(s)|$ and the constant $C_1$ in the proof of the last proposition. By the Riemann mapping theorem, we take a biholomorphic mapping $\varphi : \mathbb{C} \rightarrow \mathbb{D}$ which maps the region $\tilde{R}(\omega_*)$ onto the unit disk $\mathbb{D} = \{|z| < 1\}$ so that the point $s_* = C_1 + i\omega_* \in \tilde{R}(\omega_*)$ is mapped to the origin 0. Let $\psi(z) = \log |k(\varphi^{-1}(z))|$ for $z \in \mathbb{D}$ and observe that

1. $\psi(z) \leq C_0 |\omega_*|^d$ uniformly on $\mathbb{D}$ from (8.8),
2. $\psi(z)$ is a subharmonic function with at most $C_0 |\omega_*|^d$ points $w_i$ for $1 \leq i \leq I$ (with $I < C_0 |\omega_*|^d$) such that

---

\(^{23}\) We suppose that subharmonic functions can take value $-\infty$ and that log 0 = $-\infty$. 

\(\square\) Springer
\[ \Delta \psi (z) = \sum_{i=1}^{I} \delta_{w_i}, \]

(3) \( \psi (0) = \log |k(s_*)| \geq -C_0 |\omega_*|^d \) from (8.9) and the choice of \( s_* \) above.

Let \( \psi_i, 1 \leq i \leq I \), be the Green’s function on \( \mathbb{D} \) at \( w_i \), which is by definition the subharmonic function satisfying \( \Delta \psi_i = \delta_{w_i} \) and \( \psi_i \equiv 0 \) on \( \partial \mathbb{D} \). Then we see

\[ \psi(z) = \psi_0(z) + \sum_{i=1}^{I} \psi_i(z) \]

where \( \psi_0 \) is the harmonic function which takes the same boundary values as \( \psi \). From the property (3) and the subharmonic property of \( \psi \), it follows

\[ \frac{1}{2\pi} \int_{\partial \mathbb{D}} \psi_0(z)|dz| = \frac{1}{2\pi} \int_{\partial \mathbb{D}} \psi(z)|dz| \geq \psi(0) \geq -C_0 |\omega_*|^d. \]

From this and the property (1) above,

\[ \frac{1}{2\pi} \int_{\partial \mathbb{D}} |\psi(z)||dz| \leq C_0 |\omega_*|^d. \]

Hence, by Poisson’s formula [2], we get

\[ \psi(z) \geq -C_0 |\omega_*|^d + \sum_{i=1}^{I} \psi_i(z) \quad \text{for} \quad z \in \varphi(R(\omega_*)) \subset \mathbb{D}. \]

Note that the distortion of the Riemann map \( \varphi \) on the compact subset \( R(\omega_*) \subset \mathbb{D} \) is bounded uniformly in \( \omega_* \), that is,

\[ C_0^{-1} |s - s'| \leq |\varphi(s) - \varphi(s')| \leq C_0 |s - s'| \quad \text{for} \quad s, s' \in R(\omega_*) \]

because the pairs \((R(\omega_*), \tilde{R}(\omega_*))\) for different \( \omega_* \) are translations of each other. Since \( \psi_i(z) \geq \log |z - w'_i| - C_0 \), we obtain that

\[ \log |k(s)| \geq -C_0 |\omega_*|^d + \sum_{i=1}^{I} (\log |s - w'_i| - C_0) \quad \text{for} \quad s \in R(\omega_*), \]

\( \odot \) Springer
where \( w'_i = \varphi^{-1}(w_i) \). In particular we have

\[
\int_{\omega_*-1}^{\omega_*+1} \left( \inf_{\mu \in [-\tau, \tau]} \log |k(\mu + \omega i)| \right) d\omega \\
\geq -C_0|\omega_*|^d + \sum_{i=1}^{I} \left( \int_{\omega_*-1}^{\omega_*+1} \log |\omega - \text{Im}(w'_i)| d\omega - C_0 \right) \\
\geq -C_0|\omega_*|^d - C_0 I \geq -C_0|\omega_*|^d.
\]

Hence we can find \( \omega \in [\omega_* - 1, \omega_* + 1] \) such that

\[
\inf_{\mu \in [-\tau, \tau]} |k(\mu + \omega i)| \geq \exp(-C_0|\omega_*|^d).
\]  

(8.12)

For a self-adjoint trace class operator \( X \) such that \( 1 + X \) is positive, we have

\[
\| (1 + X)^{-1} \| \leq \det(1 + X)^{-1} \exp\| X \|_{\text{Tr}} + 1
\]

because, writing \( \sigma_i > -1 \) for the eigenvalues of \( X \), we have\(^{24}\)

\[
\det(1 + X)^{-1} \exp\| X \|_{\text{Tr}} \geq \prod_i \frac{e^{\sigma_i}}{1 + \sigma_i} \geq \max_i e^{\sigma_i} (1 + \sigma_i)^{-1} \\
\geq e^{-1}\| (1 + X)^{-1} \|.
\]

Applying this to \( \mathcal{U}(s)^* \cdot \mathcal{U}(s) = 1 + X \) with setting

\[
X = -Y - Y^* + Y^* \cdot Y \quad \text{and} \quad Y = 1 - \mathcal{U}(s) = \chi_0(s - A')^{-1} \circ \tilde{T}_{\omega_*},
\]

we obtain that

\[
\| \mathcal{U}(s)^{-1} \|^2 \leq C_0 \exp(C_0\| X \|_{\text{Tr}}) \cdot |\det \mathcal{U}(s)|^{-2} \quad \text{for} \quad s \in R(\omega_*).
\]

Estimating the trace norm \( \| X \|_{\text{Tr}} \) by (8.6) and Claim 3 and recalling the relation (8.7), we conclude

\[
\| R(s) \| \leq C_0\| \mathcal{U}(s)^{-1} \| \leq C_0 \exp(C_0|\omega_*|^d) \cdot |k(s)|^{-1} \quad \text{for} \quad s \in R(\omega_*).
\]

Therefore (8.12) implies the required estimate.

\(\Box\)

\(^{24}\) Note that \( e^x/(1 + x) > 1 \) for \( x > -1 \).
8.3 Boundedness of the resolvent

The third step toward the proof of Theorem 2.2 is to prove that there are only finitely many eigenvalues of the generator $A$ on the outside of $U(\chi_0, \tau)$ (see (1.6) for the definition of $U(\chi_0, \tau)$).

**Proposition 8.10** There exists $s_0 > 0$ such that the resolvent $\mathcal{R}(s)$ is bounded as an operator on $\tilde{K}^r(K_0)$ uniformly for $s \in \mathbb{C} \setminus U(\chi_0, \tau)$ satisfying $\text{Re}(s) > -\chi_0 + \tau$ and $|\text{Im}(s)| \geq s_0$.

**Proof** We consider $s \in \mathbb{C} \setminus U(\chi_0, \tau)$ satisfying $\text{Re}(s) > -\chi_0 + \tau$ and $|\text{Im}(s)| \geq s_0$ and take $\omega_* = \omega_*(s)$ so that $s \in R(\omega_*)$. We show that, for any $u \in \tilde{K}^r(K_0)$, there exists $w \in \tilde{K}^r(K_0)$ such that $\|w\|_{\tilde{K}^r} \leq C_0 \|u\|_{\tilde{K}^r}$ and that

$$
\|(s - A)w - u\|_{\tilde{K}^r} \leq \frac{1}{2} \|u\|_{\tilde{K}^r}.
$$

(8.13)

By iterative approximation as in the proof of Lemma 8.6, this implies that $(s - A)$ has a right inverse whose operator norm is bounded by $C_0$. Then, by Lemma 8.6 and the relation (8.7), we see that the right inverse thus obtained is actually the resolvent $\mathcal{R}(s)$ and therefore obtain the conclusion of the proposition.

The following argument is mostly parallel to that in the proof of Lemma 8.6. In the case $\text{Re}(s) > \tau$, we set

$$
w = w_1 + w_2 + w_3 + \int_0^{t_0} e^{-st} L^t u dt
$$

where, letting $\tilde{u} = e^{-st_0} L^{t_0} u$, we set

$$
w_1 = \sum_{\omega : |\omega - \omega_*| \leq \ell} \int_0^{t(\omega_*)} e^{-(s+\chi_0)t} \cdot L^t \circ T_\omega \tilde{u} dt,
$$

(8.14)

$$
w_2 = \sum_{\omega : |\omega - \omega_*| \leq \ell} \int_0^{t(\omega_*)} e^{-st} \cdot L^t \circ (Q_\omega - T_\omega) \tilde{u} dt,
$$

(8.15)

$$
w_3 = \sum_{|\omega - \omega_*| > \ell} (s - i\omega)^{-1} Q_\omega \tilde{u}
$$

(8.16)

where $\ell > 0$ is an integer that we will specify later. In the case $\text{Re}(s) < -\tau$, we replace the definition of $w_1$ above by

$$
w_1 = -\sum_{\omega : |\omega - \omega_*| \leq \ell} \int_0^{t(\omega_*)} e^{s(t(\omega_*)-t)} L^t v_\omega dt
$$
where \( v_\omega \in \mathcal{K}^r_{+}(K_1) \) is that in Proposition 7.13 with setting \( \sigma = 0, \sigma' = +1 \) and letting \( u \) in its statement be \( \tilde{u} \in \mathcal{K}^r_{+2}(K_2) \).

We can check that \( \|w\|_{\widetilde{K}^r} \leq C_0 \|u\|_{\widetilde{K}^r} \) as in the proof of Lemma 8.6. Since

\[
(s - A) \int_0^t e^{-st} L^t u dt = u - e^{-st_0} L^{t_0} u = u - \tilde{u},
\]

the inequality (8.13) follows if we prove the claims

1. \( \| (s - A) w_1 - \sum_{\omega:|\omega - \omega_*| \leq \ell} T_\omega \tilde{u} \|_{\widetilde{K}^r} < (1/6) \|u\|_{\widetilde{K}^r} \),
2. \( \| (s - A) w_2 - \sum_{\omega:|\omega - \omega_*| \leq \ell} (Q_\omega - T_\omega) \tilde{u} \|_{\widetilde{K}^r} < (1/6) \|u\|_{\widetilde{K}^r} \),
3. \( \| (s - A) w_3 - \sum_{\omega:|\omega - \omega_*| > \ell} Q_\omega \tilde{u} \|_{\widetilde{K}^r} < (1/6) \|u\|_{\widetilde{K}^r} \).

The proofs of the claims (1) and (2) are obtained from that of the corresponding claims in the proof of Lemma 8.6, letting \( \chi_0 \) be 0 in some places. But, in the case \( \text{Re}(s) < -\tau \), we need to modify the proof of (2) slightly as follows: We write

\[
(s - A) w_1 = - \sum_{\omega:|\omega - \omega_*| \leq \ell} \int_0^{t(\omega_*)} e^{s(\omega_*) - t} L^t \nu_\omega dt = \sum_{\omega:|\omega - \omega_*| \leq \ell} \left[ e^{s(\omega_*)} \cdot \nu_\omega - L^{t(\omega_*)} \nu_\omega \right]
\]

and check that the claim follows from the choice of \( \nu_\omega \). The proof of the claim (3) is again parallel to that in Lemma 8.6. \( \square \)

**Remark 8.11** In the cases of vector-valued transfer operators \( L^t_{k,\ell} \) with \((k, \ell) \neq (0, 0)\), we can get the proof of the corresponding claims of Theorem 2.2 by the argument parallel to that in this section for the case \( \text{Re}(s) > \tau \) (see Remarks 6.9 and 7.15 also). Note that we do not need statements corresponding to Lemma 7.11 and Proposition 7.13 for these cases.

### 8.4 Lower bound for the density of eigenvalues

To complete\(25\) the proof of Theorem 2.2, it is enough to prove the following lower bound on the density of eigenvalues of the generator \( A \).

---

\(25\) As we noted in Remark 8.5, we actually have proved discreteness of the spectral set of the generator \( A \) only on the region \( \text{Re}(s) > -\chi_0 + \tau \) and \( |\text{Im}(s)| \geq s_0 \) for some large \( s_0 \). We will see that this is true for the region \( \text{Re}(s) > -r\chi_0/4 \) in Appendix 1.
Proposition 8.12 For any $\delta > 0$, there exist constants $C_0 > 1$ and $\omega_0 > 0$ such that, for $\omega_* \in \mathbb{Z}$ with $|\omega_*| \geq \omega_0$, it holds
\[
\frac{\#\{\text{poles of } \mathcal{R}(s) \text{ such that } |\text{Re}(s)| < \tau \text{ and } |\text{Im}(s) - \omega_*| \leq |\omega_*|^\delta\}}{|\omega_*|^\delta} \geq \frac{|\omega_*|^d}{C_0}.
\]

Proof For $\omega_* \in \mathbb{Z}$, we consider the rectangle
\[
\text{Rect}(\omega_*) = \{ s \in \mathbb{C} \mid |\text{Re}(s)| < \tau, -|\omega_*|^\delta + \Delta < \text{Im}(s) - \omega_* < |\omega_*|^\delta - \Delta' \}
\]
where we choose $\Delta, \Delta' \in [0, 2]$ so that the estimate (8.11) in Corollary 8.8 holds true on the horizontal sides of Rect($\omega_*$). Then we consider the spectral projector
\[
\Pi_{\omega_*} = \frac{1}{2\pi i} \int_{\partial \text{Rect}(\omega_*)} \mathcal{R}(s) ds
\]
for the spectral set of $A$ in this rectangle. For the proof of the proposition, it is enough to show that
\[
\text{rank } \Pi_{\omega_*} \geq \frac{1}{C_0} |\omega_*|^{d+\delta} \text{ when } |\omega_*| \text{ is sufficiently large.}
\]
We prove this claim by contradiction. Let $\ell > 0$ be a constant which we will specify in the course of the argument (independently of $\omega_*$). We consider an integer $\omega_*$ with large absolute value and take a sequence
\[
\omega_* - |\omega_*|^\delta / 2 < \omega(1) < \omega(2) < \cdots < \omega(k) < \omega_* + |\omega_*|^\delta / 2
\]
so that
\[
|\omega(j + 1) - \omega(j)| \geq 2\ell \quad \text{and} \quad k \geq \frac{|\omega_*|^\delta}{4\ell}.
\]
We take the subspace $V(\omega(j))$ in Lemma 7.11(b) for each $1 \leq j \leq k$ and set
\[
\tilde{V}(\omega(j)) = \mathcal{T}_{\omega(j)}(V(\omega(j))) \subset \mathcal{K}^r(K_1) \subset \mathcal{K}^r(K_1).
\]
From the choice of $V(\omega(j))$ in Lemma 7.11(b), we have
\[
\text{dim } \tilde{V}(\omega(j)) = \text{dim } V(\omega(j)) \geq C_0^{-1} |\omega_*|^d.
\]
Let us set
\[ W(\omega_*) = \sum_{j=1}^{k} \tilde{V}(\omega(j)) \subset \mathcal{K}^{r,+}(K_1). \]

From (7.11) and (7.12) in Lemma 7.11, the subspaces \( \tilde{V}(\omega(j)) \) for \( 1 \leq j \leq k \) are almost orthogonal to each other (and linearly independent) provided that \( \ell \) is sufficiently large. More precisely, if we set \( \tilde{v}_j = \mathcal{I}_{\omega(j)} v_j \in \tilde{V}(\omega(j)) \) for any given \( v_j \in V(\omega(j)) \) for \( 1 \leq j \leq k \), we have
\[
\sum_{i,j: i \neq j} |(\tilde{v}_i, \tilde{v}_j)_{\mathcal{K}^{r,\sigma}}| \leq C_0 \sum_{i,j: i \neq j} (\omega(i) - \omega(j))^{-2} \|v_i\|_{\mathcal{K}^{r,\sigma}} \|v_j\|_{\mathcal{K}^{r,\sigma}} \leq C_0 \ell^{-1} \cdot \sum_j \|v_j\|^2_{\mathcal{K}^{r,\sigma}} \leq C_0 \ell^{-1} \cdot \sum_j \|\tilde{v}_j\|^2_{\mathcal{K}^{r,\sigma}}. \tag{8.18}
\]
Hence, provided that \( \ell \) is so large that \( C_0 \ell^{-1} < 1 \), we see
\[
\dim W(\omega_*) = \sum_{j=1}^{k} \dim \tilde{V}(\omega(j)) = \sum_{j=1}^{k} \dim V(\omega(j)) \geq \frac{|\omega_*|^{d+\delta}}{4\ell C_0}.
\]
From our assumption (for the proof by contradiction), we can take arbitrarily large \( \omega_* \in \mathbb{Z} \) and an element \( \tilde{w} \in W(\omega_*) \) with \( \|\tilde{w}\|_{\mathcal{K}^{r}} = 1 \) that belongs to \( \ker \Pi_{\omega_*} \). We express \( \tilde{w} \) as
\[
\tilde{w} = \sum_{j=1}^{k} \mathcal{I}_{\omega(j)} w(j) \quad \text{with} \quad w(j) \in V(\omega(j))
\]
and, for simplicity, set
\[
\tilde{w}(j) := \mathcal{I}_{\omega(j)} w(j) \in \tilde{V}(\omega(j)) \subset \mathcal{K}^{r,+}(K_1).
\]
Note that we have
\[
C_0^{-1} \|w(j)\|_{\mathcal{K}^{r}} \leq \|\tilde{w}(j)\|_{\mathcal{K}^{r}} \leq C_0 \|w(j)\|_{\mathcal{K}^{r}} \tag{8.19}
\]
from the choice of \( V(\omega(j)) \) and the uniform boundedness of the operators \( \mathcal{I}_{\omega(j)} \) in \( \omega \). We choose an integer \( 1 \leq k_* \leq k \) so that \( \|w(k_*)\|_{\mathcal{K}^{r}} \) is the largest among \( \|w(j)\|_{\mathcal{K}^{r}} \) for \( 1 \leq j \leq k \).
For further argument, we introduce an entire holomorphic function
\[
\Omega : \mathbb{C} \to \mathbb{C}\setminus\{0\}, \quad \Omega(s) := \exp(1 - \cos(s)). \tag{8.20}
\]
This function converges to zero rapidly when $|s| \to \infty$ in the strip $|\text{Re}(s)| < \pi/3$. More precisely, we have

$$|\Omega(s)| = \exp(1 - \text{Re}(\cos(s))) \leq \exp(1 - \exp(|\text{Im}(s)|)/4)$$

for $s \in \mathbb{C}$ with $|\text{Re}(s)| \leq \pi/3$, because, if $s = x + iy$ with $x \in [-\pi/3, \pi/3]$,

$$\text{Re}(\cos(s)) = \cos(x) \cdot \cosh(y) \geq \exp(|y|)/4.$$ 

Also we can check that $y \mapsto \Omega(x + iy)$ for $x \in [-\pi/3, \pi/3]$ is a function in the Schwartz class $S(\mathbb{R})$ and uniformly bounded.

Let $b > 0$ be a small constant, which we will specify in the last part of the proof, and define the $\mathcal{K}(K_0)$-valued function

$$\mathcal{Y} : \text{Rect}(\omega_\ast) \to \mathcal{K}(K_0), \quad \mathcal{Y}(s) = \Omega(b(s - i\omega(k_\ast))) \cdot \mathcal{R}(s)\tilde{w}.$$ 

Since $\tilde{w}$ belongs to the kernel of the spectral projector $\Pi(\omega_\ast)$, this is holomorphic on a neighborhood of the rectangle $\text{Rect}(\omega_\ast)$ and hence we have

$$\int_{\partial\text{Rect}(\omega_\ast)} \mathcal{Y}(s)ds = 0. \quad (8.21)$$

Below we show that this can not be true. In fact, we claim that, if $|\omega_\ast|$ is sufficiently large, we have

$$\left\| \mathcal{Q}_\ast \left( \int_{\partial\text{Rect}(\omega_\ast)} \mathcal{Y}(s)ds \right) - \tilde{w}(k_\ast) \right\|_{\mathcal{K}} \leq \frac{1}{2} \|\tilde{w}(k_\ast)\|_{\mathcal{K}} \quad (8.22)$$

where

$$\mathcal{Q}_\ast = \sum_{\omega : |\omega - \omega(k_\ast)| \leq \ell} \mathcal{Q}_\omega.$$ 

Since $\tilde{w}(k_\ast) \neq 0$ from the choice of $k_\ast$ and (8.19), this proves the proposition by contradiction.

To begin with, note that we have

$$\|\mathcal{Q}_\ast\tilde{w}(k_\ast) - \tilde{w}(k_\ast)\|_{\mathcal{K}} \leq \frac{1}{4} \|\tilde{w}(k_\ast)\|_{\mathcal{K}} \quad (8.23)$$

provided that $\ell$ is sufficiently large. In fact, since $\tilde{w}(k_\ast)$ is supported on $K_1$ and satisfies (7.3), we may write the left hand side as
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\[ \sum_{\omega' : |\omega' - \omega(k_*)| > \ell} \Omega_{\omega'} \circ J_{\omega(k_*)} w(k_*) \]

Hence, using (7.13) and (7.14) for \( t = 0 \) and also (8.19), we can check (8.23).

Let us write \( \partial^h \text{Rect}(\omega_*) \) and \( \partial^v \text{Rect}(\omega_*) \) for the horizontal and vertical sides of the rectangle \( \text{Rect}(\omega_*) \). For the integral (8.21) restricted to the horizontal sides, we have, from the choice of \( \Delta, \Delta' > 0 \) in the definition of \( \text{Rect}(\omega_*) \) and (8.20), that

\[ \int_{\partial^h \text{Rect}(\omega_*)} Y(s) ds \leq \exp\left( -\exp(|\omega_*|^\delta - 1)/4 \right) \cdot \exp(C_0|\omega_*|^d) \cdot \|\tilde{w}\|_{Kr}. \]

(8.24)

Since \( \|\tilde{w}\|_{Kr} \leq C_0|\omega_*|^\delta \cdot \|w(k_*)\|_{Kr} \) from the choice of \( k_* \), this part of integral is much smaller than \( \|w(k_*)\|_{Kr} \) provided \( |\omega_*| \) is large.

To evaluate the integral on the vertical sides, we prepare the next lemma.

Recall that \( \epsilon_0 \) is the constant that appear in the definition (7.1) of \( t(\omega) \).

Lemma 8.13 Suppose that \( \rho \in \mathbb{R} \) satisfies \( |\rho - \omega_*| \leq |\omega_*|^\delta + 1 \). There exists a constant \( C_0 > 0 \), independent of \( \omega_* \) and \( \rho \), such that, for \( 1 \leq j \leq k \), we have

\[ \|R(\tau + i\rho)\tilde{w}(j) - \int_0^{t(\omega_*)} e^{-(\tau + i\rho)t} L^t \tilde{w}(j) dt \|_{Kr} \leq C_0|\omega_*|^{-\tau \epsilon_0} \|\tilde{w}(j)\|_{Kr} \]

and further that, for the function \( v_{\omega(j)} \) given in Proposition 7.13 for the setting \( \sigma = \sigma' = 0, u = w(j), \omega = \omega(j) \) and \( t = t(\omega_*) \leq 2t(\omega(j)) \), we have

\[ \|R(-\tau + i\rho)\tilde{w}(j) + \int_0^{t(\omega_*)} e^{-(\tau + i\rho)t} L^t v_{\omega(j)} dt \|_{Kr} \leq C_0|\omega_*|^{-\tau \epsilon_0} \|\tilde{w}(j)\|_{Kr}. \]

Proof Since

\[ ((\tau + i\rho) - A) \left( \int_0^{t(\omega_*)} e^{-(\tau + i\rho)t} L^t dt \right) = 1 - e^{-(\tau + i\rho)t(\omega_*)} L^t(\omega_*) , \]

we obtain, by applying \( R(\tau + i\rho) \) to the both sides, that

\[ R(\tau + i\rho) = \left( \int_0^{t(\omega_*)} e^{-(\tau + i\rho)t} L^t dt \right) + e^{-(\tau + i\rho)t(\omega_*)} R(\tau + i\rho) \circ L^t(\omega_*) . \]
We apply this operator to $\tilde{w}(j)$. Since $\mathcal{L}^{t(\omega_*)} \tilde{w}(j)$ is supported on $K_1$ and satisfies (7.3), we may use (7.13) and (7.14) in Proposition 7.12 and also Proposition 8.10 to get the estimate

$$
\left\| \mathcal{R}(\tau + i\rho) \tilde{w}(j) - \int_0^{t(\omega_*)} e^{-(\tau + i\rho)t} \mathcal{L}^t \tilde{w}(j) dt \right\|_{\mathcal{A}^{\tau}} \leq C_0 e^{-\tau t(\omega_*)} \|w(j)\|_{\mathcal{A}^{\tau}} \leq C_0 |\omega_*|^{-\tau\epsilon_0} \|\tilde{w}(j)\|_{\mathcal{A}^{\tau}}.
$$

This is the first claim. We can get the second inequality by a similar manner. Since

$$
((-\tau + i\rho) - A) \left( \int_0^{t(\omega_*)} e^{-(\tau + i\rho)t} \mathcal{L}^t \tilde{w}(j) - \mathcal{L}^t \tilde{w}(j) \right) = e^{-(\tau + i\rho)t(\omega_*)} - \mathcal{L}^t \tilde{w}(j),
$$

we have

$$
\mathcal{R}(-\tau + i\rho) \circ \mathcal{L}^t(\omega_*) = -\left( \int_0^{t(\omega_*)} e^{-(\tau + i\rho)t} \mathcal{L}^t(\omega_*) dt \right) + e^{-(\tau + i\rho)t(\omega_*)} \mathcal{R}(-\tau + i\rho).
$$

We obtain the second inequality by applying this operator to $v_{\omega(j)}$ and using the estimate

$$
\left\| \mathcal{R}(-\tau + i\rho) \circ \mathcal{L}^t(\omega_*) v_{\omega(j)} - \mathcal{R}(-\tau + i\rho) \tilde{w}(j) \right\|_{\mathcal{A}^{\tau}} \leq C_0 |\omega_*|^{-\theta} \|w(j)\|_{\mathcal{A}^{\tau}}
$$

that follows from the condition (7.18) in the choice of $v_{\omega(j)}$. (We choose $\epsilon_0$ so small that $\tau \epsilon_0 < \theta$.)

\[\square\]

From Lemma 8.13 above and the choice of $k_*$, we have that

$$
\begin{align*}
\mathcal{Q}_* \int_{\partial \text{Rect}(\omega_*)} & y(s) ds \\
&= \sum_{j=1}^k \int_{-\infty}^{+\infty} d\rho \int_0^{t(\omega_*)} \Omega_{b,+}(\rho - \omega(k_*)) \\
& \quad \times e^{-i(\rho - \omega(k_*))t} e^{-(\tau + i\omega(k_*))t} Q_* \circ \mathcal{L}^t \tilde{w}(j) dt \\
& \quad + \sum_{j=1}^k \int_{-\infty}^{+\infty} d\rho \int_0^{t(\omega_*)} \Omega_{b,-}(\rho - \omega(k_*)) e^{i(\rho - \omega(k_*))t} e^{-(\tau + i\omega(k_*))t} \\
& \quad \times Q_* \circ \mathcal{L}^t(\omega_*) - t v_{\omega(j)} dt \\
& \quad + O_{\mathcal{A}^{\tau}} \left( |\omega_*|^{-\tau\epsilon_0 + \delta} \|\tilde{w}(k_*)\|_{\mathcal{A}^{\tau}} \right)
\end{align*}
$$
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where we set

\[ \Omega_{b,\pm}(\rho) = \Omega(b(\pm \tau + \rho i)). \]

**Remark 8.14** The last term \( O_{K} (|\omega_{*}|^{-\tau \epsilon_{0} + \delta} \| \tilde{w}(k_{*}) \|_{K'}) \) denotes an error term whose \( K' \)-norm is bounded by \( C |\omega_{*}|^{-\tau \epsilon_{0} + \delta} \| \tilde{w}(k_{*}) \|_{K'}. \) We use this notation below.

Note that the integration along the horizontal sides of \( \text{Rect}(\omega_{*}) \) and also the integration with respect to \( \rho \) on the outside of the interval

\[ [\omega_{*} - |\omega_{*}|^\delta + \Delta, \omega_{*} + |\omega_{*}|^\delta - \Delta'] \]

is included in the last error term (The former is small as we have seen in (8.24). The latter is also very small because of the property of the function \( \Omega_{b}(\cdot) \) in the integrand).

Performing integration with respect to \( \rho \), we get

\[
\begin{align*}
Q_{*} \int_{\partial \nu \text{Rect}(\omega_{*})} \mathcal{Y}(s) ds &= \sum_{j=1}^{k} \int_{0}^{t(\omega_{*})} \hat{\Omega}_{b,+}(t) \cdot e^{(-\tau - i \omega(k_{*}))t} \cdot \Omega_{*} \circ \mathcal{L}' \tilde{w}(j) \, dt \\
&+ \sum_{j=1}^{k} \int_{0}^{t(\omega_{*})} \hat{\Omega}_{b,-}(t) \cdot e^{(-\tau + i \omega(k_{*}))t} \cdot \Omega_{*} \circ \mathcal{L}'(\omega_{*})^{-t} v_{\omega}(j) \, dt \\
&+ \mathcal{O}_{K'} (|\omega_{*}|^{-\tau \epsilon_{0} + \delta} \| \tilde{w}(k_{*}) \|_{K'})
\end{align*}
\]

where \( \hat{\Omega}_{b,\pm}(\cdot) \) is the Fourier transform of \( \Omega_{b,\pm}(\cdot) \),

\[
\hat{\Omega}_{b,\pm}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i \rho t} \Omega_{b,\pm}(\rho) d\rho = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i \rho t} \Omega(b(\pm \tau + i \rho)) d\rho.
\]

In both of the sums over \( 1 \leq j \leq k \) on the right-hand side above, the contribution from the terms other than \( j = k_{*} \) is relatively small provided that \( \ell > 0 \) is large enough (independently of \( \omega_{*} \)). In fact, from Proposition 7.12 and the choice of \( k_{*} \),

\[
\| \Omega_{*} \circ \mathcal{L}' \tilde{w}(j) \|_{K'} \leq \frac{C_{v} \ell \cdot \| \tilde{w}(j) \|_{K'}}{|\omega(j) - \omega(k_{*})| - \ell}^{v} \leq \frac{C_{v} \ell \cdot \| \tilde{w}(k_{*}) \|_{K'}}{|\omega(j) - \omega(k_{*})| - \ell}^{v}
\]

for \( j \neq k_{*} \) and \( 0 \leq t \leq t(\omega_{*}) \), with arbitrarily large \( v > 0 \). Similarly, from (7.19) in the choice of \( v_{\omega} \), we have
\[ \| Q_\ast \circ \mathcal{L}_t^t \nu \omega(j) \|_{\mathcal{K}^\nu} \leq \frac{C_{\nu \ell}}{\| \omega(j) - \omega(k) \| - \ell} \cdot \| \tilde{w}(k) \|_{\mathcal{K}^\nu}. \]

Therefore the sum of contributions from the integrals for \( j \neq k \ast \) is bounded by \( C \ell^{-\nu+2} \| \tilde{w}(k) \|_{\mathcal{K}^\nu} \) in the \( \mathcal{K}^\nu \)-norm. That is, we have

\[ Q^\ast \int_{\partial^\nu \text{Rect}(\omega_\ast)} \mathcal{Y}(s) ds = Q^\ast \left( \int_0^\nu \hat{\omega}_{b, +}(t) \cdot e^{(-\tau - i\omega(k)) t} \cdot \mathcal{L}_t^t \tilde{w}(k) dt \right) + Q^\ast \left( \int_0^\nu \hat{\omega}_{b, -}(t) \cdot e^{(-\tau + i\omega(k)) t} \cdot \mathcal{L}_t^t \nu \omega(k) dt \right) + \mathcal{O}_{\mathcal{K}^\nu} \left( (\ell^{-\nu+1} + |\omega_\ast|^{-\tau \epsilon_0 + \delta}) \cdot \| \tilde{w}(k) \|_{\mathcal{K}^\nu} \right). \]

We (finally) fix the constant \( \ell > 0 \) so that the last error term is bounded by \( \| \tilde{w}(k) \|_{\mathcal{K}^\nu} / 10 \) when \( \omega_\ast \) is sufficiently large. (Since we have only to prove Proposition 8.12 for sufficiently small \( \delta \), we assume \( \delta < \tau \epsilon_0 \).)

Now we let the constant \( b \) be small. Then the functions \( \hat{\omega}_{b, \pm}(t) \) concentrate around 0 (in the \( L^1 \) sense) and, further, \( \int_0^\nu \hat{\omega}_{b, \pm}(t) dt \) and \( \int_0^\nu \hat{\omega}_{b, \pm}(t) dt \) become close to 1/2 by symmetry. By (7.21) in Lemma 7.14, we have

\[ \| e^{(-\tau - i\omega(k)) t} \mathcal{L}_t^t \tilde{w}(k) - \tilde{w}(k) \|_{\mathcal{K}^\nu} \leq C_0 |t| \| \tilde{w}(k) \|_{\mathcal{K}^\nu}. \]

Similarly, by (7.21) in Lemma 7.14 and (7.18) in the choice of \( \nu \omega(k) \), we have also

\[ \| e^{(-\tau + i\omega(k)) t} \mathcal{L}_t^t \nu \omega(k) - \tilde{w}(k) \|_{\mathcal{K}^\nu} \leq C_0 (|t| + |\omega_\ast|^{-\theta}) \| \tilde{w}(k) \|_{\mathcal{K}^\nu}. \]

Therefore each of the integrations on the right-hand side above become close to \( Q_\ast \tilde{w}(k) / 2 \) in \( \mathcal{K}^\nu(K_0) \) as \( b \to +0 \) uniformly in \( \omega_\ast \). Recalling (8.23), we conclude (8.22) when \( |\omega_\ast| \) is sufficiently large, provided the constant \( b > 0 \) is sufficiently small. We finished the proof of Proposition 8.12.

9 Some preparatory lemmas

In the last section, we have deduced Theorem 2.2 from the propositions given in Sect. 7.2. The remaining task (in proving Theorem 2.2) is to prove those propositions. This is done in this section and the following two sections. This section is devoted to some basic estimates.
9.1 Multiplication by functions

We begin with considering the multiplication operator by a function \( \psi \in C^\infty_0(\mathbb{R}^{2d+d'+1}) \),

\[
\mathcal{M}(\psi) : C^\infty(\mathbb{R}^{2d+d'+1}) \to C^\infty(\mathbb{R}^{2d+d'+1}), \quad \mathcal{M}(\psi)u = \psi \cdot u
\]

and its lift with respect to the partial Bargmann transform,

\[
\mathcal{M}(\psi)^{\text{lift}} := \mathcal{B} \circ \mathcal{M}(\psi) \circ \mathcal{B}^*.
\] (9.1)

Below we assume the following setting, which abstracts the situations that we will meet later.

**Setting I:** For each \( \omega \in \mathbb{Z} \), there is a given set \( \mathcal{X}_\omega \) of \( C^\infty \) functions on \( \mathbb{R}^{2d+d'+1} \) such that the following conditions hold for all \( \omega \in \mathbb{Z} \) and \( \psi \in \mathcal{X}_\omega \) with uniform positive constants \( C \) and \( C_{\alpha,k} \) (independent of \( \omega \) and \( \psi \)):

(C1) the support of \( \psi \in \mathcal{X}_\omega \) is contained in

\[
\mathcal{D}^{(2d)}(C\langle \omega \rangle^{-1/2+\theta}) \oplus \mathcal{D}^{(d')}(C) \oplus \mathcal{D}^{(1)}(C) \subset \mathbb{R}^{2d+d'+1}
\]

where \( \mathcal{D}^{(D)}(\delta) \subset \mathbb{R}^D \) is the disk of radius \( \delta \) with center at the origin.

(C2) \( \psi \in \mathcal{X}_\omega \) satisfies the uniform estimate

\[
|\partial^\alpha_w \partial_z^k \psi(w, z)| < C_{\alpha,k} \langle \omega \rangle^{(1-\theta)|\alpha|/2}, \quad \forall w \in \mathbb{R}^{2d+d'}, \forall z \in \mathbb{R},
\]

for any multi-indices \( \alpha \in \mathbb{Z}_{2d+d'} \) and \( k \in \mathbb{Z}_+ \).

**Remark 9.1** The conditions (C2) above means that the normalized family

\[
\tilde{\mathcal{X}}_\omega = \left\{ \tilde{\psi}(w, z) = \psi(\langle \omega \rangle^{-1/2}w, z) \mid \psi \in \mathcal{X}_\omega \right\}
\]

is uniformly bounded in \( C^k \)-norm for any \( k \), that is, they look very smooth (or almost constant) in the variable \( w \) if we view them in the scale \( \langle \omega \rangle^{-1/2} \). This observation is basic in the following argument.

**Remark 9.2** If we set \( \mathcal{X}_\omega = \{ \rho_j \mid j \in J \text{ with } \omega(j) = \omega \} \) where \( \rho_j \) are those defined in (5.9) and (6.11), then the conditions (C1) and (C2) above hold.
But notice that a little stronger condition than (C2) holds: we may replace \( \langle \omega \rangle^{(1-\theta)|\alpha|/2} \) by \( \langle \omega \rangle^{(1-2\theta)|\alpha|/2} \ll \langle \omega \rangle^{(1-\theta)|\alpha|/2} \) in (C2).

In the next lemma, we consider the lifted multiplication operator \( \mathcal{M}(\psi)_{\text{lift}} \) for \( \psi \in \mathcal{X}_\omega \) precomposed by \( \mathcal{M}(q_\omega) \) and approximate it by a simpler operator constructed as follows. For \( \psi \in \mathcal{X}_\omega \), let \( \hat{\psi} \) be the Fourier transform of \( \psi \) along the \( z \)-axis:

\[
\hat{\psi}(w, \xi_z) = \frac{1}{2\pi} \int e^{-i\xi_z \cdot z} \psi(w, z) dz, \quad w \in \mathbb{R}^{2d+d'}, \xi_z \in \mathbb{R}. \tag{9.2}
\]

Note that, from the conditions (C1) and (C2) in Setting I, there exists a constant \( C_{\alpha, \nu} > 0 \) for any \( \alpha \in \mathbb{Z}^{2d+d'}_+ \) and \( \nu > 0 \) such that

\[
|\partial^\alpha_w \hat{\psi}(w, \xi_z)| < C_{\alpha, \nu} \langle \omega \rangle^{(1-\theta)|\alpha|/2} |\xi_z|^{-\nu} \quad \text{for} \quad \psi \in \mathcal{X}_\omega. \tag{9.3}
\]

We then define the operator \( \mathcal{C}(\psi) : \mathcal{S}(\mathbb{R}^{4d+2d'+1}) \to \mathcal{S}(\mathbb{R}^{4d+2d'+1}) \) by

\[
\mathcal{C}(\psi)u(w', \xi_{w'}, \xi_{z}) = \int \hat{\psi}(w', \xi_{z} - \xi_{z}) u(w, (\xi_{z}/|\xi_{z}|)\xi_{w}, \xi_{z}) d\xi_{z}.
\]

This is essentially the convolution operator in the variable \( \xi_z \) but looks a little more complicated because of the rescaling mentioned in Remark 4.5. Recall the Bargmann projection operator \( \mathfrak{P} \) from (4.20). For brevity of notation, we will write \( L^2(\mathcal{W}^{r, \sigma}) \) for \( L^2(\mathbb{R}^{4d+2d'+1}; (\mathcal{W}^{r, \sigma})^2) \) below.

**Lemma 9.3** Let \( \sigma \in \Sigma \). There exists a constant \( C_\nu > 0 \) for each \( \nu > 0 \) such that, for any \( \omega, \omega' \in \mathbb{Z}^\nu \) and any \( \psi \in \mathcal{X}_\omega \), we have

\[
\|\mathcal{M}(q_{\omega'}) \circ (\mathcal{M}(\psi)_{\text{lift}} - \mathfrak{P} \circ \mathcal{C}(\psi)) \circ \mathcal{M}(q_\omega)\|_{L^2(\mathcal{W}^{r, \sigma})} \leq C_\nu \langle \omega \rangle^{-\theta/2} \langle \omega' - \omega \rangle^{-\nu}
\]

and

\[
\|\mathcal{M}(q_{\omega'}) \circ (\mathcal{M}(\psi)_{\text{lift}} - \mathcal{C}(\psi) \circ \mathcal{M}(q_\omega))\|_{L^2(\mathcal{W}^{r, \sigma})} \leq C_\nu \langle \omega \rangle^{-\theta/2} \langle \omega' - \omega \rangle^{-\nu}.
\]

**Proof** Below we prove the first inequality. The second inequality is proved in a parallel manner. We write the kernel \( K(w', \xi_{w'}, \xi_z; w, \xi_w, \xi_z) \) of the operator \( \mathcal{M}(\psi)_{\text{lift}} - \mathfrak{P} \circ \mathcal{C}(\psi) \) explicitly and find

\[
|K(w', \xi_{w'}, \xi_z; w, \xi_w, \xi_z)| \nonumber
\]

\[
= a_{2d+d'} (\xi_z^{-1})^2 
\]

\[
\times \left| \int e^{-i((\xi_z')\xi_{w'} - (\xi_z)\xi_w)w''} \left[ e^{-|(\xi_z')|w'' - w'|/2 - (\xi_z)|w'' - w|^2/2} \cdot \Delta(w, w'', \xi_{z'}, \xi_z) \right] d\xi'' \right|
\]

\( \supseteq \) Springer
The semiclassical zeta function...

\[ \Delta(w, w'', \xi', \xi_z) = \left( \frac{\langle \xi_z \rangle^{(2d+d'\prime)/4}}{\langle \xi_z \rangle^{(2d+d'\prime)/4}} \cdot \widetilde{\psi}(w'', \xi_{z} - \xi_{z}) - e^{\langle \xi_{z} \rangle - \langle \xi_{z}' \rangle |w'' - w|^2/2} \cdot \widetilde{\psi}(w, \xi_{z} - \xi_{z}) \right). \]

The computation to get the expression above is straightforward. We take integration with respect to \( z \) and perform the change of variables \( \left( \frac{\langle \xi_{z}' \rangle}{\langle \xi_{z} \rangle} \right)\xi_{w} \mapsto \xi_{w} \). Note that we consider the volume form \( d\mathbf{m} \) in (4.18) and that we ignored the term \( e^{i\langle \xi_{z} \rangle \xi_{w} \cdot w'}/2 - i\langle \xi_{z} \rangle \xi_{w} \cdot w/2 \) as we take absolute value of the both sides. \( \square \)

We claim that, for any \( \nu > 0 \),

\[ |K(w', \xi_{z}', \xi_{z}'; w, \xi_{w}, \xi_{z})| \leq C_{\nu} \frac{\langle \omega \rangle^{-\theta/2} \cdot \langle \langle \omega \rangle^{1/2} |w' - w| \rangle^{-\nu}}{\langle \langle \omega \rangle^{-1/2} \langle \xi_{z}' \rangle \langle \xi_{z} \rangle \rangle \cdot \langle \xi_{z}' - \xi_{z} \rangle \rangle^{\nu}}. \]  

(9.4)

provided \( \xi_{z}' \in \text{supp} q_{\omega} \) and \( \xi_{z} \in \text{supp} q_{\omega} \), where the constant \( C_{\nu} > 0 \) is uniform for \( \psi \in X_{\omega} \) and \( \omega \in \mathbb{Z} \). Once we get this estimate, we obtain the conclusion by Schur test (see the remark below and also recall (4.34)). Notice that \( \nu > 0 \) in (9.4) is arbitrary large and may be different from that in the statement of the lemma.

**Remark 9.4** Schur test mentioned above reads as follows: For an integral operator \( T : L^2(\mathbb{R}^D) \rightarrow L^2(\mathbb{R}^D) \) of the form \( Tf(x) = \int K(x, y)dy \), we have

\[ \|T : L^2(\mathbb{R}^D) \rightarrow L^2(\mathbb{R}^D)\| \leq \left( \sup_{x} \int |K(x, y)|dy \right)^{1/2} \times \left( \sup_{y} \int |K(x, y)|dx \right)^{1/2}. \]

For the proof, see [30, p. 50] for instance.

In order to prove the estimate (9.4), we apply integration by parts several times, regarding the term \( w'' \mapsto e^{-i\langle \xi_{z}' \rangle \xi_{w}' - \langle \xi_{z} \rangle \xi_{w}} \cdot w'' \) as the oscillating part and using the differential operator

\[ D_1 = 1 + i \langle \omega \rangle^{-1} (\langle \xi_{z}' \rangle \xi_{w}' - \langle \xi_{z} \rangle \xi_{w}) \cdot \partial w''. \]  

(9.5)

**Remark 9.5** Here and henceforth, we mean, by “integration by parts regarding \( e^{i\varphi(x)} \) as the oscillatory part”, application of the formula
\[ \int e^{i\varphi(x)} \Phi(x) dx = \int (\mathcal{D}^m e^{i\varphi})(x) \Phi(x) dx = \int e^{i\varphi(x)} (\mathcal{D})^m \Phi(x) dx \]

which holds when a differential operator \( \mathcal{D} \) satisfies \((\mathcal{D} e^{i\varphi})(x) = e^{i\varphi(x)}\).

To get (9.4), it is enough to show the estimate
\[
|\partial^{\alpha} w''(\omega, \omega', \xi_z, \xi_z')| \leq C_{\alpha, \nu} \langle \omega \rangle^{-\theta/2} \cdot \langle \omega \rangle^{1/2} |w'' - w|^{\alpha} \cdot (\xi_z' - \xi_z)^{-\nu} \tag{9.6}
\]
when \(\xi_z' \in \text{supp } q_{\omega'}\) and \(\xi_z \in \text{supp } q_{\omega}\). For convenience, we separate the cases where \(\omega\) and \(\omega'\) are relatively close and apart, that is, the cases

(i) \(|\langle \omega \rangle - \langle \omega' \rangle| \leq \langle \omega \rangle^{1/2}\) and (ii) \(|\langle \omega \rangle - \langle \omega' \rangle| > \langle \omega \rangle^{1/2}\). \(\tag{9.7}\)

In the case (ii), the proof is easy: We apply (9.3) to differentials of the two terms in \(\Delta(w, w'', \xi_z', \xi_z)\) separately and get (9.6) using
\[
(\xi_z' - \xi_z)^{-1} \leq C_0 \langle \omega' - \omega \rangle^{-1} < C_0 \langle \omega \rangle^{-1/2}. \tag{9.8}
\]

In the case (i), the proof is a little more complicated. Note that we have
\[
|\langle \xi_z' \rangle / \langle \xi_z \rangle - 1| \leq C_0 \langle \omega \rangle^{-1/2} \tag{9.9}
\]
in this case. If we replace the coefficient of \(\hat{\psi}(w'', \xi_z', \xi_z)\) in \(\Delta(w, w'', \xi_z', \xi_z)\) with 1, the difference made in \(\Delta(w, w'', \xi_z', \xi_z)\) satisfies (9.6) even with the factor \(\langle \omega \rangle^{-\theta/2}\) on the right hand side replaced with \(\langle \omega \rangle^{-1/2}\) and is therefore negligible. Also, noting the factor \(e^{-\langle \xi_z \rangle |w'' - w|^2/2}\) in \(K(\cdot)\), we can replace the coefficient of \(\hat{\psi}(w, \xi_z' - \xi_z)\) with 1, producing a negligible term. Therefore it is enough to prove (9.6) supposing
\[
\Delta(w, w'', \xi_z', \xi_z) = \hat{\psi}(w'', \xi_z' - \xi_z) - \hat{\psi}(w, \xi_z' - \xi_z).
\]

But this is now an easy consequence of (9.3).

**Corollary 9.6** Let \(\sigma \in \Sigma\). There is a constant \(C_v > 0\) for each \(v > 0\) such that
\[
\|M(q_{\omega'}) \circ M(\psi)^{\text{lift}} \circ M(q_{\omega})\|_{L^2(\mathcal{W}, \sigma)} \leq C_v \langle \omega' - \omega \rangle^{-v}
\]
for all \(\omega, \omega' \in \mathbb{Z}\) and \(\psi \in X_{\omega}\).

**Remark 9.7** Lemma 9.3 and Corollary 9.6 remain true when we consider the operators on the space \(L^2(\mathbb{R}^{4d+2d' + 1})\) instead of \(L^2(\mathcal{W}, \sigma)\), because we have proved the estimate (9.4) on the kernel.
9.2 Transfer operator for nonlinear diffeomorphisms

We now assume the following setting in addition to Setting I.

**Setting II:** For each $\omega \in \mathbb{Z}$, there is a given set $\mathcal{G}_\omega$ of fibered contact diffeomorphisms $g : U_g \to \mathbb{R}^{2d+d'+1}$ whose domain $U_g \subset \mathbb{R}^{2d+d'+1}$ contains

$$\mathbb{D}^{(2d)}(C\langle \omega \rangle^{-1/2+\theta}) \oplus \mathbb{D}^{(d')}(C) \oplus \mathbb{D}^{(1)}(C)$$

where $C$ is the constant in Setting I and, further, the following conditions hold for $\omega \in \mathbb{Z}$ and $g \in \mathcal{G}_\omega$ with positive constants $C'$ and $C_\alpha$ uniform for $\omega$ and $g$:

(G0) $g(0, 0, 0) = (0, y_*, 0)$ where $y_* \in \mathbb{R}^{d'}$ satisfies $|y_*| \leq C'(\omega)^{-1/2-3\theta}$.

(G1) For the first derivative of $g$ at the origin $0 \in \mathbb{R}^{2d+d'+1}$, we have

$$\|Dg(0) - \text{Id}\| < C' \max\{(\omega)^{-\beta(1/2-\theta)}, (\omega)^{-(1-\beta)(1-2\theta)-2\theta}\}.$$

(G2) We have

$$\|\partial_\alpha^\alpha g(w, z)\| < C_\alpha (\omega)^{((1-\beta)(1/2-\theta)+4\theta)(|\alpha|-1)+|\alpha|\theta/2} \quad \text{on } U_g$$

for $\alpha \in \mathbb{Z}_+^{2d+d'}$ with $|\alpha| \geq 1$. Further, for the base diffeomorphism (defined in Definition 4.19) $\tilde{g} : p_{(x,z)}(U_g) \to \mathbb{R}^{d+1}$ of $g$, we have

$$\|\partial_\alpha^\alpha \tilde{g}(x, z)\| < C_\alpha (\omega)^{|\alpha|\theta/2} \quad \text{on } p_{(x,z)}(U_g)$$

for $\alpha \in \mathbb{Z}_+^{2d+d'}$.

**Remark 9.8** From the numerical relation (5.6) given in Remark 5.7, the conditions above implies that the diffeomorphisms in $\mathcal{G}_\omega$ is close to identity including their derivatives when we look them in the scale $(\omega)^{-1/2}$ (or even in a little more larger scale) in the source and target. The exponents in the conditions above are slightly different from those in the corresponding argument in the previous paper [18, Ch. 7]. This is because of the involved definition of the partition of unity $\bar{X}_{\omega,m}$ introduced in Sect. 6.2. But the difference is not essential.

**Remark 9.9** We will see in Corollary 10.7 that we can set up the sets $\mathcal{G}_\omega$ of diffeomorphisms satisfying the conditions as above so that each of the diffeomorphisms $\kappa_{j-1}^{-1} \circ f'_G \circ \kappa_j$ with $\omega(j) \sim \omega(j') \sim \omega$ and $0 \leq t \leq 2t(\omega)$ is expressed as a composition of a diffeomorphism in $\mathcal{G}_\omega$ with some affine maps.
For a pair of a function $\psi \in \mathcal{X}_\omega$ and a diffeomorphism $g \in \mathcal{G}_\omega$, we consider the transfer operator
\[
L(g,\psi)u = \psi \cdot (u \circ g^{-1})
\] (9.10)
and also its lift with respect to the partial Bargmann transform
\[
L(g,\psi)^{\text{lift}} = \mathcal{B} \circ L(g,\psi) \circ \mathcal{B}^*.
\]

**Remark 9.10** The assumption on the support $U_g$ in Setting II is actually not indispensable for the argument below. In fact, since we will consider the transfer operator as above, it is enough to assume that $U_g$ contains the support of $\psi$.

In the next lemma, we would like to show that the diffeomorphism $g$ in the operator $L(g,\psi)^{\text{lift}}$ will not take much effect in its action and, consequently, $L(g,\psi)^{\text{lift}}$ is well approximated by $L(\text{Id},\psi)^{\text{lift}} = \mathcal{M}(\psi)^{\text{lift}}$. But, actually, this conclusion is not true if we consider the action of the operator $L(g,\psi)^{\text{lift}}$ on a region far from the trapped set $X_0$. In order to restrict the action of the lifted transfer operator $L(g,\psi)^{\text{lift}}$ to a region near the trapped set $X_0$, we introduce the $C^\infty$ function
\[
Y : \mathbb{R}^{4d+2d'+1}_{(w,\xi_w,\xi_z)} \to [0,1], \quad Y(w,\xi_w,\xi_z) = \chi((\xi_z)^{-2\theta}|(\zeta_p,\tilde{\xi}_y,\zeta_q,\tilde{y}))
\] (9.11)
where $\zeta_p,\zeta_q,\tilde{y},\tilde{\xi}_y$ are the coordinates defined in (4.24).

**Lemma 9.11** Let $\sigma \in \Sigma$. There exist constant $C_v > 0$ for each $v > 0$ such that, for any $\omega,\omega' \in \mathbb{Z}$, $\psi \in \mathcal{X}_\omega$ and $g \in \mathcal{G}_\omega$, we have
\[
\|\mathcal{M}(q_{\omega'}) \circ (L(g,\psi)^{\text{lift}} - \mathcal{M}(\psi)^{\text{lift}}) \circ \mathcal{M}(Y) \circ \mathcal{M}(q_{\omega})\|_{L^2(W_r,\sigma)} \leq C_v \langle \omega \rangle^{-\theta/2} \langle \omega' - \omega \rangle^{-v}
\]
and
\[
\|\mathcal{M}(q_{\omega'}) \circ \mathcal{M}(Y) \circ (L(g,\psi)^{\text{lift}} - \mathcal{M}(\psi)^{\text{lift}}) \circ \mathcal{M}(q_{\omega})\|_{L^2(W_r,\sigma)} \leq C_v \langle \omega \rangle^{-\theta/2} \langle \omega' - \omega \rangle^{-v}.
\]

**Proof** Below we prove the former inequality. The latter is proved in a parallel manner. For the proof, it is enough to show that the kernel $K(w',\xi'_w,\xi'_z,\xi_w,\xi_z)$ of the operator
\[
\mathcal{M}(q_{\omega'}) \circ (L(g,\psi) - \mathcal{M}(\psi))^{\text{lift}} \circ \mathcal{M}(Y) \circ \mathcal{M}(q_{\omega})
\]
The semiclassical zeta function satisfies

\[ |K'(w', \xi', w, \xi)| \leq C_\nu \langle \omega \rangle^{-\theta/2} \cdot \langle \omega \rangle^{1/2} |w' - w|^{-\nu} \langle \xi' \rangle^{-\theta/2} \cdot \langle \xi \rangle^{-\nu} \]  

(9.12)

for arbitrarily large \( \nu > 0 \). Indeed we can deduce the former inequality in the lemma as a consequence of (9.12) by Schur test. From the definitions, we have

\[ |K(w', \xi' w, \xi | \leq \left| \int e^{i\varphi(w'; z'; \xi w, \xi)} \cdot \Phi(w'', z''; w', \xi' w, \xi w, \xi) \, dw'' \, dz'' \right| \]  

(9.13)

where

\[ \varphi(w'', z''; \xi w, \xi z) = (\langle \xi \rangle \xi - \langle \xi \rangle \xi') \cdot w'' + (\xi - \xi') z'' \]

and

\[ \Phi(w'', z''; w', \xi' w, \xi w, \xi z) = a_2 + a_3' \cdot (\langle \xi \rangle - 1) \cdot \psi(w'', z'') \times e^{-\langle \xi \rangle |w'' - w'|^2/2 - \langle \xi \rangle |w - w'|^2/2} \times \left[ -1 + e^{i \xi \tau(w'' - \tilde{g}^{-1} w'' + \tilde{g}^{-1} w') - \langle \xi \rangle |w'' - w'|^2/2 - \langle \xi \rangle |w - \tilde{g}^{-1} w|^2/2) \right]. \]

In the last line, the function \( \tau(w) \) and the diffeomorphism \( \tilde{g}^{-1} \) are those in the expression of the fibered contact diffeomorphism \( g^{-1} \),

\[ g^{-1}(w'', z'') = (\tilde{g}^{-1}(w''), z'' + \tau(x'')) \quad \text{for} \quad (w'', z'') = (x'', y'', z'') \]

in Definition 4.19. Note that we neglected the multiplication operators \( \mathcal{M}(q_{w'}) \), \( \mathcal{M}(Y) \) and \( \mathcal{M}(q_{\omega}) \) on the right-hand side of (9.13), though we will remember and use the fact that the kernel \( K(\cdot) \) vanishes unless \( \xi \in \operatorname{supp} q_{w'}, \xi' \in \operatorname{supp} q_{\omega} \) and \( (w, \xi w, \xi z) \in \operatorname{supp} Y \).

For the proof of the estimate (9.12), we apply integration by parts several times regarding the term \( (w'', z'') \mapsto e^{i\varphi(w'', z''; \xi w, \xi z)} \xi' \xi z \) as the oscillatory part and using the differential operators

\[ D_0 = \frac{1 - i (\xi' - \xi) \xi}{1 + |\xi' - \xi|^2} \]  

(9.14)
and $\mathcal{D}_1$ in (9.5). In order to get the required estimate (9.12), it is enough to show

$$
|\partial_{w''}^\alpha \partial_{\xi''}^\beta \Phi (w''; w', \xi', \xi''; w, \xi_w, \xi_z)| < \frac{C_{\alpha, k, v} \langle \omega \rangle^{-\theta/2 + |\alpha|/2}}{\langle \omega \rangle |w'' - w''|^v \cdot \langle \omega \rangle |w - w''|^v} 
$$

(9.15)

for $(w', \xi_w', \xi_z') \in \text{supp } q_\omega$, $(w, \xi_w, \xi_z) \in \text{supp } (Y \cdot q_\omega)$ and $w'' \in p_{(x, y)}(\text{supp } \psi)$.

To proceed, it is convenient to consider the two cases in (9.7) separately, as in the proof of Lemma 9.3. In the case (ii), we have (9.8) and hence each application of integration by parts using $\mathcal{D}_0$ yields a small factor $\langle \xi''_z - \xi_z \rangle^{-1} < C_0 \langle \omega \rangle^{-1/2}$. Hence it is actually enough to prove (9.15) with an extra factor $\langle \omega \rangle^m$ for some $m > 0$ on the right-hand side. But such estimate can be obtained by plane estimates using the conditions in Setting I and II and also noting (5.6) for the exponents.

We next consider the case (i) in (9.7), where we need more precise estimate. Let us write $w, w', w'' \in \mathbb{R}^{2d+2d'} = \mathbb{R}^d \oplus \mathbb{R}^{d'}$ as $w = (x, y), w' = (x', y'), w'' = (x'', y'')$. The condition $w'' \in p_{(x, y)}(\text{supp } \psi)$ implies that $|x''| \leq C \langle \omega \rangle^{-1/2+\theta}$. Also the condition $(w, \xi_w, \xi_z) \in \text{supp } Y$ implies that $|y| \leq C \langle \omega \rangle^{-1/2+2\theta}$. Below we assume that $|w|, |w'|, |w''|$ are bounded by $C \langle \omega \rangle^{-1/2+2\theta}$ for some large $C > 0$ because, otherwise, the factor $e^{-\langle \xi''_z \rangle} |w'' - w|^{1/2-\langle \xi_z \rangle} |w''|^{1/2}$ is bounded by $C v \langle \omega \rangle^{-v}$ for arbitrarily large $v$ and we can get (9.15) by easy estimate as in the case (ii). Then, under such an assumption, the condition $(w, \xi_w, \xi_z) \in \text{supp } (Y \cdot q_\omega)$ implies $|\xi_w| < C \langle \omega \rangle^{-1/2+2\theta}$.

Let us write $\Phi_0 (w''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z)$ for the term in the square bracket $[\cdot]$ in the expression of $\Phi (\cdot)$ above. The required estimate (9.15) follows immediately if we show

$$
|\partial_{w''}^\alpha \Phi_0 (w''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z)| < C_\alpha \langle \omega \rangle^{-\theta/2 + |\alpha|/2}. 
$$

(9.16)

From the condition (G2) in Setting II, we have $|\partial_{w''}^\alpha \tau (x'')| \leq C_\alpha \langle \omega \rangle^{|\alpha|\theta/2}$ for any multi-index $\alpha$. Hence, from Lemma 4.21 and Taylor theorem, we get

$$
|\partial_{w''}^\alpha \tau (x'')| \leq C \langle \omega \rangle^{-(3-|\alpha|)(1/2-\theta)+(3/2)\theta} \quad \text{if} \quad 0 \leq |\alpha| \leq 2
$$

provided $|x''| \leq C \langle \omega \rangle^{1/2-\theta}$. Also, by Taylor theorem for $g^{-1}$ at the origin and using the conditions in Setting II, we have

$$
|g^{-1} (w'') - w''| \leq C \langle \omega \rangle^{-1/2-3\theta} + C \langle \omega \rangle^{|\alpha|\theta} \max \{-\beta(1/2-\theta), -(1-\beta)(1/2-\theta)-2\theta\} \langle \omega \rangle^{-1/2+2\theta} 
$$

$$
+ C \langle \omega \rangle^{((1-\beta)(1/2-\theta)+4\theta)+\theta} \langle \omega \rangle^{2(-1/2+2\theta)} 
$$

$$
\leq C' \langle \omega \rangle^{-1/2-3\theta} \quad \text{by (5.1)}
$$
The last estimate gives for instance

\[ ||w - w''|^2/2 - |w - \tilde{g}^{-1}(w'')|^2/2| \leq C \langle \omega \rangle^{-1/2+2\theta} \langle \omega \rangle^{-1/2-3\theta} = C \langle \omega \rangle^{-1-\theta} \]

and further, together with the conditions (G1) and (G2) in Setting II,

\[ |\partial^\alpha_{w''} \left( ||w - w''|^2/2 - |w - \tilde{g}^{-1}(w'')|^2/2\right) | \leq C_\alpha \langle \omega \rangle^{-1+|\alpha|/2-\theta}. \]

It is now straightforward to show the claim (9.16) by using the estimates above, (9.9) and the conditions in Setting II.

\[ \square \]

9.3 The projection operator $T_0$ and its lift

We next consider the lift $T^{\text{lift}}_0$ of the projection operator $T_0$ defined in (4.45). Recall from Corollary 4.18 that the kernel of the operator $T^{\text{lift}}_0$ concentrates around the trapped set $X_0$ if we view it through the weight $W^{r,\sigma}$. The following two lemmas are direct consequences of this fact and Lemma 9.3. We omit the proofs since they are straightforward. (Similar statements and their proofs can be found in [18, Lemmas 5.1.6, 5.3.1].)

**Lemma 9.12** Let $\sigma, \sigma' \in \Sigma$. There is a constant $C_\nu > 0$ for each $\nu > 0$ such that

\[ \|M(q_{\omega'}) \circ [M(\psi)^{\text{lift}}, T^{\text{lift}}_0] \circ M(q_{\omega})\|_{L^2(W^{r,\sigma}) \rightarrow L^2(W^{r,\sigma'})} \leq C_\nu \langle \omega \rangle^{-\theta/2} \langle \omega' - \omega \rangle^{-\nu} \]

for $\omega, \omega' \in \mathbb{Z}$ and $\psi \in \mathcal{X}_\omega$. Here $[A, B]$ denotes the commutator of two operators $A$ and $B$, $[A, B] = A \circ B - B \circ A$.

**Lemma 9.13** Let $\sigma, \sigma' \in \Sigma$. There is a constant $C_\nu > 0$ for each $\nu > 0$ such that

\[ \|M(q_{\omega'}) \circ M(1 - Y) \circ T^{\text{lift}}_0 \circ M(q_{\omega})\|_{L^2(W^{r,\sigma}) \rightarrow L^2(W^{r,\sigma'})} \leq C \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-\nu} \]

and

\[ \|M(q_{\omega'}) \circ T^{\text{lift}}_0 \circ M(1 - Y) \circ M(q_{\omega})\|_{L^2(W^{r,\sigma}) \rightarrow L^2(W^{r,\sigma'})} \leq C \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-\nu} \]

for $\omega, \omega' \in \mathbb{Z}$ and $\psi \in \mathcal{X}_\omega$.

We prepare the next elementary lemma for the proof of Lemma 7.11(b).
Lemma 9.14 Let $\sigma, \sigma' \in \Sigma$. For any $\epsilon > 0$, there exist a constant $c > 0$ and $\omega_0 > 0$ such that, for $\omega \in \mathbb{Z}$ with $|\omega| \geq \omega_0$, we can find a finite dimensional subspace

$$W(\omega) \subset C^\infty((w, z) \in \mathbb{R}^{2d+d'+1} | |w| \leq \epsilon \langle \omega \rangle^{-1/2+\theta}, |z| < \epsilon)$$  \hspace{1cm} (9.17)

with

$$\dim W(\omega) \geq c \langle \omega \rangle^{2d\theta}$$  \hspace{1cm} (9.18)

such that

$$\|M(X_{n_0(\omega)}) \circ \mathcal{T}_0 \circ M(\Psi^\sigma_{\omega,0}) \circ \mathcal{B}v\|_{L^2(\mathcal{W}_{\sigma,\sigma}')} \geq c \|M(\Psi^\sigma_{\omega',0}) \circ \mathcal{B}v\|_{L^2(\mathcal{W}_{\sigma,\sigma}')}$$  \hspace{1cm} (9.19)

for all $v \in W(\omega)$.

Proof Let $N > 0$ be a large integer and take the lattice points

$$S = \{n \in \mathbb{R}^{2d} | n \in N\langle \omega \rangle^{-1/2} \mathbb{Z}^{2d}, |n| < (\epsilon/2)\langle \omega \rangle^{-1/2+\theta}\}.$$

Clearly we have $C^{-1}\langle \omega \rangle^{2d\theta} \leq \#S \leq C\langle \omega \rangle^{2d\theta}$ for a constant $C > 0$ which depends on the choice of $N$ but not on $\omega$. For each $n \in S$, we let $\xi(n) = (\xi_w, \xi_z) \in \mathbb{R}^{2d+d'+1}$ be the unique point such that $\xi_z = \omega$ and that $((n, 0), \xi(n))$ belongs to the trapped set $X_0$, where $(n, 0) \in \mathbb{R}^{2d+d'}$. Then we define $v_n \in C^\infty(\mathbb{R}^{2d+d'+1})$ by

$$v_n(w, z) = \chi(2\epsilon^{-1}|z|) \cdot \chi(2\epsilon^{-1}\langle \omega \rangle^{1/2-\theta}|w|) \cdot \phi(n, 0, \xi(n))(w, z)$$

where $\chi(\cdot)$ is the function defined in (5.2). By definition, the partial Bargmann transform $\mathcal{B}v_n$ of $v_n$ concentrates around the point $((n, 0), \xi(n)) \in X_0$ in the scale $\langle \omega \rangle^{-1/2}$ in the variable $(w, \xi_w)$ and the unit scale in the variable $\xi_z$. Hence, in the coordinates (4.24) introduced in Sect. 4.4, it concentrates around the point

$$\Xi_n := (\xi, \nu, \tilde{\gamma}, \tilde{\xi}_y) = (0, 2^{1/2}\langle \omega \rangle^{1/2}n, 0, 0)$$

in the unit scale. Note that we have

$$d(\Xi_n, \Xi_{n'}) = 2^{1/2}\langle \omega \rangle^{1/2} \cdot d(n, n') \geq 2^{1/2}N$$  \hspace{1cm} (9.20)

for different points $n \neq n' \in S$.

Let $W(\omega)$ be the linear space spanned by the functions $v_n$ for $n \in S$. Then the claim (9.17) holds by definition. It is easy to check that the functions $v_n$ for $n \in S$ are almost orthogonal in the sense that

$$|\langle v_n, v_{n'} \rangle| \leq C_v \cdot d(\Xi_n, \Xi_{n'})^{-\nu} \quad \text{for} \quad n \neq n' \in S$$
with arbitrarily large $\nu$. Hence we obtain (9.18):

$$\dim W(\omega) \geq \#S \geq c(\omega)^{2d\theta}$$

provided that we take sufficiently large constant $N$. From the description (4.51) of the operator $\gamma_0^{\text{lift}}$, we see that the claim (9.19) holds for each $\nu = \nu_n$ with some small constant $c > 0$ uniform for $n \in S$ and $\omega$ with $|\omega| \geq \omega_0$. But, since the kernel of the operator $\gamma_0^{\text{lift}}$ is localized as described in Corollary 4.51 and since we have (9.20), we can extend the estimate to the linear combinations of them, again provided that we take sufficiently large $N > 0$.  

10 Components of lifted operators

10.1 The lifted transfer operators and their components

The semi-group of (scalar-valued) transfer operators

$$L^t = L^t_0: C^\infty(K_0) \rightarrow C^\infty(K_0) \quad \text{for} \quad t \geq 0$$

induces the family of lifted operators:

$$L^{t,\sigma \rightarrow \sigma'} := I^{\sigma'} \circ L^t \circ (I^\sigma)^* : \bigoplus_{j \in J} K^r,\sigma_j \rightarrow \prod_{j \in J} K^r,\sigma'_j, \quad \sigma, \sigma' \in \Sigma. \quad (10.1)$$

As we will see, these operators extend to bounded operators $L^{t,\sigma \rightarrow \sigma'}: K^r,\sigma \rightarrow K^r,\sigma'$ provided $t \geq 0$ satisfies (7.7) with respect to $\sigma$ and $\sigma'$. Hence the operators $L^t: \mathcal{K}^r,\sigma(K_0) \rightarrow \mathcal{K}^r,\sigma'(K_0)$ are also bounded and the diagram

$$\begin{array}{ccc}
K^r,\sigma & \xrightarrow{L^{t,\sigma \rightarrow \sigma'}} & K^r,\sigma' \\
I^\sigma & \uparrow & I^{\sigma'} \\
\mathcal{K}^r,\sigma(K_0) & \xrightarrow{L^t} & \mathcal{K}^r,\sigma'(K_0)
\end{array} \quad (10.2)$$

commutes where $I^\sigma: \mathcal{K}^r,\sigma(K_0) \rightarrow K^r,\sigma$ is the natural isometric embedding.

The lifted transfer operator $L^{t,\sigma \rightarrow \sigma'}$ in (10.1) is expressed as an infinite matrix of operators:

$$L^{t,\sigma \rightarrow \sigma'} u = \left( \sum_{j \in J} L^{t,\sigma \rightarrow \sigma'}_{j \rightarrow j'} u_j \right)_{j' \in J} \quad \text{for} \quad u = (u_j)_{j \in J}. \quad (10.3)$$
The components $L^t,_{\sigma, j' \to j} : L^2(\text{supp } \Psi_j^\sigma) \to L^2(\text{supp } \Psi_j^{\sigma'})$ are the operators written in the form

$$L^t,_{\sigma, j' \to j} = \mathcal{M}(\Psi_j^{\sigma'}) \circ \mathcal{B} \circ L( f_{j \to j}', \tilde{b}_j^t \cdot \rho_{j \to j}') \circ \mathcal{B}^* \quad (10.4)$$

where $L(g, \psi)$ denotes the transfer operator defined by (9.10). The diffeomorphism $f_{j \to j}'$ and the function $\rho_{j \to j}'$ in (10.4) are defined by

$$f_{j \to j}' := \kappa_{j'}^{-1} \circ f_G \circ \kappa_j \quad (10.5)$$

and

$$\rho_{j \to j}' := \rho_j \cdot (\tilde{\rho}_j \circ (f_{j \to j}')^{-1}) \quad (10.6)$$

(See (6.11) and also (5.7), (5.9) for the definitions of $\kappa_j$ and $\rho_j$, $\tilde{\rho}_j$.) The function $\tilde{b}_j^t(\cdot)$ in (10.4) is defined from $b^t(\cdot)$ in (2.4) by

$$\tilde{b}_j^t(w, z) = b^t(f_{G}^{-t} \circ \kappa_j'(w, z)) \quad \text{for} \quad (w, z) \in \text{supp } \rho_{j \to j}'. \quad (10.7)$$

Remark 10.1 If we replace $\mathcal{L}^t$ by $\mathcal{L}^t \circ \mathcal{M}(\rho_{K_i}), i = 0, 1$, in the definitions above, we obtain slightly different operators. But the difference is only that $\tilde{\rho}_j$ is replaced by $\tilde{\rho}_j \cdot (\rho_{K_i} \circ \kappa_j), i = 0, 1$, and hardly affects the validity of the argument below. In this section and Sect. 11, we suppose that we are discussing about these variants in parallel.

From the definition of the partial Bargmann transform and its adjoint, given in (4.17) and (4.19), the operator $L^t,_{\sigma, j' \to j}$ is written as an integral operator

$$L^t,_{\sigma, j' \to j} u(w', \xi_{w'}, \xi_{z'}) = \int K^t,_{\sigma, j' \to j} (w', \xi_{w'}, \xi_{z'}; w, \xi_w, \xi_z) u(w, \xi_w, \xi_z) dm(w, \xi_w, \xi_z)$$

where $dm$ is the volume form given in (4.17). The kernel is expressed as the integral
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\[ K_{j \to j'}^t,\sigma \to \sigma'(w', \xi_w', \xi_z'; w, \xi_w, \xi_z) \]
\[ = \Psi_{j'}^t(w', \xi_w', \xi_z') \cdot \int k_{j \to j'}^t(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z) dw'' dz'' \tag{10.8} \]

where

\[ k_{j \to j'}^t(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z) \]
\[ = (\tilde{B}_j^t \cdot \rho^t_{j \to j'})(w'', z'') \cdot \phi_{w', \xi_w', \xi_z'}(w'', z'') \cdot \phi_{w, \xi_w, \xi_z}((f^t_{j \to j'})^{-1}(w'', z'')). \]

For further argument, it is convenient to write the last function \( k_{j \to j'}^t(\cdot) \) in the form

\[ k_{j \to j'}^t(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z) \]
\[ = e^{i\varphi(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z)} \cdot \Phi(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z) \tag{10.9} \]

with setting

\[ \varphi(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z) = -\langle \xi_w' \rangle \xi_w' \cdot w'' + \langle \xi_z \rangle \xi_w \cdot (f^t_{j \to j'})^{-1}(w'') \]
\[ -\langle \xi_z - \xi_w \rangle z'' \]

and

\[ \Phi(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z) \]
\[ = a_{2d+d'}(\langle \xi_z \rangle^{-1}) a_{2d+d'}(\langle \xi_z' \rangle^{-1}) \cdot \exp(i \langle \xi_z \rangle \xi_w' \cdot w'/2 - i \langle \xi_z \rangle \xi_w \cdot w/2) \]
\[ \times (\tilde{B}_j^t \cdot \rho^t_{j \to j'})(w'', z'') \cdot \exp(i \xi_z \tau_{j \to j'}(x'')) \]
\[ \times \exp(-\langle \xi_z' \rangle |w'' - w'|^2/2 - \langle \xi_z \rangle |(f^t_{j \to j'})^{-1}(w'') - w|^2/2), \tag{10.10} \]

where \( x'' \in \mathbb{R}^{2d} \) is the first component of \( w'' = (x'', y'') \in \mathbb{R}^{2d+d'} \) and \( \tau_{j \to j'} \) and \( (f^t_{j \to j'})^{-1} \) are those in the expression

\[ (f^t_{j \to j'})^{-1}(w'', z'') = ((f^t_{j \to j'})^{-1}(w''), z'' + \tau_{j \to j'}(x'')) \]

of the fibered contact diffeomorphism \((f^t_{j \to j'})^{-1}\) corresponding to \((4.52)\).

We may then regard the integral (10.8) as an oscillatory integral and expect that it becomes small if the term \( e^{i\varphi(\cdot)} \) oscillates fast with respect to \( w'' \) or \( z'' \). Though we will give precise statements later, it is reasonable to make the following observations for the kernel \( K_{j \to j'}^t,\sigma \to \sigma'(w', \xi_w', \xi_z'; w, \xi_w, \xi_z) \) at this moment:
(Ob1) It decays rapidly as the distance $|\xi'_z - \xi_z|$ gets large. This is because the term $e^{i\varphi(t)}$ oscillates fast with respect to $z''$ (while the other terms do not).

(Ob2) It decays rapidly as the distance $|\tilde{f}_{j\to j'}(w) - w'|$ gets large in the scale $\langle \omega(j) \rangle^{-1/2} \sim \langle \xi_z \rangle^{-1/2}$ because so is the last term of (10.10).

(Ob3) It decays rapidly as the distance between $\langle \xi'_z \rangle \xi'_w$ and $\langle \xi_z \rangle$ gets large (uniformly for $w'' \in \text{supp} \rho_{j\to j'}$) in the scale $\langle \omega(j) \rangle^{1/2} \sim \langle \xi_z \rangle^{1/2}$. This is because the term $e^{i\varphi(t)}$ oscillates fast with respect to $w''$.

Remark 10.2 Intuitively, the observations above implies that the operator $L_{j\to j'}^{t,\sigma \to \sigma'}$ is localized in “energy (or the frequency in $z$),” “position” and “momentum” and that the transport of wave packets induced by $L_{j\to j'}^{t,\sigma \to \sigma'}$ is described by the canonical map $((Df_{j\to j'}^{t})^*)^{-1}$ (Recall the discussion at the end of Sect. 2).

### 10.2 Distortion estimates on $f_{j\to j'}^{t}$

We give some estimates on the differentials of diffeomorphisms $f_{j\to j'}^{t}$. The estimates are quite elementary, but may not be completely obvious. Note that the main point in the estimates below is the effect of the factor $E_{\omega(j)}$ in the definition of the local charts $\kappa_j$. We henceforth consider only those diffeomorphisms $f_{j\to j'}^{t}$ for which the function $\rho_{j\to j'}^{t}$ does not vanish. This is of course enough for our consideration on the operators $L_{j\to j'}^{t,\sigma \to \sigma'}$.

From the definitions in Sect. 5.5, the diffeomorphism $f_{j\to j'}^{t}$ is a fibered contact diffeomorphism and is written in the form

$$f_{j\to j'}^{t} = E_{\omega(j)}^{-1} \circ h_{j\to j'}^{t} \circ E_{\omega(j)}$$

(10.11)

where

$$h_{j\to j'}^{t} := \kappa_{a(j'),n(j')}^{-1} \circ f_{j\to j'}^{t} \circ \kappa_{a(j),n(j)}.$$

(10.12)

The local charts $\kappa_{a,n}$ are composition of the coordinate charts $\kappa_a$ and bijective affine maps whose derivatives and their inverses are bounded uniformly. Hence we have, for any $j, j' \in J$ and any multi-index $\alpha$, that

$$|\partial^\alpha w h_{j\to j'}^{t}(w, z)| \leq C_\alpha e^{|\alpha|\chi_{\text{max}}|t|}$$

for $t \in \mathbb{R}$ and $(w, z) \in \mathbb{R}^{2d+d'+1}_{(w, z)}$ at which $h_{j\to j'}^{t}(w, z)$ is defined. In particular, we have the estimate

$\square$ Springer
\[ |\partial_w h^t_{j\to j'}(w, z)| \leq C_\alpha(\omega)^{\theta|\partial|/4} \quad \text{for} \quad 0 \leq t \leq 2t(\omega) \quad (10.13) \]

if we let the constant \( \epsilon_0 \) in the definition of \( t(\omega) \) be small.

Recall that there was some arbitrariness in the choice of the local coordinate charts \( \kappa_a : U_a \to V_a \) and the associated family of functions \( \rho_a \) in Sect. 5.3. By modifying them if necessary (so that the supports of the functions \( \rho_a \circ \kappa_a \) become smaller), we may assume the following estimate on the diffeomorphism \( h^t_{j\to j'} \), for uniformly bounded time, that is, for \( 0 \leq t \leq 2t_0 \).

**Lemma 10.3** For \( 0 \leq t \leq 2t_0 \), \( j, j' \in \mathcal{J} \) and \( (w, z) \in E_{\omega(j)}(\text{supp } \rho_j) \), we have

\[
\| (Dh^t_{j\to j'})(w, z) \circ B^{-1} - \text{Id} \| < 10^{-2}
\]

with some linear map of the form

\[
B : \mathbb{R}^{2d+d'+1} \to \mathbb{R}^{2d+d'+1}, \quad B(q, p, y, z) = (Aq, A^\dagger p, \hat{A}y, z). \quad (10.14)
\]

depending on \( t, j, j' \) and \( (w, z) \), where

\[
e^{\chi_0 t} \leq \| A^{-1} \|^{-1} \leq \| A \| \leq e^{\chi_{\max} t}, \quad e^{-\chi_{\max} t} \leq \| \hat{A}^{-1} \|^{-1} \leq \| \hat{A} \| \leq e^{-\chi_0 t}
\]

and \( A^\dagger = ^t A^{-1} \) as we defined in (4.7). (Recall (5.3) for the choice of \( \chi_{\max} \).)

**Proof** Let us recall the construction of the local chart \( \kappa_a : V_a \to U_a \) in Lemma 5.4 and that of \( \kappa_{a, x} : A^{-1}_{a, x} \to U_a \) in Proposition 5.6. Since we are assuming \( 0 \leq t \leq 2t_0 \), we may let (the diameter of) \( V_a \) be small so that the conclusion of the lemma holds true with \( 1/100 \) replaced by \( 1/200 \) and the matrix \( B \) by

\[
B'(q, p, y, z) = (Aq, A^\dagger p, \hat{A}y + \tilde{B}(q, p, z)
\]

where \( \tilde{B} : \mathbb{R}^{2d} \to \mathbb{R}^{d'} \) is bounded uniformly for \( 0 \leq t \leq t_0 \), \( j, j' \in \mathcal{J} \) and \( (w, z) \in E_{\omega(j)}(\text{supp } \rho_j) \). In order to suppress the extra term \( \tilde{B} \), we further modify the local chart \( \kappa_a \) and \( \kappa_{a, x} \) by pre-composing the linear map \( (x, y, z) \mapsto (x, \eta y, z) \). Then the extra term \( \tilde{B} \) becomes \( \eta^{-1} \tilde{B} \) while the other conditions remain valid. Therefore, letting \( \eta > 1 \) large and incorporating \( \eta^{-1} \tilde{B} \) in the error term, we obtain the conclusion of the lemma. \( \square \)

Let us recall the affine transformation groups \( \mathcal{A}_2 \subset \mathcal{A}_1 \subset \mathcal{A}_0 \) in Definition 4.22. For each \( f^t_{j\to j'} \), we take and fix an element \( a^t_{j\to j'} \in \mathcal{A}_2 \) whose inverse carries the point \( f^t_{j\to j'}(0, 0, 0) = (x_*, y_*, z_*) \in \mathbb{R}^{2d+d'+1} \) to \( (0, y_*, 0) \), so that

\[
\tilde{f}^t_{j\to j'} := (a^t_{j\to j'})^{-1} \circ f^t_{j\to j'} \quad \text{satisfies} \quad \tilde{f}^t_{j\to j'}(0, 0, 0) = (0, y_*, 0). \quad (10.16)
\]
Recall, from Lemma 4.24, that the transfer operator associated to $a_{j \to j'}^t$ is a unitary operator on $\mathcal{H}^{r,a}(\mathbb{R}^{2d+d'+1})$ and therefore basically negligible.

**Lemma 10.4** There exist constants $C > 0$ and $C_\alpha > 0$ for each multi-index $\alpha \in \mathbb{Z}^{2d+d'}_+$ such that, for $j, j' \in \mathcal{J}$ and $0 \leq t \leq 2t(\omega(j))$, the following hold true:

1. For $(x_*, y_*, z_*) = f_{j \to j'}^t(0, 0, 0)$, we have
   \[|x_*| < C \langle \omega(j') \rangle^{-(1/2-\theta)}, \quad |y_*| < C \langle \omega(j') \rangle^{-(1/2+3\theta)}, \quad |z_*| < C.\]

2. The first derivative of $\tilde{f}_{j \to j'}^t := (a_{j \to j'}^t)^{-1} \circ f_{j \to j'}^t$ defined in (10.16) above at the origin $0 \in \mathbb{R}^{2d+d'+1}$ is written in the form
   \[(D \tilde{f}_{j \to j'}^t)_0 = \begin{pmatrix} a_{1,1} & 0 & 0 \\ a_{2,1} & a_{2,2} & 0 \\ 0 & 0 & 1 \end{pmatrix} : \mathbb{R}^2_x \oplus \mathbb{R}^d_y \oplus \mathbb{R}_z \to \mathbb{R}^2_x \oplus \mathbb{R}^d_y \oplus \mathbb{R}_z\]
   and the entries satisfy
   \[\|a_{1,1}\| \leq (\omega(j))^{\theta/4}, \quad \|a_{2,1}\| \leq (\omega(j))^{\theta/4}(\omega(j'))^{-(1-\beta)(1/2-\theta)-4\theta}, \quad \text{and} \quad \|a_{2,2}\| \leq e^{-\chi_0 t} \cdot (\langle \omega(j) \rangle / \langle \omega(j') \rangle)^{(1-\beta)(1/2-\theta)+4\theta}.\]

3. For any multi-index $\alpha \in \mathbb{Z}^{2d+d'+1}_+$ with $|\alpha| \geq 2$, we have
   \[\|\partial_\alpha^\alpha \tilde{f}_{j \to j'}^t\|_\infty < C_\alpha \langle \omega(j) \rangle^{\theta|\alpha|/4} \cdot \left(\langle \omega(j) \rangle / \langle \omega(j') \rangle\right)^{(1-\beta)(1/2-\theta)+4\theta}.\]
   Also its base diffeomorphism $(\tilde{a}_{j \to j'}^t)^{-1} \circ \tilde{f}_{j \to j'}^t$ satisfies
   \[\|\partial_\alpha^\beta \tilde{a}_{j \to j'}^t(\tilde{a}_{j \to j'}^t)^{-1} \circ \tilde{f}_{j \to j'}^t\|_\infty < C_\beta \langle \omega(j) \rangle^{\theta|\alpha|/4}\]
   for any multi-index $\beta \in \mathbb{Z}^{2d+1}_+$ with $|\beta| \geq 2$.

**Remark 10.5** For the derivatives of $f_{j \to j'}^t$ and $\tilde{f}_{j \to j'}^t$ with respect to $z$, we always have $\partial_z f_{j \to j'}^t(x, y, z) = \partial_z \tilde{f}_{j \to j'}^t(x, y, z) \equiv (0, 0, 1)$ because $f_{j \to j'}^t$ and $\tilde{f}_{j \to j'}^t$ are fibered contact diffeomorphisms.

**Proof** Since $h_{j \to j'}^t$, defined in (10.12) is a fibered contact diffeomorphism, its Taylor expansion up to the first order at the origin is of the form...
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\[
h^t_{j \to j'} \begin{pmatrix} x \\ y \\ z \end{pmatrix} = \begin{pmatrix} x_0 \\ y_0 \\ z_0 \end{pmatrix} + \begin{pmatrix} A_{1,1} & 0 & 0 \\ A_{2,1} & A_{2,2} & 0 \\ A_{3,1} & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ z \end{pmatrix} + \begin{pmatrix} h_1(x) \\ h_2(x, y) \\ h_3(x) \end{pmatrix}.
\]

We have the following estimates when \(0 \leq t \leq 2t(\omega(j))\):

1. \(|x_0| \leq C(\omega(j))^{-(1/2-\theta)}\), \(|y_0| \leq C(\omega(j'))^{-\beta(1/2-\theta)}\) and \(|z_0| \leq C\).
2. \(\|A_{1,1}\| \leq \langle\omega(j')\rangle^{\theta/4}\), \(\|A_{2,1}\| \leq \langle\omega(j')\rangle^{\theta/4}\), \(\|A_{2,2}\| \leq e^{-\epsilon t}\), and \(26\)
3. \(\|\partial_w^\nu h_{j \to j'}^t\|_\infty \leq C_{\alpha}(\omega(j'))^{\theta|\nu|/4}\) for \(\alpha\) with \(|\alpha| \geq 2\), from (10.13), provided that we take sufficiently small constant \(\epsilon_0 > 0\) in the definition of \(t(\omega)\).

\[\square\]

**Remark 10.6** For the second estimate on \(|y_0|\) in (1) above, recall that the origin of the local chart \(\kappa_j\) corresponds to a point on the section \(e^t\) which is \(\beta\)-Hölder continuous.

From the relation (10.11) and the choice of \(a_{j \to j'}^t\), we see that the diffeomorphism \(f_{j \to j'}^t\) is expressed as

\[
f_{j \to j'}^t \begin{pmatrix} x \\ y \\ z \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} + \begin{pmatrix} A_{1,1} & 0 & 0 \\ A_{2,1} & \langle\omega(j')\rangle^{-\Theta} & \langle\omega(j')\rangle^{-\Theta} \\ 0 & A_{2,2} & 0 \end{pmatrix} \begin{pmatrix} x \\ y \\ z \end{pmatrix} + \begin{pmatrix} \langle\omega(j')\rangle^{-\Theta} \cdot g_1(x) \\ \langle\omega(j')\rangle^{-\Theta} \cdot g_2(x, \langle\omega(j')\rangle^{-\Theta} \cdot y) \\ g_3(x) \end{pmatrix}
\]

where we put \(\Theta = (1 - \beta)(1/2 - \theta) + 4\theta\) for brevity and the functions \(g_i(\cdot)\) for \(i = 1, 2, 3\) are those obtained from \(h_i(\cdot)\) by changing the variable \(x\) by a translation. The required estimates follow immediately from this expression.

In the case where \(\omega(j)\) and \(\omega(j')\) are relatively close to each other, we have

**Corollary 10.7** Suppose that \(j, j' \in \mathfrak{J}\) satisfies the condition

\[|\langle\omega\rangle - \langle\omega'\rangle| \leq \langle\omega\rangle^{1/2}\]  

with \(\omega = \omega(j)\) and \(\omega' = \omega(j')\). Then the diffeomorphism \(f_{j \to j'}^t\) for \(0 \leq t \leq 2t(\omega(j))\) is expressed as the composition

\[
f_{j \to j'}^t = a_{j \to j'}^t \circ g_{j \to j'}^t \circ B_{j \to j'}^t \quad (10.18)
\]

\[26\] We do not need the estimate on \(\|A_{3,1}\|\) as it is determined by \(x_0\) and \(A_{1,1}\).
where

1. \( a^l_{j \to j'} \in A_2 \) is the affine transform that we chose just before Lemma 10.4,
2. \( B^l_{j \to j'} \) is a linear map of the form (10.14) (or (4.8) with \( t = 0 \)) with the linear maps \( A : \mathbb{R}^d \to \mathbb{R}^d \) and \( \tilde{A} : \mathbb{R}^{d'} \to \mathbb{R}^{d'} \) satisfying (10.15),
3. \( g^l_{j \to j'} \) is a fibered contact diffeomorphism such that the family

\[ G_\omega = \{ g^l_{j \to j'} \mid \omega(j) = \omega, \omega' = \omega(j') \text{ satisfies } (10.17), \text{ and } 0 \leq t \leq 2t(\omega) \} \]

fulfills the conditions (G0), (G1) and (G2) in Setting II.

**Proof** From the choice of the local coordinate charts \( \kappa_j = \kappa^{(\omega(j))}_{a(j), n(j)} \), we see that the linear map \( a_{1,1} : \mathbb{R}^{2d} \to \mathbb{R}^{2d} \) in Lemma 10.4, is written in the form

\[
\begin{pmatrix}
q \\
p \\
y \\
z
\end{pmatrix} = \begin{pmatrix}
A & 0 & 0 & 0 \\
0 & A^\dagger & 0 & 0 \\
0 & 0 & a_{2,2} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
q \\
p \\
y \\
z
\end{pmatrix}
\]

where \( A : \mathbb{R}^d \to \mathbb{R}^d \) is a linear map satisfying the condition in (10.15) and the term \( O(\langle \omega(j) \rangle^{-\beta(1/2-\theta)}) \) denotes a linear map whose operator norm is bounded by \( C \langle \omega(j) \rangle^{-\beta(1/2-\theta)} \) with \( C \) independent of \( j, j' \) and \( t \in [0, 2t(\omega)] \).

Let \( B^l_{j \to j'} : \mathbb{R}^{2d'+d'+1} \to \mathbb{R}^{2d'+d'+1} \) be the linear map

\[
\begin{pmatrix}
q \\
p \\
y \\
z
\end{pmatrix} = \begin{pmatrix}
A & 0 & 0 & 0 \\
0 & A^\dagger & 0 & 0 \\
0 & 0 & a_{2,2} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
q \\
p \\
y \\
z
\end{pmatrix}
\]

where \( a_{2,2} \) is that in the claim of Lemma 10.4. This corresponds to the differential \( D\tilde{f}^l_{j \to j'} \) in Lemma 10.4 (2). But notice that we omitted the term \( a_{2,1} \), which enjoys the estimate

\[
\|a_{2,1}\| \leq C \langle \omega(j) \rangle^{-\beta(1/2-\theta)-\theta} \leq C \langle \omega(j) \rangle^{-3\theta}
\]

and is incorporated in the nonlinear term

\[
g^l_{j \to j'} = (a^l_{j \to j'})^{-1} \circ f^l_{j \to j'} \circ (B^l_{j \to j'})^{-1}.
\]

The claims other than (3) are obvious. We can check that Claim (3) follows from Lemma 10.4 by elementary estimates using the fact that the expansion rate of \( f^l_{j \to j'} \) and \( B^l_{j \to j'} \) (and their inverses) for \( 0 \leq t \leq 2t(\omega(j)) \) are bounded by \( Ce^{2\chi_{\text{max}} t(\omega)} \leq C \langle \omega(j) \rangle^{\theta/4} \), provided that we choose sufficiently small \( \epsilon_0 \) in the definition of \( t(\omega) \). \qed
We next consider the functions $\tilde{b}_j^t \cdot \rho_{j \rightarrow j'}$ that appears as the coefficient in the definition (10.4) of $L_{j \rightarrow \sigma' \rightarrow \sigma}^t$. As a bound for this function, we define

$$\bar{b}_j^t := \max \left\{ |\tilde{b}_j^t(x, y, z)| \mid (x, y, z) \in \operatorname{supp} \rho_j \right\}. \quad (10.19)$$

Letting $\epsilon_0$ in the definition of $t(\omega)$ be small if necessary, we may and do assume $C_0^{-1} \bar{b}_j^t \leq \tilde{b}_j^t(x, y, z) \leq C_0 \bar{b}_j^t$ for $(x, y, z) \in \operatorname{supp} \rho_j$ and $0 \leq t \leq t(\omega(j')).$

**Corollary 10.8** There exists a constant $C_{\alpha,k} > 0$ for each multi-indices $\alpha$ and integer $k \geq 0$ such that

$$\|\partial^\alpha_w \partial_z^k (\tilde{b}_j^t \cdot \rho_{j \rightarrow j'})\|_\infty < C_{\alpha,k} \bar{b}_j^t \cdot \max\{\langle \omega(j) \rangle, \langle \omega(j') \rangle\}^{(1-\theta)|\alpha|/2} \quad (10.20)$$

for $0 \leq t \leq 2t(\omega(j))$. In particular, the family

$$X_\omega = \{(\tilde{b}_j^t)^{-1} \cdot \tilde{b}_j^t \cdot \rho_{j \rightarrow j'} \mid \omega(j) = \omega, \omega' = \omega(j') \text{ satisfies (10.17)}, 0 \leq t \leq 2t(\omega)\}$$

for $\omega \in \mathbb{Z}$ satisfies the conditions (C1) and (C2) in Setting I.

**Proof** From Remark 9.2, the functions $\rho_j$ and $\tilde{\rho}_j$ satisfy the conditions on the derivatives stronger than that given in the condition (C2). This is also true for the function $\tilde{b}_j^t \circ f_{j \rightarrow j'}^t = b^t \circ \kappa_j$. Hence we can get the corollary by estimating the distortion of $f_{j \rightarrow j'}^t$ using Lemma 10.4, recalling Remark 10.5 for the derivatives with respect to $z$ and letting $\epsilon_0$ in the definition of $t(\omega)$ smaller if necessary. \(\square\)

**10.3 Supplementary estimates on the operator $L_{j \rightarrow \sigma' \rightarrow \sigma}^t$.**

We finish this section by providing two supplementary lemmas on the components $L_{j \rightarrow \sigma' \rightarrow \sigma}^t$. The first one below gives a solid bound on their $L^2$-operator norm.

**Lemma 10.9** There exists a constant $C_v > 0$ for any $v > 0$ such that

$$\|L_{j \rightarrow j'}^{t,\sigma' \rightarrow \sigma} : L^2(\operatorname{supp} \Psi_{j}^{\sigma}) \rightarrow L^2(\operatorname{supp} \Psi_{j'}^{\sigma'})\| \leq C_v \bar{b}_j^t \cdot \langle \omega(j') - \omega(j) \rangle^{-v}$$

for any $j, j' \in \mathcal{J}$ and $t \geq 0$ (see (10.19) for the definition of $\bar{b}_j^t$).

**Remark 10.10** Notice that this estimate holds for arbitrarily large $t \geq 0$ with uniform constant $C_v$ and also that we consider the $L^2$ norm without weight.
Proof. Below we suppose that \( f^t_{j\rightarrow j'} \) is extended naturally in the variable \( z \) as we noted in Remark 4.20. Take a \( C^\infty \) function \( \hat{\rho}^t_{j'} : \mathbb{R}^{2d+d'+1} \rightarrow [0, 1] \) which does not depend on the variable \( z \), \( \hat{\rho}^t_{j'}(x, y, z) = 1 \) if \( (x, y, z') \in \supp \rho^t_{j'} \) for some \( z' \in \mathbb{R} \) and \( \hat{\rho}^t_{j'}(x, y, z) = 0 \) if \( \hat{\rho}^t_{j'}(x, y, z') = 0 \) for all \( z' \in \mathbb{R} \). Then we may write the operator \( L^{t, \sigma \rightarrow \sigma'}_{j \rightarrow j'} \) as the composition

\[
L^{t, \sigma \rightarrow \sigma'}_{j \rightarrow j'} = \mathcal{M}(\Psi^\sigma_{j'}) \circ \mathcal{M}(\tilde{b}^t_{j'} \cdot \rho^t_{j \rightarrow j'})^{\text{lift}} \circ L(f^t_{j \rightarrow j'}, \hat{\rho}^t_{j'}). 
\]

From Lemma 4.6, the operator norm of \( L(f^t_{j \rightarrow j'}, \hat{\rho}^t_{j'})^{\text{lift}} \) with respect to the \( L^2 \) norm is bounded by that of \( L(f^t_{j \rightarrow j'}, \hat{\rho}^t_{j'}) \) and hence by some uniform constant \( C \). Note that, since the function \( \hat{\rho}^t_{j'}(x, y, z) \) does not depend on \( z \) and since \( f^t_{j \rightarrow j'} \) is a fibered contact diffeomorphism, this operator will not enlarge the support of the function in the \( \xi_z \) direction. Hence, for the proof of the lemma, it is enough to show

\[
\| \mathcal{M}(\tilde{b}^t_{j'} \cdot \rho^t_{j \rightarrow j'})^{\text{lift}} : L^2(\supp q_\omega(j)) \rightarrow L^2(\supp q_\omega(j')) \| 
\leq C \tilde{b}^t_{j'} \cdot (\omega(j') - \omega(j))^{-v}
\]

for any \( t \geq 0 \) with a uniform constant \( C_v > 0 \). Since \( f^t_{j \rightarrow j'} \) is a fibered contact diffeomorphism and is just a translation in the lines parallel to the \( z \)-axis, there exists a constant \( C_k > 0 \) for each \( k > 0 \) such that

\[
\| \partial_z^k(\tilde{b}^t_{j'} \cdot \rho^t_{j \rightarrow j'}) \|_{\infty} \leq C_k \tilde{b}^t_{j'} \quad \text{for any} \quad t \geq 0.
\]

If we set \( \psi = \tilde{b}^t_{j'} \cdot \rho^t_{j \rightarrow j'} \) and let \( \hat{\psi}(w, \xi_z) \) be that defined in (9.2), we have

\[
\sup_w |\hat{\psi}(w, \xi_z)| \leq C_k \tilde{b}^t_{j'} (\xi_z)^{-k}
\]

with possibly different constant \( C_k > 0 \). Since the partial Bargmann transform \( \mathcal{B} \) is a combination of the Fourier transform in \( z \) and the (scaled) Bargmann transform in \( w \), we see that the \( L^2 \)-operator norm of \( \mathcal{M}(\tilde{b}^t_{j'} \cdot \rho^t_{j \rightarrow j'})^{\text{lift}} \) is bounded by

\[
C \int_{|\omega(j') - \omega(j)| - 2 < |\xi_z| < |\omega(j') - \omega(j)| + 2} \left( \sup_w |\hat{\psi}(w, \xi_z)| \right) d\xi_z \leq C_k \tilde{b}^t_{j'} (\omega(j') - \omega(j))^{-k}.
\]

This is the required estimate. \( \square \)

In the next lemma, we give a coarse estimate on the component \( L^{t, \sigma \rightarrow \sigma'}_{j \rightarrow j'} \). This is a crude estimate and will be used to get rough bounds for components.

Springer
that are far from the trapped set $X_0$. (So we do not pursue optimality in any sense for this lemma and its consequences.) We set

$$\delta(\omega, \xi_w) = \langle \omega \rangle^{(1+\theta)/2} \cdot \left( \langle \omega \rangle^{1/2 - 4\theta} |\xi_w| \right)^{1/2}$$

for $\omega \in \mathbb{Z}$ and $\xi_w \in \mathbb{R}^{2d+d'}$ so that

$$\delta(\omega, \xi_w) \sim \begin{cases} 
\langle \omega \rangle^{(1+\theta)/2}, & \text{if } |\xi_w| \leq \langle \omega \rangle^{-1/2+4\theta}; \\
\langle \omega \rangle^{1/4 - (3/2)\theta} \cdot (\langle \omega \rangle |\xi_w|)^{1/2}, & \text{if } |\xi_w| > \langle \omega \rangle^{-1/2+4\theta}.
\end{cases}$$

We actually state the lemma for the operator $\mathfrak{B} \circ L( f_{j \to j'}^t , \tilde{b}_{j_j}^t \cdot \rho_{j_j 	o j'_j} ) \circ \mathfrak{B}^*$. Recall from (10.4) that $L_{j \to j'}^{t,\sigma \to \sigma'}$ is just this operator followed by the multiplication by $\Psi_{j'}^{\sigma'}$.

**Lemma 10.11** The operator $\mathfrak{B} \circ L( f_{j \to j'}^t , \tilde{b}_{j_j}^t \cdot \rho_{j_j 	o j'_j} ) \circ \mathfrak{B}^*$ for any $j, j' \in \mathcal{I}$ and $0 \leq t \leq 2t(\omega(j))$ is written as an integral operator of the form

$$(\mathfrak{B} \circ L( f_{j \to j'}^t , \tilde{b}_{j_j}^t \cdot \rho_{j_j 	o j'_j} ) \circ \mathfrak{B}^*)u(w', \xi_w, \xi_z)$$

$$= \int \left( \int_{\supp \rho_{j_j 	o j'_j}^t} K(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z) \frac{dw'' d\xi_z'}{(\omega)^{-2d+d'/2}} \right)$$

$$\times u(w, \xi_w, \xi_z) d\mathbb{m}(w, \xi_w, \xi_z)$$

and the function $K(\cdot)$ in the integrand satisfies the following estimate: There exists a constant $C_v > 0$ for each $v > 0$ (independent of $j, j'$ and $t$), such that

$$|K(w'', z''; w', \xi_w', \xi_z'; w, \xi_w, \xi_z)|$$

$$\leq C_v \langle \omega \rangle^{2\theta} \cdot \left|\delta(\omega, \xi_w)^{-1} \cdot \langle \xi_z \rangle ( (Df_{j_j \to j_j}^{t})^{*})^{-1} \xi_w - \langle \xi_z \rangle \xi_w' \right|^{-v}$$

$$\langle \omega \rangle^{1/2} |(Df_{j_j \to j_j}^{t})^{-1}(w'') - w| \cdot \langle \langle \omega' \rangle^{1/2} |w'' - w'| \rangle^{v}$$

$$\langle \omega - \omega' \rangle$$

(10.21)

with setting $\omega = \omega(j)$ and $\omega' = \omega(j')$, provided

$$w'' \in \mathfrak{p}_{(x,y)}(\supp \rho_{j_j \to j'_j}^t) \text{ and } (w, \xi_w, \xi_z) \in \supp \Psi_j^{\sigma}.$$

(10.22)

**Proof** In (10.8), we have a similar expression for the kernel of $L_{j \to j'}^{t,\sigma \to \sigma'}$ as in the required statement above. But the function $k_{j_j \to j_j}^t(\cdot)$ in (10.8) does not satisfy the required estimates. Below we apply integration by parts to the integral in (10.8) to realize the required estimate. For simplicity, we consider $f_{j_j \to j_j}^t$ given
in (10.16) in the place of $f_{j \rightarrow j'}$. This does not violate the validity of the proof because, from Lemma 4.7, the action of the lift of the transfer operator for $a_{j \rightarrow j'}$ is that for $D_{j \rightarrow j'}^t$ composed with the partial Bargmann projection $\mathcal{P}$. We write $k_{j \rightarrow j'}^t(\cdot)$ as (10.9) and apply integration by parts to it several times, viewing $e^{i\varphi(\cdot)}$ as oscillatory part and using the differential operator $D_0$ in (9.14) and

$$
D_2 = \frac{1 - i \cdot \delta(\omega, \xi_w)^{-2} \cdot (|\xi_z|((D_{j \rightarrow j'}^t f_{j \rightarrow j'}^t)^{*})_{w''}^{-1} \xi_w - \langle \xi_z' \rangle \xi'_w) \cdot \partial w' - D_{j \rightarrow j'}^t f_{j \rightarrow j'}^t}{1 + \delta(\omega, \xi_w)^{-2} \cdot (|\xi_z|((D_{j \rightarrow j'}^t f_{j \rightarrow j'}^t)^{*})_{w''}^{-1} \xi_w + \langle \xi_z' \rangle \xi'_w)^2}.
$$

To get the required estimate, it is sufficient to prove

$$
|\partial^\alpha w' \partial^k z' \Phi(w'', z''; w', \xi_w, \xi'_w; w, \xi_w, \xi'_w)| \leq C_{\alpha, k} \langle \omega \rangle^{\theta/2 + (2d + d')/2} \cdot \delta(\omega, \xi_w)^{|\alpha|}
$$

for the function $\Phi(\cdot)$ in (10.10) and that

$$
|\partial^\alpha w' \partial^k z' ((D_{j \rightarrow j'}^t f_{j \rightarrow j'}^t)^{*})_{w''}^{-1} \xi_w - \langle \xi_z' \rangle \xi'_w)| \leq C_{\alpha, k} \cdot \delta(\omega, \xi_w)^{|\alpha|+1} \quad \text{if } \alpha \neq \emptyset.
$$

To proceed, we again consider the two cases in (9.7) separately. In the case (ii), we may suppose that we have an extra factor $\langle \omega \rangle^m$ on the right-hand side of (10.23) and (10.24), as we noted in the proof of Lemma 9.11. Then such an estimate can be obtained by crude estimates using Lemma 10.4.

In the case (i), we need more precise estimates, but the estimates are still easy. The condition $w'' = (x'', y'') \in p_{(x', y')}(\text{supp } \rho_{j \rightarrow j'}^t)$ implies that $|x''| \leq C \langle \omega \rangle^{-1/2 + \theta}$. Then, from Lemma 4.21 and Lemma 10.4(3), it is easy to see

$$
|\xi_z \partial^\alpha x' \tau_{j \rightarrow j'}(x'')| \leq C_{\alpha} \delta(\omega, \xi_w)^{|\alpha|} \quad \text{for any multi-index } \alpha \neq \emptyset.
$$

We may and do assume that $|w'' - w|$ and $|((f_{j \rightarrow j'}^t)^{-1}(w'') - w|$ is bounded by $C \langle \omega \rangle^{1/2 + \theta}$ for some constant $C > 0$ because, otherwise, the last factor on the right-hand side of (10.10) is bounded by $C_{\nu(\omega)}^{-m}$ for arbitrarily large $m$ and, hence, we can prove the claims easily as in the case (ii). Then, under such an assumption, it is straightforward to check the claims (10.23) and (10.24) using (9.9), Lemma 10.4 and Corollary 10.8.

For ease of use in the next section, we derive a corollary from the last lemma. We write $\Delta_{j \rightarrow j'}^{t, \sigma \rightarrow \sigma'}$ for the supremum of the quantity appearing in (10.21),
under the conditions

\[ w'' \in p_{(x,y)}(\text{supp } \rho_{j\rightarrow j'}^r) \text{ and } (w, \xi_w, \xi_z) \in \text{supp } \Psi_j^\sigma, \]
\[ (w', \xi_{w'}, \xi_z') \in \text{supp } \Psi_j^{\sigma'}. \]

**Corollary 10.12** Let \( \sigma, \sigma' \in \Sigma \). There exist constants \( C_v > 0 \) for each \( v > 0 \) and \( m_0 > 0 \) such that the trace norm of \( L_{j\rightarrow j'}^{t,\sigma \rightarrow \sigma'} : K_j^{r,\sigma} \to K_j^{r,\sigma'} \) for \( j, j' \in J \) and \( 0 \leq t \leq 2t(\omega) \) is bounded by

\[ C_v(\Delta_{j\rightarrow j'}^{t,\sigma \rightarrow \sigma'})^v \cdot \max\{\langle \omega(j) \rangle, \langle \omega(j') \rangle, e^{m(j)}, e^{m(j')}\}^{m_0}. \quad (10.26) \]

**Proof** Note first of all that the claim is a crude estimate as we admit the factor \( \max\{\langle \omega(j) \rangle, \langle \omega(j') \rangle, e^{m(j)}, e^{m(j')}\}^{m_0} \). Consider \( j, j' \in J \) and \( 0 \leq t \leq 2t(\omega) \) and let \( H : \mathbb{R}^{4d+2d'+1}_{(w,\xi_w,\xi_z)} \to \mathbb{R} \) be the function

\[ H(w, \xi_w, \xi_z) = \inf\{\langle \xi_z - \xi_z'' \rangle \cdot \langle \xi_z'' \rangle^2 | (w, \xi_w, \xi_z) \in \text{supp } \Psi_j^\sigma \}, \]

which measures the distance of a point \((w, \xi_w, \xi_z) \in \mathbb{R}^{4d+2d'+1}_{(w,\xi_w,\xi_z)}\) from the support of the function \( \Psi_j^\sigma \). We regard the operator \( L_{j\rightarrow j'}^{t,\sigma \rightarrow \sigma'} \) as the composition of

\[ \mathcal{M}(H^{-\ell}) \circ \mathfrak{B} \circ L(f_{j\rightarrow j'}^{t}, \tilde{\rho}_{j\rightarrow j'}^r) \circ \mathfrak{B}^* : K_j^{r,\sigma} \to L^2(\mathbb{R}^{4d+2d'+1}) \quad (10.27) \]

and

\[ \mathcal{M}(\Psi_j^\sigma) \circ \mathfrak{B} \circ \mathcal{M}(\tilde{\rho}_j^r) \circ \mathfrak{B}^* \circ \mathcal{M}(H^\ell) : L^2(\mathbb{R}^{4d+2d'+1}) \to K_j^{r,\sigma'} \quad (10.28) \]

for some large \( \ell > 0 \). We already have estimates on the kernels of

\[ \mathfrak{B} \circ L(f_{j\rightarrow j'}^{t}, \tilde{\rho}_{j\rightarrow j'}^r) \circ \mathfrak{B}^* \quad \text{and} \quad \mathfrak{B} \circ \mathcal{M}(\tilde{\rho}_j^r) \circ \mathfrak{B}^* \]

in Lemma 10.11 and (in the proof of) Lemma 9.3 respectively. With using those estimates, we see that, if \( \ell \) is sufficiently large, the kernels of these operators are square-integrable as functions on \((\mathbb{R}^{4d+2d'+1})^2\) and therefore
the operators (10.27) and (10.28) are Hilbert–Schmidt operators. Their Hilbert–Schmidt norms are just the $L^2$-norm of their kernels and easy to estimate. Indeed, for a very crude bound for the volume of the supports of $\Psi_j$ and $\Psi_{j'}$, we may take some power of $\max\{\langle \omega(j) \rangle, \langle \omega(j') \rangle, e^m(j), e^m(j')\}$. Then, from the estimates on the kernels mentioned above and the definition of $\Delta_j^{\tilde{t}, \sigma \rightarrow \sigma'}$, the Hilbert-Schmidt norms of the operators above are bounded respectively by

$$C_v(\Delta_j^{\tilde{t}, \sigma \rightarrow \sigma'})^\nu \cdot \max\{\langle \omega(j) \rangle, \langle \omega(j') \rangle, e^m(j), e^m(j')\}^{m_0/2}$$

and

$$C \max\{\langle \omega(j) \rangle, \langle \omega(j') \rangle, e^m(j), e^m(j')\}^{m_0/2}$$

for sufficiently large $m_0$. Since the trace norm of $L_t^{\tilde{t}, \sigma \rightarrow \sigma'}$ is bounded by the product of the Hilbert-Schmidt norms of (10.27) and (10.28), we obtain the claim. 

11 Properties of the lifted operators

In this section, we prove several propositions for the lifted operators $L_t^{\tilde{t}, \sigma \rightarrow \sigma'}$ using the estimates on their components $L_t^{\tilde{t}, \sigma \rightarrow \sigma'}$ obtained in the previous sections and then deduce the propositions in Sect. 7.2 from them. This finishes the proof of Theorem 2.2.

11.1 Decomposition of the lifted transfer operator

We classify the components $L_t^{\tilde{t}, \sigma \rightarrow \sigma'}$ of the lifted operator $L_t^{\tilde{t}, \sigma \rightarrow \sigma'}$ into three classes, namely “low frequency”, “hyperbolic (or peripheral)” and “central” components. The classification depends on a constant $k_0 > 0$ that we will specify in the course of the argument.

**Definition 11.1** (1) A component $L_t^{\tilde{t}, \sigma \rightarrow \sigma'}$ is a **low frequency component** if

(LF) either $\max\{|\omega(j)|, |m(j)|\} \leq k_0$ or $\max\{|\omega(j')|, |m(j')|\} \leq k_0$.

(2) A component $L_t^{\tilde{t}, \sigma \rightarrow \sigma'}$ is a **central component** if it is not a low frequency component but

(CT) $m(j) = m(j') = 0$.

27 We refer [23, Chapter IV, Section 7] for Hilbert–Schmidt operators.
The semiclassical zeta function...

(3) The other components are called hyperbolic (or peripheral) components. That is, a component \( L_{j \to j'}^{t,\sigma \to \sigma'} \) is a hyperbolic component if

\[
\text{(HYP)} \max\{\omega(j), m(j)\} > k_0, \quad \max\{\omega(j'), m(j')\} > k_0 \quad \text{and (either \( m(j) \neq 0 \) or \( m(j') \neq 0 \)).}
\]

The low frequency components are responsible for the action of transfer operators on low frequency part of functions (in all the directions) and will be treated as a negligible part in our argument. The central components are of primary importance in our argument. In the global picture discussed at the end of Sect. 2, the central part is responsible for the action of transfer operators \( \mathcal{L}^t \) on the wave packets corresponding to points near the trapped set \( X \) in (2.8). We are going to see that the central components are well approximated by the linear models considered in Sect. 4. The hyperbolic components are those components which are strongly affected by the hyperbolicity and non-linearity of the flow. For these components, we will see that the weight \( 2^{-r m(j)} \) in the definition (6.14) of the norm on \( K^{r,\sigma} \) takes effect and makes the operator norms small (at least if the constants \( k_0 > 0 \) and \( r > 0 \) are sufficiently large).

Correspondingly to the classification of the components above, we decompose the transfer operator \( L^{t,\sigma \to \sigma'} \) into three parts:

\[
L^{t,\sigma \to \sigma'} = L_{\text{low}}^{t,\sigma \to \sigma'} + L_{\text{ctr}}^{t,\sigma \to \sigma'} + L_{\text{hyp}}^{t,\sigma \to \sigma'} \tag{11.1}
\]

where the low frequency part \( L_{\text{low}}^{t,\sigma \to \sigma'} \) (resp. the central part \( L_{\text{ctr}}^{t,\sigma \to \sigma'} \), the hyperbolic part \( L_{\text{hyp}}^{t,\sigma \to \sigma'} \)) is defined as the operator that consists of only the low frequency (resp. central, hyperbolic) components of \( L^{t,\sigma \to \sigma'} \). For instance, the low frequency part \( L_{\text{low}}^{t,\sigma \to \sigma'} \) is defined by

\[
L_{\text{low}}^{t,\sigma \to \sigma'} u = \left( \sum_{\text{low}} L_{j \to j'}^{t,\sigma \to \sigma'} u_j \right)_{j' \in J} \quad \text{for} \quad u = (u_j)_{j \in J},
\]

where \( \sum_{\text{low}} \) is the sum over \( j \in J \) such that \( L_{j \to j'}^{t,\sigma \to \sigma'} \) is a low frequency component.

Remark 11.2 In some places below, we will let the constant \( k_0 \) be larger to get preferred estimates. If we let \( k_0 \) be larger, the components classified as central and hyperbolic components will become fewer and this will enable us to get better uniform estimates for the corresponding parts. Of course then the components classified as low frequency components will increase. But, since we need only a few simple estimates for this part, this will not cause any problem.
11.2 The central part

For the central components, we prove two propositions. The first one below is a counterpart of Proposition 7.12 for the lifted operators and corresponding to Theorem 4.17 in the linear setting. Let us recall the operator $T^\sigma_{\omega} \to T^{\sigma'}_{\omega}$ from Definition 7.4. For simplicity, we write $T^\sigma_{\omega}$ for $T^{\sigma'}_{\omega}$ when $\sigma' = \sigma$.

**Proposition 11.3** Let $\sigma, \sigma' \in \Sigma$. There exist constants $\epsilon > 0$ and $C_{v} > 1$ for each $v > 0$ such that

$$
\|T_{\omega}^{\sigma'} \circ L_{\text{ctr}}^{\sigma} \circ T_{\omega}^{\sigma} : K^{r,\sigma} \to K^{r,\sigma'}\| \leq C_{v}(\omega - \omega)^{-v},
$$

$$
\|T_{\omega}^{\sigma'} \circ L_{\text{ctr}}^{\sigma} \circ (\Pi_{\omega} - T_{\omega}^{\sigma}) : K^{r,\sigma} \to K^{r,\sigma'}\| \leq C_{v}(\omega)^{-\epsilon}(\omega - \omega)^{-v},
$$

$$
\|\Pi_{\omega'} - T_{\omega}^{\sigma'} \circ L_{\text{ctr}}^{\sigma} \circ T_{\omega}^{\sigma} : K^{r,\sigma} \to K^{r,\sigma'}\| \leq C_{v}(\omega)^{-\epsilon}(\omega - \omega)^{-v}
$$

for any $\omega, \omega' \in \mathbb{Z}$ and $0 \leq t \leq 2t(\omega)$, and further, if the condition (7.7) with respect to $\sigma$ and $\sigma'$ holds, then we have

$$
\|\Pi_{\omega'} - T_{\omega}^{\sigma'} \circ L_{\text{ctr}}^{\sigma} \circ (\Pi_{\omega} - T_{\omega}^{\sigma}) : K^{r,\sigma} \to K^{r,\sigma'}\| \leq C_{v}e^{-\chi_{0}t}(\omega - \omega)^{-v}
$$

for any $\omega, \omega' \in \mathbb{Z}$ and $0 \leq t \leq 2t(\omega)$.

**Proof** We prove the claims assuming that the condition (10.17) for $\omega$ and $\omega'$ holds because, otherwise, the claims follow immediately from Lemma 10.9. (See Remark 11.6.) The following lemma is the component-wise version of Proposition 11.3, in which we write $T_{\omega}^{\sigma}$ for the restrictions of $T_{\omega}^{\sigma} = T_{\omega}^{\sigma} \to T^{\sigma}$ to each $K^{r,\sigma}_{j}$ with $m(j) = 0$.

**Lemma 11.4** There exist constants $\epsilon > 0$ and $C_{v} > 0$ for each $v > 0$, independent of $\omega, \omega' \in \mathbb{Z}$, such that, for any central component $L_{j \to j'}^{i,\sigma} \to \sigma'$ with $\omega(j) = \omega, \omega'(j') = \omega'$ and $m(j) = m(j') = 0$, we have

$$
\|T_{\omega}^{\sigma'} \circ L_{j \to j'}^{i,\sigma} \circ T_{\omega}^{\sigma} : K^{r,\sigma}_{j} \to K^{r,\sigma'}_{j}\| \leq C_{v}(\omega - \omega)^{-v},
$$

$$
\|T_{\omega}^{\sigma'} \circ L_{j \to j'}^{i,\sigma} \circ (1 - T_{\omega}^{\sigma}) : K^{r,\sigma}_{j} \to K^{r,\sigma'}_{j}\| \leq C_{v}(\omega)^{-\epsilon}(\omega - \omega)^{-v},
$$

$$
\|(1 - T_{\omega}^{\sigma'}) \circ L_{j \to j'}^{i,\sigma} \circ T_{\omega}^{\sigma} : K^{r,\sigma}_{j} \to K^{r,\sigma'}_{j}\| \leq C_{v}(\omega)^{-\epsilon}(\omega - \omega)^{-v}
$$

for $0 \leq t \leq 2t(\omega(j))$, and further, if the condition (7.7) with respect to $\sigma$ and $\sigma'$ holds for $t$ in addition, then

$$
\|(1 - T_{\omega}^{\sigma'}) \circ L_{j \to j'}^{i,\sigma} \circ (1 - T_{\omega}^{\sigma}) : K^{r,\sigma}_{j} \to K^{r,\sigma'}_{j}\| \leq C_{v}e^{-\chi_{0}t}(\omega - \omega)^{-v}.
$$
Proof We first prove the claim that, if $0 \leq t \leq 2t(\omega)$ satisfies the condition (7.7) with respect to $\sigma$ and $\sigma'$, then

$$\|L^{t,\sigma \to \sigma'}_{j \to j'} : K^{r,\sigma}_{j} \to K^{r,\sigma'}_{j'} \| \leq C_{\nu}(\omega' - \omega)^{-\nu}. $$

We express the diffeomorphism $f^{t}_{j \to j'}$ as in Corollary 10.7 and correspondingly write the operator $L^{t,\sigma \to \sigma'}_{j \to j'}$ as

$$\mathcal{M}(X_{n_0(\omega(j'))} \cdot q_{\omega(j')}) \circ L^{\text{lift}}_{a} \circ \mathcal{M}^{\text{lift}}(\rho^{I}_{j \to j'} \circ a^{I}_{j \to j'}) \circ L^{\text{lift}}_{g} \circ L^{\text{lift}}_{B} : K^{r,\sigma}_{j} \to K^{r,\sigma'}_{j'}$$

where $L^{\text{lift}}_{a}$, $L^{\text{lift}}_{g}$ and $L^{\text{lift}}_{B}$ are the lifts of transfer operators for $a^{I}_{j \to j'}$, $g^{I}_{j \to j'}$ and $B^{I}_{j \to j'}$ respectively. We regard that the rightmost factor $L^{\text{lift}}_{B}$ above as an operator from $K_{j}^{r,\sigma}$ to $L^{2}(\mathcal{W}^{r,\sigma}) := L^{2}(\mathbb{R}^{2d+2d'+1},(\mathcal{W}^{r,\sigma})^{2})$ and that the rest is that from $L^{2}(\mathcal{W}^{r,\sigma})$ to $K_{j}^{r,\sigma'}$. For the latter, we also note that $\gamma^{\text{lift}}_{0} : L^{2}(\mathcal{W}^{r,\sigma}) \to L^{2}(\mathcal{W}^{r,\sigma'})$ is bounded for any combination of $\sigma, \sigma' \in \Sigma$ from Theorem 4.17 (1).

Recall the function $Y$ defined in (9.11) and also Lemma 4.7 and Remark 4.8 for the operator $L^{\text{lift}}_{a}$. Then we see

$$\|\mathcal{M}(X_{n_0(\omega(j'))} \cdot q_{\omega(j')}) \circ L^{\text{lift}}_{a} \circ \mathcal{M}(1 - Y) : L^{2}(\mathcal{W}^{r,\sigma}) \to K^{r,\sigma'}_{j'} \| \leq C_{\nu}(\omega')^{-\nu}. $$

From this and Theorem 4.17 (2) for $L^{\text{lift}}_{B}$, we see that the difference between the operator $L^{t,\sigma \to \sigma'}_{j \to j'}$ and

$$\mathcal{M}(X_{n_0(\omega(j'))} \cdot q_{\omega(j')}) \circ L^{\text{lift}}_{a} \circ \left[ \mathcal{M}(Y) \circ \mathcal{M}^{\text{lift}}(\rho^{I}_{j \to j'} \circ a^{I}_{j \to j'}) \circ L^{\text{lift}}_{g} \right] \circ L^{\text{lift}}_{B} : K^{r,\sigma}_{j} \to K^{r,\sigma'}_{j'}$$

is bounded by $C_{\nu}(\omega')^{-\nu}$ and hence negligible. By virtue of the factor $\mathcal{M}(Y)$, we can apply Lemma 9.11 to the operator in the square bracket $[\cdot]$ above. Since $L^{\text{lift}}_{a}$ and $L^{\text{lift}}_{B}$ preserve supp $q_{\omega(j')}$ and supp $q_{\omega(j)}$ respectively, Lemma 9.11 together with Corollaries 9.6 and 10.8 yield the estimate that the operator norm of the operator above other than the rightmost factor $L^{\text{lift}}_{B}$ is bounded by $C_{\nu}\tilde{b}^{I}_{j} \cdot (\omega' - \omega)^{\nu}$. On the other hand, from Theorem 4.17, the operator norm of $\tilde{b}^{I}_{j} \cdot L^{\text{lift}}_{B}$ is bounded by a constant $C_{0}$. (For this, recall the definition (4.9) of the operator $L^{I}$ appearing in Theorem 4.17.) Therefore we obtain the claim.

Now we prove the claims of the lemma. The proofs of the four claims are all similar to that in the preceding paragraphs. Below we prove the second claim.
and mention for the other cases at the end. We write $T^\sigma \circ L^I_{j \to j'} \circ (1 - T^\sigma)$ as

$$M(X_{n0(\omega(j'))}) \circ \mathcal{T}^\text{lift}_0 \circ M(X_{n0(\omega(j'))} \cdot q_{\omega(j')}) \circ L^\text{lift}_a$$

(11.2)

$$\circ M^\text{lift}(\rho^I_{j \to j'} \circ a^I_{j \to j'}) \circ L^\text{lift}_g \circ L^\text{lift}(B) \circ (1 - M(X_{n0(\omega(j'))}) \circ \mathcal{T}^\text{lift}_0).$$

Then, producing error terms bounded by $C_\nu \langle \omega \rangle^{-\epsilon} \langle \omega' - \omega \rangle^{-\nu}$, we may

- introduce the factor $M(Y)$ before $M^\text{lift}(\rho^I_{j \to j'} \circ a^I_{j \to j'})$,
- replace $L^\text{lift}_g$ by the identity, using Lemma 9.11,
- replace $M(X_{n0(\omega(j'))})$ and $M(Y)$ by the identity, using the localized property of the kernel of $\mathcal{T}^\text{lift}_0$ given in Lemma 4.18, and
- change the order of $\mathcal{T}^\text{lift}_0$ and $M^\text{lift}(\rho^I_{j \to j'} \circ a^I_{j \to j'})$, using Lemma 9.12.

With these deformations, we reach the operator

$$M(q_{\omega(j')}) \circ L^\text{lift}_a \circ M^\text{lift}(\rho^I_{j \to j'} \circ a^I_{j \to j'}) \circ [\mathcal{T}^\text{lift}_0 \circ L^\text{lift}(B) \circ (1 - \mathcal{T}^\text{lift}_0)],$$

(11.3)

noting that $\mathcal{T}^\text{lift}_0$ commutes with $M(q_{\omega(j')})$ and $L^\text{lift}_a$. But this operator is null from Theorem 4.17. We therefore obtained the second claim.

The proofs of the other claims are parallel: We deform the operators to the form corresponding to (11.3) in the same manner as above, producing error terms bounded by $C_\nu \langle \omega \rangle^{-\epsilon} \langle \omega' - \omega \rangle^{-\nu}$, and then use Corollary 9.6 (with Corollary 10.8) and Theorem 4.17 (2). (For the last claim, we assume $e^{-\chi t(\omega)} \gg \langle \omega \rangle^{-\epsilon}$ by letting the constant $\epsilon_0 > 0$ in the definition of $t(\omega)$ smaller.) $\square$

Proposition 11.3 is obtained by summing the estimates in Lemma 11.4. But there is a small problem. Notice that, for $j' \in \beta$ with $\omega(j') = \omega'$ and $m(j') = 0$, the number of $j \in \beta$ satisfying $\omega(j) = \omega$, $m(j) = 0$ and $L^I_{j \to j'} \neq 0$ will grow exponentially with respect to $t$. Hence if we just add the inequalities in Lemma 11.4, we will not get the claims of Proposition 11.3. This problem is resolved by using the localized properties of the kernels of the operators $\mathcal{T}^\text{lift}_0$ and $L^I_{j \to j'}$ and also the fact that the intersection multiplicities of the supports of $\{\rho_j \circ \kappa_j^{-1} \mid j \in \beta, \omega(j) = \omega\}$ is bounded uniformly for $\omega$. The argument is easy but may not be completely obvious. Since we will use similar argument later, we present it below in some detail.

Recall the definition (10.6) of the functions $\rho^I_{j \to j'}$ (and also that of $\rho^I_{\omega}$ in Sect. 5.5). Let $\tilde{D}^I_{j \to j'}$ and $D^I_{j \to j'}$ be the $\langle \omega \rangle^{-(1-\theta)/2}$-neighborhoods of the subsets

$$p_{(x,y)}(\text{supp } \rho^I_{j \to j'}) \text{ and } p_{(x,y)}(\text{supp } (\rho^I_{j \to j'} \circ f^I_{j \to j'})) \text{ in } \mathbb{R}^{2d+d''}_{(x,y)}$$

ASCEND AUTHOR'S PERSONAL COPY
respectively. For each \( j' \in \mathcal{J} \) with \( \omega(j') = \omega' \) and \( m(j') = 0 \) (resp. \( j \in \mathcal{J} \) with \( \omega(j) = \omega \) and \( m(j) = 0 \)) and for \( 0 \leq t \leq 2t(\omega) \), the intersection multiplicity of the subsets in

\[
\{ \tilde{D}^t_{j \to j'} : j \in \mathcal{J}, \, \omega(j) = \omega, \, m(j) = 0, \, \tilde{D}^t_{j \to j'} \neq \emptyset \} \quad (11.4)
\]

(respect. \( \{ D^t_{j \to j'} : j' \in \mathcal{J}, \, \omega(j') = \omega', \, m(j') = 0, \, D^t_{j \to j'} \neq \emptyset \})

is bounded by a constant \( C \) independent of \( \omega, \omega' \) and \( t \), provided that the constant \( \epsilon_0 \) in the definition of \( t(\omega) \) is small enough.

**Remark 11.5** The cardinality of the sets in (11.4) will not be bounded uniformly with respect to \( t \) and \( \omega \), as we have noted. But note that, letting the constant \( \epsilon_0 \) be small, we may assume that this is bounded by \( C \langle \omega \rangle^\theta \).

In order to discuss about the four claims in Lemma 11.4 in parallel, we write \( M^t_{j \to j'}^{\sigma \to \sigma'} \) for either of the operators

\[
T^\sigma_{\omega(j')} \circ L^t_{j \to j'}^{\sigma \to \sigma'} \circ T^\sigma_{\omega(j)}, \quad T^\sigma_{\omega(j')} \circ L^t_{j \to j'}^{\sigma \to \sigma'} \circ (1 - T^\sigma_{\omega(j)}), \quad \text{or}
\]

\[
(1 - T^\sigma_{\omega(j)}) \circ L^t_{j \to j'}^{\sigma \to \sigma'} \circ T^\sigma_{\omega(j)} \circ (1 - T^\sigma_{\omega(j')}) \circ L^t_{j \to j'}^{\sigma \to \sigma'} \circ (1 - T^\sigma_{\omega(j')}).
\]

Let us denote by \( 1^t_{j \to j'} \) (resp. \( 1_{j \to j'} \)) the indicator function of the subset

\[
\{ (x, y, \xi_x, \xi_y, \xi_z) \in \mathbb{R}^{4d+2d'+1} : (x, y) \in \tilde{D}_{j \to j'}^t \text{(resp. } (x, y) \in D_{j \to j'}^t) \}.
\]

We first approximate the operator \( M^t_{j \to j'}^{\sigma \to \sigma'} \) by

\[
\tilde{M}^t_{j \to j'}^{\sigma \to \sigma'} = M(1^t_{j \to j'}) \circ M^t_{j \to j'}^{\sigma \to \sigma'} \circ M(1_{j \to j'}),
\]

by cutting off the tail part. By crude estimates using the localized properties of the kernels of the operators \( T^\sigma_{\omega(j)} \) and \( L^t_{j \to j'}^{\sigma \to \sigma'} \), given in Corollary 4.18 and Lemma 10.11, together with the definitions of \( \tilde{D}^t_{j \to j'} \) and \( D^t_{j \to j'} \), we see that

\[
\| M^t_{j \to j'}^{\sigma \to \sigma'} - \tilde{M}^t_{j \to j'}^{\sigma \to \sigma'} : K_{j'}^{r, \sigma'} \to K_j^{r, \sigma} \| \leq C_v \langle \omega \rangle^{-\theta} \cdot \langle \omega' - \omega \rangle^{-\nu} \quad (11.6)
\]

for \( j, j' \in \mathcal{J} \) with \( \omega(j) = \omega, \omega(j') = \omega' \) and \( m(j) = m(j') = 0 \). (The factor \( \langle \omega \rangle^{-\theta} \) could be much better but this is enough.) Since the cardinality of the set (11.4) is bounded by \( C \langle \omega \rangle^\theta \) as we noted in Remark 11.5 above, we obtain
∑_{\omega' : j'} \omega(j') = \omega', m(j') = 0 \left\| \sum_{j : \omega(j) = \omega, m(j) = 0} (M_{j \to j'}^{\sigma \to \sigma'} - \tilde{M}_{j \to j'}^{\sigma \to \sigma'}) u_j \right\|_{K_j^{r, \sigma'}}^2 \\
\leq C_v \langle \omega \rangle^{\theta} \cdot \langle \omega \rangle^{-2\theta} \cdot \langle \omega' - \omega \rangle^{-2v} \sum_{j : \omega(j) = \omega, m(j) = 0} \| u_j \|_{K_j^{r, \sigma}}^2 

for (u_j)_{j \in J} \in K^{r, \sigma}. Therefore the claims of Proposition 11.3 follow if we prove the required estimates with \( M_{j \to j'}^{\sigma \to \sigma'} \) replaced by \( \tilde{M}_{j \to j'}^{\sigma \to \sigma'} \).

By boundedness of the intersection multiplicities of (11.4), we have

\[ \sum_{\omega' : j'} \omega(j') = \omega', m(j') = 0 \left\| \sum_{j : \omega(j) = \omega, m(j) = 0} \tilde{M}_{j \to j'}^{\sigma \to \sigma'} u_j \right\|_{K_j^{r, \sigma'}}^2 \leq C \sum_{j : \omega(j) = \omega, m(j) = 0} \sum_{j' : \omega(j') = \omega', m(j') = 0} \left\| M_{j \to j'}^{\sigma \to \sigma'} : K_j^{r, \sigma} \to K_j^{r, \sigma'} \right\|^2 \times \| M(1_{j \to j'}) u_j \|_{K_j^{r, \sigma}}^2 

and also

\[ \sum_{j : \omega(j) = \omega, m(j) = 0} \| M(1_{j \to j'}) u_j \|_{K_j^{r, \sigma}}^2 \leq C \| u_j \|_{K_j^{r, \sigma}}^2. \]

Hence, applying the claims of Lemma 11.4 to the term \( \| M_{j \to j'}^{\sigma \to \sigma'} : K_j^{r, \sigma} \to K_j^{r, \sigma'} \| \), we obtain the required estimates.

**Remark 11.6** In the case where (10.17) does not hold, we have

\[ \langle \omega' - \omega \rangle \geq \max\{\langle \omega \rangle^{1/2}, \langle \omega' \rangle^{1/2}\}/2, \]

and we can prove Lemma 11.4 by crude estimate using Lemma 10.11. We do not need the argument on the intersection multiplicity as above because we have the factor \( \langle \omega' - \omega \rangle^{-v} \lesssim \max\{\langle \omega \rangle, \langle \omega' \rangle\}^{-v/2} \) (see Remark 11.5).

The second proposition below is essentially same as Proposition 7.13 but stated in terms of lifted operators.

**Proposition 11.7** Let \( \sigma, \sigma' \in \Sigma \). There exist constants \( \epsilon > 0, C_0 > 0 \) and \( C_v > 0 \) for each \( v > 0 \) such that, for \( u \in K^{r, \sigma}(K_0), \omega \in \mathbb{Z} \) and \( 0 \leq t \leq 2t(\omega) \), there exists \( v_\omega \in K^{r, \sigma'}(K_1) \) such that

\[ \sum_{j : \omega(j) = \omega, m(j) = 0} \left\| \sum_{j' : \omega(j') = \omega', m(j') = 0} (M_{j \to j'}^{\sigma \to \sigma'} - \tilde{M}_{j \to j'}^{\sigma \to \sigma'}) u_j \right\|_{K_j^{r, \sigma'}}^2 

\[ \leq C_v (\omega)\langle \omega \rangle^{\theta} \cdot (\omega')^{-2\theta} \cdot (\omega' - \omega)^{-2v} \sum_{j : \omega(j) = \omega, m(j) = 0} \| u_j \|_{K_j^{r, \sigma}}^2. \]
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\[ \|L^{t,\sigma'} - I^\sigma' v_\omega - I^\sigma \circ M(\rho_{K_1}) \circ (I^\sigma)^* \circ T^\sigma_{\omega} \circ I^\sigma u\|_{K_{\epsilon,\sigma}} \leq C_0(\omega)^{-\theta} \|u\|_{K_{\epsilon,\sigma}} \] (11.7)

and that, for \( \omega' \in \mathbb{Z} \) and \( 0 \leq t' \leq t \), we have

\[ \|\Pi_{\omega'} \circ I^\sigma' \circ L^{t'} v_{\omega'}\|_{K_{\epsilon,\sigma}} \leq C \langle \omega' - \omega \rangle^{-\nu} \|u\|_{K_{\epsilon,\sigma}}, \quad \text{and} \] (11.8)

\[ \| (\Pi_{\omega'} - T^\sigma_{\omega'}) \circ I^\sigma' \circ L^{t'} v_{\omega'}\|_{K_{\epsilon,\sigma}} \leq C \langle \omega' - \omega \rangle^{-\nu} \|u\|_{K_{\epsilon,\sigma}}. \] (11.9)

**Proof** For construction of \( v_\omega \), we first set

\[ u_\omega = I_\sigma u = M(\rho_{K_1}) \circ (I^\sigma)^* \circ T^\sigma_{\omega} \circ I^\sigma u \in \mathcal{K}_{\epsilon,\sigma}(K_0). \]

(Recall (7.4) and (7.5) for the definition of \( I_\sigma \)). As we noted in Remark 7.6, this is a smooth function and hence so is the function

\[ v_\omega := \rho_{K_0} \cdot \mathcal{L}^{-t} u_\omega = \mathcal{L}^{-t}((\rho_{K_0} \circ f_G^{-t}) \cdot u_\omega) \]

where \( \rho_{K_0} : G \to [0, 1] \) is the smooth function defined in (7.2) and is thrown in because the support of \( \mathcal{L}^{-t} u_\omega \) for \( 0 \leq t \leq 2t(\omega) \) may not be contained in \( K_0 \). \( \square \)

**Remark 11.8** Beware that we are considering the transfer operator \( \mathcal{L}^{-t} \) for a negative time \( -t < 0 \), which will not be bounded on \( \mathcal{K}_{\epsilon,\sigma} \).

For the proof of (11.7), we write the left hand side of (11.7) as

\[ \|I^\sigma \circ M(\rho_{K_1}(\rho_{K_0} \circ f_G^{-t} - 1)) \circ (I^\sigma)^* \circ T^\sigma_{\omega} \circ I^\sigma u\|_{K_{\epsilon,\sigma}}. \]

Since we are assuming \( 0 \leq t \leq 2t(\omega) \), the function \( \rho_{K_1}(\rho_{K_0} \circ f_G^{-t} - 1) \) is supported on the outside of the \( C^{-1}(\langle \omega \rangle)^{-\theta} \) neighborhood of the section \( \text{Im} e_\omega \). (To ensure this, let the constant \( \epsilon_0 \) in the definition of \( t(\omega) \) be smaller if necessary.) Hence, by the localized property of the kernel of \( T^\sigma_{\omega} \) given in Corollary 4.18, we obtain (11.7).

For the proof of (11.8) and (11.9), we basically follow the argument in the proof of Proposition 11.3. Below we assume the condition (10.17) because, otherwise, the proof is obtained easily by using crude estimates (see Remark 11.6). We take \( 0 \leq t' \leq t \leq 2t(\omega) \) arbitrarily and write

\[ I^\sigma u = (u_j)_{j \in J} \quad \text{and} \quad I^\sigma' (\mathcal{L}^{t'} v_{\omega}) = (v_j)_{j \in J} \]

respectively. Then \( v_j \) for \( j' \in J \) with \( \omega(j') = \omega' \) and \( m(j') = m' \) is written as the sum

\[ v_j' = \sum_{j : \omega(j') = \omega, m(j) = 0} L_{j \rightarrow j'}^{-(t-t'),\sigma \rightarrow \sigma'} \circ T^\sigma_{\omega} u_j \]
Also, in parallel to Corollary 10.8, we can show that the family 
\[ a_j \] 
such that 
\[ \omega, \omega \]
\[ \text{pendent of} \]
\[ 123 \]
\[ \text{satisfies the conditions (C1) and (C2) in Setting I in Sect. 9.} \]
\[ \text{get the decomposition} \]
\[ (2) \text{the} \]
\[ \text{hardly affects the argument below as we noted in Remark 10.1. The following} \]
\[ \text{lemma is the component-wise version of the claims (11.8) and (11.9).} \]
\[ \text{Lemma 11.9} \]
\[ \text{There exist constants} \]
\[ \epsilon > 0 \text{ and} \]
\[ C_v > 0 \text{ for any} \]
\[ v > 0, \text{independent of} \]
\[ \omega, \omega' \in \mathbb{Z} \text{ and } 0 \leq t' \leq 2t(\omega), \text{such that we have} \]
\[ \|T_{\omega'}^\sigma \circ L_{j\to j'}^{-(t-t')}\sigma \to \sigma' \circ T_{\omega}^\sigma : K_{j,\sigma}^{r,\sigma} \to K_{j',\sigma'}^{r,\sigma'} \| \leq C_v (\omega' - \omega)^{-\nu} \]
\[ (11.10) \]
and
\[ \| (1 - T_{\omega'}^\sigma) \circ L_{j\to j'}^{-(t-t')}\sigma \to \sigma' \circ T_{\omega}^\sigma : K_{j,\sigma}^{r,\sigma} \to K_{j',\sigma'}^{r,\sigma'} \| \leq C_v (\omega' - \omega)^{-\nu} \]
\[ (11.11) \]
for \[ j, j' \in J \text{ with} \]
\[ \omega(j) = \omega, \omega(j') = \omega', \text{and} \]
\[ m(j) = m(j') = 0 \text{ and further} \]
\[ \| L_{j\to j'}^{-(t-t')}\sigma \to \sigma' \circ T_{\omega}^\sigma : K_{j,\sigma}^{r,\sigma} \to K_{j',\sigma'}^{r,\sigma'} \| \leq C_v e^{-|m(j')|} \cdot (\omega' - \omega)^{-\nu} \]
\[ (11.12) \]
for \[ j, j' \in J \text{ with} \]
\[ \omega(j) = \omega, \omega(j') = \omega', \text{and} \]
\[ m(j) = 0 \text{ and } m(j') \neq 0. \]

**Proof of Lemma 11.9** We apply the argument in the proofs of Lemma 10.4 and Corollary 10.7 to the time reversed system. Then, for \[ 0 \leq t \leq 2t(\omega), \] we get the decomposition
\[ f_{j\to j'}^{-t} = a_{j\to j'}^{-t} \circ g_{j\to j'}^{-t} \circ B_{j\to j'}^{-t} \]
corresponding to (10.18), such that

1. \[ a_{j\to j'}^{-t} \]
is an affine transform in the group \[ A_2, \]
2. the inverse of \[ B_{j\to j'}^{-t} \]
is a hyperbolic linear map of the form (4.8) with the linear maps \[ A : \mathbb{R}^d \to \mathbb{R}^d \]
and \[ \hat{A} : \mathbb{R}^{d'} \to \mathbb{R}^{d'} \]
satisfying (10.15), and
3. \[ g_{j\to j'}^{-t} \]
is a fibered contact diffeomorphism and the family
\[ G_{\omega} = \{ g_{j\to j'}^{-t} \mid \omega(j) = \omega, \omega' = \omega(j') \text{ satisfy (10.17)}, \text{and} \]
\[ 0 \leq t \leq 2t(\omega) \} \]
fulfills the conditions (G0), (G1) and (G2) in Setting II in Sect. 9.

Also, in parallel to Corollary 10.8, we can show that the family
\[ X_{\omega} = \{ (\hat{b}_{j\to j'}^{-t})^{-1} \cdot \hat{b}_{j\to j'}^{-t} : \rho_{j\to j'}^{-t} \mid \omega(j) = \omega, \omega' = \omega(j') \text{ satisfy (10.17)}, \text{and} \]
\[ 0 \leq t \leq 2t(\omega) \}
satisfies the conditions (C1) and (C2) in Setting I in Sect. 9. □
Remark 11.10 The main point of the argument below is that, though the lift of the transfer operator associated to $B_{j \rightarrow j'}^{-t}$ will not be bounded as an operator on $K^{r,\sigma}$, we have precise description about its inverse in Theorem 4.17.

To prove (11.10), we suppose $m(j) = m(j') = 0$ and write $T_{\omega}^{\sigma'} \circ L_{j \rightarrow j'}^{-((t-t')),\sigma \rightarrow \sigma'} \circ T_{\omega}^{\sigma}$ as the composition of

$$M(X_{n_0(\omega)}) \circ \mathcal{T}_0^{\text{lift}} \circ M(\Psi_j^{\sigma'}) \circ \mathcal{B} \circ L\left(a_{j \rightarrow j'}^{-t} \circ g_{j \rightarrow j'}^{-t}, \rho_{j \rightarrow j'}^{-t} \right) \circ \mathcal{B}^* \quad \text{and}$$

$$\mathcal{B} \circ L(B_{j \rightarrow j'}^{-((t-t'))}, 1) \circ \mathcal{B}^* \circ M(X_{n_0(\omega)}) \circ \mathcal{T}_0^{\text{lift}}. \quad (11.13)$$

Below we regard (11.14) as an operator from $K_j^{r,\sigma}$ to $L^2(\text{supp } q_\omega, (\mathcal{W}^{r,\sigma'+1})^2)$ and (11.13) as that from $L^2(\text{supp } q_\omega, (\mathcal{W}^{r,\sigma'+1})^2)$ to $K_j^{r,\sigma'}$.

From Theorem 4.17 for $B = (B^{-(t-t')})^{-1}$, we see that the operator norm of

$$\mathcal{B} \circ L(B_{j \rightarrow j'}^{-((t-t'))}, 1) \circ \mathcal{B}^* \circ \mathcal{T}_0^{\text{lift}} : L^2(\text{supp } \Psi_j^{\sigma'}, (\mathcal{W}^{r,\sigma})^2) \rightarrow L^2(\text{supp } q_\omega, (\mathcal{W}^{r,\sigma})^2)$$

is bounded by $C_0 | \det \widehat{A}|^{-1/2} | \det A|^{1/2}$. The difference of this operator and (11.14) is $M(X_{n_0(\omega)})$ in the middle of (11.14). But, by the localized property of the kernel of $\mathcal{T}_0^{\text{lift}}$ in Corollary 4.18 and also by Lemma 4.7, we see that the insertion of $M(X_{n_0(\omega)})$ makes only a negligible difference bounded by $C(\omega^{-}\theta)$. Hence the operator norm of (11.14) is bounded by $C_0 | \det \widehat{A}|^{-1/2} | \det A|^{1/2}$. The operator norm of (11.13) is bounded by $C_0 b_j^{-t}(\omega(j') - \omega(j))^{-\nu}$ for any $\nu > 0$, by Lemma 9.11 and Corollary 9.6. Since $b_j^{-t} \leq C | \det \widehat{A}|^{-1/2} | \det A|^{1/2}$, the claim (11.10) follows from these estimates.

To prove the claim (11.11), we express the operator on its left-hand side as the composition of (11.13) and (11.14), with $\mathcal{T}_0^{\text{lift}}$ in (11.13) replaced by $(1 - \mathcal{T}_0^{\text{lift}})$. The operator $\mathcal{T}_0^{\text{lift}}$ commutes with $\mathcal{B} \circ L(B_{j \rightarrow j'}^{-((t-t'))}, 1) \circ \mathcal{B}^*$ and approximately with $M(\Psi_j^{\sigma'})$ and $M(X_{n_0(\omega)})$, i.e. producing negligible terms bounded by $C_0(\omega')^{-\varepsilon} (\omega' - \omega)^{-\nu}$, by the localized property of the kernel of $\mathcal{T}_0^{\text{lift}}$ in Corollary 4.18. Also we see that $\mathcal{T}_0^{\text{lift}}$ commutes approximately with $\mathcal{B} \circ L(a_{j \rightarrow j'}^{-t} \circ g_{j \rightarrow j'}^{-t}, \rho_{j \rightarrow j'}^{-t}) \circ \mathcal{B}^*$ by using Lemmas 9.11, 9.12 and 9.13. Therefore we get (11.11) from the fact that $\mathcal{T}_0^{\text{lift}}$ is a projection operator.

To prove the last claim (11.12), we express the operator on its left-hand side as the composition of (11.13) and (11.14), but now without the term $M(X_{n_0(\omega)}) \circ \mathcal{T}_0^{\text{lift}}$ in (11.13). On the one hand, from the properties of $\mathcal{T}_0^{\text{lift}}$ we have mentioned above, the image of (11.14) concentrates around the trapped set $X_0$ if we view it in the scale $(\omega')^{-1/2}$ and through the weight function
Recall that the frequency vector of the wave packet $\phi_{w,\xi_w,\xi}$ is directly related to this distance (without normalization). Indeed, from the definition, we have 

$$e^{\frac{|m(j')|}{n_0(\omega)}} \cdot \frac{\langle \omega' \rangle_{-1/2}}{\langle \omega' \rangle_{-1/2+\theta}}.$$ 

Therefore we conclude the claim (11.12), applying Lemma 9.11 (and Lemma 9.3) for the operator $B \circ \overline{L(a_{-t}^-j \circ g_{-t}^-j, \rho_{-t}^-j)} \circ B^*$. 

The claims of Proposition 11.7 are obtained by summing the estimates for the components in Lemma 11.9. We actually have to deal with the same problem as that in deducing Proposition 11.3 from Lemma 11.4. But we omit it because the argument is exactly same as that in the proof of Proposition 11.3.

### 11.3 The hyperbolic part

We next consider the hyperbolic part $I_{t,\sigma}^{t,\sigma'}$. We decompose it further into two parts. For this, we first introduce the new index

$$\tilde{m}(j) = \begin{cases} m(j) + (1/2) \log \langle \omega \rangle(j), & \text{if } m(j) > 0; \\ m(j) - (1/2) \log \langle \omega \rangle(j), & \text{if } m(j) < 0; \\ 0, & \text{if } m(j) = 0. \end{cases} \quad (11.15)$$

Recall that the frequency vector of the wave packet $\phi_{w,\xi_w,\xi}(\cdot)$ is $(\langle \xi_0 \rangle \xi_w, \xi)$ and its distance from the trapped set $X_0$, disregarding the normalization mentioned in Remark 4.5, is $\langle \xi_0 \rangle^{1/2} |(\xi_p, \tilde{\xi}_y, \xi_q, \tilde{y})|$. The absolute value of $\tilde{m}(j)$ is directly related to this distance (without normalization). Indeed, from the definition, we have

$$e^{\frac{|\tilde{m}(j)|}{n_0(\omega)}} \leq \langle \xi_0 \rangle^{1/2} |(\xi_p, \tilde{\xi}_y, \xi_q, \tilde{y})| \leq e^{\frac{|m(j)|}{n_0(\omega)}} \quad \text{for } (w, \xi_w, \xi) \in \text{supp } \Psi_j^\sigma,$$

provided that $0 < |m(j)| \leq n_1(\omega)$. (In the case $|m(j)| > n_1(\omega)$, we can get a similar estimate but need modification related to the factor $E_{\omega,n}$ in the definition of $\Psi_j^\sigma$.) Motivated by the observations (Ob3) in Sect. 10.1, we introduce

**Definition 11.11** (The relation $t \leftrightarrow t'$) We write $j \leftrightarrow t j'$ for $j, j' \in J$ and $t \geq 0$ if either of the following conditions holds true:

1. $\tilde{m}(j) \leq 0$ and $\tilde{m}(j') \geq 0$, or
2. $\tilde{m}(j) \cdot \tilde{m}(j') > 0$ and $\tilde{m}(j') \geq \tilde{m}(j) + [t \chi_0] - 10$. 

Otherwise we write $j \nleftrightarrow t j'$.

**Remark 11.12** For the argument below, we ask the readers to observe that the relation $j \nleftrightarrow t j'$ implies that $((Df_{j \rightarrow j'}^t)^{-1})^* (\text{supp } \Psi_j^\sigma)$ is separated from $\text{supp } \Psi_j^\sigma$ for $t$ satisfying the condition (7.7), at least if $\omega = \omega(j)$ and $\omega' = \omega(j')$.
satisfy (10.17) and that $|m(j)|, |m(j')| \leq n_1(\omega)$ (For this, Remark 6.1 will be useful). We will give a related quantitative estimate in Lemma 11.15.

Correspondingly to the definition above, we decompose the hyperbolic part $L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}}$ into two parts as follows. For $t \geq 0$ and $u = (u_j)_{j \in J}$, we set

$$L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \hookrightarrow} u = \left( \sum_{j : j \hookrightarrow j'} L^{I, \sigma \rightarrow \sigma'}_{j \rightarrow j'} u_j \right)_{j' \in J}$$

and

$$L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \not\hookrightarrow} u = \left( \sum_{j : j \not\hookrightarrow j'} L^{I, \sigma \rightarrow \sigma'}_{j \rightarrow j'} u_j \right)_{j' \in J}$$

where the sum $\sum_{j : j \hookrightarrow j'}$ (resp. $\sum_{j : j \not\hookrightarrow j'}$) denotes that over $j$ such that $L^{I, \sigma \rightarrow \sigma'}_{j \rightarrow j'}$ is a hyperbolic component and that $j \hookrightarrow j'$ (resp. $j \not\hookrightarrow j'$) holds. Obviously we have

$$L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}} = L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \hookrightarrow} + L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \not\hookrightarrow},$$

where $A_{\omega} \circ L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \hookrightarrow} \circ A_{\omega} \leq C_{\nu} e^{-(r/2)\chi_0 t} \cdot (\omega' - \omega)^{-\nu}$.

By geometric consideration based on the observations (Ob1) and (Ob3) discussed in Sect. 10.1 and crude estimates using Corollary 10.12, we will see that a hyperbolic component $L^{I, \sigma \rightarrow \sigma'}_{j \rightarrow j'}$ satisfying $j \not\hookrightarrow j'$ is (extremely) small in the trace norm as well as in the operator norm and, consequently, so is the latter part $L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \not\hookrightarrow}$. The former part $L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \hookrightarrow}$ will not be small if we view it in the $L^2$ norm. But, recall from (6.14) that the norm on $K^{r, \sigma}$ counts the component in $K^{r, \sigma}_{j}$ with the weight $2^{-r m(j)}$ (provided $m(j) \neq 0$). This weight and the definition of the relation $\hookrightarrow$ allow us to show that the latter part $L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \not\hookrightarrow}$ has a small operator norm.

**Proposition 11.13** Let $\sigma, \sigma' \in \Sigma$. The hyperbolic part $L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}} : K^{r, \sigma} \rightarrow K^{r, \sigma'}$ is bounded for $0 \leq t \leq 2t_0$ provided that (7.7) holds with respect to $\sigma$ and $\sigma'$. There exist constants $C'_{\nu} > 0$ and $C''_{\nu} > 0$ for each $\nu > 0$ such that

$$\|\Pi_{\omega'} \circ L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \hookrightarrow} \circ \Pi_{\omega}\| \leq C_{\nu} e^{-(r/2)\chi_0 t} \cdot (\omega' - \omega)^{-\nu}$$

(11.17)

and

$$\|\Pi_{\omega'} \circ L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \not\hookrightarrow} \circ \Pi_{\omega}\| \leq \|\Pi_{\omega'} \circ L^{I, \sigma \rightarrow \sigma'}_{\text{hyp}, \not\hookrightarrow} \circ \Pi_{\omega}\|_{\text{Tr}} \leq C''_{\nu} (\omega')^{-\nu} (\omega' - \omega)^{-\nu}$$

(11.18)
for any $\omega, \omega' \in \mathbb{Z}$ and $0 \leq t \leq 2t(\omega)$ provided that the condition (7.7) holds.

**Proof** The first claim follows from the claims (11.17) and (11.18). Below we first prove (11.17) on the part $L_{\text{hyp}, \sigma}^t$. We restrict ourselves to the case where (10.17) holds for $\omega, \omega' \in \mathbb{Z}$ by the same reason as in the proofs of a few previous propositions. First we prove the following lemma for the components. Below we prove the lemma for the case $e \neq 0$.

**Lemma 11.14** Suppose that $\omega, \omega' \in \mathbb{Z}$ satisfy (10.17). There exists a constant $C_v > 0$ for each $v > 0$, independent of $\omega$ and $\omega'$, such that, if $L_{\text{hyp}, \sigma}^t$ for $j, j' \in J$ with $\omega(j) = \omega$ and $\omega(j') = \omega'$ is a component of $L_{\text{hyp}, \sigma}^t$ and if $0 \leq t \leq 2t(\omega)$ satisfies (7.7), then we have

$$
\left\| L_{j \to j'}^t : K_{j'}^{r, \sigma} \to K_{j}^{r, \sigma'} \right\| \leq C_v \bar{b}_j^t \cdot \Lambda_v(m(j), \omega(j); m(j'), \omega(j'); t) \quad (11.19)
$$

where $\bar{b}_j^t$ is that defined in (10.19) and we set

$$
\Lambda_v(m, \omega; m', \omega'; t) = \begin{cases}
  e^{-r m' + m} \langle \omega' - \omega \rangle^{-v}, & \text{if } m \neq 0, m' \neq 0; \\
  \min\{e^{-r \chi_0 t}, e^{-r (m'-n_0(\omega))} \langle \omega' - \omega \rangle^{-v}, & \text{if } m = 0, m' > 0; \\
  e^{-r \chi_0 t}, e^{r (m+n_0(\omega))} \langle \omega' - \omega \rangle^{-v}, & \text{if } m < 0, m' = 0.
\end{cases}
$$

**Proof** In the case where $m(j) \neq 0$ and $m(j') \neq 0$, the conclusion is a direct consequence of Lemma 10.9 and the definition (6.14) of the weight on $K_{j}^{r, \sigma}$. Below we prove the lemma for the case $m(j) = 0$, but the case $m(j') = 0$ is proved in a parallel manner.

Recall that the image and target spaces of $L_{j \to j'}^t$ are

$$
K_{j'}^{r, \sigma'} = L^2(\text{supp } \Psi^{\sigma'}_j, 2^{-2r m(j')}), \quad K_{j}^{r, \sigma} = L^2(\text{supp } \Psi^{\sigma}_j, (\mathcal{W}^{r, \sigma})^2).
$$

If $e^{-r \chi_0 t} \geq e^{-r (m(j')-n_0(\omega(j)))}$, we get the required estimate easily by Lemma 10.9 because $C^{-1} e^{-r n_0(\omega)} \leq \mathcal{W}^{r, \sigma}(\cdot) \leq C e^{r n_0(\omega)}$ on $\text{supp } \Psi^{\sigma}_j = \text{supp } \Psi^{\sigma}_{\omega, 0}$. Below we assume $e^{-r \chi_0 t} < e^{-r (m(j')-n_0(\omega(j)))}$. But this implies

$$
e^{m(j')-n_0(\omega(j)))} < e^{\chi_0 t} < \langle \omega(j') \rangle^{\theta} \quad \text{and so} \quad e^{m(j')} < \langle \omega(j') \rangle^{2\theta} \quad (11.20)
$$

and hence both of the supports of $\Psi^{\sigma'}_j$ and $\Psi^{\sigma}_j$ are contained in that of the function $Y$ in (9.11). This enables us to use the argument we have used in the proof of Lemma 11.4. We express $f_{j \to j'}^t$ as in Corollary 10.7 and note
that, if the non-linear diffeomorphism \( g_{j \to j'} \) were identity, we could conclude (11.19) with \( \Lambda_\nu(m, \omega; m', \omega'; t) = e^{-r \chi_0 t} (\omega' - \omega)^{-v} \) immediately from the precise estimate on the kernel of \( L_{j \to j'}^t \) in Lemma 9.11 and Lemma 4.7. But, by virtue of Lemma 9.3 and the estimate (9.12) in its proof, we may indeed replace \( g_{j \to j'} \) by the identity producing a negligible error term bounded by \( C \nu \langle \omega \rangle^{-\theta} (\omega' - \omega)^{-v} \).

We deduce the claim (11.17) from the estimates (11.19) by the argument parallel to that in the latter part of the proof of Proposition 11.3. To begin with we note the following estimate; Since \( \tilde{b}_j^{j'} < e^{(1/4) r \chi_0 t} \) from the choice of \( r \) in (6.13), we have

\[
\| \Pi_{\omega'} \circ L_{hyp}^{t, \sigma \to \sigma'} \circ \Pi_\omega u \|_{K^{r, \sigma}}^2 \leq \sum_{m'} \sum_{j': \omega', m'} \left\| \sum_{m} \sum_{j: \omega, m} \tilde{L}_{j \to j'} u_{j} \right\|_{K^{r, \sigma'}}^2 + C \nu \langle \omega \rangle^{-\theta} (\omega' - \omega)^{-v} \|u\|_{K^{r, \sigma}}^2
\]

for \( u = (u_j)_{j \in J} \in K^{r, \sigma} \), where \( \sum_{j: \omega, m} \) denotes the sum over \( j \in J \) such that \( \omega(j) = \omega \) and \( m(j) = m \) and so on. For the sum of the right-hand side, we have
where, besides boundedness of the intersection multiplicities of \((11.4)\), we used Schwartz inequality and \((11.22)\) in the first inequality, Lemma 11.14 in the second, and \((11.21)\) in the third. We therefore obtain the required estimate \((11.17)\).

We next prove the claim \((11.18)\). We deduce it from the following lemma.

**Lemma 11.15** Suppose that \(\sigma, \sigma' \in \Sigma\) and consider a (non-zero) component \(L_{j \rightarrow j'}^{(t, \sigma \rightarrow \sigma')}\) of \(L_{\text{hyp}, \rightarrow}^{(t, \sigma \rightarrow \sigma')}\) and \(0 < t \leq 2t(\omega(j))\) satisfying \((7.7)\). Then there exist constants \(\gamma_0 > 0\) and \(C_0 > 0\) (independent of \(j, j'\) and \(t\)) such that

\[
\Delta_{j \rightarrow j'}^{t, \sigma \rightarrow \sigma'} < C_0 \max\{\omega(j), \omega(j'), e^{|m(j)|}, e^{|m(j')|}\}^{-\gamma_0}.
\]

\((11.23)\)

The conclusion of Lemma 11.15 is just an estimate between the supports of \((D_{j \rightarrow j'}^{(t, \sigma \rightarrow \sigma')})^*(\Psi_{\sigma'}^{\sigma})\) and \(\Psi_{\sigma}^{\sigma}\) and hence should be obtained by elementary geometric consideration. Also, from Remark 11.12 and the construction of \(E_{\omega, m}\) in Sect. 6.2, the claim may be intuitively rather obvious. This is indeed the case, however, because of the involved definition of \(\Psi_{\omega, m}\), we need to separate several cases and go through cumbersome estimates that are not very essential. Thereby we defer the proof of Lemma 11.15 to Sect. 1 in the appendix.

Once we obtain Lemma 11.15, we combine it with Corollary 10.12 to bound the trace norms of the components of \(L_{\text{hyp}, \rightarrow}^{(t, \sigma \rightarrow \sigma')}\). Observe that the term \((\Delta_{j \rightarrow j'}^{t, \sigma \rightarrow \sigma'})^\nu\) in the bound thus obtained dominates the latter factor in \((10.26)\) provided \(\nu\) is sufficiently large. Hence we conclude the claim \((11.18)\) simply by summing such bounds on the trace norms.
Lemma 11.17 Let \( j \) for \( j \) satisfy either \( m(j) \neq 0 \) or \( m(j') \neq 0 \), that is, either \( |m(j)| > n_0(\omega(j)) \) or \( |m(j')| > n_0(\omega(j')) \). Hence either of the supports of \( \Psi_j^\sigma \) or \( \Psi_j^\sigma' \) are separated from the trapped set \( X_0 \) by the distance proportional to \( \langle \omega(j) \rangle^{-1/2+\theta} \) or \( \langle \omega(j') \rangle^{-1/2+\theta} \). On the other hand, from Corollary 4.18, the kernel of \( \mathcal{T}_{0} \) is localized around the trapped set \( X_0 \) in the scale \( \langle \omega \rangle^{-1/2} \) if we view it through the weight \( W_{\sigma,\tau} \). These observations lead to

\[
\begin{align*}
\| T_{\omega'}^\sigma \circ L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} : K_j^{r,\sigma} \rightarrow K_{j'}^{r,\sigma'} \| & \leq C_v \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v} \quad \text{and} \\
\| \Pi_{\omega'} \circ L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} : K_j^{\sigma} \rightarrow K_{j'}^{\sigma'} \| & \leq C_v \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v}
\end{align*}
\]

for any \( \omega, \omega' \in \mathbb{Z} \) and \( 0 \leq t \leq 2t(\omega) \).

**Proof** From the observations made above, it is not difficult to see that

\[
\| T_{\omega'}^\sigma \circ L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} : K_j^{r,\sigma} \rightarrow K_{j'}^{r,\sigma'} \| \leq C_v e^{-|m(j)|} \cdot \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v}
\]

for \( j, j' \in J \) with \( \omega(j) = \omega, m(j) \neq 0 \) and \( \omega(j') = \omega', m(j') = 0 \), and also that

\[
\| L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} : K_j^{r,\sigma} \rightarrow K_{j'}^{r,\sigma'} \| \leq C_v e^{-|m(j')|} \cdot \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v}
\]

for \( j, j' \in J \) with \( \omega(j) = \omega, m(j) = 0 \) and \( \omega(j') = \omega', m(j') \neq 0 \). Then we obtain the claims of Lemma 11.17, adding these estimates for the components by using the argument parallel to that in the latter part of the proof of Proposition 11.3.

\( \square \)

Remark 11.16 For the proof of Theorem 2.3 in Sect. 1 in the appendix, we will actually need a little more information above the constants \( C_v \) and \( C_v' \) in the claims of Proposition 11.13. Note that the constant \( C_v \) in (11.17) comes from that in Corollary 10.9 and can be chosen independently of the choice of \( t_0 > 0 \) if we take larger \( k_0 \) according to \( t_0 \). Hence, by letting \( t_0 \) be larger if necessary, we may suppose that \( \| L_{\text{hyp}}^{t,\sigma \rightarrow \sigma'} : K_j^{r,\sigma} \rightarrow K_j^{r,\sigma'} \| \leq e^{-(r/2)\chi_0 t} \) for \( t_0 \leq t \leq 2t_0 \). Also it is easy to see that, by letting the constant \( k_0 \) in Definition 11.1 be larger, we may restrict the sum over \( (j, j') \in J^2 \) and let \( C_v' \) in (11.18) be arbitrarily small.

From the definition of the hyperbolic part \( L_{\text{hyp}}^{t,\sigma \rightarrow \sigma'} \), its components \( L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} \) satisfy either \( m(j) \neq 0 \) or \( m(j') \neq 0 \), that is, either \( |m(j)| > n_0(\omega(j)) \) or \( |m(j')| > n_0(\omega(j')) \). Hence either of the supports of \( \Psi_j^\sigma \) or \( \Psi_j^\sigma' \) are separated from the trapped set \( X_0 \) by the distance proportional to \( \langle \omega(j) \rangle^{-1/2+\theta} \) or \( \langle \omega(j') \rangle^{-1/2+\theta} \). On the other hand, from Corollary 4.18, the kernel of \( \mathcal{T}_{0} \) is localized around the trapped set \( X_0 \) in the scale \( \langle \omega \rangle^{-1/2} \) if we view it through the weight \( W_{\sigma,\tau} \). These observations lead to

**Lemma 11.17** Let \( \sigma, \sigma' \in \Sigma \). There exists a constant \( C_v > 0 \) for \( v > 0 \) such that

\[
\begin{align*}
\| T_{\omega'}^\sigma \circ L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} \circ \Pi_{\omega} \| & \leq C_v \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v} \quad \text{and} \\
\| \Pi_{\omega'} \circ L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} \circ T_{\omega}^\sigma \| & \leq C_v \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v}
\end{align*}
\]

for any \( \omega, \omega' \in \mathbb{Z} \) and \( 0 \leq t \leq 2t(\omega) \).

**Proof** From the observations made above, it is not difficult to see that

\[
\| T_{\omega'}^\sigma \circ L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} : K_j^{r,\sigma} \rightarrow K_{j'}^{r,\sigma'} \| \leq C_v e^{-|m(j)|} \cdot \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v}
\]

for \( j, j' \in J \) with \( \omega(j) = \omega, m(j) \neq 0 \) and \( \omega(j') = \omega', m(j') = 0 \), and also that

\[
\| L_{j \rightarrow j'}^{t,\sigma \rightarrow \sigma'} \circ T_{\omega}^\sigma : K_j^{r,\sigma} \rightarrow K_{j'}^{r,\sigma'} \| \leq C_v e^{-|m(j')|} \cdot \langle \omega \rangle^{-\theta} \langle \omega' - \omega \rangle^{-v}
\]

for \( j, j' \in J \) with \( \omega(j) = \omega, m(j) = 0 \) and \( \omega(j') = \omega', m(j') \neq 0 \). Then we obtain the claims of Lemma 11.17, adding these estimates for the components by using the argument parallel to that in the latter part of the proof of Proposition 11.3.

\( \square \)
11.4 The low frequency part

For the low frequency part, we prove

**Lemma 11.18** Let \( \sigma, \sigma' \in \Sigma \). The low frequency part \( L^{l,\sigma \rightarrow \sigma'}_{\text{low}} : K^{r,\sigma} \rightarrow K^{r,\sigma'} \) for \( 0 \leq t \leq 2t_0 \) are trace class operators. Further, there exists a constant \( C_v > 0 \) for each \( v > 0 \) such that

\[
\| \Pi_{\omega'} \circ L^{l,\sigma \rightarrow \sigma'}_{\text{low}} \circ \Pi_{\omega} \| \leq \| \Pi_{\omega'} \circ L^{l,\sigma \rightarrow \sigma'}_{\text{low}} \circ \Pi_{\omega} \|_{\text{Tr}} \leq C_v \langle \omega' \rangle^{-v} \langle \omega \rangle^{-v}
\]

for any \( \omega, \omega' \in \mathbb{Z} \) and \( 0 \leq t \leq 2t(\omega) \).

The lemma above is obtained immediately by adding the estimates on the trace norms of the components of \( L^{l,\sigma \rightarrow \sigma'}_{\text{low}} \) given by the next lemma and Corollary 10.12.

**Lemma 11.19** Let \( \sigma, \sigma' \in \Sigma \). Suppose that \( L^{l,\sigma \rightarrow \sigma'}_{j \rightarrow j'} \) for \( j, j' \in \mathcal{J} \) is a low frequency component of \( L^{l,\sigma \rightarrow \sigma'} \) and that \( 0 < t \leq 2t(\omega(j)) \) satisfies (7.7) w.r.t. \( \sigma \) and \( \sigma' \). Then there exist constants \( \gamma_0 > 0 \) and \( C_0 > 0 \) (independent of \( j, j' \) and \( t \) but dependent on the constant \( k_0 \)) such that

\[
\Delta^{l,\sigma \rightarrow \sigma'}_{j \rightarrow j'} < C_0 \max\{\langle \omega(j) \rangle, \langle \omega(j') \rangle, e^{\|m(j)\|}, e^{\|m(j')\|}\}^{-\gamma_0}.
\]

Since we can take large constant \( C_0 \) in the statement above depending on \( k_0 \), we can prove the claims above by crude geometric estimates on the supports of \( \Psi^{\sigma}_{\omega,m} \). We omit the proof because it is straightforward and is obtained as an easier case of the proof of Lemma 11.15 in the appendix.

11.5 The operator \( T^{\sigma \rightarrow \sigma'}_{\omega} \)

Let us recall the operator \( T^{\sigma \rightarrow \sigma'}_{\omega} \) from Definition 7.4. The following is the counterpart of Lemma 7.11.

**Lemma 11.20** Let \( \sigma, \sigma' \in \Sigma \). The operator \( T^{\sigma \rightarrow \sigma'}_{\omega} : K^{r,\sigma} \rightarrow K^{r,\sigma'} \) is bounded and its operator norm is bounded uniformly in \( \omega \). There is a constant \( C_0 > 0 \) such that

\[
\| I^{\sigma'} \circ M(1 - \rho K_1) \circ (I^{\sigma})^* \circ T^{\sigma}_{\omega} : K^{r,\sigma} \rightarrow K^{r,\sigma'} \| \leq C_0 \langle \omega \rangle^{-\theta}
\]

(11.27)

for any \( \omega \in \mathbb{Z} \). For the trace norm, we have that

\[
\| I^{\sigma'} \circ M(\rho K_1) \circ (I^{\sigma})^* \circ T^{\sigma}_{\omega} : K^{r,\sigma} \rightarrow K^{r,\sigma'} \|_{\text{Tr}} \leq C_0 \langle \omega \rangle^{d}
\]

(11.28)
for any \( \omega \in \mathbb{Z} \). Further, for each \( \omega \in \mathbb{Z} \) with \( |\omega| > k_0 \), there exists a finite dimensional vector subspace \( V(\omega) \subset \mathcal{H}^{r,\sigma}(K_1) \) with \( \text{dim } V(\omega) \geq \langle \omega \rangle^d / C_0 \) such that
\[
\| I^{\sigma'} \circ M(\rho_{K_1}) \circ (I^{\sigma})^* \circ T^{\sigma}_\omega \circ I^{\sigma} u \|_{\mathcal{H}^{r,\sigma}} \geq C_0^{-1} \| u \|_{\mathcal{H}^{r,\sigma}} \quad \text{for all } u \in V(\omega).
\]
(11.29)

**Proof** Recall the definition (7.4) of \( T^{\sigma}_\omega \rightarrow^{\sigma'} \) and note that we have a precise description of the kernel of \( T^{\text{lift}}_0 \) from Corollary 4.18. Then we obtain the uniform boundedness of the operator norm of \( T^{\sigma}_\omega \rightarrow^{\sigma'} \) and the claim (11.27) as immediate consequences. To prove (11.28), it is enough to show, for some constant \( C > 0 \) independent of \( \omega \), that
\[
\| I^{\sigma'} \circ M(\rho_{K_1}) \circ (I^{\sigma})^* \circ M(X_{n_0(\omega)}) \circ T^{\text{lift}}_0 : K^{r,\sigma}_j \rightarrow K^{r,\sigma'}_j \|_{\text{Tr}} \leq C(\omega)^{2d-\theta}
\]
for any \( j \in J \) with \( \omega(j) = \omega \) and \( m(j) = 0 \), because the cardinality of the element \( j \in J \) satisfying \( \omega(j) = \omega \) and \( m(j) = 0 \) is bounded by \( C(\omega)^{(1/2-\theta) \cdot 2d} \).

To prove this claim, we express the operator on the left-hand side above as integration of rank one operators by applying Corollary 4.18 to \( T^{\text{lift}}_0 \). Applying Lemma 9.11 to the \( j \rightarrow j' \) component of \( I^{\sigma'} \circ M(\rho_{K_1}) \circ (I^{\sigma})^* \) with \( m(j) = 0 \), we see that those rank one operators are uniformly bounded. Therefore we get the required inequality by using triangle inequality on the trace norm.

We prove the last claim as a consequence of Lemma 9.14. Suppose that \( c > 0 \) is sufficiently small. Then, for each \( \omega \in \mathbb{Z} \), we can choose a finite subset \( J_\omega \) in \( \{ j \in J \mid \omega(j) = \omega, m(j) = 0 \} \) so that \( \# J_\omega \geq C(\omega)^{(1/2-\theta) \cdot 2d} \) and that the supports of \( \tilde{\rho}_j \circ \kappa_j^{-1} \) for \( j \in J_\omega \) are separated by distance not less than \( C(\omega)^{-1/2+\theta} \). By choosing the points in \( J_\omega \) appropriately (and also \( \rho_0 \) if necessary), we may and do assume that, for some \( \epsilon > 0 \) independent of \( \omega \), the function \( \rho_j \) for each \( j \in J_\omega \) takes constant value 1 on the subset
\[
\{ (w, z) \in \mathbb{R}^{2d+d' + 1} \mid |w| \leq \epsilon(\omega)^{-1/2+\theta}, |z| \leq \epsilon \}.
\]

Let \( W(\omega) \) be the finite dimensional subspace given in Lemma 9.14 and put
\[
V(\omega) := \bigoplus_{j \in J_\omega} (\kappa_j^{-1})^*(W(\omega)) \subset C^\infty(K_0).
\]
This is a direct sum because the subspaces on the right-hand side are almost orthogonal\(^{28}\) from the assumption made above. Hence we have

\(^{28}\) Here and a few lines below, we mean by “almost orthogonal” that we have the estimate corresponding to (8.18).
dim \( V(\omega) = \dim W(\omega) \cdot \# \mathcal{J} \geq C_0^{-1}(\omega)^d \)

for some constant \( C_0 > 0 \) independent of \( \omega \). From (9.19), we have (11.29) for \( v \in (\kappa_j^{-1})^* W(\omega) \) and \( j \in \mathcal{J}_\omega \). Then it extends to all \( v \in V(\omega) \) again by almost orthogonality between the images of \( (\kappa_j^{-1})^*(W(\omega)) \) by \( \mathbf{I}^{\sigma} \circ \mathcal{M}(\rho_{K_1}) \circ (\mathbf{I}^{\sigma})^* \circ T^{\sigma}_\omega \).

### 11.6 Short time estimates

Lastly we give an estimate on the lifted operator \( L_t,\sigma \rightarrow \sigma' \) for small \( t > 0 \). This is the counterpart of Lemma 7.14.

**Lemma 11.21** Suppose that \( \sigma, \sigma' \in \Sigma \) satisfies \( \sigma' < \sigma \). Then there exist constants \( t_\ast > 0 \) and \( C_\nu > 0 \) for each \( \nu > 0 \) such that

\[
\| \Pi_{\omega'} \circ (e^{-i\omega t} L_{t,\sigma \to \sigma'} - L_{0,\sigma \to \sigma'}) \circ \Pi_{\omega} : K^{r,\sigma} \to K^{r,\sigma'} \| \leq C_{\nu} t \cdot \langle \omega' - \omega \rangle^{-\nu}
\]

(11.30)

for \( 0 \leq t < t_\ast \) and \( \omega, \omega' \in \mathbb{Z} \). The limit

\[
A_{\omega,\omega'} := \lim_{t \to +0} \frac{1}{t} \cdot \Pi_{\omega'} \circ (e^{-i\omega t} L_{t,\sigma \to \sigma'} - L_{0,\sigma \to \sigma'}) \circ \Pi_{\omega}
\]

(11.31)

exists and is a bounded operator from \( K^{r,\sigma} \) to \( K^{r,\sigma'} \) satisfying

\[
\| A_{\omega,\omega'} : K^{r,\sigma} \to K^{r,\sigma'} \| \leq C_{\nu} \langle \omega' - \omega \rangle^{-\nu}.
\]

(11.32)

**Proof** From the expression (10.4), we can write the \( j \to j' \) component of

\[
\frac{1}{t} \cdot \Pi_{\omega'} \circ (e^{-i\omega t} L - L_0) \circ \Pi_{\omega}
\]

(11.33)

with \( \omega(j) = \omega \) and \( \omega(j') = \omega' \) as

\[
\mathcal{M}(\Psi_{\omega(j), m(j')}) \circ \mathfrak{B} \circ \left( \frac{1}{t} \left( e^{-i\omega t} \cdot L(f_{j \to j'}^t, \tilde{\rho}_{j \to j'}^t) - L(f_{j \to j'}^0, \tilde{\rho}_{j \to j'}^0) \right) \right) \circ \mathfrak{B}^*.
\]

Note that we have \( f_{j \to j'}^t(x, y, z) = f_{j \to j'}^0(x, y, z + t) \) for sufficiently small \( t \), provided that the both sides are defined. Therefore, setting \( T_t(x, y, z) = (x, y, z + t) \), we rewrite the operator above in the middle as
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\[
\frac{1}{t} \left( e^{-i\omega t} L(f^{t}_{j\to j'}, \tilde{b}^{t}_{j\to j'} \cdot \rho^{t}_{j\to j'}) - L(f^{0}_{j\to j'}, \tilde{b}^{0}_{j\to j'} \cdot \rho^{0}_{j\to j'}) \right)
= \frac{1}{t} \left( e^{-i\omega t} - e^{-i\omega't} \right) \cdot L(f^{t}_{j\to j'}, \tilde{b}^{t}_{j\to j'} \cdot \rho^{t}_{j\to j'}) \\
+ e^{-i\omega't} \cdot L \left( f^{t}_{j\to j'}, \frac{1}{t} \left( \tilde{b}^{t}_{j\to j'} \cdot \rho^{t}_{j\to j'} - (\tilde{b}^{0}_{j\to j'} \cdot \rho^{0}_{j\to j'}) \circ T_{-t} \right) \right) \\
+ \left( \frac{e^{-i\omega't}}{t} \cdot L(T_{t}, 1) - 1 \right) \circ L(f^{0}_{j\to j'}, \tilde{b}^{0}_{j\to j'} \cdot \rho^{0}_{j\to j'}) \quad (11.34)
\]

Correspondingly we decompose (11.33) into three parts \(L_{0}, L_{1}\) and \(L_{2}\), which have the first, the second and the third operators on the right-hand side above respectively in their \((j \to j')\)-components.

To prove the former claim in the lemma, it is enough to prove

\[
\|L_{k} : K^{r,\sigma} \to K^{r,\sigma'}\| \leq C_{\psi}(\omega' - \omega)^{-\nu} \quad \text{for } k = 0, 1, 2 \quad (11.35)
\]

uniformly for small \(t > 0\). The case \(k = 0\) is obvious, because we have the same estimate for \(\Pi_{\omega'} \circ L_{t,\sigma} \to \sigma' \circ \Pi_{\omega} \) by Propositions 11.3, 11.13 and Lemma 11.18 and because \(t^{-1}(e^{-i\omega t} - e^{-i\omega't})\) is bounded by \(2(\omega' - \omega)\). For the case \(k = 1\), we note that the only difference between the operators \(\Pi_{\omega'} \circ L_{t,\sigma} \to \sigma' \circ \Pi_{\omega}\) and \(L_{1}\) is that the multiplication by \(\tilde{b}^{t}_{j\to j'} \cdot \rho^{t}_{j\to j'}\) in each component is replaced with that by \((\tilde{b}^{t}_{j\to j'} \cdot \rho^{t}_{j\to j'} - (\tilde{b}^{0}_{j\to j'} \cdot \rho^{0}_{j\to j'}) \circ T_{-t})/t\). Since the last function satisfies the similar estimates for the derivatives and the support as \(\tilde{b}^{t}_{j\to j'} \cdot \rho^{t}_{j\to j'}\), we can follow the argument in the previous subsections to get (11.35) for \(k = 1\). For the case \(k = 2\), we regard the components of the operator \(L_{2}\) as the operators \(L_{0,\sigma}^{0,\sigma' \to \sigma'}\) post-composed by the lift of \(t^{-1}(e^{-i\omega t}L(T_{t}, 1) - 1)\). Since the supports of the functions in \(K^{r,\sigma}_{j}\) is contained in \([\omega' - 1, \omega' + 1]\) in the coordinate \(\xi_{z}\), the operator norm of

\[
\left( \frac{1}{t} \left( e^{-i\omega't}L(T_{t}, 1) - 1 \right) \right)^{\text{lift}} = \mathcal{P} \circ \mathcal{M}(t^{-1}(e^{i(\xi_{z} - \omega')t} - 1)) : K^{r,\sigma'}_{j} \to K^{r,\sigma'}_{j}
\]

is bounded by 2. Therefore we obtain (11.35) in the case \(k = 2\).

To prove the latter claim on \(A_{\omega, \omega'}\), we consider the limit \(t \to +0\) in the argument above. Convergence of (11.31) is clear from the expression (11.34). Then the estimate (11.32) follows from (11.30).

\(\square\)
11.7 Proof of propositions in Sect. 7.2

Finally we deduce the propositions given in Sect. 7.2. Below we keep in mind that the diagram (10.2) commutes and that \( I^\sigma : K^{r,\sigma} \to K^{r,\sigma} \) is an isometric embedding.

**Proof of Proposition 7.8** Applying Proposition 11.3, Proposition 11.13 and Lemma 11.18 to the central, hyperbolic and low frequency parts of \( L^t,\sigma \to \sigma' \) respectively, we see that there exists a constant \( C_\nu > 0 \) for any \( \nu > 0 \) such that

\[
\| \Pi_{\omega'} \circ L^t \circ \Pi_\omega : K^{r,\sigma} \to K^{r,\sigma'} \| \leq C_\nu (\omega' - \omega)^{-\nu} \quad (11.36)
\]

for \( 0 \leq t \leq 2t_0 \) satisfying (7.7). (Note that \( t(\omega) \geq t_0 \) by definition.) By the definition of the norm on \( K^{r,\sigma} \), this implies

\[
\| L^t : K^{r,\sigma} \to K^{r,\sigma'} \| \leq C \quad \text{for } 0 \leq t \leq 2t_0 \text{ satisfying (7.7).} \quad (11.37)
\]

Then, in view of the commutative diagram (10.2), we get

\[
\| L^t : K^{r,\sigma}(K_0) \to K^{r,\sigma'}(K_0) \| \leq C \quad \text{for } 0 \leq t \leq 2t_0 \text{ satisfying (7.7).}
\]

We obtain the last claim of Proposition 7.8 by iterative use of this estimate. \( \square \)

**Proof of Lemma 7.9** We consider the inequality (11.36) for the case \( t = 0 \), but with \( L^t \) replaced by \( L^t \circ M(\rho_{K_i}) \), \( i = 0, 1 \) (recall Remark 10.1). Then we have

\[
\| \Pi_{\omega'} \circ I^{\sigma'} \circ M(\rho_{K_i}) \circ (I^\sigma)^* \circ \Pi_\omega : K^{r,\sigma} \to K^{r,\sigma'} \| \leq C_\nu (\omega' - \omega)^{-\nu} \quad (11.38)
\]

and hence

\[
\| I^{\sigma'} \circ M(\rho_{K_i}) \circ (I^\sigma)^* : K^{r,\sigma} \to K^{r,\sigma'} \| \leq C \quad (11.39)
\]

provided \( \sigma' < \sigma \). From the definition of the norm \( \| \cdot \|_{K^{r,\sigma}} \) in Definition 6.6, we have

\[
\| u \|_{3K^{r,\sigma}}^2 = \sum_{\omega} \| \Pi_\omega \circ I^\sigma u \|_{K^{r,\sigma}}^2
\]

and

\[
\| Q_\omega u \|_{3K^{r,\sigma}}^2 = \sum_{\omega'} \| (\Pi_{\omega'} \circ I^{\sigma'} \circ M(\rho_{K_0}) \circ (I^\sigma)^* \circ \Pi_\omega \circ I^\sigma u \|_{K^{r,\sigma'}}^2.
\]

Therefore the inequality (7.8) follows from (11.38). \( \square \)

**Proof of Lemma 7.11** We deduce the claims from Lemma 11.20. From uniform boundedness of \( T^\sigma \) given in Lemma 11.20 and the fact that \( T^\sigma \) for different \( \omega \) acts on different components in effect, there exists a constant \( C > 0 \) such that the operator norm of...
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\[ \sum_{\omega \in \mathbb{Z}} T_{\omega}^{\sigma \rightarrow \sigma'+1} : K^{r,\sigma} \rightarrow K^{r,\sigma'+1} \]

for any subset \( Z \subset \mathbb{Z} \) is bounded uniformly by \( C \). The claim (7.9) follows from this and (11.39) because the operator norm in (7.9) is bounded by that of

\[ I^{\sigma'} \circ \mathcal{M}(\rho_{K_1}) \circ (I^{\sigma'+1})^* \circ \left( \sum_{\omega \in \mathbb{Z}} T_{\omega}^{\sigma \rightarrow \sigma'+1} \right) : K^{r,\sigma} \rightarrow K^{r,\sigma'}. \]

We next prove the latter claims (a) and (b) in Lemma 7.11. Since

\[ \| \mathcal{T}_{\omega'} \circ \mathcal{L}^l \circ \mathcal{T}_{\omega} : \mathcal{K}^{r,\sigma}(K_0) \rightarrow \mathcal{K}^{r,\sigma'}(K_0) \|_{\text{Tr}} \leq \| I^{\sigma'} \circ \mathcal{M}(\rho_{K_1}) \circ (I^{\sigma'+1})^* \circ T_{\omega}^{\sigma} : K^{r,\sigma} \rightarrow K^{r,\sigma'} \|_{\text{Tr}}, \]

the upper bound in (7.10) follows from (11.28). The claim (b) is basically a literal translation of the latter claim in Lemma 11.20. The estimates (7.11) and (7.12) are immediate consequences of (11.29) and (11.38). Finally we see that the lower bound in (7.10) is a consequence of the claim (b).

Proof of Proposition 7.12 We first prove the claim (7.13). From (11.39) and the commutative diagram (10.2), we have that

\[ \| \mathcal{T}_{\omega'} \circ \mathcal{L}^l \circ \mathcal{T}_{\omega} : \mathcal{K}^{r,\sigma}(K_0) \rightarrow \mathcal{K}^{r,\sigma'}(K_0) \| \leq C \| I^{\sigma'} \circ \mathcal{M}(\rho_{K_1}) \circ (I^{\sigma'+1})^* \circ L^{l,\sigma \rightarrow \sigma'-1} \circ T_{\omega}^{\sigma} : K^{r,\sigma} \rightarrow K^{r,\sigma'} \| \]

\[ \leq C \| T_{\omega'}^{\sigma \rightarrow \sigma'-1} \circ L^{l,\sigma \rightarrow \sigma'-1} \circ T_{\omega}^{\sigma} : K^{r,\sigma} \rightarrow K^{r,\sigma'+1} \| \]

\[ = C \| T_{\omega'}^{\sigma \rightarrow \sigma'-1} \circ L^{l,\sigma \rightarrow \sigma'+1} \circ T_{\omega}^{\sigma} : K^{r,\sigma} \rightarrow K^{r,\sigma'+1} \| \]

where \( L^{l,\sigma \rightarrow \sigma'-1} \) is to be read as the lift of \( \mathcal{L}^l \circ \mathcal{M}(\rho_{K_1}) \). (Recall Remark 10.1.)

We decompose \( L^{l,\sigma \rightarrow \sigma'+1} \) as in (11.1) and apply Proposition 11.3, Lemma 11.17 and Lemma 11.18 to each part, noting uniform boundedness of \( T_{\omega}^{\sigma} \) and the relation

\[ \Pi_{\omega} \circ T_{\omega}^{\sigma \rightarrow \sigma'} = T_{\omega}^{\sigma \rightarrow \sigma'} \circ \Pi_{\omega} = T_{\omega}^{\sigma \rightarrow \sigma'}. \]

Then we obtain the first claim:

\[ \| \mathcal{T}_{\omega'} \circ \mathcal{L}^l \circ \mathcal{T}_{\omega} : \mathcal{K}^{r,\sigma}(K_0) \rightarrow \mathcal{K}^{r,\sigma'}(K_0) \| \]

\[ \leq C \langle \omega' - \omega \rangle^{-\nu + \theta} \langle \omega' \rangle^{-\nu} + C \langle \omega' \rangle^{-\nu} \langle \omega \rangle^{-\nu} + C \langle \omega \rangle^{-\nu} \langle \omega' \rangle^{-\nu}. \]

We can prove (7.14), (7.15), (7.16) in a parallel manner. Just note that, in proving the last inequality, we apply Proposition 11.13 instead of Lemma 11.17 for the hyperbolic part. \( \square \)
11.7.1 Proof of Proposition 7.13

The statements are direct consequences of those in Proposition 11.7. In proving (7.19) and (7.20), we use (11.27) and (11.39) to deal with the multiplication operators \( M(\rho_{K_0}) \) and \( M(\rho_{K_1}) \).

11.7.2 Proof of Lemma 7.14

The statements are direct consequences of those in Lemma 11.21, but with \( \mathcal{L}' \) replaced by \( \mathcal{L}' \circ M(\rho_{K_0}) \). (Recall Remark 10.1 again.) For the last statement on replacement of \( \Omega_\omega \) with \( \mathcal{T}_\omega \), we use the relation (11.40).

Appendix A. Proof of Lemma 11.15

As we noted in the text after the statement of Lemma 11.15, the proof is obtained by elementary geometric estimates about diffeomorphisms with some hyperbolicity. We begin with preliminary argument. For definiteness, we assume that

(1) the condition (ii) in (7.7) holds, that is, \( t \geq t_0 \), and

(2) the condition (10.17) holds.

The cases where these conditions do not hold are treated in a parallel and simpler manner. (See Remark A.2.) Further we may and do assume

(3) \( \min\{\max\{e^{lm(j)}, \langle \omega(j) \rangle\}, \max\{e^{lm(j')}, \langle \omega(j') \rangle\}\} \) is large, and

(4) \( e^{\chi_{\max} 2r(\omega)} \leq \langle \omega \rangle^{\theta/10} \)

by choosing large constant \( k_0 \) in the definition of the low-frequency part and small constant \( \epsilon_0 > 0 \) in the definition of \( t(\omega) \) in (7.1) respectively.

For simplicity, we set \( \omega = \omega(j), \omega' = \omega(j'), m = m(j), m' = m(j') \). Below we consider points

\[
\begin{align*}
w'' & \in \text{supp } \rho_{j\to j}', \quad (A.1) \\
p & = (w, \xi_w, \xi_z) = (q, p, y, \xi_q, \xi_p, \xi_y, \xi_z) \in \text{supp } \Psi^\sigma_j \quad \text{and} \quad (A.2) \\
p' & = (w', \xi_w', \xi_z') = (q', p', y', \xi'_q, \xi'_p, \xi'_y, \xi'_z) \in \text{supp } \Psi^{\sigma'}_j \quad (A.3)
\end{align*}
\]

and estimate the quantity (10.25). By changing the coordinates by a transformation in \( A_2 \), we may and do assume

(5) \( p_{(x,z)}(w'') = 0 \) and \( p_{(x,z)}((j'_{j\to j'})^{-1}(w'')) = 0 \)
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without loss of generality. From the assumption that \( L_{j \rightarrow j'}^{\sigma \rightarrow \sigma'} \) is a component of \( L_{\text{hyp}, \neq}^{\sigma \rightarrow \sigma'} \), we have \( m \cdot m' \neq 0 \) and hence

\[
e^{\max(|m|, |m'|)} \geq e^{n_0(\omega)} \geq C^{-1}(\omega)^{\theta}.
\]

We can get the conclusion of the lemma for small \( \gamma_0 \) easily by using (A.4) if either

\[
<\omega'> \frac{1}{2} |w - w''| \geq e^{\max(|m|, |m'|)/3} \quad \text{or} \quad <\omega> \frac{1}{2} |w - (f_{j \rightarrow j'}^{t})^{-1}(w'')| \geq e^{\max(|m|, |m'|)/3}.
\]

Therefore we will assume

(\( \spadesuit6 \)) \( \max\{<\omega'> \frac{1}{2} |w - w''|, <\omega> \frac{1}{2} |w - (f_{j \rightarrow j'}^{t})^{-1}(w'')| \} < e^{\max(|m|, |m'|)/3} \).

We prove the following claim under the additional assumptions above.

**Sublemma A.1** There exists a constant \( C_0 > 0 \) such that

\[
\left| (D^* E_{\omega, m})^{-1} \left( (f_{j \rightarrow j'}^{t}(w)), ((D f_{j \rightarrow j'}^{t})_{w'})^{-1}\xi_{w}, \xi_{z} \right) - (w', (\xi_{z}'/\langle \xi_{z}' \rangle, \xi_{w}')) \right| > C_0^{-1} e^{(2/3) \max(|m|, |m'|)} \langle \omega \rangle^{-1/2},
\]

where \( D^* E_{\omega, m} \) is the linear map defined in (6.8).

We defer the proof of this sublemma for a while and finish the proof of Lemma 11.15. We show that \( w \)-component of the quantity on the left hand side of (A.5), i.e. \( E_{\omega, m}(f_{j \rightarrow j'}^{t}(w) - w') \), is much smaller than the right-hand side of (A.5).

In the case \( |m| \leq n_1(\omega) \), we have \( D^* E_{\omega, m} = \text{Id} \) and \( |f_{j \rightarrow j'}^{t}(w) - w'| \) is much smaller than the right-hand side of (A.5) from (\( \spadesuit4 \)), (\( \spadesuit5 \)), (\( \spadesuit6 \)) and (A.4).

In the case \( |m| > n_1(\omega) \), we have \( e^{\max(|m|, |m'|)} \geq C_0^{-1}(\omega)^{\Theta_1} \) and hence

\[
|E_{\omega, m}(f_{j \rightarrow j'}^{t}(w) - w')| \leq e_{\omega}(m) \cdot |f_{j \rightarrow j'}^{t}(w) - w'|
\]

\[
\leq <\omega>^{-1}(1-\beta)(1/2-\theta)+4\theta \cdot |f_{j \rightarrow j'}^{t}(w) - w'|
\]

is again much smaller than the right-hand side of (A.5).

Comparing Sublemma A.1 with what we proved in the last paragraph, we see

\[
|((D f_{j \rightarrow j'}^{t})_{w'})^{-1}(\xi_{z}'/\langle \xi_{z}' \rangle, \xi_{w}')| > (2C'_0)^{-1} e^{(2/3) \max(|m|, |m'|)} \langle \omega \rangle^{1/2}.
\]

(A.6)
To finish, we prove

\[
\langle \omega \rangle^{-1}(1+\theta)/2 \cdot \langle \omega \rangle^{1/2-4\theta}|\xi_w|^{-1/2} \cdot |(D\tilde{f}_{j_1\rightarrow j_2})^\ast_{w,w'}|^{-1}(|\xi_{x_2}| - \langle \xi'_z \rangle \langle \xi'_w \rangle)
\]

\geq (C_0')^{-1} \max\{|\omega|, |\omega'|, e^{\mu|m|}, e^{\mu'|m'}\}^{\gamma_0}

(A.7)

for a small constant \(\gamma_0 > 0\). Clearly the required estimate in Lemma 11.15 follows from this claim. In the case \(\langle \omega \rangle^{1/2-4\theta}|\xi_w| \leq 2\), we may neglect the second factor on the left hand side and hence obtain (A.7) immediately using (A.4) and (A.6). Thus we consider the case \(\langle \omega \rangle^{1/2-4\theta}|\xi_w| > 2\) below. In this case, we have

\[
\langle \omega \rangle^{1/2}|\xi_w| \leq e^{\max\{|m|, |m'|\}+2} \cdot e_{\omega}(|m|)
\]

from (A.2), (\(\bigstar\text{5}\)) and (\(\bigstar\text{6}\)). Hence it holds

\[
\langle \omega \rangle^{1/2-4\theta}|\xi_w|^{-1/2} = \langle \omega \rangle^{-1/4+2\theta}|\xi_w|^{-1/2}
\]

\[
\geq e^{-\max\{|m|, |m'|\}/2-1} \langle \omega \rangle^{2\theta} \cdot e_{\omega}(|m|)^{-1/2}
\]

and the left-hand side of (A.7) is bounded from below by

\[
(eC_0')^{-1} \langle \omega \rangle^{(3/2)\theta} \cdot e^{\max\{|m|, |m'|\}/6} \cdot e_{\omega}(|m|)^{-1/2}.
\]

Since \(e_{\omega}(|m|) \leq e^{\mu\max\{|m|, |m'|\}} \leq e^{\max\{|m|, |m'|\}/20}\), we obtain (A.7) again.

**Proof of Sublemma A.1** For the points \(p\) and \(p'\) in (A.2) and (A.3), we set

\[
(\hat{x}, \hat{y}, \hat{\xi}_x, \hat{\xi}_y, \hat{\xi}_z) := (D^*E_{\omega,m})^{-1}(p) = (D^*E_{\omega,m})^{-1}(w, \xi_w, \xi_z),
\]

(A.8)

\[
(\chi, \chi', \xi_x', \xi_y', \xi_z') := (D^*E_{\omega,m'})^{-1}(p') = (D^*E_{\omega,m'})^{-1}(w', \xi'_w, \xi_z'),
\]

(A.9)

and also set

\[
(\hat{x}, \hat{y}, \hat{\tilde{x}}_x, \hat{\tilde{x}}_y, \hat{\tilde{x}}_z) := (D^*E_{\omega,m})^{-1}(\tilde{f}_{j_1\rightarrow j_2}(w), ((D\tilde{f}_{j_1\rightarrow j_2})^\ast_{w,w'})^{-1}\xi_w, \xi_z)
\]

\[
= (E_{\omega,m} \circ \tilde{f}_{j_1\rightarrow j_2} \circ D_{\omega,m}^{-1}(\tilde{w}), (E_{\omega,m})^{-1} \circ ((D\tilde{f}_{j_1\rightarrow j_2})^\ast_{w,w'})^{-1} \circ E_{\omega,m}(\hat{\xi}_w, \hat{\xi}_z).
\]

(A.10)

The claim of Sublemma A.1 follows if we prove

\[
|\langle \hat{y}, \hat{\tilde{x}}_x, \hat{\tilde{x}}_y, \hat{\tilde{x}}_z \rangle - \langle \hat{y}', (\langle \xi'_z \rangle / \langle \xi_z \rangle)\hat{\xi}'_x, \hat{\xi}'_y, \hat{\xi}'_z \rangle| \geq C_0^{-1} e^{(2/3)\max\{|m|, |m'|\} \langle \omega \rangle}^{-1/2}.
\]

(A.11)

Here we note that \(\langle \xi'_z \rangle / \langle \xi_z \rangle\) is bounded because of the assumption (\(\bigstar\text{2}\)).
For the proof of (A.11), we investigate the conditions on the points (A.8) and (A.9) that come from the choice (A.2) and (A.3) of \( \mathbf{p} \) and \( \mathbf{p}' \). Then we look into the correspondence from the point (A.8) to (A.10).

From the assumptions (\( \ast \ast \)5) and (\( \ast \ast \)6), the points \( \mathbf{p} \) and \( \mathbf{p}' \) satisfy respectively

\[
| (q, p) | < \epsilon^{\max\{|m|, |m'|\}/3} \langle \omega \rangle^{-1/2}, \quad | (q', p') | < \epsilon^{\max\{|m|, |m'|\}/3} \langle \omega' \rangle^{-1/2}.
\]

(A.12)

Recall that the function \( \Psi_{j}^{\sigma} \) is defined in (6.10) using the coordinates (4.24). We let \( (\zeta_{q}, \zeta_{p}, \tilde{y}, \tilde{\xi}_{y}) \) and \( (\zeta'_{q}, \zeta'_{p}, \tilde{y}', \tilde{\xi}'_{y}) \) be the coordinates (4.24) for the points \( \mathbf{p} \) and \( \mathbf{p}' \) in (A.2) and (A.3) respectively. Then, from (A.12), we have

\[
| (\xi_{q}, \xi_{p}) | - 2^{1/2} | (\xi_{p}) |^{-1/2} | (\xi_{q}, \xi_{p}) | < C \epsilon^{\max\{|m|, |m'|\}/3} \langle \omega \rangle^{-1/2}.
\]

(A.13)

and

\[
| (\xi'_{q}, \xi'_{p}) | - 2^{1/2} | (\xi'_{p}) |^{-1/2} | (\xi'_{q}, \xi'_{p}) | < C \epsilon^{\max\{|m|, |m'|\}/3} \langle \omega' \rangle^{-1/2}.
\]

(A.14)

From the former estimate and the condition (A.2), we see that the point (A.8) satisfies the following conditions up to errors bounded by \( C \epsilon^{\max\{|m|, |m'|\}/3} \langle \omega \rangle^{-1/2} \): For the distance from the origin,

\[
e^{m-1} \langle \omega \rangle^{-1/2} \leq |(\hat{\xi}_{q}, \hat{\xi}_{p}, \hat{\xi}_{\tilde{y}}, \hat{\xi}_{\tilde{\xi}_{y}}) | \leq e^{m+1} \langle \omega \rangle^{-1/2} \quad \text{if } m \neq 0,
\]

\[
| (\xi_{q}, \hat{\xi}_{p}, \hat{\xi}_{\tilde{y}}, \hat{\xi}_{\tilde{\xi}_{y}}) | \leq e \cdot \langle \omega \rangle^{-1/2} \quad \text{if } m = 0
\]

(A.15)

(A.16)

where we write \( \hat{\xi}_{x} = (\hat{\xi}_{p}, \hat{\xi}_{q}) \); For the direction from the origin,

\[
| (\hat{\xi}_{q}, \hat{\xi}_{\tilde{y}}) | < 2 \cdot 2^{-\sigma/2} | (\hat{\xi}_{p}, \hat{\xi}_{\tilde{y}}) | \quad \text{if } m > 0,
\]

\[
2 \cdot 2^{\sigma/2} | (\hat{\xi}_{q}, \hat{\xi}_{\tilde{y}}) | > | (\hat{\xi}_{p}, \hat{\xi}_{\tilde{y}}) | \quad \text{if } m < 0.
\]

(A.17)

(A.18)

We have the parallel estimates on the point (A.9) as a consequence of (A.3).

Next we consider the correspondence from the point (A.8) to the point (A.10). By contracting property of \( f^{T}_{j \rightarrow j'} \) along the \( y \)-axis and Lemma 10.4(1), we have

\[
| \tilde{y} | \leq e^{-\chi_{0} \tilde{y}} | \hat{y} | + C e_{\omega} (m) \cdot \langle \omega \rangle^{-(1/2+3\theta)}.
\]

(A.19)

Recall the diffeomorphism \( h^{T}_{j \rightarrow j'} \) in (10.12), which is roughly the flow \( f^{T}_{G} \) viewed in the local charts without the factor \( E_{\omega,m} \). By the relation (10.11), we have
\[
(\hat{\xi}_x, \hat{\xi}_y, \hat{\xi}_z) = (E_{\omega,m}^*)^{-1} \circ E_{\omega',m}^* \circ ((Dh^*_{j\to j'})_{\hat{w}}) \circ (E_{\omega}^*)^{-1} \circ E_{\omega,m}^* (\hat{\xi}_x, \hat{\xi}_y, \hat{\xi}_z)
\]

(A.20)

where \( \hat{w} \) is chosen so that \((\hat{w}, z) = E_{\omega}(w'', z)\).

To proceed, let us first consider the case where \(|m| \leq n_1(\omega) \) and \(|m'| \leq n_1(\omega')\). In this case, we have \( e_{\omega}(m) = e_{\omega'}(m') = 1 \), \( E_{\omega,m} = E_{\omega',m'} = \text{Id} \) and therefore the correspondence (A.20) is given by nothing but the map \( f^t_{j\to j'} \). Then, by Lemma 10.4, we get (A.11) by simple geometric estimates. Indeed, if we ignore

- the difference between \( f^t_{j\to j'} \) and its linearization at the origin,
- the errors mentioned about the estimates (A.15)–(A.18) and the corresponding estimates on \((\hat{y}', \hat{\xi}'_x, \hat{\xi}'_y)\), and
- the difference between \( \langle \hat{\xi}'_x \rangle / \langle \hat{\xi}_z \rangle \) and 1,

then the conclusion (A.11) is an easy consequence of hyperbolicity of \( f^t_{j\to j'} \). But we can check easily that the differences above are negligible in fact.

Next we consider the case \(|m| \geq n_2(\omega) \) and \(|m'| \geq n_2(\omega')\), the other extreme. In this case, we have \( E_{\omega,m} = E_{\omega} \) and \( E_{\omega',m'} = E_{\omega'} \) and therefore the correspondence (A.20) is given by the map \( h^t_{j\to j'} \). Note that \( h^t_{j\to j'} \) is given as iteration of the maps satisfying the conditions in Lemma 10.3 and therefore have nice hyperbolic property. (Note that Lemma 10.3 is valid only for \( 0 \leq t \leq 2t_0 \).) Then we can get the conclusion (A.11) by essentially same manner as in the previous case.

The situations in the middle, i.e. the case where either \( n_1(\omega) \leq |m| \leq n_2(\omega) \) or \( n_1(\omega') \leq |m'| \leq n_2(\omega') \) is slightly more complicated. If \(|m| - |m'|| \geq 2\chi_{\max} t\), it is easy to get the conclusion (A.11) because the ratio between \( e^{[m]} \) and \( e^{[m']} \) is much larger (or smaller) than the expansion (or contraction) given by the correspondence (A.20). So we may assume \(|m| - |m'|| \leq 2\chi_{\max} t\). If we have \( e_{\omega}(m) = e_{\omega'}(m') \) and \( E_{\omega,m} = E_{\omega',m'} \), we can see that the correspondence (A.20) has good hyperbolic property in the same manner as in the proof of Lemma 10.4 and hence we can get the conclusion (A.20) again. But, from the slowly varying property (6.7) of \( e_{\omega}(m) \), it is clear that the conclusion remains true without this assumption. 

\[ \square \]

**Remark A.2** In the case where the condition (i) in (7.7) holds and \( 0 \leq t \leq t_0 \), we can follow the argument given in the proof above. The only difference is that, instead of the condition \( t \geq t_0 \) that ensure enough hyperbolicity of \( f^t_{j'} \), we use the fact that \( \sigma' < \sigma \) in the estimates. In the case where the condition (10.17) does not hold, the proof is much simpler. We can obtain the conclusion immediately unless both of \(|m(j)| \) and \(|m(j')| \) satisfy \(|m(j)| > n_2(\omega) \) and \(|m(j')| > n_2(\omega') \). But, in such case, the conclusion is again easy to obtain as we mentioned in the proof above.
Appendix B. Proof of the main theorem (2): Theorem 2.3

In this section, we prove Theorem 2.3, using the propositions given in Sect. 10. Below we continue to consider the case \( \mathcal{L}_t = \mathcal{L}_{0,0}^t \) as in the previous sections. But we can proceed in parallel in the case of vector-valued transfer operators \( \mathcal{L}_{k,\ell}^t \) with \((k, \ell) \neq (0, 0)\) by regarding them as matrices of scalar valued transfer operators, as we have noted in Remark 2.4 (See also Remark 6.9, Remark 7.15 and Remark 8.11). The argument in this section is essentially parallel to that in [5], where dynamical zeta functions for hyperbolic diffeomorphisms are considered. The main idea is to decompose the operators in consideration into two parts: a trace class part and a “upper-triangular” part whose flat trace is zero. To realize this idea, we will consider the lifted operator \( \mathcal{L}_t^l \) rather than \( \mathcal{L}_t^t \). Below we suppose that the operators are acting on \( \mathcal{K}^r(K_0) \) or \( \mathcal{K}^r \) if we do not specify otherwise.

B. 1. Analytic extension of the dynamical Fredholm determinant

The dynamical Fredholm determinant \( d(s) \) of the one-parameter group of transfer operators \( \mathbb{L} = \{ \mathcal{L}_t = \mathcal{L}_{0,0}^t \} \) is well-defined if the real part of \( s \) is sufficiently large. In fact, the sum in the definition (2.6) of \( d(s) \) converges absolutely if \( \text{Re}(s) \) is larger than the topological pressure \( P_{\text{top}} := P_{\text{top}}(f^t, -(1/2) \log |\det Df^t|_{E_u}) \) (see [29, Theorem 4.1] for instance). Hence \( d(s) \) is a holomorphic function without zeros on \( \text{Re}(s) > P_{\text{top}} \). We take a constant \( \tilde{P} \geq P_{\text{top}} \) such that

\[
\| \mathcal{L}_t^l \| \leq C \| \mathcal{L}_t^l \| \leq Ce^{P t} \quad \text{for} \quad t \geq t_0 \quad (B.1)
\]

and consider the function \( \log d(s) \) in the disk

\[
\mathbb{D}(s_0, r_0) = \{ z \in \mathbb{C} \mid |z - s_0| < r_0 \} \quad (B.2)
\]

for \( s_0 \in \mathbb{C} \) with \( \text{Re}(s_0) > \tilde{P} \) and \( r_0 := \text{Re}(s_0) + r \chi_0/4 \). The \( n \)-th coefficient of the Taylor expansion of \( \log d(s) \) at the center \( s_0 \) is

\[
a_n := \frac{1}{n!} \left( \frac{d^n}{ds^n} \log d \right)(s_0) = (-1)^{n-1} \frac{1}{n!} \int_{+0}^{\infty} t^{n-1} e^{-s_0 t} \cdot \text{Tr}^\flat \mathcal{L}_t^l dt.
\]

Since we have

\[
\mathcal{R}(s_0)^n = \frac{1}{(n-1)!} \int_{+0}^{\infty} t^{n-1} e^{-s_0 t} \mathcal{L}_t^l dt,
\]
we may write the coefficient $a_n$ as

$$a_n = \frac{(-1)^{n-1}}{n} \cdot \text{Tr}^b(\mathcal{R}(s_0)^n) \quad \text{for} \quad n \geq 1.$$ 

We are going to relate the asymptotic behavior of flat trace $\text{Tr}^b(\mathcal{R}(s_0)^n)$ as $n \to \infty$ with the spectrum of the generator $A$. Precisely we prove

**Proposition B.1** The spectral set of the generator $A$ of $L^f : \tilde{\mathcal{K}}^{r}(K_0) \to \tilde{\mathcal{K}}^{r}(K_0)$ in the disk $D(s_0, r_0)$ consists of finitely many eigenvalues $\chi_i \in \mathbb{C}$, $1 \leq i \leq m$, counted with multiplicity. We have the asymptotic formula

$$\text{Tr}^b(\mathcal{R}(s_0)^n) = \sum_{i=1}^{m} \frac{1}{(s_0 - \chi_i)^n} + Q_n$$

where the remainder term $Q_n$ satisfies

$$|Q_n| \leq C r_0^{-n} \quad \text{for} \quad n \geq 0$$

with a constant $C > 0$ which may depend on $s_0$.

Theorem 2.3 is an immediate consequence of this proposition. In fact, we have

$$\log d(s_0 + z) = \log d(s_0) + \sum_{n=1}^{\infty} a_n z^n$$

$$= \log d(s_0) + \sum_{i=1}^{m} \sum_{n=1}^{\infty} \frac{(-1)^{n-1} z^n}{n(s_0 - \chi_i)^n} + \sum_{n=1}^{\infty} \frac{(-1)^n Q_n}{n} z^n$$

$$= \log d(s_0) + \sum_{i=1}^{m} \log \left(1 + \frac{z}{s_0 - \chi_i}\right) + \sum_{n=1}^{\infty} \frac{(-1)^n Q_n}{n} z^n$$

and hence

$$d(s_0 + z) = d(s_0) \cdot \frac{\prod_{i=1}^{m}((s_0 + z) - \chi_i)}{\prod_{i=1}^{m}(s_0 - \chi_i)} \cdot \exp\left(\sum_{n=1}^{\infty} \frac{(-1)^n Q_n}{n} z^n\right)$$

for $z \in \mathbb{C}$ with sufficiently small absolute value. The right-most factor on the right-hand side extends holomorphically to the disk $D(s_0, r_0)$ and has no zeros on it. So the dynamical Fredholm determinant $d(s)$ extends to the disk $D(s_0, r_0)$ as a holomorphic function and the zeros in $D(s_0, r_0)$ are exactly $\chi_i$, $1 \leq i \leq m$, counted with multiplicity. Note that this conclusion holds for any $s_0 \in \mathbb{C}$ with $\text{Re}(s) > P_{\text{top}}$ so that the imaginary part of $s_0$ is arbitrary.
Therefore, taking \( r_* > 0 \) so large that \( r_* \chi_0/4 > c \), we obtain the conclusion of Theorem 2.3.

**B. 2. The flat trace of the lifted transfer operators**

To proceed, we discuss about the flat trace of the lifted operators and averaging with respect to time. Suppose that \( L : K' \rightarrow K' \) is a bounded operator, expressed as

\[
L(u_j)_{j \in J} = \left( \sum_{j \in J} L_{j \rightarrow j} u_j \right)_{j' \in J} \quad (B.4)
\]

If the diagonal components \( L_{j \rightarrow j} : K'_j \rightarrow K'_j \) for \( j \in J \) are trace class operators and if the sum of their traces converges absolutely, we set

\[
\text{Tr}^b L := \sum_{j \in J} \text{Tr} L_{j \rightarrow j} = \sum_{j \in J} \text{Tr}^b L_{j \rightarrow j}
\]

and call it the flat trace of the operator \( L : K' \rightarrow K' \).

**Remark B.2** In this definition, we assume that each \( L_{j \rightarrow j} \) is a trace class operator and hence\(^{29}\) that its trace coincides with the flat trace.

**Definition B.3** An operator \( L \) as above is upper triangular (with respect to the index \( \tilde{m}(\cdot) \)) if the components \( L_{j \rightarrow j'} \) vanishes whenever \( \tilde{m}(j') \leq \tilde{m}(j) \). (Recall (11.15) for the definition of the index \( \tilde{m}(\cdot) \).)

The next lemma is obvious from the definitions.

**Lemma B.4** If \( L \) is upper triangular, its flat trace vanishes. If \( L \) and \( L' \) are upper triangular, so are their linear combinations \( \alpha L + \beta L' \) and their composition \( L \circ L' \).

Since the flat trace of \( L' \) is a distribution as a function of \( t \), it takes values against smooth functions \( \varphi(t) \) with compact support. Hence, rather than evaluating the flat trace of \( L' \) itself, it is natural and convenient to consider the flat trace of the integration of \( L' \),

\[
\mathcal{L}(\varphi) := \int \varphi(t) \cdot L' dt
\]

\(^{29}\) If \( L_{j \rightarrow j} \) is a trace class operator, it is expressed as \( L_{j \rightarrow j} = \sum_k v_k \otimes v_k^* \) with \( v_k \in K'_j \), \( v_k^* \in (K'_j)^* \) satisfying \( \sum_k \| v_k \|_{K'_j} \| v_k^* \|_{(K'_j)^*} < \infty \). Then the Schwartz kernel of \( L_{j \rightarrow j} \) is \( \sum_k v_k \otimes v_k^* \) and the flat trace equals \( \sum_k (v_k^*)^* v_k = \text{Tr} L_{j \rightarrow j} \).
against a smooth function \( \varphi : \mathbb{R}_+ \to \mathbb{R} \) compactly supported on the positive part of the real line. We will also consider the corresponding lifted operator

\[
L(\varphi) := \int_0^\infty \varphi(t) \cdot L^t dt = I \circ L(\varphi) \circ I^*.
\]

(B.5)

Recall the decomposition of the operator \( L^t \),

\[
L^t = L^t_{\text{low}} + L^t_{\text{hyp}} + L^t_{\text{ctr}} = L^t_{\text{low}} + L^t_{\text{hyp}},\hookleftarrow + L^t_{\text{hyp},\nearrow} + L^t_{\text{ctr}},
\]

that we introduced in Sect. 11.

**Lemma B.5** Suppose that \( \mathcal{P} \) is a set of \( C^\infty \) functions supported on \([0, 2] \subset \mathbb{R}\) and uniformly bounded in the \( C^\infty \) sense. Then there exists a constant \( C > 0 \) such that the following holds true: For any \( \varphi \in \mathcal{P} \), the operator \( L(\varphi) \circ L^t = L^t \circ L(\varphi) \) for \( t_0 \leq t \leq 2t_0 \) is decomposed into two parts

\[
\hat{L} = \int \varphi(s - t) \cdot L^s_{\text{hyp},\hookleftarrow} ds \quad \text{and} \quad \tilde{L} = \int \varphi(s - t) \cdot \left( L^s_{\text{low}} + L^s_{\text{hyp},\nearrow} + L^s_{\text{ctr}} \right) ds;
\]

The former \( \hat{L} \) is upper triangular and satisfies \( \|\hat{L}\| \leq C \), while the latter \( \tilde{L} \) is a trace class operator and satisfies \( \|\tilde{L}\|_{\text{Tr}} \leq C \); Further the operator

\[
(L^t - L^t_{\text{hyp},\hookleftarrow}) \circ L(\varphi) = (L^t_{\text{low}} + L^t_{\text{hyp},\nearrow} + L^t_{\text{ctr}}) \circ L(\varphi) \quad \text{for } t_0 \leq t \leq 2t_0
\]

is a trace class operator and we have \( \| (L^t - L^t_{\text{hyp},\hookleftarrow}) \circ L(\varphi) \|_{\text{Tr}} \leq C \).

**Proof** The part \( \hat{L} \) is upper triangular and satisfies \( \|\hat{L}\| \leq C \) by the definition of the relation \( \hookleftarrow \) in Definition 11.11 and Proposition 11.13. From Lemma 11.18 and Proposition 11.13, we know that the operators \( L^s_{\text{low}} \) and \( L^s_{\text{hyp},\nearrow} \) are trace class operators and their trace norms are bounded uniformly for \( 30 \) \( s \in [t_0, 2t_0 + 2] \). It remains to show that \( \int \varphi(s - t) \cdot L^s_{\text{ctr}} ds \) and \( L^s_{\text{ctr}} \circ L(\varphi) \) are trace class operators and that their traces are uniformly bounded for \( t_0 \leq t \leq 2t_0 \) and \( \varphi \in \mathcal{P} \). These claims follow if we show

\[
\| (L(\varphi) \circ L^t)_{j \to j'} : K^j \to K^{j'} \|_{\text{Tr}} \leq C \nu \langle \omega(j) \rangle^{-\nu} \langle \omega(j') \rangle^{-\nu} \langle |m(j)| \rangle^{-\nu}
\]

(B.6)

\(30\) Actually we proved this for \( s \in [t_0, 2t_0] \). But it is easy to see that the estimates remain true for \([t_0, 2t_0 + 2]\).
for \( j, j' \in J \) with \( m(j') = 0 \) and \( t_0 \leq t \leq 2t_0 \). Note that, if we apply the argument in the proofs of Lemma 10.11 and Corollary 10.12 to \((L(\varphi) \circ L^t)_{j \rightarrow j'}\), we obtain the required estimate \((B.6)\) without the term \( \langle \omega(j) \rangle^{-\nu} \) on the right-hand side. To retain the term \( \langle \omega(j) \rangle^{-\nu} \), we make use of the additional integration with respect to time in \( L(\varphi) \). Since \( f_{j \rightarrow j'}^{t+t'}(w, z) = f_{j \rightarrow j'}^{t}(w, z) + (0, t') \) when \( |t'| \) is sufficiently small, such integration will reduce the \( j' \)-components of the image with large \( \omega(j') \). Indeed, if we (additionally) apply integration by parts to that integral with respect to time using the differential operator \( D = (1 - i \xi' \partial_t)(1 + |\xi'|^2) \) for several times, we obtain the extra factor \( \langle \omega(j) \rangle^{-\nu} \).

\[ \Box \]

**Corollary B.6** If \( \varphi : [t_0, \infty) \rightarrow \mathbb{R} \) be a smooth function with compact support, we have \( \text{Tr}^b L(\varphi) = \text{Tr}^b \mathcal{L}(\varphi) \).

**Proof** From the proof of Lemma B.5 above, we see that \( \text{Tr}^b L(\varphi) \) is well-defined, that is, the sum over \( j \in J \) in the definition converges absolutely. Hence we obtain

\[ \text{Tr}^b L^t = \text{Tr}^b (I^\sigma \circ L^t \circ (I^\sigma)^*) = \text{Tr}^b (L^t \circ (I^\sigma)^* \circ I^\sigma) = \text{Tr}^b \mathcal{L}^t \]

by rotating the order of composition in the middle. \( \Box \)

**B.3. The flat trace of the iteration of the resolvent**

Let us put

\[ \mathcal{R}^{(n)} = \int_0^\infty (1 - \chi(t/(2t_0))) \cdot \frac{t^{n-1} e^{-ts_0}}{(n-1)!} \cdot \mathcal{L}^t dt \quad (B.7) \]

and

\[ \mathcal{R}^{(n)} = \int_0^\infty (1 - \chi(t/(2t_0))) \cdot \frac{t^{n-1} e^{-ts_0}}{(n-1)!} \cdot \mathcal{L}^t dt \quad (B.8) \]

where the function \( \chi(\cdot) \) is that in \((5.2)\).

**Remark B.7** The operator \( \mathcal{R}^{(n)} \) above is defined as an approximation of \( \mathcal{R}(s_0)^n \) and the difference is

\[ \widetilde{\mathcal{R}}^{(n)} := \mathcal{R}(s_0)^n - \mathcal{R}^{(n)} = \int_0^\infty \chi(t/(2t_0)) \cdot \frac{t^{n-1} e^{-ts_0}}{(n-1)!} \cdot \mathcal{L}^t dt. \quad (B.9) \]

We put the part \( \widetilde{\mathcal{R}}^{(n)} \) aside because we can not treat the operators \( \mathcal{L}^t \) with small \( t > 0 \) in the same way as those with large \( t > 0 \). Since the flat trace and also
the operator norm of $\tilde{R}(n)$ on $\tilde{K}^r(K_0)$ converges to zero super-exponentially fast as $n \to \infty$, this does not cause any essential problem, though it introduces some complication in a few places below.

We take constants $r'_0 < r''_0$ such that

$$r_0 = \text{Re}(s_0) + (1/4)r\chi_0 < r'_0 < r''_0 < \text{Re}(s_0) + (1/2)r\chi_0.$$  

**Lemma B.8** There exists a constant $C > 0$, independent of $n$, such that the operator $R(n)$ is expressed as a sum $R(n) = \tilde{R}(n) + \tilde{R}(n)$ and

1. $\tilde{R}(n) : K^r \to K^r$ is a trace class operator, while
2. $\tilde{R}(n) : K^r \to K^r$ is upper triangular and satisfies

$$\|\tilde{R}(n)\| \leq C(r''_0)^{-n}.$$  

**Proof** Using the periodic partition of unity $\{q_\omega\}_{\omega \in \mathbb{Z}}$ defined in (6.1), we set

$$q_\omega^{(n)}(t) = q_\omega(t) \cdot (1 - \chi(t/(2t_0))) \cdot \frac{t^{n-1}e^{-s_0t}}{(n-1)!},$$  

so that $\sum_{\omega \geq [2t_0]-1} q_\omega^{(n)}(t) = (1 - \chi(t/(2t_0))) \cdot (t^{n-1}e^{-s_0t})/(n-1)!$ and that

$$R(n) = \sum_{\omega = [2t_0]-1}^{\infty} L(q_\omega^{(n)})$$  

from the definition (B.5). We deduce the claims of the lemma from $\square$

**Claim 1** For arbitrarily small $\tau > 0$, there exists a constant $C > 0$, independent of $n$, such that the operators $L(q_\omega^{(n)})$ for $n \geq 1$ are decomposed as

$$L(q_\omega^{(n)}) = \tilde{L}(q_\omega^{(n)}) + \tilde{L}(q_\omega^{(n)})$$  

where $\tilde{L}(q_\omega^{(n)})$ are upper triangular and satisfy

$$\|\tilde{L}(q_\omega^{(n)})\| \leq C \frac{\omega^{n-1}}{(n-1)!} \cdot e^{-((\text{Re}(s_0)+(1/2)r\chi_0))\omega + \tau n}, \quad (B.10)$$  

$^{31}$ Note that the variable $\omega \in \mathbb{Z}$ does not indicate the frequency as in the previous sections but the range of time, now and henceforth.
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\[
\sum_{\omega=[2t_0]-1}^{\infty} \|\tilde{L}(q^{(n)}_\omega)\|_{\text{Tr}} < +\infty. \tag{B.11}
\]
From the claim above, we set
\[
\hat{R}^{(n)} = \sum_{\omega=[2t_0]-1}^{\infty} \hat{L}(q^{(n)}_\omega) \quad \text{and} \quad \tilde{R}^{(n)} = \sum_{\omega=[2t_0]-1}^{\infty} \tilde{L}(q^{(n)}_\omega).
\]
Then the first claim (1) of the lemma follows from (B.11). The second claim (2) also follows because $\hat{R}^{(n)}$ is upper triangular from Lemma B.4 and because
\[
\|\hat{R}^{(n)}\| \leq \sum_{\omega=[2t_0]-1}^{\infty} \|\hat{L}(q^{(n)}_\omega)\| \leq C \sum_{\omega=[2t_0]-1}^{\infty} \frac{\omega^{n-1}}{(n-1)!} \cdot e^{-(\text{Re}(s_0)+(1/2)r\chi_0)\omega+\tau n}
\]
\[
\leq C \int_0^{\infty} \frac{t^{n-1}}{(n-1)!} \cdot e^{-(\text{Re}(s_0)+(1/2)r\chi_0)t+\tau n} dt
\]
\[
= Ce^{\tau n} \cdot \left( \int_0^{\infty} e^{-(\text{Re}(s_0)+(1/2)r\chi_0)t} dt \right)^n < C (r''_0)^{-n}
\]
from (B.10). We give the proof of Claim 1 below to complete the proof.

Proof of Claim 1. We first note that the family
\[
\mathcal{P} = \left\{ (n-1)! \cdot \omega^{-n+1} \cdot e^{\text{Re}(s_0)\omega-\tau n} \cdot q^{(n)}_\omega (t + \omega) \mid n \geq 1, \omega \geq [2t_0] - 1 \right\}
\]
satisfies the assumption in Lemma B.5. To proceed, we write an integer $\omega \geq [2t_0] - 1$ as a sum of real numbers in $[t_0, 2t_0]$:
\[
\omega = \sum_{i=1}^{k(\omega)} t_i, \quad t_0 \leq t_i \leq 2t_0.
\]
Then we decompose $L(q^{(n)}_\omega)$ as follows: First we write
\[
L(q^{(n)}_\omega) = L(\tilde{q}^{(n)}_\omega) \circ L^{\omega}
\]
\[
= \left( L^{k(\omega)}_{\text{hyp}, \leftarrow} \circ L^{k(\omega)-1} \circ \cdots \circ L^{2} \circ L^{1} \right) + \left( L^{k(\omega)} - L^{k(\omega)}_{\text{hyp}, \leftarrow} \right) \circ L^{k(\omega)-1} \circ \cdots \circ L^{2} \circ L(\tilde{q}^{(n)}_\omega) \circ L^{1}
\]
where we set $\tilde{q}^{(n)}_\omega(t) = q^{(n)}_\omega(t + \omega)$ for brevity. Since the first term on the right-hand side other than the first factor is of the same form as $L(\tilde{q}^{(n)}_\omega) \circ L^\omega$, we apply the parallel operation to it. If we continue this procedure, we can express $L(q^{(n)}_\omega)$ as

$$L_{\text{hyp}, \leftarrow}^{(k)} \circ \cdots \circ L_{\text{hyp}, \leftarrow}^{(j+1)} \circ (L_{\text{hyp}, \leftarrow}^{(j)} - L_{\text{hyp}, \leftarrow}^{(j-1)}) \circ L(\tilde{q}^{(n)}_\omega) \circ L_{\text{hyp}, \leftarrow}^{(j-1)} \circ \cdots \circ L_{\text{hyp}, \leftarrow}^{(1)}.$$  

(B.13)

Note that, from Lemma B.5 and the estimate noted in the beginning, we see

$$(n - 1)! \cdot \omega^{-n+1} \cdot e^{\text{Re}(s_0)\omega - \tau n} \cdot L(\tilde{q}^{(n)}_\omega) \circ L^1 = \hat{L} + \tilde{L}$$

where $\hat{L}$ is upper triangular and $\|\hat{L}\| \leq C$ while $\tilde{L}$ is in the trace class and $\|\tilde{L}\|_{\text{Tr}} \leq C$, with $C > 0$ a constant independent of $n$ and $\omega$. So we may rewrite the first term on the right-hand side of (B.13) as

$$\frac{\omega^{n-1}}{(n-1)!} \cdot e^{-\text{Re}(s_0)\omega + \tau n} \cdot L_{\text{hyp}, \leftarrow}^{(k)} \circ \cdots \circ L_{\text{hyp}, \leftarrow}^{(2)} \circ \hat{L}$$

$$+ \frac{\omega^{n-1}}{(n-1)!} \cdot e^{-\text{Re}(s_0)\omega + \tau n} \cdot L_{\text{hyp}, \leftarrow}^{(k)} \circ \cdots \circ L_{\text{hyp}, \leftarrow}^{(2)} \circ \tilde{L}. \quad \text{(B.14)}$$

Let $\hat{L}(q^{(n)}_\omega)$ in Claim 1 be the first term of (B.14) above and $\tilde{L}(q^{(n)}_\omega)$ be the remainder, that is, the sum of the second term in (B.14) and the sum on the second line of (B.13). By Lemma B.4, $\hat{L}(q^{(n)}_\omega)$ is upper triangular. Since

$$\|L_{\text{hyp}, \leftarrow}^{(i)}\| \leq e^{-r\chi_0 t/2} \quad \text{for } t_0 \leq t \leq 2t_0$$  

(B.15)

from Remark 11.16, we obtain the estimate (B.10) immediately. Also, for the second term in (B.14), we have

$$\|\frac{\omega^{n-1}}{(n-1)!} \cdot e^{-\text{Re}(s_0)\omega + \tau n} \cdot L_{\text{hyp}, \leftarrow}^{(k)} \circ \cdots \circ L_{\text{hyp}, \leftarrow}^{(2)} \circ \hat{L}\|_{\text{Tr}}$$

$$\leq \frac{\omega^{n-1}}{(n-1)!} \|L_{\text{hyp}, \leftarrow}^{(k)}\| \cdots \|L_{\text{hyp}, \leftarrow}^{(2)}\| \|\hat{L}\|_{\text{Tr}} \leq \frac{C\omega^{n-1} e^{-(\text{Re}(s_0)+(1/2)r\chi_0)\omega + \tau n}}{(n-1)!}$$

\[\Box\] Springer
and this bound is summable with respect to $\omega$. To look into the sum in (B.13), note that the operator $(L_j - L_{\text{hyp},\omega})$ satisfies

$$\| (L_j - L_{\text{hyp},\omega}) \circ L(\tilde{q}_\omega^{(n)}) \|_{\text{Tr}} \leq C \cdot \frac{\omega^{n-1} \cdot e^{-\text{Re}(s_0)\omega + \tau n}}{(n - 1)!}$$

for a constant $C > 0$ independent of $n$ and $\omega$, from the latter claim of Lemma B.5 and uniform boundedness of $\mathcal{P}$. Hence we have

$$\sum_{j=2}^{k(\omega)} \| L_{\text{hyp},\omega}^{j} \circ \cdots \circ L_{\text{hyp},\omega}^{j+1} \circ (L_j - L_{\text{hyp},\omega}) \circ L(\tilde{q}_\omega^{(n)}) \|_{\text{Tr}} \| L_{\text{hyp},\omega}^{j-1} \circ \cdots \circ L_{\text{hyp},\omega}^{1} \|_{\text{Tr}}$$

$$\leq C \cdot \frac{\omega^{n-1} \cdot e^{-\text{Re}(s_0)\omega + \tau n}}{(n - 1)!}$$

This bound is again summable with respect to $\omega$, provided $\tau$ is sufficiently small. Therefore we obtain the estimate (B.11). \(\square\)

**Corollary B.9** The essential spectral radius of $\mathcal{R}(s_0) : \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0)$ is bounded by $(r_0'')^{-1}$.

**Proof** We consider the decomposition of $\mathcal{R}(s_0)^n : \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0)$ into

$$\tilde{\mathcal{R}}^{(n)}, \quad \tilde{\mathcal{R}}^{(n)} = I^* \circ \tilde{\mathcal{R}}^{(n)} \circ I \quad \text{and} \quad \tilde{\mathcal{R}}^{(n)} = I^* \circ \tilde{\mathcal{R}}^{(n)} \circ I$$

where $\tilde{\mathcal{R}}^{(n)}$ is that in (B.9). From the last lemma, the operator norm of $\tilde{\mathcal{R}}^{(n)}$ on $\mathcal{K}^r(K_0)$ is bounded by $C (r_0'')^{-n}$ with $C > 0$ independent of $n$, and $\tilde{\mathcal{R}}^{(n)}$ on $\mathcal{K}^r(K_0)$ is a trace class operator. Further it is not difficult to see that these remain true when we regard $\tilde{\mathcal{R}}^{(n)}$ and $\tilde{\mathcal{R}}^{(n)}$ as operators on $\tilde{\mathcal{K}}^r(K_0)$, because $\mathcal{L}^{(n)} : \tilde{\mathcal{K}}^r(K_0) \to \mathcal{K}^r(K_0)$ is bounded from Proposition 7.8. Therefore, recalling Remark B.7 for $\tilde{\mathcal{R}}^{(n)}$, we obtain that the essential spectral radius of $\mathcal{R}(s_0)^n$ is bounded by $C (r_0'')^{-n}$ and hence by $(r_0'')^{-n}$ from the multiplicative property of essential spectral radius. \(\square\)

Corollary B.9 implies that the spectral set of $\mathcal{R}(s_0) : \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0)$ on the outside of the disk $|z| \leq (r_0'')^{-1}$ consists of discrete eigenvalues $\mu_i$, $1 \leq i \leq m$, counted with multiplicity. Since $A \mathcal{R}(s_0) = s_0 \mathcal{R}(s_0) + 1$, we have
\[ \mu - \mathcal{R}(s_0) = \mu \cdot ( (s_0 - \mu^{-1}) - A ) \cdot \mathcal{R}(s_0). \]

This implies that \( \mu_i \)'s are in one-to-one correspondence to the eigenvalues \( \chi_i \), \( 1 \leq i \leq m \), of the generator \( A \) in the disk \( D(s_0, r'_0) \) by the relation

\[
\mu_i = \frac{1}{s_0 - \chi_i} = \int_0^\infty e^{-s_0 t} e^{\chi_i t} dt.
\]

**Remark B.10** Since the argument above holds for any \( s_0 \) satisfying \( \text{Re}(s_0) > P \), the spectrum of the generator \( A \) on the half-plane \( \text{Re}(s) > -(1/4)r_0 \chi_0 \) consists of discrete eigenvalues with finite multiplicity and the resolvent \( \mathcal{R}(s) \) is meromorphic on that half-plane.

Let \( \pi : \tilde{\mathcal{K}}^r(K_0) \to \tilde{\mathcal{K}}^r(K_0) \) be the spectral projector of \( \mathcal{R}(s_0) \) for the spectral set \( \{ \mu_i \}_{i=1}^m \) on the outside of the disk \( |z| \leq r_0^{-1} \). This is also the spectral projector of the generator \( A \) for the spectral set \( \{ \chi_i \}_{i=1}^m \) and its image is contained in \( \mathcal{K}^r(K_0) \) from Proposition 7.8. We set \( \mathcal{F}(s_0) = \pi \circ \mathcal{R}(s_0) \), so that

\[
\text{Tr} \mathcal{F}(s_0)^n = \text{Tr}^b \mathcal{F}(s_0)^n = \sum_{i=1}^m (s_0 - \chi_i)^n.
\]

Our task is to prove (B.3) in Proposition B.1 for

\[
Q_n = \text{Tr}^b \left( (\mathcal{R}(s_0)^n - \mathcal{F}(s_0)^n) \right) = \text{Tr}^b \left( (1 - \pi \circ \mathcal{R}(s_0)^n) \right).
\]

To continue, let \( N_0 > 0 \) be a large integer constant which will be specified later in the course of the argument. Consider large integer \( n \) and write

\[
\mathcal{R}(s_0)^n - \mathcal{F}(s_0)^n = (\text{Id} - \pi) \circ \mathcal{R}(s_0)^{n(m)} \circ \cdots \circ \mathcal{R}(s_0)^{n(1)}.
\]

where \( n = n(1) + n(2) + \cdots + n(I) \) with \( N_0 \leq n(i) \leq 2N_0 \). We decompose each term \( \mathcal{R}(s_0)^{n(i)} \) on the right-hand side as

\[
\mathcal{R}(s_0)^{n(i)} = \mathcal{R}^{(n(i))} + \mathcal{R}'^{(n(i))}
\]

in the same manner as (B.9). From Remark B.7, the part \( \mathcal{R}'^{(n(i))} \) is very small in the operator norm if we let the constant \( N_0 \) be sufficiently large. (And note that the following argument is much simpler if we ignore this part.)

Since the operators \( \mathcal{R}^{(n(i))} \) and \( \mathcal{R}'^{(n(i))} \) for \( 1 \leq i \leq I \) commute each other and also with the projection operator \( \pi \), we can express \( \mathcal{R}(s_0)^n - \mathcal{F}(s_0)^n \) as the sum of the \( 2^I \) terms of the form
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\[(1 - \pi) \circ \left( \prod_{i=1}^{I''} \widetilde{R}^{(n''(i))} \right) \circ \left( \prod_{i=1}^{I'} R^{(n'(i))} \right) \quad (B.16)\]

where \(\{n''(1), \ldots, n'(I''), n'(1), \ldots, n'(I')\}\) with \(I = I' + I''\) ranges over all the rearrangements of \(\{n(1), n(2), \ldots, n(I)\}\). Hence our task is reduced to show

**Claim 2** There exists a constant \(C > 0\) such that

\[
\left| \text{Tr}^{b} \left( (1 - \pi) \circ \left( \prod_{i=1}^{I''} \widetilde{R}^{(n''(i))} \right) \circ \left( \prod_{i=1}^{I'} R^{(n'(i))} \right) \right) \right| \leq C r_0^{-n} \cdot 2^{-I}. \quad (B.17)
\]

**Proof of Claim 2** Below we prove the claim in the case \(I' \geq I''\) because, otherwise, we can get the conclusion by a similar but much easier argument using Remark B.9. We translate the claim to that on the lifted operators. Let us put

\[
\pi_{\text{lift}} := I \circ \pi \circ I^* : \mathbb{K}^r \rightarrow \mathbb{K}^r.
\]

We write

\[
\tilde{R}^{(n)} = \int_{0}^{\infty} \chi(t/(2t_0)) \cdot \frac{t^{n-1} e^{-ts_0}}{(n-1)!} \cdot L^t dt, \quad (B.18)
\]

so that

\[
R^{(n)} + \tilde{R}^{(n)} = I \circ R(s_0)^n \circ I^* = \int_{0}^{\infty} \frac{t^{n-1} e^{-ts_0}}{(n-1)!} \cdot L^t dt.
\]

Then, from Corollary B.6, the inequality in Claim 2 is equivalent to

\[
\left| \text{Tr}^{b} \left( (1 - \pi_{\text{lift}}) \circ \left( \prod_{i=1}^{I''} \tilde{R}^{(n''(i))} \right) \circ \left( \prod_{i=1}^{I'} R^{(n'(i))} \right) \right) \right| \leq C r_0^{-n} \cdot 2^{-I}. \quad (B.19)
\]

Since we are assuming \(I' \geq I''\) and since the operators on the left hand side above commute, we may write the operator on the left-hand side above as

\[
\prod_{i=1}^{I'} ((1 - \pi_{\text{lift}}) \circ R_i) \quad \text{setting} \quad R_i = \begin{cases} \tilde{R}^{(n''(i))} \circ R^{(n'(i))}, & \text{if } 1 \leq i \leq I''; \\ R^{(n'(i))}, & \text{if } I'' < i \leq I'. \end{cases} \quad (B.20)
\]
From the choice of the spectral projector $\pi$ and the fact that $\tilde{\mathcal{R}}^{(n)}$ has small operator norm by the same reason as noted in Remark B.7, we get the estimate

$$\| (1 - \pi^{\text{lift}}) \circ R_i : K^r \to K^r \| \leq (r_0)^{-\tilde{n}(i)/4} \quad \text{for } 1 \leq i \leq I', \quad (B.21)$$

provided that the constant $N_0$ is sufficiently large, where we set

$$\tilde{n}(i) = \begin{cases} 
n'(i) + n''(i), & \text{if } 1 \leq i \leq I''; 
n'(i), & \text{if } I'' < i \leq I'. \end{cases}$$

By Lemma B.8, the operators $R_i$ are decomposed as $R_i = \hat{R}_i + \tilde{R}_i$ where

1. $\tilde{R}_i$ is a trace class operator and $\| \tilde{R}_i \|_{\text{Tr}} < C$, and
2. $\hat{R}_i$ is upper triangular and satisfies $\| \hat{R}_i \| \leq r_0^{-\tilde{n}(i)/4}$

provided that the constant $N_0$ is sufficiently large. (For the case $1 \leq i \leq I''$, we need a slight modification of Lemma B.8 but the proof goes as well.) In (B.20), we consider the decomposition

$$(1 - \pi^{\text{lift}}) \circ R_i = \hat{R}_i + (\tilde{R}_i - \pi^{\text{lift}} \circ R_i)$$

and apply the development it in the parallel manner as we used to obtain (B.13). Then, noting that $\text{Tr}^b (\tilde{R}_1 \circ \cdots \circ \tilde{R}_{I'}) = 0$ from Lemma B.4, we obtain

$$\text{Tr}^b ((1 - \pi^{\text{lift}}) \circ R_1 \circ \cdots \circ R_{I'}) = \sum_{j=1}^{I'} \text{Tr}^b \left( \tilde{R}_1 \circ \cdots \circ \tilde{R}_{j-1} \circ (\tilde{R}_j - \pi^{\text{lift}} \circ R_j) \circ ((1 - \pi^{\text{lift}}) \circ R_{j+1} \circ \cdots \circ R_{I'}) \right).$$

This is bounded in absolute value by

$$\sum_{j=1}^{I'} \| \tilde{R}_1 \| \cdots \| \tilde{R}_{j-1} \| \cdot \| (\tilde{R}_j - \pi^{\text{lift}} \circ R_j) \|_{\text{Tr}} \times \| (1 - \pi^{\text{lift}}) \circ R_{j+1} \circ \cdots \circ R_{I'} \|. $$

The trace norm $\| (\tilde{R}_j - \pi^{\text{lift}} \circ R_j) \|_{\text{Tr}}$ is bounded by a constant $C$ independent of $j$ and $n$. Therefore, using the condition on $\hat{R}_i$ and (B.21), we conclude (B.19). This completes the proof of Claim 2 and hence that of Proposition B.1. 

$\square$
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