The spatially inhomogeneous Hopf bifurcation induced by memory delay in a memory-based diffusion system
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Abstract

The memory-based diffusion systems have wide applications in practice. Hopf bifurcations are observed from such systems. To meet the demand for computing the normal forms of the Hopf bifurcations of such systems, we develop an effective new algorithm where the memory delay is treated as the perturbation parameter. To illustrate the effectiveness of the algorithm, we consider a diffusive predator-prey system with memory-based diffusion and Holling type-II functional response. By employing this newly developed procedure, we investigate the direction and stability of the delay-induced mode-1 and mode-2 Hopf bifurcations. Numerical simulations confirm our theoretical findings, that is the existence of stable spatially inhomogeneous periodic solutions with mode-1 and mode-2 spatial patterns, and the transition from the unstable mode-2 spatially inhomogeneous periodic solution to the stable mode-1 spatially inhomogeneous periodic solution.
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1 Introduction

The study of delay-induced Hopf bifurcations is a very active research area in recent years, and has attracted many researchers’ attention due to its importance. In the study of nonlinear dynamical systems that may exist rich dynamics, such as Hopf bifurcation, the normal form plays an important role as it can be used to determine the direction and stability of the Hopf bifurcation. Thus, many researchers have dedicated themselves to the development of ways
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calculating normal forms of the nonlinear dynamical systems. For example, Hassard, Kazarinoff and Wan [9] and Faria and Magalhaes [7] proposed an algorithm for computing the normal form of the Hopf bifurcations for delay differential systems (without diffusion), respectively; Faria [6] developed an algorithm for reaction-diffusion systems with time delays, but which only appear in the reaction terms; most recently Song and his colleagues [23, 28] developed some algorithms for reaction-diffusion systems with both time delay and nonlocal spatial average. It is now known that in the classical delay reaction-diffusion systems, the first delay-induced Hopf bifurcation is often homogeneous and the bifurcating periodic oscillation is spatially homogeneous [2, 3, 5, 10–15, 17, 21, 26, 27, 29–33]. And the aforementioned algorithms were developed for such scenarios.

However, in applications, the delay reaction-diffusion systems may not be homogeneous in space. For example, very recently, to better understand how memory influences the animal movement, Shi et al. [19] proposed a modified Fick’s law where in addition to the negative gradient of the density distribution function at the present time, there is a directed movement toward the negative gradient of the density distribution function at past time, and then based on the modified Fick’s law, they formulated a single species diffusive model with spatial memory. Since then, there have recently been an increasing activities and interests on the study of the dynamics of the reaction-diffusion equations with spatial memory [1, 16, 18–20, 22]. For this kind of equations, the phenomenon that the first delay-induced Hopf bifurcation is inhomogeneous has been observed by [18, 24]. Based on the assumption that the prey has no memory or cognition, we introduced the spatial memory to the diffusive predator-prey model and proposed the following model with random and memory-based diffusions subject to Neumann boundary conditions on one-dimensional spatial domain $(0, \ell \pi)$ with $\ell \in \mathbb{R}^+$ is

\[
\begin{aligned}
\frac{\partial u(x,t)}{\partial t} &= d_{11} u_{xx}(x,t) + f(u(x,t), v(x,t)), & 0 < x < \ell \pi, t > 0, \\
\frac{\partial v(x,t)}{\partial t} &= d_{22} v_{xx}(x,t) - d_{21}(v(x,t)u_x(x,t - \tau))_x + g(u(x,t), v(x,t)), & 0 < x < \ell \pi, t > 0, \\
u_x(0, t) &= u_x(\ell \pi, t) = v_x(0, t) = v_x(\ell \pi, t) = 0, & t \geq 0,
\end{aligned}
\]  

(1.1)

where $d_{11}$ and $d_{22}$ are the Fickian diffusion coefficients, $d_{12}$ and $d_{21}$ are the memory-based diffusion coefficients, the time delay, denoted by $\tau > 0$ represents the averaged memory period of predator. It has been shown that delay-induced first Hopf bifurcations are often spatially inhomogeneous [22].

Compared with the classical reaction-diffusion system with delay, system (1.1) has two main characteristics: (i) the delay appears in the diffusion term; (ii) the diffusion term is not linear. Therefore, algorithms, in the existing literatures such as [6, 9, 23, 28], that were developed for
analysing the Hopf bifurcation of the reaction-diffusion systems, can not be applied to the system (1.1). To bridge the gap, in this paper, we aim to develop an algorithm that can calculate the normal form for analysing the Hopf bifurcation which may occur in a spatially inhomogeneous scenario and be induced by the memory delay in (1.1). And then we apply this algorithm to a diffusive predator-prey system with memory-based diffusion and Holling type-II functional response. More precisely, we organize the rest of our paper as follows. In Section 2 we derive the algorithm of calculating normal form of spatially Hopf bifurcation induced by memory delay for system (1.1). In Section 3 we study the direction and stability of delay-induced mode-1 and mode-2 Hopf bifurcations in the diffusive predator-prey system with memory-based diffusion and Holling type-II functional response and the numerical simulations are used to illustrate the theoretical results. Finally, we give a brief discussion and conclude our study in Section 4.

For the convenience of discussion, throughout the paper, we let \( \mathbb{N} \) represent the set of natural numbers, and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) represent the set of all nonnegative integers.

2 Calculation of the normal form of the Hopf bifurcation

2.1 Characteristic equation at the equilibrium and some basic assumptions

Without loss of generality, assume that \( E^* = (u^*, v^*) \) is a constant coexistence (positive) equilibrium of system (1.1). Then straightforward calculation gives the linearization of (1.1) at \( (u^*, v^*) \):

\[
\begin{pmatrix}
  u_t(x,t) \\
  v_t(x,t)
\end{pmatrix} = D_1 \begin{pmatrix}
  u_{xx}(x,t) \\
  v_{xx}(x,t)
\end{pmatrix} + D_2 \begin{pmatrix}
  u_{xx}(x,t-\tau) \\
  v_{xx}(x,t-\tau)
\end{pmatrix} + A \begin{pmatrix}
  u(x,t) \\
  v(x,t)
\end{pmatrix},
\]

(2.1)

where

\[
D_1 = \begin{pmatrix}
  d_{11} & 0 \\
  0 & d_{22}
\end{pmatrix}, \quad D_2 = \begin{pmatrix}
  0 & 0 \\
  -d_{21} v^* & 0
\end{pmatrix}, \quad A = \begin{pmatrix}
  a_{11} & a_{12} \\
  a_{21} & a_{22}
\end{pmatrix},
\]

(2.2)

and

\[
a_{11} = \frac{\partial f(u^*, v^*)}{\partial u}, \quad a_{12} = \frac{\partial f(u^*, v^*)}{\partial v}, \quad a_{21} = \frac{\partial g(u^*, v^*)}{\partial u}, \quad a_{22} = \frac{\partial g(u^*, v^*)}{\partial v}.
\]

Thus, the characteristic equation of (2.1) is

\[
\prod_{n \in \mathbb{N}_0} \Gamma_n(\lambda) = 0,
\]

(2.3)

where \( \Gamma_n(\lambda) = \det (\mathcal{M}_n(\lambda)) \). Notice

\[
\mathcal{M}_n(\lambda) = \lambda I_2 + (n/\ell)^2 D_1 + (n/\ell)^2 e^{-\lambda \tau} D_2 - A,
\]

(2.4)

with \( I_2 \) is the identity matrix of size 2. Then we have

\[
\Gamma_n(\lambda) = \det (\mathcal{M}_n(\lambda)) = \lambda^2 - T_n \lambda + J_n(\tau) = 0,
\]

(2.5)
where
\[
T_n = \text{Tr}(A) - \text{Tr}(D_1)(n/\ell)^2,
\]
\[
\tilde{J}_n(\tau) = d_{11}d_{22}(n/\ell)^4 - \left( d_{11}a_{22} + d_{22}a_{11} + d_{21}v_a a_{12}e^{-\lambda \tau} \right) (n/\ell)^2 + \text{Det}(A),
\]
with \( \text{Tr}(A) = a_{11} + a_{22}, \text{Tr}(D_1) = d_{11} + d_{22} \) and \( \text{Det}(A) = a_{11}a_{22} - a_{12}a_{21} \).

For the Hopf bifurcation, we assume that at \( \tau = \tau_c \), Eq. (2.5) has a pair of purely imaginary roots \( \pm i \omega_n, \omega_n > 0 \) for \( n = n_c \in \mathbb{N} \) and all other eigenvalues have negative real part. Let \( \lambda(\tau) = \alpha(\tau) + i\beta(\tau) \) be a pair of roots of Eq. (2.5) near \( \tau = \tau_c \) satisfying \( \alpha(\tau_c) = 0 \) and \( \beta(\tau_c) = \omega_n \). Then, it is easy to verify the transversality condition
\[
\left. \frac{d\text{Re}(\lambda(\tau))}{d\tau} \right|_{\tau=\tau_c} \neq 0.
\]

### 2.2 Algorithm for computing the normal form

We first introduce some conventional notations: define the two-dimensional real-valued Sobolev space
\[
\mathcal{X} = \left\{ U = (U_1, U_2)^T \in (W^{2,2}(0, \ell \pi))^2, \frac{\partial U_1}{\partial x} = 0, \frac{\partial U_2}{\partial x} = 0, x = 0, \ell \pi \right\},
\]
with the inner product defined by
\[
[U, V] = \int_0^{\ell \pi} U^T V dx, \text{ for } U, V \in \mathcal{X},
\]
and let \( \mathcal{C} := C([-1, 1]; \mathcal{X}) \) be the Banach space of continuous mappings from \([-1, 1]\) to \( \mathcal{X} \).

Then, we take a small perturbation of \( \tau_c \) by setting \( \tau = \tau_c + \mu, |\mu| \ll 1 \) such that \( \mu = 0 \) corresponds to the Hopf bifurcation value for Eq. (1.1). Here, \( D_j, j = 1, 2, \) are given by (2.2).

Now shift \( E_* \) to the origin by setting
\[
U(x, t) = (U_1(x, t), U_2(x, t))^T = (u(x, t), v(x, t))^T - (u_*, v_*)^T,
\]
normalize the delay by rescaling the time variable \( t \rightarrow t/\tau \), and rewrite \( U(t) \) for \( U(x, t) \) and \( U_t \in \mathcal{C} \) for \( U_t(\theta) = U(x, t + \theta), -1 \leq \theta \leq 0 \). Then, the system (1.1) becomes the compact form
\[
\frac{dU(t)}{dt} = d(\mu)\Delta(U_t) + L(\mu)(U_t) + F(U_t, \mu),
\]
where for \( \varphi = (\varphi^{(1)}, \varphi^{(2)})^T \in \mathcal{C} \), \( d(\mu)\Delta, L(\mu) : \mathcal{C} \rightarrow \mathcal{X} \), \( F : \mathcal{C} \times \mathbb{R}^2 \rightarrow \mathcal{X} \) are given, respectively, by
\[
\begin{align*}
&d(\mu)\Delta(\varphi) = d_0\Delta(\varphi) + F_d(\varphi, \mu), \quad L(\mu)(\varphi) = (\tau_c + \mu)A\varphi(0), \\
&F(\varphi, \mu) = (\tau_c + \mu) \left( f(\varphi^{(1)}(0) + u_*, \varphi^{(2)}(0) + v_*) \right) - L(\mu)(\varphi),
\end{align*}
\]
and
\[
\begin{align*}
f(\varphi^{(1)}(0) + u_*, \varphi^{(2)}(0) + v_*) &= \begin{cases} f_1, & \text{if } \varphi^{(1)}(0) + u_* > 0, \\
f_2, & \text{if } \varphi^{(1)}(0) + u_* < 0,
\end{cases} \\
g(\varphi^{(1)}(0) + u_*, \varphi^{(2)}(0) + v_*) &= \begin{cases} g_1, & \text{if } \varphi^{(2)}(0) + v_* > 0, \\
g_2, & \text{if } \varphi^{(2)}(0) + v_* < 0.
\end{cases}
\end{align*}
\]
where

\[ d_0 \Delta(\varphi) = \tau_c D_1 \varphi_{xx}(0) + \tau_c D_2 \varphi_{xx}(-1), \]

\[ F^d(\varphi, \mu) = -d_{21} (\tau_c + \mu) \begin{pmatrix} 0 \\ \varphi_{xx}^{(1)}(-1) & \varphi_{xx}^{(2)}(0) + \varphi_{xx}^{(1)}(-1) \varphi^{(2)}(0) \end{pmatrix} + \mu \begin{pmatrix} d_{11} \varphi_{xx}^{(1)}(0) \\ -d_{21} v_2 \varphi_{xx}^{(1)}(-1) + d_{22} \varphi_{xx}^{(2)}(0) \end{pmatrix}. \] (2.9)

In what follows, we assume that \( F(\varphi, \mu) \) is \( C^k, k \geq 3 \), smooth with respect to \( \varphi \) and \( \mu \). Noticing that \( \mu \) is the perturbation parameter and treated as a variable in the calculation of normal forms, we denote \( L_0(\varphi) = \tau_c A \varphi(0) \) and rewrite (2.7) as the following

\[ \frac{dU(t)}{dt} = d_0 \Delta(U_t) + L_0(U_t) + \tilde{F}(U_t, \mu), \] (2.10)

by separating the linear terms from the nonlinear terms,

\[ \tilde{F}(\varphi, \mu) = \mu A \varphi(0) + F(\varphi, \mu) + F^d(\varphi, \mu). \] (2.11)

Then the characteristic equation for the linearized system of (2.10)

\[ \frac{dU(t)}{dt} = d_0 \Delta(U_t) + L_0(U_t) \] (2.12)

is

\[ \prod_{n \in \mathbb{N}_0} \tilde{\Gamma}_n(\lambda) = 0, \] (2.13)

where \( \tilde{\Gamma}_n(\lambda) = \det(\tilde{M}_n(\lambda)) \) with

\[ \tilde{M}_n(\lambda) = \lambda I_2 + \tau_c (n/\ell)^2 D_1 + \tau_c (n/\ell)^2 e^{-\lambda} D_2 - \tau_c A. \] (2.14)

Comparing (2.14) with (2.4), we know that Eq. (2.13) has a pair of purely imaginary roots \( \pm i \omega_c \) for \( n = n_c \in \mathbb{N} \), and all other eigenvalues have negative real parts, where \( \omega_c = \tau_c \omega_{nc} \).

It is well known that the eigenvalue problem

\[ -\gamma'' = \mu \gamma, \quad x \in (0, \ell \pi); \quad \gamma'(0) = \gamma'(\ell \pi) = 0 \]

has eigenvalues \( \mu_n = (n/\ell)^2, n \in \mathbb{N}_0 \), with the corresponding normalized eigenfunctions

\[ \gamma_n(x) = \frac{\cos \left( \frac{n \pi x}{\ell} \right)}{\| \cos \left( \frac{n \pi x}{\ell} \right) \|_2} = \begin{cases} 1 / \sqrt{\ell \pi}, & \text{for } n = 0, \\ \frac{\sqrt{2}}{\sqrt{\ell \pi}} \cos \left( \frac{n \pi x}{\ell} \right), & \text{for } n \neq 0. \end{cases} \]
Let $\beta_n^{(j)} = \gamma_n(x) e_j, j = 1, 2$, where $e_j$ are the unit coordinate vectors of $\mathbb{R}^2$. Then the eigenfunctions $\{\beta_n^{(j)}\}_{n=1}^{\infty}$ form an orthonormal basis for $\mathcal{X}$.

Let $\mathcal{B}_n = \text{span}\{v(\cdot), \beta_n^{(j)} | v \in \mathcal{X}, j = 1, 2\}$. Then it is easy to verify that

$$L_0(\mathcal{B}_n) \subset \text{span}\{\beta_n^{(1)}, \beta_n^{(2)}\}, n \in \mathbb{N}_0.$$ 

Assume that $z_t(\theta) \in C = C([-1, 0], \mathbb{R}^2)$ and

$$z^T_t(\theta) \begin{pmatrix} \beta_n^{(1)} \\ \beta_n^{(2)} \end{pmatrix} \in \mathcal{B}_n.$$ 

Then, on $\mathcal{B}_n$, the linearized equation (2.12) is equivalent to the following functional differential equation (FDE) in $C$:

$$\dot{z}(t) = L_0^d(z_t(\theta)) + L_0(z_t(\theta)), \quad (2.15)$$

where

$$L_0^d(z_t(\theta)) = \tau_c \begin{pmatrix} -d_{11}(n/\ell)^2 & 0 \\ 0 & -d_{22}(n/\ell)^2 \end{pmatrix} z_t(0) + \tau_c \begin{pmatrix} 0 & 0 \\ d_{21}v_*(n/\ell)^2 & 0 \end{pmatrix} z_t(-1).$$

The characteristic equation of linear system (2.15) is the same as the one given in (2.13).

Define $\eta_n(\theta) \in BV([-1, 0], \mathbb{R}^2)$ such that

$$\int_{-1}^{0} d\eta_n(\theta) \varphi(\theta) = L_0^d(\varphi(\theta)) + L_0(\varphi(\theta)), \quad \varphi \in C,$$

and use the adjoint bilinear form on $C^* \times C, C^* = C([0, 1], \mathbb{R}^2)$, where $\mathbb{R}^{2*}$ is a 2-dimensional space of row vectors, as follows

$$\langle \psi(s), \varphi(\theta) \rangle_n = \psi(0)\varphi(0) - \int_{-1}^{0} \int_{0}^{\theta} \psi(\xi - \theta) d\eta_n(\theta) \varphi(\xi) d\xi, \quad \text{for} \ \psi \in C^*, \varphi \in C.$$ 

Let $\Lambda = \{i\omega_c, -i\omega_c\}$. Denote the generalized eigenspace of (2.15) associated with $\Lambda$ by $P$ and the corresponding adjoint space by $P^*$. Then, by the adjoint theory of functional differential equation $\mathcal{S}$, $C$ can be decomposed as $C = P \oplus Q$, where $Q = \{\varphi \in C : \langle \psi, \varphi \rangle = 0, \forall \psi \in P^*\}$.

Choose the bases $\Phi(\theta)$ and $\Psi(s)$ of $P$ and $P^*$, respectively, as follows

$$\Phi(\theta) = \left(\phi_1(\theta), \phi_2(\theta)\right), \ \Psi(s) = \text{col}\left(\psi^T(s), \phi^T(s)\right),$$

such that $\langle \Psi, \Phi \rangle_{n_c} = I_2$, where

$$\phi(\theta) = \begin{pmatrix} \phi_1(\theta) \\ \phi_2(\theta) \end{pmatrix} = \phi e^{i\omega_c \theta}, \ \psi(s) = \begin{pmatrix} \psi_1(\theta) \\ \psi_2(\theta) \end{pmatrix} = \psi e^{-i\omega_c s},$$

$$6$$
and
\[ \phi = \begin{pmatrix} 1 \\ \frac{i \omega + (n_c/\ell)^2 d_{11} - a_{11}}{a_{12}} \end{pmatrix}, \quad \psi = \eta \begin{pmatrix} 1 \\ \frac{a_{12}}{i \omega + (n_c/\ell)^2 d_{22} - a_{22}} \end{pmatrix}, \]

with
\[ \eta = \frac{i \omega + (n_c/\ell)^2 d_{22} - a_{22}}{i \omega + (n_c/\ell)^2 d_{11} - a_{11} + i \omega + (n_c/\ell)^2 d_{22} - a_{22} + \tau a_{12} d_{21} v_a (n_c/\ell)^2 e^{-i \omega c}}. \]

Using the decomposition \( C = P \oplus Q \), the phase space \( \mathcal{C} \) for \((2.7)\) can be decomposed as
\[ \mathcal{C} = \mathcal{P} \oplus \mathcal{Q}, \quad \mathcal{P} = \text{Im} \pi, \quad \mathcal{Q} = \text{Ker} \pi, \]

where \( \pi : \mathcal{C} \to \mathcal{P} \) is the projection operator defined by
\[ \pi(\phi) = \Phi(\theta) \left( \Psi(0), \begin{bmatrix} \phi(\cdot), \beta_{n_c}^{(1)} \\ \phi(\cdot), \beta_{n_c}^{(2)} \end{bmatrix} \right) \gamma_{n_c}(x). \]

Following \[6\] and \[25\], we define \( \mathcal{C}_0 = \left\{ \phi \in \mathcal{C} : \phi \in \mathcal{C}, \phi(0) \in \text{dom}(d \Delta) \right\} \) and let
\[ z_x = (z_1(t) \gamma_{n_c}(x), z_2(t) \gamma_{n_c}(x))^T, \Phi(\theta) = (\phi_{n_c}(\theta), \overline{\phi}_{n_c}(\theta)). \]

For \( \varphi(\theta) \in \mathcal{C}_0^1 \), we have the following decomposition
\[ \varphi(\theta) = \Phi(\theta) z_x + w, \quad w = (w^{(1)}, w^{(2)})^T \in \mathcal{C}_0^1 \cap \text{Ker} \pi := \mathcal{Q}^1. \]

Following the notations in \[6\], we define
\[ X_0(\theta) = \begin{cases} 0, & -1 \leq \theta < 0, \\ 1, & \theta = 0. \end{cases} \]

and then
\[ \pi \left( X_0(\theta) \tilde{F}_2 \left( \Phi(\theta) z_x, 0 \right) \right) = \Phi(\theta) \Psi(0) \begin{bmatrix} \tilde{F}_2 \left( \Phi(\theta) z_x, 0 \right), \beta_{n_c}^{(1)} \\ \tilde{F}_2 \left( \Phi(\theta) z_x, 0 \right), \beta_{n_c}^{(2)} \end{bmatrix} \gamma_{n_c}(x). \] (2.16)

Let \( z = (z_1(t), z_2(t))^T \). Then system \((2.10)\) can be decomposed as a system of abstract ODEs on \( \mathbb{R}^4 \times \text{Ker} \pi \):
\[ \begin{cases} \dot{z} = B z + \Psi(0) \begin{bmatrix} \tilde{F} \left( \Phi(\theta) z_x + w, \mu \right), \beta_{n_c}^{(1)} \\ \tilde{F} \left( \Phi(\theta) z_x + w, \mu \right), \beta_{n_c}^{(2)} \end{bmatrix}, \\ \dot{w} = A_{Q^1} w + (I - \pi) X_0(\theta) \tilde{F} \left( \Phi(\theta) z_x + w, \mu \right), \end{cases} \] (2.17)

where \( B = \text{diag} \{ i \omega_c, -i \omega_c \} \), \( A_{Q^1} : Q^1 \to \text{Ker} \pi \) is defined by
\[ A_{Q^1} w = \dot{w} + X_0(\theta) \left( L_0(w) + L_0^d(w) - \dot{w}(0) \right). \]
Consider the formal Taylor expansion
\[
\tilde{F}(\varphi, \mu) = \sum_{j \geq 2} \frac{1}{j!} \tilde{F}_j(\varphi, \mu), \quad F(\varphi, \mu) = \sum_{j \geq 2} \frac{1}{j!} F_j(\varphi, \mu), \quad F^d(\varphi, \mu) = \sum_{j \geq 2} \frac{1}{j!} F^d_j(\varphi, \mu).
\]
From (2.11), we have
\[
\tilde{F}_2(\varphi, \mu) = 2\mu A\varphi(0) + F_2(\varphi, \mu) + F^d_2(\varphi, \mu) \quad (2.18)
\]
and
\[
\tilde{F}_j(\varphi, \mu) = F_j(\varphi, \mu) + F^d_j(\varphi, \mu), \quad j = 3, 4, \ldots \quad (2.19)
\]
Then (2.17) is written as
\[
\begin{align*}
\dot{z} &= Bz + \sum_{j \geq 2} \frac{1}{j!} f^1_j(z, w, \mu), \\
\dot{w} &= A\phi w + \sum_{j \geq 2} \frac{1}{j!} f^2_j(z, w, \mu),
\end{align*}
\]
where
\[
f^1_j(z, w, \mu) = \Psi(0) \left[ \begin{bmatrix} \tilde{F}_j(\Phi(\theta)z_x + w, \mu), \beta^{(1)}_n c \\ \tilde{F}_j(\Phi(\theta)z_x + w, \mu), \beta^{(2)}_n c \end{bmatrix} \right],
\]
\[
f^2_j(z, w, \mu) = (I - \pi) X_0(\theta) \tilde{F}_j(\Phi(\theta)z_x + w, \mu). \quad (2.20)
\]
In terms of the normal form theory of partial functional differential equations [6], after a recursive transformation of variables of the form
\[
(z, w) = (\tilde{z}, \tilde{w}) + \sum_{j \geq 2} \frac{1}{j!} \left( U^1_j(\tilde{z}, \mu), U^2_j(\tilde{z}, \mu)(\theta) \right),
\]
where \(z, \tilde{z} \in \mathbb{R}^2, w, \tilde{w} \in \mathcal{D}^1\) and \(U^1_j : \mathbb{R}^3 \to \mathbb{R}^2, U^2_j : \mathbb{R}^3 \to \mathcal{D}^1\) are homogeneous polynomials of degree \(j\) in \(\tilde{z}\) and \(\mu\), the flow on the local center manifold for (2.10) can be written as
\[
\dot{z} = Bz + \sum_{j \geq 2} \frac{1}{j!} g^1_j(z, 0, \mu),
\]
which is the normal form as in the usual sense for ODEs.

Following [6] and [7], we have
\[
g^1_2(z, 0, \mu) = \text{Proj}_{\text{Ker}(M^1_j)} f^1_2(z, 0, \mu),
\]
and
\[
g^1_3(z, 0, \mu) = \text{Proj}_{\text{Ker}(M^1_j)} \tilde{f}^1_3(z, 0, \mu) = \text{Proj}_S \tilde{f}^1_3(z, 0, 0) + O(\mu^2|z|), \quad (2.24)
\]
where \(\tilde{f}^1_3(z, 0, \mu)\) is vector, where elements are polynomials of degree 3 in \((z, \mu)\) obtained from (2.22) after performing the change of variables, and is determined by (2.34),
\[
\text{Ker}(M^1_j) = \text{Span} \left\{ \begin{pmatrix} \mu z_1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \mu z_2 \end{pmatrix} \right\},
\]
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\[ \text{Ker} \left( M_3^1 \right) = \text{Span} \left\{ \left( \begin{array}{c} z_1^2 z_2 \\ 0 \end{array} \right), \left( \begin{array}{c} \mu^2 z_1 \\ 0 \end{array} \right), \left( \begin{array}{c} 0 \\ z_1^2 z_2 \end{array} \right), \left( \begin{array}{c} 0 \\ \mu^2 z_2 \end{array} \right) \right\} \]

and
\[ S = \text{Span} \left\{ \left( \begin{array}{c} z_1^2 z_2 \\ 0 \end{array} \right), \left( \begin{array}{c} 0 \\ z_1^2 z_2 \end{array} \right) \right\}. \]

For notational convenience, in what follows we let
\[ \mathcal{H} \left( \alpha z_1^q z_2^q \mu \right) = \left( \begin{array}{c} \alpha z_1^q z_2^q \mu \\ \overline{\alpha} z_1^q z_2^q \mu \end{array} \right), \alpha \in \mathbb{C}. \]

We then calculate \( g_j^1(z, 0, \mu) \).

### 2.2.1 Calculation of \( g_2^1(z, 0, \mu) \)

From (2.9), we have
\[ F_{d2}^d(\varphi, \mu) = F_{d20}^d(\varphi) + \mu F_{d21}^d(\varphi), \quad (2.25) \]

and
\[ F_{d3}^d(\varphi, \mu) = \mu F_{d31}^d(\varphi), \quad F_{dj}^d(\varphi, \mu) = (0, 0)^T, \quad j = 4, 5, \ldots, \quad (2.26) \]

where
\[ \begin{align*}
F_{d20}^d(\varphi) &= -2d_{21} \tau_c \left( \begin{array}{c} 0 \\ \varphi^{(1)}_x (-1) \varphi^{(2)}_x (0) + \varphi^{(1)}_{xx} (-1) \varphi^{(2)}(0) \end{array} \right), \\
F_{d21}^d(\varphi) &= 2D_1 \varphi_{xx}(0) + 2D_2 \varphi_{xx}(-1), \\
F_{d31}^d(\varphi) &= -6d_{21} \left( \begin{array}{c} 0 \\ \varphi^{(1)}_x (-1) \varphi^{(2)}_x (0) + \varphi^{(1)}_{xx} (-1) \varphi^{(2)}(0) \end{array} \right),
\end{align*} \]

It is easy to verify that
\[ \begin{align*}
&\left[ 2\mu A \left( \Phi(0) z_x \right), \beta_{n_c}^{(1)} \right] \\
&= \left[ 2\mu A \left( \Phi(0) z_x \right), \beta_{n_c}^{(2)} \right] \\
&= -2(n_c/\ell)^2 \mu \left( \begin{array}{c} D_1 \left( \Phi(0) \left( \begin{array}{c} z_1 \\ z_2 \end{array} \right) \right) + D_2 \left( \Phi(-1) \left( \begin{array}{c} z_1 \\ z_2 \end{array} \right) \right) \end{array} \right). \end{align*} \]

In addition, from (2.8), we have for all \( \mu \in \mathbb{R} \),
\[ F_2(\Phi(\theta) z_x, \mu) = F_2(\Phi(\theta) z_x, 0), \]
It follows from (2.20) that
\[
f_2^1(z, 0, \mu) = \Psi(0) \begin{bmatrix} F_2(\Phi(\theta)z_x, \mu), \beta_{h_c}^{(1)} \\ F_2(\Phi(\theta)z_x, \mu), \beta_{h_c}^{(2)} \end{bmatrix}.
\]
(2.30)

This, together with (2.18), (2.25), (2.28) and (2.29), yields to
\[
g_2^1(z, 0, \mu) = \text{Proj}_{Ker(M_2^1)} f_2^1(z, 0, \mu) = \mathcal{H}(B_1 \mu z_1),
\]
(2.31)

where
\[
B_1 = 2\psi^T \left( A\phi(0) - (n_c/\ell)^2(D_1 \phi(0) + D_2 \phi(-1)) \right) = 2i\omega_{n_c} \psi^T \phi.
\]

2.2.2 Calculation of \(g_3^1(z, 0, \mu)\)

In this subsection, we calculate the third term \(g_3^1(z, 0, 0)\) in terms of (2.24). Notice that \(\frac{1}{\pi} \tilde{f}_3^1\) in (2.24) is the term of order 3 obtained after the changes of variables in previous step. Denote
\[
f_2^{(1,1)}(z, w, 0) = \Psi(0) \begin{bmatrix} F_2(\Phi(\theta)z_x + w, 0), \beta_{h_c}^{(1)} \\ F_2(\Phi(\theta)z_x + w, 0), \beta_{h_c}^{(2)} \end{bmatrix},
\]
(2.32)
\[
f_2^{(1,2)}(z, w, 0) = \Psi(0) \begin{bmatrix} F_2^d(\Phi(\theta)z_x + w, 0), \beta_{h_c}^{(1)} \\ F_2^d(\Phi(\theta)z_x + w, 0), \beta_{h_c}^{(2)} \end{bmatrix}.
\]
(2.33)

In addition, it follows from (2.31) that \(g_2^1(z, 0, 0) = (0, 0)^T\). Then \(\tilde{f}_3^1(z, 0, 0)\) is determined by
\[
\tilde{f}_3^1(z, 0, 0)
= f_3^1(z, 0, 0) + \frac{3}{2} \left[(D_z f_2^1(z, 0, 0)) U_2^1(z, 0) + (D_w f_2^{(1,1)}(z, 0, 0)) U_2^2(z, 0)(\theta) \right.
\]
\[
+ \left. (D_{w,w,wx} f_2^{(1,2)}(z, 0, 0)) U_2^{(2,d)}(z, 0)(\theta) \right],
\]
(2.34)

where
\[
f_2^1(z, 0, 0) = f_2^{(1,1)}(z, 0, 0) + f_2^{(1,2)}(z, 0, 0),
\]
\[
D_{w,w,wx} f_2^{(1,2)}(z, 0, 0) = \left(D_w f_2^{(1,2)}(z, 0, 0), D_{w,w} f_2^{(1,2)}(z, 0, 0), D_{wx} f_2^{(1,2)}(z, 0, 0) \right),
\]
\[
U_2^1(z, 0) = (M_2^1)^{-1} \text{Proj}_{Im(M_2^1)} f_2^1(z, 0, 0), \quad U_2^2(z, 0)(\theta) = (M_2^2)^{-1} f_2^2(z, 0, 0),
\]
(2.35)
and
\[
U_2^{(2,d)}(z, 0)(\theta) = \text{col} (U_2^2(z, 0)(\theta), U_2^{2,z}(z, 0)(\theta), U_2^{2,xx}(z, 0)(\theta)).
\]
(2.36)

Next, we compute \(\text{Proj}_{S^3} \tilde{f}_3^1(z, 0, 0)\) step by step according to (2.34). The calculation is divided into the following four steps.
Step 1: The calculation of \( \text{Proj}_S f_3^1(z,0,0) \)

Let
\[
F_3(\Phi(\theta)z_x,0) = \gamma_{n_c}^3(x) \left( \sum_{q_1+q_2=3} A_{q_1q_2} z_1^{q_1} z_2^{q_2} \right), \quad q_1, q_2 \in \mathbb{N}_0.
\] (2.37)

From (2.19) and (2.26), we have \( \tilde{F}_3(\Phi(\theta)z_x,0) = F_3(\Phi(\theta)z_x,0) \). Then it follows from (2.20) and (2.37) that
\[
f_3^1(z,0,0) = \Psi(0) \left( \sum_{q_1+q_2=3} A_{q_1q_2} \int_0^{\ell \pi} \gamma_{n_c}^{q_1+q_2+1}(x) dx z_1^{q_1} z_2^{q_2} \right),
\]
which, together with the fact that \( \int_0^{\ell \pi} \gamma_{n_c}^4(x) dx = \frac{3}{2 \ell \pi} \), implies that
\[
\text{Proj}_S f_3^1(z,0,0) = \mathcal{H}(B_{21} z_1^2 z_2)
\] (2.38)
where
\[
B_{21} = \frac{3}{2 \ell \pi} \psi^T A_{21}.
\] (2.39)

Step 2: The calculation of \( \text{Proj}_S \left( \left( D_x f_2^1 \right)(z,0,0) U_2^1(z,0) \right) \)

Form (2.18) and (2.25), we have
\[
\tilde{F}_2(\Phi(\theta)z_x,0) = F_2(\Phi(\theta)z_x,0) + F_{20}^d(\Phi(\theta)z_x)
\] (2.40)

By (2.8), we write
\[
F_2(\Phi(\theta)z_x + w, \mu) = F_2(\Phi(\theta)z_x + w, 0)
\]
\[
= \gamma_{n_c}^2(x) \left( \sum_{q_1+q_2=2} A_{q_1q_2} z_1^{q_1} z_2^{q_2} \right) + \mathcal{S}_2(\Phi(\theta)z_x, w) + O(|w|^2), \quad q_1, q_2 \in \mathbb{N}_0,
\] (2.41)
where \( \mathcal{S}_2(\Phi(\theta)z_x, w) \) is the second cross terms of \( \Phi(\theta)z_x \) and \( w \). In addition, by (2.25) and (2.27), we write
\[
F_{20}^d(\Phi(\theta)z_x,0) = F_{20}^d(\Phi(\theta)z_x)
\]
\[
= (n_c/\ell)^2 \left( \xi_{n_c}^2(x) - \gamma_{n_c}^2(x) \right) \left( \sum_{q_1+q_2=2} A_{q_1q_2} z_1^{q_1} z_2^{q_2} \right),
\] (2.42)
where
\[
\xi_{n_c}(x) = \sqrt{\frac{2}{\sqrt{\ell \pi}}} \sin \left( \frac{n_c x}{\ell} \right),
\]
\[
\left\{
\begin{array}{l}
A_{20}^d = -2d_{21} \tau_c \begin{pmatrix} 0 \\ \phi_1(-1)\phi_2(0) \end{pmatrix} = A_{02}^T, \\
A_{11}^d = -2d_{21} \tau_c \begin{pmatrix} 0 \\ 2\text{Re} \{\phi_1(-1)\phi_2(0)\} \end{pmatrix}.
\end{array}
\right.
\] (2.43)
It is easy to verify that
\[
\int_0^{\ell \pi} \gamma_{nc}^3(x) dx = \int_0^{\ell \pi} \xi_{n_c}^3(x) \gamma_{nc}(x) dx = 0,
\]
Then, by (2.41)-(2.42), we have
\[
f_2^1(z, 0, 0) = \Psi(0) \left( \begin{bmatrix} F_2 (\Phi(\theta) z_x, 0), \beta_{nc}^{(1)} \\ F_2 (\Phi(\theta) z_x, 0), \beta_{nc}^{(2)} \end{bmatrix} \right) = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]
Hence,
\[
\text{Proj}_S [(D_z f_2^1) (z, 0, 0) U_2^1 (z, 0)] = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \tag{2.44}
\]

**Step 3: The calculation of** \( \text{Proj}_S \left( \left( D_w f_2^{(1, 1)} (z, 0, 0) \right) U_2^2 (z, 0) (\theta) \right) \)

Let
\[
U_2^2 (z, 0) (\theta) \triangleq h(\theta, z) = \sum_{n \in \mathbb{N}_0} h_n(\theta, z) \gamma_n(x), \tag{2.45}
\]
where
\[
h_n(\theta, z) = \sum_{q_1 + q_2 = 2} h_{n, q_1 q_2}(\theta) z_1^{q_1} z_2^{q_2}.
\]
Then, from (2.32) and (2.45), we obtain
\[
\left( D_w f_2^{(1, 1)} (z, 0, 0) \right) U_2^2 (z, 0) (\theta)
\]
\[
= \Psi(0) \left( \begin{bmatrix} D_w F_2 (\Phi(\theta) z_x + w, 0)|_{w=0} \left( \sum_{n \in \mathbb{N}_0} h_n(\theta, z) \gamma_n(x) \right), \beta_{nc}^{(1)} \\ D_w F_2 (\Phi(\theta) z_x + w, 0)|_{w=0} \left( \sum_{n \in \mathbb{N}_0} h_n(\theta, z) \gamma_n(x) \right), \beta_{nc}^{(2)} \end{bmatrix} \right).
\]
By (2.41), we obtain
\[
D_w F_2 (\Phi(\theta) z_x + w, 0)|_{w=0} \left( \sum_{n \in \mathbb{N}_0} h_n(\theta, z) \gamma_n(x) \right) = S_2 \left( \Phi(\theta) z_x, \sum_{n \in \mathbb{N}_0} h_n(\theta, z) \gamma_n(x) \right)
\]
and
\[
\left( S_2 \left( \Phi(\theta) z_x, \sum_{n \in \mathbb{N}_0} h_n(\theta, z) \gamma_n(x) \right), \beta_{nc}^{(1)} \right)
\]
\[
= \sum_{n \in \mathbb{N}_0} b_n \left( S_2 (\phi(\theta) z_1, h_n(\theta, z)) + S_2 (\bar{\phi}(\theta) z_2, h_n(\theta, z)) \right),
\]

12
$$b_n = \int_0^{rt\pi} \gamma_{nc}(x) \gamma_n(x) dx = \begin{cases} \frac{1}{\sqrt{\ell \pi}}, & n = 0, \\ \frac{1}{\sqrt{2\ell \pi}}, & n = 2n_c, \\ 0, & \text{otherwise}. \end{cases} \tag{2.46}$$

Hence,

$$\left( D_{w f}^{(1,1)} (z, 0, 0) \right) U_2^2(z, 0)(\theta) = \Psi(0) \left( \sum_{n=0,2n_c} b_n \left( S_2 \left( \phi(\theta) z_1, h_n(\theta, z) \right) + S_2 \left( \phi(\theta) z_2, h_n(\theta, z) \right) \right) \right).$$

Then, we have

$$\text{Proj}_S \left( D_{w f}^{(1,1)} (z, 0, 0) U_2^2(z, 0)(\theta) \right) = \mathcal{H} \left( B_{22} z_1^2 z_2 \right), \tag{2.47}$$

where

$$B_{22} = \frac{1}{\sqrt{\ell \pi}} \psi^T \left( S_2 \left( \phi(\theta), h_{0,11}(\theta) \right) + S_2 \left( \phi(\theta), h_{0,20}(\theta) \right) \right) + \frac{1}{\sqrt{2\ell \pi}} \psi^T \left( S_2 \left( \phi(\theta), h_{2n_c,11}(\theta) \right) + S_2 \left( \phi(\theta), h_{2n_c,20}(\theta) \right) \right). \tag{2.48}$$

**Step 4: The calculation of \text{Proj}_S \left( D_{w f}^{(1,2)} (z, 0, 0) U_2^{(2,d)}(z, 0)(\theta) \right)**

Denote \( \varphi(\theta) = (\varphi^{(1)}, \varphi^{(2)})^T = \Phi(\theta) z_x \) and

$$F_2^d(\varphi(\theta), w, w_x, w_{xx}) = F_2^d(\varphi(\theta) + w, 0) = F_2^d(\varphi(\theta) + w)$$

$$= -2d_{21} \tau_c \begin{pmatrix} 0 \\ (\varphi_x^{(1)}(-1) + w_x^{(1)}(-1)) (\varphi_x^{(2)}(0) + w_x^{(2)}(0)) \end{pmatrix}$$

$$-2d_{21} \tau_c \begin{pmatrix} 0 \\ (\varphi_x^{(1)}(-1) + w_x^{(1)}(-1)) (\varphi_x^{(2)}(0) + w_x^{(2)}(0)) \end{pmatrix},$$

and for \( \phi(\theta) = (\phi_1(\theta), \phi_2(\theta))^T, y(\theta) = (y_1(\theta), y_2(\theta))^T \in C \left( [-1, 0], \mathbb{R}^2 \right), \)

$$\begin{cases} S_2^{(d,1)}(\phi(\theta), y(\theta)) = -2d_{21} \tau_c \begin{pmatrix} 0 \\ \phi_1(-1) y_2(0) \end{pmatrix}, \\ S_2^{(d,2)}(\phi(\theta), y(\theta)) = -2d_{21} \tau_c \begin{pmatrix} 0 \\ \phi_1(-1) y_2(-1) \end{pmatrix} - 2d_{21} \tau_c \begin{pmatrix} 0 \\ \phi_2(0) y_1(-1) \end{pmatrix}, \tag{2.49} \\ S_2^{(d,3)}(\phi(\theta), y(\theta)) = -2d_{21} \tau_c \begin{pmatrix} 0 \\ \phi_2(0) y_1(-1) \end{pmatrix}. \end{cases}$$
Then, from (2.33), (2.36) and (2.45), we have

\[
\left(D_{w,w_x,w_{xx}} f_2^{(1,2)}(z,0,0)\right) U_2^{(2,d)}(z,0)(\theta) = \Psi(0) \left[
\begin{bmatrix}
D_{w,w_x,w_{xx}} F_2^d(\varphi(\theta),w,w_x,w_{xx})U_2^{(2,d)}(z,0)(\theta), \beta^{(1)}_{nc} \\
D_{w,w_x,w_{xx}} F_2^d(\varphi(\theta),w,w_x,w_{xx})U_2^{(2,d)}(z,0)(\theta), \beta^{(2)}_{nc}
\end{bmatrix}
\right]
\]

and then we obtain

\[
\text{Proj}_S \left(D_{w,w_x,w_{xx}} f_2^{(1,2)}(z,0,0)\right) U_2^{(2,d)}(z,0)(\theta) = \mathcal{H}(B_{23}z_1^2z_2), \quad (2.50)
\]

where

\[
B_{23} = -\frac{1}{\sqrt{4\pi}} (n_c/\ell)^2 \psi^T \left(S_2^{(d,1)}(\phi(\theta), h_{0,11}(\theta)) + S_2^{(d,1)}(\bar{\phi}(\theta), h_{0,20}(\theta))\right) + \frac{1}{\sqrt{2\pi}} \psi^T \sum_{j=1,2,3} b_{2nc}^{(j)} \left(S_2^{(d,j)}(\phi(\theta), h_{2nc,11}(\theta)) + S_2^{(d,j)}(\bar{\phi}(\theta), h_{2nc,20}(\theta))\right) \quad (2.51)
\]

with

\[
b_{2nc}^{(1)} = -(n_c/\ell)^2, \quad b_{2nc}^{(2)} = 2(n_c/\ell)^2, \quad b_{2nc}^{(3)} = -(2n_c/\ell)^2.
\]

2.2.3 Normal form of the Hopf bifurcation and the corresponding coefficients

According to the above calculations, we have obtained the normal form of the Hopf bifurcation in the following form

\[
\dot{z} = Bz + \frac{1}{2} \left( \frac{B_1z_1\mu}{B_1z_2\mu} + \frac{1}{3!} \left( \frac{B_2z_1^2z_2}{B_2z_1^2z_2} \right) + O(|\mu|^2 + |z|^4), \quad (2.52)
\]

where

\[
B_1 = 2i\omega_{nc} \psi^T \phi, \quad B_2 = B_{21} + \frac{3}{2} (B_{22} + B_{23}),
\]

and \(B_{2j}, j = 1, 2, 3\), are determined by (2.39), (2.48) and (2.51). Through the change of variables \(z_1 = w_1 - iw_2, z_2 = w_1 + iw_2\) and \(w_1 = \rho \cos \xi, w_2 = \rho \sin \xi\), the normal form (2.52) can be written as the following form in polar coordinates

\[
\dot{\rho} = K_1 \rho + K_2 \dot{\rho}^3 + O(\rho^2 + (\rho, \mu) |^4),
\]

with \(K_1 = \frac{1}{2} \text{Re}(B_1), \quad K_2 = \frac{1}{3!} \text{Re}(B_2)\). According to [1], the sign of \(K_1K_2\) determines the direction of the bifurcation (supercritical for \(K_1K_2 < 0\) and subcritical for \(K_1K_2 > 0\)), and the sign of \(K_2\) determines the stability of the Hopf bifurcating periodic orbits (stable for \(K_2 < 0\) and unstable for \(K_2 > 0\)).

From (2.39), (2.48) and (2.51), it is obvious that in order to obtain the value of \(K_2\), we still need to compute \(h_{0,20}(\theta), h_{0,11}(\theta), h_{2nc,20}(\theta), h_{2nc,11}(\theta), \) and \(A_{ij}\).
From [6], we have

\[ M_2^2 (h_n(\theta, z)\gamma_n(x)) \]

\[ = D_z (h_n(\theta, z)\gamma_n(x)) Bz - A_{Q1} (h_n(\theta, z)\gamma_n(x)), \]

which leads to

\[
\begin{bmatrix}
M_2^2 (h_n(\theta, z)\gamma_n(x)), \beta^{(1)}_n \\
M_2^2 (h_n(\theta, z)\gamma_n(x)), \beta^{(2)}_n
\end{bmatrix}
\]

\[ = 2i\omega_c \left( h_{n,00}(\theta) \gamma_n^2 - h_{n,02}(\theta) \gamma_n^2 \right) 
- \left( h_n(\theta, z) + X_0(\theta) \left( L_0(h_n(\theta, z)) - h_n(0, z) \right) \right), \]

where

\[ L_0(h_n(\theta, z)) = -\tau_c (n/\ell)^2 \left( D_1 h_n(0, z) + D_2 h_n(-1, z) \right) + \tau_c A h_n(0, z). \]

By (2.21), we get

\[
\begin{bmatrix}
f_2^2(z, 0, 0), \beta^{(1)}_n \\
f_2^2(z, 0, 0), \beta^{(2)}_n
\end{bmatrix}
\]

\[ = \begin{cases}
\frac{1}{\sqrt{\kappa}} X_0(\theta) \left( A_{20} z_1^2 + A_{02} z_2^2 + A_{11} z_1 z_2 \right), & n = 0, \\
\frac{1}{\sqrt{2\kappa}} X_0(\theta) \left( \tilde{A}_{20} z_1^2 + \tilde{A}_{02} z_2^2 + \tilde{A}_{11} z_1 z_2 \right), & n = 2n_c,
\end{cases} \]

(2.55)

where \( \tilde{A}_{j_1,j_2} \) is defined as follows

\[
\begin{align*}
\tilde{A}_{j_1,j_2} &= A_{j_1,j_2} - 2(n_c/\ell)^2 A_{j_1,j_2}^d, \\
j_1, j_2 &= 0, 1, 2, \quad j_1 + j_2 = 2,
\end{align*}
\]

where \( A_{j_1,j_2}^d \) is determined by (2.43) and \( A_{j_1,j_2} \) will be determined in the following.
Hence, from (2.35), (2.53)-(2.55) and matching the coefficients of $z_1^2, z_1z_2$, we have

$$n = 0, \quad \begin{cases} z_1^2 : \quad & h_{0,20}(\theta) - 2i\omega c h_{0,20}(\theta) = (0, 0)^T, \\ h_{0,20}(0) - L_0(h_{0,20}(\theta)) = \frac{1}{\sqrt{\ell\pi}} A_{20}, \end{cases}$$

$$n = 2n_c, \quad \begin{cases} z_1^2 : \quad & h_{2n_c,20}(\theta) - 2i\omega c h_{2n_c,20}(\theta) = (0, 0)^T, \\ h_{2n_c,20}(0) - \mathcal{L}_0(h_{2n_c,20}(\theta)) = \frac{1}{\sqrt{2\ell\pi}} \tilde{A}_{20}, \end{cases}$$

Solving (2.56), (2.57), we obtain

$$\begin{cases} h_{0,20}(\theta) = \frac{1}{\sqrt{\ell\pi}} \left( \mathcal{M}_0(2i\omega c) \right)^{-1} A_{20} e^{2i\omega c \theta}, \\ h_{0,11}(\theta) = \frac{1}{\sqrt{\ell\pi}} \left( \mathcal{M}_0(0) \right)^{-1} A_{11}, \end{cases}$$

and

$$\begin{cases} h_{2n_c,20}(\theta) = \frac{1}{\sqrt{2\ell\pi}} \left( \mathcal{M}_{2n_c}(2i\omega c) \right)^{-1} \tilde{A}_{20} e^{2i\omega c \theta}, \\ h_{2n_c,11}(\theta) = \frac{1}{\sqrt{2\ell\pi}} \left( \mathcal{M}_{2n_c}(0) \right)^{-1} \tilde{A}_{11}, \end{cases}$$

where the matrix $\mathcal{M}_n(\lambda)$ is defined by (2.14).

Remark 2.1. Although the normal form of the delay-induced Hopf bifurcation has extensively studied, the existing procedures can not be applied to the memory-based diffusion system because of the nonlinearity of the diffusion terms and the existence of the delay in the diffusion terms. Compared with the existing procedures, the procedure in our Step 4 is the main characteristic difference.

3 Application to a predator-prey model with Holling type-II functional response

We now apply our newly developed algorithm in Section 2 to a predator-prey model, where in the model (1.1)

$$f(u, v) = u \left( 1 - \frac{u}{a} \right) - \frac{buv}{1 + u}, \quad g(u, v) = \frac{buv}{1 + u} - cv.$$
Then, (1.1) becomes the following predator-prey model with Holling type II functional response:

\[
\begin{align*}
\frac{\partial u(x,t)}{\partial t} &= d_{11}u_{xx}(x,t) + u \left(1 - \frac{u}{a}\right) - \frac{bu}{1+u}, & 0 < x < \ell \pi, t > 0, \\
\frac{\partial v(x,t)}{\partial t} &= -d_{21}(v(x,t)u_x(x,t - \tau))_x + d_{22}v_{xx}(x,t) - cv + \frac{bu}{1+u}, & 0 < x < \ell \pi, t > 0, \\
u_x(0,t) &= u_x(\ell \pi, t) = v_x(0,t) = v_x(\ell \pi, t) = 0, & t \geq 0.
\end{align*}
\]

(3.1)

3.1 Stability and bifurcation analysis

System (3.1) has the positive constant steady state \( E^* = (u^*, v^*) \), where

\[
u^* = \frac{c}{b-c}, \quad v^* = \frac{(a-u^*)(1+u^*)}{ab},
\]

provided that \( b > \frac{c(1+a)}{a} \) holds. For \( E^*(u^*, v^*) \), we have

\[
a_{11} = \frac{\gamma(a-1-2\gamma)}{a(1+\gamma)} \begin{cases} 
\leq 0, & \frac{a-1}{2} \leq \gamma < a, \\
> 0, & 0 < \gamma < \frac{a-1}{2},
\end{cases}
\]

\[
a_{12} = -c < 0, \quad a_{21} = \frac{a-\gamma}{a(1+\gamma)} > 0, \quad a_{22} = 0,
\]

where \( \gamma = \frac{c}{b-c} \). Let

\[
J_n = d_{11}d_{22}(n/\ell)^4 - (d_{11}a_{22} + d_{22}a_{11})(n/\ell)^2 + \text{Det}(A),
\]

(3.3)

From (3.2) and (3.3), it is easy to verify that \( T_n < 0 \) and \( J_n > 0 \) provided that

\[
(C_0) \quad \frac{a-1}{2} < \gamma < a.
\]

This implies that when \( d_{21} = 0 \) and the condition \( (C_0) \) holds, the positive steady state \( E^* \) is asymptotically stable for \( d_{11} \geq 0 \) and \( d_{22} \geq 0 \). In what follows, we always assume that the condition \( (C_0) \) holds.

Since \( J_n > 0 \) under the condition \( (C_0) \), we have \( \Gamma(0) = J_n - d_{21}v^*a_{12} > 0 \). This implies that \( \lambda = 0 \) is not a root of Eq. (2.5).

Let \( \lambda = i\omega \ (\omega > 0) \) be a root of (2.5). Substituting it along with expressions in (3.2) into (2.5) and separating the real from the imaginary parts, we have

\[
\begin{align*}
\omega^2 - J_n &= (n/\ell)^2cd_{21}v^* \cos(\omega \tau), \\
-T_n\omega &= (n/\ell)^2cd_{21}v^* \sin(\omega \tau),
\end{align*}
\]

(3.4)

which yields

\[
\omega^4 + P_n\omega^2 + Q_n = 0,
\]

(3.5)
where

\[ P_n = T_n^2 - 2J_n \]
\[ = (d_{11}^2 + d_{22}^2) (n/\ell)^4 - 2(d_{11}a_{11} + d_{22}a_{22}) (n/\ell)^2 + a_{11}^2 + a_{22}^2 + 2a_{12}a_{21}. \]  

(3.6)

and

\[ Q_n = (J_n + cd_{21}v_s(n/\ell)^2) (J_n - cd_{21}v_s(n/\ell)^2). \]  

(3.7)

and

\[ a_{11}^2 + a_{22}^2 + 2a_{12}a_{21} \begin{cases} \leq 0, & c \geq c_*, \\ > 0, & c < c_* \end{cases} \]

where

\[ c_* = \frac{\gamma^2(a - 1 - 2\gamma)^2}{2a(1 + \gamma)(a - \gamma)}. \]  

(3.8)

For simplification, we assume that \( c < c_* \). Then, \( P_n > 0 \) for any \( n \in \mathbb{N}_0 \). Define

\[ d_{21}^{(n)} = \frac{J_n}{cv_s(n/\ell)^2} = \frac{1}{cv_s} (d_{11}d_{22}(n/\ell)^2 + \frac{\text{Det}(A)}{(n/\ell)^2} - (d_{11}a_{22} + d_{22}a_{11})) > 0, \]

(3.9)

Then, for fixed \( n \), by (3.7) we have

\[ Q_n \begin{cases} > 0, & 0 < d_{21} < d_{21}^{(n)}, \\ = 0, & d_{21} = d_{21}^{(n)}, \\ < 0, & d_{21} > d_{21}^{(n)} \end{cases} \]  

(3.10)

Thus, when \( d_{21} > d_{21}^{(n)} \), Eq.(3.5) has one positive root \( \omega_n \), where

\[ \omega_n = \sqrt{-P_n \pm \sqrt{P_n^2 - 4Q_n^2}}. \]  

(3.11)

Notice that \( T_n < 0 \). From (3.4), we have

\[ \sin (\omega_n \tau) = \frac{-T_n\omega_n}{(n/\ell)^2 cd_{21}v_s} > 0 \]

Thus, set

\[ \tau_{n,j} = \frac{1}{\omega_n} \left\{ \arccos \left\{ \frac{\omega_n^2 - J_n}{d_{21}v_s(n/\ell)^2} \right\} + 2j\pi \right\}, \quad j \in \mathbb{N}_0, \ n \in \mathbb{N}, \]  

(3.12)

then (2.5) has a pair of purely imaginary roots \( \pm \omega_n i \) at \( \tau = \tau_{n,j}^+ \). And it is easy to verify the transversality condition satisfies \( \frac{d\text{Re}(\lambda(\tau))}{d\tau} \bigg|_{\tau = \tau_{n,j}} > 0 \).

Let

\[ d_{21}^* = \min_{n \in \mathbb{N}} \left\{ d_{21}^{(n)} \right\} > 0. \]  

(3.13)

From (3.9), it is easy to verify that \( d_{21}^{(n)} \) is decreasing for \( n < \ell \sqrt{\frac{\text{Det}(A)}{d_{11}d_{22}}} \), is increasing for \( n > \ell \sqrt{\frac{\text{Det}(A)}{d_{11}d_{22}}} \) and \( d_{21}^{(n)} \to \infty \) as \( n \to \infty \). This implies that \( d_{21}^* \) exists.
For fixed $d_{21} > d_{21}^*$, define an index set

$$U(d_{21}) = \left\{ n \in \mathbb{N} : d_{21}^{(n)} < d_{21} \right\}.$$ 

By the above discussion, we obtain the following results on the stability and Hopf bifurcation of system (3.1).

**Theorem 3.1.** Assume that the condition $(C_0)$ holds and $c < c_*$. Then we have the following:

(a) when $0 < d_{21} \leq d_{21}^*$, the positive constant steady state $(u_*, v_*)$ of system (3.1) is locally asymptotically stable for any $\tau \geq 0$;

(b) when $d_{21} > d_{21}^*$, there exists a critical value $\tau_*(d_{21})$ of the delay such that

(b1) the positive constant steady state $(u_*, v_*)$ of system (3.1) is locally asymptotically stable for $0 \leq \tau < \tau_*(d_{21})$ and unstable for $\tau > \tau_*(d_{21})$, where

$$\tau_*(d_{21}) = \min_{n \in U(d_{21})} \left\{ \tau_n, 0 \right\}.$$ 

(b2) system (3.1) undergoes mode–$n$ Hopf bifurcation at $\tau = \tau_{n,j}, n \in U(d_{21})$, and multiple Hopf bifurcations occur when these Hopf bifurcation curves $\tau = \tau_{n,j}, n \in U(d_{21})$ have interaction point on the $d_{21} - \tau$ plane.

### 3.2 Direction and stability of the Hopf bifurcation

We now numerically investigate the bifurcation direction and stability of the bifurcation. To this end, we set the parameters as follows

$$a = 1, \quad b = \frac{3}{10}, \quad c = \frac{1}{10}, \quad d_{11} = \frac{3}{5}, \quad d_{22} = \frac{4}{5}, \quad \ell = 2.$$ 

Then, we have $(u_*, v_*) = (1/5, 5/2), \gamma = 1/2,$

$$a_{11} = -\frac{1}{3}, \quad a_{12} = -\frac{1}{10}, \quad a_{21} = \frac{1}{3}, \quad a_{22} = 0$$

and $Tr(A) = -1/2, Det(A) = 1/30$. It follows from (3.6) and (3.9) that

$$P_n = \frac{1}{16} n^4 + \frac{1}{10} n^2 + \frac{2}{45} > 0,$$

and

$$d_{21}^{(n)} = \frac{12 n^2}{25} + \frac{8}{15 n^2} + \frac{16}{15}.$$ 

(3.14)

Notice that $P_n > 0$ for any $n \in \mathbb{N}$, which together with (3.10), implies that for a fixed $n$, Eq. (3.5) has no positive root for $d_{21} < d_{21}^{(n)}$ and has only one positive root for $d_{21} \geq d_{21}^{(n)}$. From (3.14), it is easy to verify that $d_{21}^{(n)} < d_{21}^{(n+1)}$ for any $n \in \mathbb{N}$, and

$$d_{21}^{(1)} = 2.08 < d_{21}^{(2)} = 3.12 < d_{21}^{(3)} = 5.4459.$$
Figure 1: Stability region and Hopf bifurcation curves in $d_{21} - \tau$ plane. The dotted region is the stability region and $\tau = \tau_k, k = 1, 2, 3$, are Hopf bifurcation curves. Hopf bifurcation curves $\tau = \tau_{1,0}$ and $\tau = \tau_{2,0}$ intersect at the point $P(4.1354, 4.0292)$. The points $P_1(4,2), P_2(3.6,5.3), P_3(6,2)$ and $P_4(4.3,5.2)$ are chosen for the numerical simulations.

Therefore, by (3.13), we have $d^*_{21} = d^{(1)}_{21} = 2.08$. It follows from (3.8) that $c_* = 1/6$. By Theorem (3.1), we have the following stability result.

**Proposition 3.2.** For system (3.1) with the parameters $a = 1$, $b = 3/10$, $c = 1/10$, $d_{11} = 6/10$, $d_{22} = 8/10$, $\ell = 2$, when $0 \leq d_{21} < d^{(1)}_{21} = 2.08$, the positive constant steady state $(u_*, v_*) = (1/5, 5/2)$ is locally asymptotically stable for any $\tau \geq 0$;

For fixed $d_{21} > d^{(1)}_{21}$, the positive constant steady state $(u_*, v_*)$ is asymptotically stable for $\tau < \tau^*(d_{21})$ and unstable for $\tau > \tau^*(d_{21})$. Fig 1 illustrates the stability region and the Hopf bifurcation curves in the $d_{21} - \tau$ plane for $3 \leq d_{21} \leq 8$ and $0 \leq \tau \leq 6$. The Hopf bifurcation curves $\tau = \tau_{1,0}$ and $\tau = \tau_{2,0}$ intersect at the point $P_1(4.1354, 4.0292)$, which is the double Hopf bifurcation point. For the point $P_1(4,2)$ located in the stability region, Fig 2 illustrates the evolution of the solution of system (3.1) starting from the initial values $u_0(x) = 0.2 + 0.1\cos(\pi x/2)$, $v_0(x) = 2.5 + 0.1\cos(\pi x/2)$, finally converging to the constant steady state $(u_*, v_*)$.

From Fig 1, it is obvious to see that

$$
\tau^*(d_{21}) = \begin{cases} 
\tau_{1,0}, & d^{(1)}_{21} < d_{21} < 4.1354, \\
\tau_{2,0}, & 4.1354 < d_{21} < 8.
\end{cases}
$$
Figure 2: The spatial-temporal dynamics of system (3.1) with the parameters \( a = 1 \), \( b = \frac{3}{10} \), \( c = \frac{1}{10} \), \( d_{11} = \frac{6}{10} \), \( d_{22} = \frac{8}{10} \), \( \ell = 2 \) and \((d_{21}, \tau)\) being chosen as the point \( P_1(4, 2)\) of Fig.1. The constant steady state is stable is asymptotically stable. The initial values are \( u_0(x) = 0.2 + 0.1 \cos(x/2) \), \( v_0(x) = 2.5 + 0.1 \cos(x/2) \).

For \( d_{21} = 3.6 \), it follows from (3.11) and (3.12) that
\[
\tau_{1,0} = 5.1033 < \tau_{2,0} = 6.6493.
\]

For the critical mode-1 Hopf bifurcation at \( \tau_{1,0} = 5.1033 \), the direction and stability of this Hopf bifurcation can be determined by the procedure in the previous section with \( \tau_c = \tau_{1,0} = 5.1033 \) and \( d_{21}^c = 3.6 \). A directional calculation shows that
\[
K_1 = 0.0597 > 0, \quad K_2 = -1.5624 < 0,
\]
which implies that the mode-1 spatially inhomogeneous Hopf bifurcation at \( \tau_{1,0} \) is supercritical and stable. For \( \tau = 5.2 > \tau_{1,0} \), Fig.3(a) – (b) illustrate the existence of the spatially inhomogeneous periodic solution with mode-1 spatial pattern.

For \( d_{21} = 6 \), it follows from (3.11) and (3.12) that
\[
\tau_{2,0} = 1.8398 < \tau_{1,0} = 2.3542.
\]

For the critical Hopf bifurcation value \( \tau_{2,0} = 1.8398 \), we have
\[
K_1 = 0.1733 > 0, \quad K_2 = -2.2283 < 0,
\]
which implies that the mode-2 spatially inhomogeneous Hopf bifurcation at \( \tau_{2,0} \) is also supercritical and stable. For \( \tau = 2 > \tau_{2,0} \), Fig.3(c) – (d) illustrate the existence of the spatially inhomogeneous periodic solution with mode-2 spatial pattern.

We would like to mention that the interaction of mode-1 and mode-2 Hopf bifurcations leads to more complex dynamics. To investigate the dynamical classification near the double Hopf point \( P \) in detail, the normal form for double Hopf bifurcation should be further developed. For
Figure 3: The spatial-temporal dynamics of system (3.1) with the parameters $a = 1$, $b = \frac{3}{10}$, $c = \frac{1}{10}$, $d_{11} = \frac{6}{10}$, $d_{22} = \frac{8}{10}$, $\ell = 2$. (a) – (b) For the point $P_2(3.6, 5.3)$ of Fig.1, there exists a spatially inhomogeneous periodic solution with mode-1 spatial pattern. The initial values are $u_0(x) = 0.2 + 0.1 \cos(x/2)$, $v_0(x) = 2.5 + 0.1 \cos(x/2)$. (c) – (d) For the point $P_3(6, 2)$ of Fig.1, there exists a spatially inhomogeneous periodic solution with mode-2 spatial pattern. The initial values are $u_0(x) = 0.2 + 0.1 \cos(x)$, $v_0(x) = 2.5 + 0.1 \cos(x)$. 

(a)  

(b)  

(c)  

(d)
Figure 4: The spatial-temporal dynamics of system (3.1) with the parameters $a = 1$, $b = \frac{3}{10}$, $c = \frac{1}{10}$, $d_{11} = \frac{6}{10}$, $d_{22} = \frac{8}{10}$, $\ell = 2$ and $(d_{21}, \tau)$ being the point $P_4(4.3, 5.2)$ of Fig.1 far from the Hopf bifurcation curves. Pattern transition from the mode-2 spatially inhomogeneous periodic solution to mode-1 spatially inhomogeneous periodic solution. The initial values are $u_0(x) = 0.2 + 0.1 \cos(x)$, $v_0(x) = 2.5 + 0.2 \cos(x)$.

The point $P_4(4.3, 5.2)$ of Fig.1 far from the Hopf bifurcation curves $\tau = \tau_{k,0}, k = 1, 2$, Fig.4 shows the pattern transition from the mode-2 spatially inhomogeneous periodic solution (Figs.4(a) and (d)) to mode-1 spatially inhomogeneous periodic solution (Figs.4(c) and (f)). Figs.4(b) and (e) also illustrate the transently unstable quasi-periodic patterns.

4 Conclusion and discussion

In this paper, we have developed an algorithm for computing the normal form of the Hopf bifurcation for the reaction-diffusion systems with memory diffusion. Because of the nonlinearity of the diffusion term and the presence of the delay in the diffusion term, the traditional algorithms for computing the normal form of the Hopf bifurcation for the reaction-diffusion system is not applied to this system. To fill this gap, we generalized the existing algorithms for the reaction-diffusion systems where the diffusion terms are linear and the delay only appears in the reaction terms, to the case where the diffusion terms are not linear and the delay appears not only in the reaction terms but also in the diffusion terms.

As an illustration of this newly developed algorithm, we considered a diffusive predator-prey system with memory-based diffusion and Holling type-II functional response. The memory delay-induced spatially inhomogeneous Hopf bifurcations and the double Hopf bifurcations due to their interactions are observed.

We would also like to mention that the delay-induced double Hopf bifurcation often occurs
in reaction-diffusion systems with memory diffusion and may lead to more complex dynamics like two/three invariant torus. To determine the dynamical classifications near the double Hopf bifurcation points, new algorithms for computing the normal form of the double Hopf bifurcation of the reaction-diffusion systems with memory diffusion are desired.
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