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ABSTRACT

Advances in Machine Learning (ML) have led to its adoption as an integral component in many applications, including banking, medical diagnosis, and driverless cars. To further broaden the use of ML models, cloud-based services offered by Microsoft, Amazon, Google, and others have developed ML-as-a-service tools as black-box systems. However, ML classifiers are vulnerable to adversarial examples: inputs that are maliciously modified can cause the classifier to provide adversary-desired outputs. Moreover, it is known that adversarial examples generated on one classifier are likely to cause another classifier to make the same mistake, even if the classifiers have different architectures or are trained on disjoint datasets. This property, which is known as transferability, opens up the possibility of attacking black-box systems by generating adversarial examples on a substitute classifier and transferring the examples to the target classifier.

Therefore, the key to protect black-box learning systems against the adversarial examples is to block their transferability. To this end, we propose a training method that, as the input is more perturbed, the classifier smoothly outputs lower confidence on the original label and instead predicts that the input is "invalid". In essence, we augment the output class set with a NULL label and train the classifier to reject the adversarial examples by classifying them as NULL. In experiments, we apply a wide range of attacks based on adversarial examples on the black-box systems. We show that a classifier trained with the proposed method effectively resists the adversarial examples, while maintaining the accuracy on clean data.

1. INTRODUCTION

Machine learning (ML) techniques have substantially advanced in the past decade and are having significant impacts on everyday lives. Success of ML algorithms has led to an explosion in demand. ML models are also increasingly applied in security-sensitive and critical systems; for instance, autonomous vehicles heavily rely on computer vision algorithms [1] and the system security is of paramount importance. To further broaden and simplify the use of ML algorithms, cloud-based services offered by Amazon, Google, Microsoft, BigML, and others have developed ML-as-a-service tools. Thus, users and companies can readily benefit from ML applications without having to train or host their own models. The wide deployment of the remotely-hosted systems signifies the importance of studying the security of the black-box learning systems, where the adversary does not have access to the model parameters.

The implicit assumption in training ML models is that they will be deployed in benign settings. However, many works have pointed out their vulnerability in adversarial scenarios [2][7]. One type of the vulnerabilities of the ML classifiers is that an adversary can significantly change the algorithm output by slightly perturbing the input. Such modified inputs are called adversarial examples [8]. The adversary’s goal is to cause the model to either misclassify the input (misclassification attack) or output a target label (targeted attack). Attacks based on adversarial examples can be categorized according to the adversary’s knowledge about the system. If the adversary has full knowledge about the internal structure of the classifier, she can solve an optimization problem to obtain the smallest change that has the largest adversary-desired influence on the output [9][11].

However, in many real-world applications, the adversary may not have access to the system parameters. Therefore, a more realistic attack model is the black-box model, where we assume that the adversary only possesses a small dataset and has an oracle access to the system, i.e., she can query the classifier with any input and obtain its output label [12]. Because of the adversary’s limited knowledge, it may seem that black-box systems are secure against adversarial examples. However, it has been shown that adversarial examples, generated on one classifier, are likely to cause another
classifier to make the same mistake, even if the the classifiers have different architectures or are trained on disjoint datasets. This property is known as transferability [8]. In [12,13], Papernot et al. used the transferability property to attack remotely-hosted learning systems (e.g. Amazon AWS) using the adversarial examples generated on a substitute classifier.

Therefore, the key to protect black-box learning systems against the adversarial examples is to block their transferability. The question is: can we train the classifier to discard adversarial examples, while maintaining the accuracy on the clean data? We study this problem in the black-box setting and observed that adversarial examples transferred from the substitute classifier can be viewed as the noisy version of the adversarial examples generated on the target classifier. In common ML classifiers, the predictions vary smoothly around the input samples, i.e., they classify the noisy samples into the same label as the clean samples. This property enables the transferability of the adversarial examples. To block transferability, we propose a training method such that, as the input is more perturbed, the classifier shows lower confidence on the original label and instead declares that the input is "invalid". During the training phase, the classifier examines the distinction between the clean and adversarial data, and learns to discard the adversarial examples, while keeping the clean inputs.

In this paper, we make the following contributions:

- It is reasonable to assume that the adversary may not have any access to the target system. Therefore, considering the black-box model, we propose a more restricted adversary’s model called Blind Model. In the blind model, the adversary only possesses a small dataset and, unlike the black-box model, cannot query the target classifier. Using the transferability property of adversarial examples, we develop attacks on learning systems under both black-box and blind models.

- We experimentally evaluate the robustness of the black-box learning systems against the adversarial examples. In particular, we consider 1) online learning systems from Amazon and Microsoft oracles, 2) deep neural networks, and 3) neural networks trained to be robust [9]. We show that even under the blind model, the adversary can mount both the misclassification and targeted attacks. This further represents a more serious attack vector on black-box learning systems.

- We then propose a defense framework for black-box systems to block the transferability of the adversarial examples. Essentially, we augment the output class set of the classifier with an additional label called NULL. During the training phase, we generate adversarial examples and train the ML algorithm to label them as NULL with appropriate probabilities according to the amount of perturbation. We show that the proposed method can effectively reject adversarial examples, by classifying them as NULL, while classifying the clean data as their original labels.

As an illustration, Fig. 1 compares the approach of NULL labeling with the original labeling. The ML classifier assigns a probability vector to each image. As the input is more perturbed, the classifier’s belief in the ground-truth label decreases and eventually, with enough perturbation, the adversary can cause the classifier to misclassify the input with high confidence. However, with NULL labeling, as the input is more perturbed, the classifier assigns higher probability to the NULL label, and thus discards the adversarial example.

2. PRELIMINARIES

Traditional ML models can be partitioned into two categories of supervised or unsupervised learning, which are the tasks of inferring a function from labeled training data or inferring a function to describe hidden structure from unlabeled data, respectively [14]. Similar to previous works on adversarial learning [8,13], we restrict ourselves to the problem of learning multi-class classifiers in supervised settings.

A classifier is a function that maps the input feature vector \(X\) to the output probability vector \(Z\), where \(Z_i\) the \(i\)-th element of the vector \(Z\), represents the probability that the input belongs to the \(i\)-th class. For each input, the output label is the class with the highest probability. The training data is composed of the labeled samples \(X, y\). We assume that input features are continuous and bounded and, without loss of generality, assume they are bounded between 0 and 1, i.e., \(X_i \in [0,1]\).

Throughout this paper, we demonstrate the results on two ML datasets, MNIST [15] and German Traffic Signs Recognition Benchmark (GTSRB) [16]. MNIST is a dataset of handwritten digits with 70,000 gray-scale images of size 28 \(\times\) 28, split into three groups of 50,000 training samples, 10,000 validation samples, and 10,000 test samples. The task involves the classification of images of digits into one of 10 classes, corresponding to digits 0 to 9. GTSRB is a dataset of color images of 43 traffic signs, with 39,209 training samples, and 12,630 test samples. Images vary in size; we resize all images to the same size as MNIST inputs (28 \(\times\) 28 gray-scale images) and pass them through a histogram equalization filter. We also randomize the ordering of the training data and use the first 5,000 samples as the validation set. Some representative samples of each dataset are shown in Figure 2. We present the experimental results on Deep Neural Networks (DNN). The network structures used for MNIST and GTSRB datasets are given in Appendix A.

![Figure 2: Representative samples from MNIST dataset (top) and GTSRB dataset (bottom).](image-url)

3. ADVERSARIAL EXAMPLES

In this section, we provide the definition of adversarial examples and review different methods for generating adversarial examples and defending against them. We describe the techniques which are most relevant to our context and will explore other techniques in more details in Section 4.

3.1 Definition of Adversarial Examples

ML classifiers are vulnerable to adversarial perturbations, i.e., an adversary can slightly perturb an input such that the classifier will output the wrong label, yet a human will classify it correctly [8]. Such modified inputs are called adversarial examples. As ML systems are being increasingly integrated into critical and security-sensitive applications, the existence of such adversarial examples poses a major security threat to these systems. The feasibility of generating adversarial examples have been demonstrated in real-world applications [12,13,17]. Also, in [18], it has been shown that generating such inputs is practical in physical world scenarios, where the samples, for instance, are perceived through a camera.
3.2 Generating Adversarial Examples

Attacks based on adversarial examples have one of the following goals [11]: 1) Misclassification Attack: The adversary causes the classifier to output a label different from the original label, and 2) Targeted Attack: The adversary causes the classifier to output a specific label. For generating an adversarial example, the adversary perturbs the input so as to decrease the confidence of the classifier on the original label (for misclassification attack) or increase the confidence on the target label (for targeted attack). The perturbation should be small, in order to remain unnoticeable by a human observer. Formally, the adversary’s problem is: given \((X, y)\), find \(X^* = X + \delta X\) such that the classifier maps \(X^*\) into the adversary-desired label and \(\|\delta X\| \leq \epsilon \cdot \delta_{\text{max}}\), where \(\delta_{\text{max}}\) denotes the maximum possible perturbation. When \(\|\delta X\| = \epsilon \cdot \delta_{\text{max}}\), we say \(X^*\) is an \(\epsilon\)-perturbation of \(X\).

In [9], Goodfellow et al. proposed a gradient-based method for the misclassification attack called Fast Gradient Sign (FGS) method. Given the classifier, FGS method generates adversarial examples with respect to the \(L_\infty\) norm constraint. In this paper, we adopt the technique for the \(L_q\) norm constraint, i.e., we generate adversarial examples with changing few input features, called adversarial features. We call our method as Grad\_\infty. We also propose a Greedy Method for the targeted attack, which follows the gradient-based approach, but selects one adversarial feature at a time. In Appendix [3] we will explain different methods for generating adversarial examples in detail. Figure 3 represents some adversarial examples on a DNN. The examples are generated using the gradient-based method with different norm constraints on one sample of the MNIST and GTSRB datasets.

3.3 Robust Training Method

One natural countermeasure against the adversarial examples is to change the training procedure to reflect the fact that perturbations of each training sample should be classified as the original class. This method is alternatively called as adversarial training [9] or robust training [19]. Mathematically, this is equivalent to training with the objective function:

\[
\theta^* = \arg\min_{\theta} \alpha \ell(X, y; \theta) + (1 - \alpha)\ell(X^*, y; \theta),
\]

where \(\ell(X, y; \theta)\) denotes the loss of the classifier with parameters \(\theta\) on \((X, y)\), \(X^*\) is an adversarial example generated using a gradient-based method and the parameter \(\alpha \in [0, 1]\) balances the training on the clean and adversarial samples. This approach incrementally creates a supply of adversarial examples and trains the classifier to correctly classify them. It has been shown that the modified objective function makes the classifier more resistant to adversarial examples. For consistency, we call the robust training as \(\text{Robust}_{\infty}\) or \(\text{Robust}_{\infty}\) methods, according to the type of the norm constraint that is used for generating the adversarial examples.

4. THE PROPOSED ATTACKS

In this section, we present the attack methods and provide the experimental results on attacking various ML classifiers.

4.1 Threat Models

We present the results under two threat models which differ based on the adversary’s capability of querying the target system. The models are described in the following.

- **Black-Box Model:** The adversary possesses a limited set of labeled data, with the same distribution as the target’s training data, and also has an oracle access to the system, i.e., she can query the classifier for any input and get the corresponding label.
- **Blind Model:** The adversary possesses a limited set of labeled data, with the same distribution as the target’s training data. However, unlike the black-box model, the adversary is blind to the target system, i.e., she does not have any kind of access to the classifier.

In black-box model, the distinction between knowledge of labels and the output probability vectors is important, since, in real world applications, users often have access to output labels than output probability vectors; the adversary is however weaker because labels contain much less information about the classifier’s behavior [12].

4.2 Training Substitute Classifier

In the following, we present the training method of the substitute classifier under the black-box and blind models.

**Black-Box Model.** We intend to train the substitute classifier in a way that it can mimic the decision boundaries of the target classifier. For this, we iteratively update the classifier and query the oracle for labels of the new adversarial examples generated based on the current classifier parameters. However, since the adversary possesses only a small set of labeled data, during the first few epochs, the classifier accuracy is very low. As a result, the generated adversarial examples do not lie on the decision boundaries of the target classifier. Therefore, to generate higher quality adversarial examples, we need to first train the substitute classifier on the clean data for a certain number of epochs, which we refer to as initial training. After the initial training, if we only train the classifier on the generated adversarial examples, the classifier starts to perform poorly on the clean data. Therefore, we propose to alternatively train the substitute classifier on the clean and adversarial examples to keep the classifier fairly accurate on the clean data and also enable it to learn the decision boundaries of the target classifier. Figure 4 depicts the block diagram of the proposed method for training the substitute classifier in the black-box model.
Table 1: Test accuracies of different classifiers trained on MNIST and GTSRB datasets.

| ML Classifiers           | MNIST | GTSRB |
|-------------------------|-------|-------|
| DNN                     | 99.35%| 97.77%|
| DNN trained with Robust\_c method | 98.81%| 97.05%|
| DNN trained with Robust\_\infty method | 99.39%| 96.80%|
| Amazon Oracle           | 92.00%| 72.81%|
| Microsoft Oracle        | 97.73%| 85.76%|

Blind Model. The procedure is similar to the black-box model, except that, since the adversary cannot query the target classifier, she only does the initial training for the substitute classifier.

In both the black-box and blind models, the adversary generates adversarial examples on the substitute classifier and transfers them to the target classifier. For generating adversarial examples, a gradient-based method is used for misclassification, and the greedy method is used for targeted attack. If the adversary can successfully attack the substitute classifier, the generated samples are used as the adversarial examples for the target classifier.

4.3 Experimental Results

We present the results for the blind model and for adversarial examples generated by \texttt{Grad} method. The attacks under the black-box model are strictly more successful than those in the blind model. Also, the adversarial examples generated by the FGS method perform similar to the \texttt{Grad} method. We train the substitute classifier for 50 epochs, and then generate adversarial examples on available data with a perturbation ranging from 2.5% to 20% of the maximum possible perturbation. In experiments with the MNIST dataset, we assume that the adversary possesses 100 labeled samples for training the substitute classifier and an additional 50 labeled samples for validation. For GTSRB, we assume that the adversary possesses 250 labeled samples, of which 150 samples are used for training and 100 labeled samples for validation. For training the substitute classifier, we use the data from MNIST and GTSRB validation set. The number of samples is chosen such that we will have sufficient data from all classes. Using more data samples increases the adversary’s success rate.

We apply the attacks on a DNN and also on robust DNNs trained with different types of adversarial examples. For training the robust classifiers, we set $\alpha = 0.5$ and use 0.1- and 0.3-perturbed adversarial examples, respectively for MNIST and GTSRB datasets. The classifiers are trained on the DNN structures described in Appendix A. We perform the attacks also on two ML-as-a-service platforms: 1) Amazon Web Services Oracle: We train a classifier using the Amazon ML platform which is part of the Amazon Web Services (AWS) and 2) Microsoft Azure Oracle: We set up a neural network classifier on the Microsoft Azure ML platform.

Table 1 provides the test accuracies of the different classifiers trained on MNIST and GTSRB datasets. It can be seen that \texttt{Robust}\_\infty method slightly improves the test accuracy on MNIST, but decreases the accuracy on GTSRB. The \texttt{Robust}\_\infty method however decreases the accuracy on both datasets. The classifiers trained on Amazon platform have relatively very low accuracy, while the classifiers trained on Microsoft platform yield moderate accuracy on MNIST and low accuracy on GTSRB dataset.

In the following, we show that we can generate adversarial examples on the substitute classifier and also transfer them to the target classifier. Figure 5 shows the adversary’s success rate in generating adversarial examples on substitute classifier for different amount of perturbations. Note that since the adversary has full knowledge about the substitute classifier, we expect to have high adversary’s success rate.

5. THE PROPOSED DEFENSE METHOD

In this section, we propose the NULL labeling method for defending against adversarial examples under black-box settings and evaluate its robustness through the simulations.

5.1 Our Goal and Methodology

The attacks based on adversarial examples on black-box learning systems rely on the transferability property. Therefore, the key to protect ML oracles is to block the transferability of adversarial examples. Since the decision boundaries of two classifiers trained on equally distributed datasets are approximately the same, an adversarial example for one classifier can be viewed as the noisy version of the adversarial examples for another classifier. In common ML classifiers, the predictions vary smoothly around the input samples, i.e., they classify the noisy samples into the same label as the clean samples. This enables the transferability of the adversarial examples. To block transferability, we propose to train the classifier such as the adversarial examples for the target classifier.

4.3 Experimental Results

We present the results for the blind model and for adversarial examples generated by \texttt{Grad} method. The attacks under the black-box model are strictly more successful than those in the blind model. Also, the adversarial examples generated by the FGS method perform similar to the \texttt{Grad} method. We train the substitute classifier for 50 epochs, and then generate adversarial examples on available data with a perturbation ranging from 2.5% to 20% of the maximum possible perturbation. In experiments with the MNIST dataset, we assume that the adversary possesses 100 labeled samples for training the substitute classifier and an additional 50 labeled samples for validation. For GTSRB, we assume that the adversary possesses 250 labeled samples, of which 150 samples are used for training and 100 labeled samples for validation. For training the substitute classifier, we use the data from MNIST and GTSRB validation set. The number of samples is chosen such that we will have sufficient data from all classes. Using more data samples increases the adversary’s success rate.

We apply the attacks on a DNN and also on robust DNNs trained with different types of adversarial examples. For training the robust classifiers, we set $\alpha = 0.5$ and use 0.1- and 0.3-perturbed adversarial examples, respectively for MNIST and GTSRB datasets. The classifiers are trained on the DNN structures described in Appendix A. We perform the attacks also on two ML-as-a-service platforms: 1) Amazon Web Services Oracle: We train a classifier using the Amazon ML platform which is part of the Amazon Web Services (AWS) and 2) Microsoft Azure Oracle: We set up a neural network classifier on the Microsoft Azure ML platform.

Table 1 provides the test accuracies of the different classifiers trained on MNIST and GTSRB datasets. It can be seen that \texttt{Robust}\_\infty method slightly improves the test accuracy on MNIST, but decreases the accuracy on GTSRB. The \texttt{Robust}\_\infty method however decreases the accuracy on both datasets. The classifiers trained on Amazon platform have relatively very low accuracy, while the classifiers trained on Microsoft platform yield moderate accuracy on MNIST and low accuracy on GTSRB dataset.

In the following, we show that we can generate adversarial examples on the substitute classifier and also transfer them to the target classifier. Figure 5 shows the adversary’s success rate in generating adversarial examples on substitute classifier for different amount of perturbations. Note that since the adversary has full knowledge about the substitute classifier, we expect to have high adversary’s success rate.

The results show that robust training provides some resistance against the adversarial examples under the blind model. The transferability rates however increase in the black-box model, where the adversary is allowed to query the target classifier. Recall that in blind model, the adversary only possesses a few labeled samples, yet we show that we can achieve high transferability rates. Our results are significantly better than the current state of the art for the targeted attack. For example, in [12], for the MNIST dataset and at $\epsilon = 28.57\%$, the average transferability is $55.33\%$, while we achieved $66\%$ and $78\%$ transferability rates on the DNN classifier for $\epsilon = 10\%$ and $20\%$, respectively, without querying the target classifier.

5. THE PROPOSED DEFENSE METHOD

In this section, we propose the NULL labeling method for defending against adversarial examples under black-box settings and evaluate its robustness through the simulations.

5.1 Our Goal and Methodology

The attacks based on adversarial examples on black-box learning systems rely on the transferability property. Therefore, the key to protect ML oracles is to block the transferability of adversarial examples. Since the decision boundaries of two classifiers trained on equally distributed datasets are approximately the same, an adversarial example for one classifier can be viewed as the noisy version of the adversarial examples for another classifier. In common ML classifiers, the predictions vary smoothly around the input samples, i.e., they classify the noisy samples into the same label as the clean samples. This enables the transferability of the adversarial examples. To block transferability, we propose to train the classifier such as the adversarial examples for the target classifier.

4.3 Experimental Results

We present the results for the blind model and for adversarial examples generated by \texttt{Grad} method. The attacks under the black-box model are strictly more successful than those in the blind model. Also, the adversarial examples generated by the FGS method perform similar to the \texttt{Grad} method. We train the substitute classifier for 50 epochs, and then generate adversarial examples on available data with a perturbation ranging from 2.5% to 20% of the maximum possible perturbation. In experiments with the MNIST dataset, we assume that the adversary possesses 100 labeled samples for training the substitute classifier and an additional 50 labeled samples for validation. For GTSRB, we assume that the adversary possesses 250 labeled samples, of which 150 samples are used for training and 100 labeled samples for validation. For training the substitute classifier, we use the data from MNIST and GTSRB validation set. The number of samples is chosen such that we will have sufficient data from all classes. Using more data samples increases the adversary’s success rate.

We apply the attacks on a DNN and also on robust DNNs trained with different types of adversarial examples. For training the robust classifiers, we set $\alpha = 0.5$ and use 0.1- and 0.3-perturbed adversarial examples, respectively for MNIST and GTSRB datasets. The classifiers are trained on the DNN structures described in Appendix A. We perform the attacks also on two ML-as-a-service platforms: 1) Amazon Web Services Oracle: We train a classifier using the Amazon ML platform which is part of the Amazon Web Services (AWS) and 2) Microsoft Azure Oracle: We set up a neural network classifier on the Microsoft Azure ML platform.

Table 1 provides the test accuracies of the different classifiers trained on MNIST and GTSRB datasets. It can be seen that \texttt{Robust}\_\infty method slightly improves the test accuracy on MNIST, but decreases the accuracy on GTSRB. The \texttt{Robust}\_\infty method however decreases the accuracy on both datasets. The classifiers trained on Amazon platform have relatively very low accuracy, while the classifiers trained on Microsoft platform yield moderate accuracy on MNIST and low accuracy on GTSRB dataset.

In the following, we show that we can generate adversarial examples on the substitute classifier and also transfer them to the target classifier. Figure 5 shows the adversary’s success rate in generating adversarial examples on substitute classifier for different amount of perturbations. Note that since the adversary has full knowledge about the substitute classifier, we expect to have high adversary’s success rate.
that, as the input noise level increases, the classifier shows lower confidence on the original label and instead declares the input as invalid. The method should however maintain the accuracy on the clean inputs.

To this end, similar to previous methods [9][19][20], we train the classifier also on adversarial examples generated from the clean data. However, since our goal is to identify and discard the malicious data rather than predicting their original label, we train the classifier to label the adversarial examples as “not-a-valid-input”. But, the distribution of the test data is also likely to slightly deviate from that of the training data. Therefore, if we train the classifier to discard all perturbed inputs, regardless of the amount of perturbation, the classifier will perform poorly on clean test data. Hence, we need a measure to decide how likely an input sample is adversarial.

To this end, as illustrated in Figure 1, we augment the output class set with a NULL label and train the classifier such that the NULL probability assigned to each input represents the belief of classifier that it is adversarial.

5.2 Techniques Used in Proposed Method

We use the following techniques in the proposed training method.

Label Smoothing. We use the label-smoothing regularization technique proposed in [21]. In this technique, we train the classifier on modified output probability vectors, for which the probability of the ground-truth label is decreased and the rest of the probability is distribute uniformly to other labels. Assume that we have $K$ classes. If we decrease the probability of the ground-truth label to $q$, each one of other labels will get $\frac{1-q}{K-1}$ probability. This technique encourages the classifier to be less confident on clean data and is shown to help the generalization.

MG Method: Misclassification Attack Using Greedy Method. We use MG method to generate adversarial examples for the misclassification attack. We adopt the gradient-based method, but take a greedy approach, i.e., we select and modify one feature at a time until the input is successfully misclassified.

STG Method: Smooth Targeted Attack Based on Gradient Method. We train the classifier on the adversarial examples generated for the targeted attack. However, unlike current methods, we set a soft target, i.e., the target output probability vector is $\frac{1}{K}$ for the $K$ valid classes. We use the $L_0$ norm constraint for generating adversarial examples. The details of MG and STG methods are provided in Appendix B.

5.3 The NULL Labeling Method

The proposed method is composed of three steps: 1) initial training, 2) computing NULL probabilities for adversarial examples generated with different amount of perturbations, and 3) adversarial training. Figure 7 depicts the block diagram of the proposed training method. In the following, we describe our method in details.
Initial Training. Since the classifier parameters are initialized randomly, the adversarial examples generated at the beginning do not resemble those of the final classifier. Therefore, we initially train the classifier only on the clean data to generate higher quality adversarial examples.

Computing NULL Probabilities for Adversarial Examples. We then need to compute a function $f$ that assigns a proper NULL probability $p_{\text{NULL}}$ to the adversarial examples, generated during the training phase, according to their amount of perturbation. For computing the function $f$, we apply the MG method on validation data. Note that MG method takes a greedy approach for generating adversarial examples for the misclassification attack. Therefore, we succeed by perturbing relatively few number of input features.

If a fraction $\alpha$ of the generated adversarial examples have perturbation less than $\epsilon$, we set the NULL probability for $\epsilon$-perturbed inputs to be $\alpha$. This shows with what probability we can cause the classifier to misclassify an input, if we are allowed to perturb $\epsilon \cdot |X|$ number of features. We compute the function $f$ on the classifier obtained after the initial phase and use it for the entire adversarial training phase. Figure 8 depicts the function $f$ for DNNs trained on MNIST and GTSRB datasets.

Adversarial Training. During the adversarial training phase, in each epoch and for each sample, we train on the clean sample or its corresponding adversarial example, with probabilities $\alpha$ and $1 - \alpha$, respectively. Adversarial examples are generated using the STG method, with a number of adversarial features, which is chosen uniformly at random between one and $N_{\text{max}}$, where $N_{\text{max}}$ is the minimum number for which $f\left(\frac{\epsilon}{N_{\text{max}}}\right) = 1$. The STG method modifies inputs such that the output probability increases for all valid labels other than the ground-truth label. The classifier is however trained to map the adversarial examples to a vector which shows high probability at the NULL label. Essentially, the classifier adaptively finds the problematic directions around each input sample and corrects itself by nullifying them.

Formally, we train the network by repeatedly solving the following optimization problems:

$$\begin{align*}
\delta X^* &= \text{argmin}_{\delta X} \ell(X + \delta X, Z_T; \theta), \quad \text{s.t. } ||\delta X||_0 \leq U [1, N_{\text{max}}] \\
\theta^* &= \text{argmin}_\theta \alpha \ell(X, Z; \theta) + (1 - \alpha)(\ell(X + \delta X^*, Z_A; \theta))
\end{align*}$$

where $U$ denotes the uniform distribution and $\alpha$ represents how often we train on original training data and controls the trade-off between test accuracy and the ability to detect adversarial examples. The vector $Z_T$ is the smooth target probability vector that we use to generate adversarial examples, which is zero at the NULL label and $\frac{1}{K}$ otherwise. The vector $Z_A$ is however the desired output probability vector and is obtained as illustrated in Figure 9. We first compute the NULL probability as $p_{\text{NULL}} = f\left(\frac{\epsilon}{N_{\text{max}}}\right)$ and modify the probability of the ground-truth label from $q$ to $q' = q\left(1 - p_{\text{NULL}}\right)$. The probability of the rest of the labels will then be $\frac{(1-q)(1-p_{\text{NULL}})}{K-1}$.

5.4 Experimental Results

Note that in attacks based on adversarial examples, the adversary seeks to avoid being detected. Therefore, an adversarial example which is misclassified to the NULL label is considered as a failed attack, because a NULL labeled input signals a suspicious activity. Specifically, a misclassification attack is successful if the classifier maps the input to a label, other than the original or the NULL labels. Similarly, in targeted attack, the NULL label cannot be considered as a possible target label.

We train the classifier for only 1 epoch in initial training and 200 epochs in adversarial training phase. Fixing $\alpha = 0.5$, the only hyperparameter introduced by our method is the label smoothing parameter $\alpha$, which is inherited from the label smoothing technique. We set $\alpha$ as the value that maximizes the validation accuracy, and obtained $\alpha = 0.9$ for MNIST dataset and $\alpha = 0.6$ for GTSRB dataset. We output the classifier parameters that resulted in the highest validation accuracy. The test accuracies for MNIST and GTSRB datasets are 99.46% and 97.37%, respectively. Compared to a DNN with the same structure, our proposed method slightly increases the test accuracy for MNIST, and slightly decreases the test accuracy for GTSRB. Also, for both datasets, our method outperforms the adversarial training methods.

The attack settings are the same as those in Section 4.3. In the black-box model, we train the substitute classifier for 50 epochs in initial training and 100 epochs in adversarial training. During the adversarial training phase, the adversary queries the oracle with generated adversarial examples and, for some of them, receives the
NULL label. We take two approaches for training the substitute classifier. The first approach is to discard those samples, and the second approach is to augment the output class set and train the classifier to map those examples into the NULL label. In experiments, we found that the second approach performs slightly better and thus we report the results based on this approach. Nevertheless, our results show that querying the proposed classifier with adversarial examples does not help much to train a better substitute classifier, since the target classifier returns NULL for most of the queries and thus the substitute classifier gains little information about the target’s decision boundaries.

We examine the transferability rates of the adversarial examples generated using Grad0 and FGS methods (for misclassification attack) and the greedy method (for targeted attack), under both black-box and blind models. For the MNIST dataset, in all cases the transferability rate is zero. This means that MNIST data have enough redundancy so that the classifier can perfectly distinguish between the clean data and adversarial examples transferred from other classifiers. However, for the GTSRB dataset, the classifier cannot discard all the adversarial examples while keeping the clean samples. Figure 10 shows the transferability rate of the adversarial examples. The classifier typically maps the adversarial examples with small perturbations to their original label, and the adversarial examples with high perturbations to the NULL label. However, moderate perturbations can cause the classifier to mistakenly label the input. Nevertheless, the transferability rate is near zero for adversarial examples generated with $L_0$ norm constraint and less than 10% with $L_{\infty}$ norm constraint.

5.5 Discussion

Here, we discuss the advantages of enhancing ML classifiers with an additional label to detect out-of-distribution inputs.

**The Essence of NULL Labeling.** During the training process, the classifier gradually learns to properly place the data into the multidimensional space of the input features and form the class boundaries by packing the data of different classes into clusters. However, for most of naturally distributed data, most of the space is empty; this is verified by the observations that projecting the space down to even a relatively small number of principal components usually yields reasonable accuracy [22]. Therefore, the classifier is never trained for the most of the input space, because of the implicit assumption that it will be always tested on the data that follow the same distribution as the training data. This however exposes the classifier to maliciously perturbed or out-of-distribution inputs.

As a result, we need a mechanism for classifiers to reject the invalid inputs [6]. We hypothesize that ML classifiers, aside from learning the boundaries of different classes, can be trained to also learn the distribution of the valid input data. Hence, a classifier can first inspect the distribution of an input, and if it is not close to that of the training data, it will be rejected. In this way, we can practically block the unused space of the input features and robustify the classifier to adversarial examples. To implement this idea, we propose adding an extra label, called NULL label, and train the classifier to recognize and reject the out-of-distribution inputs by classifying them as NULL.

Human-in-the-loop AI. When receiving an adversarial example, one approach is to determine the original label of the input. In this paper, we suggest that an alternative approach would be to reject the input and potentially obtain another measurement or ask a human expert to inspect the data. This approach proves to be safer and more reasonable in many applications, as discarding an input may incur only a small cost, whereas, misclassifying or even accepting an adversarial sample can lead to a harmful situation. For example, in applications such as medical diagnosis and bioinformatics, the cost of rejecting a sample can be additional medical tests, which is far more acceptable than taking the risk of deciding based on a potentially perturbed sample. As another example, consider self-driving cars, for which ML classifiers are used to recognize signs or other vehicles on the road [1]. Perturbing the input of such systems may force the classifier to misclassify it and may eventually cause an accident. In contrast, if the classifier detects that the input is untrusted, it can quickly notify the human deriver to take over until the threat is resolved.

Rejecting the dubious data in the test phase has been implemented in the “human-in-the-loop” computing. The idea is that if the classifier’s confidence in the output label is below a certain value, it sends the data to a human annotator to make a judgment [23]. Adversarial examples are however subtly modified data which can cause the classifier to report high confidence in a wrong class. Therefore, the current rejection systems are not resistant against such adversaries. Instead, we proposed the NULL labeling method to systematically train the classifier to detect anomalies, rather than just discarding the data based on the confidence value. Therefore, our proposed training method can further empower the current systems to defend against broader range of adversaries.
6. RELATED WORK

The security of learning systems has been studied from different perspectives [3–7]. One vulnerability of ML classifiers is the existence of adversarial examples [8]. In this section, we review the works on the related attack and defense methods.

6.1 Attacks Methods

Several works have proposed methods for generating adversarial examples on ML classifiers [9–11,24,41,42]. In [25,26], adversarial examples have been also applied to other ML models, such as variational autoencoder [27] and generative adversarial networks [28]. A related concept to adversarial examples is fooling images, which are images that are completely unrecognizable to humans, but ML classifiers confidently map them to recognizable objects [29].

Preceding papers demonstrated the vulnerability of learning systems against adversaries with full knowledge about the classifier. Another line of works assumes that the adversary does not have access to the classifier parameters. The attacks on black-box learning systems rely on the transferability property of the adversarial examples [8]. This property has been exploited in [12,13] to mount attacks on ML oracles by transferring adversarial examples from a substitute classifier. In [30], the authors proposed ensemble-based approaches to generate transferable adversarial examples. In [31], the authors showed the existence of a universal (image-agnostic) adversarial perturbation that transfers across images as well as different classifiers.

In this paper, we considered a black-box model where the adversary possesses a small dataset and has an oracle access to the target, i.e., she can obtain the label for any input by querying the target classifier. We also proposed the blind model where the adversary only possesses a small dataset and has no access to the target classifier. We showed that we can achieve high transferability rates for both misclassification and targeted attacks, even when a defense method has been employed. Similar to many of the previous works, e.g., [32], we demonstrated the results on image classifiers, though adversarial examples can be generated also for other data types [17,13,35].

6.2 Defense Methods

Existing defense techniques can be grouped into four categories of preprocessing methods, methods based on regularization and adversarial training, the distillation method and classification with rejection. In the following, we review the defense methods.

Preprocessing Methods. Natural images have special properties, such as high correlation among adjacent pixels, sparsity in transform domain or having low energy in high frequencies [36]. Hypothesizing that adversarial changes do not lie in the same space as natural images, several works considered reversing the adversary’s effect by passing the images through a filter [37,38,39]. Although preprocessing the inputs makes the attack more challenging, it does not remove its possibility. Moreover, these filters usually decrease the classifier accuracy on clean data.

Regularization and Adversarial Training. Several works proposed improving the robustness of ML classifiers by regularization [39–44], adversarial training [9,19–22,45–48], or label smoothing [49]. In these methods, the accuracy on adversarial examples is however substantially lower than the accuracy on clean data. For instance, in one experiment in [29], it is reported that without adversarial training, the classifier had an error rate of 89.4% on adversarial examples and, with adversarial training, the error rate fell to 17.9%; however, the error rate of clean data is reported as smaller than 1%. This means that we cannot fully rely on these defense mechanisms when deploying learning systems in critical applications. Moreover, in experiments we showed that we can successfully mount attacks on robust learning systems under the blind model. Therefore, these methods are not effective against adversarial examples.

Distillation Method. In [50], Papernot et al. proposed a mechanism called defensive distillation to reduce the effectiveness of adversarial samples, by preventing the attacker from progressively selecting adversarial features. In [51], the authors showed that an adversary, with access to the classifier parameters, can revert the effect of the distillation. We have studied the distillation method also in the black-box and blind models and verified that it does not improve the classifier’s robustness.

Classification with Rejection. A line of work studied the problem of classification with rejection, where the system can choose not to classify an observation [52–54]. The reject option is used, for instance, when the conditional class probabilities are close. In a related work, in [55], the authors observed that correctly classified examples tend to have greater maximum probabilities than erroneously classified and out-of-distribution examples. However, it has been shown that adversarial examples can result in high confidences in the wrong classes [9]. Therefore, rejecting the input by examining the corresponding output probability distribution is not effective in detecting the adversarial examples.

A similar approach is classifying invalid data as a “rubbish class” [56,57]. In this approach, the classifier is trained to assign a uniform distribution to invalid data and then discards the samples with low confidence during the test time. We have evaluated this method and verified that, while it improves the robustness of the classifier to adversarial examples, it does not provide similar trade-offs to our proposed method for the test accuracy and detection rate of the adversarial examples. In [59], the authors proposed augmenting the classifier with a detector subnetwork which is a binary classifier for distinguishing the clean data from adversarial examples; the authors however did not provide the false alarm rate, i.e., the rate of wrongly detecting clean data as adversarial. Moreover, it was noted that an adversary can generate adversarial examples that fool both the classifier and the detector.

In this paper, we proposed a training method that imitates the human reasoning by design; we augmented the output class set of the classifier with an additional label and adaptively train the classifier to assign adversarial examples to the new label with proper probability. Our method does not increase the complexity of deploying ML systems in real-world settings. We evaluated our method in black-box models and demonstrated that it effectively detects the adversarial examples, without wrongly flagging the clean test data.

7. CONCLUSION

In this paper, we studied the problem of robustifying black-box learning systems against adversarial examples. Adversarial examples are inputs, which are maliciously perturbed in order to deceive the learning system into providing erroneous outputs. Adversarial examples are known to transfer between classifiers; therefore, an adversary can attack a black-box learning system, by generating the adversarial example on a substitute classifier and then transfer them to the target classifier. We performed extensive experiments on different ML classifiers and demonstrated their vulnerability against adversarial examples even when a defense mechanism is employed.
We then proposed the concept of NULL labeling, where we intend to identify and discard adversarial examples, instead of classifying them into their original label. Our approach addresses a fundamental problem of current ML classifiers that, while only a tiny fraction of the input space is used for training, all possible inputs are allowed during the test phase. This causes the classifier to show unexpected behaviors when it is queried with invalid inputs. In contrast, we train the classifier to distinguish between the clean and adversarial data. Our experimental results show that the proposed method effectively blocks the transferability of the adversarial examples by mapping them to the NULL label, while classifying the clean test data into the valid labels.

Acknowledgments
This work was supported by ONR grants N00014-14-1-0029 and N00014-16-1-2710, ARO grant W911NF-16-1-0485 and NSF grant CNS-1446866.

8. REFERENCES
[1] D. Ciresan, U. Meier, J. Masci, and J. Schmidhuber, “Multi-column deep neural network for traffic sign classification,” Neural Networks, vol. 32, pp. 333–338, 2012.
[2] M. Barreno, B. Nelson, R. Sears, A. D. Joseph, and J. D. Tygar, “Can machine learning be secure?,” in Proceedings of the 2006 ACM Symposium on Information, computer and communications security, pp. 16–25, ACM, 2006.
[3] M. Barreno, B. Nelson, A. D. Joseph, and J. Tygar, “The security of machine learning,” Machine Learning, vol. 81, no. 2, pp. 121–148, 2010.
[4] L. Huang, A. D. Joseph, B. Nelson, B. I. Rubinstein, and J. Tygar, “Adversarial machine learning,” in Proceedings of the 4th ACM workshop on Security and artificial intelligence, pp. 43–58, ACM, 2011.
[5] B. Biggio, G. Fumera, and F. Roli, “Security evaluation of pattern classifiers under attack,” IEEE transactions on knowledge and data engineering, vol. 26, no. 4, pp. 984–996, 2014.
[6] D. Amodei, C. Olah, J. Steinhardt, P. Christiano, J. Shulman, and D. Mané, “Concrete problems in ai safety,” arXiv preprint arXiv:1606.06565, 2016.
[7] N. Papernot, P. McDaniel, A. Sinha, and M. Wellman, “Towards the science of security and privacy in machine learning,” arXiv preprint arXiv:1611.03814, 2016.
[8] C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow, and R. Fergus, “Intriguing properties of neural networks,” arXiv preprint arXiv:1312.6199, 2013.
[9] I. J. Goodfellow, J. Shlens, and C. Szegedy, “Explaining and harnessing adversarial examples,” arXiv preprint arXiv:1412.6572, 2014.
[10] N. Carlini and D. Wagner, “Towards evaluating the robustness of neural networks,” arXiv preprint arXiv:1608.04664, 2016.
[11] N. Papernot, P. McDaniel, S. Jha, M. Fredrikson, Z. B. Celik, and A. Swami, “The limitations of deep learning in adversarial settings,” in 2016 IEEE European Symposium on Security and Privacy (EuroS&P), pp. 372–387, IEEE, 2016.
[12] N. Papernot, P. McDaniel, I. Goodfellow, S. Jha, Z. Berkay Celik, and A. Swami, “Practical black-box attacks against deep learning systems using adversarial examples,” arXiv preprint arXiv:1602.02697, 2016.
[13] N. Papernot, P. McDaniel, and I. Goodfellow, “Transferability in machine learning: from phenomena to black-box attacks using adversarial samples,” arXiv preprint arXiv:1605.07277, 2016.
[14] M. Mohri, A. Rostamizadeh, and A. Talwalkar, Foundations of machine learning. MIT press, 2012.
[15] Y. LeCun, C. Cortes, and C. J. Burges, “The mnist database of handwritten digits,” 1998.
[16] J. Stallkamp, M. Schlipsing, J. Salmen, and C. Igel, “Man vs. computer: Benchmarking machine learning algorithms for traffic sign recognition,” Neural networks, vol. 32, pp. 323–332, 2012.
[17] H. Hosseini, S. Kannan, B. Zhang, and R. Poovendran, “Deceiving google’s perspective api built for detecting toxic comments,” arXiv preprint arXiv:1702.08138, 2017.
[18] A. Kurakin, I. Goodfellow, and S. Bengio, “Adversarial examples in the physical world,” arXiv preprint arXiv:1607.02533, 2016.
[19] U. Shaham, Y. Yamada, and S. Negahban, “Understanding adversarial training: Increasing local stability of neural nets through robust optimization,” arXiv preprint arXiv:1511.05432, 2015.
[20] C. Lyu, K. Huang, and H.-N. Liang, “A unified gradient regularization family for adversarial examples,” in Data Mining (ICDM), 2015 IEEE International Conference on, pp. 301–309, IEEE, 2015.
[21] C. Szegedy, W. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the inception architecture for computer vision,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 2818–2826, 2016.
[22] H. Abdi and L. J. Williams, “Principal component analysis,” Wiley interdisciplinary reviews: computational statistics, vol. 2, no. 4, pp. 433–459, 2010.
[23] http://www.computerworld.com/article/3004913/robotics/why-human-in-the-loop-computing-is-the-future-of-machine-learning.html
[24] S.-M. Moosavi-Dezfooli, A. Fawzi, and P. Frossard, “Deepfool: a simple and accurate method to fool deep neural networks,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 2574–2582, 2016.
[25] P. Tabacof, J. Tavares, and E. Valle, “Adversarial images for variational autoencoders,” arXiv preprint arXiv:1612.00155, 2016.
[26] J. Koj, I. Fischer, and D. Song, “Adversarial examples for generative models,” arXiv preprint arXiv:1702.06832, 2017.
[27] P. Vincent, H. Larochelle, I. Lajoie, Y. Bengio, and P.-A. Manzagol, “Stacked denoising autoencoders: Learning useful representations in a deep network with a local denoising criterion,” Journal of Machine Learning Research, vol. 11, no. Dec, pp. 3371–3408, 2010.
[28] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,” in Advances in neural information processing systems, pp. 2672–2680, 2014.
[29] A. Nguyen, J. Yosinski, and J. Clune, “Deep neural networks are easily fooled: High confidence predictions for unrecognizable images,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 427–436, 2015.
[30] Y. Liu, X. Chen, C. Liu, and D. Song, “Delving into transferable adversarial examples and black-box attacks,”
arXiv preprint arXiv:1611.02770, 2016.

[31] S.-M. Moosavi-Dezfooli, A. Fawzi, O. Fawzi, and P. Frossard, “Universal adversarial perturbations,” arXiv preprint arXiv:1610.08401, 2016.

[32] N. Papernot, P. McDaniel, X. Wu, S. Jha, and A. Swami, “Distillation as a defense to adversarial perturbations against deep neural networks,” arXiv preprint arXiv:1511.04508, 2015.

[33] K. Grosse, N. Papernot, P. Manoharan, M. Backes, and P. McDaniel, “Adversarial perturbations against deep neural networks for malware classification,” arXiv preprint arXiv:1606.04435, 2016.

[34] C. Kereliuk, B. L. Sturm, and J. Larsen, “Deep learning and music adversaries,” IEEE Transactions on Multimedia, vol. 17, no. 11, pp. 2059–2071, 2015.

[35] S. Reddy, M. Wellesley, K. Knight, and C. Marina del Rey, “Obfuscating gender in social media writing,” NLP+CSS 2016, p. 17, 2016.

[36] A. C. Bovik, Handbook of image and video processing. Academic press, 2010.

[37] A. V. Maharaj, “Improving the adversarial robustness of convnets by reduction of input dimensionality,” 2016.

[38] G. K. Dziugaite, Z. Ghahramani, and D. M. Roy, “A study of the effect of jpg compression on adversarial images,” arXiv preprint arXiv:1608.00853, 2016.

[39] Q. Wang, W. Guo, K. Zhang, X. Xing, C. L. Giles, and X. Liu, “Random feature nullification for adversary resistant deep architecture,” arXiv preprint arXiv:1610.01239, 2016.

[40] Q. Wang, W. Guo, I. Ororbia, G. Alexander, X. Xing, L. Lin, C. L. Giles, X. Liu, P. Liu, and G. Xiong, “Using non-invertible data transformations to build adversary-resistant deep neural networks,” arXiv preprint arXiv:1610.01934, 2016.

[41] A. Graese, A. Rozsa, and T. E. Boult, “Assessing threat of adversarial examples on deep neural networks,” arXiv preprint arXiv:1610.04256, 2016.

[42] S. Gu and L. Rigazio, “Towards deep neural network architectures robust to adversarial examples,” arXiv preprint arXiv:1412.5068, 2014.

[43] Q. Zhao and L. D. Griffin, “Suppressing the unusual: towards robust cnns using symmetric activation functions,” arXiv preprint arXiv:1603.05145, 2016.

[44] A. Rozsa, M. Gunther, and T. E. Boult, “Towards robust deep neural networks with bang,” arXiv preprint arXiv:1612.00138, 2016.

[45] R. Huang, B. Xu, D. Schuurmans, and C. Szepesvári, “Learning with a strong adversary,” CoRR, abs/1511.03034, 2015.

[46] T. Miyato, S.-i. Maeda, M. Koyama, K. Nakae, and S. Ishii, “Distributional smoothing with virtual adversarial training,” stat, vol. 1050, p. 25, 2015.

[47] A. Nøkland, “Improving back-propagation by adding an adversarial gradient,” arXiv preprint arXiv:1510.04189, 2015.

[48] S. Demyanov, J. Bailey, R. Kotagiri, and C. Leckie, “Invariant backpropagation: how to train a transformation-invariant neural network,” arXiv preprint arXiv:1502.04434, 2015.

[49] D. Warde-Farley, I. Goodfellow, T. Hazan, G. Papandreou, and D. Tarlow, “Adversarial perturbations of deep neural networks,” Perturbations, Optimization, and Statistics, 2016.

[50] C. Elkan, “The foundations of cost-sensitive learning.” in International joint conference on artificial intelligence, vol. 17, pp. 973–978, LAWRENCE ERLBAUM ASSOCIATES LTD, 2001.

[51] G. Fumera, F. Roli, and G. Giacinto, “Reject option with multiple thresholds.” Pattern recognition, vol. 33, no. 12, pp. 2099–2101, 2000.

[52] R. Herbei and M. H. Wegkamp, “Classification with reject option.” Canadian Journal of Statistics, vol. 34, no. 4, pp. 709–721, 2006.

[53] P. L. Bartlett and M. H. Wegkamp, “Classification with a reject option using a hinge loss.” Journal of Machine Learning Research, vol. 9, no. Aug, pp. 1823–1840, 2008.

[54] C. Cortes, G. DeSalvo, and M. Mohri, “Learning with rejection,” in International Conference on Algorithmic Learning Theory, pp. 67–82, Springer, 2016.

[55] D. Hendrycks and K. Gimpel, “A baseline for detecting misclassified and out-of-distribution examples in neural networks,” arXiv preprint arXiv:1610.02136, 2016.

[56] J. Bromley and J. S. Denker, “Improving rejection performance on handwritten digits by training with ‘rubbish’,” 1993.

[57] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied to document recognition,” Proceedings of the IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.

[58] B. Yadav and V. S. Devi, “Novelty detection applied to the classification problem using probabilistic neural network,” in Computational Intelligence and Data Mining (CIDM), 2014 IEEE Symposium on, pp. 265–272, IEEE, 2014.

[59] J. H. Metzen, T. Genewein, V. Fischer, and B. Bischoff, “On detecting adversarial perturbations,” arXiv preprint arXiv:1702.04267, 2017.

**APPENDIX**

A. **DNNS USED FOR TRAINING**

We demonstrated the results on deep neural networks trained on the MNIST and GTSRB datasets. For both datasets, the networks have two convolutional layers with 32 and 64 filters and with a kernel size of $3 \times 3$, followed by a max-pooling layer. For MNIST, the convolutional layers are followed by two fully-connected layers with 200 rectified linear units. For GTSRB, the convolutional layers are followed by two fully-connected layers with 512 and 128 rectified linear units, with a dropout rate of 0.5. In both networks, the classification is made by a softmax layer.

B. **METHODS FOR GENERATING ADVERSARIAL EXAMPLES**

In this section, we explain the methods used in the paper for generating the adversarial examples.

Let $\ell(X, y; \theta)$ denote the loss of the classifier with parameters $\theta$ on $(X, y)$. The loss function quantifies the classifier’s goodness-of-fit for the sample $(X, y)$ under the parameters $\theta$. When holding $\theta$ fixed and viewing the loss as a function of $(X, y)$, we simply write $\ell(X, y)$. We alternatively write $\ell(X, Z)$ for the loss of the classifier for input $X$ and output probability vector of $Z$.

**B.1 Adversarial Examples for Misclassification Attack**

In misclassification attack, the adversary intends to find a pertur-
bation which causes the loss function to increase the most. Therefore, we have:

$$\delta X^* = \arg\max_{\|\delta X\| \leq \epsilon \cdot \|X\|} \ell(X + \delta X, y). \quad (1)$$

In general, solving (1) is difficult due to its non-convex nature with respect to $\delta X$ and $\theta$. Several works proposed solving the problem by linearizing the loss function at the point $X$. Therefore, we can write Eqn. (1) as follows:

$$\delta X^* = \arg\max_{\|\delta X\| \leq \epsilon \cdot \|X\|} \ell(X + \delta X, y) 
\approx \arg\max_{\|\delta X\| \leq \epsilon \cdot \|X\|} \ell(X, y) + \nabla_X \ell(X, y)^T \delta X 
= \arg\max_{\|\delta X\| \leq \epsilon \cdot \|X\|} \nabla_X \ell(X, y)^T \delta X \quad (2)$$

where $\nabla_X \ell(X, y)$ is the gradient of the function $\ell$ with respect to the vector $X$. Based on this method, in [9], Goodfellow et al. proposed Fast Gradient Sign (FGS) method for generating adversarial examples with $L_\infty$ constraint. In this paper, we adopted this method for the $L_0$ norm constraint, i.e., we generate adversarial examples with changing few input features, called adversarial features, and proposed two methods, namely Grad0 and MG methods. In the following, we provide the solutions for Grad0, MG and FGS methods.

**Grad0 Method.** In this method, the adversary maximizes the term $\nabla_X \ell(X, y)^T (X^* - X)$ such that $\|\delta X\|_0 = \epsilon \cdot |X|$. Therefore, to compute $X^*$, we do the following procedure:

- Compute $\nabla_X \ell(X, y)$ and define a binary vector $X'$, for which $X'_i = 1$ if and only if $\nabla_X \ell(X, y)_i > 0$.
- Let $S$ be the set of indexes of $\epsilon \cdot |X|$ largest elements of $\nabla_X \ell(X, y) \circ (X' - X)$, where $\circ$ denotes the element-wise product.
- Obtain $X^*_S = X'_S$ and $X^*_{\bar{S}} = X_{\bar{S}}$, where $\bar{S}$ denotes the complement set of $S$, and $X_S = \{X_i | i \in S\}$.
- Return $X^*$ as the adversarial example, if the label of $X^*$ is different from the label of $X$; if the label has not changed, declare infeasibility.

**MG Method.** This method is similar to the Grad0 Method in that the adversary maximizes $\nabla_X \ell(X, y)^T (X^* - X)$. However, we take a greedy approach, i.e., we select and modify one feature at a time until the input is successfully misclassified.

**Grad\infty Method.** The solution to this method is provided in [9] as the following:

$$X^* = X + \epsilon \text{sign} \nabla_X \ell(X, y).$$

We return $X^*$ as the adversarial example, if the label of $X^*$ is different from the label of $X$; if the label has not changed, we declare infeasibility.

**B.2 Adversarial Examples for Targeted Attack**

In targeted attack, the adversary intends to find a perturbation that minimizes the loss function for the input $X$ and target label $y^*$ or target vector $Z^*$. Similar to Equations (1) and (2) we write:

$$\delta X^* = \arg\min_{\|\delta X\| \leq \epsilon \cdot \|X\|} \ell(X + \delta X, y^*) 
\approx \arg\min_{\|\delta X\| \leq \epsilon \cdot \|X\|} \nabla_X \ell(X, y^*)^T \delta X. \quad (3)$$

In this paper, based on Eqn. (3) we proposed two methods for generating adversarial examples for targeted attack, namely Greedy and STG Methods. In the following, we provide the solutions for these methods.

**Greedy Method.** This method is similar to the MG method in that the adversary takes a greedy approach for finding the adversarial perturbation. However, in this method, at each iteration we select and modify the feature that minimizes $\nabla_X \ell(X, y^*)^T (X^* - X)$. Note that the proposed greedy method is significantly faster than the current greedy approaches, e.g. [10][11], because for selecting each feature, we only do one forward run and one backpropagation; while current methods need to run the network at least $|X|$ number of times, for selecting each feature.

**STG Method.** In this method, we set the target output probability vector $Z_T$ to be $\frac{K}{K}$ for the $K$ valid classes and use the $L_0$ norm constraint for generating adversarial examples. The adversary thus minimizes $\nabla_X \ell(X, Z_T)^T (X^* - X)$ such that $\|\delta X\|_0 = \epsilon \cdot |X|$. Similar to the Grad0 method, to compute $X^*$, we do the following procedure:

- Compute $\nabla_X \ell(X, Z_T)$ and define a binary vector $X'$, for which $X'_i = 1$ if and only if $\nabla_X \ell(X, Z_T)_i < 0$.
- Let $S$ be the set of indexes of $\epsilon \cdot |X|$ smallest elements of $\nabla_X \ell(X, Z_T) \circ (X' - X)$, where $\circ$ denotes the element-wise product.
- Obtain $X^*_S = X'_S$ and $X^*_{\bar{S}} = X_{\bar{S}}$, where $\bar{S}$ denotes the complement set of $S$, and $X_S = \{X_i | i \in S\}$.
- Return $X^*$.