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ABSTRACT
We consider a random billiard map, the one in which the standard specular reflection rule is replaced by a random reflection given by a Markov operator. We exhibit an invariant measure for random billiards on general tables. In the special case of a circular table we show that almost every (random) orbit is dense in the boundary as well as in the circular ring formed between the circle boundary and the random caustic. We additionally prove Strong Knudsen’s Law for a particular case of families of absolutely continuous measures with respect to Liouville. We also calculate the Lyapunov exponent for the random billiard map in the circle.

1. Introduction

A deterministic billiard is a system where a particle moves with constant velocity inside a compact plane region (which has a smooth boundary and is called the billiard table), reflecting elastically at the impacts with the boundary. This means that the angle of incidence is equal to the angle of reflection. On a random billiard, this last property does not hold: the angles of reflection are chosen by a certain probability law.

In this work we are particularly interested on a random circular billiard: we perturb the deterministic billiard on a circle using the random map introduced by Renato Feres in [7] to change the angle of reflection.

The random Feres map will model a billiard table with microscopic irregularities of the triangular shape. We consider these irregularities to be dimensionally comparable to the moving particle.

The random Feres map is generated by the deterministic billiard on an isosceles triangle whose base angles are less than $\frac{\pi}{6}$. (Figure 1.)

Considering segment $PQ$ with length 1 as the base of the isosceles triangle, we define the first return map to the side $PQ$ as $G(x, \theta) = (y, T_x(\theta))$ where $T_x(\theta)$ is the exit angle. See Figure 2.

Since the base angle of this triangle is less than $\frac{\pi}{6}$, the deterministic billiard on this triangle, starting from $PQ$, will have at most two collisions before returning to the $PQ$ side again. Therefore, there are four maps that determine the exit angle after the collision with the $PQ$ side. See Figure 3.
The probabilities that these exit angles occur are proportional to the $PQ$ side, that is, given an initial exit angle $\theta$, the probability $P_i(\theta)$ of the exit angle after returning to the $PQ$ side is the maximum length (in terms of Lebesgue measure) that we pass from one type of collision to another among four possible. With the help of the Sine and Cosine Laws, we can explicitly determine their respective expressions. In Section 3, we will describe all of them.

Kamaludin Dingle, Jeroen S. W. Lamb, and Joan-Andreu Lazaro-Cami in [5] use the Feres’s random map to study the random billiard on an infinite pipeline and proved the Strong Knudsen’s Law in this case. Their strategy is to prove that the associated skew-product (as defined by WaelBahsoun, Christopher Bose, and Anthony Quas in [1], which is a deterministic representation of random maps) is an exact endomorphism. We use the same ideas to prove that the Strong Knudsen’s Law is also valid for our random circular billiard.

We also study the dynamical features of the random circular billiard, comparing its dynamics to the deterministic case. In fact, under certain conditions, we show the abundance of dense orbits in the boundary of the circular table. We define and study random
caustics, and show the abundance of dense orbits in the circular ring formed by the boundary of the circular table and the random caustic. We also calculate the Lyapunov exponent for the random billiard map in the circle.

We complete this introduction with a note on the organization. In Section 2, we make a short introduction to deterministic billiards, presenting some results already known in the literature. In Section 3, we make a brief study of the Feres’s random map and present some results to be used later. In addition, we extend a result addressed in [5] about the Strong Knudsen’s Law. In Section 4, we define an invariant measure for the random billiard map, and show that the Liouville measure is an invariant measure for that billiard. In Section 5, we make a study about Markov chains and their relation with random maps. In Section 6, we study the dynamics of the random billiard map in the circle with radius one. In fact, under certain conditions, we show the abundance of dense orbits in the boundary of the circular table. We also prove the Strong Knudsen’s Law for the random billiard map in the circle for a particular family of absolutely continuous measures with respect to Liouville. Besides that, we define random caustics, and we show the abundance of dense orbits in the circular ring formed by the boundary of the circular table and the random caustic. We also calculate the Lyapunov exponent for the random billiard map in the circle. Finally, in the Appendix, we calculate the Lyapunov exponent associated with the random billiard map the infinite pipeline.

Although we could work with random billiards in other tables, we remark that, as was proved by Bialy, in [2], the only $C^2$ closed and convex plane curve where the billiard map preserves the angle throughout the trajectory is the circular billiard. And since the Feres map only acts on the angles, we prefer to study the case of circular billiards.

## 2. Deterministic billiards

Let $\gamma$ be a plane, simple, closed, regular, smooth, oriented curve parametrized by the arc length parameter $s \in [0, L)$ and with strictly positive curvature. Let $U$ be the region enclosed by $\gamma$.

The billiard system consists in the free motion of a particle on the planar region $U$, being reflected elastically at the impacts on the boundary $\gamma$. The dynamic is then determined by the collision point at $\gamma$ and the direction of motion, immediately after each impact. These two elements can be given by the parameter $s \in [0, L]$ that locates the point of reflection, and by the angle $\theta \in (0, \pi)$ between the tangent vector $\gamma'(s)$ and the outgoing trajectory, measured counter-clockwise.

In this context, the billiard system defines a map $F$ (called the billiard map) from the open rectangle $[0, L) \times (0, \pi)$ into itself. A trajectory will be a polygonal line on this planar region, i.e. a set of straight segments connecting consecutive impacts.

If there exists a curve such that every segment of the trajectory is tangent to it, it will be called a caustic.

The set of points $\{F^n(s_0, \theta_0) : n \in \mathbb{Z}\} \subset [0, L) \times (0, \pi)$ is the orbit of the point $(s_0, \theta_0)$ in the phase space $[0, L) \times (0, \pi)$. A point $(s_0, \theta_0)$ is $n$-periodic if $F^n(s_0, \theta_0) = (s_0, \theta_0)$ or, equivalently, if the polygonal line defined by the trajectory is actually an $n$-sided polygon.

The billiard map $F$ has some well-known properties (see, for instance, [3,4,8,11]): if $\gamma$ is a $C^k$-curve, then $F$ is a $C^{k-1}$-diffeomorphism, reversible with respect to the reversing
symmetry $G(\varphi, \theta) = (\varphi, \pi - \theta)$ and, as $\gamma$ has strictly positive curvature, has the monotone twist property.

The billiard map $F$ also preserves the probability measure $\nu = \lambda \times \mu$, where $\lambda$ is the normalized Lebesgue measure for $[0, L)$ and $\mu(A) = \frac{1}{2} \int_A \sin(\theta) \, d\theta$ for every measurable set $A \subset (0, \pi)$. This $\lambda \times \mu$ measure is also called the Liouville measure.

Moreover, the derivative of $F$ can be implicitly calculated and is given by

$$DF(s_0, \theta_0) = \frac{1}{\sin \theta_1} \begin{bmatrix} l_{01}k_0 - \sin \theta_0 & l_{01} \\ k_1(l_{01}k_0 - \sin \theta_0) - k_0 \sin \theta_1 & l_{01}k_1 - \sin \theta_1 \end{bmatrix},$$

where $(s_1, \theta_1) = F(s_0, \theta_0)$, $k_0$, $k_1$ are the curvatures of the curve in $s_0$, $s_1$, respectively, and $l_{01}$ is the distance between the collision points $\gamma(s_0)$ and $\gamma(s_1)$.

We remark that everything holds on a more general setting: billiard tables may not be convex or might have infinite horizon. In this general case, the billiard problem still defines a diffeomorphism preserving a probability measure, and its derivative can be implicitly computed.

We are mainly interested in the circular billiard, defined when $\gamma$ is the unitary circle. The billiard map is given then by the map $F : [0, 2\pi) \times (0, \pi) \to [0, 2\pi) \times (0, \pi)$ defined by $F(s_0, \theta_0) = (s_0 + 2\theta_0 \mod 2\pi, \theta_0)$.

Each trajectory with outgoing angle $\theta_0$ corresponds to a caustic curve, which is a concentric circle with radius $\cos \theta_0$ (Figure 4).

Every horizontal circle $\{\theta = \theta_0\}$ in the phase space is invariant under $F$. Therefore, the phase space is foliated by these invariant horizontal circles. Furthermore, $F|_{\theta = \theta_0}$ is a circle rotation with an angle of $2\theta_0$.

We have, then, the following:

(a) if the outgoing angle $\theta_0 = m\pi/n$ with $\gcd(m, n) = 1$, then for any $s_0 \in [0, 2\pi)$, $(s_0, \theta_0)$ is an $n$-periodic point;
(b) if the outgoing angle \( \theta_0 = \beta \pi \) where \( \beta \) is irrational, then the set \( \{ s_n : F^n(s_0, \theta_0) = (s_n, \theta_0) \} \) is dense in \([0, 2\pi]\]. That is, the projection in the first coordinate of the orbit of \((s_0, \theta_0)\) under \(F\) is dense in the boundary circle;

(c) if the outgoing angle \( \theta_0 = \beta \pi \) with \( \beta \) is irrational, then the billiard trajectory densely fills the circular ring formed by the boundary circle and the associated caustic.

3. Random map

Let \((X, \mathcal{B}(X), \mu)\) be a measure space. For each \(i = \{1, 2, \ldots, N\}\), let \(T_i : X \to X\) be a map, and let \(p_i : X \to [0, 1]\) be a function on \(X\). Following \([1,5,7,10]\), we define the random map \(T : X \to X\), such that \(T(x) = T_i(x)\) with probability \(p_i(x)\). Iteratively, for each \(n \in \mathbb{N}\), we define \(T^{(n)}(x) = T_{i_n} \circ T_{i_{n-1}} \circ \cdots \circ T_{i_1}(x)\) with probability \(p_{i_n}(x)p_{i_{n-1}}(T_{i_{n-1}}(x)) \cdots p_{i_1}(T_{i_1}(x))\). The transition probability kernel of the random map \(T\) is given by

\[
K(x, A) = \sum_{i=1}^{N} p_i(x) \mathbf{1}_A(T_i(x)).
\] (1)

The transition probability kernel \(K(x, A)\), as shown in (1), defines the evolution of an initial distribution (probability measure) \(\nu\) on \((X, \mathcal{B}(X))\) under the random map \(T\) iteratively as

\[
\nu^{(0)} := \nu, \quad \nu^{(n+1)}(A) = \int_X K(x, A) \, d\nu^{(n)}(x),
\]

where \(A \in \mathcal{B}(X)\) and \(n \geq 1\).

**Definition 3.1:** Let \(T\) be a random map and let \(\mu\) be a measure on \(X\). Then, \(\mu\) is \(T\)-invariant if \(\mu(A) = \sum_{i=1}^{N} \int_{T_i^{-1}(A)} p_i(x) \, d\mu(x)\) for all \(A \in \mathcal{B}(X)\).

3.1. The Feres random map

Let us consider the Feres Random Map \(T\) introduced in [7]. For a fixed \(\alpha < \frac{\pi}{6}\), let \(T : [0, \pi] \to [0, \pi]\) be such that

\[
T(\theta) = T_i(\theta) \quad \text{with probability } p_i(\theta),
\] (2)

where \(T_1(\theta) = \theta + 2\alpha, T_2(\theta) = -\theta + 2\pi - 4\alpha, T_3(\theta) = \theta - 2\alpha\) and \(T_4(\theta) = -\theta + 4\alpha\), and their respective probabilities are given by:

\[
p_1(\theta) = \begin{cases} 
1, & \text{if } \theta \in [0, \alpha) \\
\sin(\alpha)(\cos(2\alpha)u_{2\alpha}(\theta)), & \text{if } \theta \in [\alpha, \pi - 3\alpha) \\
2\cos(2\alpha)u_{2\alpha}(\theta), & \text{if } \theta \in [\pi - 3\alpha, \pi - 2\alpha) \\
0, & \text{if } \theta \in [\pi - 2\alpha, \pi] 
\end{cases}
\]

\[
p_2(\theta) = \begin{cases} 
0, & \text{if } \theta \in [0, \pi - 3\alpha) \\
\sin(\alpha)(\cos(2\alpha)u_{2\alpha}(\theta)), & \text{if } \theta \in [\pi - 3\alpha, \pi - 2\alpha) \\
\sin(\alpha)(\cos(\alpha)u_{2\alpha}(\theta)), & \text{if } \theta \in [\pi - 2\alpha, \pi - \alpha) \\
0, & \text{if } \theta \in [\pi - \alpha, \pi] 
\end{cases}
\]
\[ p_3(\theta) = \begin{cases} 
0, & \text{if } \theta \in [0, 2\alpha) \\
2 \cos(2\alpha) u_{2\alpha}(\theta), & \text{if } \theta \in [2\alpha, 3\alpha) \\
u_{\alpha}(\theta), & \text{if } \theta \in [3\alpha, \pi - \alpha) \\
1, & \text{if } \theta \in [\pi - \alpha, \pi] 
\end{cases} \]

\[ p_4(\theta) = \begin{cases} 
0, & \text{if } \theta \in [0, \alpha) \\
u_{\alpha}(\theta), & \text{if } \theta \in [\alpha, 2\alpha) \\
u_{\alpha}(\theta) - 2 \cos(2\alpha) u_{2\alpha}(\theta), & \text{if } \theta \in [2\alpha, 3\alpha) \\
0, & \text{if } \theta \in [3\alpha, \pi] 
\end{cases} \]

with \( u_{\alpha}(\theta) = \frac{1}{2}(1 + \frac{\tan \alpha}{\tan \theta}) \). For more details, see [5,7].

**Proposition 3.2:** Let \( T \) be the Feres Random Map defined in (2). Then, the measure defined by 
\[ \mu(A) = \frac{1}{2} \int_A \sin(\theta) \, d\theta \]
is \( T \)-invariant.

**Proof:** See [7]. \( \blacksquare \)

Consider \( \Sigma = \{1, 2, 3, 4\}^\mathbb{N} \) the space of sequences formed by the symbols 1, 2, 3 and 4. With this in mind, we denote a sequence \( (x_1, x_2, \ldots) \) in \( \Sigma \) by \( \mathbf{x} \).

**Definition 3.3:** Given \( \theta \in (0, \pi) \), we define
\[ \Sigma_\theta := \{ \mathbf{x} \in \Sigma : p_{x_1}(\theta)p_{x_2}(T_{x_1}(\theta)) \cdots p_{x_k}(T_{x_{k-1}} \circ T_{x_{k-2}} \circ \cdots \circ T_{x_1}(\theta)) > 0, \forall k \geq 1 \} \]
In other terms, a sequence \( \mathbf{x} \) is in \( \Sigma_\theta \) if the composition \( T^{(k)}_x(\theta) := T_{x_k} \circ T_{x_{k-1}} \circ \cdots \circ T_{x_1}(\theta) \) has positive probability for each fixed \( k \in \mathbb{N} \).

**Definition 3.4:** Given \( \theta \in (0, \pi) \), for every sequence \( \mathbf{x} = (x_n)_n \in \Sigma_\theta \), the related sequence \( (\theta_n)_n := (T^{(n)}_\mathbf{x}(\theta))_n \) is called an admissible sequence for \( \theta \).

**Definition 3.5:** Given \( \theta \in (0, \pi) \), we define
\[ \mathcal{C}(\theta) := \left\{ \theta' \in (0, \pi) : T^{(k)}_\mathbf{x}(\theta) = \theta' \text{ for some } k \in \mathbb{N} \text{ and } \mathbf{x} \in \Sigma_\theta \right\} \]
Thus, \( \mathcal{C}(\theta) \) is the set of all possible future images of the angle \( \theta \) by the Feres Random Map \( T \). That is, \( \theta' \in \mathcal{C}(\theta) \) if there are an admissible sequence \( (\theta_n)_n \) and a \( k \in \mathbb{N} \), such that \( \theta_k = T_{x_k} \circ T_{x_{k-1}} \circ \cdots \circ T_{x_1}(\theta) = \theta' \).

**Remark 3.6:** We observe that, in the case of the random maps \( T_1 \circ T_3 = T_3 \circ T_1 = \text{Id} \), \( T_2 \circ T_2 = \text{Id} \), and \( T_4 \circ T_4 = \text{Id} \), if \( \theta' \in \mathcal{C}(\theta) \), then \( \theta \in \mathcal{C}(\theta') \). Therefore, \( \mathcal{C}(\theta) = \mathcal{C}(\theta') \). So, given \( \theta, \theta' \in (0, \pi) \), we conclude that \( \mathcal{C}(\theta) \cap \mathcal{C}(\theta') = \emptyset \) or \( \mathcal{C}(\theta) = \mathcal{C}(\theta') \).

**Proposition 3.7:** If \( \alpha = \frac{m}{n} \pi \), with \( m \in \mathbb{Z} \) and \( n \in \mathbb{Z}^* \), then \( \mathcal{C}(\theta) \) is finite.
Proof: Suppose that $\alpha = \frac{m}{n} \pi$ with $\gcd(m, n) = 1$. Consider $\tilde{T}_i \equiv T_i \mod \pi$, with $i = \{1, 2, 3, 4\}$. We claim that $\{\tilde{T}_i\}_{i=1}^4$ generate the dihedral group. Indeed, notice that

$$\tilde{T}_1^{n-1}(\theta) = \theta + 2(n-1)\alpha \equiv \theta \mod \pi,$$

$$\tilde{T}_2 \circ \tilde{T}_1^{n-4}(\theta) = -\theta - 2n\alpha + 2\pi + 4\alpha \equiv -\theta + 4\alpha \mod \pi.$$ 

So we have that $G := \langle \tilde{T}_1, \tilde{T}_2 \rangle$ is the dihedral group generated by $\tilde{T}_1$ and $\tilde{T}_2$, and its order is $n$ or $\frac{n}{2}$, depending on the parity of $n$. Finally, notice that $C(\theta)$ is contained in the orbit of $\theta$ by the action of the group $G$, that is, the order of $C(\theta)$ is less than or equal to the order of $G$. Therefore, $C(\theta)$ is finite.

**Proposition 3.8:** If $\alpha = \beta \pi$ with $\beta \in \mathbb{R} \setminus \mathbb{Q}$, then $C(\theta)$ is countably infinite.

**Proof:** Given $\theta' \in C(\theta)$, we have that $\theta' = \pm \theta + J\pi + K\alpha$ for some $J, K \in 2\mathbb{Z}$. If all $\theta' \in C(\theta)$ are distinct, then $C(\theta)$ is countably infinite. We observe that

$$\theta + J_1\pi + K_1\alpha = \theta + J_2\pi + K_2\alpha$$

if $\alpha = \frac{J_2 - J_1}{K_1 - K_2} \pi$. Since $\frac{\alpha}{\pi}$ is an irrational number, all elements in $C(\theta)$ that are of the form $\theta + J\pi + K\alpha$ are distinct. Therefore, $C(\theta)$ is countably infinite.

**Lemma 3.9:** Given $\theta \in (0, \pi)$, such that $\theta \neq k\alpha$ with $k \in \mathbb{N}$, there are an admissible sequence $(\theta_n)_n$ and an $m \in \mathbb{N}$, such that $\theta_m \in (0, \alpha)$.

**Proof:** Suppose initially that $\theta \in (\alpha, 2\alpha)$. We can apply $T_4$, and so, $T_4(\theta) \in (2\alpha, 3\alpha)$. Then, $T_3 \circ T_4(\theta) \in (0, \alpha)$. Suppose now that $\theta$ belongs to a subinterval other than $(\alpha, 2\alpha)$. There is a maximum number of times that we can apply $T_3$ consecutively; let $l$ be this number. Thus, we have two options: $T_3^l(\theta) \in (0, \alpha)$ or $T_3^l(\theta) \in (\alpha, 2\alpha)$. If $T_3^l(\theta) \in (\alpha, 2\alpha)$, then it follows that $T_3 \circ T_4 \circ T_3^l(\theta) \in (0, \alpha)$.

**3.2. The strong Knudsen’s law for the Feres random map**

Following [1,5], we will define a skew-product in the space $\Omega = [0, 1] \times [0, \pi]$. Let $T : [0, \pi] \rightarrow [0, \pi]$ be the Feres Random Map defined in (2), and let

$$J_k = \left\{ (x, \theta) \in \Omega : \sum_{i<k} p_i(\theta) \leq x < \sum_{i\leq k} p_i(\theta) \right\},$$

with $k = 1, 2, 3, 4$. Consider $\varphi_k(x, \theta) = \frac{1}{p_k(\theta)} (x - \sum_{i=1}^{k-1} p_i(\theta))$, if $(x, \theta) \in J_k$. We define the skew-product of $T$ by the map $S : \Omega \rightarrow \Omega$, such that:

$$S(x, \theta) = (\varphi_k(x, \theta), T_k(\theta)), \quad \text{if} \ (x, \theta) \in J_k. \quad (3)$$

The next theorem is proved in [5].
Suppose that the Strong Knudsen’s Law holds for each $\frac{\alpha}{\pi}$ is an irrational number, then $\nu(n)(A) \to \mu(A)$, for all $A \in \mathcal{B}([0, \pi])$.

\textbf{Proof:} We provide only a sketch of the proof; for more details, see [5, Equation (7.2) and Theorem 14]. Let $U_S: L^p(\Omega) \to L^p(\Omega)$ be the Koopman operator associated with the skew-product $S$, defined in (3), that is, $U_S(g) = g \circ S$. Let $f \in L^1([0, \pi], \mu)$ be the Radon-Nikodym derivative, and let $\nu \ll \mu$. Then,

$$
\nu(n)(A) = \int U^n_S(\mathbb{1}_{\pi^{-1}(\theta)}(A)) \, d(\lambda \times \nu) = \int \pi_2^*(f) U^n_S(\mathbb{1}_{\pi^{-1}(\theta)}(A)) \, d(\lambda \times \mu) \to \mu(A),
$$

if $S$ is mixing or is an exact endomorphism. In fact, [5, Theorem 14] proves that $S$ is an exact endomorphism if $\frac{\alpha}{\pi}$ is an irrational number.

The convergence $\nu(n)(A) \to \mu(A)$ is called the Strong Knudsen’s Law for the random map $T$.

\textbf{Remark 3.11:} Suppose that the Strong Knudsen’s Law holds for $T$. Given an initial distribution $\nu$, the angle distribution after an arbitrarily large number of collisions along the pipeline is close to the uniform distribution $\mu$.

We present at this moment a proposition that completes the Theorem 3.10. That is, with this proposition we have a necessary and sufficient condition for the Strong Knudsen’s Law for the random map we are working on.

\textbf{Proposition 3.12:} Let $T$ be the Feres Random Map, let $\mu(A) = \frac{1}{2} \int_A \sin(\theta) \, d\theta$, and let $\nu \ll \mu$. If $\frac{\alpha}{\pi}$ is a rational number, then the Strong Knudsen’s Law does not hold.

\textbf{Proof:} Given $\alpha = \frac{m\pi}{n}$, with $\gcd(m, n) = 1$, we want to show that there is a set $B \subset \Omega$ such that $B$ is $S$-invariant and $0 < \langle \lambda \times \mu \rangle(B) < 1$. For this, define the following sets: $A_1 = \{0, \frac{\pi}{n}, \frac{2\pi}{n}, \ldots, \frac{m\pi}{n}, \ldots, \frac{(n-1)\pi}{n}, \pi\}$ and $A_2 = \{\frac{\pi}{2n}, \frac{3\pi}{2n}, \ldots, \frac{(2n-1)\pi}{2n}\}$. We observe that these sets $A_1$ and $A_2$ are invariant by the Feres Random Map, that is, if $x \in A_i$, with $i = 1, 2$, then $T_k(x) \in A_i$, whatever $k = 1, 2, 3, 4$ is, since $x$ belongs to the domain of $T_k$. In fact:

- If $\frac{(2j-1)\pi}{2n} \in A_2$ is in the domain of $T_1$, then
  $$
  T_1 \left(\frac{(2j-1)\pi}{2n}\right) = \frac{4m + 2j - 1)\pi}{2n} \in A_2;
  $$

- If $\frac{(2j-1)\pi}{2n} \in A_2$ is in the domain of $T_2$, then
  $$
  T_2 \left(\frac{(2j-1)\pi}{2n}\right) = \frac{4n - 8m - 2j + 1)\pi}{2n} \in A_2;
  $$

- If $\frac{(2j-1)\pi}{2n} \in A_2$ is in the domain of $T_3$, then
  $$
  T_3 \left(\frac{(2j-1)\pi}{2n}\right) = \frac{2j - 4m - 1)\pi}{2n} \in A_2;
  $$
• If $\frac{(2j+1)\pi}{2n} \in A_2$ is in the domain of $T_4$, then

$$T_4 \left( \frac{(2j-1)\pi}{2n} \right) = \frac{(8m-2j+1)\pi}{2n} \in A_2.$$

Similarly, it can be shown that the set $A_1$ is invariant by the Feres Random Map. Taking $\epsilon = \frac{\pi}{4n}$, let us consider the interval $I_j = (\frac{(2j-1)\pi}{2n} - \epsilon, \frac{(2j-1)\pi}{2n} + \epsilon)$, with $j = 1, 2, \ldots, n$. Therefore, the set $\bigcup_{j=1}^n I_j$ is invariant by the Feres Random Map, since the set $A_2$ is invariant by this map, and the maps $T_k$ are translations in $[0, \pi]$. That is, given $k \in \{1, 2, 3, 4\}$ and $j \in \{1, 2, \ldots, n\}$, we have that $T_k(I_j) = I_j$, for some $l \in \{1, 2, \ldots, n\}$.

We also observe that the Lebesgue measure of the set $\bigcup_{j=1}^n I_j$ in $[0, \pi]$ satisfies $Leb(\bigcup_{j=1}^n I_j) = \frac{\pi}{2} < \pi = Leb([0, \pi])$. Finally, the set $[0, 1] \times \bigcup_{j=1}^n I_j \subset \Omega$, is an $S$-invariant set; and, since $\lambda \times \mu$ is absolutely continuous with respect to the Lebesgue measure in $\Omega$, it follows that $0 < (\lambda \times \mu)([0, 1] \times \bigcup_{j=1}^n I_j) < 1$. That is, $S$ is not ergodic and, then, $S$ is not an exact endomorphism.

Therefore, for $\alpha = \frac{m\pi}{n}$, with $\gcd(m, n) = 1$, we have that $\nu^{(n)} \not\rightarrow \mu$, since this convergence occurs, if and only if, $S$ is an exact endomorphism. ■

With both Theorem 3.10 and the Proposition 3.12, we obtain the following theorem:

**Theorem 3.13:** Let $T$ be the Feres Random Map, let $\mu(A) = \int_A \sin(\theta) \, d\theta$, and let $\nu \ll \mu$. Then, $\nu^{(n)}(A) \to \mu(A)$ for all $A \in \mathcal{B}([0, \pi])$, if and only if, $\alpha = \frac{m\pi}{n}$ is an irrational number.

### 4. The random billiard map

Let $\overline{T} : [0, L] \times (0, \pi) \to [0, L] \times (0, \pi)$, where $\overline{T}(s, \theta) = (s, T_1(\theta))$ with probability $p_1(\theta)$, be the random map that extends the Feres Random Map $T(\theta) = T_1(\theta)$ with probability $p_1(\theta)$. Consider a curve in the Euclidean plane and the corresponding deterministic billiard map $F : [0, L] \times (0, \pi) \to [0, L] \times (0, \pi)$ associated with this curve. We have that $F(s, \theta) = (s_1(s, \theta), \theta_1(s, \theta))$ preserves the measure $\lambda \times \mu$, where $\lambda$ is the normalized Lebesgue measure at $[0, L]$, and $\mu(A) = \frac{1}{2} \int_A \sin(\theta) \, d\theta$.

**Definition 4.1:** Consider a deterministic billiard map $F$. We define the random billiard map $\overline{F} : [0, L] \times (0, \pi) \to [0, L] \times (0, \pi)$ by

$$\overline{F}(s, \theta) = F \circ \overline{T}(s, \theta) = \left( s_1(s, T_1(\theta)), \theta_1(s, T_1(\theta)) \right)$$

with probability $\overline{p}_i(s, \theta) = p_1(\theta)$.

**Example 4.2:** Let $F(s, \theta) = (s + 2\theta \mod 2\pi, \theta)$ be the deterministic billiard map in the circle. Then, the random billiard map in the circle is $\overline{F}(s, \theta) = F \circ \overline{T}(s, \theta) = (s + 2T_1(\theta) \mod 2\pi, T_1(\theta))$ with probability $p_1(\theta)$.

We observe that the projection in the second coordinate of the iterates of the map $S$ represents the outgoing angles of the particle moving in a pipeline. Thus, on both billiard tables (infinite pipeline and circle), we have the same behaviour of the orbits referring to
the angles (see Figure 5). That is, the outgoing angles do not depend on the collision points, and are given by the compositions of the $T_i$ maps.

So we can enunciate Theorem 3.13 in the language of random billiards as follows:

**Theorem 4.3:** Consider a particle moving in a circle (or infinite pipeline) and let $T$ be the Feres Random Map. Given a measure $\nu \ll \mu$, where $\mu(A) = \frac{1}{2} \int \sin(\theta) \, d\theta$, we have that $\nu^n(A) \to \mu(A)$ for all $A \in \mathcal{B}([0, \pi])$, if and only if, $\frac{\alpha}{\pi}$ is an irrational number.

**Proof:** Consider the random billiard map $\overline{F}$ in the circle or the infinite pipeline. Notice that the projection on the second coordinate of the iterates of the random billiard map $\overline{F}$ represents the Feres Random Map since the outgoing angles in these two cases do not depend on the particle’s position (see Figure 5). So, by Theorem 3.13, we have the Strong Knudsen’s Law if and only if, $\frac{\alpha}{\pi}$ is an irrational number.

Remark 3.11 also applies to the particle colliding on a circular table.

### 4.1. Invariant measure for the random billiard map

Given a deterministic billiard map $F$, the associated random billiard map is given by $\overline{F}(s, \theta) = F(s, T_i(\theta))$ with probability $p_i(\theta)$. Consider $\overline{T}_i(s, \theta) = (s, T_i(\theta))$ and $\overline{F}_i(s, \theta) = F \circ \overline{T}_i(s, \theta)$, for each $i = 1, \ldots, 4$. By Definition 3.1, a measure $\nu$ is invariant for the random billiard map $\overline{F}$ if

$$\nu(A) = \sum_{i=1}^{4} \int \int_{\overline{F}_i^{-1}(A)} p_i(\theta) \, d\nu(s, \theta)$$

for every Borel set $A$ in $(0, L) \times (0, \pi)$.

**Lemma 4.4:** The measure $\lambda \times \mu$ preserved by deterministic billiard map $F$ is an invariant measure for the random map $\overline{T}(s, \theta) = (s, T_i(\theta))$ with probability $p_i(\theta)$. 
**Proof:** The measure $\lambda \times \mu$ is invariant for $T$ if

$$\sum_{i=1}^{4} \int \int \mathbb{1}_{A \times B}(T_i(s, \theta)) p_i(\theta) \, d\lambda(s) \, d\mu(\theta) = (\lambda \times \mu)(A \times B)$$

for all $A \times B \in \mathcal{B}([0, L] \times [0, \pi])$. Indeed, notice that

$$\sum_{i=1}^{4} \int \int \mathbb{1}_{A \times B}(T_i(s, \theta)) p_i(\theta) \, d\lambda(s) \, d\mu(\theta) = \lambda(A) \sum_{i=1}^{4} \int \mathbb{1}_{B}(T_i(\theta)) p_i(\theta) \, d\mu(\theta) = \lambda(A) \mu(B).$$



**Proposition 4.5:** Given a deterministic billiard map $F$ with an invariant measure $\lambda \times \mu$, and the random map $\overline{T}(s, \theta) = (s, T_i(\theta))$ with probability $p_i(\theta)$, we have that the random billiard map $F$ has $\lambda \times \mu$ as an invariant measure.

**Proof:** By Lemma 4.4, $(\lambda \times \mu)(A \times B) = \sum_{i=1}^{N} \int \int \mathbb{1}_{T_i^{-1}(A \times B)}(s, \theta) p_i(\theta) \, d\lambda \times \mu$. Due to the invariance of the measure $\lambda \times \mu$ for the deterministic billiard map $F$, we have that $(\lambda \times \mu)(F^{-1}(A \times B)) = (\lambda \times \mu)(A \times B)$. Therefore,

$$\sum_{i=1}^{4} \int \int \mathbb{1}_{F_i^{-1}(A \times B)}(s, \theta) p_i(\theta) \, d\lambda(s) \, d\mu(\theta) = \lambda(A) \sum_{i=1}^{4} \int \mathbb{1}_{B}(T_i(\theta)) p_i(\theta) \, d\mu(\theta) = (\lambda \times \mu)(F^{-1}(A \times B)) = (\lambda \times \mu)(A \times B).$$



**Remark 4.6:** We can also think of random billiard maps as $\overline{F}(s, \theta) = \overline{T} \circ F(s, \theta)$ with probability $\overline{p}_i(s, \theta) = p_i(F(s, \theta)) = p_i(\overline{T}_i(s, \theta))$. We show next that this composition also has the same invariant measure $\lambda \times \mu$ as the deterministic billiard maps.

**Proposition 4.7:** Let $F$ be a deterministic billiard map with an invariant measure $\lambda \times \mu$, and let $\overline{T}(s, \theta) = (s, T_i(\theta))$ be the random map with probability $p_i(\theta)$. Then, the random billiard map $\overline{F}(s, \theta) = \overline{T}_i \circ F(s, \theta)$ with probability $p_i(F(s, \theta))$ has $\lambda \times \mu$ as an invariant measure.

**Proof:** By Lemma 4.4,

$$(\lambda \times \mu)(\varphi) = \sum_{i=1}^{n} \int \int p_i(\theta) \cdot \varphi \circ \overline{T}_i(s, \theta) \, d\lambda(s) \, d\mu(\theta)$$

for all $\varphi$ integrable. Then, we have that

$$\sum_{i=1}^{4} \int \int \overline{p}_i \circ \varphi \circ (\overline{T}_i \circ F) \, d\lambda \, d\mu = \sum_{i=1}^{4} \int \int p_i \circ F \cdot \varphi \circ (\overline{T}_i \circ F) \, d\lambda \, d\mu.$$
Thus, the measure $\lambda \times \mu$ is invariant for the random billiard map $\overline{F}$. □

Propositions 4.5 and 4.7, ensure that the measure preserved by the deterministic billiard map is an invariant measure for the random billiard map for both compositions: $\overline{F}(s, \theta) = F \circ T_i(s, \theta)$ with probability $p_i(\theta)$, and $\overline{F}(s, \theta) = T_i \circ F(s, \theta)$ with probability $p_i(F(s, \theta))$.

5. Markov chain

The random map $T$, defined in (2), can be seen as a Markov chain with state space $C(\theta)$, and the transition probabilities are those generated by the respective probabilities $p_1$, $p_2$, $p_3$, and $p_4$.

Example 5.1: Let $\alpha = \frac{\pi}{7}$, and let $\theta \in (0, \alpha)$. The state space for the Markov chain is $C(\theta) = \{\theta, \theta + 2\alpha, \theta + 4\alpha, \theta + 6\alpha, -\theta + 2\alpha, -\theta + 4\alpha, -\theta + 6\alpha\}$ (Figure 6).

Moreover, the transition probability matrix for this Markov chain is:

$$
A = \begin{bmatrix}
0 & p_1(\theta) & 0 & 0 \\
p_3(\theta + 2\alpha) & 0 & p_1(\theta + 2\alpha) & 0 \\
0 & p_3(\theta + 4\alpha) & 0 & p_1(\theta + 4\alpha) \\
0 & 0 & p_3(\theta + 6\alpha) & 0 \\
0 & p_4(-\theta + 2\alpha) & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & p_2(-\theta + 6\alpha) & 0 \\
p_4(\theta + 2\alpha) & 0 & 0 & 0 \\
0 & 0 & 0 & p_2(\theta + 4\alpha) \\
0 & 0 & 0 & 0 \\
p_3(-\theta + 4\alpha) & 0 & p_1(-\theta + 4\alpha) & 0 \\
0 & p_3(-\theta + 6\alpha) & 0 & 0
\end{bmatrix}.
$$

Let $(X, \mathcal{A})$ be a measurable space with $X = \{x_1, x_2, \ldots, x_r, \ldots\}$ finite or countably infinite. Consider $\Sigma = X^\mathbb{N}$ the space of the sequences in $X$ endowed with the $\sigma$-algebra product. Let $\sigma : \Sigma \to \Sigma$ be the shift operator, that is, such that $\sigma(x_n)_n = (x_{n+1})_n$. Given a family of transition probabilities $\{p_{x_i x_j} : i, j = 1, 2, \ldots, r, \ldots\}$, we define the transition matrix $(p_{x_i x_j})$ with $\sum_j p_{x_i x_j} = 1$. This matrix is called the stochastic matrix, and we denote it by $P$.

A measure $\mu$ in $X$ is completely characterized by the values $\mu_i = \mu(x_i)$, with $i \in \{1, 2, \ldots, r, \ldots\}$. We say that $\mu$ is a stationary measure for the Markov chain if it satisfies $\sum_i \mu_i p_{x_i x_j} = \mu_j$, for every $j$. If the stationary measure $\mu$ is a probability, then we say that $\mu$ is a stationary distribution for the Markov chain.
We define the Markov measure as $\nu(m; x_m, \ldots, x_n) = \mu_{x_n} p_{x_{n-1}, x_n} \cdots p_{x_{m+1}, x_m}$.

Consider the set $\Sigma_P$ of all sequences $\mathbf{x} = (x_n)_n$ in $\Sigma$ such that $p_{x_n, x_{n+1}} > 0$, for all $n \in \mathbb{N}$. We say that the sequences $\mathbf{x} \in \Sigma_P$ are admissible sequences.

**Definition 5.2:** The stochastic matrix $P$ is irreducible if, for all $x_i, x_j$, there is an $n > 0$ such that $p_{x_i, x_j}^n > 0$.

In other words, $P$ is irreducible if it is possible to move from any state $x_i$ to any state $x_j$ in a certain number $n$ of steps that depends on $i$ and $j$.

**Theorem 5.3:** Let $P$ be the stochastic matrix of a Markov chain.

(i) The Markov shift $(\sigma, \nu)$ with finite symbols is ergodic, if and only if the stochastic matrix $P$ is irreducible.

(ii) The Markov shift $(\sigma, \nu)$ with countably infinite symbols is ergodic, if and only if there is a stationary distribution $\mu$, and $P$ is irreducible.

**Proof:** For (i), see [9], and for (ii), see [6, Example 7.1.7].

**Proposition 5.4:** Given $\theta \in (0, \pi)$, define $\Sigma = \bigcup_{\theta' \in \mathcal{C}(\theta)} \Sigma_{\theta'}$ with $\Sigma_{\theta'}$ as in the Definition 3.3. If $\frac{\alpha}{\pi}$ is a rational number, then the Markov shift in $\Sigma$ is ergodic. Moreover, if $\frac{\alpha}{\pi}$ is an irrational number and the Markov chain is aperiodic, then the Markov shift in $\Sigma$ is ergodic.

**Proof:** Initially, suppose that $\frac{\alpha}{\pi}$ is a rational number. Observe that Proposition 3.7 implies that $\mathcal{C}(\theta)$ is finite. Hence, by Theorem 5.3, we need to verify that the stochastic matrix $P$ in $\mathcal{C}(\theta)$ is irreducible. Notice that if $\theta', \theta'' \in \mathcal{C}(\theta)$, then there is an admissible sequence $(\theta_n)_n$ and also a $k \in \mathbb{N}$, such that $\theta_0 = \theta'$, $\theta'' = T_{x_k} \circ \cdots \circ T_{x_1} (\theta')$ and $p_{\theta', \theta''}^k = p_{x_1} (\theta') p_{x_2} (T_{x_1} (\theta')) \cdots p_{x_k} (T_{x_{k-1}} \circ \cdots \circ T_{x_1} (\theta')) > 0$. Therefore, any state $\theta' \in \mathcal{C}(\theta)$ has a positive probability of reaching any other state $\theta'' \in \mathcal{C}(\theta)$. So, the stochastic matrix is irreducible, and we conclude that the Markov shift in $\Sigma$ is ergodic.
From now on, suppose that $\frac{a}{\pi}$ is an irrational number and $\theta \in (0, \pi)$. By Proposition 3.8, the set $\mathcal{C}(\theta)$ is countably infinite. Similarly to the first case, for any $\theta'$ and $\theta''$ in $\mathcal{C}(\theta)$, there is a $k$, such that $p^k_{\theta' \theta''} > 0$. By Theorem 5.3, the Markov chain admits a stationary distribution. Therefore, the Markov shift in $\Sigma$ is ergodic.

6. The random billiard map in the circle

Consider the deterministic billiard map $F(s, \theta) = (s + 2\theta \mod 2\pi, \theta)$ in the circle. Thus, the random billiard map in the circle is $\overline{F}(s, \theta) = F \circ T_i(s, \theta) = (s + 2T_i(\theta) \mod 2\pi, T_i(\theta))$ with probability $p_i(\theta)$.

6.1. The strong Knudsen’s law for the random billiard map in the circle

Given a random billiard map $\overline{F}(s, \theta) = F(s, T_i(\theta))$ with probability $p_i(\theta)$, we saw in Section 4.1 that the random billiard map preserves the measure $\lambda \times \mu$, that is, $(\lambda \times \mu)(A \times B) = \sum_{i=1}^{\infty} \int\int 1_{A \times B}(\overline{F}_i(s, \theta))p_i(\theta) \, d\lambda(s) \, d\mu(\theta)$. We define the transition probability kernel by

$$K((s, \theta), A \times B) = \sum_{i=1}^{4} p_i(\theta) 1_{A \times B}(\overline{F}_i(s, \theta)).$$

This transition probability kernel defines the evolution of an initial distribution $\nu$ in $([0, \pi] \times [0, L], \mathcal{B})$ under $\overline{F}$ iteratively as $\nu(0) = \nu$ and

$$\nu^{(n+1)}(A \times B) = \int\int K((s, \theta), A \times B) \, d\nu^n(s, \theta)$$

for $n \geq 1$.

**Proposition 6.1:** Let $\frac{a}{\pi}$ be an irrational number and let $\overline{F}$ be the random billiard map in the circle. If $\nu(s, \theta) := \nu_1(s) \times \nu_2(\theta) = \lambda(s) \times g(\theta)\mu(\theta)$, then

$$\nu^{(n)}(A \times B) = \nu_1^{(n)}(A \times B) \times \nu_2^{(n)}(A \times B) \longrightarrow (\lambda \times \mu)(A \times B).$$

**Proof:** Observe that $\nu_2(\theta) = g(\theta)\mu(\theta)$ is absolutely continuous with respect to $\mu$. In addition, we have that

$$\nu^{(1)}(A \times B) = \int\int K((s, \theta), A \times B) \, d\nu(s, \theta)$$

$$= \sum_{i=1}^{4} \int\int 1_{A \times B}(\overline{F}_i(s, \theta))p_i(\theta) \, d(\lambda(s)g(\theta)\mu(\theta))$$

$$= \sum_{i=1}^{4} \int p_i(\theta) 1_B(T_i(\theta)) \left( \int 1_A(s + 2T_i(\theta) \mod 2\pi) \, d\lambda(s) \right) d(g(\theta)\mu(\theta)).$$
\[
= \lambda(A) \sum_{i=1}^{4} \int \mathbb{1}_{B}(T_{i}(\theta)) p_{i}(\theta) \, d(g(\theta) \mu(\theta)) \\
= \lambda(A) \times \nu_{2}^{(1)}(B).
\]

Inductively, we obtain that \( \nu^{(n)}(A \times B) = \lambda(A) \times \nu_{2}^{(n)}(B) \). By Theorem 4.3, we have that \( \nu_{2}^{(n)}(B) \to \mu(B) \) and therefore \( \nu^{(n)}(A \times B) \to (\lambda \times \mu)(A \times B) \). In other words, we proved the Knudsen’s Strong Law for \( \overline{F} \) for a particular family of measures \( \nu \).

The geometric meaning of Proposition 6.1 is as follows: given an irrational number \( \frac{\alpha}{\beta} \), the distribution of points and angles after an arbitrarily large number of collisions in the circle is close to the uniform distribution \( \lambda \times \mu \).

### 6.2. Dense orbits

In this section, we show the abundance of trajectories that are dense at the boundary of the circular table as well as in the ring between the boundary of the billiard table and random caustics, regardless whether \( \frac{\alpha}{\beta} \) is rational or irrational.

Given \((s, \theta) \in [0, 2\pi) \times (0, \pi)\) and \(x \in \Sigma_{\theta}\), we say that the orbit of \((s, \theta)\) by \( \overline{F} \) is dense in the circle if the sequence \((s + 2 \sum_{k=1}^{n} T_{x_{k}} \circ T_{x_{k-1}} \circ \cdots \circ T_{x_{1}}(\theta) \mod 2\pi)_{n}\) is dense in \([0, 2\pi)\), that is, if the projection in the first coordinate of the iterates of \( \overline{F}_{x}(s, \theta) \) is dense in \([0, 2\pi)\).

**Proposition 6.2:** Let \( \alpha = \beta \pi \) with \( \beta \in (0, \frac{1}{6}) \). Then, for all \( \theta \in (0, \pi) \) such that \( \frac{\theta + \alpha}{\pi} \) is an irrational number, there is a dense orbit for the random billiard map in the circle.

**Proof:** For every \( \theta \in (0, \pi - 2\alpha) \), notice that \( p_{1}(\theta)p_{3}(T_{1}(\theta)) > 0 \); therefore, the sequence \( x = (131313 \ldots) \) is in \( \Sigma_{\theta} \), and also generates a dense orbit in the circle. Indeed, observe that \( \overline{F}_{x}^{(2n)}(s, \theta) = (s + 4n(\theta + \alpha) \mod 2\pi, \theta) \), that is, at even times, the random billiard behaves like a deterministic billiard of initial angle \( 4(\theta + \alpha) \). Thus, if \( \frac{\theta + \alpha}{\pi} \) is an irrational number, then the orbit is dense in the circle. Similarly, if \( \theta \in (2\alpha, \pi) \), we have that \( p_{3}(\theta)p_{1}(T_{3}(\theta)) > 0 \) and, therefore, the sequence \( x = (313131 \ldots) \) is in \( \Sigma_{\theta} \) generates a dense orbit in the circle.

In order to enunciate the next few results, notice that we can relate each sequence \( y \in (\mathcal{C}(\theta))^{\mathbb{N}} \) to a unique sequence \( x \in \bigcup_{\theta' \in \mathcal{C}(\theta)} \Sigma_{\theta'} \) and vice versa. Thus, for each \( y \in (\mathcal{C}(\theta))^{\mathbb{N}} \), consider the related trajectory given by the sequence \( x \in \bigcup_{\theta' \in \mathcal{C}(\theta)} \Sigma_{\theta'} \), that is, consider \( \overline{F}_{x} \).

**Theorem 6.3:** Let \( \overline{F} : [0, 2\pi) \times (0, \pi) \to [0, 2\pi) \times (0, \pi) \) be the random billiard map in the circle. Given \((s, \theta) \in [0, 2\pi) \times (0, \pi)\), let \( \nu \) be the Markov measure in \((\mathcal{C}(\theta))^{\mathbb{N}}\).

1. If \( \frac{\alpha}{\pi} \) is a rational number and \( \frac{\theta}{\pi} \) is an irrational number, then for \( \nu \)-almost every \( y \in (\mathcal{C}(\theta))^{\mathbb{N}} \) the related trajectory \( \overline{F}_{x}(s, \theta) \) is dense in the circle.

2. If \( \frac{\alpha}{\pi} \) is a irrational number and the Markov chain is aperiodic in \( \mathcal{C}(\theta) \), then for \( \nu \)-almost every \( y \in (\mathcal{C}(\theta))^{\mathbb{N}} \) the related trajectory \( \overline{F}_{x}(s, \theta) \) is dense in the circle.
Proof: By Proposition 5.4, we have the ergodicity of the Markov shift in both items.

For the first part, fix the open interval \((a, b) \subseteq [0, 2\pi]\), let \(\frac{\theta^\prime}{\pi}\) be an irrational number, and consider \(\theta^\prime \in C(\theta)\) where \(T_3 \circ T_1(\theta^\prime)\) satisfies \(p_3(T_1(\theta^\prime))p_1(\theta^\prime) > 0\). By Proposition 6.2, there is an \(N \in \mathbb{N}\) such that the finite sequence \(z = (1313\ldots13)\) appears in all \(x \in \Sigma_{\theta^\prime}\). Therefore, for every \(x \in \Sigma_{\theta^\prime}\), there is an \(m \geq N\) such that \(\overline{F}_x^{(m)}(s, \theta^\prime)\) intersects \((a, b) \times (0, \pi)\), that is, the sequence \((s + 2 \sum_{k=1}^{n} T_{x_k} \circ T_{x_{k-1}} \circ \cdots \circ T_{x_1}(\theta^\prime) \mod 2\pi)_n\) intersects \((a, b)\).

Finally, notice that the finite sequence \(z = (1313\ldots13)\) appears in almost every sequence \(x \in \Sigma_{\theta^\prime}\). Therefore, \((s + 2 \sum_{k=1}^{n} T_{x_k} \circ T_{x_{k-1}} \circ \cdots \circ T_{x_1}(\theta^\prime) \mod 2\pi)_n\) intersects the interval \((a, b)\).

The proof of the second part is very similar to the first one. \(\blacksquare\)

6.3. Caustics of the random billiard map in the circle

In deterministic billiards, a caustic is a curve having the property that if a billiard trajectory is tangent to it at a given point, then it is tangent to it after each collision with the boundary. In the case of a circular deterministic billiard, the caustics are circles of the same centre, as we saw in the Section 2.

Remember that given an initial angle \(\theta \in (0, \pi)\), for each \(\theta^\prime \in C(\theta)\), we have a circle of the same centre, whose radius is \(\cos T_i(\theta^\prime)\), that is tangent to the segment of the trajectory that connects the points \((s', \theta^\prime)\) and \((s' + 2T_i(\theta^\prime) \mod 2\pi, T_i(\theta^\prime))\). Remember that \(F(s', \theta^\prime) = (s' + 2T_i(\theta^\prime) \mod 2\pi, T_i(\theta^\prime))\) with probability \(p_i(\theta^\prime)\). Therefore, depending on the value of \(\alpha\), we can have finite or countably infinite circles which are tangent to some segment of the trajectory of the random billiard map in the circle. Remember that, given \(\theta \in (0, \pi)\), all the possibilities of exit angles of the circular random billiard are found in the set \(C(\theta)\) defined in Definition 3.5. We also remember that given a sequence \(x \in \Sigma_{\theta}\), we can relate it to an admissible sequence \((\theta_n)_n\) defined in Definition 3.4.

Definition 6.4: Let \((s, \theta) \in [0, 2\pi] \times (0, \pi)\) and \(x \in \Sigma_{\theta}\). We define random caustic with respect to trajectory \(F_x(s, \theta)\) in the circle as the circle of radius \(r = \inf_{\theta' \in (\theta_n)_n} \cos(\theta')\), where \((\theta_n)_n\) is an admissible sequence with respect to sequence \(x\).

Note that random billiards is defined through deterministic billiards. In particular, random circular billiards is defined through deterministic circular billiards. Therefore, that circles whose radius are of the form \(\cos(\theta')\), with \(\theta^\prime \in C(\theta)\), are tangent to some billiard trajectory segment. Moreover, there is always random caustic because in the case where \(\inf_{\theta' \in (\theta_n)_n} \cos(\theta') = 0\), we will have a single point (circle centre) as caustic. In this case we say that the caustic is degenerate, otherwise we say that the random caustic is non-degenerate.

Observe that in Figure 7 (left) we have 7 circles, since \#\(C(\frac{\pi}{20})\) = 7. In addition, we have no trajectories that pass through the centre of the circular table and therefore the circle of smallest radius is the caustic of the random billiard map. But for initial angle \(\theta = \frac{\pi}{2}\), see Figure 7 (right), we have orbits passing through the centre of the circular table and, in
Figure 7. In the left, we have the existence of random caustics for the random billiard map with $\alpha = \frac{\pi}{7}$ and initial angle $\theta = \frac{\pi}{20}$. In the right, we have the non-existence of a random caustic for the random billiard map with $\alpha = \frac{\pi}{7}$ and initial angle $\theta = \frac{\pi}{2}$.

In this case, the centre of the circle will be the degenerated caustic. For $\alpha = \frac{\pi}{7}$, if $\theta = \frac{\pi}{7}$, $\theta = \frac{3\pi}{14}$ and $\theta = \frac{5\pi}{14}$, we will have degenerated caustics. In the other cases of initial angles $\theta$, we will always have non-degenerated caustics.

In the case that $\frac{\alpha}{\pi}$ is an irrational number, we have that $\mathcal{C}(\theta)$ is countably infinite. So if $\frac{\pi}{2} \not\in \mathcal{C}(\theta)$ and it is not an accumulation point, then there is a neighbourhood of $\frac{\pi}{2}$ in $(0, \pi)$ so that no trajectory has no exit angle in that one belonging to that neighbourhood. So there is circle $C$ centred on the origin where the trajectory never intersects in the circle $C$. Then the random billiard map will have a caustic, that is, there will be a circle of smaller radius that is tangent to some part of the path. Otherwise, we will have degenerated caustics.

Let $U$ be the disc of radius 1, let $\partial U$ be the boundary of the disc $U$ and let $\mathcal{A}$ be the circular ring formed by the boundary of the disc $\partial U$ and a random caustic $\gamma_0$.

**Theorem 6.5:** Consider $(s, \theta) \in [0, 2\pi] \times (0, \pi)$ such that $\frac{\pi}{2} \not\in \mathcal{C}(\theta)$ and it is not an accumulation point, and let $\nu$ be the Markov measure.

1. If $\frac{\alpha}{\pi}$ is a rational number and $\frac{\theta}{\pi}$ is an irrational number, then, for $\nu$-almost every $y \in (\mathcal{C}(\theta))^\mathbb{Z}$, the related trajectory $\overline{F}_s(s, \theta)$ is dense in $\mathcal{A}$.

2. If $\frac{\alpha}{\pi}$ is an irrational number and $\theta$ is such that the Markov chain is aperiodic, then, for $\nu$-almost every $y \in (\mathcal{C}(\theta))^\mathbb{Z}$, the related trajectory $\overline{F}_s(s, \theta)$ is dense in $\mathcal{A}$. In particular, if $\frac{\pi}{2}$ is an accumulation point of $\mathcal{C}(\theta)$, then, for $\nu$-almost every $y \in (\mathcal{C}(\theta))^\mathbb{Z}$, the related trajectory $\overline{F}_s(s, \theta)$ is dense in $U$.

**Proof:** We will use a similar argument to what was done in Theorem 6.3, i.e. initially build a dense trajectory in circular ring $\mathcal{A}$ and then conclude, with an ergodic argument, that $\nu$-almost every trajectory is dense in the circular ring $\mathcal{A}$. Note also that the fact that $\frac{\pi}{2} \not\in \mathcal{C}(\theta)$
and it is not an accumulation point, so every trajectory admits random caustic. That is, there is a circle with a smaller (positive) radius that is tangent to some trajectory segment.

For the first part, take $\theta \in (0, \pi)$ such that $\frac{\theta}{\pi}$ is an irrational number. By hypothesis, assume the existence of a $\theta_0 \in C(\theta)$ such that $T_i(\theta_0)$ generates a random caustic $\gamma_0$ with $i \in \{1, 2, 3, 4\}$. That is, the trajectory with exit angle is $T_i(\theta_0)$ is tangent to the circle $\gamma_0$. Given $\epsilon > 0$ and a point $P$ in the circular ring $\mathcal{A}$, we will show that $\nu$-almost every random billiard trajectory intersects the interior of the ball $B_\epsilon(P)$.

Consider $T_i = T_j^{-1}$ with $j \in \{1, 2, 3, 4\}$. Since $p_j(T_i(\theta_0))p_i(\theta_0) > 0$, similarly to the Proposition 6.2, the sequence $x = (i, j, i, j, \ldots)$ generates a dense orbit at the boundary of the circular table.

Let $r_1, r_2$ be tangent lines to $\gamma_0$ passing through $P$, and let the points $Q_1 \in r_1 \cap \partial U$ and $Q_2 \in r_2 \cap \partial U$ as in Figure 8. By density of the orbit, we can assume that there is a point $R_1 \in \partial U$ such that $d(R_1, Q_1) < \epsilon$. So the trajectory of $\mathcal{F}_\Sigma(s_0, \theta_0)$ passing through $R_1$ intersects $B_\epsilon(P)$, since the trajectories passing from $R_1$ is tangent to $\gamma_0$. Due to the ergodicity of the shift, this argument can be made for almost all $x \in \Sigma_{\theta_0}$ and therefore for almost every $x \in \Sigma_{\theta}$.

The proof of the second part is very similar to the first one. ■

6.4. Lyapunov exponent

**Definition 6.6:** Let $\overline{F}(s, \theta) = F \circ \overline{T}_i(s, \theta)$ be a random billiard map with probability $p_i(\theta)$, and let $x \in \Sigma_{\theta}$. The Lyapunov exponent of $\overline{F}$ with respect to $x$ at $(s, \theta)$ in the direction $\overline{v} \in \mathbb{R}^2$ is given by

$$\lambda_x(\overline{v}, (s, \theta)) = \lim_{n \to \infty} \frac{1}{n} \log \|D_{(s, \theta)}\overline{F}^{(n)}_x \cdot \overline{v} \|,$$
when the limit exists and when $D_{(s,\theta)} \overline{F}_{x_\theta}^{(n)}$ is well defined where $\overline{F}_{x_\theta}^{(n)} = \overline{F}_{x_n} \circ \overline{F}_{x_{n-1}} \circ \cdots \circ \overline{F}_{x_2} \circ \overline{F}_{x_1}$.

The Lyapunov exponent of the Feres random map $T$, at point $\theta$ with respect to $x \in \Sigma_{\theta}$ is given by

$$\lambda_x(\theta) = \lim_{n \to \infty} \frac{1}{n} \log |(T_{x_\theta}^{(n)})'(\theta)|$$

when the limit exists. Note that the derivative of maps $T_i$ are $\pm 1$, and therefore

$$\lambda_x(\theta) = \lim_{n \to \infty} \frac{1}{n} \log |(T_{x_\theta}^{(n)}(\theta))'| = 0$$

for all $x \in \Sigma_{\theta}$.

**Proposition 6.7**: The Lyapunov exponent of the random billiard map in the circle is zero for all $(s, \theta) \in [0, 2\pi) \times (0, \pi)$, $x \in \Sigma_{\theta}$ and every direction $\vec{v} \in \mathbb{R}^2$.

**Proof**: First, observe that the derivative $D_{(s,\theta)} \overline{F}_{x_\theta}^{(n)}$ of the random billiard map in the circle is

$$D_{(s,\theta)} \overline{F}_{x_\theta}^{(n)} = \begin{bmatrix} A_n & 1 \\ 0 & B_n \end{bmatrix},$$

where

$$A_n = \sum_{k=1}^{n} 2T'_{x_k}(T_{x_{k-1}} \circ \cdots \circ T_{x_1}(\theta))T'_{x_{k-2}}(T_{x_{k-3}} \circ \cdots \circ T_{x_1}(\theta)) \cdots T'_{x_2}(T_{x_1}(\theta))T'_{x_1}(\theta)$$

and

$$B_n = T'_{x_k}(T_{x_{k-1}} \circ \cdots \circ T_{x_1}(\theta))T'_{x_{k-2}}(T_{x_{k-3}} \circ \cdots \circ T_{x_1}(\theta)) \cdots T'_{x_2}(T_{x_1}(\theta))T'_{x_1}(\theta).$$

By linearity of the maps $T_{x_i}$, we conclude that $A_n \in \{-2n, \ldots, 0, \ldots, 2n\}$ and $B_n \in \{-1, 1\}$. Hence, taking any direction $\vec{v} = (v_1, v_2) \in \mathbb{R}^2$, we obtain that

$$\frac{1}{n} \log \|D_{(s,\theta)} \overline{F}_{x_\theta}^{(n)} \cdot \vec{v}\| = \frac{1}{n} \log \|(v_1 + v_2A_n, v_2B_n)\|.$$ 

Since $A_n$ and $B_n$ are bounded, it follows that

$$\lambda_x(\vec{v}, (s, \theta)) = \lim_{n \to \infty} \frac{1}{n} \log \|D_{(s,\theta)} \overline{F}_{x_\theta}^{(n)} \cdot \vec{v}\| = 0$$

for all $(s, \theta) \in [0, 2\pi) \times (0, \pi)$ and every direction $\vec{v} \in \mathbb{R}^2$. ■
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Appendix
The deterministic billiard in the infinite horizon pipeline is defined on a strip bounded by two parallel lines. The deterministic billiard map in the infinite pipeline is then \( F(s, \theta) = (s_1(s, \theta), \theta) \), and the random billiard map in the infinite pipeline is \( \tilde{F} = F \circ \tilde{T} \). Its derivative at \((s_0, \theta_0)\) is

\[
D\tilde{F}^{(1)}_{\Sigma}(s_0, \theta_0) = \begin{bmatrix}
-1 & \pm \frac{l_{01}}{\sin T_{x_1}(\theta_0)} \\
0 & -1
\end{bmatrix}.
\]

Proposition A.1: If \( \frac{s}{\pi} \) is a rational number, then the Lyapunov exponent of the random billiard map in the infinite pipeline is zero for all \((s, \theta) \in [0, 2\pi) \times (0, \pi), x \in \Sigma_0\) and every direction \( \tilde{v} \in \mathbb{R}^2 \).

Proof: Inductively, we obtain that

\[
D\tilde{F}^{(n)}_{\Sigma}(s_0, \theta_0) = (-1)^n \begin{bmatrix}
-1 & \pm \frac{l_{01}}{\sin T_{x_1}(\theta_0)} & \pm \frac{l_{12}}{\sin T_{x_2} \circ T_{x_1}(\theta_0)} & \pm \cdots & \pm \frac{l_{(n-1)n}}{\sin T_{x_n} \circ \cdots \circ T_{x_1}(\theta_0)} \\
0 & -1 & -1 & -1 & -1
\end{bmatrix}.
\]

Hence, taking any direction \( \tilde{v} = (v_1, v_2) \in \mathbb{R}^2 \), it follows that

\[
\left\| D_{(s_0, \theta_0)} \tilde{F}^{(n)}_{\Sigma} \cdot \tilde{v} \right\| = \left\| (-v_1 + v_2) \left( \pm \frac{l_{01}}{\sin T_{x_1}(\theta_0)} \pm \frac{l_{12}}{\sin T_{x_2} \circ T_{x_1}(\theta_0)} \pm \cdots \right) \right\|
\]
\[\ldots \pm \frac{l_{(n-1)n}}{\sin T_{i_n} \circ \ldots \circ T_{i_1}(\theta_0)}, -v_2)\]\[
\leq \|(v_1, v_2)\| + \left\|\left( v_2 \left( \pm \frac{l_{01}}{\sin T_{i_1}(\theta_0)} \pm \frac{l_{12}}{\sin T_{i_1}(\theta_0)} \pm \ldots \pm \frac{l_{(n-1)n}}{\sin T_{i_n} \circ \ldots \circ T_{i_1}(\theta_0)} \right), 0 \right)\right\|.
\]

Since \( \frac{\alpha}{\pi} \) is a rational number, we have that \( C(\theta_0) = \{ \theta_1, \theta_2, \ldots, \theta_m \} \). Let \( L \) be the maximum between the numbers \( l_{01}, l_{12}, \ldots, l_{(n-1)n} \). Take an angle \( \theta \in C(\theta_0) \) such that \( \frac{1}{\sin \theta_i} \geq \frac{1}{\sin \theta_1} \) for all \( i \in \{1, 2, \ldots, n\} \). Then,

\[
\left\| D_{(s_0, \theta_0)} F_x^{(n)} \cdot \vec{v} \right\| \leq \|(v_1, v_2)\| + \sqrt{v_2^2 \left( \frac{l_{01}}{\sin \theta_1} + \frac{l_{12}}{\sin \theta_2} + \ldots + \frac{l_{(n-1)n}}{\sin \theta_n} \right)^2}
\]
\leq \|(v_1, v_2)\| + L \left( \frac{1}{\sin \theta_1} + \frac{1}{\sin \theta_2} + \ldots + \frac{1}{\sin \theta_n} \right)
\]
\leq \|(v_1, v_2)\| + \frac{Ln}{\sin \theta}.
\]

Therefore,

\[
\lambda_{\vec{v}}(\vec{v}, (s_0, \theta_0)) = \lim_{n \to \infty} \frac{1}{n} \log \left\| D_{(s_0, \theta_0)} F_x^{(n)} \cdot \vec{v} \right\| = \lim_{n \to \infty} \frac{1}{n} \log \left( \|(v_1, v_2)\| + \frac{Ln}{\sin \theta} \right) = 0.
\]