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Abstract: Present-day technologies used in SHM (Structural Health Monitoring) systems in many implementations are based on wireless sensor networks (WSN). In the context of the continuous development of these systems, the costs of the elements that form the monitoring system are decreasing. In this situation, the challenge is to select the optimal number of sensors and the network architecture, depending on the wireless system’s other parameters and requirements. It is a challenging task for WSN to provide scalability to cover a large area, fault tolerance, transmission reliability, and energy efficiency when no events are detected. In this article, fundamental issues concerning wireless communication in structural health monitoring systems (SHM) in the context of non-destructive testing sensors (NDT) were presented. Wireless technology developments in several crucial areas were also presented, and these include engineering facilities such as aviation and wind turbine systems as well as bridges and associated engineering facilities.
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1. Introduction

The implementation and development of wireless communication for unlocking the potential of SHM systems in aerospace, bridge structures, and wind turbines seems to be an essential and most urgent research problem as well as a technical one. In recent years, wireless communications have been used as a preferred as well as reliable data transmission means in a number of aerospace applications, the flight-critical ones included. The aerospace industry ought to consider the substitution of some aerial-vehicle sensor wiring with wireless communications; the related sensors are also known as aerospace wireless sensors (AWSs). Wireless communication solves many problems for aero-engines: cabling, maintenance, health monitoring, and problem diagnosis. It is essential to take into account wireless communication through metals (wave propagations), powering remote sensors and managing power (inductive coupling method, solution architecture) and electronics in a harsh environment. The importance of Wireless Avionics Intra-Communications is demonstrated as radiocommunication between avionics components integrated or installed onboard one and the same aircraft, radiocommunication in an exclusive closed network between two or more points on a single aircraft and covers only safety and regularity of flight-related applications. There are a lot
of issues that the aviation industry has to deal with, and they include, to name but a few: how to reduce the complexity of electrical wiring and harness fabrication with simultaneous weight saving and higher overall fuel efficiency, how to significantly enhance reconfigurability through improved installation flexibility e.g., for cabin elements, how to reliably monitor parameters belonging to moving or rotating parts or improve reliability of aircraft systems through mitigation of common-mode failures by the application of dissimilar redundancy.

Wireless technology for Bridge Health Monitoring as Structural health monitoring (also know as SHM) systems have revealed a huge potential to capture a bridge system’s responses, diagnose the current structural conditions, predict the expected future performance, and provide information for the maintenance validate design hypotheses. Wireless sensor networks (known as WSNs) which have the advantages of reducing the costs concerning the implementation of SHM systems and enhancing data processing efficiency have become an attractive option for traditional tethered sensor systems.

This article discusses wireless communication, wireless communication types, including their main benefits and existing limitations and risks. In particular, wireless technologies have been considered in terms of their applicability in WSN (Wireless Sensor Networks), SHM (Structural Health Monitoring), and communication of the main subsystems in aircraft—ASN (Avionics Sensor Network) and WAN (Wireless Avionics Network).

A Wireless Sensor Network for wind energy sector, with particular focus on wind turbines, should be considered mainly for large output on-shore and off-shore turbines, which may be regarded as a single turbine’s point of view. The primary system for data acquisition for the monitoring of wind turbine operation is the SCADA system. SCADA data for a wind turbine or wind farms can be used to analyze the process of individual turbines or the way various wind turbines grouped within the same wind farm interact with each other [1].

Mobile SCADA is the use of SCADA, where the mobile phone network is being used as the underlying communication system. GSM is a wireless communication technology, which is today most famous for transmitting data all over the world via text messages with mobile phones [2,3]. Cellular WAN (Wide Area Networking) solutions offer several advantages concerning the support of SCADA systems and critical infrastructure.

In addition, SHM areas of wireless technologies applications and civil engineering are the fields where such technologies are increasingly used. The possibility of remote, wireless access to information on the current state of the structure allows cost savings related to inspections and periodic reviews. Still, above all, it increases the safety of the structure and its users. The possibility of direct transmission of information on emergency conditions preceding a disaster to often remote administration and infrastructure management centers significantly increases the safety of using the structure. Among civil engineering objects in which SHM systems are implemented, wireless technologies are most often used in bridge structures. Examples of applications in this type of construction are presented in a further chapter of the paper.

2. Wireless Communication and Protocols’ Characteristics

The term wireless communication was first introduced in the 19th century, while wireless communication technology was developed in the following years. This medium allows for transmitting information from one device to another. With the use of this technology, data can be sent by air without the use of cables, but also any wires, including electronic ones, replacing them with electromagnetic waves such as IR, RF, satellite-based, etc. [1].

Figure 1 shows the basics of wireless communication functioning diagram. During transmission, the encoder converts the signal to a suitable form so that it can be sent through one of the available protocols. Data encryption protects the signal. Channel en-
coding is designed to reduce interferences. Then, this signal is multiplexed with other signals. The situation is analogous on the receiving side, including demultiplexing, demodulation, channel decoding, decoding, and source decoding. This makes the task of the receiver opposite to that of the transmitter [1].

Figure 1. Basic diagram of wireless communication [1].

Nowadays, various types of devices use the wireless communication system, which allows the users to communicate even from areas located far away from each other. There are many devices which use wireless communication, to name but a few, mobile phones, wireless phones, Zigbee wireless technology, GPS, Wi-Fi, satellite TV and wireless computer parts. Today's wireless phones include 3/4/5G networks, Bluetooth and Wi-Fi technology [2].

According to [3], scientists and programming crews, including the IEEE, make every effort to implement wireless connectivity without changing existing computer equipment. As a result, there is a strong emphasis on using existing computer hardware and software to convert data into a new hardware-compatible format added to the computer using existing ports or PCMCIA connections. This means that the wireless communication will be transparent to the user.

The advantages of wireless communication include the possibilities of high-speed data transfer, low cost of maintenance, and installation of these networks. Internet access can be obtained from any place wirelessly. Moreover, wireless technology offers many benefits for computers and their users, including faster response times, shorter time spent on formalities, longer online time for users, just-in-time and real-time control, and closer communication between clients and hosts. According to [3], the problems to be solved in wireless communication are:

- **Data integrity** — transmission with relatively no errors,
- **Speed** — as close as possible to the speed of current wired networks,
- **Protection** — ensuring that data in the air is encoded and cannot be overheard by unwanted receivers,
- **Compatibility** — ensuring that many of the protocols that will certainly be created are compatible with the standard to enable interoperability,
- **Environmental safety** — electromagnetic radiation forces must be kept at normal levels.
It cannot be denied that wireless communication has a number of advantages but also several disadvantages. The examples of the most common drawbacks are its safety, interference, and health effects. In the case of wireless communication systems, it is open space that is used as a medium to transmit signals. As a consequence, it is very likely that radio signals from one wireless communication system or network can interfere with other signals. A good case in point is Bluetooth or Wi-Fi (WLAN), both of which use 2.4 GHz for communication. When both are active simultaneously, there is a risk of interference. Another major threat to wireless communication is the difficulty of ensuring a high-security level for data transmission. Wireless signals that spread through the air can be easily intercepted by an unauthorized person. That is why it is critical to secure the wireless network so that unauthorized users are not able to misuse the information. Because signals are transmitted in the open air, signals and confidential information can be intercepted and copied by an intruder. There are also health aspects. Being continuously exposed to any type of radiation can be possibly dangerous. Although RF energy levels that can cause damage are not accurately determined, it is recommended that RF radiation be avoided to the maximum [3].

2.1. Wireless Communication Protocols Overview

The challenge for wireless networks is the Internet of Things/Everything (also known as IoT/IoE). Since IoT is a very diverse field, there is certainly no universal communication solution. The most common types of wireless are the following standards [4]:

1. Low Power Broadband Networks (LPWAN) provide long-distance communication on small, cheap batteries that are long-life. This technology has been specifically designed to support large-scale IoT networks spanning extensive campuses, both the industrial and commercial ones. LPWANs can combine all types of IoT sensors—making it easy to combine many types of applications such as facility management, building control, remote monitoring, smart measuring, and employee safety, to name but a few. However, due to the fact that LPWANs can only send small blocks of data at low speed, this makes them better suited for applications which are not time-sensitive and do not require high throughput.

2. Mobile networks (3G, 4G, 5G) offering reliable broadband communications for various voice calls and video streaming applications. Unfortunately, their disadvantages are very high operating costs and power requirements.

3. Zigbee and other “mesh” protocols are short-range, with a low power wireless standard (IEEE 802.15.4). It is widely used in grating topology to extend the range through passing sensor data through a number of sensor nodes. In comparison to LPWAN, Zigbee allows a higher data transfer rate, but simultaneously a significantly lower energy efficiency because of the grating configuration.

4. Bluetooth (IEEE 802.15.1 v1-5) is a very popular short-range communication technology in today’s consumer market. Bluetooth Classic was initially designed to exchange point-to-point or point-to-multipoint data (up to seven sub-nodes) between consumer devices. In order to optimize the power consumption, in small consumer IoT applications, Bluetooth Low-Energy was later introduced.

5. Wi-Fi (IEEE 802.11a/b/g/n/ac/ax, WiMAX—IEEE 802.16) provides high data transfer rates not only in corporate but also home environments. However, when it comes to the IoT space, its coverage, scalability, and power consumption are limited, and this makes the technology much less common. Due to high energy requirements, Wi-Fi is not always a viable option for large battery IoT sensor networks, especially in industrial IoT and smart building scenarios. Instead, it is used to connect devices that are easy to connect to an electrical outlet, such as smart home gadgets and devices, digital signage, or security cameras.

6. Radio Frequency Identification (RFID, ISO/IEC24791) uses radio waves to transmit small amounts of data from an RFID tag to a reader at very short distances. So far,
technology has significantly revolutionized retail and logistics sectors. The attachment of an RFID tag to a variety of products and devices allows companies to track their inventory and resources in real time—this, in turn, enables better inventory, production planning, but also optimizing supply chain management.

At present, in many critical applications, one of the most used technologies are standards: IEEE 802.1, IEEE 802.15.4, and IEEE 802.16 [4].

The IEEE 802.11 standard offered the first possibility of connecting computers via a wireless network. From it, the whole family of standards began to develop, which is commonly called Wi-Fi. In the first version, “b”, the maximum throughput was not too high. It reached an average speed of 1–5 Mbps, operating at 2.4 GHz. The “b” standard was not very efficient, so an attempt was made to increase speed by changing to the 5 GHz band, increasing the throughput to 54 Mbps. Currently, the 802.11b standard is no longer used for a long time, while 802.11a is rarely used. Another version introduced was the “g” standard operating in the 2.4 GHz band and offering backward compatibility with 802.11b, with a maximum throughput of 54 Mbps. The next version was 802.11n, with a maximum speed of 600 Mbps using two bands—2.4 and 5 GHz. 802.11n began to use MIMO technology using multiple antennas to transmit and receive, improving coverage and performance. With MIMO, the radio signal is split into several streams, which are independently transmitted and received by several receivers simultaneously [5].

Figure 2 presents the architecture of the Zigbee protocol, also known as IEEE 802.15.4. This standard is aimed at defining the MAC layer and physical layer for Low-Rate Wireless Private Area Networks (LR-WPAN). As this standard is intended for low power consumption, a low data rate, and a low-cost wireless network, it is most often used in sensor networks. Compared to Wi-Fi, this network uses less power, but at the expense of speed. The most commonly associated with this standard is the ZigBee protocol. This standard also includes ISA100.11a, WirelessHART, MiWi, 6LoWPAN, Thread, and SNAP. In contrast to the 802.11 standards working in the 2.4/5 GHz band, 802.15.4 operates on several different bands depending on the region, e.g., Europe works on various bands different to North America [6].

![Figure 2. ZigBee protocol architecture](image-url)
WiMAX (which stands for Worldwide Interoperability for Microwave Access) is a wireless data transmission technology based on IEEE 802.16 standard to provide broadband wireless access (see Figure 3 for architecture details). Initially, the technology was subject to several restrictions, mainly related to the frequency band used (initially the 10–66 GHz band) and line of sight (LOS) requirements. The proposed IEEE 802.16d amendment eliminated this problem by reducing the frequency to a maximum of 11 GHz. Additionally, HARQ (Hybrid Automatic Repeat Request) transmission control mechanisms and Quality of Service (QoS) implementation were introduced to reduce transmission delay and introduce process priorities. The latest approved version is the 802.16e standard introducing mobility of devices in the 2–6 GHz band. The mobility of devices has been achieved by implementing mechanisms for the handover of connections from one base station to another while the connection is active. This method is known from the mobile network, providing transparency of switching the whole state of the transmission session to another base station, which ensures better quality of transmitted signal [7].

Figure 3. WiMAX protocol architecture [7].

It is expected that the 5G communication will reach the market by 2021. Subsequently, it is expected that 6G communication will be launched between 2027 and 2030. It is challenging to achieve the 5G/6G targets and the Internet of Things based on the touch Internet. There are a number of critical and challenging issues and these include: low latency, low power consumption, high bandwidth, high security, massive connectivity, high QoE, and reliable connectivity for 5G communication systems. The RF systems are the only ones not able to satisfy the increased demands of future 5G/6G and IoT networks. Optical wireless communication (OWC) technologies are the best complementary RF network solution. It is the coexistence of RF and optical wireless systems that can achieve the objectives of the above-mentioned networks [8].

Table 1 presents the comparison of selected parameters of different wireless standards.
Table 1. Comparison of selected parameters of different wireless systems.

| Technology       | Standard            | Maximum Bandwidth | Frequency   | Range (Closed Space—Open Space) | License |
|------------------|---------------------|-------------------|-------------|---------------------------------|---------|
| WiFi [9,10]      | IEEE 802.11b       | 1–11 Mb/s         | 2.5 GHz     | 45–150 m                        | No      |
|                  | IEEE 802.11a       | 1.5–54 Mb/s       | 5 GHz       | 51–200 m                        |         |
|                  | IEEE 802.11g       | 3–54 Mb/s         | 2.4 GHz     | 51–200 m                        |         |
|                  | IEEE 802.11n       | 72–600 Mb/s       | 2.4/5 GHz   | 70–240 m                        |         |
|                  | IEEE 802.11ac      | 433–6933 Mb/s     | 5 GHz       | 70–240 m                        |         |
|                  | IEEE 802.11ax      | 600–9608 Mb/s     | 1–6 GHz     | 70–240 m                        |         |
| ZigBee [11]      | IEEE 802.15.4      | 250 Kb/s          | 784 MHz     | 10–300 m                        | Yes     |
|                  |                     |                   | 868 MHz     |                                 |         |
|                  |                     |                   | 915 MHz     |                                 |         |
| Bluetooth [12]   | IEEE 802.15.1 v1   | 1 Mb/s            | 2.4 GHz     | 100 m                           | No      |
|                  | IEEE 802.15.1 v2   | 3 Mb/s            | 2.4 GHz     | 100 m                           |         |
|                  | IEEE 802.15.1 v3   | 24–40 Mb/s        | 2.4 GHz     | 100 m                           |         |
|                  | IEEE 802.15.1 v4   | 24 Mb/s           | 2.4 GHz     | 100 m                           |         |
|                  | IEEE 802.15.1 v5   | 2–50 Mb/s         | 2.4 GHz     | 300 m                           |         |
| RFID [13]        | ISO/IEC24791       | <1 Mb/s           | 125 KHz     |                                 | No      |
|                  |                     |                   | 13.56 MHz   |                                 |         |
|                  |                     |                   | 868 MHz     | 3 m                             |         |
|                  |                     |                   | 956 MHz     |                                 |         |
|                  |                     |                   | 2.4 GHz     |                                 |         |
| LoRa [14]        | IEEE 802.15.4      | 27–50 Kb/s        | 433 MHz     | up to 13 km                     | No      |
|                  |                     |                   | 868 MHz     |                                 |         |
|                  |                     |                   | 915 MHz     |                                 |         |
|                  |                     |                   | 923 MHz     |                                 |         |
| SigFox [14]      | IEEE 802.15.4      | 100 b/s           | 433 MHz     | up to 40 km                     | No      |
|                  |                     |                   | 868 MHz     |                                 |         |
|                  |                     |                   | 915 MHz     |                                 |         |
| NB-IOT [14]      | IEEE 802.15.4      | 240 Kb/s          | 433 MHz     | up to 10 km                     | Yes     |
|                  |                     |                   | 800 MHz     |                                 |         |
|                  |                     |                   | 900 MHz     |                                 |         |
|                  |                     |                   | and LTE bands|                                 |         |
| WirelessHART [15]| IEEE 802.15.4      | 250 Kb/s          | 2.4 GHz     | up to 225 m                     | No      |
| ISA100.11a [16]  | IEEE 802.15.4      | 250 Kb/s          | 2.4 GHz     | up to 150 m                     | No      |
| WiMAX [17]       | IEEE 802.16        | 37 Mb/s           | 2–11 Ghz    | <10 km                          | No      |
|                  | IEEE 802.16-2009   | 83–141 Mb/s       | 2–11 Ghz    | <10 km                          | No      |
|                  | IEEE 802.16 m      | 110–365 Mb/s      | 2–11 Ghz    | <10 km                          | No      |
| Ultra-wideband  (UWB) [18,19] | ETSI EN 302 065 | 50–100 Mb/s       | 3.1–10.6 GHz| 10–150 m                        | No      |
|                  | IEEE 802.15.4      | 250 Kb/s–200 Mb/s | 4.2–4.5 GHz | <100 m                          | No      |

2.2. Wireless Communication Security Aspects

It is not possible to communicate successfully only with a wireless (or wired) connection. It is necessary to use the protocols used to agree on the type and form of data transmission, sender, recipient, control bits, etc. Multiple protocols are available for the communication layer, the most important of which are TCP and UDP. The Internet mostly uses the TCP protocol, which is reliable and has a built-in check that the message has
arrived. UDP does not have this, but it is much faster and is mainly used for telephony and video. The message layer works on the communication layer. It can be HTTP, HTTPS, REST, or MQTT (above TCP) or CoAP (above UDP). REST works above HTTP and HTTPS for network devices, and IoTivity is a protocol above UDP that recognizes connected devices. Most protocols also regulate comprehensive message encryption (REST only guarantees encryption when running on HTTPS). With IoT, devices with (embedded) controllers can be connected, enabling these devices to use specific services on the Internet [21–23].

There are five methods of security in the current Wi-Fi networks available to users. Below are the security measures from strongest to weakest:

- WPA2 + AES;
- WPA + AES;
- WPA + TKIP;
- WEP;
- Open Network (without security).

Wi-Fi networks use the 4-way handshake process to establish the connection. The 4-way handshake is defined as a process of exchanging four messages between an access point (also known as authenticator) and the client device (also known as supplicant) in order to generate some encryption keys which can be used to encrypt actual data [24]. One of the most widespread threats in wireless technologies is a DoS (Denial of Service) attack that disrupts users’ access to a network. This goal is usually achieved by overloading a given resource with a considerable amount of traffic or sending many malicious queries. Protection against it is almost impossible, but it is possible to find an intruder based on his signal [25]. Table 2 shows basic comparisons between three Wi-Fi networks security standards.

### Table 2. Comparison of WEP, WPA, and WPA2 security [21].

|                      | WEP                  | WPA                               | WPA2                              |
|----------------------|----------------------|-----------------------------------|-----------------------------------|
| **Purpose of security** | Need to secure the sent signals in open space | The creation of new versions of wireless protocols forced the creation of a new type of security | Insufficient security in WPA.    |
| **Data encryption type** | Rivest Cipher 4 (RC4) | TKIP—Temporal Key Integrity Protocol (using RC4) | C.C.M.P.—A.E.S. based encryption protocol |
| **Authentication (types)** | WEP-Open, WEP-Shared | WPA-PSK, WPA-Enterprise | WPA2-Personal, WPA2-Enterprise |
| **Data integrity**    | CRC-32               | Provided by Message Integrity Code | Provided by CBC-MAC (cipher block chaining message authentication code) |
| **Technology weaknesses** | Very vulnerable to DoS attacks. Now, this security is broken. | Vulnerable to DoS attacks and key reinstallation attack (KRACK.) | Vulnerable to DoS attacks and key reinstallation attack (KRACK.) |
| **Ease of technology implementation** | Very easy to set up | WPA-Enterprise requires an authentication server configuration | WPA2-Enterprise requires an authentication server configuration |
| **Protection against attacks based on the replay method** | No security | Packet sequence counter is implemented | The new 48-bit vector IV acts as a frame counter |
3. Base of the SHM System

Currently, wireless sensors are becoming very popular. They should not be treated as a kind of sensor but as a network of sensors. Structural Condition Monitoring (SHM) is based on using sensors for non-destructive testing (NDT). Thanks to the integration with commercial and military aircraft structures, it is possible to periodically or continuously monitor the initiation and growth of damage without decommissioning, disassembling, and manual inspections, which are costly and time-consuming [26]. On the one hand, the lack of cables and connection ports significantly reduces the structural weight, but it simultaneously requires a separate power source, weighing more. Furthermore, adding batteries to the SHM system may result in extra maintenance problems.

There are many concepts and designs for SHM systems, with different costs and durability, e.g., Comparative Vacuum Monitoring (CVM) developed by Structural Monitoring Systems (SMS, Nedlands, Australia; Century City, CA, USA and Ashford, UK) and an Acousto-Ultrasonics (AU) technology called SMART Layer developed by Acellent Technologies (Sunnyvale, CA, USA) [26].

In general, SHM technologies can be divided into two categories: local techniques when the observed area is limited to the area underneath the sensor (this is the case, for example, with CVM and electro-mechanical impedance (EMI) techniques) and global techniques when damage can be detected at any point in the structure by a network of appropriately distributed sensors [27].

Real-time health monitoring is the basic principle, and it is the fundamental parameter of cost–benefit analysis investigations. In the case of, e.g., aircraft, it is continuous health monitoring using airborne wireless sensors and damage assessment employing a central station. In many studies [28], it has been stated that it is not practical to use wireless sensors to monitor an aircraft’s whole structure because of the decrease in weight and reliability of batteries. When performing SHM basins on the ground after each flight, this operation may still prove to be impractical, as the exact detection range of the sensors requires a large number of sensors to monitor the entire aircraft. Due to data processing operators being required to run each sensor one by one, gather all the data and process the data to determine the extent of damage and its location. The total detection procedure can take up to three to four days. Given that each flight’s maintenance time takes only 30 min, it is not practical to perform checks after each flight [28,29].

Nowadays, wireless sensor nodes can be built in a small size and weight-optimized way. However, continuous monitoring and subsequent processing of all data collected by the sensors take a considerable amount of time. The raw data that are accumulated in the SHM sensors must be filtered in order to remove noise, and an intelligent diagnostic algorithm must be applied to convert the raw data into useful damage information. Subsequently, predictive algorithms are used to forecast future damage increases. Given that thousands of sensors are needed to monitor the entire aircraft processing, all the data take a long time. Thus, the cost of signal processing and computation may exceed the cost and benefit resulting from the use of SHM [28,29].

Therefore, this issue is fundamental, and the analysis of the cost/efficiency ratio of the entire SHM system and its individual processes is even crucial.

4. WSN Systems in Different Applications: Aerospace, Bridge Structures, and Wind Turbines

SHM is currently the basis for many extensive structures and products. These systems are based on NDT sensors integrated into structures including aircraft, bridges and wind turbines, to name but a few. Furthermore, they allow periodic or continuous monitoring of the creation and growth of damage without the cost and time necessary for decommissioning disassembly and manual inspections.

The widespread use of wireless technology and wireless sensor nodes, in fact, makes it possible to consider the sensors not individually but as a network of sensors or as a
whole platform. The main motivations for using these technologies include removing heavy cables and connection ports by substituting them for a wireless connection. The lack of cable and connection ports can, on the one hand, significantly lower the structure’s weight, but on the other hand, it requires a separate power source at the same time, further reducing weight. Furthermore, adding batteries to the SHM system might require extra maintenance issues. Therefore, it has been proposed by some researchers to collect energy for sensors by capturing the required electricity from solar energy or structural vibrations. Though it may seem to be a promising research area, adding this world-class technology to SHM systems without significantly increasing weight remains a challenge. For this reason, technological maturity is still rather limited and requires further research and test implementations [28,29].

A sensor node usually consists of three to four main elements (Figure 4): measuring part of sensor data, computing core (CPU), wireless transmitter–receiver and power supply (battery). The central part of the wireless sensor node is the microprocessor which is responsible for processing all data received from the memory, sensors and receive/transmit signals. The transmitter/receiver communicates with an access point or other sensors using a radio frequency medium. The transmitter can retrieve data from the microprocessor in order to transmit it further by radio and vice versa. The battery is designed to power all parts of the node long enough to ensure energy continuity in all parts throughout the flight. The last part is the sensors that send analog data to the microprocessor [30].

Although traditional batteries still power most sensors, research is being carried out into battery-free sensors’ production using passive radio frequency identification (RFID) systems [30].

![Figure 4. Wireless sensor node architecture [30].](image)

### 4.1. WSN in Aerospace

The improvement of efficiency and flexibility while reducing weight, fuel consumption, and maintenance costs in aircraft can be obtained by the ‘Fly-By-Wireless’ paradigm based on wireless communication. The complexity of avionics communication architecture increases with the increasing number of interconnected subsystems and the growing number of data exchanges. In order to follow this trend, the current aircraft architecture of the next generation, including the A380, A400M or A350, comprises a high-speed backbone network based on AFDX (Avionics Full Duplex Switched Ethernet) to connect critical subsystems. Subsequently, it is possible to connect each specific avionics subsystem directly to an associated sensor/actuator network that is based on a low-speed data bus such as ARINC429 and CAN. Despite the fact that this architecture meets the major requirements, it also brings integration costs resulting from a large number of wires and
connectors. To give an example, it is estimated that the costs associated with cabling during manufacture and installation are $2000 per kilogram, which accounts for $14 million for an aircraft such as the A320 and $50 million for a B787 in terms of the total cost. In particular, there is approximately 500 km of cables used in the new generation A380 aircraft. Apart from the costs, avionics connections are still subject to structural failures and fire hazards, which significantly reduces not only their reliability but also their maintenance costs. In order to solve these emerging problems, the implementation of avionics without cables will not only significantly improve aircraft performance and reliability, but it will also lower integration, fuel consumption, as well as maintenance costs [31].

In aviation, many different standards can be used for wireless communication between sensors, both open and commercial. According to [31], networks which are based on the IEEE 802.11 standard are not designed for in-flight transmission, but the IEEE 802.15.4 standards are much better. The authors emphasize that the new WAIC standard technology designed only for the aviation industry will significantly increase communication over short distances, improving communication between sensors and aircraft systems.

For a wireless network in airplanes, good bandwidth is required to send and collect large amounts of data collected by the sensors. Looking at the capacity of various wireless technologies described in Table 1, most of the protocols based on the 802.15.4 standard operate at speeds up to 250 Kbps with low power consumption. If you consider receiving a packet and processing it by a microcontroller, this speed can drop by up to half. It is also necessary to take into account the assumptions of sensor networks. Usually, they do not have the possibility of direct connection to the base station, which can further reduce the transmission speed, thus weakening the whole network’s reliability [31].

4.1.1. Wireless Signal Propagation

However, its non-deterministic behavior and its sensitivity to interference and jamming can solve many problems. However, these features may not be sufficient to provide the real hard telecommunication required by aircraft applications.

Research in [32] has indicated the use of an access point with 802.11a technology in the aircraft. Omnidirectional antennas should be used. Thanks to that, the access point can evenly send waves in cabin space with equal probability. This ensures that no area in the cabin will contain more waves than another. It is worth emphasizing that, the higher power coming out of the access point, the more interference can be caused by aircraft electronics. Therefore, it is essential to select such power and the number of access points to eliminate this problem [32].

The authors in [32] state that the four access points with 802.11a technology cover almost all planes. These four access points must have reasonable transmit power levels that ensure minimal interferences with plane electronics.

4.1.2. AWSN Networks Structure

The desired parameters are acquired and communicated by various sensors. Due to the fact that current sensors are hardwired, and the fact that the number of sensors is growing due to automation, the accuracy of intended aircraft functions is increased (Figure 5).

The sensors are distributed throughout the aircraft and are connected by wired networks for signal processing and communication. Line-replaceable units (LRUs), which integrate various sensors, also use a wired approach for communication. Signal integrity and fault detection methods are the key features of signal processing in aviation applications. The application of wireless sensors in aircraft results in enormous benefits in the aircraft’s design optimization, flexibility in sensor configuration, as well as its weight optimization. What remains to be solved is the proper placement of wireless sensors and networks in the plane in accordance with protocols, standards, and certification.
According to [31], the network should be divided into four main areas. The first and most important part is a set of sensors (e.g., pressure, temperature, vibration, etc.) and access points that are part of the so-called internal AWSN network. The second part of the network is all network switches that connect wireless and wired devices, i.e., aircraft computers or internal systems. The third part of the AWSN network includes all portable devices (sensors are not included here), onboard computers, and other network equipment. The last part of the network is the Internet connection, e.g., by means of ATG (Air To Ground) and satellite connections.

4.1.3. Selected Wireless Communication Protocols Used in Aviation

The Avionics data and communication network (also known as ADCN) is mainly comprised of three types of systems (Time Critical: Avionics network; High Performance: Aircraft and Cabin Operations; Open World: in-Flight Entertainment). The highest level of criticality is critical, whereas high performance and open-world correspond to medium and lowest levels. In the case of open-world and high-performance systems, increasing bandwidth utilization is one of the main constraints, while predictable behavior and timing guarantees are not necessarily a fundamental design issue. Within the field of open-world systems, in [34], the authors referred to the conducted simulations and experiments with the use of standard wireless technologies for an In-Flight Entertainment Network (IFE). The results obtained for heterogeneous architecture based on Ethernet and Wireless USB technologies are promising in QoS. For high-performance systems, authors in [34] referred to tested Ultra WideBand technology for in-cabin communication with optimized resource allocation, and average communication latency was achieved with the use of simulation.

The following standards apply in data and communication networks (ADCN):

- **AFDX® (IEEE 802.11e)** makes use of a unique protocol in order to provide deterministic time management and redundancy, ensuring secure and reliable communication
of critical and non-critical data. AFDX® communication protocols have been developed from commercial standards (Ethernet MAC addressing IEEE802.3, IP Internet Protocol, UDP user datagram) in order to obtain the required deterministic behavior for avionics applications. Virtual Linked Terminal Systems (or LRUs) communicate with traffic shaping through bandwidth allocation gaps (BAG). AFDX® data transmissions are used on the following aircraft: Airbus A380/A350/A400M, Boeing B787 Dreamliner (ARINC 664), ARJ21, and Super jet 100. AFDX®/ARINC 664P7 is used as the core for all systems, such as flight control systems, cockpit avionics, air conditioning, power equipment, fuel systems, landing gear, and more [35].

- The CAN bus is a 1 Mbps data bus that works in accordance with an event-triggered paradigm where messages are transmitted with the use of a priority-based access mechanism. CAN bus operates by using a producer/consumer communication scheme which is based on a unique identifier per message type. The CAN messages are broadcast on the bus; then, each CAN equipment will filter the consumed data based on the CAN identifier. The collisions on the bus are solved following a CSMA/CR protocol (Carrier Sense Multiple Access/Collision Resolution) by the bit arbitration method. The CAN frame comprises a payload of up to 8 bytes and an overhead of 6 bytes because of the different headers and bit stuffing mechanism [36].

- The ARINC 429 and MILSTD 1553B are communication standards used in both military and commercial aviation. The ARINC 429 connects LRUs onboard Boeing 737 and other civil aircraft with the use of distributed avionics architectures. The MIL-STD 1553B is applied in most military aircraft for critical flight control and various mission systems. Both of them are half-duplex communication standards. The ARINC 429 connects the LRU. The MIL-STD 1553B connects multiple devices via a common bus via a point-to-point wiring scheme. They are now used in manufacturing and space aircraft; however, certain shortcomings in modern aircraft performance have resulted in the adoption of extended and modified versions of these standards [37].

- ARINC 653 is a specification for an application executive used for integrating avionics systems on modern aircraft. This specification is aimed at enforcing fault containment, and preventing fault propagation from one partition to another, which eases the application’s life cycle verification, validation, as well as certification procedures. The main areas of use of the ARINC 653 specification are integrating different systems into a single environment (CPU environment), integrating different OS systems, standardization of safety-critical control systems and time and space partitioned systems [38].

- The IEEE 1451 standard describes the common functions, communication protocols, as well as transducer electronic data sheet formats. The purpose of the standard was to standardize plug and play technology, making it easy to connect a transmitter from any manufacturer to any control and measurement network so as to make the transmitter independent of the protocol used in a given network. This standard’s key element is to define the TEDS (Transducer electronic data sheet) format that stores relay identification, correction data, calibration, as well as manufacturer information [39].

- The WAIC system (Wireless Avionics Intra-Communication) is also based on the IEEE 802.15.4 standard. Studies indicate that the best band for WAIC is 4.2–4.4 GHz, as it shares a similar band with a radio altimeter. Moreover, too strong electromagnetic waves from wireless devices inside an aircraft are exposed to high attenuation. As they penetrate various metal and composite objects, it is essential to choose the right frequency not to interfere with other components. WAIC is designed to integrate multiple devices in a single aircraft fully. The system itself is adapted to low range (<100 m) and low power consumption (10 mW for small transmitters and 50
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mW for large transmitters). It should be emphasized that the standard does not provide a connection to the Internet. It only serves as an intermediary for, among others, data transmission methods, i.e., satellite network [31].

- 7 ECMA-368 (High Rate Ultra Wideband PHY and M.A.C. Standard) is a standard for high-data-rate networks within the airplane. There are solutions for optimal node placement, quality of service mechanisms, and loss-free mobility support. Ultra-wideband technology provides better indoor performance compared to traditional narrowband systems. The wide bandwidth allows resistance to channel effect in dense environments and allows very accurate satisfactory time-space resolutions for very precise positioning inside UWB nodes. The standard sets a low spectral density below ambient noise for a low probability of signal detection and consequently increases communication safety. The standard provides high periscosity data transmission over short distances (up to 100 Mbps at <10 m) [40].

4.1.4. Transmission Information System for Taxiing on the Aprons and Taxiways Using RFID Technology

Along with the progressing automation of aircraft control processes, the reliability and quality expectations of these processes are increasing, not only in the air but also on the airport apron. And taxiways. Each valid flight begins and ends at the airport apron, which must be navigated properly and efficiently in order to maintain a high level of airport safety and airport capacity [41].

There are two basic types of taxiways: normal taxiways and expressways. Their parameters are standardized and depend, among other things, on the air traffic and its intensity, which makes it easier to quickly release the runway to serve other aircraft [42].

For navigation on the airport apron, pilots use horizontal and vertical signs, as well as automatic control systems, which are based on more and more perfect vision systems. Global positioning systems such as GPS, GALILEO and, among others, radars, which co-create anti-collision systems, are also used for airport navigation [43–46].

In order to increase security, the diversification of information sources is used. For this purpose, an additional RFID-based navigation system may be applied [47,48].

This technology is widely known and used, also in aviation, among others, for monitoring and tracking components and analyzing their wear [43].

This system enables the transfer of information in an object or group of objects. It is based on cooperating transponders (passive or active) and a reader, stimulating them to operate and read the information sent [49].

In airport navigation, RFID technology can be used to wirelessly transmit the following data to an aircraft [47,50,51]:

- information (e.g., about the position on the taxiway, about other airplanes nearby) or
- commands (stop, continue taxiing).

Transponders can be installed directly on the surface (Figure 6) or combined with taxi lamps. In the second case, they can be active transponders that use lamp power [47].
A beneficial effect of using this type of solution is [47]:

- Possibility of transmitting additional information to the automatic taxi control system, such as: the position on the taxiway, about an upcoming intersection, about other nearby objects, and commands for the automated taxi system.
- It provides additional information to increase the crew’s situational awareness, such as: warnings about approaching a taxiway/runway intersection and information about geographic location.
- Possibility of replacing other, completely passive systems, based on graphic signs—so that the information transmitted to the aircraft may change, be programmed remotely, due to the current traffic situation, weather, and others;
- Easy for configuration infrastructure;
- Flexible system structure.

This solution has also some weaknesses:

- The range between devices is limited to a maximum single tens meters
- Different frequencies engaged depending on the region of the World, so multi-frequency devices are required to increase flexibility and portability of RFID based systems,
- Sensitivity to short contact time. The communication could not be established if visible time was too short because of capacitors’ performances and limitations.

The above-mentioned solution has been tested under laboratory conditions. During the tests, the control system responded to the transmitted information and steered the model as intended. The operational range of transponders and readers was also checked in airport conditions by testing the possibility of transmitting information to the aircraft. The obtained results suggest the option of using this type of solution in both manned and unmanned aviation.

4.1.5. Further limitations for Wireless SMH within Aerospace

In addition to the signal propagation problems experienced when operating within an aerospace environment, the implementation of SHM has further hurdles that must be surpassed in order to be efficiently implemented. The power of the restrictions mentioned above of wireless sensors is of particular concern for aerospace. The use of solar panels, commonly found in civil infrastructure monitoring devices [52], is not feasible. Furthermore, the use of batteries is often limited as, in addition to safety concerns, temperature
fluctuation in flight is large, which significantly affects their performance. Degradation of batteries over time with continual charging also requires regular replacement to be carried out. A proposed alternative to batteries’ use is instead using capacitors, which, although having a lower energy density, do not degrade over time or suffer from temperature fluctuations [53]. Super and ultra-capacitors with higher performance through narrower dielectrics further increase their feasibility.

Whether batteries or capacitors are utilized, for a wireless node to achieve long term use without manual charging, some form of energy harvesting is essential. Vibration harvesting is an area of great interest due to the abundance of energy available in flight. This is harvested in three ways, though either piezoelectric, electromagnetic, and electrostatic methods [54]. Piezoelectric devices are often favorable due to their simplicity and ability to be applied as a Micro-Electro-Mechanical System (MEMS) device [55]. Although recent advances have significantly increased vibration harvesters’ energy output, their output is realistically limited to under 1 mW. The actual outcome depends on operating conditions and size. Additionally, although researchers have attempted to broaden their resonance [56,57], which harvesters have at some meaning, making appropriate selection of a device for a given application is essential.

Although it has been less researched, the generation of electrical energy from thermal gradients seems to be another promising energy harvesting approach; on an aircraft’s outside skin, a large temperature change (upwards of 50 °C [58]) takes place during take-off and landing. Through the phenomenon known as the Seeback effect, Thermoelectric Generators (TEG) convert this change into electricity. Although less efficient than heat pumps, TEG is maintenance-free, contains no chemical reactions or moving parts, and has a long life span [59]. Researchers have successfully applied TEG in a lab setting, generating 126 J over a simulated 80-min flight cycle [60]. A different, smaller device was also substantially flight tested, where an average of around 20 J was generated per flight cycle from the fuselage skin [60].

Although developments are being continually made in energy harvesting, it is clear that there is a limit to the available power. This can make operations that would be simple in some situations very complex onboard an aircraft. Data communication is of primary concern. It is typically the highest energy drain for a wireless node [61]. Minimizing the transfer of recorded data is one aspect of reducing this expense. However, other essential operations must often be considered. Time synchronization of nodes, for instance, is vital for specific SHM applications, such as vibration or Acoustic Emission (AE) monitoring. Required accuracy is heavily dependent on the technology in use. Vibration-based monitoring must be within 50 μs [62], whereas, for AE, microsecond accuracy is required for some location approaches to be accurate. Although time synchronization of this accuracy is possible, the power necessary to do so may make it unviable for self-powered applications, making alternative approaches where lower accuracy is required advantageous.

4.2. WSN in Bridge Structures

Modern societies’ everyday existence and development are significantly dependent on civil engineering structural objects like bridges, towers, power generation systems, and off-shore platforms. Bridges and viaducts, as structures ensuring the continuity of road infrastructure, ensuring crossing over natural and artificial obstacles, are the key elements of the functioning of modern societies and their economies. Therefore, their safe use is crucial from an economic point of view. Therefore, dedicated SHM systems have been developed for decades. From a whole range of different types of engineering structures, the transportation infrastructure objects are expensive to build and maintain. The consequences of their sudden failure are hazardous and have serious consequences. The examples of civil engineering structures (for instance, bridges, tower buildings, and tunnels) equipped with SHM systems using wireless sensor networks are shown in Figure 7 [52].

A special category of structures for which SHM systems have a long history are bridge structures.
In the case of bridges, apart from other parts of the system, such as sensors, data acquisition, signal processing, damage detection algorithm, the data transfer, storage, and management system, it is an essential part of the SHM system.

Many of the health monitoring systems operating on structures utilize the data communication based on wiring systems. The installation of data wires is often the cause of the complications, generally increasing sensor assembly expenses, conservation and maintenance costs, and results in increased expenditure on repairs. A wireless sensor implementation could eliminate cable-based sensors’ drawbacks. Cable based sensors’ drawbacks mainly are:

- costs resulting from the installation of cables intended to provide power and communication for the sensors and protective pipelines,
- influence of ambient temperature on the distortion of sensor data,
- sensor—cabel and cabel—cabel connections which are the source of noises decreasing the quality of the signals.

Because the sensors used in the bridge SHM system can be wired or wireless, various data transfer solutions are used. Wired sensors were used in the past, but with research development, reliability, and cost reduction, wireless sensors have become one of the most promising evolving technologies. It is expected that Wireless Sensor Networks (WSN) technology will be the next generation of bridge SHM systems [63–65].

Figure 8 shows an example of the network used in structural health monitoring in bridge structures.

The WSN technology is used for concrete [66,67], steel [68,69] and cable-stayed bridge structures [70].
Figure 8. The hierarchical wireless sensor network for structural health monitoring in bridge structures [66].

In WSN for SHM, sensors record and collect data such as strain [69,71], acceleration and velocity [68,72,73], temperature, and displacement. The raw data should be processed in order to extract important features, which allow concluding about the state of the structure. The SHM system uses these features for damage detection as well as localization.

In wireless SHM systems for damage detection, modal parameters are commonly used. Estimating modal parameters such as the natural frequency and mode shape is performed both in the time and frequency domains [74].

The basic WSN comprises the sensing, signal processing, and analog-to-digital conversion modules. The filled set is completed by wireless communication and power source units. In more recent years, there has been the emergence of the term ‘Smart’ WSNs (or Wireless Smart Sensor Node, WSSN), referring to a node that, besides all the above, also has the onboard computational capability and memory storage. The complete WSSN set is shown in Figure 9.

Figure 9. Wireless smart sensor node, WSSN [75].

Technological progress in technologies of Micro-Electromechanical System (MEMS) enabled the use of inexpensive and small sensors in bridge structure monitoring. The wireless MEMS-based structures are used successfully as the sensors in bridge monitoring purposes [70,76,77].
Many scientific, non-commercial, as well as commercial, wireless sensing unit forms have been invented in recent years. The interdisciplinary collaboration of civil engineering and computer researchers resulted in the development of the SHM-A (which stands for structural health monitoring-acceleration) sensor board for monitoring civil infrastructure. The cooperation was conducted within the Illinois SHM Project [78] (Figure 10). As the tri-axial accelerometer, the ST Microelectronics’s LIS344ALH with the range of ±2 g was used. For digitalization of the analog acceleration signals from the accelerometers, a 4-channel, 16-bit Analog to Digital Converter (ADC) was utilized. The Quickfilter QF4A512 ADC was integrated with a programmable signal conditioner which allows for setting sampling rates and program digital filters by the user. The noise levels of used accelerometers are 0.3 mg and 0.7 mg for the x- and y-axes and the z-axis, respectively. Moreover, the SHM-A board is equipped with humidity, temperature, and light sensors. Thanks to an additional analog input, the acquisition of the data from other types of sensors, including both strain gauges and anemometers, is possible.

Figure 10. Illinois SHM Project: structural health monitoring-acceleration (also known as SHM-A) sensor board: top (left), bottom (middle), and perspective view (right) [78].

The example of an SHM-A and SHM-W (structural health monitoring-wind) board of smart wireless sensor is presented in Figure 11 [79]. In this solution, the SHM-A board measures multi-metric data while the SHM-W board measures wind parameters such as speed and direction. A three-axis anemometer is used to obtain wind parameter measurements.

Figure 11. Hardware units of SHM-A (left) and SHM-W board wireless smart sensors (right) [79].

Polyvinylidene fluoride (PVDF), a piezoelectric polymer material, was proposed in WSN design in order to report and read the displacement and strain from PVDF thin film [80,81]. Moreover, the IEEE802.15.4 wireless communication standard was utilized. In this solution, a constrained energy power of WSN was intended, and it was possible due to its unique features, such as extreme power competence.

The disadvantage of wireless systems used in bridge structures is their relatively high energy demand, resulting from the large number of sensors needed to monitor extensive and complex structures such as, for example, suspension bridges. One solution to this
problem is the use of photovoltaic panels, the installation of which on selected structural elements of the bridge is relatively easy to implement.

The development of technology forces the SHM system to be characterized by sending, transmitting and analyzing data in a short time, combined with a quick and error-free assessment of the condition of the structure based on these data. In conclusion, the future wireless SHM system must achieve the goal by effectively assessing the usability, safety and durability of the structure.

4.3. WSN in Wind Turbines

Wind Energy has helped to achieve the 20% target set out in the EU’s renewable energy directive and will continue contributing to the new targets for 2030. Wind energy turbines urgently need new methodologies for design and performance analysis and wind farm operation to keep up with market demand for ever-larger turbines [82].

A Wireless Sensor Network for wind turbines should be considered in two areas, which correspond to the market domains. The first concerns the wind turbine of large output on-shore and off-shore considered as a single unit, but predominantly the second area is wind turbine farms which are the main objective (Figure 12). In this market sector, technology is developed by large companies. Hence, it is strictly regulated and rather resistant to any new concepts and ideas from outside this community. Only direct cooperation with such companies may provide an opportunity for implementation of improvements.

Figure 12. Wind turbine farm [82].

The second sector concerns small and mini installations. This wind turbine market gives a lot of freedom because the type of wind turbine type is not specified, and the turbine applications have various objectives. Small or prosumer turbines (vertical axis) owners may be satisfied with a very limited data transfer. Often, energy production counter is sufficient.

4.3.1. Large Wind Turbines and Wind Turbine Farms

The basic aspect to renewable energy cost effectiveness is robustness and longevity of turbine blades. Essential also are control systems implemented in wind farms. The adequate understanding of the links between environmental conditions and their wear impact on wind turbine structure is required. This allows for reducing uncertainty in design and operation effectiveness. Upgrading of blades to be more efficient and robust requires advances in models, testing, and improved analyses. These should be linking what is observed in the real world to more appropriate modelling and design systems. Now, the strongly developing machine learning and big data analysis allow the systems to optimize virtual models (“digital twins”) to better match testing data and its implementation to turbine design and operation. This will allow for improving production and use, and lower costs. The SCADA system is the main system for data acquisition and for the monitoring of wind turbine operation. As far as wind turbines and wind farms are concerned, SCADA data are used in order to analyse the individual turbines operation or the interaction between wind turbines incorporated in a given wind farm. The main features of the SCADA system may be listed as follows:
• farm overview and control;
• turbine overview and control;
• report generator.

The farm overview shows a graphical presentation of the wind farm, providing conditions of each individual turbine. Another important piece of information provided by the SCADA system is the wind data and the wind turbine energy production parameters. These data may be used for deciding to start or stop the whole farm, a chosen number of turbines, or a selected turbine. The turbine overview displays all relevant parameters of the wind turbine—among others, temperatures, pitch angle, yaw system, rotor speed, electrical parameters, etc. The report generator is also an important feature of the system. It allows for graphical presentation to provide the best possible overview. The above scope of features of the SCADA system requests large information transfer possibilities. Most important, however, is the necessity for two ways of communication.

Supervisory Control and Data Acquisition (also known as SCADA) consists of many devices such as computers, controllers, instruments, but also actuators, networks, and interfaces. This system allows for monitoring and controlling processes taking place among different remote sites. The SCADA system allows for saving time and effort, as servicemen are not needed to visit each site in order to inspect, collect/log data, or realize the systems. Data collection [83] allows the management of the control of automated industrial processes and allows analysis of those systems.

SCADA means a system where data acquisition and simultaneously supervisory controls are conducted. Using SCADA through the mobile phone network as the underlying communication medium is called mobile SCADA. Wireless communication technology GSM is commonplace today for transmitting data worldwide through SMS using mobile phones [84,85].

GPRS (General Packet Radio Service) is selected as the specific mobile communication protocol. It allows for online interconnection without any time-based charges. SMS is a wireless service allowing for the transmission of alphanumeric messages between mobile users and external systems such as paging, electronic mail, and voice-mail systems. It is a comfortable method of transmitting messages between mobiles [86]. Advantages of SMS include delivering information and alerts, messages, and reliable communication mechanisms for compact information at low cost. It also gives the ability to screen messages and return calls in a selective way.

SCADA systems normally consist of several components (Figure 13):

- Master Unit—system heart under the operator’s control.
- Remote Unit—installed at a remote location, sends required data to the master unit.
- Communication Mode—transmitting signals/data between units by a cable, wireless media, satellite, etc.

Software, which works as an interface between the operator and the units, is an important element that allows the operator to visualize and control the functions of the process [87].

![Figure 13. Block diagram of wireless SCADA [88].](image)
4.3.2. Advantages of Wireless Communications for SCADA Systems

Wide Area Networking (also known as WAN) solutions provide a number of advantages in assisting SCADA systems and important infrastructure. The advantages are as follows [89]:

- **Simple implementation.** In the locations which do not have wire lines installed, the wireless connections are cheap to deploy, allow faster installation, and are simpler to operate. Building a new wire line is not competitive. Nowadays, cellular networks today cover up to 99 percent of the whole world population. Therefore, its availability is granted everywhere the customers wish to have. In many areas of the world, there are several cellular networks operating now. In order to deploy wireless equipment, the utilities have a choice and can select the best cellular network available at the particular location.

- **Reduced costs of operation.** Some SCADA operators own and maintain their private radio networks. Changing to cellular operators, they can eliminate maintenance problems. They can rely on mobile operators providing the network. Moreover, having many locations of wind turbines, it is possible to choose one supplier of the network for all locations. This may eliminate other connections, typically controlled by regional providers.

- **Fully reliable technology.** More than 20 years ago, a new wireless technology emerged and started to replace traditional wire line structure. Huge investments in the wireless infrastructure, constant monitoring and protecting against security threats pushed the development of these systems to a very high level. Nowadays, cellular networks seem to be more secure in comparison with privately operated infrastructure. Therefore, they are able to support critical infrastructure such as SCADA systems. It is estimated that SCADA applications are supported by one billion machines using cellular networks nowadays. Sensitive financial transactions and critical government communications are good examples proving the reliability of wireless systems using this technology. Now, up to 20 percent of all cellular communications worldwide concern data transfer (typically IP-based).

- **Market perspective.** Fast development of IT technologies and equipment causes the cost of cellular services to decline. Providers must compete more fiercely for utility customers. Thanks to this, the provided technology and services are considerably improved and less expensive.

4.3.3. Wireless Technology Options

Energy suppliers have mostly used two WAN/cellular technologies: second-generation 2G and third-generation 3G. In the past, many energy suppliers used 3G services, but recently many carriers have been looking towards higher-bandwidth 4G networks to support SCADA systems. This concerns mainly applications that transmit a large amount of data. The choice of data services includes 4G networks: Wideband Code Division Multiple Access (W-CDMA) and High-Speed Downlink Packet Access (HSDPA). Due to the fact that newer HSDPA technologies are acquired at comparable cost to W-CDMA, they have become the preferred solution nowadays. [89]

4G cellular technology plays an important role in SCADA communications and in power grid Long-Term Evolution (LTE) and fourth-generation, especially at meter aggregation points. The more utilities realize connecting an extremely large number of individual meters, the greater capacity and lower latency of 4G and LTE technologies are offered with a convincing connectivity solution. The ration of wireless technology development implies a fast development to be expected [89].

Obviously, the stage of broadband 5G implementation is a challenge at present. However, one should remember that revolutionary 6G has already been announced. There are also really innovative technologies maturing very quickly as LoRa [89].
LoRa employs license-free sub-gigahertz radio frequency bands as 433 MHz (Europe), 915 MHz (Australia and North America) and 923 MHz (Asia). It allows long-range transmissions (over 10 km in open areas) with rather low power demand [90]. This technology covers the physical layer, while the other technologies and protocols including LoRaWAN (Long Range Wide Area Network) cover the upper layers [89].

In January 2018, new LoRa chipsets appeared, characterized by much lower power consumption, offering enhanced transmission power, and reduction of size compared with the previous generation [91]. Further improvements of this technology should be expected in the near future.

4.3.4. Best Practices for Cellular SCADA Solution Design and Implementation

Cellular WAN technologies have been implemented by energy suppliers into power transmission and distribution systems over the last few years. In this respect, the industry has introduced a number of “best practice” design guidelines. The implementations of wireless SCADA can provide utilities, power equipment manufacturers and other industry stakeholders with the best results when following these guidelines [89].

It becomes critical to choose devices which build intelligence into the system endpoints. Operators of IT should have access to many options, which should be configurable over-the-air, in order to control, maintain, and manage devices from their current location. More intelligence of the endpoint is directly related to the device’s total cost. However, it is extremely important and useful to enable reconfiguration and update of devices remotely. Endpoints should provide [89]:

- **Session persistence intelligence.** The system ought to be focused on maintaining the connection in all conditions. Should a device be even knocked off the network, it should persistently seek the way to get back on the network. Watchdog timers and data retry algorithms should be employed by devices in order to assure stable presence on the network.
- **Flexibility to operate with legacy equipment.** Search for wireless devices that offer support for older machine protocols (e.g., Modbus, DNP3, TCIP, Bristol Babcock, etc.). Packet Assembly Disassembly (PAD) should be performed by wireless solutions. Possibility of receiving data in the form of a legacy protocol, and transmitting these over the cellular network. The same procedures should be available on the receiver end of the system.
- **Effective security.** Any wireless solution provides baseline security features. However, for SCADA communication applications, it is required to search for wireless products which exceed the present state of the art. Endpoints should support virtual private networks (VPNs) that can be managed with the same remote management tools. In addition, an embedded firewall should be incorporated in the ideal wireless gateway.

Energy suppliers should also seek out products of the highest quality and contain the newest technologies’ achievements. These should meet the highest requirements for robustness and manageability:

- **Choose solutions of the highest reliability.** For instance, cellular equipment housing ought to be solid aluminum, instead of folded sheet metal or plastic.
- **Built-in wireless modules in used products.** Such devices are characterized by far better ruggedness and tamperproofness in comparison to traditional equipment. Utilities with embedded wireless usually have better remote management functionality.
- **Over-the-air upgradable solutions, via software patches.** As it is, energy suppliers do not wish to have maintenance burdens every time they want to change the data collecting frequency or update firmware. IT managers need to be capable of downloading new features and patches over the air.
Choose experienced vendors of wireless equipment to ensure a long lifetime of SCADA equipment. Energy suppliers need to be sure that wireless vendors are capable of supporting the wireless technology for longer than a few years. Search for wireless vendors who have certified devices in multiple markets worldwide, for power transmission and systems distribution.

4.3.5. SCADA versus IoT (Internet of Things)

It is worth emphasizing the fact that the implementation of SCADA system is not considered by most people as as Internet of Things (IoT) or machine-to-machine (M2M) communication.

What primarily differentiates SCADA and the IoT is the fact that, with traditional wireline SCADA, the internet is not involved. The PLC (programmable logic controller) is where the decision is made. In IoT, the internet is the basis. Data have to be transferred to a cloud-based server via the internet before a decision is undertaken and the control signal flows back over the internet to the sensor. The IoT architecture is less robust compared to traditional SCADA due to the fact that the required internet is not trustworthy. (This explains why the IoT does not control nuclear power plants) [92].

Data management is crucial for the day-to-day operations of a wind farm. Operating conditions, such as air temperature, wind speed, and direction, are collected individually for each turbine. Additionally, the power generated by each turbine is stored. All of those variables are reported in time intervals of several minutes. Therefore, in order to keep some information about the instability of the phenomenon, more than one value is stored for every measured variable for each time period. Those can be, for instance, the mean value, maximum, minimum, and standard deviation.

Thus, when all turbines on a wind farm are taken into account for a longer period of time, the amount of data is significant. The information is available online for the day-to-day operation, but it is also essential to be stored and easily accessed for further analysis. Big data analysis can also help transform the wind farm management from the traditional reactive to predictive and proactive. Moreover, the data are useful for research purposes, such as developing more sophisticated and accurate wind farm models.

4.3.6. Small and Micro Wind Turbine Market

There are no specific standards followed by turbine users in small and micro wind turbine (WT) sectors. There is also no need to implement small wind turbine farms because it is possible to implement a single larger wind turbine, reducing construction and maintenance costs. In small wind turbine applications, one deals with a single or very few turbines.

The necessity of WSN application for small wind turbines is closely related to the purpose of wind turbine installation. One has to consider that, in such small applications, the wireless transmission structure may be costly. One should distinguish here between the off-grid and on-grid implementations. The first one does not request the permanent availability of information on produced energy. One can look up the information from the control panel of the turbine on request.

The on-grid installation usually puts more complex demands on the turbine operation. Sometimes, two-way energy counter information may be sufficient for the WT owner. Mostly, however, an online monitoring system is requested [93,94].

Wireless transmission is beneficial for the turbine’s remote control and very practical in transmitting information about the alarm situations. The choice of hardware platform depends on many conditions, such as:

- necessary reliability and integrity of transmitted data;
- the distance on which transmission takes place;
- the expected amount of data which is to be transmitted;
- the acceptable delay time of data delivery;
In the case of the small-size WT monitoring and control system, it is mostly applied with the use of wireless transmission network technologies. Sensors are installed in order to measure required quantities and send the WT status [93] over wireless connection. In order to receive a control message for specific operation, a control device needs to be installed. The monitoring and control software for the WT is managed by a control centre often by the application of a graphic user interface (GUI). In addition, smart devices are used to enable remote monitoring of the WT even though operators are not present in the control room.

A WT monitoring system is often focused on failure detection. Therefore, it is important for the control room to be supplied with a fast transmission of data, requesting an immediate response to counteract the threat. There are many applications in this direction [94], and the solution has to take into account all existing constraints and availabilities.

The knowledge discussed here will be utilised in the new wind power plant constructed in the project: 3PioWiat project: POIR.04.01.04-00-0031/18-00, financed by the European Fund for Regional Development. In this project, a 15 kW power plant is being designed and constructed which consists of three wind turbines with vertical rotors of an innovative concept, presented in Figure 14. The wind turbine must include special control systems containing characteristics of the rotors. As this is an innovative wind turbine concept, the characteristics controlling produce power have to be very flexible. Therefore, they must have the possibility to upload them through the wireless systems. Many different control algorithms will be uploaded and tested.

The wind turbine as a prototype is expected to deliver a lot of information concerning monitoring and production. It should be said that it operates twelve generators and delivers the permanent monitoring of wind and video signal from four cameras. From a scientific point of view, it is necessary to collect data quite frequently, and this is every 2 s. The information transmitted over the month or a year is very large. Two way communication is necessary to control the wind turbine. At present, our remote control systems are being implemented and the experience on power plant operation will be available in the near future.
Figure 14. Innovative wind power plant.

5. Conclusions

The work presents fundamental issues concerning wireless communication in structural health monitoring (SHM) systems in the context of Non-destructive testing (NDT) sensors. The use of wireless technology in aviation brings with it many challenges and problems. These include, for example, the implementation of the network architecture and the main communication protocols, such as:

- Network architecture: the replacement of current avionics connections by wireless connections raises many questions about the clustering and topology of terminal systems and the mechanisms in place to avoid interference.
- MAC protocol: The choice of the MAC protocol will have a direct impact on the timeliness and predictability of communications, which are paramount for secure avionics systems. Therefore, the MAC protocol ought to be well defined in order to meet this requirement.
- Reliability mechanisms: In the case of critical avionics networks, the probability of failure should not exceed $10^{-9}$ per flight hour. Therefore, this requirement should be met by every wireless system. The question that arises relates to the feasibility of a fully wireless avionics network or the necessity of backup. Moreover, avionics communication is mostly multi-media, which requires the integration of an improved confirmation and retransmission mechanism in order to reduce the communication load. Reliability mechanisms ought to be selected accordingly in order to meet these requirements.
- Security mechanisms: Security is a critical criterion to be met for security-critical avionics applications. This is why the WAN must provide not only authentication, but also data encryption, and integration in order to avoid man-in-the-middle or DoS attacks.
- Schedule analysis: In case of applications which are embedded in avionics, the communication network must meet the certification requirements, e.g., predictable behavior in harsh real-time conditions and time guarantees. However, wireless technologies can still increase communication delays because of transmission errors; therefore, it is necessary to verify real-time limitations in an error-prone environment.

A lot of wireless systems are established and have features of proven quality. The development of wireless technology is high-speed and independent from the application platforms. This development’s directions have to be carefully followed by application platforms to track the most suitable technologies. Wireless transmission is beneficial for remote control of the wind turbine and turbine farms. The choice of hardware platform depends on many conditions, such as:

- necessary reliability and integrity of transmitted data;
- the distance on which transmission takes place;
- the expected amount of data which is to be transmitted;
- the acceptable delay time of data delivery;
- the necessity of the data transmission in two directions influences the turbine performance, stops the turbine, or modifies the generator loading algorithm.

In recent years, energy suppliers have been incorporating cellular WAN technologies into power transmission and distribution. In this respect, a lot of “best practice” design guidelines have been introduced by the industry. Following these guidelines can allow industry stakeholders, utilities and power equipment manufacturers to achieve the best results from their wireless-enabled SCADA implementations.

Because the technologies used in SHM systems based on wireless sensor networks undergo continuous development, the costs of the monitoring system’s elements are falling, which will lower its total cost. In this situation, the challenge is to select the optimal
number and network of sensors depending on the wireless system's other parameters and requirements. One of the main challenges for WSN is to ensure scalability to cover a large area. One of the main tasks is developing a procedure for shutting down unnecessary nodes to save power when no events are detected.

Since, when comparing aerospace and wind turbines systems with bridges and civil engineering structures in general, the characteristics of detected and monitored events are less sudden and dynamic, savings can be achieved by optimizing the sensor network, data transmission frequency, and accepting the reduction of stability and reliability of signal transmission. On the other hand, the challenge is the area's extent to be covered by the sensor network, data transmission distance to the processing, inference, and management center.

LTE and 4G are used presently, and the 5G technology is under consideration and testing. This is the main challenge for the near future for wireless monitoring in wind energy production. The next development direction seems to be the LoRa technology, which is excellent from an energy consumption perspective. There are, however, significant challenges, especially the transmission capacity.

Maybe, in the future, one should consider hybrid systems in which “Big data” transmission happens only from time to time when interesting wind conditions appear. In such a case, the most effective transmission technologies would be used. However, most of the time, the wind conditions are relatively stable, and no important data behavior can be expected. In such a case, less detailed information on turbine monitoring is sufficient and could be secured by systems with a lower transmission rate and lower power consumption.
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