Particle-hole symmetry broken solutions in graphene nanoribbons: a multi-orbital, mean-field perspective
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Mean-field theories have since long predicted edge magnetism in graphene nanoribbons, where the order parameter is given by the local magnetization. However, signatures of edge magnetism appears elusive in the experiments, suggesting another class of solutions. We employ a self-consistent mean field approximation within a multi-orbital tight-binding model and obtain particle-hole symmetry broken solutions, where the local filling plays the role of the order parameter. Unlike the magnetic edge solutions, these are topologically non-trivial and show zero local magnetization. A small and a large doping regime are studied, and a free energy minimum for finite hole doping is encountered, which may serve as an explanation for the absence of experimental evidence for magnetic edge states in zigzag graphene nanoribbons. The electronic interaction may increase the finite d-orbital occupation, which leads to a change of the effective Coulomb interaction of the dominant p−-orbitals. Our findings indicate that the non-magnetic solution for finite hole doping becomes energetically preferred, compared to the magnetic phases at half-filling, once thermal fluctuations or unintentional doping from the substrate are considered. This result persists even in the presence of the d-orbitals and the Coulomb interaction therein.

I. INTRODUCTION

Graphene nanoribbons with zigzag edges belong to the class of topological matter with insulating bulk and conducting edges1–3. The Fermi level crossing states were predicted to give rise to a novel type of magnetic ordering4, leading to appealing carbon-based magnetic materials and stimulating a large number of proposals of novel graphene-based spintronic devices5–10. Many experiments have ever since claimed to prove the existence of magnetism at the edges11,12, but the accuracy of these findings allow for explanations other than the occurrence of magnetic edge states13. A gap opening in the local density of states has been found, which is consistent with magnetic ordering of the edge phases14–16, but experiments usually probe only either the edge character of electronic states in graphene or the alignment of the spin degree of freedom. This poses the first problem of experimental verification of the topologically insulating phase of graphene that is still unresolved: Is the ground state of graphene nanoribbons truly non-magnetic or has it just not been measured yet?

The description of non-interacting graphene is usually performed by employing the Kane-Mele model17–19, which distinguishes between a trivial and a non-trivial phase in terms of external parameters. This is commonly extended to the interacting Kane-Mele-Hubbard model20–23. While such considerations apply to bulk graphene, coupling of the edge states in terminated structures leads to an energy gap in the magnetic ground state24–26, which can be described by an inter-edge superexchange27,28. This mechanism predicts a zero-spin ground state, where the magnetic edges show opposite polarization. Different types of inter-edge magnetism can occur in graphene nanoribbons at half-filling23,29, namely, the anti-ferromagnetic (AFM) and the ferromagnetic state (FM), but other states with different degrees of edge magnetism are also possible once doping is considered30. The particle-hole symmetry (PHS) is broken in a doped system, and a completely non-magnetic phase is possible, as the Fermi energy is located away from the magnetic instability. This phase may play a central role in realistic structures, as unintentional doping or commonly used substrates (SiO231, SiC32 or h-BN33) has been shown to shift the Fermi level off the half filling condition at the Dirac points (DPs), and hence, broken PHS is expected in the experiments. Edge states in graphene nanoribbons are commonly examined by using density-functional theory (DFT) of the π-orbitals in graphene34,35, where the mean-field method remains a good approximation for realistic interactions36.

The atomic or intrinsic d-orbital spin-orbit coupling becomes relevant for the size of the gap at the Dirac points of graphene37,38 and should not be neglected. Moreover, it provides helicity to the edge states18,39,40. This leads to the second problem of detecting edge magnetism in graphene, namely, the influence of the electronic interaction of the d-orbital electrons on the π-orbitals in a realistic—or doped—system, which has not been examined to this date.

This manuscript is intended to address these two problems by defining a multi-orbital tight-binding model with p− and d-orbitals, and is organized as follows: In Section II we describe the multi-orbital tight-binding model and the self-consistent mean-field method. We present numerical results of the single-orbital and multi-orbital models in Section III, by comparing the two magnetic phases and by examining the non-magnetic phase in detail. We summarize our results in Section IV.
II. METHODS

The basis of our multi-orbital tight-binding model is spanned by \( p_z, d_{xz}, \text{and } d_{yz} \)-orbitals localized at the sites of the honeycomb lattice. The other three \( d \)-orbitals couple only weakly to the \( \pi \)-bands via \( d \)-orbital spin-orbit coupling (SOC) and thus can be neglected in the neighborhood of the Fermi level. Hopping among nearest neighboring sites \( \langle ij \rangle \) is enabled by a term

\[
H_0 = \sum_{\langle ij \rangle, \alpha, \beta, \sigma} t^{\alpha \beta}_{ij} \hat{c}^\dagger_{i \alpha \sigma} \hat{c}_{j \beta \sigma},
\]

where the indices \( \alpha, \beta \in \{ p_z, d_{xz}, d_{yz} \} \) label the different orbitals and \( \hat{c}_{i \alpha \sigma}(t) \) are the annihilation (creation) operators for spin \( \sigma \). The hopping matrix elements are given within the Slater-Koster approximation\(^{41}\), and the corresponding parameters are presented in Table I.

Owing to symmetry, the intrinsic SOC is only non-zero for the \( d \) orbitals that constitute the \( \pi \) band:

\[
H_{SOC}^{d} = \xi_d \sum_{\alpha, \beta, \sigma, \sigma'} \langle \vec{L} \cdot \vec{S} \rangle_{\alpha \beta, \sigma} \hat{c}^\dagger_{i \alpha \sigma} \hat{c}_{i \beta \sigma'},
\]

with \( \xi_d = 0.8 \text{ meV}^{37} \) and \( \langle \vec{L} \cdot \vec{S} \rangle_{\alpha \beta} = i \epsilon_{\alpha \beta} s_z \), with \( s_z \) being the \( z \)-component of the spin. The on-site energy of the different orbitals is given by:

\[
H_{E}^{d} = \sum_{\alpha, \sigma} E_{\alpha} \hat{c}^\dagger_{i \alpha \sigma} \hat{c}_{i \alpha \sigma},
\]

where we choose for convenience \( E_p = 0 \), yielding \( E_d = 12 \text{eV} \).

For the Coulomb interaction, it is convenient to express the density operators \( \hat{n}_{i \alpha \sigma} = \langle \hat{n}_{i \alpha \sigma} \rangle + \Delta \hat{n}_{i \alpha \sigma} \), where \( \langle \hat{n}_{i \alpha \sigma} \rangle \) is the mean value of the density and \( \Delta \hat{n}_{i \alpha \sigma} \) its fluctuation. As it is customary in the mean-field approximation, quadratic-in-fluctuations terms are neglected, yielding for the interacting Hamiltonian:

\[
H = H_0 + \sum_i (H_{E}^{d} + H_{SOC}^{d} + H_{ee}),
\]

where \( p \) labels a state in a \( p_z \)-orbital and \( n \in \{ d_{xz}, d_{yz} \} \) labels a \( d \)-orbital. Here, \( U \) is the Hubbard term, that is, the on-site Coulomb repulsion for the \( p_z \)-orbitals, whereas \( V \) denotes the Coulomb repulsion and exchange, respectively, between a \( p_z \)- and a \( d \)-orbital. Whereas \( U \) is on the order of \( V_{pp} \), which has been obtained by comparing single-orbital tight-binding models with DFT calculations\(^{3,41}\), \( V \) and \( J \) serve here as parameters to quantify their influence on the characteristics and internal energy of the different phases, as it can not be obtained from experiments\(^{5}\).

Combining all terms described above, the total Hamiltonian for this multi-orbital tight-binding model reads

\[
H = H_0 + \sum_i (H_{E}^{d} + H_{SOC}^{d} + H_{ee}),
\]

where the first term is off-diagonal, while the rest contain on-site terms only. It is thus advantageous to Fourier-transform Eq. (5) and solve the eigenvalue problem self-consistently via direct diagonalization. The density of states is then numerically obtained by sampling 801 points across the Brillouin zone, where a Gaussian broadening is optimized after a convergence study. A temperature of \( k_B T = 3.45 \times 10^{-4} \text{eV} \) is defined for convergence purposes, allowing the computation of the Fermi energy

III. NUMERICAL RESULTS

A. Three different Phases

As it is habitual in self-consistent methods, the character of the converged solution reflects that of the initial guess. Breaking time-reversal (TR) symmetry by starting with parallel spin edges leads to a magnetic phase with a finite total spin-magnetic moment, whereas an initial state with polarized edges of opposite sign leads to a solution with broken spin rotations and zero total spin. In both cases, half-filling is imposed. Another possibility (although commonly ignored), is to consider TR-symmetric solutions with broken electron-hole symmetry, namely, a doped solution. This can be achieved by an initial state with an excess of holes or electrons, and usually converges to a non-magnetic phase. In what follows, we distinguish between magnetic and non-magnetic solutions. The former occurs at half-filling \( \langle n_i \rangle = 0.5 \) whereas the latter has no local magnetization. The order parameter of this non-magnetic, PHS broken solution is given in terms of the local doping \( \delta n_i \), giving the local occupation.
per spin of \( \langle n_i \rangle = 0.5 + \delta n_i \), whereas the magnetic phase is characterized by a finite local magnetization \( \langle m_i \rangle \).

We consider first a single-orbital \((p_z)\) model in a nanoribbon with \( N = 12 \) rows and 4 columns, using \( U = 0.6t \). States with local ferrimagnetic spin polarization close to the edges have already been theoretically obtained\(^{4,6,26,46-48}\), where the edges may exhibit parallel (FM) or antiparallel (AFM) spin alignment with respect to each other. Fig. 1 contains the dispersion relation of the mid-bands, where bright color indicates edge-localized state. These bands are mainly located at the edges (E1, E2) of the sample, such that TR partners are symmetrically distributed along the edges of the sample, maintaining the original \( C_{2v} \) point group of the lattice. This results in a topologically non-trivial phase, just like in the non-interacting spin-Hall insulating case\(^{17}\). The corresponding order parameters are depicted in Fig. 1 (d), that is, the on-site magnetization \( \langle m_i \rangle = \frac{1}{2} (\langle \hat{n}_{i,\uparrow} \rangle - \langle \hat{n}_{i,\downarrow} \rangle) \) for the magnetic phases and the occupation for the PHS-broken solution, \( \langle n_i \rangle = \frac{1}{2} (\langle \hat{n}_{i,\uparrow} \rangle + \langle \hat{n}_{i,\downarrow} \rangle) \). Values are plotted as a function of the site index \( i \) in sequence that follows columns (left to right) and rows (top to bottom) of the unit cell depicted in the insets of Fig. 1 (a-c).

For the FM solution, the magnetization is largest at the edge sites, with an exponential decay towards the bulk. The AFM phase (not shown) has similar magnetization, only with opposite sign at each edge. The PHS-broken solution lacks of magnetic moments, however, the electronic occupation off half filling shows a similar behavior as \( \langle m \rangle \) in the magnetic solutions. We stress that a similar solution with negative occupation off half filling (or hole-doped) is also found when the initial state has a filling slightly below half filling.

It is worth mentioning that the topologically trivial AFM solution minimizes the free energy when the half-filling condition is imposed. However, dopants change this criterion and allows for a PHS broken state. In what follows we examine the free energy, the local magnetization and the occupation of these three solutions as a function of ribbon size and interaction parameters in single and multi-orbital approach.

### TABLE I. The tight-binding parameters for graphene as used in the Slater-Koster approximation\(^{37-42}\).

| \( V_{pp\sigma} \) | \( V_{pdx} \) | \( V_{dd\sigma} \) | \( V_{dd\sigma} \) | \( V_{pp\sigma} \) | \( V_{pdx} \) | \( V_{dd\sigma} \) | \( E_d \) | \( E_p \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \(-3eV\)        | \(-0.69eV\)     | \(-0.3eV\)      | \(2.25eV\)      | \(-8.1eV\)      | \(3.6eV\)      | \(3eV\)         | \(12eV\)        | \(0eV\)         |

FIG. 1. Dispersion relation of a Kramers pair of the different solutions to the mean-field problem for a \( N = 12 \) ribbon computed for the single-orbital model. The bands are colored by edge \((E_1/E_2)\) and real spin \((\uparrow/\downarrow)\). The Kramers pairs can be obtained by TR symmetry. a) AFM phase b) FM phase c) The PHS broken non-magnetic phase with \( \Delta N = 1.92 \). Lower inset in (a, b) depict the corresponding local magnetization or local additional occupation of (c). (d) Local magnetization \( \langle m \rangle \) for the ground state of (a) and local density \( \langle n \rangle \) corresponding to (c).
B. Energetic considerations

Lieb’s theorem states that the ground state at half-filling has zero spin-magnetic moment. It follows that the ground state at half-filling is always the AFM edge phase, regardless of ribbon size and for all $U > 0$. However, Lieb’s theorem does not apply for doped systems, allowing for a ground state without any local spin-magnetic moment. We first compute and analyze the free energy of the three phases within the single-orbital model, and extend our computation to the multi-orbital model.

1. Single-orbital model

We first employ a single-orbital ($p_z$) model, where $t_{ij} = V_{ppz} \equiv t$ in Eq. (1), and with the Hubbard term being the only interacting term. We compute the free energy of the ground state for the different solutions. In Fig. 2 (a) the energy differences of the two magnetic phases at half-filling for three different ribbon sizes $N = 8, 12$ and $20$ is shown as a function of $U$, where the AFM phase is found to always be lower in energy. As expected, the energy separation between both phases increases with the interaction parameter $U$. For $N = 8$, the reduced edge separation results in a relative lower energy of the AFM due to the inter-edge super exchange mechanism.

For larger $N$ this energy gain becomes smaller and a law $\sim N^{-2}$ can be seen in Fig. 2 (b) for both $U/t = 0.6$ and $U/t = 1$. Hence, it is to be expected that in the thermodynamic limit $N \to \infty$ both magnetic phases become equally probable, as $E_{FM} - E_{AFM} \ll k_BT$.

We consider next the PHS broken solutions, where the Stoner criterion justifies the absence of magnetism in doped systems, as an increase of the Fermi energy above the peak in the density of states removes the magnetic instability. We examine the behavior of the energy of the non-magnetic phase as the filling is shifted by an amount $\delta n$ off half-filling. Fig. 3 shows the free energy as a function of doping for a $N = 8$ and $U = 0.6$ nanoribbon. Here, the doping is expressed in cm$^{-2}$ units, $n = \delta n/S$ where $S = 6.24 \times 10^{-15}$ cm$^2$ is the area of the ribbon. For low $\delta n$, the free energy obtained numerically has a quadratic dependency on the doping,

$$F(U, n) = UN\left(1 + \frac{nS}{4N}\right)^2,$$  \hspace{1cm} (6)

which corresponds to the interacting term of Eq. (4). For larger doping, $|n| > 250 \times 10^{12}$ cm$^{-2}$, a stronger quadratic dependency on $n$ is observable. Here, the kinetic energy gain given by $H_0$ is larger than the effective reduction via Coulomb interaction, giving rise to a strong quadratic increase in energy. This results in a minimum for the free energy, which is encountered in the hole doping regime at the boundary between small and large filling.

Fig. 4 (a) shows the Fermi energy as a function of $U/t$, where the two doping regimes are visible. The separation between the small and large doping regimes occurs around $|n| \approx 250 \times 10^{12}$ cm$^{-2}$. A function $\tan n$ fits very well to the data of the small doping regime, which is indicated in the figure by solid lines.

For larger doping, however, the Fermi energy has a different dependency, namely $\arctan n$, given by dashed
lines in Fig. 4 (a). This dependency is still visible when $U/t$ is varied between 0.2 and 1.6 for dopings up to $n = 10^{15}$ cm$^{-2}$, as shown in Fig. 4 (b). While these results have been obtained in small systems, this behavior should scale to larger ribbons. The amount of doping at which the bulk states become filled in larger nanoribbons is reduced, as the band separation decreases with a power law of $\sim 1/N$. This suggests that in larger graphene nanostructures, the doping required to reach the energetic minimum decreases, which may serve as an explanation to the elusive measurement of magnetic edges in graphene ribbons, which was previously unaccounted for.

2. Multi-orbital model

We consider next the multi-orbital model by including the $d_{xz}$- and $d_{yz}$-orbitals, which breaks PHS. We define $\delta n_p$ and $\delta n_d$ as the $p$- and $d$-orbital doping, respectively. The half-filling condition reads $\delta n_p = -\delta n_d$, where the orbital occupation per spin is given by $n_p = 0.5 + \delta n_p$ and $n_d = \delta n_d$, respectively. This leads to a renormalization of the orbital energies, namely:

$$E_{\alpha}(\delta n_\alpha) = \sum_\sigma [E_d + \delta n_\alpha (2V - J)] n_{\alpha\sigma}, \quad (7)$$

where we can infer that a decreased energetic separation of $p$- and $d$-orbitals lead to enhancement of the $d$-band population and vice-versa.

Fig. 5 shows $n_d$ as a function of the interacting parameters in units of $t$. When $V$ and $J$ are kept constant, an increased $U$ leads to a larger occupation of the $d$-orbitals [see Fig. 5 (a)], as the Coulomb repulsive interaction is larger at the occupied $p_z$ orbitals. For negative $V$ or positive $J$, the $d$-orbital occupation becomes larger, as the $d$-orbital energy shift is reduced, as is shown in (b) and (c), respectively. Finally, Fig. 5 (d) shows that typical positive $V$ values yield small $d$-band occupation for any $J$, whereas negative $V$ results in $d$ population up to two orders of magnitude larger. We stress, however, that the repulsive (physical) Coulomb interaction yields $V,J > 0$.

$\delta n_p$ and $\delta n_d$ for different interacting parameters. Both FM and AFM phase have identical occupation. Plotted for different interacting parameters. Both FM and AFM have identical occupation.

FIG. 5. Total $d$-state occupation of a ribbon with $N = 8$ plotted for different interacting parameters. Both FM and AFM phase have identical occupation.

Fig. 6 shows the local magnetization and orbital doping of a 48-sites ribbon in the AFM phase, with $U = 1.6t$ and $J = 0.5t$, $V = -2t$ (red) and $V = 2t$ (black). An attractive $d$-orbital Coulomb interaction $V = -2t$ (red) results in an enhanced $d$-orbital magnetization at the sites next to the edge, whereas the single orbital results are recovered for a repulsive $d$-orbital Coulomb interaction $V = 2t$ (black).

Finally, we consider the multi-orbital doped solution. Fig. 7 (a) shows the $d$-orbital doping as a function of total doping, $n = (\delta n_p + \delta n_d)/S$ for positive (green), zero (purple) and negative (yellow) $p$-$d$ Coulomb interaction, $V$. A quadratic law is observed for the latter, whereas a slow, linear increase in $d$-orbital occupation occurs for the former. The free-energy functional at low doping results now in:

$$F(n,U,V,J) = UN \left(1 + \frac{\delta n_p}{4N}\right)^2 + (2V - J)n_p\delta n_d, \quad (8)$$

FIG. 7. Results for a nanoribbon with $N = 8$, for $U/t = 1$ and $J/t = 1$. a) Total $d$-state occupation and b) energy of the non-magnetic phase for different doping strengths $n$ for $V/t = 1$, 0 and $-1$. 

FIG. 6. The expectation value of the magnetization $m_{\alpha/d}$ and occupation $n_{\alpha/d}$ per site and spin for a ribbon with $N = 12$ in the AFM phase, where $U = 1.6t$ and $J = 0.5t$, with $V = -2t$ (red) and $V = 2t$ (black).
where \( n_p = nS - \delta n_d \). The first term dominates, and was already observed in the single-orbital model [see Eq. (6)]. For larger dopings, the kinetic energy raises, and the single-orbital results are recovered, with the total minimum appearing for similar doping values. The inclusion of \( d \)-orbitals does not lead to qualitative differences for the free energy or the character of the ground state, compared to the single-orbital model. However, regarding the additional orbitals is imperative in low-energy considerations, such as the size of the intrinsic SOC band gap, which is linear with the \( d \)-orbital population\(^3\).

### IV. CONCLUSION

We have examined three different edge phases in terms of local magnetization and local orbital population, both in the single and in the multi-orbital model, of graphene nanoribbons with zigzag edges. For half-filling and finite interaction strengths the inter-edge super exchange mechanism predicts a lower free energy of the AFM phase compared to the FM phase. Our mean-field numerical calculations on graphene nanoribbons confirm these results. The PSH symmetry broken phase shows a minimum in the free energy at the boundary between the small and the large hole doping regime. In the former regime, the local doping occurs exclusively at the edge atoms, lowering the energy via exchange, whereas in the latter, the doping spreads throughout the bulk, lowering the kinetic energy and hence, increasing the free energy. These results are unchanged in a multi-orbital model and we have also briefly discussed the expected validity of our findings for larger systems. Thus, the multi-orbital computations confirm that the single-orbital description remains a good approximation for the energy gap of the two magnetic phases, whereas the \( d \)-orbital occupation only becomes relevant at attractive Coulomb interaction parameters. In the thermodynamic limit (large \( N \), small interactions) the free energy of the three edge phases coincide, and hence, observation of a magnetic state would require very low temperatures, small ribbon sizes and specific low-interacting, acceptor substrates.
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