ABSTRACT

Monitoring the health of complex industrial assets is crucial for safe and efficient operations. Health indicators that provide quantitative real-time insights into the health status of industrial assets over time serve as valuable tools for e.g. fault detection or prognostics. This study proposes a novel, versatile and unsupervised approach to learn health indicators using contrastive learning, where the operational time serves as a proxy for degradation. To highlight its versatility, the approach is evaluated on two tasks and case studies with different characteristics: wear assessment of milling machines and fault detection of railway wheels. Our results show that the proposed methodology effectively learns a health indicator that follows the wear of milling machines (0.97 correlation on average) and is suitable for fault detection in railway wheels (88.7% balanced accuracy). The conducted experiments demonstrate the versatility of the approach for various systems and health conditions.
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1 Introduction

Condition monitoring (CM) plays a crucial role for the safe, reliable and efficient operation of complex industrial assets. The health condition of an asset is usually described by a health indicator or a condition indicator, which reflect the health status in a predictable way [1, 2]. Condition indicators can be any of the features within a system that enable to differentiate degradation states or normal operation from faulty conditions in a predictable way [3]. Contrary to condition indicators, health indicators integrate several inputs or multiple condition indicators into a single value, providing the end user with an aggregated health status of the component [3]. Formulating precise requirements for health indicators is challenging, however, some common characteristics can be highlighted: detectability, trendability, prognosability, and monotonicity [1, 2]. These characteristics can only be met under ideal circumstances. If only parts of the asset are monitored, for example, some measurements might not observe a local defect. Due to the partial observability, the health indicator can seemingly recover if a defect is not captured by one of the sensors. In this scenario, monotonicity cannot be requested. Similarly, if only parts of the system such as railway wheels are monitored, defects might propagate through a system and might not be visible anymore in the available monitoring data over time. This has been observed e.g. for railway wheels [4].
Optimally, a health indicator can form a foundation that connects various monitoring tasks, including fault detection, degradation assessment and prognosis applications [5]. Consequently, health indicators are a powerful tool for condition monitoring as they can be applied to prevent catastrophic failures on the one hand, and to avoid unnecessary time- and cost- consuming maintenance actions on the other hand.

In literature, different approaches have been proposed to construct condition and health indicators of a system. Statistical parameters such as the root mean square error (RMS) or the kurtosis have been widely applied for monitoring the condition of industrial assets [6]. However, these condition indicators might suffer from incomplete information and thus, not represent the health condition sufficiently [5]. Features extracted by signal processing methods have also been proposed as condition indicators to monitor industrial assets over time [7, 8]. These methods aim to enhance the health-state-related component of the monitored signal by signal preprocessing [5]. For example, Firla et al. [7] proposed a complex signal filtering method (multi-rate filtering) and used the knowledge about domain specific fault characteristic frequency to calculate the preprocessing-based health indicator for bearing CM. However, signal preprocessing methods require substantial application specific domain knowledge. Not only the correct preprocessing method needs to be chosen to be able to enhance the relevant components in the data but also the relevant features need to be observed. Thus, these methods are often specific to applications and not as versatile. To construct a less application specific health indicator that monitors the condition of the entire systems and is applicable with less domain-specific knowledge, several research studies have proposed machine learning methods for learning health indicators [9]. One-class classification-based (OCC-based) methods [10, 11] as well as signal reconstruction methods have been proposed in literature [12–14]. Trained on only healthy data, both types of methods are particularly suited for condition monitoring tasks as they do not require any faulty samples. While OCC-based methods are often used for fault detection as they provide binary outputs (healthy or unhealthy) [11], the measured distance to the healthy data can be interpreted as a health indicator. Signal reconstruction based methods train autoencoders to reconstruct the healthy data of the asset and the health indicator is then defined as the distance to healthy data [3]. Different approaches can then be applied to aggregate the residuals into a single health indicator [15]. Although theoretically, machine learning approaches are less application specific as e.g. pure preprocessing techniques, some approaches still require some domain knowledge or are only evaluated on one type of application (e.g. gearbox, shafts, bearings, batteries, etc.) [2, 16]. Furthermore, health indicators are often developed for only one of the CM tasks (detection, wear assessment or prognostics). For example, health indicators that are achieving detectability and separability are optimal for fault detection whereas trendability indicates the optimal health indicator for describing the degradation trend [5]. Optimal health indicators, however, should be versatilely applicable i.a. suited to all of the above mentioned CM tasks and to different applications. In addition, despite the recent advances of learning informative health indicators, the proposed approaches still often lack generalization to new operating conditions or new fleets, or they can be very sensitive to changing noise levels [17]. In fact, the lacking robustness of these methods to noise has recently been identified as one of the significant issues of the health indicator construction methods based on machine learning [5]. In this paper, we refer to factors that cause variations in the data (environmental conditions, operational conditions, changing fleets or machines or noise) but are not related to the health condition of the asset as non-informative factors. One of the essential requirements for robust health indicators is to be robust to these non-informative factors. Summarizing, the challenge of constructing versatile trendable representations of system’s health state (i.e. health indicators) in an unsupervised manner remains unresolved [2].

In this work, we propose to learn a versatile, robust and informative health indicator based on contrastive features that are, on the one hand, (1) very sensitive to slight degradation changes (informative) while, on the other hand, (2) not sensitive towards noise, changes in the operating conditions or changes in the monitored fleet or machine (reliable) and (3) neither application nor task specific but rather versatile with respect to the application to condition monitoring data that is either continuously measured or repetitively in distinct time intervals. To learn such a robust feature representation, we use contrastive learning respectively the triplet loss. In absence of labels, we use operation time as a proxy for the state of degradation and allow for some self-supervision. On the basis of the resulting feature representation, a health indicator is constructed by measuring the distance to the decision boundary of a One-Class Support Vector Machine (OC-SVM). We evaluate the performance of the proposed method on two datasets with very different characteristics. First, we conduct experiments on a milling machine dataset for wear assessment for which the ground truth wear condition was continuously monitored on some machines and thus, allows for direct evaluation of the health indicator over time. Still, we train the proposed health indicator in a completely unsupervised way and only use a labeled validation dataset for calibration and evaluation. Second, we conduct experiments on a real CM dataset of railway wheels from in-operation trains. The wheels are monitored with Way-Side-Monitoring (WSM) systems, that are able to monitor only parts of the wheel i.e. only parts of the wheel are observed in each measurement. For this real CM task no ground truth information on the degradation state during operation is available, however, it is assumed that no fault data is represented in the training dataset. In absence of ground truth information, we evaluate our proposed health indicator on the task of fault detection (shelling and crack defects) and monitor the evolution of the fault condition over time. Our results demonstrate that our proposed health indicator correlates stronger with the
real wear of milling machines and improves the performance on the fault detection task regarding the railway wheels as compared to state-of-the-art methods. Further, our experiments are conducted partially on real CM data of real assets in operation and the proposed method is robust to variations in the operating conditions.

The remainder of the paper is organized as follows: in Sec. 2, the related work is reviewed, followed by the introduction to the case studies in Sec. 3. The proposed methodology is introduced in Sec. 4, the performed experiments are detailed in Sec. 5 and the results are reported in Sec. 6. The findings are discussed in Sec. 7 and conclusions are drawn in Sec. 8.

2 Related Work

Health indicators are derived from the CM data to describe or quantify the health condition of an industrial asset. On the basis of robust health indicators, incipient faults have been detected for e.g. wind turbines [18], the asset’s wear has been assessed for e.g. bearings [19] or the remaining useful life (RUL) has been predicted for e.g. an aircraft system [17]. While health indicators can be used as inputs for RUL prediction [2, 20], which typically requires a sufficient number of time-to-failure trajectories, health indicators can also be applied in cases where labeled training data is absent and used to monitor the evolution of the health condition. Trained in an unsupervised manner, they find application in more realistic scenarios of CM, where labels are often not available.

As mentioned above, statistical parameters as well as the preprocessing techniques for health indicator construction usually require expert or domain knowledge and are very application specific (see Sec. 1). In contrast, machine learning methods are often less application specific and require less domain knowledge. Chen et al. [21], for example, substituted some domain knowledge by formalizing desired properties of a health indicator as objective functions when training the health indicator model based on extracted features for the task of RUL prediction. Most of these proposed machine learning approaches are signal reconstruction-based, where an autoencoder is trained to reconstruct data from the normal system behaviour i.e. data that is recorded under healthy conditions [3]. The health indicator is typically interpreted to represent the distance to the health condition. For the reconstruction model, different types of neural networks have been proposed: multi-layer perceptron (MLP) models [18, 22], convolutional neural networks (CNNs) [23], long short-term memory (LSTM) networks [13] or Gated Recurrent Unit networks [24]. The health indicator respectively the distance to the healthy class is then either calculated based on the reconstruction directly [12, 13] or in the feature space [25, 26] or both [27]. For example, the reconstruction error of a fully connected (MLP) stacked denoising autoencoders has been proposed based on multivariable monitoring data of wind turbines [18]. The proposed method was evaluated on the task of fault detection. Ye & Yu [13] used a multivariate gaussian distribution to construct a health indicator based on the reconstruction error of the proposed LSTM network to quantify the health state of a turbofan engine. The feature space was considered for health indicator construction by González-Muñiz et al. [28], where the reconstruction error was extended to the hidden spaces of the autoencoder for training. The health indicator is then calculated as the reconstruction error in the latent space by passing the reconstructed sample through the encoder model. A combination of a signal reconstruction and an OCC-based approach is proposed by Michau et al. [11], where a one-class classifier is stacked onto the features of a hierarchical extreme learning machines (HELM) to monitor the distance from the test data to the training data which corresponds to the healthy class.

Autoencoders are typically trained to reconstruct the data they have seen during training. Any variation in the data could increase the reconstruction error or the distance in the feature space. However, this is only desirable if the change in the data is caused by a change in the health condition, not if the change is caused by noise, changing operating conditions or a new fleet being monitored. The sensitivity to noise of these health indicator methods based on machine learning techniques has been recently identified as one of the key challenges in the field [5].

Only a few works have addressed the varying operating conditions in the context of health indicators, for example, by providing the operating conditions as an input to the autoencoder [17]. Michau & Fink [29] used adversarial deep learning to transfer health indicators from one operating condition to another. However, both approaches may lack robustness when faced with operating conditions that are either not tracktable or have not been encountered during training.

Contrastive feature learning, unlike feature learning based on autoencoders, has demonstrated robustness against changing operating conditions [30], making it a promising feature learning paradigm in the context of non-stationary operating or environmental conditions. The learning objective of the encoder model in contrastive learning is to group data with similar semantic meaning closely in the feature space while separating dissimilar data widely [31]. In supervised settings, the semantic similarity is typically determined by the sample’s label [30, 32]. However, in real condition monitoring (CM) datasets, neither full supervision nor complete representation of all possible data classes (such as different fault types) is available [3]. Similar challenges have been encountered in other application fields, such as computer vision, where semi- or unsupervised implementations of contrastive feature learning have been proposed [33]. Chen et al. [33], for example, proposed to use augmented versions of the anchor sample as positive
samples and treated the remaining samples within a batch as negative samples. It is, however, not straightforward to find appropriate data augmentations for time series CM data. A proper augmentation would require knowledge on the system itself. Further, since faults occur rarely in operating industrial assets, it usually unknown how faults impact the data. An improper choice of data augmentation might counterproductive as we may create data augmentations that may resemble faulty data. For time series data classification, Franceschi et al. [34] proposed time-based negative sampling for unsupervised contrastive feature learning. This approach assumes that a randomly picked sample from a distant point in time would be highly dissimilar to the currently observed sample. This assumption for negative sampling may not hold for time series with e.g. seasonalities (if the sample would coincide with the same periodicity). Franceschi et al. [34] selected the positive pair by subsampling the from the same measurement. For CM applications, this positive selection criteria might not be the best choice as it corresponds to data recorded under the same operating and environmental conditions and thus, not result in robustness towards these conditions.

While contrastive learning has not yet been applied for health indicator construction, it has been applied for RUL prediction in an semi-supervised setting [35], where it is imposed that the difference of the output of the RUL prediction model from to two unlabeled samples needs to correspond to the difference in time at which these samples have been recorded. However, this approach requires some labeled samples (semi-supervised and not unsupervised) and it learns a model to predict a value that changes linearly in time. This is a restrictive assumption for complex systems the health condition of which is typically not evolving linearly.

3 Case Studies

To assess the performance of the proposed model, we conducted experiments on two different case studies: 1) the PHM2010 benchmark dataset concerning the wear of milling machines and 2) a real time-series dataset for CM of railway wheels.

3.1 Milling Dataset

The data for the PHM2010 challenge dataset involving milling machines [36] was collected using 3-flute ball cutters on a high-speed milling machine. The milling process was conducted for dry milling of the slope surface along the horizontal direction [37]. The condition of the operating milling machine is monitored using three types of sensors: (1) a quartz three-channel platform dynamometer to measure the force along the three axes (x,y,z), (2) three piezo accelerometers along the three axes (x, y and z) and (3) an acoustic emission sensor mounted on the workpiece. The available CM data includes force and vibration measurements in three axes (x, y, z) as well as acoustic emission signals [37]. An illustration of the setup is provided in [38]. The milling machines are operated under the following conditions: the spindle speed and feed rate are 10,400 RPM and 1555 mm/min, respectively; the Y-direction and Z-direction cutting depth are 0.125 mm and 0.2 mm, respectively. The dataset contains data from six different machines, all operated for about 315 cycles (c1, c2, c3, c4, c5, c6) with each cycle lasting 4 minutes [38]. The sensory data is recorded at a frequency of 50 kHz. The dataset, although partially unlabeled, presumably contains data that is recorded under a similar wear range. For three of the six available machines (c1, c4, and c6), measurements of the actual wear are available in the dataset. Between two operation cycles, the flank wear of three flutes was measured using a LEICA MZ12 microscope. This ground truth information on the wear allows for evaluation of the constructed health indicator. While the dataset has been used in previous research studies for wear prediction, most of the studies relied on the labels or domain specific knowledge [37, 38]. In our experiments, we only consider the accelerometer data for the following reasons: (a) Since the cutting force signal (in x-direction) has been reported as corrupted [37, 39], we have chosen to exclude the measurements from this sensor. (b) Acoustic measurements in an working environment can be affected by a multitude of factors. Therefore, we do not consider both sensors as reliable data sources and use solely on accelerometer measurements in this study.

For training, we use the three unlabeled machines (c2, c3, c5), for validation and calibration we use the machine c4 and for testing, we use the machines c1 and c6.

Pre-processing: As the Melspectogram has proven to be suited for high-frequency time series data [40], we compute the logarithmic Melspectogram from the three accelerometer measurements of each cycle. We used a sampling rate of 50000, a Fast Fourier Transform (FFT) window length of 5000, a number of samples between successive frames set to 5000 and generated 64 Mel bands. To exclude the non-stationary parts of the measurements, we ignore the first and last three entries. Later, we resize the melspectograms to a size of (38, 64) using cubic interpolation and normalize the training dataset and the test dataset is scaled using the parameters from the training dataset normalization.
Figure 1: Data acquisition for the railway wheel dataset: First in Fig. 1a, all data sources are linked to individual wheels ('Source'), resulting in a first data split into train and test ('Initial Split'). For the defective wheels, the time of defect initiation is provided by domain experts, as shown in Fig. 1b. The preliminary healthy label of the wheels in the test dataset is challenged by fault detection models and evaluated by domain expert feedback.

3.2 Railway Wheel Monitoring

For the wheel defect detection dataset, the data was collected from Way Side Monitoring (WSM) systems, referred to as Wheel Load Checkpoints (WLCs), that are distributed over the entire infrastructure network in Switzerland. These WLCs are permanently installed in the railway tracks and equipped with eight strain gauge sensors on each side of the track such that they capture the data from the wheels on both sides of the train. The sensors measure the vertical force at a frequency of $10kHz$ when a train passes by, providing information on a part of the wheel’s circumference. Since wheel defects are local and do not affect the entire wheel circumference, the wheels are only partially observed (see Sec. 3.2.1). As mentioned in Sec. 1, in partially observable systems, monotonicity of the health indicator cannot be requested since some measurements might not have captured the defect and correspond to healthy measurements. The exact setup is described in Krummenacher et al. [41]. Trains pass a WLC approximately five times a day. However, the exact frequency can vary significantly depending on the individual composition’s travel plan. Aside from changes in the wheels’ health conditions, data variability can be caused by non-informative factors such as different measurement locations and changing environmental conditions. In this study, we focus on monitoring a fleet of passenger trains, which are less prone to wheel flats but more susceptible to other types of defects. We extract all signals for each wheel from each of the eight sensors and concatenate these signals into one measurement.

For training, 16 coaches (from three different trains) were considered. No defects were documented for any of the measurements in the training dataset during workshop visits. However, the supervision process for railway wheels in the workshop visits is susceptible to errors. It is inherently difficult to detect faults if they are not impacting the operation substantially and visual inspection is the only choice for detection. Cracks, for example, are difficult to detect with visual inspection if the wheels are not very clean. Therefore, some measurements in the dataset might correspond to wheels with defects that were not detected by the visual inspection in the workshops. For this work, however, we consider the training dataset as healthy. Because there is assumed to be an absence of fault data and a lack of supervision in the training dataset, traditional supervised learning as proposed in other studies (e.g. [41]) cannot be applied.

For the test dataset, supervision of the wheel condition is provided during the workshop visit (see 'Sources' in Fig. 1a), where the wheels are inspected and re-profiled. A protocol is maintained to report wheels with obvious tread defects. During the one-year monitoring phase, two types of defects occurred: wheels with cracks (26 wheels) and wheels with shelling defects (53 wheels). Examples of these defect types are shown in Fig. 2. An initial test dataset split is performed based on these workshop protocols as illustrated in Fig. 1a (see ‘Initial Split’). Due to the difficulties in detecting defective wheels by visual inspection in the workshop, we additionally verified the health status of healthy wheels in the test dataset that were continuously mislabeled by data-driven models (see ‘Model’ in Fig. 1a) with
domain experts and only kept wheels that were confirmed as being healthy (see 'Domain Expert' in Fig. 1a). Finally, the test dataset comprises all data from defective wheels (79 wheels in total) and a randomly selected subset of healthy wheels (16 wheels). For our study, it is not only important to know which wheels were defect when they visited the workshop, we also need to know when the defect has happened. Since this information is not available, we asked domain experts to label the test dataset as follows:

- The green zone corresponds to the timespan in which the fault has not yet manifested in the data.
- The orange zone corresponds to the transition phase in which the fault starts to manifest itself in the data. The domain experts were asked to mark the first possible point in time they would be able to detect the fault based on the measurement data.
- The time period after the orange zone is marked as the red zone.

**Pre-Processing:** First, we resample the concatenated signals using linear interpolation to standardize the length to 1024 samples, accounting for variations in train speed. Next, we normalize each recorded signal to account for differences in train loads.

### 3.2.1 Partial Observable Railway Wheels

Since the measurements of a WLC cover only parts of the wheel’s circumference, reliable health monitoring is challenging as local defects might fall outside of the measurements and data samples from defective wheels might not show any signs of faults in the data. This is illustrated in Fig. 3. Therefore, multiple consecutive measurements are required to decide on the asset’s condition since this increases the probability that a defect is observed by the CM.
data. We consider 5 consecutive measurements to decide on the asset’s condition, such that monitoring within a day is possible.

The probability of a fault being represented in an individual measurement from the WSM site corresponds to the percentage of the wheel circumference that is covered by the strain gauge sensors, which depends on the current diameter of the railway wheel. This is shown in Fig. 4 where the colored regions correspond to the parts on the circumference being monitored by the eight different sensors. The figure was produced with the lower limit of possible circumference coverage of the measurement site (28 cm of the circumference being observed by an individual sensor) and provides an lower limit of the probability of a defect being represented in a measurement. Moreover, wheel diameters are used that are within the specifications of the monitored fleet. To account for this partial observability, in this study, a wheel is labeled defective if the median of 5 consecutive health indices is above the defined threshold.

![Figure 4: Wheel circumference regions monitored by the eight strain gauge sensors (blue regions) in dependency of different diameters compared to the entire wheel circumference.](image)

4 Methodology

In this research, we propose a two-step process for learning versatile, robust and informative health indicators. The process and its details are described below.

4.1 Proposed Framework

The proposed methodology comprises two steps: 1) In the first step, we propose unsupervised contrastive feature learning for learning a compact feature representation of the CM data by using the operation time as a proxy for the degradation state of the asset (see Sec. 4.1.1). A simplified illustration of the contrastive selection process is shown in Fig. 5. 2) In the second step, a health indicator is constructed based on the learned feature representation by measuring the distance to the decision boundary of an OC-SVM (see Fig. 5). Based on this health indicator, the condition of the assets is monitored over time. The entire methodology for its different CM tasks (unsupervised wear assessment and fault detection) is illustrated in Fig. 5.

4.1.1 Unsupervised Contrastive Feature Learning

The core of the proposed methodology is the contrastive loss function with which we train an encoder model to impose invariance to non-informative factors and sensitivity to changing health conditions. More concretely, the semi-hard triplet loss is used as defined in Eq. 1, whereby \( x_a \) is the anchor sample, \( x_p \) the positive sample (that shares the semantic meaning respectively the same health condition with the anchor), and \( x_n \) is the negative sample with a different semantic meaning i.e. with a different health condition \([32]\), \( f(\cdot) \) is the encoded sample, \( ||\cdot|| \) is a distance metric, and \( \epsilon \) is a margin parameter. By minimizing the distance between the anchor and positive sample pair, the
Figure 5: Illustration of the proposed framework: In a first step, an encoder model $f$ is trained on with the triplet loss function $L(x_a, x_p, x_n)$, whereby the selection of the data triplets $x_a$, $x_p$, and $x_n$ is based on the operation time. In a second step, the trained feature space is exploited to construct the health indicator for CM: wear assessment (upper right) and fault detection (lower right).

Invariance to non-informative variations is imposed and by increasing the distance between the anchor and negative pair, the sensitivity to faults is increased.

\[
L(x_a, x_p, x_n) = \sum_{x_a \in X} \max(0, \sum_{x_p \in P} (||f(x_a) - f(x_p)||) - ||f(x_a) - f(x_n)|| + \epsilon)
\]

(1)

In absence of labeled data, the data triplets i.e. samples that share the same health condition (for positive pairs) or have dissimilar health conditions (for negative pairs) is not possible. To allow for unsupervised selection of data triplets ($x_a$, $x_p$, and $x_n$), we exploit the fact that (a) the condition of industrial assets is typically monitored continuously or in discrete time periods and (b) the health condition of each asset typically changes similarly over time due to normal degradation, if operated in a similar manner. Thus, we use the operation time as a proxy for the health condition. The operation time is defined as either the time that has passed since a machine was taken in operation or the time that has passed since the asset was last maintained.

**Unsupervised choice of positive samples:** Measurements that are taken close in operation time are considered to have the same health condition but are recorded under different non-informative factors (other machines, other measurement sites, different loads etc.). By considering these measurements as the positive pairs we impose invariance to the non-informative factors. In this study, we use a fixed timespan in which measurements are considered as positives. To emphasize on the invariance within the same health condition across different machines, operating conditions or measurement sites, the average distance of multiple positive samples within a batch of data is considered. If no validation dataset is available to tune the encoder training, all positive samples within the defined timespan are considered in the loss function per anchor sample. If a validation dataset is available, we additionally allow for some self-supervised selection of n positive samples, whereby the n closest samples are considered in the loss function. This self-supervised selection of the positive samples is useful if the machine’s health condition evolves differently in time and therefore the proxy of time of operation is a noisy measure for the asset’s health condition.

**Unsupervised choice of negative samples:** Measurements in between which a sufficient amount of operation time has passed, are considered to have different health conditions (negative pair). To enable smooth learning, a semi-hard negative sample is chosen as defined in [32]. A semi-hard negative sample is the closest negative sample outside of the sphere in the feature space of all samples that are recorded within a timespan that defines the positive samples.

**4.1.2 Health Indicator**

After training the encoder model as described above, the learned feature representation is used for the health indicator construction. We train an OC-SVM model on the features of the healthy data in the training dataset (where the oper-
ation time is short). The OC-SVM builds a hypersphere around the healthy data that represents a decision boundary to distinguish data that was recorded under the same health conditions as the training data (healthy data with a short operation time) and the data that was recorded under different health conditions. As the feature space is constructed such that similar health conditions are in close proximity in the feature space and dissimilar health conditions are far apart, the health indicator is constructed by measuring the euclidean distance to the decision boundary of the OC-SVM in the feature space. The distance of a sample to the decision boundary of the OC-SVM, corresponds to its distance to the healthy training data. We therefore interpret this distance as the health indicator that is representative of degree of degradation or the severity of a defect. The health indicator construction is illustrated in Fig. 5.

A good health indicator should satisfy some properties (see Sec. 1) to be useful and trustworthy. It should have a smooth and, for fully observable systems also a monotone evolution. Thus, we apply two post-processing steps: First, we smooth the health indicator by calculating the moving average of consecutive measurements. We do this to account for noisy measurements. Second, for wear assessment, we only report the last highest value of the smoothed indicator.

4.2 Performance Evaluation

Wear Assessment of Milling Machines: After scaling the health indicator based on the validation dataset, we calculate and report the correlation and cosine similarity between the constructed health indicator and the true wear of the asset. Furthermore, for the trendability of the health indicator we report the Spearman correlation coefficient as suggested in previous work [17], as it is one of the primary requirements for health indicators. For evaluation purposes only, we also scale the health indicator to match the range of the wear values of the considered machine and report the mean squared error between the health indicator and the true wear.

Unsupervised Health Monitoring of Railway Wheels: We report the confusion matrix as well as the balanced detection accuracy of the wheels in the test dataset. Additionally, we evaluate the timing of defect detections (see Fig. 1b), as it is crucial to detect defects as early as possible. For defective wheels, we measure the time interval \( dt \) (number of days) between the detection and when the wheel defect manifests itself in the CM data, as indicated by expert labeling (see Fig. 1b). A negative value (\( dt < 0 \)) corresponds to detection in the green zone (see Fig. 1b), a positive value (\( dt > 0 \)) corresponds to detection in the red zone, and \( dt = 0 \) corresponds to a detection in the orange zone. Because detections in the red zone can potentially be critical, and the length of the red zone can vary substantially between different wheels, we further assess them using a relative measure \( dr \) of the total delay time interval \( dt > 0 \) in relation to the entire time interval \( DT \) in which the defect was present during operation (see Fig. 1b). An early detection (in the green zone) may be favourable for early maintenance planning but could also indicate that the model is too sensitive for real operational use. Therefore, we consider detection in the orange zone as desirable.

4.3 Alternative Methods for Comparison

We use HELM as a comparison method. This feature learning method also enables the tracking of evolving conditions over time in the form of a health indicator and was used in previous case studies with similar setups [11]. Additionally, this method is also versatile as it is suitable not only for degradation assessment but also for fault detection. Unlike the proposed method, HELM’s feature encoder model is trained to reconstruct the signal, leading to a different model architecture choice.

For the unsupervised fault detection task on the railway case study, we apply an additional method for comparison that is used currently in operation with a threshold of 1.8. We compare our results to a statistical measure known as the dynamic coefficient (\( \text{dynCoeff} \)) - as described in Eq. 2. This coefficient quantifies the ratio of the maximum dynamic to the static wheel load within each sensor measurement \( x \).

\[
\text{dynCoeff} = \frac{\max(x)}{\text{mean}(x)}
\]  

(2)

Further, for completeness, we also report the results on this case study obtained by using the distance to the decision boundary of the OC-SVM, where we use the exact same settings as in the Contrastive model, just based on the preprocessed data instead of the extracted features.
5 Experimental Setup

5.1 Milling Degradation Assessment

A two-layer 2D convolutional model (with ReLu activation) is used with 32 respectively 64 filters and a kernel size of four in each layer. Last, a fully connected layer is added with 10 nodes. The architecture is chosen based on the correlation value of the health indicator to the wear in the validation dataset (c4). The model is trained with a batch size of 256 and the Adam optimizer with a learning rate of (0.0002) for 1000 epochs. The positive timeframe, within which positive samples are selected, is set to be ± three cycles from the anchor sample; that is, data recorded in any of the three cycles before or after the anchor sample. Within this timeframe, the samples are considered to share a similar health condition. An OC-SVM is applied to the extracted features with a linear kernel function on the first five cycles of each of three milling machines. The health indicator is calculated at test time as the distance to the decision boundary of the OC-SVM.

The comparison method HELM is trained using a single layer AE with 100 neurons, and a one-class classifier with 100 neurons. The network architecture was tuned to maximize the correlation value on the validation data rather than minimizing the reconstruction error, to ensure a fair comparison. The multiplicative factor for determining the threshold is set to 1.0, and the threshold is determined based on 99.9% of the training data, following the same setting as for the Contrastive model. An ensemble of five models was trained and run. We used standard values for HELM, with $C = 1e^{-5}$ and $\lambda = 1e^{-3}$. HELM, being a reconstruction-based method, relies on a higher reconstruction error for more degraded conditions. Therefore, for the wear assessment task, we trained the HELM only on data with a short time of operation (<50 cycles).

5.2 Health Monitoring Algorithm for Railway Wheels

We used a five-layer 1D convolutional model with ReLu activation at a degree of 0.1. Each layer consists of 10 filters and a kernel size of 16. Additionally, a fully connected layer with four nodes was added. This architecture was determined through validation on a dataset comprising 10% of the entire training dataset. We aimed to keep the feature space dimensionality as small as possible (set to four) to encourage the encoder model to focus solely on relevant data variations. The model was trained using the Adam optimizer with default settings for 100 epochs and a batchsize of 32. To calculate the contrastive loss function, we define positive pairs as data measurements recorded within the same month after the workshop visit. This timeframe is selected based on domain knowledge. We apply an OC-SVM to the extracted features using a Radial Basis Function (RBF) kernel function and set a threshold of 0.88. The choice of a relatively low threshold is influenced by the characteristics of the real data. Firstly, the exact condition of the training dataset is not known. Secondly, individual sensors can be poorly calibrated, leading to anomalies in the training dataset. The health indicator is calculated during test phase as the distance to the decision boundary of the OC-SVM. The comparison method HELM is trained using a single layer AE with 30 neurons, and a one-class classifier with 100 neurons. The multiplicative factor for determining the threshold is set to 1.0, and the threshold is established based on 88% of the training data, following the same setting as for the Contrastive model. An ensemble of five models was trained and executed. Other values were chosen to be the standard values for HELM ($C = 1e^{-5}$, $\lambda = 1e^{-3}$).

6 Results

6.1 Milling Degradation Assessment

The results for the wear assessment of milling machines are presented below. In Tab. 1, we illustrate the relationship between the proposed health indicator and the maximal wear of the three flutes of the milling machine. Fig. 6 displays the health indicator trajectories of the proposed method and HELM. In Fig. 7, we visualize the feature space of the contrastive features for the two test machine. All reported results are the best results selected from 10 iterations based on the validation dataset.

In the context of wear assessment, our proposed health indicator performs better when compared to the actual wear of the assets. It demonstrates higher correlation (on average +0.03) and a better trendability (on average +0.05) in comparison to the state-of-the-art method. Only, the mean-squared error is slightly lower for the HELM indicator (-0.01). However, this metric is scaled based on the real wear values on each machine and is thus, the least expressive metric. Notably, in the initial phase (cycles < 150), our proposed health indicator closely follows the true wear pattern compared to the HELM indicator. The transition in dynamic, where the wear begins to increase at a higher rate, is evident in the trajectories of each health indicator but slightly more accurate for the contrastive health indicator on machine c6. For both machines, the contrastive health indicator shows the same behaviour by overestimating the wear.
The HELM health indicator, however, shows different behaviour by once overestimating the wear by a larger margin as the contrastive indicator (c1) and once underestimating it (c6).

Table 1: Evaluation of the health indicator for wear assessment of the two milling machines in the test dataset: The correlation (Corr) and the Cosine-Similarity (Cos) between the health indicator and the maximal wear, the Mean-Squared-Error (MSE) between the scaled health indicator and the maximal wear as well as the trendability (Trend)

|                | Flute 1 (c1) |               | Flute 2 (c6) |               |
|----------------|--------------|---------------|--------------|---------------|
|                | Corr  | Cos  | MSE (scaled) | Trend  |          | Corr  | Cos  | MSE (scaled) | Trend  |
| HELM           | 0.92  | 0.97 | 0.01         | 0.92    |          | 0.95  | 0.99 | 0.02         | 0.95    |
| Contrastive (ours) | 0.94 | 0.99 | 0.01         | 0.98    |          | 0.99 | 0.99 | 0.04         | 1.00    |

Figure 6: Health indicator of milling machines. The health indicator based on HELM for the two test flutes are plotted in blue. The health indicator based on the proposed health indicator in this paper for the two test flutes are plotted in red.

Figure 7: TSNE plot of the contrastive feature space for wear assessment.

### 6.2 Railway Wheel Monitoring - Fault Detection

The results from the railway wheel case study are presented based on the extracted health indicator and the decision rule for partial observable measurements. First, the fault detection results are displayed and second, the detection time is evaluated (see Sec. 4.2). In Tab. 2, we present the results of the anomaly detection task. The dynCoeff model appears to be the least sensitive model to faults, correctly identifying all healthy wheels but detecting only four defective wheels. The OC-SVM model shows considerably higher sensitivity to the defects, detecting the most defective wheels (67). It, however, also has the highest rate at falsely detecting healthy wheels as faulty, resulting in
the highest false alarm rate. In contrast, both feature learning methods detect 63 out of 79 faults but also mislabel only one of the healthy wheels as faulty. Additionally, we report the results of an ensemble composed of HELM and the Contrastive model. The decision rule for the ensemble is as follows: Any wheel detected as having a defect by either of the models (HELM or Contrastive) is labeled as defective. This model results in the highest balanced accuracy of 88.7%.

Table 2: Fault detection results on the railway wheel dataset.

| Actual | Predicted |
|--------|-----------|
|        | dynCoeff  | OC-SVM | HELM | Contrastive | HELM + Contrastive |
|        | Defect    | Healthy | Defect | Healthy | Defect | Healthy | Defect | Healthy | Defect | Healthy |
| Defect | 4         | 16      | 63     | 11      | 65     | 10      | 71     | 16      | 71     | 16      |
| Healthy| 0         | 16      | 3       | 15      | 1      | 15      | 2      | 14      |        |         |
| Balanced Accuracy | 52.5% | 83.0% | 86.7% | 86.7% | **88.7%** |

As the ensemble model results in the highest performance, we present two examples of health monitoring over time of the two involved models of the ensemble: one for a wheel with shelling defects (see Fig. 8a) and another for a wheel with crack defects (see Fig. 8b). Due to the partial observability of this case study, the health indicator only appears to recover but in fact, some measurements might simply not capture the faulty part of the wheel. Therefore, the health indicator based on this partially observable data is neither smooth nor monotone since measurements that did not capture a local defect, correspond to healthy measurements. This reflects correctly in the health indicator that shows healthy conditions.

The background color in Fig. 8a and Fig. 8b indicates the ground truth label assigned by domain experts, as defined in Fig. 1b. The x-axis represents the number of days remaining until the wheel was inspected and the defect was identified. The HELM health indicator is scaled by the threshold proposed in [11], while the contrastive health indicator is scaled by a constant value of 50. In the visualizations, the HELM health indicator is plotted on the top (blue line) and the health indicator extracted from the contrastive feature space is shown at the bottom (red line). Both methodologies can detect the shelling defect, even at the same point in time. However, for the Contrastive model at the bottom, a clear jump is visible at an early stage, suggesting that the learned feature representation is sensitive to variations in the data caused by shelling defects. For the crack defect, both models show less sensitivity. However, the HELM model exhibits higher sensitivity, as it detects the defect considerably earlier (in the orange zone).

Figure 8: Health indicator of selected wheel trajectories before the workshop visit. The dynCoeff is plotted in green on top, HELM is shown in blue in the middle and the Contrastive model is shown in red at the bottom.

**Shelling Defect Detection Time:** The detection times of the best performing models and the model currently used in production are evaluated in Tab. 3, where the model’s detection times are compared with the domain experts’
The model based on the \textit{dynCoeff} detected 3 out of 26 shelling defects (see TP column), and all of these detections occurred after the fault became obvious in the data (in the red zone), shortly before the next workshop visit (with \(dr\) close to 1). HELM detected 21 out of the 26 shelling defects, with the majority (10 wheels) being detected in the green zone, before the defect became obvious in the data. Nine wheels are detected within the orange zone as exemplified on one wheel trajectory in Fig. 8a. The two wheels that are detected in the red zone by the HELM model are still identified close to the expert’s label (\(dr < 0.5\)). The Contrastive model detects most of the shelling defects (23 out of 26 defective wheels), with the majority being detected in the orange zone (15 wheels).

Table 3: Time of railway wheel fault detection on shelling and crack defects. Column 1 shows the defects that were falsely labeled as healthy (FN) and the true positive (TP) detected defective wheels. Column 2 shows the total number of correctly labeled defective (TP) wheels that were labeled in the green (\(dt < 0\)), orange (\(dt = 0\)), or red (\(dt > 0\)) zone in Fig. 1b. Column 3 shows the relative value of the time difference to the total time of the defect (DT) of the wheels detected in the red zone.

| Method  | FN | TP | Total Time dt [days] | Relative Time \(dr = \frac{dt}{DT}\) |
|---------|----|----|----------------------|---------------------------------|
|         |    |    | \(dt < 0\) \(dt = 0\) \(dt > 0\) | \(dr < 0.1\) \(dr <= 0.5\) \(dr > 0.5\) |
| Shelling|    |    |                      |                                 |
| dynCoeff| 23 | 3  | 0 0 3                | 0 0 3                          |
| HELM    | 5  | 21 | 10 9 2              | 1 1 0                          |
| Contrastive | 3 | 23 | 4 15 4             | 1 1 2                          |
| Cracks  |    |    |                      |                                 |
| dynCoeff| 52 | 1  | 0 0 1                | 0 0 1                          |
| HELM    | 11 | 42 | 15 23 4             | 0 0 4                          |
| Contrastive | 13 | 40 | 7 16 17            | 1 2 14                         |

Crack Defect Detection: The results for the cracks are shown in the lower half of Tab. 3. The \textit{dynCoeff} detects one out of 53 crack defects and it is detected late, shortly before the next workshop visit (\(dr\) close to value 1). HELM detects 42 of the 53 crack defects, most of which were detected in the orange zone, i.e. exactly when the fault manifested in the data. The Contrastive model detected 40 crack defects in total, most of which were detected late (17 wheels).

7 Discussion

In this work, we propose unsupervised contrastive feature learning to construct a robust and informative health indicator by measuring the distance to the decision boundary of a OC-SVM. We demonstrate how the learned health indicator captures the real degradation trend, as demonstrated on the milling machine case study where ground truth labels are available for evaluation and is suited for the downstream task of fault detection. The key points are discussed below.

Contrastive Health Indicator for Condition Monitoring: Without access to the ground truth information of the degradation state, we used the \textit{operation time} as a linear proxy for the degree of degradation to train the contrastive features. Thus, we rely on the hypothesis that the monitored assets (coaches of a fleet or milling machines) are operated in a similar way and therefore, the degradation process can be assumed to be comparable in time between the different assets. This hypothesis only holds partially as it depends e.g. on the operating schedule of each individual machine or vehicle. Therefore, the \textit{operation time} is only a linear and noisy proxy for the actual degradation. Still, the learned feature representation captures the non-linear evolution of the health condition instead of the linear evolution in time as demonstrated on the task of wear assessment on milling machines. The self-supervised selection of positive samples and the semi-hard selection seem to prevent the feature space to structure itself based on the health as reflected in the data, rather than the time. Furthermore, the health indicator shows not only sensitivity to degradation but can also be used to distinguish normal degradation processes from faulty conditions as demonstrated in the railway wheel case study. Compared to the OC-SVM model applied directly to the condition monitoring data (OC-SVM), the health indicator based on the Contrastive model demonstrates slightly less sensitivity to detecting defects. This indicates that the contrastive features that are learned to be invariant to certain \textit{non-informative} variations in the data within the healthy class, might be slightly less sensitive to certain fault patterns in the data. However, it is important to emphasize that the health indicator based on the contrastive features also results in less mislabeled healthy wheels in comparison to the OC-SVM model, demonstrating that the invariance within the healthy class is useful to reduce the
false alarm rate. Due to the reduced false alarm rate, the health indicator based on the contrastive features (Contrastive) outperforms the one based on the data without feature learning (OC-SVM).

**Time Window Selection for Positive Sampling:** The ‘positive’ time window of the operational time in which the health condition of an asset is not expected to change is one parameter to set for the proposed approach. In the first case study of this paper (milling machines), we have set this parameter according to the performance on a validation dataset. In the second case study, in absence of a labeled validation dataset, this value was set based on expert knowledge. While this presents some constraints (since expert knowledge is required to set this parameter in the absence of a validation dataset), we consider it realistic for practitioners with experience to determine such a timeframe during which no substantial change in the health condition is expected under a normal degradation process.

**Versatility of the Proposed Approach:** Despite the differences in the two applications considered in this paper - including different modalities, tasks and characteristics with respect to observability - the contrastive features were learned in exactly the same way, and the health indicator was extracted identically from the learned features in both cases. Thus, the proposed methodology proves to be versatile. Given the significant variations in condition monitoring tasks or applications, it is necessary to anticipate that certain pre- and or post-processing steps must be customized for specific tasks. This is because the available data often comes from different modalities, is usually not standardized, is recorded at different sampling frequencies, and might only partially observe the system. Similarly, HELM is versatile applicable in the same sense and it has shown higher sensitivity in detecting cracks on the railway case study. On the other tasks, however, the proposed approach performed slightly better by showing more sensitivity to shelling defects and following the true health of the milling machines with a more consistent pattern (see below).

**Unsupervised Contrastive Feature Learning for Wear Assessment:** Our method is able to follow the real evolution of the wear very closely, as becomes visible in Fig. 6. Particularly during the initial operation phase of the milling machines, our proposed health indicator closely follows the trajectory of the real wear for both machines. This suggests that the learned feature space is very sensitive to subtle changes in health conditions while remaining robust across different monitored machines.

Furthermore, the proposed method consistently overestimates the end-of-life wear on both milling machines by a similar margin. If this trend is confirmed by further field measurements across additional machines, identifying and correcting this systematic bias in the model could significantly improve its performance. In contrast, the health indicator learned by HELM fluctuates between overestimations and underestimations at the end of life and also exhibits less consistent behavior in the initial phase, notably overestimating on machine c1. This suggests a greater sensitivity to machine-specific factors, as the method is based on reconstruction and thus potentially prone to small variations. Consequently, it may be less versatile compared to the Contrastive learning approach due to its increased sensitivity to specific machines.

One notable observation is that the initial value of the health indicator (at cycle 1) is consistently underestimated for all approaches. This is because the training dataset is unlabeled, making it unknown at what wear values the represented flutes begin operating. Consequently, it is unclear whether this low health indicator value is due to exposure to data recorded under lower wear conditions during training or a challenge in generalization from the training dataset to the test dataset. Nevertheless, after the first cycle of operation, the contrastive health indicator promptly adapts to the true wear value. The health indicator’s extrapolation ability is further discussed in the railway wheel case study (see below).

**From Degradation Sensitivity to Fault Detection:** For the task of wear assessment of milling machines, we assume that the wear values in both the training and test datasets fall within a similar range. This implies that the model is exposed to data recorded under similar health conditions during both training and testing. In contrast, for the task of railway wheel fault detection, this assumption does not hold, as presumably no faults were represented in the dataset. In this task, the objective of training a feature space based on degradation was to assess the extent to which an encoder model that is sensitive to degradation, also exhibits sensitivity to faults. Different fault types induce distinct patterns in the CM data, and the model might only be sensitive to certain patterns while displaying insensitivity to others. This observation was also confirmed in our experiments. Specifically, the contrastive encoder’s sensitivity to degradation translates well to sensitivity to shelling defects but not to crack defects. For shelling defects, the Contrastive model not only detected most of the defects but also accurately identified the time of fault occurrence. However, for cracks, this high level of performance could not be replicated, and the proposed model detected fewer cracks compared to HELM and OC-SVM. One possible explanation for this difference could be that shelling defects may share more similarities with the naturally occurring degradation compared to cracks. Another potential explanation is related to the absence of labels in the training dataset. It is uncertain whether faulty data was present in the training dataset. If indeed faulty data coexisted with healthy data of various degradation states in the training dataset may have created positive pairs, making the encoder model insensitive to the specific fault pattern. Consequently, if the training dataset contained a significant number of crack defects, this could explain the Contrastive model’s poor performance in detecting such
defects. This possibility is plausible, as crack defects are generally less visually apparent compared to shelling defects, increasing the likelihood that they might go unnoticed and unreported by the workshop inspectors. Furthermore, from a qualitative visual assessment of the test dataset, it becomes apparent that crack defects have a lesser impact on the strain gauge signals compared to shelling defects, making cracks more challenging to detect with strain gauge sensors. This could provide another explanation for why a model trained to be invariant to certain variations in the data (caused by operating or environmental factors) exhibited lower sensitivity to cracks. Combining both approaches (Contrastive + HELM) results in the highest balanced accuracy of 88.7%, as the ensemble of both approaches benefits from HELM’s sensitivity to cracks and the Contrastive model’s sensitivity to shelling.

Fault Detection Time Railway Wheels: The evaluation of the detection times showed that HELM excels in early detection, corresponding to the green zone in Fig. 1b. Early detection is generally considered desirable as it enables early maintenance planning. However, premature detections can also lead to additional work and wasted resources if the wheel is sent to the workshop too early. Surprisingly, HELM is not the most sensitive model for all fault types, as it detected fewer shelling defects compared to the Contrastive model. Furthermore, the Contrastive model identified most shelling defects in the same timeframe as the domain experts - detecting 15 out of 26 wheels in the orange zone. However, the contrastive learning model is less sensitive to cracks, often resulting in late detections (17 out of 53). In general, the sensitivity of the models can be adapted to the users’ requirements. For instance, if the user immediately stops train operation upon detecting a defect, early detection may result in machine downtime. On the contrary, if the model is used for long-term maintenance planning, early detection is desirable. Additionally, early detection of faults and the corresponding health indicator as a severity measure can provide valuable information, especially when fault severity has not been defined or tracked before. Early detection could offer insights into how faults evolve, which can be verified in the future when trains enter the depot or workshop. Consequently, the model enables monitoring of fault severity evolution over time.

8 Conclusion

In this work, we propose to use unsupervised contrastive learning to develop a health indicator for both fault detection and wear assessment. We demonstrate its applicability two very different applications: wear assessment of milling machines where an average correlation of 0.97 is achieved with respect to the true health indicator and health monitoring of railway wheels, where no labeled fault data was available for training the model but the training dataset was presumed to be mainly healthy. In this case study, a balanced accuracy of 88.7% is achieved at the task of fault detection. While the tasks differ in many aspects, the conducted experiments demonstrated that contrastive learning improves performance on both datasets and tasks (fault detection and wear assessment) compared to state-of-the-art methods. This supports our initial assumption that contrastive learning provides a good way to represent healthy samples and the distance from the compact representation lends itself as a good representation of the asset’s health. In future work, we plan integrate a monotonicity constraint into the health indicator and explore the suitability of the feature space for prognostics tasks. One potentially promising direction could be to incorporate observed faults in feature learning and investigate semi-supervised setups rather than relying solely on unsupervised approaches.
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