Feature Based Automated Detection of COVID-19 from Chest X-Ray Images
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Abstract Nowadays the biggest challenge for health care is controlling the pandemic of Coronavirus disease 2019 (COVID-19). Radiological investigation combining with machine learning can serve as a standardized methodology for detecting COVID-19. Chest X-ray imaging is the most feasible radiological test for COVID-19. Machine learning-based automated classification of COVID-19 from chest X-ray images can act as an assistive method to the medical experts for accurate diagnosis of disease. Aiming at this, the study focused on developing a simplified method of X-ray image based computerized COVID-19 detection through conventional feature extraction and classification approach. The method of X-ray image based COVID-19 detection consists of only two main steps: feature extraction, and classification. In feature extraction, a total of 55 X-ray image texture features is extracted from seven different groups. Classification of COVID-19 has been performed using those extracted features through four different popularly used classifiers. The overall analysis of the study has been performed over two datasets. The Random Forest classifier generates the best accuracy of 98.6% and 98.9% for dataset 1 and 2 with the area under the curve (AUC) values 0.99 and 1 respectively. The outcome of our study provides optimal accuracy of COVID-19 classification using X-ray images compare to existing popular studies in this domain. The reliable and less-complex feature of the proposed method may serve it as a computerized X-ray image based COVID-19 detection mechanism, especially in rural areas where medical experts are not available.
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1 Introduction

The Coronavirus disease 2019 (COVID-19) comes under the communicable category and spreading all over the world with rapid growth. At the ending of 2019, the COVID-19 was first found in Wuhan city of China as pneumonia. The perilous disease syndromes in the human body are similar to Severe Acute Respiratory Syndrome (SARS). Due to COVID, patients go through syndromes like cough, fever, sore throat, fatigue, headache, shortness of breathing, muscle pain, etc. [1]. In the present scenario, COVID-19 is wide spreader around the world. According to the report of the World Health Organization (WHO), the outbreak of the disease infected a vast number of people, and death and affected cases are rapidly increasing each day. The total number of death due to COVID-19 reaches 3,49,095 and total infected cases are 54,88,825 [2]. A total of 217 countries are under the epidemic of COVID-19. The gold standard for the diagnosis of COVID-19 is the reverse-transcription polymerase chain reaction (RT-PCR) test [3, 4]. But the sensitivity of the RT-PCR test is not satisfactory. The negative test outcome through RT-PCR does not interpret the complete absence of the COVID virus in the body [4–6]. So, medical imaging is popularly used as a complementary modality for the diagnosis of COVID-19. X-ray, computed tomography (CT), lung ultrasound, magnetic resonance imaging (MRI) [7, 8] plays a vital role in the area of COVID-19 diagnosis. Among the above-mentioned imaging techniques, CT and X-rays are most popular for COVID-19. However, CT imaging contains negative issues related to a shortage of CT facilities in a rural area, the cost of CT imaging, etc. Chest X-ray is a low-cost and available imaging methodology, and will likely be the frequently utilized imaging modality for detection and monitoring COVID-19 related abnormality. Generally image features like lung consolidation, lesions with ground-glass opacities, pulmonary fibrosis, multiple lesions, bilateral lower lobe consolidations, peripheral air space opacities, diffuse air space, etc. are indicating characteristics for COVID-19 positive [9–12]. The use of X-ray imaging for identification of the above mentioned features can act as a key diagnosis method for COVID-19 and also for monitoring the progress of treatment. A combination of artificial intelligence (AI) and imaging technology can further strengthen the capacity of X-ray image analysis for the identification of COVID-19 characteristics and also help in the computerized image-based diagnosis of the disease.

Seeing the present necessity of computerized COVID-19 detection, the study aims to classify normal and COVID-19 X-ray images by extracting textures features of images. The advantage of the study includes methodological simplicity with higher accuracy compared to existing popular researches (Table 1).

The rest of the paper is organized as Sect. 2 describes the existing image analysis-oriented research on COVID-19. Section 3 details the methodology of the study. Sections 4 and 5 contains the result and discussion respectively. Finally, Sect. 6 concludes the overall study directing the future scope.
| Literature | Aim | Method | Subjects | Accuracy (%) | Result |
|------------|-----|--------|----------|--------------|--------|
| Ozturk et al. [8] | Classification in between COVID+, COVID−, and pneumonia X-ray | DarkCovidNet | COVID-19(+) 125, Pneumonia 500, No-Findings 500 | 2 class: 98.08% | 3 class: 87.02% |
| Apostolopoulos, Ioannis D., and Tzani A. Mpesiana [13] | Classification in between COVID, pneumonia, and normal X-ray | Convolutional neural network (CNN) | Dataset 1: COVID-19(+) 224, Pneumonia 700, No-Findings 504 | 2 class: 96.78% | 3 class: 94.72% |
| Narin, Ali, Ceren Kaya, and Ziynet Pamuk. [14] | Classification in between COVID-19 (+), and COVID-19(−) | Deep CNN ResNet-50 | COVID-19(+) 50, COVID-19(−) 50 | 98% |
| Sethy, Prabira Kumar, and Santi Kumari Behera [15] | Classification in between COVID-19 (+), and COVID-19(−) | ResNet50 + SVM | COVID-19(+) 25, COVID-19(−) 25 | 95.38% |
| Abbas, Asmaa, Mohammed M. Abdelsamea, and Mohamed Medhat Gaber [16] | Classification in between COVID-19 (+), and COVID-19(−) | DeTraC (Decompose, Transfer, and Compose) CNN model | COVID-19(+) 105, SARS: 11, Normal: 80 | 95.12% |
| Zhang, Jianpeng, et al. [17] | Classification in between COVID-19 (+), and others | ResNet | COVID-19(+) 70, Others 1008 | Sensitivity: 0.96, Specificity: 0.71, AUC: 0.952 |
| Wang, Linda, and Alexander Wong [18] | COVID and non-COVID X-ray classification | COVID-Net | COVID-19(+) 53, COVID-19(−) 5526, Healthy 8066 | 92.6% |
| Hemdan, Ezz El-Din, Marwa A. Shouman, and Mohamed Esmail Karar [19] | Classification in between COVID-19 (+), and normal X-ray | COVIDX-Net | COVID-19(+) 25, Normal 25 | 90% |
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2 Literature Review and Contribution of the Study

Accurate analysis of COVID-19 related X-ray images of the chest may serve as an initial detection scheme of abnormality in the medical domain. Existing studies detailed some methodologies for computerized automated COVID-19 detection using X-ray images. Ozturk et al. [8] developed a COVID-19 detection methodology using raw X-ray images of the chest. They performed classification in between COVID and no-findings and achieved 98.08% accuracy. In multiclass classification, they categorized COVID, no findings, and pneumonia and produced 87.02% accuracy. The DarkNet model used in their study for classification. Apostolopoulos, Ioannis D., and Tzani A. Mpesiana [13] applied the existing convolutional neural network (CNN) oriented transfer learning methodology for COVID, pneumonia, and normal X-ray classification. For 2 class classification, they got 96.78% accuracy using Deep-learning, and for three-class, maximum achieved accuracy is accuracy 94.72%. Narin, Ali, Ceren Kaya, and Ziynet Pamuk. [14] used deep transfer learning for the detection of COVID using X-ray images. Their study shows 98% classification accuracy using pre-trained ResNet50 architecture. The study performed by Sethy, Prabira Kumar, and Santi Kumari Behera [15] detected COVID affected X-ray images by combining the ResNet50 CNN model and support vector machine (SVM) classifier. The feature outcome of CNN is fed to SVM classifier for the categorization and obtained 95.38% accuracy. Abbas, Asmaa, Mohammed M. Abdelsamea, and Mohamed Medhat Gaber [16] performed a similar classification using deep CNN named as DeTraC (Decompose, Transfer, and Compose) model. Their obtained accuracy was 95.12% for classification. Zhang, Jianpeng, et al. [17] also did the same classification using deep learning methodology and obtained an accuracy of 96% for COVID-19 cases and 70.65% for non-COVID-19 cases. Wang, Linda, and Alexander Wong [18] achieved a classification accuracy of 92.6% for COVID and non-COVID X-ray categorization using COVID-Net deep CNN architecture. For classification in between COVID positive and COVID negative, Hemdan, Ezz El-Din, Marwa A. Shouman, and Mohamed Esmail Karar [19] used a deep learning network named as Covidx-net. Their maximum obtained accuracy is 90%.

Observation of the above review work indicates that existing work on X-ray image based COVID detection is performed by using deep learning-based CNN architecture. The maximum achieved accuracy is 98.08%. But, the existing works contain complex data models. Also, the use of deep learning requires high topological knowledge, deep parametric knowledge, and large dataset. Therefore it is difficult to adopt CNN architecture for the zone with less skilled manpower. Focusing on the scenario, in our study we focused on developing a simplified computerized methodology by using feature-based conventional classification strategy with optimal accuracy for X-ray image categorization aiming at COVID-19 detection.
3 Methodologies of COVID-19 Detection

The chest X-ray image consists of salient features related to COVID-19. Computerized extraction of those features will help in the detection of the disease. In this study, we aim to develop a simplified methodology for chest X-ray image based abnormality detection. The methodology consists of only four important steps including data collection as shown in Fig. 1 and described below.

3.1 Data Collection and System Requirement

The analysis has been performed over two chest X-ray image datasets. The image data are collected from Kaggle repository (link: https://www.kaggle.com/tawsifurrahman/covid19-radiography-database) and database developed by Cohen JP (link: https://github.com/ieee8023/COVID-chestxraydataset). The dataset 1 contains both the COVID positive and negative X-ray images. In our study, we used all the 219 COVID positive X-ray images and 250 normal X-ray images. All the images are in Portable Network Graphics (PNG) file format. The size of each X-ray is 1024 × 1024 pixels. Most of the images are in a grayscale format where some are in color format. The color (RGB) images are converted into grayscale before processing. The dataset 2 also contains 125 COVID positive X-ray images, 500 pneumonia-related X-ray images, and 500 normal chest X-ray images. The images are of variable size and stored in png/jpg/jpeg format. We used the COVID-19 and normal X-ray images for this study. For both the dataset, COVID-19 oriented X-ray images are labeled as 1, and normal X-ray images are labeled as 0. The datasets are dedicated to research purposes and for the development of useful and impactful methodologies for COVID detection.

The overall is performed on MATLAB R2013a software. The system specification is Windows 10 with 64-bit Operating system, 4 GB RAM.

3.2 Feature Extraction

In this study, classification in between COVID-19 and normal raw chest X-ray images is performed by analyzing texture level features. The extracted features are
used as the input of the classifier as shown in Fig. 1. The details of the extracted features are given below.

a. **First-order statistical features** [20]:

Image pixel value-oriented simple statistical summary is extracted through first-order statistical features. The texture information related to the neighborhood intensity distribution of each pixel is not considered here. The histogram shows the rate of occurrence of each pixel intensity in an image. Based on each pixel intensity occurrence rate in the image the extracted first-order statistical features are mean, variance, kurtosis, skewness, standard deviation, entropy, and energy. A total of seven features are extracted from histogram characteristics.

b. **Spatial gray level dependence Matrices features** [21]:

Spatial gray level dependence Matrices features are calculated by extracting pixel intensity from 0°, 45°, 90°, and 135° angle with distance value 1 from center pixel (C). The horizontal pixels with center pixels are at 0° and the vertical pixels with C are at 90°. The top left and bottom right pixels for the 3 × 3 image are at 135° with the center. Finally, the bottom left and top right pixels from C are at 45° with the center. The Fig. 2 shows each pixel degree position clearly. 13 different features are extracted from special gray level dependence Matrices namely angular second moment, variance, contrast, correlation, local homogeneity, entropy, sum variance, difference variance, sum average, sum entropy, difference entropy, and information measure of correlation from x and y-axis (individually). All the mentioned features are extracted into two groups, mean group and difference group. In mean group average of feature value for a particular feature extracted from all the four angles are calculated. Similarly, in the difference group, the difference between the minimum and maximum values for a particular feature extracted from all four angles is calculated. Therefore a total of 26 features are extracted.

c. **Gray level difference statistics features** [22]:

The gray level difference based statistical features are calculated from X-ray images depending on the absolute difference present in between pairs of gray levels considering displacement $\vartheta$. For a given displacement $\vartheta$, four features are calculated. Those features are mean, contrast, entropy, and energy. The mentioned features are calculated considering $\vartheta = (0, 1), (1, 1), (1, 0), (1, -1)$. Here $\vartheta \equiv (\Delta x, \Delta y)$,
Therefore, \( \partial \) indicates a vector in \((x, y)\) plane for an image \( f(x, y) \). The mean value \( \partial \) is taken for each feature.

d. **Neighborhood gray-tone difference matrix** [23]:

In image processing, information related to spatial changes in intensity distribution can be found by analyzing the gray tone of a pixel comparing with its neighborhood pixels. The neighborhood gray-tone difference matrix provides the same for spatial feature extraction. For the generation of the matrix, let \( I(x, y) \) be the gray tone of a pixel at the position \((x, y)\) having value \( i \). Then the average gray tone considering 8-neighborhood pixels is,

\[
P_i = P(x, y) = \frac{1}{W - 1} \left[ \sum_{m=-s}^{s} \sum_{n=-s}^{s} I(x + m, y + n) \right], \quad (m, n) \neq (0, 0)
\]

Here, \( s \) represents the size of the neighborhood and \( W = (2s + 1)^2 \).

Following the above, \( i \)th entry in the Neighborhood gray-tone difference matrix is,

\[
N(i) = \sum |i - P_i| \quad \text{for } i \in A_i \text{ if } A_i \neq 0
\]

\[
0, \quad \text{otherwise}
\]

Here, \( \{A_i\} \) is the set of all pixels with gray tone \( i \).

Using the Neighborhood gray-tone difference matrix, five features are extracted in this study: Coarseness, contrast, complexity, busyness, and strength.

Coarseness indicates the uniformity in intensity distribution in an image. Higher the coarseness indicates increased uniformity in an image. In a coarse-textured image, the basic patterns related textures of the image are large. Therefore the intensity change is less in a coarse texture. The contrast of an image indicates the clarity in area based intensity change. High contrast indicates intensity difference in between neighborhood region is large. The feature Complexity of image depends on the presence of primitives or patches in a texture. A complex texture contains more patches that indicate content information is high in the image. The complexity of an image is also related to contrast and busyness features. The busyness of an image indicates a rapid change in intensity distribution compares to neighborhood intensity. Hence higher the frequency of spatial changes in pixel intensity values indicates greater busyness in an image.

The feature texture strength is complex to define. It is correlated with coarseness and contrast. In general, in a high texture strength-based image, the primitives that comprise it are clearly visible and definable. Such an image contains a high degree of visual clarity.

e. **Statistical feature matrix** [24]:

The statistical feature matrix performs a texture analysis of the image by measuring the statistical features of pixel pairs with multiple distances. In this statistical feature
matrix, the size of the matrix is based on the maximum distance considered, not on the gray level. The extracted properties in this study are coarseness, roughness, periodicity, and contrast. The study also considered the maximum inter-sample spacing distance as 4, i.e., \( L_r = L_c = 4 \).

f. Texture energy measure [25]:

LL, SS, EE, LE, LS, ES are six different kernels and generated from three simple vectors of length 3 for measuring texture energy. These are \( L_3 \equiv (1, 2, 1) \), \( S_3 \equiv (-1, 2, -1) \), and \( E_3 \equiv (-1, 0, 1) \). The vectors represent the one-dimensional operations of center-weighted local averaging, symmetric second differencing for spot detection, and symmetric first differencing for edge detection. If these vectors are convolved with themselves or with each other, we obtain five vectors of length 5. Those derived vectors are \( L_5 = (1, 4, 6, 4, 1) \), \( S_5 = (-1, 0, 2, 0, -1) \), \( E_5 = (-1, -2, 0, 2, 1) \) where \( L_5 \) again performs local averaging, \( S_5 \) is spot detector, and \( E_5 \) is the edge detector. Multiplying the column vectors of length 5 by row vectors of the same length, we obtain \( 5 \times 5 \) masks. Using the masks, the texture energy is extracted by convolving them with the X-ray images. The final masks used in our experiments are as shown in Fig. 3. Finally, from this feature group, a total of six energy features are extracted from six different kernel/mask.

g. Fourier power spectrum [26]:

The Fourier transform of an image \( I(x, y) \) is expressed as,

\[
F(u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-2\pi \sqrt{-1}(ux + vy)} I(x, y) dx dy
\]

The Fourier power spectrum is represented as \( |F|^2 = FF^* \). Here \( \ast \) indicates the complex conjugate. In the case of a coarse-textured image, \( |F|^2 \) is high near the
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Fig. 3 Final kernels/masks for textural energy measure
origin. For fine texture, $|F|^2$ will be spread out more. To analyze the texture coarseness using the Fourier power spectrum, here in the study the annular-ring and wedge sampling features of X-ray images are extracted using the following equations.

\[
\text{Annular ring: } \phi_{x_1, x_2} = \sum_{x_1^2 \leq u^2 + v^2 < x_2^2} |F(u, v)|^2
\]

\[
\text{Wedge: } \phi_{\theta_1, \theta_2} = \sum_{\theta_1 < \tan^{-1}(v/u) < \theta_2} |F(u, v)|^2
\]

Here, $x_1, x_2$ are our inner and outer ring radius. $\phi$ is wedge slope. In this study, the value of $x_1, x_2$ is 2, 4 and $\theta_1, \theta_2$ is $0^\circ, 45^\circ$ respectively. Also, $0 < u, v < P - 1$ for a given $P \times P$ image.

### 3.3 Classification

The extracted features from chest X-ray images are fed to the classifier for COVID-19 abnormality detection. For that, four states of the art classifiers are used namely Support Vector Machine (SVM), Random Forest (RF), K Nearest Neighbour (KNN), and Linear Discriminant Analysis (LDA). The ten-fold cross-validation is performed for classifier accuracy analysis and 30% of the overall dataset is used for testing purposes. The parameter description of each classifier is mentioned here for a clear understanding.

**SVM** [27]: SVM classifier is a popularly used method for medical image classification. The required parameters for SVM are regularization parameter ($C$), kernel type, degree, and kernel coefficient. Here we used $C = 1.0$, linear kernel, and kernel coefficient as $0.1$. The degree is not required here as we are using linear kernel for our analysis.

**RF** [20, 27]: RF classifier is designed based on combining multiple decision trees to obtain enhanced accuracy of classification. The required parameters for RF with values used for this study are number of tree: 100, quality of each split: Gini, the maximum number of feature for best split: auto, maximum tree depth: None, the minimum number of sample for the split: 20, the minimum size of end node/leaf: 1, minimum weight fraction leaf: 0.0, maximum leaf node size: None, minimum impurity decrease: 0.0, bootstrap: True, cross-validation method (oob_score): False, processor number: None, random state: None, verbosity:0, warm_start: False, balanced subsample weight: None.

**KNN** [20, 27]: KNN is a simple, versatile, and easy to understand method of classification. The parameters tuning performed for KNN in this study are number of neighbors: 5, weight function: uniform, the algorithm used: auto, leaf size: 20, power parameter: 2, distance metric: Minkowski, arguments for metric function: None, number of parallel job for neighborhood search: None.

**LDA** [20, 27]: Through fitting class conditional density of the data and by using Bayes rule, the classifier generates a linear decision boundary for classification. In this study, the Singular value decomposition is used as a solver with rank estimation.
threshold value 0.0001. The other parameters for the LDA classifier are set as the default value, i.e., None in this study.

### 3.4 Validation

The validation of the study outcome has been performed by comparing the result of the classification with clinical findings. Here seven validation parameters are used: true positive, true negative, false positive, false negative, sensitivity, specificity, and accuracy. True negative indicates that clinically COVID-19 marked X-ray images are accurately detected by the classifier. True positive is clinically normal detected X-ray images are also classified as normal through the classifier. False-negative indicates that clinically normal identified X-ray images are detected as COVID-19 through the classifier and false-positive is reverse of a false negative. The sensitivity, specificity, and accuracy are calculated by following the equations below.

\[
\text{Sensitivity: } \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \\
\text{Specificity: } \frac{\text{True Negative}}{\text{True Negative} + \text{False Positive}} \\
\text{Accuracy: } \frac{\text{True Positive} + \text{True Negative}}{\text{True Positive} + \text{True Negative} + \text{False Positive} + \text{False Negative}} \times 100\%
\]

Higher the value of all the measures indicates better performance of the classifier.

### 4 Results

In this study, the classification of the chest X-ray images for COVID-19 detection has been performed using the extracted textured features. A total of 55 features are extracted from seven different groups. The extracted features are fed to the four different classifiers with parameter tuning for optimal classification accuracy. The experiment has been performed over two datasets of COVID-19 X-ray images as mentioned in Sect. 3.1. Table 2 shows the outcome of classification using validation parameters. Observation of Table 2 shows that the Random Forest (RF) classifier generates maximum accuracy, i.e., 98.6% and 98.9% for both the dataset (dataset 1 and dataset 2) respectively. The sensitivity of the classifier is also maximum, i.e., 1 for both the datasets with specificity 0.97 and 0.95 respectively. Higher the sensitivity and specificity of classification indicates that most of the COVID-19 oriented X-ray images are accurately classified. The LDA classifier is also able to provide a high degree of classification with value 97.9% and 98.4% for dataset 1 and dataset 2 respectively. The classification outcome of each classifier is determined by taking the mean of ten-fold cross-validation. Figure 4 shows the
accuracy of each fold for all the classifiers of both the datasets. Observation of Fig. 4 indicates that fold wise accuracies of SVM and KNN is highly variable and low compare to RF and LDA. For RF, fold base intra accuracies are very much similar to each other. As accuracy wise RF generates an optimal result of

Table 2 Classification outcome

| Classifier used | True positive | False negative | False positive | True negative | Sensitivity | Specificity | Accuracy (%) |
|-----------------|---------------|----------------|----------------|---------------|-------------|-------------|--------------|
| Dataset 1       |               |                |                |               |             |             |              |
| SVM             | 71            | 2              | 15             | 53            | 0.97        | 0.78        | 87.9         |
| RF              | 83            | 0              | 2              | 56            | 1           | 0.97        | 98.6         |
| KNN             | 74            | 2              | 10             | 55            | 0.97        | 0.85        | 91.2         |
| LDA             | 75            | 1              | 2              | 63            | 0.99        | 0.97        | 97.9         |
| Dataset 2       |               |                |                |               |             |             |              |
| SVM             | 145           | 1              | 19             | 23            | 0.99        | 0.55        | 89.4         |
| RF              | 145           | 0              | 2              | 41            | 1           | 0.95        | 98.9         |
| KNN             | 144           | 3              | 14             | 27            | 0.98        | 0.66        | 90.9         |
| LDA             | 146           | 1              | 2              | 39            | 0.99        | 0.95        | 98.4         |

Fig. 4 Classification accuracy of each fold in ten-fold cross validation for a dataset 1, b dataset 2
classification, so the Receiver Operating Characteristic (ROC) curve of RF outcome for both the dataset is given in Fig. 5. The area under the curve (AUC) for dataset 1 is 0.99 and dataset 2 is 1. The ROC curve also shows that RF classifier provides significant performance for X-ray image feature-based COVID-19 classification.

5 Discussion

The performance of the overall methodology is dependent on feature extraction and classifier selection. For optimal outcome, multiple classifiers are used as detailed in Sect. 3.3 and the effect of classifier in the accuracy of classification is shown in Table 2. In the case of feature extraction, a total of 55 texture features are extracted from seven different groups. Among them, some groups of features contain a higher
degree of differentiable features for COVID oriented X-ray and normal X-ray classification. Figure 6 shows the classification accuracy of each group of features using four different classifiers. Here G1 to G7 represents seven different feature groups, i.e., G1: First order statistical features, G2: Spatial gray level dependence Matrices features, G3: Gray level difference statistics features, G4: Neighborhood gray-tone difference matrix features, G5: Statistical feature matrix features, G6: Texture energy measure features, G7: Fourier power spectrum features and G indicates the combination of all extracted features. The X-axis of Fig. 6 represents each group individually (G1 to G7) and G. Observation of Fig. 6 shows that in case of feature group-wise classification also, RF classifier generates optimal result for most of the groups. The G3 for dataset 1 and G2 for dataset 2 individually generates maximum accuracy of classification (≤96%). But the combination of all feature groups (G) increases the accuracy of classification. The increase of accuracy through G is noticeable in the case of all four classifiers.

The maximum classification accuracy achieved through this study is 98.6% and 98.9% respectively for dataset 1 and dataset 2. Existing studies on X-ray image based COVID-19 classification also shows higher accuracy using CNN
Table 3 Comparative study of X-ray image based COVID-19(+) and COVID-19(−) classification

| Study | Dataset details | Method used | Accuracy (%) |
|-------|-----------------|-------------|--------------|
| [8]   | COVID-19(+) 125, No-Findings 500 | CNN (DarkCovidNet) | 98.08 |
| [13]  | Dataset 1: COVID-19(+) 224, No-Findings 504 Dataset 2: COVID-19(+) 224, No-Findings 504 | CNN | 96.78 |
| [14]  | COVID-19(+) 50, COVID-19 (−): 50 | CNN (Deep CNN, ResNet-50) | 98 |
| [15]  | COVID-19(+) 25, COVID-19 (−): 25 | CNN + SVM (ResNet50+) | 95.38 |
| [16]  | COVID-19(+) and SARS: 116, Normal: 80 | CNN (DeTraC)) | 95.12 |
| [17]  | COVID-19(+) 70, Others: 1008 | CNN (ResNet) | Sensitivity: 0.96, Specificity: 0.71, AUC: 0.952 |
| [18]  | COVID-19(+) 53, COVID-19 (−) and healthy: 13,592 | CNN (COVID-Net) | 92.6 |
| [19]  | COVID-19(+) 25, Normal: 25 | CNN (COVIDX-Net) | 90 |
| Our Study | Dataset 1: COVID-19(+) 219, Normal: 250 Dataset 2: COVID-19(+) 125, No-Findings: 500 (same dataset used in [8]) | Texture Feature with Random Forest (RF) classifier. | Dataset 1: Sensitivity: 1, Specificity: 0.97, Accuracy: 98.6, AUC: 0.99 Dataset 2: Sensitivity: 1, Specificity: 0.95, Accuracy: 98.9, AUC: 1 |

architecture. Table 3 shows the comparative study of presented methodology and existing popular works on X-ray image base COVID detection. Observation shows that all the existing methodologies used the CNN architecture for classification and achieved a maximum 98.08% accuracy. In our study, we used the conventional classification strategy by extracting texture features of X-ray images and using those features as the input of the Random Forest (RF) classifier. The proposed conventional strategy of classification provides the highest accuracy among all existing studies. The used dataset 2 is as same as the dataset used by Ozturk et al. [8] in their study.
6 Conclusion

COVID-19 is the infectious disease caused by the most recently discovered coronavirus. This new virus and disease were unknown before the outbreak began in Wuhan, China, in December 2019. COVID-19 is now a pandemic affecting many countries globally [28–32]. This study proposes a conventional feature extraction-based method for COVID-19 detection using chest X-ray image datasets. The method is applied over two datasets and generates 98.6% and 98.9% accuracy of classification between COVID affected X-ray images and normal X-ray images using RF classifier with AUC as 0.99 and 1 respectively. A total of 55 texture features are extracted for this purpose from seven different groups. Group-wise analysis of classification shows that individually Gray level difference statistics features (G3) and Spatial gray level dependence Matrices features (G2) for dataset 1 and dataset 2 respectively generate maximum accuracy of 95.7% (using RF classifier) and 95.4% (using LDA classifier). A combination of all the feature groups improves the accuracy by 2.9% and 3.5% for dataset 1 and dataset 2 respectively. The existing popular studies of the same classification generates a maximum accuracy of 98.08% using CNN architecture. Also, the use of feature extraction dependent conventional classification methodology is not present in existing studies. Though CNN architectures are used for X-ray image base COVID classification but contain the difficulty related to a limited number of image data, the requirement of data augmentation, architecture complexity, hyper-parameter tuning, slow processing, and lack of expert knowledge. Our suggested method generates better accuracy compared to CNN based methods for COVID-19 classification and also less complex, faster, and applicable for small datasets. The future direction of the method will aim to identify the region of abnormality in the chest using CT and X-ray images.
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