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Abstract—Approximate Bayesian Computation is widely used in systems biology for inferring parameters in stochastic gene regulatory network models. Its performance hinges critically on the ability to summarize high-dimensional system responses such as time series into a few informative, low-dimensional summary statistics. The quality of those statistics acutely impacts the accuracy of the inference task. Existing methods to select the best subset out of a pool of candidate statistics do not scale well with large pools of several tens to hundreds of candidate statistics. Since high quality statistics are imperative for good performance, this becomes a serious bottleneck when performing inference on complex and high-dimensional problems. This paper proposes a convolutional neural network architecture for automatically learning informative summary statistics of temporal responses. We show that the proposed network can effectively circumvent the statistics selection problem of the preprocessing step for ABC inference. The proposed approach is demonstrated on two benchmark problems and one challenging inference problem learning parameters in a high-dimensional stochastic genetic oscillator. We also study the impact of experimental design on network performance by comparing different data richness and data acquisition strategies.
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1 INTRODUCTION

Likelihood-free parameter inference is a well-studied problem encountered in various domains, most notably including computational biology and astrophysics. The parameter inference problem involves fitting the parameters of a model to observed data from real-world measurements. This allows effective use of simulation models for deeper analysis and understanding of the physical phenomena behind the observed data. The most straightforward way of estimating parameters in case of tractable likelihood is using Bayesian inference methods and maximum likelihood estimation. However, for complex models one rarely knows the form of the likelihood functions. For most practical scenarios involving complicated underlying dynamics, likelihood-free parameter inference is the norm. Approximate Bayesian computation (ABC) [1], [2] has established itself as the most popular likelihood-free inference (LFI) method in the recent past, owing to its flexibility and demonstrated performance on a variety of problems.

Although ABC is a robust LFI method, it involves substantial hyperparameter optimization which makes it challenging to set up optimally [2], [3], particularly for complex high-dimensional LFI problems involving tens of parameters. The choice of summary statistics is a hyperparameter that presents a great challenge to set up effectively. Summary statistics are typically hand-picked by the practitioner. Automated summary statistic selection methods exist [3] but these approaches scale poorly as the number of candidate summary statistics increases. Furthermore, optimal summary statistics may not even be present among the initial pool of candidates, which may lead to sub-optimal inference quality.

Therefore, there has been great interest in developing methods that alleviate cumbersome and explicit summary statistic selection. Kernel embeddings have been explored within the ABC framework to directly compare observed and simulated data by means of a maximum mean discrepancy measure [4]. Fearnhead and Prangle [5] show that the best choice for a summary statistic is the posterior mean, and in turn enhances inference quality. Our intuition is that this will lead to more accurate modeling of the posterior mean, and in turn enhances inference quality. The proposed CNN architecture is specifically tailored towards learning local features that can distinctly characterize various intricate patterns within time series responses. This paper makes two key contributions to the emerging class of LFI methods using artificial neural networks as the regression model [8]. First, we propose a convolutional neural network (CNN) architecture that learns the estimated posterior mean $\hat{\theta}(\mathcal{X})$. The CNN is particularly effective towards learning local features that can distinctly characterize various intricate patterns within time series responses. The proposed approach is demonstrated on two benchmark problems and one challenging inference problem learning parameters in a high-dimensional stochastic genetic oscillator. We also study the impact of experimental design on network performance by comparing different data richness and data acquisition strategies.

This paper makes two key contributions to the emerging class of LFI methods using artificial neural networks as the regression model [8]. First, we propose a convolutional neural network (CNN) architecture that learns the estimated posterior mean $\hat{\theta}(\mathcal{X})$. The CNN is particularly effective towards learning local features that can distinctly characterize various intricate patterns within time series responses. Our intuition is that this will lead to more accurate modeling of the posterior mean, and in turn enhances inference quality.
networks models realized by continuous-time discrete-space Markov chains which lack tractable likelihoods. These models have inherent intrinsic noise associated with low copy-numbers of chemical species. Furthermore, for a typical gene regulation network model a dimensionality of the reaction rate parameter vector below 10 is considered to be a small model. Thus, parameter inference of realistic biochemical networks is often very challenging. To our knowledge, previous implementations of neural networks for LFI have only considered fairly low-dimensional test problems [6], [7]. Our second key contribution is thus a systematic evaluation of our new CNN approach as well as two previously suggested architectures on a realistic, high-dimensional stochastic inference problem in computational systems biology. The experiments conducted in this work demonstrate that the artificial neural network (ANN) approach to LFI shows promise towards tackling real-world problems, with the CNNs emerging as a particularly scalable solution.

Section 2 formally introduces the likelihood-free parameter inference problem, and briefly describes existing methods, including ABC and ANN based methods. Section 3 briefly explains CNNs and presents the proposed CNN architecture for learning summary statistics. Section 4 describes the experimental settings and Section 5 demonstrates the performance of the proposed approach on test problems, and compares the results with the state of the art. Section 6 concludes the paper.

2 BACKGROUND AND RELATED WORK

Consider an observed dataset \(X\) and a simulator or analytical model \(f(\theta)\) corresponding to the physical process that generated \(X\). The parameter inference task in a likelihood-free setting is to infer the value of parameters \(\theta\) that results in simulator output \(f(\theta)\) agreeing with observed data \(X\). As inference in a likelihood-free setting must proceed solely using access to the simulator \(f(\theta)\) and observed dataset \(X\), sampling candidates \(\theta\) and comparing simulated responses to \(X\) forms the basis of ABC. The ABC rejection sampling algorithm begins by sampling candidates \(\theta \sim p(\theta)\), where \(p(\theta)\) is the prior distribution encoding prior knowledge about the problem. The sampled \(\theta\) is then simulated and the response \(y = f(\theta)\) is compared to \(X\). Since simulation outputs are typically high-dimensional (e.g., time series), the comparisons are instead made in terms of low-dimensional features or summary statistics \(S = \{S_1(y), \ldots, S_n(y)\}\). The simulated response \(y\) can then be compared to \(X\) using a distance function \(d\) as \(d_{\text{sim}} = d(S(y), S(X))\). Given a tolerance threshold \(\tau\), if \(d_{\text{sim}} \leq \tau\) the corresponding \(\theta\) is deemed to be accepted, or otherwise rejected. This rejection sampling cycle proceeds until a specified number of samples have been accepted, forming an empirical estimation of the posterior distribution \(p(\theta|X)\).

The motivation for the use of expressive low-dimensional summary statistics \(S\) is due to the curse of dimensionality. When \(S\) is high-dimensional (or when no summary statistics are used), there is a greater likelihood of random discrepancies between \(S(y)\) and \(S(X)\) [9]. For high-dimensional summaries, a larger threshold may be required in order to achieve a reasonable number of accepted samples. Consequently, the quality of approximation of the posterior will suffer in such a case.

As the summary statistics form the basis of the comparison between simulated responses and observed data, the choice and subsequent quality of used statistics is paramount towards achieving high quality inference. Substantial effort has been invested in research towards summary statistic selection [3][Chap. 5]. However, to circumvent the problem of selecting sub-optimal summary statistics, recent advances in automating summary statistic learning using regression models are of particular interest.

2.1 Estimated Posterior Mean as a Summary Statistic

Fearnhead and Prangle [5] presented a regression-based approach towards constructing summary statistics where, for \(\theta_j, j = 1, \ldots, L\), a linear regression model of the form,

\[
\theta_j = E(\theta_j | y^i) + \sigma_j \zeta_j, \quad \text{where,}
\]

\[
E(\theta_j | y^i) = b_{0,j} + b_{1,j} y^i,
\]

with \(y_i\) being the \(i\)th simulated sample or observed data sample, \(h\) the vector-valued transformation function, \(\sigma\) the scale parameter of the \(j\)th linear regression, and \(\zeta\) is Gaussian mean-zero noise. The model parameters in (2) are fitted using least-squares on a simulated dataset \(D = \{\theta^1, \ldots, \theta^N\}\), where \(\theta^j \sim p(\theta)\). The estimated mean posterior represented by the \(L\) linear regression models can then be used as a summary statistic \(S\) within ABC rejection sampling. The dataset \(D\) makes use of \(p(\theta)\) but is distinct from the simulations used for rejection sampling. Therefore, the statistic selection process entails significant overhead.

The training set \(D\) is used to fit model parameters of the regressor, but it can also be used for data efficiency to perform ABC in a reference table scenario [10]. The reference table method entails computation of distance values \(d_{\text{sim}} = \{d(S(y^i), S(X))\}_{i=1}^N\). The samples comprising the smallest \(x\)th percentile of all distances are deemed to be accepted samples and form the ABC estimated posterior. The reference table method allows for reusing training data in subsequent ABC rejection sampling, enabling better data efficiency. The ABC reference table method is used in the ANN based methods described below, as well as in this work.

As an alternative non-linear approach, a deep neural networks was proposed by Jiang et al. [6] to estimate the posterior mean, in hope of learning even more informative summary statistics as opposed to linear regression. The dense (deep) neural network (DNN) model is the simplest ANN model, it consists of multiple layers of interconnected neurons. The DNN based summary statistic construction in [6] was shown to outperform the linear regression method, though at additional computational cost as the DNN requires more training data.

A novel ANN architecture named partially exchangeable networks (PEN) was proposed by Wiqvist et al. [7]. The model is a generalization of the Deep Sets model, an ANN model using sets instead of ordered data as input. The PEN model extends the idea of sets for data with \(d\)-partially exchangeable structures in a conditionally Markovian context. The authors show results for 4 different stochastic models, two of which involve time series data: a stochastic auto-regressive time series model of order 2 and the Moving
Average of order 2 also used in [6]. The results shows that the PEN models produce a more reliable posterior even when using less training data compared to the DNN.

Although the PEN architecture reduces the number of trainable weights of the ANN (and in turn increases ANN model efficiency) by leveraging partial exchangeability, we believe there is room to improve the expressive power of the ANN model by exploiting rich local patterns present within temporal responses. We propose a general convolutional neural network (CNN) architecture wherein a sequence of convolutional layers extracts specific local patterns within the input time series. These rich local patterns allow the CNN model to incorporate effective discriminative abilities for input patterns, that are critical in an informative summary statistic. The aim of this work is therefore to develop a CNN architecture that exceeds current state of the art ANN summary statistic models in terms of informativeness and subsequent ABC inference quality for complex large-scale problems, while being data-efficient. Embedded neural networks have also been used in non-ABC LFI settings to learn summary statistics from simulated data. In such settings, neural density estimators [11] make use of the embedded networks to either estimate the posterior directly (e.g., combining a summary statistic network with an inference network [12]), or use synthesized likelihoods which requires Markov chain Monte Carlo (MCMC) sampling [13]. In this work we focus solely on obtaining expressive summary statistics using ANN architectures that can be used in LFI settings (i.e., both the ABC-family of methods such as ABC-Sequential Monte Carlo and ABC-Markov Chain Monte Carlo and non-ABC LFI methods such as those based on density estimation). The following section explores our proposed CNN architecture in detail.

3 Convolutional Neural Networks

The inherent structure in time series makes convolutional networks an attractive option to explore for the task of learning the mapping between time series responses as input to the CNN, and the posterior mean \( \theta \) as output of the CNN. The CNN will effectively incorporate summary statistics in its hidden layers and can subsequently be used in conjunction with existing likelihood-free inference methods for parameter inference, or to perform model exploration where the goal is to screen the parameter space for different qualitative behaviors produced by the model [14].

CNNs form an architecture of neural networks for processing data having a grid-based structure. Temporal data in the form of time series is often obtained at regular intervals, forming a 1-dimensional grid structure. This is certainly true for time series data originating from simulations where it is possible to have time series values at specific time points. This property makes CNNs particularly suited for estimating the posterior mean and the input patterns are time series sampled at regular intervals.

A CNN replaces general matrix multiplication in a multi-layer neural network with the convolution operation in at least one of the layers. The convolution operation enables performing weighted averaging of inputs such that more recent entities in the input are given larger weights. Intuitively, this allows for identification of local informative patterns in data. For example, in case of time series as input, the convolution operation can be used to identify distinct behaviors such as maxima, distance to first peak, etc. No hand-crafting of features is necessary. Formally, for input data \( y \) and a kernel \( w \), the discrete convolution operator can be defined as follows [15],

\[
s(t) = (y * w)(t) = \sum_{a=-\infty}^{\infty} y(a) w(t - a),
\]

where \( t \) is a specific time point. The kernel \( w \) is essentially a filter represented by a matrix of trainable weights. The kernel matrix is typically small and is applied to a small region of the input. In practice, a fixed finite filter window is used (e.g., of size 3 as is used in this work). By operating as a filter, the kernel is able to enable detection of features such as edges of objects within an image. In case of time series, such features would include various characteristics of the time series such as distinct types of peaks.

Fig. 1 depicts the CNN architecture used for experiments in this article concerning the genetic oscillator test problem described later. The input layer of dimensionality \((401 \times 1)\) accepts the time series input, where each time series is composed of 401 values. A sequence of convolutional and pooling layers then operate on the time series where the convolution operator identifies local patterns in the input to the layer, and subsequently the pooling operation replaces the output at certain places with a feature of nearby outputs. Specifically, we use max pool [16] where the maximum value of the output within a rectangular neighborhood is
chosen [15]. The pooling layer thus achieves dimensionality reduction or in essence, feature selection from the convolution layer where it receives input from. The effect of pooling is also that the size of the network decreases, reducing the computational complexity. After 2 combinations of convolution and max pooling, the output is processed through a layer of average pooling to obtain a single-channel representation. This single-channel output is subsequently passed through 2 dense layers before finally reaching the output layer representing the estimated posterior mean.

4 EXPERIMENTAL SETUP

The experiments are designed to evaluate the informativeness of the CNN-based summary statistic in the context of ABC parameter inference. The proposed CNN architecture is evaluated and compared to the DNN [6] and PEN [7] architectures. The term ANN is used henceforth to refer to either of the DNN, PEN and CNN architectures. The likelihood-free parameter inference pipeline using the ANN-based summary statistics consists of the following steps.

1) Generate training data for the ANN: draw N samples from a uniform prior defined over a specified range, and simulate the corresponding time series.
2) The ANN regression model is trained on the N samples above, and is used to predict the posterior mean for some observed data.
3) ABC inference: the predicted posterior mean is used as a summary statistic within the framework of ABC rejection sampling. The reference table method described earlier is used in the experiments, and utilizes pre-generated data distinct from training data.

All experiments have been conducted using the freely available scalable inference, optimization and parameter exploration (sciope) Python3 toolbox [17]. Sciope implements all 3 ANN architectures considered in this work.

The following text describes the experimental setup with respect to quantifying the summary statistic posterior estimation error, and the ANN model training framework.

4.1 Summary Statistic Posterior Estimation Error

In order to evaluate the goodness of ANN-based summary statistics, the quantity of expected distance can be denoted as follows,

$$E_{\theta, y}[d(\hat{\theta}(y), \theta)].$$

(4)

where $\hat{\theta}$ is the posterior mean estimated by the ANN model, $\theta \in p(\theta)$ represents the true parameter values and $d$ is a given distance function. The choice of $d$ in this work is the absolute value of the euclidean distance, while $p(\theta)$ is the uniform prior. The expected distance as defined in Eq. (4) is intended to measure the error in estimation of the posterior mean when using an ANN-based summary statistic.

A measure independent of the considered prior range is desirable. The normalized mean absolute error (MAE) is defined as,

$$E_{\%} = \frac{E_{\theta, y}[d(\hat{\theta}(y), \theta)]}{d(\theta_m, \theta)},$$

(5)

where the denominator is the MAE based on the prior knowledge, e.g., the prior mean $\theta_m$. This allows capturing the new information gained by the regression-based ANN models over the prior knowledge. $E_{\%} = 1$ indicates no new information gained while $E_{\%} < 1$ indicates relative accuracy improvements or new information gained by the regression model. A uniform prior $U(d_{\min}, d_{\max})$ is used, resulting in the denominator taking the form (derivation can be found in section II of the supplementary material), which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TCBB.2021.3108695,

$$d(\theta_m, \theta) = \frac{d_{\max} - d_{\min}}{4}.\quad (6)$$

The numerator can be approximated using a set of $n$ test points as,

$$E_{\theta, y}[d(\hat{\theta}(y), \theta)] \approx \frac{1}{n} \sum_{i=1}^{n} |\theta_i - \hat{\theta}(y_i)|.\quad (7)$$

Equation (5) can now be rewritten as,

$$E_{\%} = \frac{4}{d_{\max} - d_{\min}} \frac{1}{n} \sum_{i=1}^{n} |\theta_i - \hat{\theta}(y_i)|.\quad (8)$$

Note that $E_{\%}$ is not solely a function of the accuracy of the ANN, it is also related to the numerical, or practical, identifiability of the given model and parameters. Depending on the observed data, a substantial information gain, i.e., an $E_{\%} < 1$ might not be observed using any available inference method. However, for those parameters we can identify, $E_{\%}$ provides an effective means of comparing the different ANN architectures. For this reason, we conduct numerical experiments where we also vary the observed output state variables and the amount of observed data, in addition to the amount of samples from the prior used to train the ANNs.

4.2 Model Training

The training data corresponding to the DNN, PEN and CNN models is pre-computed and is the same for all three architectures for a given experiment. For each layer type, the layer count and width have been kept consistent across architectures in order to minimize the effect of architecture depth and scale. For example, the PEN10 architecture used in experiments corresponding to the CNN architecture shown in Fig. 1 has the same number and scale of convolutional and dense layers as the CNN. The corresponding DNN has the same number and scale of dense layers as the CNN and PEN10.

The PEN number or hyperparameter $n$ in PEN$_{n}$ has been selected based on a grid search in the integer interval $[1, 15]$. We note that $n$ must correspond to the order of the underlying Markovian process, which is 1 in the case of the Lotka-Volterra and genetic oscillator test problems. An empirical comparison of best-performing $n$ value (10) against $n = 1$ is presented in section I of the supplementary material, available online.

Two model training approaches have been explored. A single-shot approach (approach 1) involving gradient descent
using a batch size of 512, and a two stage approach (approach 2) involving two different batch sizes of training data. In the first stage, a relatively small batch size of 32 is used and stochastic gradient descent is used to optimize the ANN model hyperparameters. The numbers of training epochs is determined by the early stopping regularization with the patience parameter being 5 epochs (as in the first approach as well). In the second stage, a batch size of 4,096 is used, along with the same early stopping criterion described above. The motivation for starting with a smaller batch size is as follows.

The ratio of learning rate to the batch size in an important factor controlling stochastic gradient descent (SGD) dynamics [18]. In particular, for a majority of the SGD training update steps, the search moves between valley-like regions of the loss function landscape at a height above the valley floor [19]. This phenomenon allows the optimization process to initially cover greater distance towards the optima as compared to starting with a larger batch size. Consequently, the search towards the optima is accelerated allowing for better generalization for a fixed number of epochs. For a deeper discussion on the effect of batch sizes and learning rates, the reader is referred to [18], [19].

The loss function for model training is the mean squared error (MSE) on the training set, while the early stopping criterion involves calculation of the mean absolute error (MAE) using the validation set. The test set is finally used to calculate the expected estimation distance as in Eq. (4). Approach 2 entails substantially longer training time but delivers quantifiable improvements in model accuracy for all three architectures (e.g., Tables 2 and 9). Approach 1 is used for all except two experiments where it is explicitly mentioned.

## 5 Results

The proposed approach is demonstrated on three test problems. The Lotka-Volterra predator-prey model and the moving average 2 (MA2) model are benchmark parameter inference test problems in literature, and serve to effectively compare the proposed approach to existing methods. The genetic oscillator is a challenging high dimensional test problem and serves to demonstrate the scalability of the proposed approach.

### 5.1 The Moving Average 2 Model

The moving average model is a relatively simple and popular benchmark example used in ABC [2] and ANN summary statistics literature [6], [7]. The typical model setting considered herein (and in works above) allows exact calculation of the posterior distribution. Manually selected summary statistics for the moving average model include autocovariance at various lag intervals, and have been extensively studied [2], [7]. The moving average model is therefore a good choice for benchmarking new summary statistic selection methods in an ABC context. The experimental settings follow [7].

The moving average model of order \(q\), MA(\(q\)) is defined for observations \(X_1, \ldots, X_p\) as [6],

\[
X_j = Z_j + \theta_1 Z_{j-1} + \theta_2 Z_{j-2} + \ldots + \theta_q Z_{j-q}, \quad j = 1, \ldots, p,
\]

where \(Z_j\) represents latent white noise error terms. This work considers \(q = 2\) with experimental settings matching [6], [7] including \(Z_j \sim N(0, 1)\). The MA(2) model is identifiable in the following triangular region,

\[
\theta_1 \in [-2.2], \quad \theta_2 \in [-1.1], \quad \theta_2 + \theta_1 \geq -1.
\]

The training data for all ANN architectures is sampled uniformly over this region. The training, validation and test set sizes are set to \(10^6, 10^5, 10^5\) samples respectively, matching the configuration in [6]. The DNN architecture (3-layer, 100 neurons per layer) is also set to mirror the settings in [6]. The evolution of ANN model accuracy with varying size of training data is also explored, in addition to overall model accuracy over \(10^6\) training samples. Model training approach 1 (Section 4.2) is used in all experiments for this test problem.

Table 1 compares the performance of the DNN, PEN and CNN architectures on the MA(2) model. The configuration for the PEN\(_{10}\) variant follows [7]. The performance of all architectures is comparable for the relatively simple MA(2) model. It can be observed that the PEN and CNN architectures outperform DNN in a majority of cases, especially for smaller training sets. As the training sets grow in size, the performance deficit between the architectures diminishes substantially.

A visual comparison of estimated posteriors is shown in Fig. 2. In order to estimate the posterior, the ABC reference table method was used with 0.01% acceptance ratio (50 samples accepted out of \(5 \times 10^5\) trials). The training, test, validation and ABC trial data samples were consistent and the same across different architectures. In order to calculate the exact posterior distribution, the Random Walk Metropolis-Hastings method was used. Kernel Density Estimation (KDE) was used to visualize the exact posterior.

The posterior estimates in Fig. 2 reflect comparable performance between PEN and CNN architectures for larger training set sizes. The DNN architecture in comparison is less data-efficient with the posterior estimates showing larger variation from the true posterior. It can also be observed that \(10^4\) training samples are enough for the PEN

| Network | \(E_{\%}\) for Inference on the MA(2) Model for Training Set Sizes \(10^6\) |
|---------|------------------------------------------------------------------|
| DNN     | 0.676 ± 0.037                                                    |
| PEN\(_{10}\) | 0.499 ± 0.133                                                |
| CNN     | 0.531 ± 0.180                                                   |

\(E_{\%}\) is calculated in relation to \(\theta_{true} = (0.6, 0.2)\) instead of a uniformly generated test set, and is often used [6], [7] in benchmark parameter inference experiments with the MA(2) model. The values represent the mean and standard deviation over 10 independent experiments.

**TABLE 1**

| Network | \(E_{\%}\) for Inference on the MA(2) Model for Training Set Sizes \(10^6\) |
|---------|------------------------------------------------------------------|
| DNN     | 0.474 ± 0.010                                                    |
| PEN\(_{10}\) | 0.221 ± 0.005                                                |
| CNN     | 0.198 ± 0.007                                                   |

**Approach 1**
and CNN architectures to be used as accurate high-quality summary statistics.

5.2 The Lotka-Volterra Model

The Lotka-Volterra model describes predator-prey population dynamics and is a popular likelihood-free test problem. Here we consider a model variant characterized as a stochastic Markov jump process [20] simulated using the stochastic simulation algorithm (SSA) [21]. The model consists of three events - prey reproduction, predation (predator hunts prey and takes part in reproduction) and predator death. The following equations describe the three events,

\[ X_1' = X_1, \quad X_1 + X_2' = C_0, \quad X_2' = X_2 . \]

The parameters \( \theta = \{ \theta_1, \theta_2, \theta_3 \} \) control the three events described above with rates \( \theta_1 X_1, \theta_2 X_1 X_2, \theta_3 X_2 \) respectively. The initial conditions of the model are set to be \( X_1 = 50 \) and \( X_2 = 100 \). Each time series consists of 30 observations from \( t = 0 \) till \( t = 30 \) with a resolution of 1 time step. The true parameters of the inference problem are \( \{ 1.0, 0.005, 0.6 \} \). In certain regions of the parameter space where \( \theta_1 \) is large and \( \theta_2 \) is small, the prey population can grow (or explode) to a very large value, causing extremely long simulation times. In order to mitigate the effect of such samples, a simulation timeout value (1 second) is specified to the stochastic simulation algorithm (SSA) solver. The samples that exceed the timeout duration are discarded, and new samples from the prior are substituted in exchange.

The training data are sampled uniformly in the interval \([0.005, 6.0]\) for all three parameters \( \theta_1, \theta_2 \) and \( \theta_3 \). The training set size is varied in \([3 \times 10^4, 10^5, 2 \times 10^5, 5 \times 10^5]\). The DNN and PEN architectures follow description from [6] and [7] respectively. Both species - predator and prey take part in the parameter inference process. Model training approach 2 (Section 4.2) is used in all experiments for this test problem.

Table 2 compares the informativeness (in terms of the \( E \% \) measure) of the three ANN architectures over varying training set sizes in \([3 \times 10^4, 5 \times 10^4]\). The values represent the mean and standard deviation of \( E \% \) values over 10 distinct repetitions. Each repetition consists of a uniformly sampled training set (of the size specified in the table), a uniformly sampled validation set of \( 2 \times 10^4 \) samples used in the training process, and a uniformly sampled test set of \( 10^5 \) samples used to calculate the \( E \% \) values in Table 2. The training, validation and test data used in each repetition is consistent and the same for all 3 ANN architectures to enable a fair comparison.

It is observed that the CNN architecture is consistently more informative as compared to the PEN and DNN architectures. The difference in learning capabilities is starkest when the training set size is most limited, i.e., \( 3 \times 10^4 \) samples. As training set size increases, the gap in learning capabilities of the CNN and PEN architectures narrows. The DNN struggles in comparison due to the nature of the data. The oscillatory nature of time series’ and local patterns from the Lotka-Volterra model are better characterized and represented as features by the CNN and PEN architectures. In case of the CNN, the convolutional window enables learning local patterns and discriminating time series features, while the PEN architecture leverages partial (local) exchangeability to accomplish the same. The DNN is fully connected, and not
conditioned on subsets of the input time series - therefore, it is unable to learn local informative patterns.

Fig. 3 depicts the estimated posterior distributions of 500 samples each, inferred using Sequential Monte Carlo - ABC (SMC-ABC). ANN architectures trained using $2 \times 10^5$ samples were used as summary statistics for SMC-ABC. In addition, comparison without using any summary statistics, i.e., using raw time series is also included. The tolerance thresholds ($\epsilon$'s) are selected using a relative scheme, where the 20th percentile value of the ABC distances from the previous round is selected as $\epsilon$. It can be observed that the posterior mode in case of CNN summary statistics is closer to the true parameter value as compared to $\text{PEN}_{10}$ in the inference task for $\theta_3$. Conversely, the posterior mode corresponding to $\text{PEN}_{10}$ summary statistics is closer to the true parameter value in the case of $\theta_1$. Using the raw time series results in the posterior mode being closest to the true parameter value in the final SMC-ABC generation for inferring $\theta_2$, with the DNN being next-best. It is also interesting to note that the ANN architectures deliver better inference performance as compared to not using any statistic (raw time series) in generation 4. The $\text{PEN}_{10}$ and CNN architectures are found to perform closely across generations.

### 5.3 A High-Dimensional Genetic Oscillator

We next consider a complex, high-dimensional biochemical reaction network with oscillatory behavior [22]. The network involves 9 species undergoing 18 reactions parameterized by 15 reaction constants (Fig. 4b). The model is a gene regulatory network based on a positive-negative feedback loop mimicking a circadian clock where the activator protein $A$ binds to the corresponding gene promoter site to up-regulate transcription, but it also activates transcription of a repressor protein $R$ which in turn reacts with $A$ to form a new complex $C$, thus sequestering the activator. This model was one of the first realistic gene regulatory models to highlight the impact of intrinsic noise due to low copy numbers of the species. In particular, the system’s dynamics are robust under intrinsic noise in the chemical reactions, and in fact, the model suggests an increased robustness to fluctuations in parameters as compared to deterministic models using ordinary differential equations. To incorporate intrinsic noise, the model is realized as a continuous-time discrete space Markov chain where the probability of a reaction occurring at a certain state of the system is governed by the chemical master equation.

Fig. 4b depicts the biochemical reaction network. $D_A$ and $D'_A$ correspond to the copy numbers of the activator gene with and without $A$ bound to its promoter, respectively. The same applies for $D_R$ and $D'_R$ for the repressor gene.

Transcription rates to mRNA ($M_R$ and $M_R$) are denoted by $\alpha$ parameters, while translation rate parameters into activator and repressor proteins are denoted by $\beta$. Other parameters, $\delta$ denote rates of spontaneous degradation, $\gamma$ the rates of binding of $A$ to other species, and $\theta$ denotes the rates of unbinding of $A$ from those species. Finally, a complex $C$ is formed by the reaction between $A$ and $R$. The set of chemical reactions is shown in Eq. (9),

where the range of reaction-rate parameters considered here are found in Table 3. Python code implementing the network is part of the StochSS example library [23]. For all numerical experiments, we generate synthetic data using GillesPy2 as part of the StochSS suite of tools.

$$
\begin{align*}
D_A &\xrightarrow{\theta_A} D_A, \\
D_A, A &\xrightarrow{Y_A} D_A, A, \\
D'_A &\xrightarrow{\theta_A} D'_A, \\
D'_A, A, R &\xrightarrow{Y_C} C, \\
D_R &\xrightarrow{\delta_R} D_R, A, \\
D_R &\xrightarrow{\delta_R} D_R, M_R, \\
D'_R &\xrightarrow{\alpha_R} D'_R, M_R, \\
M_A &\xrightarrow{\delta_{MR}} M_R, \\
M_A &\xrightarrow{\beta_R} M_R, R, \\
M_A &\xrightarrow{\beta_A} A, M_A, \\
R &\xrightarrow{\delta_R} F, \\
D'_A &\xrightarrow{\theta_A} D'_A, A, \\
C &\xrightarrow{\delta_A} R.
\end{align*}
$$

It is shown in [22] that the change of certain reaction rate parameters have negligible effect on the underlying behavior of the model (oscillations), including degradation rates of mRNAs ($\delta_{MR}$ and $\delta_{MA}$) and the translation rates of the main proteins ($\beta_A$ and $\beta_R$). Thus, from an inference point of view these should be harder to infer compared to, for example, the degradation rates of the proteins ($\delta_R$ and $\delta_A$), which are known to have a large impact on the periodicity of the oscillations. In general we expect reaction rates associated with the low-level dynamics of the system (transcription) to be more difficult to infer if the observable target lack any of the mRNA species.

The first part of the experiments focuses on the accuracy of the summary statistics/predicted parameters $\theta$ over the prior domain. As a baseline, we consider the time series of the single species $\{C\}$ over a uniform prior bounded by $\text{dmin}$, $\text{dmax}$ defined in Table 3.

The training data consists of $N = 3 \times 10^4$ samples, with a validation set of $2 \times 10^4$ samples and a test set of $10^5$ samples. The $E_{\%}$ values in the tables represent the mean over all samples in the test set. Please note that we will also use $E_{\%}$ to measure parameter inference quality in addition to model informativeness. In case of inference quality, $E_{\%}$ measures the information gain from the posterior over the prior. Two ANN configurations are explored in this work: setup 1 (convolutional layers [25, 50, 100], dense layers [100, 100]) trained...
Fig. 3. Lotka-Volterra model: Estimated posterior with SMC-ABC using different architectures as summary statistics, and using no summary statistics (raw time series as statistics - denoted as Raw TS above).
using approach 1 (Section 4.2), and setup 2 (convolutional layers [32, 48, 64, 96], dense layers [400, 400, 400]) trained using approach 2 (Section 4.2). Setup 2 involves larger ANN models for all three architectures trained using a computationally more expensive approach in order to evaluate the potential gains in model accuracy. The time vector for simulating the oscillator model is \( t = \{0 : 200 : 0.5\} \) unless otherwise stated.

To investigate the performance of the approach we conducted a series of numerical experiments. First, we compare the three architectures in terms of inference accuracy and training cost. Then, for the CNN, we consider a number of scenarios related both to experimental setup and to the cost of simulation to evaluate the potential of the ANN inference approach in practice for a realistic system. Specifically, we vary the observed species and the amount of observed data, and we also look at the impact of the amount of simulated training data on the performance.

### 5.3.1 Comparison of the Three Network Architectures

Table 5 compares the ANN estimated posterior (on a test set of \(10^7\) samples) against the established approximate sufficiency (AS) method [25] in terms of \(E_{\xi}\). Larger architectures described in setup 2 were used for all 3 ANN architectures with consistent layer size and scale for each layer type. For reference, ABC inference using the complete pool of available summary statistics is also shown. The candidate pool of summary statistics is shown in Table 4 and includes mean, median, sum of values, standard deviation, variance, max and burstiness [26]. The most frequently selected statistics are variance and burstiness, and were used for performing ABC inference in conjunction with AS for results depicted in Table 5. It can be seen that no substantial improvement is obtained using AS over using all available traditional summary statistics. The CNN and PEN10 summary statistics however, result in a very significant improvements with the CNN performing the best overall. The results also highlight the advantage of the proposed method (and of estimated posterior mean in general as a summary statistic) in cases where the candidate pool of statistics might not contain sufficient discriminating ability to allow high quality inference. In such cases, using a highly expressive approximator of the posterior mean (such as the CNN) allows automatic learning of high fidelity summary statistics.

As mentioned earlier when introducing the genetic oscillator, we expect kinetic rate parameters associated with the transcriptions to be more difficult to infer when using only e.g species \(\{C\}\) as input to the CNN, which is justified in Table 5 (observe the high \(E_{\xi}\) for some \(\alpha, \theta\) and \(\gamma\) parameters). However, \(\alpha_A\) performs very well.

Table 6 lists the training times and model sizes of the different ANN architectures trained using setup 1. The DNN is the fastest but also the least informative of the three architectures. The CNN had also the slowest training time and largest number of trainable parameters.

Table 7 depicts a test for the three architectures in inferring the parameters based on differing species, time series range and resolution. Each cell in the table represents the mean and standard deviation in \(E_{\xi}\) over 10 distinct repetitions. Each repetition involved a distinct uniformly sampled training, validation and test set that is kept consistent for all 3 architectures to enable a fair comparison. We wanted to observe the trade-off between inference quality and the resolution of time points and the time range. Setup 1 was used for all 3 ANN architectures. The values represent the mean posterior estimation error (\(E_{\xi}\)) averaged over all 15 parameters. The proposed CNN architecture delivers inference

---

**Table 3**

| Parameter | Lower Bound | Upper Bound |
|-----------|-------------|-------------|
| \(\alpha_A\) | 0.01 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| \(\alpha_{A'}\) | 100 | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |
| \(\alpha_R\) | 400 | 40 | 80 | 120 | 160 | 200 | 240 | 280 | 320 | 360 | 400 |
| \(\beta_A\) | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| \(\beta_R\) | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| \(\delta_{MA}\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\delta_{MR}\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\delta_A\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\delta_R\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\gamma_A\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\gamma_R\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\gamma_C\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\theta_A\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\theta_R\) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

**Table 4**

| Statistic | sum. val. | median | mean | std. dev. | var. | max | burstiness |
|-----------|-----------|--------|------|-----------|------|-----|------------|
| Frequency | 1         | 6      | 1    | 8         | 13   | 7   | 16         |
with the smallest error in an overwhelming majority of cases. Overall we also observe that the increase of more molecular species used as input to the ANNs also increases the quality of inference.

In order to better understand the nature of the two well-performing architectures - CNN and PEN, Table 8 presents the percentage change in $E_{\text{val}}$ between subsequent time series end points. The CNN benefits the most from higher sampling resolution and longer time series length to extract descriptive features. In cases where the observed time series is short ($\leq 50h$) and sparse (time step $\geq 1$), the PEN architecture is a better choice. In these 2 cases the PEN is able to be more data efficient and exploit partial exchangeability by viewing the time series as sets instead of ordered data. In short time series with large intervals between observations (step sizes), there is not enough detail as ordered data for approaches like the CNN to work effectively. On the other hand, by viewing the sparse and short time series as sets, the PEN is able to extract partial sets such as oscillating patterns.

5.3.2 The Effect of the Observed Species on Inference Quality for the CNN

Next we conducted a series of experiments in which we used the CNN and varied larger sets of observed species compared to Table 7 (either single species or combinations of species). The purpose of this was to gain insight into whether or not we can improve inference quality for certain parameters by including certain species or combinations of species as input to the CNN. Setup 1 was used for all 3 architectures for this experiment.

Fig. 5 shows a mapping of inference quality in terms of $E_{\text{val}}$ for Inference Based on Time Series Responses of Species $\{C\}$, and for ABC Parameter Inference Using Summary Statistics Selected by AS and Using All Available Statistics (in Table 4)

| Param. | $\alpha_A$ | $\alpha_A$ | $\alpha_R$ | $\beta_A$ | $\beta_B$ | $\delta_{UA}$ | $\delta_{UR}$ | $\delta_A$ | $\delta_B$ | $\gamma_A$ | $\gamma_B$ | $\theta_A$ | $\theta_R$ | mean |
|--------|------------|------------|------------|-----------|-----------|--------------|-------------|----------|----------|----------|----------|----------|----------|-------|
| CNN    | 0.392      | 0.402      | 0.639      | 1.009     | 1.378     | 0.893        | 0.904       | 0.928    | 0.890    | 0.532    | 0.514    | 0.490    | 0.893    | 0.385 |
| PEN$_{10}$ | 0.512      | 0.532      | 0.744      | 0.785     | 1.936     | 0.997        | 0.931       | 1.352    | 1.289    | 1.151    | 1.214    | 1.161    | 1.652    | 1.087 |
| DNN    | 0.920      | 0.938      | 0.990      | 1.785     | 1.936     | 0.997        | 0.931       | 1.352    | 1.289    | 1.151    | 1.214    | 1.161    | 1.652    | 1.087 |

The ABC trial budget mirrors training set size of $3 \times 10^5$ data samples.
seen that species \(C\) results in overall least error in estimating the posterior mean, which is not surprising since \(C\) is the final product and common component of the biochemical network. However, certain species are more informative towards inferring certain parameters, which is intuitive considering species-parameter reaction relationships within the genetic oscillator. For example, the rate parameters associated with translation and degradation of proteins get a small increase in quality when single proteins are used as input to the CNN. Similarly, we observe slightly better performance for rate parameters associated with transcription and degradation of mRNAs when including mRNAs as input. Intuitively, if we combine mRNAs and proteins in combinations of two as demonstrated in Fig. 5c one can expect to get a combined performance from Figs. 5a and 5b. We observe only a small increase in performance for these combinations. Again, as proteins in combinations of two are used, we observe an increase of performance for rate parameters directly coupled to proteins reactions. As we increase the the size of combinations to 3 (Fig. 5e) and 5 (Fig. 5f) the results outperform the quality of lower dimensional combinations. This can be motivated by the fact that several species are needed to infer the highly non-linear complexity within the model and we start to see benefits of the expressive power and scalability of CNN for high dimensional problems. In Fig. 5f we also compare the performance to other architectures, where the CNN stands as the best performing architecture. The reason \(\alpha_j\) parameter is so difficult to infer (black edges in Fig. 5) is unfortunately out of our comprehension.

In practice, simultaneously observing the trajectories of more than one species is experimentally challenging but recent advances in single-cell quantification of both RNA and protein levels are promising [27], [28], [29].

For further discussion around using 5 species (all mRNAs and proteins), we refer the readers attention back to Table 7 (the relationship between simulation resolution in terms of or step size and total simulation time). We observe that as the step size increases and the final step decreases, the inference quality declines. This is intuitive as higher temporal resolution allows the convolution operator to characterize more detailed and accurate features over the input time series. This allows the CNN to incorporate more degrees of differentiation between the fine patterns present within time series from the genetic oscillator, and how they affect parameters \(\theta\). Also, the results are intuitive as longer simulation lengths will incorporate distinct oscillating patterns (e.g., see Fig. 4a) with larger periods, providing better discrimination abilities to the CNN. As a final evaluation

![Fig. 5. Single and multi-species input to CNN. Each edge in the graph corresponds to the particular species used. \(E_{\%}\) values are mapped to a color scheme seen in graph (f), where lighter shades correspond to low values and darker to high values. If \(E_{\%} > 1\) the edge color is black. Graph (f) uses all mRNA and proteins available in the model and compare \(E_{\%}\) between different architectures.](image-url)
and in order to gauge the potential gains in mean $E_R$ using setup 2, CNN models for 3 (IC, A, R), practical in scenarios where protein levels are measurable) and 5 (IM, MR, C, A, R), our best performing combination) species were evaluated. The resulting mean $E_R$ values are 0.535 and 0.405 respectively. The use of setup 2 delivered these gains at the cost of $\sim 3.5$ times increase in training time.

### 5.3.3 Effect of Training Data Size on Inference Quality

We next focus on the actual cost of performing inference with the ANNs. Since the main cost is to generate the simulated training data, we study the effect of the training set size on the inference performance.

Table 9 depicts the relationship between the size of the training set and inference error in the form of $E_R$. The CNN architectural training used setup 2 is used to study the effect of varying training set sizes. The largest training set size ($3 \times 10^5$ samples) leads to the least error, but the improvements over a training set of $2 \times 10^5$ samples are negligible. The most significant step up in inference accuracy is reflected when moving from a training set of $3 \times 10^5$ samples to $10^5$ samples. For the considered problem, the training set size of $10^5$ samples appears to strike a fine balance between error in estimating the posterior mean and required training set size.

### 6 Conclusion

This paper presented the convolutional neural networks architecture for learning summary statistics for use in approximate Bayesian computation. In general, the proposed summary statistic learning framework can be used in any likelihood-free parameter inference framework that makes use of summary statistics to compare observed data and simulated responses. The network learns the mapping from time series responses $y = f(\theta)$ to control parameters $\theta$, which characterizes the estimated posterior mean and effectively represents the learned summary statistics. The proposed convolutional architecture is compared to state-of-the-art deep neural network and partially exchangeable network architectures on two small-scale benchmark test problems and a large-scale high-dimensional biochemical reaction network example. All three architectures perform well on small-scale test problems (the moving averages MA (2) and Lotka-Volterra predator-prey models), while the proposed convolutional architecture outperforms existing approaches in case of the large-scale high-dimensional stochastic biochemical reaction network test problem. The proposed architecture is shown to be robust and versatile with respect to varying problem complexity and training set size. In systems biology the parameter inference problem is highly interesting with the rapid improvements in high-throughput experimental techniques to observe single-cell, temporal and molecular-level data. However, there is a lack of benchmark problems of sufficient complexity. In this paper we have empirically and systematically assessed inference quality for a complex high-dimensional network [22] under various assumptions on the data quality and richness. It is our hope that this will also serve general methods development in systems biology well by providing a documented benchmark with real-world relevance. As future work, we plan to further develop ANN model-driven approaches and to introduce adaptive sampling algorithms for obtaining efficient training data for the model, and automatic hyperparameter optimization of the ANN models.
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