Abstract—Human gesture recognition with Radio Frequency (RF) signals has attained acclaim due to the omnipresence, privacy protection, and broad coverage nature of RF signals. These gesture recognition systems rely on neural networks trained with a large number of labeled data. However, the recognition model trained with data under certain conditions would suffer from significant performance degradation when applied in practical deployment, which limits the application of gesture recognition systems. In this paper, we propose an unsupervised domain adaptation framework for RF-based gesture recognition aiming to enhance the performance of the recognition model in new conditions by making effective use of the unlabeled data from new conditions. We first propose pseudo-labeling and consistency regularization to utilize unlabeled data for model training and eliminate the feature discrepancies in different domains. Then we propose a confidence constraint loss to enhance the effectiveness of pseudo-labeling, and design two corresponding data augmentation methods based on the characteristic of the RF signals to strengthen the performance of the consistency regularization, which can make the framework more effective and robust. Furthermore, we propose a cross-match loss to integrate the pseudo-labeling and consistency regularization, which makes the whole framework simple yet effective. Extensive experiments demonstrate that the proposed framework could achieve 4.35% and 2.25% accuracy improvement comparing with the state-of-the-art methods on public WiFi dataset and millimeter wave (mmWave) radar dataset, respectively.
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I. INTRODUCTION

HUMAN gesture recognition plays an important role in human-computer interaction systems, which could be applied to smart home, smart driving and virtual reality, etc. Traditional approaches adopt cameras [1], [2], wearable devices and phones [4], [5] as the sensing front-end, which however suffer from inherent drawbacks including privacy leakage, inconvenience, and limited sensing range. To address this issue, significant efforts [12]–[15], [39]–[42], [67]–[73] have recently been made to achieve RF-based human gesture without letting the monitored subject carry any dedicated device. These systems recognize gestures by perceiving RF signals (e.g., WiFi or mmWave signals) variations caused by human gestures. However, the signals arriving at the receiver are not only determined by human gestures, but also significantly affected by the conditions of data collection. As a result, there exists huge discrepancies among data collected under one condition and another, which makes the recognition system suffer from severe performance degradation when deployed under new conditions.

Generally, RF signals are affected by three factors irrelevant to gesture: the environment for data collection, the subject which performs gesture, the location and orientation of the subject, which can be summarized using the term “domain”. The source domain data denotes the signals collected under specific conditions, which are adopted to train the recognition model. The signals collected under new conditions are referred as target domain data, which are obtained in practical deployment and unseen for the recognition model. With the data discrepancies between these two domains, the performance of existing human gesture systems are limited in real-world deployment.

To resolve this problem, existing methods have investigated new mathematical models to eliminate the effects of domain factors [16], [17], neural network architectures to extract domain-invariant features [18], [19], [46]. However, the performance enhancements by these investigations are still limited, which makes the problem still unresolved. To tackle this challenge, we have noted that all these methods optimize the system using the labeled source domain data in a supervised manner. Due to the lack of labels in target domain, the information in the target domain data are actually wasted.

In this paper, we propose an unsupervised domain adaptation framework for RF-based human gesture recognition to improve the performance on unlabeled target domain. The basic idea is to employ the pseudo-labeling and consistency regularization to make effective use of the unlabeled target domain data in an unsupervised manner. The pseudo-labeling can generate pseudo labels from unlabeled target domain data to train model, and the consistency regularization is to eliminate the feature discrepancies in different domains for enhancing the robustness of neural network. However, deploying the pseudo-labeling and consistency regularization is non-trivial and we face three challenges:

i) Obtaining the pseudo labels of the unlabeled target domain data and utilizing them to training the model is an important process. However, the existing works [81], [82] show that incorrect pseudo labels are inevitable due to the limitation of the recognition model and the gap between
source domain and target domain, which leads to significant performance degradation of the model.

ii) Data augmentation methods are necessary to consistency regularization. However, unlike optical images, the semantic information in RF signals are usually not interpretable intuitively. The data augmentation methods including flipping and rotating for optical images would change the semantic information of the RF signals, which would be harmful to model training. Hence, we need to design effective data augmentation methods for RF signals.

iii) The proposed framework utilizes the unlabeled new domain data in an unsupervised manner. Computing and optimizing the two unsupervised losses (self-supervised loss and consistency regularization loss) would bring about the considerable computational burden, which greatly weakens the real-time performance of the system.

In this work, to attenuate the negative effects of incorrect pseudo labels on recognition model, we propose a confidence constraint loss to enhance the effectiveness of pseudo-labeling. To strengthen the performance of the consistency regularization, we design two corresponding data augmentation methods based on the characteristic of the RF signals. Moreover, we propose a cross-match loss integrating pseudo-labeling and consistency regularization to alleviate the computational burden.

The main contributions of our work are summarized as following:

(1) We propose an unsupervised domain adaptation framework for RF-based human gesture recognition, which can utilize the unlabeled target domain data to improve the performance of the recognition model.

(2) We propose a cross-match loss combing pseudo-labeling and consistency regularization, which could utilize the unlabeled target domain data to train in a self-supervised manner and eliminate the feature discrepancies in different domains.

(3) We propose a confidence constraint loss to enhance the effectiveness of pseudo-labeling, and design two corresponding data augmentation methods based on the characteristic of the RF signals to strengthen the performance of the consistency regularization, which can make the framework more effective and robust.

(4) We conduct comprehensive experiments on the two RF public datasets (i.e., Wi-Fi dataset and mmWave radar dataset). The proposed framework achieves state-of-the-art results, which demonstrates that our framework is effective and universal for different kinds of RF signals.

The rest of this paper is organized as follows. Section II introduces the related work. Section III formulates the problem. Section IV introduces the system overview, recognition model and the proposed unsupervised domain adaptation framework. Section V presents the experiments on the two RF signals, the performance of the cross domain evaluations and the ablation study. Section VI concludes this paper.

II. RELATED WORK

The proposed framework is mainly related to three techniques: cross domain gesture recognition, unsupervised domain adaptation and semi-supervised learning.

A. Cross Domain Gesture Recognition

Wireless human sensing techniques [65], [66], [74]–[76], [78] have drawn considerable attentions and made great progresses in recent years. Since human gesture recognition plays an important role in human-computer interaction, researchers have explored how to achieve gesture recognition with RF signals. There are many prior works focusing on cross domain gesture recognition to reduce data collection and labeling efforts to generalize the recognition model, which can be roughly divided into two categories: WiFi-based and mmWave-based methods.

Among the WiFi-based methods, WiAG [16] and Widar3.0 [17] construct mathematical models to derive domain-invariant features. CrossSense [18] proposes an offline trained ANN-based roaming model mapping features from one environment to another. EI [19] uses an adversarial training scheme together with several constraints to generalize the model to new environments and new subjects. For the mmWave-based models, Liu et al. [44] extract dynamic variation of gestures from mmWave signals and design a lightweight CNN to recognize gestures. MmASL [45] designs a multi-task deep neural network to achieve American sign language recognition. RadarNet [46] designs an efficient neural network and collects a large scale dataset to train a robust model. However, even though the above methods have achieved the decent performance, the progress is limited and costly. The main reason is that these methods can not make effective use of the information in the target domain data to adapt the recognition model due to lack of the labels. In this paper, we propose an unsupervised domain adaptation framework for RF gesture recognition to make effective use of the target domain data without labels, which can enhance the performance of the recognition model on the target domain.

B. Unsupervised Domain Adaptation

The Unsupervised Domain Adaptation (UDA) models assume that the source domain has sufficient labels, while the unlabeled target domain participates the model training in an unsupervised manner [55]. Several approaches are adopted to learn domain-invariant features through different metrics, e.g., Maximum Mean Discrepancy (MMD) [57], [58]. Contrastive Adaptation Network (CAN) [59] optimizes the metric for minimizing the domain discrepancy, which explicitly models the intra-class domain discrepancy and the inter-class domain discrepancy. Deep Adaption Network (DAN) [57] adapts the high-layer features with the multi-kernel MMD criterion. Adversarial discriminative domain adaptation (ADDA) [60] learns a discriminative representation using the source labels, and then, a separate encoding that maps the target data to the same space based on a domain-adversarial loss is used. General to Adapt (GTA) [61] introduces a symbiotic relation between the embedding network and the generative adversarial network. Some other methods aim to learn a feature extractor to extract the domain-invariant features, and maintain the representation consistency through minimizing the reconstruction error between domains. For example, Domain Adversarial Neural Network (DANN) [63] proposes a domain-adversarial
training method to promote the emergence of features that are discriminative for the main learning task on the source domain. Unsupervised Image-to-Image Translation (UNIT) \cite{64} makes a shared-latent space assumption and proposes an unsupervised image-to-image translation framework based on Coupled GANs. Different from existing methods based on vision modality, our work focuses on how to design effective framework for RF-based gesture recognition systems.

C. Semi-Supervised Learning

Semi-supervised learning (SSL) \cite{25}, \cite{27}, \cite{29}, \cite{47}–\cite{49} leverages unlabeled data to improve the performance of models when limited labeled data is provided, which alleviates the expensive labeling process efficiently. Some recently proposed semi-supervised learning methods, such as MixMatch \cite{48}, FixMatch \cite{27}, and ReMixMatch \cite{47} are based on augmentation viewpoints. MixMatch \cite{48} uses low-entropy labels for data-augmented unlabeled instances and mixes labeled and unlabeled data for semi-supervised learning. FixMatch \cite{27} generates pseudo labels using the model’s predictions on weakly augmented unlabeled images. ReMixMatch \cite{47} uses a weakly-augmented example to generate an artificial label and enforce consistency against strongly-augmented examples. Semi-supervised domain adaptation has more information about some target labels compared with UDA, and some related works \cite{50}–\cite{54} have been proposed leveraging semi-supervised signals. Specifically, in \cite{51}, a minimax entropy approach is proposed that adversarially optimizes an adaptive few-shot model. In \cite{52}, the learning of opposite structures is unified whereby it consists of a generator and two classifiers trained with opposite forms of losses for a unified object. The design of the proposed framework is inspired by the principles of SSL, while we focus on domain adaption for RF signals, which has not been considered in existing works.

III. Problem Formulation

Given $N$ source domain gesture data $\{X_s, Y_s\}_{i=1}^N$ with labels and a target domain gesture data $X_t$ without labels, the recognition model is trained using the source domain data and tested on the target domain. Especially, to enhance the performance of the recognition model on target domain, the recognition model is allowed to utilize the target domain data without the labels. However, the target domain data can not be directly utilized for training model due to lack of labels. Thus, the recognition model trained using only the source domain data suffers from the performance degradation when applied on the target domain.

To tackle the problem, an unsupervised domain adaptation framework is proposed to make effective use of the unlabeled target domain data to enhance the performance of the gesture recognition model on the target domain.

IV. Methodology

Existing gesture recognition systems capture RF data frames and feed data into neural network models after pre-processing. The proposed framework is built upon this pipeline which utilizes both labeled source domain data and unlabeled target domain data to optimize the neural network model as shown in Fig. 1. Specifically, we first generate pseudo labels for unlabeled target domain data with confidence control to utilize these data for model training. We then utilize consistency regularization to eliminate the feature discrepancies in different domains. Furthermore, we propose a cross-match loss combining the pseudo-labeling and consistency regularization, which makes the whole framework simple yet effective. Finally, we
design a confidence constraint loss and two data augmentation methods based on the characteristic of RF signals to enhancing the performance of our framework. In the following, we will introduce our framework in detail.

A. Gesture Recognition Model

We adopt a neural network model combing Convolutional Neural Network (CNN) layers and Gated Recurrent Units (GRU) as the gesture recognition model as shown in Fig. 2. Specifically, the input data $X$ are first fed into 2D CNN layers, max-pooling layers and dropout layers for feature extraction. Then, the features are flattened and fed into fully-connected layers with ReLu activation to obtain higher level representation $\{U_i\}_{i=1}^T$. Finally, $\{U_i\}_{i=1}^T$ is fed into GRUs to further extract temporal information. The output of the neural network can be expressed as

$$\hat{Y} = G(X; \theta),$$

where $\theta$ denotes the parameters of the recognition model $G$, $\hat{Y}$ denotes the output label of gesture category.

In conventional gesture recognition systems, researchers utilize the labeled source domain gesture data $X_s$ with label $Y_s$ to train the recognition model then deploy the model in practical systems. However, due to the data discrepancies among different domains, the model trained on source domain would suffer from significant performance degradation in target domain. To resolve this problem, in the paper, an unsupervised domain adaptation framework is proposed to enhance the performance of gesture recognition model by making effective use of the unlabeled target domain RF data.

B. Unsupervised Domain Adaptation Framework

1) Input and Output: The proposed framework utilizes both the labeled source domain data and unlabeled target domain data to train the recognition model. We first select $B$ labeled data $\{x_t, y_t\}$ from the source domain gesture data pool $\{X_s, Y_s\}$ and $\mu B$ unlabeled data $x_t$ from target domain gesture data pool $X_t$, where $B$ is the batch size of the labeled data at every iteration, $\mu$ is a hyper-parameter. Then we perform data augmentation on $x_t$ to obtain data $x_t^{aug}$. The data augmentation operation is denoted by $A(\cdot)$, which would be introduced in the following. After that, the source domain labeled data $x_s$, unlabeled target domain data $x_t$, and augmented version data $x_t^{aug}$ are concatenated as follows:

$$x_t^{aug} = A(x_t),$$

$$X = x_s \oplus x_t \oplus x_t^{aug},$$

where $\oplus$ denotes the concatenation operation of the matrix.

After $X$ being fed into the recognition model, the predictions $\hat{Y}$ can be obtained, which is composed of three parts as follows:

$$\hat{Y} = \hat{y}_s \oplus \hat{y}_t \oplus \hat{y}_t^{aug},$$

where $\hat{y}_s$ is the predictions of $x_s$, $\hat{y}_t$ represents the predictions of $x_t$, and $\hat{y}_t^{aug}$ denotes the predictions of $x_t^{aug}$.

2) Supervised Loss: Due to the fact that $\hat{y}_s$ have the labels $y_s$, we can directly compute the cross-entropy loss between $\hat{y}_s$ and $y_s$ as follows:

$$L_s = -\frac{1}{B} \sum_{i=1}^{B} y_s^{(i)} \log (\hat{y}_s^{(i)}).$$

By computing the supervised loss $L_s$, the source domain data $\{X_s, Y_s\}$ are utilized to train the recognition model. The supervised loss is the component of the objective function that is adopted to compute the gradients and update the parameters during the training. Moreover, due to the $\hat{y}_t$ and $\hat{y}_t^{aug}$ lacking of the labels, we adopt the pseudo-labeling and consistency regularization to make effective use of them in an unsupervised manner.

3) Pseudo-labeling: To make effective use of the unlabeled target domain data, we first utilize the pseudo-labeling to generate pseudo labels of target domain data. Specifically, with the output $\hat{y}_t$, we adopt the largest prediction score which surpasses the threshold $\tau$ as the pseudo label, which can be expressed as:

$$y_t^{p(j)} = \begin{cases} 1, & \hat{y}_t^{(j)} \geq \tau, \\ 0, & \text{otherwise}. \end{cases}, \quad j = 1, 2, ..., C,$$

where $C$ denotes the number of gesture classes. After obtaining the pseudo labels $y_t^{p}$, the self-supervised loss $L_{self}$ is computed as follows:

$$L_{self} = -\frac{1}{P} \sum_{i=1}^{P} y_t^{p(i)} \cdot \log (\hat{y}_t^{(i)}),$$

where $P$ is the number of pseudo labels, $\hat{y}_t$ denotes the predictions of the model on target domain. Different from traditional methods which directly optimize the loss $L_{self}$ for...
model training, in this paper, we propose a cross-match loss to combine the pseudo-labeling and consistency regularization in a simple way, which aims to decrease the computation cost.

4) Consistency Regularization: Apart from pseudo-labeling, we also propose consistency regularization to make effective use of the unlabeled target domain data for enhancing the robustness of neural network. The core of consistency regularization lies in the fact that the outputs of the model should be consistent when the input data is disturbed slightly if the model is well trained. The conventional methods randomly disturb the data \( x_t \) to obtain the different version. However, [23] demonstrates that adopting the data augmentation methods to transform data \( x_t \) could make the consistency regularization perform better. Since existing data augmentation methods for visual images cannot be directly applied to RF signals, we propose two data augmentation methods: **Local Feature Erasing** and **Time Erasing** to enhance the performance of the consistency regularization. After transforming the original data \( x_t \) into a different version \( x_t^{aug} \) by using the data augmentation methods, the original data \( x_t \) and the augmentation version \( x_t^{aug} \) are fed into the recognition model to obtain the predictions \( \hat{y}_t \) and the predictions \( \hat{y}_t^{aug} \), respectively. The discrepancies between the predictions \( \hat{y}_t \) and \( \hat{y}_t^{aug} \) are measured using cross entropy, which are referred as the consistency regularization loss \( L_{reg} \). The consistency regularization loss \( L_{reg} \) is computed as follows:

\[
L_{reg} = - \frac{1}{P} \sum_{i=1}^{P} \log \left( \hat{y}_t^{aug(i)} \right).
\]  

(7)

Similar to the self-supervised loss \( L_{self} \), we do not directly adopt the consistency regularization loss \( L_{reg} \) to optimize the recognition model, but integrate them using cross-match loss, which would reduce the computation loads.

5) Cross-match Loss: While minimizing \( L_{self} \) and \( L_{reg} \) during training can make effective use of the unlabeled target domain data, optimizing the consistency regularization loss and self-supervised loss separately would greatly increase the computation loads of the proposed framework. To resolve this problem, we have noted that both two losses contain the predictions \( \hat{y}_t \), which looks like a “bridge” connecting the pseudo labels \( \hat{y}_t^p \) and the predictions \( \hat{y}_t^{aug} \). Inspired by this, we take out the “bridge” \( \hat{y}_t \) from the two losses and directly compute the discrepancies between the pseudo labels \( \hat{y}_t^p \) and the predictions \( \hat{y}_t^{aug} \), which intuitively is equivalent to merge \( L_{self} \) and \( L_{reg} \) into one loss namely cross-match loss \( L_u \) as Fig. 3 shown. The loss \( L_u \) is computed as follows:

\[
L_u = - \frac{1}{P} \sum_{i=1}^{P} \log \left( \hat{y}_t^{aug(i)} \right),
\]  

(8)

where \( P \) is the number of pseudo labels, \( \hat{y}_t^{aug(i)} \) is the pseudo labels, \( \hat{y}_t \) denotes the predictions of augmented version data.

6) Confidence Constraint Loss: The confidence constraint loss \( L_c \) is designed to attenuate the negative effects of incorrect pseudo labels on recognition model. In the proposed framework, obtaining the pseudo labels of the unlabeled target domain data and utilizing them to training the model is effective. However, the existing work shows that incorrect pseudo labels is inevitable due to the limitation of the recognition model and the gap between source domain and target domain. According to [81], [82], utilizing the incorrect pseudo labels to train the recognition model would suffer from significant performance degradation. Moreover, the early work [83] shows that enforcing a model to be very confident on only one of the class during training with the pseudo labels can hurt the learning behavior.

Thus, we design a confident constraint loss to encourage the smoothness of output probabilities and prevent overconfident prediction during training. Specifically, as shown in Fig. 3 we compute Kullback-Leibler (KL) divergence between the predictions \( \hat{y}_t \) and the matrix \( J \) to measure the discrepancies between the matrix \( J \) and the predictions \( \hat{y}_t \), where \( J \) is a matrix where every entry is equal to one. Adopting the KL divergence as the confidence constraint loss and minimizing the loss during training would increase the similarity between the matrix \( J \) and the predictions \( \hat{y}_t \), which encourages the smoothness of \( \hat{y}_t \) like the distribution of \( J \). The loss is computed as follows:

\[
L_c = \frac{1}{P} \sum_{i=1}^{P} \log \left( J \right) - \log \left( \hat{y}_t^{(i)} \right),
\]  

(9)

where \( P \) is the number of pseudo labels, \( \hat{y}_t \) denotes the predictions of the model on target domain.

7) Data Augmentation Methods: In this paper, data augmentation methods are adopted to obtain the augmented version of the unlabeled target domain data, which is necessary to the consistency regularization. Unlike optical images, the semantic information in RF signals are usually not interpretable intuitively, and the data augmentation methods [33] including flipping and rotating for optical images would change the spatial information in RF signals, which would be harmful to model training. Moreover, we note that the features preprocessed from RF signals contain a lot of random noises and multi-path effects in spatial dimension, and plenty of redundant information in temporal dimension. Therefore, we propose the two data augmentation methods: **Local Feature Erasing** and **Time Erasing**. Fig. 3 shows the cross-match loss \( L_u \) is obtained by integrating the self-supervised loss \( L_{self} \) and the consistency regularization loss \( L_{reg} \).
Erasing and Time Erasing to strength the effectiveness of the consistency regularization.

1) Local Feature Erasing: During training, the neural networks tend to pay more attention to the local features containing too much domain information, which leads to the performance degradation. To address the problem, we force the recognition model to focus on the overall features associated with the gesture category by removing the local features. Specifically, in Fig. 5(a), after the informative features (marked by red box) being detected using CFAR [84] algorithm, part of them are selected to erase by making the value be zero, which are denoted by the erased areas.

2) Time Erasing: Deep neural networks are prone to overfitting without sufficient data, which usually leads to disappointing performance. Increasing the number and diversity of gesture samples is helpful to model training. An effective method is erasing the frames in time dimension, which simulates gesture in different velocities. As Fig. 5(b) shown, the time erasing selects some frames to remove and padding with zero, which are denoted by the gray frames in Fig. 5(b).

C. Objective and Training

The final objective function is composed of supervised loss \( L_s \), cross-match loss \( L_u \), and constraint loss \( L_c \). The objective function is defined as follows:

\[
L = L_s + \lambda L_u + \eta L_c, \tag{10}
\]

where \( \lambda, \eta \) are predefined weight of the losses. During training, we compute and minimize the objective function to update the parameters of neural network according to SGD [35].

V. Experiments

In this section, we conduct extensive experiments on two different RF-based gesture recognition datasets, i.e., WiFi and mmWave datasets, to evaluate the performance of the proposed framework.

A. Experiment with WiFi Signals

1) Dataset: We evaluate the proposed framework on the public Widar 3.0 [17] dataset. The dataset is collected from 3 rooms, 16 users, 5 locations and 5 orientations, which contains 6 gesture categories (i.e., Push & Push, Sweep, Clap, Slide, Draw circle and Draw zigzag) as shown in Fig. 6(c). In total, the dataset includes 11250 data samples (15 users \( \times \) 5 locations \( \times \) 5 orientations \( \times \) 6 gestures \( \times \) 5 instances). The layouts and sensing areas of the three different experiment environments (i.e., classroom, hall and office) are shown in Fig. 6(a) and the locations and orientations of subjects are shown in Fig. 6(b).

2) Data Preprocessing: In this experiment, the WiFi signals are first processed to the body coordinates profile (BVP) feature as in Widar 3.0 [17]. BVP is the matrix with dimension as \( V_x \times V_y \times T \), where \( V_x \) and \( V_y \) are the number of possible values of velocity components decomposed along each axis of the body coordinates, \( T \) is the number of BVP snapshots.

To better understand the BVP and show the differences between the WiFi-based gestures, we randomly select the BVP of the two gestures (Draw circle and Draw zigzag) and visualize them in Fig. 7. Fig. 7(a) and Fig. 7(b) show the differences in draw circle and draw zigzag, which indicates there are differences in spatial dimension and temporal dimension between different gestures. Moreover, Fig. 7(b) and Fig. 7(c) denote the same gesture (draw zigzag) but collected from different locations. We easily find the discrepancies in the gesture from different domains, which are harmful to our recognition model.

3) Baseline Methods: We compare our approach with three deep learning models including CrossSense [13], EI [19] and Widar3.0 [17]. Specifically, CrossSense proposes an ANN-based roaming model to translate signal features from source domains to target domains, and employs multiple expert models for gesture recognition. EI is the domain adaptation scheme based on adversarial learning. In Widar 3.0 [17], the authors...
extract the domain invariant feature BVP based on DFS data and feed them into a model combining CNN and GRUs, which is state-of-the-art method.

4) Cross Domain Evaluation: We evaluate the performance of our framework on cases crossing different domain factors, including orientation, location, subject, and environment. When we evaluate on each domain factor, we keep the others unchanged. For each domain factor, we adopt one domain as the target domain, and the other domains as the source domain. We train the recognition model using source domain data with labels and target domain data without labels, then test the recognition model on the target domain. We conduct experiments using all the baseline methods for comparison.

The overall performance of our framework on WiFi dataset in four domains is shown in Fig. 8. In the figure, the accuracy denotes the average accuracy of every domains and we can see that our framework achieves the highest accuracy in all domains comparing with other baseline methods, which demonstrates the effectiveness of our framework on WiFi dataset. Besides, the detailed performance of our framework in four domains (orientation, location, subject, and environment) are shown below. The numbers or letters behind the arrow → represent the target domain.

(1) Cross Orientation: In this experiment, we adopt one orientation domain as the target domain and the other 4 orientations as the source domains. Table I shows that the proposed framework has an average accuracy of 87.21%, which is the highest average accuracy comparing to other methods. We also note that the framework has an improvement of 4.35% over Widar 3.0 and achieves accuracy over 90% on orientation 2 and 3. Even though the proposed framework achieves significant performance improvements on all orientations, the accuracy of orientation 5 is not very high, the reason is that the subjects in orientation 5 are too far away from the center, which are not captured full information of gestures by the WiFi devices.

(2) Cross Location: Similar to the cross orientation settings, we adopt data from 4 locations as the source domains, and the data from the last location as the target domain. The results are shown in Table II. Compared with other methods, our framework achieves the highest average accuracy of 91.87%. And location E has the highest accuracy of 95.86%. We also note that the accuracy of all locations is above 90%.

(3) Cross Subject: Data collected from different subjects may have discrepancies due to their various behavior patterns and body shapes, which weakens the performance of recognition model on different subjects. To evaluate the performance of the framework in subject domain, we conduct the experiments. To be specific, we adopt the data from 1 user as the target domain and 6 users’ data as the source domains. The results in Table III show our framework achieves the highest average accuracy of 91.87%.

(4) Cross Environment: To evaluate the performance of our framework in environment domain, we use the gesture data collected in 2 rooms as the source domains data and the other one as the target domain. The results in Table IV show that the framework has an overall accuracy of 90.55%, which is the highest average accuracy.

| Methods    | → A | → B | → C | → D | → E | Avg |
|------------|-----|-----|-----|-----|-----|-----|
| CrossSense| 88.61| 85.23| 82.89| 78.94| 85.16| 84.16|
| EI         | 87.91| 90.13| 86.85| 85.82| 93.14| 88.77|
| Widar 3.0  | 89.14| 89.10| 90.50| 89.50| 95.15| 90.67|
| Ours       | 90.47| 90.30| 92.30| 90.44| 95.86| 91.87|

| Methods    | → 1 | → 2 | → 3 | → 4 | → 5 | Avg |
|------------|-----|-----|-----|-----|-----|-----|
| CrossSense| 69.41| 80.23| 80.45| 83.18| 70.07| 76.67|
| EI         | 70.42| 81.15| 88.16| 90.83| 70.74| 80.26|
| Widar 3.0  | 80.24| 89.64| 89.05| 82.75| 72.64| 82.86|
| Ours       | 87.44| 91.64| 91.98| 85.46| 79.53| 87.21|
TABLE III
CROSS SUBJECT ACCURACY (%)

| Methods | → U10 | → U11 | → U12 | → U13 | → U14 | → U15 | → U16 | → U17 | Avg |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| CrossSense | 78.74 | 81.80 | 80.73 | 85.69 | 82.62 | 80.19 | 82.98 | 81.77 |     |
| EI | 80.11 | 83.56 | 85.91 | 82.05 | 84.36 | 85.44 | 81.23 | 86.21 | 83.61 |
| Widar 3.0 | 86.26 | 90.33 | 83.33 | 89.86 | 87.73 | 89.97 | 91.46 | 88.34 | 88.38 |
| Ours | 86.79 | 89.73 | 80.93 | 91.60 | 88.13 | 92.51 | 91.33 | 90.67 | 88.96 |

TABLE IV
CROSS ENVIRONMENT ACCURACY (%)

| Methods | → Room 1 | → Room 2 | → Room 3 | Avg |
|---------|---------|---------|---------|-----|
| CrossSense | 72.78 | 81.75 | 82.76 | 79.09 |
| EI | 75.73 | 84.54 | 83.98 | 81.42 |
| Widar 3.0 | 81.58 | 93.47 | 91.08 | 88.87 |
| Ours | 83.93 | 94.88 | 92.85 | 90.55 |

In summary, our framework achieves state-of-the-art performance on WiFi dataset in four domains (locations, orientations, subjects and environments), which demonstrates the effectiveness of our framework on WiFi dataset. Furthermore, our framework not only achieves the considerable results on WiFi dataset, but also performs very well on mmWave dataset, which is presented below.

B. Experiment with mmWave Signals

1) Dataset: We adopt a public mmWave dataset [80], which is collected from 25 volunteers, 6 environments and 5 locations to evaluate our framework. Fig. 9 illustrates the setup of 5 locations in each environment. The dataset contains 6 common gestures including Push, Pull, Left swipe, Right swipe, Clockwise turning and Anticlockwise turning. Each volunteer is asked to perform each kind of gesture 5 times at each location. In total, the dataset includes 10800 data samples.

![Fig. 9. The setup of 5 locations in each environment](image)

2) Data Preprocessing: In this experiment, the mmWave signals are processed to the Dynamic Range Angle Image sequence (DRAI) as in [80], which is the matrix with dimension $N \times M \times T$. Specifically, as shown in Fig. 10, the 3D-FFT is adopted on raw signals to derive the ranges, velocities and angles of hands. Then, the noise elimination is used to filter environmental interference and improve the robustness of the recognition model. After that, we adopt the DRAI as the input of the recognition model.

![Fig. 10. The calculation process of DRAI sequences](image)

To better describe the DRAI and show the differences in different gestures and different domains, we randomly visualize the DRAI of the two gestures (e.g., Slide right and Slide left) in Fig. 11. Fig. 11 (a) and Fig. 11 (b) denote the two gesture collected from same settings, from which, we can see that the feature information of a gesture consists of temporal and spatial information. Furthermore, Fig. 11 (b) Fig. 11 (c) represent the same gesture (slide left) collected from different locations, in which, the discrepancies are observed.

![Fig. 11. DRAI of the gesture slide right and slide left. (a) DRAI of the gesture slide right; (b) DRAI of the gesture slide left; (c) DRAI of the gesture slide left in other location; Columns represent time series of 4 frames. In DRAI, pixel color, x-axis and y-axis correspond to doppler power, AoA, range, respectively.](image)

3) Baseline Methods: We compare our approach with two deep learning models RadarNet [46] and Widar3.0 [17]. Specifically, RadarNet designs an efficient neural network and trains a robust model. We first process the mmWave radar signals to Range Doppler Image, then use the Range Doppler Image as the RadarNet model’s input. In Widar 3.0 paper, the authors feed the features into a gesture recognition model combining CNNs and GRUs. In this paper, we adopt the gesture recognition model as the another baseline and utilize the DRAI as the input.

4) Cross Domain Evaluation: We evaluate the performance of the proposed framework on mmWave dataset in different domains including location, subject, and environment. When evaluating on each domain factor, we keep the other domain factors unchanged. For each domain factor, we adopt one domain as the target domain and the others as the source domain. We utilize the source domain data with labels and the target domain data without labels to train the recognition model, and test the recognition model on the target domain. We
conduct experiments using all the baseline methods to validate the effectiveness of our framework.

The overall performance of our framework on mmWave dataset in three domains is shown in Fig. 12. In the figure, the accuracy denotes the average accuracy of every domains, and our framework achieves the highest average accuracy in all domains comparing with other baseline methods, which demonstrates the effectiveness of our framework on mmWave dataset. Besides, the detailed performance of our framework in different domains are shown below. The numbers or letters behind the arrow represent the target domain.

![Image](image_url)

**Fig. 12.** The overall performance of our framework on mmWave dataset.

1) Cross Location: To evaluate our framework’s performance of crossing location, we use data of 4 locations as the source domains, and the data of last location as the target domain. In Table V, L1 - L5 represent the five locations of subject. The results are shown in Table V. Compared with other methods, our framework achieves the highest average accuracy of 95.65% and has significant improvement of 15.23% over the Widar 3.0 and 10.75% over RadarNet. Location 2 has the highest accuracy of 98.84%.

| Methods     | $\rightarrow$ L1 | $\rightarrow$ L2 | $\rightarrow$ L3 | $\rightarrow$ L4 | $\rightarrow$ L5 | Avg   |
|-------------|------------------|------------------|------------------|------------------|------------------|-------|
| RadarNet    | 67.69            | 96.81            | 69.77            | 95.19            | 95.05            | 84.90 |
| Widar 3.0   | 80.13            | 97.45            | 82.59            | 75.92            | 65.65            | 80.32 |
| Ours        | **91.20**        | **98.84**        | **94.30**        | **96.94**        | **96.95**        | **95.65** |

2) Cross Subject: Different subjects’ data may show discrepancies due to their unique behavior patterns and body shapes. To evaluate on the subjects, we use data from User 1-6 to evaluate the framework. Each time, we adopt the data from 1 user as the target domain and the other users’ data as the source domains. The results in Table VI show that our framework achieves the highest average accuracy of 97.97%. We also note that all subjects have the accuracy above 93%, and User 1-2 have the accuracy above 99%, which demonstrates the impressive performance of our framework.

3) Cross Environment: Different rooms have different layouts, which has an influence on signals propagation. To evaluate on the different environments, we use the gesture samples collected in five rooms as the source domains data and the last one as the target domain. E1 - E6 represent the six environments. The results in Table VII show that the framework achieves an overall accuracy of 99.04%, which is the highest among different methods. Moreover, our framework achieves an improvement of 2.25% over the Widar 3.0 and 2.83% over the RadarNet.

| Methods     | $\rightarrow$ E1 | $\rightarrow$ E2 | $\rightarrow$ E3 | $\rightarrow$ E4 | $\rightarrow$ E5 | $\rightarrow$ E6 | Avg   |
|-------------|------------------|------------------|------------------|------------------|------------------|------------------|-------|
| RadarNet    | 99.09            | 97.11            | 92.47            | 98.66            | 98.00            | 91.93            | 96.21 |
| Widar 3.0   | 97.33            | 98.53            | 94.80            | 95.06            | 98.13            | 96.93            | 96.79 |
| Ours        | **99.19**        | **98.93**        | **98.66**        | **99.46**        | **98.93**        | **99.06**        | **99.04** |

In conclusion, similar to the experiments on WiFi dataset, our framework achieves considerable performance on mmWave radar dataset, which shows that our framework is an effective and general framework that can be used to improve the accuracy of the gesture recognition model with different RF signals.

C. Ablation Experiments

In this section, we perform extensive ablation studies to evaluate the impact of all modules of the proposed framework.

1) Impact of Pseudo-labeling and Consistency Regularization: The performance gain of our framework mainly comes from two modules: pseudo-labeling and consistency regularization. To evaluate which component is essential, we perform two ablation experiments on WiFi dataset and mmWave dataset. Specifically, we remove the consistency regularization module and the pseudo-labeling module from full framework, respectively and keep the other settings unchanged. In Fig. [15] “Without CR” represents the framework whose consistency regularization module is removed, “Without PL” represents the framework whose pseudo-labeling module is removed, and the accuracy is the average accuracy of each domain. From Fig. [15] we can see that the performance of both two incomplete framework is limited, which indicates that both techniques are critical to the proposed framework.

2) Impact of Cross-match Loss: To better understand the efficiency of the cross-match loss $L_{\text{nu}}$, we conduct the experiments on WiFi dataset and mmWave dataset on NVIDIA A100-PCIE-40GB GPU. Specifically, we first deploy our framework with the self-supervised loss $L_{self}$ and the consistency regularization loss $L_{\text{reg}}$. Then, we deploy our framework only with the cross-match loss $L_{u}$. We keep the other
settings unchanged and evaluate the performance in terms of classification accuracy and training time. From Fig. 14, we can see that the classification accuracy of the two methods are so close. Moreover, in Table VIII, the framework only with cross-match loss \( L_u \) needs shorter training time than the framework adopting the two losses \( L_{self} \) and \( L_{reg} \). In conclusion, the cross-match loss \( L_u \) makes the whole framework efficient while maintaining the effectiveness.

**TABLE VIII**

| Loss          | Training Time (second / epoch) |
|---------------|--------------------------------|
| \( L_{self} + L_{reg} \) | 32.5                           |
| \( L_u \)     | 27.4                           |

3) Impact of Confidence Constraint Loss: In this subsection, we conduct the ablation experiments on WiFi dataset and mmWave dataset to understand whether our framework can achieve the effective performance without confidence constraint \( L_c \). To be specific, we compare the full framework with the framework without confidence constraint \( L_c \). Fig. 15 shows that the performance of the framework without the confidence constraint drops rapidly, which indicates that the confidence constraint is necessary and effective to our framework.
4) Impact of Data Augmentation: In this work, data augmentation methods are utilized to generate different versions of unlabeled target domain data, which is important to consistency regularization. To demonstrate the effectiveness of the proposed data augmentation method, we compare with WiFi-based method [34] and mmWave-based method [80] on WiFi dataset [17] and mmWave dataset [80], and keep other modules of our framework unchanged. As shown in Fig. 16 the proposed framework with the proposed methods achieves higher accuracy. At the same time, we clearly point out that our augmentation methods are designed for our UDA framework, so that our augmentation methods maybe not applicable to other tasks and other features.

Furthermore, for local feature erasing, we select \( N_l \) informative features randomly and erase them by making their value equal to zero. For time erasing, we remove \( N_t \) time frames of the feature matrix randomly. In this work, the \( N_l \) is experimentally set as 40 and the \( N_t \) is experimentally set as 30. To investigate the impact of the number of deleted features, we tune \( N_l \) and \( N_t \) from 10 to 60 and keep other settings unchanged. The Fig. 17 shows that the highest accuracy is obtained when the \( N_l \) is 40 and the \( N_t \) is 30. In a nutshell, the deleted features are not the more the better. An appropriate number of the deleted features would enhance the performance of our data augmentation methods.

5) Impact of Pseudo Label Threshold: In our framework, we adopt pseudo-labeling method to obtain the pseudo labels of the unlabeled target domain data. To be specific, we utilize the threshold \( \tau \) to select the highly confident predictions as the pseudo labels. In this sub-section, we study the impact of different threshold values. We conduct the analysis experiments on WiFi dataset and mmWave dataset. We set the threshold values ranging from 0 to 0.99 and remain the other settings unchanged. In Fig. 18 the accuracy corresponding to each threshold is the average result of each dataset. The Fig. 18(a) shows The performance of the framework on WiFi dataset improves with the threshold increasing and achieves the highest accuracy when the threshold value is 0.92. The Fig. 18(b) shows that the highest accuracy on mmWave dataset is obtained when the threshold value is 0.95. In a word, a appropriate threshold is helpful to our framework, which could be obtained experimentally.

D. The efficiency of the proposed framework

In this section, we investigate the efficiency of the proposed framework. To be specific, we compare the Floating Point Operations (FLOPs), training time and testing time of our framework with the backbone model, which is summarized in Table IX. Compared with the backbone, the proposed framework only increase 18.5% FLOPs. Moreover, we also evaluate the training time per epoch and testing time on NVIDIA A100-PCI-40GB GPU as shown in Table IX. From Table. IX we can see that the training time of our framework is slightly longer than that of the backbone, while the testing time keeps the same. We note that there are two reasons about this. One reason is that our method adds the unlabeled target domain data to the training dataset, which leads to more time to train the neural network. The other reason is that the data augmentation operation adds training time.
TABLE IX
THE FLOPS, TRAINING TIME AND TESTING TIME OF THE BACKBONE AND OUR FRAMEWORK.

| Method         | FLOPs (M) | Training time (s / epoch) | Testing time (s) |
|---------------|----------|---------------------------|-----------------|
| Backbone      | 1.03     | 23.1                      | 1.01            |
| Our framework | 1.22     | 27.4                      | 1.01            |

VI. CONCLUSION

In this paper, we proposed an unsupervised domain adaptation framework for RF-based gesture recognition to enhance the performance of the recognition model on the unlabeled target domain. We proposed a pseudo-labeling method and consistency regularization to utilize unlabeled data for model training and align the output distribution for enhancing the robustness of neural network. Then we proposed a cross-match loss to integrate the pseudo-labeling and consistency regularization, which makes the whole framework simple yet effective. Moreover, we design a confidence constraint loss and two data augmentation methods to improve the performance of our framework. Finally, we conducted experiments on two different RF gesture recognition testbeds, i.e., WiFi and mmWave signals, to evaluate the performance of the proposed framework. The experimental results demonstrated the superiority of our framework over existing ones. We believe that the proposed framework can not only improve the performance of gesture recognition, but also facilitate more investigations towards unsupervised learning with wireless signals.
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