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Abstract: Tourist volume is increasing with the expansion of the scale of tourism, and improving the prediction of tourist volume is helpful for tourism managers to make decisions. Internet search index can be applied to predict the behavior of users, which is widely used in the study of tourist volume prediction and infectious disease prediction. However, the high dimension and correlation of Internet search index tends to reduce the accuracy of the models, which increases the average prediction error of common time-series models. The dynamic factor model (DFM) proposed in our study can be used to solve the problem. This study selects 23 variables and introduces the generalized dynamic factor model (GDFM) to predict tourist volume. The model cannot only reduce the dimensionality of high-dimensional Internet search index data, but also reflects the dynamic correlation between Internet search index data. The results show that the prediction accuracy is improved in our method, and the prediction accuracy of tourist volume is improved by over 10%, with an average error of only 4.3% when compared with the neural network (NN) model. Our study not only provides implications for decision-makers to predict tourist volume timely and accurately, but also helps companies understand tourist’ behavior and make the best strategic decisions.
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1 INTRODUCTION

Accurate prediction of tourist volume can provide a basis for tourism managers’ decision-making, which is accurate and effective for making scientific decisions. Moreover, it can enable local tourism-related catering, hotel and other service industries to make scientific planning in advance, such as infrastructure, reception capacity and other aspects. These services could enhance the tourist experience. Hence, it is necessary to predict tourist volume timely and accurately.

The Internet search index can dynamically monitor the search scale of keywords and the change of public opinions. It can generate user portrait [1] and predict users’ demand [2] by mining the Internet search index. For example, tourists tend to search for local information about weather and traffic when making tourism planning. In addition, they will consult relevant information such as hotels, scenic spots and travel companies to help make decisions about the travel destination and itinerary planning. Therefore, it is possible to accurately predict the number of tourists who visit the destination by capturing and analyzing the search trends about concerns of the tourist destination.

Although some existing studies have applied the Internet search index to the prediction of the number of tourists, the results showed that the average error was relatively high [3-6]. In this study, a feasible variable selection method named generalized dynamic factor model (GDFM) was proposed based on existing studies. GDFM is widely used in economic and financial cycle analysis for it can extract a small amount of useful information from a high-dimensional data set, and these extracted common factors can be used for variable prediction, economic index construction and structural analysis [7]. This study combined multiple keywords related to tourism, such as catering, accommodation, travel, shopping and entertainment, and introduced the GDFM to generate the predictive model. This method cannot only process a lot of high-dimensional Internet search data, but also reflect the dynamic correlation among the Internet search trend data.

In order to verify the prediction power of the proposed method, we collected Internet search index data to empirically test the number of tourists in Beijing from January 2014 to December 2016. The empirical results indicated that our method was significantly better than the prediction results based on neural network and HoltWinters models.

The remainder of this paper is organized as follows: Section 2 reviews the literature about the prediction method for tourist volume and factors influencing the number of tourists. Section 3 introduces the methodology used in this study. Then, data acquisition and empirical analysis are provided in Section 4. Finally, Section 5 summarizes the results and highlights the future research direction.

2 LITERATURE REVIEW

2.1 Prediction Methods for Tourist Volume

Most studies used multiple regression analysis, autoregressive integrated moving average (ARIMA) model and neural networks to predict the number of tourists. Uysal and EIRoubi [8] compared the usefulness of artificial neural networks and multiple regression in the prediction of visitor numbers, and they found the powerful prediction of artificial neural networks in the number of tourists, with the average prediction error rate of 3.23%. Unhapipat [9] used ARIMA (0,0,0) × (1,1,0)_{12} model to forecast the number of international tourists in Bumthang, Bhutan from 2012 to 2016, with 91% prediction accuracy. However, these studies rely too much on historical data. The reliable prediction results were dependent on the quantity of historical data. A seasonal autoregressive integrated moving average (SARIMA) model was established by Chang and Liao [10], and the seasonal model SARIMA (1,1,1) × (1,0,0)_{12} by considering the rising trend and seasonality of the sequence, and the mean absolute percentage error was 8.9%. In addition, there are gray system theory [11] and the synthetic index approach [12] to predict the number of tourists. Park et al. [13] used the index of Google search engine to make a short-term prediction of the number of Japanese visitors to South Korea, and believed that the prediction effect of Google augmented model was better than the ordinary time-series models. Hence, Internet search index data has been used to
predict the number of tourists, but the average error rate was high and the prediction accuracy was poor.

The existing studies always rely on historical data to predict the tourist volume, but historical data has a strong delay, and its prediction granularity is large. They ignore the important question that dynamic data can better reflect the characteristics of tourist industries. In addition, compared with the common time-series models, the artificial neural network has higher prediction accuracy, but it has high algorithm complexity and is strongly dependent on trends of the raw data. Hence, this research tried to use Internet search index to reflect the dynamic process of tourist volume. Additionally, gray system theory and neural network model have the best prediction results in the existing researches, therefore, the neural network model was also constructed in our study to compare the prediction results with GDFM model.

2.2 Factors Influencing the Tourist Volume

At present, there are few studies that predict the tourist volume by Internet search index. However, the prediction based on Internet search index in economic and social behavior has become a hot topic. Kholodilinet al. [14] pointed out that Internet search index can be used to predict consumption and unemployment rates. They found the prediction models based on Google search index were far more accurate than others. Ripberger [15] used Internet search index to measure public attention and produced great results. Ginsberg et al. [16] found that the search volume of several keywords related to influenza in Google had a strong correlation with the visit number of relevant patients. They built a surveillance model based on Google search index, which could predict the outbreak trend of influenza two weeks earlier than the traditional detection method. Hence, Internet search index records the search concerns and demands of the public, reflects the behavioral trends, and provides powerful dynamic data for tourist volume prediction.

Although there are few studies on the factors influencing the number of tourists, most researchers agreed that per capita disposable income [17-19] and per capita gross domestic product (GDP) [20-22] had a significant impact on the tourist volume. Eeckels et al. [23] used spectral analysis to examine the relationship between cyclical component of GDP and tourist volume. Their findings pointed out the importance of tourism industries and supported the tourism-led economic growth hypothesis. Yang et al. [24] applied multilevel models to investigate the factors that affect the domestic tourism demand of urban and rural visitors in China, and the results indicated that there was a co-integration relationship among the number of tourists, individual income and average income over the city. Ding [25] used R software to build a multiple linear regression model, and found that there is a significant positive correlation between GDP, per capita consumption of tourists and tourist volume.

In addition, other scholars confirmed that the tourism conditions, destination characteristics, transport characteristics, macro-economic conditions and unforeseeable circumstances would affect the number of tourists [26-28]. Kim et al. [29], using tourist spending as a regulating factor, believed that tourist destination image, tourist motivation and perceived quality were associated with tourist satisfaction and revisit intention. Combined with the existing studies, there is a correlation between per capita disposable income and per capita GDP. Hence, this study put Internet search index and per capita disposable income into the model, and then selected effective variables for data analysis from catering and accommodation, objective conditions and entertainment-related.

3 METHODOLOGY

3.1 Generalized Dynamic Factor Model

The factor model was proposed by British psychologist Charles E. Spearman [30] to define and measure intelligence. The purpose of factor analysis is to describe the correlation between variables using a small number of potential and unobservable factors. Suppose \( X = (X_{1t}, X_{2t}, \ldots, X_{Nt}) \) is a set of data with relevance, where \( X_{it} \) represents the observation value of the variable \( i \) in group \( t, i = 1, \ldots, N, t = 1, \ldots, T \). The factor model assumes that the correlations between variables are for the presence of some unobservable common factor \( F_t \). Specifically, the factor model has the following form:

\[
X_{it} = \lambda_i F_t + \epsilon_{it}
\]

Where \( F_t \) is the common factor vector of \( r \times 1 \) dimensional, \( \lambda_i \) is the load coefficient of factors, and \( \epsilon_{it} \) is a heterogeneous part of \( X_{it} \).

The classic factor analysis is categorized as a static factor model because these models examine contemporaneous co-movements among the observations. However, the static factor model is mainly used to process cross-section data, not appropriate for time series data because changes in certain factors might lead or lag changes in the examined variables.

Forni et al. [31] proposed the generalized dynamic factor model, and they argued that "dynamic" and "approximate" are two important characteristics for a factor model to solve the time series data. Firstly, analyzing the time series data is a typical dynamic problem. For others, the model must allow the heterogeneity part to be a cross-sectional correlation. The orthogonality assumption of the heterogeneity part is unrealistic for most typical dynamic problems. Therefore, the generalized dynamic factor model is better suited for our study. It consists of two parts: a common component and a special component. A generalized dynamic factor model is represented as follows:

\[
X_{it} = x_{it} + \epsilon_{it}, i \in N, t \in Z
\]

\[
x_{it} = b_q(L)u_q, i \in N, t \in Z, q \in N
\]

Where \( u_t = (u_{1t}, u_{2t}, \ldots, u_{qt}) \) is a \( q \)-dimensional white noise sequence, and it contains all possible variables that may affect \( x_t \) in the GDFM. \( L \) is the lag operator, \( u_t = \Psi(L) u_{t-1} + \eta_t \).

The model satisfies the following two basic assumptions:
(1) \( u_t \) is orthogonal to each other and orthogonal to \( \xi_t \).
(2) \( \xi_t \) is weakly correlated and some covariances are allowed. Where \( u_t \) is called the common factor, and \( \xi_t \) is called the special factor. Some researchers believe that for the given time \( t \), the dimension of the variable is finite. Under this assumption, the model can be represented as follows:

\[
x_t = \lambda_1 F_{1t} + \lambda_2 F_{2t} + \ldots, \quad \lambda_k F_{kt} + \xi_t
\]  
\[
F_t = (F_{1t}, \ldots, F_{kt})' = N(L)u_t
\]

where \( F_t \) is the main component of \( u_t \), and it contains all information of \( u_t \) on the time series and is orthogonal to \( F_t \) with each other, and \( \lambda_{ik} \) is the eigenvalue vector of \( x_{it} \).

### 3.2 Estimation Method

The traditional principal component analysis (PCA) achieved data dimensionality reduction by transforming the original related variables into several uncorrelated variables by a linear transformation. Stock and Watson [32] completed the proof process of PCA under a weaker assumption, which is further generalized to obtain the generalized principal component analysis (GPCA). Then, the estimation method proposed by Forni et al. [33] effectively implements the generalized principal component estimation of the dynamic factor model. Some studies compared the estimation method of principal component, dynamic principal component and generalized principal component using Monte Carlo Simulation (MCS) and actual data prediction, and the results were different when the sample size was small. However, many researchers believe that the prediction results will be stable and actual data prediction, and the results were different.

The GPCA algorithm assumes that the sample set

\[
X = \{ x_j \in R^k \}_{j=1}^N
\]

in k-dimensional space \( R^k \), locating in an unknown linear subspace \( S = \{ S_i \in \mathbb{R}^k \}_{i=1}^p \) respectively. \( S_i \) and \( X_i \) are what we need to figure out, where \( X_i = \{ x_j \in X : x_j \in S_i \} \). The algorithm can be represented in the following equations:

(1) Assuming the dimension of subspace \( S_i \) is \( K - k_i \), and \( S_i \) can be represented by \( k_i \) linear equations:

\[
S_i = \{ x \in R^k : B_i^{T} x = 0 \} = \{ x \in R^k : \bigcap_{j=1}^{k_i} (b_{ij}^{T} x = 0) \}
\]

where \( B_i = (b_{i1}, \ldots, b_{ik_i}) \in \mathbb{R}^{k \times k_i} \) is a basis for the orthogonal complement of \( S_i \). Each point \( x \) has to be a member of a subspace, and it can be shown in the following way:

\[
\bigcup_{i=1}^{p} \bigcap_{j=1}^{k_i} (b_{ij}^{T} x = 0) \Leftrightarrow \bigcap_{i=1}^{p} \bigcup_{j=1}^{k_i} (b_{ij}^{T} x = 0) \Leftrightarrow \\
\bigcap_{i=1}^{p} \bigcap_{j=1}^{k_i} (b_{ij}^{T} x = 0) \Leftrightarrow \bigcap_{i=1}^{p} \bigcup_{j=1}^{k_i} (b_{ij}^{T} x = 0) = 0
\]

Where \( \sigma \) represents a way of choosing a combination of \( b_{i0} \).

(2) Assuming \( x_j \in S_i \) and it has the following form:

\[
D_{p, \sigma}(x_j) = \sum_{i=1}^{n} (b_{i0}^{T}) \prod_{j=1}^{k_i} (b_{ij}^{T} x_j)
\]

When taking a sample of \( x_{0} \) for each of subspaces \( S_i \) and taking the derivative of all the polynomials \( \prod_{j=1}^{k_i} p_{ij}(X) \) at point \( x_{0} \), we can get all the perpendicular vectors \( b_{ij} \) for \( S_i \). Then, \( \tilde{X}_j = \{ x \in X : d(x, S_i) = \min_{j} (d(x, S_i)) \} \) represents the classification result of sample points, where \( d(x, S_i) \) represents the distance from point \( x \) to the subspace \( S_i \).

### 4 DATA ACQUISITION AND RESULTS ANALYSIS

#### 4.1 Experimental Object Selection

We chose the tourist volume in Beijing in this study, for it can reflect the national conditions of China. In this paper, the data of the tourist volume came from the official website of the Beijing Tourism Development Commission (lyw.beijing.gov.cn). The total number of tourists was subtracted to the number of inbound tourists in order to exclude the influence of the inbound tourist volume. In addition, we can only obtain the data of the tourist volume in each month, so in order to build the model, the monthly data was changed into daily data through sliding average processing. Additionally, the overall research framework is illustrated in Fig. 1.

#### 4.2 Data Acquisition and Pre-Processing

According to the results of the CNZZ data center (www.cnzz.com), the usage rate of various search engines in the market was different in August 2014, such as Baidu was 56.33%, 360 search was 29.01% and new Sogou was 12.75%. This study collected the number of tourists in Beijing from 2014 to 2016, assuming that the utilization conditions are relatively high, and each search engine provided the function of merge processing, hence we combined some keywords with a high correlation and calculated their search index. The keywords in each variable can be seen in Tab. 1.

| ID | Keywords category |
|----|-------------------|
| 1  | Catering and accommodation (C) |
| 2  | Objective conditions (O) |
| 3  | Entertainment-related (E) |

Firstly, we selected three categories of tourism in Beijing, namely, catering and accommodation, objective conditions, entertainment-related, as shown in Tab. 1. These three categories not only reflect the demand of travelers but also represent the relevant industries on the supply side. Secondly, a large number of relevant keywords were selected in each category. The coincidence degree and similarity of some keywords were relatively high, and each search engine provided the function of merge processing, hence we combined some keywords with a high correlation and calculated their search index. The keywords in each variable can be seen in Tab. 2. Thirdly, if the number of certain keywords was very low...
for example, hotel group buying), the search engine would not provide search trend data. Hence, the unusable keywords were eliminated in this process. Then, we obtained the Internet search index data from January 1, 2014 to December 31, 2016, including computer terminal and mobile terminal. Finally, the final search index data was weighted averaged according to the utilization ratio in Baidu index, 360 index and Sogou index respectively. The statistics of the data are provided in Tab. 3.

Table 2 Variables and keywords collected in this study

| ID | Variable name | Keywords |
|----|---------------|----------|
| 1  | Snack         | Beijing snacks + Beijing specialties |
| 2  | Snack_introduction | Beijing snack street + Beijing snack street guide |
| 3  | Restaurant    | Hotels in Beijing + restaurants in Beijing |
| 4  | Hotel_book    | Beijing guesthouse reservation |
| 5  | Hotel_book2   | Beijing hotel reservation |
| 6  | Hotel_group   | Beijing hotel group purchase |
| 7  | Subway        | Beijing subway query + Beijing subway fare |
| 8  | Bus           | Beijing bus route + Beijing bus fare |
| 9  | Plane         | Beijing air ticket + Beijing flight inquiry |
| 10 | Train         | Beijing train ticket + Beijing train timetable |
| 11 | Weather       | Beijing weather |
| 12 | Temperature   | Beijing air temperature |
| 13 | Traffic       | Beijing transportation |
| 14 | Scenery       | Scenic spots in Beijing |
| 15 | Map           | Beijing map |
| 16 | Strategy      | Beijing travel strategy |
| 17 | Tour          | Beijing tourist groups |
| 18 | Ticket        | Beijing tickets |
| 19 | Shop          | Shopping in Beijing |
| 20 | Bar           | Bars in Beijing |
| 21 | Night life    | Night life in Beijing |
| 22 | Concert       | Vocal concerts in Beijing |
| 23 | Jewelry       | Jewelry fairs in Beijing |

4.3 Experimental Results
4.3.1 Variable Selection

This study adopted the dynamic principal component analysis (GPCA) method proposed by Forni et al. [33] to extract variables. We extracted the required common factors from the multiple variables of catering and accommodation, objective conditions and entertainment-related.

The cumulative contribution rates of these three factors can be seen in Fig. 2 - Fig. 4. It can be seen from Fig. 2 - Fig. 4 that the first four factors (C1-C4) of the catering and accommodation have explained 90% of the variables, the first five factors (O1 - O5) of the objective conditions represented nearly 90% of...
the variables and the first five factors (E1-E5) of entertainment-related have explained over 80% of the variables. Therefore, we retained the first four factors of the catering and accommodation, the first five factors of the objective conditions and the first five factors of entertainment-related.

4.3.2 Model Estimation

The per capita disposable income and the lag in the tourist volume were put into the model as special factors. In order to ensure the rationality of the prediction model, we assume that we only know the number of tourists a week ago, and the lag term was set as a 7-order lag. We made a stepwise regression to the model, and the estimated parameters of the model and P-values are given in Tab. 4. The results show that the adjusted R-squared is 0.95, indicating the fitting effect of the model is good.

| Variables | Estimate | P-value |
|-----------|----------|---------|
| C1        | 0.57     | 0.002   |
| C2        | 0.75     | 0.001   |
| C3        | −0.44    | < 0.001 |
| C4        | −0.64    | 0.03    |
| O1        | −0.50    | 0.001   |
| O2        | −0.52    | < 0.001 |
| O3        | −1.64    | < 0.001 |
| O4        | −0.44    | 0.009   |
| O5        | 0.65     | < 0.001 |
| E1        | 0.87     | 0.008   |
| E2        | −0.31    | 0.137   |
| E3        | −0.41    | 0.079   |
| E4        | 1.03     | < 0.001 |
| E5        | 1.74     | < 0.001 |

Per capita disposable income: 0.98 (P-value of F-statistic < 0.001)

Adjust R-squared = 0.95

4.3.3 Diagnostic Checking

In order to ensure the authenticity and accuracy of the model, the model residuals analysis is performed. The result is shown in Fig. 5, indicating that the residual of the model basically conforms to the normal distribution. The abscissa represents the residual and the ordinate represents the dependent variable in Fig. 6. The results show that there is no significant correlation between the residual and the dependent variable, indicating that the independent variable has been extracted well and meets the independence test.

4.3.4 Forecasting Using GDFM

We used the first 1000 samples as the training data to fit the model, and predicted the tourist volume in the next week with the fitted model. The solid line in Fig. 7 was the true value, the point was the predicted value, and the dashed line was the confidence interval of 85%.

Then, we compared the predicted results with neural network model (Fig. 8) and the smooth predicted value of HoltWinters model (Fig. 9), and the results can be seen in Tab. 5.
Our analysis proposed a powerful prediction framework to apply the Internet search index to the prediction of tourism volume. This study indicated that Internet search index could reflect the general public’s concerns and future plans, hence it was feasible and significant in forecasting study. Meanwhile, it is crucial for decision makers and business managers to predict tourism volume timely and accurately. Using Internet search index will help companies make the best strategic decisions during peak or off-peak travel.

Secondly, we introduced a prediction model which builds the model using the main components of Internet search index with GDFM. The prediction model was compared with neural network model and HoltWinters model. Meanwhile, the empirical results indicated that GDFM model had the best performance among the three prediction models mentioned in this paper. There are three advantages for using GDFM model as the prediction model in this study: (1) Large data sets usually have a complex correlation. GDFM model achieved the reduction of dimensions based on the information from various aspects. In addition, it not only improved the prediction accuracy, but also avoided the omission of important variables; (2) It has contingency and uncertainty when fitting the model using neural network. However, GDFM model has a more stable effect; (3) GDFM model has a good performance when predicting data in a long period of time. Several models perform well in short-term forecasts, but the confidence interval increases with the increase of the forecast period. It can be seen from the prediction results of GDFM that the confidence interval of the generalized dynamic factor model in the seventh day of prediction period is still narrow and maintains a higher prediction accuracy.

Finally, the study also has limitations. For one thing, slightly different keywords for Internet search index may lead to different prediction results, and the selection of keywords should be standardized. For another, a linear GDFM model was built around the components of the Internet search index in this paper, and the applicability of the model for the non-linear model should be discussed in the future research.

5 CONCLUSION

It can be seen from Tab. 5 that the performance of GDFM model is significantly better than the neural network model and HoltWinters model. In terms of prediction accuracy, the accuracy of the GDFM model was 95.6%, the Root Mean Square Error (RMSE) was 4.19, and the error rate was 4.39%. However, the RMSE of the neural network model and HoltWinters model were 15.54 and 4.59. In terms of predictive stability, the confidence interval of the GDFM model in the seventh day of prediction period was still narrow, while the confidence interval of the neural network model was obviously wide and HoltWinters model performed worse.
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