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Abstract. We consider the time-dependent statistical distributions of diffusive processes in relaxation to a stationary state for simple, two-dimensional chaotic models based upon random walks on a line. We show that the cumulative functions of the hydrodynamic modes of diffusion form fractal curves in the complex plane, with a Hausdorff dimension larger than one. In the limit of vanishing wavenumber, we derive a simple expression of the diffusion coefficient in terms of this Hausdorff dimension and the positive Lyapunov exponent of the chaotic model.

1. Introduction

The statistical mechanics of nonequilibrium processes has been the subject of renewed attention. Computer studies have shown that the classical motions of systems with large numbers of particles are typically chaotic [8, 11, 14, 16, 23, 35, 37, 46, 47, 48]. These observations have motivated the theoretical study of low-dimensional model systems where one can obtain quantitative information about nonequilibrium processes in terms of the chaotic properties of the microscopic dynamics of the systems.

In this context, several relationships have been established between transport properties such as diffusion or viscosity and characteristic quantities of chaos such as Lyapunov exponents, Kolmogorov-Sinai (KS) entropy per unit time, and fractal dimensions [1, 4, 5, 10, 15, 17, 19]. These relationships have been obtained for two different types of dynamical systems: (a) deterministic systems with Gaussian thermostats, and (b) open Hamiltonian systems with absorbing boundaries.

In the deterministic systems with Gaussian thermostats [14, 29], the forces ruling the motion of the particles are modified in order to mimic a heat pump removing the excess energy introduced by the external fields or other nonequilibrium constraints. The modified dynamical system is still time-reversal symmetric but volumes are no longer preserved in phase space so that trajectories, in general, converge toward a fractal attractor which has an invariant Sinai-Ruelle-Bowen (SRB) measure, absolutely continuous with respect to Lebesgue measure in unstable directions and fractal in stable directions. On average, the phase-space volumes contract at a rate which increases with the external fields and, thus, with the dissipation of heat.

Since the overall contraction rate is equal to the sum of all the Lyapunov exponents, the dissipation turns out to be related to the characteristic quantities of chaos. In this way, formulae have been obtained for the viscosity of an externally sheared fluid [15] and also for the diffusion of a Gaussian-thermostated Lorentz gas [1]. In the three-dimensional phase space, the fractal attractor $A_F$ has a KS entropy equal
to the positive Lyapunov exponent $h_{KS} = \lambda^+$ according to Pesin’s equality, and its information dimension is given by Young’s formula: $D_1 = 2 + h_{KS}/|\lambda^-|$. In this expression for the fractal dimension, the 2 stands for the integer dimensions of the flow direction and of the unstable direction which both are equal to one for the attractor of a flow. However, the attractor is fractal in the stable direction which contributes its partial information dimension $d_1 = h_{KS}/|\lambda^-|$ to the total information dimension of the attractor $A_F$. The diffusion coefficient of the Gaussian-thermostated Lorentz gas at temperature $T$ has been alternatively expressed as

$$D = \lim_{F \to 0} \left( \frac{k_B T}{F} \right)^2 \left[ -\lambda^- (A_F) - \lambda^+(A_F) \right]$$

$$= \lim_{F \to 0} \left( \frac{k_B T}{F} \right)^2 \left[ |\lambda^- (A_F)| - h_{KS}(A_F) \right]$$

$$= \lim_{F \to 0} \left( \frac{k_B T}{F} \right)^2 \lambda^+(A_F) c_1(A_F), \quad (1)$$

where the first form is a consequence of the average contraction of phase-space volumes due to the Gaussian thermostatting mechanism and the relation between the rate of contraction and the rate of entropy production in systems with Gaussian thermostats, the second form follows from the first one by Pesin’s equality, and the third one is obtained by Young formula for the partial information codimension $c_1 = 1 - d_1 = 1 - h_{KS}/|\lambda^-|$ and from the fact that $\lim_{F \to 0} |\lambda^+(A_F)| = \lim_{F \to 0} \lambda^+(A_F)$ \cite{1, 2, 3}. In the limit of arbitrarily small external field $F$, the information dimension of the fractal attractor approaches the phase-space dimension in a way controlled by the diffusion coefficient, which is the basis of this kind of formulæ.

Very similar formulæ have been obtained for open Hamiltonian systems with absorbing boundaries \cite{4, 5, 6}. Such boundaries are naturally introduced in systems of scattering type in which particles or trajectories undergo transient collisions before escaping out of a phase-space region of varying geometry. The absorbing boundaries have the effect of driving the system out of equilibrium without a modification of the forces which can remain Hamiltonian, i.e., time-reversal symmetric and also volume preserving. The escape of trajectories leads to the formation of a fractal repeller, described by an invariant Gibbs measure which is fractal in both the unstable and the stable directions. For such systems, the rate of escape is given as the difference between the sum of positive Lyapunov exponents and the KS entropy \cite{7, 8}, calculated with respect to the invariant Gibbs measure on the repeller. This escape-rate formula was rigorously proved for Anosov maps with rectangular holes \cite{9, 10}. For the conservative Lorentz gas with absorbing boundaries separated by a distance $L$, the Lyapunov exponents are $\lambda^+ > 0 > \lambda^- = -\lambda^+$ and the diffusion coefficient has been obtained by the following formulæ \cite{11, 12} where the quantities are evaluated for the fractal repeller $R_L$:

$$D = \lim_{L \to \infty} \left( \frac{L}{\pi} \right)^2 \left[ \lambda^+(R_L) - h_{KS}(R_L) \right]$$

$$= \lim_{L \to \infty} \left( \frac{L}{\pi} \right)^2 \lambda^+(R_L) c_1(R_L)$$

$$= \lim_{L \to \infty} \left( \frac{L}{\pi} \right)^2 \lambda^+(R_L) c_H(R_L), \quad (2)$$

where $c_1 = 1 - h_{KS}/\lambda^+$ denotes the partial information codimension in the stable or unstable directions, which are equivalent. This information codimension can be replaced by the partial Hausdorff codimension $c_H$ of the fractal repeller in the limit $L \to \infty$ \cite{13}. According to Eq. (2), the fractal repeller fills the phase space in the
limit where the absorbing boundaries are sent to infinity. The way the dimension of the fractal repeller approaches the phase-space dimension is controlled by the diffusion coefficient, and leads to the relationship between the transport coefficient and the codimension. The formula (2) has been generalized to all the transport coefficients [10].

The similarities between formulae (1) and (2) have been discussed for several years [9]. In particular, a generalization of these formulae in the presence of both an external field and absorbing boundaries was obtained [14]. However, each of the two formulae depends very much on the type of invariant set, an attractor or a repeller, and on the invariant measure, SRB or Gibbs, in terms of which they are derived. Thus, since the corresponding measures and fractal structures are so different in the two cases, it has not yet been possible to provide satisfying reasons why the formulae are so similar.

The purpose of the present paper is to introduce a unifying approach which transcends the aforementioned differences and in which a third and new formula can be derived which expresses the diffusion coefficient in terms of the positive Lyapunov exponent of the system and the Hausdorff dimension of a fractal curve that describes a generalized hydrodynamic mode of the diffusion process. This Hausdorff dimension is not, therefore, the dimension of an attractor or a repeller. The novelty of the present unifying approach is that we consider an abstract fractal curve directly associated with the hydrodynamic modes of relaxation toward a stationary state such as the equilibrium state. These hydrodynamic modes exist whether the system is thermostated or not, on the condition that its spatial extent is large compared with characteristic microscopic lengths, in order to sustain a process of transport by diffusion. We suppose that the time evolution of the concentration of tracer particles can be decomposed by a spatial Fourier transform into modes characterized by a wavenumber $k$ or, equivalently, a wavelength $L = 2\pi/k$. Each mode describes the inhomogeneities of concentration having this specified spatial periodicity and the time evolution of a non-periodic concentration is obtained by superposition of all the modes. Each mode has an exponential relaxation rate. For a deterministic dynamical system, these hydrodynamic modes can be defined in analogy with the conditionally invariant measures [34] by compensating the exponential decay of the mode amplitude with an appropriate renormalization at each time step. In the present context, the conditionally invariant measures defining the hydrodynamic modes are complex because of the Fourier transform. A theory of these hydrodynamic modes has been described elsewhere [21, 23], where these conditionally invariant measures are obtained as the eigendistributions of a Perron-Frobenius operator of the dynamical system. The main result we have to keep in mind here is that these complex measures are singular with respect to the Lebesgue measure so that they do not have density functions. Instead, they have cumulative functions defined by the measure of a variable set in phase space. These cumulative functions are complex, continuous and nondifferentiable. When plotted in the complex plane, they depict fractal curves of von Koch’s type [13, 31, 32] with Hausdorff dimensions between one and two. A recent work by the present authors [27] has showed that the singular character of the hydrodynamic modes accounts for the entropy production of irreversible thermodynamics.

In the present paper, we shall show that the Hausdorff dimension of the fractal curves associated with the hydrodynamic modes is controlled by the diffusion coefficient, which leads to a new relationship between transport and chaos. We shall here prove our result for a whole class of multi-baker maps. This may appear restrictive but several important results were first proved for the multi-baker before being extended to more general chaotic systems. In particular, let us mention that
the multi-baker models have been used for the study of the nonequilibrium steady states and the entropy production [2, 3, 22, 23, 24, 49, 50].

The multi-baker models have the advantage of being exactly solvable so that they are therefore appropriate for the intensive studies of different nonequilibrium properties. Many of their properties are known in detail [24, 42].

The organization of the paper is as follows. In Sec. 2, we discuss general models of deterministic random walks, which include both conservative and so-called dissipative cases. In Sec. 3, the time evolution operator on the statistical ensembles of trajectories is introduced. The eigendistributions and their cumulative functions are derived. Two different types of stationary solutions to the time evolution operator are discussed in Sec. 4, one for conservative systems, the other for dissipative ones. The computation of the Hausdorff dimensions of the cumulative functions of the eigendistributions is done in Sec. 5. Conclusions are drawn in Sec. 6.

2. Deterministic Models of Diffusion

The simplest examples of reversible dynamical systems with diffusive properties are based upon simple stochastic processes. The most commonly studied is the discrete symmetric dyadic random walk where independent particles are allowed to move on the sites of a one-dimensional discrete lattice and the time evolution is determined by the condition that the probability is the same for a particle to move to the nearest neighboring site, on the right or left [22, 23, 40, 41].

In order to study this process as one with a phase-space dynamics, we consider the set of all the possible infinite (both in the past and future) trajectories of such particles. It consists of sequences \( \{n_i\}_{i=-\infty}^{+\infty} \) of integers \( n_i \in \mathbb{Z} \) with the restriction that the difference between the integers at successive time steps is always equal to plus or minus one, i.e. \( \forall i \in \mathbb{Z}, n_i - n_{i-1} = \pm 1 \).

The stochastic time evolution is thus replaced by the shift operator on those sequences,

\[
\Sigma(\{n_i\}) = \{n_i'\},
\]

with \( n_i' = n_{i+1} \).

Alternatively, a convenient representation of phase space is to consider binary sequences of zeros and ones labeling respectively hops to the left and right. A trajectory of the random walker is then given by an integer coordinate representing, say, the position at time zero and an arbitrary binary sequence \( \{\omega_i\}_{i=-\infty}^{+\infty}, \omega_i \in \{0,1\} \forall i, \) coding all its (past and future) displacements.

This phase space is a two-dimensional continuum, which is best represented by points on the unit square. The transposition from symbolic sequences to points of the unit square is given by the dyadic expansion of \( x \) and \( y \). Let

\[
x = \sum_{i=0}^{\infty} \frac{\omega_i}{2^{i+1}},
\]

\[
y = \sum_{i=-1}^{\infty} \frac{\omega_i}{2^{i}},
\]

i.e. the point \((x,y)\) on the unit square is coded by the bi-infinite sequence \( \{\omega_i\}_{i=-\infty}^{+\infty} \), with the positive indices (including zero) coding the \( x \)-component and the negative ones the \( y \)-component.

The reason for introducing this representation of trajectories is that the time evolution represented by the shift operator on binary sequences is isomorphic to
the baker-map acting on points \((x, y)\) of the unit square,

\[
(x, y) \rightarrow \begin{cases} 
(2x, y/2), & 0 \leq x < 1/2, \\
(2x - 1, (y + 1)/2), & 1/2 \leq x < 1.
\end{cases}
\] (5)

The proof that the shift on binary sequences and the baker map are isomorphic is straightforward: the baker map, Eq. (5), takes \((x, y)\) to \((x', y')\) with the dyadic expansion

\[
x' = \sum_{i=0}^{\infty} \frac{\omega_{i+1}}{2^{i+1}},
\] (6)

\[
y' = \sum_{i=-\infty}^{-1} \frac{\omega_{i+1}}{2^{-i}}.
\] (7)

In other words, the couple \((x', y')\) is coded by the shifted sequence \(\{\omega'_i\}_{i=-\infty}^{+\infty}\), with \(\omega'_i = \omega_{i+1}\).

In order to describe the one-dimensional dyadic symmetric random walk, we need to add the aforementioned integer \(n\) which labels the site of the one-dimensional lattice where the particle is located at the current time. Accordingly, this random walk is isomorphic to the symmetric dyadic multi-baker map \([10, 11]\)

\[
B_2 : (n, x, y) \rightarrow \begin{cases} 
(n-1, 2x, y/2), & 0 \leq x < 1/2, \\
(n+1, 2x-1, (y+1)/2), & 1/2 \leq x < 1,
\end{cases}
\] (8)

acting in the phase space \(\mathbb{Z} \times [0, 1]^2\).

Likewise, a one-dimensional non-symmetric \(r\)-adic random walk, where a particle located at site \(n\) has probability \(p_j\) to hop to the site \(n+j\), with the integer \(j\) taking values between \(-1/2\) and \((r-1)/2\) (assuming \(r\) to be odd\(^1\)) and \(p_{-1/2} + \cdots + p_{(r-1)/2} = 1\), can also be mapped on a deterministic multi-baker map.

Similarly to the dyadic process, we code the trajectories of such a process by sequences \(\{\omega_i\}_{i=-\infty}^{+\infty}\) with \(\omega_i \in \{0, \ldots, r-1\}\). Since every symbol \(\omega_i\) has respective weight \(p_{\omega_i-(r-1)/2}\), the \(r\)-adic expansion of \(x\) and \(y\) takes a form slightly more complicated than Eqs. (3)-(4). We can write those expansions under the recursive form

\[
x(\omega_0, \omega_1, \ldots) = \sum_{j<\omega_0} p_j x(\omega_{0-(r-1)/2} + \omega_{(r-1)/2-j}) + p_j x(\omega_{1}, \omega_2, \ldots),
\] (9)

\[
y(\omega_{-1}, \omega_{-2}, \ldots) = \sum_{j<\omega_{-1}} p_j y(\omega_{-1-(r-1)/2} + \omega_{-(r-1)/2-j}) + p_j y(\omega_{-2}, \omega_{-3}, \ldots).
\] (10)

\(^1\)The case \(r\) even is treated similarly, with the modification that the probability \(p_0\) for a particle to remain at the same position is set to zero.
The $r$-adic multi-baker map that mimics the random process is given by

$$B_r : (n, x, y) \to \begin{cases} 
\left( n - \frac{r-1}{2} \frac{x}{p-(r-1)/2}, p(r-1)/2 y \right), & 0 \leq x < p-(r-1)/2, \\
\left( n - \frac{r-3}{2} \frac{x-p-(r-1)/2}{p-(r-3)/2}, p(r-3)/2 y + p(r-1)/2 \right), & p-(r-1)/2 \leq x < p-(r-1)+p-(r-3)/2, \\
\vdots \\
\left( n + \frac{r-1}{2} \frac{x - \sum_{j=-(r-1)/2}^{(r-3)/2} p_j}{p(r-1)/2}, p(r-1)/2 y + \sum_{j=-(r-3)/2}^{(r-1)/2} p_j \right), & \sum_{j=-(r-1)/2}^{(r-3)/2} p_j \leq x < 1.
\end{cases}$$

(11)

The action of $B_r$ on points $x$ and $y$ with $r$-adic expansions given by Eqs. (10) is easily found to yield

$$B_r \left[ n, x(\omega_0, \omega_1, \ldots), y(\omega_1, \omega_2, \ldots) \right] = \left[ n + \omega_0 - (r-1)/2, x(\omega_1, \omega_2, \ldots), y(\omega_0, \omega_1, \ldots) \right].$$

(12)

Notice the reversed order of the $p_j$’s along the $y$-coordinate in Eq. (11). This ensures the time reversibility of the map: the involution $T(x, y) = (1 - y, 1 - x)$ is a time-reversal operator or reversal symmetry for $B_r$, in the sense that

$$T \circ B_r \circ T = B_r^{-1}.$$  

(13)

The multi-baker map, Eq. (11), is chaotic with the mean positive Lyapunov exponent

$$\lambda^+ = \sum_{j=-(r-1)/2}^{(r-1)/2} p_j \ln \frac{1}{p_j} = h_{KS} > 0,$$

(14)

which is equal to its Kolmogorov-Sinai entropy, and the mean negative Lyapunov exponent

$$\lambda^- = \sum_{j=-(r-1)/2}^{(r-1)/2} p_j \ln p_{-j} < 0,$$

(15)

both evaluated under the forward dynamics.

The $r$-adic multi-baker maps (11) constitute simplified models of the Poincaré-Birkhoff mappings ruling the collision dynamics of a point-like particle elastically bouncing on hard disks fixed in the plane [23, 45]. In particular, the multi-baker models share many of the chaotic properties of these Lorentz-type billiards.

**Example 1.** The dyadic biased random walk where a particle moves to the left with probability $p_{-1} \equiv q$ and to the right with probability $p_1 = 1 - q$ is coded by binary
sequences which are mapped onto the unit square by the expansion

\[
x = \omega_0 q + \sum_{i=1}^{\infty} \omega_i q \prod_{l=0}^{i-1} p(2^{l+1} - 1),
\]

(16)

\[
y = \omega_1 (1 - q) + \sum_{i=-2}^{\infty} \omega_i (1 - q) \prod_{l=-1}^{i+1} p(2^{l+1} - 1).
\]

(17)

This transposition yields the so-called reversible dissipative multi-baker map \([22]\).

\[
B_2^d : (n, x, y) \rightarrow \begin{cases} (n-1, x/q, (1-q)y), & 0 \leq x < q, \\ (n+1, (x-q)/(1-q), 1-q+y), & q \leq x < 1. \end{cases}
\]

(18)

**Example 2.** The triadic totally symmetric random walk, with \(p_{-1} = p_0 = p_1 = 1/3\), was discussed by the authors in \([22]\). Similarly to Eqs. \((16)-(17)\), infinite sequences of zeros, ones and twos are mapped onto the unit square by the expansion

\[
x = \sum_{i=0}^{\infty} \omega_i 3^{i+1},
\]

(19)

\[
y = \sum_{i=-1}^{\infty} \omega_i 3^{-i}.
\]

(20)

The triadic multi-baker map is simply

\[
B_3^d : (n, x, y) \rightarrow \begin{cases} (n-1, 3x/y, 3), & 0 \leq x < 1/3, \\ (n+1, x-1, (y+1)/3), & 1/3 \leq x < 2/3, \\ (n+1, 3x-2, (y+2)/3), & 2/3 \leq x < 1. \end{cases}
\]

(21)

**Example 3.** The biased triadic random walk, where a particle hops to the left with probability \(p_{-1} = s_L\), to the right with probability \(p_1 = s_R\), and remains at its position with probability \(p_0 = s_N = 1-s_L-s_R\), is one of the processes studied by Tél, Vollmer, and Breymann \([3, 4, 24-26]\). The transposition of the infinite symbolic sequences to the points of the unit square is similar to Eqs. \((14)-(17)\) and yields the reversible dissipative triadic multi-baker map

\[
B_3^d : (n, x, y) \rightarrow \begin{cases} (n-1, x/s_L, s_R y), & 0 \leq x < s_L, \\ (n, (x-s_L)/s_N, s_N y + s_R), & s_L \leq x < s_L + s_N, \\ (n+1, (x-s_L-s_N)/s_R, s_L y + s_N + s_R), & s_L + s_N \leq x < 1. \end{cases}
\]

(22)

The equivalence between the non-area-preserving map \([24]\) and an area-preserving multi-baker map with an extra variable of energy was discussed in Ref. \([43]\).

### 3. Time Evolution of Statistical Ensembles

In order to study the relaxation to stationarity of a large ensemble of random walkers, we restrict the one-dimensional lattice to a ring of \(L\) sites and impose periodic boundary conditions, that is we identify site 0 with site \(L\). The phase space is thus restricted to \(\mathcal{L} \times [0, 1]^2\) with \(\mathcal{L} = \{1, \ldots, L\} \).

The time evolution of a density \(\rho_t(n, x, y)\) is determined by the Perron-Frobenius operator: \(\rho_{t+1}(n, x, y) = \mathcal{P} \rho_t(n, x, y) = \rho_t [B_r^{-1}(n, x, y)] / J[B_r^{-1}(n, x, y)],\) where we have introduced the Jacobian of the transformation, \(J[B_r^{-1}(n, x, y)] = p_l / p_{-l}\) if \(\sum_{j>l} p_j \leq y < \sum_{j\geq l} p_j\). The average number of particles in a cylinder \(\Omega\) of the
The cumulative function defined as the measure of a cylinder $\Omega = [0, 1] \times [0, y]$ inside the $n$th site, i.e.,

$$g_t(n, y) = \int_0^1 dx \int_0^y dy' \rho_t(n, x, y').$$

(23)

We can assume, without loss of generality, that the distribution function $\rho_t(n, x, y)$ is uniform with respect to $x$, since the $x$-direction is uniformly expanding. Thus the distribution will become uniform along the $x$ direction, for long times, independently of the initial conditions. Thus we can write $\mu_t(n, [0, x] \times [0, y]) = x g_t(n, y)$ and find that the time evolution of the cumulative function, $g_t(n, y)$, is given by

$$g_{t+1}(n, y) = \left\{ \begin{array}{ll}
  p_{-(r-1)/2} g_t(n + \frac{r - 1}{2}, \frac{y}{p_{(r-1)/2}}), & 0 \leq y < p_{(r-1)/2}, \\
  p_{-(r-1)/2} g_t(n + \frac{r - 1}{2}, 1) + p_{-(r-3)/2} g_t(n + \frac{r - 3}{2}, \frac{y - p_{(r-1)/2}}{p_{(r-3)/2}}), & p_{(r-1)/2} \leq y < p_{(r-1)/2} + p_{(r-3)/2}, \\
  \vdots \\
  \sum_{j=-(r-3)/2}^{(r-3)/2} p_j g_t(n - j, 1) + p_{(r-1)/2} g_t(n - \frac{r - 1}{2}, \frac{y - \sum_{j=-(r-3)/2}^{(r-1)/2} p_j}{p_{(r-1)/2}}), & \sum_{j=-(r-3)/2}^{(r-1)/2} p_j \leq y < 1.
\end{array} \right.$$

(24)

In order to identify the hydrodynamic modes and their eigenfunctions, we consider $y = 1$ in Eq. (24). This yields the matrix equation

$$g_{t+1}(n, 1) = \sum_{j=-(r-1)/2}^{(r-1)/2} p_j g_t(n - j, 1).$$

(25)

The eigenmodes of this equation have the form $\psi_k(n) = \exp(ikn)$ with eigenvalue

$$\chi_k = \sum_{j=-(r-1)/2}^{(r-1)/2} p_j \exp(-ikj).$$

(26)

Moreover, the values of the wavenumber $k$ are restricted to $k = 2\pi m/L$, with $m \in \mathbb{Z}$ (mod $L$), by the periodic boundary conditions.

According to the above considerations, we may suppose that the cumulative function $g_t(n, y)$ of the deterministic multi-baker map may be expanded as:

$$g_t(n, y) = \sum_k \chi_k a_k \psi_k(n) F_k(y),$$

(27)
where $a_k$ are coefficients set by the initial conditions and $F_k(y)$ is solution of the system

$$F_k(y) = \begin{cases} 
\frac{p^{-(r-1)/2}}{\chi_k} \exp \left( i k \frac{y-1}{2} \right) F_k \left( \frac{y}{p^{(r-1)/2}} \right), & 0 \leq y < p^{(r-1)/2}, \\
\frac{p^{-(r-1)/2}}{\chi_k} \exp \left( i k \frac{y-1}{2} \right) + \frac{p^{-(r-3)/2}}{\chi_k} \exp \left( i k \frac{y-3}{2} \right) F_k \left( \frac{y-p^{(r-1)/2}}{p^{(r-3)/2}} \right), & p^{(r-1)/2} \leq y < p^{(r-1)/2} + p^{(r-3)/2}, \\
\vdots \\
\sum_{j=-(r-3)/2}^{(r-3)/2} \frac{p_j}{\chi_k} \exp(-ikj) + \frac{p^{(r-1)/2}}{\chi_k} \exp \left( -i k \frac{y-1}{2} \right) F_k \left( \frac{y-\sum_{j=-(r-3)/2}^{(r-3)/2} p_j}{p^{(r-1)/2}} \right), & \sum_{j=-(r-3)/2}^{(r-1)/2} p_j \leq y < 1, 
\end{cases}$$

(28)

where we used the identity $F_k(1) = 1$.

**Remark 1.** As long as

$$p_j/\chi_k < 1, \forall j,$$

(29)

Eq. (28) is a contracting functional equation of de Rham type \[13, 36\] with a unique continuous solution corresponding to the cumulative function of the hydrodynamic eigendistribution of wavenumber $k$ of the Perron-Frobenius operator.

On large spatial scales, the transport process in the multi-baker chain can be modeled by the advection-diffusion equation \[45\]

$$\partial t \, c = -v \partial_n c + D \partial_n^2 c,$$

(30)

where $c = c(n, t) = q_\ell(n, y = 1)$ is the particle concentration given by the cumulative function at $y = 1$, $v$ is the average velocity of the particles drifting in a biased random walk, and $D$ is the diffusion coefficient. The result (31) is a consequence of the decomposition (27) of the cumulative function in terms of the hydrodynamic modes $\psi_k(n) = \exp(ikn)$. Indeed, if we substitute the decomposition (27) into Eq. (30), we find that the hydrodynamic modes $c(n, t) = \chi_k^t \psi_k(n)$ are approximate solutions under the approximation that the terms in $k^3, k^4, \ldots$ are neglected, in which case we find that

$$\ln \chi_k = -i \, v \, k - D \, k^2 + O(k^3).$$

(31)

This approximation is justified for the advection-diffusion equation (30) because the large-scale limit is equivalent to the small wavenumber limit $k \to 0$. In this way, an expansion of the eigenvalue (26) in powers of the wavenumber $k$ allows us to identify the drift velocity:

$$v = \sum_{j=-(r-1)/2}^{(r-1)/2} j \, p_j,$$

(32)

and the diffusion coefficient:

$$D = \frac{1}{2} \sum_{j=-(r-1)/2}^{(r-1)/2} j^2 \, p_j - \frac{1}{2} \left( \sum_{j=-(r-1)/2}^{(r-1)/2} j \, p_j \right)^2.$$

(33)

in terms of the parameters of the mapping (11).
**Remark 2.** For a symmetric random walk, with \( r \) odd, and where \( p_j = p_{-j} \ \forall j \), the eigenvalue is real and Eq. (26) becomes:

\[
\chi_k = p_0 + 2 \sum_{j=1}^{(r-1)/2} p_j \cos(kj). \tag{34}
\]

In this symmetric case, the drift velocity vanishes, \( v = 0 \), and the random walk is purely diffusive with the diffusion coefficient:

\[
D = \sum_{j=1}^{(r-1)/2} j^2 p_j. \tag{35}
\]

For totally symmetric \( r \)-adic random walks for which \( p_j = 1/r \ \forall j \), the eigenvalue is given by:

\[
\chi_k = \frac{\sin(kr/2)}{r \sin(k/2)}, \tag{36}
\]

and the diffusion coefficient is:

\[
D = \frac{r^2 - 1}{24}. \tag{37}
\]

For small \( k \), we can expand \( F_k \) in powers of \( k \) and obtain the equivalent of a gradient expansion:

\[
F_k(y) = F_0(y) + i k T(y) + O(k^2). \tag{38}
\]

The first term of this equation is a real function \( F_0 \) and corresponds to the stationary state of eigenvalue 1. In the next section, we will differentiate between regular and singular stationary solutions. The second term in Eq. (38) is purely imaginary, i.e. \( T \) is a real function. Note that:

\[
\frac{1}{\chi_k} = 1 + iv + O(k^2), \tag{39}
\]

where \( v \) is the drift velocity (32) of the random walker due to a possible bias. Substituting Eq. (38) into Eq. (28) and, using Eq. (38), we find the general
expression satisfied by $T(y)$:

$$
T(y) = \begin{cases}
  p_{-(r-1)/2} \left[ \frac{r-1}{2} + v \right] F_0 \left( \frac{y}{p_{(r-1)/2}} \right) + T \left( \frac{y}{p_{(r-1)/2}} \right), & 0 \leq y < p_{(r-1)/2}, \\
  p_{-(r-1)/2} \left[ \frac{r-1}{2} + v \right] + p_{-(r-3)/2} \left[ \frac{r-3}{2} + v \right] F_0 \left( \frac{y-p_{(r-1)/2}}{p_{(r-3)/2}} \right) + T \left( \frac{y-p_{(r-1)/2}}{p_{(r-3)/2}} \right), & p_{(r-1)/2} \leq y < p_{(r-1)/2} + p_{(r-3)/2}, \\
  \vdots \\
  \sum_{j=-(r-3)/2}^{(r-3)/2} j \left[ -j + v \right] F_0 \left( \frac{y-\sum_{j=-(r-3)/2}^{(r-3)/2} j}{p_{(r-1)/2}} \right) + T \left( \frac{y-\sum_{j=-(r-3)/2}^{(r-3)/2} j}{p_{(r-1)/2}} \right), & \sum_{j=-(r-3)/2}^{(r-1)/2} j \leq y < 1. 
\end{cases}
$$

In Sec. 4, we will make the connection between this equation and the functional equation defining a function introduced by Takagi [38].

4. Stationary State

The stationary eigenstate of the Perron-Frobenius operator has eigenvalue 1, with a cumulative function $F_0$ given by Eq. (28) for a vanishing wavenumber $k = 0$:

$$
F_0(y) = \begin{cases}
  p_{-(r-1)/2} F_0 \left( \frac{y}{p_{(r-1)/2}} \right), & 0 \leq y < p_{(r-1)/2}, \\
  p_{-(r-1)/2} + p_{-(r-3)/2} F_0 \left( \frac{y-p_{(r-1)/2}}{p_{(r-3)/2}} \right), & p_{(r-1)/2} \leq y < p_{(r-1)/2} + p_{(r-3)/2}, \\
  \text{etc.}
\end{cases}
$$

(41)

For a symmetric process, where $p_j = p_{-j} \forall j$, the solution to this equation is simply $F_0(y) = y$, corresponding to the uniform density of the equilibrium stationary state.

Example 4. The dyadic symmetric random walk has the stationary state given by $F_0(y) = y$. Equation (24) thus becomes

$$
T(y) = \begin{cases}
  y + \frac{1}{2} T(2y), & 0 \leq y < \frac{1}{2}, \\
  1 - y + \frac{1}{2} T(2y - 1), & \frac{1}{2} \leq y < 1.
\end{cases}
$$

(42)

The solution to this functional equation is the Takagi function [38, 11], which justifies the name generalized Takagi function for $T$ in Eq. (41). The Takagi function is known to be a nowhere differentiable function with Hausdorff dimension $D_H(T) = 1$. As will be seen later, this property is shared by the whole class of functions $T$ given by Eq. (41).

For a non-symmetric process, the contraction and expansion factors differ so that, in this case, $F_0$ is a Lebesgue singular function [42].
Example 5. The cumulative function of the stationary state of the reversible dissipative multi-baker map, Eq. (18), of Example 1 satisfies

\[ F_0(y) = \begin{cases} 
q F_0 \left( \frac{y}{1-q} \right), & 0 \leq y < 1-q, \\
q + (1-q) F_0 \left( \frac{y-1+q}{q} \right), & 1-q \leq y < 1.
\end{cases} \] (43)

We show in Fig. 1 this function evaluated for \( q = 0.3, 0.35, \ldots, 0.7 \). For this map, the generalized Takagi function, Eq. (40), is found to be a solution of

\[ T(y) = \begin{cases} 
2(1-q) F_0(y) + q T \left( \frac{y}{1-q} \right), & 0 \leq y < 1-q, \\
2q[1-F_0(y)] + (1-q) T \left( \frac{y-1+q}{q} \right), & 1-q \leq y < 1.
\end{cases} \] (44)

This function is depicted in Fig. 2 for \( q = 0.5 \) to 0.7. For values of \( q \) lower than 0.5, we note that \( T \) has the symmetry \( T[q](y) = T[1-q](1-y) \).

5. Hausdorff Dimension of the Hydrodynamic modes

In this section, we investigate the fractal properties of the cumulative functions \( F_k \) of the hydrodynamic modes for \( k \neq 0 \), as given by Eq. (28), and we compute their Hausdorff dimensions.

In order to compute the solutions of Eq. (28), we return to the symbolic dynamics and replace \( y \) by the \( r \)-adic expansion, Eq. (10). We consider points \( y \) with finite \( r \)-adic expansion \( y = y(\omega_1, \ldots, \omega_l) \) and rewrite Eq. (28) in terms of the symbolic sequences:

\[ F_k[y(\omega_1, \ldots, \omega_l)] = \sum_{j < \omega_1} \frac{p_{l-(r-1)/2}}{\chi_k} \exp\{-ik[j-(r-1)/2]\} + \frac{p_{l-(r-1)/2}}{\chi_k} \exp\{-ik[\omega_1-(r-1)/2]\} F_k[y(\omega_2, \ldots, \omega_l)]. \] (45)
Starting with $F_k[0] = 0$, we can successively compute

$$F_k[y(\omega_1)], \ F_k[y(\omega_1, \omega_2)], \ F_k[y(\omega_1, \omega_2, \omega_3)], \text{ etc.}$$

All these points are plotted in the complex plane where they form a fractal curve $(\mathrm{Re} \ F_k, \ \mathrm{Im} \ F_k)$ similar to von Koch’s curve, under certain conditions (see the following examples).

Example 6. Consider the triadic totally symmetric random walk of Example 2. From Eq. (34), the eigenvalues are found to be

$$\chi_k = (1/3)(1 + 2 \cos k).$$

The condition, Eq. (29), that Eq. (28) be contracting becomes

$$1 + 2 \cos k > 1,$$

which is satisfied as long as $-\pi/2 < k < \pi/2$. In Fig. 3, we plot the imaginary versus real parts of $F_k$ for $k = 0.1$ and $0.5$. The first of these two graphs for the smallest wavenumber $k = 0.1$, Fig.3a, is dominated by the linear contributions to $F_k$, i.e. $F_k(y) \simeq y + ikT(y)$. As we argued in [27], the first order term in $k$, $T$, is the triadic equivalent of the Takagi function Eq. (42). In this case, $T(y)$ is solution of the functional equation

$$T(y) = \begin{cases} 
    y + \frac{1}{3}T(3y), & 0 \leq y < \frac{1}{3}, \\
    \frac{1}{3} + \frac{1}{3}T(3y - 1), & \frac{1}{3} \leq y < \frac{2}{3}, \\
    1 - y + \frac{1}{3}T(3y - 2), & \frac{2}{3} \leq y < 1.
\end{cases}$$

(46)

The deviations – observed in Fig.3b – of the curve $(\mathrm{Re} F_k, \ \mathrm{Im} F_k)$ with respect to the generalized Takagi function (44) are due to contributions which are second order in the wavenumber $k$. As we will show, these deviations are responsible for the fact that the Hausdorff dimension of this curve is not one for non-zero wavenumbers $k$. In fact, $D_H(F_k) > 1$.

Example 7. Still considering the triadic totally symmetric random walk, we observe a rather spectacular fractal for the large wavenumber $k = \pi/3$ which corresponds to the eigenvalue $\chi_{\pi/3} = 2/3$. This case is shown in Fig. 4. The points 0, $1/3$, $2/3$ and 1 are at the vertices of a half hexagon, which is responsible for the apparent hexagonal symmetry of this figure.
Figure 3. $F_k$ for the triadic totally symmetric random walk: (a) $k = 0.1$; (b) $k = 0.5$. The curves are computed at $3^{10}$ points connected together by lines.

Example 8. Another interesting case corresponds to the critical value $k_c$ of $k$ for which Eq. (28) loses its contracting property, i.e., $\chi_k = p_j$ in one of the conditions (29). This leads to interesting solutions of Eq. (28). For instance, in the triadic totally symmetric random walk, $k_c = \pi/2$ yields

$$F_{\pi/2}(y) = \begin{cases} 
-IF_{\pi/2}(3y), & 0 \leq y < 1/3, \\
-i + F_{\pi/2}(3y - 1), & 1/3 \leq y < 2/3, \\
1 - i + iF_{\pi/2}(3y - 2), & 2/3 \leq y < 1.
\end{cases}$$

(47)

$F_{\pi/2}(y)$ is thus a non-continuous function of $y$. In the complex plane, the curve disintegrates into a disjoint set of points forming the square lattice $\mathbb{Z}^2$. Figure 4 displays this set constructed with the $3^{10}$ points $y(\omega_1, \ldots, \omega_{10})$. Similar functions can be observed for the 2-adic and 5-adic totally symmetric random walks for $k_c = \pi/3$. In the 2-adic case, the set is a regular triangular lattice; in the 5-adic case, a regular hexagonal lattice.

We turn to the computation of the Hausdorff dimension of $F_k$, i.e., of the curve $(\text{Re}F_k, \text{Im}F_k)$ drawn in the complex plane. The above examples show that the plot...
Figure 5. $F_{\pi/2}$ for the triadic totally symmetric random walk. The set is composed of the points of $\mathbb{Z}^2$.

Of $(\text{Re}F_k, \text{Im}F_k)$ forms a continuous curve in the complex plane as long as $|k| < k_c$. However, the curve densely fills plain domains of the complex plane already for lower values of the wavenumber, $k_f < |k| < k_c$. For these values, the Hausdorff dimension of the curve saturates at the dimension two of the complex plane so that $D_H(k) = 2$ for $k_f \leq |k| < k_c$. At the limiting value $|k| = k_f$, the plot of $(\text{Re}F_k, \text{Im}F_k)$ forms a fractal curve similar to the Lévy dragon which has a Hausdorff dimension equal to two $[13, 33]$.

For still lower values of the wavenumber $|k| < k_f$, we consider the Hausdorff measure, $\Gamma^d_l(F_k)$, of the cylinder sets specified by the sequences $\{\omega_1, \ldots, \omega_l\}$:

$$\Gamma^d_l(F_k) = \sum_{\omega_1, \ldots, \omega_l} \left| \Delta F_k[y(\omega_1, \ldots, \omega_l)] \right|^d,$$

(48)

where

$$\Delta F_k[y(\omega_1, \ldots, \omega_l)] = F_k[y(\omega_1, \ldots, \omega_l+1)] - F_k[y(\omega_1, \ldots, \omega_l)],$$

and we make the further convention that $y(r-1, \ldots, r-1, r) = 1$. The quantities $\Delta F_k[y(\omega_1, \ldots, \omega_l)]$ are the segments of the curve, $(\text{Re}F_k, \text{Im}F_k)$ at the $l^{th}$ step of its construction. In the complex plane, the $l^{th}$ approximant of the curve is covered by disks of diameter given by the absolute value of the segments $\Delta F_k[y(\omega_1, \ldots, \omega_l)]$, appearing on the right hand side of Eq. (48). We recall that the Hausdorff dimension, $D_H(k)$, of $F_k$ is the value of $d$ such that $[12]

$$\lim_{l \to \infty} \Gamma^d_l(F_k) = \begin{cases} \infty, & d < D_H(k), \\ 0, & d > D_H(k). \end{cases}$$

(50)
With the help of Eq. (13), it is straightforward to check that
\[ |\Delta F_k[y(\omega_1, \ldots, \omega_l)]| = \frac{p_{|\omega_1-(r-1)/2|}}{|\chi_k|} |\Delta F_k[y(\omega_2, \ldots, \omega_l)]|, \]
\[ = \frac{1}{|\chi_k|^l} \prod_{i=1}^{l} p_{|\omega_i-(r-1)/2|}. \quad (51) \]

Hence, the Hausdorff measure
\[ \Gamma^d_l(F_k) = \frac{1}{|\chi_k|^l} \sum_{\omega_1, \ldots, \omega_l} \prod_{i=1}^{l} p_{|\omega_i-(r-1)/2|}^d = \left( \frac{1}{|\chi_k|^l} \sum_{j=-(r-1)/2}^{(r-1)/2} p_j^d \right)^l. \quad (52) \]

According to Eq. (52), the Hausdorff dimension thus satisfies
\[ |\chi_k|^{D_{H}(k)} = p_{-(r-1)/2} + \cdots + p_{(r-1)/2}. \quad (53) \]

**Example 9.** For the triadic totally symmetric random walk, the Hausdorff dimension of \( F_{\pi/3} \), shown in Fig. 4, satisfies
\[ \left( \frac{2}{3} \right)^{D_{H}(\pi/3)} = 3 \left( \frac{1}{3} \right)^{D_{H}(\pi/3)}. \]

Therefore \( D_{H}(\pi/3) = \ln(3)/\ln(2) \).

**Remark 3.** It is not possible to solve Eq. (53) and find a general expression for \( D_{H}(k) \) for all processes. However for the case of totally symmetric \( r \)-adic random walks for which \( p_j = 1/r, \forall j \), we can solve Eq. (53) and find
\[ D_{H}(k) = \begin{cases} \ln(r), & \text{if } |k| < k_f, \\ \ln(r)k, & \text{if } k_f \leq |k| < k_c. \end{cases} \quad (54) \]

\( k_f \) is the wavenumber such that \( \chi_k = 1/\sqrt[r]{r} \) where the curve starts to densely fill the complex plane. \( k_c \) is the wavenumber such that \( \chi_k = 1/r \), above which the cumulative function \( F_k \) no longer forms a continuous curve in the complex plane. For the symmetric dyadic case \( r = 2 \), the Hausdorff dimension (54) has been previously derived [39].

**Example 10.** A numerical computation of Eq. (54) for the totally symmetric triadic random walk is shown in Fig. 2. In this case, \( D_{H}(k) = \ln(3)/\ln(1 + 2 \cos k) \) for \( |k| < k_f = 1.1960 \ldots \), while \( D_{H}(k) = 2 \) for \( k_f \leq |k| < k_c = \pi/2 \).

For small wavenumbers, i.e. \( |k| < k_f \), we can expand the absolute value of the eigenvalue \( \chi_k \), given by Eq. (29), in terms of the diffusion coefficient (34) of the general \( r \)-adic random walk:
\[ |\chi_k| = 1 - Dk^2 + O(k^4). \quad (55) \]

Notice that the absolute value of the eigenvalue does not depend on the drift velocity \( v \) in the linear and quadratic terms of its expansion in powers of the wavenumber \( k \).

To establish a connection between the diffusion coefficient and the Hausdorff dimension of the hydrodynamic modes (for which \( |k| < k_f \)), we let
\[ D_{H}(k) = 1 + ak^2 + O(k^4), \quad (56) \]
and expand
\[ \sum_j p_j^{D_{H}(k)} = 1 + a k^2 \sum_j p_j \ln p_j + O(k^4). \quad (57) \]
Substituting Eqs. (55) and (57) into Eq. (53), we find

\[
a = \frac{\mathcal{D}}{\sum_j p_j \ln p_j} = \frac{\mathcal{D}}{\lambda^+},
\]

(58)

where \(\lambda^+\) is the positive Lyapunov exponent (14) of our system.

We can thus state the following:

**Theorem 1.** For an \(r\)-adic multi-baker map with probabilities \(\{p_{-(r-1)/2}, \ldots, p_{(r-1)/2}\}\), the cumulative function of the hydrodynamic mode of wavenumber \(k\), Eq. (28), forms in the complex plane a curve with the Hausdorff dimension

\[
D_H(k) = 1 + \frac{\mathcal{D}}{\lambda^+} k^2 + O(k^4),
\]

(59)

where \(\lambda^+\) is the positive Lyapunov exponent (14) of this system and \(\mathcal{D}\) is its diffusion coefficient as specified by Eq. (33).

As a corollary, we have the following:

**Theorem 2.** Under the same conditions as in Theorem 1, the diffusion coefficient of the system is given in terms of the positive Lyapunov exponent \(\lambda^+\) and the Hausdorff dimension \(D_H(k)\) of the cumulative function of the hydrodynamic mode of wavenumber \(k\) according to

\[
\mathcal{D} = \lambda^+ \lim_{k \to 0} \frac{D_H(k) - 1}{k^2}.
\]

(60)

**Remark 4.** The expression (60) bears a relation to the formula (2) giving the diffusion coefficient in terms of the Lyapunov exponent and the Hausdorff codimension of the fractal repeller \(R_L\) of orbits trapped in a 2-dimensional ordered Lorenz gas of size \(L\) [19]. The analogy is best seen by writing Eq. (60) for a hydrodynamic mode of the smallest possible nonvanishing wavenumber \(k = 2\pi/L\) in a periodic chain of length \(L\), whereupon Eq. (60) takes the form

\[
\mathcal{D} = \lim_{L \to \infty} \left( \frac{L}{2\pi} \right)^2 \lambda^+ [D_H(2\pi/L) - 1],
\]

(61)
where $D_H(2\pi/L)$ is the dimension of the fractal curve $F_k$ with $k = 2\pi/L$. Although $a_k^2$ in Eq. (54) plays a role very similar to the codimension $c_H(R_L)$ of Eq. (2), it cannot be identified as such because it is the coefficient of a correction to $D_H$ above 1, which stems from the definition of $F_k$ as a cumulative function.

6. Conclusions

In this paper, we have shown with the help of simple models of deterministic diffusion that, in the last stages of the relaxation toward the stationary state, the hydrodynamic modes have cumulative functions with fractal Hausdorff dimensions. For small enough wavenumbers, we were able to derive an expression for the Hausdorff dimensions in terms of the diffusion coefficient and positive Lyapunov exponent of the system. Accordingly, the diffusion coefficient can be computed in terms of the Hausdorff dimension and the positive Lyapunov exponent, which is the content of Theorem 3.

Our formula (60) establishes a new relationship between the diffusion coefficient and the characteristic quantities of chaos, which generalizes both the equation (1) from the thermostated-system approach and the equation (2) from the escape-rate formalism, as anticipated in the Introduction. On the one hand, Eq. (60) remains applicable whether the system is thermostated (i.e., in the non-area-preserving case) or not (i.e., in the area-preserving case). On the other hand, no absorbing boundary is required in the present approach where Eq. (61) was derived. Accordingly, the number of particles is kept constant in systems to which Eq. (60) applies. In this regard, our new formula (60) unifies the previous formulae (1) and (2). The novelty of the present approach is to consider the Hausdorff dimension of an abstract curve in the complex plane, instead of the Hausdorff (or information) dimension of either an attractor or a repeller. This abstract curve is the cumulative function of the hydrodynamic mode of diffusion, which is a general concept of nonequilibrium statistical mechanics.

In view of the generality of the considerations developed in the present paper, we conjecture that Eq. (64) for the Hausdorff dimension of the hydrodynamic modes extends to spatially extended Axiom-A systems with two degrees of freedom which sustain transport by diffusion, and more generally to such chaotic systems with two degrees of freedom.

Moreover, the similarity between Eq. (2) and Eq. (61) of the escape-rate formalism suggests a generalization of our formalism to other transport processes. As shown by Dorfman and Gaspard [14, 20], the escape-rate formalism generalizes to other transport phenomena by setting up a first passage problem in the space of the Helfand moment [28]. In much the same way, we can infer that the eigendistributions of the time evolution in the space of the Helfand moment have cumulative functions with fractal Hausdorff dimensions given by a gradient expansion analogous to Eq. (59), where the diffusion coefficient is replaced by the corresponding transport coefficient. These questions will be addressed in more detail elsewhere.
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