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Abstract

**Objectives:** Missing data is a common problem during the development, evaluation, and implementation of prediction models. Although machine learning (ML) methods are often said to be capable of circumventing missing data, it is unclear how these methods are used in medical research. We aim to find out if and how well prediction model studies using machine learning report on their handling of missing data.

**Study design and setting:** We systematically searched the literature on published papers between 2018 and 2019 about primary studies developing and/or validating clinical prediction models using any supervised ML methodology across medical fields. From the retrieved studies information about the amount and nature (e.g., missing completely at random, potential reasons for missingness) of missing data and the way they were handled were extracted.

**Results:** We identified 152 machine learning-based clinical prediction model studies. A substantial amount of these 152 papers did not report anything on missing data (n = 56/152). A majority (n = 96/152) reported details on the handling of missing data (e.g., methods used), though many of these (n = 46/96) did not report the amount of the missingness in the data. In these 96 papers the authors only sometimes reported possible reasons for missingness (n = 7/96) and information about missing data mechanisms (n = 8/96). The most common approach for handling missing data was deletion (n = 65/96), mostly via complete-case analysis (CCA) (n = 43/96). Very few studies used multiple imputation (n = 8/96) or built-in mechanisms such as surrogate splits (n = 7/96) that directly address missing data during the development, validation, or implementation of the prediction model.

**Conclusion:** Though missing values are highly common in any type of medical research and certainly in the research based on routine healthcare data, a majority of the prediction model studies using machine learning does not report sufficient information on the presence and handling of missing data. Strategies in which patient data are simply omitted are unfortunately the most often used methods, even though it is generally advised against and well known that it likely causes bias and loss of analytical power in prediction model development and in the predictive accuracy estimates. Prediction model researchers should be much more aware of alternative methodologies to address missing data. © 2021 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)
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What is new?

Key findings
- Prediction model studies that adopt machine learning (ML) methods rarely report the presence and handling of missing data.
- Although many types of machine learning methods offer built-in capabilities for handling missing values, these strategies are rarely used. Instead, most ML-based prediction model studies resort to complete case analysis or mean imputation.

What this adds to what is known?
- Missing data are often poorly handled and reported, even when adopting advanced machine learning methods for which advanced imputation procedures are available.

What is the implication, and what should change now?
- The handling and reporting of missing data in prediction model studies should be improved. A general recommendation to avoid bias is to use multiple imputation. It is also possible to consider machine learning methods with built-in capabilities for handling missing data (e.g., decision trees with surrogate splits, use of pattern submodels, or incorporation of autoencoders).
- Authors should take note of and appreciate the existing reporting guidelines (notably, TRIPOD and STROBE) when publishing ML-based prediction model studies. These guidelines offer a minimal set of reporting items that help to improve the interpretation and reproducibility of research findings.

1. Introduction

Thorough contemplation about the handling and reporting of missing data is an integral part of any research addressing and using clinical data, including clinical prediction model research [1–6]. Clinical prediction models use multiple input variables (i.e., covariates, predictors) to calculate the absolute risk of a specific outcome presence (diagnostic models) or incidence (prognostic models). In the medical literature, most diagnostic and prognostic prediction models are derived or validated using regression modelling strategies. When missing values are present in the model development or validation sample, additional efforts preparatory to model development are required.

The most common approach is to adopt a complete-case analysis (CCA), wherein individuals with missing data on any of the predictor or outcomes variables are (automatically) deleted from the analysis [7,8]. Although this strategy is (only) valid under very stringent circumstances, it is generally inefficient and can lead to severe bias in estimates of the estimated model parameters (e.g., regression coefficients) and thus in the model’s predictive performance [3,9,10]. For example, removing incomplete cases could lead to loss of a significant number of informative observations.

For this reason, it is generally recommended to implement multivariable imputation models that generate multiple imputations conditionally on other (observed) patient characteristics [9–13]. When multiple imputation is used during prediction model development, multiple completed versions of the incomplete datasets are generated in which the prediction model coefficients are estimated separately. The model coefficients from each imputed dataset are then pooled using Rubin’s rules, and subsequently used for calculating absolute risk probabilities in new patients [10,11]. Although multiple imputation strategies are consequently applied to an entire prediction model development or validation dataset, it is possible to generate imputations tailored to individual patients [14,15]. This also makes it possible use multiple imputation techniques when actually implementing and applying prediction models in electronic healthcare software in daily clinical practice [13–16].

Yet another approach is to address missing data directly during the prediction model development, validation, or application. This strategy can, for instance, be achieved by including missing indicator variables, by adopting pattern-mixture models, tree-based ensembles, or other machine learning (ML) methods that circumvent the use of missing data imputation (Box 1) [17–22].

Existing prediction model reporting guidelines (TRIPOD), congruent with the increasing amount of supportive literature, recommend to at least report whether prediction model development sets and validation sets indeed suffered the presence of missing data and to what extent, and how such missing data were addressed in the analysis [1,2,10,23,24]. So far, adherence to these reporting guidelines seems to be limited in applied prediction research. Even in prediction model studies that adopt more traditional (regression-based) methods, many reviews have found that missing data is often inadequately handled or completely ignored [25–30].

With the emergence of ML methods for prediction modeling, which may circumvent the need for imputation (e.g., random forests with surrogate splits), it becomes less evident whether and how missing data is handled during model development or validation. The question remains how often researchers adopting these ML methods make use of alternative and proper strategies and in what way. The objective of this study is, therefore, to investigate how well prediction model studies that used ML based techniques reported on the presence, nature and extent of missing data in the used data sets, and which methods were commonly used for handling missing data during prediction model development, validation, or (if done) implementation.
2. Methods

In a recent review by Andaur Navarro et al. we systematically searched the medical literature for primary studies developing and/or validating prediction models using any supervised ML methodology, published between January 2018 and December 2019 [31,32]. The protocol of which was registered and published (PROSPERO, CRD42019161764) [33]. The search initially yielded 24,814 results, from which 10 random sets of 249 articles were sampled. From the sampled 2,482 publications, 152 were included in the review. The present review uses the same data set of this review (Fig. 1). Similarly for the present review, articles were eligible for inclusion when a primary study described the development or validation of a multivariable prediction model using any kind of supervised ML methodology. We defined a study using supervised ML as the use of algorithmic approaches to develop or validate a prediction model (e.g., any tree-based methods, neural networks, or support vector machines). We excluded studies that adopted common statistical techniques such as linear regression, logistic regression, lasso regression, ridge regression, or elastic net. Also, studies were excluded when only a single variable was studied. All human medical fields, with the notable exception of medical imaging, were included. To address the aim of the present review, first, a list of key reporting items that may facilitate the interpretation of prediction model studies in the presence of missing data, were defined (Table 1). These items were based on prevailing reporting guidelines [1–3,10] and consider:

1) Information on the presence, amount, and distribution of missingness on the study variables, including reasons for the missing data and assumptions about the missing data mechanism;
2) Methods for missing data handling, including the type (e.g., imputation, missing indicator, surrogate splits);
3) Implementation details of the missing data method, including total number of imputed datasets and (auxiliary, i.e. not part of the prediction model) variables used in the imputation models (Table 1).

Existing machine learning reporting guidelines sparsely refer to the need to report on missing data details [34]. As a consequence, items specifically about the ML modeling techniques were based on key characteristics of known ML methods with built-in strategies to handle missing data [17–20]. Subsequently, we reviewed each eligible study and assessed whether missing data was present. For studies that reported the presence of missing data, we evaluated the level of reporting of the items listed in Table 1. If applicable, data extraction was done both for the prediction model development and validation. When a sensitivity analysis was utilized, applied methods for handling missing data in these sensitivity analyses were also assessed separately. Supplementary material was considered when available. Ten percent of the total set was reviewed first by two reviewers (S.N., A.L.), in which disagreements were resolved for mutual learning by discussing the found discrepancies. The two reviewers then independently reviewed fifty percent of all studies respectively. Unresolved disagreements were resolved through consensus with a third reviewer (T.D.). All items used in the data extraction can be found in the Appendix. For the data extraction some reporting items (e.g., Item 2.1) about identifying and handling missing data from Table 1 were split up into several separate data extraction items.

3. Results

After screening, 152 eligible articles were available for the present study (Fig. 1). A total of 56 (37%) prediction model studies did not report on missing data and could not be analyzed further. We included 96 (63%) studies which reported on the handling of missing data. Across the 96 studies, 46 (48%) did not include information on the amount or nature of the missing data.

3.1. Presence and mechanism of missing data

Papers that reported on the amount of missing data most often (n = 31/50 [62%]) reported the overall number or frequency of missingness (e.g., the total number of patients or variables with one or more missing values). For these papers, the overall median percentage of missingness was 4.7% (IQR 1.85–28). In most other cases it was unclear how many values were missing. It was often unclear which variables exactly were missing (n = 39/50 [78%]). In 7 papers it was explicitly stated that the outcome was missing [14%]. Only a small proportion of papers provided possible reasons for missingness of predictor values (n = 7/50 [14%]) or compared the characteristics of patients with and without any missing values (n = 5/50 [10%]). Additionally, a statement about the (potential) mechanism by which the data were missing was seldom reported (n = 8/50 [16%]).

3.2. Handling of missing data

From the 96 papers reporting on missing data handling, the most common approach was deletion (n = 65/96 [68%]), with the majority using complete case analysis (CCA) (n = 43/65 [66%]). About a third of papers reporting on missing data handling, used imputation (n = 36/96 [38%]), most often single imputation (23/36 [61%]) with the mean (12/23 [52%]). Only a handful used the recommended multiple imputation (n = 8/36 [22%]). Of these 8 papers, important details such as the number of imputed datasets, whether predictor and outcome variables were included in the imputation models, exact imputation method applied, or whether auxiliary variables were used, was only rarely reported (1–3 papers). Missing indicators were used by some authors (n = 8/96 [8%]), most often in combination with any deletion or imputation method
Fig. 1. Inclusion flow continuation after systematic review. For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.
Table 1. Missing data details recommended to be reported in prediction model studies

| Details to be reported                                                                 | Inspired by |
|----------------------------------------------------------------------------------------|-------------|
| 1.0 Missing data                                                                        |             |
| 1.1 For each variable of interest (e.g., candidate predictor, outcome): The amount of missing data or the number of cases with (in)complete data | [1]         |
| 1.2 Potential reasons for the presence of missing data                                   | [1–3]       |
| 1.3 Guidance on how the prediction model should be implemented in new patients (i.e., how to deal with ‘live’ missing values) | Expert opinion |
| 2.0 Missing data handling details                                                       |             |
| 2.1 The type of method used to account for missing data                                  | [2,3]       |
| • Deletion (e.g., case-wise deletion, complete-case analysis) *Methods which omit part of the data to allow for analysis*  
• Imputation-based approach (e.g., single or multiple imputation) *Methods which fill-in plausible estimates for missing data*  
• Non-imputation-based approach (e.g., missing indicator, surrogate splits) *Methods which provide predictions without imputing missing data by taking note of missing data in various ways* |             |
| 2.2 If complete case analysis was performed, the number of individuals excluded, e.g., in a diagram depicting the participant flow (e.g., ‘CONSORT’ participant flow diagram) | [1,3]       |
| 2.3 If complete case analysis was performed, a rationale for exclusion                  | [1,3]       |
| 2.4 Comparison of overall patient characteristics of patients with and patients without missing values | [3]         |
| 2.5 If possible, results of complete case analysis (to compare) and their interpretation | [3]         |
| 2.6 If software was applied (e.g., for imputation-based or non-imputation-based approaches), provide details on software and key settings of the approach (e.g., packages used), supplementary material allowed | [2,3]       |
| 3.0 Imputation-based approaches                                                          |             |
| 3.1 Type of imputation                                                                  | [2,3]       |
| • Single imputation (SI) (3.9)                                                          |             |
| • Multiple imputation (MI) (3.10)                                                       |             |
| 3.2 Explicit mentioning of the assumptions that were made (e.g., MAR, MCAR or MNAR)     | [1,3]       |
| 3.3 Motivation for the assumptions made (3.3.1) or inclusion of sensitivity analyses for testing robustness (3.3.2) | [3]         |
| 3.4 Details of the adjustment for statistical interactions (3.4.1), non-linear terms (3.4.2), and clustering (3.4.3) in the imputation model | [2,3]       |
| 3.5 Details on how continuous and non-continuous variables were imputed                 | [2,3]       |
| 3.6 Details on what variables were included in the imputation procedure                 | [2,3]       |
| 3.7 Inclusion of outcome as variable in the imputation procedure                        | [2]         |
| 3.8 Inclusion and details of auxiliary variables in the imputation procedure             | Expert opinion |
| 3.9 Single imputation details                                                           |             |
| 3.9.1 Type of SI used (e.g., mean imputation)                                           | [2]         |
| 3.9.2 Details on if method takes into account noise or imputes a fixed value            | [2]         |
| 3.10 Multiple imputation details                                                        |             |
| 3.10.1 Type of MI used (e.g., FCS or joint imputation)                                  | [2,3]       |
| 3.10.2 Number of imputed datasets                                                       | [2,3]       |
| 3.10.3 Details on conditional models used (e.g., PMM, Random Forest, logistic regression, neural network, machine learning, etc.) | [2,3]       |
| 3.10.4 Details on convergence of the imputation model                                  | [2,3]       |
| 4.0 Non-imputation-based approaches                                                     |             |
| 4.1 Type of non-imputation-based method                                                 | Expert opinion |
| • Missing indicator method                                                              |             |
| • Likelihood-based methods (e.g., using expectation-maximization)                       |             |
| • Use of submodels (4.3)                                                                |             |
| • ML method (e.g., decision trees with surrogate splits) (4.4)                          |             |
| • Other                                                                                 |             |

(continued on next page)
(n = 6/8 [75%]). Many studies used a type of prediction model development or validation (e.g., random forest) capable of handling missing data via built-in mechanisms (n = 77/152 [51%]). Few articles explicitly stated that the machine learning method could handle missing data via built-in mechanisms (n = 13/77 [17%]), this concerned almost exclusively tree-based models.

There were many studies (n = 23/96 [24%]) where a combination of missing data handling methods was used, most often combining deletion practices with imputation methods (n = 15/23 [65%]). Only sometimes were these reported as sensitivity analyses (n = 3/23 [13%]). There were no studies in which a submodel approach was used.

A complete overview of the extracted data can be found in the Appendix.

4. Discussion

This work comprised a comprehensive review of 152 ML-based clinical prediction model development or validation studies, to evaluate the reporting and methodological quality with regards to the presence, amount, and handling of missing data in such studies. Consistent with similar reviews on the reporting of prediction models or missing data, the quality of reporting in ML-based prediction model studies with regards to missing data was generally poor. This makes the judgement of the validity of the reported prediction models or their predictive accuracy difficult or even impossible [25,35]. Examples of common pitfalls in the handling of missing data largely match that of similar reviews which analyzed studies reporting on prevailing statistical models: the exclusion of study participants with any missing data and a lack of primary details on the amount or nature of the missing data, and the imputation methods used, if done (Fig. 2).

Methods such as CCA and single imputation, often via mean imputation (52%), were highly common in the ML studies included in this review. It can seem efficient to apply methods such as mean imputation or CCA, but it is generally expected that these ad-hoc methods are unfit for working with healthcare data [7,11,36]. Only under stringent circumstances to which healthcare data, and certainly not routine healthcare data, usually do not abide, mean imputation and CCA could provide unbiased estimates. Similarly, there are strong recommendations to avoid the use of missing indicators, for example because it may alter the way clinicians approach the use of a predictive model, given that the model suggests missing data may also be informative [7,22,36,37]. Likewise, missing indicators require continued monitoring and dynamic revision for the various different missing data circumstances upon which they may be used, which is incredibly convoluted when applied in a medical decision-making context [38]. Surprisingly, this method is often used by studies using a non-imputation-based approach (53%). This tendency in combination with frequent absence of explicit motivations for choosing certain missing data handling strategies and sparse reference to missing data in existing machine learning reporting guidelines, illustrate an overall lack of appreciation about the severe consequences of improper handling of missing data in prediction model studies and also in clinical decision making based on prediction models.

Overall, there is clearly room for improvement in the strategies for handling missing values of the prediction model studies adopting state-of-the-art ML methods. Although multiple imputation is currently considered the gold standard, it is only rarely implemented in these published studies (8/152 [5%]). In addition, several alternative strategies (e.g., pattern-mixture models, surrogate splits, etc.) are available that circumvent the need for imputation. These
strategies may be particularly appealing to enhance the development, validation and implementation of developed prediction models, as they offer a unified approach to generate predictions in the presence of missing data. Still, among these approaches, it is yet unclear which is to be preferred, and consensus about their effectiveness when compared with, more classical, missing data handling methods is lacking; more research on this is warranted [18,19,39].

The level of reporting is arguably just as important as the quality of an imputation model. Sufficient detail to be able to replicate the study is a key obligation of scientific research and reporting. Almost all studies that used multiple imputation lacked sufficient detail on which variables were included, the conditional imputation models used, and the number of multiple imputed datasets. Also, the limited utilization of sensitivity analyses suggests that authors did not consider the potential consequences of handling missing data much. Further, the lack of detail on which variables were included in the imputation model suggests that known extensions that can improve the accuracy of the imputation model (e.g., use of auxiliary variables) are unexploited [15,40]. To promote good missing-data-handling practice, we echo previous recommendations to acknowledge sufficient reporting on missing data and any applied missing data handling method, to allow others to interpret the quality of the results, to allow for their replication and to enhance the application of the prediction model [10,25,26]. Furthermore, journals are encouraged to ask for these details to be published in the original text or as supplementary files.

Many included papers used prediction models based on decision trees or random forests, for which built-in capabilities exist for handling missing data during its development, validation and implementation [17,18]. Most authors, however, did not clarify whether and how these were used. It is possible that many authors used the default way of handling missing data as programmed for these models, i.e., usually CCA. However, due to the limited inclusion of programming details (i.e., code, libraries and packages) it remains largely uncertain how often these methods were used. The implementation of automated or built-in missing data handling methods is rare in software packages, which may explain their underreported use. Another possibility is that these built-in methods are taken for granted, which again suggests that there may be an overall lack of knowledge about the consequences of improper missing data handling. There is generally no consensus on how well these built-in methods work with regards to clinical prediction model development, validation or implementation, which warrants additional research and caution when using them in the presence of missing data [18,19,39].

A limitation of our review may be related to the restricted search strategy from the original review, as only articles published in PubMed over a time span of two years (between January 2018 and December 2019) were considered and only a subsample (n = 2.482) from the initial search results (n = 24.814) was screened [33]. However, we believe that even with these restrictions the final study sample remains representative of the current status in the field, since no recent reporting or methods guideline were likely issues that may have caused any improvements since then.

To our knowledge, this is the first comprehensive review evaluating the level of reporting and handling of missing data in ML-based clinical prediction model studies. We believe this review of a representative sample of model development and validation prediction model studies in healthcare has highlighted severe issues with the general
conductor and reporting of missing data in ML-based prediction model studies. It is well known that inappropriate handling of missing data can greatly reduce the validity and generalizability of predictions and corresponding estimates of prediction model performance [1,5]. An improved understanding about the negative consequences of inappropriate handling of missing data and effective ways to remedy these issues through improved conduct and reporting is warranted. We recommend authors to take note of and appreciate the existing reporting guidelines (notably, TRIPOD and STROBE) when publishing ML-based prediction model studies. These guidelines include a minimal set of reporting items that help to improve the interpretation and reproducibility of research findings.

Box 1 Prediction with built-in missing data handling

**Missing indicator**. For each variable in the model a dichotomous dummy variable (0/1) is added to indicate whether that variable is missing or not [7,22,36,41]. These dummy variables are then included in the statistical (i.e., risk prediction) model as separate predictors. The original, missing, predictor variable is usually set to 0. Missing indicators may contain relevant information for predictions, but are susceptible to so-called feedback loops; as soon as a clinician is aware of the informative missingness in certain predictors, their predictive value changes [37,38,42]. Additionally, other issues may arise in the application of missing indicators as the manner of data collection between different practices is likely to vary [38].

**Surrogate splits**. Preserves the partitioning of each original split as good as possible in the presence of missing predictor values [18–20]. Accordingly, the model, whenever it encounters a missing predictor value, will use the surrogate variable (rather than the missing predictor variable) to decide upon the split direction.

**Sparsity aware splitting**. A default direction is added for each tree node in a decision tree (e.g., XGBoost) [17]. Whenever a missing predictor value is encountered, the instance is classified into the pre-specified default direction. The optimal default direction, and thus best direction to handle missing data, is learnt from the data.

**Pattern-mixture models**. For each pattern of missing data, a separate risk prediction model is made and included in the pattern-mixture model [21]. Then, when applied to a new (out-of-sample) individual the corresponding (i.e., matching the missing data pattern in the individual) prediction model is used.
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Appendix

Details of missingness (n = 152)

| #  | Item                                                                 | Total (%) |
|----|----------------------------------------------------------------------|-----------|
| 1.1| How was missing data presented in the paper?                         |           |
|    | Not summarized                                                       | 102 (67%) |
|    | Overall                                                              | 31 (20%)  |
|    | By all candidate predictors                                          | 8 (5%)    |
|    | By all final predictors                                              | 3 (2%)    |
|    | Other                                                                | 8 (5%)    |
| 1.2| Were reasons for the presence of missing data explicitly reported?   |           |
|    | Yes                                                                   | 7 (5%)    |
|    | No                                                                    | 142 (93%) |
|    | Unclear                                                              | 3 (2%)    |
| 1.3| Was guidance provided on how to handle ‘live’ MD? (i.e., how to apply the prediction models in new patients with MD) |           |
|    | Yes, explicitly                                                      | 7 (5%)    |
|    | Yes, implicitly (e.g., mean imputation)                              | 61 (40%)  |
|    | No                                                                   | 82 (5%)   |
|    | Unclear                                                              | 2 (1%)    |
| 1.4| Was a comparison of patient characteristics for patients without any missing values, and patients with one or more missing values made? |           |
|    | Yes                                                                   | 5 (3%)    |
|    | No                                                                    | 147 (97%) |

Legend: MD: missing data, CCA: complete-case-analysis.

Details of missing data handling (n = 152)

| #  | Item                                                                 | Total (%) |
|----|----------------------------------------------------------------------|-----------|
| 2.1| Was the type of method used to account for MD reported?              |           |
|    | Yes                                                                  | 89 (59%)  |
| 2.2| If yes, what was the method being used?                              |           |
|    | Deletion (i.e., CCA)                                                 | 44 (47%)  |
|    | Imputation-based                                                     | 16 (17%)  |
|    | Non-imputation-based                                                 | 7 (7%)    |
|    | A combination of the above                                           | 23 (25%)  |
|    | A combination of deletion and imputation                             | 15 (65%)  |

(continued on next page)
| #  | Item                                                                 | Total (%) |
|----|----------------------------------------------------------------------|-----------|
| 4.2| What was the imputation method being used?                          |           |
|    | Single imputation                                                    | 23 (72%)  |
|    | Multiple imputation                                                  | 8 (25%)   |
|    | Unclear                                                              | 1 (3%)    |
|    | No                                                                   | 2 (6%)    |
|    | Unclear                                                              | 2 (6%)    |
| 4.3| Was a sensitivity analysis performed?                                |           |
|    | Yes                                                                  | 3 (8%)    |
|    | No                                                                   | 27 (75%)  |
|    | Unclear                                                              | 6 (17%)   |
| 4.4| Were statistical interactions assessed and adjusted for in the imputation model? |           |
|    | Yes                                                                  | 2 (6%)    |
|    | No                                                                   | 21 (58%)  |
|    | Unclear                                                              | 13 (36%)  |
| 4.5| Were non-linear terms assessed and adjusted for in the imputation model? |           |
|    | Yes                                                                  | 1 (3%)    |
|    | No (non-linear terms were assessed in the main analysis, but not adjusted for during imputation) | 2 (6%) |
|    | No (non-linear terms were not assessed in the main analysis and not adjusted for during imputation) | 17 (47%) |
|    | Unclear                                                              | 16 (44%)  |
| 4.6| Was clustering assessed and adjusted for in the imputation model?    |           |
|    | Yes                                                                  | 1 (3%)    |
|    | No                                                                   | 20 (56%)  |
|    | Unclear                                                              | 15 (42%)  |
| 4.7| Did the variables imputed include continuous variables?             |           |
|    | Yes / probably yes                                                   | 21 (58%)  |
| 4.8| Was it described how these were modelled?                            |           |
|    | Linear                                                               | 1 (5%)    |
|    | Non-linear                                                           | 3 (14%)   |
|    | Categorized                                                          | 2 (10%)   |
|    | Not reported                                                         | 15 (71%)  |
|    | No                                                                   | 3 (8%)    |
|    | Unclear                                                              | 12 (33%)  |
| 4.9| Was any other preprocessing performed?                               |           |
|    | Standardization / normalization                                       | 10 (28%)  |
|    | Outlier removal                                                      | 2 (6%)    |
|    | Not reported                                                         | 2 (6%)    |
|    | Unclear                                                              | 16 (44%)  |
|    | No                                                                   | 6 (17%)   |
| 4.10| Were details of the variables included in the imputation procedure presented? |           |

(continued on next page)
6.0 Multiple imputation details

6.2 Was the number of imputed datasets reported?

|                  | Total (%) |
|------------------|-----------|
| Yes              | 1 (13%)   |
| No               | 7 (88%)   |

6.3 Were details on the convergence of the imputation model presented?

|                  | Total (%) |
|------------------|-----------|
| No               | 8 (100%)  |

Reported details on non-imputation-based approaches (n=15)

| # | Item                                           | Total (%) |
|---|-----------------------------------------------|-----------|
| 7.1| Was the non-imputation-based method implicitly or explicitly reported as capable of handling MD? |           |
|    | Explicit                                      | 11 (73%)  |
|    | Implicit                                      | 4 (27%)   |
| 7.2| What is the non-imputation-based method being used? |           |
|    | Missing indicator method                      | 8 (53%)   |
| 7.3| Were details on how missing indicators were included in the prediction model reported? |           |
|    | Yes                                           | 5 (63%)   |
|    | No                                            | 3 (38%)   |
| 7.4| What was the type of ML method used?           |           |
|    | Machine learning method                        | 7 (47%)   |
| 7.10| Are details provided on how MD are handled via the ML method? (e.g., Imputation) |           |
|     | Yes                                           | 3 (43%)   |
|     | No                                            | 4 (57%)   |
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