Waveform Parameter Evaluation of Lightning Impulse Voltage Based on Neural Network Method
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We propose a new approach based on applying neural networks for the base curve fitting of full lightning impulse voltage waveforms. In the standard IEC 61083-2, the Levenberg–Marquardt algorithm is employed in the calculation of the base curve to evaluate the waveform parameters. In this study, multilayer neural networks were constructed to correct the base curve calculated by simple two-exponential fittings. The approach to constructing the networks divides the data into two groups: training data and testing data. The training data were collected from the standard waveforms generated by the test data generator of the standard, where there were 29 cases of full lightning impulse voltage waveforms. The testing data were collected from real experimental data with various overshoot rates. The waveform parameters obtained by the proposed method were compared with those obtained by the standard approach, and very good agreement was always observed. It was found that the proposed method provides very accurate waveform parameters within the acceptable tolerances of the standard. Also, the method has a shorter execution time than the standard method. Therefore, the proposed method is an attractive choice for evaluating lightning impulse voltage waveform parameters.

1. Introduction

The failure of insulation in a high voltage (HV) system due to overvoltage from the effects of lightning is one of the major causes of faults in power systems. To confirm the insulation performance of materials used in HV equipment, simulated electrical field stresses in the form of high impulse voltages are applied to the equipment. Therefore, HV impulse testing is essential to confirm the operation of HV insulation equipment.

Practically, the generated lightning impulse voltage in a test should be in accordance with the standard requirements as shown in Fig. 1. The IEC standard 60060-1 (2010)(1) specifies the test voltage peak according to the system voltage for which the equipment is installed. The tolerance of the peak voltage (Uₚ) should be in the range of ±3% of the specified value. The front time (T₁)}
and the time to half ($T_2$) should be $1.2\ \mu s \pm 30\%$ and $50\ \mu s \pm 30\%$, respectively. Also, the overshoot rate ($\beta_e$) should be less than 10%.

For HV measurement, the sensor or the measuring system must scale down the voltage signal to a low level that can be measured by the recording instrument without damage. Also, the measuring system must have a frequency bandwidth covering the frequency range of the lightning impulse voltage from 0 Hz to several kHz.

In the past, an analog oscilloscope was used to record the voltage waveform, and the waveform parameters were analyzed by the inspection of a test engineer. Later, digital oscilloscopes were used to measure lightning impulse waveforms, and the waveform data were employed to analyze the parameters of the test voltages. Also, the standard\(^{(1,2)}\) introduces the software approach based on the construction of a base curve and a $k$-factor filter to evaluate the waveform parameters ($U_p$, $T_1$, $T_2$, and $\beta_e$) as shown in Fig. 2. There are six procedures employed in the waveform parameter evaluation as follows.

1. Collect the waveform from 20% of the peak voltage at the front part to 40% of the peak voltage at the tail part. This collected waveform is called the recorded waveform $[U_R(t)]$.

2. Fit the waveform with the function in Eq. (1) provided by the standard. Another form of this function is expressed as Eq. (2), which is utilized to fit the recorded curve waveform. The fitted waveform is called the base curve $[U_b(t)]$.

3. Subtract the base curve $[U_b(t)]$ from the recorded waveform, and the resulting waveform is called the residual curve.

4. Filter the residual curve with the $k$-factor filter shown in Eq. (3) to obtain the filtered residual curve.
Here, $f$ is a frequency in the unit of MHz. According to standard guidelines, the $k$-factor filtering algorithm can be easily implemented using the zero shift phase infinite impulse response (IIR) filter proposed by Lewin et al.\(^{(3)}\)

(5) Add the filtered residual curve to the base curve to obtain the test waveform $[U_{t}(t)]$.

(6) The test waveform is used to evaluate the waveform parameters, i.e., the front time ($T_1$), time to half ($T_2$), and overshoot rate ($\beta_e$).

In procedure (2), the Levenberg–Marquardt method has been used to determine the base curve. It was found that the iteration process of the Levenberg–Marquardt method has a long execution time for some waveforms with a high overshoot rate.\(^{(3–15)}\) There have been some attempts to overcome this problem. The double integration approach with weight functions\(^{(16)}\) and the improved Prony method\(^{(17)}\) have been proposed, although complicated calculations are required in these approaches. Therefore, these approaches require a test engineer with experience in software development.

In this article, we propose a method employing a non-iterative curve fitting to evaluate the base waveform parameters of the lightning impulse voltage. The developed method uses a multilayer neural network to determine the base waveform parameters. The training data used in the construction of the network are compiled from the test data generator in the IEC 61083-2 (2013) standard.\(^{(18)}\) Some real experimental waveforms are utilized as test cases to confirm the validity of the proposed method in comparison with those calculated by the standard recommended method (Levenberg–Marquardt), and good agreement is observed. The validity of the proposed method has been confirmed in terms of accuracy and execution time, which are superior to those of the standard recommended method owing to absence of iterations.

2. Proposed Curve Fitting Method

In the proposed method, a feed-forward multilayer artificial neural network (ANN)\(^{(19–21)}\) model was developed to correct the waveform parameters of the base waveform. A back-propagation learning algorithm was utilized in the training process and the construction of the ANN model. The network construction procedures were as follows:
(1) Prepare the waveform data by separating the recorded waveform \([f(t)]\) into two parts. The first part \([f_1(t)]\) is from 20% of the peak voltage on the front part to the peak voltage, and the second part \([f_2(t)]\) is from the peak voltage to 40% of the peak voltage on the tail part.

(2) Fit \(f_2(t)\) with Eq. (4) to obtain the parameters \(A'\) and \(\alpha'\).

\[
g_1(t) = A' e^{-\alpha' t} \tag{4}
\]

(3) Fit \(g_1(t) - f_1(t)\) with Eq. (5) to obtain the parameters \(B'\) and \(\beta'\).

\[
g_2(t) = B' e^{-\beta' t} \tag{5}
\]

(4) The estimated base curve can be determined by Eq. (6), which is used as the base curve to calculate the estimated waveform parameters.

\[
g_3(t) = A' e^{-\alpha' t} + B' e^{-\beta' t} \tag{6}
\]

Then, the estimated waveform parameters, i.e., \(A', \alpha', B', \beta', \text{and } \beta_e'\) (estimated overshoot rate) can be computed.

(5) The estimated waveform parameters \((A', \alpha', B', \beta', \text{and } \beta_e')\) are used as the input data, and the network is constructed by a back-propagation algorithm to obtain each parameter \((A, \alpha, B, \text{and } \beta)\) of the base curve, which is evaluated by the standard recommended method (Levenberg–Marquardt). Four networks are developed to obtain each base curve parameter.

In this paper, 29 waveform data (LI-A1 to LI-A12 and LI-M1 to LI-M17)\(^{(18)}\) generated by the test data generator in the standard\(^{(18)}\) were utilized as the training data set in the construction process of the neural network. The construction procedures of the multilayer neural networks used in this paper are expressed as the flow chart in Fig. 3. The architecture of the ANNs in this paper is selected to have as low complexity as possible. As shown in Fig. 4, the selected structure of the neural networks comprises a five-neuron input layer, a two-neuron hidden layer, and a one-neuron output layer. The mathematical operations of a neuron in the hidden layer, as shown in Fig. 5, comprise weighting, summation, biasing, and activation with the Tansig function. In the training process to construct the ANN models, some iterations are required as pre-calculation. It takes several seconds to obtain the network. However, the constructed ANN can readily be simplified into matrix form, and the base curve can be determined without further iteration. Therefore, the proposed method is effective in terms of execution time for evaluating the lightning waveform parameters.

Owing to the low complexity of the developed model, it can reduce the model dimension. The weighting and bias constants of the output layer can be included in the weighting and bias constants of the hidden layer. Therefore, the output parameters from the developed model can be computed using Eq. (7), where \(x_i\) are the input parameters, i.e., \(A', B', \alpha', \beta', \text{and } \beta_e'\). \(N\) is the number of input parameters, so in this case, \(N = 5\). \(y^{(l)}\) \((A, \alpha, \text{or } \beta)\) is a predicted parameter of \((l)\). \(w_{ij}^{(l)}\) and \(b_{ij}^{(l)}\) are the weighting and bias constants of the input layer associated with input
Parameter $i$ and neuron $j$ of the hidden layer, respectively. $w^{(l)}_{2,i,j}$ and $b^{(l)}_{2,i,j}$ are the weighting and bias parameters of the hidden layer associated with neuron $j$ of the hidden layer, respectively. $f(\cdot)$ is the selected Tansig activation function given by Eq. (8). $n$ is the number of neurons in the hidden layer, so in this case, $n = 2$.

$$y^{(l)} = \sum_{j=1}^{n} \left( w^{(l)}_{2,j} f \left( \sum_{i=1}^{N} w^{(l)}_{1,ij} \cdot x_i + b^{(l)}_{1,ij} \right) + b^{(l)}_{2,j} \right)$$  \hspace{1cm} (7)
\[ f(x) = \frac{2}{1 + e^{-2x}} - 1 \]  

(8)

For convenience of calculation, Eq. (7) can be rewritten in matrix form as Eq. (9), where \( X \) is the input vector expressed by Eq. (10). \( w^{(l)}_1 \) and \( b^{(l)}_1 \) are a weighting matrix and a bias vector of the input layer, respectively. \( w^{(l)}_2 \) and \( b^{(l)}_2 \) are a weighting matrix and a bias vector of the hidden layer, respectively.

\[ y^{(l)} = w^{(l)}_2 \left\{ f \left( w^{(l)}_1 X + b^{(l)}_1 \right) \right\} + b^{(l)}_2 \]  

(9)

\[ X = \begin{bmatrix} A' & B' & \alpha' & \beta' & \beta_e' \end{bmatrix} \]  

(10)

The values of \( w^{(l)}_1 \), \( w^{(l)}_2 \), \( b^{(l)}_1 \), and \( b^{(l)}_2 \) are given as Eqs. (11)–(14), respectively.

\[
\begin{align*}
\left( w^{(A)}_1 \right)' &= \begin{bmatrix} 2.638 & -8.428 \\ 4.691 & -0.426 \\ 33.071 \times 10^{-6} & 30.47 \times 10^{-6} \\ 0.6715 \times 10^{-6} & -0.2314 \times 10^{-6} \\ -6.618 & -12.354 \end{bmatrix}, \\
\left( w^{(B)}_1 \right)' &= \begin{bmatrix} -2.516 & -4.043 \\ -3.835 & -14.619 \\ 12.313 \times 10^{-6} & -19.85 \times 10^{-6} \\ -0.01761 \times 10^{-6} & -0.07119 \times 10^{-6} \\ -2.639 & 3.639 \end{bmatrix}, \\
\left( w^{(A)}_2 \right)' &= \begin{bmatrix} -6.592 & 0.026 \\ -1.472 & -0.002 \\ -188.967 \times 10^{-6} & 30.135 \times 10^{-6} \\ -0.5037 \times 10^{-6} & 0.00061 \times 10^{-6} \\ -7.248 & 0.007 \end{bmatrix}, \\
\left( w^{(B)}_2 \right)' &= \begin{bmatrix} 0.242 & 44.954 \\ 0.019 & 14.909 \\ -2.454 \times 10^{-6} & 53.426 \times 10^{-6} \\ -0.1510 \times 10^{-6} & 0.6199 \times 10^{-6} \\ 0.363 & 19.971 \end{bmatrix}.
\end{align*}
\]  

(11)

\[
\begin{align*}
& w^{(A)}_2 = [8.455 \quad 20.530] \times 10^{-2}, \\
& w^{(B)}_2 = [-29.764 \quad -7.699] \times 10^{-2}, \\
& w^{(A)}_2 = [-0.350 \quad 3.322] \times 10^4, \\
& w^{(B)}_2 = [-6.825 \quad -1.873] \times 10^6.
\end{align*}
\]  

(12)

\[
\begin{align*}
& b^{(A)}_1 = [-1.918 \quad 8.845], \\
& b^{(B)}_1 = [-1.183 \quad -2.717], \\
& b^{(A)}_2 = [14.562 \quad -0.455], \\
& b^{(B)}_2 = [0.437 \quad -30.672].
\end{align*}
\]  

(13)
Using the developed model in matrix form given in Eqs. (9) and (10), we can determine the base curve and its parameters. Then, procedures (3) to (6) are employed to evaluate the lightning impulse voltage parameters as the standard recommendation as presented in Sect. 1.

3. Simulation Results

The validity of the proposed method is verified using impulse voltage waveforms, i.e., 29 cases (LI-A1 to LI-A12 and LI-M1 to LI-M17) collected from the TDG program\(^\text{(18)}\) and two experimental waveforms (X1 and X2) with different overshoot rates. The experimental waveforms X1 and X2 have high damped oscillation around the peak with a frequency of about 250 kHz and overshoot rates of 14.8 and 23\%, respectively. Examples of the waveforms evaluated by the proposed method are shown in Figs. 6–11. Solid black lines show the recorded waveforms

\[
\begin{align*}
 b_2^{(A)} &= 1.041 \\
 b_2^{(B)} &= -0.887 \\
 b_2^{(q)} &= 1.764 \times 10^4 \\
 b_2^{(p)} &= 6.097 \times 10^6 
\end{align*}
\]  

(14)
Fig. 8. (Color online) Evaluated waveforms in the case of LI-A11.

Fig. 9. (Color online) Evaluated waveforms in the case of LI-M7.

Fig. 10. (Color online) Evaluated waveforms in the case of LI-M8.

Fig. 11. (Color online) Evaluated waveforms in the case of LI-M15.
from the TDG program, solid blue lines represent the base waveforms evaluated by the proposed method, and green dotted lines represent the test waveforms computed by the proposed method. The evaluated waveform parameters, i.e., the peak voltage ($U_p$), the front time ($T_1$), the time to half ($T_2$), and the overshoot rate ($\beta_e$), and their deviation from the standard values, are presented in Fig. 12. By comparing the results evaluated by the proposed method and the standard values,
it can be seen that all results are within acceptable limits. From Fig. 12(a), it can be seen that the highest error of the peak voltage ($U_p$) is only 0.02% (the acceptable tolerance is 0.1%) in the case of LI-M7. The highest error of the front time ($T_1$) in Fig. 12(b) is 1.59% for the case of LI-M12, which is still less than the acceptable tolerance of 2.0%. In addition, Fig. 12(c) shows that the highest error of the time to half ($T_2$) is only 0.05% (the acceptable tolerance is 0.1%), which is for the case of LI-A3. As shown in Fig. 12(d), the highest error of the overshoot rate ($\beta_e$) is only 0.08%, which is for case LI-A5, compared with the acceptable tolerance of 1.0%. Note that the errors of the waveform parameters computed by the proposed method are due to the vertical resolution and sampling frequency used in this paper differing from those used by the standard. However, with the 12-bit resolution and 100 MHz sampling frequency used in this paper, the method is still very accurate, and all errors are still within the acceptable tolerances according to the standard.

4. Conclusion

An effective approach based on a neural network method for evaluating the lightning impulse voltage waveform parameters has been proposed in this paper. The ANN was developed by a back-propagation algorithm as pre-calculation using 29 waveform data collected from the standard. Simple estimated parameters were proposed and utilized as the input parameters. The developed ANN was transformed into matrix form, making it very convenient to use in correcting the base curve. From the simulation results in all cases (29 cases from the standard and two experimental cases), it was confirmed that the proposed approach can provide good accuracy in waveform parameter evaluation. The highest errors of the peak voltage ($U_p$), front time ($T_1$), time to half ($T_2$), and overshoot rate ($\beta_e$) evaluated by the proposed method were 0.02, 1.59, 0.05, and 0.08%, respectively. In addition, the proposed method provides better performance in terms of execution time than the standard recommended method (Levenberg–Marquardt) due to no requirement of an iteration process. It can be concluded that the proposed method is an attractive choice for the waveform parameter evaluation of lightning impulse voltages.
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