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Abstract. The paper proposes a method for the synthesis of nonlinear systems invariant to the output variable, under the conditions of parametric and external perturbations, taking into account the constraints on phase variables and control. To solve the problem, the ideology of the block method using sat-functions as local feedback, and the disturbances observer on the sliding modes are applied.

1. Introduction
At present, the problems of synthesis of control systems considering the constraints on the state and control vector components are understudied. Basically, the account of signal constraints is carried out in some special cases using indirect methods [1-4].

In practice, the physical systems where constraints are imposed on phase variables and controls are widespread [5-15]. The common problem of taking into account the constraints on phase variables and controls is the fact that the mathematical models of control plants do not consider these constraints a priori. The standard procedures for control laws synthesis require applying some adjustments according to the specified constraints. Thus, it is necessary to make some corrections taking into account the specified constraints in the standard procedures of control laws synthesis.

A number of publications on the methods for nonlinear systems synthesis [16-18], as a rule, do not consider the whole complex of uncertainties of the control plant model.

The paper presents a common approach to the synthesis of relatively robust output variables of nonlinear systems under the conditions of parametric and external disturbances, with consideration of constraints on phase variables and control. To solve the problem, the ideology of the block method [19] is applied using sat-functions as local feedback [20], and the disturbance observer on sliding modes [21], sigma functions [22] or high-gains [23].

The paper is organized as follows. Section 2 provides a common model of the control and gives the problem description. Section 3 is dedicated to the synthesis of feedback with consideration of constraints on phase variables and controls. In Section 4, an observer of the state and disturbance vector is developed.

2. Problem statement
A non-linear SISO system in the form (1) is considered.
\[ \dot{x}_i = x_{i+1} + \eta_i(x', t), \quad i = 1, \ldots, n - 1, \quad \dot{x}_n = u + \eta_n(x^n, t), \]  

where the state vector \( x^T = (x_1, \ldots, x_n) \) is available for measurement, \( x_i \) is the output (controlled) variable, \( (x') = (x_1, \ldots, x_i) \), \( i = 1, \ldots, n \), \( \eta^T = (\eta_1, \ldots, \eta_n) \) is the disturbances and nonlinear uncertain vector.

The problem of output variable stabilization with specified accuracy is set.

In addition, the following assumptions are introduced.

The components of the state vector (starting from the second one) and control are considered limited:

\[ |x_i| < X_i, i = 2, n - 1, \quad |u| < U, \quad i = 1, n, \quad X_i, N_i, U = \text{const}. \]  

The disturbances \( \eta(.). \) include both unknown nonlinearities of the model and the external perturbations; they are not available for measurement and are limited together with their derivatives of the corresponding order

\[ |\eta^{(n-j)}| < N^{(n-j)}_i = \text{const}, \quad i = 1, n, \quad j = i, n + 1. \]  

The problem of synthesis of the feedback providing invariance of the output variable with respect to the external disturbances with the given accuracy is set:

\[ |e_i(t)| \leq \Delta_i = \text{const}, \quad \forall t > T_i > 0 \]  

with the constraints (2) satisfaction.

It should be noted that the problem of stabilizing the output variable with a given accuracy is reduced to the problem of tracking the output variable \( e_i = x_i - x_{id} \), where \( x_{id}(t) \) is the desired system output, limited together with its first derivative on the module \( |x_{id}(t)| \leq X_{id} = \text{const} \) and \( |\dot{x}_{id}(t)| \leq \dot{X}_{id} = \text{const} \). In this case, it is necessary to replace the first equation (1) with \( \dot{e}_i = x_i - \bar{\eta}_i \), where the external influence \( \bar{\eta}_i = \eta_i - \dot{x}_{id} \) is limited by the value \( |\bar{\eta}_i| = N_i + \dot{X}_{id} \leq \dot{N}_i = \text{const} \). Instead of solving the problem of stabilization (4), stabilization of a variable \( |e_i| \leq \Delta_i \) is provided with a given accuracy.

### 3. Feedback synthesis. Combined control

Let us present the solution of the problem within the block approach using combined feedback.

To take into account the constraints on the state vector and control, we introduce a nonsingular change of variables in the form

\[ s_i = x_i, s_i = x_i + M_{ji} \text{sat}(\bar{\eta}_j), \quad i = 2, n \]  

and formulate the control as a saturation function.

\[ u = -M_{jn} \text{sat}(\bar{\eta}_j), \]  

where the variables \( \bar{s}_i, i = 1, n \) are selected later.

By definition (Figure 1), \( M\text{sat}(s) = \min(M|s|)\text{sign}(s), \quad M = \text{const} > 0 \).
The idea is a follows. If we provide execution of the relations \( |\delta_i| \leq \Delta_i = \text{const} > 0, \ i = 2, n \) in the new variables (5), then the choice of amplitudes in the form \( M_{i+1} = X_i - \Delta_i \) with the requirement of \( u \leq M_n \leq U \) ensure fulfillment of the specified constraints on the state vector components and control \( |x_i| \leq \Delta_i + M_{i+1} = X_i, \ i = 2, n, \ |\eta| \leq M_u \leq U \).

A closed system (1), (6) in the variables (5) can be written as follows:

\[
\begin{align*}
\dot{s}_i &= -M_i \text{sat}(\overline{s}_i) + s_{z_i} + \eta_i, \ \ \dot{s}_u = -M_u \text{sat}(\overline{s}_u) + s_{z_u} + \eta_u + \frac{d}{dt} M_u \text{sat}(\overline{s}_u), \\
\dot{s}_u &= -M_u \text{sat}(\overline{s}_u) + \eta_u + \frac{d}{dt} M_u \text{sat}(\overline{s}_u),
\end{align*}
\]  

(7)

where \( \frac{d}{dt} M_u \text{sat}(\overline{s}_u) = \begin{cases} 
0, & |\overline{s}_i| \geq M_i, \\
\overline{s}_i, & |\overline{s}_i| < M_i,
\end{cases} \ i = 1, n.

Thus, the system stabilization problem (7) is formulated, the accuracy is set by the output variable, and other components will also tend to some areas of zero.

The problem under consideration is solved by a two-stage procedure of the control law synthesis (6). The developed procedure allows choosing the parameters of nonlinear change of variables (5) and control (6), namely the amplitudes and gain factors of linear functions with saturation.

The first stage consists in selecting the gains factors at the functioning of the closed system (8) in a linear zone irrespective of sat-functions’ amplitudes chosen at the second stage.

In the linear zones on all variables, (7) will take the form

\[
\dot{s}_i = -\overline{s}_i + s_{z_i} + \eta_i, \ \ \dot{s}_u = -\overline{s}_u + s_{z_u} + \eta_u + \hat{s}_{z_u}, \ i = 2, n - 1, \ \ \dot{s}_u = -\overline{s}_u + \eta_u + \hat{s}_{z_u},
\]  

(8)

where \( |\overline{s}_i| \leq M_i \).

We define the variables \( \overline{s}_i \) as follows:

\[
\overline{s}_i = k_i \hat{s}_i + \eta_i, \ i = 1, n,
\]  

(9)

where

\[
\eta_1 = \eta_i, \eta_2 = \eta_z + \hat{\eta}_1, \eta_3 = \eta_i + \hat{\eta}_2, \ldots, \eta_n = \eta_u + \hat{\eta}_n.
\]  

(10)

Note that the constraints on variables (10) can be recalculated using known constraints (3)

\[
|\overline{s}_i| < N_i, |\hat{s}_{z_u}| < N^{(i)}_{z_u}, \ i = 2, n, \ N_i, N^{(i)}_{z_u} = \text{const} > 0.
\]  

(11)
The system (7), when it functions in the linear zones on all variables, from top to bottom, is described by the equations of a kind:

\[
\begin{align*}
\dot{s}_1 &= -k_1s_1 + s_2 + \ldots + s_n, \\
\dot{s}_2 &= -k_2s_2 + s_3 + \ldots + s_n, \\
&\vdots \\
\dot{s}_n &= -k_ns_n + s_{n+1}.
\end{align*}
\]  
(12)

The system (12) is independent of the external disturbances and non-linearities, and by selecting the gain factors \(k_i > 0\), the problem of its stabilization is solved.

At the second stage, after selecting the gain factors, it is necessary to determine the amplitudes of the sat-functions \(M_i > 0\) to ensure that all the variables fall into the linear zones.

Let us write the system (7) relatively to the variables (9)

\[
\begin{align*}
\dot{s}_1 &= k_1[-M_{i} \text{sat}(\eta_i) + s_1 + \eta_i], \\
\dot{s}_2 &= k_2[-M_{i} \text{sat}(\eta_i) + s_2 + \eta_i], \\
&\vdots \\
\dot{s}_n &= k_n[-M_{i} \text{sat}(\eta_i) + s_n + \eta_i].
\end{align*}
\]  
(13)

Considering (5), we have

\[s_i = x_i + M_{i,i} \text{sat}(\tilde{\eta}_i) \Rightarrow |s_i| \leq 2X_i.
\]

The amplitudes are selected from top to bottom according to the following equations:

1. \(M_i > 2X_i + N_i + \frac{1}{k_i}N_i^{(1)}, |\tilde{\eta}_i| \leq k_i(M_i + 2X_i + N_i) + N_i^{(1)}; \ldots\)

i. \(M_i > 2X_i + N_i + k_{i-1}N_i^{(i-1)} + N_i^{(i-1)}, |\tilde{\eta}_i| \leq k_i(M_i + 2X_{i+1} + N_i + |\tilde{\eta}_{i+1}|) + N_i^{(i)}; i = \overline{2, n-2}; \ldots\)

n-1. \(M_{n-1} > 2U + N_{n-1} + k_{n-2}N_{n-2}^{(n-2)} + N_{n-2}^{(n-2)}, |\tilde{\eta}_{n-1}| \leq k_{n-1}(M_{n-1} + 2U + N_{n-1} + |\tilde{\eta}_{n-1}|) + N_{n-1}^{(n-1)}; \)

n. \(M_n > N_n + k_{n-1}|\tilde{\eta}_{n-1}| + N_{n-1}^{(n-1)}, |\tilde{\eta}_n| \leq k_n(M_n + N_n + |\tilde{\eta}_{n-1}|) + N_n^{(n)}; \)

The optimization problem of choosing the gain factors in sat-functions in order to minimize their amplitudes is not discussed here. Only sufficient conditions of solving the problem to prove its solvability are given.

To implement the proposed algorithm, information on the disturbance estimates of the variables (10) used in the control law is required.

In the following section, the problem of estimating the variables (10) used in the control law is solved.

4. Observer disturbances

Let us synthesize the disturbance observer, based on the system (1) for signals (10). It is easy to see that, to obtain the estimates of variables (10), it is enough to bring the system (1) to a canonical form

\[
\begin{align*}
\dot{\tilde{x}}_i &= \tilde{x}_{i+1}, \quad i = \overline{1, n-1}, \\
\dot{\tilde{x}}_n &= u + \tilde{\eta}_n,
\end{align*}
\]  
(14)

where \(\tilde{x}_1 = x_1, \tilde{x}_2 = x_2 + \tilde{\eta}_1, \tilde{x}_3 = x_3 + \tilde{\eta}_2, \ldots, \tilde{x}_{n-1} = x_{n-1} + \tilde{\eta}_{n-1}.\)

In the system (14), the variable \(\tilde{x}_i = x_i\) is available for measurement. Therefore, having solved the problem of obtaining the estimates of variables \(\tilde{x}_i\), it is possible to find the estimates of signals

\[
\tilde{\eta}_i = \tilde{x}_{i+1} - x_{i+1}, \quad i = \overline{1, n-1},
\]  
(15)

Let us construct an observer for the system (14) in the form

\[
\begin{align*}
\dot{\tilde{x}}_i &= \tilde{x}_{i+1}, \\
\dot{\tilde{\eta}}_i &= \tilde{x}_{i+1} - x_{i+1}, \quad i = \overline{1, n-1}.
\end{align*}
\]
\[ \dot{z}_i = z_2 + v_1, \ldots, \dot{z}_{n-1} = z_n + v_{n-1}, \dot{z}_n = u + v_n, \quad (16) \]

where corrective actions \( v_i, i = 1, n \) are selected later. Let us write the equations with regard to the observation errors \( e_i = \tilde{x}_i - z_i, i = 1, n \) according to (14) and (16):
\[ \dot{e}_i = e_2 - v_1, \ldots, \dot{e}_{n-1} = e_n - v_{n-1}, \dot{e}_n = \overline{\eta}_n - v_n. \quad (17) \]

We choose sequentially the corrective actions \( v_i, i = 1, n - 1 \) in the class of discontinuous functions based on the theory of sliding modes as follows: \( v_i = L_i \text{sign}(e_i), L_i = \text{const} > 0 \). After substitution in (17), the equation with the number \( i \) of the system takes the form \( \dot{e}_i = e_i - L_i \text{sign}(e_i) \). The choice of the amplitude \( L_i > 0 \) providing the sliding mode in a straight line \( e_i = 0 \) is determined on the basis of Lyapunov’s second method. We select a Lyapunov candidate function as \( V = 0.5 e_i^2 \).

Lyapunov’s derivative function has the form \( \dot{V} = e_i \dot{e}_i \leq \|e_i\| - L_i < 0 \), whence follows the inequality determining the choice of the amplitude \( L_i > \|e_i\| \). When the condition \( L_i > \|e_i\| \) is fulfilled, a sliding mode in a straight line \( e_i = 0 \) appears, thus \( \tilde{x}_i \rightarrow z_i \). The term \( \dot{e}_i = 0 \) is executed, from where we get the average value of the discontinuous signal \( v_{(i-1)\text{eq}} = e_i \).

The last step is to select a corrective action \( v_i = L_i \text{sign}(v_{(i-1)\text{eq}}) = L_i \text{sign}(e_i) \). We require the fulfillment of the relation for the choice of the amplitude, which follows from the second Lyapunov method \( L_i > \|\overline{\eta}_n\| \). When this ratio is fulfilled, the sliding mode in a straight line is provided \( e_i = 0 \Rightarrow v_{(i\text{eq})} = \overline{\eta}_i \).

Synthesis of corrective actions is carried out independently from each other from top to bottom. A sliding mode appears at each step and the average value of the discontinuous signal is used as an estimate of the next variable. At the last step, the equivalent value of the discontinuous signal gives an estimate of the unknown perturbation.

Note that the corresponding equivalent values of the corrective actions of the observer can be obtained at the output of the first order low-frequency filter \( \mu_i \dot{z}_i = -\tau_i + v_i, \mu_i > 0, i = 1, n \), \( v_{(i\text{eq})} = \tau_i \).

Thus, the problem of obtaining the estimates of the system state vector components (14) \( z_i \approx \overline{x}_i \), \( i = 1, n \) and disturbance estimate \( \overline{\eta}_n \) from (10) has been solved. Since the components of the initial system state vector (1) are available for measurement, we have the estimates \( \overline{x}_i, i = 1, n - 1 \) of unknown disturbances (15) that are used in the control algorithm (5), (6).

5. Conclusion
In the paper, the method of solving the output control problem for a non-linear system with a single input and a single output (SISO-system) in a robust setting and with the influence of external disturbances at the set constraints on the state vector and control was proposed.

It should be noted that the problem of accounting the constraints on the state and control vector is studied insufficiently in theory.

The main idea of this work is to implement the replacement of variables in the form of linear saturation functions in a control system model, which allows to automatically provide the specified constraints already at the stage of feedback synthesis.

The problem of ensuring the invariance of the control plant model to external disturbances and parametrical and functional uncertainties is solved by means of the “input-output” representation and the use of a special observer of states and disturbances.
In contrast to the asymptotic approach [24], where deep feedback is used, the authors of this paper use combined feedback by obtaining disturbance estimates (with the help of the state observer on the sliding modes). This approach allows us to solve the problem of stabilization at arbitrarily small gain factors in the synthesis of local feedback and control.
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