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Abstract

We present an intimate connection among the following fields:
(a) distributed local algorithms: coming from the area of computer science,
(b) finitary factors of iid processes: coming from the area of analysis of randomized processes,
(c) descriptive combinatorics: coming from the area of combinatorics and measure theory.

In particular, we study locally checkable problems on grids from all three perspectives. Most of our results are for perspective (b) where we prove time hierarchy theorems similar to those known in the field (a) [Chang, Pettie FOCS 2017]. This approach that borrows techniques from the fields (a) and (c) implies a number of results about possible complexities of finitary factor solutions. Among others, it answers three open questions of [Holroyd, Schramm, Wilson Annals of Prob. 2017] or the more general question of [Brandt et al. PODC 2017] who asked for a formal connection between the fields (a) and (b).

In general, we hope that our treatment will help to view all three perspectives as a part of a common theory of locality, in which we follow the insightful paper of [Bernshteyn 2020+].

1 Introduction

In this paper, we study local problems on $d$-dimensional grid graphs, for $d > 1$, from three different perspectives: (a) the perspective of the theory of distributed algorithms, (b) the perspective of the theory of random processes, (c) the perspective of the field of descriptive set theory. Although different communities in these three fields ask very similar questions, no systematic connections between them were known, until the insightful work of Bernshteyn [Ber23a] (see also [Ele18]) who applied results from the field (a) to the field (c). In this work, we get most specific results by applying techniques from the field (a) to (b), but perhaps more importantly, we try to present all three different perspectives as a part of one common theory (see Fig. 1).

In this introductory section, we first quickly present the three fields and define the object of interest, local problems, a class of problems that contains basic problems like vertex or edge coloring, matchings, and others. Then, we briefly present our results, most of which can be seen as inclusions between different classes of local problems shown in Fig. 1. We note that such connections are also studied in the context of paths and trees in two parallel papers [GR21] [BCG+22].
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Distributed Computing  The LOCAL model of computing [Lin92] is motivated by understanding distributed algorithms in huge networks. As an example, consider the network of all wifi routers, where two routers are connected if they are close enough to exchange messages. In this case, each router should choose a different channel from its neighbors to communicate with user devices to avoid interference. In the graph-theoretic language, we want to color the network. Even if the maximum degree is \( \Delta \) and we want to color it with \( \Delta + 1 \) colors, the problem remains nontrivial, because the decision of each node should be done after a few rounds of communication with its neighbors.

The LOCAL model formalizes this setup: we have a large network, with each node knowing its size, \( n \), and perhaps some other parameter like the maximum degree \( \Delta \). In the case of randomized algorithms, each node has an access to a random string, while in the case of deterministic algorithms, each node starts with a unique identifier from a range of size polynomial in \( n \). In one step, each node can exchange any message with its neighbors and can perform arbitrary computations. We want to find a solution to a problem in as few rounds of communication as possible. Importantly, there is an equivalent view of \( t \)-steps LOCAL algorithms: such an algorithm is simply a function that maps \( t \)-hop neighborhoods to the final output. An algorithm is correct if and only if applying this function to each node solves the problem.

There is a rich theory of distributed algorithms and the local complexity of many problems is understood. One example: if the input graph is the \( d \)-dimensional torus (think of the grid \( \mathbb{Z}^d \) and identify nodes with the same remainder after dividing the coordinate with \( n^{1/d} \)), a simple picture emerges. Any local problem (we define those formally later) is solvable with local complexity \( O(1) \), \( \Theta(\log^* n) \), or we need to see the whole graph to solve it, i.e., the local complexity is \( \Theta(n^{1/d}) \) (see Theorem 2.3). For example, a proper coloring of nodes with 4 colors has local complexity \( \Theta(\log^* n) \), while coloring with 3 colors has already complexity \( \Theta(n^{1/d}) \).

Finitary factors of iid processes  Consider the following example of the so-called anti-ferromagnetic Ising model. Imagine atoms arranged in a grid \( \mathbb{Z}^3 \). Each atom can be in one of two states and there is a preference between neighboring atoms to be in a different state. We can formalize this by defining a potential function \( V(x, y) \) indicating whether \( x \) and \( y \) are equal. The Ising model models the behavior of atoms in the grid as follows: for the potential \( V \) and inverse temperature \( \beta \), if we look at the atoms, we find them in a state \( \Lambda \) with probability proportional to \( \exp(-\beta \sum_{(u,v) \in E(\mathbb{Z}^d)} V(\Lambda(u), \Lambda(v))) \). If \( \beta \) is close to zero, we sample essentially from the uniform distribution. If \( \beta \) is infinite, we sample one of the two 2-colorings of the grid.

To understand better the behavior of phase transitions, one can ask the following question. For what values of \( \beta \) can we think of the distribution \( \mu \) over states from the Ising model as follows: there is some underlying random variable \( X(u) \) at every node \( u \), with these variables being independent and identically distributed. We can think of \( \mu \) as being generated by a procedure, where each node explores the random variables in its neighborhood until it decides on its state, which happens with probability 1. If this view of the underlying distribution is possible, we say it is a finitary factor of an iid process (ffiid). Intuitively, being an ffiid justifies the intuition that there is a correlation decay between different sites of the grid.

Although this definition was raised in a different context than distributed computing, it is actually almost identical to the definition of a distributed algorithm! The differences are two. First, the ffiid procedure does not know the value of \( n \) since, in fact, it makes the most sense to consider it on infinite graphs (like the infinite grid \( \mathbb{Z}^d \)). Second, the natural measure of the complexity is different: it is the speed of the decay of the random variable corresponding to the time until the local algorithm finds the solution. Next, note that the algorithm has to return a correct solution
with probability 1, while the usual randomized local algorithm can err with a small probability. We call ffids uniform local algorithms to keep the language of distributed computing (see Section 2 for a precise definition of ffid and more explanations). We define the class $\text{ULOCAL}(t(\varepsilon))$ as the class of problems solvable by a uniform local algorithm if the probability of the needed radius being bigger than $t(\varepsilon)$ is bounded by $\varepsilon$ (see Fig. 1).

**Descriptive Combinatorics**  A famous Banach-Tarski theorem states that one can split a three-dimensional unit volume ball into five pieces, translate and rotate each piece and end up with two unit volume balls. This theorem serves as an introductory warning in the introductory measure theory courses: not every subset of $\mathbb{R}^3$ can be measurable. Similarly surprising was when in 1990 Laczkovich [Lac90] answered the famous Circle Squaring Problem of Tarski: A square of the unit area can be decomposed into finitely many pieces such that one can translate each of them to get a circle of unit area. Unlike in Banach-Tarski paradox, this result was improved in recent years to make the pieces measurable in various senses [GMP17, MU17, MNP].

This theorem and its subsequent strengthenings are the highlights of a field nowadays called descriptive combinatorics [KM20, Pik21] that has close connections to distributed computing as was shown in an insightful paper by Bernshteyn [Ber23a]. Going back to the Circle Squaring Problem, the proofs of its versions first choose a clever set of constantly many translations $\tau_1, \ldots, \tau_k$. Then, one constructs a bipartite graph between the vertices of the square and the circle and connects two vertices $x, y$ if there is a translation $\tau_i$ mapping the point $x$ in the square to the point $y$ in the circle. The problem can now be formulated as a perfect matching problem and this is how combinatorics enters the picture. In fact, versions of a matching or flow problems are then solved on the grid graph $\mathbb{Z}^d$ using a trick called toast construction also used in the area of the study of ffids [HSW17, BHT21, Spi20].

We discuss the descriptive combinatorics classes in more detail in the expository Section 7 but we will not need them in the main body. Let us now give an intuitive definition of the class $\text{BOREL}$. Due to a result of Chang and Pettie [CKP16], we know that the maximal independent set problem is complete for the class of problems solvable in $O(\log^* n)$ steps in the sense that this problem can be solved in $O(\log^* n)$ steps and any problem in that class can be solved in a constant number of steps if we are given access to an oracle computing MIS (we make this precise in Remark 2.4). Imagine now that the input graph is infinite and our local algorithm has access to a MIS oracle. Constructing MIS in the Borel setting is due to Kechris, Solecki and Todorcevic [KST99], and local computations but now both can be used countably many times instead of just once as is the case with the class of problems solvable in $O(\log^* n)$ steps. That is, we can think of an algorithm that constructs MIS of larger and larger powers of the input graph and uses this infinite sequence to solve a given local problem. Those constructions are in the class $\text{BOREL}$ from Fig. 1. In fact, the exact relationship between this definition and the full power of $\text{BOREL}$ is not clear. However, it should give an idea about the difference between descriptive combinatorics and distributed computing – from the descriptive combinatorics perspective, reasonable classes are closed under repeating basic operations countably many times.

**Locally Checkable Problems on Grids as a “Rosetta Stone”**  Locally checkable problems (LCLs) are graph problems where the correctness of a solution can be checked locally. That is, there is a set of local constraints such that if they are satisfied at every node, the solution to a problem is correct. Examples of such problems include vertex coloring, edge coloring, or perfect matching. We also allow inputs on each node, so the list coloring is also an example of an LCL (given that the total number of colors in all lists is finite).
In this paper, we study locally checkable problems on grid graphs in the three settings introduced above. This approach reveals a number of connections. For example, in Fig. 1 we can see that the two classes of problems solvable in $O(1)$ and $O(\log^* n)$ steps are equivalent to different natural classes from the perspective of (finitary) factors of iid and descriptive combinatorics. On the other hand, those two worlds are richer. Many of our discussions in fact apply to graphs of bounded growth, but the grids serve as the simplest, but still quite nontrivial model in which one can try to understand all three settings together.

Needless to say, the grid is an important graph per se – the Ising model is studied on grids, and we already mentioned that the famous Circle Squaring Problem and other problems in descriptive combinatorics [GJKS23, GJKS], or [CGP20b, Section 6] boil down to constructions on grids.

1.1 Our Contribution

Our contribution can be mostly summed up as several new arrows in Fig. 1. In general, this clarifies several basic questions regarding the connections of the three fields and helps to view all three fields as part of a general theory of locality.

For example, consider the following question from the paper of Brandt, Hirvonen, Korhonen, Lempiäinen, Östergård, Purcell, Rybicki, Suomela, and Uznanski [BHK+17] that considered LCL problems on grids:

"However, despite the fact that techniques seem to translate between finitary colorings and distributed complexity, it remains unclear how to directly translate results from one setting to the other in a black-box manner; for instance, can we derive the lower bound for 3-colouring from the results of Holroyd et al., and does our complexity classification imply answers to the open questions they pose?"

We show how to 'directly translate' results between the setting of distributed algorithms and finitary factors of iid in Sections 2.3 and 3.1, using the language of uniform distributed algorithms. This indeed answers two open questions of Holroyd, Schramm, and Wilson [HSW17].

To understand the connection between the world of factors of iid and descriptive combinatorics, we formalize the notion of toast construction used in both setups. We prove general results connecting the toast constructions with uniform local algorithms and this enables us to understand the ULOCAL complexity of a number of concrete problems like vertex 3-coloring, edge 4-coloring, perfect matching, and others.

In general, we hope that analyzing uniform local complexities of uniform local algorithms will find other use-cases. We discuss in Section 7.4 how it relates to some concepts close to distributed computing.

We now list concrete results that we either prove here or they follow from the work of others (see Fig. 1).
Figure 1: The big picture of local complexity classes on $d$-dimensional grids from the perspective of distributed algorithms, factors of iid, and descriptive combinatorics. The canonical example of each class is on the left side.
Classification Theorems for ULOCAL. We prove several results that one can view as arrows in Fig. 1. Those can be viewed as an analogy to the line of work aiming for the classification of LOCAL complexities discussed in Section 2.2.

- **ULOCAL**(o(1/ε)) = **LOCAL**(O(1)) We show that any uniform local algorithm with uniform complexity faster than log* function can be sped up to O(1) local complexity. This answers a question of [HSW17].

- **LOCAL**(O(log n)) = **ULOCAL**(O(log* 1/ε)) = **CONTINOUS** There are three natural definitions of classes of basic symmetry breaking problems in all three considered fields, and they are the same (this follows mainly from [GJKS23, HSW17]). As a direct application, one gets that from the three proofs that 3-coloring of grids is not in **LOCAL**(O(log* n)) [BHK+17], not in **ULOCAL**(O(log* 1/ε)) [HSW17] and not in **CONTINOUS** [GJKS23] any one implies the others. These three classes are the same in a much more general setup (see Section 7.1).

- **ULOCAL**(o(d−o(1)/ε)) = **ULOCAL**(O(log* 1/ε)) We prove that any problem that can be solved with a uniform local algorithm with sufficiently small uniform complexity can in fact be solved in a O(log* 1/ε) uniform complexity. This answers a question from [HSW17].

- Similarly to the time hierarchy theorems of the **LOCAL** model [CP17, CKP16], we give examples of LCL problems with uniform complexities Θ( j−o(1)/√ε), for any 1 ≤ j ≤ d−1.

**TOAST constructions** We formally define **TOAST** algorithms (these constructions are used routinely in descriptive combinatorics and the theory of random processes) and prove some general results about them.

Let us first explain the toast constructions in more detail. A q-toast in the infinite graph Zd is a collection D of finite connected subsets of Zd that we call pieces such that (a) for any two nodes of the graph we can find a piece that contains both, (b) boundaries of any two different pieces are at least distance q apart. That is, imagine a collection of bigger and bigger pieces that form a laminar family (only inclusions, not intersections) that, in the limit, covers the whole infinite graph.

This structure can be built in the descriptive combinatorics setups [CM16, GJKS23, MU17] but also with uniform local algorithms [HSW17, Spi20] (under the name of finitary factors of iid). In fact, we show that one can construct this structure with the uniform local complexity O((1/ε)1+o(1)) in Theorem 4.5. This is best possible up to the o(1) loss in the exponent. If one has an inductive procedure for building the toast, we can try to solve an LCL problem during the construction. That is, whenever a new piece of the toast is constructed, we define how the solution to the problem looks like in this piece. This is what we call a **TOAST** algorithm. There is a randomized variant of the **TOAST** algorithm and a lazy variant. In the lazy variant, one can postpone the decision to color a given piece, but it needs to be colored at some point in the future. Next, we prove several relations between the **TOAST** classes (see Fig. 1).

- **TOAST** ⊆ **ULOCAL**(O((1/ε)1+o(1))) This result follows from the construction of the toast structure in this uniform complexity and allows us to translate toast-algorithm constructions used in descriptive combinatorics to the setting of uniform local algorithms. This includes problems like vertex 3-coloring, edge 2d-coloring, or perfect matching. In the case of 3-coloring we show that this complexity is optimal (this answers a question from [HSW17]).

- **RTOAST** = **TOAST** This derandomization result implies a surprising inclusion **FINDEP** ⊆ **BOREL** – these two classes are discussed in Section 7.
• \( \text{ffiid} = \text{LAZY RTOAST} \) Here, \( \text{ffiid} \) is defined as the union of \( \text{ULOCAL}(t(\varepsilon)) \) over all functions \( t \). This result shows how the language of toast constructions can in fact characterize the whole hierarchy of constructions by uniform local algorithms.

• We show that the problem of \( 2d \) edge coloring of \( \mathbb{Z}^d \) is in \( \text{TOAST} \), hence in \( \text{BOREL} \) which answers a question from [GJKS23]. Independently, this was proven by [BHT21] and [Wei21].

1.2 Roadmap

In Section 2 we recall the basic definitions regarding the \( \text{LOCAL} \) model and explain the formal connection between this model and finitary factors of iids. Next, in Section 3 we prove the basic speedup theorems for \( \text{ULOCAL} \). In Section 4 we define \( \text{TOAST} \) algorithms and relate them to the \( \text{ULOCAL} \) model. In Section 5 we discuss what our results mean for specific local problems and in Section 6 we construct problems with \( j-o(1)/\varepsilon^{1/j} \) uniform complexities for any \( 1 \leq j \leq d-1 \). Finally, in Section 7 we discuss the connection of our work to other classes of problems and finish with open questions in Section 8. Technical proofs are collected in the appendices.

2 Preliminaries

Let \( d \in \mathbb{N} \) be fixed. The class of graphs that we consider in this work contains mostly the infinite oriented grid \( \mathbb{Z}^d \), that is \( \mathbb{Z}^d \) with the Cayley graph structure given by the standard set of generators

\[
S = \{(1,0,\ldots,0), (0,1,\ldots,0), \ldots (0,\ldots,0,1)\}.
\]

On the side of local algorithms, we also use the finite variant of the graph: the torus of side length \( \Theta(n^{1/d}) \) with edges oriented and labeled by \( S \). Usually, when we talk about a graph \( G \) we mean one of the graphs above and it follows from the context whether we mean finite or infinite graph (for local complexities it is a finite graph, for uniform complexities, and in the descriptive combinatorics setups an infinite graph).

Given a graph \( G \), we denote as \( V(G) \) the set of vertices, as \( E(G) \) the set of edges, and as \( d_G \) the graph distance on \( G \), i.e., \( d_G(v,w) \) is the minimal number of edges that connects \( v \) and \( w \). We write \( B_G(v,r) \) for the ball of radius \( r \in \mathbb{N} \) around \( v \in V(G) \). When \( G \) is the infinite grid \( \mathbb{Z}^d \), then we leave the subscripts blank. A rooted graph is a pair \( (G,v) \) where \( G \) is a graph and \( v \in V(G) \).

2.1 LCL problems on \( \mathbb{Z}^d \)

Our goal is to understand locally checkable problems (LCLs) on \( \mathbb{Z}^d \). We next give a formal definition. Note that formally we also allow inputs to the problem but do not really use them for specific problems in this paper.

**Definition 2.1** (Locally checkable problems [NS95]). A locally checkable problem (LCL) on \( \mathbb{Z}^d \) is a quadruple \( \Pi = (\Sigma_{\text{in}}, \Sigma_{\text{out}}, t, \mathcal{P}) \) where \( \Sigma_{\text{in}} \) and \( \Sigma_{\text{out}} \) are finite sets, \( t \in \mathbb{N} \) and \( \mathcal{P} \) is a set of rooted grids of radius \( t \) with each vertex labelled by one input label from \( \Sigma_{\text{in}} \) and one output label from \( \Sigma_{\text{out}} \).

Given a graph \( G \) together with a coloring \( c : V(G) \to \Sigma_{\text{in}} \times \Sigma_{\text{out}} \), we say that \( c \) is a \( \Pi \)-coloring if for every \( v \in V(G) \) the \( t \)-hop neighborhood of \( v \) is in \( \mathcal{P} \).
2.2 Local algorithms

Here we formally introduce the LOCAL model of deterministic and randomized distributed local algorithms and state the classification of LCLs on $\mathbb{Z}^d$ from the LOCAL point of view.

**Definition 2.2 (A local algorithm for $\mathbb{Z}^d$).** A local deterministic algorithm $A$ with local complexity $f(n)$ is a function that takes as input $n$ and a rooted grid of radius $f(n)$ labeled with numbers (identifiers) from $\mathbb{N}$ and input labels from $\Sigma_{in}$. It outputs a single label from $\Sigma_{out}$. Running a local algorithm means taking a finite torus $G$ on $n$ vertices, labeling each node of it with a unique identifier from $[n^{O(1)}]$ and applying the above function to every node to get the output label of it.

We say that $A$ solves an LCL $\Pi$ if it produces a $\Pi$-coloring when applied to each finite torus as above.

A local randomized algorithms instead of unique identifiers assumes each node has an infinite (long enough) random string. We say that it solves an LCL $\Pi$ if it produces a $\Pi$-coloring with probability $1 - 1/n^{O(1)}$.

We also say $\Pi \in \text{LOCAL}(f(n))$ or $\Pi \in \text{RLOCAL}(f(n))$ if there is a deterministic or randomized algorithm solving $\Pi$ with local complexity $f(n)$.

**Classification of Local Problems on $\mathbb{Z}^d$.** In this section, we state a special case of Classification of LCLs. This is an ongoing effort in the area of distributed algorithms and our current understanding emerges as a corollary of many results that follow from several recent lines of work on local algorithms including NS95, BFH+16, CKP16, CP17, GKM17, GHK18, BHK+18, RG20, Gha19, GGR21, Cha20, BBOS20, GRB22 and many others. For our purposes, we will need only a special case of the Classification for grids. Fortunately, here (and on trees) all possible local complexities of an LCL are completely understood. This result is stated in Theorem 2.3.

**Theorem 2.3 (Classification of LCLs on $\mathbb{Z}^d$).** Let $\Pi$ be an LCL. Then one of the following is true.

1. $\Pi \in \text{LOCAL}(O(1))$ and if $\Sigma_{in} = \emptyset$ then $\Pi$ is trivial, meaning that there is $\alpha \in \Sigma_{out}$ such that the constant $\alpha$ coloring is a $\Pi$-coloring,

2. $\Pi \in \text{LOCAL}(\Theta(\log^* n))$, $\Pi \in \text{RLOCAL}(\Theta(\log^* n))$,

3. $\Pi$ is not in $\text{LOCAL}(o(n^{1/d}))$ or $\text{RLOCAL}(o(n^{1/d}))$.

**Remark 2.4 ([CKP16, KSV12]).** In fact, any LCL with inputs can be solved in $\text{LOCAL}(O(\log^* n))$ complexity as follows. First, we compute a maximal independent set (MIS) of a large enough power of the input graph, and then we run a local algorithm with just $O(1)$ local complexity\footnote{In this sense, MIS is a complete problem for the class $\text{LOCAL}(O(\log^* n))$.} Moreover, the algorithm in points (1) and (2) can be uniform, see Section 2.3, and the algorithm in point (1) does not need to access the input unique identifiers.

**Remark 2.5 ([BHK+17]).** The problem of checking whether $\Pi \in \text{LOCAL}(O(\log^* n))$ is undecidable.

2.3 Uniform Algorithms

In this section, we define uniform algorithms and in Section 2.4 we show that this definition is equivalent to the notion of finitary factors of iid processes.
An **uniform local algorithm** \( \mathcal{A} \) is similar to the randomized local algorithm, but the definition is changed to suit to infinite graphs. The algorithm, run at a vertex \( u \), scans its neighborhood until it scans enough of it to output a label from \( \Sigma_{\text{out}} \). The algorithm needs to be correct with probability 1. In particular, \( \mathcal{A} \) can be viewed as a function on rooted graphs with vertices labeled by both \( \Sigma_{\text{in}} \) and random strings, that is, formally, \( \mathcal{A} = (\mathcal{C}, f) \), where \( \mathcal{C} \) is a collection of rooted graphs (from some class) and \( f : \mathcal{C} \to \Sigma_{\text{out}} \) is a measurable function. We define the **coding radius** \( R_\mathcal{A} \) of \( \mathcal{A} \) as the minimal distance needed to output a solution.

**Remark 2.6.** In this paper, we only consider uniform local algorithms that are defined on infinite grids. That is, \( \mathcal{C} \) only contains a rooted neighborhood of vertices from the infinite grid labeled with reals from \([0,1]\). These algorithms can be run on finite tori (Fact 2.7 and Lemma 2.8), however, if the algorithm does not stop before it explores the whole finite graph, then the output is undefined.

It is not always possible to extend the domain of the algorithm to finite rooted tori. To see this consider the perfect matching problem. There is a non-trivial uniform algorithm that produces perfect matching with probability 1, see Theorem 5.12. But there are finite tori of an odd number of vertices that do not admit (existentially) perfect matching.

As a measure of the complexity of a uniform local algorithm, we can choose the same measure as in the classical case, that is, the distance it needs to look at to provide a correct answer with probability \( 1 - 1/n^\Omega(1) \). However, it is more natural to consider the **uniform complexity** of an algorithm. Uniform complexity is a function \( f(\varepsilon) \) such that when the algorithm looks into distance \( f(\varepsilon) \), the probability it needs to look further is at most \( \varepsilon \). In other words, for any \( r \in \mathbb{N} \), the probability that the coding radius \( R_\mathcal{A} \) is bigger than \( r \) is at most \( f^{-1}(r) \). In fact, since we have inputs, we should be more careful and emphasize that when we write, e.g.,

\[
P(R_\mathcal{A} > f(\varepsilon)) < \varepsilon
\]

we mean the following. The left-hand side is a supremum over the events that a rooted graph of radius \( f(\varepsilon) \) (from the class that we are interested in) with \( \Sigma_{\text{in}} \)-labeled vertices is not in \( \mathcal{A} \). Note that if there are no inputs and we work on transitive graphs, e.g. grids, then the left-hand side can be defined by the event that some, or equivalently any, vertex needs to look further than \( f(\varepsilon) \).

One can think about uniform algorithms as an analog of Las Vegas algorithms, while the classical randomized local algorithms correspond to Monte Carlo algorithms.

The correspondence between classical and uniform randomized algorithms is the following. First, uniform local algorithms can be seen as a special case of randomized ones. This is because if we run a uniform algorithm with uniform complexity \( t(\varepsilon) \) on an \( n \)-node graph and mark its run as a failure if the coding radius exceeds \( t(1/n^C) \), the failure at some node happens only with probability at most \( n \cdot 1/n^C = 1/n^{C-1} \). We state this as a fact.

**Fact 2.7.** Let \( \mathcal{A} \) be a uniform local randomized algorithm on grids with uniform local complexity \( t(\varepsilon) \in o(d\sqrt{1/\varepsilon}) \). Then the randomized local complexity of \( \mathcal{A} \) is \( t(1/n^{\Omega(1)}) \).

On the other hand, we prove that for local complexities \( o(\log n) \), the randomized complexity of a uniform algorithm is equal to its uniform complexity. This means that to study uniform complexities below \( \log n \), it suffices to check whether existing local algorithms work without knowledge of \( n \). The following lemma is stated for the class of bounded degree graphs but works for any reasonable graph class. In particular, for grids or trees.

**Lemma 2.8.** Let \( \mathcal{A} \) be a uniform local randomized algorithm solving an LCL problem \( \Pi = (\Sigma_{\text{in}}, \Sigma_{\text{out}}, t, P) \) on the class of bounded degree graphs with randomized complexity \( f(n) = o(\log n) \). Then its uniform complexity is \( O(f(1/\varepsilon)) \).
Proof. Take any \( n \) large enough. We claim that \( P(R_A > f(n)) < 1/n^{O(1)} \). Suppose not. Then by
the definition and the fact that \( \Delta f(n)+t = o(n) \) we find an \( n \)-node graph \( G \) on which \( A \) needs to
look further than \( f(n) \) on some node with probability bigger than \( 1/n^{O(1)} \). This contradicts the
assumption on the randomized complexity of \( A \). Rearranging gives \( P(R_A > O(f(1/\varepsilon))) < \varepsilon. \)

This lemma in general cannot be improved – an \( n \)-node tree can be 3-colored with a uniform
algorithm with randomized local complexity \( O(\log n) \) by a so-called rake-and-compress method, but
the uniform complexity of 3-coloring is unbounded, as otherwise 99\% of vertices of any \( \Delta \)-regular
high girth graph could be 3-colored. But this is impossible, by a variant of the high-girth high
chromatic number graph construction.

**Moments** A coarser, and in a sense more instructive, way to measure the complexity of a problem
\( \Pi \) is to ask what moments of \( R_A \) could be finite when \( A \) is a uniform local algorithm that solves
\( \Pi \). For example, the first moment finite corresponds to the fact that the average time until an
algorithm finishes is defined (for finite graphs this is independent of the size of the graph). In
particular, we investigate the question of what is the least infinite moment for any uniform local
algorithm to solve a given problem \( \Pi \), as this language was used in [HSW17]. To make the notation
simpler, we only consider LCLs without inputs. Recall that \( R_A \) has a finite \( \alpha \)-moment, where
\( \alpha \in [0, +\infty) \), if
\[
E((R_A)^\alpha) = \sum_{r \in \mathbb{N}} r^\alpha \cdot P(R_A = r) < +\infty.
\]

**Definition 2.9.** Let \( \Pi \) be an LCL. We define \( M(\Pi) \in [0, +\infty] \) to be the supremum over all
\( \alpha \in [0, +\infty) \) such that there is a uniform \( A \) that solves \( \Pi \) and has the \( \alpha \)-moment of \( R_A \) finite.

The \( \alpha \) moment being finite roughly corresponds to \( O(\sqrt{1/\varepsilon}) \) uniform local complexity. In fact,
we now recall the following fact.

**Fact 2.10.** Suppose that the coding radius of a uniform local algorithm \( A \) has the \( \alpha \)-moment finite.
Then
\[
P(R_A > \sqrt[1/\varepsilon]{1}) = O(\varepsilon).
\]

### 2.4 Subshifts of finite type

Here we connect our definition of LCLs and uniform local algorithms with the well-studied notions of
subshifts of finite type and finitary factors of iid labelings.

To define subshifts of finite type we restrict ourselves to LCLs without input. That is \( \Sigma_{in} \) is
empty or contains only one element. Moreover, for convenience, we set \( b := \Sigma_{out}. \) Then an LCL
\( \Pi \) is of the form \( \Pi = (b, t, \mathcal{P}) \). We define \( X_\Pi \subseteq b^{\mathbb{Z}^d} \) to be the space of all \( \Pi \)-colorings. That is we
consider all possible labelings of \( \mathbb{Z}^d \) by elements from \( b \) and then include in \( X_\Pi \) only those that
satisfy the finite constraints \( \mathcal{P} \). Viewing \( \mathbb{Z}^d \) as a group, there is a natural shift action of \( \mathbb{Z}^d \) on (the
Cayley graph) \( \mathbb{Z}^d \). Namely, \( g \in \mathbb{Z}^d \) shifts \( h \) to \( g + h \). This action naturally ascends to an action ·
on \( b^{\mathbb{Z}^d} \) as
\[
(g \cdot x)(h) = x(g + h)
\]
where \( x \in b^{\mathbb{Z}^d} \). It is not hard to see (since \( \mathcal{P} \) is defined on isomorphism types and not rooted in
any particular vertex) that \( X_\Pi \) is invariant under the shift map. Then we say that \( X_\Pi \) together
with the shift structure is a **subshift of finite type**.

A **finitary factor of iid process** (ffiid) \( F \) is a function that takes as an input \( \mathbb{Z}^d \) labeled with real
numbers from \( [0, 1] \), independently according to Lebesgue measure, and outputs a different labeling
of $\mathbb{Z}^d$, say with elements of some set $b$. This labeling satisfies the following: (a) $F$ is equivariant, that is for every $g \in \mathbb{Z}^d$ shifting the real labels with $g$ and applying $F$ is the same as applying $F$ and then shifting with $g$, (b) the value of $F(x)(0)$ depends almost surely on the real labels on some random but finite neighborhood of $0$. Similarly as for uniform local algorithms, one defines the random variable $R_F$ that encodes minimal such neighborhood. We say that ffiid $F$ solves $\Pi$ if $F(x) \in X_\Pi$ with probability 1. We write ffiid for the class of all such problems.

The difference between ffiid and uniform local algorithms is just formal. Namely, given a uniform local algorithm $A$, we can turn it into an ffiid $F_A$ simply by running it simultaneously in every vertex of $\mathbb{Z}^d$. With probability 1 this produces a labeling of $\mathbb{Z}^d$ and it is easy to see that both conditions from the definition of ffiid are satisfied. On the other hand, if $F$ is ffiid, then we collect the finite neighborhoods that determine the value at $0$ together with the decision about the label. This defines a pair $A_F = (C, f)$ that satisfies the definition of a uniform local algorithm. It follows that the coding radius $R_A$, resp $R_F$, is the same after the translations. We chose to work with the language of distributed algorithms as we borrow the techniques mainly from that area.

Remark 2.11. If in (b), in the definition of ffiid, we only demand that the value at $0$ depends measurably on the labeling, i.e., $F$ is allowed to see the labels at the whole grid, then we say that $F$ is a factor of iid labels (fiid).

Given an LCL $\Pi$, we say that $\Pi$ is in the class fiid, if there is a fiid $F$ that produces an element of $X_\Pi$ almost surely. It is easy to see that ffiid $\subseteq$ fiid. We remark that in the setting without inputs, we have ffiid = fiid on $\mathbb{Z}$ and it is unknown, however, whether this holds for $d > 1$. For general LCLs with inputs (where the definition of fiid is extended appropriately), we have ffiid $\neq$ fiid even for $d = 1$, see [GR21].

3 Speed-up Theorems for ULOCAL

Recall the classification Theorem 2.3. We are interested in building the analogous classification for uniform local complexities. In this section, we first show that already our basic translations from Section 2.3 give several interesting results and in Section 3.2 we prove a nontrivial speedup result.

3.1 Warm-up Results

First, we observe that already Theorem 2.3, together with Fact 2.7 itself has the following implications:

Corollary 3.1. $\text{LOCAL}(O(1)) = \text{ULOCAL}(O(1))$.

Proof. This follows from Theorem 2.3 and Remark 2.4.

Corollary 3.2. If $\Pi \in \text{ULOCAL}(\omega(\log^* 1/\varepsilon))$, then $\Pi \in \text{LOCAL}(O(1))$. In particular if $\Sigma_{in} = \emptyset$ then $\Pi$ is trivial.

Proof. Fact 2.7 gives that $\Pi \in \text{RLOCAL}(\omega(\log^* n))$ and Theorem 2.3 then implies the rest.

In particular, Corollary 3.2 answers in negative Problem (ii) in [HSW17] that asked about the existence of a nontrivial local problem (without input labels) with sub $\log^*$ uniform local complexity (in their notation, an ffiid process with a super-tower function tail decay). The second corollary is the following:

Corollary 3.3. $\Pi \in \text{ULOCAL}(O(\log^* 1/\varepsilon))$ if and only if $\Pi \in \text{LOCAL}(O(\log^* n))$. 


tells for every \(0 < \varepsilon \leq \varepsilon_0\), then \(\Pi \in \text{ULOCAL}(O(\log^* \frac{1}{\varepsilon}))\). Analogously, for \(d = 1\) we have \(\Pi \in \text{ULOCAL}(O(\log^* \frac{1}{\varepsilon}))\).

The proof is a simple adaptation of Lovász local lemma speedup results in \([\text{CPT}17, \text{FG}17]\). It goes as follows. Split the grid into boxes of side length roughly \(r_0\) for some constant \(r_0\). This can be done with \(O(\log^* \frac{1}{\varepsilon})\) uniform local complexity.

Next, consider a box \(B\) of side length \(r_0\) and the volume \(r_0^d\). In classical speedup argument, we would like to argue that we can deterministically set the randomness in nodes of \(B\) and its immediate neighborhood so that we can simulate the original uniform local algorithm \(A\) with that randomness and it finishes in at most \(r_0\) steps. In fact, “all nodes of \(B\) finish after at most \(r_0\) steps” is an event that happens with constant probability if the uniform complexity of \(A\) is \(\sqrt{1/\varepsilon}\), since \(r_0 = \sqrt{1/\varepsilon}\) implies \(\varepsilon = 1/r_0^d\) and there are \(r_0^d\) nodes in \(B\).

However, we observe that it is enough to consider only the boundary of \(B\) with \(O(r_0^{d-1})\) nodes and argue as above only for the boundary nodes, hence the speedup from the uniform complexity \(d-\sqrt{1/\varepsilon}\). The reason for this is that although the coding radius of \(A\) inside \(B\) may be very large, just the fact that there exists a way of filling in the solution to the inside of \(B\), given the solution on its boundary, is enough for our purposes. The new algorithm simply simulates \(A\) only on the boundaries and then fills in the rest.

**Proof.** We will prove the result for \(d \geq 2\), the case \(d = 1\) is completely analogous and, in fact, simpler. Set \(C = C_{d,t} := 1/(4d \cdot t \cdot (2\Delta)^{2\Delta})\), where \(\Delta = 20^d\). Suppose that \(A\) is as above and set \(r_0 = C^{d-1} \sqrt{1/\varepsilon} \in \mathbb{N}\) for some \(0 < \varepsilon \leq \varepsilon_0\). Then we have

\[
P(R > r_0) < \varepsilon = \frac{C^{d-1}}{(r_0)^{d-1}} \leq \frac{1}{2d \cdot t \cdot (2\Delta)^{2\Delta}(2r_0)^{d-1}} \leq \frac{1}{2d \cdot t \cdot (2\Delta)^{2\Delta}(r_0 + 1)^{d-1}}.
\]

Write \(r_0\) for the local coloring problem of tiling the input graph (which is either a large enough torus or an infinite grid \(\mathbb{Z}^d\)) into boxes with length sizes in the set \(\{r_0, r_0 + 1\}\) such that, additionally, each box \(B\) is colored with color from \([\Delta + 1]\) which is unique among all boxes \(B'\) with distance at most \(3(r_0 + t)\).

The problem of tiling with boxes of side lengths in \(\{r_0, r_0 + 1\}\) can be solved in \(O(\log^* n)\) local complexity \([\text{GJ}15, \text{Theorem 3.1}]\), we only sketch the reason here: Find a maximal independent set of a large enough power of the input graph \(\mathbb{Z}^d\). Then, each node \(u\) in the MIS collects a Voronoi cell of all non-MIS nodes such that \(u\) is their closest MIS node. As the shape of the Voronoi cell of \(u\) depends only on other MIS vertices in a constant distance from \(u\), and their number can be
bounded as a function of $d$ (see the “volume” argument given next), one can discretize each Voronoi cell into a number of large enough rectangular boxes. Finally, every rectangular box with all side lengths of length at least $r_0^2$ can be decomposed into rectangular boxes with all side lengths either $r_0$ or $r_0 + 1$.

Note that in additional $O(\log^* n)$ local steps, the boxes can then be colored with $(\Delta + 1)$-many colors in such a way that boxes with distance at most $3(r_0 + t)$ must have different colors. To see this, we need to argue that there are at most $\Delta$ many boxes at distance at most $3(r_0 + t)$ from a given box $B$. This holds because if $B, B'$ are two boxes and $d(B, B') \leq 3(r_0 + t)$, then $B'$ is contained in the cube centered around the center of $B$ of side length $10(r_0 + t)$. Then a volume argument shows that there are at most \( \Delta \geq \frac{(10(r_0 + t))^d}{r_0^d} \) many such boxes $B'$ (when $B$ is fixed).

We now that there is a local algorithm $A'$ of constant locality that solves $\Pi$ when given the input graph $G$ together with a solution of $\Box_{r_0}$ as an input. This clearly implies that $\Pi$ is in the class $\text{LOCAL}(O(\log^* n))$.

Let $\{B_i\}_{i \in I}$ be the input solution of $\Box_{r_0}$, together with the coloring $B_i \mapsto c(B_i) \in [\Delta + 1]$. Write $V(B)$ for the vertices of $B$ and $\partial B$ for the vertices of $B$ that have a distance at most $t$ from the boundary of $B$. We have $|\partial B| \leq 2d \cdot t \cdot (r_0 + 1)^{d-1}$. Define $N(B)$ to be the set of rectangles of distance at most $(r_0 + t)$ from $B$.

We are now going to describe how $A'$ iterates over the boxes in the order of their colors and for each node $u$ in the box $B$ it carefully fixes a random string $r(u)$. This is done in such a way that
after fixing the randomness in all nodes, we can apply the original algorithm $A$ to each vertex in $\partial B$ for each $B$ with the randomness given by $r$ and the local algorithm at $u \in \partial B$ will not need to see more than its $r_0$-hop neighborhood.

The algorithm $A'$ runs in $\Delta + 1$ steps that are indexed by $1 \leq \ell \leq \Delta + 1$, and in each step, we denote a $\tau_\ell$ the partial function that assigns randomness to all nodes in boxes of color at most $\ell$. Given such a partial function $\tau_\ell : V(G) \to [0,1]$, every box $B$ can compute a conditional probability $P(\mathcal{E}_\ell(B))$, where $\mathcal{E}_\ell(B)$ is the (bad) event that there is a vertex in $\partial B$ that needs to look further than $r_0$ to apply the uniform local algorithm $A$ given the randomness fixed by $\tau_\ell$. Note that for computing $P(\mathcal{E}_\ell(B))$ it is enough to know the $r_0$-neighborhood of $B$ and the restriction of $\tau_\ell$ to this neighborhood.

Additionally, in the $0$-th step, we set $\tau_0$ to be the empty function. Note that the probability that a vertex needs to look further than $r_0$ in the algorithm $A$ is smaller than $\frac{1}{(2\Delta)^{2\Delta-\tau}}$ by [1]. The union bound gives $P(\mathcal{E}_0(B)) < \frac{1}{(2\Delta)^{2\Delta-\tau}}$ for every $B$.

In each step $\ell \in [\Delta + 1]$ we define $\tau_\ell : V(B) \to [0,1]$ for every $B$ such that $c(B) = \ell$ and put $\tau_\ell$ to be the union of all $\tau_D$ that have been defined so far, i.e., for $D$ such that $c(D) \leq \ell$. We make sure that the following is satisfied for every $B$:

(a) the assignment $\tau_B$ depends only on $2(r_0 + t)$-neighborhood of $B$ (together with previously defined $\tau_{\ell-1}$ on that neighborhood) whenever $c(B) = \ell$,

(b) $P(\mathcal{E}_\ell(B)) < \frac{1}{(2\Delta)^{2\Delta-\tau}},$

(c) restriction of $\tau_\ell$ to $N(B)$ can be extend to the whole $\mathbb{Z}^d$ such that $A$ is defined at every vertex, where we view $N(B)$ embedded into $\mathbb{Z}^d$.

We show that this gives the required algorithm. It is easy to see that by (a) this defines a local construction that runs in constantly many steps and produces a function $\tau := \tau_{\Delta+1} : V(G) \to [0,1]$. By (b) every vertex in $\partial B$ for some $B$ looks into its $r_0$ neighborhood and uses $A$ to choose its color according to $\tau$. Finally, by (c) it is possible to assign colors in $B \setminus \partial B$ for every $B$ to satisfy the condition of $\Pi$ within each $B$. Note that as the thickness of the boundary is more than $t$, this depends only on the output of $A$ on the boundary. Picking a minimal such solution for each $B \setminus \partial B$ finishes the description of the algorithm.

We show how to proceed from $0 \leq \ell < \Delta + 1$ to $\ell + 1$. Suppose that $\tau_{\ell}$ satisfies the conditions above. Pick $B$ such that $c(B) = \ell + 1$. Note that $\tau_B$ that we want to find can influence rectangles $D \in N(B)$ and these are influenced by the function $\tau_\ell$ at distance at most $r_0$ from them. Also given any $D$ there is at most one $B \in N(D)$ such that $c(B) = \ell + 1$. We make the decision $\tau_B$ based on $2r_0$ neighborhood around $B$ and the restriction of $\tau_\ell$ there, this guarantees that condition (a) is satisfied.

Fix $D \in N(B)$ and pick $\tau_B$ uniformly at random. Write $\xi_{B,D}$ for the random variable that computes the conditional probability of $\mathcal{E}_{\tau_B \cup \tau_\ell}(D)$. We have $\mathbb{E}(\xi_{B,D}) = P(\mathcal{E}_\ell(D)) < \frac{1}{(2\Delta)^{2\Delta-\tau}}$. By Markov inequality we have

$$P \left( \xi_{B,D} \geq 2\Delta \frac{1}{(2\Delta)^{2\Delta-\tau}} \right) < \frac{1}{2\Delta}.$$ 

Since $|N(B)| \leq \Delta$ we have that with non-zero probability $\tau_B$ satisfies $\xi_{B,D} < \frac{1}{(2\Delta)^{2\Delta-\tau}}$ for every $D \in N(B)$. Since $A$ is defined almost everywhere we find $\tau_B$ that satisfies (b) and (c) above. This finishes the proof.

As we already mentioned, the proof is in fact an instance of the famous Lovász Local Lemma problem. This problem is extensively studied in the distributed computing literature [CKP16].
Our usage corresponds to a simple LLL algorithm for the so-called exponential criteria setup (see \cite{FG17} and \cite{Ber23a}).

4 TOAST: General Results

In this section, we introduce the toast construction. This construction is very standard in descriptive combinatorics \cite{GJ15, CM16, GJKS23, MU17} and the theory of random processes (there it is often called the hierarchy) \cite{HSW17, BHT21, Spi20}.

While the construction itself is well-known, in this paper we study it as a class of problems by itself. An analogy to our work is perhaps the paper of \cite{GHK18} that defines the class SLOCAL and shows how to derandomize it.

Informally, the basic toast construction works as follows. There is an adversary that has access to the (infinite) input grid $\mathbb{Z}^d$. The adversary is sequentially choosing some connected pieces of the grid and gives them to our algorithm $A$. The algorithm $A$ needs to label all vertices in the piece $D$ once it is given $D$. Note that $A$ does not know where exactly $D$ lies in $\mathbb{Z}^d$ and its decision cannot depend on the precise position of $D$ in the input graph. In general, the piece $D$ can be a superset of some smaller pieces that were already colored by $A$. In this case, $A$ needs to extend their coloring to the whole $D$. This game is played for a countable number of steps until the whole grid is colored. The algorithm solves $\Pi$ if it never happens during the procedure that it cannot extend the labeling to $D$ in a valid manner.

The construction sketched above is what we call a spontaneous deterministic toast or just TOAST algorithm. In the next subsection, we give a formal definition of TOAST algorithms and we follow by proving relations between TOAST algorithms and ULOCAL complexities.

4.1 Formal Definition of TOAST classes

We now give a formal definition of our four TOAST classes. First, we define the hereditary structure on which the TOAST algorithm is interpreted. This is also called a toast (we use lowercase letters) and is parameterized by the minimum distance of boundaries of different pieces of the toast. This structure also corresponds to the adversary that asks our algorithm to extend a partial solution to $\Pi$ to bigger and bigger pieces used in the informal introduction.

**Definition 4.1** ($q$-toast on $\mathbb{Z}^d$). For $q > 0$, a $q$-toast on $\mathbb{Z}^d$ is a collection $D$ of finite connected subsets of $\mathbb{Z}^d$ that we call pieces such that

- for every $g, h \in \mathbb{Z}^d$ there is a piece $D \in D$ such that $g, h \in D$,
- if $D, E \in D$ and $d(\partial D, \partial E) \leq q$, then $D = E$, where $\partial D$ is the boundary of a set $D$.

Given a $q$-toast $D$, the rank of its piece $D \in D$ is the level in the toast hierarchy that $D$ belongs to in $D$. Formally, we define a rank function $\tau_D$ for the toast $D$ as $\tau_D : D \rightarrow \mathbb{N}$, inductively as

$$\tau_D(D) = \max\{\tau_D(E) + 1 : E \subseteq D, E \in D\}$$

for every $D \in D$.

Next, TOAST algorithms are described in the following language of extending functions.

**Definition 4.2** (TOAST algorithm). We say that a function $A$ is a TOAST algorithm for an LCL $\Pi = (\Sigma_{in}, \Sigma_{out}, t, \mathcal{P})$ if
Figure 3: A $q$-toast and an example of an extending function for 3-coloring. Observe that our extending function does not give a correct algorithm for 3-coloring since the piece on the right is contained in an even bigger piece and the 3-coloring constructed on the right cannot be extended to the node marked with an arrow.

(a) the domain of $A$ consists of pairs $(A,c)$, where $A$ is a finite connected $\Sigma_{in}$-labeled subset of $\mathbb{Z}^d$ and $c$ is a partial map from $A$ to $\Sigma_{out}$,

(b) $A(A,c)$ is a partial coloring from $A$ to $\Sigma_{out}$ that extends $c$, i.e., $A(A,c) \upharpoonright \text{dom}(c) = c$, and that depends only on the isomorphism type of $(A,c)$ (not on the position in $\mathbb{Z}^d$).

A randomized TOAST algorithm is moreover given as an additional input labeling of $A$ with real numbers from $[0,1]$. Finally, if $A$ has the property that $\text{dom}(A(A,c)) = A$ for every pair $(A,c)$, then we say that $A$ is a spontaneous (randomized) TOAST algorithm.

It is easy to see that a TOAST algorithm $A$ can be used to color ($\Sigma_{in}$-labeled) $\mathbb{Z}^d$ inductively on the rank $r_D$ of any $q$-toast $D$ for every $q \in \mathbb{N}$. Namely, define $A(D)$ to be the partial coloring of $\mathbb{Z}^d$ that is the union of $A(D')$, where $D' \in D$ and $A(D')$ is defined inductively on $r_D$. First put $A(D') := A(D',\emptyset)$ whenever $r_D(D') = 0$. Having defined $A(D)$ for every $D \in D$ such that $r_D(D) = k$, we define

$$A(D') := A\left(D', \bigcup \{A(E) : E \subseteq D', E \in D\} \right).$$

for every $D' \in D$ such that $r_D(D') = k + 1$. That is, we let $A$ extend the partial solution to $\Pi$ to bigger and bigger pieces of the toast $D$. Observe that if $A$ is a spontaneous TOAST function, then $\text{dom}(A(D)) = \mathbb{Z}^d$ for every $q$-toast $D$ and every $q \in \mathbb{N}$.

TOAST algorithms We are now ready to define the four types of toast constructions that we are going to use (cf. Fig. 1).

**Definition 4.3 (LAZY TOAST).** Let $\Pi$ be an LCL. We say that $\Pi$ is in the class LAZY TOAST if there is $q > 0$ and a TOAST algorithm $A$ such that $A(D)$ is a $\Pi$-coloring for every $q$-toast $D$.

Moreover, we say that $\Pi$ is in the class TOAST if there is $q \in \mathbb{N}$ and a spontaneous TOAST algorithm $A$ such that $A(D)$ is a $\Pi$-coloring for every $q$-toast $D$.

Before we define a randomized version of these notions, we make several comments. First, note that TOAST $\subseteq$ LAZY TOAST. Moreover, if we construct a $(q)$-toast using a uniform local algorithm, then we get instantly that every problem from the class TOAST is in the class ULOCAL, see Section 4.2. Similar reasoning applies to the class BOREL, see Section 7. We remark that we are not aware of any solvable LCL that is not in the class TOAST.
Definition 4.4 (LAZY RTOAST). Let $\Pi$ be an LCL. We say that $\Pi$ is in the class LAZY RTOAST if there is $q > 0$ and a randomized TOAST algorithm $A$ such that $A(D)$ is a $\Pi$-coloring for every $q$-toast $D$ with probability 1. That is, after $\Sigma_{in}$-labeling is fixed, with probability 1 an assignment of real numbers from $[0, 1]$ to $\mathbb{Z}^d$ successfully produces a $\Pi$-coloring against all possible $q$-toasts $D$ when $A$ is applied.

Moreover, we say that $\Pi$ is in the class RTOAST if there is $q \in \mathbb{N}$ and a spontaneous randomized TOAST algorithm $A$ as above.

4.2 Uniform Local Construction of TOAST

The class TOAST (or RTOAST) is especially useful since in Section 5 we discuss how many local problems that are not in class $O(\log^* n)$ but on the other hand are not “clearly hard” like vertex 2-coloring are in the class TOAST. Importantly, in Appendix B we show how one can construct the toast decomposition with a uniform local algorithm in $\text{ULOCAL}(1/\varepsilon \cdot 2^{O(\sqrt{\log 1/\varepsilon})})$ which yields the following theorem.

Theorem 4.5. Let $\Pi$ be an LCL that is in the class TOAST. Then

$$\Pi \in \text{ULOCAL} \left( \frac{1}{\varepsilon} \cdot 2^{O(\sqrt{\log 1/\varepsilon})} \right) \subseteq \text{ULOCAL} \left( \frac{1}{\varepsilon} \left( 1 + o(1) \right) \right)$$

and, hence, $M(\Pi) \geq 1$.

We observe in Corollary 5.3 that faster than $O(1/\varepsilon)$ uniform complexity is not possible.

Proof Sketch Here we provide an intuition for the proof that is otherwise somewhat technical. We use that maximal independent sets of power graphs of the grid $G = \mathbb{Z}^d$ can be constructed effectively by the uniform distributed MIS algorithm of Ghaffari [Gha16]. The slowdown incurred by constructing MISes can be neglected in this high-level overview.

We take a sequence $r_k = 2^{k^2}$ and construct sparser and sparser MIS in the power graphs $G^{r_k}$ for $k = 1, 2, \ldots$. Recall that edges in the power graph $G^\ell$ are pairs of distinct vertices of graph distance at most $\ell$ in the original graph $G$. After constructing MIS of $G^{r_k}$, we construct Voronoi cells induced by this MIS. These Voronoi cells $V_1, V_2, \ldots$ will be, roughly, the pieces of rank $k$, but we need to ensure that all the boundaries are at least $q$ hops apart.

To do so, we first shrink each Voronoi cell by $t_k = O(\sum_{j<k} r_j) \ll r_k$ hops (grey boundary area in Fig. 4) and get new, smaller, cells $C_1, C_2, \ldots$. The final sequence of pieces $H_1, H_2, \ldots$ is then defined inductively, namely to define $H_i$ we start with $C_1$, then add all Voronoi cells from $k - 1$-th iteration that $C_1$ intersects, then add all Voronoi cells from $k_2$-th iteration that the new, bigger, cluster intersects, $\ldots$ The definition of $t_k$ ensures that the final pieces constructed after all $k$ iterations are sufficiently far from each other, and also compatible with the smaller rank pieces. We always have $H_i \subseteq V_i$.

It remains to argue that after $k$ steps of this process, only a small fraction of nodes remains uncovered. This is done roughly as follows. The vertices from $V_i \setminus C_i$ that are not covered by $C_i$s are roughly $t_i/r_i \approx A r_{i-1}/r_i$ fraction of vertices where $A$ is some (large) constant. If we now fix some step $k$, we can use this argument for all $1 \leq i \leq k$ to conclude that the fraction of remaining vertices after step $k$ is at most $\frac{A r_{k-1}}{r_k} \cdot \frac{A r_{k-2}}{r_k} \cdot \ldots \cdot \frac{A}{r_k} = \frac{A^k}{r_k}$. To compute the uniform complexity, consider any $r$ such that $r_k \leq r < r_{k+1}$. Above discussion tells us that we can write

$$P(R \geq r) \leq \frac{A^k}{r_k}.$$
Figure 4: A step during the toast construction. Voronoi cell $V$ is first shrunk to $C$ and we get the final piece $H$ by taking the union of smaller-level Voronoi cells intersecting $C$ (in this picture, there is only one lower level but the construction is recursive in general).

On the other hand, $r \leq r_{k+1} = r_k \cdot 2^{O(k)}$, so we have

$$P(R \geq r) \leq \frac{A^k}{r/2^{O(k)}} = \frac{2^{O(k)}}{r}.$$ 

Finally, since $r \geq r_k = 2^{ck^2}$, we have $k = O(\sqrt{\log r})$ and thus

$$P(R \geq r) \leq \frac{2^{O(\sqrt{\log r})}}{r}.$$ 

A substitution $\varepsilon = \frac{2^{O(\sqrt{\log r})}}{r}$ then gives the inequality $P(R \geq 2^{O(\sqrt{\log 1/\varepsilon})}/\varepsilon) < \varepsilon$ that we wanted to prove.

4.3 RTOAST = TOAST

In this section, we show that randomness does not help spontaneous toast algorithms.

**Theorem 4.6.** Let $\Pi$ be an LCL. Then $\Pi$ is in the class RTOAST if and only if $\Pi$ is in the class TOAST.

**Proof.** It is easy to see that TOAST $\subseteq$ RTOAST. Suppose that $\Pi$ is in the class RTOAST and fix a witnessing $q \in \mathbb{N}$ together with a spontaneous randomized TOAST algorithm $A$. We may assume that $t$, the locality of $\Pi$, satisfies $t \leq q$. 
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Let \((A,c)\) be such that \(A \subseteq \mathbb{Z}^d\) is finite and connected and \(\text{dom}(c) \subseteq A\). We say that \((A,c)\) comes from a partial random \(q\)-toast if there is a collection \(\mathcal{D}\) of connected subsets of \(A\) together with an event \(\mathcal{F}\) on \(\text{dom}(c)\), i.e., \(\mathcal{F}\) is a measurable subset of \([0,1]\) assignments to vertices from \(A\), such that

- if \(D,E \in \mathcal{D}\) and \(d(\partial D, \partial E) \leq q\), then \(D = E\),
- \(A \in \mathcal{D}\),
- \(\bigcup_{E \in \mathcal{D}\setminus\{A\}} E = \text{dom}(c)\),
- \(\mathcal{F}\) has a non-zero probability. If we fix a particular assignment of randomness from \(\mathcal{F}\) and apply inductively \(A\) to \(\mathcal{D} \setminus \{A\}\) we obtain \(c\).

If \((A,c)\) comes from a partial random \(q\)-toast, then we let \(\mathcal{E}(A,c)\) to be any event \(\mathcal{F}\) as above. Otherwise, we put \(\mathcal{E}(A,c)\) to be any event on \(\text{dom}(c)\) of non-zero probability. It is easy to see that \(\mathcal{E}\) does not depend on the position of \(A\) in \(\mathbb{Z}^d\). This is because \(A\) is such.

We now define a spontaneous toast algorithm \(A'\). Given \((A,c)\), we let \(\mathcal{F}(A,c)\) to be any event on \(A\) that has non-zero probability, satisfies

\[\mathcal{F}(A,c) \mid \text{dom}(c) \subseteq \mathcal{E}(A,c)\]

and \(A(A,c)\) gives the same outcome on \(\mathcal{F}(A,c)\). Let \(A'(A,c)\) be equal to this outcome on \(\mathcal{F}(A,c)\). It is clear that \(A'\) is a spontaneous TOAST algorithm. Observe that if \((A,c)\) comes from a partial random \(q\)-toast, then \((A,A'(A,c))\) comes from a partial random \(q\)-toast. Namely, use the same \(q\)-toast witness \(\mathcal{D}\) as for \((A,c)\) together with the event \(\mathcal{F}(A,c)\).

It remains to show that \(A'(\mathcal{D})\) is a \(\Pi\)-coloring for every \(q\)-toast \(\mathcal{D}\). Induction on \(r_\mathcal{D}\) shows that \((D,A'(\mathcal{D}))\) comes from a partial random \(q\)-toast for every \(D \in \mathcal{D}\). This is easy when \(r_\mathcal{D}(D) = 0\) and follows from the observation above in general. Let \(v \in \mathbb{Z}^d\) and pick a minimal \(D \in \mathcal{D}\) such that there is \(D' \in \mathcal{D}\) that satisfies \(v \in D'\) and \(D' \subseteq D\). Since \(t \leq q\) we have that \(B(v,t) \subseteq D\). Since \((D,A'(\mathcal{D}))\) comes from a partial random \(q\)-toast it follows that there is a non-zero event \(\mathcal{F}\) such that

\[A'(\mathcal{D}) \mid B(v,t) = A(\mathcal{D}) \mid B(v,t)\]

on \(\mathcal{F}\). This shows that the constraint of \(\Pi\) at \(v\) is satisfied and the proof is finished.

\[\square\]

\subsection{ffiid = LAZY RTOAST}

In this section, we prove that the class LAZY RTOAST in fact covers the whole class fffid = \(\bigcup_{t(\varepsilon)} \text{ULocal}(t(\varepsilon))\).

\textbf{Theorem 4.7.} Let \(\Pi\) be an LCL. Then \(\Pi\) is in the class LAZY RTOAST if and only if \(\Pi\) is in the class fffid.

\textit{Proof.} Suppose that \(\Pi\) is in the class LAZY RTOAST, i.e., there is \(q \in \mathbb{N}\) together with a randomized TOAST algorithm \(A\) that solves \(\Pi\). It follows from Theorem \[\text{B.1}\] that there is a uniform local algorithm \(F\) that produces \(q\)-toast with probability 1.

Define a uniform local algorithm \(A'\) as follows. Let \(B(v,r)\) be a \(\Sigma_{in}\)-labeled neighborhood of \(v\). Assign real numbers from \([0,1]\) to \(B(v,r)\) and run \(F\) and \(A\) on \(B(v,r)\). Let \(a_{v,r}\) be the supremum over all \(\Sigma_{in}\)-labelings of \(B(v,r)\) of the probability that \(A'\) fails, that is, the output at \(v\) is not defined. If \(a_{v,r} \rightarrow 0\) as \(r \rightarrow \infty\), then \(A'\) is a uniform local algorithm.
Suppose not, i.e., \( a_{v,r} > a > 0 \). Since \( \Sigma_{in} \) is finite, we find by a compactness argument a labeling of \( \mathbb{Z}^d \) with \( \Sigma_{in} \) such that the event \( \mathcal{F}_r \) that \( \mathcal{A}' \) fails on \( B(v, r) \) with the restricted labeling has probability bigger than \( a \). Note that since the labeling is fixed, we have \( \mathcal{F}_r \supseteq \mathcal{F}_{r+1} \). Set \( \mathcal{F} = \bigcap_{r \in \mathbb{N}} \mathcal{F}_r \). Then by \( \sigma \)-additivity, we have that the probability of the event \( \mathcal{F} \) is bigger than \( a > 0 \). However, \( \mathcal{F} \) produces toast almost surely on \( \mathcal{F} \) and \( \mathcal{A} \) produces \( \Pi \)-coloring with probability \( 1 \) for any given toast. This contradicts the fact that the probability of \( \mathcal{F} \) is not \( 0 \).

The idea to prove the converse is to ignore the \( q \)-toast part and wait for the coding radius. Suppose that \( \Pi \) is in the class \( \text{ffid} \). By the definition, there is a uniform local algorithm \( \mathcal{A} \) of complexity \( t(\varepsilon) \) that solves \( \Pi \). Given an input labeling of \( \mathbb{Z}^d \) by \( \Sigma_{in} \), we see by the definition of \( R_A \) that every node \( v \) must finish after finitely many steps with probability \( 1 \). Therefore it is enough to wait until this finite neighborhood of \( v \) becomes a subset of some piece of a given toast \( D \). This happens with probability \( 1 \) independently of the given toast \( D \).

\[ \square \]

### 5 TOAST: Specific Problems

In this section, we focus on specific problems that are not in the class \( \text{LOCAL}(O(\log^* n)) \) but they admit a solution by a (spontaneous) TOAST algorithm. Recall, that proving that \( \Pi \in \text{TOAST} \) implies that there is a uniform local algorithm with uniform local complexity \( (1/\varepsilon)^{1+o(1)} \) via Theorem 4.5 and we discuss in Section 7.2 that by a result of Gao, Jackson, Krohne, and Seward \( \text{GJKS} \) it also implies \( \Pi \in \text{BOREL} \).

The problems we discuss are the following: (a) vertex coloring, (b) edge coloring, and (c) tiling the grid with boxes from a prescribed set (this includes the perfect matching problem).

All these problems were recently studied in the literature from different points of view, see \[ \text{BHT21} \quad \text{HSW17} \quad \text{GJKS23} \quad \text{CUS23} \]. In all cases, the main technical tool, sometimes in a slight disguise, is the toast construction. Our aim here is to show these problems in a unified context. We note that sometimes the results in the aforementioned literature are stronger or work in a bigger generality (for example, all results discussed here can also be proven to hold on unoriented grids as discussed in \[ \text{BHT21} \], or the constructed coloring could be aperiodic \[ \text{CUS23} \]). In what follows we only give a “proof by picture”, sketch the description of the corresponding spontaneous toast algorithm and refer the reader to other papers for more details and stronger results.

Throughout this section, we assume that \( d > 1 \). We refer the reader to Section 7 for the definition of classes \( \text{CONTINOUS} \), \( \text{BOREL} \), etc. Our main contribution in this section is the following:

1. The fact that the problem of vertex 3-coloring is in \( \text{TOAST} \) together with the speed-up Theorem 3.4 answers a question (i) from \[ \text{HSW17} \].

2. We observe that the problem of edge 2\( d \)-coloring the grid \( \mathbb{Z}^d \) is in \( \text{TOAST} \), thereby answering a question of \[ \text{GJKS23} \] coming from the area of descriptive combinatorics. Independently, this was proven in \[ \text{BHT21} \] and \[ \text{Wei21} \].

In general, our approach gives that if an LCL \( \Pi \) is in the class \( \text{TOAST} \backslash \text{LOCAL}(O(\log^* (n))) \), then \( 1 \leq M(\Pi) \leq d - 1 \) by Theorem 4.5 and Theorem 3.4. Recall that \( M \) is the supremum of all possible finite moments. The examples in Section 6 show that there are LCLs with \( M(\Pi) = \ell \) for every natural number \( 1 \leq \ell \leq d - 1 \), but for most natural LCLs we do not know the exact value of \( M(\Pi) \), unless \( d = 2 \).

We invite the reader to first look at Figs. 5 to 7 that suggest how concrete problems are usually solved in the class \( \text{TOAST} \). We usually have a certain nice periodic solution in mind, for example, for 3-coloring, we think of the simple periodic 2-coloring of the grid as the idealized solution we want to build. Although the solution that we build in one piece of the toast is not necessarily
this idealized solution, it looks like the idealized solution on the boundary. Hence, we can think of the idealized solution as an “interface” between toast pieces of different levels. In other words, we simply have to show how to combine several idealized solutions together in one toast piece so that we get a solution that looks like the idealized one on the outside of that piece. For example, in the case of 3-coloring, we need to be able to combine several 2-colorings together so that the outside looks like a 2-coloring. As seen in Fig. 5, the third color gives us the flexibility to change the “parity” of combined 2-colorings, which makes such a TOAST algorithm possible.

5.1 Vertex Coloring

Let $d > 1$. Recall that $\Pi_{\chi,3}^d$ is the proper vertex 3-coloring problem. This problem was studied extensively in all contexts. It is known that $\Pi_{\chi,3}^d \not\in \text{LOCAL}(O(\log^* n))$ [BHK+17], $\Pi_{\chi,3}^d \not\in \text{CONTINOUS}$ [GJKS23], $\Pi_{\chi,3}^d \in \text{BOREL}$ [GJKS] and $0 < M(\Pi_{\chi,3}^d) \leq 2$ [HSW17]. A version of the following theorem is proven in [GJKS], here we give a simple “proof by picture”.

Theorem 5.1 ([GJKS]). Let $d > 1$. The LCL $\Pi_{\chi,3}^d$ is in the class TOAST.

Proof Sketch. The toast algorithm tries to color all nodes in a given piece with two colors, blue and red. However, it can happen that two partial colorings of small pieces that have different parity in a bigger piece have to be connected (see Fig. 5). In this case, we take the small pieces colored with incorrect parity and “cover” their border with the third color: green. From the inside of a small piece, the green color corresponds to one of the main two colors, while from the outside it corresponds to the other color. This enables us to switch color parity.

As a consequence of results from Section 4 we can now fully determine the moment behavior of the problem which answers a question from [HSW17].

Corollary 5.2. Let $d > 1$. Every uniform local algorithm that solves $\Pi_{\chi,3}^d$ has the 1-moment infinite, but there is a uniform local algorithm solving $\Pi_{\chi,3}^d$ with all $(1-\varepsilon)$-moments finite. In particular, $M(\Pi_{\chi,3}^d) = 1$.

Proof. By Theorem 5.1 $\Pi_{\chi,3}^d$ is in the class TOAST. It follows from Theorem 4.5 that $M(\Pi_{\chi,3}^d) \geq 1$. By the speedup Theorem 3.4 and the fact that 3-coloring was proven not to be in class $\text{LOCAL}(O(\log^* n)) = \text{ULOCAL}(O(\log^* 1/\varepsilon)) = \text{CONTINOUS}$ [BHK+17, HSW17, GJKS23], we have that every uniform local algorithm $\mathcal{A}$ solving $\Pi_{\chi,3}^d$ must have the 1-moment infinite. In particular, $M(\Pi_{\chi,3}^d) = 1$. It remains to observe that every vertex 3-coloring of $\mathbb{Z}^d$ yields a vertex 3-coloring of $\mathbb{Z}^2$ by forgetting the last $(d-2)$ dimensions. Consequently, every uniform local algorithm $\mathcal{A}$ that solves $\Pi_{\chi,3}^d$ defines a uniform local algorithm $\mathcal{A}'$ that solves $\Pi_{\chi,3}^2$ with the same uniform complexity. This finishes the proof.

The 3-coloring discussion above also implies that the toast itself cannot be constructed faster than with $O(1/\varepsilon)$ uniform complexity, otherwise, 3-coloring could be constructed with such a decay, too.

Corollary 5.3. There is a constant $C > 0$ such that a $q$-toast cannot be constructed with uniform complexity $C/\varepsilon$ on any $\mathbb{Z}^d$. Here, by constructing a $q$-toast we mean that the coding radius of each node $u$ is such that $u$ can describe the minimal toast piece $D \in \mathcal{D}$ such that $u \in D$. 
Figure 5: The TOAST algorithm is given small pieces of a toast that are already vertex-colored. The first step is to match the parity of colors with respect to the bigger piece. Then color the bigger piece.
Figure 6: The TOAST algorithm is given small pieces of a toast that are already edge-colored. The first step is to match the parity of colors with respect to the bigger piece. This is done by adding a three-layered gadget in the problematic directions. After that, the coloring is extended to the bigger piece.
5.2 Edge Coloring

Let \( d > 1 \). We denote as \( \Pi^d_{\chi^d,2d} \) the proper edge 2d-coloring problem. Observe that a solution to \( \Pi^d_{\chi^d,2d} \) yields a solution to the perfect matching problem \( \Pi^d_{pm} \) (because \( \mathbb{Z}^d \) is 2d-regular). This shows that \( \Pi^d_{\chi^d,2d} \) is not in the class LOCAL(\( O(\log^* n) \)), because the perfect matching problem clearly cannot be solved with a local algorithm: if it was, we could find a perfect matching in every large enough finite torus, which is clearly impossible since it can have an odd number of vertices.

**Theorem 5.4** (See also [BHT21] and [Wei21]). Let \( d > 1 \). Then \( \Pi^d_{\chi^d,2d} \) is in the class TOAST.

**Proof Sketch.** The spontaneous toast algorithm is illustrated for \( d = 2 \) in Fig. 6. The “interface” used by the toast algorithm between smaller and bigger pieces is: smaller pieces pretend they are colored such that in the vertical direction violet and green edges alternate, while in the horizontal direction blue and red edges alternate. If all small pieces in a bigger one have the same parity, this interface is naturally extended to the bigger piece. Hence, we need to work out how to fix pieces with bad horizontal/vertical parity, similarly to Theorem 5.1.

Fig. 6 shows how to fix the vertical parity, adding the highlighted gadget in the middle picture above and below the given pieces keeps its interface the same but switches the parity. The same can be done in the horizontal direction.

To show the result for \( d > 2 \) it is enough to realize that switching parity in one dimension can be done with a help of one extra additional dimension while fixing the parity in the remaining dimensions. Consequently, this allows iterating the previous argument at most \( d \) many times to fix all the wrong parities.

**Corollary 5.5.** Let \( d > 1 \). Then \( 1 \leq M(\Pi^d_{\chi^d,2d}) \leq d - 1 \). In particular, \( M(\Pi^2_{\chi^d,4}) = 1 \).

We leave it as an open problem to determine the exact value of \( M(\Pi^d_{\chi^d,2d}) \), where \( d > 2 \).

The following corollary answers a question of [GJKS23]. See Section 7 for the definition of the class BOREL.

**Corollary 5.6.** Let \( d \geq 1 \). Then \( \Pi^d_{\chi^d,2d} \) is in the class BOREL. In particular, if \( \mathbb{Z}^d \) is a free Borel action and \( G \) is the Borel graph generated by the standard generators of \( \mathbb{Z}^d \), then \( \chi^*_B(G) = 2d \), i.e., the Borel edge chromatic number is equal to \( 2d \).

**Remark 5.7** (Decomposing grids into finite cycles). Bencs, Hrušková, Tóth [BHT21] showed recently that there is a TOAST algorithm that decomposes an unoriented grid into \( d \)-many families each consisting of finite pairwise disjoint cycles. Having this structure immediately gives the existence of edge coloring with \( 2d \)-colors as well as Schreier decoration. Since every TOAST algorithm implies Borel solution on graphs that look locally like unoriented grids [CJM+23], this result implies that all these problems are in the class BOREL. We refer the reader to [BHT21] for more details.

5.3 Tiling with Rectangles

Let \( d > 1 \) and \( \mathcal{R} \) be a finite collection of \( d \)-dimensional rectangles. We denote as \( \Pi^d_{\mathcal{R}} \) the problem of tiling \( \mathbb{Z}^d \) with elements of \( \mathcal{R} \). It is not fully understood when the LCL \( \Pi^d_{\mathcal{R}} \) is in the class LOCAL(\( O(\log^* n) \)) (or equivalently CONTINUOUS). Currently the only known condition implying that \( \Pi^d_{\mathcal{R}} \) is not in LOCAL(\( O(\log^* n) \)) is when GCD of the volumes of elements of \( \mathcal{R} \) is not 1. The minimal unknown example is when \( \mathcal{R} = \{ 2 \times 2, 2 \times 3, 3 \times 3 \} \). For the other complexity classes the situation is different. Given a collection \( \mathcal{R} \) we define a condition \((\dagger)\) as

\[
\text{GCD of side lengths in the direction of } i\text{-th generator is } 1 \text{ for every } i \in [d].
\]

((\dagger))
Figure 7: The TOAST algorithm is given small pieces of a toast that are already tiled. The first step is to match the parity of the tiling with respect to the bigger piece. Then tile the bigger piece.

It follows from the same argument as for vertex 2-coloring, that if $\mathcal{R}$ does not satisfy (†), then $\Pi_2^d$ is a global problem, i.e., it is not in any class from Fig. 1. On the other hand, the condition (†) is sufficient for a spontaneous toast algorithm. For example, this implies $\Pi_{\{2\times3,3\times2\}}^2 \in \text{BOREL } \setminus \text{CONTINOUS}$. A version of the following theorem was announced in [CUS23], here we give a simple “proof by picture”.

**Theorem 5.8** ([CUS23], Jac). Let $d > 1$ and $\mathcal{R}$ be a finite collection of $d$-dimensional rectangles that satisfy Eq. (†). Then $\Pi_2^d$ is in the class TOAST. Consequently, $M(\Pi_2^d) \geq 1$.

**Proof Sketch.** The two-dimensional version of the construction is shown in Fig. 7. The interface of pieces this time is that they cover themselves with boxes of side length $L$ which is the least common multiple of all the lengths of basic boxes. As in the previous constructions, we just need to work out how to “shift” each piece so that all small pieces agree on the same tiling with boxes of side length $L$ which can then be extended to the whole piece. This can be done as in Fig. 7.

**Corollary 5.9.** Let $d = 2$ and $\mathcal{R}$ be a finite collection of 2-dimensional rectangles. Then $\Pi_2^2$ is either in the class LOCAL($O(\log^* n)$), satisfies $M(\Pi_2^2) = 1$, or is global (that is, in no class in Fig. 1).

For any $d$, Theorem 5.8 implies that if a tiling problem is “hard” (in no class in Fig. 1), it is because of a simple reason: a projection to one dimension gives a periodic problem. It would be interesting to understand whether there are problems that are hard but their solutions do not have any periodicity in them (see Section 8).

We do not know if there is $\mathcal{R}$ that would satisfy $1 < M(\Pi_2^d) \leq d - 1$. Let $d \geq \ell > 0$ and denote as $\mathcal{R}_\ell$ the restriction of rectangles to first $\ell$-dimensions. As in the case of proper 3-vertex
Let $d > 1$. A special case of a tiling problem is the perfect matching problem $\Pi^d_{pm}$. Since there are arbitrarily large tori of odd size we conclude that $\Pi^d_{pm} \not\subseteq \text{LOCAL}(O(\log^* n))$. Consequently, $\Pi^d_{pm} \not\subseteq \text{ULOCAL}(O(\log^* 1/\varepsilon))$ by Lemma 2.8 and it follows from the Twelve Tile Theorem of Gao, Jackson, Krohne and Seward [GJKS23] that $\Pi^d_{pm} \not\subseteq \text{CONTINOUS}$. Similarly, as with the vertex 3-coloring problem, the proof of $\Pi^d_{pm} \in \text{BOREL}$, where $d > 1$, from [GJKS] uses the toast construction and, in our notation, yields the following result.

**Theorem 5.12 ([GJKS]).** Let $d > 1$. The LCL $\Pi^d_{pm}$ is in the class TOAST.

**Corollary 5.13.** Let $d > 1$. Then $M(\Pi^d_{pm}) \geq 1$ and every $	ext{ffid}$ $F$ that solves $\Pi^d_{pm}$ has the $(d - 1)$-moment infinite. In particular, $M(\Pi^2_{pm}) = 1$.

We leave it as an open problem to determine the exact value of $M(\Pi^d_{pm})$, where $d > 2$. In fact, this problem is similar to intermediate problems that we study in Section 6.

## 6 Intermediate Problems

In this section, we construct local problems with uniform local complexities $j^{-o(\sqrt{1/\varepsilon})}$ for $1 \leq j \leq d - 1$. In particular, these problems will satisfy $M(\Pi) = j$. We first define the problem $\text{PM}^d_{d,\ell}$: this is just a perfect matching problem but in the graph $\mathbb{Z}^d_{\ell}$ where two different nodes $u = (u_1, \ldots, u_d)$ and $v = (v_1, \ldots, v_d)$ are connected with an edge if $\sum_{1 \leq i \leq d} |u_i - v_i| \leq 2$. That is, we also add some “diagonal edges” to the grid. We do not know whether perfect matching on the original graph (Cayley graph of $\mathbb{Z}^d$) is also an intermediate problem (that is, not LOCAL but solvable faster than TOAST).

We will show that the uniform local complexity of $\text{PM}^d_{d,\ell}$ is $d^{-1-o(1)}1/\varepsilon$. After this is shown, the hierarchy of intermediate problems is constructed as follows. Consider the problem $\text{PM}^d_{d,\ell}$. This is a problem on $\mathbb{Z}^d$ where one is asked to solve $\text{PM}^d_{d,\ell}$ in every hyperplane $\mathbb{Z}^{\ell}$ given by the first $\ell$ coordinates in the input graph. The ULOCAL complexity of $\text{PM}^d_{d,\ell}$ is clearly the same as the complexity of $\text{PM}^d_{d,\ell}$, that is, $(d - 1-o(1))1/\varepsilon$. Hence, we can focus just on the problem $\text{PM}^d_{d,\ell}$ from now on. First, we claim there is no nontrivial local algorithm for this problem.

**Claim 6.1.** Let $2 \leq d \in \mathbb{N}$. Then the local coloring problem $\text{PM}^d_{d,\ell}$ is not in the class ULOCAL$(O(\log^* n))$. In particular, by Theorem 3.4 $\text{PM}^d_{d,\ell} \not\subseteq \text{ULOCAL}(O(\sqrt{1/\varepsilon}))$.
This follows from the fact that if there is a local algorithm, then in particular there exists a solution on every large enough torus. But this is not the case if the torus has an odd number of vertices.

Second, we need to show how to solve the problem $PM^d_{d\ominus}$ faster than with a TOAST construction algorithm.

**Theorem 6.2.** The problem $PM^d_{d\ominus}$ can be solved with a uniform local algorithm of uniform complexity $d^{-\sqrt{\frac{1}{\varepsilon}}} \cdot 2^{O\left(\sqrt{\log \frac{1}{\varepsilon}}\right)}$.

Here we give only a proof sketch, the formal proof is deferred to Appendix C.

**Proof Sketch.** We only discuss the case $d = 3$ (and the actual proof differs a bit from this exposition due to technical reasons). As usual, start by tiling the grid with boxes of side length roughly $r_0$.
The skeleton $C_0$ is the set of nodes we get as the union of the 12 edges of each box. Its corner points $X_0 \subseteq C_0$ is the union of the 8 corners of each box.

We start by matching vertices inside each box that are not in the skeleton $C_0$. It is easy to see that we can match all inside vertices, maybe except for one node per box that we call a pivot. We can ensure that any pivot is a neighbor of a vertex from $C_0$.

We then proceed similarly to the toast construction of Theorem 4.5 and build a sequence of sparser and sparser independent sets that induce sparser and sparser subskeletons of the original skeleton. More concretely, we choose a sequence $r_k = 2^{O(k^2)}$ and in the $k$-th step we construct a new set of corner points $X_k \subseteq X_{k-1}$ such that any two corner points are at least $r_k$ hops apart but any point of $\mathbb{Z}^d$ has a corner point at distance at most $2r_k$ (in the metric induced by $\mathbb{Z}^d$). This set of corner points $X_k$ induces a subskeleton $C_k \subseteq C_{k-1}$ by connecting nearby points of $X_k$ with shortest paths between them in $C_{k-1}$.

After constructing $C_k$, the algorithm solves the matching problem on all nodes of $C_{k-1} \setminus C_k$. This is done by orienting those nodes towards the closest $C_k$ node in the metric induced by the subgraph $C_k$. Then, the matching is found on connected components that have a radius bounded by $r_k$. There is perhaps only one point in each component, a pivot, that neighbors with $C_k$ and remains unmatched.

After the $k$-th step of this algorithm, only nodes in $C_k$ (and a few pivots) remain unmatched. Hence, it remains to argue that only roughly a $1/r_k^{d-1}$ fraction of nodes survives to $C_k$. This should be very intuitive – think about the skeleton $C_k$ as roughly looking as the skeleton generated by boxes of radius $r_k$. This is in fact imprecise, because in each step the distance between corner points of $X_k$ in $C_k$ may be stretched by a constant factor with respect to their distance in the original skeleton $C_{k-1}$. This is the reason why the final volume of $C_k$ is bounded only by $2^{O(k)}/r_k^{d-1}$ and by a similar computation as in Theorem 4.5 we compute that the uniform local complexity is $d^{-\sqrt{\frac{1}{\varepsilon}}} \cdot 2^{O\left(\sqrt{\log \frac{1}{\varepsilon}}\right)}$.

## 7 Other Classes of Problems

In this mostly expository section, we discuss other classes of problems from Fig. 1 and how they relate to our results from previous sections.

### 7.1 CONTINOUS

Here we explain the fact that an LCL $\Pi$ on $\mathbb{Z}^d$ is in the class LOCAL($O(\log^*(n))$) if and only if it is in the class CONTINOUS. For $\mathbb{Z}^d$, the model CONTINOUS was extensively studied by Gao,
In other words, given some translation \( g \) is nowhere \(-\)-periodic. It follows from a standard compactness argument that any continuous \( Z^d \)-labeling breaks all symmetries. Namely, we require that there is no \( g \in Z^d \) such that shifting all elements by \( g \) preserves the labeling of \( Z^d \). We write Free\((2^Z)^d \subseteq 2^Z\) for this subspace. A continuous algorithm is a pair \( A = (C, f) \), where \( C \) is a collection of \( \{0, 1\} \times \Sigma_{\infty} \)-labeled neighborhoods and \( f \) is a function that assigns to each element of \( C \) an output label. It needs to satisfy the following. Suppose we fix a node \( v \), a \( \{0, 1\} \)-labeling \( \Lambda \) of \( Z^d \) that satisfies \( \Lambda \in \text{Free}(2^Z) \) as well as an input \( \Sigma_{\infty} \)-labeling of \( Z^d \). If we let \( v \) explore its neighborhood, then it encounters an element from \( C \) after finitely many steps. We write \( A(\Lambda)(v) \), or simply \( A(v) \), when \( \Lambda \) is understood, for the corresponding output.

**Remark 7.1.** This is equivalent to the definition given in e.g. [GJKS23] in the same way as the correspondence between uniform local algorithms and \( \text{ffid} \), see [Section 2.4]. The fact that the collection \( C \) is dense, i.e., every node finishes exploring its neighborhoods in finite time, means that \( A(0) \) is continuous with respect to the product topology and defined on the whole space Free\((2^Z)^d \). Moreover, the value computed at \( v \) does not depend on the position of \( v \in Z^d \) but only on the isomorphism type of the labels, this is the same as saying that \( A(\_\_\_) \) is equivariant.

We say that an LCL \( \Pi \) is in the class \text{CONTINUOUS} if there is a continuous algorithm \( A \) that outputs a \( II \)-coloring for every \( \Lambda \in \text{Free}(2^Z)^d \). Note that, in general, we cannot hope for the diameters of the neighborhoods in \( C \) to be uniformly bounded. In fact, if that happens then \( \Pi \in \text{LOCAL}(O(1)) \). This is because there are elements in Free\((2^Z)^d \) with arbitrarily large regions with constant 0 label. Applying \( A \) on that regions gives an output label that depends only on \( \Sigma_{\infty} \) after a bounded number of steps, hence we get a local algorithm with constant local complexity.

The main idea to connect this context with distributed computing is to search for a labeling in Free\((2^Z)^d \) where any \( A \) necessarily has a uniformly bounded diameter. Such labeling does exist! In [GJKS23] these labelings are called hyperaperiodic. To show that hyperaperiodic labelings exist on \( Z^d \) is not that difficult, unlike in the general case for all countable groups [GJS09]. In fact, there is enough flexibility to encode in a given hyperaperiodic labeling some additional structure in such a way that the new labeling remains hyperaperiodic.

We now give a definition of a hyperaperiodic labeling. Let \( \Lambda \in 2^Z \) be a labeling of \( Z^d \). We say that \( \Lambda \) is hyperaperiodic if for every \( g \in Z^d \) there is a finite set \( S \subseteq Z^d \) such that for every \( t \in Z^d \) we have

\[
\Lambda(t + S) \neq \Lambda(g + t + S)
\]

This notation means that the \( \Lambda \)-labeling of \( S \) differs from the \( \Lambda \)-labeling of \( S \) shifted by \( g \) everywhere. In other words, given some translation \( g \in Z^d \), there is a uniform witness \( S \) for the fact that \( \Lambda \) is nowhere \( g \)-periodic. It follows from a standard compactness argument that any continuous
algorithm \( A \) used on a hyperaperiodic labeling \( \Lambda \) finishes after a number of steps that is uniformly bounded by some constant that depends only on \( A \) and \( \Lambda \).

**Theorem 7.2** (GJKS23, Ber23a). Let \( d > 0 \). Then an LCL \( \Pi \) on \( \mathbb{Z}^d \) is in the class CONTINOUS if and only if it is in the class LOCAL(\( O(\log^* n) \)).

**Proof Sketch.** One direction was observed by Bernshteyn [Ber23a] and follows from the fact that there is a continuous algorithm that produces a maximal \( r \)-independent set for every \( r \in \mathbb{N} \) (recall Theorem 2.3). This is implicit, even though in a different language, already in Gao and Jackson [GJ15].

Next, suppose that \( \Pi \) is in the class CONTINOUS and write \( A \) for the continuous algorithm for \( \Pi \). We will carefully construct a certain hyperaperiodic element \( \Lambda \) and let \( A \) solve \( \Pi \) on it. We know that there is a certain number \( w \) such that \( A \) solves \( \Pi \) on \( \Lambda \) with local complexity \( w \). We note that even though we do not know the value \( w \) in advance, it depends on \( \Lambda \) that is due to be constructed, the flexibility of the construction guarantees to “encode” in \( \Lambda \) all possible scenarios. See the discussion at the end of the argument.

The overall approach is as follows. Our local algorithm \( A' \) first tiles the plane with tiles of length much bigger than \( w \) with \( O(\log^* n) \) local complexity. We cannot tile the plane in a periodic manner in \( O(\log^* n) \) steps, but it can be done with a constant number of different tiles such that the side length of each tile is either \( r \) or \( r + 1 \) for some \( r \gg w \) (this construction is from [GJ15, Theorem 3.1], see also the proof of Theorem 3.4). For each tile \( T \), \( A' \) labels it with certain \( \{0, 1\} \) labeling. This labeling depends only on the shape of the tile. We make sure that not only \( T \) with its labeling, but also \( T \) together with all possible local configurations of tiles around it and
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Figure 8: On the left side we have examples of labeled local tiling configurations compared with a possible continuity window \( w \). These are then sparsely embedded into \( \mathbb{Z}^2 \).
corresponding labelings appears in $\Lambda$. In particular, as $r \gg t, w$ ($t$ is the radius necessary to check the solution $\Pi$), we have that the $(w + t)$-hop neighborhood of any node is labeled in a way that also appears somewhere in the labeling $\Lambda$. After labeling each tile, $\mathcal{A}'$ simulates $\mathcal{A}$. We know that $\mathcal{A}$ finishes after $w$ steps on $\Lambda$ and is correct there, hence $\mathcal{A}'$ is correct and has local complexity $O(\log^* n)$. What remains is to describe is how to get the labeling of each tile.

We use the fact that there is a lot of flexibility when constructing a hyperaperiodic labeling. We define the hyperaperiodic labeling $\Lambda$ of the input graph $\mathbb{Z}^d$ in such a way that, after fixing $r$, each one of constantly many local configurations of $\{r, r + 1\}$-tiles are embedded in $\Lambda$, each one in fact in many copies that exhaust possible $\Sigma_{in}$-labelings.

This is done as follows. Fix any hyperaperiodic element $\Lambda'$, these exist by [GJKS23] Lemma 2.8. Given a tile $T$, that depends on $r$, $\{0, 1\}$-label it by any $T$-pattern that appears in $\Lambda'$. Consider the collection of all possible local configurations of such labeled tiles that are moreover labeled by $\Sigma_{in}$. This collection is finite. Since we do not know $w$ in advance, do this for any value of $r$. This yields a countable collection of possible configurations. Embed this collection sparsely into $\Lambda'$, Fig. 8. Extend the $\Sigma_{in}$-labeling arbitrarily. This defines $\Lambda$. It is routine to check that $\Lambda$ is hyperaperiodic, see [GJKS23] Lemma 5.9.

It remains to recall that since $\Lambda$ is hyperaperiodic, there is $w \in \mathbb{N}$ such that $\mathcal{A}$ has uniformly bounded locality by $w$ on $\Lambda$. Pick $r \gg w, t$. This works as required since any $(w + t)$-hop neighborhood $\mathcal{A}'$ can encounter is present in $\Lambda$.

\section{7.2 Descriptive Combinatorics Classes}

In this section we define the classes of problems that are studied in descriptive combinatorics. There are two equivalent ways how the notion of a Borel graph can be defined. The less abstract one is as follows. Consider the unit interval $[0, 1]$ with the $\sigma$-algebra of Borel sets, that is the smallest algebra of subsets that contains sub-intervals and is closed under countable unions and complements. Let $A, B \subseteq [0, 1]$ be Borel sets and consider a bijection $\varphi : A \rightarrow B$ between them. We say that $\varphi$ is Borel measurable if $\varphi^{-1}(D \cap B)$ is a Borel set for every Borel set $D$. Now, let $\mathcal{G}$ be a graph with vertex set $[0, 1]$ and assume that the degree of every vertex is bounded by some $\Delta < \infty$. We say that $\mathcal{G}$ is a Borel graph if the edge relation is induced by Borel bijections, that is there are sets $A_1, \ldots, A_\ell, B_1, \ldots, B_\ell$, and Borel bijections $\varphi_1, \ldots, \varphi_\ell$ such that $(x, y)$ is an edge in $\mathcal{G}$ if and only if there is $1 \leq i \leq \ell$ such that either $\varphi_i(x) = y$ or $\varphi_i(y) = x$.

The more abstract way how to define Borel graphs uses the notion of a standard Borel space. For example, $[0, 1]$ with the $\sigma$-algebra of Borel sets, when we forget that it comes from the standard topology, is a standard Borel space. Formally, a standard Borel space is a pair $(X, B)$, where $X$ is a set and $B$ is a $\sigma$-algebra that comes from some separable and complete metric structure on $X$. A uniformly bounded degree graph $\mathcal{G}$ on $(X, B)$ is Borel if it satisfies the same condition as in the case of the particular space $[0, 1]$.

It is easy to see that with this definition all the basic constructions from graph theory are relatively Borel, e.g. if $A$ is a Borel set of vertices, then $\mathcal{N}_\mathcal{G}(A)$ the neighbors of elements in $A$ form a Borel set. Also note that since we assume that the degree is uniformly bounded, every connected component in $\mathcal{G}$ is at most countable. Typical questions that are studied in this context are Borel versions of standard notions, e.g., Borel chromatic number, Borel chromatic index, Borel perfect matching, etc. We refer the reader to [Pik21, KM20] for more details.

The most relevant Borel graphs for us are the ones that are induced by a free Borel action of $\mathbb{Z}^d$. That is, there are $d$-many aperiodic Borel bijections $\varphi_i : X \rightarrow X$ that pairwise commute, where aperiodic means that $\varphi_i^k(x) \neq x$ for every $k > 0$, $i \in [d]$ and $x \in X$. Then the Borel (labeled) graph $\mathcal{G}$ that is induced by this action consists of edges of the form $(x, \varphi_i(x))$, where $x \in X$ and
The most important result in this context is that $\mathcal{G}$ admits a Borel toast structure. This follows from \cite{GJKS}, see Marks and Unger \cite{MU17} for a proof. We note that it is not understood in general what Borel graphs admit a Borel toast structure. This is connected with the notoriously difficult question about Borel hyperfiniteness, see \cite{CJM+23}.

Given an LCL $\Pi$, we say that $\Pi$ is in the class $\text{BOREL}$ if there is a Borel measurable $\Pi$-coloring of every Borel graph $G$ as above, i.e., induced by a free Borel action of $\mathbb{Z}^d$. Equivalently, it is enough to decide whether $\Pi$ can be solved on the canonical Borel graph $\mathcal{G}$ on $\text{Free}(2^{\mathbb{Z}^d})$. Moreover, if $\Pi$ has some inputs $\Sigma_{in}$, then we consider any Borel labeling $X \rightarrow \Sigma_{in}$ and then ask if there is a Borel solution that satisfies all the constraints on $\Sigma_{in} \times \Sigma_{out}$.

**Theorem 7.3** (Basically \cite{GJKS23}). Let $\Pi$ be an LCL that is in the class $\text{LAZY TOAST}$. Then $\Pi \in \text{BOREL}$.

In fact, all the LCL problems without input that we are aware of and that are in the class $\text{BOREL}$ are in fact in the class $\text{TOAST}$. It is an open problem to decide whether it is always the case.

Another interesting perspective on how to see Borel constructions is as a countably infinite analog of $\text{LOCAL}(O(\log^*(n)))$. Namely, suppose that you are allowed to inductively (a) construct Borel MIS with some parameter \cite{KST99} (b) do local $O(1)$-construction that depends on the previously built structure. It is clear that objects that are built in this way are Borel, however, it is not clear if this uses the whole potential of Borel sets to find Borel solutions of LCLs.

As a last remark we note that traditionally in descriptive combinatorics, people consider relaxations of Borel constructions. This is usually done by ignoring how a solution behaves on some negligible Borel set. Prominent examples are measure 0 sets for some Borel probability measure on $(X, B)$ or meager sets for some compatible complete metric on $(X, B)$. We denote the classes of problems that admit such a solution for every Borel probability measure or compatible complete metric as $\text{MEASURE}$ and $\text{BAIRE}$, respectively. Without going into any details we mention that on general graphs these classes are much richer than $\text{BOREL}$, see e.g. \cite{Mar16, CMTD16}. However, it is still plausible that on $\mathbb{Z}^d$ we have $\text{BOREL} = \text{BAIRE} = \text{MEASURE}$. It is well-known that this is true on $\mathbb{Z}$ \cite{GR21}.

### 7.3 Finitely Dependent Processes

In this section we use the notation that was developed in \cite{Section2.4}, also we restrict our attention to LCLs without input. Let $\Pi = (b, t; \mathcal{P})$ be such an LCL. Recall that $X_\Pi$ is the space of all $\Pi$-colorings.

We say that a distribution $\mu$ on $\mathbb{Z}^d$ is finitely dependent if it is shift-invariant and there is $k \in \mathbb{N}$ such that the events $\mu \upharpoonright A$ and $\mu \upharpoonright B$ are independent for every finite set $A, B \subseteq \mathbb{Z}^d$ such that $d(A, B) \geq k$. Note that shift-invariance is the same as saying that the distribution $\mu \upharpoonright A$ does not depend on the position of $A$ in $\mathbb{Z}^d$ but rather on its shape.

Here we study the following situation: Suppose that there is a finitely dependent process $\mu$ that is concentrated on $X_\Pi$. In that case, we say that $\Pi$ is in the class $\text{FINDEP}$. In other words, $\Pi \in \text{FINDEP}$ if there is a distribution from which we can sample solutions of $\Pi$ such that if we restrict the distribution to any two sets that are sufficiently far away from each other, the corresponding restrictions of the solution of $\Pi$ that we sample are independent.

It is easy to see that all problems in $\text{LOCAL}(O(1))$ (that is, problems solvable by a block factor) are finitely dependent, but examples of finitely dependent processes outside of this class were rare and unnatural, see the discussion in \cite{HL16}, until Holroyd and Liggett \cite{HL16} provided an elegant
construction for 3- and 4-coloring of a path and, more generally, for distance coloring of a grid with constantly many colors. This implies the following result.

**Theorem 7.4** ([HL16]). $\text{LOCAL}(O(\log^* n)) \subseteq \text{FINDEP}$ (see Fig. 1).

On the other hand, recently Spinka [Spi20] proved that any finitely dependent process can be described as a finitary factor of iid process. Using Theorem 4.5, we sketch how this can be done on grids, we keep the language of LCLs.

**Theorem 7.5** ([Spi20]). Let $\Pi$ be an LCL on $\mathbb{Z}^d$ and $\mu$ be finitely dependent process on $X_\Pi$, i.e., $\Pi \in \text{FINDEP}$. Then there is a finitary factor of iid $F$ (equivalently a uniform local algorithm $A$) with uniform local complexity $(1/\epsilon)^{1+o(1)}$ such that the distribution induced by $F$ is equal to $\mu$. In fact, $\Pi$ is in the class TOAST.

**Proof Sketch.** Suppose that every vertex is assigned uniformly two reals from $[0,1]$. Use the first string to produce a $k$-toast as in Theorem B.1, where $k$ is from the definition of $\mu$.

Having this use the second random string to sample from $\mu$ inductively along the constructed $k$-toast. It is easy to see that this produces iid $F$ that induces back the distribution $\mu$. In fact, it could be stated separately that the second part describes a randomized TOAST algorithm: in each stage of the algorithm sample from $\mu$ given the coloring on smaller pieces that were already fixed. The finitely dependent condition is exactly saying that the joint distribution over the solution on the small pieces of $\mu$ is the same as the distribution we sampled from. Now use Theorem 4.6 to show that $\Pi \in \text{TOAST}$.

In our formalism, $\text{FINDEP} \subseteq \text{TOAST}$, or equivalently we get $\text{ULOCAL}(O(\log^* 1/\epsilon)) \subseteq \text{FINDEP} \subseteq \text{ULOCAL}((1/\epsilon)^{1+o(1)})$. It might be tempting to think that perhaps $\text{FINDEP} = \text{TOAST}$. It is however a result of Holroyd, Schramm, and Wilson [HSW17, Corollary 25] that proper vertex 3-coloring, $\Pi_{d,3}^\chi$, is not in $\text{FINDEP}$ for every $d > 1$. The exact relationship between these classes remains unknown.

### 7.4 Uniform Complexities in Distributed and Centralised Models

Although we are not aware of systematic work on uniform local complexities in the distributed algorithms community, the notion of uniform algorithms (algorithms that do not know $n$) comes from [KSV12]. Similar notions such as the node-average complexity [Feu20][BT19][CGP20a] or energy complexity [CKP19][CDHP20] are also studied. We also believe that the breakthrough MIS algorithm of Ghaffari [Gha16] may have found many applications exactly because of the fact that its basis is a uniform algorithm and its uniform complexity can be computed.

A useful property of algorithms with nontrivial uniform complexities is that if their first moment is bounded, their average complexity is constant. For example, with a little more work, we believe that the result from [Theorem 5.1] that is 3-coloring of grids has uniform complexity $(1/\epsilon) \cdot 2^{O(\sqrt{\log 1/\epsilon})}$, can be adapted to the setting of finite grids where it would yield a 3-coloring algorithm with average complexity $2^{O(\sqrt{\log n})}$. The average complexity is studied also for nonconstant $\Delta$. In [BT19] it was shown that Luby’s $\Delta + 1$ coloring algorithm has uniform complexity $O(\log 1/\epsilon)$ even for nonconstant $\Delta$, but the question of whether MIS can have constant average coding radius in nonconstant degree graphs is open [CGP20a].

Uniform bounds make sense also in the related LCA model [RTVXI1][ARVX12][RS20]: there one has a huge graph and instead of solving some problem, e.g., coloring, on it directly, we are
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2His result works in a bigger generality for finitely generated amenable groups.
only required to answer queries about the color of some given nodes. It is known that, as in the LOCAL model, one can solve $\Delta + 1$ coloring with $O(\log^* n)$ queries on constant degree graphs by a variant of Linial’s algorithm [ELRS03]. But using the uniform version of Linial’s algorithm instead, we automatically get that $O(\log^* n)$ is only a worst-case complexity guarantee and on average we expect only $O(1)$ queries until we know the color of a given node. That is, the amortized complexity of a query is in fact constant. The same holds e.g. for the $O(\log n)$ query algorithm for LLL from [BGR21].

8 Open Questions

Here we collect some open problems that we find interesting.

1. Is it true that LAZY RTOAST = LAZY TOAST? If yes, this implies ffiid $\subseteq$ BOREL.

2. Is it true that LAZY RTOAST = RTOAST? If yes, this implies ffiid = ULOCAL((1/\varepsilon)^{1+o(1)}) and answers the fourth question of Holroyd, Schramm and Wilson [HSW17].

3. Can the uniform complexity $(1/\varepsilon) \cdot 2^{O(\sqrt{\log(1/\varepsilon)})}$ in the construction of the toast be improved to $(1/\varepsilon) \cdot \text{poly log}(1/\varepsilon)$? The same can be asked for the complexity of intermediate problems from Section 6.

4. Is there a local problem $\Pi$ such that its uniform complexity is $\Theta(\sqrt[4]{1/\varepsilon})$ for $r \notin \mathbb{N}$?

5. What is the uniform complexity of the perfect matching problem on grids?

6. Is it true (on $\mathbb{Z}^d$) that BOREL = MEASURE or BOREL = Baire?
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Proof. The probability that the coding radius of the algorithm $t_1(\varepsilon)$ and $t_2(\varepsilon)$, respectively. Let $A$ be the parallel composition of $A_1$ and $A_2$. That is, $A$ is defined as a uniform local algorithm that outputs a given node $u \in \mathbb{Z}^d$ solutions to both $A_1$ and $A_2$. Similarly, the coding radius of $A$ at $u$ is the smallest radius needed to output a solution to both $A_1$ and $A_2$ at $u$. Then, $t_A(\varepsilon) \leq \max\{t_{A_1}(\varepsilon/2), t_{A_2}(\varepsilon/2)\}$.

More generally, for $k$ uniform algorithms $A_1, \ldots, A_k$ and their parallel composition $A$, we get $t_A(\varepsilon) \leq \max_{1 \leq i \leq k} t_{A_i}(\varepsilon/k)$.

We will also need to use the uniform distributed algorithm for MIS of [Gha16, Theorem 1.1]. Note that in the following statement, we do not regard the maximum degree $\Delta$ of a graph as a constant.

**Lemma A.2.** There is a uniform local algorithm that constructs a maximal independent set (MIS) in any graph $G$ of maximum degree $\Delta$ in uniform complexity $O(\log \Delta + \log 1/\varepsilon)$ where the constant hidden by the $O$ notation does not depend on $\Delta$.

Let $d > 1$, define $G = \mathbb{Z}^d$ and set $r_k = 2^{ak^2}$ for some sufficiently large constant $a > 0$. Write $G^{r_k}$ for the $r_k$-power graph of $\mathbb{Z}^d$, i.e., two elements are connected if their graph distance in $G$ is at most $r_k$. We use [Lemmas A.1 and A.2] to bound the coding radius needed at a given vertex $u \in \mathbb{Z}^d$ to construct simultaneously maximal independent sets (MISes) in the graphs $G^{r_1}, G^{r_2}, \ldots, G^{r_k}$ for $k \in \mathbb{N}$ in some neighborhood of $u$.

**Lemma A.3.** Let $k \in \mathbb{N}$. There is a uniform local algorithm of uniform complexity $O(10^{20k}r_k \cdot \log(kr_k/\varepsilon))$ (with the hidden constant depending on $d$ but not $k$) that outputs solutions to the maximal independent set (MISes) problems in $G^{r_1}, G^{r_2}, \ldots, G^{r_k}$ on a whole neighborhood $B(u, 10^{10k}r_k)$ of a given vertex $u \in \mathbb{Z}^d$.

In other words, the probability that a given vertex $u$ looks at distance $O(10^{20k}r_k \cdot \log(kr_k/\varepsilon))$ and there is some $v \in B(u, 10^{10k}r_k)$ for which its membership in one of the independent sets cannot be determined is at most $\varepsilon$. 
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Proof. The uniform local algorithm is simply defined as the parallel composition of the algorithms of Ghaffari from Lemma A.2 defined for graphs of maximum degree \((2r_1+1)^d, (2r_2+1)^d, \ldots, (2r_k+1)^d\). Next, we compute the uniform complexity of such an algorithm using Lemma A.1.

First, the uniform complexity of constructing the \(i\)-th MIS, where \(1 \leq i \leq k\), at a fixed node \(u\) is \(O(r_i \cdot (d \log r_i + \log 1/\varepsilon))\). This follows from the uniform complexity of Lemma A.2. The first factor of \(r_i\) in our complexity is because one step of the algorithm of Lemma A.2 in \(G^{r_i}\) requires \(r_i\) steps in \(G\). The second factor is due to the fact that the maximum degree of \(G^{r_i}\) is bounded by \((2r_i + 1)^d\). Using Lemma A.1, we get that the uniform complexity to output solution to all MISes at \(u\) is upper bounded by \(O(r_k(d \log r_k + \log k/\varepsilon)) = O(r_k \cdot (d \log r_k/\varepsilon))\).

Using Lemma A.1 again, we get that the uniform complexity of constructing all MISes in all nodes of \(B(u, 10^{10k}r_k)\) is at most \(O(r_k \cdot \log(kr_k \cdot (10^{10k}r_k/\varepsilon))) = O(kr_k \cdot \log(kr_k/\varepsilon))\) as \(|B(u, 10^{10k}r_k)| \leq (2 \cdot 10^{10k}r_k + 1)^d\). This means that if \(u\) looks at distance \(10^{10k}r_k + O(kr_k \cdot \log(kr_k/\varepsilon)) = O(10^{20k}r_k \cdot \log(kr_k/\varepsilon))\), it can output solution to all MISes in \(B(u, 10^{10k}r_k)\) with probability at least \(1 - \varepsilon\), as needed.

\[ \square \]

### B Uniform Construction of the Toast – Proof of Theorem 4.5

Here we prove Theorem 4.5 that we restate here for convenience. Recall that the sketch of the proof is given in Section 4.2, in particular see Fig. 4.

**Theorem 4.5.** Let \(\Pi\) be an LCL that is in the class TOAST. Then

\[ \Pi \in \text{ULOCAL}\left(\frac{1}{\varepsilon} \cdot 2^{O(\sqrt{\log 1/\varepsilon})}\right) \subseteq \text{ULOCAL}\left((1/\varepsilon)^{1+o(1)}\right) \]

and, hence, \(M(\Pi) \geq 1\).

We show that for every \(q \in \mathbb{N}\) there is a uniform local algorithm \(A\) that produces a \(q\)-toast with uniform complexity as in the theorem statement. More formally, let \(q \in \mathbb{N}\). Recall that a \(q\)-toast on \(\mathbb{Z}^d\) is a collection \(\mathcal{D}\) of finite connected subsets of \(\mathbb{Z}^d\) such that

- for every \(g, h \in \mathbb{Z}^d\) there is \(D \in \mathcal{D}\) such that \(g, h \in D\),
- if \(D, E \in \mathcal{D}\) and \(d(\partial D, \partial E) < q\), then \(D = E\).

When we say that a uniform local algorithm \(A\) produces a \(q\)-toast, we mean that the algorithm computes for every vertex \(v\) the minimal \(D \in \mathcal{D}\) such that \(v \in D\). We denote the corresponding coding radius as \(\tilde{R}(A)\).

**Theorem B.1.** Let \(q \in \mathbb{N}\) be large enough. Then there is a uniform local algorithm \(A\) that produces a \(q\)-toast such that

\[ \text{P}(\tilde{R}(A) > (1/\varepsilon)2^{O(\sqrt{\log 1/\varepsilon})}) < \varepsilon. \]

**Theorem 4.5** is an immediate corollary of **Theorem B.1** that is proven in the rest of this section.

**Proof of Theorem B.1.** Let \(q\) and \(a\) be large enough constants (depending on \(d\)) whose value is determined later. Set \(r_k = 2^{ak^2}\) for every \(k \in \mathbb{N}\); intuitively, \(r_k\) is the scale on which we construct the toast sets constructed in the \(k\)-th iteration of the algorithm. Fix a sequence of uniform local algorithms \(\mathcal{A} = \{A_k\}_{k \geq 0}\) such that \(A_k\) computes an MIS in \(G^{r_k}\). Write \(X_k\) for the set that is produced by \(A_k\). Define \(s_1 := r_1 - q\) and

\[ s_{k+1} := r_{k+1} - 1 - 5 \sum_{i \leq k} r_i. \]
Intuitively, $s_k$ is the radius of toast sets constructed in the $k$-th iteration.

Denote as $V(x, k)$ the Voronoi cell centered at $x \in X_k$, that is $y \in V(x, k)$ if $d(y, x) = d(y, X_k)$, where we break ties arbitrarily. Since $X_k$ is maximal $r_k$-independent, we have that $\{V(x, k)\}_{x \in X_k}$ is a decomposition of $\mathbb{Z}^d$ and
\[
B\left(x, \frac{r_k}{2}\right) \subseteq V(x, k) \subseteq B(x, r_k)
\]
for every $k \in \mathbb{N}$. We note that unless stated otherwise, balls $B$ are with respect to the graph metric of the graph $G = \mathbb{Z}^d$. Thus, we have
\[
(2r/d)^d \leq |B(x, r)| \leq (2r + 1)^d.
\]
where the estimates follow from the facts that for any $r$ we have
\[
B_{\ell, \infty}(x, r/d) \subseteq B_{\ell, 1}(x, r) \subseteq B_{\ell, \infty}(x, r).
\]

Set
\[
C(x, k) = \{y \in V(x, k) : d(y, \partial V(x, k)) \geq r_k - s_k\}
\]
for every $k \in \mathbb{N}$ and $x \in X_k$. The set $C(x, k)$ corresponds to the set $C$ in Fig. 4.

The toast construction algorithm  Now we are ready to define inductively a $q$-toast (see the discussion in Section 4.2 and Fig. 4). We start with setting $D_1 = \{D(x, 1)\}_{x \in X_1}$, where $D(x, 1) := C(x, 1)$. Suppose that $D_k = \{D(x, k)\}_{x \in X_k}$ has been defined. Let
\begin{itemize}
  \item $H^{k+1}(x, k + 1) := C(x, k + 1)$ for every $x \in X_{k+1}$,
  \item if $1 \leq i \leq k$ and $\{H^{k+1}(x, i + 1)\}_{x \in X_{k+1}}$ has been defined, then we put
  \[
  H^{k+1}(x, i) = \bigcup \{V(y, i) : H^{k+1}(x, i + 1) \cap V(y, i) \neq \emptyset\}
  \]
  for every $x \in X_{k+1}$,
  \item set $D(x, k + 1) := H^{k+1}(x, 1)$ for every $x \in X_{k+1}$, this defines $D_{k+1}$.
\end{itemize}

Finally, put $D = \{D(x, k) \in D_k : x \in X_k, k \in \mathbb{N}\}$. This construction intuitively follows Fig. 4. Before we define the uniform local algorithm $A$ that produces $D$, we compute how quickly the cells cover $\mathbb{Z}^d$ in Claim B.2 and show that $D$ is a $q$-toast in Claim B.3. In the claim below, $P(S)$ denotes the probability that any fixed node $v$ is in the set $S$.

Claim B.2. We have
\[
P\left(\bigcup_{i \leq k, \ x \in X_i} D(x, i)\right) \geq 1 - \frac{(5g(100d)^d)^k}{r_k}
\]
for every $k \in \mathbb{N}$.

Proof. Let $k > 1$. We rely on the fact that
\[
P\left(\bigcup_{i \leq k, \ x \in X_i} D(x, i)\right) \geq P\left(\bigcup_{i \leq k, \ x \in X_i} C(x, i)\right)
\]
thus in the rest of the proof, we lower bound the right-hand side of Eq. (8).
Let \( x \in X_k \). We upper bound \( |V(x, k) \setminus C(x, k)| \). To this end, first, note that we can write
\[
|V(x, k) \setminus C(x, k)| \leq \sum_{x' \in X_k \cap B(x, 3r_k)} |S(x, x') \cap B(x, r_k)|
\] (9)
where \( S(x, x') \) is defined as the set of points \( y \in V(G) \) for which
\[
0 \leq d(y, x') - d(y, x) \leq r_k - s_k.
\] (10)
That is, any point \( x' \in X_k \) sufficiently close to \( x \) can define a face of the Voronoi cell \( V(x, k) \) and hence also a “slice” \( S(x, x') \cap V(x, k) \) of points of \( V(x, k) \) that are too close to the boundary of \( V(x, k) \). We consider only points \( x' \in B(x, 3r_k) \) in Eq. (9) since points outside \( B(x, 3r_k) \) define a slice \( S(x, x') \) disjoint with \( B(x, r_k) \). In the next two paragraphs, we bound the sizes of the set \( X_k \cap B(x, 3r_k) \) and \( S(x, x') \cap B(x, r_k) \) for each \( x' \in X_k \cap B(x, 3r_k) \). Altogether we aim to show that
\[
|V(x, k) \setminus C(x, k)| \leq (50d)^d d^{d-1} (r_k - s_k + d).
\]

First, we estimate the size of the set \( X_k \cap B(x, 3r_k) \) using a standard volume argument. Using Eq. (4), we conclude that every \( x' \in X_k \cap B(x, 3r_k) \) can be assigned a set of \( |B(x', r_k/2)| \geq (r_k/d)^d \) points of \( B(x, 3.5r_k) \), disjoint from other such points \( x' \). Thus, using Eq. (4) again, we get
\[
|\{x' \in X_k \cap B(x, 3r_k)\}| \leq (7r_k)^d/(r_k/d)^d = (7d)^d.
\] (11)

Next, we upper bound the size of each set \( S(x, x') \cap B(x, r_k) \) as follows. Note that there is a natural inclusion of \( \mathbb{Z}^d \) with the graph metric to \( \mathbb{R}^d \) with the \( \ell_1 \) metric, we also consider the \( \ell_\infty \) and \( \ell_2 \) metrics on \( \mathbb{R}^d \). We extend the notation of balls naturally and use \( B_{\mathbb{R}^d, \ell_1}(x, r) \) and \( B_{\mathbb{R}^d, \ell_\infty}(x, r) \). Define a set \( S'(x, x') \subseteq \mathbb{R}^d \) as the set of all points \( y \in B_{\mathbb{R}^d, \ell_1}(x, r_k) \) such that
\[
-d/2 \leq d_{\mathbb{R}^d, \ell_1}(y, x') - d_{\mathbb{R}^d, \ell_1}(y, x) \leq r_k - s_k + d/2.
\] (12)
Consider any point \( y \in S(x, x') \cap B(x, r_k) \) and assign a ball \( B_{\mathbb{R}^d, \ell_\infty}(y, 1/2) \) to it (as we consider \( \ell_\infty \) metric, this “ball” is actually a cube of unit volume). Each such ball is a subset of \( S'(x, x') \), since the \( \ell_1 \) radius of \( B_{\mathbb{R}^d, \ell_\infty}(y, 1/2) \) is \( d/2 \) which is also the slack we used to define \( S'(x, x') \). Moreover, the balls of different nodes \( y \in S(x, x') \) are disjoint up to measure zero, thus we conclude that
\[
|S(x, x') \cap B(x, r_k)| \leq \frac{\mu(S'(x, x') \cap B_{\mathbb{R}^d, \ell_1}(x, r_k + d/2))}{\mu(B_{\mathbb{R}^d, \ell_\infty}(x, 1/2))} = \mu(S'(x, x') \cap B_{\mathbb{R}^d, \ell_1}(x, r_k + d/2))
\] (13)
where \( \mu \) is the standard Lebesgue measure on \( \mathbb{R}^d \) and in particular \( \mu(B_{\mathbb{R}^d, \ell_\infty}(x, 1/2)) = 1 \). Notice that the set \( S(x, x') \) is exactly the set of points contained between two parallel hyperplanes of \( \ell_1 \)-distance at most \( r_k - s_k + d \): this is because the equation \( d_{\mathbb{R}^d, \ell_1}(y, x') - d_{\mathbb{R}^d, \ell_1}(y, x) = c \) for some \( c \in \mathbb{R} \) defines a hyperplane. Thus, the right-hand side of Eq. (13) can be upper bounded by the volume of a \( (d - 1) \)-dimensional \( \ell_1 \)-ball of radius \( r_k + d/2 \) times \( (r_k - s_k + d) \). Now we estimate the volume of this body using the fact that \( \ell_2 \) distance dominates \( \ell_1 \) and \( \mu(B_{\mathbb{R}^{d-1}, \ell_2}(x, s)) \leq \mu(B_{\mathbb{R}^{d-1}, \ell_\infty}(x, s)) \leq (2s)^{d-1} \) for every \( s > 0 \) and \( d \geq 2 \). Altogether, this gives
\[
|S(x, x') \cap B(x, r_k)| \leq (2(r_k + d/2))^{d-1} \cdot (r_k - s_k + d)
\] (14)
and, putting Eqs. (9) (11) and (14) together, we conclude that
\[
|V(x, k) \setminus C(x, k)| \leq (50d)^d d^{d-1} (r_k - s_k + d)
\] (15)
as desired.

Using Eq. (3) we have

\[
\frac{|C(x, k)|}{|V(x, k)|} \geq \frac{|V(x, k)| - (50d)^{d-1}r_k^d (r_k - s_k + d)}{|V(x, k)|}
\]

\[
\geq 1 - \frac{(50d)^{d-1}r_k^d (r_k - s_k + d)}{r_k^d} = 1 - \frac{(50d)^d r_k - s_k + d}{r_k}
\]

\[
= 1 - (50d)^d \frac{1 + 5 \sum_{j\leq k-1} r_{k-1} + d}{r_k}
\]

\[
\geq 1 - (100d)^d \frac{5r_{k-1}}{r_k}.
\]

Similarly for \( k = 1 \), we have

\[
\frac{|C(x, 1)|}{|V(x, 1)|} \geq 1 - \frac{q(100d)^d}{r_1}
\]

by the choice of \( s_1 \) and \( a \), for every \( x \in X_1 \).

We finish with a telescoping product argument (see Section 4.2 for the intuition behind it). In iteration \( k \), consider any point \( x \) which is included in Voronoi cells \( V(x_1, 1), V(x_2, 2), \ldots, V(x_k, k) \) where for every \( 1 \leq i \leq k \) we have \( x_i \in X_i \). Note that \( x \not\in \bigcup_{i \leq k} D(x_i, i) \) in particular implies that \( x \not\in \bigcup_{i \leq k} C(x_i, i) \). However, Eq. (16) can be interpreted as saying the probability of the event \( x \not\in C(x_i, i) \) is at most \( (100d)^d \frac{d^{or+1}}{r_i} \). Moreover, by construction, all events \( x \not\in C(x_i, i) \) are independent, and we thus conclude that

\[
1 - P \left( \bigcup_{i \leq k, x \in X_i} D(x, i) \right) \leq \left( 5q(100d)^d \frac{r_{k-1}}{r_k} \right) \cdot \left( 5q(100d)^d \frac{r_{k-2}}{r_{k-1}} \right) \ldots \left( 5q(100d)^d \frac{1}{r_1} \right)
\]

\[
= \left( 5q(100d)^d \right)^k \cdot \frac{1}{r_k}
\]

as needed.

\[\square\]

Claim B.3. \( D \) is a q-toast with probability 1.

Proof. Let \( k = 1 \), then we have \( B(D(x, 1), q) \subseteq V(x, 1) \) for every \( x \in X_1 \) by (6). Similarly, it follows from (3), (6) and the inductive construction of \( D \) that

\[
D(x, k) \subseteq B \left( C(x, k), 3 \sum_{i \leq k-1} r_i \right) \subseteq V(x, k)
\]

(20)

holds for every \( x \in X_k \) and \( k > 1 \). Altogether, since \( r_1 \geq 2q \), we have

\[
D(x, k) \subseteq B(D(x, k), q) \subseteq V(x, k)
\]

(21)

holds for every \( x \in X_k \) and \( k \in \mathbb{N} \).

Let \( x \in X_k \) and \( x' \in X_l \) for \( l \leq k \). Suppose that \( D(x, k) \neq D(x', l) \). If \( k = l \), then \( d(\partial D(x, k), \partial D(x', l)) \geq q \) by (21). Suppose that \( l < k \). There are two possibilities.
First case, \( H^k(x, \ell + 1) \cap V(x', \ell) \neq \emptyset \). In that case, we have
\[
\B(D(x', \ell), q) \subseteq V(x', \ell) \subseteq D(x, k)
\]
by [21]. This gives \( d(\partial D(x, k), \partial D(x', \ell)) \geq q \).

Second case, \( H^k(x, \ell + 1) \cap V(x', \ell) = \emptyset \). If \( \ell = 1 \), then we are done by [21]. Otherwise, it is easy to see from the inductive construction that
\[
d(z, \partial V(x', \ell)) \leq \sum_{i \leq \ell - 1} 2r_i
\]
for every \( z \in V(x', \ell) \cap D(x, k) \). By [20], we have
\[
d(z, D(x', \ell)) \geq \sum_{i \leq \ell - 1} r_i \geq q.
\]
This shows that \( D \) satisfies the boundary condition.

It follows from Claim B.2 that with probability 1 every vertex is covered by some cell \( D(x, k) \) for some \( k > 0 \) and \( x \in X_k \). Pick vertices \( v, w \) and consider any path \( P \) between them. Since every vertex on \( P \) is covered by some cell with probability 1 and the boundaries are uniformly separated by \( q > 1 \), we see that there must be a cell that contains both \( v, w \). This shows that \( D \) is indeed a \( q \)-toast.

Observe that if a vertex \( u \) knows the output of \( \{A_i\}_{0 \leq i \leq k} \) on \( B(u, 10r_k) \), then it can compute \( \{D_i\}_{0 \leq i \leq k} \) on \( B(u, 5r_k) \). By Claim B.3 we know that with probability 1 a vertex \( u \) is covered by some \( D(x, k) \) for some \( x \in X_k \) and \( k > 0 \). We define the toast constructing algorithm \( A \) as follows. Let \( u \) explore its neighborhood until it finds \( k \in \mathbb{N} \) such that it can output solutions to \( \{A_i\}_{0 \leq i \leq k} \) on \( B(u, 10r_k) \), and it is the case that there is some \( x \in X_k \) such that \( u \in D(x, k) \). Note that this happens with probability 1 and therefore \( A \) is a well-defined uniform local algorithm.

Moreover, once \( u \) finishes we have \( u \in D(x, k) \subseteq B(u, 5r_k) \), thus \( u \) can compute the whole cell \( D(x, k) \), along with the smaller cells contained in it, which is what we require to be computed. It remains to compute the coding radius \( \tilde{R}(A) \) of \( A \).

**Claim B.4.** There is some \( C > 0 \) such that
\[
P \left( \tilde{R}(A) > C \cdot 10^{20k} r_k \log(kr_k) \right) \leq 2 \left( \frac{5q(100d)^d}{r_k} \right)^k \quad (22)
\]

*Proof.* Let \( \epsilon > 0 \). There are two possible reasons why a node \( u \) needs to have a larger coding radius than \( C' \cdot 10^{20k} r_k \log(kr_k)/\epsilon \), where \( C' \) is the constant from Lemma A.3. Either \( u \) is not contained in \( \{D_i\}_{1 \leq i \leq k} \), or it cannot construct \( \{D_i\}_{1 \leq i \leq k} \) in that coding radius.

The probability of the first event is upper bounded by \( \frac{(5q(100d)^d)^k}{r_k} \) by Claim B.2. The probability of the second event is upper bounded by Lemma A.3 since, as discussed above this claim statement, outputting the solutions to the first \( k \) MISes at \( B(u, 10r_k) \) implies we can reconstruct \( \{D_i\}_{1 \leq i \leq k} \) at \( u \). In particular, we use Lemma A.3 with \( \epsilon = 1/r_k < \frac{(5q(100d)^d)^k}{r_k} \) to arrive at the bound at the right-hand side of Claim B.4.

To finish, consider an arbitrary \( r \) such that
\[
C \cdot 10^{20k} r_k \log(kr_k) < r < C \cdot 10^{20(k+1)} r_{k+1} \log((k+1)r_{k+1}) \quad (23)
\]
where $C$ is the constant from Claim B.4. That claim then implies that
\[ P(\tilde{R}_A > r) \leq \frac{2^{O(k)}}{2^{|k|}} = \frac{1}{2^{|k| - O(k)}} \]
On the other hand, the right inequality of Eq. (23) implies that
\[ r < C \cdot 10^{20(k+1)^2}2^{a(k+1)^2} \log((k+1) \cdot 2^{a(k+1)^2}) = 2^{|k| + O(k)} \]
Combining the two bounds, we get
\[ P(\tilde{R}_A > r) = \frac{2^{O(k)}}{r} \]
Finally, the left hand side of $r$ at Eq. (23) implies $r \geq 2^{|k|}$, thus $k = O(\sqrt{\log r})$. We conclude that
\[ P(\tilde{R}_A > r) = \frac{2^{O(\sqrt{\log r})}}{r} \]
In other words for an arbitrary parameter $\varepsilon > 0$ we have
\[ P(\tilde{R}_A > 1/\varepsilon \cdot 2^{O(\sqrt{\log 1/\varepsilon})}) < \varepsilon, \]
as needed.

C Intermediate Problems – Proof of Theorem 6.2

In this section, we prove Theorem 6.2 that we restate here for convenience. Our notation is the same as in Appendix B.

**Theorem 6.2.** The problem $PM_d^{d \star}$ can be solved with a uniform local algorithm of uniform complexity $d - \sqrt{1/\varepsilon} \cdot 2^{O(\sqrt{\log 1/\varepsilon})}$.

**Proof.** We start with the following combinatorial claim where we use the fact that we are solving perfect matching in a graph with “diagonal” edges.

**Claim C.1.** Let $d \in \mathbb{N}$ and $A \subseteq \mathbb{Z}^d$ be a finite set that is connected in $\mathbb{Z}^d$. Then $A$ admits a perfect matching in $\mathbb{Z}^d_{d \star}$ if and only if $|A|$ is even.

In particular, if $|A|$ is odd and $v \in A$ such that $A \setminus \{v\}$ remains connected in the standard graph, then $A \setminus \{v\}$ admits perfect matching in the graph $\mathbb{Z}^d_{d \star}$.

**Proof.** It is clear that $|A|$ being even is a necessary condition. We prove by induction that it is also sufficient. If $|A| = 2$, then the claim clearly holds. Suppose that the claim holds for every set of size $2k$ and $|A| = 2k + 2$.

Let $T$ be a spanning tree of $A$ in the Cayley graph $\mathbb{Z}^d$, i.e., $T$ is a connected tree that contains all vertices of $A$. Fix $v \in T$ and let $w \in T$ be a vertex of maximum distance from $v$ in $T$. Since $T$ is a tree, $w$ is a leaf. Denote as $u$ its unique neighbor and as $P$ the set of neighbors of $u$ that have maximum distance in $T$ from $v$. Clearly, $w \in P$ and all elements in $P$ are leaves of $T$.

Suppose $|P| \geq 2$. Note that any $w_0 \neq w_1 \in P$ form an edge in $\mathbb{Z}^d_{d \star}$ and $A \setminus \{w_0, w_1\}$ is still connected because $T \setminus \{w_0, w_1\}$ is a connected spanning tree of it. Therefore put $\{w_0, w_1\}$ in the matching and apply induction on $A \setminus \{w_0, w_1\}$.

Suppose that $|P| = 1$. Then the degree of $u$ is 2 because $|A| > 2$. In that case put $\{u, w\}$ in the matching and apply inductive hypothesis on $A \setminus \{u, w\}$. Note that $A \setminus \{u, w\}$ is connected because $T \setminus \{u, w\}$ remains connected and spans it. 

\[ \square \]
It follows from Claim C.1 that we can find a perfect matching of every finite set \( A \), that is connected in \( \mathbb{Z}^d \), possibly up to one point. A rough strategy to prove that \( M(\text{PM}_{d_1}) = d - 1 \) is to push this one problematic element inductively to infinity along a 1-dimensional skeleton of some rectangular tiling of \( \mathbb{Z}^d \). The main difficulty is that we need a sequence of uniform local algorithms that produce this structure, which in turn leads to computing simultaneously a maximal independent set of increasing diameters as in Appendix B.

We start by defining the (1-dimensional) skeleton – the object with which our algorithm works. In the following definition, \( D \) is the set of points of a skeleton, \( Y \subseteq D \) is a set of “corner points” of the skeleton, and \( r \) is (roughly) the upper bound on the distance of any point of \( \mathbb{Z}^d \) from the skeleton. We will slightly abuse notation and use \( D \) both for a subset of \( \mathbb{Z}^d \) and the subgraph of the Cayley graph of \( \mathbb{Z}^d \) induced by \( D \).

**Definition C.2 (Skeleton).** A (1-dimensional) skeleton \( (D, Y, r) \) is a triplet, where \( Y \subseteq D \subseteq \mathbb{Z}^d \), \( Y \) is a subset of nodes that have degree greater than 2 in the subgraph of \( \mathbb{Z}^d \) induced by \( D \), and \( r > 0 \), that satisfies the following:

1. any two points in \( Y \) are at least distance 10 apart in \( \mathbb{Z}^d \),
2. \( D \setminus Y \) induces a collection of paths in \( \mathbb{Z}^d \),
3. any \( x \in \mathbb{Z}^d \) is of distance at most 10\( dr \) to the set \( Y \),
4. the path metric \( d_D(\cdot, \cdot) \) induced by the subgraph \( D \) satisfies \( d_D(y_1, y_2) \leq (10rd) d(y_1, y_2) \) for any two points \( y_1, y_2 \in Y \).

**Claim C.3.** Let \( r > 0 \). Then a skeleton \( (D, Y, r) \) can be constructed with a uniform local algorithm of uniform complexity \( O(\log^* 1/\varepsilon) \).

**Proof sketch.** This result is a variant of [GJ15, Theorem 3.1] that shows how to partition \( \mathbb{Z}^d \) into boxes with each dimension from the set \( \{r_0, r_0 + 1\} \). Note that once such a set of boxes is found, we may take \( Y \) as their corner points and \( D \) as their edges. The distances between the corner points are stretched only by a small factor that can be upper bounded by 10\( rd \).

The construction of [GJ15] is a continuous one, but as we know from Section 7.1, continuous constructions lead to local constructions of local complexity \( O(\log^* 1/\varepsilon) \). One can adapt this construction (distort the 1-dimensional boundary of the boxes) so that all the corner points of the produced skeleton are at least distance 10 apart.

Recall, that an \( (\alpha, \beta) \)-ruling set is a set \( S \) where any \( x \neq y \in S \) have \( d(x, y) \geq \alpha \) and for any \( x \notin S \) we can find \( y \in S \) such that \( d(x, y) \leq \beta \). Choose \( r_k := 2^{ak^2} \) for some \( a \) large enough. Write \( \hat{A} = \{A_k\}_{k \in \mathbb{N}} \) for the sequence of uniform local algorithms where \( A_1 \) produces a skeleton \( (C_1, X_1, r_1) \) and \( A_k \) for \( k \geq 2 \) produces an \( (r_k, 2r_k) \)-ruling set \( X_k \), such that \( X_{k+1} \subseteq X_k \). We now prove that such a sequence of uniform algorithms exists and analyze its uniform complexity to be used later.

**Claim C.4.** There is a sequence \( \hat{A} = \{A_k\}_{k \in \mathbb{N}} \) of uniform local algorithms as above such that once \( k \in \mathbb{N} \) is fixed, then the uniform complexity of \( A_1, \ldots, A_k \) constructing a skeleton \( (C_1, X_1, r_1) \) and \( X_2, \ldots, X_k \) such that every \( u \) computes the output of \( A_1, \ldots, A_k \) on the whole ball \( B(u, 10^{10k} \cdot r_k) \)

is \( O(10^{90k} r_k \log 1/\varepsilon) \).

**Proof.** This follows from Claim C.3 and Lemma A.3 put together by Lemma A.1. Note that Lemma A.3 provides a way to output MISes \( X'_2, \ldots, X'_k \) that, however, in general lack the property that \( X'_{k+1} \subseteq X'_k \). As a simple remedy, we may inductively replace each \( x' \in X'_k \), where \( k \geq 2 \),
with the closest point \( x \in X_{k-1} \), where in the step \( k = 2 \) we use \( X_1 \) from the definition of the skeleton. A straightforward induction argument shows that \( X_k \) is a \((r_k, 2r_k)\)-ruling set. Finally, our definition of \( r_k \) implies that the uniform complexity of the construction is \( O(10^{20k}r_k \cdot \log(kr_k/\varepsilon)) = O(10^{20k}r_k \log 1/\varepsilon) \).

A “Skeleton” Construction We now describe a construction of a sequence \( \{C_k\}_{k>0} \) of finer and finer subsets of the skeleton \( C_1 \). We start with \( C_1 \) and then inductively, given the ruling set \( X_{k+1} \), we define \( C_{k+1} \) that is a subset of \( C_k \). In each step of the construction, we make sure that \( X_k \subseteq C_k \).

Suppose that \( C_k \) has been constructed for some \( k \in \mathbb{N} \). We have \( X_{k+1} \subseteq X_k \subseteq C_k \) by the properties of \( \mathcal{A} \). Let \( y, z \in X_{k+1} \) be such that \( d(y, z) \leq 5r_{k+1} \). Pick a shortest path \( I_{x,y}^{k+1} \) in \( C_k \) that connects \( x \) and \( y \). Set

\[
C_{k+1} = \left\{ I_{x,y}^{k+1} : x, y \in X_{k+1}, \ d(x, y) \leq 5r_{k+1} \right\}.
\]

This defines the sequence \( \{C_k\}_{k>0} \).

Construction Properties We now prove that the construction has the following properties.

(a) \( X_k \subseteq C_k, C_{k+1} \subseteq C_k \)

(b) if \( x \in C_{k-1} \setminus C_k \), then \( d(x, C_k) \leq 2r_k \) (where we interpret \( C_0 = \mathbb{Z}^d \)).

(c) write \( \partial_k \) for the induced graph distance on \( C_k \), then

\[
d(x, y) \leq \partial_k(x, y) \leq 5^k(10dr_1)d(x, y)
\]

whenever \( x, y \in X_k \),

(d)

\[
P(C_k) \leq A \frac{5^k}{r_k^{d-1}}. \tag{24}
\]

for some constant \( A \) that depends on \( d \). Here, \( P(S) \) is a shorthand for \( P(v \in S) \) for an arbitrary node \( v \in \mathbb{Z}^d \).

By construction, it is clear that (a) holds. This implies also (b) because \( X_k \) is \( 2r_k \)-maximal for every \( k > 0 \) and the first equality of (c) is trivially satisfied.

Claim. Condition (c) is satisfied.

Proof. Let \( k = 0 \) and \( x, y \in C_1 \). Then we have that \( \partial_0(x, y) \leq (10dr_1)d(x, y) \) because \((C_1, X_1, r_1)\) is a skeleton (see \textbf{Definition C.2}). Suppose that (c) holds for \( k \in \mathbb{N} \). We show that it remains valid for \( k + 1 \). Note that any set \( I_{x,y}^{k+1} \) for any \( x, y \) constructed in the \((k+1)\)th iteration satisfies

\[
|I_{x,y}^{k+1}| \leq 5^k(10dr_1)r_{k+1} \tag{25}
\]

by condition (c) in the level \( k \). In other words, if \( d(x, y) \leq 5r_{k+1} \), we added the set \( I_{x,y}^{k+1} \) to \( C_{k+1} \) and, hence, for this pair the condition (c) is satisfied. We now need to show this also for a (far) pair \( x, y \in X_{k+1} \) with \( p = d(x, y) > 5r_{k+1} \). Take any path \( P \) from \( x \) to \( y \) in \( \mathbb{Z}^d \) such that \(|P| = p \). We now split the path \( P \) into subpaths of length \( r_{k+1} \), up to the first and the last piece: we let \( (p_i)_{i \leq |q|} \subseteq P \) be a minimal sequence such that
\[ d(x, p_1) = 3r_{k+1}, \]
\[ d(p_i, p_{i+1}) = r_{k+1} \text{ for every } i < q, \]
\[ 2r_{k+1} \leq d(p_q, y) \leq 3r_{k+1}. \]

Then we have \((q + 5)r_{k+1} \leq p \leq (q + 6)r_{k+1}\). For every \(i \in [q]\) pick \(s_i \in X_{k+1}\) such that \(d(p_i, s_i) \leq 2r_{k+1}\). This is possible because \(X_{k+1}\) is \(2r_{k+1}\)-maximal. Observe that
\[
d(s_i, s_{i+1}), d(x, s_0), d(s_q, y) \leq 5r_{k+1}
\]
for every \(i < q\). Let \(Q_0 := I_{x,s_0}^{k+1}\), \(Q_q := I_{s_q,y}^{k+1}\) and \(Q_i := I_{s_i,s_{i+1}}^{k+1}\) for every \(i < q\). Let \(Q := Q_0 \cdots Q_q\) that is, \(Q\) is a concatenation of those paths. The set \(Q\) is a subset of \(C_{k+1}\). We have
\[
\partial_{k+1}(x, y) \leq |Q| = \sum_{i \leq q} |Q_i| = 5^{k+1}(10dr_1)r_{k+1}(q + 1) \leq 5^{k+1}(10dr_1)p = 5^{k+1}(10dr_1)d(x, y)
\]
by (25). This finishes the proof of the claim.

Next, we show (d).

**Claim.** Condition (d) is satisfied.

**Proof.** We start by upper bounding the size of \(|X_k \cap B(x, 5r_k)|\) for any \(x \in X_k\). Since \(X_k\) is \(r_k\)-independent, any \(x' \in X_k \cap B(x, 5r_k)\) defines a ball \(B(x', r_k/2)\) disjoint from other such balls, we have \(|B(x', r_k/2)| \geq (r_k/d)^d\). Since \(|B(x, (5 + 1/2)r_k)| \leq (15r_k)^d\), we conclude that \(|X_k \cap B(x, r_k)| \leq (3r_k)^d/(r_k/d)^d \leq (100d)^d\).

Thus, by (25), we have
\[
P(C_k) \leq P(X_k)(100d)^d5^k(10dr_1)r_k
\]
for every \(k > 0\). Since \(X_k\) is \(r_k\)-independent, each \(x \in X_k\) defines a ball \(B(x, r_k/2)\) of volume \(|B(x, r_k/2)| \geq (r_k/d)^d\) disjoint from other such balls for other \(x' \in X_k\) and we conclude that
\[
P(X_k) \leq \frac{d^d}{r_k^d}.
\]
Plugging into Eq. (26), we conclude that there is a constant \(A > 0\) such that
\[
P(C_k) \leq \frac{A \cdot 5^k}{r_k^{d-1}}
\]
holds for every \(k > 0\). This shows (d).

**Solving the Problem using \(\{C_k\}_{k>0}\)** As a next step, we use the sequence \(\{C_k\}_{k>0}\) and the combinatorial **Claim C.1** to show how one can solve the problem \(PM_{d_0}^d\) on almost the whole set \(C_k \setminus C_{k+1}\). We first define a function \(\Omega : Z^d \rightarrow Z^d\) that moves every \(x \in C_k \setminus C_{k+1}\) closer to \(C_{k+1}\) along \(C_k\). The main observation is that the iterated preimage of every point under \(\Omega\) is a finite connected set and by **Claim C.1**, every connected finite set contains at most one problematic point with respect to \(PM_{d_0}^d\). We then inductively move this problematic point to infinity.
We first define $\Omega$ formally on $\mathbb{Z}^d \setminus C_1$. For each $v \in \mathbb{Z}^d \setminus C_1$, let $\ell$ be its distance to $X_1$. We define $\Omega(x)$ to be any neighbor of $v$ with its distance to $X_1$ being $\ell - 1$.

Before finishing the full definition of $\Omega$, we introduce the following notation: We write $\Omega^-(y)$ for the union of $\Omega^-(y)$, where $\ell \in \mathbb{N}$, for every $y \in \mathbb{Z}^d$. Observe that for each $y \in X_1$, $\Omega^-(y)$ is a finite set of points that are connected in $\mathbb{Z}^d$.

Now let $k > 0$ and $x \in C_k \setminus C_{k+1}$. Define $\Omega(x) \in C_k$ such that $(x,\Omega(x))$ is an edge in $C_k$ and $\partial_k(\Omega(x),C_{k+1}) < \partial_k(x,C_{k+1})$. This defines $\Omega$ with probability 1 by (d).

We now observe that any point $x \in C_k$ cannot be too far away from $C_{k+1}$ in the metric induced by $C_k$. By the construction of $C_k$, we find $y,y',z \in X_k$ such that $x \in l_{y,y'}$, $z \in X_{k+1}$ and $d(y,z) \leq 2r_{k+1}$. This implies, by (25) and (c), that

$$\partial_k(x,C_{k+1}) \leq \partial_k(x,y) + \partial_k(y,z) \leq 5^k(10dr_1)r_k + 5^k(10dr_1)2r_{k+1}$$

(28)

Induction on $k \in \mathbb{N}$ together with (28) shows that $|\Omega^-(y)| < \infty$. Define $\text{Pivot}_k = \Omega^{-1}(C_{k+1}) \cap C_k$ for every $k \geq 1$. It follows that $\Omega^-(y)$ is connected for every $y \in \text{Pivot}_k$ and for every $x \notin C_{k+1}$ there is a unique $p_k(x) \in \text{Pivot}_k$ such that $x \in \Omega^-(p_k(x))$. Moreover, we have $d(x,p_k(x)) \leq \partial_k(x,p_k(x)) \leq 5^k(10dr_1)r_{k+1}$ by (28) whenever $x \in C_k \setminus C_{k+1}$. Note that it follows from the assumption that $(C_1,X_1,r_1)$ is a skeleton that every $y \in \text{Pivot}_k$ has degree 1 in $\Omega^-(y)$, in particular, $\Omega^-(y) \setminus \{y\}$ is connected. This is because $y$ must have a degree at most 2 in $\mathbb{Z}^d$ because $\Omega(y)$ is a corner point.

We are ready to describe a solution to $\text{PM}_{\mathbb{Z}^d}^2$. The construction proceeds by induction on $k \geq 1$. Let $k = 1$. Pick any $y \in \text{Pivot}_1$. Use Claim C.1 to find a matching of $\Omega^-(y)$ possibly up to $y$. Write $M_1$ for the set of all unmatched vertices in $\text{Pivot}_1$. Note that if $y \in M_1$, then $\Omega(y) \in C_2$.

Suppose that we have defined a solution up to $k \geq 1$. This means that if we write $M_k$ for the set of unmatched vertices in the complement of $C_{k+1}$, then $M_k \subseteq \text{Pivot}_k$. In particular, for every $y \in M_k$ we find $z \in \text{Pivot}_{k+1}$ such that $y \in \Omega^-(z)$. We show how to extend the construction to $k+1$. Let $y \in \text{Pivot}_{k+1}$. Then it follows that $\Omega^-(y) \cap (C_{k+1} \cup M_k)$ is connected because $\Omega(z) \in C_{k+1}$ for every $z \in M_k$. Another use of Claim C.1 gives a matching of $\Omega^-(y) \cap (C_{k+1} \cup M_k)$ possibly up to $y$. Note that every unmatched vertex in the complement of $C_{k+2}$ is in $\text{Pivot}_{k+1}$.

**Uniform complexity of $A$** It remains to argue that the solution can be constructed by a uniform local algorithm $A$ and compute its uniform complexity. Observe that if $y \notin C_{k+1} \cup \text{Pivot}_k$, then $y$ can output its position in the matching whenever $y$ knows $\Omega^-(p_k(y))$. By (28), $y \in C_k \setminus C_{k+1}$ can compute $p_k(y)$ if it knows $\{C_i\}_{i \leq k+1}$ on $B(y,5^{k+1}(10dr_1)r_{k+1})$. An induction on $j \leq k$ shows that $y \notin C_{k+1}$ can compute $p_k(y)$ if it knows $\{C_i\}_{i \leq k+1}$ on

$$B \left( y, 2(10dr_1) + \sum_{j \leq k} 5^{j+1}(10dr_1)r_{j+1} \right) \subseteq B \left( y, 10^3 \cdot 5^k \cdot r_{k+1} \right).$$

Moreover, we have $d(y,p_k(y)) \leq 10^3 \cdot 5^k \cdot r_{k+1}$ by similar inductive argument. Consequently, $y \notin C_{k+1}$ can compute $\Omega^-(p_k(y))$ if it knows $\{C_i\}_{i \leq k+1}$ on

$$B \left( y, 10^4 \cdot 5^k \cdot r_{k+1} \right).$$

(29)

**Claim C.5.** Let $k \in \mathbb{N}$ and $y \in \mathbb{Z}^d$. In order to compute $\{C_i\}_{i \leq k}$ on (29) it is enough that $y$ knows the output of $\{A_i\}_{i \leq k}$ on

$$B \left( y, 10^5 \cdot 5^k \cdot r_k \right).$$
Proof. Recall that \( r_k = 2^a k^2 \) for every \( k \in \mathbb{N} \) and put \( S_k = (10dr_1) \sum_{i \leq k} 5^i r_i \). Fix \( N \in \mathbb{N} \). We are now going to prove inductively that to output \( \{ C_i \}_{i \leq k+1} \) on \( B(y, N) \) it is enough to know \( \{ A_i \}_{i \leq k+1} \) on

\[
B(y, N + S_{k+1}).
\]

Setting \( N = 10^4 \cdot 5^k \cdot r_{k+1} \) finishes the proof since \( S_{k+1} \leq 10^4 \cdot 5^k \cdot r_{k+1} \).

Let \( k = 0 \) and \( N \in \mathbb{N} \). We have \( C_1 = A_1 \) and \( |I_{y_1,y_2}| \leq 5(10dr_1)r_1 \) by (25) whenever \( y_1, y_2 \in Y_1 \). This implies that to compute \( C_1 \) on \( B(y, N) \) it is enough to know \( A_1 \) on \( B(y, N + 5(10dr_1)r_1) \subseteq B(y, N + S_1) \).

Suppose that the claim holds for \( k \in \mathbb{N} \), we show how to extend it to \( k+1 \). It is clear that any line segment of the form \( I_{y_1,y_2} \) for \( y_1, y_2 \in Y_{k+2} \) that intersects \( B(y, N) \) is contained in

\[
B(y, N + 5^{k+2}(10dr_1)r_{k+2})
\]

by (25). Therefore to output \( \{ C_i \}_{i \leq k+2} \) on \( B(y, N) \), it is enough to output \( \{ C_i \}_{i \leq k+1} \) and \( X_{k+2} \) on (30). By the inductive assumption, we have that it is enough to output \( \{ A_i \}_{i \leq k+2} \) on

\[
B(y, N + 5^{k+2}(10dr_1)r_{k+2} + S_{k+1}).
\]

It remains to observe that \( S_{k+2} = 5^{k+2}(10dr_1)r_{k+2} + S_{k+1} \). □

As an immediate consequence we see that \( A \) is a correct uniform local algorithm, i.e., given \( y \) we find minimal \( k \in \mathbb{N} \) such that \( y \notin C_{k+1} \cup \text{Pivot}_k \) compute \( \{ A_i \}_{i \leq k+1} \) on \( B(y, 10^5 5^{k+1} r_{k+1}) \), obtain \( \Omega^{-1}(p_k(y)) \) and get the position in the matching. This can be done with probability 1 because

\[
P(C_{k+1} \cup \text{Pivot}_k) \leq \frac{2dA}{r_k} \frac{5^{k+2}}{r_k} \rightarrow 0
\]

by (24).

We can now compute the uniform complexity of \( A \). Note that there is large enough \( C \) such that for any \( \varepsilon > 0 \), if \( y \) does not know the answer after \( 2^C r_k \log(1/\varepsilon) \) steps, either it is in \( C_{k+1} \cup \text{Pivot}_k \), which happens with probability \( O(5^k r_k^{d-1}) \) by Claim C.5 or the algorithm cannot construct \( \{ C_i \}_{i \leq k} \) which by Claim C.4 happens with probability at most \( \varepsilon \). Choosing \( \varepsilon = O(5^k/r_k^{d-1}) \), we get that there are some \( C_1, C_2 > 0 \) such that

\[
P(R_A > 2^{C_1} r_k) \leq 2^{C_2} r_k^{d-1}.
\]

To finish, consider any \( r \) and let \( k \) be such that \( 2^{C_1} r_k \leq r < 2^{C_1(k+1)} r_{k+1} \). On one hand, we just computed that

\[
P(R_A > r) \leq 2^{C_2} r_k^{d-1} \leq \frac{1}{2(d-1)ak^2 - O(k)}.
\]

On the other hand, we have \( r < 2^{C_1(k+1)} 2a(k+1)^2 = 2a k^2 + O(k) \). Combining the two bounds, we get

\[
P(R_A > r) = \frac{2O(k)}{r^{d-1}}
\]

Finally, since \( r \geq 2ak^2 \), we have \( k = O(\sqrt{\log r}) \), thus we have

\[
P(R_A > r) = \frac{2O(\sqrt{\log r})}{r^{d-1}}
\]

or equivalently for arbitrary \( \varepsilon \) we have

\[
P(R_A > \frac{d-1}{\sqrt{1/\varepsilon}} \cdot 2^{O(\sqrt{\log 1/\varepsilon})} < \varepsilon
\]

as needed. □