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Abstract
The smallest set of admissible parameters of a $q$-analog of a Steiner system is $S_2[2, 3, 7]$. The existence of such a Steiner system – known as a binary $q$-analog of the Fano plane – is still open. In this article, the automorphism group of a putative binary $q$-analog of the Fano plane is investigated by a combination of theoretical and computational methods. As a conclusion, it is either rigid or its automorphism group is cyclic of order 2, 3 or 4. Up to conjugacy in $\text{GL}(7, 2)$, there remains a single possible group of order 2 and 4, respectively, and two possible groups of order 3. For the automorphisms of order 2, we give a more general result which is valid for any binary $q$-Steiner triple system.

1. Introduction

Due to the application in error-correction in randomized network coding [20], $q$-analogs of combinatorial designs have gained a lot of interest lately. Arguably the most important open problem in this field is the question of the existence of a $2-(7, 3, 1)_q$ design, as it has the smallest admissible parameter set of a non-trivial $q$-Steiner system with $t \geq 2$. It is known as a $q$-analog of the Fano plane and has been tackled in many articles [11, 12, 16, 23, 24, 29, 30].

In this paper we investigate the automorphism group of a putative binary $q$-analog of the Fano plane. The following result will be proven in Section 4.

**Theorem 1.** A binary $q$-analog of the Fano plane is either rigid or its automorphism group is cyclic of order 2, 3 or 4. Representing the automorphism group as a subgroup of $\text{GL}(7, 2)$, up to conjugacy it is contained in the following list:

(a) The trivial group.
(b) The group of order 2
\[
\left\langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \right\rangle.
\]

(c) One of the following two groups of order 3:
\[
\left\langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \right\rangle \quad \text{and} \quad \left\langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \right\rangle.
\]

(d) The cyclic group of order 4
\[
\left\langle \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \right\rangle.
\]

The idea of eliminating automorphism groups has been used in the existence problems for other notorious combinatorial objects. Probably the most prominent example is the projective plane of order 10. In [31, 32] it was shown that the order of an automorphism is either 3 or 5. Those two orders had been eliminated later in [1, 13], implying that the automorphism group of a projective plane of order 10 must be trivial. Finally, the non-existence has been shown in [22] in an extensive computer search.

There are other examples of existence problems where the same idea has been used, that remain still open. In coding theory, the question of the existence of a binary doubly-even self-dual code with the parameters [72, 36, 16] was raised more than 40 years ago in [27]. Its automorphisms have been heavily investigated in a series of articles. After the latest result [33], it is known that its automorphism group is either trivial, cyclic of order 2, 3 or 5, or a Klein four group. In classical design theory, the smallest v for which the existence of a 3-design of order v is undecided is 16; indeed a 3-(16, 7, 5) design is still unknown. Recent results show that if such design exists, then its automorphism group is either trivial or a 2-group [10, 25].

The proof of Theorem 1 is partially based on the following more general result on automorphisms of order 2 of binary q-Steiner triple systems, which will be shown in Section 3.

**Theorem 2.** Let \( \mathcal{D} \) be a binary \( S_3[2,3,v] \) q-Steiner triple system and \( A \in \text{GL}(v,2) \) the matrix representation of an automorphism of \( \mathcal{D} \) of order 2. For \( s \in \{1,\ldots,[v/2]\} \) let \( A_{v,s} \) denote the \( v \times v \) block diagonal matrix built from \( s \) blocks \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) followed by a \((v-2s) \times (v-2s)\) unit matrix.

(a) In the case \( v \equiv 1 \mod 6 \), \( A \) is conjugate to a matrix \( A_{v,s} \) with \( 3 \mid s \).

(b) In the case \( v \equiv 3 \mod 6 \), \( A \) is conjugate to a matrix \( A_{v,s} \) with \( s \neq 2 \mod 3 \).
2. Preliminaries

2.1. Group actions

Suppose that a finite group $G$ is acting on a finite set $X$. For $x \in X$ and $\alpha \in G$, the image of $x$ under $\alpha$ is denoted by $x^{\alpha}$. The set $x^G = \{x^\alpha : \alpha \in G\}$ is called the orbit of $x$ under $G$ or shorter the $G$-orbit of $x$. The set of all orbits is a partition of $X$. We say that $x \in X$ is fixed by $G$ if $x^G = \{x\}$. The set $G_x = \{\alpha \in G : x^\alpha = x\}$ is a subgroup of $G$, called the stabilizer of $x$ in $G$. For all $g \in G$ we have $G_x g = g^{-1}G_x g$, so the stabilizers of elements in the same orbit are conjugate. The Orbit-Stabilizer Theorem states that $\#x^G = \#G/\#G_x$, implying that $\#x^G$ divides $\#G$. The action of $G$ on $X$ extends in the obvious way to an action on the set of subsets of $X$: For $S \subseteq X$, we set $S^\alpha = \{x^\alpha : x \in S\}$. For further reading on the theory of finite group actions, see [18].

2.2. The subspace lattice

Let $V$ denote a $v$-dimensional vector space over the finite field $\mathbb{F}_q$ with $q$ elements. For simplicity, a subspace of $V$ of dimension $r$ will be called an $r$-space or $r$-subspace. The set of all $r$-subspaces of $V$ is called the Grassmannian and is denoted by $[V]_r$ or $\mathcal{G}(V, r)$. As in projective geometry, the 1-subspaces of $V$ are called points, the 2-subspaces lines and the 3-subspaces planes. The number of all $r$-subspaces of $V$ is given by

$$\# \binom{V}{r}_q = \binom{v}{r}_q = \frac{(q^v - 1) \cdots (q^{v-r}+1 - 1)}{(q^r - 1) \cdots (q - 1)}.$$ 

The set $\mathcal{L}(V)$ of all subspaces of $V$ forms the subspace lattice of $V$. By the fundamental theorem of projective geometry, for $v \neq 2$ the automorphism group of $\mathcal{L}(V)$ is given by the natural action of the projective semilinear group $P\Gamma L(V)$ on $\mathcal{L}(V)$. In the case that $q$ is prime, the group $P\Gamma L(V)$ reduces to the projective linear group $PGL(V)$, and for the case of our interest $q = 2$, it reduces further to $GL(V)$. After a choice of a basis of $V$, its elements are represented by the invertible $v \times v$ matrices $A$, and the action on $\mathcal{L}(V)$ is given by the vector-matrix-multiplication $v \mapsto vA$.

2.3. Designs

**Definition 2.1.** Let $t, v, k$ be integers with $0 \leq t \leq k \leq v$, $\lambda$ another positive integer and $\mathcal{P}$ a set of size $v$. A $t$-$\{v, k, \lambda\}$ (combinatorial) design $\mathcal{D}$ is a set of $k$-subsets of $\mathcal{P}$ (called blocks) such that every $t$-subset of $\mathcal{P}$ is contained in exactly $\lambda$ blocks of $\mathcal{D}$. When $\lambda = 1$, $\mathcal{D}$ is called a Steiner system and denoted by $S(t, k, v)$. If additionally $t = 2$ and $k = 3$, $\mathcal{D}$ is called a Steiner triple system.
For the definition of a $q$-analog of a combinatorial design, the subset lattice on $\mathcal{P}$ is replaced by the subspace lattice of $V$. In particular, subsets are replaced by subspaces and cardinality is replaced by dimension. So we get \( \mathbb{F}_q \): 

**Definition 2.2.** Let $t, v, k$ be integers with $0 \leq t \leq k \leq v$, $\lambda$ another positive integer and $V$ an $\mathbb{F}_q$-vector space of dimension $v$. A $t$\-(v,k,\lambda)\_q$ design $\mathcal{D}$ over the field $\mathbb{F}_q$ is a set of $k$-subspaces of $V$ (called blocks) such that every $t$-subspace of $V$ is contained in exactly $\lambda$ blocks of $\mathcal{D}$. When $\lambda = 1$, $\mathcal{D}$ is called a $q$-Steiner system and denoted by $S_q[t, k, v]$. If additionally $t = 2$ and $k = 3$, $\mathcal{D}$ is called a $q$-Steiner triple system.

There are good reasons to consider the subset lattice as a subspace lattice over the unary “field” $\mathbb{F}_1[9]$. Thus, classical combinatorial designs can be seen as the limit case $q = 1$ of a design over a finite field. Indeed, quite a few statements about combinatorial designs have a generalization to designs over finite fields, such that the case $q = 1$ reproduces the original statement $[6, 15, 16, 26]$.

One example of such a statement is the following [28, Lemma 4.1(1)]: If $\mathcal{D}$ is a $t$\-(v,k,\lambda)\_q$ design, then by $\mathcal{D}$ is also an $s$\-(v,k,\lambda)\_q$ for all $s \in \{0, \ldots, t\}$, where 

$$
\lambda_s := \lambda \frac{v-s}{k-s}_q \frac{v}{k}_q.
$$

In particular, the number of blocks in $\mathcal{D}$ equals

$$
\# \mathcal{D} = \lambda_0 = \lambda \frac{v}{k}_q.
$$

So a necessary condition on the existence of a design with parameters $t$\-(v,k,\lambda)\_q$ is that for all $s \in \{0, \ldots, t\}$ the numbers $\lambda \frac{v-s}{k-s}_q \frac{v}{k}_q$ are integers (integrality conditions). In this case, the parameter set $t$\-(v,k,\lambda)\_q$ is called admissible. It is further called realizable if a $t$\-(v,k,\lambda)\_q$ design actually exists.

For designs over finite fields, the action of $\text{Aut}(\mathcal{L}(V)) \cong \text{PGL}(V)$ on $\mathcal{L}(V)$ provides a notion of isomorphism. Two designs in the same ambient space $V$ are called isomorphic if they are contained in the same orbit of this action (extended to the power set of $\mathcal{L}(V)$). The automorphism group $\text{Aut}(\mathcal{D})$ of a design $\mathcal{D}$ is its stabilizer with respect to this group action. If $\text{Aut}(\mathcal{D})$ is trivial, we will call $\mathcal{D}$ rigid. Furthermore, for $G \leq \text{PGL}(V)$, $\mathcal{D}$ will be called $G$-invariant if it is fixed by all $g \in G$ or equivalently, if $G \leq \text{Aut}(\mathcal{D})$. Note that if $\mathcal{D}$ is $G$-invariant, then $\mathcal{D}$ is also $H$-invariant for all subgroups $H \leq G$.

### 2.4. Admissibility and realizability

The question of the realizability of an admissible parameter set is very hard to answer in general. For the special case of $q$-Steiner systems with $t = 1$, it is known that $S_q[1, k, v]$ is realizable if and only if it is admissible if and only if $k$ divides $v$. However for $t \geq 2$, the problem tantalized many researchers [2, 4].
Only recently, the first example of such a $q$-Steiner system was constructed \[4\]. It is a $q$-Steiner triple system with the parameters $S_2[2, 3, 13]$.

The parameter set of an Steiner triple system $S(2, 3, v)$ or a $q$-Steiner triple system $S_q[2, 3, v]$ is admissible if and only if $v \equiv 1, 3 \pmod{6}$ and $v \geq 7$. In the ordinary case $q = 1$, the existence question is completely answered by the result that a Steiner triple system is realizable if and only if it is admissible \[17\]. However in the $q$-analog case, our current knowledge is quite sparse. The only decided case is given by the above mentioned existence of a $S_2[2, 3, 13]$.

The smallest admissible case of a $q$-Steiner triple system is $S_q[2, 3, 7]$, whose existence is open for any prime power value of $q$. It is known as a $q$-analog of the Fano plane, since the unique Steiner triple system $S(2, 3, 7)$ is the Fano plane. It is worth noting that there are cases of Steiner systems without a $q$-analog, as the famous large Witt design with parameters $S(5, 8, 24)$ does not have a $q$-analog for any prime power $q$ \[15\].

### 2.5. The method of Kramer and Mesner

The method of Kramer and Mesner \[21\] is a powerful tool for the computational construction of combinatorial designs. It has been successfully adopted and used for the construction of designs over a finite field \[24, 5\]. For example, the hitherto only known $q$-analog of a Steiner triple system in \[4\] has been constructed by this method. Here we give a short outline, for more details we refer the reader to \[5\]. As another computational construction method we mention the use of tactical decompositions \[14\], which has been adopted to the $q$-analog case in \[26\].

The Kramer-Mesner matrix $M_{t, k}^G$ is defined to be the matrix whose rows and columns are indexed by the $G$-orbits on the set $\binom{V}{t}_q$ of $t$-spaces and on the set $\binom{V}{k}_q$ of $k$-spaces of $V$, respectively. The entry of $M_{t, k}^G$ with row index $T^G$ and column index $K^G$ is defined as $\#\{K' \subseteq K^G \mid T^G \subseteq K'\}$. Now there exists a $G$-invariant $t$-$(v, k, \lambda)_q$ design if and only if there is a zero-one solution vector $x$ of the linear equation system

$$M_{t, k}^G x = \lambda \mathbf{1}, \quad (1)$$

where $\mathbf{1}$ denotes the all-one column vector. More precisely, if $x$ is a zero-one solution vector of the system \[11\], a $t$-$(v, k, \lambda)_q$ design is given by the union of all orbits $K^G$ where the corresponding entry in $x$ equals one. If $x$ runs over all zero-one solutions, we get all $G$-invariant $t$-$(v, k, \lambda)_q$ designs in this way.

### 2.6. Generalized Jordan normal form

For a field $F$ and a monic polynomial

$$f = a_0 + a_1 X + \ldots + a_{n-1} X^{n-1} + X^n \in F[X],$$

$$f = a_0 + a_1 X + \ldots + a_{n-1} X^{n-1} + X^n \in F[X],$$
the companion matrix $A_f$ of $f$ is the $n \times n$ matrix over $\mathbb{F}$ defined as

$$A_f = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & \cdots & 0 & 1 \\
-a_0 & -a_1 & -a_2 & \cdots & -a_{n-1}
\end{pmatrix}.$$ 

For $m$ a positive integer and $f$ a monic irreducible polynomial, we define the Jordan block

$$J_{f,m} = \begin{pmatrix}
A_f & U & 0 & \cdots & 0 \\
0 & A_f & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & A_f \\
0 & \cdots & \cdots & 0 & A_f
\end{pmatrix}$$

with $m$ consecutive blocks $A_f$ on the diagonal. Here, $0$ denotes the $n \times n$ zero matrix and $U$ denotes the $n \times n$ matrix whose only nonzero entry is an entry 1 in the lower left corner.

It is known that each square matrix over $\mathbb{F}$ is conjugate to a (generalized) Jordan normal form, which is a block diagonal matrix consisting of Jordan blocks $J_{f_1,m_1}, \ldots, J_{f_s,m_s}$. Furthermore, the Jordan normal form is unique up to permuting the Jordan blocks.

3. Automorphisms of order 2 of binary $q$-Steiner triple systems

In this section we prove Theorem 2, which is a result on the automorphisms of order 2 of a binary $q$-Steiner triple system.

**Lemma 3.1.** In $\text{GL}(v, 2)$ there are exactly $\lfloor v/2 \rfloor$ conjugacy classes of elements of order 2. Representatives are given by the block-diagonal matrices $A_{v,s}$ with $s \in \{1, \ldots, \lfloor v/2 \rfloor \}$, consisting of $s$ consecutive $2 \times 2$ blocks $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, followed by a $(v - 2s) \times (v - 2s)$ unit matrix.

**Proof.** Let $A \in \text{GL}(v, 2)$ be a matrix of order 2 and $J_{f,m}$ a Jordan block of the Jordan normal form of $A$. By definition, the matrix $J_{f,m}$ has entries 1 on its superdiagonal (if it exists). Above the superdiagonal, every entry is 0. Thus $J_{f,m}^2$ has entries 1 on the second superdiagonal. On the other hand, $J_{f,m}^2$ is a unit matrix since $J_{f,m}$ has order 2. So we conclude that there is no second superdiagonal and therefore, $J_{f,m}$ is of size at most $2 \times 2$.

Now there remain three possibilities: Firstly, $f = 1$ and $m = 1$, which gives $J_{1,1} = (1)$ of order 1. Secondly, $f = 1$ and $m = 2$, which gives $J_{1,2} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ of order 2. Thirdly, $f \in \mathbb{F}_2[X]$ monic and irreducible of order 2 and $m = 1$. The only possibility is $f = X^2 + X + 1$. However, $J_{X^2 + X + 1,1} = (\begin{pmatrix} 1 \\ 0 \end{pmatrix})$ is of order 3, so this case cannot occur.
So far, we have shown that the Jordan normal form of $A$ consists only of blocks $J_{1,1}$ and $J_{1,2}$. Since $J_{1,1} = (1)$ is of order 1, there is at least one block of type $J_{1,2}$. So for the number $s$ of blocks $J_{1,2}$ we get $1 \leq s \leq v/2$. It is clear that under these restriction, all the resulting Jordan forms are of order 2. Now the claim follows by combining the $v - 2s$ Jordan blocks $J_{1,1}$ into a unit matrix and replacing the Jordan blocks $J_{1,2}$ by the conjugate matrix $(0 \ 1
1 \ 0)$.

**Lemma 3.2.** The action of $(A_{v,s})$ partitions the point set $[F_2^v]_q$ into $2^{v-s} - 1$ fixed points and $2^{v-s-1} (2^s - 1)$ orbits of length 2.

**Proof.** From the explicit form of the matrices $A_{v,s}$, it is clear that a vector $x = (x_1, x_2, \ldots, x_v) \in F_2^v$ is fixed by $A_{v,s}$ if and only if

$$x_1 = x_2, \quad x_3 = x_4, \ldots, \quad x_{2s-1} = x_{2s}.$$

□

**Example 3.3.** A model of the classical Fano plane is given by the points and the planes in $PG(2,2) = PG(F_2^2)$. Its automorphism group is $GL(3,2)$. By Lemma 3.1, there is a single conjugacy type of automorphism types of order 2, represented by the matrix

$$A_{3,1} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$

The action of $(A_{3,1})$ partitions the point set $[F_2^3]_2$ into the 3 fixed points

$$F_2(0,0,1), \quad F_2(1,1,0), \quad F_2(1,1,1),$$

and the two orbits of length 2

$$\{F_2(1,0,0), F_2(0,1,0)\} \quad \text{and} \quad \{F_2(1,0,1), F_2(0,1,1)\}.$$

**Example 3.4.** By Lemma 3.1, the conjugacy classes of elements of order 2 in $GL(7,2)$ are represented by

$$A_{7,1} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}, \quad A_{7,2} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad A_{7,3} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}.$$

The number of fixed points is 63, 31 and 15, and the number of orbits of length 2 is 32, 48 and 56, respectively.

Now we investigate the automorphisms of order 2 of an $S_2[2,3,v]$ $q$-Steiner triple system $D$. For the remainder of the article, we will assume that $V = F_2^v$. This allows us to identify $GL(V)$ with the matrix group $GL(v,2)$.
Lemma 3.5. Let $\mathcal{D}$ be an $S_2[2,3,v]$ $q$-Steiner system with an automorphism $A_{v,s}$. Then each block of $\mathcal{D}$ fixed under the action of $\langle A_{v,s} \rangle$ contains either 3 or 7 fixed points. The number of fixed blocks of the first type is

$$F_3 = 2^{v-s-2} \binom{s}{1}$$

and the number of fixed blocks of the second type is

$$F_7 = \frac{2^{2v-2s-1} + 1 - 3 \cdot 2^{v-s-2}(s^2 + 1)}{21}.$$  

Proof. Let $\mathcal{F}$ denote the set of blocks of $\mathcal{D}$ fixed by $G = A_{v,s}$. The restriction of $A_{v,s}$ to any fixed block $K \in \mathcal{F}$ is an automorphism of $L(K) \cong \mathbb{F}_2^3$ whose order divides 2. By Example 3.3, the restriction is either of the unique conjugacy type of order 2 or the identity. So the number of fixed points in $K$ is either 3 or 7. Let $\mathcal{F}_3 \subseteq \mathcal{F}$ denote the set of all fixed blocks with 3 fixed points and $\mathcal{F}_7$ those having 7 fixed points.

We double count the set $X$ of all pairs $\{(P_1, P_2), B\}$ where $\{P_1, P_2\}$ is a point-orbit of length 2 and $B$ is a fixed block of $\mathcal{D}$ passing through $P_1$ and $P_2$. By Lemma 3.2, the number of choices for $\{P_1, P_2\}$ is $2^{v-s-1}(2^s - 1)$. By the design property, there is exactly $\lambda = 1$ block $B$ of $\mathcal{D}$ passing through the line $L = \langle P_1, P_2 \rangle$. Since $\{P_1, P_2\}$ is fixed under the action of $A_{v,s}$, so is $L$. This implies that every block $B'$ in the orbit of $B$ passes through $L$, too. By $\lambda = 1$, we get $B' = B$, so $B$ is a fixed block. Thus $\#X = 2^{v-s-1}(2^s - 1)$.

Now we first count the possibilities for the fixed block $B$. Since $B$ contains a point-orbit of length 2, necessarily $B \in \mathcal{F}_3$. By Example 3.3, each such $B$ contains exactly two point-orbits of length 2. So $\#X = 2F_3$, which verifies equation (2).

Now we double count the set $Y$ of all pairs $\{(P_1, P_2), B\}$ where $P_1, P_2$ are two distinct fixed points and $B$ is a fixed block of $\mathcal{D}$ passing through $P_1$ and $P_2$. By Lemma 3.2, the number of choices for $\{P_1, P_2\}$ is $\binom{2^{v-s-1}}{2} = (2^{v-s} - 1)(2^{v-s-1} - 1)$. As above, there is a single fixed block of $\mathcal{D}$ passing through $P_1$ and $P_2$, which yields $\#Y = (2^{v-s} - 1)(2^{v-s-1} - 1)$. Vici versa, for $B \in \mathcal{F}_3$ there are $\binom{2}{2} = 3$ choices for $\{P_1, P_2\}$ and for $B \in \mathcal{F}_7$ the number of choices is $\binom{2}{2} = 21$. So $\#Y = 3F_3 + 21F_7$. This shows $(2^{v-s} - 1)(2^{v-s-1} - 1) = 3F_3 + 21F_7$. Replacing $F_3$ by formula (2), we obtain formula (3).

The numerator of the right hand side of (3) is always a multiple of 3, but not necessarily of 7. A closer investigation yields

Corollary 3. Let $\mathcal{D}$ be an $S_2[2,3,v]$ $q$-Steiner system.

(a) In the case $v \equiv 1 \mod 6$, $\mathcal{D}$ does not have an automorphism of type $A_{v,s}$ with $3 \mid s$.

(b) In the case $v \equiv 3 \mod 6$, $\mathcal{D}$ does not have an automorphism of type $A_{v,s}$ with $s \equiv 2 \mod 3$.

Now Theorem 2 follows as a combination of Corollary 3 and Lemma 3.5.
4. Automorphisms of a binary $q$-analog of the Fano plane

This section is dedicated to the proof of Theorem 1. We prove this assertion by eliminating all other subgroups of $\text{GL}(7, 2)$. This elimination is obtained by a combination of the theoretical results of Section 3 and a computer aided search based on the Kramer-Mesner method.

In the following, we shall denote by $D$ a putative $S_2[2, 3, 7]$ $q$-Steiner system. Its automorphism group $\text{Aut} \ D$ is a subgroup of the group $\text{GL}(7, 2) \cong \text{PGL}(\mathbb{F}_2^7)$ which has the order

$$\# \text{GL}(7, 2) = 2^{21} \cdot 3^4 \cdot 5^1 \cdot 7^2 \cdot 31^1 \cdot 127^1.$$

According to the Sylow theorems, for each prime power $p^r$ with $p^r \mid \# \text{Aut} \ D$ there exists a subgroup $G \leq \text{GL}(7, 2)$ such that $D$ is $G$-invariant. Hence for each prime factor $p \in \{2, 3, 5, 7, 31, 127\}$, we strive to find a (preferably small) exponent $r$ such that there is no subgroup $G \leq \text{GL}(7, 2)$ of order $p^r$ admitting a $G$-invariant $S_2[2, 3, 7]$ Steiner system. Then, we can conclude that $\text{Aut} \ D$ is not divisible by $p^r$.

Since the automorphism groups of isomorphic $q$-Steiner systems are conjugate, it is sufficient to restrict the search to representatives of the subgroups of $\text{GL}(7, 2)$ up to conjugacy. Representatives of the conjugacy classes of the elements are given by the Jordan normal forms (with a fixed order of the Jordan blocks). This provides an efficient way to create the cyclic subgroups up to conjugacy. For general subgroup generation, the software package Magma is used.

In all the cases where we used the Kramer-Mesner system, details are given in Table 4.4. The column “group” contains the group in question. Its isomorphism type is described in column “type”. The column “$T$-orb” (resp. “$K$-orb”) contains information on the induced partition of the 2-subsets (resp. 3-subsets). For example, the entry $4^{644}2^{42}1^7$ for the group $G_{4,1}$ means that $\mathbb{F}_2^7$ is partitioned into 644 orbits of length 4, 42 orbits of length 2, and 7 orbits of length 1. If a column of the Kramer-Mesner matrix $M_{i,k}$ contains an entry $\lambda > 1$, then the corresponding orbit $K^G$ cannot be contained in $D$. So we can remove all those columns and the respective variables from the equation system. The orbit lengths and the size of the reduced system are given in the table columns “red. $K$-orb” and “size”. The reduced system is fed into a solver based on the dancing links algorithm, which is executed on a single core of an Intel Xeon E3-1275 V2 CPU. The resulting computation time to show the insolvability of the system is given in the last table column “runtime”. An entry “open” means that the solver did not terminate within the time limit of a few days. There are two possibilities where the insolvability can be seen immediately without the need to run the solver: If the reduced system remains with a zero row (indicated by “zero row!”) or if it is impossible to get the size $\#D = 381$ as a sum of the lengths of the $K$-orbits (indicated by “orbits!”).

\footnote{We remark that two non-conjugate elements may generate conjugate subgroups.}
4.1. Groups of order $2^r$

From Theorem 2, we get:

**Lemma 4.1.** If $D$ is invariant under an automorphism group $G$ of order 2, then $G$ is conjugate to the cyclic group

$$G_2 = \langle A_{7,3} \rangle = \left\langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ \end{pmatrix} \right\rangle.$$

**Remark 4.2.** We attempted to construct a $G_2$-invariant q-Steiner triple system $S_4[2,3,7]$ by the Kramer-Mesner method. The resulting reduced equation system matrix has size $1379 \times 4947$. Furthermore, from Lemma 3.5 we know that $D$ has exactly 29 blocks fixed by $G_2$. However, even with these constraints, the Kramer-Mesner system turned out to be too large to be solved in a reasonable amount of time.

**Lemma 4.3.** If $D$ is invariant under a group $G$ of order 4, then $G$ is a conjugate to the cyclic group

$$G_{4,1} = \left\langle \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ \end{pmatrix} \right\rangle.$$

**Proof.** Using Magma, we got that there are 42 subgroup classes of $GL(7,2)$ of order 4, falling into 7 cyclic and 35 non-cyclic ones. After removing all groups containing a subgroup of order 2 of a conjugacy type which is excluded by Lemma 4.1 there remains a single cyclic group $G_{4,1}$ and 7 non-cyclic groups

$$G_{4,2} = \left\langle A_{7,3}, \begin{pmatrix} 0 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ \end{pmatrix} \right\rangle, \quad G_{4,3} = \left\langle A_{7,3}, \begin{pmatrix} 0 & 1 & 0 & 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ \end{pmatrix} \right\rangle,$$

$$G_{4,4} = \left\langle A_{7,3}, \begin{pmatrix} 1 & 0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \end{pmatrix} \right\rangle, \quad G_{4,5} = \left\langle A_{7,3}, \begin{pmatrix} 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \end{pmatrix} \right\rangle,$$

$$G_{4,6} = \left\langle A_{7,3}, \begin{pmatrix} 0 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ \end{pmatrix} \right\rangle, \quad G_{4,7} = \left\langle A_{7,3}, \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ \end{pmatrix} \right\rangle$$

and

$$G_{4,8} = \left\langle A_{7,3}, \begin{pmatrix} 0 & 1 & 0 & 0 & 1 & 1 & 1 \\ 1 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 0 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 0 \\ \end{pmatrix} \right\rangle.$$

The latter 7 groups could be excluded computationally. □
Lemma 4.4. The design $\mathcal{D}$ is not invariant under a group of order 8.

Proof. There are 867 subgroup classes of $\text{GL}(7, 2)$ of order 8. After removing all groups containing a subgroup of order 2 or 4 of a conjugacy type which is excluded by Lemma 4.1 or Lemma 4.3 there remains the single cyclic group

$$G_{8,1} = \left\langle \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \right\rangle$$

and the two quaternion groups

$$G_{8,2} = \left\langle \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \right\rangle$$

and

$$G_{8,3} = \left\langle \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \right\rangle.$$

These 3 groups are excluded computationally. □

4.2. Groups of order 3

Lemma 4.5. If $\mathcal{D}$ is invariant under a group $G$ of order 3, then $G$ is conjugate to one of the cyclic groups

$$G_{3,1} = \left\langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \right\rangle \quad \text{and} \quad G_{3,2} = \left\langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \right\rangle.$$

Proof. There are 3 conjugacy classes of subgroups of $\text{GL}(7, 2)$ of order 3. They are represented by $G_{3,1}, G_{3,2}$ and the cyclic group

$$G_{3,3} = \left\langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \right\rangle.$$

The group $G_{3,3}$ could be excluded computationally. □

Lemma 4.6. The design $\mathcal{D}$ is not invariant under a group of order 9.

Proof. There are four conjugacy classes of subgroups of $\text{GL}(7, 2)$ of order 9, a single cyclic and three non-cyclic ones. After removing all groups containing a subgroup of order 3 of a conjugacy type which is excluded by Lemma 4.3 there remains the cyclic group

$$G_{9,1} = \left\langle \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 \end{pmatrix} \right\rangle.
and the non-cyclic group

\[ G_{9,2} = \langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \rangle. \]

These two groups could be excluded computationally.

4.3. Groups of other prime power orders

**Lemma 4.7.** The design \( \mathcal{D} \) is not invariant under a group of order 5.

**Proof.** As the Sylow 5-group of \( \text{GL}(7, 2) \), there is a unique conjugacy class of subgroups of order 5. A representative is the cyclic group

\[ G_5 = \langle \begin{pmatrix} 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \rangle. \]

The action of this group partitions the set of 3-spaces into a single fixed point and 2362 orbits of length 5. Because of \( \# \mathcal{D} = 381 = 76 \cdot 5 + 1 \), the fixed 3-space must be contained in \( \mathcal{D} \). After fixing the corresponding variable to the value 1, the solver returned the insolvability of the system.

**Lemma 4.8.** The design \( \mathcal{D} \) is not invariant under a group of order 7.

**Proof.** The general linear group \( \text{GL}(7, 2) \) has 3 conjugacy classes of subgroups of order 7, represented by

\[ G_{7,1} = \langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \rangle, \quad G_{7,2} = \langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \rangle, \quad G_{7,3} = \langle \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \rangle. \]

For the first two groups, the Kramer-Mesner system is immediately seen to be contradictory. The third system was excluded computationally.

**Lemma 4.9.** The design \( \mathcal{D} \) is not invariant under a group of order 31.

**Proof.** As the Sylow 31-subgroup, \( \text{GL}(7, 2) \) has a unique conjugacy class of subgroups of order 31. A representative is given by the group

\[ G_{31} = \langle \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \rangle. \]

Its action on the set of 3-spaces is semiregular, which means that all the orbits are of full length 31. Because of \( 31 \nmid 381 = \# \mathcal{D} \), the design \( \mathcal{D} \) cannot arise as a union of a selection of these orbits.
Lemma 4.10. The design $D$ is not invariant under a group of order $127$.

Proof. As the Sylow 127-subgroup, $GL(7, 2)$ has a unique conjugacy class of subgroups of order $127$. Because of $127 = 7^12$, it is the Singer subgroup of $GL(7, 2)$, which has already been excluded in [29, p. 242].

4.4. Groups of non-prime power order

The above results on prime-power orders can be combined into the following restriction on the order of $\text{Aut } D$:

Lemma 4.11. $\# \text{Aut } D \in \{1, 2, 3, 4, 6, 12\}$

Proof. Assume $\# \text{Aut } D \neq 1$ and let $q$ be a prime power dividing $\# \text{Aut } D$. By the Sylow theorems, $\text{Aut } D \leq GL(7, 2)$ contains a subgroup $G$ of order $q$ and $D$ is $G$-invariant. By Equation (4) and Lemmas 4.4, 4.6, 4.7, 4.8, 4.9, 4.10 we get $q \in \{2, 3, 4\}$.

Lemma 4.12. The design $D$ is not invariant under a group of order 6.

Proof. There are 12 subgroup classes of $GL(7, 2)$ of order 6, falling into 6 cyclic ones and 6 of isomorphism type $S_3$. After removing all groups containing a subgroup of order 2 or 3 of a conjugacy type which is excluded by Lemma 4.1 or Lemma 4.5, there remains the single cyclic group

$$G_{6,1} = \left\{ \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \end{pmatrix} \right\}$$

and the two groups of isomorphism type $S_3$

$$G_{6,2} = \left\{ \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 \end{pmatrix} \right\}$$

and

$$G_{6,3} = \left\{ \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix} \right\}$$

These 3 groups are excluded computationally.

Lemma 4.13. The design $D$ is not invariant under a group of order 12.

Proof. By Lemma 4.12, we only need to consider subgroups of $GL(7, 2)$ of order 12 which do not have a subgroup of order 6. The only isomorphism type of a group of order 12 with this property is the alternating group $A_4$. However, the Sylow 2-subgroup of $A_4$ is a Klein four group, which is not possible by Lemma 4.3.

Now Theorem 1 follows as a combination of Lemmas 4.1, 4.3, 4.11, 4.12 and 4.13.
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