Synchrotron-Like Radiation Beyond The Standard Model I: Hunting for new physics with the Sokolov-Ternov effect
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Electron and positron beams in storage-rings self-polarize by emitting spin-flipping synchrotron radiation. If new ultralight particles couple to $e^\pm$, their emission in synchrotron-like radiation would modify the characteristic self-polarization time. We calculate the rate of spin-flipping synchrotron-like radiation in several simplified models, and find that the largest contribution is for an axial-vector. We use polarization time measurements from the Swiss-Light-Source, and SPEAR3 to set new strong limits on ultralight axial-vectors coupled to $e^\pm$.

I. INTRODUCTION

Despite its success in describing experimental results up to the TeV-scale, the standard model of particle physic (SM) cannot be a complete theory of Nature. Primary deficiencies of the SM include: the lack of viable dark matter (DM) candidates, an explanation for neutrino oscillations, and an account for the Universe’s matter/anti-matter asymmetry. Other issues include the hierarchy problem, the flavor puzzle, and the strong CP puzzle. Theoretical extensions of the SM typically address a subset of these by introducing new degrees of freedom which couple to the SM particles. In such theories, DM candidates characteristically pose interactions, which make them testable in terrestrial experiments, and in non-gravitational astrophysical observations. An interesting class of such new physics (NP) models is that of ultralight DM, with masses lower than $\sim 10$ eV [1–3]. A yet unexplored avenue is to directly produce such particles in storage-rings.

In storage-rings, an array of electric and magnetic field configurations guides bunches of charged particles in orbits, causing these particles to emit synchrotron radiation. If these particles couple to new physics degrees of freedom, it is conceivable that the latter could also be emitted in synchrotron-like radiation. Synchrotron radiation has been widely studied both theoretically and experimentally (see [4–6] for reviews). Some characteristic observables, such as the power spectrum, are understood classically [7]. and quantum mechanical effects modify them negligibly [8] for typical storage-ring energies [9]. Nonetheless, particle beams in storage-rings exhibit important effects which are due to the quantum mechanical nature of synchrotron radiation. These effects can therefore constitute a precision test of Quantum Electrodynamics (QED).\textsuperscript{1}

One such effect is the radiative polarization of electron or positron beams known as the Sokolov-Ternov (ST) effect [11]. In a storage-ring, the synchrotron induced spin-flip transition rates are asymmetric between the two spin-states. Consequently, polarization builds up over a characteristic (machine-dependent) time scale, up to an asymptotic value. The effect has been extensively verified (see [12–14] for reviews) using beam polarimetry techniques [15]. Uses of the effect include beam energy measurements [16], and the production of polarized-beams in high-energy colliders like LEP [17–19], and HERA [19–20].

If new particles couple to electrons, their synchrotron-like radiation modifies the spin-flip transition rates. The aforementioned measurements therefore constrain the parameter-space of new-physics models which couple new light particles to electrons.

This work explores these constraints. A basic review of the ST-effect is presented in Sec. II and the modifications for real storage-rings are elaborated in Sec. III. Sec. IV discusses the effects of new physics on polarization, describes a set of simplified models, and for each model, presents the “massless”-limit result for the spin-flip transition-rate. The available measurements used in this work are presented in Sec. V and the derived limits are given in Sec. VI. Concluding remarks are given in Sec. VII. The heavy lifting is reserved to the supplemental materials which include a short introduction to spin-dynamics and polarization in accelerator physics, as well as the technical details of the formalism, approximation methods, and the full results of the calculations.

II. THE SOKOLOV-TERNOV EFFECT - RADIATIVE SELF POLARIZATION OF CHARGED PARTICLES IN STORAGE-RINGS

In a storage ring with a uniform and constant background magnetic field, relativistic electrons and positrons emit synchrotron radiation which either flips or preserves their spin state. Due to the magnetic field, the spin-flip transition-rates,

\begin{equation}
\Gamma_{sf}^\gamma\left(u\right) \equiv \Gamma_H\left(e^-\left(u\right) \rightarrow e^-\left(-u\right)\gamma\right),
\end{equation}

particle or positron beams known as the Sokolov-Ternov dynamics (QED).
depend on the fermion spin state, \( u = +, - \) for “up” and “down” along the magnetic field direction respectively (\( \hat{z} \)). The polarization of the beam is the average

\[
P = \frac{1}{N} \sum_{i=1}^{N} (\vec{s}_i \cdot \hat{z}) = \frac{N_+ - N_-}{N_+ + N_-} \tag{2}
\]

where the sum runs over the \( N \) particle spins, and \( N_{\pm} \) is the number of particles in each respective spin state \((N = N_+ + N_-)\). The state population is governed by the rates in Eq. (1) using a transport equation

\[
d \frac{d}{dt} \left( \begin{array}{c} N_+ \\ N_- \end{array} \right) = \left( \begin{array}{cc} -\Gamma^s_{\gamma}(+) & \Gamma^s_{\gamma}(+) \\ \Gamma^s_{\gamma}(-) & -\Gamma^s_{\gamma}(-) \end{array} \right) \left( \begin{array}{c} N_+ \\ N_- \end{array} \right). \tag{3}
\]

For an initially unpolarized beam this leads to

\[
P(t) = \mathcal{P}_{eq} \left( 1 - e^{-t/\tau_p} \right). \tag{4}
\]

where the equilibrium polarization and the characteristic polarization time are respectively

\[
\mathcal{P}_{eq} = \frac{\Gamma^s_{\gamma}(+) - \Gamma^s_{\gamma}(-)}{\Gamma^s_{\gamma}(+) + \Gamma^s_{\gamma}(-)} \quad \tau_p^{-1} = \Gamma^s_{\gamma}(+) + \Gamma^s_{\gamma}(-). \tag{5}
\]

Sokolov and Ternov calculate \( \Gamma^s_{\gamma}(u) \) in a constant and uniform background magnetic field, \( H \), (see also \[22\]). In natural units,2 their result for electrons reads

\[
\left. \Gamma^s_{\gamma}(u) \right|_{ST} = \frac{e^2 E_i}{m \rho} \frac{5\sqrt{3}}{144\pi} \left( 1 + \frac{8}{5\sqrt{3}} u \right) \xi_0^2, \tag{6}
\]

where \( e \) is the QED coupling, \( E_i \) is the beam energy, \( m \) is the electron mass, and \( \rho \) is the radius of a circular and planar storage-ring, \( eH = \beta E_i / \rho \approx E_i / \rho \). The parameter,

\[
\xi_0 = \frac{3}{2} \frac{eH E_i}{m^3}, \tag{7}
\]

characterizes the importance of quantum effects in synchrotron radiation. In storage-rings, \( \xi_0 \ll 1 \) as terrestrial magnetic fields are small (in natural units).3 Using Eq. (5) one finds \[4, 9, 11, 13, 24, 26\]

\[
|\mathcal{P}_{eq}| \left. \right|_{ST} = |\mathcal{P}_{ST}| = \frac{8}{5\sqrt{3}} \approx 92.4\%
\]

\[
\tau_p \left. \right|_{ST} = \tau_{ST} = \left( \frac{e^2 E_i}{m \rho} \frac{5\sqrt{3}}{72\pi} \xi_0^2 \right)^{-1}. \tag{8}
\]

The spins of an electron beam tend to align anti-parallel to the magnetic field. Positron beams do the reverse, a result obtained by taking \( u \to -u \) in Eq. (6).

### III. Modifications of the Sokolov-Ternov Effect in Real Storage-Rings

#### A. Effective Radius

Realistic storage-ring designs are not circles with a uniform and constant magnetic field. Typical designs have both straight and curved sections, respectively known as insertions and arcs, with bending magnetic fields predominantly in the latter. This modifies the circular ring radius, \( \rho \), in Eq. (8) to an effective radius \[24\] given by

\[
\rho_{\text{eff}} = \left( \frac{\oint |\rho(s)|^{-3} ds}{\oint ds} \right)^{-1/3} = \left( \frac{\rho^2 R}{\rho} \right)^{-1/3} \tag{9}
\]

where \( \rho(s) \) is the bending radius as a function of the ring contour parameterization, \( s \). The last equality is for a ring consisting of insertions (\( \rho \to \infty \)), and arcs of equal and constant bending radius \( \rho \), and circumference given by \( 2\pi R \), where \( R \) is the effective geometric radius. Additional modifications occur for the equilibrium polarization which also take into account the direction of the magnetic field in each arc \[27\].

#### B. Real Beam Optics

Machine deliverables require an intricate system of non-uniform and time-dependent electromagnetic field configurations resulting in the so called “beam-optics” \[25, 28\]. Some facilities also include a series of insertion devices like wigglers and undulators which increase synchrotron-radiation production rates or focus them to specific frequencies \[29, 30\]. The emission of synchrotron radiation in such environments induces a natural depolarization effect known as “spin-diffusion” \[9, 13, 25, 26, 31\]. The ST-polarization and spin-diffusion-depolarization are competing effects, which typically result in a lower asymptotic polarization, and shorter polarization time. A detailed discussion is given in the supplemental materials. For the “quiet” planar rings we consider in this work, and given a set of machine running conditions which are away from spin-orbit resonances \[32, 34\], the quantities in Eq. (4) are modified to \[27, 35\]

\[
\mathcal{P}_{eq} = \mathcal{P}_{ST} \frac{\tau_p}{\tau_{ST}} + \mathcal{P}_{kin}, \quad \tau_p^{-1} = \tau_d^{-1} + \tau_{ST}^{-1}. \tag{10}
\]

The term \( \mathcal{P}_{kin} \) is called the “kinetic polarization”, and is typically very small for planar rings (see \[35\], and the supplemental material).

In “quiet” rings, the characteristic depolarization time, \( \tau_d \), is very long, and the polarization observables come very close to the Sokolov-Ternov prediction. New physics contributions are therefore constrained so as to not modify these results. Moreover, if both the polarization and

---

2 Here we apply a the conventional particle-physics system of “natural units”, with \( \hbar = c = 1 \).

3 This is not the case for example in pulsars \[22, 23\] and other astrophysical systems.
the polarization time are measured, then their ratio,
\[ \frac{\mathcal{P}_{eq}}{\tau_p} = \frac{\mathcal{P}_{ST}}{\tau_{ST}}, \]
can be used to constrain various new physics contributions. In practice, the time measurement resolution is superior to that of the asymptotic beam polarization, and the \( \tau_p \) measurements put stronger constraints.

IV. NEW PHYSICS EFFECTS ON POLARIZATION OBSERVABLES

The polarization time in Eq. (10) would be modified by the synchrotron-like spin-flipping emission of an ultralight DM particle, \( X \),
\[ \tau_p^{-1} = \tau_d^{-1} + \tau_{ST}^{-1} + \tau_X^{-1}. \]
In order to calculate \( X \)'s contribution to the polarization time, \( \tau_X^{-1} \), we follow in the footsteps of Sokolov & Ternov’s original calculation using the “method of exact solutions” approach. We perform a perturbation theory expansion using exact solutions of the Dirac equation in a uniform, and constant background magnetic field [11]. The derivation is lengthy, and is therefore kept to the supplemental materials, where we generalize the ST approach in order to take into account massive particles.

Notably, other approaches lead to the same results for the photon case, but are not straightforward to generalize to the massive case. For QED, the use of a semi-classical effective Hamiltonian approach [24, 35] is easier to apply in realistic magnetic field configurations. The formalism of [36, 37] is useful for the massive case as well.4

A. Simplified Models

We consider four simplified models in which a new particle \( X \) couples to electrons. In these models \( X = \{V, A, S, a\} \), i.e. a massive vector, an axial vector, a scalar, and a pseudo-scalar. The interaction Lagrangians are given by
\[ \mathcal{L}_{int} \supset g_V \bar{\psi} \gamma^\mu \psi V_\mu, \ g_A \bar{\psi} \gamma^\mu \gamma^5 \psi A_\mu, \ g_S \bar{\psi} \psi S, \ i g_a \bar{\psi} \gamma^5 \psi a \]
where canonically normalized kinetic terms, and mass terms, are implicit.

B. \( X \)-Induced Spin-Flip Rates

Following the notations of Sec. [11], we calculate the transition-rate for an initial state electron to emit a \( X \)-particle, such that the final state electron spin has flipped,
\[ \Gamma_X^L = \Gamma_H(e^- (u) \rightarrow e^- (-u) X). \]
For a massive \( X \), these rates are attenuated when the value of the “phase-space” parameter, \( \frac{m_X}{m_0} \), exceeds unity. The full results are given as differential transition rates in the supplemental material, and have to be numerically integrated. While we employ them in this analysis, it is instructive to explore the “massless” limit, \( \frac{m_X}{m_0} \rightarrow 0 \), for which \( \Gamma_X^L \) is maximized. In this limit, the calculation can be performed analytically, and presented as an expansion in \( \xi_0 \). We find,
\[ \Gamma_{V_p}^{sf} = g_V^2 \frac{5\sqrt{3}}{144\pi m_\rho} E_i \left(1 + \frac{8}{5\sqrt{3}} u \right) \xi_0^2 \]
\[ \Gamma_{V_L}^{sf} = g_V^2 \frac{5\sqrt{3}}{144\pi m_\rho} \left( \frac{m^2 m_V}{108 E_i^2} \right) \left(1 + \frac{8}{5\sqrt{3}} u \right) \xi_0^2 \]
\[ \Gamma_{A_p}^{sf} = g_A^2 \frac{1}{144\pi m_\rho} E_i \left(36(\sqrt{3} + u) \right) \]
\[ \Gamma_{A_L}^{sf} = g_A^2 \sqrt{3} \frac{E_i}{16\pi m_\rho} \left(85 + 48\sqrt{3} u \right) \frac{m^2}{4m_A^2} \xi_0^2 \]
\[ \Gamma_{S}^{sf} = g_S^2 \frac{\sqrt{3}}{16\pi m_\rho} E_i \xi_0^2 \]
\[ \Gamma_{A}^{sf} = g_a^2 \frac{\sqrt{3}}{16\pi m_\rho} E_i \left(85 + 48\sqrt{3} u \right) \xi_0^2 \]
where for the massive vector, and axial-vector cases we distinguish between the transverse, and longitudinal modes, denoting them by \( T \), and \( L \) respectively.

A few points are noteworthy here. First, our result for \( \Gamma_{V_p}^{sf} \) agrees with the ST one, see Eq. (6). Second, the results for the longitudinal modes behave as expected. In the axial-vector case, \( \Gamma_{A_T}^{sf} \) has the correct decoupling properties [39], but otherwise preserves the spin-flip structure of the transverse mode. Third, while scalars in a magnetic field can flip the spin, the flip rate is insensitive to the spin-state, and so polarization does not build up overall.5

Most importantly, with the exception of \( \Gamma_{A_T}^{sf} \), all the spin-flip rates start at the \( \xi_0^2 \) order! We stress that the previous statement also includes \( \Gamma_{A_T}^{sf} \), which is obtained [40], but subject to the unitarity constraint [41, 42].

The lack of \( \xi_0 \) (magnetic field) suppression in the transverse axial-vector spin-flip rate arises due to its spin-parity quantum numbers. It can be readily understood

4. [36] applies these methods to calculate Weak gauge-boson synchrotron emission, but incorrectly excludes the Goldstone boson contribution from the loop. Nonetheless, the rates are negligible.

5. In fact, for a scalar, all \( u \rightarrow u' \) transitions have the same rate.
by noting that in the non-relativistic limit, an axial-vector couples directly to the electron spin.

The experimental precision for polarization measurements is at the sub-to few-per-cent level \[15\]. If \( \Gamma_X \) is at the same order in \( \xi_0 \) as the SM contribution, then the corresponding \( X \) sensitivity would not be competitive with existing searches. We therefore focus on the axial-vector case \[43\].

V. AVAILABLE EXPERIMENTAL RESULTS

Beam polarization measurements have been performed in a plethora of machines with energies in the range \( \sim 0.5 \text{ GeV} - 45 \text{ GeV} \) \[12\]-\[14\]. We focus on “quiet” low-energy storage-rings, such as third-generation synchrotron light-sources. These are particularly interesting because the machine running conditions can be tuned to have negligible depolarization effects, such that the polarization-time nearly saturates the Sokolov-Ternov prediction. Table \[4\] presents the polarization measurements used in this work. The last column, gives a conservative \( 2\sigma \) estimate for the sum of depolarization effects:

\[
\Gamma_X^{\text{max}} = \left( \tau_p - 2\Delta\tau_p \right)^{-1} - \tau_{\text{ST}}^{-1},
\]

which is used in Sec. VI for limit setting. While other measurements exist (for example \[16\]-\[52\]), we prioritize those which have the highest precision, and provide standard errors on fit parameters.

The SLS \[44\], and SPEAR3 \[45\] measurements employ the resonant spin-depolarization technique \[53\]-\[54\], a standard beam polarimetry technique which is often used for accurate calibration of the beam energy. In resonant spin-depolarization, a radio-frequency magnetic field is turned on in the plane of the ring. The frequency of the field is set to a spin resonance, an integer times \( a_c \gamma \) \[55\], which causes the beam to depolarize. When the field is turned-off, the beam begins to polarize again. Due to the Touschek effect \[55\]-\[56\] the beam lifetime is correlated with its polarization, and \( \tau_p \) can be measured by monitoring beam losses as those decrease after the beam has been depolarized. Note that this technique only measures \( \tau_p \), while \( P_c \) is deduced assuming the SM, i.e. assuming the ST-effect (though see \[57\]). In addition, the dependence of the Touschek scattering on the beam polarization is not modified by an additional weakly coupled axial-vector force that mediates the reaction.

Other polarimetry techniques exist with potentially higher precision \[15\]. We mention in passing the Compton backscattering based polarimeters \[68\]-\[67\], including the Fabry-Perot cavity used in the final days of HERA \[20\]. These two techniques measure the polarization directly, rather than just its relative build-up over time. We refrain from using these measurements in this work. To the best of our knowledge, the inverse-Compton-based methods were not used in sufficiently “quiet” machines, while the HERA measurements were done at relatively high-energy, with large depolarization effects.

VI. EXPERIMENTAL REACH

Limits on new axial-vectors coupled to electrons are set by requiring that their contribution to the spin-flip rate does not exceed the sum of all depolarization contributions which is estimated by Eq. (22).

\[
\Gamma_X^{\text{ef}} < \Gamma_X^{\text{max}}
\]  

(23)

The discussion of Sec. III A is taken into account by applying a global rescaling factor, \( \rho/R \) to the \( \Gamma_X^{\text{ef}} \) full results for (see also Eqs. (17) and (18)). Fig. 1 shows the resulting limits in the \( \{g_A, m_A\} \) plane. Notably, these strong limits represent a conservative estimate as they assume negligible machine induced depolarization effects. We point out that \( \tau_p \) could be estimated using dedicated algorithms and tracking codes \[34\]-\[59\]-\[68\] to a 10\% accuracy \[69\] which in turn, would lead to stronger limits.

While the SLS and SPEAR3 facilities have \( \xi_0 \sim 2 \times 10^{-6} \), the SLS limit is stronger due to a quieter environment, and a more precise measurement (Table 1). In addition, both limits are stronger than the unitarity requirement, Eq. (21). The reach is dominated by the longitudinal-mode contribution up to the \( \xi_0 m eV \) scale where phase-space effects come into play, and the transverse mode contributions (dashed) become comparable.

The limits obtained here are model independent, and require only that a spin-1 particle couples to \( e^\pm \) through an axial-vector coupling. In concrete models with a spin-1 particle, a vector coupling imposes additional constraints \[39\]-\[71\]-\[73\]. Some of these constraints may also apply directly to the axial-vector couplings, however, such an analysis is beyond the scope of this work. Interestingly, 5th force experiments and equivalence-principle tests \[74\] are not sensitive to axial-couplings because the low-energy potential induced by an axial-vector couples spins, and therefore averages to zero. Notwithstanding, black-hole superradiance signatures \[70\] may limit the axial-vector coupling directly. Moreover, if the

---

6 Intra-beam collisions (Møller scattering) of oppositely polarized electrons have a higher cross-section and therefore lead to a higher beam loss rate (particles emitted out of the beam).

7 Coherent laser scattering off the beam exhibits polarization dependent energy and detector-plane hit distributions. By monitoring this over time, the polarization observables, Eq. (10), can be measured.
TABLE I: Summary of experimental data on beam polarization measurements used in this work.

| Exp    | $E_{1}$ [GeV] | $\rho$ [m] | $2\pi R$ [m] | $\xi_0$ | $\tau_{SR}$ | $\tau_{d}$ | $\Gamma_{\max}^{\text{max}}$ [GeV] |
|--------|--------------|------------|--------------|--------|-------------|------------|-------------------------------|
| SLS [44] | 2.4         | 11.48      | 288          | 2.22 $\times$ $10^{-6}$ | 1873 sec | 1837 $\pm$ 1 sec | 7.478 $\times$ $10^{-20}$ |
| SPEAR3 [45] | 3.0         | 8.144      | 234.144      | 2.44 $\times$ $10^{-6}$ | 1003 sec | 840 $\pm$ 17 sec | 1.605 $\times$ $10^{-28}$ |

FIG. 1: Limits on light axial-vectors coupled to electrons in the $\{g_A, m_A\}$ plane. Shaded regions are excluded. The triangular exclusion (constrained by the red dotted-dashed line) corresponds to the unitarity constraint of Eq. (21). The two gray bands correspond to limits from black hole super-radiance (BH-SR) [70]. Other possible limits are referred to in the text. The SLS and SPEAR3 constraints are given in blue and green respectively. Dashed lines correspond to the transverse contributions, while the continues ones are the sum of the transverse and longitudinal ones.

VII. CONCLUSIONS AND OUTLOOK

The Sokolov-Ternov effect, the radiative self-polarization of $e^{\pm}$-beams, is a well tested phenomenon in storage-rings.\(^8\) Synchrotron-like emission of new light particles off $e^{\pm}$ can modify polarization observables, and is therefore testable using polarization measurement. In “quiet” storage-rings, depolarization effects are small, and polarization measurements are sufficiently accurate to constitute as precision tests of the effect.

This work explores the sensitivity of these measurements to new physics. We calculate the spin-flip transition-rates following the Sokolov-Ternov approach, by generalizing the “method of exact solutions”, and the associated approximations to include massive particles. We find that the characteristic polarization time is particularly sensitive to spin-flips by axial-vectors which are not suppressed by the smallness of laboratory magnetic fields, in contrast to particles with other spin-parity assignments.

Limits are set by requiring that the axial-vector contribution to the polarization time does not exceed that of the measured sum of depolarization effects. This conservative approach results in extremely strong limits on light axial-vectors coupled to electrons. Nonetheless, there is potential for improvement by applying dedicated storage-ring tracking tools which can reliably estimate the depolarization effects, namely, $\tau_d$.
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I. POLARIZATION AND SPIN DYNAMICS IN STORAGE RINGS

Spin dynamics and polarization in accelerator physics is an intricate topic. This section summarizes key points which are used in this work. The interested reader is referred to reviews by [13, 80], and to the useful lecture notes by [26].

In accelerator physics, particle dynamics is governed by an accelerator Hamiltonian. If the electromagnetic fields are sufficiently spatially homogeneous, Stern-Gerlach forces can be neglected, which implies that the spin does not back-react on the orbital dynamics. In these cases, the general form of the quantum Hamiltonian can be written as [13, 80]

\[ \hat{H} = \hat{H}_{orb} + \hat{W} \cdot \hat{S} \]  

where \( \hat{H}_{orb} \) is the Hamiltonian for the orbital dynamics, and \( \hat{S} \) is the quantum spin operator, defined in the rest frame of the particle (hats denote operators). In the semi-classical approximation approach the Ehrenfest theorem is applied (see also [26]) to obtain an equation of motion for the classical spin-vector, \( \vec{s} = \langle \hat{S} \rangle \),

\[ \frac{d\vec{s}}{dt} = \vec{\Omega} \times \vec{s} \]  

where a “classical” trajectory is assumed, i.e. \( \vec{\Omega} = \langle \hat{W}(\hat{q}, \hat{\vec{p}}) \rangle \approx \hat{W}(\langle \hat{q} \rangle, \langle \hat{\vec{p}} \rangle) \). This is a good approximation for most low-energy storage rings as the characteristic orbital times are much shorter than those for the spin polarization, see [26, 81]. For spin-physics, the orbital phase space can be considered ergodic. In the case of single particle dynamics, in constant and uniform electromagnetic fields, the \( \vec{\Omega} \) in Eq. (S2) is given by the Thomas-Bargmann-Michel-Telegdi equation [82, 83],

\[ \Omega_{TBMT} = -\frac{e}{m} \left[ \left(a + \frac{1}{\gamma}\right) \vec{B} - \frac{\alpha\gamma}{\gamma+1}(\vec{\beta} \cdot \vec{B})\vec{\beta} - \left(a + \frac{1}{\gamma+1}\right) \vec{\beta} \times \vec{E} \right] \]  

The approximation breaks down when radiation is involved because the time-scale for radiation emission is much shorter than any orbital time-scale. To take radiation into account one uses the semi-classical effective Hamiltonian for QED approach [24, 35]. The effective single-particle Hamiltonian is obtained by extending the background field interactions to the radiation fields,\(^9\) i.e.

\[ \hat{H}_{semi-classical \ QED} = \left(\hat{\vec{p}} - e\hat{A}\right)^2 + m^2 + eV + \hat{\vec{\Omega}} \cdot \hat{s} \]  

Here the electromagnetic field dependent terms are denoted as (hatted) operators because they involve both the background (classical) field, and the quantized radiation field (operator),

\[ \hat{A} = A^{bkg} + A^{rad}, \quad V = V^{bkg} + V^{rad}, \quad \hat{\vec{\Omega}} = \vec{\Omega}^{bkg} + \vec{\Omega}^{rad} \]  

and the Hamiltonian can be expanded in powers of the radiation field.

The asymmetry in the spin-flip transition rates contributes to polarization build up. In equilibrium, the beam polarization, generally written as \( \vec{P} = \frac{1}{N} \sum_{i=1}^{N} \langle \hat{s}_i \rangle \), can be written as the average [13, 27, 35, 53, 84]

\[ |\vec{P}_{eq}| = \left| \langle \vec{s} \cdot \vec{n} \rangle \right| = \frac{\langle \Gamma_+ - \Gamma_- \rangle}{\langle \Gamma_+ + \Gamma_- \rangle} \]  

---

\(^9\) Alternatively, by a Foldy-Wouthuysen transformation [26]
The vector \( \hat{n} = \hat{n}(z, \theta) \), known as the *invariant spin-field* \( \textbf{[S1]} \), is a field of spin-quantization axes on the generalized phase-space point, \( z = z(\vec{q}, \vec{p}) \), and generalized azimuthal coordinate along the ring. The invariant spin-field is a solution of Eq. \( \textbf{[S2]} \), required to be one-turn periodic. Namely, after one turn, i.e. \( \theta \to \theta + 2\pi \), a particle phase-space location evolves from its initial phase-space point, \( z_i \), to \( z_f \), a new phase-space location. The requirement on \( \hat{n} \) is expressed as

\[
\mathcal{M}\hat{n}(z, \theta) = \hat{n}(\mathcal{M}z, \theta)
\]  
(S7)

where \( \mathcal{M} \) performs the evolution of the system in the spin, and orbital spaces, and is known as the *one-turn spin-orbital map* \( \textbf{[13, 80]} \). In Eq. \( \textbf{[S6]} \) the spin projection onto the quantization-axis is averaged over the local phase-space volume element at \( z \) (inner average), and the outer average is over the entire orbital phase-space. This is then expressed as a balance of spin-flip transition rates. In the second equality, the averages are of spin-flip transition rates over the entire orbital phase-space.

Derbenev and Kondratenko \( \textbf{[35, 84]} \) show how to perform the averages in Eq. \( \textbf{[S6]} \), taking into account general electromagnetic field configurations using the invariant spin-field,

\[
\mathcal{P}_{DK} = \mathcal{P}_{ST} \left\langle \int ds \frac{1}{|\vec{p}|^3} \hat{b} \cdot \left( \frac{\hat{n} - \partial \hat{n}}{\partial \delta} \right) \right\rangle (S8)
\]

\[
\tau_{DK}^{-1} = \tau_{ST}^{-1} \left\langle \int ds \frac{1}{|\vec{p}|^3} \left( 1 - \frac{2}{9} \hat{n} \cdot \hat{v} \right)^2 + \frac{11}{18} \left| \frac{\partial \hat{n}}{\partial \delta} \right|^2 \right\rangle (S9)
\]

where \( \hat{b} = \frac{\hat{v} \times \hat{\delta}}{|\hat{v} \times \hat{\delta}|} \) is a unit vector in the direction of the local velocity, \( \hat{v} \) is its time-derivative, and \( s \) is a length element along the storage ring. The average is performed on the orbital phase-space \( (z) \). The \( \frac{\partial}{\partial \delta} \) derivatives are with respect to \( \delta = \Delta p/p \), the relative momentum offset, one of the orbital-phase space coordinates.

In most “quiet” planar rings, the product \( \hat{n} \cdot \hat{v} \) is negligible. Neglecting \( \hat{n} \cdot \hat{v} \) terms in Eqs. \( \textbf{[S8]} \) and \( \textbf{[S9]} \), and defining

\[
\mathcal{P}_{kin} = -\mathcal{P}_{ST} \frac{\tau_{DK}}{\tau_{ST}} \left\langle \int ds \frac{1}{|\vec{p}|^3} \hat{b} \cdot \frac{\partial \hat{n}}{\partial \delta} \right\rangle, \quad \tau_{st}^{-1} = \tau_{ST}^{-1} \left\langle \int ds \frac{1}{|\vec{p}|^3} \frac{11}{18} \left| \frac{\partial \hat{n}}{\partial \delta} \right|^2 \right\rangle, (S10)
\]

one obtains Eq. \( \textbf{[10]} \). In “quiet”, planar rings, \( \hat{n} \) is close to vertical, and \( \partial \hat{n}/\partial \delta \) is small. As a result, the kinetic polarization is small!

In a photon emission process, the initial and final charged particle states have different energies \( (E_i, E_f) \) respectively). As a result, the spin quantization axes of the initial state, \( |n(E_i)\rangle \), and the final state, \( |n(E_f)\rangle \) are misaligned, and the initial and final fermion states are not orthogonal. With this observation, Derbenev and Kondratenko conclude that the spin-flip transition rate draws from two contributions in the semi-classical QED effective theory Eq. \( \textbf{[S4]} \). The first is the spin-dependent term, \( \Omega_{rad} \cdot \vec{s} \), and the second is from the usual covariant derivative term. The latter, is typically diagonal in the spin sub-space, but due to the misalignment of the spin-quantization axes it can non-trivially couple the initial and final spin-states. While this effect is sub-leading with respect to the spin-conserving photon emission, it is of the same order of magnitude as that coming from the \( \Omega_{rad} \cdot \vec{s} \) term.

For new physics with a direct spin-dependent coupling at leading order, as in the case of an axial-vector, a similar effect would be sub-leading, and so we ignore its possible contributions.

\section{II. NOTATIONS AND CONVENTIONS}

Greek letters are used to denote space-time indices running over 0, 1, 2, 3. Roman letters are used to denote space indices running over 1, 2, 3. The space-time Minkowski metric is chosen with mostly negative signature

\[
g_{\mu\nu} = \text{diag}[1, -1, -1, -1] \]  
(S11)

For the Dirac \( \gamma \)-matrices we use the Chiral representation:

\[
\gamma^{\mu} = \begin{pmatrix} 0 & \sigma^{\mu} \\ \bar{\sigma}^{\mu} & 0 \end{pmatrix} \]  
(S12)
where $\sigma^\mu = (1_{2 \times 2}, \sigma^i)$, and $\bar{\sigma}^\mu = (1_{2 \times 2}, -\sigma^i)$ are four-vectors of $2 \times 2$ matrices, $\sigma^i$ are the Pauli matrices which are given by,

$$\begin{align*}
\sigma^1 &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \\
\sigma^2 &= \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \\
\sigma^3 &= \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\end{align*}$$

(S13)

Explicitly,

$$\gamma^0 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \\ 0 & i & 0 & 0 \\ -i & 0 & 0 & 0 \end{pmatrix}, \quad \gamma^3 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \gamma^5 = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
$$

(S14)

The four-vector derivative operator is given by

$$\partial^\mu = \frac{\partial}{\partial x^\mu} = \left( \frac{\partial}{\partial x^0}, \vec{\nabla} \right)$$

(S15)

the kinetic four-momentum representation is given by $p^\mu = i \partial^\mu$. The spin-matrices are given by

$$\Sigma^k = \begin{pmatrix} \sigma^k & 0 \\ 0 & \sigma^k \end{pmatrix}$$

(S16)

III. DIRAC EQUATION SOLUTION IN A BACKGROUND CONSTANT & UNIFORM MAGNETIC FIELD, IN CYLINDRICAL COORDINATES

We consider Quantum Electrodynamics with an external background magnetic field as the unperturbed theory. For this theory the Lagrangian is given by

$$\mathcal{L} = \bar{\psi} \left( \sqrt{i \hbar - e Q A^\text{bkg} - m} \right) \psi - \frac{1}{4} F^{\mu \nu} F_{\mu \nu}$$

(S17)

In this theory, momentum is conserved only along the $z$-axis. The Dirac field can be quantized using the wave function solutions to the E.O.M’s with positive-energy (particle) and negative-energy (anti-particle) states. These wave function solutions are given by

$$\psi_{\epsilon^p}(r, \phi, z, t) = \exp \left( -i \epsilon^p E t \right) \frac{\exp \left( i \epsilon^p k_3 z \right) \exp \left( i (\ell - \frac{1}{2}) \phi \right)}{\sqrt{L}} \exp \left( -i \frac{1}{2} \phi \Sigma_3 \right) \sqrt{2 \gamma} \begin{pmatrix} c_1 I_{n-1,s}(\rho) \\ c_2 I_{n,s}(\rho) \\ c_3 I_{n-1,s}(\rho) \\ c_4 I_{n,s}(\rho) \end{pmatrix}$$

(S18)

where we have defined,

$$\gamma = \frac{1}{2} eQH, \quad \rho = \gamma r^2$$

(S19)

and where $\epsilon^p = \pm$ for particle/anti-particle, and $Q$ is the corresponding charge in units of $(-e)$. For the $z$-axis we take a one-dimensional box with edges at $\pm L$, which can later be taken to infinity. The Lagurre gaussian functions are\(^{10}\)

$$I_{n,s}(\rho) = \sqrt{\frac{1}{n! s!}} e^{-\rho/2} \rho^{n-s} Q^n_{s-n}(\rho)$$

(S20)

where $n - s = \ell$ is a positive integer called the Landau-level, $\ell, s$ are integers, and the $Q$ functions are the Lagurre polynomials. The $c_i$’s are chosen such that $\sum_i |c_i|^2 = 1$, and $\psi$ is chosen as an eigenstate, such that

$$\frac{m}{\sqrt{E^2 - k_3^2}} \mu_3 \psi = u \psi, \quad u = \pm 1$$

(S21)

\(^{10}\) Note that these are properly normalized, i.e. $\int_0^\infty (I_{n,s}(\rho))^2 = 1$
where \( \mu_3 \) is the magnetic polarization in the 3-direction which is defined by
\[
\mu_3 = \Sigma^3 - i e^3 j k \gamma^j \frac{P^k}{m}
\] (S22)
here \( P = p + eA^{bk} \) is the canonical momentum.

\[
c_1^p = \frac{1}{2} \left( 1 - \frac{k_3^2}{E^2} \right)^{1/2} \left( 1 + \frac{m u}{\sqrt{E^2 - k_3^2}} \right)^{1/2} \\
c_2^p = -\frac{i}{2} \epsilon_p \left( 1 + \frac{k_3^2}{E^2} \right)^{1/2} \left( 1 - \frac{m u}{\sqrt{E^2 - k_3^2}} \right)^{1/2} \sqrt{2\pi}
\]
\[
c_3^p = +\frac{1}{2} u \epsilon_p \left( 1 + \frac{k_3^2}{E^2} \right)^{1/2} \left( 1 - \frac{m u}{\sqrt{E^2 - k_3^2}} \right)^{1/2} \\
c_4^p = +\frac{1}{2} u \left( 1 - \frac{k_3^2}{E^2} \right)^{1/2} \left( 1 - \frac{m u}{\sqrt{E^2 - k_3^2}} \right)^{1/2}
\] (S23)

The energy eigenvalues are given by
\[
E \equiv E_{n,k3} = (m^2 + k_3^2 + 4\gamma n)^{1/2}
\] (S24)

### IV. FIELD QUANTIZATION

The Dirac field is quantized such that,
\[
\psi(t, r, \phi, z) = \int \frac{dk_3}{2\pi\sqrt{2E_{n,k3}}} \sum_{n,s,u=\pm 1} e^{i (1/2)_{(1/4+\Sigma_3)}} e^{-i(E_{n,k3} t - k_3 z)} U(n, s, k_3, u) a_{n,s,k3,u} + e^{+i(E_{n,k3} t - k_3 z)} V(n, s, k_3, u) b_{n,s,k3,u}^\dagger \]
where \( U \) and \( V \) are the radial four component spinor wave-functions from Eq. [S18].
\[
\begin{bmatrix}
U \\
V
\end{bmatrix} = \begin{bmatrix}
\sqrt{2E_{n,k3}} \sqrt{2\gamma} e^{-i\frac{1}{2} (1/4+\Sigma_3)} c_1^+ T_{n-1,s}(\rho) \\
\sqrt{2E_{n,k3}} c_2^+ T_{n,s}(\rho) \\
\sqrt{2E_{n,k3}} c_3^+ T_{n-1,s}(\rho) \\
\sqrt{2E_{n,k3}} c_4^+ T_{n,s}(\rho)
\end{bmatrix}
\] (S25)

and \( c_i \)'s are taken from Eq. [S23] with \( \epsilon_p = +1, -1 \) for \( U, V \) respectively. Note that with this normalization \( \int_0^\infty dr r^2 \{ U^\dagger U, V^\dagger V \} = 2E_{n,k_3} \). States are normalized such that
\[
\sqrt{2E_{n,k3}} a_{n,s,k3,u}^\dagger a_{n,s,k3,u} = 1_{\text{particle}, n, s, k_3, u} \\
\sqrt{2E_{n,k3}} b_{n,s,k3,u}^\dagger b_{n,s,k3,u} = 1_{\text{anti-particle}, n, s, k_3, u} \\
a_{n,s,k3,u} |0\rangle = b_{n,s,k3,u}^\dagger |0\rangle = 0
\] (S26)

where the corresponding creation/annihilation operators obey the anti-commutation relations
\[
\{ a_{n,s,k3,u}^\dagger, a_{n',s',k3,u'} \} = \{ b_{n,s,k3,u}^\dagger, b_{n',s',k3,u'} \} = \delta_{nn'} \delta_{ss'} \delta_{k3k3} \delta_{uu'}
\] (S27)

and with all other anti-commutators vanishing. These result in
\[
\{ \psi(r, \phi, z), \psi^\dagger(r', \phi', z') \} = 1_{4\times4} \delta(r - r') \delta(z - z') \delta(\phi - \phi')
\] (S28)

The choice of the “particle physics” field normalization factor \( 2E_{n,k_3} \) is to assure a Lorentz invariant form to boosts along the 3-direction.

For the \( X = \{ V^\mu, A^\mu, S, a \} \) radiation fields we use free particle solutions. For \( V^\mu \)
\[
V^\mu(x, t) = \int \frac{d^3q}{(2\pi)^3} \frac{1}{\sqrt{2E_q}} \sum_{r=0}^3 (a_q^{r\mu}(q)e^{-ix^\cdot q} + a_q^{r\dagger\mu}(q)e^{+ix^\cdot q})
\] (S30)
and with similar expressions for the other fields.
V. THE X-EMISSION RATE

The calculation of the X-emission rate involves four small parameter expansions. The first is the usual small coupling series expansion of time-dependent perturbation theory. This is discussed in Sec. V A. The second, is an expansion of the reduced matrix element in terms of several characteristically small kinematic ratios. This is discussed in Sec. V B. The third, is a WKB approximation of the Lagurre-Gaussian functions, $I_{n,n'}(\bar{x})$ close to the turning point, where $1 - \bar{x}/x_0$ is small. This is discussed in Sec. V C. In the final evaluation step, it is useful to expand the results as a power series in $\xi_0$ from Eq. (7). The following subsections closely follow [4], and generalize its results and analyses to the massive X case.

A. X-emission in first-order perturbation theory

X-emission is described in first-order perturbation theory by the interaction Lagrangian

$$L_{\text{int}} = \int d^3 x \bar{\psi}(\bar{x}, t) O_X(\bar{x}, t) \psi(\bar{x}, t)$$  \hspace{1cm} (S31)

where $O_X$ is an operator linear in the X-field, with a model dependent spinor representation. The initial and final states are respectively,

$$|i\rangle = \sqrt{2E_{n,k_3}} |1_{\text{particle}}, n, s, k_3, u\rangle,$$

$$|f\rangle = \sqrt{2E_{n',k'_3}} |1_{\text{particle}}, n', s', k'_3, u'\rangle \times \sqrt{2E_q} |1_X, \bar{q}\rangle$$  \hspace{1cm} (S32)

where the X 3-momentum, $\vec{k}$, is chosen in the YZ-plane using the azimuthal symmetry of the problem,

$$\bar{q} = |q| \left( 0, \sin \theta_X, \cos \theta_X \right).$$  \hspace{1cm} (S33)

The polarized-X-emission rate with initial (final) polarization $u$ ($u'$) is given by

$$\Gamma_{X \to u'}^{u} = \frac{1}{2E_{n,k_3}} \sum_{n'=0}^{\infty} \int \frac{dk'_3}{(2\pi)^3/2E_{n',k'_3}} \int \frac{d^3 q}{(2\pi)^3/2E_q} \int d^3 x M_{uu'}(r, \phi, z)^2 (2\pi)^2 \delta (E_i - E_f - E_q) \delta (k_3 - k'_3 - |\bar{q}| \cos \theta_X)$$  \hspace{1cm} (S34)

Here $E_i = E_{n,k_3}$, $E_f = E_{n',k'_3}$, the sums are over $\{n', s'\}$, respectively, the final-state fermion Landau-level, and radial quantum numbers, and we have employed the energy and 3-momentum conservation of the problem to obtain the reduced matrix element for X-emission from electrons reads

$$M_{uu'}(r, \phi, z) = g_X \left( \bar{U}(n', s', k'_3, u') \bar{O}_X \bar{U}(n', s', k'_3, u') \right) \exp \left[ i \left( \phi (\ell - \ell') - r |\bar{q}| \sin \theta_X \sin \phi \right) \right]$$  \hspace{1cm} (S35)

One performs the $\phi$ and subsequently the $r$ integral using

$$\frac{1}{2\pi} \int_0^{2\pi} d\phi \exp \left[ i \left( \phi (\ell - \ell') - r |\bar{q}| \sin \theta_X \sin \phi \right) \right] = J_{\ell-\ell'} (|\bar{q}| r \sin \theta_X)$$  \hspace{1cm} (S36)

where we have used $\rho = \gamma r^2$ from Eq. (S19), and defined

$$\bar{x} = \frac{|\bar{q}|^2 \sin^2 \theta_X}{4\gamma}$$  \hspace{1cm} (S38)

In the transition rate, using the Lagurre-Gaussian’s completeness relations, the only $s'$ dependence then reads

$$\sum_{s'=0}^{\infty} (I_{s,s'}(\bar{x}))^2 = 1$$  \hspace{1cm} (S39)
The sum, \( \sum_{n'=0}^{n} d\nu \), over final state fermion Landau-levels can be exchanged by an integral over the difference of initial and final levels, \( \nu = n - n' \),

\[
\sum_{n'=0}^{n} \rightarrow \int_{0}^{\nu} d\nu
\]  

(S40)

In order to ease calculations, we choose a reference-frame in which \( k_3 = 0 \). Results for non-zero, \( k_3 \) can be obtained by boosting along the 3-direction. The initial and final state energies then read

\[
E_i = \sqrt{m^2 + 4n\gamma}, \quad E_f = \sqrt{m^2 + 4(n - \nu)\gamma + |q|^2 \cos \theta_X}, \quad E_q = \sqrt{|q|^2 + m_X^2}
\]  

(S41)

and also

\[
k_3' = -|q| \cos \theta_X
\]  

(S42)

The \( \nu \)-integral can be performed over the \( \delta \)-function using

\[
\int_{0}^{\nu} d\nu \left( E_i - E_f - E_q \right) = 2\gamma \frac{E_i - E_f - E_q}{E_F}
\]  

(S43)

and using the solution

\[
\nu = \frac{2E_iE_q - m_X^2|q|^2 \sin \theta_X^2}{4\gamma}
\]  

(S44)

which, in turn, implies

\[
m_X < E_q < E_i - m, \quad 0 < |q| < \sqrt{(E_i - m)^2 - m_X^2} \equiv q_{\text{max}}
\]  

(S45)

Finally, the transition rate reads

\[
\Gamma_{u'\rightarrow u}^{X} = \frac{1}{2\pi} \int_{-1}^{1} d(\cos \theta_X) \int_{0}^{q_{\text{max}}} d|q| \frac{|q|^2 E_f}{2E_q} \frac{2\gamma}{2E_iE_f} \left( \frac{|M_{uu'}^{\text{LO}}|^2}{4E_iE_f} \right)
\]  

(S46)

where Eq. (S37), (S39), (S41), (S42), and (S44) are assumed.

It is useful to perform a variable change which rescales the momentum integral to the \([0, \infty)\) domain,

\[
y = \frac{1}{\xi_0} \frac{|q|/E_i}{1 - |q|/q_{\text{max}}} \quad \Leftrightarrow \quad |q| = E_i \frac{\xi_0 y}{1 + \xi_0 E_i/y q_{\text{max}}}
\]  

(S47)

where \( \xi_0 \), defined in Eq. (7), is used, foreseeing a small parameter expansion. With \( \xi_0 \ll 1 \), and the small parameter expansions in next subsections, one finds several useful approximate expression which are listed in Sec. VII.

When these results are put in correctly, it turns out that the only meaningful effect of the \( m_X \neq 0 \) is in the (phase-space) integrals over Bessel-K functions, while other effects in \( m_X/m \), and \( m_X^2/E_i^2 \) are sub-leading. In the \( y, \cos \theta_X \) variables, the \( X \)-emission rate can then be written as

\[
\Gamma_{u'\rightarrow u}^{X} = \frac{27}{32\pi(m/E_i)^9 E_i \rho^2 \xi_0} \int_{0}^{\infty} dy \frac{y}{(1 + \xi_0 y)^2} \int_{-1}^{1} d(\cos \theta_X) \frac{|M_{uu'}^{\text{LO}}|^2}{4E_iE_f}
\]  

(S48)

where \( M_{uu'}^{\text{LO}} \) stands for the leading order expansions described in the subsequent sub-sections\textsuperscript{11}

\textsuperscript{11} for similar considerations, we approximate \( E_i/q_{\text{max}} \approx 1 \) Note that we have kept the \( E_iE_f \) factor in the ratio, due to our “particle-physics” normalization of the wave-functions.
B. Small Parameter Expansions of the Matrix Element

In a planner high-energy storage-ring, the particles are ultra-relativistic, \( m \ll E_i \), and the emission of radiation therefore occurs close to the plane of the ring, at small \( |\cos \theta_X| \). The kinematic variables can be expanded in

\[
\epsilon_0 = 1 - \beta^2 = \frac{m^2}{E_i^2}, \quad \epsilon = 1 - \beta^2 \sin^2 \theta_X
\]  
(S49)

which are the small parameters for the synchrotron case \( (\cos^2 \theta_X = \frac{\epsilon_0 - \epsilon}{1 - \epsilon_0}) \). With the emission of a light \( X \) particle, there is another small parameter

\[
\epsilon_x = \frac{m_X^2}{E_0^2} \approx \frac{m_X^2}{|\vec{q}|^2}
\]  
(S50)

where \( E_0 = \sqrt{|\vec{q}|^2 + m_X^2} \), and \(|\vec{q}|\) are the energy and momentum of the \( X \) particle, which is given as a solution to the equation

\[
|\vec{q}|^2 = (E_i - Ef)^2 - m_X^2 = \left( \sqrt{m^2 + 4\gamma n} - \sqrt{m^2 + 4\gamma n + |\vec{q}|^2 \cos^2 \theta_X} \right)^2 - m_X^2
\]  
(S51)

The solution, and additional kinematic variables can be expanded in \( \epsilon_0, \epsilon, \epsilon_x \) to give

\[
|\vec{q}| \approx \sqrt{4\gamma \left( \sqrt{n} - \sqrt{n'} \right)} \left( 1 - \epsilon \left( \frac{\sqrt{n} - \sqrt{n'}}{2\sqrt{n'}} \right) \frac{\epsilon_0}{2} - \epsilon_x \right)
\]  
(S52)

\[
1 - \frac{x}{x_0} \approx 1 - \frac{|\vec{q}|^2 \sin^2 \theta_X}{4\gamma (\sqrt{n} - \sqrt{n'})^2} \approx \sqrt{\frac{n}{n'}} \epsilon + \epsilon_x
\]  
(S53)

where \( x_0 \) is defined below in Eq. (S57). Similarly,

\[
y = \frac{1}{\xi_0} \frac{|\vec{q}|/E_i}{1 - |\vec{q}|/q_{\text{max}}} \approx \frac{4}{3} \xi_0 n \sqrt{\frac{x_0}{n'}} \left( 1 - \frac{\sqrt{nE_0} \epsilon}{n'} \frac{\epsilon_0}{2} \left( 1 + \sqrt{\frac{x_0}{n}} + \frac{x_0}{n} \right) \frac{\epsilon_X}{2} + \frac{x_0}{n} \right)
\]  
(S54)

and

\[
\sqrt{\frac{n}{n'}} = \frac{E_i}{Ef} \approx (1 + \xi_0 y E_i/q_{\text{max}}) \left( 1 + \frac{m_X^2}{2E_i^2} \frac{1 + 2 \xi_0 y}{\xi_0 y} \right)
\]  
(S55)

C. WKB Approximation of The Lagurre Gaussians \( \mathcal{I}_{n,n'}(x) \)

In [4] an approximate form is derived for the Lagurre Gaussian functions, \( \mathcal{I}_{n,n'}(x) \). Here we summarize the relevant results, and generalize them to the massive case. The differential equation for \( \mathcal{I}_{n,n'}(x) \) is

\[
\frac{d^2}{dx^2} \left( x^{1/2} \mathcal{I}_{n,n'}(x) \right) - f(x)x^{1/2} \mathcal{I}_{n,n'}(x) = 0
\]  
(S56)

where \( f(x) = 0 \) is solved by

\[
x_0 \quad x_0' \quad = (n + n' + 1) \mp (4nn' + 2(n + n' + 1))^{1/2} \approx \left( n^{1/2} + n'^{1/2} \right)^{1/2}
\]  
(S57)

and the approximation is for \( n \gg 1, n' \gg 1 \) (as would be appropriate when the Landau-level describes a macroscopic classical trajectory in the storage-ring).

Equation (S56) is a Schrödinger-like equation for \( (x^{1/2} \mathcal{I}_{n,n'}(x)) \). An approximate solution can be obtained close to the turning points of the potential \( \{x_0, x_0'\} \) using the WKB method. Sokolov & Ternov [4] obtain

\[
\mathcal{I}_{n,n}(x) = \frac{1}{\pi \sqrt{3}} \left( 1 - \frac{x}{x_0} \right)^{1/2} K_{1/3}(z)
\]

\[
\mathcal{I}_{n,n}(x') = \left( \frac{n^{1/4}}{\pi \sqrt{3 \xi_0}} \right) \left( 1 - \frac{x}{x_0} \right)^{1/2} K_{2/3}(z)
\]  
(S58)
where the $0^+$ notation indicates that $x$ is close to, but larger than $x_0$, and

$$z = \frac{2}{3} (x_0^2 n^2)^{1/4} \left( 1 - \frac{x}{x_0} \right)^{3/2} \quad (S59)$$

$$I_{n,n'}(x) = \sqrt{x} \left( \frac{n - n'}{2} \right) \frac{I_{n,n'}(x) - I_{n,n'}(x)'}{2x} \quad (S60)$$

$$I_{n-1,n'}(x) = \sqrt{x} \left( \frac{n - n'}{2} \right) \frac{I_{n,n}(x) + I_{n,n'}(x)'}{2x} \quad (S61)$$

$$I_{n-1,n'-1}(x) = \frac{x}{n n'} \left( \frac{n + n'}{2} \right) \frac{I_{n,n}(x) - I_{n,n'}(x)'}{2x} \quad (S62)$$

Using the small parameter approximations of Sec. [VB] we find

$$1 - \frac{x}{x_0} \approx \sqrt{n} \left( \epsilon + \frac{n'}{n \epsilon x} \right) = \sqrt{n} \left( \epsilon + \frac{m_X^2}{E_i^2} \frac{1 + \xi_0 y}{(\xi_0 y)^2} \right) \quad (S63)$$

$$z \approx \frac{1}{2} y \epsilon_0 \left( \epsilon + \frac{n'}{n \epsilon x} \right)^{3/2} = \frac{1}{2} y \epsilon_0 \left( \epsilon + \frac{m_X^2}{E_i^2} \frac{1 + \xi_0 y}{(\xi_0 y)^2} \right)^{3/2} \quad (S64)$$

so that

$$\begin{pmatrix} I_{n,n'}(\bar{x}) \\ I_{n,n'-1}(\bar{x}) \\ I_{n-1,n'}(\bar{x}) \\ I_{n-1,n'-1}(\bar{x}) \end{pmatrix} = \frac{\sqrt{1 + \xi_0 y E_i / q_{\text{max}}}}{\pi \sqrt{3}} \left( 1 + \frac{m_X^2}{4 E_i^2} \frac{1 + 2 \xi_0 y}{\xi_0 y} \right) \left( \epsilon + \frac{m_X^2}{E_i^2} \frac{1 + \xi_0 y}{(\xi_0 y)^2} \right)^{1/2}$$

$$\begin{pmatrix} K_{1/3}(z) + \frac{1}{(1 + \xi_0 y) \left( 1 + \frac{m_X^2}{4 E_i^2} \frac{1 + 2 \xi_0 y}{\xi_0 y} \right)} \left( \epsilon + \frac{m_X^2}{E_i^2} \frac{1 + \xi_0 y}{(\xi_0 y)^2} \right)^{1/2} K_{2/3}(z) \\ -\frac{1}{1 + \xi_0 y} \left( 1 + \frac{m_X^2}{4 E_i^2} \frac{1 + 2 \xi_0 y}{\xi_0 y} \right) \left( \epsilon + \frac{m_X^2}{E_i^2} \frac{1 + \xi_0 y}{(\xi_0 y)^2} \right)^{1/2} K_{1/3}(z) \end{pmatrix} \quad (S65)$$

VI. INTEGRAL EVALUATION

The Bessel-K functions we use as a result of the WKB approximation (Sec. [VC]) lead to angular integrals of the form

$$I(a, b, c, d) \equiv \int_{-1}^{1} d \cos \theta \left( \epsilon + \frac{m_X^2}{E_i^2} \frac{1 + \xi_0 y}{(\xi_0 y)^2} \right)^a \cos^d \theta K_\theta(z) K_c(z) \quad (S66)$$

where $a \in \{1, 3, 5\}$, $b, c \in \{1, 3\}$, $d$ is a non-negative even integer, and $z$ is given in Eq. (S64), and $\epsilon = (1 - \epsilon_0) \cos^2 \theta + \epsilon_0$ via Eq. (S49). The integrand in Eq. (S66) is an even function of $\cos \theta$ on the $[-1, 1]$ domain. In addition, the Bessel-K functions decay quickly for large arguments. The integral can then be approximated by evaluating the integral in the domain $[0, \infty)$, and multiplying by 2. This class of integrals has been evaluated in [S5], with the results given as a recursion relation (see also [24], and [31]). We apply the prescription and obtain results for the case of massive particles. We define

$$\zeta \equiv \left( 1 + \frac{1 + \xi_0 y}{(\xi_0 y)^2} \frac{m_X^2}{m^2} \right) \quad (S67)$$
and find

\[ I(1, \frac{1}{3}, \frac{1}{3}, 0) = \frac{2\pi}{\sqrt{3}y} \xi_0^{3/2} \int_{y^{\xi_{3/2}}}^{\infty} K_{1/3}(x) \, dx \] (S68)

\[ I(1, \frac{1}{3}, \frac{1}{3}, 2) = \frac{\pi}{\sqrt{3}y} \xi_0^{5/2} \zeta \left( \int_{y^{\xi_{3/2}}}^{\infty} K_{5/3}(x) \, dx - K_{2/3}(y^{\xi_{3/2}}) \right) \] (S69)

\[ I(1, \frac{1}{3}, \frac{1}{3}, 4) = \frac{\pi}{2\sqrt{3}y} \xi_0^{7/2} \zeta^{1/2} \left( K_{1/3}(y^{\xi_{3/2}}) - \frac{3y^{\xi_{3/2}}}{2} \left( \int_{y^{\xi_{3/2}}}^{\infty} K_{5/3}(x) \, dx - K_{2/3}(y^{\xi_{3/2}}) \right) \right) \] (S70)

\[ I(2, \frac{2}{3}, \frac{2}{3}, 0) = \frac{\pi}{\sqrt{3}y} \xi_0^{5/2} \zeta \left( \int_{y^{\xi_{3/2}}}^{\infty} K_{5/3}(x) \, dx + K_{2/3}(y^{\xi_{3/2}}) \right) \] (S71)

\[ I(2, \frac{2}{3}, \frac{2}{3}, 2) = \frac{\pi}{6\sqrt{3}y^2} \xi_0^{7/2} \left( 5\zeta^{1/2} K_{1/3}(y^{\xi_{3/2}}) + \frac{3y^{\xi_{3/2}}}{2} \left( \int_{y^{\xi_{3/2}}}^{\infty} K_{1/3}(x) \, dx - K_{2/3}(y^{\xi_{3/2}}) \right) \right) \] (S72)

\[ I(\frac{3}{2}, \frac{1}{3}, \frac{2}{3}, 0) = \frac{2\pi}{\sqrt{3}y} \xi_0^{5/2} \zeta^{1/2} K_{1/3}(y^{\xi_{3/2}}) \] (S73)

\[ I(\frac{3}{2}, \frac{1}{3}, \frac{2}{3}, 2) = \frac{2\pi}{3\sqrt{3}y^2} \xi_0^3 \int_{y^{\xi_{3/2}}}^{\infty} K_{1/3}(x) \, dx \] (S74)

In presenting our results, we follow [4] and use the relation

\[ K_{1/3}(\alpha) + K_{5/3}(\alpha) = -2 \frac{d}{d\alpha} K_{2/3}(\alpha) \] (S76)

**VII. USEFUL EXPANSIONS OF KINEMATIC VARIABLES**

Some useful expansions

\[ |\vec{q}| = Е_1 \frac{\xi_0 y}{1 + \xi_0 y Е_i/\eta_{\text{max}}} \] (S77)

\[ E_f = Е_1 \frac{1}{1 + \xi_0 y Е_i/\eta_{\text{max}}} \left( 1 - \frac{m_x^2 Е_i^2}{2 Е_i^2} \right) \] (S78)

\[ k'_f E_f = -\xi_0 y \cos \theta_X \left( 1 + \frac{m_x^2 Е_i^2}{2 Е_i^2} \right) \] (S79)

\[ \sqrt{1 - \frac{k'_f^2}{E_f^2}} = 1 - \frac{1}{2} \xi_0 y^2 \cos \theta_X^2 \left( 1 + \frac{m_x^2 Е_i^2}{2 Е_i^2} \right) \] (S80)

\[ E_f^2 - k'_f^2 = \left( Е_1 \frac{1}{1 + \xi_0 y Е_i/\eta_{\text{max}}} \right)^2 \left( 1 - \frac{m_x^2 Е_i^2}{Е_i^2} \right) \left( 1 + \frac{m_x^2 Е_i^2}{2 Е_i^2} \right) \] (S81)

\[ E_i \approx Е_1 \left( 1 + \frac{m_x Е_i}{Е_i^2} + \frac{m_x^2 Е_i^2}{2 Е_i^2} \right) \] (S82)

**VIII. SPIN-1 POLARIZATION VECTORS**

The transverse and longitudinal polarization vectors for spin-1 are

\[ \left( \xi^T \right)_\mu^{\chi=\pm} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0, \ 1, \ i \chi \cos \theta_X, \ -i \chi \sin \theta_X \end{pmatrix} \] (S84)

\[ \left( \xi^L \right)_\mu = \left( \frac{\eta_1}{m_X}, \ 0, \ \frac{E_i}{m_X} \sin \theta_X, \ \frac{E_e}{m_X} \cos \theta_X \right) \] (S85)
IX. FULL RESULTS OF SPIN-FLIP TRANSITION RATES

The spin-flip transition-rate by $X$-emission,

$$\Gamma_X^e(u) \equiv \Gamma_H(e^- (u) \rightarrow e^- (-u) \gamma).$$

(S86)

depends on the initial spin state of the fermion, $u = +1, -1$ for "up" and "down" respectively. The emitting state is an electron of mass $m$, and energy $E_i$, and the bending radius is $R$. We define

$$y = \frac{1}{\xi_0} \frac{|q|/E_i}{1-|q|/q_{\text{max}}},$$

(S87)

$$\zeta = \left(1 + \frac{1 + \xi_0 y m^2_X}{(\xi_0 y)^2} \right),$$

(S88)

$$K \equiv \int_{y\zeta^{3/2}}^\infty dx K_{5/3}(x), \quad \bar{K} \equiv \int_{y\zeta^{3/2}}^\infty dx K_{1/3}(x),$$

(S89)

$$K_{1/3} = K_{1/3}(y\zeta^{3/2}), \quad K_{2/3} = K_{2/3}(y\zeta^{3/2}).$$

(S90)

The rates for the various $X$ are given by

$$\frac{d\Gamma_X^e}{dy} = g_V^2 \frac{\sqrt{3} E_i}{2\pi^2 m \rho} \left( \frac{1}{1 + \xi_0 y^2} \right) \frac{m^2}{m^2} K + \frac{2(\xi_0 y)^2}{(1 + \xi_0 y)^3} \left( K_{2/3} + u \zeta^{1/2} K_{1/3} \right),$$

(S91)

$$\frac{d\Gamma_V^e}{dy} = g_V^2 \frac{\sqrt{3} E_i}{2\pi^2 m \rho} \left( \frac{m^2 m^2}{16 E_i} \right) \frac{(\xi_0 y)^2}{1 + \xi_0 y} \left(2 \zeta - \frac{\zeta^{1/2}}{2} - \frac{8 u}{3 y} K + \left(-2 \zeta + \frac{\zeta^{1/2}}{2} + \frac{16 u}{3 y} K_{2/3} + \frac{5 \zeta^{1/2}}{3 y} K_{1/3} \right) \right),$$

(S92)

$$\frac{d\Gamma_A^e}{dy} = g_A^2 \frac{\sqrt{3} E_i}{2\pi^2 m \rho} \left( \frac{2(1 + \xi_0 y)^2}{(1 + \xi_0 y)^2} \right) \frac{m^2}{m^2} K + \frac{2(2 + \xi_0 y)^2}{(1 + \xi_0 y)^3} \left( K_{2/3} + u \zeta^{1/2} K_{1/3} \right),$$

(S93)

$$\frac{d\Gamma_A^e}{dy} = g_A^2 \frac{\sqrt{3} E_i}{2\pi^2 m \rho} \left( \frac{m^2}{m^2} \right) \frac{(\xi_0 y)^2}{1 + \xi_0 y} \left( (\zeta - 2) K + (4 + \zeta) K_{2/3} + 4 u \zeta^{1/2} K_{1/3} \right)$$

$$+ \frac{2 m^2}{m^2} \frac{1}{(1 + \xi_0 y)^2} \frac{-\bar{K}}{1 + \xi_0 y} - \frac{4 u \zeta^{1/2}}{(1 + \xi_0 y)^2} K_{1/3},$$

(S94)

$$\frac{d\Gamma_S^e}{dy} = g_S^2 \frac{\sqrt{3} E_i}{2\pi^2 m \rho} \left( \frac{8(\xi_0 y)^2}{(1 + \xi_0 y)^3} \right) (K + K_{2/3}),$$

(S95)

$$\frac{d\Gamma_A^e}{dy} = g_A^2 \frac{\sqrt{3} E_i}{2\pi^2 m \rho} \left( \frac{(\xi_0 y)^2}{1 + \xi_0 y} \right) \left( (\zeta - 2) K + (4 + \zeta) K_{2/3} + 4 u \zeta^{1/2} K_{1/3} \right),$$

(S96)

where for the massive vector, and axial-vector cases we distinguish between the transverse, and longitudinal modes, denoting them by $T$ and $L$ respectively.

The result of Sec. IV B are obtained by taking the limit $m \xi_0 \rightarrow 0$, (or $\xi \rightarrow 1$). In this limit, the order of the $y$ and $x$ integrals can be interchanged with explicit expression for the limits, and the integrals are straightforward to preform after an expansion in $\xi_0$. 