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Abstract: Managerial decision-making is a complex process that has several problems. The more heterogeneous the system, the more immeasurable, non-numerical information it contains. To understand the cognitive processes involved, it is important to describe in detail their components, define the dependencies between components, and apply relevant algorithms for scenario modelling. Fuzzy cognitive maps (FCMs) is the popular approach for modeling a system’s behavior over time and defining its main properties. This work develops a new algorithm for scenario analysis in complex systems represented by FCMs to provide support for decision-making. The algorithm allows researchers to analyze system-development scenarios to obtain the required change to the system’s components that leads to the target state. The problem of determining a system’s initial state is most conspicuous when constructing a compound or unbalanced fuzzy maps. Currently, a brute force algorithm is used to calculate the steps needed to approach a target, but that takes exponential time. The paper describes a new algorithm to obtain the initial values of the controlled concepts in fuzzy cognitive maps using the theory of neutrosophic fuzzy equations. This approach reduces the time needed to find the optimal solution to a problem, and it allows inverse problems to be solved in the fuzzy cognitive maps as a part of the scenario-modeling framework.
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1. Introduction

Cognitive modeling is the universal tool for solving governance problems in semi-structured (weakly formalized) systems. Fuzzy cognitive maps, initially introduced by [1], is one of the most popular cognitive modeling techniques. It combines neural networks and fuzzy logic to predict changes in concepts represented in the causal maps. The structure of fuzzy cognitive maps is based on a list of numerical or abstract concepts determined by experts and the causal relationships among them. These relationships are defined as weights on the edges of the graph and can be obtained from expert interviews or statistical data analysis.

The advantage of fuzzy cognitive maps is its dynamic nature: it allows us to determine the particular state of a system and its development over time. In the past decade, fuzzy cognitive maps has been widely used in various scientific fields such as the social and political sciences, medicine, engineering, governance, information technology, robotics, education, forecasting and the environment [2].

The application of fuzzy cognitive maps is not limited to the representation of causal relationships: they also contain the flows of information and are used to simulate external...
system influences. Additionally, they simulate changes in the system for each time step because each the calculation of each successive state is based on the values of the previous one.

The majority of the authors in the FCM domain describe the problem of direct modelling, in particular ascertaining the new states of target concepts after an external change to the controlled concepts. This approach is widely used to solve problems of complex systems development and time series forecasting [3–10]. Various research groups are focusing on different aspects of the direct modeling problem: Wei et al. describe the learning method in FCMs as a convex optimization problem with constraints and solved it using classic interior-point methods [11]; Concepcion et al. used the theorem to prove that the state space of an FCM shrinks infinitely and converges to a limited state space [12]; and Mazzuto et al. found a way to create FCMs by incorporating the information carried by a large dataset [13]. Another block of research is focused on the selection of subsystems within fuzzy cognitive maps (FCMs) [14] or multi-weighted FCMs [15].

The main focus of this article is on the analysis of the solution to the inverse-modeling problem, which is the process of defining the required change in the concepts of controlled fuzzy cognitive maps so that the system can achieve the target state with a certain level of confidence [16]. In the case of socio-economic FCMs, solving the inverse-modeling task will allow analysts to obtain optimal management decisions during organizational strategic planning [17].

Several articles [18–22] considered the possibility of using neutrosophic fuzzy equations to solve the problem. The main focus of these works was to solve neutrosophic fuzzy equations for fuzzy relational maps [23]. These differ from fuzzy cognitive maps in that they separate causal associations into two disjoint units so that the concepts of the domain and range spaces do not overlap [18]. In addition, this approach assumes that no intermediate relationship exists between elements or domain nodes and elements of range spaces; however, for the many complex systems described in [24–26], this simplification is not applicable.

The article proposed an approach to finding the initial states of the target concepts in the complex FCMs by solving adjusted neutrosophic fuzzy equations. Additionally, minimal correction of the target state and the adjustment of the FCM structure was presented when a solution to the original neutrosophic fuzzy equation did not exist.

This article is structured as follows: the second section provides background information on the theory of fuzzy cognitive maps, gives inverse problem statements, and describes the proposed algorithm, including methods of minimal correction and adjustment to the fuzzy cognitive maps structure. In the third section, the results of applying the proposed method to various complex fuzzy systems described in the literature are presented. Finally, the fourth section contains a discussion of the method and a potential direction for future research.

2. Materials and Methods

Formally defined, a fuzzy cognitive map is a causal network that reflects some area of knowledge and has the following representation (1):

$$G = < E, W >,$$

where $E = e_1, e_2, \ldots, e_n$ (a set of concepts), and $W$ is a matrix of link weights on the set $E$, which defines the relation between them.

The concepts $e_i$ and $e_j$ are considered in relation $w$ ($e_i, e_j$ or $e_i,w,e_j$) such that a change in the state of $e_i$ (cause) leads to a change in the state of $e_j$ (effect). In the terminology of cognitive analysis, in this case, concept $e_i$ influences concept $e_j$. There are three types of weights that exist in fuzzy cognitive maps [18]: $w_{ji} > 0$ represents a positive causal relationship; $w_{ji} < 0$ represents a negative causal relationship; and $w_{ji} = 0$ means there is no relationship between nodes.
The concepts themselves can be presented as both relative (qualitative) indicators (e.g., popularity, social tension) and absolute (quantifiable) values (e.g., price, emissions or distance). A simple fuzzy cognitive map example is presented in Figure 1.

![Figure 1. Simple fuzzy cognitive map schema.](image)

2.1. Inverse Task for a Controlled Cognitive Process

The state of a complex system is a vector of influences on controlled concepts since only these are accessible to direct influence. The values of the controlled concepts are affected by external flows such as managerial decisions in socio-economic systems. The rest of the concepts, including the targets, are influenced indirectly through the controlled ones. The value of a controlled concept can be increased, decreased, or left unchanged. In the case of the impulse, the values can be changed to varying degrees within the specified scale.

The target state of the system is defined by a vector to which the values of the corresponding target concepts should be as close as possible during dynamic modeling. It is required that the relative change of the target concepts and the consonance (the degree of confidence in the attainability) be set. As the value of the consonance increases, confidence in the sign of influence increases [27].

To solve the inverse problem, let us consider in detail the structure of the fuzzy cognitive maps. From the original matrix, we have

\[
\begin{align*}
W &= \begin{bmatrix} w_{ij} \end{bmatrix}, \quad \text{sub-matrix of conditions;} \\
A &= \begin{bmatrix} a_{ij} \end{bmatrix}_{n \times n}, \quad \text{control} \\
B &= \begin{bmatrix} b_{ij} \end{bmatrix}_{n \times n}, \quad \text{target} \\
C &= \begin{bmatrix} c_{ij} \end{bmatrix}_{m \times n}, \quad \text{and direct influence} \\
D &= \begin{bmatrix} d_{ij} \end{bmatrix}_{m \times n}, \quad \rightarrow s_{k+1} = W \circ s_k
\end{align*}
\]

Equation (2) defines the rules for changing the weight of vertices in the model. The vector \( s_k \) can be split into the corresponding vectors \( \vec{u}_k, \vec{x}_k, \vec{y}_k \), where, by analogy to the traditional theory of linear systems, \( \vec{u}_k \) is the vector of control concepts; \( \vec{x}_k \) is the vector state concepts; and \( \vec{y}_k \) is the vector of target concepts. In the algorithm of selection, elements containing 0 in the rows of the matrix \( W \) belong to the target \( B \), and those containing 0 in the columns belong to the control \( C \). As a result, we have solutions to the direct scenario modeling (3) and (4):

\[
\begin{align*}
\vec{x}_{k+1} &= A \circ \vec{x}_k \lor B \circ \vec{u}_k, \\
\vec{y}_k &= C \circ \vec{x}_k \lor D \circ \vec{u}_k
\end{align*}
\]

or

\[
\begin{align*}
\vec{x}_k &= A^* \circ \vec{u}_0, \\
\vec{y}_k &= C \circ A^* \circ B \circ \vec{u}_0 \lor D \circ \vec{u}_0
\end{align*}
\]

where, \( A^* = \bigvee_{k=0}^{\infty} A_k \) —transitive closure in fuzzy regular matrix algebra. The calculation of the transitive matrix in an FCM defined the indirect connections in the map and displayed them using weights in the state matrix \( X \) for time \( t \), when the system converged to a stable state with an initial change in the constant control vector.
To solve the inverse task in this work, we proposed using the mathematical apparatus of neutrosophic fuzzy equations for which we reviewed its basic theoretical concepts. The idea is built on the theory of neutrosophic sets [28]—of which the FCM is a specific type—which are used to represent knowledge and reason. Neutrosophic sets are generalized fuzzy sets that allow for the inclusion of indeterminacy and uncertainty. This makes them more expressive and flexible than fuzzy sets but also more difficult to work with. For example, by using neutrosophic sets the function of superposition of possible states of electromagnetic waves may be simulated by a neutrosophic function, i.e., a function that has values that are not unique to each argument from the definition domain. Compared to neutrosophic sets, FCMs are more limited in their expressiveness but are easier to work with.

Let \( X, Y, Z \) be discrete, crisp sets of finite cardinality \( m, n \) and \( k \), respectively, and let \( \tilde{A}(X, Y), \tilde{X}(Y, Z), \tilde{B}(X, Z) \) be fuzzy matches. Let there be a composition

\[
\tilde{A} \circ \tilde{X} = \tilde{B},
\]

where \( \circ \) is the operation of fuzzy composition in the theory of fuzzy logic (5) that corresponds to matrix Equation (6).

\[
\mathbf{A} \circ \mathbf{X} = \mathbf{B},
\]

where \( \mathbf{A}_{n \times m}, \mathbf{X}_{m \times k}, \mathbf{B}_{n \times k} \) is the matrix representation of \( \mathbf{A}, \mathbf{X} \) and \( \mathbf{B} \), respectively. Consider the inverse modeling problem for fuzzy correspondences:

1. the definition of \( \mathbf{A} \) with known \( \mathbf{X}, \mathbf{B} \) and \( \circ \)
2. the definition of \( \mathbf{X} \) with known \( \mathbf{A}, \mathbf{B} \) and \( \circ \)

By analogy with the terminology of matrix algebra, the first is called the left and the second the right neutrosophic fuzzy equation. Note that, since the t-norm is commutative for \( \circ = (\max, T) \), problem 2 reduces to 1; that is, in this case, it is sufficient to consider only left-handed equations.

If the neutrosophic fuzzy equation contains a composition of an unknown row vector and a given matrix or a given matrix with an unknown column vector, then the solution is reduced to solving a system of fuzzy polynomial equations. Let us consider the basic concepts using the example of a system of fuzzy polynomial equations with the composition operation max–min and denote it as \( \mathbf{A} \cdot \mathbf{X} = \mathbf{B} \):

\[
\begin{bmatrix}
(a_{11} \land x_{11}) \lor \ldots \lor (a_{1n} \land x_{1n}) = b_1, \\
\ldots \\
(a_{m1} \land x_{m1}) \lor \ldots \lor (a_{mn} \land x_{mn}) = b_m.
\end{bmatrix}
\]

The complete set of solutions of a solvable finite system of left neutrosophic fuzzy equations is determined by the maximum solution and a finite number of minimum solutions. The set of solutions of fuzzy equations is convexly ordered; that is, if \( (x_{ij}) \) and \( (y_{ij}) \) are two different solutions and \( x_{ij} > z_{ij} > y_{ij} \) for any \( i \) and \( j \), then \( (z_{ij}) \) will also be a solution. Therefore, the main task is to find the base and all the branches of this equation. The system of fuzzy polynomial equations is solvable if the system has a maximum solution that can be found with an analytical expression [29] as described in Algorithm 1.
Algorithm 1: Determination of the maximum solution and solvability.

1. Initialize the vector \( \hat{X} = (\hat{x}_{ij}) \), where \( \hat{x}_{ij} = 1 \) for \( j = 1 : n \).
2. Initialize the boolean vector \( IND \) with \( IND_i = \text{FALSE} \) for \( i = 1 : m \).
3. For each \( j = 1 : n \) and for each \( i = 1 : m \):
   (a) If the \( j \)-th column \( A(j) \) contains \( a_{ij} \), for which \( a_{ij} = 1 \) set \( IND_i = \text{TRUE} \).
   Determine \( \hat{b}_j \) as:
   \[
   \hat{b}_j = \begin{cases} 
   v_{ij}, & \text{if } a_{ij} > b_j, i = 1, \ldots, m, \\
   1, & \text{otherwise}
   \end{cases}
   \]
   (b) Update \( X \)—assign \( x_j = \hat{b}_j \). Check if there is another \( i \) such that \( a_{ij} \) for which \( a_{ij} > b_i, ab_i = b_j \). If so, correct the \( IND_i = \text{TRUE} \) value.
   (c) Check if there is another \( i \) such that \( a_{ij} = \hat{b}_i \). If so, correct the value \( IND_i = \text{TRUE}, x_j = \hat{b}_j \). Move on to the next \( j \).
4. Check that for all \( i = 1 : m \) vector \( IND = \text{TRUE} \):
   (a) If \( IND_i \) is \( \text{FALSE} \) for some \( i \), the system \( A \odot B \) is unsolvable and \( i \) is the number of the unsolvable equation for the system. Go to Step 5.
   (b) If \( IND_i \) is \( \text{TRUE} \) for all \( i = 1 : m \), system \( A \odot B \) is solvable, and its maximum solution is \( X \).
5. End of the algorithm.

If \( H_i \) denotes the number of \( H \)-type coefficients in the \( i \)-th equation \( A \cdot X = B \), then the number of potential minimum solutions of the system of fuzzy polynomial equations (7) does not exceed
\[
P_{N_1} = \prod_{i=1}^{m} |H_i|.
\] (8)

Current work has been focused on the algorithm to obtain the minimum solutions in the optimal time. Currently, various methods are used to find the minimal solutions to the neutrosophic fuzzy equations: algebraic–logical [30–35], characteristic matrix and decomposition [36,37], cover [38,39], bind variables [40,41], partitions and irreducible paths [42] and solutions-based matrix [43]. Algorithms have exponential complexity in relation to consumed memory and time [29]. The algorithm proposed in our work is also exponential but based on the dominance and use of list enumeration operations to find only the lower solutions. Thus, it implements a faster approach and is the most efficient among all available algorithms.

The proposed algorithm is focused on the selection of determinate concepts in the system of fuzzy polynomial equations to minimize the list enumeration operations. This approach is based on the idea of finding all the selected elements \( A_{ij} \) in \( A \) that are solutions of the \( i \)-th (i.e., \( A_{ij} \odot X_j = B_j \)). Next, we assign \( X_j \) the value of the corresponding \( B_j \), when the coefficient \( A_{ij} \) is a part of the solution, or 0 otherwise. Some solutions are neither bottom nor top. To obtain only the minimal solutions and not consider intermediate one in the computation, the method based on the concept of dominance was used [31] in combination with list enumeration operations. The idea of dominant solutions was first considered by Pappis and Sugeno [36]. The algorithm is presented schematically in Figure 2 and in Algorithm 2.
Algorithm 2: Obtaining lower solutions from $\hat{M}$.

1. Form the sets $M$ and $\hat{M}$.
2. Initialize the solution vector $\hat{X}_0(j) = 0$, $j = 1, n$.
3. Initialize a vector of $\text{rows}(i)$, $i = 1, m$, which contains all sequential line numbers—indices $i$ for every $M_i \in M$.
4. Initialize $i$ equal to the first element from $\text{rows}$.
5. Initialize $\text{sols}$ as an empty set of vectors, which will be the set of all minimal solutions for the current problem.
6. Check if $\text{rows} \neq \varnothing$. If yes, add $\hat{X}_{ij}$ into the vector $\text{sols}$ and proceed to step 8.
7. For each $i$ in $\text{rows}$, expand the set $M_i$: for each $j \in M_i$ create a copy $\hat{X}_0 - \hat{X}_{ij}$ and assign its $j$-th element the value $b_i$. Remove $i$ from the $\text{rows}$ vector.
   Return to Step 6 with the new $\text{rows}$ and $\hat{X}_{ij}$ values obtained from this step.
8. End of the algorithm.

Assume that the system $A \circ X = B$ is solvable and $X$ is the largest solution. Using $X$, marks all coefficients that contributed to the solution of the system. For each equation $i = 1, m$, the set $M_i$ is initialized. It would contain a list of all indices $j$ of the coefficients $A_{ij}$ that contributed to the solution of the $i$-th equation $A_{ij} \circ X_j = B_i$.

**Definition 1.** The set $M_i$, has elements that are indices. $j \in \{1, \ldots, n\}$ in the $i$-th equation (7) where $a_{ij} \wedge \hat{x}_j = b_i$, is called the marking set for the $i$-th equation (7) in ascending order. If $j$ is an element of $M_i$, then $a_{ij}$ is an H-type coefficient, but the reverse is not always true: there may be an H-type coefficient $a_{ij}$ but $j$ does not belong to $M_i$. Therefore, $|M_i| \leq |H_i|$, where $|M_i|$ is the power of $M_i$, and $|H_i|$ is the power of $H_i$.

**Definition 2 ([31]).** Let $A_l$ and $a_k$ be the $l$-th and $k$-th equations, respectively, in (7) and $b_l \geq b_k$. Equation $A_l$ is called dominant with respect to equation $A_k$ if for each $j = 1, n$, and the following holds: if $a_{lj}$ is an H-type coefficient, then $a_{kj}$ is also an H-type coefficient.

If $A_l$ is the dominant equation for $A_k$ in (7), then whenever $A_l$ satisfies the solution to (7), this solution also satisfies $A_k$. Therefore, $A_k$ is a redundant equation.

For example, in

$$
(A^* : B) = \begin{pmatrix}
0 & 0 & 0.9 & 0.9 & 0 & : 0.9 \\
0 & 0.9 & 0 & 0 & 0 & : 0.9 \\
0 & 0 & 0 & 1 & 0 & : 0.7 \\
1 & 0.7 & 0 & 0 & 0.7 & : 0.7 \\
0.5 & 0 & 0.5 & 0 & 0 & : 0.5
\end{pmatrix}
$$

(9)

the third equation dominates the last, and the last equation is redundant. According to (8), $PN_1 = 2 * 2 * 1 * 3 = 24$, and after removing the last redundant equation $PN_2 = 12$.

Instead of working with dominant equations, we used labeling sets because they all have the properties of initial equations for finding solutions. Thus, we reduced the time complexity of building solutions by optimizing the selection of objects for which the search was performed.
Form marking $\mathbf{M}$ and dominant $\mathbf{M}$ sets

Initialize the solution vector $X_0(j) = 0, j = 1, \ldots, n$

Initialize a vector of $\text{rows}(i), i = 1, m$, which contains all sequential line numbers - indices $i$ for every $M_i \in \mathbf{M}$.

Initialize $\mathbf{sol}$ as an empty set of vectors, which will be the set of all minimal solutions for the current problem.

Check if $\text{rows} \neq \emptyset$.

Yes

Add $X_0$ into the vector $\mathbf{sol}$.

No

For each $i$ in $\text{rows}$, expand the set $M_i$: for each $j \in M_i$ create a copy $X_0 - X_j$ and assign its $j$-th element value $b_j$. Remove $i$ from $\text{rows}$ vector.

End of the algorithm.

Figure 2. Algorithm for obtaining a lower solution from $\hat{\mathbf{M}}$.

**Definition 3.** Let $M_l, M_k$ belong to the marking sets for $\mathbf{M}$ (7) and $b_l \geq b_k$. If $M_l$ is a subset of $M_k$, then $M_l$ is called the dominant set over $M_k$, and $M_k$ is called the dominated set by $M_l$.

The set of all dominant labeling sets for (7) is denoted by $\hat{\mathbf{M}}$. Each $M_i$ from $\hat{\mathbf{M}}$ corresponds to the $i$-th row in $\mathbf{A}$ or the $i$-th equation in (7).

The number of lower solutions now does not exceed the estimate of

$$PN_2 = \prod_{i=1}^{m} |M_i|, \text{ where } M_i \in \hat{\mathbf{M}}.$$  \hspace{1cm} (10)

If we compare (8) and (10), clearly, $PN_1 \geq PN_2$.

The new matrix $\check{\mathbf{A}} = (\hat{a}_{ij})$ was obtained from $\mathbf{A}^*$ and $\hat{\mathbf{M}}$. The dominated sets were removed and $\check{\mathbf{A}}$ had the same solutions as $\mathbf{A}$ (11).

For example, in (9), after removing the dominant equations, we had

$$\check{\mathbf{A}} : \mathbf{B} = \begin{pmatrix} 0 & 0 & 0.9 & 0 & 0 : 0.9 \\ 0 & 0 & 0 & 0 & 1 : 0.7 \\ 1 & 0.7 & 0 & 0 & 0.7 : 0.7 \end{pmatrix}$$  \hspace{1cm} (11)
The maximum solution corresponded to the weights of the input concepts in the cognitive map for conservative system modeling; the minimum solution corresponded to democratic or minimum possible effects on the control concepts of the system.

2.2. Method of Minimum Adjustments in the Absence of an Explicit Solution to the Inverse Modeling Problem

When working with real systems presented by FCMs, there are often cases when the initially set target indicators are unattainable and lead to system undecidability. When looking for the maximum solution for neutrosophic fuzzy equations, we determined whether the original system were solvable for defined target concepts.

If \( a_{ij} \land \hat{x}_j = b_i \) (or \( a^*_{ij} \land \hat{x}_j = b_i \)), the coefficients \( a_{ij} \) and \( a^*_{ij} \), respectively, are called the determining coefficients of the neutrosophic fuzzy equation. \( A \circ X = B \) is soluble if there is at least one determining factor for each \( i = 1 : m \); otherwise, it is unsolvable, but it is possible to determine the equation that made the system unsolvable.

In the absence of a solution for the given target indicators, it was suggested that the adjusted values of column \( b \) be found. For that it was necessary to substitute the obtained values into the original equation for the maximum solution to the system of equations. As a result, we obtained the vector of the minimum adjustments to target indicators \( b_{upd} \), which was always \( \leq b_i \).

2.3. Method for Optimizing the Structure of the Fuzzy Cognitive Maps and Allocation of Dedicated Control Concepts in the Primary Structure of the Map

In the initial structure of the map, the control and target vectors were not always highlighted as is required by the structure of the equation solution algorithm for finding the target system state defined by the expert. To highlight these vectors a method was proposed in which additional concepts were injected into the fuzzy cognitive maps that had a single connection with the target or control concepts defined by the expert. Such additional “buffer” concepts kept the values of the parameters and made isolating the concepts of states possible.

3. Experimental Results

The algorithm was applied to the FCM of the transport problem Figure 3.
The control concepts in this system were “fuel economy” and “population size”, and the target concepts were “cost of travel”, “air pollution”, “number of accidents” and “probability of being late”.

\[
A = \begin{pmatrix}
0.00 & 0.42 & 0.693 & 0.007 \\
0.42 & 0.00 & 0.007 & 0.693 \\
0.00 & 0.42 & 0.693 & 0.007 \\
0.42 & 0.00 & 0.007 & 0.693 \\
0.00 & 0.00 & 0.300 & 0.005 \\
0.00 & 0.00 & 0.005 & 0.300 \\
0.00 & 0.00 & 0.200 & 0.015 \\
0.00 & 0.00 & 0.015 & 0.200 \\
\end{pmatrix}
\]  

(12)

The target system state was defined by the vector (13):

\[
B = (0.10 \ 0.082 \ 0.10 \ 0.82 \ 0.10 \ 0.82 \ 0.10 \ 0.082)
\]

(13)

With this formulation of the target vector, the solution does not exist since the equations in (12) are unsolvable. Let us find a new target vector (14) according to 1.

\[
B = (0.10 \ 0.082 \ 0.10 \ 0.82 \ 0.043 \ 0.035 \ 0.029 \ 0.024)
\]

(14)

This system is solvable and is represented by the minimum and maximum solution in Tables 1 and 2:

**Table 1.** Minimum solution to the inverse problem in the transportation system.

| Concept         | Weight | Consonance |
|-----------------|--------|------------|
| Fuel economy \(X_2\) | 0.00   | 0.00       |
| Population size \(X_3\) | 0.144  | 1          |

**Table 2.** Maximum solution of the inverse problem in the transportation system.

| Concept         | Weight | Consonance |
|-----------------|--------|------------|
| Fuel economy \(X_2\) | -0.238 | 1          |
| Population size \(X_3\) | 0.144  | 1          |

The maximum solution corresponded to the conservative scenario, which imposed maximum conditions on changing the control concepts to achieve the system target state. The minimum solution showed the mildest conditions for the initial effect on the system. There were also many solutions between the maximum and minimum; in the presented example, they were in the 0.238 – 0 range for the concept “fuel saving”.

Consider, for example, the fuzzy cognitive map of the ecological state of a city Figure 4. The concepts of this map are represented in Table 3:
As we can see, for the fuzzy cognitive map on Figure 4, the control and target concepts were not distinguished in the initial FCM. We solved the problem of how to improve the “sanitary condition” (X5) by influencing the concept of “landfill” (X4). To do this, we introduced additional nodes into the initial fuzzy cognitive map in Table 4:

**Table 4.** Additional concepts injected to the fuzzy cognitive map determining the ecological state of the city.

| Concept                          | Map Designation |
|---------------------------------|-----------------|
| Landfills (inserted)            | X8              |
| Sanitary condition (inserted)   | X9              |

Let’s solve the problem regarding “landfill” by setting a target change of −0.2 with a consonance of 0.8. In this case, the maximum and minimum solutions of the neutrosophic fuzzy equation coincide with Table 5:

**Table 5.** Maximum solution in the fuzzy cognitive map determining the ecological state of the city.

| Concept                          | Weight | Consonance |
|---------------------------------|--------|------------|
| Landfills (inserted)            | −0.47  | 1          |

For the reproducibility of the research results, the R library was developed to allow us to solve the inverse fuzzy cognitive map problem. Within the framework of the library, the following features were implemented:
• system settings by choosing different operations of fuzzy intersection and union (t-norm, s-norm, composition, transitive closure),
• solution of the direct problem of fuzzy cognitive map modeling,
• solution of the inverse problem of fuzzy cognitive map modeling,
• method of minimal adjustments in the target vector of neutrosophic fuzzy equation,
• method for optimizing the structure of the fuzzy cognitive map,
• visualization of the results using modern graphic methods,

For a visual representation of the algorithm, we solved the inverse problem for the FCMs presented in the [44]. In the article, the authors introduced an FCM presented in Figure 5 to determine the size of a brain tumor, classify it and plan the patient’s treatment. The concepts of the FCM are presented in Table 6.

![Figure 5. The fuzzy cognitive map to determine the grade of a brain tumor.](image)

**Table 6.** Concepts in the fuzzy cognitive map determining the grade of brain tumor.

| Concept               | Map Designation |
|-----------------------|-----------------|
| Cellularity           | $C_1$           |
| Mitoses               | $C_2$           |
| Apoptosis             | $C_3$           |
| Multinucleated cells  | $C_4$           |
| Giant cells           | $C_5$           |
| Vascular proliferation| $C_6$           |
| Necrosis              | $C_7$           |
| Pleomorphism          | $C_8$           |
| Tumor grade           | $C_9$           |

We considered the problem-solving goal to be a reduction in tumor grade. A fuzzy cognitive map was represented by control concepts $C_1$ and $C_6$. To solve the problem regarding the $C_9$ concept, we optimized the map structure and introduced the $C_{10}$ concept, which had a single connection with $C_9$. Let us set the target change of the $C_{10}$ concept of the duplicate $C_9$ to $-0.2$ with a consonance of 0.3. After the transformation, we obtained the vector of positive–negative changes in concept $C_{10}$, Table 7:

![Table 7. Vector of positive–negative changes in concept $C_{10}$.](image)

| Concept | Weight | Consonance |
|---------|--------|------------|
| $C_{10}$| 0.108  | 0.200      |
For this problem definition, the neutrosophic fuzzy equations could not be solved, so we applied minimal adjustments and got a new target vector as shown in Table 8.

Table 8. Vector of positive–negative changes in concept $C_{10}$ with minimal adjustments.

| Concept | Weight | Consonance |
|---------|--------|------------|
| $C_{10}$ | 0.108  | 0.158      |

The maximum and minimum solutions for the updated system are presented in Table 9:

Table 9. Maximum and minimum solutions for the fuzzy cognitive map determining the grade of brain tumor.

| $C_1$ | Consonance | $C_6$ | Consonance |
|-------|------------|-------|------------|
| Max solution | −0.396 | 1 | 0.000 | 0 |
| Min solution | 0.000 | 0 | −0.396 | 1 |
| Max solution | −0.396 | 1 | −0.396 | 1 |

To reduce the tumor grade it was necessary to reduce the “cellularity” or “vascular proliferation” concept at −0.369.

We also applied the algorithm to solve the inverse problem for the fuzzy cognitive map to determine the failure of a banking project. The target concept changes in the FCM are presented in Table 10.

Table 10. Targeted concept changes in the fuzzy cognitive map determining the failure of the banking project.

| Concept | Weight | Consonance |
|---------|--------|------------|
| Process failure $P_1$ | −0.3 | 0.3 |
| Expectation failure $P_2$ | −0.3 | 0.3 |
| Interaction failure $P_3$ | −0.1 | 0.3 |
| Correspondence failure $P_4$ | −0.2 | 0.3 |

The values of the FCM control concepts for determining the failure of the project are presented in Table 11.

Table 11. Maximum solution for control concepts of the fuzzy cognitive map determining the failure of the project.

| Concept | Weight | Consonance |
|---------|--------|------------|
| Max solution | Environmental pressures $F_{13}$ | −0.2 | 1 |

For this fuzzy cognitive map, the targeting strategy was to increase funding for a bank branch. Let’s set target changes to the concept “Funding” ($C_4$) in Table 12:

Table 12. Targeted concept changes in the fuzzy cognitive map determining the work of a banking system.

| Concept | Weight | Consonance |
|---------|--------|------------|
| Funding $C_4$ | 0.5 | 0.6 |
As a result of solving the system of neutrosophic fuzzy equations, we obtained values for the control concepts of the banking system fuzzy cognitive map that were responsible for the implementation of the strategy in Table 13:

**Table 13.** Maximum and minimum solution for the fuzzy cognitive map determining the work of the banking system.

| Concept                  | Weight | Consonance |
|--------------------------|--------|------------|
| Min solution             |        |            |
| Rules and regulations C2 | 0.25   | 1          |
| New IT solutions C14     | 0      | 0          |
| Min solution             |        |            |
| Rules and regulations C2 | 0      | 0          |
| New IT solutions C14     | 0.25   | 1          |
| Min solution             |        |            |
| Rules and regulations C2 | 0.25   | 1          |
| New IT solutions C14     | 0.25   | 1          |

Thus, the amplification concepts “Rules and regulations”, and “New IT solutions” equally affected the ability to achieve the desired state of the system. The solutions were tested by substituting the changes in the control concepts in the FCM and solving the direct problem. The results of the simulation scenario of increasing the “Rules and regulations” concept corresponded to the minimum solution for the fuzzy cognitive map’s determination of the work of the banking system and are presented in Table 14.

**Table 14.** Simulation results of the scenario of increasing the “Rules and regulations” concept in the fuzzy cognitive map determining the work of the banking system.

| Concept                  | $t_1$ | $t_2$ | $t_3$ | $t_4$ | $t_5$ | $t_6$ |
|--------------------------|-------|-------|-------|-------|-------|-------|
| Client                   | $C_1$ | 0     | 0.25  | 0.25  | 0.75  | 1.141 |
| Rules and regulations C2 |       | 0.25  | 0     | 0     | 0     | 0     |
| New IT solutions C14     |       | 0     | 0.125 | 0.5   | 0.813 | 2.469 |
| Funding                  | $C_4$ | 0     | 0.25  | 0.625 | 1.094 | 2.625 |
| Cost reduction           | $C_5$ | 0     | 0     | 0     | $-0.031$ | 0 |
| Profit/loss              | $C_6$ | 0     | 0.063 | 0     | 0     | 0.813 |
| Investments              | $C_7$ | 0     | 0.25  | 0.313 | 0.594 | 1.344 |
| Staff                    | $C_8$ | 0     | 0.25  | 0.063 | $-0.094$ | 0.125 |
| New services             | $C_9$ | 0     | 0.125 | 0.375 | 1     | 1.859 |
| Quality                  | $C_{10}$ | 0     | 0     | 0.188 | 0.063 | 0.141 |
| Client development       | $C_{11}$ | 0     | 0.25  | 0.5   | 1.219 | 2.844 |
| Service development      | $C_{12}$ | 0     | 0.25  | 0.313 | 0.813 | 1.656 |
| Productivity             | $C_{13}$ | 0     | 0     | 0.125 | 0.813 | 1.672 |

The solution already allowed us to achieve the target state of the banking system at the second step; however, after further analyzing the system development in this scenario, we saw that the system became unbalanced and a sharp increase in the values of the target concept “Funding” ($C_4$) was clear. Such development may indicate the need to train and balance the original fuzzy cognitive map or possibly expand the map by introducing additional concepts.
4. Discussion

FCMs are a type of specific type of neutrosophic sets that uses fuzzy logic to represent the relationships between different concepts. They have been used in a variety of fields, including decision-making, artificial intelligence, and knowledge representation.

An FCM can be used to optimize the behavior of a system by simulating the propagation of information through a network of nodes. Forward propagation can be done manually while the backward requires a specific algorithm. The proposed algorithm allowed us to obtain initial values of the control vector in a more efficient way compared to existing methods. This study included a description of the algorithm for the problem described in reference [17]. After determining the model’s behavior by choosing the most optimal of the possible solutions to the neutrosophic fuzzy equations, we had the opportunity to regulate system development for the chosen strategy. This approach allowed us to estimate the resources needed to achieve target system state and select the most optimal initial impact on the system.

The work improves our knowledge of the mechanisms underlying complex systems, thereby increasing understanding of specific problems in areas such as economics, socio-politics, medical systems and chemical networks.

As a potential for future work, the proposed algorithm can be used for inverse problem modeling in other fuzzy cognitive maps to test its applicability. However, our work did not resolve the issue of finding the time when the system reached a given target state. Another important point to consider is time delays during the concept’s interference. Taking into account the passage of time in the systems described by the FCMs, the influence between cognitive concepts laged, increased or decreased. For this, it was necessary to introduce time dependence—$A(t)$, $B(t)$, $C(t)$, $D(t)$—into the interaction matrices, and introduce the necessary adjustments into the proposed algorithm.

As another addition to current research, we also plan to evaluate the methods of constructing FCMs and introducing the possibility of learning the structure of a map by analyzing nonlinguistic models and extracting the degree of interconnection and level of mutual influence of concepts in an linguistic context. It could reduce the time of FCM construction—for example, organizations could determine the initial weights of concept interactions without peer review—and help identify missing concepts in the initial map structure if certain of them were not linguistically related to the rest of the system.

5. Conclusions

In this work, we presented an algorithm to solve the inverse fuzzy cognitive map problem using the apparatus of neutrosophic fuzzy equations. Mathematical software and algorithms for intelligent decision support based on fuzzy cognitive maps were developed and presented. We believe that this work can simplify a decision-making process for complex semi-structured systems and with this knowledge gain a better understanding of the possible scenarios for system development. A qualitative analysis of the scenario modeling of a complex system allowed us to determine the minimum necessary changes to the control concepts and to select the optimal scenario for a specific situation.

The proposed algorithm has a number of advantages over other approaches to solving the inverse problem in FCMs. First, it found lower solutions faster and with less memory consumption. Second, since the set of solutions is small, it was relatively easy to construct and interpret. Finally, the algorithm can be used to generate a range of different scenarios between a minimum and maximum solution, which can be useful for exploring the potential consequences of different actions or events.

The main weakness of the proposed method is that the results were strongly related to the choice of the fuzzy operator used in the FCM. The wrong choice can lead to the absence of a solution or to inaccurate predictions. Another weakness is that the suggested algorithm did not take into account non-linear dependencies between concepts and other more complex relations including time dependant influences.
Future development will likely focus on expanding different methods of choosing a fuzzy operator for the FCM model. Another area of focus might be to add time delays to the concept influences to create a function of the concept’s influences instead of the currently used matrix of weights. This may allow further calibration of the algorithm and has the potential to improve scenario planning with FCMs.
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