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Abstract

Mathematical optimization is one of the cornerstones of modern engineering research and practice. Yet, throughout all application domains, mathematical optimization is, for the most part, considered to be a numerical discipline. Optimization problems are formulated to be solved numerically with specific algorithms running on microprocessors. An emerging alternative is to view optimization algorithms as dynamical systems. Besides being insightful in itself, this perspective liberates optimization methods from specific numerical and algorithmic aspects and opens up new possibilities to endow complex real-world systems with sophisticated self-optimizing behavior. Towards this goal, it is necessary to understand how numerical optimization algorithms can be converted into feedback controllers to enable robust “closed-loop optimization”. In this article, we focus on recent control designs under the name of “feedback-based optimization” which implement optimization algorithms directly in closed loop with physical systems. In addition to a brief overview of selected continuous-time dynamical systems for optimization, our particular emphasis in this survey lies on closed-loop stability as well as the robust enforcement of physical and operational constraints in closed-loop implementations. To bypass accessing partial model information of physical systems, we further elaborate on fully data-driven and model-free operations. We highlight an emerging application in autonomous reserve dispatch in power systems, where the theory has transitioned to practice by now. We also provide short expository reviews of pioneering applications in communication networks and electricity grids, as well as related research streams, including extremum seeking and pertinent methods from model predictive and process control, to facilitate high-level comparisons with the main topic of this survey.
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1. Introduction

Most advances in mathematical optimization in the past decades have been geared towards numerical implementations of iterative algorithms. The common viewpoint is that an optimization problem can be formulated, transformed, reduced, and relaxed, but ultimately the necessary steps to solve the problem rely purely on numerical linear algebra, which can be implemented and run on microprocessors. This offline computed solution is then used to reach and realize some decision.

This paradigm of optimization as a computational problem is almost synonymous with the field of management science and operations research (Bertsimas & Freund, 2004; Dantzig, 1998; Hillier & Lieberman, 2001), which has flourished ever since the inception of linear programming in the mid-20th century. Today, this kind of offline optimization is applied in various disciplines ranging from econometrics over statistical and machine learning (Bishop, 2009) to optimal control (Bertsekas, 2017).

From a control perspective, solving an optimization problem offline (with known data) and implementing its output as a decision is a feedforward approach. More precisely, the solution of an optimization problem is used as a set-point for a physical system, and feedback controllers are merely required to steer the physical system to this pre-computed state. However, due to discrepancies between the model used for set-point optimization and the real system, the realized system state is generally suboptimal. Since set-point optimization happens offline and without recourse to real-time measurements, this traditional separation may be interpreted as an open-loop setup.

In contrast, in this article, we review a feedback approach to constrained nonlinear optimization that drives a physical system towards an optimal steady state by using real-time measurements in the set-point optimization itself. More concretely, we review ideas that consider optimization algorithms as dynamical systems and cast them as closed feedback loops. Equivalently, these methods may be interpreted as “optimization algorithms that incorporate real-time measurements” or “feedback controllers that mimic optimization algorithms”.

The study of feedback-based optimization of a domain-independent concept is relatively recent, although it is historically rooted in applications such as congestion control in communication networks (Low & Lapsley, 1999) and frequency control in power systems (Li et al., 2016; Molzahn et al., 2017). In these contexts, existing control systems have been interpreted from an optimization perspective that allows for improved redesigns and retrofitting. For educational reasons, we review these two applications in Appendix A, which have inspired much of the presented theory in this article.

On a more abstract level, this type of closed-loop optimization has been pursued mainly for three reasons:

(i) to approximately solve problems with inaccurate data and time-varying parameters,

(ii) to achieve constraint satisfaction with minimal model-dependence, and

(iii) to eliminate the need for exogenous setpoints and reference signals, especially in time-varying systems.

These reasons resonate well with the general feedback and feedforward paradigms advocated in control textbooks (Doyle et al., 2009; Franklin et al., 2010), and we further dwell on them hereafter.

Inaccurate problem data. In practice, optimization problems often lack precise data. Parameters and states based on measurements and statistical inference are inherently inaccurate, and so is the solution of an optimization problem based on such data. The earliest attempts at addressing this issue have resulted in sensitivity analysis for optimization problems (Shapiro, 1988) which asks how a solution changes as problem parameters vary. From a more practical perspective, robust optimization (Ben-Tal et al., 2009) and stochastic programming (Bonnans, 2019) offer ways to incorporate uncertainty in the problem. However, these approaches (which are primarily used offline and ahead of time) are conservative in the sense that they need to take into account the full set of possible problem instances even though, eventually, only one scenario will be realized. Often, they also entail massive computational costs. In contrast, by optimizing a system in real-time and using feedback, one needs to react only to the actual realization of the underlying disturbance process.

Constraint satisfaction. Beyond the mitigation of the effect of modeling inaccuracies on the accuracy of the solution, closed-loop setups render constraint satisfaction partially model-free. A physical system naturally defines and enforces a set of constraints. These constraints may be of a different nature. For instance, input saturation may be due to limited actuator capabilities or to the actions of a low-level controller. The violation of hard physical limits may trigger the immediate instability, failure, or destruction of the entire system, hence these constraints need to be satisfied at all times. For offline optimization, these limits need to be accurately modeled. In a feedback approach, on the other hand, the closed-loop optimization algorithm automatically operates on a reduced set, e.g., a manifold, defined by the physical constraints (e.g., input-output relations, saturation limits, and hard
physical limits). Other constraints (e.g. thermal limits of physical components) are often fairly benign since they can be violated temporarily, but should be satisfied in the long run. These constraints are not enforced automatically and need to be addressed with proper control design. In a feedback setting, measurements provide unequivocal information about the violation of such constraints, and this information can be exploited during runtime.

**Autonomous operation.** Finally, compared to standard feedback loops, closed-loop optimization setups can run without external setpoints or references. Instead, an economic objective can be directly optimized as long as a cost function can be specified and evaluated. This feature is particularly powerful in combination with the inherent constraint enforcement: whereas in classical control setups pre-computed setpoints have to be feasible (e.g., lie within actuator limits and be compatible with the physics of the plant), convergence to a feasible and optimal state is a defining aspect of feedback-based optimization. Additionally, in the presence of time-varying problem parameters that are hard to estimate and forecast, feedback-based optimization automatically results in the closed-loop system tracking the solution of the time-varying optimization problem. Furthermore, closed-loop setups open the possibility of optimizing a physical system in a data-driven and model-free manner. The input-output data collected in closed loop offers a rich source for representing, learning, and modulating the behaviors of a system.

In the remainder of this introduction, we discuss a simple, yet insightful, academic example of feedback-based optimization to offer a more concrete perspective on the points above and the technical issues that have been addressed by the research community in recent years. In particular, we illustrate a distinctive challenge in feedback-based optimization, which is the certification of the stability of the closed-loop interconnection between an optimization algorithm and the dynamical system. This topic has been the subject of substantial recent work which we review later in this article.

For the sake of a concise presentation, in our pedagogical examples and in the tutorial sections of this article, we restrict ourselves to continuous-time systems. In many cases, analogous discrete-time or sampled-data results exist or can be derived similarly to the continuous-time case. Discrete-time models also raise questions about the efficient implementation of feedback-based optimization. Those issues often require domain-specific solutions which are not the main topic of this article.

### 1.1. Illustrative Examples

The following idealized yet general example of a gradient system interconnected with a physical plant illustrates the idea at the center of this review and some of the associated challenges. Many of the assumptions made in the following are for illustrative purposes and are not needed in general.

![Figure 1: Simple feedback-based gradient flow](image)

**Example 1.1.** Consider a dynamic nonlinear plant

\[ \dot{\zeta} = f(\zeta, u), \quad y = g(\zeta) + d, \tag{1} \]

where \( \zeta, u \) and \( y \) are the state, input, and output, and \( d \) denotes an additive disturbance. The vector field \( f(\cdot, \cdot) \) and the map \( g(\cdot) \) describe the process and output measurement, respectively.

We assume that, for any fixed \( u \), the plant is asymptotically stable with fast-decaying transients such that, for every \( u \), there exists a unique steady state \( h(u) \) such that \( 0 = f(h(u), u) \). Consequently, there also exists a **steady-state map** \( h(u) := g(h(u)) \). We assume \( h \) to be continuously differentiable in \( u \).

We wish to drive the system to a steady state that minimizes a cost \( \Phi(y) \) which is a function of the plant output \( y \), hence to the solution of

\[
\min_{u,y} \quad \Phi(y) \\
\text{subject to} \quad y = h(u) + d.
\]

Given \( h \) and \( d \), we may equivalently minimize the reduced cost \( \Phi(u) := \Phi(h(u)) + d \) instead. For this purpose, we consider a simple gradient flow

\[ \dot{u} = -\nabla \Phi(u)^T = -\nabla h(u)^T \nabla \Phi(h(u) + d)^T, \tag{2} \]

where \( \nabla h(u) \) is due to the chain rule applied to \( \Phi(h(u) + d) \).

The gradient flow (2) is a closed system (in the sense that it does not require an exogenous input or define an output). However, by identifying \( h(u) + d \) as the measurable output \( y \) and \( u \) as the input, (2) can be easily transformed into an open system and interconnected with the plant (1), as shown in Figure 1. This yields the closed-loop dynamics

\[
\begin{align*}
\text{plant:} & \quad \begin{cases} 
\dot{\zeta} = f(\zeta, u) \\
y = g(\zeta) + d 
\end{cases} \\
\text{controller:} & \quad \dot{u} = -\epsilon \nabla h(u)^T \nabla \Phi(y)^T, 
\end{align*}
\tag{3}
\]

\[3\text{Existence of a (differentiable) steady-state map is generally shown using implicit function theorems (Dontchev & Rockafellar, 2014).} \]
where $\epsilon > 0$ is a scalar control gain.

Crucially, the controller in (3) does not require explicit knowledge of $h$ (nor of $f$ or $g$). Instead, only the cost function gradient $\nabla \Phi(y)$ as well as steady-state input-output sensitivities $\nabla h(u)$ are required. Moreover, the additive disturbance $d$ does not need to be known or explicitly estimated and is fully rejected, i.e., an equilibrium is a critical point of $\Phi(h(u) + d)$, independently of the value of $d$. Notice that this is partly possible because the disturbance is additive and therefore it does not affect the input-output sensitivity of the system. We will discuss how to deal with uncertain sensitivities in Section 3.3.

Thanks to the integral control structure of (3), it can be easily seen that any equilibrium point $(\zeta^*, u^*)$ of (3) is a steady state of the plant and satisfies $\nabla \Phi(u^*)^T = \nabla h(u^*)^T \nabla \Phi(h(u^*) + d)^T = 0$. Therefore, $u^*$ is a critical point of $\Phi$ (and a minimizer if $\Phi$ is convex).

The systems (1), (2), and (3) can be understood from a singular perturbation viewpoint (Khalil, 2002, Chap. 11): As $\epsilon \to 0^+$, the plant behavior is replaced by the algebraic map $h$, and the remaining dynamics (2) are the “slow” reduced system. Conversely, on a fast timescale, on which $u$ and $d$ can be assumed to be constant, the plant dynamics (1) are referred to as the “fast” boundary-layer system. ■

One of the fundamental points left open by Example 1.1 is closed-loop stability. The idea that plant dynamics in (3) need to be fast-decaying relative to the controller is indeed crucial as the following numerical example shows.

**Example 1.2.** Consider the objective $\Phi(y) = (y^2 - 1)^2$ which is illustrated in the top left panel of Figure 2 and has two isolated minima $\{-1, 1\}$. As plant (1), consider a single-input-single-output second-order plant governed by

$$\ddot{\zeta} + a\dot{\zeta} + b(\zeta - u) = 0$$

with $a = 2$, $b = 25$, and $y = \zeta$. There is no disturbance acting on the system. The plant is asymptotically stable, under-damped, and, at steady state, we have $y = \zeta = u$. Hence, the controller in (3) takes the form

$$\dot{u} = -\epsilon \nabla \Phi(y)^T = -4\epsilon y(y^2 - 1).$$

Figure 2 shows trajectories of the closed-loop system (3) for the same initial condition, but different values of the gain $\epsilon$, and comparing it to the “algebraic” gradient flow (2) given by $\dot{u} = -\epsilon \nabla \Phi(h(u))^T = -4\epsilon u(u^2 - 1)$.

We observe, that for the given initial condition the algebraic gradient trajectory converges to the minimizer at 1. In contrast, the trajectories of the closed-loop system (3) converge to either one of the two minimizers or diverge, depending on $\epsilon$. In other words, closed-loop stability of (3) is not guaranteed, and even if it is, convergence may not be to the same minimizer as for (2). ■

The issue of stability is central to many closed-loop optimization setups and work on this topic, including quantitative stability and robustness requirements, will be discussed in more detail in Section 3.1.

1.2. Organization

The remainder of this article is structured as follows: Section 2 provides a tutorial-like review of various optimization algorithms from a dynamical systems perspective. This point of view is crucial for closed-loop optimization. In Section 3, we then review recent works on constrained feedback-based optimization. We pay particular attention to different mechanisms to ensure closed-loop stability and to enforce constraints. We further clarify how to leverage data and exploration to facilitate model-free implementations in closed loop. Section 4 presents a case study on the timely problem of optimal autonomous redispatch in electricity grid. This problem requires solving a nonlinear, nonconvex AC optimal power flow problem in closed-loop with the physical power grid and has motivated many implementations and recent advances in closed-loop optimization. Finally, Section 5 concludes the article, highlights the unresolved problems in this domain, and presents exciting avenues for future research.

As mentioned before, in Appendix A we revisit some historical application examples from communication networks and power systems. In Appendix B, for further contextualization, we give a high-level description of other related approaches, such as extremum seeking, real-time iterations, and modifier adaptation, which perform optimization tasks at a system level within a closed-loop setup. We quickly discuss the main ideas of these well-established domains in order to provide historical context and a very broad overview of the adjacent research landscape.

2. Optimization Algorithms as Dynamical Systems

In recent years, renewed attention has been paid to the fact that many numerical optimization algorithms, and
specifically first-order iterative algorithms, can be interpreted as dynamical systems. In this section, we therefore provide an overview of different optimization dynamics and review the main properties of these flows. This perspective is essential to bridge the gap between algorithms and their implementation as feedback systems, which will be the focus of Section 3. Apart from continuous-time optimization dynamics, discrete-time methods (for optimization or games) are also amenable to closed-loop implementations in a sampled-data setting, see the feedback equilibrium seeking in (Belgioioso et al., 2023, 2021, 2022).

2.1. Gradient Flows

Arguably as old as differential calculus itself are methods that seek out (local) minima of a function $\Phi(x)$ over an unconstrained domain $x \in \mathbb{R}^n$ by following a descent direction. The most prototypical class of methods are gradient (or “steepest descent”) schemes, e.g., $\dot{x} = -\nabla \Phi(x)$. Gradient methods exist in a wide variety of forms and contexts. Apart from $\mathbb{R}^n$, they can be defined on non-Euclidean manifolds (Absil et al., 2008; Brockett, 1988; Helmke & Moore, 1996; Zehnder, 2010) and on infinite-dimensional spaces (Ambrosio et al., 2005; Luenberger, 1969). In the absence of smoothness they can also be generalized to subgradient methods (Beck, 2017; Clarke, 1990). On top of that, steepest descent methods are generally available as continuous-time flows, discrete-time algorithms, or stochastic processes (Borkar, 2008). For ease of exposition and in line with the rest of this article, we will limit ourselves to continuous-time deterministic gradient flows.

At least for continuous-time negative gradient flows, convergence to minimizers appears plausible, if not tautological. However, closer inspection reveals important technical details, summarized in the following theorem which combines classical results available in most textbooks on calculus, dynamical systems, or optimization.

**Theorem 1.** Let $\Phi : \mathbb{R}^n \to \mathbb{R}$ be continuously differentiable with locally Lipschitz derivative $\nabla \Phi$ such that, for some $c \in \mathbb{R}$, the sublevel set $\Phi^{-1}(c) = \{ x \in \mathbb{R}^n \mid \Phi(x) \leq c \}$ is compact. Then, the following statements hold for the gradient flow $\dot{x} = -\nabla \Phi(x)^T$:

(i) Trajectories starting in $\Phi^{-1}(c)$ converge to the set of critical points, i.e., points $x^*$ such that $\nabla \Phi(x^*) = 0$.

(ii) If $\Phi$ is analytic or convex, then every solution starting in $\Phi^{-1}(c)$ converges to a single point. If $\Phi$ is strongly convex or satisfies the Polyak-Lojasiewicz inequality, convergence is exponential.

(iii) Every asymptotically stable equilibrium is a strict and isolated minimizer, and every local minimizer is stable. If $\Phi$ is analytic or convex, then the set of all (strict) minimizers is equivalent to the set of (asymptotically) stable equilibria.

(iv) If $\Phi$ is twice continuously differentiable, the stability of a critical point is partially governed by its Hessian: if $\nabla^2 \Phi(x^*)$ is positive definite, $x^*$ is a local minimizer and locally exponentially stable. If $\nabla^2 \Phi(x^*)$ has at least one negative eigenvalue, $x^*$ is unstable.

In the absence of local Lipschitz continuity of $\nabla \Phi$, uniqueness of trajectories is not guaranteed and a distinction between weak and strong equilibria has to be made (Cortés, 2008; Hauswirth et al., 2020a).

Point (i) in Theorem 1 can be seen as a consequence of LaSalle’s invariance theorem (Khalil, 2002). Namely, it is immediate that $\Phi$ is non-increasing along gradient trajectories. Compactness of $\Phi^{-1}(c)$ is sufficient to preclude unbounded trajectories that escape to the horizon. Further, compactness of $\Phi^{-1}(c)$ together with the continuity of $\Phi$ is sufficient to guarantee lower boundedness and thus the existence of a minimizer.

In general, however, trajectories may not converge to a single point but to the entire set of critical points (Palis & De Melo, 1982). This pathological behavior is ruled out in (ii) if $\Phi$ is analytic, which guarantees the finite length of trajectories due to Lojasiewicz’s inequality (Absil et al., 2005), or if $\Phi$ is convex. The conditions that ensure exponential convergence are studied in Bianchini et al. (2022b); Frasconi et al. (2016).

As indicated in (iii), the stability of equilibria is related to their optimality, but an equivalence between the two requires additional assumptions. See Absil & Kurdyka (2006) for a proof and counterexamples. Finally, (iv) follows since, if $\Phi$ is smooth enough, the stability of an equilibrium $x^*$ can be analyzed by investigating the linearized dynamics $\dot{\hat{x}} = -\nabla^2 \Phi(x^*) \hat{x}$.

**Example 2.1 (Variable Metric and Newton Gradient Flow).**

A straightforward degree of freedom for gradient flows is the use of a metric $Q(\cdot)$ that maps every point $x \in \mathbb{R}^n$ to a square symmetric positive-definite matrix $Q(x)$. Under minor technical conditions (e.g., that $Q$ has a uniformly bounded condition number, see Hauswirth et al. 2020a) trajectories of the generalized gradient flow

$$\dot{x} = -Q(x)\nabla \Phi(x)^T$$

(4)

converge to the set of critical points of $\Phi$. Namely, the use of $Q$, does neither alter the equilibrium points nor their attractivity and stability, but only the trajectories. This feature is illustrated in Figure 3 which shows gradient trajectories for the same nonconvex potential function but for different metrics.

If $Q$ is constant, (4) is equivalent to a Euclidean gradient flow in linearly transformed coordinates. Namely, if $Q = V^T \Lambda V$ is the eigenvalue decomposition of $Q$, we can define the coordinate transformation $y := \sqrt{\Lambda}^{-1} x$ where $\sqrt{\Lambda}$ denotes the diagonal matrix of square root eigenvalues. Then, it can be easily shown that (4) is equivalent to $\dot{y} = -\nabla \Phi(y)^T$ with $\Phi(y) := \Phi(V^T \sqrt{\Lambda} y)$.

If $Q$ is not constant, then, from a differential-geometric viewpoint, $Q$ can be interpreted as a matrix representation...
of a non-Euclidean Riemannian metric on $\mathbb{R}^n$. Thus, $Q$ endows $\mathbb{R}^n$ with a non-flat geometry (Lee, 1997).

As a special case of a non-constant metric, assume that $\Phi$ is twice differentiable and strongly convex. Then, $Q$ can be chosen to be the inverse of the Hessian $\nabla^2 \Phi$. This results in a continuous-time version of the classic Newton method, also referred to as “Newton gradient flow” (Jongen et al., 2001, Chap. 9.3). However, unlike the iterative Newton method, the continuous-time flow does not exhibit an inherently faster convergence rate compared to other gradient flows. For the inverted Hessian metric, convergence is isotropic, i.e., the same from all directions. This property counteracts ill-conditioning of the objective function as illustrated in Figure 4.

Finally, if $Q$ is sparse, then the sparsity pattern induces algebraic structure that can often be exploited for the purpose of a distributed implementation (Bullo, 2022).

2.2. Projected Gradient Flows

When unilateral (i.e., inequality) constraints restrict the search domain of the optimization problem, it is often possible to rely on gradient flows by introducing suitable projection mechanisms. In a computational context, this is particularly true if the projection onto a given constraint set is easy to evaluate numerically.

Consider the constrained optimization problem

$$\min \Phi(x) \quad \text{subject to} \quad x \in \mathcal{X},$$

where $\mathcal{X} \subset \mathbb{R}^n$ is closed convex and non-empty, and $\Phi$ is continuously differentiable. The classical projected gradient descent iteration to solve this problem takes the form

$$x^{k+1} = P_{\mathcal{X}} \left( x^k - \alpha^k \nabla \Phi(x^k) \right),$$

where $P_{\mathcal{X}}(y) := \arg \min_{x \in \mathcal{X}} \| x - y \|$ denotes the Euclidean minimum norm projection onto $\mathcal{X}$, and $\{\alpha^k\}$ is a sequence of step sizes.

By choosing infinitesimally small step-sizes, the continuous-time limit of (6) is a projected gradient flow

$$\dot{x} = \Pi_{\mathcal{X}} \left[ -\nabla \Phi(x)^T \right] (x),$$

where $\Pi_{\mathcal{X}}[v](x)$ denotes the projection of the vector $v$ onto the tangent cone $T_{\mathcal{X}}(x)$ of $\mathcal{X}$ at $x$, i.e., $\Pi_{\mathcal{X}}[v](x) = \arg \min_{w \in T_{\mathcal{X}}(x)} \| v - w \|$. As illustrated in Figure 5, the tangent cone is the set of all directions starting at $x$ which point inward into the set $\mathcal{X}$. For convex sets, it takes the general form $T_{\mathcal{X}}(x) = \text{cl}\{d \mid d = o(y-x), y \in \mathcal{X}, o \geq 0\}$.

In contrast to the discrete-time system (6), continuous-time projected gradient flows can be generalized extensively. In particular, convexity of $\mathcal{X}$ is not required. More precisely, whereas $P_{\mathcal{X}}$ requires $\mathcal{X}$ to be convex to be well-defined, $\Pi_{\mathcal{X}}$ is generally well-defined since $T_{\mathcal{X}}(x)$ is non-empty and closed convex for a large class of non-convex sets called (Clarke) regular (see Rockafellar & Wets 2009).

Figure 6e illustrates the qualitative behavior of projected gradient flows. Namely, in the interior of the feasible set, trajectories follow the gradient direction, whereas at the boundary, trajectories follow the steepest feasible descent direction. Projected gradient flows are therefore inherently discontinuous systems, and their study requires tools from non-smooth analysis (Aubin & Cellina, 1984; Hauswirth et al., 2020a). It is worth remarking that projected gradient flows can be modified in order
to recover continuity (Xia & Wang, 2000) and in order to ensure that the flow is well defined outside of the feasible region (Muehlebach & Jordan, 2022). These properties often come with additional convexity assumptions. An exception is the modification presented in Allibhoy & Cortes (2023), where control barrier function theory is employed to achieve both these properties in a non-convex setting. Another strategy that handles non-convexity is to leverage anti-windup schemes to smoothly and robustly approximate projected gradient flows (Hauswirth et al., 2020c,d,e), see Example 3.3.

Projected gradient flows extend properties from their unconstrained counterparts. For instance, similarly to Theorem 1, trajectories of (7) converge to the set of critical points (in this case, Karush-Kuhn-Tucker points of (5)), and stability and optimality can be related analogously to (iii) in Theorem 1 (Clarke, 1990; Hauswirth et al., 2020a).

**Remark 2.1 (Discretization & Proximal-Point Algorithm).** As mentioned above, the continuous-time model (7) can be obtained from (6) in the limit as $\alpha \to 0^+$ where $\alpha$ is a constant step size. Conversely, (6) can be interpreted as a forward Euler discretization of (7). Analogously, a backward Euler scheme for (7) yields the implicit form $x^{k+1} = P_X(x^k - \alpha \nabla \Phi(x^k)^T)$. Comparing optimality conditions, it is easy to show that this discretization is a special case of the more general proximal-point algorithm (Beck, 2017, Chap. 27.1).

**Remark 2.2 (Non-differentiable objective & subgradients).** Convex projected gradient flows also fall into the category of subgradient flows: if $\mathcal{X}$ is convex, we may consider the minimization of $\Phi(x) + I_\mathcal{X}(x)$ where $I_\mathcal{X}$ denotes the indicator function of the set $\mathcal{X}$. Since $I_\mathcal{X}$ is not differentiable, instead of a gradient flow, we need to resort to the subgradient inclusion $\dot{x} \in -\partial \Phi(x)^T - N_\mathcal{X}(x)$. (In particular, the subgradient of $I_\mathcal{X}$ is given by the normal cone $N_\mathcal{X}(x)$ of $\mathcal{X}$ at $x$, i.e., $\partial I_\mathcal{X}(x) = N_\mathcal{X}(x)$.) This differential inclusion is also referred to as differential variational inequality (Aubin & Cellina, 1984) and can be shown to be equivalent to (7) (i.e., admit the same trajectories).

**Remark 2.3 (Variable Metric and Projected Newton Gradient Flow).** Analogously to unconstrained gradient flows discussed in Example 2.1, projected gradient flows can also be defined using a variable metric $Q(\cdot)$. This degree of freedom allows, in particular, the definition of projected Newton gradient flows. This modification, however, requires a generalization of $\Pi_\mathcal{X}$ in (7) to take into account the effects of the metric (see Hauswirth et al. 2020a). Namely, the variable-metric projected gradient flow takes the form

$$\dot{x} = \Pi^Q_\mathcal{X}[-Q(x)\nabla \Phi(x)^T],$$

where the “oblique” projection operator

$$\Pi^Q_\mathcal{X}[v](x) := \arg \min_{w \in T_\mathcal{X}(x)} (w - v)^T Q(x)(w - v)$$

has to be employed.

### 2.3. Primal-Dual Saddle-Point Flows

Simply speaking, under weak technical assumptions, solutions of a constrained optimization problem are saddle-points of the associated Lagrangian. For this reason, dynamical systems that seek out saddle-points rather than extrema of a function are of particular interest for constrained optimization.

As a general yet basic setup, consider a differentiable function $L(x, \mu)$ that is convex in $x$ for every $\mu$, concave in $\mu$ for all $x$, and either strictly convex in $x$ or strictly concave in $\mu$. Then trajectories of the system

$$\dot{x} = -\nabla_x L(x, \mu)^T \quad \dot{\mu} = \nabla_\mu L(x, \mu)^T$$

converge to a saddle-point of $L$, i.e., a point $(x^*, \mu^*)$ such that $L(x, \mu^*) \geq L(x^*, \mu^*) \geq L(x^*, \mu)$ for all $x$ and all $\mu$. In particular, (9) consists of a gradient descent in the primal variables $x$ and a gradient ascent in the dual variables $\mu$.

Historically, saddle-point flows have primarily been considered in the context of nonlinear circuit analysis (Brayton & Moser, 1964; Smale, 1972), but their potential for optimization has been observed even before that (Arrow et al., 1958; Kose, 1956). Although saddle-point flows have been studied throughout the years (Bloch et al., 1992; Venets, 1985), they have recently become a topic of intense interest due their importance for distributed network optimization (see Cortes & Niederleider 2019; Feijer & Pagani 2010 and the example in Appendix A.1 on control of communication networks).

**Example 2.2 (Saddle-Point Flow for Optimization with Equality Constraints).** Consider the following linearly constrained problem

$$\text{minimize } \Phi(x) \quad \text{subject to } Ax = b$$

where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$, and $\Phi$ is strictly convex. The Lagrangian of (10), given by

$$L(x, \mu) := \Phi(x) + \mu^T(Ax - b)$$

is strictly convex in $x$ (since $\Phi$ is strictly convex) and linear (thus concave) in $\mu$. Consequently, the saddle-point flow (9) is globally convergent and takes the form

$$\dot{x} = -\nabla \Phi(x)^T - A^T \mu \quad \dot{\mu} = Ax - b.$$  

Notice that any equilibrium $(x^*, \mu^*)$ of (11) satisfies $0 = \nabla \Phi(x^*)^T + A^T \mu^*$ and $0 = Ax^* - b$ and thus the Karush-Kuhn-Tucker condition which are (for convex problems) necessary and sufficient for optimality of $x^*$.

Like gradient flows, saddle-point flows can be modified through the use of positive definite metrics $Q_p, Q_d$ as

$$\dot{x} = -Q_p \nabla_x L(x, \mu)^T \quad \dot{\mu} = Q_d \nabla_\mu L(x, \mu)^T.$$  

Often, $Q_p$ and $Q_d$ are chosen to be constant diagonal matrices that speed up or slow down convergence in specific
directions. Interestingly, in the limit case \( Q_p \gg Q_d \), one recovers a differential-algebraic system

\[
x^*(\mu) = \arg \min_x L(x, \mu) \quad \hat{\mu} = Q_d \nabla_\mu L(x^*(\mu), \mu) T,
\]

which is a continuous-time dual ascent. This idea of replacing the primal gradient flow with an explicit (algebraic) minimization can also be applied partially to a subset of variables. This technique was applied, e.g., in Li et al. (2016) and is illustrated in the example in Appendix A.2 for frequency control in power systems.

Convergence proofs for (9) and its generalization usually rely on the monotonicity of the vector field \([-\nabla_x L(x, \mu), \nabla_\mu L(x, \mu)]\). This type of argument, however, does not generalize beyond convex-concave saddle-point flows (see the discussion in Cherukuri et al. 2017a). Even relaxing strict convexity or concavity requirement of either \( x \) or \( \mu \), respectively, is problematic since this may lead to oscillations (Holding & Lestas, 2014). We will see in Example 2.3 that augmentation of the Lagrangian is instrumental in recovering stability in these cases.

Differentiability of the saddle-function \( L \) is not generally required. In fact, (9) can be formulated in terms of subgradients (Goebel, 2017; Venets, 1985). In particular, (9) can be generalized to include projections on both \( x \) and/or \( \mu \) (Cherukuri et al., 2017a, 2016, 2017b; Hauswirth et al., 2020f; Stegink et al., 2018). This possibility is particularly important to deal with inequality constraints, as the following example shows.

Example 2.3 (Projected Saddle-Point Flow for Optimization with Inequality Constraints). We revisit Example 2.2 to show how projected saddle-point flows can be used to deal with inequality constraints and to discuss augmentations based on penalty terms to improve convergence. Instead of (10), consider the problem

\[
\begin{aligned}
\text{minimize} & \quad \Phi(x) \\
\text{subject to} & \quad x \in \mathcal{X} \\
& \quad g(x) \leq 0,
\end{aligned}
\]

where \( \Phi \) and \( g \) are convex (but not necessarily strictly convex) and continuously differentiable. Further, let \( \mathcal{X} \subset \mathbb{R}^n \) be non-empty and closed convex. We define the partial Lagrangian \( L : \mathcal{X} \times \mathbb{R}^m_{\geq 0} \to \mathbb{R} \) of (13) as

\[
L(x, \mu) := \Phi(x) + \mu^T g(x),
\]

and note that \( \mu \) must lie in the non-negative orthant \( \mathbb{R}^m_{\geq 0} \) because it is associated with an inequality constraint.

To find a saddle-point of \( L \) on the set \( \mathcal{X} \times \mathbb{R}^m_{\geq 0} \), we use the continuous-time projection formalism introduced in Section 2.2 for projected gradient flows. Namely, we consider the projected saddle-point flow

\[
\begin{aligned}
\dot{x} &= \Pi_{\mathcal{X}} \left[ -\nabla_x L(x, \mu) \right] (x) \\
\dot{\mu} &= \Pi_{\mathbb{R}^m_{\geq 0}} \left[ \nabla_\mu L(x, \mu) T \right] (\mu)
\end{aligned}
\]

where \( \Pi_\mathcal{X} [w] (x) \) and \( \Pi_{\mathbb{R}^m_{\geq 0}} [v] (x) \) project \( w \) and \( v \) onto the tangent cone of \( \mathcal{X} \) and on the non-negative orthant \( \mathbb{R}^m_{\geq 0} \) at \( x \) and \( \mu \), respectively. Consequently, trajectories of (15) cannot leave \( \mathcal{X} \times \mathbb{R}^m_{\geq 0} \).

Importantly, two different constraint enforcement mechanisms are at play: on one hand, the constraint \( x \in \mathcal{X} \) is enforced directly by projection, similarly to the projected gradient flow in Section 2.2; on the other hand, the constraint \( g(x) \leq 0 \) is enforced by dualization. Namely, the dual variable \( \mu \) is updated in response to a constraint violation \( g(x) > 0 \) and converges to a dual solution of (13).

As shown, e.g., by Goebel (2017), under weak technical assumptions and if \( \Phi \) is strictly convex, trajectories of (15) are guaranteed to converge to a Karush-Kuhn-Tucker point (and thereby to a global optimizer) of (13).

If \( \Phi \) is non-strictly convex, then trajectories of (15) converge to the optimizer of (13) if, instead of \( L \), a penalty augmented Lagrangian of the form

\[
L^\rho(x, \mu) := \Phi(x) + \mu^T g(x) + \phi(x)
\]

is used, where \( \phi \) is a penalty function. In practice, \( \phi \) is often chosen to be of the form \( \phi(x) := \frac{\rho}{2} \max\{g(x), 0\}^2 \), but other constructions are possible to guarantee asymptotic convergence (Hauswirth et al., 2020f).

If \( \Phi \) or \( g \) are non-convex, convergence of trajectories to a saddle point is generally not guaranteed. For this reason, Bernstein et al. (2019); Dall’Anese & Simonetto (2018); Tang et al. (2022, 2018) have used an additional regularization on the dual variables of the form

\[
L^\rho_b(x, \mu) := \Phi(x) + \mu^T g(x) + \phi(x) - \frac{\rho}{2} \| \mu \|^2,
\]

which renders \( L^\rho_b \) strongly concave in \( \mu \). Using this modification and a large enough \( \rho \), the corresponding saddle-point flow is convergent, even with exponential stability guarantees. However, saddle-points of \( L^\rho_b \) do generally not coincide with Karush-Kuhn-Tucker points of (13) anymore (unless the KKT point lies in the interior of the feasible set, in which case \( \mu \) is zero and the dual regularization term disappears, see Bianchini et al. 2022a). In particular, notice that the dual update takes the form \( \hat{\mu} = \Pi_{\mathbb{R}^m_{\geq 0}} [g(x) + \hat{\rho} \mu] \) and thus, at an equilibrium, it holds that \( \mu^* g_i(x^*) + \hat{\rho} \mu^*_i = 0 \). In the absence of dual regularization, the same equilibrium condition simplifies to \( \mu^*_i g_i(x^*) = 0 \) which is the complementary slackness part of the KKT optimality conditions of (13). The error between the saddle points of the augmented Lagrangian and the solution of the constrained optimization problem can be bounded as a function of the augmentation term (Koshal et al., 2011).

\[\boxend\]
the feasible region of the optimization problem, as this is a crucial aspect in online and closed-loop applications.

Gradient flows, as defined in Section 2.1, do not naturally allow for unilateral (i.e., inequality) constraints. A relatively easy and widely applicable way to incorporate them is the addition of penalty or barrier terms to the objective. However, both approaches by themselves can enforce constraints only approximately.

More precisely, for a constraint of the form $g(x) \leq 0$ where $g : \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable, a common penalty function is the squared 2-norm of the constraint violation vector, i.e., $\phi(x) = \frac{\rho}{2} \| \max\{g(x,0)\} \|^2$ where $\rho > 0$ denotes a scaling parameter. Many variations, including different norms on constraint violations are possible. The common feature of penalty function lies in the fact that they technically allow for constraint violations and thus produce an “outer” approximation of the feasible region, i.e., minimizers of a penalty-augmented cost function $\Phi(x) + \phi(x)$ do not generally satisfy $g(x) \leq 0$. This is illustrated in Figure 6a.

Barrier functions, on the other hand, can be used to enforce constraints strictly, i.e., without allowing for any violation. For this purpose, a barrier function $\psi(\cdot)$ for the constraint $g(x) \leq 0$ needs to be such that for $x \to x^*$ with $g(x^*) = 0$ we have $\psi(x) \to \infty$. A common example satisfying this condition are negative log-barriers of the form $\psi(x) = -\frac{1}{\rho} \log(g(x))$ which are important for interior-point methods for constrained convex programming (Nesterov & Nemirovskii, 1994). Barrier functions therefore achieve an “inner” (i.e., conservative) approximation of the feasible region, as illustrated in Figure 6b.

Both approaches are widely applicable (under minor technical assumptions) and do not require convexity of the constraints. In general, steeper penalties or barriers (i.e., $\rho \to \infty$ or $\mu \to \infty$) will lead to more precise results. However, excessively steep augmentations can lead to stability issues when implemented numerically or in closed loop with a dynamical system (see Section 3.1).

Constraint enforcement by (infinitesimal) projection, as for continuous-time projected gradient flows presented in Section 2.2, is mathematically well-posed and works in very general settings. Furthermore, constraints are represented exactly and they are satisfied at all times (see Figure 6e). However, we will see in Section 3.2 that producing these continuous-time projected flows on a physical system is not straightforward. In some instances, the projection behavior emerges naturally from physical saturation and anti-windup control. When the constraint is not enforced by the plant, careful design of the discrete-time implementation is required in order to maintain computational tractability and preserve the stability properties without introducing additional convexity assumptions.

Dualization of constraints leads to saddle-point flows where dual variables are computed by integrating the constraint violation over time. Hence, transient constraint violations are generally unavoidable, even in the presence of augmentation terms (see Figure 6c and 6d). Tuning can be difficult, especially for nonlinear problems. Sub-optimal parameter choices can lead to severely under- or over-damped transients that may venture far outside the feasible domain, which is undesirable in online and closed-

---

4A notable exception are so-called exact penalty methods that transform a constrained optimization problem into an unconstrained one without changing the location of minimizers, albeit at the expense of smoothness or other technical drawbacks (Di Pillo & Grippo, 1989).
loop applications. This problem gets only more challenging for high-dimensional and ill-conditioned problems.

In theory, each constraint (in functional form) can be enforced with one of these mechanisms independently of the other constraints. For example, in Figure 6f, the constraint $x_2 \geq 0$ is enforced by projection whereas $x_2 \geq x_1$ is dualized. As we will see in Section 3.2, all these constraint enforcement methods can be applied in an online feedback setup. This design freedom is particularly useful in control setups where the real-world nature of constraints can dictate the appropriate enforcement mechanism. For instance, barrier functions may be considered for constraints that may not be violated under any circumstances. Constraints that are naturally enforced by physical saturation, mechanical constraints or similar are best represented by projections. Dualization in combination with a penalty term is particularly helpful to enforce constraints asymptotically and often allows for distributed implementations.

2.5. Time-Varying Online Optimization

A topic that is central to online optimization, in open or closed loop, is the study of problems that vary over time. In recent years, this topic has garnered significant interest because of its relevance to many applications in control, robotics, machine learning, and others (Dall’Anese et al., 2020; Hazan, 2022; Simonetto et al., 2020). The focus has been the development of algorithms that can track the solution of a non-stationary optimization problem with performance guarantees. Historically, two perspectives can be distinguished.

On the one hand, Besbes et al. (2015); Hall & Willett (2015); Jadbaiae et al. (2015); Lesage-Landry et al. (2020); Nonhoff & Müller (2020); Shi et al. (2020); Zinkevich (2003) and others frame time-varying optimization as an iterative learning problem: at every iteration $k$ an agent chooses an action $x_k$ and subsequently a convex function $\Phi$ is revealed. The agent’s goal is to minimize her regret, i.e., some measure of accumulated suboptimality.

On the other hand, Fattahi et al. (2020); Rahili & Ren (2017); Rahili et al. (2015); Simonetto et al. (2017); Tang et al. (2022, 2018) are inspired more by control theory and describe time-varying optimization as a tracking problem whereby an optimization algorithm defines a time-varying solution map $t \mapsto x^*(t)$ that needs to be followed as closely as possible by the online optimization scheme.

Both viewpoints share a common base.

First, additional assumptions need to be introduced in order to guarantee well-posedness of the tracking problem. In many cases, convexity is assumed to guarantee the existence of a unique minimum and, in the case of strong convexity, a unique minimizer. Exceptions are Dontchev et al. (2013); Kungurtsev & Jäschke (2017); Subotić et al. (2022); Suwartadi et al. (2017); Tang et al. (2022, 2018); Závala & Anitescu (2010), where results for non-convex optimization problems are presented.

Second, to give meaningful performance guarantees, some sort of “bounded variation” in the optimization problem has to be assumed. A common assumption is that the rate of change of the optimizers is bounded by a known constant (see for example Bernstein et al. 2019; Bianchini et al. 2022a; Madden et al. 2021). This assumption is relaxed in Subotić et al. (2022) which shows how, in special cases, the rate of change of the optimizer can be bounded using information about the objective and the constraint functions only.

Depending on the application, the time-varying optimization problem might be unconstrained (Popkov, 2005), constrained to a stationary set (Hall & Willett, 2015; Jadbabaie et al., 2015; Mokhtari et al., 2016; Zinkevich, 2003), or have time-varying constraints (Bernstein et al., 2019; Bianchini et al., 2022a; Fazlyab et al., 2016, 2018a; Hauswirth et al., 2018; Rahili & Ren, 2017; Rahili et al., 2015; Subotić et al., 2022; Tang et al., 2022, 2018; Zhang et al., 2021).

Roughly speaking, algorithms for time-varying optimization can be divided into running algorithms that do not incorporate any information about the evolution of the problem (Bastianello & Dall’Anese, 2021; Bernstein et al., 2019; Bianchini et al., 2022a; Colombino et al., 2020; Popkov, 2005; Simonetto, 2017; Simonetto & Leus, 2014; Tang et al., 2022, 2018) and predictive schemes that exploit some knowledge or estimate about the change in the optimization problem (Bastianello et al., 2020; Fazlyab et al., 2018a; Lesage-Landry et al., 2020; Simonetto & Dall’Anese, 2017; Simonetto et al., 2017; Zheng et al., 2020).

The following simple examples generalize Example 1.1 to a time-varying setting and present, just for the sake of illustration, a running and a predictive scheme.

Example 2.4. Consider the same setup as in Example 1.1. Namely, let a physical plant be characterized by the steady-state input-output map $y = h(u) + d(t)$. We now assume that $d(t)$ is time-varying and (Lebesgue) measurable. Consequently, we wish to track the solution of

$$\min_u \quad \tilde{\Phi}(u, t) := \Phi(h(u) + d(t)).$$

Without modifying the controller we get the (non-autonomous) closed-loop system

$$\dot{u} = -\nabla_u \tilde{\Phi}(u, t)^T$$
$$= -\nabla h(u)^T \nabla \Phi(y)^T$$
$$y = h(u) + d(t)$$

which is a running algorithm to solve (18).

Assume that $\Phi$ is $\beta$-strongly convex for every $t$ and consequently has a unique global minimizer $u^*(t)$ for every $t$. Further, assume that $\|u^*(t) - u^*(t')\| \lesssim \ell \|t - t'\|$ for all $t, t'$. In other words, the unique optimizer is $\ell$-Lipschitz.

The quantity $\ell$ can sometimes be bounded from problem parameters (Subotić et al., 2022). For instance, if it is known that $d$ is $\ell_d$-Lipschitz in $t$ and $\Phi$ is $\beta$-strongly convex, then, the estimate $\ell \leq \beta \ell_d$ holds.

Exploiting strong convexity and Cauchy-Schwarz inequality, the distance between $u(t)$ of (19) and $u^*(t)$ can
be shown to be differentiable for almost all $t$ and satisfy
\[
\frac{d}{dt} \frac{1}{2} \|u(t) - u^*(t)\|^2 \\
\leq \langle \dot{u}(t), u(t) - u^*(t) \rangle + \ell \|u(t) - u^*(t)\| \\
\leq -\beta \|u(t) - u^*(t)\|^2 + \ell \|u(t) - u^*(t)\|.
\]
Consequently, $\|u(t) - u^*(t)\|$ is decreasing as long as $\|u(t) - u^*(t)\| > \ell/\beta$. It follows from standard invariance arguments that, as $t \to \infty$, $u(t)$ will be $\ell/\beta$-close to $u^*(t)$. \hfill \Box

**Example 2.5.** To illustrate a continuous-time predictive algorithm, consider the same setup as in Example 2.4 and assume, in addition, that $\Phi$ is twice continuously differentiable, and the time derivative $\dot{d}(t)$ is available (e.g., can be estimated using finite differences). Then, we may consider the following control law derived from the sensitivity-conditioning approach (Picallo et al., 2023)
\[
\begin{align*}
\dot{u} &= -\nabla h(u)^T \nabla u \Phi(y)^T - \nabla h(u)^T \nabla^2 y \Phi(y) \dot{d}(t) \\
y &= h(u) + d(t)
\end{align*}
\]
which reduces to
\[
\dot{u} = -\nabla u \tilde{\Phi}(u, t)^T - \frac{d}{dt}(\nabla u \tilde{\Phi})^T(u, t).
\]
One may consider the time-varying Lyapunov function $W(u, t) := \frac{1}{2} \|\nabla u \tilde{\Phi}(u, t)\|^2$. It holds that
\[
\frac{d}{dt} W(u(t), t) = \nabla u W(u(t), t) \dot{u}(t) + \nabla_t W(u(t), t) \\
= \|\nabla u \tilde{\Phi}(u(t), t)\|^2 < 0.
\]
for all $t$ and all $u(t) \neq u^*(t)$. This fact can be used to guarantee zero tracking error as $t \to \infty$. \hfill \Box

### 3. Online Feedback-Based Optimization

We now present the key idea and main topic of this review article—the implementation of optimization algorithms in closed loop with physical systems. The unconstrained feedback gradient flow from Example 1.1 in the introduction can be considered as a minimal viable example for this approach. A more general formulation is the problem of driving an asymptotically stable plant with the steady-state map $y = h(u) + d$ to the solution of the optimization problem
\[
\begin{align*}
\min_{u, y} & \quad \Phi(y) \quad \text{(21a)} \\
\text{subject to} & \quad y = h(u) + d \quad \text{(21b)} \\
& \quad u \in \mathcal{U} \quad \text{(21c)} \\
& \quad y \in \mathcal{Y}, \quad \text{(21d)}
\end{align*}
\]
where $\mathcal{U}$ and $\mathcal{Y}$ are the feasible regions of the input $u$ and the output $y$, respectively. This formulation can be generalized to include a dependence of the cost $\Phi$ on the input $u$ directly, without any technical complication.

Almost any optimization algorithm in the form of a dynamical system can be defined as open systems and interconnected with the physical plant, but not every such control design makes sense in the real world and achieves the aforementioned goal. The resulting interconnection needs to be robust, satisfy the plant operational constraints, and be implementable given the limited model knowledge.

The seminal papers on network congestion control (Kelly et al., 1998; Low & Lapsley, 1999) have demonstrated the potential of studying optimization dynamics in closed-loop implementations, see Appendix A.1 for a self-contained review. Afterward, Jokic et al. (2009) and Brunner et al. (2012) consider a more abstract formulation of steering the outputs of a nonlinear continuous-time dynamical plant to a steady-state that solves a constrained convex optimization problem. These pioneering works inspired a plethora of contributions in different directions.

In this section, we review three fundamental aspects that constitute the core challenges when aiming to achieve a robust interconnection of an optimization algorithm with a physical plant:

- **In Section 3.1**, we present approaches to guarantee closed-loop stability in the presence of plant dynamics, either via singular perturbation analysis or linear matrix inequality certificates.

- **In Section 3.2**, we show how partial model information and feedback measurements can be used to robustly enforce constraints in closed-loop optimization.

- **In Section 3.3**, we discuss strategies for bypassing the need of model information and achieving fully data-driven and model-free operations.

For each of these themes, we provide a tutorial exposition and review the relevant literature.

#### 3.1. Closed-Loop Stability

**Example 1.2** in the introduction has illustrated that a simple gradient-based controller interconnected with a dynamical system is not necessarily stable, unless the control gain $\epsilon$ is small enough (Figure 2). In other words, sufficient timescale separation between the fast plant behavior and the slow optimization dynamics is generally required.

For control design, it is convenient to reduce the fast transient plant dynamics to their algebraic steady-state map. We have explicitly applied this design step in Example 1.1 and will do so implicitly in the rest of the article. In this section, however, we will investigate the problems of timescale separation and closed-loop stability in detail, and survey works that have tackled this issue.

We identify and present two main research streams: First, we discuss stability results inspired by singular perturbation analysis, which formalize and quantify stability in terms of timescale separation. This approach is very general and applicable to nonlinear (but asymptotically
stable) plant dynamics and non-convex optimization dynamics, but potentially very conservative. A second line of research taps into robust control and provides computational stability certificates in the form of linear matrix inequalities. While these stability guarantees are less conservative, they apply only to linear time-invariant plants and convex optimization dynamics.

**Remark 3.1.** Exploiting passivity is sometimes a third possibility to certify closed-loop stability (Khalil, 2002, Chap. 6). This approach requires that the control loop can be identified as a feedback interconnection of passive systems, which is not always possible. Saddle-point flows (discussed in Section 2.3) are one class of systems that are amenable to passivity arguments to study stability and robustness (Simpson-Porco, 2016; van der Schaft, 2011). These ideas have been applied to congestion avoidance in communication networks (Appendix A.1) in Wen & Arcak (2004) and in Chapter 4 of Low (2017). Similarly, passivity has been exploited in power systems applications (like Appendix A.2) in Stegink et al. (2017); Trip et al. (2019).

**Remark 3.2.** In the following, for the sake of keeping the presentation consistent, we maintain the same modeling framework where both the plant and the optimization algorithm are described as continuous time flows. In some applications, for example when the presence of communication delays requires less frequent algorithms iterations, a sampled-data approach may be more appropriate. Belgiorno et al. (2021, 2022) provide stability results in this hybrid setting.

### 3.1.1. Singular Perturbation Analysis

For the purpose of providing explicit bounds on $\epsilon$, Hauswirth et al. (2020b); Menta et al. (2018) pursue a singular perturbation approach and arrive at easy-to-compute sufficient conditions for closed-loop stability. In particular, Hauswirth et al. (2020b) considers general nonlinear (but stable) plant dynamics and investigates a variety of optimization dynamics for convex and non-convex problems including (projected) gradient, saddle-point, and momentum methods. Using similar techniques, Simpson-Porco (2021) provides stability guarantees for general low-gain integral controllers that satisfy an infinitesimal contraction property, but with a discussion of feedback-based optimization limited to LTI plant dynamics. The following example illustrates the main idea behind these stability conditions.

**Example 3.1.** We wish to characterize the stability of the feedback loop introduced in Example 1.1. In particular, we want to formulate conditions on the gain $\epsilon$ in Figure 1 that guarantee closed-loop stability. For this purpose we pass to the singular perturbation decomposition into reduced and boundary-layer error dynamics illustrated in Figure 7 (Khalil, 2002; Kokotovic et al., 1999). In particular, $h$ is defined such that $f(h(u), u) = 0$ for all $u$.

The resulting reduced dynamics correspond exactly to the simplified model that we have already used in the design of the optimizing controller, where the plant is replaced by its algebraic steady-state map. The boundary-layer error dynamics $z := \zeta - h(u)$ evolve as $\dot{z} = f(\zeta, u)$ for any fixed $u$. If these error dynamics are exponentially stable (and other technical assumptions are satisfied), standard converse results guarantee the existence of a Lyapunov function $W$ and parameters $\gamma, \omega > 0$ such that, for any fixed $u$, it holds that

$$
\dot{W}(\zeta - h(u)) \leq -\gamma \|\zeta - h(u)\|^2 \\
\|\nabla_u W(\zeta - h(u))\| \leq \omega \|\zeta - h(u)\|
$$

A class of Lyapunov function candidates to certify stability of the closed system in Figure 7 is given by

$$
V_b(u, \zeta) = \delta \tilde{\Phi}(u) + (1 - \delta) W(\zeta - h(u))
$$

where $\delta \in (0, 1)$ is a convex combination parameter.

Let $L$ be the Lipschitz constant of $\nabla \tilde{\Phi}$. Hauswirth et al. (2020b) have shown that for all

$$
\epsilon < \epsilon^* := \frac{\gamma}{\omega L}
$$

the parameter $\delta$ can be chosen such that $V_b$ is non-increasing and thus a LaSalle invariance argument guarantees (asymptotic) stability.

**Remark 3.3.** Recall from Section 2.4 that constraints can be incorporated into an optimization problem through the combination of gradient flows with penalty or barrier functions. The bound (23) on $\epsilon$ in Example 3.1 indicates that there is a natural limitation to this constraint enforcement mechanism. Notably, penalty functions cannot be made arbitrarily steep, thus increasing $L$, without at the same time reducing $\epsilon$ by the same fraction. For the same reason log-barrier functions that do not have a Lipschitz gradient have to be applied with great care, as closed-loop stability cannot be guaranteed with these singular perturbation bounds on $\epsilon$.

The timescale separation argument inspired by singular perturbation analysis, as presented in Example 3.1, works under very general conditions. In particular, for the case of a gradient flow convexity of $\Phi$ is not generally

![Figure 7: Feedback-based gradient flow from Figure 1 rearranged and decomposed into reduced and boundary-layer error dynamics](image-url)
required. The type of stability proof can also be established for various optimization algorithms interconnected with exponentially stable plants. Examples include but are not limited to Newton flows, projected gradient flows, and saddle-point flows encountered in the previous section. Moreover, the above timescale separation argument can also be applied in the sampled-data setting that involves the interconnection of continuous-time plants and discrete-time equilibrium-seeking algorithms, see the feedback equilibrium seeking in (Belgioioso et al., 2023, 2021, 2022). These conditions can be very conservative, but they are qualitatively tight. Namely, non-examples in Hauswirth et al. (2020b) show how subgradient flows and continuous-time accelerated gradient flows interconnected with dynamical plants are not generally stable. These setups are not amenable to the same type of timescale separation argument as above because important assumptions such as uniform asymptotic stability of the reduced dynamics are not satisfied (Poveda & Li, 2019).

3.1.2. LMI Stability Certificates

Alternatively, closed-loop stability can be certified by applying tools from robust control, namely linear matrix inequalities. Recent results on integral quadratic constraints and their use for the analysis of optimization algorithms (Fazlyab et al., 2018b; Lessard et al., 2016) have proven very useful for this purpose and have been applied in Colombino et al. (2020, 2019); Nelson & Mallada (2018). In particular, Nelson & Mallada (2018) studies the joint design of stabilizing control, estimator, and optimization dynamics. Similarly, Lawrence et al. (2018, 2021) consider an output regulation framework and reduce the control design to a stabilization problem for the case of convex problems and LTI systems.

Limiting the applicability of these techniques from robust control is the fact that plant dynamics are generally not limited to Newton flows, projected gradient flows, and saddle-point flows encountered in the previous section. Moreover, the above timescale separation argument can also be applied in the sampled-data setting that involves the interconnection of continuous-time plants and discrete-time equilibrium-seeking algorithms, see the feedback equilibrium seeking in (Belgioioso et al., 2023, 2021, 2022). These conditions can be very conservative, but they are qualitatively tight. Namely, non-examples in Hauswirth et al. (2020b) show how subgradient flows and continuous-time accelerated gradient flows interconnected with dynamical plants are not generally stable. These setups are not amenable to the same type of timescale separation argument as above because important assumptions such as uniform asymptotic stability of the reduced dynamics are not satisfied (Poveda & Li, 2019).

The closed-loop system (3) can be written in a standard robust control setup as an interconnection of a nonlinearity

\[ w \rightarrow z = Az + Bu \]
\[ y = Cz + Dw \]

\[ \Delta \epsilon \]

with an LTI system. This is shown in Figure 8, where

\[ z := [\zeta] u \quad A := \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} \quad B := \begin{bmatrix} 0 & 0 \\ 0 & -HT \end{bmatrix} \]
\[ y := [y] u \quad C := \begin{bmatrix} 0 & C \end{bmatrix} \quad D := \begin{bmatrix} 0 \end{bmatrix} \]

and

\[ u = \Delta_\epsilon(y) = \begin{bmatrix} 0 \\ \epsilon \nabla \Phi(y) \end{bmatrix}. \] (25)

Crucially, \( \Delta_\epsilon(\cdot) \) satisfies the IQC defined by

\[ \begin{bmatrix} y - y^* \\ u - u^* \end{bmatrix}^T \begin{bmatrix} -2\epsilon^2 m L & \epsilon (L + m) I \\ \epsilon (L + m) I & -2 I \end{bmatrix} \begin{bmatrix} y - y^* \\ u - u^* \end{bmatrix} \geq 0 \] (26)

for all \((y, u)\) such that \(y = \Delta(y)\) (Lessard et al., 2016, Lemma 6). Equivalently, we have

\[ \begin{bmatrix} z - z^* \\ u - u^* \end{bmatrix}^T \begin{bmatrix} I \\ C^T \Xi \end{bmatrix} C \begin{bmatrix} z - z^* \\ u - u^* \end{bmatrix} \geq 0 \] (27)

for all \((z, u)\) such that \(u = \Delta(Cz)\).

Next, consider a Lyapunov function of the form \(V(z) = (z - z^*)^T P (z - z^*)\) where \(P \succeq 0\) remains to be determined. The time derivative of \(V\) along system trajectories can be written as a quadratic form

\[ \dot{V}(z) = \begin{bmatrix} z - z^* \\ u - u^* \end{bmatrix}^T \begin{bmatrix} A^T P + PA & PB \\ B^T P & 0 \end{bmatrix} \begin{bmatrix} z - z^* \\ u - u^* \end{bmatrix}. \] (28)

Combining (27) and (28), it follows that \(\dot{V}(z) < 0\) for \(z \neq z^*\) (and thus the closed-loop is stable) if the LMI

\[ \begin{bmatrix} A^T P + PA & PB \\ B^T P & 0 \end{bmatrix} \prec -C^T \Xi C \] (29)

holds for some \(P \succeq 0\).

3.2. Constraint Enforcement in Closed Loop

The capacity and various possibilities to robustly enforce complicated constraints despite model uncertainty is one of the distinguishing features of feedback-based optimization.

In Section 2 we have seen different mechanisms used in continuous-time optimization algorithms to deal with constraints. Section 2.4 summarizes these options and
highlights how they can be combined. In this subsection, we will explore the closed-loop implementations of these mechanisms. In particular, in Section 3.2.1 we will discuss the use of saturation to enforce constraints on plant inputs without major computational effort. In Section 3.2.2, we will review strategies to handle general output constraints.

### 3.2.1. Input Saturation via Projection and Anti-Windup

Physical plants are generally subject to limited actuator capabilities, simply due to the fact that any realistic system is bound by the laws of physics and can handle only signals of finite power. Such actuation limits can often be modeled as input saturation of control signal. At a physical level, such saturation is, for example, the result of mechanical constraints, or it can be observed in electric circuits involving diodes and other semi-conducting devices. From a systems perspective, low-level controllers that protect devices and subsystems from operating outside of a safe zone of conditions can also be modeled as saturation. The nature of these constraints implies that they cannot be violated at any point in time. Given the constraint enforcement possibilities from Section 2.4, it makes sense to model saturation as a projection onto the set of feasible inputs with the key property that the projection is naturally “evaluated” and applied by the physical system.

This property creates the possibility of outsourcing the handling of these constraints from the controller to the plant and thus reduces computational requirements and the need for exact modeling of these constraints, which can be time-varying and/or unknown.

For discrete-time feedback-based optimization schemes such as those in Bernstein et al. (2019); Dall’Anese & Simonetto (2018); Gan & Low (2016); Simpson-Porco (2022), this model-free constraint handling by saturation is relatively straightforward (at least for gradient descent with standard Euclidean metric), under the assumption that the saturated control signal is measured and available within one sampling interval. In this case, it is possible to simply add the control increment to the measured saturated control signal of the preceding sampling interval.

For continuous-time methods, as in Chang et al. (2019); Hauswirth et al. (2016), exploiting input saturation is trickier because a continuous-time integrator in cascade with a saturation element will generally lead to integrator windup. For this reason Hauswirth et al. (2020c,d,e) study the use of anti-windup compensators for feedback-based optimization and rigorously show how these control designs can be used to smoothly and robustly approximate continuous-time projected gradient flows like (7). The following example illustrates this idea.

**Example 3.3.** Consider the same setup as in Example 1.1. Namely, we want to drive a plant (with fast decaying dynamics and steady-state map $y = h(u) + d$) to an optimal steady state minimizing the cost function $\Phi(u)$.

In addition, we assume that the plant is subject to input saturation that acts like a projection onto a non-empty set $U$ of admissible inputs. For simplicity, assume that $U$ is convex. In order to mitigate the effects of integrator windup, a simple anti-windup scheme with a tuneable gain $\frac{1}{\kappa}$ is in place as illustrated in Figure 9.

A state-space representation of this system is given, analogously to (3), by

$$\begin{aligned}
\pi \approx \Pi_U \left[ -\nabla h(\pi) \nabla \Phi(y)^T \right] (\pi).
\end{aligned}$$

Assuming, as before, that the plant dynamics can be approximated by the algebraic map $y = h(u) + d$ and with $\tilde{\Phi}(u) = \Phi(h(u) + d)$, the system (30) reduces to

$$\begin{aligned}
\ddot{\pi} = -\epsilon \nabla \tilde{\Phi}(P_\pi(u(t)))^T - \frac{1}{\kappa} (u - \pi).
\end{aligned}$$

The key aspect in (31) is the fact that $\nabla \tilde{\Phi}$ is evaluated at $P_\pi(u)$ rather than at $u$. In Hauswirth et al. (2020d) it was shown that trajectories $u(t)$ of (31) converge in the sense that $P_\pi(u(t))$ converges to the set of KKT points of the optimization problem

$$\begin{aligned}
\text{minimize } \tilde{\Phi}(u) \quad \text{subject to } \ u \in U.
\end{aligned}$$

In particular, if (32) is convex, then convergence of $P_\pi(u(t))$ is to the global minimizer. Importantly, this means that upon convergence, the plant in Figure 9 is at an optimal steady state even though the (unsaturated) control $u$ is not optimal (only the saturated control $P_\pi(u)$ is optimal).

Furthermore, Hauswirth et al. (2020c,e) have shown that (31) approximates the projected gradient flow

$$\begin{aligned}
\dot{\pi} = \Pi_U \left[ -\nabla h(\pi) \nabla \Phi(y)^T \right] (\pi)
\end{aligned}$$

as $K \to 0^+$. This insight extends to other anti-windup schemes which can be shown to approximate more general projected dynamical systems.

**Example 1.1.**

Consider the same setup as in Example 1.1. Namely, we want to drive a plant (with fast decaying dynamics and steady-state map $y = h(u) + d$) to an optimal steady state minimizing the cost function $\Phi(u)$.

In addition, we assume that the plant is subject to input saturation that acts like a projection onto a non-empty set $U$ of admissible inputs. For simplicity, assume that $U$ is convex. In order to mitigate the effects of integrator windup, a simple anti-windup scheme with a tuneable gain $\frac{1}{\kappa}$ is in place as illustrated in Figure 9.

A state-space representation of this system is given, analogously to (3), by

$$\begin{aligned}
\pi \approx \Pi_U \left[ -\nabla h(\pi) \nabla \Phi(y)^T \right] (\pi).
\end{aligned}$$

Assuming, as before, that the plant dynamics can be approximated by the algebraic map $y = h(u) + d$ and with $\tilde{\Phi}(u) = \Phi(h(u) + d)$, the system (30) reduces to

$$\begin{aligned}
\ddot{\pi} = -\epsilon \nabla \tilde{\Phi}(P_\pi(u(t)))^T - \frac{1}{\kappa} (u - \pi).
\end{aligned}$$

The key aspect in (31) is the fact that $\nabla \tilde{\Phi}$ is evaluated at $P_\pi(u)$ rather than at $u$. In Hauswirth et al. (2020d) it was shown that trajectories $u(t)$ of (31) converge in the sense that $P_\pi(u(t))$ converges to the set of KKT points of the optimization problem

$$\begin{aligned}
\text{minimize } \tilde{\Phi}(u) \quad \text{subject to } \ u \in U.
\end{aligned}$$

In particular, if (32) is convex, then convergence of $P_\pi(u(t))$ is to the global minimizer. Importantly, this means that upon convergence, the plant in Figure 9 is at an optimal steady state even though the (unsaturated) control $u$ is not optimal (only the saturated control $P_\pi(u)$ is optimal).

Furthermore, Hauswirth et al. (2020c,e) have shown that (31) approximates the projected gradient flow

$$\begin{aligned}
\dot{\pi} = \Pi_U \left[ -\nabla h(\pi) \nabla \Phi(y)^T \right] (\pi)
\end{aligned}$$

as $K \to 0^+$. This insight extends to other anti-windup schemes which can be shown to approximate more general projected dynamical systems.
3.2.2. Output Constraints via Dualization and Approximate Projections

We now turn to mechanisms that allow us to enforce more general constraints, and in particular those that apply to plant outputs.

In the following, we focus on two approaches. First, we illustrate how augmented and projected saddle-point flows, as in Example 2.3, can be implemented as feedback controllers. This approach is particularly suited for solving convex problems in closed loop and distributed over a network (assuming the problem exhibits a suitable sparsity structure). For non-convex problems, these algorithms can still be applied, but theoretical global convergence guarantees are not generally available.

As a second possibility to enforce output constraints, we discuss a special discretization of projected gradient flows that can be implemented as a feedback controller and comes with strong global convergence guarantees, even for non-convex setups. However, it is less easily amenable to a distributed implementation and, instead, requires the solution of a simple quadratic program at every iteration.

Projected Saddle-Flows as Feedback Controllers. Consider the optimal steady-state problem (21). Assume that the disturbance $\delta$ is fixed and that the engineering constraints $(u, y) \in \mathcal{X}$ can be expressed as $\mathcal{X} := \{(u, y) \mid g(y, u) \leq 0\}$, where $g : \mathbb{R}^n \to \mathbb{R}^m$ denotes a continuously differentiable constraint function. After eliminating $y$ from (21), we are left with the reduced problem

$$
\begin{align*}
\text{minimize} & \quad \Phi(u) := \Phi(u, h(u) + d) \\
\text{subject to} & \quad u \in \mathcal{U} \\
& \quad u \in \hat{\mathcal{X}} := \{u \mid \hat{g}(u) \leq 0\}
\end{align*}
$$

with $\hat{g}(u) := g(u, h(u))$.

This problem can be tackled with a projected saddle-point flow with a primal augmentation term $\phi(u) = \frac{\rho}{2} \max\{\hat{g}(u), 0\}^2$ as presented in Example 2.3. Namely, we have

$$
\begin{align*}
\dot{u} &= \Pi_{\mathcal{U}} \left[-\nabla \bar{\Phi}(u)^T - \nabla \hat{g}(u)^T (\mu + \rho \max\{\hat{g}(u), 0\})\right] \\
\dot{\mu} &= \Pi_{\mathbb{R}_+^n} \hat{g}(u) \mu.
\end{align*}
$$

Recall from Example 2.3 that, in the special case where (34) is convex, trajectories of (35) converge to a global minimizer. In particular thanks to the primal augmentation, as in (16). The primal augmentation term reduces oscillations, especially with non-strictly convex objective functions. If the problem is non-convex, a dual augmentation term, as in (17), can be added to guarantee global convergence at the expense of changing equilibrium points away from the true KKT points of (34).

We wish to realize (35) as the closed-loop dynamics of a feedback loop incorporating the physical plant. To achieve this, we replace any evaluation of $h(u) + d$ with the plant output $y$. This yields the controller

$$
\begin{align*}
\dot{u} &= \Pi_{\mathcal{U}} \left[-\nabla \bar{\Phi}(u)[(u)]\right] \\
\dot{\mu} &= \Pi_{\mathbb{R}_+^n} \hat{g}(u)[(\mu)].
\end{align*}
$$

where $H(u) := [\mathbf{I} \quad \nabla h(u)^T]$ and

$$
\begin{align*}
G(u, y) := 
\begin{bmatrix}
\nabla \bar{\Phi}(u)^T - \nabla \hat{g}(u)^T (\mu + \rho \max\{\hat{g}(u), 0\}) \\
\nabla \bar{\Phi}(u)^T - \nabla \hat{g}(u)^T (\mu + \rho \max\{\hat{g}(u), 0\})
\end{bmatrix}.
\end{align*}
$$

We have also included in (36) a variable metric $Q(u)$ on the primal variables. This degree of freedom will be exploited in the forthcoming Examples 4.1 and 4.2.

In practice, one can build an estimate $\hat{H}$ of $H(u)$ by using $y$ and $u$, i.e., $\hat{H}(u, y) \approx H(u)$. We defer the discussion on how to perform this estimation to Section 3.3.1.

Furthermore, if the plant (1) is an asymptotically stable LTI system subject to constant disturbances

$$
\begin{align*}
\dot{\xi} &= A\xi + Bu + d_1 \\
y &= C\xi + Du + d_2,
\end{align*}
$$

then the steady-state sensitivity matrix $\nabla h(u) = -CA^{-1}B + D$ is constant and independent of $d$, which renders its estimation much easier.

Despite a lack of theoretical convergence guarantees for non-convex problems and closed-loop stability certificates, primal-dual saddle-point algorithms (and their projected, proximal, and augmented variations) have enjoyed great popularity. In particular, saddle-point flows often lend themselves to a distributed implementation. Appendices A.1 and A.2 are prime examples. In the context of (36), a distributed implementation is possible if $\nabla h(u)$ has a fixed sparsity pattern, the cost function is separable, and the constraints $u \in \mathcal{U}$ and $g(u, y) \leq 0$ are appropriately localized. Moreover, selecting a sparsity-inducing metric $Q(u)$ can also facilitate distributed operations. In this case, the computation of a given component $u_i$ requires only the quantity $y_j + \rho \max\{g_j(u, y), 0\}$ to be communicated from all neighboring nodes $j$ in a network.

Linearized Output Projections. As a second possibility to solve (21) in closed loop (and thus tackle the reserve dispatch problem from Section 4), we highlight the method proposed in Häberle et al. (2021) and extended in Hauswirth (2020). This method is conceptually related to Torrisi et al. (2018), in that we seek a descent direction that ensures satisfying the linearized constraint.

We have seen how projected (and augmented) saddle-point flows can be easily turned into feedback controllers. The key mechanism for enforcing the engineering constraints $(u, y) \in \mathcal{X}$ thereby lies in integrating the constraint violation $g(u, y)$ that is based on plant output measurements. In Example 4.1 we have noted the ease of deriving a discrete controller by simply applying an explicit Euler discretization.

Now, instead, we present a discrete controller that approximates the projected gradient flow

$$
\dot{u} = \Pi_{\mathcal{U}} \Theta \left[-\nabla \bar{\Phi}(u)[(u)]\right].
$$
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The trajectories of (38) are guaranteed to converge to the KKT points of the reduced problem (34), even under non-convexity (but under technical assumptions similar to those in Theorem 1). We refer to Hauswirth et al. (2020a) for a discussion of the available convergence guarantees for projected gradient flows.

We have previously seen in Section 3.2.1 that input constraints $u \in U$ are often enforced by input saturation (possibly requiring an anti-windup compensator to avoid integrator windup). The challenge in (38) lies in the fact that also the engineering constraints $X$ need to be enforced “by projection” and in feedback using measurements of the plant output, rather than using a model-based evaluation of $h(u) + d$.

To address this problem, rather than pondering on the continuous-time dynamics (38), we directly consider a discrete-time controller of the form

$$ u^+ = u + \alpha \Sigma_\alpha(u, y), $$

where $\alpha > 0$ is a fixed step-size, $y = h(u) + d$ is the measured system output, and $\Sigma_\alpha(u, y)$ is defined as the solution of

$$
\begin{align*}
\min_{w \in \mathbb{R}^p} & \quad w + Q(u)H(u)\nabla \Phi(u, y)^T (u) \\
\text{subject to} & \quad u + \alpha w \leq U \\
& \quad g(u + \alpha w, y + \alpha \nabla h(u)w) \leq 0,
\end{align*}
$$

where, as before, $H(u) := [I_p \ \nabla h(u)^T]$ and $Q(u)$ is a metric that assigns to every $u \in U$ a positive definite matrix.

The feedback law (39) approximates a projected gradient descent, by computing a descent direction $w$ that is feasible with respect to $U$ (see (40b)) and approximately feasible (up to first order) with respect to $X$ (see (40c)). In particular, it can be rigorously shown that (39) approximates (38) as $\alpha \to 0^+$ (Hauswirth, 2020).

Any equilibrium point of (39) is feasible and a KKT point of (21). Global convergence of (39) to KKT points of the reduced problem (34), even under weak technical assumptions and without convexity, and for a small enough step size $\alpha$ (Häbler et al., 2021).

Note that, computing $\Sigma_\alpha(u, y)$ requires the solution of a quadratic program. However, in comparison to real-time iteration (RTI) schemes discussed in Appendix B.3, the computational effort does not scale with a prediction horizon and no explicit model of the plant dynamics is required. Instead, it is enough to estimate $\nabla h(u)$. On the other hand, in general, (39) does not lend itself to a natural distributed implementation. Although, depending on the problem structure (e.g., a diagonally dominant $\nabla h(u)$ or a sparsity-inducing metric $Q(u)$), one can solve (40) distributedly at every iteration.

### 3.3 Data-Driven and Model-Free Operation

The appealing benefits of the aforementioned feedback-based optimization schemes are built on limited model information, i.e., the sensitivity $\nabla h(u)$ of the steady-state input-output map of a physical plant. Due to the chain rule, this information is required during the gradient-based (i.e., first-order) updates of those schemes. In some cases, we can derive a quite accurate sensitivity estimate based on first-principle models and parameters (Ortmann et al., 2020a,b). In a broader context, however, the sensitivity may be elusive because of the complex structure of a plant and the lack of key model parameters. As a result, the effective functioning (e.g., stability and optimality) of feedback-based optimization is affected.

**Example 3.4.** Consider a similar setup as in Example 3.2. The objective $\Phi(u, y) = \frac{1}{2}(u^T Ru + y^T Q y)$ is strongly convex and has Lipschitz continuous gradients with respect to $u$ and $y$. A discrete-time linear plant is given by

$$ \begin{align*}
\zeta_{k+1} &= A \zeta_k + B u_k, \\
y_k &= C \zeta_k + d.
\end{align*} $$

The steady-state input-output map is $y = Hu + d$, where $H = C(I - A)^{-1} B$ is the sensitivity matrix. Let $\hat{H}$ be an estimation of $H$. We synthetically generate $\hat{H}$ by $\hat{H} = H + \sigma M$, where $\sigma \geq 0$, and the elements of $M$ are drawn from the uniform distribution. Figure 10 illustrates the performance of the closed-loop interconnection of the plant (41) and the following feedback-based optimization scheme using $\hat{H}$

$$ u_{k+1} = u_k - \eta (Ru_k + \hat{H}^T Q y_{k+1}). $$

We use the same step size $\eta$ for different cases of $\sigma$. We observe that feedback-based optimization is robust to small inaccuracies (Colombino et al., 2019). However, as $\sigma$ further increases (i.e., the error level of the sensitivity estimation increases), the closed-loop behavior exhibits sub-optimality and even instability. Hence, the accuracy of the sensitivity plays an important role in guaranteeing effective closed-loop performance.

Faced with elusive sensitivities, fortunately, we may possess sufficiently rich input-output data collected during historical operations, or we can perform strategic exploration and obtain helpful data on the fly. It is meaningful...
to tackle the challenges posed by unknown sensitivities by extracting useful patterns from data and exploiting such patterns in the updates.

We review two main strategies to achieve data-driven and model-free operations. The first strategy consists in learning sensitivities from offline or online data and then plugging them into the first-order updates of the controller. Nonetheless, there also exist scenarios where sensitivities are highly state-dependent and hence hard to learn (e.g., for nonlinear dynamic plants) or even non-existent (e.g., for a non-differentiable steady-state map \( h(u) + d \)). To handle these issues, the second strategy circumvents learning sensitivities and instead utilizes derivative-free optimization techniques.

3.3.1. Online Sensitivity Learning

The knowledge of steady-state input-output sensitivities is a key requirement for the above-mentioned feedback-based optimization schemes. However, such knowledge may not be easily accessible in some applications because of the lack of exact models and accurate parameters. To address this issue, we can utilize offline data or online interactions to perform sensitivity learning. Afterward, we plug these sensitivity surrogates in the gradient-based updates of feedback-based optimization schemes.

We review two approaches to sensitivity learning. The first strategy leverages Willems’ fundamental lemma (Willems et al., 2005) and uses open-loop input-output trajectories to parametrize the sensitivity matrix of an LTI plant (Bianchin et al., 2023; Nonhoff & Müller, 2021, 2022). Provided that finite-length trajectories are informative enough (i.e., they satisfy a persistence-of-excitation condition), the Hankel matrices constructed from such trajectories characterize the whole input-output behavior of an LTI plant (see the review in Markovsky & Dörfler (2021); Markovsky et al. (2023)). Remarkably, we bypass the step of identifying system matrices and perform control from raw data in a direct manner. The extension to handle general nonlinear plants remains to be explored.

An alternative strategy learns the sensitivities of nonlinear algebraic maps through recursive least squares estimation. The key idea is to feed the data collected during online implementations to a recursive estimator, thus gradually improving the learning accuracy (Domínguez-García et al., 2023; Picallo et al., 2022). With the iterative adjustments of feedback-based optimization, we collect a series of inputs and the corresponding measured outputs. The differences between the input-output pairs at neighboring time steps provide rich information on the rates of change, i.e., sensitivities. Since such data arrives in an online fashion, we perform recursive estimation to learn more and more accurate sensitivities. We illustrate this idea through the following example with nonlinear algebraic maps.

**Example 3.5.** We revisit Example 1.1 and consider a discrete-time plant described by a differentiable steady-state map \( y = h(u) + d \). The objective \( \Phi(y) \) is a function of the steady-state output \( y \) and is equivalent to the reduced cost \( \tilde{\Phi}(u) := \Phi(h(u) + d) \). For the output \( y_{k+1} \) at time \( k+1 \), we analyze its first-order Taylor approximation

\[
y_{k+1} = h(u_{k+1}) + d \approx h(u_k) + d + \nabla h(u_k)(u_{k+1} - u_k),
\]

where we consider a small change of the input \( \Delta u_k = u_{k+1} - u_k \). Hence, the map from \( \Delta u_k = u_{k+1} - u_k \) to the change of the output \( \Delta y_k = y_{k+1} - y_k \) is dominated by the linear sensitivity, i.e., \( \Delta y_k \approx \nabla h(u_k) \Delta u_k \), subject to errors due to approximation. Let \( s_k = \text{vec}(\nabla h(u_k)) \) and \( U_{\Delta,k} = \Delta u_k \otimes I \), where vec and \( \otimes \) denote the column-wise vector representation and the Kronecker product, respectively. The dynamics of the sensitivity \( s_k \) and the measurement equation are given by

\[
\begin{align*}
s_{k+1} &= s_k + w_{p,k}, \\
\Delta y_k &= U_{\Delta,k} s_k + w_{m,k},
\end{align*}
\]

where \( w_{p,k} \) and \( w_{m,k} \) represent the change and the approximation error, respectively. Picallo et al. (2022) assume that they are modeled by Gaussian noise, and the covariance matrices \( \Sigma_{p,k} \) and \( \Sigma_{m,k} \). To reflect the dependence of \( s_k \) on \( u_k \), it is further assumed that \( \Sigma_{p,k} \) is proportional to \( ||\Delta u_k||^2 \). Then, learning sensitivity based on (42) amounts to the classical problem of state estimation. The online sensitivity learning strategy (Picallo et al., 2022) based on the Kalman filter is as follows

\[
\begin{align*}
\dot{s}_{k+1} &= s_k + K_k (\Delta y_k - U_{\Delta,k} \hat{s}_k), \\
\Sigma_{k+1} &= (I - K_k U_{\Delta,k}) \Sigma_k + \Sigma_{p,k}, \\
K_k &= \Sigma_k U_{\Delta,k}^\top (\Sigma_{m,k} + U_{\Delta,k} \Sigma_k U_{\Delta,k}^\top)^{-1}.
\end{align*}
\]

Afterward, we convert the vector representation \( \hat{s}_k \) to the matrix form \( \nabla h(u_k) \) and plug it into the updates of the controller. As illustrated by Figure 11, the closed-loop interconnection is

\[
\begin{align*}
\text{plant} \left\{ y_k &= h(u_k) + d \\
\text{controller} & u_{k+1} = u_k - \eta \nabla h(u_k)^\top \nabla \Phi(y_k) + v_k,
\end{align*}
\]

where \( \eta > 0 \) is the step size, \( v_k \) is a random excitation noise, and \( \nabla h(u_k) \) is obtained from (43). Picallo et al. (2022) show that the interconnection of (43) and the plant ensures that \( \nabla h(u_k) \) is an asymptotically unbiased estimate of the sensitivity \( \nabla h(u_k) \) with a bounded variance. The bound on the solution accuracy (i.e., the distance of \( u_k \) to the optimal point) depends on this variance.

The strategy (43) uses one previous measurement. By contrast, the recursive sensitivity learning strategy in Domínguez-García et al. (2023) exploits all the historical data by assigning decaying weights to old measurements. For the extension to nonlinear dynamic plants, the central requirement of (44) is to achieve sufficiently accurate and fast learning of sensitivities. Otherwise, the controller will suffer from sub-optimality due to cumulative errors in gradient steps.
3.3.2. Model-Free Control via Derivative-Free Optimization

Confronted with general cases involving nonlinear dynamic plants or non-differentiable steady-state maps, we may not be able to learn sensitivities accurately enough. This restriction may jeopardize the overall performance of feedback-based optimization.

A natural angle of attack is to give up learning sensitivities altogether and pursue entirely model-free operations. To achieve this goal, we consider feedback-based optimization without gradient evaluations deeply rooted in derivative-free optimization. The precursors include the Nelder–Mead simplex method (Nelder & Mead, 1965) and evolutionary optimization algorithms (Simon, 2013) (see Conn et al. (2009) for an extensive review). The paradigms more related to this review are simultaneous perturbation stochastic approximation (Spall, 1992) and its modern variant, i.e., zeroth-order optimization (ZO) (Liu et al., 2020; Nesterov & Spokoiny, 2017), as well as Bayesian optimization (Frazier, 2018; Shahriari et al., 2016). We provide a more detailed account of model-free feedback-based optimization schemes based on ZO, because they i) handle more general problems involving high-dimensional systems, and ii) ensure closed-loop stability when interconnected with dynamic plants (similar to the timescale separation argument in Section 3.1.1).

Zeroth-Order Optimization-based Schemes. The key idea of ZO is to construct stochastic gradient estimates from the evaluations of objective values, and then set update directions as negative gradient estimates. Zeroth-order optimization algorithms enjoy comparable convergence rates as their first-order counterparts, albeit further exhibiting polynomial dependence on the dimension of the problem (Chen et al., 2022; Duchi et al., 2015; Flaxman et al., 2005; Shamir, 2017; Zhang et al., 2022).

Recall that we aim to realize fully model-free feedback-based optimization. The insight from ZO is that we can utilize inputs and real-time outputs to evaluate objective values, construct gradient estimates, and then iteratively update control inputs (Chen et al., 2020b; He et al., 2023; Poveda & Teel, 2017b; Tang et al., 2023). While constructing gradient estimates, however, we cannot obtain numerous independent and identically distributed samples from the plant, because every input actuation changes the operating condition. Hence, we need to judiciously use samples and select inputs. In the following example, we illustrate the model-free designs of feedback-based optimization.

Example 3.6. Similar to Example 3.5, we consider a discrete-time plant with the steady-state map $y = h(u)+d$. Let $\Phi(u):=\Phi(h(u)+d)$ denote the reduced cost function. We assume that $\Phi(u)$ is smooth and Lipschitz continuous.

We first discuss how to construct a stochastic gradient estimate. The key idea is to explore $\Phi(u)$ at perturbed points and scale a random vector with quantities related to objective values to form the estimate. Let $v \sim N(0, \frac{1}{p}I)$ be a $p$-dimensional vector sampled from the normal distribution. Consider the directional derivative $\langle \nabla \Phi(u), v \rangle$ of $\Phi(u)$ along $v$. We use the finite differences of function values to approximate it as follows

$$\langle \nabla \Phi(u), v \rangle \approx \frac{\Phi(u + \delta v) - \Phi(u)}{\delta},$$

where $\delta > 0$ is the smoothing radius and is typically chosen sufficiently small. Since $v$ is stochastic and satisfies $E_v[vv^\top] = \frac{1}{p} I$, we have

$$E_v[p(\nabla \Phi(u), v)v] = E_v[pvv^\top \nabla \Phi(u)] = \nabla \Phi(u),$$

which implies that $p(\nabla \Phi(u), v)v$ is, in expectation, an unbiased estimate of the gradient $\nabla \Phi(u)$. Thus, we replace $\langle \nabla \Phi(u), v \rangle$ with the aforementioned finite differences and obtain the following two-point gradient estimates (Duchi et al., 2015)

$$\phi^{(2)}(u) = \frac{p}{\delta} (\Phi(u + \delta v) - \Phi(u))v. \tag{45}$$

The above estimates are still useful in the sense of expectation. In fact, $E_v[\phi^{(2)}(u)]$ and $E_v[\phi^{(2)}(u)]$ equal to the gradient of the smooth approximation $\hat{\Phi}_\delta(u)$ of the objective function $\Phi(u)$ (Nesterov & Spokoiny, 2017), where

$$\hat{\Phi}_\delta(u) = E_v[\Phi(u + \delta v)].$$

Moreover, the gradients and the values of $\hat{\Phi}_\delta(u)$ and $\hat{\Phi}(u)$ can be made arbitrarily close by selecting a $\delta$ sufficiently close to 0.

The gradient estimates in (45) require two evaluations of objective values. We need to actuate the plant twice with $u + \delta v$ and $u$, measure the corresponding steady-state outputs $y$ and $y'$, and then evaluate the objective values $\Phi(y)$ and $\Phi(y')$. Such designs work well for algebraic maps, where steady-state outputs are directly available (Chen et al., 2020b; Poveda & Teel, 2017b; Tang et al., 2023). Nonetheless, they may not be suitable for real-time decision-making with dynamic plants. In that case, within
a short interval, it would be challenging to inject two different inputs and measure the corresponding steady-state outputs. That is, every time interval may only allow one actuation step and return one dynamic measurement.

The key to real-time operations lies in utilizing one new evaluation of objective values. A close look at \( E_v[\phi^{(2)}(u)] \) in (45) helps to achieve this goal. Indeed,

\[
E_v[\phi^{(2)}(u)] = E_v \left[ \frac{\partial}{\partial v} \Phi(u + \delta v) v - \frac{\partial}{\partial v} \Phi(u) v \right]
\]

\[
= E_v \left[ \frac{\partial}{\partial v} \Phi(u + \delta v) v \right],
\]

where we use the fact that \( E_v[v] = 0 \) for \( v \sim \mathcal{N}(0, \frac{1}{p} I) \), and we shall design the iterative updates such that \( u \) is independent of \( v \) (see (48) below). The implication is that the one-point estimate

\[
\phi^{(1)}(u) = \frac{\partial}{\partial v} \Phi(u + \delta v) v \tag{46}
\]

suffices to be a sensible estimate of the gradient (Flaxman et al., 2005), because its expectation equals that of the two-point estimate \( \phi^{(2)}(u) \). Nonetheless, one issue of \( \phi^{(1)}(u) \) is its potentially high variance. The main reason is that the magnitude of \( \phi^{(1)}(u) \) depends on the objective value \( \Phi(u + \delta u) \), whose range of change may be large. To solve this issue, we can subtract the term \( \Phi(u + \delta u) \) in \( \phi^{(1)}(u) \) with an appropriate value that is independent of \( v \), thus reducing the variance of the gradient estimate. Notably, Zhang et al. (2022) proposes the following one-point residual-feedback estimate

\[
\tilde{\phi}^{(1)}(u) = \frac{\partial}{\partial v} \left( \Phi(u + \delta v) - \Phi(u' + \delta v') \right) v \quad \tag{47}
\]

which subtracts (46) with the objective value at the previous point \( u' + \delta v' \) during iterations, and \( v' \sim \mathcal{N}(0, \frac{1}{p} I) \) is independent of \( v \). Furthermore, Chen et al. (2022) exploits insights into high-pass and low-pass filters in extremum seeking (Ariyur & Krstic, 2003) and presents a unifying framework for one-point estimates. This structure encompasses residual feedback for variance reduction and a momentum term for acceleration.

Motivated by the above observations, we consider the model-free feedback-based optimization scheme (He et al., 2023) illustrated by Figure 12. The closed-loop dynamics are as follows

\[
\begin{align*}
\text{plant:} & \quad \begin{cases} 
\zeta_{k+1} &= f(\zeta_k, u_k) \\
y_k &= g(\zeta_k, d)
\end{cases} \\
\text{controller:} & \quad \begin{cases} 
\varphi_k &= \Phi(y_{k+1}) - \Phi(y_k) \\
w_{k+1} &= v_k - \eta \varphi_k \\
u_{k+1} &= w_{k+1} + \delta v_{k+1}
\end{cases}
\end{align*}
\tag{48}
\]

where \( \eta > 0 \) is the step size, \( k = 0, 1, \ldots \), and \( v_0, v_1, \ldots \) are independent and identically distributed random vectors drawn from \( \mathcal{N}(0, \frac{1}{p} I) \). In (48), \( u_{k+1} \) is the candidate solution and is iteratively updated based on the gradient estimate \( \varphi_k \) at the previous solution \( w_k \). The estimate \( \varphi_k \) is similar to (47). The difference is that due to real-time operations, we substitute the steady-state output \( h(u_k, d) \) with the measurement output \( y_{k+1} \) after applying the input \( u_k \). Consequently, \( \Phi(y_{k+1}) \) is an approximation of the true objective value \( \Phi(u_k) = \Phi(h(u_k, d)) \). Afterward, the controller adds an exploration noise \( \delta v_{k+1} \) to \( w_{k+1} \) and applies the input \( u_{k+1} \) to the plant. To establish the stability of the closed-loop interconnection (48), we can extend the timescale separation argument discussed in Section 3.3.1. A further extension to handle input constraints via Frank-Wolfe type updates is also available (He et al., 2023).

By and large, model-free methods in Example 3.6 are less sample-efficient than feedback-based optimization schemes with perfect sensitivities (Bernstein et al., 2019; Colombino et al., 2020; Hauswirth et al., 2020b). In other words, they require relatively more actuation steps to reach a certain solution accuracy, see Figure 13 for a detailed comparison. One intuition is that model-free methods drop the useful structural information contained in prior knowledge or approximate models and instead rely on stochastic exploration. This stochasticity may influence the overall convergence rates and cause an increased number of actuations. Another interpretation is that not all history is taken into account at every iteration, which differs from the recursive estimation of sensitivity in Section 3.3.1. This issue may be a disadvantage when the sensitivity is almost constant.

---

**Bayesian Optimization-based Schemes.** Another line of model-free feedback-based optimization schemes is built on Bayesian optimization (Frazier, 2018; Shahriari et al., 2016). The key idea is to maintain probabilistic surrogate models of unknown objectives and constraints based on samples, and then set the next query as the optimal point of an acquisition function. This update mechanism is shown to be sample-efficient and hence attractive for applications where data collection is costly (Neumann-Brosig et al., 2020; Simonetto et al., 2021). Another appealing
part is that black-box constraints are satisfied with a high probability (Krishnamoorthy & Doyle III, 2023). It benefits from the design that balances exploration and exploitation by judiciously expanding a safe region and selecting samples from this region (Krishnamoorthy & Doyle III, 2022; Sui et al., 2015). The closed-loop implementation requires the detection of steady states (Krishnamoorthy & Doyle III, 2023), which implies a complete time-scale separation. Furthermore, it is possible to incorporate contextual information to better adapt to time-varying external conditions (Xu et al., 2023).

In general, Bayesian optimization-based methods are mostly suitable for low-dimensional systems. Otherwise, the computational cost of using Gaussian processes as surrogate models of objectives and constraints is significant (Shahriari et al., 2016).

Remark 3.4. The aforementioned model-free schemes utilize exact function evaluations at perturbed candidate solutions. In some applications (e.g., optimization of parametrized utility functions with user’s feedback (Notarnicola et al., 2023; Simonetto et al., 2021)), only infrequent and noisy evaluations are available. To address this issue, we can construct approximations based on parametric estimation with basis functions (Cothren et al., 2022a) or neural networks (Cothren et al., 2022b). Then, we optimize these approximations via iterative descent algorithms. In this line of work, the considered objective function is decoupled and contains two parts that depend on the input and the output. Approximations are separately constructed for these two parts. Therefore, these schemes still require knowing steady-state input-output sensitivities.

4. Application Example: Optimal Reserve Dispatch in Electricity Grids

So far, we have explored small educational examples illustrating various individual concepts and special cases. In this section, we illustrate the potential of these methods for the emerging problem of optimal real-time operation of future power systems in the face of increasing intermittent renewable energy generation.

Future power systems will face less predictable and more volatile conditions, which require new control and decision protocols to continue operating power grids safely and efficiently. In a simplified and idealized fashion, this task of optimal real-time grid operation can be cast as tracking the solution of a (time-varying) AC optimal power flow (ACOPF) problem (Frank et al., 2012a,b; Huneault & Galiana, 1991). This perspective on the problem has motivated and guided an essential part of the recent research on online feedback optimization and has contributed to defining many of the methodological questions that we addressed earlier in this article.

Although solving ACOPF problems in real-time has been proposed for several decades, the idea of driving the state of a power grid to the solution of an ACOPF by interconnecting an optimization dynamic in closed loop with the physical grid is much more recent. In the context of distribution grids, the idea of using iterative measurements (rather than a model) to determine a gradient direction and ultimately implement an iterative optimization algorithm was first explored in Bolognani & Zampieri (2013) and in Farivar et al. (2013), with a focus on deriving distributed and decentralized control strategies. The idea of employing gradient-based online algorithms in closed loop with the power grid to drive the system to the solution of a given ACOPF was further explored (with the addition of constraints, time-varying parameters, and more general problem formulations) in Bernstein & Dall’Anese (2019); Bernstein et al. (2015); Bolognani et al. (2015); Gan & Low (2016); Mazzi et al. (2018); Reyes-Chamorro et al. (2015); Tang et al. (2017) among others.

A connected line of research, also motivated by power flow optimizations in the electricity grid, is based on the insights of Bolognani & Dörfler (2015) that identifies the solutions space as a smooth manifold. Using this perspective, Hauswirth et al. (2016) proposes a (continuous-time) gradient-based controller that results in a differential-algebraic system. This algorithm (in a discretized form) was applied to ACOPF problems in Hauswirth et al. (2017), and formal convergence guarantees of the discretization were established in Häberle et al. (2021). While considering the solution space of the AC power flow equations as a smooth manifold (rather than assuming an input-output map) adds to the conceptual complexity, it also highlights underlying challenges relating to solvability, controllability, and the possibility for bifurcations.

Besides purely gradient-based schemes, saddle-point algorithms (as defined in Section 2.3) have also been extensively studied in the context of real-time feedback-based power system optimization. However, the AC OPF problem’s non-convexity makes formal convergence guarantees difficult to establish. For this reason, Dall’Anese & Simonetto (2018) resorts to a dual augmentation term, which im-

![Figure 13: Comparison of the model-free feedback controller in (48), feedback controllers with perfect sensitivities or with sensitivity learning in (44), and a stochastic extremum seeking algorithm in (Liu & Krstić, 2016)](image-url)
proves convergence but perturbs the equilibria such that they do not necessarily correspond to critical points of the optimization problem anymore.

Further research on this topic has then produced several contributions, and we refer to Section IV in Molzahn et al. (2017) for a review of these works. This feedback-optimization approach to the real-time operation of power grids has reached a remarkable level of technological maturity (Kroposki et al., 2020), and has been validated both in laboratory experiments (Ortmann et al., 2020a; Rodriguez-Gonzalez et al., 2022) and in real-world deployments (Ortmann et al., 2023).

In the following, we do not delve into the peculiarities of any of these implementations; instead, we briefly describe one possible version of this problem, we show how the problem can be brought into the general form we studied in the previous sections, we apply the results and algorithms we reviewed, and we discuss why a feedback-based optimization solution is so successful in this context.

### 4.1. Formulation as a Real-Time Optimal Power Flow Problem

Consider an AC power transmission network as an undirected graph with a set $N$ of buses and a set $M$ of transmission lines. We denote by $(l,k) \in M$ a line connecting bus $l$ to bus $k$. As decision variables, each bus $l \in N$ has an associated voltage magnitude $v_l$, voltage angle $\theta_l$, and active and reactive power generation $p^G_l,q^G_l$. By $p^G_l,q^G_l$, etc. we denote the vectors obtained from stacking all respective components $p^G_l$ for all $l \in N$.

For simplicity, we assume that the objective is given as the cost $\Phi(p^G) = \sum_{l \in N} \Phi_l(p^G_l)$ for active power generation as the minimization objective.

Hence, a basic ACOPF problem is given by

 minimize $\Phi(p^G)$

subject to $\forall l \in N$

\[
0 = p^G_l - p^L_l - \sum_{l \to k} p_{lk}(v_l, v_k, \theta_l, \theta_k) \tag{49a}
\]

\[
0 = q^G_l - q^L_l - \sum_{l \to k} q_{lk}(v_l, v_k, \theta_l, \theta_k) \tag{49b}
\]

\[
p_l \leq p^G_l \leq \bar{p}_l \tag{49c}
\]

\[
q_l \leq q^G_l \leq \bar{q}_l \tag{49d}
\]

\[
v_l \leq v_l \leq \bar{v}_l \tag{49e}
\]

\[
\bar{q}_{lk}^2(v_l, v_k, \theta_l, \theta_k) \leq \bar{q}_{lk}^2 \quad \forall (l,k) \in M, \tag{49f}
\]

The inequalities (49d–f) denote box constraints on power generation and voltages at each bus, and (49g) limits the current that flows through the line from $k$ to $l$.

The functions $p_{lk}()$, $q_{lk}()$ and $\bar{q}_{lk}^2()$ denote active and reactive power flow and squared current magnitude from bus $l$ in direction of bus $k$, respectively, as illustrated in Figure 14. These nonlinear terms depend on line parameters and constitute the main source of complexity in ACOPF problems. Their explicit expressions (neglecting the so-called shunt admittances of the buses) are given by

\[
p_{lk}(v_l, v_k, \theta_l, \theta_k) := v_l v_k \left( g_{lk} \cos(\theta_l - \theta_k) + b_{lk} \sin(\theta_l - \theta_k) \right) \tag{49h}
\]

\[
q_{lk}(v_l, v_k, \theta_l, \theta_k) := v_l v_k \left( g_{lk} \sin(\theta_l - \theta_k) - b_{lk} \cos(\theta_l - \theta_k) \right) \tag{49i}
\]

\[
i_{lk}^2(v_l, v_k, \theta_l, \theta_k) := \left( g_{lk}^2 + b_{lk}^2 \right) \left( v_l^2 + v_k^2 - 4 v_l v_k \cos(\theta_l - \theta_k) \right) \tag{49j}
\]

where $g_{lk}$ and $b_{lk}$ denote the conductance and susceptance of the transmission line connecting buses $l$ and $k$. Note that $i_{lk}^2 = \bar{q}_{lk}^2$ holds (without shunt elements), but $p_{lk} = -p_{kl}$ and $q_{lk} = -q_{kl}$ are not generally true. For a more comprehensive introduction to AC power flow including alternative formulations the reader is referred to Frank & Rebennack (2016); Molzahn & Hiskens (2019).

ACOPF problems like (49) are well-studied and routinely solved (numerically) in practice. Yet, they remain computationally demanding, because of the nonlinear power flow equations (49b–c) which render the problem non-convex (although convex relaxations can yield global optimality certificates in some cases; Low 2014; Molzahn & Hiskens 2019).

### 4.2. Real-Time Operation as Closed-Loop Optimization

In an online setting, (49) defines the most desirable operating point of the grid (its power flows and its power injections $p^G,q^G$) given the actual power consumption $p^L,q^L$ (as opposed to predictions used in offline day/hour-ahead calculations). The power consumption $p^L,q^L$ and other parameters in (49) are generally time-varying. Hence, rather than solving (49) once for a given configuration, a real-time-operation strategy needs to track the ACOPF problem’s solution across time.

From a theoretical viewpoint, robustly tracking solutions of (49) presents important challenges:

(i) Equations (49b–c) are the steady-state equations of the complicated, interconnected nonlinear dynamics of transmission lines, generation units, loads, and their low-level controllers. Although these dynamics can be assumed to be asymptotically stable, attempts at steering the physical system too aggressively towards a solution of (49) can destabilize them.

(ii) In general, only an approximate model in the form of the steady-state AC power flow equations (49b–c) can be employed. A dynamical model for a large-scale...
power system is not available, as different stakeholders own parts of the system, models are proprietary, operating conditions (e.g., which generation units are online) change over time, and internal states are typically inaccessible. Steady-state models have significant parameter uncertainty and are affected by disturbances.

(iii) Many physical and engineering constraints of different nature have to be satisfied. Some of these limits, like the generation constraints (49b–c), are physical constraints that are strictly enforced by lower-level controllers or through saturation. Other constraints, such as the line flow limits (49g), are thermal limits that can be violated temporarily. Yet other constraints are hard limits that must not be violated at any time. This mainly concerns dynamic and voltage stability limits, which we will not consider in this simplified setting. Simply note that the voltage constraints (49f) can be understood as guarding against voltage instability (Van Cutsem & Vournas, 1998).

(iv) The nonlinear nature, especially under critical operating conditions, of the power flow equations (49b–c) call for methods that work in the absence of convexity and for ill-conditioned problems.

With this in mind, we argue that the online feedback-based optimization methods that we reviewed are very well suited for this task. From a practical perspective, “closing the loop” on the ACOPF problem (49) offers an opportunity to more closely integrate and combine different power system control tasks and thereby increase economic efficiency, resilience, and autonomy. More concretely, a controller tracking the solution of (49) makes complex yet economically efficient re-dispatch decisions in response to unscheduled events to guarantee voltage and line flow limits are respected. Thus, (49) should be interpreted as a “residual” optimization problem around a pre-planned generation schedule, and constraints (49d–e) do not necessarily quantify the full production capacity of a generation unit, but rather the amount of dispatchable reserves.

In order to express (49) as a problem of the form (21), we need to identify inputs, outputs, and disturbances. For this purpose, for each generation unit, the active power output and either the reactive power or voltage magnitude are assumed to be controllable and thus make up the control input $u$. The loads $p^L$, $q^L$ define the disturbance $d$. All remaining quantities form the output $y$.

Consequently, (49) can be brought into the form (21) where the constraints (49d–g) are assigned to either $U$ or $X$ according to whether they apply only to controllable variables or not. Under normal operating conditions, the local existence and differentiability of the steady-state map $h(\cdot)$ derived from (49b–c) is guaranteed by the implicit function theorem (Bolognani & Dörfler, 2015).

The following two examples illustrate how feedback-based optimization can be applied to the optimal reserve dispatch problem.

Example 4.1. To track the time-varying solution of (49), we adopt the feedback controller (36) that implements a projected and primal augmented saddle-point flow. As a numerical testbed, we use a modified version of the IEEE 30-bus power systems test case adopted from Hauswirth (2020); Hauswirth et al. (2017) and illustrated in Figure 15. In particular, a wind and a solar plant provide intermittent generation capacity in addition to three conventional generators. The available solar and wind generation capacity profiles are illustrated in Figure 16. One of the conventional generators suffers an outage at 4:00 upon which its generation capacity is set to zero for the remainder of the simulation. The goal is to optimally use renewable resources without violating engineering constraints such as voltage limits and thermal line ratings.

We implement (36) as a discretized controller using a simple explicit Euler discretization with a step size corresponding to 1-minute intervals between control actions.

---

5One distinguishes between so-called PQ- and PV-buses. See Hauswirth et al. (2017) for a more detailed discussion including the role of the slack bus in numerical simulations.)
The resulting control law is similar to the designs proposed in Bernstein et al. (2019); Dall’Anese & Simonetto (2018); Tang et al. (2022, 2018). The physical system is simulated without dynamics, and an off-the-shelf AC power flow solver (Zimmerman et al., 2011) is used to compute a solution to the ACPF equations (49b–c) and thus evaluate the input-output map \( h(u) + d \). We further compute \( \nabla h(u) \) based on input and output measurements and the power flow model in (49) (rather than an explicit estimate of \( d \)). Finally, we choose \( Q(u) := H(u)^T H(u) \) as a metric. This choice of “implicit” metric has proven to increase numerical stability in the face of an ill-conditioned input-output map. For a more detailed discussion and motivation, see Chapter 14 in Hauswirth (2020).

The left panel in Figure 17 illustrates the (almost perfect) performance achieved by this feedback-based optimization approach in terms of cost compared to the a-posteriori sequential solution of the ACPF problem (which is based on omniscient and perfect information).

More importantly, however, the left panel in Figure 18 shows that, over the entire simulation horizon, constraint violations are very minor and only temporary. The controller achieves this by jointly managing active and reactive power infed to manage voltage magnitudes and line currents. In particular, both solar and wind generation have to be curtailed to prevent line overloads.

Example 4.2. We reconsider the numerical test case from Example 4.1, but apply the feedback control strategy (39) instead of (36). Again, we choose a sampling period (corresponding to the step size \( \alpha \)) of 1 minute. As before we approximate \( \nabla h(u) \) based on input and output measurements and the power flow model, and we choose \( Q(u) := H(u)^T H(u) \) as the metric.

The right-hand side panels in Figures 17 and 18 show how this linearized output projection method achieves similar performance to the discretized projected saddle-point flow controller (36).

In fact, the constraint satisfaction is even superior, as output constraints such as line flow limits are directly enforced. Whereas for the saddle-point transient constraint violation is generally unavoidable to achieve convergence to non-zero dual variables at an equilibrium, the linearized output projection method predicts (and avoids) constraint violations based on first-order model information. This effect is illustrated in Figure 19 where the enforcement of a line flow constraint from the previous simulations is compared. It is readily noticeable that the augmented projected saddle-point flow exhibits transient constraint violation and only asymptotically satisfies the constraint. This observation corresponds to the mechanism illustrated in Figure 6d. In contrast, the linearized output projection exhibits almost no transient constraint violation and this close in behavior to the projected gradient flow it approximates (see also Figure 6e), at the cost of slightly higher computational complexity (a quadratic program needs to be solved at each iteration).

Finally, we highlight that the feedback controller (39) has gone beyond numerical tests and reached real-world industrial deployment. Ortmann et al. (2023) apply the controller (39) to optimize reactive power flows of a real distribution grid subject to voltage constraints. The deployed controller features compatibility with the existing grid infrastructure and 24/7 uninterruptible operation.

5. Conclusions and Outlook

In this article, we have surveyed various approaches for solving optimization problems in closed loop with a physical system. As a particular focus, we have interpreted classical numerical optimization algorithms as dynamical systems, and we have studied the conceptually simple idea of interconnecting these algorithms with asymptotically stable plants with well-defined input-output behavior.

Solving optimization problems online and with feedback, rather than offline and in open loop, leads to greater robustness against uncertain problem data and reduces required model information and computational effort because the physical system inherently enforces certain constraints. The design of such controllers is aided by the recent rediscovery of and interest in the dynamical systems perspective of optimization algorithms. However, in contrast to analyzing existing algorithms with tools from dynamical systems theory, implementing these algorithms as feedback controllers raises novel and unique challenges, such as their closed-loop stability and robustness. Feedback-based optimization calls for smart control...

Figure 17: Cost realized by feedback-based optimization in comparison to a-posteriori ACOPF solutions using perfect information. Left: cost achieved by the projected augmented saddle-point flow (36); right: cost achieved by the linearized output projection method (39).
designs that meaningfully exploit the physical properties of a system, such as its steady-state response and saturation effects. We have particularly delved into the available guarantees of robustness and constraint satisfaction.

5.1. Ongoing and Future Research Avenues

Even though feedback-based optimization has been an active research area for some time, many questions remain unanswered. To complete this article, we propose two worthwhile avenues for future inquiry.

General Equilibrium Seeking in Closed Loop

In this article, we have focused on solving optimization problems and thus steering a physical plant to a state that solves the corresponding KKT conditions. This setup is motivated by many applications that come with steady-state specifications regarding global plant efficiency, running cost, yield, etc. Instead of optimality conditions, it is also possible to design controllers that seek states that satisfy more general equilibrium conditions, such as solving variational inequalities or generalized equalities. It thus
becomes possible, for example, to design feedback controllers in a non-cooperative setting that allow players to converge to a Nash equilibrium (De Persio & Monshizadeh, 2019). The closed-loop structure and the use of online measurements also help to achieve robust tracking of time-varying Nash equilibria due to changing disturbances and problem parameters (Belgioioso et al., 2021, 2022).

**Time-Varying Non-Convex Optimization**

As discussed in Section 2.5, the study of time-varying optimization problems has so far focused on convex problems (often with a strongly convex objective). This offers the convenience of a unique global optimizer that forms a well-defined trajectory over time and can be tracked by appropriate controllers and algorithms.

Solving non-convex problems, such as the optimal reserve dispatch problem from Section 4, in closed loop poses a much more challenging problem. Stationary non-convex problems are generally hard to solve due to the existence of multiple local minimizers. Time-varying non-convex problems pose additional problems since the possible appearance and disappearance of minimizers make it generally impossible to track a single global minimizer continuously. Nevertheless, it is a practical necessity to understand how feedback-based optimization performs in non-convex settings and to develop controllers that can cope with such pathologies. Recent papers exploring this direction include Ding et al. (2021); Lin et al. (2020).
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**A. Historical/Pioneering Applications**

**A.1. Network Congestion Control**

Arguably one of the largest man-made distributed feedback systems is formed by the congestion management mechanisms at the heart of the Internet (Low et al., 2002). These protocols manage the allocation of link capacities to individual connections in highly dynamic environments, for heterogeneous agents, and subject to real-world imperfections such as delays, among others (Paganini et al., 2005; Tang et al., 2007; Vinnicombe, 2002; Wen & Arcak, 2004). Deterministic, continuous-time flow models have been particularly successful in explaining these protocols, by providing an optimization-based perspective in terms of network utility maximization (Kelly et al., 1998; Low, 2017; Low & Lapsley, 1999; Shakkottai & Srikant, 2007), and enabling improved designs (Wei et al., 2006, 2013; Zargham et al., 2013).

**Figure A.20: Simple network utility maximization**

Given a communication network, let a set of $N$ sources share $M$ links. The set of links used by each to communicate to its destination is collected in the routing matrix $R \in \mathbb{R}^{N \times M}$ in the sense that $R_{ij} = 1$ if link $j$ is used by source $i$ and $R_{ij} = 0$ otherwise. Each link $j$ in the network has an associated congestion measure $\mu_j$ (also referred to as *price*) which may describe queuing delays or packet loss probabilities. Each link $j$ has a finite capacity $c_j$. Each source $i$ has a controllable *source rate* $x_i$, e.g., in the form of its *transmission window size*. The different source rates define a vector of aggregate flows for each line given by $y = Rx$ where each row of $R$ corresponds to a link. Conversely, sources are assumed to have access to their respective aggregate price $p = R^T \mu$. In practice, each source can estimate the total price over its own path by measuring delays, estimating the packet loss probability, or detecting the presence of specific "congestion markers" on its packets.

The simplest model to describe the *link dynamics* is given by the projected gradient flow

$$
\dot{\mu}_j = \Pi_{\mathbb{R}^M_{\geq 0}} [y_j - c_j] (\mu_j)
$$

(A.1)

where

$$
\Pi_{\mathbb{R}^M_{\geq 0}} [y_j - c_j] (\mu_j) = \begin{cases} 
    y_j - c_j & \mu_j = 0 \text{ and } y_j > c_j, \\
    0 & \text{otherwise}.
\end{cases}
$$

In other words, the price increases when the link is overloaded (and packets are lost) and decreases whenever it is not overloaded, but the price never drops below zero.

*Source controllers* can often be modeled as $\dot{x}_i = -\nabla \Phi_i (x_i) - p_i$, where $\Phi_i (x_i)$ is a specific type of cost function, reverse-engineered and depending on the particular protocol. Namely, sources adapt their rate to minimize a given cost function (equivalently, maximize their utility) corrected by the aggregate price.

Hence, congestion control mechanisms interconnect source controllers and link dynamics into a feedback loop as illustrated in Figure A.20, where $\Phi (x) := \sum_i \Phi_i (x_i)$. Importantly, each controller is fully distributed and requires only locally available information. Written more compactly, the closed-loop dynamics are defined as

$$
\dot{x} = -\nabla \Phi (x) - R^T \mu \quad \dot{\mu} = \Pi_{\mathbb{R}^M_{\geq 0}} [Rx - c] (\mu).
$$
This system defines a projected saddle-point flow, as in Example 2.3, whose trajectories converge to a solution of
\[
\begin{align*}
\text{minimize} \quad & \Phi(x) \quad \text{subject to} \quad Rx \leq c, \quad (A.2)
\end{align*}
\]
whenever \( \Phi \) is strictly convex.

From a control and optimization perspective, source controllers and link dynamics form a closed feedback loop that implicitly tracks the solution of the underlying utility maximization problem (Wang & Elia, 2011).

From the viewpoint of closed-loop optimization advocated in this article, one can argue that the links implement the dual dynamics that have to be complemented by controllers that form the primal dynamics. Together they optimize (A.2).

### A.2. Optimal Frequency Control

Recent years have seen renewed interest in the control of power systems because of the new challenges associated with an increasingly dominating number of power electronic devices connected to the electricity grid and the growth of highly intermittent infed from new renewable energy sources.

Frequency control in AC grids is one control task that has been revisited in this context. In this example, we illustrate how recent work has framed this challenge as a closed-loop optimization problem in order to improve upon classical frequency control schemes.

The reader is referred to Molzahn et al. (2017) for a recent survey on this topic and to Chen et al. (2020a); Simpson-Porco (2021); Zhao et al. (2016) and references therein for latest results. The ensuing model is based on Li et al. (2016).

In contrast to the optimal reserve dispatch problem outlined in Section 4, we assume a lossless AC power transmission network with a set \( N \) of buses and a set \( M \) of transmission lines. We consider the power system around an operating point and all quantities are to be interpreted as deviations from their nominal values.

The frequency deviation \( \omega_j \) at every bus \( j \) is governed by the swing equation
\[
\dot{\omega}_j = \frac{1}{M_j} \left( p_{j}^M - D_j \omega_j - p_j^L - \sum_{k:j\rightarrow k} p_{jk} \right) \quad (A.3)
\]
where \( M_j \) is the inertia of the generator and \( D_j \) is the damping constant at bus \( j \). The mechanical power output of the generator and the power consumed at bus \( j \) are denoted by \( p_{j}^M \) and \( p_j^L \), respectively. The power flowing out of bus \( j \) towards an adjacent bus \( k \) is written as \( p_{jk} \). The notation \( j \rightarrow k \) indicates a transmission line between buses \( j \) and \( k \), i.e., \( (j,k) \in M \).

For every \( j \rightarrow k \), line flow dynamics are linearized and modeled as
\[
p_{jk} = b_{jk}(\omega_j - \omega_k) \quad (A.4)
\]
where \( b_{jk} \) is the line susceptance. Note that transmission lines are undirected, and, throughout, the constraint \( p_{jk} = -p_{kj} \) holds for every line implicitly.

At steady state and nominal frequency \( \omega_j = 0 \), the swing equation (A.3) expresses the power balance at each node, and (A.4) yields the so-called DC-flow approximation of the AC power flow equations (assuming nominal voltages, lossless lines, and small angle differences).

The mechanical power output \( p_{j}^M \) is described by a simplified governor-turbine control model of the form
\[
p_{j}^M = -\frac{1}{T_j} \left( p_{j}^M - p_j^C + \frac{1}{T_j} \omega_j \right) \quad (A.5)
\]
where \( p_j^C \) is a power adjustment signal and \( R_j \) and \( T_j \) are constants. In particular, \( R_j \) is understood as a generator’s participation factor in primary frequency control.

The power adjustment itself is evaluated using the so-called area control error (ACE) which combines frequency and line flow deviations. More specifically, we have
\[
p_j^C = -K_j \left( B_j \omega_j + \sum_{k:j\rightarrow k} p_{jk} \right) \quad (A.6)
\]
with \( B_j \) and \( K_j \) being constant control parameters.

The role of this type of automatic generation control (or secondary frequency control) is to react to changes in \( p_j^L \) driving frequency deviation to zero, and to make sure that deviations in \( p_j^C \) are compensated by the local generator through adjustments of \( p_j^M \). Consequently, at steady state, the deviations \( P_j \) of the line flows from their nominal values are zero.\(^6\)

Although not immediately obvious, the system (A.3–6) realizes a (partial) saddle-point flow, as introduced in Section 2.3. To see this, we consider the optimization problem
\[
\begin{align*}
\text{minimize} \quad & \sum_{j \in N} \beta_j \left( \frac{1}{2} (p_j^M)^2 + \frac{D_j}{2} \omega_j^2 \right) \\
\text{subject to} \quad & \forall_{j \in N} \left\{ \begin{array}{l}
0 = p_j^M - p_j^L \\
0 = p_j^M - D_j \omega_j - p_j^L - \sum_{k:j\rightarrow k} p_{jk}
\end{array} \right.
\end{align*}
\]
where \( \beta_j \) is a positive parameter to be determined. The solution of this problem guarantees power balance and exact frequency regulation. We can write out the corresponding (unprojected) primal-dual saddle-point flow from Example 2.2 as
\[
\begin{align*}
\dot{\omega}_j &= -\epsilon_j \left( D_j \omega_j - D_j \lambda_j \right) \\
\dot{p}_j^M &= -\epsilon_j \left( \beta_j (p_j^M - \mu_j) - \lambda_j \right) \\
\dot{p}_{jk} &= -\epsilon_j \left( \lambda_j - \lambda_k \right) \\
\dot{\mu}_j &= \epsilon_j \left( p_j^M - p_j^L \right) \\
\dot{\lambda}_j &= \epsilon_j \left( p_j^M - D_j \omega_j - p_j^L - \sum_{k:j\rightarrow k} p_{jk} \right)
\end{align*}
\]
for all \( j, k \in \mathcal{N} \) and \( j \to k \), and where we use separate positive gains \( \epsilon_{(j)} \) for every variable.

By taking the limit \( \epsilon_{\omega_j} \to \infty \), we can replace the corresponding ODE with the algebraic expression \( 0 = D_j(\omega_j - \lambda_j) \) and thus substitute \( \omega_j = \lambda_j \). This results in a so-called partial saddle-point flow. In this special case, the \( \omega_j \) can hence be interpreted as a primal or dual variable.

We further apply a transformation to \( \mu_j \) by defining

\[
\tilde{p}_j^C := K_j \left( M_j \omega_j - \frac{1}{\epsilon_{\omega_j}} \mu_j \right).
\]

Consequently, we have

\[
\tilde{p}_j^C = K_j \left( M_j \omega_j - \frac{1}{\epsilon_{\omega_j}} \mu_j \right) = K_j \left( M_j \omega_j - (p_j^M - p_j^L) \right).
\]

Combining these insights, we can rewrite the partial saddle-point flow derived from (A.8) as

\[
\begin{aligned}
\dot{p}_j^M &= -\epsilon_{\omega_j} (\beta_j p_j^M - \mu_j - \omega_j) \\
\dot{\mu}_j &= -\epsilon_{\mu_j} (\omega_j - \omega_j) \\
\dot{\omega}_j &= \epsilon_{\omega_j} \left( p_j^M - D_j \omega_j - p_j^L + \sum_{k \to j} p_{jk} \right)
\end{aligned}
\]

(A.9)

By carefully choosing the remaining gains \( \epsilon_{(j)} \) and \( \beta_j \) (e.g., \( \epsilon_{\mu_j} := b_{ij} \) or \( \omega_{\lambda_j} = \frac{1}{\epsilon_{\lambda_j}} \)) as well as, under \( B_j = D_j \), (A.9) is equal to (A.3–6). The choice of \( B_j = D_j \) is fragile, since it means that the controller (A.6) requires an accurate estimate of the damping \( D_j \) at every bus. However, numerical experiments in Li et al. (2016) show that (A.3–6) is stable even if \( B_j = D_j \) does not hold exactly.

Starting from this observation that automatic generation control can be interpreted from a closed-loop optimization perspective, various works have proposed optimal frequency control schemes that allow for more general objective functions than in (A.7), relax the constraint \( p_j^M = p_j^L \), or incorporate additional constraints on generation and transmission capacity.

B. Related Research Streams

The key idea studied in this article is the interconnection of optimization algorithms with physical systems. The architecture that we discussed (exemplified in Example 1.1) is by no means the only meaningful way to combine optimization with feedback control. This section provides a pedagogical overview of various other well-established approaches in this direction. Our treatment is deliberately simplified to highlight the fundamental differences. The reader is referred to respective survey papers for exhaustive reviews of the topics treated in this section.

We focus our attention on the following three methods.

(i) **Extremum seeking**, which is rooted in adaptive control, emphasizes being completely model-free and probing the system with the help of a perturbation signal. However, the approach is best suited for systems with low-dimensional inputs and without complicated engineering constraints.

(ii) Emerging from process engineering, the primary merit of the modifier adaptation method is to mitigate the effects of model bias when solving successive optimization problems. This method does not reduce the computational requirements compared to feedforward optimization.

(iii) **Real-time iteration** schemes, rooted in model predictive control, aim to solve classical receding horizon problems with limited resources. The focus is the stabilization of a plant under state and input constraints.

Many more approaches can be interpreted as optimization in conjunction with feedback control. Several topics such as iterative feedback tuning (Hjalmarsson, 2002) or iterative learning control (Bristow et al., 2006) are concerned with the optimal tuning of controllers by either requiring a sequence of experiments or repetitive operation. Although these methods use measurement data to optimize subsequent control actions, because of their “episodic” nature, they are related only remotely to the key idea in this article.

For similar reasons, we do not review recent work on reinforcement learning, even though it has produced staggering results, especially in sequential decision-making for games and in robotics. Even though techniques such as policy gradient admit a dynamical perspective, RL is generally (and traditionally) framed as optimal control over Markov decision processes (Bertsekas, 2017; Lewis & Liu, 2012).

B.1. Extremum Seeking

Arguably, one of the oldest control methods to steer a plant to an extremum of a function rather than tracking a setpoint is extremum seeking (ES) (see Ariyur & Krstic 2003; Tan et al. 2010 for historical accounts). Its popularity rose in the 1950’s and 60’s as part of adaptive control (Åström & Wittenmark, 2008) and later regained momentum with the rigorous theoretical results derived in Krstic & Wang (2000); Tan et al. (2006); Wittenmark & Urquhart (1995).

The main idea behind ES is to inject a dither signal to locally explore the objective function and “learn” its gradient. This dither signal is generally sinusoidal, but other perturbations have been proposed (Teel & Popovic, 2001). Consequently, the objective can be optimized without recourse to any model information about the plant (and objective) and without any computation aside from the addition and multiplication of the dither signal. The following example illustrates this fact.
Example B.1. We consider the same problem as in Example 1.1, i.e., the minimization of $\Phi(y)$ where $y$ is the output of a plant of the form (1). In addition, we assume that the plant is single-input-single-output (and thus all signals are scalar). Instead of the gradient scheme in Figure 1, we apply the ES setup in Figure B.21 where a sinusoid perturbs the signal $u$, yielding $\tilde{u}$, which is then fed to the plant.

As in Example 1.1, we replace the fast plant dynamics by the steady-state map $y = h(u) + d$, and we define the reduced cost function $\tilde{\Phi}(u) := \Phi(h(u) + d)$. Consequently, the reduced ES dynamics of the system in Figure B.21 can be expressed in terms of $\tilde{u}$ as

$$\dot{\tilde{u}} = F(u, t) := -\frac{\xi}{\tau} \Phi\left(h(u + 2a\sin(\omega t)) + d\right)\sin(\omega t).$$

The averaged dynamics are obtained by integrating $F(u, t)$ from $0$ to $T = \frac{2\pi}{\omega}$. Namely, using the Taylor expansion of $\Phi$ around $u$, the average control signal is

$$\frac{1}{T} \int_0^T F(u, t)dt = -\frac{\xi}{\tau} \int_0^T \Phi(u + 2a\sin(\omega t)) \sin(\omega t)dt$$

$$\approx -\frac{\xi}{\tau} \int_0^T \left(\Phi(u) + 2a\sin(\omega t)\nabla\Phi(u)\right) \sin(\omega t)dt$$

$$= -\frac{\xi}{\tau} \int_0^T 2a\sin(\omega t)^2 dt = -\epsilon\nabla\Phi(u),$$

where we have neglected higher-order terms in $\epsilon$. Thus, the ES scheme approximates the gradient flow (2) from Example 1.1. However, ES merely requires measurements of $\Phi(y)$ and neither an estimate of $\nabla h$ nor of $\nabla\Phi$.

In contrast to the design in Example 1.1, ES systems generally evolve on three (rather than two) different timescales: the plant dynamics (which have been ignored for this example), the frequency range of the probing signal, and the slow averaged optimization dynamics.

Classically, averaging theory and singular perturbation analysis (for dynamic plants) are used to render the insights from Example B.1 rigorous (Guay & Zhang, 2003; Krstic & Wang, 2000; Tan et al., 2006). More recently, ES schemes have also been studied with the help of Lie bracket approximations which offer an alternative perspective (Dürr et al., 2017, 2013a; Grushkovskaya et al., 2018).

While original work only considered finding extrema (i.e. minima or maxima) of unconstrained problems, constraints have been incorporated by submanifold constraints (Dürr et al., 2014), barrier function (DeHaan & Guay, 2005; Guay et al., 2015), and saddle-point formulations (Dürr et al., 2013b). Beyond asymptotic constraint satisfaction, Chen et al. (2021, 2023) introduce projection maps into ES to robustly handle constraints while achieving model-free optimization. ES has also showcased its power in Nash-equilibrium seeking (Frihauf et al., 2012; Stankovic et al., 2012). Further, ES has been studied for stochastic (Coiot et al., 2005; Stankovic & Stipanovic, 2010) and discrete-time setups (Feiling et al., 2018; Frihauf et al., 2013; Stankovic & Stipanovic, 2009), and hybrid extensions have been proposed (Bianchin et al., 2022a; Poveda et al., 2017; Poveda & Li, 2021; Poveda & Teel, 2017a).

ES has been applied in the automotive sector (Killingsworth et al., 2009), process engineering (Guay et al., 2004), formation flight and obstacle avoidance (Bignet et al., 2003; Montenbruck et al., 2014) and others. Further applications concern problems in renewable energy such as maximum power point tracking in photovoltaic (Ghaffari et al., 2015) or wind energy systems Ghaffari et al. (2014); Krstic et al. (2014), and Volt-VAR control in power systems (Arnold et al., 2016).

Despite strong theoretical guarantees and being model-free, ES has been confined to relatively low-dimensional, mostly unconstrained, systems. This is due to the fact that plants with multidimensional input require probing signals at different, carefully chosen, frequencies that do not interfere with each other.

B.2. Modifier Adaptation

In the context of real-time optimization in process engineering, the notion of measurement-based optimization (Chachuat et al., 2009; Francois & Bonvin, 2013) has been used to collect several approaches towards mitigating the effects of model bias in repetitive optimization applications. In the following, we showcase modifier adaptation (MA) methods by François et al. (2005); Gao & Engell (2005); Marchetti et al. (2009a,b).

Given a model of a physical system, assume that we can solve an optimal steady-state problem like (21) numerically. When implementing this solution by setting the appropriate inputs of the stable plant to their pre-computed optimal setpoints, the mismatch between the model estimate (used for computing an optimal state) and the actual plant will invariably lead to a system state that is suboptimal, and possibly violating constraints.

If the optimization of the optimal plant state is performed repeatedly, and at each step the solution is implemented on the physical system, MA provides a method to steadily reduce the discrepancy between model-based solution and physical plant by modifying the optimal steady-state problem at every iteration by incorporating plant measurements from the previous iteration. MA does not
directly “learn” or identify a better model of the plant. Instead, MA corrects the optimization problem by adding adaptation terms to the cost and constraint functions. The following simple example demonstrates one possible adaptation mechanism.

Example B.2. Consider the same setup as in Example 1.1. Namely, we wish to minimize the function \( \overline{\Phi}(u) := \Phi(h(u) + d) \) where \( y = h(u) + d \) is the steady-state input-output map of a plant with fast-decaying dynamics. However, only an approximate model \( \hat{h} \) of \( h \) and an estimate \( \hat{d} \) of \( d \) is available.

Therefore, instead of minimizing \( \overline{\Phi} \), we repeatedly solve
\[
\min_{u} \ \overline{\Phi}(\hat{h}(u) + \hat{d}) + \lambda_k u, \tag{B.1}
\]
where \( \lambda_k \) is a modifier at iteration \( k \) that is adapted at every iteration based on the outcome of the previous iteration \( u^*_k \). In particular, \( \lambda \) is updated according to
\[
\lambda_{k+1} = \nabla \overline{\Phi}(u^*_k) - \nabla \overline{\Phi}'(u^*_k),
\]
where \( \nabla \overline{\Phi}(u^*_k) \) needs to be estimated, and \( \nabla \overline{\Phi}'(u^*_k) := \nabla \overline{\Phi}(h(u^*_k) + \hat{d}) \) is model-based. The particular structure of \( \overline{\Phi} \), however, lets us write
\[
\nabla \overline{\Phi}(u^*_k) = \nabla \Phi(h(u^*_k) + \hat{d}) \nabla h(u^*_k), \tag{B.2}
\]
where \( h(u^*_k) + \hat{d} \) is the measured output of the plant. Thus, essentially, only \( \nabla h(u^*_k) \) needs to be estimated. If the scheme converges to some \( u^* \), we can easily verify that \( u^* \) is a critical point of \( \overline{\Phi}(u) \).

Example B.2 is simplified to the point that a comparison with Example 1.1 is easily possible. However, MA methods are easily applied to constrained problems, where modifiers on constraints are introduced analogously (Costello et al., 2011; Faulwasser et al., 2018; Grégory et al., 2014).

Clearly, the tricky part about MA is the estimation of the (true) plant sensitivities \( \nabla \Phi(u^*_k) \). This can be achieved with finite differences (Mansour & Ellis, 2003). Moreover, MA does not reduce the computation burden nor does it aim to reduce the amount of model information required.

B.3. Model Predictive Control with Incomplete Optimization and Real-Time Iterations

Historically, model predictive control (MPC) is an approach to control and stabilize a plant that is subject to input and state constraints. This is achieved by numerically solving an optimal control problem with a finite receding horizon at every sampling time (or, every few sampling instants), but implementing only the first (respectively, few) input(s) of the computed optimal policy before solving the next problem with shifted horizon and based on an updated state measurement.

The high computational requirements have long restricted the application of MPC to relatively slow and low-dimensional plants in process engineering. For standard (linear) MPC, this issue has led to explicit MPC (Alessio & Bemporad, 2009; Bemporad et al., 2002) which exploits multi-parametric optimization (Touled et al., 2003) to solve the receding horizon problem ahead of time and implement the controller as a simple lookup table.

More interesting from our perspective are RTIs for nonlinear MPC (Bock et al., 2000; Diehl et al., 2002). These methods have emerged as an approximation of multiple shooting methods (Diehl et al., 2006) and have been proposed for various applications in process engineering (Diehl et al., 2003), robotics (Diehl et al., 2006), and for airborne kites (Diehl et al., 2005a). The main idea of RTIs is to solve the optimal control problem only approximately at every iteration by performing only a single iteration of the underlying optimization algorithm (which is usually a sequential quadratic programming (SQP) scheme; Nocedal & Wright 2006; Quiynen et al. 2018; Zavala & Biegler 2009).

The first input of the approximate control policy is implemented and the optimization problem for the next sampling period is warm-started at a shifted version of the previous (approximate) solution. In other words, RTIs are a special case of MPC methods with incomplete optimization (Figura et al., 2020; Graichen & Kugi, 2010; Grüne & Pannek, 2010; Liao-McPherson et al., 2020; Liao-McPherson et al., 2022). Example B.3 below illustrates this procedure.

The underlying idea of RTIs is that the approximation error committed by performing only a single optimization iteration is offset by savings in computation time. In particular, because the receding horizon problem is solved more often, it changes less between samples. This feature allows one to prove stability and convergence of RTI schemes (Diehl et al., 2005a, 2007, 2005b; Zanelli et al., 2020).

However, although they interleave optimization iterations with physical dynamics, RTIs have been developed for stabilization and require an exogenous setpoint as well as a dynamic model of the plant. This is particularly reflected in the assumptions on the state cost function, which are, roughly speaking, required to be quadratic functions centered at the origin (see also Remark B.1 further below on economic MPC).

Example B.3. We consider a discrete-time plant \( \zeta^+ = f(\zeta, u) \) for which the origin is a steady state, i.e., \( 0 = f(0, 0) \). For simplicity, we do not model any constraints, although RTIs can incorporate them naturally.

Consider the receding horizon problem at time \( l \)
\[
\min_{\{r_t\}_{t=L}^{l-1}} \sum_{k=1}^{K-1} [s_k]^T Q [s_k] + s_k^T R s_k
\]
subject to
\[
s_1 = \overline{z}_l,
\]
\[
s_{k+1} = f(s_k, r_k) \quad \forall k \in \{1, \ldots, K - 1\}
\]
where \( K \) denotes the horizon length, \( Q, R \) are positive definite stage and terminal cost matrices, and \( \overline{z}_l \) denote the
measured plant state at time $l$. Let $(\hat{r}^l, s^l)$ denote the solution of (B.3) for the sampling instant $l$. Then, the feedback law at $l$ is given by $u[l] = \hat{r}^l$. In other words, upon solving (B.3), the first control of the optimal policy is implemented at $l$. This is the key mechanism behind standard MPC.

RTI schemes approximate the solution of (B.3) by performing only a single iteration of an SQP method. Namely, let $z = (s, r, \lambda)$ and consider the Lagrangian of (B.3) at time $l$ defined as

$$L^l(z) := \sum_{k=1}^{K-1} \left[ z_k^T \left[ Q z_k + s^T K R s + \lambda_1 (s_1 - \bar{z}) \right] + \sum_{k=1}^{K-1} \lambda_k (s_{k+1} - f(s_k, r_k)) \right].$$

An SQP iteration then takes the form

$$z^+ = z + \Delta z$$

where $\Delta z$ solves the first-order condition

$$\nabla L^l(z) + \nabla^2_{zz} L^l(z) \Delta z = 0.$$

where, in practice, the inverse of the Hessian $\nabla^2_{zz} L^l$ is often approximated.

Crucially, the receding horizon problem (B.3) at the next sample $l + 1$ is warm-started with the shifted approximate of the previous sample. This procedure leads, under additional assumptions, to local stability of the scheme.

Example B.3 elucidates several differences with respect to the optimal steady-state control problem (21) we wish to solve: First, the purpose of RTIs is primarily to drive a plant to the steady state at the origin, not seeking out an operating point with minimal cost (see Remark B.1 below). Further, a full dynamic model of the plant dynamics is required, and finally, the computational burden of solving the SQP iteration scales not only with the system dimension but also with the prediction horizon. Conversely, compared to Example 1.1, while stabilizing the system, RTI also seeks to minimize a quadratic running stage cost.

Remark B.1. Traditionally, linear and nonlinear MPC have been considered with the goal of stabilizing a plant and tracking a precomputed setpoint or trajectory. The modern variation of economic MPC (Ellis et al., 2014; Faulwasser et al., 2018; Rawlings et al., 2012) studies the effects of incorporating an economic objective directly and thus not requiring an exogenous setpoint. This idea is very much in line with the topic of this article.

Economic MPC, however, still requires the solution of an optimal control problem at every iteration. Thus, it is computationally very expensive. Moreover, the optimal solution is not a-priori guaranteed to be a steady state of the plant. This makes the stability analysis of economic MPC more involved and, in particular, still requires a full model of the plant dynamics.
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