IDENTIFICATION OF SYSTEM MODELS FROM POTENTIAL-STREAM EQUATIONS ON THE BASIS OF DEEP LEARNING ON EXPERIMENTAL DATA
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The functioning of various systems (in particular technical objects, living cells, the atmosphere and the ocean, etc.) is determined by the course of physical and physico-chemical processes in them. In order to model physicochemical processes in the general case, the authors previously developed a potential-flow method based on an experimental study (on the results of system tests) of the properties of substances and processes. In the general case, from these experimental data, many possible values of these properties are obtained. Knowing these properties of substances and processes, the initial state of the system, external influences on it (or the set of possible values of these quantities), we can analyze the dynamics of physicochemical processes in this system, and from it the dynamics of the characteristics of this system that have practical meaning. Thus, from the system of equations of this method, a relationship is obtained between the unobservable characteristics of these systems with the observed characteristics of the systems and laboratory systems under consideration (in which the properties of substances and processes in the system under study are experimentally studied). As the potential flow equations describing the physicochemical processes are generally quite complicated for analytical transformations, the aforementioned relationship must be obtained by numerical methods. The present work is devoted to the use of deep learning as a universal approximator for obtaining the described connection between the characteristics of arbitrary systems. These models are trained on the dynamics of the characteristics of the systems under consideration, obtained from potential-flow equations of physicochemical processes in them for different values of the parameters that determine the properties of substances and processes in these systems, their initial states, and external influences.
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INTRODUCTION

Potential -stream method is the consistent approach to the physico-chemical processes modelling. It was developed in previous years in the general case in the context of modern non-equilibrium thermodynamics [1, 2]. The method coopts particular cases of physico-chemical process model [3]. A flow chart outlining the approach is shown in Figure 1 [3, 4].

---

Fig. 1. Potential-streaming method
The purpose of the present article is development of unobservable and observable data of the certain system and laboratory systems connection formula by reference to potential-stream equations of physico-chemical processes in these systems. Basically, the observed system data at the following timepoints might be its unobservable data (providing that we cannot wait for the future coming in the aim of, the data measurement in it, for instance, in forecasting problems [5, 6]; nevertheless thereafter these data will be called observed) and basically non-measurable data (basically unobservable, thereafter unobservable; is seen in diagnostic tasks [5, 6]).

**DIAGNOSTIC AND PROGNOSTIC SYSTEM MODELS**

Observable data amounts of the certain system $z(t)$ at the following timepoints connection with these data $z(t)$ at the present and the previous timepoints and with the acquainted input actions on this object $s(t)$ [5]:

$$v_z(t) = f\left(x_z(t), x_s(t), q\right) + e_z(t), \tag{1}$$

where $v_z(t)$ are observable $z(t)$ data highest derivatives; $z(t)$; $x_s(t)$ are observable data and their lowest derivatives; $x_z(t)$ are the acquainted input actions $s(t)$ and their derivatives; $q$ are the data derived from the considered system and laboratory systems test results. Physical and chemical processes in the considered system are researched experimentally in laboratory systems; $e_z(t)$ are the noise components (thereafter will be called prognostic mathematic model of the considered system [5]).

Unobservable data amounts of the considered technical object $y(t)$ at the present timepoints with the data amounts at the previous timepoints and observable data of the system $z(t)$ at the present and previous timepoints (and in the general case with the acquainted input actions on it $s(t)$ [5]) :

$$v_y(t) = g\left(x_y(t), x_z(t), x_s(t), q\right) + e_y(t), \quad x_y(t_0) = \hat{g}\left(x_z(t_0), x_s(t_0), q\right) + e_y, \tag{2}$$

where $v_y(t)$ are the unobservable data $y(t)$ of the considered system highest derivatives; $x_y(t)$ are the unobservable outcoming data $y(t)$ and their lowest derivatives; $e_y(t)$ are the noise components (thereafter will be called the diagnostic model [5]).

**WAYS OF DERIVING THE DIAGNOSTIC AND PROGNOSTIC MODELS FROM THE EQUATIONS OF PHYSICO-CHEMICAL PROCESSES**

As noted above, it is necessary to suppress motional states from the potential - flow equations system in the aim of diagnostic and prognostic models derivation (1) and (2). Motional states label the system state at every timepoint apart from its pre-history [1–4], coefficients which obtain the features of substances and processes [1–5] and indeterminate input actions [5].

The suppression may be realized in two ways [6]:

- analytical approach (by potential -stream equations of physico-chemical processes analytic transformation)
- numerical approach (by using Monte-Carlo methods: statistically distributed potential-stream equations value assignment, reckoning of the relevant system characteristics from the coupled equations and generating the connection between these data based on their reckoned multitude).
In the general case analytic transitions mentioned above are quite complicated [6] due to the compilation of potential-driven coupled equations of physical and chemical processes [1, 3, 4] (even involving simplification, which only cumulates the complexity [6]). Thus, it is necessary to generate the connection between the relevant technical object common sense data numerically, by using Monte-Carlo methods [6].

There are either classical machine learning methods [7, 8] or deep learning approaches [8, 10–22] which might be used in the aim of diagnostic and prognostic model approximation (1) and (2) by using the numerical-analytic methods. The classical methods are heading from the recognition theory methods [9] (seen from [7–9]).

**CHOOSING MACHINE LEARNING METHODS WITH THE AIM OF MODEL GENERATING FROM THE DOUBLED PROCESS EQUATIONS**

Traditional machine learning methods [7, 8] accept preprocessed data at the entry [7, 8], as the recognition methods do [9]. That means that it is necessary to normalize the data multitudes generated by Monte-Carlo methods to the state which traditional machine learning algorithms work with [7, 8] in purpose of generating the correspondences between common sense data characteristics mentioned above. The posterior data on connection between these characteristics is necessary in the aim of normalizing these data to this state. Nevertheless, in the general case (due to the complexity of physico-chemical process behavior [1–4]) it is also necessary to simplify these coupled equations in the aim of the posterior data receiving, which tangibly enlarges the analysis complexity.

Deep learning methods (particularly, based on neural networks), unlike the traditional ones, do not require the preparatory data handling (in that case there are system data amounts, generated by means of the approach mentioned above, involving Monte-Carlo methods). These deep machine learning methods extract all the necessary features for modelling by themselves [8, 10–22].

Nevertheless, the large training data amount is required for using the deep learning methods [8, 10–14], but in this case the required amount of training data is derived by numerical potential-stream coupled equations integrating for different statistically assigned amounts (according to Monte-Carlo methods), which obtain the process dynamics in the system [5, 6, 11, 12, 14]. Consequently, deep machine learning methods are the most appropriate ones for solving the problems of diagnostic and prognostic models generation (1) and (2) mentioned above.

It should also be noted that the models (1) and (2) which are realized particularly by neural networks are trained by not experimental data, but by doubled equations of physico-chemical processes in the system. The model coopts physical and chemical process features of the system due to this. The model accepts experimental data at the entry after the training by doubled potential-stream equations of physical and chemical processes [6, 11, 12, 14].

Symbolic regression methods are also universal approximators [23–26]. It is seen from [23–26] that these models are of neural network configuration. Symbolic regression models generation and training is analogous to the one of neural networks [16–26]. Moreover, both symbolic regression and neural network approximation is based on the approximation generalized theorem [15, 16, 18, 20]. Using of neural networks structure automatic design methods along with genetic algorithms, also robotizes neural network (approximation model) structure establishment [19–22], by analogy with symbolic regression methods [23–26].

It should also be noted that it is enough to take one nonlinear element and to build approximation models [12, 15, 16, 18, 20] involving it in the aim of solving the approximation problems (along with the problems covered in the present article) by using neural networks or symbolic regression methods. Nevertheless, in this case approximation is becoming tedious [20], consequently, it is neces-
sary to use different nonlinear functional relations in the aim of making the model as simple as possible. That is what symbolic regression and neural network methods coopt along with the neural network automatic design [20].

Moreover, involving methods of representation and rendering the information from the neural networks [17, 27] along with the block-oriented synthesis and neural network training [12, 17] makes using of the neural networks intuitive (along with involving the symbolic regression methods).

The analytic simplification of the potential - data driven equations mentioned above is also reduced to the symbolic regression and, consequently, to the neural networks, analogous to it.

Consequently, choosing the method of diagnostic and prognostic modelling (1) and (2) from the potential-data driven physical and chemical equations, using either the neural networks, involving the neural network automatic design and representation and rendering the information or the symbolic regression, is matched. Thus, thereafter the matter will concern the neural networks representing these models (1) and (2).

THE DESIGN OF NEURAL NETWORKS REPRESENTING THE DIAGNOSTIC AND PROGNOSTIC SYSTEM MODELS

The main neural network function in the context of the current task is the data approximation (that was mentioned in the works [10–13, 15, 16, 18, 20]). The data is received from the potential-stream equations of physico-chemical processes. The neural networks offer the multilayer perceptron, the feedforward neural networks.

There is the algorithm of making such an approximation multilayer perceptron, as simple as possible (at the cost of choosing the approximation functional relations) [20]. It is based on the network building-up, training and reduction (extra neuron and synaptic links removal [20]) combination. It is seen from [20] that simplification of neural network structure is analogous to the one for the analytical formulas, along with the neural network building-up which is analogous to the one for the clarification of the analytic formulas (by the methods, mentioned in the works [23–26], seen from [20]).

It is seen in the Figure 1 that the dynamics of the certain technical object are obtained by [5, 6]:

- the coefficients of the functional substance features development (which do not change from one given model system item to another one, do not depend on its mode of operation, are obtained by laboratory system set tests);
- the individual system characteristics (which do not depend on the given model system mode of operation but change from one its item to another one, are obtained from its control mode of operation);
- the reference state, system external actions (which depend on the given model system mode of operation and change from one its item to another one).

Thus, in the first place it is necessary to suppress the dynamic state coordinates and indeterminate certain system external actions [6] from the doubled potential-data driven equations; the diagnostic and prognostic models (1) and (2) will be generated up to the individual characteristics \( c \) [6] development (formal diagnostic and prognostic models [6]):

\[
\mathbf{v}_x(t) = \tilde{f}(x_x(t), x_x(t), p, c) + e_{x}(t),
\]  
\[
\mathbf{v}_y(t) = \tilde{g}(x_y(t), x_x(t), x_x(t), p, c) + e_{y}(t), \quad x_y(t_0) = \tilde{g}(x_x(t_0), x_x(t_0), p, c) + e_{y},
\]
In the general case the equations might be noted down this way:

\[ v_z(t) = f(x_z(t), x_y(t), p^*, c^*) + e_z(t), \]  
\[ v_y(t) = g(x_y(t), x_z(t), p^*, c^*) + e_y(t), \]  
\[ x_y(t_0) = \tilde{g}(x_z(t_0), x_y(t_0), p^*, c^*) + e_y, \]

where

\[ p^* = b_p(p, c), \quad c^* = b_c(c), \]

at

\[ dim(p^*) \leq dim(p), \quad dim(c^*) \leq dim(c). \]

Thereafter the coefficients \( c^* \) are “the general coefficients of the certain system model”, and the coefficients \( p^* \) are “the presented individual characteristics of the technical object”. In the fulfillment of the condition (8) general case it is appropriate to obtain the \( c^* \) and \( p^* \) characteristics, but not the \( c \) and \( p \) (from the results of laboratory system set tests and control tests).

In the aim of formal prognostic and diagnostic models (3) and (4) generation according to the given methods we shall assign the multitude of the amounts at the entry (in the Figure 2a), according to the Monte-Carlo methods, and train the multilayer perceptron mentioned above, which represents the formal diagnostic and prognostic models (3) and (4) of the object (Figure 2). Thereafter, involving the approach mentioned above we shall receive extra (test) data, then check the trained multilayer perceptron (Figure 2) basing on them, and update the perceptron whether it is necessary.

Then we shall simplify the multilayer perceptron using the approaches mentioned above (and in [20]). It is appropriate to represent the perceptron in the block configuration (Figure 2b) after such a simplification. Such a simplified perceptron represents formal diagnostic and prognostic models (5) – (7), from (3) and (4).

In order to generate the model (by the methods [11, 14]), which links the results of laboratory system set tests with the \( c \) coefficients of the substance and process functional development (or with the general \( c^* \) coefficients of the certain system model in case of the condition (8) fulfillment) the amounts at the entry are statistically assigned according to the Monte-Carlo methods (in the Figure 3); the model of the multilayer perceptron mentioned above is trained basing on this multitude (Figure 3). The compressibility of these dynamics is in operation during the training (we shall get the appropriate coefficients which will be the results of the laboratory system set tests; rated). There after we shall generate the test data for testing the multilayer perceptron which represents the connection between the \( c \) coefficients (or the general \( c^* \) coefficients in case of the condition (8) fulfillment) and the appropriate results of the laboratory system set tests, then test the perceptron (Figure 3) and update it whether it is necessary.

In the aim of obtaining the individual \( p \) characteristics (or the presented individual characteristics \( p^* \) of the technical object in case of the condition (8) fulfillment) using the methods [11,14] it is necessary to train the multilayer perceptron, which represents the connection between the \( p \) characteristics (or the presented individual \( p^* \) characteristics of the technical object in case of the condition (8) fulfillment), the \( c \) coefficients (or the \( c^* \) coefficients in case of condition (8) fulfillment) and the results of the technical object tests (Figure 4), analogically to the mentioned above. Then the data are received using the given approach, the perceptron is being tested (Figure 4) basing on them and is being updated whether it is necessary.
Thus, the mathematical model of the considered technical object (up to this object and laboratory system test activity) generated by the described approach from the physico-chemical process equations in this object and in the laboratory systems has three components:

- formal diagnostic and prognostic models (3) and (4) (or (5) – (7) in case of condition (8) fulfillment);
- model for linking the $c$ coefficients (or the $c^*$ characteristics coefficients in case of the condition 8 fulfillment) with the laboratory system test activity results;
- model for linking the individual $p$ characteristics (or the presented individual $p^*$ characteristics in case of condition (8) fulfillment with this object test activity results).

Such generated mathematical models ought to be checked basing on the results of the extra technical object tests.
Fig. 3. The construction of a mathematical model for the coefficients of (reduced) functional decompositions of the properties of substances and processes. If condition (8) is not fulfilled, the given coefficients are equal to these coefficients themselves.

Fig. 4. Construction of a mathematical model for individual parameters (reduced). In case of failure of condition (8), the given coefficients and the given individual parameters are equal to these coefficients and individual parameters, respectively.

Such mathematical models ought to be generated in the same way for the laboratory system sets in the aim of checking the models basing on the laboratory system set tests results and, consequently, for checking the reasonability of the reference information.

CONCLUSION

The present work covers numerical-analytic methods of generating diagnostic and prognostic models of the certain system from the coupled potential-stream equations of the physical and chemical processes in the objects up to the object and laboratory system test results, based on the deep learning methods. Moreover, it is seen that the given numerical - analytic methods might be suitable for build-
ing the model of any coupled equations of physical and chemical processes (not only the potential-stream equations). The neural network model for the angular velocity of the electric motor is synthesized basing on the approach described in the article [14].

Involving the block representation of the physical methods (along with the potential-stream approach [4]) and robotizing the mathematic model generating approaches from the coupled equations of physico-chemical processes, described in the present work, we shall receive the robotized system of generating the certain system mathematical model by analyzing the physical and chemical processes in the system and the test results.
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ИДЕНТИФИЦИКАЦИЯ МОДЕЛЕЙ СИСТЕМ ИЗ ПОТЕНЦИАЛЬНО-ПОТОКОВЫХ УРАВНЕНИЙ НА ОСНОВЕ ГЛУБОКОГО ОБУЧЕНИЯ ПО ЭКСПЕРИМЕНТАЛЬНЫМ ДАННЫМ

И.Е. Старостин1, С.П. Халютин1

1Московский государственный технический университет гражданской авиации, г. Москва, Россия

Функционирование различных систем (в частности, технических объектов, живых клеток, атмосферы и океана и т.д.) определяется протеканием в них физических и физико-химических процессов. Для моделирования физико-химических процессов в общем случае ранее авторами был разработан потенциально-потоковый метод, основанный на экспериментальном исследовании (на результатах испытаний систем) свойств веществ и процессов. В общем случае из этих экспериментальных данных получается множество возможных значений этих свойств. Зная эти свойства веществ и процессов, начальное состояние системы, внешние воздействия на нее (или множество возможных значений этих величин), мы можем анализировать динамику физико-химических процессов в этой системе, а из нее — динамику имеющих практический смысл характеристик этой системы. Таким образом, из системы уравнений этого метода получается связь ненаблюдаемых характеристик этих систем с наблюдаемыми характеристиками рассматриваемых систем и лабораторных систем (в которой экспериментально исследуются свойства веществ и процессов в рассматриваемой системе). Т.к. потенциально-потоковые уравнения, описывающие физико-химические процессы, в общем случае достаточно сложные для аналитических преобразований, то вышеупомянутую связь необходимо получать численными методами. Настоящая работа посвящена использованию глубокого обучения как универсального аппроксиматора для получения описанной связи между характеристиками производных систем. Эти модели обучаются на динамиках характеристик рассматриваемых систем, полученных из потенциально-потоковых уравнений физико-химических процессов в них при разных значениях параметров, определяющих свойства веществ и процессов в этих системах, их начальных состояниях, внешних воздействиях.

Ключевые слова: физико-химические процессы, математическое моделирование, потенциально-потоковый метод, глубокое обучение.
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