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Abstract—This article addresses the application of deep reinforcement learning (DRL) methods in the context of local navigation, i.e., a robot moves toward a goal location in unknown and cluttered workspaces equipped only with limited-range exteroceptive sensors. Collision avoidance policies based on DRL present advantages, but they are quite susceptible to local minima, once their capacity to learn suitable actions is limited to the sensor range. We address this issue by means of reward shaping in actor–critic networks. A dense reward function, that incorporates map information gained in the training stage, is proposed to increase the agent’s capacity to decide about the best action. Also, we offer a comparison between the twin delayed deep deterministic policy gradient and soft actor–critic algorithms for training our policy. A set of sim-to-sim and sim-to-real trials illustrate that our proposed reward shaping outperforms the compared methods in terms of generalization, by arriving at the target at higher rates in maps that are prone to local minima and collisions.

Index Terms—Deep reinforcement learning (DRL), local navigation, mobile robots, unknown cluttered environments.

I. INTRODUCTION

Among the open problems in mobile robotics, safe navigation and exploration in unknown scenarios are two of the most challenging ones. Several questions still demand better solutions when a robot is faced with the task of moving to a relative target position based on the local perception of the environment, especially in cluttered spaces or when optimized trajectories are required in real time. In the last few years, propelled by advancements in deep neural networks, deep reinforcement learning (DRL) techniques have gained relevance for autonomous systems [1].
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Unlike more classical approaches, which split the navigation problem into simpler tasks, DRL techniques are used as end-to-end approaches, mapping the raw sensor data directly to input commands to the robots. Conceptually, DRL is more robust to other machine learning paradigms, since the agent learns from its mistakes during the training stage and can extrapolate this knowledge to unseen situations, avoiding overfitting. However, there is the risk of sample inefficiency and simulations are more time-consuming. Therefore, it is quite challenging to train model-free policies in growing spaces, increasing the generalization with a large set of possible obstacle configurations.

To address the generalization problem in DRL, some solutions have been proposed: increase the similarity between training and execution environments with data augmentation [2], use domain randomization or generate different environments along training [3], [4], and handle differences between environments with regularization techniques [5]. However, these strategies require wide data variation and training steps to reduce sample inefficiency. Besides, the encoded behavior in a simulation may underperform or even fail when deployed in the real world.

In this article, we address the generalization of robot navigation using DRL in mapless, obstacle-filled environments. We propose a new state representation, continuous action space, and reward function in the DRL framework to improve sim-to-sim and sim-to-real transfer capability. Our strategy increases the exploration of actions during training, avoiding local minima in cluttered environments, i.e., actions that maintain the robot stuck or moving around the same place. This new approach endows the robot with some capabilities for untrained scenarios, such as moving in obstacle-free directions and performing progressive movements (not standing still). By balancing between behaviors that increase information in a local map or reduce the distance to the target, we can improve generalization. When compared with the current literature, we aim for the following contributions:

1) shape the reward function to incorporate exteroceptive information (newer perception information from the environment map) and to improve the agent’s robustness to the local minima of the environment;
2) a comparative analysis among the model trained by the proposed reward shaping and others from the literature;
3) a comparative analysis using different training algorithms;
4) a set of sim-to-sim and sim-to-real experiments to illustrate the generalization of our proposed approach.

II. RELATED WORK

There are many strategies to safely (and/or efficiently) navigate a robot toward a target point in the environment, ranging from map-based approaches to model-free deep reinforcement learning (DRL). Map-based approaches, such as occupancy grids and potential fields, provide a clear advantage in terms of safety and robustness, but they require a significant amount of computational resources and are not scalable to large or complex environments [6].

On the other hand, model-free approaches, such as deep Q-learning [2] and actor–critic algorithms [7], have gained popularity due to their ability to learn policies directly from raw sensor data without the need for a map. However, they suffer from sample inefficiency, especially in high-dimensional and complex environments, leading to long training times and limited generalization to unseen situations [8].

To address these limitations, recent research has focused on improving the generalization capabilities of deep reinforcement learning methods. Techniques such as domain randomization [9], data augmentation [10], and regularization [5] have been proposed to enhance the ability of DRL algorithms to generalize from training environments to real-world scenarios. These strategies require additional data or computational resources, which may not be feasible in all cases [11].

More recently, there has been a trend towards sim-to-real transfer learning, where the goal is to transfer the learned policies from simulations to real-world environments. This approach has shown promising results, especially in scenarios where high-quality simulations are available, allowing for efficient exploration and data collection [12]. However, sim-to-real transfer remains a challenging problem, and further research is needed to address the limitations of this approach, such as the need for high-quality simulations and the potential for sample inefficiency in real-world settings [13].

Despite the progress made in these areas, there is still a lack of consensus on the best practices for achieving effective generalization in deep reinforcement learning. This article contributes to the ongoing discussion by proposing a novel approach to reward shaping in the context of local navigation, which aims to improve generalization by incorporating information from the environment map and increasing the similarity between training and execution environments.
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from reactive to deliberative hierarchies. Classical planning methods generally provide collision-free, shortest distance or time-efficient paths [6], [7], [8], [9], but they often require prior knowledge of the map and the obstacles’ location. Alternative approaches were proposed to meet the requirement of navigating environments with obstacles. One such approach is to use bug algorithms that provide actions to bypass obstacles obstructing the path to the destination [10]. Another method uses potential field-based computation to derive robot velocities for collision-free paths [11]. However, these strategies may experience local minimal issues when operating in complex environments due to the nullification of antagonistic forces.

The utilization of DRL algorithms as the fundamental control [12], navigation [13], localization [14], and planning [15] systems has gained notoriety recently. The adaptability of artificial neural network (ANN), combined with the ability to simulate and train, as well as employ them as end-to-end solutions, has caught the attention of the research community, compelling them to integrate these advancements into the realm of robotics. Autonomous robot navigation is an area of interest for DRL systems, which examine the effectiveness of policies trained through reinforcement learning and the different algorithms specifically designed for this purpose [16], [17].

Ruan et al. [18] used discrete actions with a double deep Q-network (DDQN) algorithm for navigating an environment using only camera images and avoiding obstacles. Although effective in some situations, discrete actions can hinder performance in complex cluttered environments, and their reward function neglects local minimum problems. Similarly, Chen et al. [19] also used a DDQN algorithm with discrete actions for navigation, relying on distance-based rewards for goal achievement and collision avoidance, but the method requires an occupancy grid map as input, which increases computational costs at runtime. Liu et al. [20] proposed a navigation policy that uses discrete actions with the asynchronous advantage actor–critic algorithm, allowing for global agent training from parallel agents. This approach facilitates generalization across a variety of maps and navigation scenarios. In contrast, our proposed strategy focuses on obstacle avoidance using data from an occupancy map and light detection and ranging (LiDAR), which requires increased computation processing for both training and runtime.

Considering continuous actions, Grando et al. [21] proposed a method for training a policy that controls a hybrid unmanned aerial vehicle (UAV) to navigate toward a target point while avoiding obstacles using the deep-deterministic policy gradient (DDPG) algorithm. The model employs the robot’s states, LiDAR measurements, and distance to the target point, to select the best control actions for the UAV. Despite the qualitative results, the chosen reward function is too sparse and may result in poor performance in complex scenarios. In [22], raw depth images captured at four steps are fed to a double soft actor–critic (SAC) architecture, where a primary network trains the navigation policy and a secondary network deals with obstacle avoidance.

Similarly, Zhu and Hayashi [23] adopted a hierarchical approach, where a low-level policy is responsible for navigation toward the target, and a high-level policy ensures safety. Our proposal is different in that we use raw laser data and perform all tasks with the same network. Hierarchical networks generally help to improve learning efficiency and stability when the agent is facing complex tasks, but there are disadvantages when compared with single networks, such as an increase in the complexity of the algorithms, demand for more training, higher risk of overfitting, and more difficulty of hyperparameters tuning.

In the map exploration context, the authors of [24] and [25] presented strategies to explore the space using a trained policy navigation system. The first one employs the twin delayed deep-deterministic policy gradient (TD3) algorithm and offers a reward function that observes only arrivals, collisions, and nonprogressive movement conditions. For the second one, the DDPG was used for training, and a reward that includes a safety clearance term, avoiding obstacles, and moving in the target direction was designed. Since the robot must navigate long distances, local minima issues are frequently seen in map exploration tasks. Cimurs et al. [24] proposed auxiliary algorithms to help the target destination avoid local minimum and increase the method generalization, and Hu et al. [25] used a safety clearance reward to prevent a high attraction of the robot to the target. However, the algorithms used for training do not present high action exploration during agent learning, and the proposed reward function does not deal with this issue directly.

Once local minima represent a hard difficulty in the learning process, we have to seek forms to facilitate the training, and a good alternative is the shaping technique. According to [26], in reward shaping: 1) we can modify the reward function to make it less sparse, given the agent intermediate rewards more frequently, or 2) we can progressively increase the environment’s complexity until we reach the final target. Hu et al. [27] also referred to reward shaping as the act of modifying the original reward function with a shaping reward function that incorporates domain knowledge. The authors in [28] used the shaping strategy to position a grip’s manipulator around a cube, grasp it, and lift it off, which can be considered a complex task concerning real-world robots.

When facing the local minima problem, we also expect to generalize our trained policy to scenarios with distinct configurations. In the literature, this generalization is defined as a paradigm for neural network model training. In the context of DRL, several studies discuss the capability of models in actuating on untrained situations and address methods to improve their efficiency [29]. Some papers present forms of quantifying, measuring, and characterizing the generalization in DRL methods [30], [31], and others (as the present article) focus on developing strategies to increase the generalization capability of the policies by modifying the learning algorithms. Another concern in terms of generalization is the transfer of simulation-trained models to real-world situations. Similarly to [32], we also address the sim-to-real problem.
III. DRL SETUP

The navigation problem generally consists of computing a sequence of commands that moves the robot along a path represented by a curve or a sequence of waypoints in the workspace. Furthermore, we can incorporate safe navigation into this problem when facing environments with obstacles and then using obstacle-avoidance techniques. The most common strategies for safe navigation involve planning and motion control steps, which often require the environment map and impose a high computational cost. In our approach, an end-to-end neural network, that receives laser data, robot pose, and the target position as inputs, commands the robot to safely navigate in the unknown space, avoiding obstacles until reaching the goal. Fig. 1 shows the complete procedure of our proposed navigation system. First, a goal point is defined and sensors collect data from the robot’s states and the environment. Second, the system processes these data to create the observation state $s$ for the trained navigation policy model. Finally, the system defines actions $a$ (velocities) for the robot based on the observed states. Mathematically, the desired policy is given by $a = \mu_\theta(s)$, with $\theta$ being the parameters of the ANN.

### A. Observation State and Action Representation

The observation state vector $s$ includes the robot’s relative position to the target region $p \in \mathbb{R}^2$, absolute linear $v$ and angular $\omega$ velocities, and the information data provided by the robot’s planar LiDAR $l \in \mathbb{R}^L \subset \mathbb{R}^l$ with $l$ the number of laser beams. Formally, it can be represented as

$$s = [p \ v \ \omega \ l]_T^T.$$  

Some approaches feed the laser data to a neural network to extract features that are then passed to the policy. Instead, we are pooling the raw laser data, using the $l_c$ shortest distances, which allows more efficient training and avoidance of overfitting to some repetitive obstacles.

The continuous action vector includes the commanded linear velocity $\bar{v} \in \mathbb{R}^+$ and an angular velocity $\bar{\omega} \in \mathbb{R}$, represented by

$$a = [\bar{v} \ \bar{\omega}]_T^T.$$  

### B. Network Structure

We consider the actor–critic framework, where value function and policy are optimized jointly. Fig. 2 shows the proposed actor network structure composed of the observation state $s$ input layer, three hidden dense rectified linear unit (ReLU) layers with 512 nodes each, and the action output generated by merging values from a linear layer with a sigmoid and hyperbolic tangent activation functions. Critic network: input layer formed by the observation space merged with the action space, followed by three dense ReLU layers of 512 nodes and the output $Q$-value generated by a dense linear layer.

### C. Reward Shaping Strategy

In DRL, a critical aspect involves the definition of a reward function $r(s, a)$ that guides the agent’s decision-making process based on the observation state. Sparse and delayed rewards pose significant challenges in robotic navigation when local information is limited. For instance, rewarding the agent only upon reaching the goal or penalizing it for colliding with obstacles can result in several problems. In some scenarios, a trained policy can select actions that keep the agent stuck to a local minimum in the environment, performing movements in the target direction while also taking actions in the opposite direction to avoid obstacles. Moreover, learning effective escape strategies may require a vast number of scenarios. Therefore, we address this challenge by implementing a reward shaping technique that can enhance generalization, encouraging the agent to follow intermediate strategies that mitigate the issue of being trapped in a local minimum.

We start by defining an original reward function, hereinafter called the sparse term

$$r_{\text{sparse}}(s, a) = \begin{cases} r_a, & \text{if } d \leq d_{\text{min}} \\ r_c, & \text{if collision} \\ r_t, & \text{if steps} \geq \text{Timeout} \end{cases}$$

in which $r_a$ denotes a positive reward assigned when the Euclidean distance $d$ between the robot and the target is less than or equal to a minimal value $d_{\text{min}} > 0$, $r_c$ signifies a penalty imposed in the event of a collision, and $r_t$ represents a negative reward given when the number of steps exceeds a predefined timeout limit. Such a reward function is sparse because it only feeds the agent at terminal state conditions.

Next, we define a shaping function as the dense term

$$r_{\text{dense}}(s, a) = r_{Gd} + r_t + r_v$$

where

$$r_{Gd} = \frac{G}{d}$$

represents the ratio between the increased map information $G$ since the last measurement (with regards to newly mapped areas) and $d$ (that will never be less or equal to zero due to the stop criteria $d_{\text{min}} > 0$)

$$r_t = \min l \frac{l_2}{l_1}$$
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is the minimum value measured by the LiDAR \( I \) in the interval \([l_1, l_2]\) representing a read in the robot’s front side, and

\[
r_v = v - |\omega|
\]

is a reward based on linear and angular velocities.

The initial coefficient \( r_{Gn} \) serves to reduce issues associated with local minima by providing reinforcement exclusively when the robot navigates to novel locations while decreasing the magnitude of this reinforcement as the distance between the robot and the target diminishes. This approach also helps to prevent the robot from revisiting locations that have previously been explored but do not facilitate advancement toward the target destination. The increased map information \( G \) is computed using data from the map occupancy grid created while the robot navigates through the environment. Basically, we calculate the difference between the sum of all occupied cells (\( Oc \)) and free cells (\( Fc \)) in the grid created at the current step \( t \) and the one in the last step \( t-1 \), as follows:

\[
G_t = \sum (Oc_t + Fc_t) - \sum (Oc_{t-1} + Fc_{t-1}).
\]

In addition, to promote motion into unoccupied regions, the coefficient \( r_1 \) offers a reinforcement proportional to the minimum reading of the LiDAR sensor ahead of the robot. To discourage unproductive movements, such as cyclic behaviors, the coefficient \( r_s \) bestows a reinforcement linked to the robot’s velocities [24]. Finally, we set our reward functions \( r(s, a) \) as the accumulated sum of \( r_{sparse} \) and \( r_{dense} \).

### IV. Results

This section evaluates our proposed approach by comparing it with the current literature. Two main aspects have been analyzed: 1) the impact of employing twin delayed deep-deterministic policy gradient (TD3) or soft actor–critic (SAC) algorithms in the context of safe local navigation for mobile robots, and 2) the effect of reward shaping. To do so, we have first trained our policies in different simulated cluttered (sparse and complex) scenarios. Then, concerning the success rate (the number of times the robot reaches the goal region without collision in a limited time), we compare our method with others in environments distinct from those used in the training stage. Next, to advance the generalization analysis of the solution, we added comparative trials in a second simulator (sim-to-sim analysis). Finally, we demonstrate the effectiveness with real-world experiments (sim-to-real analysis).

#### A. Training Setup

The training process was performed on a laptop with Ubuntu 20.04, equipped with an NVIDIA GTX 3060 graphics card, 16 GB of RAM, and an Intel Core i7-11800H CPU. The agent is represented by a differential wheeled robot navigating in limited workspaces of the standalone simulator presented in [33]. The three maps illustrated in Fig. 3, whose dimensions are 12 m×12 m, 20 m×20 m, and 40 m×40 m, respectively, have been employed at this step. All policies used in the experiments were modeled according to the actor–critic deep networks illustrated in Fig. 2 and trained by using the SAC and the TD3 algorithms, both with 20 000 episodes. Each training episode ends when the robot reaches the goal region, collides with some obstacle, or violates the Timeout of 500 steps. The map changes randomly every 500 episodes among those shown in Fig. 3. Besides that, the actions were limited to \( v \in [0, 0.5] \) m/s and \( \omega \in [-1, 1] \) rad/s. Also, \( d_{min} = 0.5 \). The LiDAR reads between \(-135^\circ\) and \(135^\circ\) with \( l = 684 \), pooled into \( l_c = 57 \) groups of 12 measures, selecting the minimal distances of each group [34].

Table I gives the learning parameters used for the training of the neural networks. In addition, we have set the constant reward values: \( r_n = 100 \), \( r_c = -200 \), and \( r_l = -200 \). In the case of TD3, the delayed rewards were updated over the last ten steps. In addition, from (6), \( l_1 = 336 \) and \( l_2 = 348 \), representing the LiDAR beam interval for the robot’s front-side read.

#### B. Comparative Analysis

Our main goal here is to evaluate the generalization capacity of the proposed method in contrast with the baseline methods. Therefore, after obtaining the trained policies, we execute some tests to evaluate the performance in untrained scenarios. Fig. 4 illustrates the tested maps, relatively larger than those of Fig. 3, with dimensions 40 m×40 m, 40 m×40 m, and 60 m×60 m, respectively.

In our comparative analysis, we have incorporated three different reward functions from the state of the art. In [21], the reward is the most sparse, using only collision information and the arrival at the goal. In [24], the reward adds the robot’s linear speed to the goal, but they incorporate intermediate rewards from the exteroceptive (LiDAR) data to compute a safety clearance reward term for collision avoidance purposes. Our trials were separated into two groups. First, for all rewards functions (including ours), we have applied the TD3 algorithm proposed in [35]. Then, for the same reward functions,
TABLE II

| Reward/Reference | Strategy-[24] | Strategy-[25] | Strategy-[21] |
|------------------|---------------|---------------|---------------|
| Collision        | $r_c = -100$  | -             | $r_c = -10$   |
| Arrival          | $r_a = 80$    | $r_a = 40$    | $r_a = 100$   |
| Others           | -             | $r_{cp} = 0, r_{cwp} = 0, r_{sw} = -1$ | -             |
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Fig. 5. Moving average of all compared reward functions for the TD3 (in red) and the SAC (in blue) algorithms. (a) Reward function in [24]. (b) Reward function in [25]. (c) Reward function in [21]. (d) Our reward shaping function.

we have replaced TD3 with SAC algorithm. It is important to highlight that Cimurs et al. [24] used the TD3 to learn the navigation policy, whereas the authors in [21] and [25] used the DDPG [36], a predecessor of the TD3 and SAC. The learning parameters used for training all structures were the same in Table I and the same 20,000 episodes in approximately 40 training hours for each one, significantly less time than when using other simulators for training as in [24], which uses a similar machine setup. However, as we have considered different reward functions for comparing, the reward constants received values according to the authors’ proposal of each paper in analysis, as given in Table II. Fig. 5 presents the moving average evolution for all aforementioned reward functions, each one trained with both, TD3 and SAC algorithms. In most cases, the rewards evolve side by side (with some variations) throughout the training. The periodic oscillations that appear in the graphs refer to each change in the training map, where the value decreases for a while and increases according to the train evolution in the new map.

Table III compiles the results obtained for the first set of simulations using the TD3. The percentage value for each entry scenario/method was calculated by counting the number of trials in which the robot reached the goal position before the timeout of 1500 steps or colliding with an obstacle. For each attempt, we set the starting and goal locations following 15 pairs of positions that were repeated during all experiments. The first observation is that our reward function outperforms all others in terms of completed missions. The results were significantly superior, although [25] also stood out from the other two. The second observation is that the results follow a progression: making the reward less sparse improves the generalization capacity. The results also allow us to conclude that Map 1 in Fig. 4(a) is the least complex environment, whereas Map 3 in Fig. 4(c) is the most complex regarding obstacles and local minima situations, once all reward functions follow this pattern. Still evaluating the reward functions, an outlier appears in scenario 3 when solely comparing the performance obtained by the rewards presented in [21] and [24]. Although [24] is better in maps 1 and 2, the performance deteriorates sharply in map 3 even with the simpler reward function proposed in [21]. Table IV contains the results obtained using the SAC, following the same test parameters used for TD3. Results show an increase in the number of successfully completed trials when using SAC for training compared with TD3. This performance shows that, for the robot navigation policies, increasing the exploration of actions during training helps the agent to select better actions in untrained scenarios, that is, increasing the generalization of the trained network. Therefore, adopting exploration techniques as including the entropy maximization on training, which is done in the SAC algorithm, helps to increase the generalization. Although most of the results present this performance increase comparing the model trained using SAC instead of TD3, the proposed rewards functions presented in [21] and [25] decreased only in scenario 3. However, these results can be observed as outliers since, in all other experiments, the SAC results were better than TD3, and also maintaining the performance results observed about the different rewards.

Regarding the proposed reward function, some benefits can be commented on. Even when using the TD3 algorithm, our

TABLE III

| Scenario/Method | TD3-[24] | TD3-[25] | TD3-[21] | TD3-Ours |
|-----------------|---------|---------|---------|---------|
| Map 1 – Fig.4(a) | 63.4%   | 81.6%   | 56.2%   | 86.4%   |
| Map 2 – Fig.4(b) | 51.4%   | 54.2%   | 36.6%   | 57.2%   |
| Map 3 – Fig.4(c) | 18.2%   | 38.4%   | 33.8%   | 42.0%   |

TABLE IV

| Scenario/Method | SAC-[24] | SAC-[25] | SAC-[21] | SAC-Ours |
|-----------------|---------|---------|---------|---------|
| Map 1 – Fig.4(a) | 80.2%   | 88.8%   | 64.8%   | 59.2%   |
| Map 2 – Fig.4(b) | 61.0%   | 61.6%   | 45.2%   | 83.0%   |
| Map 3 – Fig.4(c) | 35.6%   | 34.2%   | 31.6%   | 59.4%   |
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approach outperforms SAC-[24] and SAC-[21], for map 1, SAC-[21] for map 2, and all methods for map 3. It is slightly worse than SAC-[25], for maps 1 and 2 (under 4.5% difference), and than SAC-[24], for map 2 (under 4% difference). When the best combinations of reward and training algorithms are compared, our approach outperforms all the others. Compared with the second best method, it is 7.2%, 34.7%, and 54.7% better for maps 1–3, respectively.

C. Sim-to-Sim Analysis

Sim-to-sim analysis is often an intermediate step to sim-to-real transfer tests since, in robotics, collecting and validating data in the real world is more costly [37]. Although we have demonstrated in the previous section that our approach is more generalizable than others in the context of robot navigation in cluttered environments, it has been done using the standalone simulator presented in [33], which is more simple in terms of dynamics, friction effects, and disturbances in general. Our choice was based on the fact that a simpler simulator tends to be more efficient in the training stage, allowing greater exploration of the environment in a shorter time. Therefore, in this section, we present a comparative analysis concerning a more realistic simulator, the CoppeliaSim, integrated with robot operating system (ROS) Noetic running in the same hardware from the previous section. The simulations rely on a Pioneer P3DX equipped with a planar LiDAR. The 2-D scans also have readings between −135° and 135° with 684 distance measurements and decimated in 57 values of minimum distances detected, as described in Section III-A.

Here, the set of trials was performed in the three environments illustrated in Fig. 6, two with dimensions 40 m × 30 m and another maze style with 24 m × 24 m. In the last section, the reward function in [25] shows to be the second most efficient; then we incorporate it in this new test in two versions, one with the TD3 and another with the SAC. Also, we have limited our proposed method to the SAC method, which presented a better performance in the previous section.

Table V gives the success rates, median of steps, and the first and third percentiles for the simulations in the CoppeliaSim using the same policies trained in the previous section. This time, due to the higher cost of running the simulator, we executed 200 trials for each table entry and increased the timeout to 4000 steps due to the size and complexity of the scenarios. As can be seen, our method also outperforms [25], both with the TD3 and the SAC, in all scenarios.

Concerning the binomial probability of the success rate for the first map [see Fig. 6(a)] the SAC-[25] presents 90% confidence interval of approximately [78%, 87%], while our method falls between [87%, 94%]. Results were even better for the second map [see Fig. 6(b)] where the 99% confidence interval is [67%, 83%] for the SAC-[25], and [88%, 94%] for our method. Finally, for the third map [see Fig. 6(c)], the 99% confidence interval is [17%, 33%] for the SAC-[25], and [67%, 83%] for our method.

Table V also shows that our approach presents the lowest expected values for the number of steps until the target, demonstrating that it is more efficient than others. At the same time, as the maps are more complex, they presented a more significant variation in the distribution. This may reflect that the proposed approach actively tries to explore the environment when faced with the local minimum traps, leading to longer paths to the goal. The other methods accommodate under this adversity since most of the mission fail because of timeout. The main conclusion at this point is that our proposed approach was capable of dealing better with the differences between the previous simulator (in which all policies have been trained) and the CoppeliaSim, at least for the used maps.

D. Sim-to-Real Experiments

Finally, to evaluate our proposed method, we have applied it to navigate a robot in the real world. The main idea is to qualitatively assess the sim-to-real transfer capacity, which are concrete instances of the generalization problem [29]. Here, it is important to highlight that our evaluation is performed in a sim-to-real zero-shot fashion since no fine-tuning adjustment is realized over our trained policy [4].

In order to keep evaluating the comparison made in the sim-to-sim analysis, we performed the same zero-shot experiment for the method SAC-[25].

We also repeated the experiment using the potential field controller (PFC) as a baseline method, a classical navigation strategy that seeks to reach goals using attractive potential fields and avoiding obstacles using repulsive fields.

The experiments involve navigating an office-like environment, with multiple rooms and heterogeneous obstacles, to some target points. The robot selected for the task was an autonomous vacuum cleaner Roomba Irobot Create 1 equipped with a Hokuyo URG-04LX-U01, and a laptop with Ubuntu 20.04 and ROS Noetic, fitted with an NVIDIA GTX 3060, 16 GB of RAM, and an Intel Core i7-11800H CPU.

Fig. 7 shows the performed experiment in a sequence of frames. Fig. 8 shows the path performed by the robot in three experiments, starting on the blue points and with the target defined to the red points. The experiments were conducted at...
the same place and with the same target, modifying only the control strategy and the start position. In addition, a map was created only for visual purposes. In the experiment in Fig. 8, the robot navigates to the goals avoiding obstacles (black points on the map) and local minima. Both goals were selected to emulate local minima issues, but the robot does not get stuck when running with the proposed method. However, the results in Fig. 8 show that the PFC method has difficulty avoiding local minima. We modified the test’s start point with the PFC to make navigation easier and avoid starting in local minima.

In addition, in the third experiment using SAC-[25], although the robot moved in the target direction, the algorithm presented difficulty in avoiding obstacles using the zero-shot transfer method, colliding when trying to reach the target. This behavior should be related to the generalization of the model and performance in a zero-shot sim-to-real transfer.

In the first experiment, the robot navigates a distance of 21.54 m in 120 s, the second run 3.75 m in 30 s and gets stuck, and in the third run 6.34 m in 33 s and finished colliding with an obstacle.

Using the proposed local navigation policy, the robot could successfully navigate toward the goals region without knowledge of the map of this indoor environment. A video illustrating the training, sim-to-sim, and sim-to-real experiments can be seen in https://youtu.be/2t_n66_uCSc.

V. CONCLUSION AND FUTURE WORK

We have proposed a method with a continuous action space and a shaping reward function in a DRL framework to have sim-to-sim and sim-to-real transfer capability in the context of local navigation for autonomous mobile robots in unknown cluttered environments. Our method improved the generalization of the policy, in the sense that it could navigate the robot throughout the workspace with higher success rates, i.e., the ability to reach the target region avoiding collisions and local minima, than other existing approaches. Our first conclusion was that using the local information to make the reward less sparse significantly improved the success rate when compared with other methods. By this reward shaping strategy, the map information gained during navigation prevented actions that did not explore new places, and the distance to the target prevented navigation away from it. The number of steps to reach the goal was also significantly smaller for our method, demonstrating its efficiency. Another conclusion was that the SAC outperforms the TD3 for almost all reward functions, in the proposed shaping and in previous studies, justifying the use of learning algorithms that adopt techniques for increasing action exploration.

In future works, we intend to study the use of asynchronous algorithms for learning by using the proposed reward function to optimize the process, including a high number of scenarios, and evaluate its influence on generalization. In addition, we want to perform experiments as an ablation study, checking the effects of noise in the sensor measures in the policy.
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