Abstract

Domain adaptation of visual detectors is a critical challenge, yet existing methods have overlooked pixel appearance transformations, focusing instead on bootstrapping and/or domain confusion losses. We propose a Semantic Pixel-Level Adaptation Transform (SPLAT) approach to detector adaptation that efficiently generates cross-domain image pairs. Our model uses aligned-pair and/or pseudo-label losses to adapt an object detector to the target domain, and can learn transformations with or without densely labeled data in the source (e.g. semantic segmentation annotations). Without dense labels, as is the case when only detection labels are available in the source, transformations are learned using CycleGAN alignment. Otherwise, when dense labels are available we introduce a more efficient cycle-free method, which exploits pixel-level semantic labels to condition the training of the transformation network. The end task is then trained using detection box labels from the source, potentially including labels inferred on unlabeled source data. We show both that pixel-level transforms outperform prior approaches to detector domain adaptation, and that our cycle-free method outperforms prior models for unconstrained cycle-based learning of generic transformations while running 3.8 times faster. Our combined model improves on prior detection baselines by 12.5 mAP adapting from Sim 10K to Cityscapes, recovering over 50% of the missing performance between the unadapted baseline and the labeled-target upper bound.

1. Introduction

To realize the promise of computer vision in practice, machine learning models must learn to adapt to shifting data distributions quickly and gracefully. The specific goal of adapting driving scene object detectors from synthetic to real scenes has become important as many groups are attempting to learn driving policies in a simulated environment and transfer them to a real world environment.

Image and pixel-level adaptation of image classifiers are relatively well studied (see citations below), but detection adaptation methods have received less attention. Existing detection adaptation approaches either pre-date deep learning (e.g., [6]) or employ a domain classification loss on the proposal generating layer and box classification network head to align feature distributions across domains [3].

When evaluated on benchmark challenges for driving detection domain adaptation, existing methods perform poorly, e.g., recovering less than half of the do-
Figure 2: An overview of SPLAT, our proposed domain adaptation technique for object detection. Our method leverages fast pixel adaptation when semantic segmentation labels are available in the source, and can also use slower, cycle-based adaptation techniques when they are not. We pair the adapted images with their corresponding source version to train a target detector by aligning the features of the source and target models, and/or training a task loss with labels inferred from source data. On the far right, we show some detection results on the target dataset, Cityscapes.

Main shift when adapting from Sim10k [15] (a synthetic detection dataset generated from Grand Theft Auto V) to Cityscapes [4]. One potential reason is that feature distribution alignment is suboptimal when samples include many background patches or whole-image scenes that differ in object layout between domains. In contrast, adaptation approaches based on learning pixel-based image-to-image transforms [14] have shown promise for semantic segmentation tasks, recovering up to 84% of source-to-target loss, but this class of methods have not been heretofore reported for the task of detection.

We propose an approach to detection domain adaptation based on pixel-transformed source-to-target imagery. Our Semantic Pixel-Level Adaptation Transform (SPLAT) method efficiently generates cross-domain image pairs and employs pseudo-label losses and/or alignment losses on paired images when training a target domain detector. Figure 1 summarizes the problem statement and Figure 2 overviews our general approach. Our experiments confirm that pixel-level transformations provide a significant boost for detection adaptation compared to previous methods using domain-confusion losses and outperform all published baselines on the benchmark Sim10k-to-CityScapes challenge by a large margin.

State-of-the-art pixel transformations for domain adaptation have often been based on cycle-transforms, e.g., as used in Cycle-GAN [35] and CyCADA [14]. However cycle-consistency comes at a price; Cycle-GAN based optimization has two separate transformers that must be learned simultaneously, and optimizing them requires four image generations per iteration. Yet fully bi-directional reconstruction is not necessary for detection adaptation, i.e., target-to-source transformations are not used at inference time in our final method.

We therefore propose a novel cycle-free approach to learning the pixel transform in our method. A transform cannot be learned reliably from unlabeled data without cycles, so we leverage available additional side labels on the source domain, specifically semantic-segmentation labels, to learn the transformation. Such annotations are easy to generate for synthetic data. We add a novel semantic pixel prediction loss to form our SPLAT-lite model, as described below, which provides constraints sufficient to efficiently learn effective pixel transforms for detection adaptation.

Below we show results of our general SPLAT approach and our fast SPLAT-lite method on a benchmark challenge for object detection adaptation problems, adapting from Sim 10K to Cityscapes. Our results confirm both the superiority of a pixel-transform approach for detection adaptation, and the greater efficiency of our cycle-free SPLAT-lite model for learning transforms for adaptation.

2. Related work

Domain adaptation was first investigated as a task for visual recognition by [26] to better understand and address the dramatic loss of performance on out-of-domain data. Visual differences between domains were shown to lead to degraded performance when models trained in one domain were naïvely applied to other domains due to so-called domain shift or dataset bias [30].

Early work focused on closing this gap for classification tasks at the object- or pixel-level (i.e. the tasks of classification and semantic segmentation), where each class is well represented in the set of labels. The success of these techniques have relied on two ideas, used in isolation or in concert: enforcing similarity of features deep within convolutional networks or learning pixel-level transformations from the source to the target that can be used as additional data during training.
Alignment approaches incorporate measures of distance between source and target feature distributions as a part of the task loss. The first of these methods looked at the differences between mean or variance as distribution distance metrics [19, 29]. Other more recent approaches approximate distribution differences by learning a domain discriminator that classifies which features are from the source and which features are from the target [9, 31, 32]. Once the distance between domains can be measured in this way, a deep representation can be adversarially learned to directly minimize the effects of domain shift.

We can draw parallels between these adversarial adaptation approaches and generative adversarial networks (GANs) [12]; much like how adversarial adaptation techniques learn a representation that fools an adversarial domain discriminator, GANs optimize a generator to output images that fool an adversarial discriminator attempting to distinguish real from generated images. A variety of effort has been devoted to various techniques for stabilizing GANs, including but not limited to modifications to the training protocol [27], alternatives to the minimax loss function [1, 13, 20], and normalization of network parameters [21], to name a few. As they improved, GANs also began seeing widespread success in a variety of applications, including image generation [5, 22, 33], image editing [34], and even unsupervised or semi-supervised representation learning for standard computer vision tasks [27, 7, 8].

Another class of adaptation methods attempt to perform adaptation directly using the pixels of an image, rather than relying exclusively on intermediate feature spaces. Deep Reconstruction-Classification Networks [10] adapt by learning a shared encoding that is trained to label source imagery but directly reconstruct target images. CoGANS [17] learn a partially-shared pair of GANs that output aligned source/target pairs of images when provided with a single output, and apply this model to domain adaptation.

The last group of adaptation approaches we discuss are methods that learn a transformation to redraw source images in a style that matches the target distribution. [28] learns a GAN-based model to refine synthetic images into more realistic training data such that the L1 distance to the original synthetic image is minimized. [2] also attempts to redraw source images into target images while learning a task network that can successfully label both source and source-as-target images. Finally, CyCADA [14] extends CycleGAN to domain adaptation by augmenting it with label information and performing an additional round of feature adaptation to transform source images while maintaining their semantic content. This class of approaches is most similar to our method, and so we recap relevant details here.

3. Background

Pixel adaptation approaches model the target distribution from the source dataset to take advantage of source labels. Many recent methods apply adversarial adaptation losses directly to the pixels of images, effectively redraw ing source images in the style of the target domain. The most basic way of performing this pixel-level adaptation is to simply train a GAN such that the generator $G$ takes source images $X_s$ as input and attempts to match its output to the distribution of target images $X_t$:

$$L_{GAN}(G, D, X_s, X_t) = \mathbb{E}_{x_s \sim X_s} [\log D(x_t)] + \mathbb{E}_{x_s \sim X_s} [\log(1 - D(G(x_s))]). \tag{1}$$

Previous methods achieving strong adaptation performance relied on very computationally expensive content preservation losses. CycleGAN [35] uses a content preservation loss relying on a reverse-direction generator $G'$ and discriminator $D'$ that adapt target samples into source samples, trained adversarially in a similar manner to $G$ and $D$. The generators are constrained to be inverses of each other via a cycle-consistency loss:

$$L_{cycle}(G, G', X_s, X_t) = \mathbb{E}_{x_s \sim X_s} [||G'(G(x_s)) - x_s||_1] + \mathbb{E}_{x_t \sim X_t} [||G'(G(x_t)) - x_t||_1]. \tag{2}$$

Because CycleGAN was not originally proposed as a domain adaptation method, it was not designed to make use of the task labels $Y_s$. The authors of CyCADA [14] extend CycleGAN to an adaptation setting by proposing an additional semantic alignment loss. This second component introduces a source task network $f_s$ that is trained on the labeled source data $(X_s, Y_s)$. This task network is used to regularize the generator $G$ so as to minimize the task loss on the adapted data $L_T(T(G(x_s)), y_y)$.

$$L_{SA}(G, G', f_s, X_s, X_t) = L_{task}(f_s, G(X_s), f_s(X_s)) + L_{task}(f_s, G'(X_t), f_s(X_t)). \tag{3}$$

where $L_{task}(f, X, Y)$ denotes the task loss (typically cross-entropy) of the task network $f$ on samples $X$ against the labels $Y$.

By adapting source images to the target domain, we can effectively apply supervisory information from the source domain to training examples that closely resemble the target unlabeled data, thereby leading to improved target performance.

Generating images $X_{s \rightarrow t} = \{G(x_s) \mid x_s \in X_s\}$ that resemble the target images $X_t$ in appearance but contain the content from the source images $X_s$ allows us to form a new, pseudo-labeled dataset $(X_{s \rightarrow t}, Y_s')$. When the cross-domain generator $G$ successfully accomplishes this goal,
training a task model on this pseudo-labeled dataset can lead to strong performance in the target domain.

However, previous work [14] has shown that the GAN objective in Equation 1 alone can often train a poorly conditioned generator. Left unconstrained, the generator produces adapted source samples \( X_{s\rightarrow t} \) that can vary wildly in content from the original source samples. In turn, this means that the original labels \( Y_{s} \) no longer correspond to the adapted samples. Thus, training a task model on \( (X_{s\rightarrow t}, Y_{s}) \) leads to poor task performance. In order to prevent deviation from the label information \( Y_{s} \), it is imperative to constrain \( G \) with an additional loss, such that \( G \) is encouraged to preserve the semantic content in \( X_{s} \) during pixel-level adaptation.

### 4. Semantic Pixel-Level Adaptation Transforms

We propose a method called Semantic Pixel-Level Adaptation Transforms (SPLAT) that performs pixel transformations from source to target to tackle the object detection adaptation problem. SPLAT is flexible and can optionally make use of additional label information such as segmentation labels when such data is available. In turn, the ability to make use of this extra information leads to a more efficient cycle-free pixel adaptation method that both runs faster than existing approaches and allows us to learn detection models that are more accurate in the target domain.

Existing pixel adaptation methods have demonstrated that it is possible to directly transform source images into target images in order to learn task models that are effective in the target domain. However, their applications were limited primarily to the realm of classification and segmentation. We show for the first time that these methods can be applied to detection domain adaptation, producing a cross-domain aligned set of images. We demonstrate that pixel-adaptation methods can be used to learn target domain object detectors that are robust to the negative effects of domain shift.

First, we learn a source-to-target generator \( G \) (e.g., via cycle constraints as in [14]), and use this generator on the source images \( X_{s} \) to produce adapted source images \( X_{s\rightarrow t} = G(X_{s}) \). This provides us a pair-aligned set of images, \( X_{s} \) and \( X_{s\rightarrow t} \), such that each image \( x_{s} \) in \( X_{s} \) has a counterpart \( x_{s\rightarrow t} = G(x_{s}) \) containing the same content in a different style in \( X_{s\rightarrow t} \).

#### 4.1. Pseudo-labeling and pair alignment

We explore two methods for using these aligned datasets to learn a target task network: pseudo-labeling and explicit pair alignment. These methods can be used either independently or together at the same time.

The simplest way of using these two image sets together is to use the adapted images \( X_{s\rightarrow t} \) along with the original source labels \( Y_{s} \) in order to form a surrogate, “pseudo-labeled” dataset that closely resembles the true target data. We can then learn a target task network \( f_{t} \) that minimizes

\[
\mathcal{L}_{\text{pseudo}}(f_{t}, X_{s\rightarrow t}, Y_{s}) = \mathcal{L}_{\text{task}}(f_{t}, X_{s\rightarrow t}, Y_{s})
\]

on this newly formed dataset, where once again \( \mathcal{L}_{\text{task}} \) corresponds to the task loss—in this case, a combination of cross-entropy for box classification and a regression loss for refining predictions.

We also propose a method to optionally pseudo-label an unlabeled source dataset \( X_{s'} \) when such data is available. We utilize a source network \( f_{s} \) that is trained on the available labeled source dataset \( (X_{s}, Y_{s}) \). Since labeled source data is plentiful, it is reasonable to expect that inferred labels \( \hat{Y}_{s'} = f_{s}(X_{s'}) \) will be fairly accurate. Thus, even despite the lack of true ground truth data, we can still form a pseudo-labeled target dataset \( (G(X_{s'}), \hat{Y}_{s'}) \). We can then use this dataset to learn a target network \( f_{t} \). This process as described attempts to use an unlabeled source dataset \( X_{s'} \) to minimize the loss

\[
\mathcal{L}_{\text{unmap}}(f_{s}, f_{t}, G, X_{s'}) = \mathcal{L}_{\text{task}}(f_{t}, G(X_{s'}), f_{s}(X_{s'})).
\]

This enables our model to use as much source data as is available, even if that source data is unlabeled or labeled for another task such as segmentation. This process is depicted in Figure 2.

We also explore the possibility of using corresponding pairs of images from \( X_{s} \) and \( X_{s\rightarrow t} \) to constrain our target task network \( f_{t} \) with an additional alignment loss:

\[
\mathcal{L}_{\text{pair}}(\phi_{s}, \phi_{t}, G, X_{s}) = \mathbb{E}_{x_{s}\sim X_{s}} \| \phi_{s}(x_{s}) - \phi_{t}(G(x_{s})) \|^{2}.
\]

This loss enforces that the target network’s intermediate features \( \phi_{s} \) should closely resemble the intermediate features \( \phi_{t} \) of the original source network \( f_{s} \) when applied to paired images.

These two methods of learning from adapted images \( X_{s\rightarrow t} \) are complementary, and can be used independently or in concert. In Section 5.3 we evaluate the effect each of these loss functions has on our final model performance.

#### 4.2. Cycle-free pixel adaptation

Our detection adaptation method is agnostic to the specific pixel transformation model that is used. In practice, performing detection with existing pixel-level adaptation methods such as CyCADA yields surprisingly strong performance. However, these models can be quite difficult to train and do not make use of the semantic labels present in adaptation tasks. Thus, as an additional contribution, we introduce a novel, lightweight pixel-level adaptation method that eliminates the cumbersome cycle loss in favor of a loss that incorporates label information.
Existing pixel-adaptation methods such as CycleGAN/CyCADA produce impressive transformed images; however, training such models is often computationally quite expensive. For example, as explained in Section 3, in order to compute the cycle loss used in CycleGAN, each iteration we must perform four image generation passes: \( G(x_s), G'(x_t), G(G(x_s)), \) and \( G(G'(x_t)) \), as well as an additional discriminator update to train \( G' \). To prevent content from changing during pixel transformation, CyCADA uses a semantic consistency loss that requires two additional task network passes, \( T(x_s) \) and \( T(x_t) \). Running this many networks each iteration quickly becomes prohibitively expensive. Indeed, the authors of CyCADA [14] note that they were forced to drop the semantic consistency \( L_{SA} \) due to memory constraints.

We argue that such cumbersome models are overkill for adaptation, especially when pixel-level semantic segmentation labels are available for the source domain. As an alternative, we propose a much more lightweight method for pixel-level adaptation. By directly incorporating available pixel-level semantic labels \( Y_s \), we can devise a novel alternative loss that effectively constrains the source-to-target generator \( G \) without requiring the use of a reverse-direction generator \( G' \). In particular, we propose constraining \( G \) such that the source task network \( T \) is still able to predict the ground-truth labels \( Y_s \) on the adapted images \( X_{s\rightarrow t} \):

\[
L_{label}(G,T,X_s,Y_s) = L_{task}(T,G(X_s),Y_s).
\]  

(7)

Our lightweight model eliminates the computationally expensive cycle loss, and instead combines the GAN loss for image appearance alignment with the novel label preservation loss. This enables content preservation during domain translation and leads to efficient pixel-level domain adaptation. The resulting pixel-adapted imagery can then be used to form a new training set \( (X_{s\rightarrow t}, Y_s) \) and train a task network via either simple pseudo-labeling or pair alignment, as described above. We call this version of our model SPLAT-lite. In full, our cycle-free pixel adaptation method optimizes the loss function

\[
L_{SPLAT}(G,T,X_s,X_t,Y_s) = L_{GAN}(G,D,X_s,X_t) + L_{label}(G,T,X_s,Y_s).
\]

(8)

Figure 3 visually depicts our cycle-free method alongside a comparison to CycleGAN. It is visually apparent how much simpler our model is compared to previous work. In practice, this simplified training scheme leads to faster training times, since less computation is required for each training iteration. In addition, since our proposed method only uses one adversarial discriminator, optimization is simpler and proceeds in a more stable manner.

5. Experiments

We focus our evaluation of our proposed method on a popular and challenging synthetic-to-real car detection challenge. We begin with an overview of our experimental setup and architecture design in Sections 5.1 and 5.2. Next, we report our results on detection adaptation, comparing it with previous adaptation approaches and discussing how well feature- and image-level adaptation techniques generalize to detection in Section 5.3. To better understand the effect of our cycle-free pixel transformer, we then ablate SPLAT with different pixel adaptation techniques, and evaluate the relative speed and accuracy of these approaches in Section 5.4.

5.1. Datasets

We test detection adaptation performance from synthetic to real driving scenarios. Our source domain consists of Grand Theft Auto V imagery and our target domain is real-world driving data captured from dashboard mounted cameras. Consistent with prior work, we train our source detection model on Sim10k [15], a synthetic detection dataset generated from Grand Theft Auto V, and test on
to include a pair alignment loss. Using a cycle-free pixel transformation model, and opt not

We report adaptation results for our model network [16], and we initialize from weights pretrained on ImageNet [25].

The backbone architecture is the ResNet-based feature pyramid network [16], and we initialize from weights pretrained on ImageNet [25]. We report adaptation results for our model using a cycle-free pixel transformation model, and opt not to include a pair alignment loss.

Our cycle-free pixel adaptation transformer in our pri-

5.2. Implementation details

We use Faster R-CNN [23] as our detection module with the hyperparameters suggested in the authors’ implementation [11]. We scale each image to a height of 512 pixels and a maximum width of 1024 pixels to fit in GPU memory. Our backbone architecture is the ResNet-based feature pyramid network [16], and we initialize from weights pretrained on ImageNet [25]. We report adaptation results for our model using a cycle-free pixel transformation model, and opt not to include a pair alignment loss.

ImageNet [25].

We separately investigate the effects of the pseudo-label and aligned pair losses. Our results show that, for the detection adaptation task, training on the pseudo-labeled dataset of source adapted images strictly outperforms training with a feature loss on aligned pairs. We first examine these losses independently, then explore combining both. All of our experiments are evaluated the validation set of Cityscapes.

When using these losses independently, we find that the pseudo-label loss outperforms the aligned pair loss by a significant margin: pseudo-labeling achieves 51.5 mAP versus the aligned pair loss, which achieves 43.3. Somewhat surprisingly, combining the two losses appears to underperform the pseudo-label loss alone, achieving a mAP of only 47.5. We hypothesize that directly matching the features between source and target is too restrictive and prevents the model from properly learning features that work well

Table 1: The cycle-free generator and discriminator architectures used in our SPLAT-lite experiments. We model our architectures after SN-GAN, but use spectral normalization in both the generator and the discriminator. Architectures are described using the same notation as [21]; see the original paper for details.

| Method             | mAP @ 0.5 |
|--------------------|-----------|
| Source only        | 31.1      |
| Domain Adaptive Faster R-CNN [3] | 39.0 |
| SPLAT-lite (ours)  | **51.5** |
| Oracle             | 70.7      |

Table 2: We report mean average precision at a threshold of 0.5 IoU on the Cityscapes validation set. Our pixel-level adaptation model outperforms previous approaches, which limited themselves to feature-level adaptation, by a significant margin. In fact, we are able to recover over 50% of the difference between the simple source-only baseline and the upper bound target oracle result.
in the target domain, and report final results using only the pseudo-label loss.

Our final results are presented in Table 2. Our proposed method achieves state-of-the-art performance, outperforming competing baselines by 12.5 points. We also provide a comparison against a model trained using the fully-labeled Cityscapes training set, which we call the oracle model. This serves as an upper bound for what level of performance we can reasonably expect to achieve via adaptation. Comparing our SPLAT result against this oracle indicates that our model recovers over 50% of the missing performance due to domain shift.

A qualitative analysis of detections both pre- and post-adaptation yields additional insight into our adaptation method. We visualize detections produced by both the source-only baseline and our model on a sample image from the Cityscapes validation dataset in Figure 4. Before adaptation, the source-only model is decent at detecting cars that are driving in the center of the road. However, it misses many of the cars that are parked along the side of the road, and it appears to be distracted by the presence of the car that the camera is mounted on along the bottom of the image. Our adaptation method appears to fix both of these issues: almost every car parked on the side is detected, and no spurious detections are present.

5.4. Pixel adaptation methods

The results presented in Section 5.3 were for a particular instantiation of SPLAT using our proposed cycle-free pixel adaptation method. We refer to this instantiation of SPLAT as SPLAT-lite. In this section, we explore the effect that our choice of pixel adaptation method has on our final detection performance. We compare SPLAT-lite against a version of SPLAT trained using a CyCADA pixel transformer, which we refer to as SPLAT-cycle. In doing so, we show that SPLAT is flexible enough to effectively use different pixel-adaptation methods while simultaneously validating our new cycle-free pixel transformation approach against these methods. To demonstrate the efficiency of SPLAT-lite, we benchmark the time it takes to perform a training iteration on a single image (both forward and backward pass). These timings use 256×256 RGB images as input and were produced on a Tesla P100 GPU.

Additionally, we experiment with a larger, overparametrized variant of our cycle-free model that uses the same architectures as in Table 1, but with 8 times as many channels in each of its layers in both the generator and the discriminator. We refer to this variant as SPLAT-big, and include it as a third version of SPLAT in our evaluation.

Results from this full comparison are shown in Table 4. We see that, in addition to achieving the strongest detection adaptation results in our framework, SPLAT-lite runs almost four times faster than SPLAT-cycle. Despite how much more lightweight SPLAT-lite is, leveraging task information during training enables it to produce target-style images that are better suited for domain adaptation.

A comparison of SPLAT-lite against SPLAT-big is also illuminating. Considering that SPLAT-lite is already able to produce effective adapted imagery, it is reasonable to suspect that SPLAT-big may be overparametrized. In turn, an overparametrized generator is more likely to destroy the content of the original image during cross-domain image generation, since the increased number of parameters gives it more freedom to produce different outputs. Nevertheless, we see that, although performance is worse than SPLAT-lite, the combination of the label alignment loss along with modern GAN stabilization techniques such as spectral normalization ensures that optimization proceeds in a stable manner, and the final result is competitive with cycle-based methods.

Examples of pixel-adapted source imagery are shown in Table 3. By removing cycle-consistency constraints, SPLAT-big and SPLAT-lite are able to avoid learning domain artifacts that are irrelevant to the task at hand. In contrast, with cycle-consistency enforced, the pixel-adaptation model hallucinates the hood ornament that is common in
Table 3: Side-by-side comparisons of pixel adaptation on source imagery. SPLAT-lite is able to generate effective target-style imagery while training almost 4 times faster than CyCADA. The target Cityscapes images are provided as examples of real target images for comparison, and do not directly correspond to the source images.

| Method    | Cityscapes mAP @ 0.5 | Time per training iteration (s) | Speedup over SPLAT-cycle |
|-----------|----------------------|--------------------------------|--------------------------|
| SPLAT-cycle | 48.1                 | 0.377                          | ×1.00                    |
| SPLAT-big  | 48.4                 | 0.213                          | ×1.77                    |
| SPLAT-lite | **51.5**             | **0.098**                      | ×**3.84**                |

Table 4: We compare the effects of using different pixel adaptation methods on both final adaptation performance and speed during training. Training benchmarks are produced on a Tesla P100 with a $256 \times 256$ image as input. Our proposed cycle-free pixel adaptation method SPLAT-lite has clear advantages over previous methods, both in the quality of the final model as well as the speed of the model during training.

the Cityscapes dataset. Notice, in column 2 and row 5, the hood ornament is even generated in unreasonable contexts, such as on the sidewalk. The final instantiation of our model, SPLAT-lite, also generates less noise than either of its highly-parameterized counterparts.

6. Conclusion

Our proposed method SPLAT is a novel approach to detector adaptation that utilizes pixel-level transforms to adapt from source to target domains. SPLAT is a flexible model; it works on unlabeled target data, and when target labels are present, can additionally condition on them with a cycle-free loss to operate more accurately and efficiently. Our
model is also able to make use of unlabeled source data by inferring additional label information, thereby increasing the amount of training data available to learned task networks. By incorporating these improvements, our final model adapts images 3.8 times faster than previous cycle-based methods while improving 12.5 mAP over previous methods on a challenging detection adaptation setting.
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