Identifying Various Kinds of Event Mentions in K-Parser Output
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Abstract

In this paper we show how our semantic parser (Knowledge Parser or K-Parser) identifies various kinds of event mentions in the input text. The types include recursive (complex) and non recursive event mentions. K-Parser outputs each event mention in form of an acyclic graph with root nodes as the verbs that drive those events. The children nodes of the verbs represent the entities participating in the events, and their conceptual classes. The on-line demo of the system is available at http://kparser.org

1 Introduction

Identifying the events mentioned in a text is an essential task for any semantic parsing system. Many Natural Language Understanding applications such as Question Answering (Berant et al., 2013; Kwiatkowski et al., 2013) and semantics-based machine translation (Bazrafshan and Gildea, 2013; Jones et al., 2012) use semantic parsers to translate both questions and answer sources into a desired representation. Several semantic parsers, both application-independent (Bos, 2008b; Allen et al., 2007; Dzikovska et al., 2003) and the ones for specific application (Berant and Liang, 2014; Fader et al., 2014; Kwiatkowski et al., 2013; Yao and Van Durme, 2014) have been developed for the assistance. However, most of them do not very effectively represent the different kinds of event mentions.

In this paper we demonstrate, with the help of examples, how our semantic parser (Knowledge Parser or K-Parser) is able to identify the semantics of various event types and output them in form of an acyclic graph.

The sections below explain, in order, the basic overview of K-Parser (along with its output), a brief explanation of various kinds of event mentions and examples demonstrating how K-Parser output is able to identify event mentions in those examples.

2 The Knowledge Parser (K-Parser)

K-Parser\(^1\) is a semantic parser which produces a graphical semantic representation of the input text. The output of the parser is a mapping between the dependency parse of input text and the ontological relations from KM component library (Clark et al., 2004). The mapping process uses Word Sense Disambiguation and a set of rules to map syntactic dependencies to appropriate semantic relations. Furthermore, the output of the parser contains common-sense information about the words in the text i.e. the conceptual classes. For example in Fig. 1 Barack Obama I has superclass person. To sum up, the output of the parser has following properties:

1. An acyclic graphical representation in the form of interconnected event mentions.

2. A rich ontology (KM) to represent semantic relations (Event-Event relations such as causes, caused_by, Event-Entity relations such as agent, and Entity-Entity relations such as related_to).

\(^1\)The system is available online at http://kparser.org
3. Special relations (instance_of and prototype_of) to represent the existential and universal quantification of entities. (For example, sentences Every boxer walks. and Some boxer walks.)

4. Conceptual class information about words in the text.

5. Semantic roles of entities (For example in sentence John loves Mia.).

6. Tenses of the events in the input text.

7. Other features such as an optional Co-reference resolution.

The basic algorithm of K-Parser contains five modules. The first module is used to extract the syntactic dependency graph from the input text. We used Stanford Dependency Parser (De Marneffe et al., 2006) for the purpose. The second module is used to map the syntactic dependency relations to KM relations (Barker et al., 2001; Clark et al., 2004) and a few newly created relations (such as related_to). There are three techniques used for semantic mapping. First, we used the rules to map syntactic dependencies into semantic relations. For example the nominal subject dependency is mapped to agent relation. Second, we developed a multi-class multilayer perceptron classifier to disambiguate different senses of prepositions and assign the semantic relations appropriately. The training data for classification is taken from “The Preposition Project” (Litkowski, 2013) and the sense ids for prepositions are manually mapped to the KM relations. The third method uses the discourse connectives in the text to label the event-event relations. Different connectives correspond to different labels. For example, the coordinate connectives such as but, and, comma (,) and stop(.) are labeled as next_event. Other connectives are also labeled based on their effect, such as because and so are labeled caused_by and causes respectively. The third module in K-Parser algorithm adds two level of classes for each node in the output of Semantic Mapping module. Word Sense Disambiguation (Basile et al., 2007) along with the lexical senses from WordNet (Miller, 1995) are used for this task. The fourth module corrects the mappings done by the mapping function by using class information extracted by the third module. For example, if there is a relation is_posessed_by between two nodes with their superclass as person, then the relation is corrected to related_to (because a person can not possess another person). Lastly, the fifth module implements other features such as semantic roles of the entities by using Propbank Framesets (Bonial et al., 2012; Palmer et al., 2005). An option for co-
reference resolution is also provided in the system which uses state of the art, Stanford Co-reference resolver (Raghunathan et al., 2010). Furthermore, many other tools are also used at various steps in the above mentioned modules, such as Named Entity Tagging, WordNet database and Weka statistical classifier library (Witten et al., 1999).

We used KM library for labeling the relationship edges between nodes in the output graph. There are 118 total relations available in KM. Out of 118, there are 24 (12 bi-directional) relations that define the relationship between events. These relations are used in K-Parser to capture event-event relations. We also defined four new relations to represent some of the edge labels that were not captured in KM. These relations are instance_of, superclass, participant and related_to. The first two are used to represent two levels of conceptual class information associated with nodes in the graph. The other two relations represent special relations between an event node and an entity node.

As mentioned before, apart from recognizing event mentions, K-Parser also have other features such as conceptual classes, semantic roles and an optional co-reference resolution.

3 Event Mentions

We believe that the event mentions in the text are driven by the verbs in it. For example in Fig. 2 the left side shows the output for the phrase Jerry and Tom. There are no verbs in this phrase, hence no events. The right side of the figure shows the output for Jerry and Tom were lying in the bed. There is a verb (lying_5) in this sentence, hence the output shows an event graph with root as lying_5. In our system, we identify event mentions based on the actions or verbs found in the text. The environment of the events i.e. the subgraph with its root as a verb, is defined using the entities and attributes found in the input text. For example, the graph in Fig. 1 represents an event mention driven by the action signed_2.

3.1 Types of Event Mentions

There are four aspecual types of events (namely achievements, accomplishments, process or activity and states). Pustejovsky (1991) demonstrates how same verbs can be used in different types of events (see example sentences 1(a) and 2(a) in Table 1). The difference between these types is determined by the arguments of the verb. For example in 1(a), the event is an unbounded process whereas in 2(a) it is an accomplishment because of the bounding (by the phrase to the store). Our parser captures these arguments and hence is useful in differentiating between the types of events. Table 1 shows example sentences for these types.

Another criteria for categorizing events is based on the complexity. An event is defined recursive or complex if there exist events with other events as their arguments. For example, the sentence The knife was used for killing the dog has a complex event consisting of two events used and killing. The killing event is an argument to the used event. The K-Parser output for the sentence is shown in Fig. 3. The relationship between the two events is shown with an argumentative Event-Event relation i.e objective (see Fig. 3).

On the other hand, there is no argumentative relationship between events in the non-recursive or simple event mentions. Example sentence 6(b) in Table 1 contains two events killed and ran. These events are not arguments of each other but they are related via an ordering edge that specifies that ran is the event happened after killed event. Temporal ordering is another criteria for categorization of events. This is used to specify the order of occurrence of atomic events in a chain of events. K-Parser parser such events by using special event-event relations such as next_event and previous_event.

Example sentences of all the types are provided in Table 1. K-Parser outputs for only a few are demonstrated in this paper because of space constraints. We encourage the reader to try out all other examples in the table in the on-line demo of K-Parser, which is available at www.kparser.org

4 Evaluations

K-Parser is developed based on the training sentences collected from many sources such as the example sentences from stanford dependency manual (De Marneffe and Manning, 2008) and dictionary examples for sentences with conjunctions. We eval-
Table 1: Event Types and Example Sentences

| Event type          | Example Sentences                                                                 |
|---------------------|-----------------------------------------------------------------------------------|
| Process or Activity | (a) Mary walked. (b) John ran.                                                    |
| Accomplishment      | (a) Mary walked to the store.                                                     |
| Achievement         | (a) Tim ran two miles. (b) John arrived at his destination.                        |
| State               | (a) John loves Mia. (b) I knew about the incident.                                |
| Complex Events      | (a) The knife was used to kill the dog. (b) George was bullying Tim so we rescued him. |
| Simple Events       | (a) John loves Mia, and Mia hates John.                                           |
| Temporal Events     | (a) Tom killed John before Tom and Jane ran away.                                  |

We defined Precision and Recall of our system based on the above terms

\[
\text{Precision} = \frac{t_1}{t_1 + t_2 + t_3}
\]

\[
\text{Recall} = \frac{t_1}{t_1 + t_2 + t_4}
\]

Table 2 shows the evaluation results. We have also used the output of our system in solving a subsection of the Winograd Schema Challenge (Sharma et al., 2015).

|                           | Precision | Recall |
|---------------------------|-----------|--------|
| Events                    | 0.94      | 0.92   |
| Entities                  | 0.97      | 0.96   |
| Classes                   | 0.86      | 0.79   |
| Event-Event Relations     | 0.91      | 0.79   |
| Event-Entity Relations    | 0.94      | 0.89   |

5 Related Works

There are many semantic parsers available, such as the SEMAFOR parser (Das et al., 2010). While it assigns semantic roles to entities and verbs in the text, they lack in defining event mentions and relations between them. Furthermore, these systems do not correctly process the implications, quantifications and conceptual class information about the text (eg. John is an instance of person class). Among the others, there is Boxer system (Bos, 2008b) that translates English sentences into first order logic. Despite its many advantages, this parser fails to represent the event-event and event-entity re-
lations in the text. The inclusion of the homonym-hyponym information and resolution of identical meaning words are important for downstream reasoning. Boxer system does not capture such ontological information about entities or similarities between connectives. Carbonell et al., (2014) presents another semantic parser that translates natural language strings into Abstract Meaning Representation (Banarescu et al., 2013). Similar to K-Parser, TRIPS (Allen et al., 2007) translates text into a semantic graph. The system encodes the features such as the conceptual classes of the words, quantification of entities and representation of the participants of an event. However, it does not have event-event relations in the text. These relations are required to specify the causality and dependency of events in a particular context. Another parser that participated in STEP 2008 shared task (Bos, 2008a) is the TEXTCAP semantic interpreter (Callaway, 2008). It translates the input text into a list of co-indexed semantic triples that represent the explicitly recoverable semantic content in the input text. Though it uses Word Sense Disambiguation on the WordNet data (like K-Parser) to extract the classes of events and entities, it does not label the specific relationship between events and their participants. For example in the sentence My dog quickly chased rabbits yesterday (from TEXTCAP paper), the triple (DOG492, CHASING141, RABBIT#n1) represents the relation between two entities the dog and the rabbits in the form of the event chasing. In the output of K-Parser for the above sentence, there is an event node chasing which has an agent dog and the recipient rabbits. The other meaningful words in the sentence (such as quickly and yesterday) are also identified by K-Parser.

6 Conclusion

In this paper we showed how our parser i.e. K-Parser, is able to identify various kinds of events that are present in the input text. We also explained how the output of K-Parser can be further used to differentiate between the types of events (processes, achievements, accomplishments and states). Furthermore, we showed that the event mentions can be identified by extracting the verbs from the text and connecting the entities that participate in those verbs (using appropriate relations). This is an ongoing research and an on-line demo of our system is available at www.kparser.org.
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