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ABSTRACT
Periodicity detection is a crucial step in time series tasks, including monitoring and forecasting of metrics in many areas, such as IoT applications and self-driving database management system. In many of these applications, multiple periodic components exist and are often interlaced with each other. Such dynamic and complicated periodic patterns make the accurate periodicity detection difficult. In addition, other components in the time series, such as trend, outliers and noises, also pose additional challenges for accurate periodicity detection. In this paper, we propose a robust and general framework for multiple periodicity detection. Our algorithm applies maximal overlap discrete wavelet transform to transform the time series into multiple temporal-frequency scales such that different periodic components can be isolated. We rank them by wavelet variance, and then at each scale detect single periodicity by applying autocorrelation function based on Wiener-Khinchin theorem and using non-parametric Huber-periodogram for improved robustness and efficiency. Experiments on synthetic and real-world datasets show that our algorithm outperforms other popular ones for both single and multiple periodicity detection.
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1 INTRODUCTION
Many time series are characterized by repeating cycles, or periodicity. For example, many human activities show periodic behavior, such as the cardiac cycle and the traffic congestion in daily peak hours. As periodicity is an important feature of time series, periodicity detection is crucial in many time series tasks, including time series similarity search [50, 51], forecasting [16, 32, 37, 47, 66], anomaly detection [18, 42], decomposition [8, 12, 58, 59, 64], classification [52], and compression [43]. Specifically, in forecasting tasks the prediction accuracy can be significantly improved by utilizing the periodic patterns [21, 28, 63]. Furthermore, periodicity detection plays an important role in resource auto-scaling. For example, the workloads of database and cloud computing often exhibit notable periodic patterns [2, 6, 7, 9, 21]. By identifying periodic workloads, we can perform effective auto-scaling of resources in various scenarios, including virtual machine management in database management [25, 46] and cloud computing[26, 34], leading to significantly less resource usage.

Due to the diversity and complexity of periodic patterns arising in different real-world applications, accurate periodicity detection is challenging. Periodicity generally refers to the repeated pattern in time series. However, sometimes the periodic component can be dynamic and deviate from the normal behavior. An example is the sales amount of an online retailer exhibiting the daily periodicity, which can change dramatically when big promotion happens such as black Friday [46]. In addition, when multiple periodic components exist, they are generally interlaced with each other, which makes identifying all periodic components more challenging. For example, the traffic congestion time series typically exhibits daily and weekly periodicities, but the weekly pattern may change when long weekend happens. The interlaced multiple periodic components are also observed in database workload capacity planning [21]. Furthermore, other components can interfere the periodicity detection, including trend, noises, and outliers. In particular, many existing methods fail when outliers in the data last for some time.

Periodicity detection has been widely researched in a variety of fields, including data management [3, 9, 51], data mining [13, 15, 49, 52], signal processing [48, 55], statistics [1], astronomy [19, 20, 45], bioinformatics [60, 65], etc. Among these periodicity detection algorithms, two fundamental methods are: 1) frequency domain methods identifying the underlying periodic patterns by transforming time series into the frequency domain; 2) time domain methods correlating the signal with itself via autocorrelation function (ACF). Specifically, the discrete Fourier transform (DFT) converts a time series into the frequency domain, resulting in the so-called periodogram which encodes the strength at different
frequencies. Usually the top-k dominant frequencies are investigated to find the frequencies corresponding to periodicities. The periodogram is easy to threshold for dominant period but it suffers from the so-called spectral leakage [52], which causes frequencies not integer multiples of DFT bin width to disperse over the spectrum. Also the periodogram is not robust to abrupt trend changes and outliers. On the other hand, ACF can identify dominant period by finding the peak locations of ACF and averaging the time differences between them. Generally, ACF tends to reveal insights for large periods but is prone to outliers and noises. In particular, both DFT and ACF fail to process time series with multiple periodicities robustly and effectively. The periodogram may give misleading information when multiple interlaced periodicities exist. Note that multiples of the same period are also peaks in ACF, which leads to more peaks in the multiple periodicity setting. Thus, directly utilizing the properties of periodogram and ACF may lead to inaccurate periodicity detection results. Recently some algorithms combining DFT and ACF have been proposed [40, 49, 52]. Unfortunately, they cannot address all the aforementioned challenges.

In this paper we propose a new periodicity detection method called RobustPeriod to detect multiple periodicity robustly and accurately. To mitigate the side effects introduced by trend, spikes and dips, we introduce the Hodrick–Prescott (HP) trend filtering to detrend and smooth the data. To isolate different periodic components, we apply maximal overlap discrete wavelet transform (MODWT) to decouple time series into multiple levels of wavelet coefficients and then detect single periodicity at each level. To further speed up the computation, we propose a method to robustly calculate unbiased wavelet variance at each level and rank periodic possibilities. For those with highest possibility of periodic patterns, we propose a robust Huber-periodogram and apply Fisher’s test to select the candidates of periodic lengths. Finally, we apply the Huber-ACF to validate these period length candidates. By applying Wiener-Khinchin theorem, the unbiased Huber-ACF can be computed efficiently and accurately based on the Huber-periodogram, and then more accurate period length(s) can be detected.

In summary, by applying MODWT and the unbiased wavelet variance, we can effectively handle multiple periodicities. The proposed Huber-periodogram and Huber-ACF can deal with impulse random errors with unknown heavy-tailed error distributions, leading to accurate periodicity detection results. We rigorously prove the theoretical properties of Huber-periodogram and justify the use of Fisher’s test based on Huber-periodogram. Compared with various state-of-the-art periodicity detection algorithms, our RobustPeriod algorithm performs significantly better on both synthetic and real-world datasets.

2 RELATED WORK

Most periodicity detection algorithms can be categorized into two groups: 1) frequency domain methods relying on periodogram after Fourier transform [3, 13, 51]; 2) time domain methods relying on ACF [41, 55]. However, periodogram is not accurate when the period length is long or the time series is with sharp edges. Meanwhile, the estimation of ACF and the discovery of its maximum values can be affected by outliers and noises easily, leading to many false alarms in practice. Some methods have been proposed in the joint frequency-time domain to combine the advantages of both methods.

In AUTOPERIOD [35, 52], it first selects a list of candidates in the frequency domain using periodogram, and then identifies the exact period in the time domain using ACF. The intuitive idea is that a valid period from the periodogram should lie on a hill of ACF. [49] proposes an ensemble method called SAZED which combines multiple periodicity detection methods together. Compared with AUTOPERIOD, it selects the list of candidate periods using both frequency domain methods and time domain methods. Also different properties of autocorrelation of periodic time series are utilized to validate period. Unfortunately, it can only detect single period.

Recently some other periodicity detection algorithms have been proposed in the field of data mining, signal processing and astrology. One improvement [38] is proposed to handle non-stationary time series using a sliding window and track the candidate periods using a Kalman filter, but it is not universally applicable and not robust to outliers. In [31], a method immune to noisy and incomplete observations is proposed, but it can only handle binary sequences. Recently, [67] proposes a method to detect multiple periodicities. Unfortunately, it only works on discrete event sequences.

In multiple periodicity detection, a related topic is the pitch periodicity detection [54] where multiple periodicities are associated with the fundamental frequency (F0). In fact, the periodic waveform repeats at F0 and can be decomposed into multiple components which have frequencies at multiples of the F0. In our scenarios, we may not have the fundamental frequency and the relationship between different frequencies can be more complicated.

3 METHODOLOGY

3.1 Framework Overview

We consider the following time series model with trend and multiple seasonality/periodicity as

\[ y_t = \tau_t + \sum_{i=1}^{m} s_{i,t} + r_t, \quad t = 0, 1, \ldots, N - 1 \] (1)

where \( y_t \) represents the observed time series at time \( t \), \( \tau_t \) denotes the trend component, \( s_{i,t} = \sum_{i=1}^{m} s_{i,t} \) is the sum of multiple seasonal/periodic components with periods as \( T_i, i = 1, \ldots, m \), and \( m \) is the number of periodic components. We use \( r_t = a_t + \eta_t \) to denote the remainder part which contains the noise \( \eta_t \) and possible outlier \( a_t \). Our goal is to identify the number of the periodic components and each period length.

Intuitively, our periodicity detection algorithm first isolates different periodic components, and then verifies single periodicity by robust Huber-periodogram and the corresponding Huber-ACF. Specifically, RobustPeriod consists of three main components as shown in Fig. 1: 1) data preprocessing; 2) decoupling (potential) multiple periodicities by MODWT; 3) robust single periodicity detection by Huber-periodogram and Huber-ACF.

3.2 Data Preprocessing

The complex time series in real-world may have varying scales and trends under the influence of noise and outliers. In the first step, we perform data preprocessing such as data normalization, detrending, and outlier processing. Here we highlight that the time series detrending is a key step as the trend component would bias the estimation of ACF, resulting in misleading periodic information. Specifically, we adopt Hodrick–Prescott (HP) filter [22] to estimate
trend $\tau_t$ due to its good performance and low computational cost:

$$\hat{\tau}_t = \arg \min_{\tau_t} \frac{1}{2} \sum_{t=0}^{N-1} (y_t - \tau_t)^2 + \lambda \sum_{t=1}^{N-2} (\tau_{t-1} - 2\tau_t + \tau_{t+1})^2.$$  \hfill (2)

After estimating the trend $\hat{\tau}_t$, the detrended time series $\hat{y}_t = y_t - \hat{\tau}_t$ is further processed to coarsely remove extreme outliers by $\hat{y}'_t = \Psi \left( \frac{\hat{y}_t - \mu}{\sigma} \right)$ as in [14], where $\mu$ and $\sigma$ are the median and mean absolute deviation (MAD) of $\hat{y}_t$, respectively, and $\Psi(x) = \text{sign}(x)\min(|x|, \epsilon)$ with tuning parameter $c$.

3.3 Robust MODWT: Decouple Multiple Periodicities

3.3.1 Daubechies MODWT for time series decomposition. We adopt maximal overlap discrete wavelet transform (MODWT) to decompose the input time series into multiple time series at different levels to facilitate periodicity detection. The motivation to use MODWT instead of DWT is due to the following advantages of MODWT: 1) ability to handle any sample size; 2) increased resolution at coarser scales; 3) a more asymptotically efficient wavelet variance estimator than DWT; 4) can handle non-stationary time series and non-Gaussian noises more effectively.

Here we adopt the common Daubechies based MODWT [10, 39] for time series analysis. When MODWT is performed on time series $y'_t$, the $j$th level wavelet and scaling coefficients $w_{j,t}$ and $v_{j,t}$ are

$$w_{j,t} = \sum_{l=0}^{L_j-1} h_{j,l} y'_{t-l \mod N}, \quad v_{j,t} = \sum_{l=0}^{L_j-1} g_{j,l} y'_{t-l \mod N},$$ \hfill (3)

where $(h_{j,l})_{l=0}^{L_j-1}$, $(g_{j,l})_{l=0}^{L_j-1}$ are $j$th level wavelet filter and scaling filter, respectively, and the filter order is $L_j = (2^j - 1)/(L_1 - 1) + 1$ with $L_1$ as the width of unit-level Daubechies wavelet coefficients [10]. Note that the wavelet filter $h_{j,l}$ in Eq. (3) performs band-pass filter with nominal passband as $1/2^j \leq |f| < 1/2^{j-1}$. Therefore, if there is a periodic component of the time series $y'_t$, located in the nominal passband $1/2^j \leq |f| \leq 1/2^j$, this periodic component would be filtered into the $j$th level wavelet coefficient. Therefore, we can decouple multiple periodicities by adopting MODWT where the possible period length of $j$th level wavelet coefficients is within length of $[2^j, 2^{j+1}]$, as illustrated in Fig. 2.

In real-world scenarios with outliers and noise, the time series is usually a non-Gaussian process with some degrees of memory and correlation. But the MODWT can overcome these shortcomings to some extent, since the wavelet coefficients from MODWT are approximately Gaussian [33], uncorrelated and stationary [68]. These properties would improve the performance of periodicity detection.

3.3.2 Robust Unbiased Wavelet Variance. Besides decoupling multiple periods of time series, another benefit of MODWT is that the corresponding wavelet variance estimation helps to locate the periodic component in the frequency bands as it is actually a rough estimate of the PSD. Thus, we can rank possible single periodic components by their corresponding wavelet variances.

For level $J_0$ decomposition, based on the energy preserving of MODWT, we have $||y''||^2 = \sum_{k=0}^{K} ||w_k||^2 + ||v_k||^2$, which leads to wavelet variance decomposition as $\hat{\sigma}_y^2 = \sum_{j=1}^{J_0} \hat{\sigma}_w^2 + \hat{\sigma}_v^2$, where $\hat{\sigma}_w^2$, $\hat{\sigma}_v^2$ are the $j$th level empirical wavelet variance and level $J_0$ empirical scaling variance, respectively. If $y''$ is stationary, then $\hat{\sigma}_v^2 = \sum_{j=1}^{\infty} \hat{\sigma}_w^2$. Therefore, wavelet variance provides a scale-based analysis of variance for time series, which can offer an intuitive explanation of how a time series is structured.

We adopt biweight midvariance as the estimation of wavelet variance due to its robustness and efficiency [62]. Furthermore, the first $L_j - 1$ wavelet coefficients are excluded for the aim of unbiased variance estimation, since the wavelet transform introduces periodic extension as defined in Eq. (3). Therefore, we use the following formulation for robust unbiased estimation of wavelet variance:

$$\hat{\sigma}_w^2 = \frac{M_j \sum_{j=L_j-1}^{N-1} (w_{j,t} - \text{Med}(w_{j,t}))^2 (1 - u_t^2)^4 I(|u_t| < 1)}{\left( \sum_{j=L_j-1}^{N-1} (1 - u_t^2) (1 - 5u_t^2) I(|u_t| < 1) \right)^2},$$ \hfill (4)

where $I(x)$ is the indicator function, $M_j = N - L_j + 1$ is the number of nonboundary coefficients at the $j$th level, $\text{Med}(w_{j,t})$ and $\text{MAD}(w_{j,t})$ are median and mean absolute deviation (MAD) of $w_{j,t}$, respectively, and $u_t = (w_{j,t} - \text{Med}(w_{j,t}))/\left(9 \cdot \text{MAD}(w_{j,t})\right)$.

For the $j$th level wavelet coefficients, its wavelet variance is approximately equal to the integral of PSD at corresponding nominal octave passband, i.e., $\hat{\sigma}_w^2 \approx \int_{[-1/2, 1/2]} S_{j}(f) df$. It can be concluded that if there is a periodic component filtered into the $j$th level wavelet coefficient, a large value of $\hat{\sigma}_w^2$ would be expected. Therefore, we only use the levels of wavelet coefficients occupying the dominating energy based on wavelet variance for single periodicity detection to speed up the computation. Furthermore, we rank the wavelet coefficients based on the wavelet variances. Then, the order of single-period detection in each wavelet coefficient can follow this ranking to output the most significant periods first.
3.4 Robust Single Periodicity Detection

3.4.1 Robust Huber-Periodogram based Fisher’s Test for Generating Periodicity Candidates. In this subsection we design a robust Huber-periodogram based Fisher’s test for improved single periodicity detection. We also provide the theoretical properties of the Huber-periodogram suitable for Fisher’s test.

First, we double the length of wavelet coefficient $w_j$ of each level by padding $N$ zeros denoted as $x_j = [w_j^T, 0, \cdots, 0]^T$, where the length of $x_j$ is $N' = 2N$. The purpose of this padding operation is to obtain robust ACF through Huber-periodogram (will be shown later). In the following, we drop the level index $j$ for simplification.

To detect the dominant periodicity, Fisher’s test [17] defines the $g$-statistic as $g = \max_{k} P_k / \sum_{k=1}^{N} P_k$, $k = 1, 2, \ldots, N$, where $P_k$ is the periodogram based on DFT and it is defined as

$$ P_k = \| \text{DFT}(x_i) \|^2 = \frac{1}{N'} \left| \sum_{i=0}^{N'-1} x_i e^{-i 2 \pi k t / N'} \right|^2, \quad i = 1, \ldots, N. $$

In Fisher’s test, under the null hypothesis that the time series is Gaussian white noise with variance $\sigma^2$, the distribution of $P_k$ is a chi-square distribution with 2 degrees of freedom, i.e., $P_k \sim (1/2) \chi^2(2)$. Therefore, the distribution of $g$-statistic [17] under null hypothesis is

$$ P(g \geq \gamma_0) = 1 - \sum_{k=1}^{\gamma_0} \frac{\left(1 - \frac{1}{2}\right)^{N/2}}{\Gamma(N/2)} \left(1 - \gamma_0\right)^{N/2}, $$

which gives a $p$-value to determine if a time series is periodic. If this value is less than the predefined threshold $\alpha$, we reject the null hypothesis and conclude the time series is periodic with dominant period length as $N'/k$ where $k = \arg \max_k P_k$.

The Fisher’s test with the original periodogram in Eq. (5) is vulnerable to outliers, so we adopt the robust M-periodogram [27]

$$ P^M_k = N' \hat{P}_M(k) = \frac{N'}{4} \arg \min_{\beta \in \mathbb{R}^2} \gamma(\beta - x), $$

where $\gamma(x) = \sum_{i=1}^{N-1} \gamma(x_i)$ is a robustifying loss function, $x = [x_0, x_1, \cdots, x_{N-1}]^T$, and $\gamma(\phi, x) = \| \phi \|_2^2$, $\phi = \{\phi_0, \phi_1, \cdots, \phi_{N-1}\}$ with harmonic regressor $\phi_k = [\cos(2\pi k t / N'), \sin(2\pi k t / N')]$. The M-periodogram with sum-of-squares loss $\gamma(x) = x^2$ is equivalent to the original periodogram in Eq. (5), while the M-periodogram with least absolute deviation (LAD) loss $\gamma(x) = |x|$ is the LAD-periodogram [27, 30]. In this paper, we instead adopt Huber loss [23] in Eq. (6) to obtain Huber-periodogram. One reason is that Huber loss is a combination of sum-of-squares loss and LAD loss, which is not only robust to outliers but also adaptive on different types of data [23, 57]. Another reason is that the Huber-periodogram can bring more robust ACF (will be shown later), which is beneficial for validating final periodicity. Specifically, the $\gamma(x)$ for Huber-periodogram is

$$ \gamma(x) = \gamma_{hub}(x) = \frac{x^2}{\zeta^2} - \frac{1}{2} x^2, \quad |x| \leq \zeta $$

$$ \frac{x^2}{\zeta^2}, \quad |x| > \zeta $$

(7)

The Huber-periodogram in Eq. (6) can be efficiently solved by ADMM [5] method, and the distribution of the $P^M_k$ has the following proposition:

**Proposition 3.1.** Under some practical mild conditions for the time series $x$, as $n \to \infty$, we have $P^M_k \xrightarrow{\Delta} (1/2) m_2 S_2^2$, where the sign $\xrightarrow{\Delta}$ represents "asymptotically distributed as", $m_2$ is the second moment of $x$,

$$ m_2 = \frac{\sum_{i=0}^{N-1} r_2(\tau) \cos(2\pi \kappa \tau / N') > 0 \text{ with absolutely summable ACF } r_2(\tau) \text{ for process } g(x_i) \text{ with } g(x) = |x|sgn(x). $$

**Proof.** The main step of the proof is to obtain $\sqrt{N'} P^M_k \xrightarrow{\Delta} N(0, 2 m_2)$. $N' \to \infty$, where $\hat{P}_M(k)$ is defined as $\hat{P}_M(k) := \arg \min_{\beta \in \mathbb{R}^2} \sum_{i=1}^{N'} \gamma(\phi_i - x_i)$. Then, under the definition of Huber-periodogram in Eq. (6), it can be readily obtained that $p^M_k$ is asymptotically distributed as scaled $\chi^2$-distribution with 2 degrees of freedom as $p^M_k \xrightarrow{\Delta} (1/2) m_2 S_2^2$. Due to the space limitation, we leave the detailed proof in the Section 3.4.1 of the extended technique report online1.

Proposition 3.1 indicates that the Huber-periodogram behaves similarly to the vanilla periodogram as $n \to \infty$. Therefore, the Fisher’s test based on Huber-periodogram can also be utilized to detection periodicity.

Furthermore, for the $j$th level data $x_j$ from $w_j$, we only calculate $p^M_k(j)$ at frequency indices $N'/2^{j+1}, N'/2^j$ based on Eq. (6) since the possible period length is within $[2^j, 2^{j+1}]$ at $j$th level, while using Eq. (5) to approximate $p^M_k(j)$ at the rest frequency indices to speed up the computation.

3.4.2 Robust Huber-Periodogram based ACF for Validating Periodicity Candidates. After obtaining period candidate from the robust Fisher’s test for each wavelet coefficient, we next validate each candidate and improve its accuracy by using ACF. This step is necessary since periodogram has limited resolution and spectral leakage [52], which makes the candidate from Fisher’s test not accurate.

For the ACF of the time series from wavelet coefficient $w_{j,t}$ (denote as $w_t$ for simple notation), the normalized estimation [4] is

$$ ACF(t) = \frac{1}{(N-t) \delta w} \sum_{n=0}^{N-t-1} w_{n+t}^2, \quad t = 0, 1, \cdots, N - 1, $$

where $\delta w$ is the sample variance of $w_t$. However, this conventional ACF is not robust to outliers and has $O(N^2)$ complexity. Instead, we propose to utilize the output of Huber-periodogram to obtain robust ACF with $O(N \log N)$ complexity. Specifically, since the time series is real-valued data, we can have the full-range periodogram

$$ \hat{P}_k = \frac{p^M_k}{\sum_{k=0}^{N-1} x_{2k}^2} \quad k = 0, 1, \cdots, N - 1 $$

Then, based on Wiener-Khinchin theorem [61], we obtain the robust ACF (denote as Huber-ACF) as

$$ HuberACF(t) = \frac{p_t}{(N-t) \bar{p}_0}, \quad t = 0, 1, \cdots, N - 1 $$

where $p_t$ is the IDFT as $p_t = \text{IDFT}\{\hat{P}_k\} = \frac{1}{\sqrt{N'}} \sum_{k=0}^{N-1} \hat{P}_k e^{i 2 \pi k t / N'}$.

Since we aim to detect single dominant periodicity in each level of wavelet coefficient, we summarize the peaks of the Huber-ACF through peak detection [36]. Then, we calculate the median distance of those peaks whose heights exceed the predefined threshold. Furthermore, based on the resolution of periodogram, i.e., the peak value of $p^M_k$ at index $k$ corresponds to period length in the range

1https://arxiv.org/abs/2002.09535
\[ \left( \frac{N}{k} - \frac{N}{k+1} \right), \text{the median distance of Huber-ACF peaks is the final period length only if it locates in the range of} \]
\[ R_k = \left\lfloor \frac{1}{2} \left( \frac{N}{k+1} + \frac{N}{k} \right) - 1, \ldots, \frac{1}{2} \left( \frac{N}{k} + \frac{N}{k-1} \right) + 1 \right\rfloor. \]

We denote the above described procedure as Huber-ACF-Med. By summarizing all the periods from the Huber-ACF-Med at different level of wavelet coefficients, we obtain the final periods of the original time series.

4 EXPERIMENTS AND DISCUSSIONS

In this section, we evaluate and discuss the proposed RobustPeriod algorithm with other state-of-the-art periodicity detection algorithms on both synthetic and real-world datasets.

4.1 Baseline Algorithms and Datasets

4.1.1 Existing Algorithms. We consider three single-periodicity detection algorithms. 1) findFrequency [24]: it is based on maximum value in frequency spectrum to estimate period length. Similar methods can be also found in search queries [13, 51] and cloud workload modelling [9]. 2) SAZEDmaj and 3) SAZEDopt [49]: these two methods adopt majority vote and optimal ensemble, respectively. We also consider three multi-periodicity detection algorithms. 4) Siegel [44, 53]: it is a periodogram based method by extending Fisher’s test to support multiple periods detection. Similar methods can be found in cloud workload modelling [3]. 5) AUTOPE-RIOD [35, 52]: it is a combination method based on periodogram and ACF. 6) Wavelet-Fisher [1]: it adopts DWT to decouple multiple periodicities and then use Fisher’s test to detect single periodicity at each level.

As the trend component may bias the periodicity detection results significantly, we apply HP filter to remove the trend component for all algorithms for a fair comparison in our experiments.

4.1.2 Synthetic Datasets. We generate synthetic datasets under different conditions to quantitatively evaluate the performance of all periodicity detection algorithms, especially when the common challenging characteristics of time series (outliers, noise, trend change, etc.) for periodicity detection exhibit. Specifically, we generate both single-period and multi-period time series with noise, outliers, and changing trend. For the base periodic signal, we adopt sinusoidal wave to approximate the usual scenarios. Besides, we also adopt square-wave and triangle-wave signal to represent real-world non-sinusoidal cases, which are more challenging for periodicity detection algorithms. Note that all these challenging characteristics can be found in real-world time series as shown in Fig. 3(b) (public CRAN datasets) and Fig. 4 (cloud database/computing datasets). Meanwhile, the extent of noises and the amount of outliers are generated by corresponding controllable parameters, which are used for algorithm evaluation under mild or severe conditions. Furthermore, the multi-period synthetic dataset is also utilized to illustrate how the proposed RobustPeriod algorithm can effectively and accurately detect multiple periodicities in challenging time series as shown in Fig. 3(a) and Fig. 5.

For the detailed procedure of synthetic datasets, we first generate synthetic time series of length 1000 with complex patterns, including 3 periodic components, multiple outliers, changing trend, and noises. Specifically, we generate 3 sinusoidal, square, or triangle waves with amplitude of 1 and period lengths of 20, 50, 100. Then we add a triangle signal with amplitude of 10 as trend. We add Gaussian noise and outliers in different scenarios: mild condition (noise variance \( \sigma_n^2 = 0.1 \), outlier ratio \( \eta = 0.01 \)) and severe conditions (\( \sigma_n^2 = 1 \) or 2 and \( \eta = 0.1 \) or 0.2). For single-period case, we only pick the periodic component with period 100. In all experiments, we randomly generate 1000 time series for evaluation. One synthetic sin-wave data with mild condition is illustrated in Fig. 3(a).

4.1.3 Public Datasets. We use public single-period data from CRAN dataset as in [49] which contains 82 real-world time series from a wide variety of domains, such as retail sales, electricity usage, pollution levels, etc. The length of these time series ranges from 16 to 3024, and their period length ranges from 2 to 52. We adopt public multiple-period data from Yahoo’s webservice S5 datasets [29, 56] which includes the Yahoo-A3 and Yahoo-A4. These datasets contains 200 time series, and each time series contains 1680 points with 3 period lengths of 12, 24, and 168. The representative data from CRAN and Yahoo are illustrated in Fig. 3(b).

Figure 3: Synthetic and public periodic time series data.

(a) The generation of synthetic data with 3 periods.

(b) Representative public datasets from CRAN and Yahoo.

Figure 4: Monitoring datasets from Alibaba cloud database/computing.

and noises. Specifically, we generate 3 sinusoidal, square, or triangle waves with amplitude of 1 and period lengths of 20, 50, 100. Then we add a triangle signal with amplitude of 10 as trend. We add Gaussian noise and outliers in different scenarios: mild condition (noise variance \( \sigma_n^2 = 0.1 \), outlier ratio \( \eta = 0.01 \)) and severe conditions (\( \sigma_n^2 = 1 \) or 2 and \( \eta = 0.1 \) or 0.2). For single-period case, we only pick the periodic component with period 100. In all experiments, we randomly generate 1000 time series for evaluation. One synthetic sin-wave data with mild condition is illustrated in Fig. 3(a).

4.1.3 Public Datasets. We use public single-period data from CRAN dataset as in [49] which contains 82 real-world time series from a wide variety of domains, such as retail sales, electricity usage, pollution levels, etc. The length of these time series ranges from 16 to 3024, and their period length ranges from 2 to 52. We adopt public multiple-period data from Yahoo’s webservice S5 datasets [29, 56] which includes the Yahoo-A3 and Yahoo-A4. These datasets contains 200 time series, and each time series contains 1680 points with 3 period lengths of 12, 24, and 168. The representative data from CRAN and Yahoo are illustrated in Fig. 3(b).
4.1.4 Cloud Monitoring Datasets. For periodicity detection demonstration, we also select 6 representative challenging real-world datasets from the monitoring system of Alibaba Cloud as shown in Fig. 4. These datasets are used for workload forecasting, anomaly detection, and auto-scaling of cloud database/computing. It can be observed that these challenging datasets contain periodic/trend pattern changes, lots of noise and outliers, even block missing data. The first 3 datasets are with a single period (daily pattern) while the 4th dataset has double periods (daily and weekly). Note that the last 2 datasets (daily pattern) contain lots of missing data, which are linearly interpolated (marked by red circles) before sent to different periodicity detection algorithms. The true period lengths of these datasets are listed in Fig. 4. Note that the period length of daily pattern may be different due to different recording time intervals (varying from 1 minute to 1 hour).

### 4.2 Comparisons with Existing Algorithms

#### 4.2.1 Single-Periodicity Detection

We summarize the detection precision of single-periodicity detection algorithms on both synthetic and public CRAN datasets in Table 1, where ±2% indicates that detection is considered correct if the detected period length is within a ±2% tolerance interval around the ground truth while ±0% indicates that we only consider exactly match. As the CRAN data contains both simple and complex periodic time series, the difference is not significant between different algorithms. For synthetic data, findFrequency cannot find the correct periodicity. The reason is that findFrequency fits an autoregression model for spectral density estimation when finding periodicity, while the added outliers make the autoregression model not accurate. In all cases, SAZEDopt outperforms SAZEDmaj since the former uses its proposed optimal ensemble method while the later adopts a majority vote. Overall, RobustPeriod achieves the best performance.

#### 4.2.2 Multi-Periodicity Detection

In multi-periodicity detection, we use F1 score to evaluate different algorithms as multiple periodicities are compared. The F1 scores of different algorithms on both synthetic sin-wave datasets and Yahoo datasets are summarized in Table 2. For synthetic sin-wave data, Siegel algorithm has better performance than other existing algorithms, and also has relatively stable performance under ±0% and ±2% tolerance. While in Yahoo data, AUTOPERIOD has better performance than other existing algorithms. In both datasets, our RobustPeriod algorithm achieves the best performance.

For synthetic data, besides sin-wave based periodic time series, we also compare the performance of 3-periodic square-wave and triangle-wave datasets under noise variance $\sigma^2 = 0.1$ and outlier ratio $\eta = 0.01$, which are adopted to represent non-sinusoidal data in more challenging scenarios. Table 3 summarizes the F1 scores of different periodicity detection algorithms. It can be observed that most algorithms cannot handle the non-sinusoidal data properly and achieve worse performance. In contrast, our algorithm still achieves desirable results and exhibits much better performance than others.

#### 4.2.3 Real-World Representative Datasets

We compare the performance of 6 representative challenging real-world datasets from Alibaba Cloud, as shown in Fig. 4. The detection results are summarized in Table 4. It can be observed that many existing algorithms may have false positive results. Also, due to the challenging patterns in the datasets, the existing methods often cannot obtain the accurate period length. In contrast, the proposed RobustPeriod achieves the best results in all 6 challenging datasets. In particular, other algorithms fail on Data-5 and Data-6 datasets due to its complex patterns, including 10% to 20% missing data (which are linearly interpolated before periodicity detection), severe noise and outliers. Even in these two extremely challenging scenarios, the detection error of the proposed RobustPeriod algorithm is still less than 1% without false positive. In fact, these small errors of detected periodic length can be easily corrected in practice by domain knowledge.

### 4.3 Ablation Studies and Discussion

#### 4.3.1 Ablation Studies

To further understand the contribution of each component in our RobustPeriod algorithm, we compare the performance of RobustPeriod with the following ablation revisions: 1) *Huber-Fisher*: This algorithm replaces the vanilla periodogram in Fisher’s test with Huber-periodogram; 2) *Huber-Siegel-ACF*: This algorithm also adopts Huber-periodogram when finding multiple period candidates in Siegel’s test. Then, the candidates are
validated by checking if they are located near the peaks of ACF as in AUTOPERIOD; 3) **NR-RobustPeriod**: This one is the non-robust version of RobustPeriod by using vanilla wavelet variance, periodogram, and ACF while sharing the same procedure as RobustPeriod.

Table 5 summarizes the detailed periodicity detection results (precision, recall, and F1 score) of the aforementioned revisions on the synthetic sin-wave data under noise variance $\sigma^2 = 2$ and outlier ratio $\eta = 0.2$. It can be observed that all ablation revisions have some performance degradation in comparison with RobustPeriod, and the proposed RobustPeriod algorithm achieves the best performance.

**Table 5: Ablation studies of the proposed RobustPeriod on synthetic data.**

| Algorithms      | tolerance=±0% | tolerance=±2% |
|-----------------|----------------|----------------|
|                 | pre | recall | f1  | pre | recall | f1  |
| Huber-Fisher    | 0.91| 0.5   | 0.46| 0.89| 0.5   | 0.45|
| Huber-Siegel-ACF| 0.89| 0.28  | 0.13| 0.25| 0.55  | 0.31|
| NR-RobustPeriod | 0.71| 0.6   | 0.64| 0.96| 0.79  | 0.85|
| RobustPeriod    | 0.76| 0.7   | 0.72| 0.98| 0.91  | 0.93|

**4.3.2 Effectiveness of MODWT Decomposition.** To further understand how RobustPeriod detects multiple periodicities, we plot the intermediate results in Fig. 5(a) for the synthetic dataset from Fig. 3(a), where the first column is the wavelet coefficient, the second column is the Huber-periodogram, and the last column is the Huber ACF, and each row corresponds to a wavelet coefficient at a specific level. It can be observed that MODWT effectively decouples the interlaced periodicities. The Huber-periodogram and ACF effectively detect the periods of 20, 50, 100 at level 4, 5, 6, respectively. As a comparison, AUTOPERIOD cannot detect the period of 50 as the vanilla ACF does not have peak near 50 (the vanilla ACF drops near 50 due to the strong periodicities of 20 and 100). Fig. 5(b) plots the wavelets variances at different levels. It is clear that largest wavelet variances correspond to strong periodic patterns at levels 4, 5, and 6.

**4.3.3 Effectiveness of Huber-Periodogram and Huber-ACF.** To further understand how the single-periodicity detection works in RobustPeriod algorithm, we show an example in Fig. 6 based on the real-world Flink Job TPS dataset from Fig. 4. The time series of 4-day length (length=576, period=144) in normal (without outliers) and abnormal (with outliers) cases are shown in Fig. 6(a). The outliers severely affect periodogram (e.g., spectral energy at frequency index around 150) and ACF (e.g., the undesirable peaks under 20 in time index) as shown in Fig. 6(b), which brings difficulties to detect the correct periodicity. The use of LAD-periodogram [30] can somehow obtain better periodogram but the corresponding ACF is still affected as shown in Fig. 6(c), which would bring the false period length 72. In contrast, our proposed Huber-periodogram and Huber-ACF can obtain similar patterns and the same peak locations as the original periodogram and ACF without outliers as shown in Fig. 6(d), which leads to the correct periodicity detection.

**4.4 Downstream Task with Seasonal Time Series Forecasting**

We also evaluate periodicity detection algorithms by considering downstream seasonal time series forecasting task. Specifically, we adopt the state-of-the-art TBATS model (Exponential smoothing state space model with Box-Cox transformation, ARMA errors, Trend and Seasonal components) [11] for forecasting, since it can effectively deal with time series with complex periodic components. We use the detected periodic length generated from different detection algorithms as the input of TBATS model on the aforementioned 3-periodic (T=12, 24, 168) Yahoo-A4 datasets (total 100 time series). For each time series, the first half length (840 data points) is used for training, while the rest is evaluated for test. We report the average root mean squared error (RMSE) and mean absolute error (MAE) for two different forecasting horizons, which is summarised in Table 6.

From Table 6, it can be observed that the Siegel algorithm achieves the worst performance in all settings mainly due to the low recall.
of the periodicity. The Wavelet-Fisher achieves slightly better performance than the Siegel algorithm. The AUTOPERIOD and our RobustPeriod achieve the best performance. Their forecasting performance is consistent with the periodicity detection performance as summarized in Table 2. In summary, our RobustPeriod algorithm achieves the best periodicity detection performance, and the best forecasting performance in terms of both RMSE and MAE.

4.5 Scalability Studies and Deployment

4.5.1 Comparisons of Running Time. To investigate the scalability of different periodicity detection algorithms, we compare the running time on a set of periodic time series data with different lengths. Specifically, we generate synthetic sin-wave time series of length 1000 with three periodic components (with periodic lengths 20, 50, and 100). By applying the sampling technique, we obtain time series with different lengths from 500 to 2000. We randomly generate 1000 time series for each selected length, and then report the average running of different algorithms on a MacBook Pro with Intel i5 2.3GHz CPU and 8GB RAM.

Table 7 and Table 8 summarize the average running time and the F1 score of different periodicity detection algorithm as time series length increases from 500 to 2000, respectively. The proposed RobustPeriod algorithm achieves significantly better performance than others at the cost of more running time. From Table 7, it can be observed that the running time of all algorithm increases as the time series length increases. Also note that all algorithms achieve the periodicity detection task within 1 second. In practice, time series with more length can be down-sampled and tested for periodicity. Compared with other simpler algorithm, our RobustPeriod spends more time, but it is acceptable in real-world applications.

Overall, the proposed RobustPeriod algorithm achieves the best trade-off between detection accuracy and scalability.

4.5.2 Deployment and Applications. The proposed RobustPeriod algorithm is implemented and provided as a public online service at one cloud computing company. For the time series within several thousand points length, the running time of the proposed RobustPeriod is usually within 1 second under a regular single-core CPU. Note that in practice the time series periodicity detection is not performed very frequently for most cases. Typically it is performed regularly in a relatively low frequency such as several hours or when a new task is launched. The proposed RobustPeriod has been applied widely in different business lines, including AI Ops for cloud database and computing, forecasting and anomaly detection for business metrics, and auto-scaling of computing resources.

5 CONCLUSION

In this paper we propose a new periodicity detection method RobustPeriod by mining periodicities from both time and frequency domains. It utilizes MODWT to isolate the interleaved multiple periodicities successfully. To identify the potential periodic pattern at different levels, we apply the robust wavelet variance to select the most promising ones. Furthermore, we adopt Huber-periodogram and the corresponding Huber-ACF to detect periodicity accurately and robustly. The theoretical properties of Huber-periodogram for Fisher’s test are also proved. In the future, we plan to apply RobustPeriod in more time series related tasks.
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