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Abstract

In this paper, we investigate the impact of interconnect and device process variations on voltage fluctuations in power grids. We consider random variations in the power grid’s electrical parameters as spatial stochastic processes and propose a new and efficient method to compute the stochastic voltage response of the power grid. Our approach provides an explicit analytical representation of the stochastic voltage response using orthogonal polynomials in a Hilbert space. The approach has been implemented in a prototype software called OPERA (Orthogonal Polynomial Expansions for Response Analysis). Use of OPERA on industrial power grids demonstrated speed-ups of up to two orders of magnitude. The results also show a significant variation of about ±35% in the nominal voltage drops at various nodes of the power grids and demonstrate the need for variation-aware power grid analysis.

1. Introduction

One of the most difficult and important challenges posed by deep sub 100 nm IC technology is the increasing uncertainty in the performance of CMOS circuits due to variations in the fabrication process [20, 21]. Examples of the parametric variations include variations in doping profiles, materials, interconnect width (W) and thickness (t), device characteristics like the effective channel length (L_{eff}) etc. Physical parameters like W, T of the interconnects and L_{eff} of the MOS devices vary significantly [21] with strong intra-die (across die) and inter-die (across wafer) components. These physical variations lead to substantial variations in the electrical parameters viz., conductance, capacitance, inductance, threshold voltages, leakage currents, etc., of the CMOS devices and interconnects.

An important aspect of the IC design process is the integrity of the power grid. The exponential increases in transistor density has resulted in huge power distribution networks carrying large transient currents, that result in significant voltage drops (IR and L_{eff}) in the voltage levels at the power grid nodes. This combined with continuous reduction in supply voltages (< 1.2V for the 90 nm process) make the voltage drops critical as they can severely impact the functionality and the performance of the ICs. Process variations in the power grid conductors and on-chip CMOS devices of the functional blocks can have a significant detrimental impact on the voltage levels at the power grid nodes. Given the critical dependence of the sub 100nm ICs on the VDD voltage variations, its important to characterize the effects of process variations on the voltage levels at the power grid nodes.

An established body of literature is available on the analysis and optimization aspects of power grids [1–5, 7, 9–13]. Some of the early work on power grid analysis used DC analysis to obtain the IR drops [1–3]. The variations in current profiles of the functional blocks are often obtained by simulation [1, 7, 9, 10]. The authors of [4] describe a multi-grid approach where coarser meshes are first solved using fast PDE solvers and the results are extrapolated to solve the original mesh. An efficient hierarchical power grid analysis technique employing sparsification based on integer linear programming is described in [5] and [6] presents a linear time algorithm based on random walks that is efficient for incremental localized analysis. The analysis of power grids has only been recently expanded to account for process variations. Assumining normal and lognormal distributions for the device threshold voltages and leakage currents, the authors of [12, 13], present a procedure to compute the mean and bounds on the variance of the voltage drops on a power grid. In [11], the voltage response of a power grid is expressed as a convolution of the grid impulse response and load currents. Their approach to account for variability is to view the load currents of the functional blocks (inputs to the power grid system) as random variables due to the large space of input patterns. Based on this, they compute the mean and variance of the voltage response of the grid.

2. Our Contributions

In this paper, we propose a new approach [18] to account for the impact of process variations in the analysis of power grids. Until recently, stochastic analysis of systems generally meant that the system inputs were stochastic but the system itself was deterministic with deterministic parameters. The approach to be described here addresses the important case when the system parameters are also stochastic quantities. For such a case, the physical system itself is an outcome of a stochastic process. Our analysis, thus is completely different from all the previous power grid analyses. In this work, due to the manufacturing variations in the interconnect width W, thickness T and the device channel length L_{eff}, the electrical parameters in the power grid (R,L,C) are modeled as continuous parameter (spatial) stochastic processes. The key development here is an expansion for the stochastic voltage response as an infinite series of orthogonal polynomials of random variables in an infinite dimensional Hilbert space. The expansion can be optimally truncated to any order depending on the available computational resources and accuracy requirements. With an explicit analytical representation of the voltage response available in terms of the random variables, moments and probability density functions of voltage can be directly computed. This provides an attractive alternative to the computationally expensive Monte Carlo simulations. Our approach has been implemented in a prototype software called OPERA.

In Section 2, we discuss the core contributions of our work. Section 3 contains the problem definition. In Section 4, we discuss the theoretical foundations of our approach. In Section 5, we demonstrate our method through an example followed by the discussion of a special case. We also provide a brief discussion on the implementation issues. The experimental results are shown in Section 6 and conclusions are presented in Section 7.

3. Problem Statement

We consider an RC model of the power grid with a mesh structure in which the metal interconnects and the vias are modeled as passive RC networks. Power sources provide connections from the
external supply to the grid and are modeled as ideal voltage sources between the grid nodes and the ground. The functional blocks (logic gates/latches) that are distributed across the chip act as power drains. They are modeled as known transient current sources between the grid nodes and the ground, in parallel with the non-switching capacitances of the functional blocks. The transient current source profiles are obtained from simulation of the functional blocks at a full supply voltage for a large sequence of random input vectors. The packaging pin contacts that provide the power supply connection are modeled as resistances in series with the supply sources.

The power grid model can be described in the Laplace domain by the MNA equation

\[(G + sC) x(s) = U(s)\]

where \((G + sC)\) is the coefficient matrix and \(x(s)\) is the response to be determined. \(U(s) = (i(s), G_1 V_{DD})^T\) is the known excitation; vector \(i(s)\) represents the functional block drain currents; \(G_1\) is a diagonal matrix that consists of non-zero elements at those nodes where \(V_{DD}\) sources are connected. Almost all the conductance of the power grid comes from the metal interconnects while they contribute only about 5% of the grid capacitance [8]. The majority of the capacitance contribution of the power grid comes from the non-switching load capacitances of the gates in the functional blocks. The load capacitance of the gates in turn comes from two major sources - the gate (\(C_{GS}\) and \(C_{GD}\)) capacitance of the gates they drive and the source/drain diffusion capacitances (\(C_{DB}\) and \(C_{SB}\)): the two sources contribute almost equally to the grid capacitance in the present technologies [8, 15]. The drain currents \(i(s)\) consist of MOS drain currents and the gate oxide and subthreshold leakage currents.

The circuit parameters \(G\) and \(C\) depend on the grid interconnect and device parameters such as the metal thickness \((T)\), metal width \((W)\), channel length \((L_{eff})\) etc. In addition, the MOS drain currents \(i(s)\) in the excitation \(U(s)\) vary significantly with changes in \(L_{eff}\). In the presence of random process variations, these physical characteristics of the interconnects and devices, and hence their electrical characteristics are modeled as spatial stochastic processes (they vary randomly and spatially across a die for intra-die variations and across a wafer for inter-die variations).

In the present work, we assume that the conductance \(G\) of the grid varies with parameters \(W\) and \(T\). We ignore variations in \(C\) due to \(W\) and \(T\). We assume that the gate capacitance contributes about 40% of the total grid capacitance and that this gate capacitance varies with \(L_{eff}\). We have from SPICE models \(C_{gate} \propto W_{eff} L_{eff} C_{ox}\) where \(W_{eff}, C_{ox}\) represent the effective width and gate oxide capacitance of a MOS transistor. The drain currents \(i(s)\) that consist of MOS drain currents and leakage currents are known to vary significantly with \(L_{eff}\). We consider only the inter-die variations in this work and hence the variations in \(G\) and \(C\) are fixed for any one single die. Thus, they are modeled as random variables and not as spatial random processes.

Consider the manufacturing process. Every trial of the manufacturing process (trial denotes the fabrication of a die or a wafer) results in a different value for \(W\), \(T\) and \(L_{eff}\) of the interconnects and devices. These parameters are thus functions that map one point in the manufacturing sample space to some real value. Thus, \(W\), \(T\) and \(L_{eff}\) are random variables over the manufacturing sample space. In general, let \(\Omega\) denote the manufacturing sample space. For \(\omega \in \Omega\), \(\xi(\omega) = \omega \rightarrow R\) denotes a random variable. Let \(\xi(\omega) = (\xi_1(\omega), \ldots, \xi_n(\omega))\) denote a vector of \(n\) such random variables. Let \(\Theta : \Omega \rightarrow R\) denote the vector space of all random variables \(\xi_i\). In the presence of process variations the MNA equations for the interconnect can be expressed as:

\[\left( G(\xi(\omega)) + sC(\xi(\omega)) \right) x(s, \xi(\omega)) = U(s, \xi(\omega)) \]

Equation (2) is known as a stochastic differential equation as the operator \((G(\xi(\omega)) + sC(\xi(\omega)))\) is a stochastic process dependent on a random variable \(\xi\) and the deterministic Laplace parameter \(s\). Further, the excitation vector \(U(s, \xi(\omega))\) has both deterministic and random components. For each manufacturing outcome \(\omega\) and for each corresponding value of the parameter \(\xi(\omega), x(s, \xi(\omega))\) denotes the fixed response of the system for that particular manufacturing outcome. In the next section, we discuss the theoretical foundations of our proposed approach to compute the response \(x(s, \xi(\omega))\).

4. Proposed Approach

The approach presented here is based on representing the stochastic voltage response \(x(s, \xi(\omega))\) of the power grid as an infinite series of orthogonal polynomials in an infinite dimensional Hilbert space of random variables. We assume that \(x(s, \xi(\omega))\) is a second order process, i.e. all the random variables have finite variances. Without loss of generality, we also assume that the variables \(\xi(\omega)\) are random variables with zero mean and unit variance. Given a random variable \(W\) with mean \(\mu\) and standard deviation \(\sigma\), \(W\) can always be expressed in a normalized form as \(W = W_\mu + W_\sigma \xi\), where \(\xi\) is a random variable with zero mean and unit variance.

For simplicity, henceforth we will write \(\xi(\omega)\) as \(\xi\). To explain our approach, we state a few well known facts from the theory of orthonormal expansions [24].

- Let \(V\) be an inner product space, with the inner product denoted by \(\langle \cdot, \cdot \rangle\). For non-zero \(x, y \in V\), \(x\) and \(y\) are orthogonal if \(\langle x, y \rangle = 0\). They are orthonormal if \(|x| = |y| = 1\).
- An complete inner product space \(H\) (i.e. one in which every Cauchy sequence converges) is called a Hilbert space.
- An infinite family of orthonormal vectors, \(\{\phi_i\}_{i=1}^\infty\), in a Hilbert space is called an orthonormal basis if it is a maximal set of mutually orthonormal vectors.
- If \(\{\phi_i\}_{i=1}^\infty\) is an orthonormal basis of a Hilbert space \(H\), then the infinite series \(\sum_{i=1}^\infty (x, \phi_i) \phi_i\) converges in norm to \(x\).

We now return to the problem of representing the stochastic voltage response \(x(s, \xi)\). From Section 3, we know that the space \(\Theta : \{\Omega \rightarrow R\}\) denotes the infinite dimensional vector space of mappings, each mapping representing a random variable \(\xi(\omega)\). Let \(P\) be the probability measure on the sample space \(\Omega\) i.e., the random variables \(\xi\) have the probability density function \(P\). This space of mappings forms a Hilbert space \(H_\Theta\), where the inner product of any two mappings is the expected value of their product under \(P\). That is,

\[<\xi_m, \xi_n> = E(\xi_m, \xi_n) = \int_{\Omega} \xi_m \xi_n dP \]

The stochastic voltage response \(x(s, \xi)\) is an element of \(\Theta\). Therefore, if we can find an orthonormal basis \(\gamma_1(\xi), \gamma_2(\xi), \ldots\) for \(H_\Theta\), then \(x(s, \xi)\) can be represented by

\[x(s, \xi) = \sum_{n=0}^{\infty} a_n(s) \gamma_n(\xi) \]
Equation (4) is a general representation of the stochastic voltage response process \( x(s, \xi) \) in terms of the orthonormal basis functions of random variables \( \xi \). The primary task now is to identify the orthonormal basis \( \{ \gamma_i(\xi), \varphi_i(\xi), \ldots \} \) in \( \xi \). One such orthonormal basis is the set of Hermite polynomials of all orders. This basis is valid for any second order process. However, other types of polynomials can also serve as orthonormal bases. The orthogonality is defined w.r.t. the norm in Equation (3) which is dependent on the probability density function \( P \) of \( \xi \). So, for different probability distributions of the random variables, different orthonormal basis sets need to be identified. The well established Askley scheme of polynomials [19] helps us identify the orthogonal polynomials for different probability density functions. For example, if the underlying random variables are Gaussian or lognormal, then the best choice (in terms of speed of convergence) would be Hermite polynomials. Similarly, for Gamma, Beta and Uniform random variables, the best choices would be Laguerre, Jacobi and Legendre polynomials respectively.

For the sake of demonstrating our approach, we consider a power grid subjected to inter-die Gaussian variations in interconnect width (\( W \)), thickness (\( T \)) and device channel length (\( L_{\text{eff}} \)). The methodology described here can be easily extended to consider other probability distributions and any number of variables.

### 4.1. Gaussian Random Variables

Let \( \xi = \{ \xi_1, \xi_2, \xi_3, \ldots, \xi_p \} \in \Theta \) be zero mean orthonormal Gaussian random variables. Hermite polynomials of all orders in \( \xi \) form an orthonormal basis for \( \mathcal{H}_\Theta \). They are defined by

\[
H_p(\{\alpha_1, \alpha_2, \ldots, \alpha_p\}) = (-1)^p e^{\frac{1}{2} \xi^2} \frac{\partial^p}{\partial \alpha_1 \partial \alpha_2 \ldots \partial \alpha_p} e^{-\frac{1}{2} \xi^2},
\]

where \( \{\alpha_i\} \) are any set of \( p \) variables chosen from the set \( \{\xi_1, \xi_2, \ldots, \xi_p\} \) with repetitions. Since \( p \) variables can be chosen from a set of \( n \) variables in \( M = (p + n - 1)! / p!(n - 1)! \) ways, the number of Hermite polynomials of degree \( p \) is given by \( M \). An example, Hermite polynomials in \( \{\xi_1, \xi_2\} \) of order 0, 1, 2 can be found as follows.

- **order 0:** \( H_0(\{\}) = 1 \)
- **order 1:** \( H_1(\xi_1) = \xi_1, H_1(\xi_2) = \xi_2 \)
- **order 2:** \( H_2(\xi_1, \xi_2) = \xi_1^2 - \xi_2, H_2(\xi_2, \xi_1) = \xi_2^2 - \xi_1 \)

Let \( \{\xi_1, \xi_2, \xi_3, \ldots\} \) denote an infinite set of zero mean orthonormal Gaussian random variables. Then the stochastic response can be represented as a convergent infinite series expansion of Hermite polynomials as [18]

\[
x(s, \xi) = b_0(s) H_0 + \sum_{i_1=1}^{\infty} b_{i_1}(s) H_1(\xi_{i_1}) + \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{i_1} b_{i_1i_2}(s) H_2(\xi_{i_1}, \xi_{i_2}) + \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{i_1} \sum_{i_3=1}^{i_2} b_{i_1i_2i_3}(s) H_3(\xi_{i_1}, \xi_{i_2}, \xi_{i_3}) + \cdots
\]

**Note:** A closer look at Equations (6), (7), (4) shows that Equation (4) is simply a rearrangement of the terms in Equation (7). The remaining task then is to determine the coefficients \( \{a_i\} \) of the expansion given in Equation (4).

The expansion shown in Equation (7) called the *Homogeneous Chaos* was developed by Weiner [23]. The celebrated result of Cameron and Martin [17] extended the expansions to general function spaces, and is now referred to as *Polynomial Chaos*. Ghanem and Spanos [18] developed applications of these results to the study of systems with stochastic parameters.

### 4.2. Evaluation of the Coefficients

Though the number of random variables \( \xi \) are finite, the order \( p \) and hence the number of terms \( N + 1 \) in the stochastic response expansion are infinite. For practical computation purposes, the infinite series needs to be projected onto a finite space, i.e. truncated. The general approach is to limit the response expansion to a finite order \( p \), which in turn determines the accuracy. Often, a second order (\( p = 2 \)) or third order (\( p = 3 \)) expansion is sufficient. If there are \( n \) random variables, the response expansion obtained by limiting the order to \( p \) would be

\[
x(s, \xi) = \sum_{i=0}^{N} a_i(s) \gamma_i(\xi)
\]

where \( N = \sum_{k=0}^{p} \left( \begin{array}{c} n - 1 + k \\ k \end{array} \right) \).

The error due to truncation is given by

\[
\Delta_p(s, \xi) = (G(\xi) + s C(\xi)) x(s, \xi) - U(s, \xi)
\]

Once we have the truncated expansion from Equation (8), we need to evaluate the best deterministic coefficients \( \{a_i\} \) that result in the best minimization of the truncation error. We follow the principle of orthogonality which states that the best approximation of the response \( x(s, \xi) \) is one in which the truncation error \( \Delta_p(s, \xi) \) is orthogonal to the approximation. The application of the principle of orthogonality to obtain a finite projection is known as the Galerkin method. The orthogonality is defined w.r.t. some norm, which in this case is given by \( \langle \Delta_p(s, \xi), \gamma_i(\xi) \rangle \). Thus, to obtain the deterministic coefficients we need to solve the system of equations given by

\[
\langle \Delta_p(s, \xi), \gamma_i(\xi) \rangle = 0, \quad i = 0, 1, 2, \ldots, N
\]

### 5. Illustration

As an example to illustrate the methods, we consider a power grid subjected to random process variations where \( \xi_W, \xi_T, \xi_L \) denote the normalized variations in width, thickness and the effective device channel length respectively. Then

\[
\xi_W = \frac{\Delta W}{W}, \quad \xi_T = \frac{\Delta T}{T}, \quad \xi_L = \frac{\Delta L_{\text{eff}}}{L_{\text{eff}}}
\]

Without loss of generality, we assume that they are uncorrelated Gaussian random variables. Certainly if they were not, given their covariance matrix, they can always be transformed into a set of uncorrelated random variables by an orthogonal transformation technique like principal component analysis [16]. As discussed earlier, the \( G \) matrix depends on \( \xi_W \) and \( \xi_T \) and the \( C \) matrix depends on \( \xi_L \). We use a linear model to capture the dependence of \( G \) and \( C \) on these random variables in accordance with the models in contemporary literature [20]. But there are no limitations on the specific model to be chosen. The MNA equation for the grid system is...
given by:  
\[ (G(\xi) + sC(\xi)) x(s, \xi) = U(s, \xi) \]  
(12)

where \( \xi = (\xi_W, \xi_T, \xi_L) \) is the random variable vector and the perturbed matrices \( G \) and \( C \) and \( U(s) \) are given by

\[
\begin{align*}
G(\xi) &= G_a(s) + G_p(s) \xi_W + G_c(s) \xi_T \\
C(\xi) &= C_a(s) + C_c(s) \xi_L \\
U(s, \xi) &= U_a(s) + U_p(s) \xi_W + U_c(s) \xi_T + U_L(s) \xi_L 
\end{align*}
\]
(13)

\( G_a, C_a, U_a \) are the mean matrices and \( G_p, C_p, U_p, U_c, U_L \) represent the perturbation matrices of \( G, C, U(s) \) w.r.t. \( W, T, L_{eff} \).

Consider Equation (13) and the physical definition for conductance per unit length \( G = \frac{W}{L_{eff}} \). We can observe that for the linear model in Equation (13), \( G_p \) and \( G_c \) are same as \( G_a \) scaled by some constants. So, we have \( G_p = dG_c \) and \( G_c = eG_a \) where \( e \) and \( d \) are some constants. Since the scaled sum of two independent Gaussian variables \( \xi_W \) and \( \xi_T \) \( (d\xi_W + e\xi_T) \) is a Gaussian variable with calculable mean and variance, matrix \( G \) and hence \( U(s, \xi) \) can be re-represented using a single normalized variable \( \xi_G \) as

\[
\begin{align*}
G(\xi) &= G_a(s) + G_p(s) \xi_G \\
U(s, \xi) &= U_a(s) + U_p(s) \xi_G + U_c(s) \xi_L \\
C(\xi) &= C_a(s) + C_c(s) \xi_L 
\end{align*}
\]
(14)

\( \xi \) is now given by \( \xi = (\xi_G, \xi_L) \). Using Hermite polynomials as the basis, we can expand the response \( x(s, \xi) \) using a second order expansion \( (p = 2) \) from Equation (7) as

\[ x(s, \xi) = a_0(s) + a_1(s) \xi_G + a_2(s) \xi_L + a_3(s) (\xi_G^2 - 1) + a_4(s) \xi_L^2 + a_5(s) (\xi_L^2 - 1). \]
(15)

where \( a_i(s) \) is a vector. The coefficient vectors \( a_i \) need to be determined.

Following the orthogonal truncation method from Section 4.2, we can define the error as in (9).

\[
\Delta_p(s, \xi) = (G(\xi) + sC(\xi)) x(s, \xi) - U(s, \xi) 
\]
(16)

Coefficient vectors \( a_i(s) \) are obtained by solving (see Equation (10))

\[
\langle \Delta_p(s, \xi), \gamma_j(\xi) \rangle = 0 \text{ for } j = 0, 1, 2, \ldots, N 
\]
(17)

The inner product \( \langle \Sigma_p(s, \xi), \gamma_j(\xi) \rangle \) is defined as

\[
\langle \Delta_p(s, \xi), \gamma_j(\xi) \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Delta_p(s, \xi) \gamma_j(\xi) W(\xi) d\xi_G d\xi_L = 0, 
\]
(18)

where \( W(\xi) \) is the bivariate Gaussian probability density function.

Thus for each \( j = 0, 1, 2, \ldots, N \), Equation (17) results in a linear system of \( (N + 1) \) equations to solve for the deterministic coefficients vectors \( a_i \) represented by the vector \( a(s) \).

\[
(G + sC) a(s) = U(s), 
\]
(19)

where

\[
\hat{G} = 
\[
\begin{bmatrix}
G_a & G_g & 0 & 0 & 0 & 0 \\
G_g & G_a & 0 & 2G_g & 0 & 0 \\
0 & 0 & G_a & 0 & G_g & 0 \\
0 & 2G_g & 0 & 2G_a & 0 & 0 \\
0 & 0 & G_g & 0 & G_a & 0 \\
0 & 0 & 0 & 0 & 0 & 2G_a \\
\end{bmatrix}
\]
(20)

5.1. Special Case

As a special case, let’s consider only the variations in the drain currents \( U(s) \), i.e. the R.H.S of the MNA analysis Equation (1) say due to threshold variations. \( U(s) \) consists of MOS drain currents and leakage currents; the latter are known to vary exponentially with the threshold voltages. Our problem then becomes similar to the one addressed by Fertl and Najmi [12, 13]. We then have,

\[
(G + sC) x(s, \xi) = U(s, \xi) 
\]
(24)

where \( \xi \) represents the threshold variations. If a normal distribution for \( Vth \) is assumed, then the distribution for the leakage currents becomes lognormal. To consider intra-die variations in \( Vth \), let’s divide the chip in to a finite number of regions say 2 for this example. Let’s assume that \( \xi = (\xi_1, \xi_2) \) are the normalized uncorrelated Gaussian random variables that represent \( Vth \) variations for the two chip regions. Then, the currents \( U(s, \xi) \) can always be expressed using an orthogonal Hermite polynomial basis \([25]\) in \( \xi_1, \xi_2 \) to any required order \((p)\) of accuracy, say \( p = 2 \) for this case. Since, the R.H.S of Equation (24) is stochastic, the response of the grid becomes stochastic as well and can be represented using the Hermite basis. We thus have,

\[
x(s, \xi) = x_0(s) + x_1(s) \xi_1 + x_2(s) \xi_2 + x_3(s) (\xi_1^2 - 1) + x_4(s) (\xi_2^2 - 1) + x_5(s) (\xi_2^2 - 1) 
\]
(25)

\[
U(s, \xi) = U_0(s) + U_1(s) \xi_1 + U_2(s) \xi_2 + U_3(s) (\xi_1^2 - 1) + U_4(s) (\xi_2^2 - 1) 
\]
(26)
Following the error minimization procedure illustrated in Section 5, our analysis simply translates to solving independent equations of the form for \( n = 0, 1, \ldots, 5 \)
\[
(G + sC) x_n(s) = U_n(s) \tag{27}
\]
All we need is a single LU factorization of the original matrix \((G + sC)\) and then repeated solves for different values of the R.H.S. Using the formulae from Equation (23), we can directly compute the mean, variance and other higher order moments unlike [12, 13] which can calculate only some bounds for the variance.

5.2. Implementation Issues

The procedure for obtaining the voltage response has been implemented in a prototype software called OPERA. One of the primary issues involved is the computational complexity of our approach. Solving the system of Equations (19) is computationally the most intensive step in our approach. The complexity of that step is dependent on the length of the vector \( a(s) \) which varies as \( O(r^2) \), where \( p \) is the order of the expansion and \( r \) is the number of random variables. We found an order 2/order 3 expansion to be sufficiently accurate for variational power grid analysis considering realistic bounds for maximum variability in the grid interconnect and device parameters. Also, the matrices \( \hat{G} \) and \( \hat{C} \) are very sparse and they have been observed to become increasingly sparser with an increase in the order of the expansion \((p)\) or the number of random variables \((r)\).

Further, computational complexity of OPERA can be significantly reduced by efficient techniques like model order reduction (MOR) [14], multi grid analysis [4] and iterative block solvers with appropriate pre-conditioners [18]. MOR techniques can be used as the power grid node voltages in the top layers and their moments w.r.t \( \xi \) are typically of no interest to the designer. Model order related stability issues have been addressed in a number of literatures and any existing stability technique can be incorporated in our method.

6. Experimental Results

OPERA has been verified for many industrial power grids considering order 2/order 3 expansions for representing the stochastic voltage response. Results for a few grids are presented here. As discussed earlier, we assume a Gaussian distribution for the variables \( W, T \) and \( L_{eff} \) for all the grids. We consider a linear or a first order model for the variations in \( G, C \) and the drain currents \( i(s) \). Leakage currents are known to vary exponentially with \( L_{eff} \) which may suggest a higher order expansion for \( U(s) \) in \( L_{eff} \). But for the purposes of this paper, we consider a linear expansion itself as they constitute only 5% of the total currents in the current CMOS technologies [22].

Table 1 shows the results for the transient analysis of 7 industrial grids for maximum \( 3\sigma \) variations of 20% in \( \xi_W \), 15% in \( \xi_T \) (hence 25% in \( \xi_L \)) and 20% in \( \xi_L \). Note that we are considering the inter-die variations and that only 40% of the capacitance varies with \( L_{eff} \) as discussed earlier. A fixed time step was used in carrying out the transient analysis and an order 2 expansion was used for representing the stochastic response. Comparison of results from OPERA with Monte Carlo simulations (1000 samples for each case) has been done for all the grids and the results are reported in Table 1.

7. Conclusions

We presented a general framework to accurately compute the stochastic response of power grids in the presence of process variations. Using orthogonal polynomial expansions in a Hilbert space, we provide an explicit analytical representation of the stochastic response. The coefficients of the analytical expansion are determined precisely by utilising the orthogonality property of the polynomials of the expansion. Further, the expansion facilitates the direct and precise computation of the moments of the power grid response. We also show that our analysis becomes very simplified if we consider just the impact of leakage current variations on the power grid. We implemented the algorithm in a prototype software called OPERA and verified it extensively for many industrial grids. OPERA demonstrates very good accuracy when compared with the classical Monte Carlo simulations along with providing significant speed-ups up to two orders of magnitude.
| Size (# nodes) | Ave. % Error in μ | Max. % Error in μ | Ave. % Error in σ | Max. % Error in σ | ±3σ variation (% of nominal drop μ₀) | CPU time Monte (sec) | CPU time OPERA (sec) | Speedup |
|---------------|-------------------|-------------------|-------------------|------------------|-------------------------------------|---------------------|---------------------|---------|
| 19181         | 0.0155            | 0.0282            | 2.53              | 2.78             | ±34                                 | 1444.00             | 14.32               | 101     |
| 25813         | 0.0422            | 0.0838            | 3.41              | 3.84             | ±33                                 | 1565.30             | 77.93               | 20      |
| 34938         | 0.0204            | 0.5146            | 1.53              | 12.17            | ±32                                 | 1140.10             | 17.50               | 65      |
| 49262         | 0.1992            | 0.3713            | 6.73              | 7.37             | ±37                                 | 4777.87             | 178.52              | 27      |
| 62812         | 0.0680            | 0.1253            | 3.82              | 6.45             | ±46                                 | 1481.78             | 17.40               | 85      |
| 91729         | 0.0137            | 0.6037            | 3.28              | 18.03            | ±30                                 | 3172.67             | 25.50               | 124     |
| 351838        | 0.0926            | 0.1457            | 5.27              | 18.39            | ±33                                 | 109315              | 1050.72             | 104     |

Table 1. Results for grids from OPERA and Monte Carlo simulations for order 2 expansion

Figure 2. Voltage distribution from OPERA and MC

8. Acknowledgements

This work was carried out under the auspices of the National Science Foundation's Grant #CCR-0205227 and Grant #EEC-9523338. It was conducted at the National Science Foundation's State/Industry/University Cooperative Research Centers' (NSF-S/IUCRC) Center for Low Power Electronics (CLPE) which is supported by the NSF, the State of Arizona, and an industrial consortium. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation.

References

[1] A. Dharchoudhury, R. Panda, D. Blaauw, and R. Vaidyanathan, “Design and analysis of power distribution networks in powerPC microprocessors”, Proc. Design Automation Conference, 1998, pp. 738-743.

[2] S. Chowdhry and J. S. Barkatullah, “Estimation of maximum currents in MOS IC logic circuits”, IEEE TCAD, vol. 9, pp. 642-654, June 1990.

[3] D. Stark and M. Herowitz, “Techniques for calculating currents and voltages in VLSI power supply networks”, IEEE TCAD, vol. CAD-9, pp. 126-132, Feb. 1990.

[4] S. R. Nassif and J. N. Kozhaya, “Fast power grid simulation”, Proc. Design Automation Conference, 2000, pp. 156-164.

[5] M. Zhao, R. V. Panda, S. S. Sapatnekar, T. Edwards, R. Chaudhry, and D. Blaauw, “Hierarchical analysis of power distribution networks”, Proc. Design Automation Conference, 2000, pp. 481-486.

[6] H. Qian, S. R. Nassif, S. S. Sapatnekar, “Random walks in a supply network”, Proc. Design Automation Conference, 2003, pp. 93-98.

[7] H. Kriplani, F. Najm, and I. Haji, “Pattern independent minimum current estimation in power and ground buses of CMOS VLSI Circuits”, IEEE TCAD, vol. 14, pp. 998-1012, Aug. 1995.

[8] R. Chaudhry, D. Blaauw, R. Panda, and T. Edwards “Design and Analysis of Power Distribution Networks with accurate RLC models”, IEEE Int’l Conf. on VLSI Design, January 2000, pp. 151-155.

[9] A. Kristic and K. Cheng, “Vector Generation for maximum instantaneous current through supply lines for CMOS circuits”, Proc. Design Automation Conference, 1997, pp. 383-388.

[10] R. Chaudhry, D. Blaauw, R. Panda, and T. Edwards, “Current signature compression for BR-drop analysis”, Proc. Design Automation Conference, 2000, pp. 162-167.

[11] S. Pant, D. Blaauw, V. Zolotov, S. Sundareswaran, R. Panda, “A stochastic approach to power grid analysis”, Proc. Design Automation Conference, 2004, pp. 171-176.

[12] I. A. Ferzli, F. N. Najm, “Statistical estimation of leakage-induced power grid voltage drop considering within-die process variations”, Proc. Design Automation Conference, 2003, pp. 856-859.

[13] I. A. Ferzli, F. N. Najm, “Statistical Verification of Power Grids Considering Process-Induced Leakage Current Variations”, Int’l Conference on Computer-Aided Design, 2003, pp. 770-777.

[14] P. Feldmann and F. Liu, “Sparse and Efficient Reduced Order Modeling of Linear Subcircuits with Large Number of Terminals”, Int’l Conference on Computer-Aided Design, 2004, pp. 74-79.

[15] J. M. Babaei, “Digital Integrated Circuits: A Design Perspective”, Prentice-Hall Inc., NJ, USA.

[16] A. Papoulis, “Probability, Random Variables and Stochastic Processes”, McGraw Hill, 1991.

[17] R. H. Cameron, and W. T. Martin, “The orthogonal development of non-linear functionals in series of Fourier-Hermite functionals”, The Annals of Mathematics, 2nd series, vol. 48, no. 2, pp. 385-392, 1947.

[18] R. G. Ghanem, P. D. Spanos, “Stochastic Finite Elements: A Spectral Approach”, Dover Publications, 2003.

[19] D. Xi, G. Em, Kariadakis, “Modeling uncertainty in flow simulations via generalized polynomial chaos”, J. of Computational Physics, no. 187, pp. 137-167, 2003.

[20] V. Mehrhotra, S. Sam, D. Boning, A. Chandrakasan, R. Vallishayee and S. Nassif, “A methodology for modeling the effects of systematic within-die interconnect and device variation on circuit performance”, Design Automation Conf., 2000.

[21] D. Boning and S. Nassif. Models of process variations in device and interconnect, In A. Chandrakasan, W.J. Bowhill, and F. Fox, editors, Design of High Performance Microprocessor Circuits. John Wiley and Sons, New York, 2001.

[22] Semiconductor Industry Association, “The International Technology Roadmap for Semiconductors”, 2001.

[23] N. Wiener, “The Homogeneous Chaos”, American J. of Mathematics, vol. 60, pp. 977-936, 1930.

[24] E. Wong, “Stochastic Processes in Information and Dynamical Systems”, McGraw-Hill 1971.

[25] B. Debusschere, H. Najm, P. Pebay, O. Knio, R. Ghanem, and O. Le Maître, “Numerical challenges in the use of Polynomial Chaos representations for stochastic processes”, SIAM Journal on Scientific Computing, 2004.