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Abstract

Many real-world applications of image recognition require multi-label learning, whose goal is to find all labels in an image. Thus, robustness of such systems to adversarial image perturbations is extremely important. However, despite a large body of recent research on adversarial attacks, the scope of the existing works is mainly limited to the multi-class setting, where each image contains a single label. We show that the naive extensions of multi-class attacks to the multi-label setting lead to violating label relationships, modeled by a knowledge graph, and can be detected using a consistency verification scheme. Therefore, we propose a graph-consistent multi-label attack framework, which searches for small image perturbations that lead to misclassifying a desired target set while respecting label hierarchies. By extensive experiments on two datasets and using several multi-label recognition models, we show that our method generates extremely successful attacks that, unlike naive multi-label perturbations, can produce model predictions consistent with the knowledge graph.

1. Introduction

Despite the tremendous success of Deep Neural Networks (DNNs) for image recognition, DNNs have been shown to be vulnerable to attacks [4, 12, 15, 17, 18, 21, 24, 26, 32, 44]. Adversarial attacks are imperceptible image perturbations that result in incorrect prediction with high confidence. They have highlighted the lack of robustness of DNNs and have become a major security and safety concern [3, 13, 29, 33]. This has motivated a large body of research on generating small imperceptible perturbations, and subsequently using the attacks to design robust defense mechanisms, e.g., by detecting attacks or retraining the model using perturbed images. The majority of existing works, however, have focused on multi-class recognition, which assumes that only one class is present in an image [1, 8, 10, 16, 20, 35, 41, 42].

On the other hand, many real-world applications of image recognition require finding all labels in an image. This includes autonomous driving, surveillance and assistive robotics. For example, a self-driving car needs to detect and recognize all objects in the scene or an image may contain multiple human-object interactions. Therefore, multi-label recognition (MLR) aims at finding all labels in an image [2, 5, 6, 14, 36, 37, 40]. However, MLR is a harder problem than multi-class recognition, as there are combinatorial combinations of labels that could appear in images, while many labels often occupy only small image regions.

Generating adversarially attacks for a multi-label classifier, however, is a challenging problem and different from the multi-class setting. In the multi-class recognition, once a present (or an absent) label is attacked, another label must
We propose a formulation that respects the relationships among labels in a knowledge graph, hence, can stay undetected. We show that the existing naive multi-label attacks lead to violating label relationships among labels. For example, ‘bicycle’ and ‘motor vehicle’ are both ‘wheeled vehicle’, rendering the model predictions label inconsistent. We argue that an attack on a set of labels, turn on (or all other labels must turn off). In contrast, in the multi-label setting, we may want to attack and modify several labels at the same time, turning some labels on and some labels off while keeping the remaining labels intact. However, attacks on a set of target labels could drastically modify other labels [30, 38, 39].

As we show in Figure 1, for an image that contains ‘bicycle’ and ‘person’, generating an attack to turn off the label ‘bicycle’ results in the undesired attack on ‘person’ for $\epsilon \geq 0.125$. This is mainly because of high correlation among labels that modifying one class may affect unrelated classes. Although the attack successfully turns off the ‘bicycle’, it fails to use the relationships among (bicycle, vehicle, wheeled vehicle) and continues predicting ‘vehicle’ and ‘wheeled vehicle’, rendering the model predictions label inconsistent. We argue that an attack on a set of labels, which leads to changing some or possibly many other labels, can be detected by using a knowledge graph that encodes, e.g., parent-child relationships among labels. For example, ‘bicycle’ and ‘motor vehicle’ are both ‘wheeled vehicles’, therefore, if the label ‘bicycle’ appears in an image with ‘wheeled vehicle’ being absent could indicate an adversarial attack, as shown in Figure 2. In fact, the few existing works on multi-label attacks [30,38,39,43], which are simple extensions of multi-class attacks, suffer from violating such label consistencies by not leveraging relationship among labels.

**Paper Contributions.** We propose a framework for generating effective graph-consistent multi-label attacks, which respect the relationships among labels in a knowledge graph, hence, can stay undetected. We show that the existing naive multi-label attacks lead to violating label relationships and can be detected using an inconsistency verification scheme. Therefore, we propose a formulation that searches for small image perturbations that lead to misclassifying a desired target set while respecting label hierarchies in a knowledge graph. To do so, we search for and use a minimal subset of labels that should be modified in addition to the target set to preserve consistencies according to the knowledge graph. By extensive experiments on two datasets and on several multi-label recognition models, we show that our method generates successful attacks that, unlike naive multi-label perturbations, evade detection.

### 2. Graph-Consistent Multi-Label Recognition Attacks

#### 2.1. Problem Setting

We study generating effective adversarial attacks for the Multi-Label Recognition (MLR) problem. In MLR, multiple labels can appear in an image, see Figure 3, as opposed to the multi-class recognition, where each image has only one label. Let $C$ denote the set of all labels. For an image $x \in \mathbb{R}^d$, the set of its labels can be represented by $y \in \{-1, +1\}^{|C|}$, indicating the presence (+1) or absence (-1) of each label of $C$ in the image. Let $\mathcal{F} : \mathbb{R}^d \rightarrow \mathbb{R}^{|C|}$ denote a multi-label classifier, which we assume has already been learned using training images. The multi-label classifier $\mathcal{F} = \{f_1, f_2, \ldots, f_{|C|}\}$ consists of $|C|$ binary classifiers for each label, where $f_c(x) \in (-\infty, +\infty)$ is the score of the classifier $c$. Therefore, whether the class $c$ is present or absent in the image $x$ is given by $y_c = \delta(f_c(x))$, where $\delta(\cdot)$ is an indicator function, which is +1 when its argument is
positive and is -1 otherwise. We denote the set of present labels in the image \( x \) by \( \mathcal{P}(x) \) and absent labels by \( \overline{\mathcal{P}}(x) \).

Let \( \Omega(x) \subseteq C \) denote the set of labels in the image \( x \) which we want to attack, i.e., after the attacks the present labels in \( \Omega(x) \) must become absent and vice versa. Given the multi-label nature of the problem, crafting attacks can be done in two different ways, which we discuss in Section 2.2. We show the limitation of these attacks and in Section 2.3, discuss an effective detection mechanism based on label hierarchy. In Section 2.4, we study two effective ways of generating multi-label attacks that leverage relationships among labels and can stay undetected.

### 2.2. Multi-Label Attack (MLA)

To generate a multi-label attack on \( x \) that modifies the labels in \( \Omega(x) \), one can take two approaches. First, we can generate a small perturbation \( e \in \mathbb{R}^d \) by minimizing the negative multi-label recognition loss for labels in \( \Omega(x) \) while restricting the magnitude of \( e \). More precisely, we can solve

\[
\text{MLA}_\alpha: \min_{e} -\mathcal{L}_{ce}(x + e, \Omega(x)) \quad \text{s.t.} \quad \|e\|_\rho \leq \epsilon, \quad (1)
\]

where \( \|\cdot\|_\rho \) denotes the \( \ell_\rho \)-norm and \( \mathcal{L}_{ce}(x + e, \Omega(x)) \) is the binary cross entropy loss on target labels for the perturbed image and is defined as

\[
\sum_{c \in \Omega(x)} y_c \log \sigma(f_c(x + e)) + (1 - y_c) \log(1 - \sigma(f_c(x + e))). \quad (2)
\]

This type of attack, which we refer to as MLA\(_\alpha\), tries to find a perturbation \( e \) that flips the labels in \( \Omega(x) \). However, the optimal perturbation could simultaneously change many of the other labels in \( C \setminus \Omega(x) \), which is undesired.

A second type of attack, which we refer to as MLA\(_\beta\), therefore, finds a small perturbation \( e \) that changes the labels in \( \Omega(x) \) while keeping all other labels, i.e., the labels in \( C \setminus \Omega(x) \), fixed. One can achieve this by solving

\[
\text{MLA}_\beta: \min_{e} -\mathcal{L}_{ce}(x + e, \Omega(x)) + \mathcal{L}_{ce}(x + e, \Omega(x)), \quad \text{s.t.} \quad \|e\|_\rho \leq \epsilon, \quad (3)
\]

where the first term in the objective function tries to flip the labels in \( \Omega(x) \) while the second term preserves the labels in \( C \setminus \Omega(x) \). Notice that with the additional objective, the space of perturbations for MLA\(_\beta\) is smaller than that of MLA\(_\alpha\), yet it ensures not modifying labels outside the target set.

As we discuss next, we can detect both types of above attacks by using relationships among labels, which would make them almost ineffective. This motivates us to propose a new class of MLR attacks that leverages the relationships among labels to not only change the labels in the target set, but can stay undetected.

### 2.3. MLA Detection using Knowledge Graphs

Let \( G = (C, \mathcal{E}) \) denote a directed acyclic knowledge graph built on the labels \( C \), where \( \mathcal{E} \) denotes the set of edges (see below for the details about building this graph). We propose to use the parent-child label relationship in the directed acyclic graph to search for and detect inconsistencies in label prediction after an attack. In particular, given an image, the output of the MLR is consistent if and only if i) when the classifier predicts +1 for a parent node/label, then at least one of its children must also be predicted as +1; ii) when all children of a node/label are predicted as -1, then the parent must be predicted as -1. We study two ways to check for such label consistency via \( G \).

1) **Local Consistency Verification:** For a target label \( c \), we consider a local subgraph of \( G \) around \( c \) and check for predicted label consistency in the subgraph, to determine whether an attack has occurred near \( c \).

2) **Global Consistency Verification:** We check if the entire graph \( G \) is label consistent for the output of the multi-label classifier. Satisfying global consistency is harder.

As we show in the experiments, both detection methods can successfully detect attacks for the MLA\(_\alpha\) and MLA\(_\beta\) perturbations, which we discussed in Section 2.2. In the next subsection, we leverage the label-relationships from the knowledge graph to craft successful yet undetectable attacks.

#### Building the Knowledge Graph

To construct the hierarchical knowledge graph, we use WordNet [25], which contains rich semantic relationships between labels\(^1\) (one could also use other sources, such as ConceptNet [31]). We build a tree \( G = (C, \mathcal{E}) \) on the labels \( C \), where \( \mathcal{E} \) denotes the set of edges.

For each label in \( C \), we use hypernym and hyponym relations in the WordNet to extract its parent and child labels. For example, for the label ‘car’, we obtain ‘vehicle’ as the parent using its hypernyms. Since a word can be associated with several synsets in the WordNet, we choose the synset with the closest match to the description of the label. To build the tree, we use the maximum WUP similarity score [27] between a child node and multiple parents to select a single parent node.

### 2.4. Graph-based Multi-Label Attack (GMLA)

To find a multi-label attack that can evade detection using the knowledge graph, we propose to find a minimal set of labels whose predictions must be modified to ensure label consistency according to the graph. More specifically,

\(^1\)WordNet is a lexical database for the English language, containing 155,327 words organized in 175,979 synsets.
Figure 4. Four different ways of generating multi-label attacks. The green nodes show the present labels predicted by the model. The labels to be modified \( \Gamma \) are shown within the red region and the labels to be fixed \( C \setminus \Gamma \) are shown within the green region.

our goal is to design a function \( h(\cdot) \) whose input is the target set \( \Omega(x) \) and the knowledge graph \( \mathcal{G} \) and whose output is the expanded target set \( \Gamma(x) \) that needs to be modified for graph consistency. We use the word ‘ON’ for a node predicted as +1 and ‘OFF’ for a node predicted as -1.

Algorithm 1 shows the steps of our algorithm to obtain such a desired set. The algorithm works roughly as follows. Given a set of target labels \( \Omega \) present in an image, predicted labels \( S \), and the adjacency matrix \( E \) of knowledge graph, the algorithm finds the minimum set of related labels to be flipped for all target labels in \( \Omega \), such that the local consistency of the graph is maintained. While attacking a label, we need to maintain its consistency with respect to its children and parents. To maintain children consistency, each child of the target node must be turned OFF unless that child has multiple parents ON. We parse the path from target node to the leaf nodes and perform the same operation on every node. Similarly, to maintain parents consistency, all parents must be turned OFF unless some parent has more than one child ON. We perform this process for each node along the path from target node to the root node until we do not find more nodes to be attacked.

Using the Algorithm 1 for finding \( \Gamma(x) \), we consider two types of graph-based multi-label attacks (GMLAs). First,

\[
\text{GMLA}_A: \min_e -L_{ce}(x + e, \Gamma(x)) \quad \text{s.t. } \|e\|_p \leq \epsilon, \Gamma(x) = h(\Omega(x), \mathcal{G}),
\]

which tries to find a perturbation \( e \) that changes the labels in the expanded target set \( \Gamma(x) \). However, the optimal perturbation could potentially change other labels in \( C \setminus \Gamma(x) \), which may not be desired. Therefore, we also study

\[
\text{GMLA}_B: \min_e -L_{ce}(x + e, \Gamma(x)) + L_{ce}(x + e, C \setminus \Gamma(x)) \quad \text{s.t. } \|e\|_p \leq \epsilon, \Gamma(x) = h(\Omega(x), \mathcal{G}),
\]

which finds a small perturbation \( e \) that changes the labels in \( \Gamma(x) \) while keeping all other labels, i.e., the labels in \( C \setminus \Gamma(x) \). As we show in the experiment GMLA\(_B\) is the most effective type of multi-label attack: it ensures that the prediction of the model across all labels change in a way that the entire predictions would be consistent w.r.t. the graph. Figure 4 shows a comparison of different multi-label attacks. To compute these four types of attacks, we use iterative Projected Gradient Descent (PGD) [20, 23] that iteratively uses first-order gradient of the objective function to compute the adversarial example within an \( \epsilon \)-norm ball.

\[
\text{Algorithm 1: Graph-based Multi-Label Attack}
\]

\[
\text{Input: } \Omega: \text{Target Set, } S: \text{Label Predictions, } E: \text{Knowledge Graph’s Adjacency Matrix}
\]

\[
\text{Output: } \Gamma: \text{Expanded Target Set}
\]

\[
\text{Procedure: } f_{\text{select}}(X): \text{return } \{i: X_i = \text{True}\}
\]

\[
\text{Procedure } f_{\text{child}}(n, E, S): \text{return } f_{\text{select}}(E[n, :] \odot S == 1)
\]

\[
\text{Procedure } f_{\text{par}}(n, E, S): \text{return } f_{\text{select}}(E[:, n] \odot S == 1)
\]

\[
\text{Procedure } \text{Process\_Node}(n, V, E, S, \Gamma, f_{\text{child}}, f_{\text{par}}): \text{Queue } Q; I \leftarrow f_1(n, E, S)
\]

\[
\text{while } Q \text{ is not empty do } v_n \leftarrow Q.\text{dequeue}()
\]

\[
\text{if } v_n \notin V \text{ then } V \leftarrow V \cup \{v_n\}
\]

\[
\text{I} \leftarrow f_2(v_n, E, S) \setminus \Gamma
\]

\[
\text{if } |I| < 2 \text{ then } \Gamma \leftarrow \Gamma \cup \{v_n\}
\]

\[
I \leftarrow f_3(v_n, E, S)
\]

\[
Q.\text{enqueue}(I)
\]

\[
\text{Algorithm } \Gamma = \{\}
\]

\[
\text{foreach } n \in \Omega \text{ do } V = \{n\}
\]

\[
\Gamma \leftarrow \text{Process\_Node}(n, V, E, S, \Gamma, f_{\text{child}}, f_{\text{par}})
\]

\[
\Gamma \leftarrow \text{Process\_Node}(n, V, E, S, \Gamma, f_{\text{par}}, f_{\text{child}})
\]

3. Experiments

3.1. Experimental Setup

Datasets. We used the Pascal-VOC [11] and NUS-WIDE [7] for studying the effectiveness of multi-label attacks. For Pascal-VOC, we trained each MLR model on 8000 images from the training sets of PASCAL-VOC 2007 and PASCAL-VOC 2012 and created the adversarial examples for the test set of PASCAL-VOC 2007. We extracted abstract classes from WordNet and built a hierarchical graph among labels. The original 20 labels were expanded into 35 labels after the inclusion of abstract classes. For NUS-WIDE, we trained each MLR model on 150K images from the training set and attacked the models using the test set of the dataset. We used WordNet to extract abstract classes and
Multi-Label Recognition Models. We investigated the effectiveness of multi-label attacks on three MLR models, which we trained and attacked on both datasets. We use Binary Relevance [34], which is the simplest extension of the multi-class classification to perform multi-label classification using independent binary classifiers, one for each label. We used the pretrained ResNet101 as the backbone for image-level feature extraction followed by a class-specific feature extraction module, similar to the one used in [9]. The class-specific features are then passed to independent binary classifiers. We used the binary cross-entropy loss to train the model. Note that this model does not use any explicit mechanism to learn or leverage label relationships.

We also use the recent work on Asymmetric Loss [2] for multi-label learning that uses a novel asymmetric loss for better optimization over highly imbalanced positive and negative class distributions. Following the experimental setting of [2], we trained the TResNet-L [28] backbone.

Finally, we use ML-GCN [6] that explicitly learns relationships among labels using Graph Convolutional Networks (GCN). It builds a graph using the word embeddings and the co-occurrence matrix of labels and uses a GCN to extract information about label relationships. We trained the model with the binary cross-entropy loss.

Evaluation Metrics. We use two types of evaluation metrics to measure the success of attacks and detection of attacks. Let $\mathcal{I}$ be the set of images that we attack and $\mathcal{S} \subseteq \mathcal{I}$ denote the set of images that are successfully attacked, i.e., for $x \in \mathcal{S}$, all labels in $\Omega(x)$ change after the attack.

We define the local and global detection rates, denoted by $DR_L$ and $DR_G$, respectively, as the percentage of successfully attacked images ($\mathcal{S}$) for which we can detect the attack by the local and global consistency verification methods, discussed in Section 2.3,

$$DR_L = \frac{|\mathcal{D}_L|}{|\mathcal{S}|}, \quad DR_G = \frac{|\mathcal{D}_G|}{|\mathcal{S}|},$$

(6)

where $\mathcal{D}_L$ and $\mathcal{D}_G$ denote the subsets of $\mathcal{S}$ for which the attack is detected using, respectively, the local and global consistency verification.

We also measure three different success rates for the attacks. First, we compute the naive success rate $SR_N$, which
denotes the percentage of all attacked images whose attack was successful. We also compute the local and global success rates, denoted by \( SR_L \) and \( SR_G \), respectively, which denote the percentage of attacked images whose attack is successful and cannot be detected by the local and global consistency verification, i.e., \[
SR_N = \frac{|S|}{|I|}, \quad SR_L = \frac{|S\setminus D_L|}{|I|}, \quad SR_G = \frac{|S\setminus D_G|}{|I|}. \tag{7}
\]

**Implementation Details.** We run different attacks by using \( p = \infty \), i.e., using \( \|e\|_{\infty} \). We study single-node attack, where we randomly select a single present label in the output of the MLR model to attack, hence, \( |\Omega(x)| = 1 \) for every \( x \). We also study the multi-node attack, where we randomly select multiple present labels in the MLR output to attack. In the main paper, we show results for one- and two-node attacks. We implemented all models in Pytorch and train them until the validation loss converges. We use ADAM optimizer [19] for Binary-Relevance and TResNet-L models; and SGD optimizer with momentum = 0.9, weight decay = \( 10^{-4} \) for ML-GCN. We use learning rate of \( 10^{-4} \) for PASCAL-VOC and NUS-WIDE with a batch size of 150 and 70, respectively. For all models, we reduce the learning rate by 0.1 at epochs 25, 100, 300 for PASCAL-VOC and at epochs 25, 50, 100, 200 for NUS-WIDE.

**3.2. Experimental Results**

In this section, we investigate the success rates of different multi-label attacks as well as the performance of the two attack detection methods using the three multi-label recognition models, discussed in the previous part.

Figure 5 shows success rates of different attacks on both PASCAL-VOC and NUS-WIDE datasets for one- and two-node attacks on the ML-GCN multi-label classifier. From the results we make the following conclusions:

- Using the naive success rate, \( SR_N \), all methods have roughly similar performance, yet once easy to detect attacks get filtered out, different methods show very different performance (see \( SR_L \) and \( SR_G \)). First, notice that the performances have the same trend for the one-node and the two-node attacks. Also, attack success rates on NUS-WIDE are generally lower than PASCAL-VOC as the former dataset has more number of labels and more correlations among them.

- The \( SR_L \) and \( SR_G \) success rate of GMLA_\( \alpha \) is significantly higher than MLA_\( \alpha \) and success rate of GMLA_\( \beta \) is significantly higher than MLA_\( \beta \). This shows the effectiveness of our proposed multi-label attacks that take advantage of label correlations for evading detection.

- Notice that the success rates (\( SR_L \) and \( SR_G \)) of GMLA_\( \beta \) is significantly low and lower than MLA_\( \alpha \). This is due to the fact that MLA_\( \beta \) fixes all non-target labels and attacks the target labels, which leads to many inconsistency between each target label and its parents and/or children.

- Notice that the success rates (\( SR_L \) and \( SR_G \)) of GMLA_\( \beta \) is significantly higher than GMLA_\( \alpha \). This is due to the fact the GMLA_\( \beta \) fixes all labels outside the expanded target set \( \Gamma \) while attacking the minimal set \( \Gamma \), which preserves consistency not only around the target nodes but in the entire graph. On the other hand, GMLA_\( \alpha \) allows changes of labels outside \( \Gamma \), which in some cases lead to inconsistencies in other parts of the graph, leading to detection.
Table 1. Performances of MLR single-node attacks ($\epsilon = 0.004$) on ML-GCN model using Pascal-VOC and NUS-WIDE datasets.

| MLR Attacks | Pascal-VOC | NUS-WIDE |
|-------------|------------|----------|
|               | $DR$ | $SR$ | $S_R$ | $S_G$ | $DR$ | $SR$ | $S_R$ | $S_G$ |
| MLA$_0$      | 0.733 | 0.000 | 1.000 | 0.000 | 0.733 | 0.000 | 1.000 | 0.000 |
| MLA$_1$      | 0.494 | 0.494 | 0.991 | 0.001 | 0.494 | 0.494 | 0.991 | 0.001 |
| GMLA$_0$     | 0.000 | 0.000 | 1.000 | 1.000 | 0.000 | 0.000 | 1.000 | 1.000 |

Table 2. Performances of MLR single-node attacks ($\epsilon = 0.004$) on TResNet-L model trained with Asymmetric loss on two datasets.

| MLR Attacks | Pascal-VOC | NUS-WIDE |
|-------------|------------|----------|
|               | $DR$ | $SR$ | $S_R$ | $S_G$ | $DR$ | $SR$ | $S_R$ | $S_G$ |
| MLA$_0$      | 0.120 | 0.090 | 0.990 | 0.010 | 0.120 | 0.090 | 0.990 | 0.010 |
| MLA$_1$      | 0.015 | 0.015 | 0.904 | 0.096 | 0.015 | 0.015 | 0.904 | 0.096 |
| GMLA$_0$     | 0.000 | 0.000 | 0.999 | 0.001 | 0.000 | 0.000 | 0.999 | 0.001 |

Table 3. Performances of MLR single-node attacks ($\epsilon = 0.004$) on Binary-Relevance model and two datasets.

| MLR Attacks | Pascal-VOC | NUS-WIDE |
|-------------|------------|----------|
|               | $DR$ | $SR$ | $S_R$ | $S_G$ | $DR$ | $SR$ | $S_R$ | $S_G$ |
| MLA$_0$      | 0.120 | 0.436 | 0.978 | 0.022 | 0.120 | 0.436 | 0.978 | 0.022 |
| MLA$_1$      | 0.014 | 0.014 | 0.985 | 0.015 | 0.014 | 0.014 | 0.985 | 0.015 |
| GMLA$_0$     | 0.000 | 0.000 | 0.999 | 0.001 | 0.000 | 0.000 | 0.999 | 0.001 |

Figure 6 shows the local and global detection rates for different attacks on ML-GCN and on the two datasets. From the results, we make the following conclusions:

– Generally, detection rates are higher on NUS-WIDE than Pascal-VOC, as there are more inconsistencies caused. This shows that, for a dataset with a large number of labels, it is harder to avoid hierarchical inconsistencies when having a larger number of labels without leveraging effective attacks that take into account label relationships.

– Notice that the detection rates of GMLA$_2$ is very close to zero, thanks to ensuring consistency of labels across the entire graph after the attacks. In all cases, each MLA type attack has significantly lower detection rate than the corresponding MLA attack. Also, the detection rate of MLA$_n$ increases on NUS-WIDE compared to PASCLA-VOC, as not fixing labels outside $\Gamma$ leads to more inconsistencies due to its larger label set size.

In Tables 1, 2, and 3, we show the success and detection rates of the four types of attacks for three different multi-label recognition methods. The results are reported for $\epsilon = 0.004$ for which all attacks have achieved high success rate ($SR_N$). Notice that the trends remain similar across different recognition models, where our GMLA attacks achieve higher success rates and much lower detection rates (again, GMLA$_2$ has very high success and stays almost undetected independent of the recognition model). Also, notice that MLA attacks are better detected for ML-GCN than the other two models, since it explicitly learns label relationships.

**Qualitative Results.** Figure 7 shows qualitative results of attacking ML-GCN using PASCAL-VOC and NUS-WIDE. Notice that in all four and in three cases, respectively, MLA$_B$ and MLA$_n$ lead to inconsistencies. For example, in the first image, MLA$_B$ attacks the boat label and undesirably affects the person label, turning it off while still keeping the label organism on, leading to inconsistency. MLA$_B$ successfully attacks boat, but keeps its parents on, causing inconsistent predictions. For the same first image, GMLA$_n$ keeps consistency locally around boat, turning off all its parents as well, but fails to keep consistency for the other part of the graph that contains person and organism. However, as one can see from the third image, GMLA$_n$ could still keep global consistency (while it is not generally guaranteed). Notice that in all cases, GMLA$_B$ successfully modifies the necessary labels to ensure consistency across predictions for all labels.

4. Conclusions

We studied the problem of multi-label recognition attacks and proposed a framework for generating image perturbations that respect the relationships among labels according to a knowledge graph. We showed that this leads to our attacks stay undetected but be effective. By extensive experiments on two datasets and using several multi-label recognition models, we show that our method generates extremely successful attacks that, unlike naive multi-label attacks, can evade being detected.
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