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I. Scope

Inference tasks in signal processing are often characterized by the availability of reliable statistical modeling with some missing instance-specific parameters. One conventional approach uses data to estimate these missing parameters and then infers based on the estimated model. Alternatively, data can also be leveraged to directly learn the inference mapping end-to-end. These approaches for combining partially-known statistical models and data in inference are related to the notions of generative and discriminative models used in the machine learning literature [1], [2], typically considered in the context of classifiers.

The goal of this lecture note is to introduce the concepts of generative and discriminative learning for inference with a partially-known statistical model. While machine learning systems often lack the interpretability of traditional signal processing methods, we focus on a simple setting where one can interpret and compare the approaches in a tractable manner that is accessible and relevant to signal processing readers. In particular, we exemplify the approaches for the task of Bayesian signal estimation in a jointly Gaussian setting with the mean-squared error (MSE) objective, i.e., a linear estimation setting. Here, the discriminative end-to-end approach directly learns the linear minimum MSE (LMMSE) estimator, while the generative strategy yields a two-stage estimator, which first uses data to fit the linear model, and then formulates the LMMSE estimator for the fitted model. The ability to derive these estimators in closed-form facilitates their analytical comparison. It is rigorously shown that discriminative learning results in an estimate which is more robust to mismatches in the mathematical description of the setup. Generative learning, which utilizes prior knowledge on the distribution of the signals, can exploit this prior to achieve improved MSE in some settings. These analytical findings are numerically demonstrated in a numerical study, which is available online as a Python Notebook, such that it can be presented alongside the lecture detailed in this note.

II. Relevance

Signal processing algorithms traditionally rely on mathematical models for describing the problem at hand. These models correspond to domain knowledge obtained from, e.g., established statistical models and understanding of the underlying physics. In practice, statistical models often include parameters that are unknown in advance, such as noise levels and channel coefficients, and are estimated from data.

Recent years have witnessed a dramatic success of machine learning, and particularly of deep learning, in domains such as computer vision and natural language processing [3]. For inference tasks, these data-driven methods typically learn the inference rule directly from data, rather than estimating missing parameters in the underlying model, and can operate without any mathematical modeling. Nonetheless, when one has access to some level of domain knowledge, it can be harnessed to design inference rules that benefit over black-box approaches in terms of performance, interpretability, robustness, complexity, and flexibility [4]. This is achieved by formulating the suitable inference rule given full domain knowledge, and then using data to optimize the resulting solver directly, with various methodologies including learned optimization [5], deep unfolding [6], and the augmentation of classic algorithms with trainable modules [7].

The fact that signal processing tasks are often carried out based on partial domain knowledge, i.e., statistical models with some missing parameters, and data, motivates inspecting which design approach is preferable: the model-oriented approach of using the data to estimate the missing parameters, or the task-oriented strategy, which leverages data to directly optimize a suitable solver in an end-to-end manner? These approaches can be related to the notions of generative learning and discriminative learning, typically considered in the machine learning literature in the context of classification tasks [8, Ch. 3]. In these lecture notes, we address the above fundamental question for an analytically tractable setting of linear Bayesian estimation, for which the approaches can be rigorously compared, connecting machine learning concepts with interpretable signal processing practices and techniques.

III. Prerequisites

This lecture note is intended to be as self-contained as possible and suitable for the undergraduate level without a deep background in estimation theory and machine learning. As such, it requires only basic knowledge in probability and calculus.

IV. Problem Statement

To formulate the considered problem, we first review some basic concepts in statistical inference, following [9]. Then, we elaborate on model-based and data-driven approaches for inference. Finally, we present the running example considered in the remainder of this lecture note of linear estimation in partially-known measurement models.
A. Statistical Inference

The term inference refers to the ability to conclude based on evidence and reasoning. While this generic definition can refer to a broad range of tasks, we focus in our description on systems that estimate or make predictions based on a set of observed measurements. In this wide family of problems, the system is required to map an input variable $x$, taking values in an input space $\mathcal{X}$ into a prediction of a target variable $y$, which takes value in the target space $\mathcal{Y}$.

The inputs are related to the targets via some statistical probability measure, $P$, referred to as the data generating distribution, which is defined over $\mathcal{X} \times \mathcal{Y}$. Formally, $P$ is a joint distribution over the domain of inputs and targets. One can view such a distribution as being composed of two parts: a distribution over the unlabelled input $P_x$, which sometimes is called the marginal distribution, and the conditional distribution over the targets given the inputs $P_{y|x}$, also referred to as the discriminative or inverse distribution.

**Inference rules** can thus be expressed as mappings of the form

$$ f : \mathcal{X} \rightarrow \mathcal{Y}. $$

(1)

We write the decision variable for a given input $x \in \mathcal{X}$ as $y = f(x) \in \mathcal{Y}$. The space of all possible inference mappings of the form (1) is denoted by $\mathcal{F}$. The fidelity of an inference mapping is measured using a loss function

$$ l : \mathcal{F} \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}, $$

(2)

with $\mathbb{R}$ being the set of real numbers. We are generally interested in carrying out inference that minimizes the risk function, also known as the generalization error, given by:

$$ \mathcal{L}_P(f) \triangleq \mathbb{E}_{(x,y) \sim P}\{l(f(x), y)\}, $$

(3)

where $\mathbb{E}\{\cdot\}$ is the stochastic expectation. Thus, the goal is to design the inference rule $f(\cdot)$ to minimize the generalization error $\mathcal{L}_P(f)$ for a given problem.

B. Model-Based versus Data-Driven

The risk function in (3) allows to evaluate inference rules and to formulate the desired mapping as the one that minimizes $\mathcal{L}_P(f)$. The main question is how to find this mapping. Approaches to design $f(\cdot)$ can be divided into two main strategies: the statistical model-based strategy, referred to henceforth as model-based; and the pure machine learning approach, which relies on data, and is thus referred to as data-driven. The main difference between these strategies is what information is utilized to tune $f(\cdot)$.

**Model-based methods**, also referred to as hand-designed schemes, set their inference rule, i.e., tune $f(\cdot)$ in (1), to minimize the risk function $\mathcal{L}_P(\cdot)$, based on full domain knowledge. The term domain knowledge typically refers to prior knowledge of the underlying statistics relating the input $x$ and the target $y$, where full domain knowledge implies that the joint distribution $P$ is known. For instance, under the squared-error loss, $l_{\text{MSE}}(f(x), y) = \|y - f(x)\|_2^2$, the optimal inference rule is the minimum MSE estimator, given by the conditional expected value $f_{\text{MMSE}}(x) = \mathbb{E}_{P_{y|x}}\{y|x\}$, whose computation requires knowledge of the discriminative distribution $P_{y|x}$.

Model-based methods are the foundations of statistical signal processing. However, in practice, accurate knowledge of the distribution that relates the observations and the desired information is often unavailable. Thus, applying such techniques commonly requires imposing some assumptions on the underlying statistics, which in some cases reflects the actual behavior, but may also constitute a crude approximation of the true dynamics. Moreover, in the presence of inaccurate model knowledge, either as a result of estimation errors or due to enforcing a model which does not fully capture the environment, the performance of model-based techniques tends to degrade. Finally, solving the coupled problem of model selection and estimation of the parameters of the selected model is a difficult task, with non-trivial inference rules [10], [11].

**Data-driven methods** learn their mapping from data rather than from statistical modeling. This approach builds upon the fact that while in many applications coming up with accurate and tractable statistical modeling is difficult, we are often given access to data describing the setup. In a supervised setting considered henceforth, data is comprised of a training set consisting of $n_t$ pairs of inputs and their corresponding target values, denoted by $D = \{x_t, y_t\}_{t=1}^{n_t}$.

Machine learning provides various data-driven methods which form an inference rule $f$ from the data $D$. Broadly speaking and following the terminology of [1], these approaches can be divided into two main classes:

1) **Generative models** that use $D$ to estimate the data generating distribution $P$. Given the estimated distribution, denoted by $\hat{P}_D$, one then seeks the inference rule which minimizes the risk function with respect to $\hat{P}_D$, i.e.,

$$ f^* = \arg\min_{f \in \mathcal{F}} \mathcal{L}_{\hat{P}_D}(f), $$

(4)

where $\mathcal{L}_P(f)$ is defined in (3).

2) **Discriminative models** where data is used to directly form the inference rule as a form of end-to-end learning. Without access to the true distribution $P$, one cannot directly optimize the risk function (3), typically resorting to the empirical risk given by

$$ \mathcal{L}_D(f) \triangleq \frac{1}{n_t} \sum_{t=1}^{n_t} l(f(x_t), y_t). $$

(5)

To avoid overfitting, i.e., coming up with an inference rule which minimizes (5) by memorizing the data, one has to constrain the set $\mathcal{F}$. This requires imposing a structure on the mapping, which is often dictated by a set of parameters denoted by $\theta$, taking values in some parameter set $\Theta$, as considered henceforth. Thus, the system mapping is written as $f_\theta$, which is tuned via

$$ \Theta^* = \arg\min_{\theta \in \Theta} \mathcal{L}_D(f_\theta), $$

$$ = \arg\min_{\theta \in \Theta} \frac{1}{n_t} \sum_{t=1}^{n_t} l(f_\theta(x_t), y_t), $$

(6)

where the last equality is obtained by substituting (5). In practice, the empirical risk in (6) is often combined
with regularizing terms in order to facilitate training and mitigate overfitting.

One can further divide discriminative models into the following categories:

a) **Model-based discriminative models**, where one has some domain knowledge that indicates what structure should the inference rule take. This allows using inference mappings with a relatively small number of parameters that are specific to the problem at hand. For instance, in the example presented in the sequel, we consider estimation in a jointly Gaussian setting, for which a suitable inference rule is known to take a linear form.

b) **Model-agnostic discriminative models**, which use highly-parameterized inference rules that can realize a broad set of abstract mappings. This is the common practice in deep learning for inference problems, which infer using deep neural networks (DNNs) trained from massive data sets.

The different design approaches are illustrated in Fig. 1. Many tasks encountered in practical applications can in fact be tackled using any of these approaches. For instance, super-resolution, which is a fundamental task in biomedical imaging and optics, can be tackled in a model-based manner by treating it as a fully-known sparse recovery problem, while data can be leveraged to estimate the parameters of the sparse recovery setup via generative learning; alternatively, one can use data to directly learn the super-resolution solver using deep unfolding [6] as a form of model-agnostic discriminative learning, or by training a model-agnostic discriminative model, e.g., a DNN. A detailed account of these examples (and more) can be found in [4].

C. Inference with Partially-Known Generative Distributions

The unprecedented success of deep learning in areas such as computer vision and natural language processing [3] notably boosted the popularity of model-agnostic discriminative models that rely on abstract, purely data-driven pipelines, trained with massive data sets, for inference. Specifically, by letting \( f_\theta \) be a DNN with parameters \( \theta \), one can train inference rules from data via (6) that operate in scenarios where analytical models are unknown or highly complex [12]. For instance, a statistical model \( \mathcal{P} \) relating an image of a dog and the breed of the dog is likely to be intractable, and thus, inference rules which rely on full domain knowledge or on estimating \( \mathcal{P} \) are likely to be inaccurate. However, the abstractness and extreme parameterization of DNNs results in them often being treated as black boxes, while the training procedure of DNNs is typically lengthy, computationally intensive, and requires massive volumes of data. Furthermore, understanding how their predictions are obtained and how reliable they are tends to be quite challenging, and thus, deep learning lacks the interpretability, flexibility, versatility, and reliability of model-based techniques.

Unlike conventional deep learning domains, such as computer vision and natural language processing, in signal processing, one often has access to some level of reliable domain knowledge. Many problems in signal processing applications are characterized by faithful modeling based on the understanding of the underlying physics, the operation of the system, and models backed by extensive measurements. Nonetheless, existing modeling often includes parameters, e.g., channel coefficients and noise energy, which are specific to a given scenario, and are typically unknown in advance, though they can be estimated from data. The key question in scenarios involving such partial domain knowledge in addition to training data is which of the following design approaches is preferable:

1) The **generative learning approach**, which seeks the parameter vector that best matches the data, and then sets the inference rule to minimize the risk with the estimated distribution as in (4).

2) The **discriminative learning approach**, which formulates the inference rule for a given parameter vector, and then uses \( \mathcal{D} \) to directly optimize the resulting mapping as in (6).

We tackle this fundamental question using a simple tractable scenario of linear estimation with partial domain knowledge, where it is known that the setting is linear, yet the exact linear mapping is unknown. In this setting, which is mathematically formulated in the following section, both approaches can be explicitly derived and analytically compared.

D. Case Study: Linear Estimation with Partially-Known Measurement Models

To provide an analytically tractable comparison between the aforementioned approaches to jointly leverage domain knowledge and data in inference, we consider a linear estimation scenario. Such scenarios are not only simple and enable rigorous analysis, but also correspond to a broad range of statistical estimation problems that are commonly encountered in signal processing applications. Here, the input \( x \) and the target \( y \) are real-valued vectors taking values in \( \mathcal{X} = \mathbb{R}^{N_x} \) and in \( \mathcal{Y} = \mathbb{R}^{N_y} \), respectively. The loss measure is the squared-error loss, i.e., \( l_{\text{MSE}}(f, x, y) = \|y - f(x)\|_2^2 \).

In the considered setting, one has prior knowledge that the target \( y \) admits a Gaussian distribution with mean \( \mu_y \) and covariance \( \mathcal{C}_{yy} \), i.e. \( y \sim \mathcal{N}(\mu_y, \mathcal{C}_{yy}) \), and that the measurements follow a linear model

\[
x = H y + w, \quad w \sim \mathcal{N}(\mu, \sigma^2 I), \tag{7}
\]

i.e., \( w \) is a Gaussian noise with mean \( \mu \) and covariance matrix \( \sigma^2 I \), and is assumed to be independent of \( y \). However, the available domain knowledge is partial in the sense that the parameters \( H \) and \( \mu \) are unknown. Consequently, while the generative distribution \( \mathcal{P} \) is known to be jointly Gaussian, its parameters are unknown. Thus, conventional Bayesian estimators, such as the minimum MSE (MMSE) and LMMSE estimators, cannot be implemented for this case. Nonetheless, we are given access to a data set \( \mathcal{D} = \{x_t, y_t\}_{t=1}^{n} \) comprised of i.i.d. samples drawn from \( \mathcal{P} \). An illustration of the setting is depicted in Fig. 2(a). The goal is to utilize the available domain knowledge and the data \( \mathcal{D} \) in order to formulate an inference mapping that achieves the lowest generalization error, i.e., minimizes (3) with the squared-error loss.
Fig. 1: Illustration of different design approaches for inference rules based on domain knowledge and/or data.

Fig. 2: Illustration of the linear estimation setting: a) available data and domain knowledge, where the unknown model parameters are highlighted in red fonts; b) generative learning based estimator; and c) discriminative learning based estimator.

V. SOLUTION: DATA-AIDED LINEAR ESTIMATORS

In the following we exemplify a generative learning estimator (in Subsection V-A) and a discriminative learning estimator (in Subsection V-B), which both aim to recover the random signal \( y \) from the observed \( x \) for the partially known jointly-Gaussian setting described in Subsection IV-D. To this end, we use the following notations of sample means

\[
\bar{x} \triangleq \frac{1}{n_t} \sum_{t=1}^{n_t} x_t, \quad \bar{y} \triangleq \frac{1}{n_t} \sum_{t=1}^{n_t} y_t, \tag{8}
\]

and the sample covariance/cross-covariance matrices

\[
\hat{C}_{yx} = \frac{1}{n_t} \sum_{t=1}^{n_t} (y_t - \bar{y})(x_t - \bar{x})^T, \tag{9a}
\]

\[
\hat{C}_{yy} = \frac{1}{n_t} \sum_{t=1}^{n_t} (y_t - \bar{y})(y_t - \bar{y})^T, \tag{9b}
\]

and

\[
\hat{C}_{xx} = \frac{1}{n_t} \sum_{t=1}^{n_t} (x_t - \bar{x})(x_t - \bar{x})^T. \tag{9c}
\]

A. Generative Learning Estimator

The generative approach uses data to estimate the missing domain knowledge parameters. In order to estimate the distribution based on the model in (7), we need to estimate the matrix \( H \) and the noise mean \( \mu \) from the training data, and then use the estimates denoted \( \hat{H} \) and \( \hat{\mu} \) to form the linear estimator, as illustrated in Fig. 2(b).

The unknown \( H \) and \( \mu \) are fitted to the data using the maximum likelihood rule. Letting \( \mathcal{P}(x, y; H, \mu) \) be the joint distribution of \( x \) and \( y \) for given \( H \) and \( \mu \), the log-likelihood can be written as

\[
\log \mathcal{P}(x_t, y_t; H, \mu) = \log \mathcal{P}(x_t | y_t; H, \mu) + \log \mathcal{P}(y_t) = \text{const} - \frac{1}{\sigma^2} ||x_t - H y_t - \mu||^2_2. \tag{10}
\]

In (10), const denotes a constant term, which is not a function of the unknown parameters \( H \) and \( \mu \).

Under the assumption that \( \mathcal{D} = \{ x_t, y_t \}_{t=1}^{n_t} \) is comprised of i.i.d. samples drawn from a Gaussian generative distribution, \( \mathcal{P} \), the maximum likelihood estimates are given by

\[
\hat{H}, \hat{\mu} = \arg \max_{H \in \mathbb{R}^{N_x \times N_y}, \mu \in \mathbb{R}^{N_x}} \sum_{t=1}^{n_t} ||x_t - H y_t - \mu||^2_2. \tag{11}
\]

The solutions to (11) are given by [8, Section 3.3]

\[
\hat{\mu} = \bar{x} - \hat{H} \bar{y}, \quad \hat{H} = \hat{C}_{yx} \hat{C}_{yy}^{-1}, \tag{12}
\]

where \( \hat{C}_{yx} = \hat{C}_{yx} \), which is defined in (9a), and it is assumed that \( \hat{C}_{yy} \) from (9b) is a non-singular matrix. By substituting the estimators from (12) in (7), the estimated \( \hat{\mathcal{P}}_D \) is obtained from the linear model

\[
x = \hat{H} y + \hat{w}, \quad \hat{w} \sim \mathcal{N}(\hat{\mu}, \sigma^2 I). \tag{13}
\]

Having estimated the generative model, we proceed to finding the inference rule which minimizes the risk function with respect to \( \hat{\mathcal{P}}_D \), i.e.,

\[
f^* = \arg \min_{f \in \mathcal{F}} \mathbb{E}_{(x,y) \sim \hat{\mathcal{P}}_D} \{ ||y - f(x)||^2_2 \}, \tag{14}
\]

where we substitute the squared-error loss and (3) into (4).

Since the estimated distribution, \( \hat{\mathcal{P}}_D \), is a jointly Gaussian distribution, the solution of (14) is the LMMSE estimator under the estimated distribution, which is given by

\[
\hat{y}_y = f^*(x) = \mathbb{E}((x,y) \sim \hat{\mathcal{P}}_D) \{ y | x \} \tag{15a}
\]

\[
\begin{align*}
\mu_y + & C_{yy} \hat{H}^T (\hat{H} C_{yy} \hat{H}^T + \sigma^2 I)^{-1} (x - \bar{x} - \hat{H}(\mu_y - \bar{y})) \\
\equiv & \mu_y + (\hat{H}^T \hat{H} + \sigma^2 C_{yy}^{-1})^{-1} \hat{H}^T (x - \bar{x} - \hat{H}(\mu_y - \bar{y})). \tag{15b}
\end{align*}
\]

Here, (a) follows from the estimated jointly Gaussian model (13), and (b) is obtained using the matrix inversion lemma, as long as \( \hat{H}^T \hat{H} + \sigma^2 C_{yy}^{-1} \) is invertible.
Applying the matrix inversion lemma requires the computation of the inverse of an \( N_y \times N_y \) matrix instead of \( N_x \times N_x \) matrix as in the direct expression for the LMMSE estimate. This contributes to the computational complexity when \( N_y < N_x \), i.e., the target signal is of a lower dimensionality compared with the input signal. By substituting (12) in (15), one obtains the generative learning estimator as in (16). It can be seen in (16) that in the general case, the generative learning estimator is a function of both the empirical covariance of \( y \), \( \hat{C}_{yy} \), and its true covariance, \( C_{yy} \).

### B. Discriminative Learning Estimator

In this subsection, we consider a discriminative learning approach for the considered estimation problem. Here, the partial domain knowledge regarding the underlying joint Gaussianity indicates that the estimator should take a linear form, i.e.,

\[
    f_\theta(x) = Ax + b, \tag{17}
\]

where \( \theta = \{ A, b \} \). For the considered parametric model, the available data is used to directly identify the parameters which minimize the empirical risk, as illustrated in Fig. 2(c), i.e.,

\[
    \theta^* = \arg \min_{\theta \in \Theta} \frac{1}{n_t} \sum_{t=1}^{n_t} \| y_t - f_\theta(x_t) \|^2_2.
\]

Since (18) is a convex function of \( A \) and \( b \), the optimal solution is obtained by equating the derivatives of (18) w.r.t. \( A \) and \( b \) to zero, which results in

\[
    b^* = \hat{y} - \hat{A}^* \bar{x}, \quad \hat{A}^* = \hat{C}_{yx} \hat{C}_{xx}^{-1}, \tag{19}
\]

where the sample means and sample covariance matrices are defined in (8) and (9). It is noted that the solution in (19) is valid and unique if and only if \( \hat{C}_{xx} \) is a non-singular matrix (see Sections 3.3 and 4.2 in [8]). This generally holds for \( \sigma^2 > 0 \) when \( n_t > N_x \). By substituting (19) into (17), we obtain the discriminative learned estimator, which is given by

\[
    \hat{y}_d = f_{\theta^*}(x) = \hat{C}_{yx} \hat{C}_{xx}^{-1}(x - \bar{x}) + \hat{y}. \tag{20}
\]

It can be verified that the learned estimator in (20) coincides with the sample-LMMSE estimator that is obtained by plugging the sample-mean and sample covariance matrices into the LMMSE estimator.

### VI. DISCUSSION AND COMPARISON

By focusing on the simple yet common scenario of linear estimation with a partially-known measurement model, we obtained closed-form expressions for the suitable estimators attained via generative learning and via discriminative learning. This allows us to compare the resulting estimators, and thus draw insights into the general approaches of generative versus discriminative learning in the context of signal processing applications. In the following we provide a theoretical analysis of the estimators in Subsection VI-A, followed by a qualitative comparison discussed in Subsection VI-B. A stimulative study is presented in Section VII.

#### A. Theoretical Comparison

We next provide an analysis of the estimators obtained via generative learning in (16) and via discriminative learning in (20), by studying their behavior in asymptotic regimes. To show this, we first study the asymptotic setting where the number of samples \( n_t \) is arbitrarily large, after which we inspect the case of high signal-to-noise ratio (SNR), i.e., \( \sigma^2 \to 0 \).

**Asymptotic analysis:** Let us inspect the derived estimators in the asymptotic case when \( n_t \to \infty \) and the data \( D \) is comprised of i.i.d. samples (i.e., ergodic and stationarity scenario). In this case, the discriminative learning estimator \( \hat{y}_d \) in (20) converges to the LMMSE estimator i.e.,

\[
    \hat{y}_d = C_{yx} C_{xx}^{-1}(x - \mu_x) + \mu_y, \tag{21}
\]

where \( C_{yx}, C_{xx} \) are the true covariance matrices, and \( \mu_x, \mu_y \) are the true expected values.

Similarly, for \( n_t \to \infty \) the generative learning estimator \( \hat{y}_g \) stated in (16) converges to

\[
    \hat{y}_g = (C_{yy}^{-1} C_{yx} C_{xx}^{-1} + \sigma^2 C_{yy}^{-1})^{-1} C_{yy}^{-1} C_{yx}(x - \mu_x) + \mu_y. \tag{22}
\]

When the linear model in (7) holds, it can be verified that

\[
    C_{xx} = HC_{yy}H^T + \sigma^2 I. \tag{23}
\]

By substituting (23) into (22) and using the matrix inversion lemma again, we obtain

\[
    \hat{y}_g = (H^T H + \sigma^2 C_{yy}^{-1})^{-1} H^T (x - \mu_x) + \mu_y = C_{yy} H^T H C_{yy}^{-1} + \sigma^2 1^{-1} (x - \mu_x) + \mu_y = C_{yx} C_{xx}^{-1} (x - \mu_x) + \mu_y. \tag{24}
\]

Thus, asymptotically, if the true generative model is linear and given by (7), then the two estimators coincide.

**Asymptotic analysis under misspecified (nonlinear) model:** Often in practice, the generative model is nonlinear. For instance, consider the case where the true generative model is not the linear one in (7), but is given by

\[
    x = g(H, y) + w, \tag{25}
\]

where the measurement function, \( g : \mathbb{R}^{N_y} \to \mathbb{R}^{N_x} \) is a nonlinear function, and the statistical properties of \( y \) and \( w \) are the same as described in Subsection IV-D. Although the model is nonlinear, the estimator may be designed based on the linear model in (7), either due to mismatches, or due to intentional linearization carried out to simplify the problem.

When the true generative model is nonlinear (i.e. under misspecified model), then the two linear estimators \( \hat{y}_g \) and \( \hat{y}_d \) are different even asymptotically. The asymptotic estimators in this case are given by (21) and (22), but (23) does not hold, and thus, \( \hat{y}_g \) here does not coincide with the LMMSE estimator, as it does in (24) for the linear generative model. In this case, the discriminative model approach is asymptotically preferred being the LMMSE estimator, while the generative learning approach, which is based on a mismatched generative model, yields a linear estimate that differs from the LMMSE estimator, and is thus sub-optimal.
\[ \hat{y}_d = f^*(x) = \mu_y + (\hat{C}_{yy}^{-1} \hat{C}_{yx} \hat{C}_{xy}^{-1} + \sigma^2 \hat{C}_{yy}^{-1})^{-1} \hat{C}_{yy}^{-1} \hat{C}_{yx} (x - \bar{x} - \hat{C}_{xy} \hat{C}_{yy}^{-1} (\mu_y - \bar{y})). \]  

**High SNR regime:** Another setting in which one can rigorously compare the estimators is in the high SNR regime, where \( \sigma^2 \to 0 \). In the following analysis, we focus on settings where \( N_y \geq N_x \), i.e., the number of input variables is at most the number of target variables. Specifically, when \( N_y > N_x \) the input covariance becomes singular when \( \sigma^2 \to 0 \), and the corresponding estimators, as well as the MMSE estimate, may diverge. In this case, the data satisfies the model from (7), i.e., \( x_t \to \mathcal{N}(H y_t + \mu) \). Thus, the sample mean in (8) satisfies

\[ \bar{x} \to \mathcal{N}(H \bar{y} + \mu). \]  

Similarly, the sample covariance matrices in (9) satisfies

\[ \hat{C}_{yx} \to \frac{1}{n_t} \sum_{t=1}^{n_t} (y_t - \bar{y})(H y_t + \mu - \bar{x})^T \]

\[ = \hat{C}_{yy} H^T. \]  

(27)

\[ \hat{C}_{xx} \to \frac{1}{n_t} \sum_{t=1}^{n_t} (H y_t + \mu - \bar{x})(H y_t + \mu - \bar{x})^T \]

\[ = H \hat{C}_{yy} H^T. \]  

(28)

Under the above limit case, we next derive the considered estimators, starting with the generative one. First, we note that according to (12) and by using (27), one obtains that under the assumption that \( C_{yy} \) is a non-singular matrix

\[ \hat{H} \to \hat{C}_{xy} \hat{C}_{yy}^{-1} = H. \]  

(29)

Thus, taking the limit \( \sigma^2 \to 0 \) in the third equality in (15) and substituting (29), we obtain that

\[ \hat{y}_g \to \mu_y + \hat{C}_{yy} H^T (H \hat{C}_{yy} H^T)^{-1} (x - \bar{x} - H (\mu_y - \bar{y})). \]  

(30)

It is assumed here that \( H \hat{C}_{yy} H^T \) is non-singular, for which \( N_y \geq N_x \) is a necessary condition. Similarly, by substituting (27) and (28) in the discriminative learned estimator in (20), we obtain

\[ \hat{y}_d \to \bar{y} + \hat{C}_{yy} H^T (H \hat{C}_{yy} H^T)^{-1} (x - \bar{x}). \]  

(31)

While both asymptotic estimators in (30) and (31) apply the same linear transformation to the input term \((x - \bar{x})\), they vary in how they process the term depending on the target mean and covariance. That is, comparing the generative and discriminative cases in (30) and (31), we can see that they yield identical expressions except for the use of the true values, \( \mu_y \) and \( C_{yy} \), in the generative case being replaced by the empirical values, \( \bar{y} \) and \( \hat{C}_{yy} \), in the discriminative case. This follows from the prior knowledge of high SNR available to the generative estimator. While the above estimators differ, they can be shown to coincide when \( \bar{y} = \mu_y \) and \( \hat{C}_{yy} = C_{yy} \), which is approached when \( n_t \) is sufficiently large, such that the empirical mean \( \bar{y} \) and empirical covariance \( \hat{C}_{yy} \) approach the true mean \( \mu_y \) and true covariance matrix \( C_{yy} \), respectively.

**B. Qualitative Comparison**

The theoretical comparison in Subsection VI-A allows to rigorously identify scenarios in which one approach is preferable over the other, e.g., that discriminative learning is more suitable for handling modeling mismatches. Another aspect in which the estimators are comparable is in their sample complexity. The discriminative linear estimator in (20) requires the computation of the inverse sample covariance matrix of \( x, C_{xx}, \) from (9c). On the other hand, the generative linear estimator in (16) requires the computation of the inverse sample covariance matrix of \( y, C_{yy} \), in (9b). The dimensions of the matrices \( C_{xx} \) and \( C_{yy} \) are different. Thus, for a limited dataset, it may be easier to implement one of these estimators and guarantee the stability of the inverse covariance matrix.

In particular, in settings where the sample size \( n_t \) is comparable to the observation dimension \( N_x \), the discriminative sample-LMMSE estimator exhibits severe performance degradation. This is because the sample covariance matrix is not well-conditioned in the small sample size regime, and inverting it amplifies the estimation error. Similarly, if \( n_t \) is comparable to the estimated vector dimension \( N_y \), the performance of the generative learning estimator in (16) degrades. In such cases, the available information is not enough to reveal a sufficiently good model that fits the data, and it can be misleading due to the presence of noise and possible outliers.

A possible additional operational gain of generative learning stems from the fact that it estimates the underlying distribution, which can be used for other tasks. The discriminative learning approach is highly task-specific, learning only what must be learned to produce its estimate, and is thus not adaptive to a new task.

**VII. NUMERICAL COMPARISON**

In this section we evaluate the considered estimators in comparison with the oracle MMSE, which is the MMSE estimator for the model in (7) and known \( H^1 \). The purpose of this study is to numerically assert the theoretical findings reported in the previous section, and to empirically compare the considered approaches to combine data with partial domain knowledge in a non-asymptotic regime.

We simulate jointly-Gaussian signals via the signal model in (7) with \( N_x = 28 \) observations and \( N_y = 30 \) target entries. The target \( y \) has zero-mean and covariance matrix representing spatial exponential decay, where the \((i, j)\)th entry of \( C_{yy} \) is set to \( e^{-|i-j|/\ell} \). The measurement matrix \( H \) is generated randomly with i.i.d. zero-mean unit variance Gaussian entries. The results are averaged over \( 10^3 \) Monte Carlo simulations.

We numerically evaluate the performance of the discriminative learning estimator of (20) and the generative learning estimator of (16). We consider two scenarios: 1) a setting in
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which \( C_{yy} \) and \( \mu_y \) are accurately known; and 2) a mismatched case in which the estimator approximates \( C_{yy} \) as the identity matrix. Since the discriminative estimator is invariant with respect to the prior distribution of \( y \), the presence of mismatch only affects the generative approach.

The resulting MSE values versus the SNR \( 1/\sigma^2 \) for \( n_t = 100 \) data samples are reported in Fig. 3, while Fig. 4 illustrates the MSE curves versus \( n_t \) for \( \sigma = 0.3 \). Observing Fig. 3, we note that for the considered setting of small \( n_t \), the generative estimator, which fully knows \( C_{yy} \), outperforms the discriminative approach due to its ability to incorporate the prior knowledge of \( \sigma^2 \) and of the statistical moments of \( y \). We also observe that in high SNRs, generative learning allows approaching the MMSE, while discriminative learning yields a performance gap, which settles with our analysis in the previous section. We note, though, that when repeating this study with \( N_x = N_y \), all estimators achieve performance within a minor gap of the MMSE, in the high SNR regime.

Nonetheless, in the presence of small mismatches in \( C_{yy} \), the discriminative approach yields improved MSE, indicating its ability to cope better with modeling mismatches compared with generative learning. In Fig. 4, where the SNR is fixed and finite, we observe that the effect of a misspecified model does not vanish when the number of samples increases, and the mismatched generative model remains within a notable gap from the MMSE, while both the discriminative learning estimator and the non-mismatched generative one approach the MMSE as \( n_t \) grows. These findings are all in line with the theoretical analysis presented in Subsection VI-A.

VIII. WHAT WE HAVE LEARNED

In this lecture note, we reviewed two different approaches to combining partial domain knowledge with data for forming an inference rule. The first approach is related to the machine learning notion of generative learning, which operates in two stages: it first uses data to estimate the missing components in the statistical description of the problem at hand; then, the estimated statistical model is used to form the inference rule. The second approach is task-oriented, leveraging the available domain knowledge to specify the structure of the inference rule, while using data to optimize the resulting mapping in an end-to-end fashion.

To compare the approaches in a manner that is relevant and insightful to signal processing students and researchers, we focused on a case study representing linear estimation. For such settings, we obtained a closed-form expression for both the generative learning estimator as well as the discriminative learning one. The resulting explicit derivations enabled us to rigorously compare the approaches, and draw insights into their conceptual differences and individual pros and cons.

In particular, we noted that discriminative learning, which uses the available domain knowledge only to determine the inference rule structure, is more robust to mismatches in the mathematical description of the setup. This property indicates the ability of end-to-end learning to better cope with mismatched and complex models. However, when the partial domain knowledge available is indeed accurate, it was shown that generative learning can leverage this prior to operate with few samples and to improve performance in noisy settings. These findings were not only analytically proven, but also backed by numerical evaluations, which are made publicly available as a highly accessible Python Notebook intended to be used for presenting this lecture in class. While our conclusions are rigorously proven for a simple setting of linear estimation in a Gaussian model, they can be empirically shown to generalize to more complex settings. For instance, the robustness of discriminative learning to model mismatches is one of the key motivations for converting model-based algorithms into trainable discriminative models via model-based deep learning [4], while the improved sample complexity of generative learning was also observed in [1].
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