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Abstract
In this paper, we present a novel ensemble learning architecture for emotion intensity analysis, particularly a novel framework of ensemble method. The ensemble method has two stages and each stage includes several single machine learning models. In stage1, we employ both linear and nonlinear regression models to obtain a more diverse emotion intensity representation. In stage2, we use two regression models including linear regression and XGBoost. The result of stage1 serves as the input of stage2, so the two different type models (linear and non-linear) in stage2 can describe the input in two opposite aspects. We also added a method for analyzing and splitting multi-words hashtags and appending them to the emotion intensity corpus before feeding it to our model. Our model achieves 0.571 Pearson-measure for the average of four emotions.

1 Introduction
Social media has evolved into a data source that is massive and growing rapidly. Analyzing the emotion of a user’s tweet can be helpful to the tasks from personalized advertising to public health monitoring and surveillance. Emotion analysis is a warm area of Natural Language Processing (NLP) dealing with the intensity of emotion in tweets. (An.Y, et al., 2017) Traditional emotion analysis problems are usually classification tasks such as emotion classification (Bandhakavi, et al., 2017). Some of the methods of this task usually use manually designed semantic lexicon. However, these semantic lexicons usually are not general to different corpus and targets and it will take much time to build the semantic lexicon. And some researchers establish the models using signal machine learning algorithms such as Support Vector Machine (SVM) and naive Bayes (Tang B et al., 2016). However, such signal model just describes the corpus in only one aspect, which will lead to inaccuracy of the emotion analysis since every single model has its own disadvantages. In recent KDD CUPs, winner solutions are not signal models. (Sandulescu, et al 2016, Kadam et al 2015)

Ensemble based methods are among the most widely used techniques for data science problems. Their popularity is because of their good performance compared with strong single learners while being quite easy to arrange in real-world applications. It has been proved in many competitions such as Kaggle competitions (Zou et al 2017) and KDD CUPs mentioned above. Ensemble algorithms usually perform well in the data learning tasks as they can be integrated with different signal algorithms and the strategy of ensemble can be adjusted according to each task.

In this paper, we present a novel ensemble
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learning architecture for emotion intensity analysis, particularly a novel framework of ensemble method. Our model participated in the WASSA-2017 shared task emotion intensity analysis in tweets. (Mohammad, S.M, et al., 2017) The goal of the task was to automatically determine the intensity or degree of emotion X when given a tweet and an emotion X. We treat this task as a regression problem. Our ensemble method includes two stages and each stage includes several single regression models. The method can obtain a diverse emotion intensity representation of the corpus. In stage1, we employ three models containing both linear and non-linear regression models and the result of stage1 serves as the input of the stage2. Stage2 has two regression models including linear regression and XGBoost. And finally, the results of the two models in stage2 are added with weights. Meanwhile, we analyze and split multi-words hashtags and this result is also in the algorithm. Our average Pearson-measure score for the average of four emotions is 0.571 (shown in Table 7).

2 Related Work

A large amount of work related to analyzing emotion have been done. A very broad overview of the existing work was presented in (Pang and Lee, 2008). Meanwhile, there are lots of related work using deeply models (Majumder et al, 2017). In their survey, the authors described existing techniques and approaches for the sentiment analysis and information retrieval. In the paper (Pang et al, 2002) which used machine learning models to predict sentiments in text, the approach showed that SVM classifiers trained using bag-of-words features produced hopeful results. In the paper (Yang et al., 2007), the authors used emotion icons in the blog posts as significant indicators of users sentiment. The authors applied SVM classifier to classify sentiments at the sentence level and then study the overall sentiment of the document. However, social media sources, such as Twitter posts, presented many unsolved natural language processing (NLP) tasks and machine learning challenges. As the intensive study of machine learning in the NLP task, some of the key challenges including data imbalance, noise, and feature sparseness may be solved.

3 System Description

Fig 1 shows the architecture of our ensemble learning model. The core framework of our ensemble models includes the two stages. The ensemble model is an improved version of stacking (Wolpert, 1992; Zhou, 2012). After data processing and feature engineering, the features are sent to the stage1. We test various kinds of regression models. Finally, we find the four regression models can achieve satisfying performance on these features. (Table 6) In stage1, including Linear Regression, Huber Regression, Gradient Boost Decision Trees and XGBoost. The former two models are linear models and the latter two are non-linear. The output of the two different models will be gotten by linear and non-linear algorithms based on raw features, which guarantees the diverse representation of the raw features. With the output of stage1 serves as the input, stage2 also has both linear and non-linear models, including Huber Regression and XGBoost, which are covered by Ensemble block in the figure. According to the characteristics of data, we carefully tune these models and find some tricks (such as ‘emoji’ expression) to achieve better performance than raw data. The tuning work will be discussed in following single model sections.

3.1 XGBoost

XGBoost (Chen, T et al, 2016) is an open-source software library which provides the gradient boosting framework. From the project description, it aims to provide a Scalable, Portable and Distributed Gradient Boosting (GBM, GBRT, GBDT) Library. In this work, we use XGBoost to as one of the four signal models of stage1 and ensemble model in stage2.

Figure 1: Architecture of the ensemble learning model. Note that “Ensemble” in stage2 contains linear regression and XGBoost models.
XGBoost has gained much popularity and attention recently as it was the algorithm of choice for many winning teams of a number of machine learning competitions. For example, in all the 29 winning solutions published at Kaggle’s blog during 2015, 17 teams used XGBoost.

### 3.2 Gradient Boosting Decision Tree

Gradient Boosting Decision Tree (GBDT) uses decision trees as base learners and combines them into a single strong learner. (Drucker,1996) The final prediction of GBDT is the weighted sum of outputs from each tree. In Stage 1, the model is implemented by scikit-learn package (Pedregosa,F et al, 2011). There are some specific parameters in GBDT: the number of trees (iterations), learning rate, the maximum depth of each tree and the minimum number of samples in a leaf. The last two parameters control the size of each tree. Empirical results show that small values of learning rate favor better test error (Zeiler et al 2012), so we set it as 0.03 in both Stage 1. In Stage 1, we train 500 trees with no less than 50 samples in each leaf, since the data set is much larger.

### 3.3 Linear Regression

We use the implementation of regularized linear regression from scikit-learn (Pedregosa, F et al 2011) package, with liblinear library solver, to train learner. L2 regularization is chosen to avoid overfitting. We have done tuning work in the training dataset and tried to find the best set of parameters. Finally, the regularization strength is set to 50. Since the distribution of labels in training dataset is not uniform just like class imbalance in classification problem, the weight of positive samples is set to 100, while the weight of negative samples is 1. In addition, the values of all features are normalized to the range of [0,1] with the minimum-maximum scaler.

### 3.4 Huber Regression

The Huber Regressor (Jeng J et al 2009) optimizes the squared loss for the samples where $|y - X^tw|/|\sigma| < \epsilon$ and the absolute loss for the samples where $|y - X^tw|/|\sigma| > \epsilon$, where $w$ and $\sigma$ are parameters to be optimized. In Huber Regression, the parameter $\sigma$ is an adjustment factor to guarantee the robustness. In other word, if $y$ is scaled up or down by a certain factor, we do not need to rescale the $\epsilon$. The model we trained to achieve the best average Pearson-measure score 0.554.

### 4 Feature Engineering

#### 4.1 Data Processing and Feature Extraction

All the data used for training the emotion intensity regression model undergoes the following preprocessing algorithm. Firstly, to determine the importance of word in an emotion, we use a tokenize to separate the corpus into a series of single word. The TfidfVectorizer in the open source scikit-learning (Sklearn) is used to complete this. Secondly, the URL text and other useless specific symbols such as ‘/’ and ‘_’ should be removed from the features because this type of text may mislead the regression model. Then the context information is supposed to be considered since a word may not cover enough information in short texts. Finally consider the following two tweet, “Sometimes I get mad over something so minuscule I try to ruin somebodies life not like lose your job like get you into federal prison” and “Sometimes I get mad over something so minuscule I try to ruin somebodies life not like lose your job like get you into federal prison #anger”. The two tweets are nearly same except the last expression tags #anger, which leads to a different intensity. However, the symbol # is removed by TfidfVectorizer, and so is emoji expressions. As a result, these expression texts should be added into the features. Totally, the raw data is processed to features in following steps:

1. Using Scikit-learn TfidfVectorizer to tokenize each tweet.

2. Remove the useless text data including URL and specific symbol.

3. Using N-gram (Brown, P. F et al 1992) to import the context information. In this work, $N=2$.

| emotions | train numbers | dev numbers |
|----------|---------------|-------------|
| anger    | 857           | 84          |
| sadness  | 786           | 74          |
| joy      | 823           | 110         |
| fear     | 1147          | 110         |

Table 1: The numbers of instances training dataset and dev datasets
4. Since default model TfidfVectorizer will remove the emoji and tweet tags, these key expressions need to be recalled.

4.2 Feature Selection

The number of features for the four emotions is from 3722 to 3945 by methods of feature extraction mentioned above. However, some of them are redundant. To improve the efficiency, we design a feature selection strategy to further select the features. Specifically, to avoid overfitting and remove useless features, we design three different

| positive  | intensity | negative | intensity |
|-----------|-----------|----------|-----------|
| fucking   | 0.609     | love     | -0.504    |
| fuming    | 0.568     | follow   | -0.402    |
| outrage   | 0.554     | heart    | -0.367    |
| fuck      | 0.522     | incense  | -0.349    |
| angry     | 0.501     | fast     | -0.344    |
| furious   | 0.477     | better   | -0.329    |
| boiling   | 0.412     | live     | -0.309    |
| put       | 0.406     | pray     | -0.301    |
| offended  | 0.403     | laughing | -0.290    |
| raging    | 0.385     | best     | -0.292    |

Table 2: anger’s words analysis

Table 3 shows the distribution of datasets about all subtasks. All the experiments have been conducted using scikit-learn. The models were trained using the default parameters. All our experiments were performed on a machine with Intel Core i5 CPU @ 2.00GHz (4 cores), 8GB of RAM.

5 Experiments and Analysis

To train and validate our models for this task, we used the dataset provided for Shared Task on Emotion Intensity. (Mohammad, S.M, et al 2017) We obtained 857 instances from the training datasets and 84 instances from the Development datasets for the anger intensity, and others show in Table1. We build four different models for the four Emotions: anger, sadness, joy and fear. Table 1 shows the distribution of datasets about all subtasks. All the experiments have been developed using scikit-learn. The models were trained using the default parameters. All our experiments were performed on a machine with Intel Core i5 CPU @ 2.00GHz (4 cores), 8GB of RAM.

5.1 Four Emotion Models

The single model with best score is Huber Regressor, which gets the Pearson of 0.682 in anger task. In the training process of Huber Regressor, every word gets a score of intensity of anger. For example, the word “fucking” gets the score of intensity of anger. In fact, the word “fucking” mostly means anger. So, the model can represent the intensity of the emotion precisely. Table 2, 3, 4, 5 show the top positive and negative words in four subtasks. As the tables show, the words in the table can reflect the intensity of each emotions.

Table 6 shows our results of the four models on the development datasets for anger emotion intensity prediction. The other three emotions’ results are similar to this (not listed here).

5.2 Ensemble Results

Table 7 shows our results on the development datasets and the test datasets for all four subtasks. According to the scores and our ranking in leaderboard, we noticed that our model was not as we expected, which might mainly due to the following reasons:

1. Recently most of teams in many competitions use Neural Networks. As we know, deep learning needs plentiful training dataset (Goodfellow, 2016).
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Table 5: sadness’s words analysis

| positive intensity          | negative intensity          |
|-----------------------------|-----------------------------|
| depressing 0.723            | pine -0.458                 |
| depression 0.672            | serious -0.336              |
| sad 0.603                   | issues -0.334               |
| sadness 0.558               | moment -0.331               |
| unhappy 0.517               | single -0.321               |
| despair 0.392               | long -0.320                 |
| sulk 0.381                  | why -0.313                  |
| sick 0.378                  | look -0.294                 |
| hard 0.367                  | love -0.292                 |
| swp_roads 0.357             | chill -0.284                |

Table 6: results of different models of anger

| models           | Pearson  |
|------------------|----------|
| LinearRegression | 0.55061  |
| HuberRegressor   | 0.68261  |
| XGBoost          | 0.64796  |
| GBDT             | 0.63017  |
| Ensemble         | 0.68459  |

However, our model did not use the Neural Networks and Word Embedding, because the number of training data is not abundant, but we will have try to apply the neural network method to this task in the future.

2. We did not use grid-search to find the best set of parameters of each single model. So, our model can be improved. And we did not use complicated ensemble methods compared with ensemble methods described in (Dieterich, 2002).

3. We did not use the extra information of the emotion intensity of every word which means that we learning the emotion intensity just from the datasets provided. The training datasets and development datasets all the information that we used in the task.

Although our model has a gap with the top teams, we have some advantages as following:

1. we did not consume excessive computing resources, and our training time is ms-level which is fast enough for this task. And our model is suitable for all the subtask while all the subtask has the same model and all the emotions intensity predicted is stable enough, which is robust in train set, development set and test set.

2. After training, we can obtain an extra emotion lexicon which can be used for other unsupervised learning task, such as obtain a unlabeled sentence emotion intensity as the scores of four subtask in dev and test datasets have no big difference.

Table 7: The results of dev datasets and test datasets (5% lower than baseline)

| emotions | dev Pearson | test Pearson |
|----------|-------------|--------------|
| anger    | 0.68459     | 0.550        |
| sadness  | 0.47009     | 0.603        |
| joy      | 0.66913     | 0.556        |
| fear     | 0.56406     | 0.576        |
| average  | 0.59697     | 0.571        |

6 Conclusion and Further Work

Our model achieved moderate performance on the emotion intensity sentiment analysis task with very basic settings include the default setting of the parameters of the methods. Considering that the performance of our model was achieved by a sample settings, there is big achievement of better performance by adopting the more exquisite methods and the more feature engineering. We have several planned works to improve the performance in this task, including the more fusion of the methods and the statistical feature. We will also attempt to optimize our models further and use the word embedding which may provide additional information to improve our performance.
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