Predicting and Using Target Length in Neural Machine Translation
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Abstract

Attention-based encoder-decoder models have achieved great success in neural machine translation tasks. However, the lengths of the target sequences are not explicitly predicted in these models. This work proposes length prediction as an auxiliary task and set up a sub-network to obtain the length information from the encoder. Experimental results show that the length prediction sub-network brings improvements over the strong baseline system and that the predicted length can be used as an alternative to length normalization during decoding.

1 Introduction

In recent years, neural network (NN) models have achieved great improvements in machine translation (MT) tasks. Sutskever et al. (2014) introduced the encoder-decoder network, Bahdanau et al. (2015) developed the attention-based architecture, and Vaswani et al. (2017) proposed the transformer model with self-attentions, which delivers state-of-the-art performances.

Despite the success achieved in neural machine translation (NMT), current NMT systems do not model the length of the output explicitly, and thus various length normalization approaches are often used in decoding. Length normalization is a common technique used in the beam search of NMT systems to enable a fair comparison of partial hypotheses with different lengths. Without any form of length normalization, regular beam searches will prefer shorter hypotheses to longer ones on average, as a negative logarithmic probability is added at each step, resulting in lower (more negative) scores for longer sentences. The simplest way is to normalize the score of the current partial hypothesis \( e^i_1 \) by its length \(|i|\):

\[
    s(e^i_1, f^j_1) = \frac{\log p(e^i_1|f^j_1)}{|i|}
\]  

(1)

where \( f^j_1 \) is the source sequence. To use a softer approach, the denominator \(|i|\) can also be raised to the power of a number between 0 and 1 or replaced by more complex functions, as proposed in Wu et al. (2016). Moreover, a constant word reward is used in He et al. (2016) as an alternative to length normalization. All of these approaches tackle the length problem in decoding, and all NMT systems use at least one of them to ensure the performance.

In addition to investigating various types of length normalization, their rationality is rarely explored. Although length normalization appears to be simple and effective, it is still an additional technique to help a “weak” machine translation model that cannot handle the hypothesis length properly. In this work it is proposed to model the target length using the neural network itself in a multi-task learning way. The estimated length information can either be implicitly included in the network to “guide” translation, or it can be used explicitly as an alternative to length normalization during decoding. The experimental results on various datasets show that the proposed system achieves improvements compared to the baseline model and the predicted length can easily be used to replace the length normalization.

2 Related Work

Multi-task learning is an important training strategy that aims to improve the generalization performance of the main task with some other related tasks (Luong et al., 2016; Martínez Alonso and Plank, 2017). With regard to deep learning, multi-task learning is applied successfully in many areas, such as natural language processing (Liu et al., 2015), computer vision (Donahue et al., 2014), and speech processing (Heigold et al., 2013). In this work, the prediction of the target length while generating translation hypotheses can be seen as a
Murray and Chiang (2018) and Stahlberg and Byrne (2019) attribute the fact that beam search prefers shorter candidates due to the local normalization of NMT. To address this problem, in addition to the standard length normalization technique, Wu et al. (2016) propose a more complicated correction with a hyperparameter that can be adjusted for different language pairs. In He et al. (2016), a word reward function is proposed that simulates the coverage vector in statistical machine translation so that the decoder prefers a long translation. Huang et al. (2017) and Yang et al. (2018) suggest variations of this reward that provide better guarantees during search. There are also works on target vocabulary prediction in the encoder-decoder model that implicitly predicts the target length (Weng et al., 2017; Suzuki and Nagata, 2017). In our work, the target length is explicitly modeled by the neural network itself, which indicates that the entire system relies more on statistics rather than heuristics.

3 Neural Length Model

To predict the target length based on the standard transformer architecture (Vaswani et al., 2017), we build a multi-layer sub-network that only requires information from the source sequence (or the encoder). In this work the length prediction task is considered as a classification task for different lengths. Other methods, such as directly generating a real number, binarizing the length, or performing multiple binary classification tasks, are also being tested, but the classification method performs best.

3.1 Modeling

We predict the length of the target sequence by a classifier in the range of $[0, 200]$, the input of which is a single vector without time dimension, which is extracted from the encoder. To obtain this vector, we first concatenate the encoder output and the embedding of the source tokens, followed by a linear layer with an activation function to map the vectors to the same dimension as the original encoder output. Then we set the length of the concatenated vectors to 200 by clipping or zero padding, in order to have a fixed length of time dimension, which could be compressed to a single vector by convolution and max-pooling. Then, the vectors run through a convolutional layer with an activation function and a max-pooling layer. A linear layer is then used to project the max-pooled vector into a single vector.

We also embed the length of source sequence into a 201 dimension vector with a length embedding matrix, which is initialized by the empirical distribution of the length. This length embedding is then concatenated with the output logit of the length prediction sub-network. Again, this concatenated vector is projected through a linear layer onto a vector $s$ with 201 dimensions. Finally, the length distribution $q_l$ is given by a softmax over $s$. And the predicted length $l_{\text{pred}}$ is the $l$ with the highest probability. The complete structure of the proposed length prediction sub-network is illustrated in Figure 1.

When we train the model with the translation and length prediction tasks jointly, the gradient of the length model will propagate to the translation model (referred to as no-connection in this paper). Thus, these two models will influence each other during multi-task training. In addition, the translation model could benefit from concatenating the length prediction output vector $s$ to the outputs of each decoder layer (referred to as cross-concat in this paper). After the vector is concatenated, a linear projection is run through to maintain the feature dimension of the vector as the original one, so that it can be used without modifying the rest of the original transformer model. Here we detach $s$ from the backpropagation graph so that the length prediction is not affected by this connection. In this method, we think that with the concatenation, the
length information could be passed to the decoder and used implicitly.

3.2 Training

During training, Kullback–Leibler (KL) divergence (Kullback and Leibler, 1951) is used as the loss of the length prediction task:

\[
\text{Loss}_{\text{length}} = D_{KL}(P || Q) = \sum_l p_l \log \frac{p_l}{q_l} \tag{2}
\]

where \(q_l\) is the probability from model output. Suppose \(l_{\text{target}}\) is the actual length of the target sequence, \(p_l\) is the target distribution given by a Gaussian function added with a neighborhood reward \(d(l, l_{\text{target}})\). Formally, \(p_l\) is given as:

\[
p_l = \frac{a_l}{\sum_l a_l} \tag{3}
\]

where

\[
a_l = \exp\left(-\left(\frac{l - l_{\text{target}}}{\sigma}\right)^2\right) + d(l, l_{\text{target}}} \tag{4}
\]

where

\[
d(l, l_{\text{target}}) = \begin{cases} 
1 & \text{if } l = l_{\text{target}} \\
0.1 & \text{if } |l - l_{\text{target}}| = 1 \\
0 & \text{others}
\end{cases} \tag{5}
\]

here \(\sigma\) is a constant and is used to control the shape of the distribution. In contrast to cross entropy with label smoothing, in which there is only one true label with a high probability and others are treated equally, the probability \(p_l\) becomes smaller if \(l\) is further away from \(l_{\text{target}}\), which creates the desired relationship between each class in the classifier.

We use cross entropy with label smoothing as the training loss for the translation task. We linearly combine the translation loss with the length loss, so that the training loss is given by

\[
\text{Loss}_{\text{all}} = \lambda_1 \text{Loss}_{\text{translation}} + \lambda_2 \text{Loss}_{\text{length}} \tag{6}
\]

3.3 Decoding

Besides using the length information implicitly (as the two methods mentioned above), we can also guide the decoding step with the length prediction explicitly. With the help of the length prediction, we have a mathematically reasonable control of the output length in comparison to the length normalization in beam search. Since the predicted target length cannot be 100% accurate and a source sentence can have multiple possible translations of different lengths, we control the length of the inference by penalizing the score (logarithmic probability) of the end-of-sentence (EOS) token during beam search, rather than forcing the length of the inference to match the predicted length. More specifically, if the length of the hypothesis is shorter than the predicted length, the EOS token score is penalized; if the hypothesis is longer than the predicted length, the EOS token score is rewarded to facilitate the selection of the EOS token in beam search to finalize the hypothesis. A logarithmic linear penalty is introduced, which is added to the score of EOS token at each time step during beam search:

\[
P = \alpha \log \frac{L_{\text{hyp}}}{L_{\text{pred}}} \tag{7}
\]

where \(L_{\text{hyp}}\) is the length of the hypothesis, \(L_{\text{pred}}\) is the predicted length of the target sentence, and \(\alpha\) is a hyperparameter to control the penalty.

4 Experiments

4.1 Experimental Setup

We first conduct experiments on a relatively small dataset, IWSLT2014 German→English (160k sentence pairs) (Cettolo et al., 2014), to tune hyperparameters and analyze the performance. Then we train our model on other four different language pairs, which are Spanish-English (es-en), Italian-English (it-en), Dutch-English (nl-en) and Romanian-English (ro-en). At last, the experiments are carried out on the WMT (Barrault et al., 2019) German↔English (4M sentence pairs) datasets in order to compare our system with the baseline model. All datasets used in this work are preprocessed by fairseq\(^1\) (Ott et al., 2019). Data statistics can be found in Table 1.

| data set | language pair | number of sentence pairs |
|----------|---------------|-------------------------|
|          |               | train | valid | test |
| IWSLT    | de-en         | 160k  | 7.3k  | 6.8k |
|          | es-en         | 169k  | 7.7k  | 5.6k |
|          | it-en         | 167k  | 7.6k  | 6.6k |
|          | nl-en         | 154k  | 7.0k  | 5.4k |
|          | ro-en         | 168k  | 7.6k  | 5.6k |
| WMT      | en→de        | 4.5M  | 3.0k  | 3.0k |

Table 1: Data statistics of IWSLT and WMT datasets.

We employ the transformer base architecture (Vaswani et al., 2017) as the baseline model and

\(^1\)https://github.com/pytorch/fairseq
this work is implemented in fairseq. All model hyperparameters of the baseline model for IWSLT match the settings in fairseq. For the WMT experiments, the settings are the same as for the original base transformer model. The sub-network used for the length prediction only increases the number of free parameters by less than 10%, the influence on the training and decoding speed is also marginal. Experimental performance is measured using BLEU (Papineni et al., 2002; Post, 2018) and CHARACTER (Wang et al., 2016) (CTER) metrics.

4.2 Experimental Results

For the length prediction task, the inference length does not have to correspond exactly to the reference length, since there can be multiple correct translations with different lengths. Therefore, we consider the predictions that fulfill |
\[
\text{l}_{\text{predict}} - \text{l}_{\text{target}}| / \text{l}_{\text{target}} \leq T
\]

To be accurate, where T is a threshold.

| \(\lambda_1\) | \(\lambda_2\) | model       | acc. [%] | BLEU [%] |
|------------|------------|-------------|---------|---------|
| 1          | 0          | baseline    | -       | 34.8    |
| 0          | 1          | length model| 83.4    | -       |
| 1          | 1          | no-connection| 86.7    | 35.3    |
|            |            | cross-concat| 86.1    | 35.3    |

Table 2: Accuracy rate and BLEU scores of the proposed system with the length model on the IWSLT German→English task. The accuracy of the length prediction task is reported on the validation dataset.

Table 3: Performance (in BLEU [%] scores) using different methods for different language pairs.

| language pair       | es-en | it-en | nl-en | ro-en |
|---------------------|-------|-------|-------|-------|
| baseline            | 41.2  | 32.6  | 37.8  | 38.4  |
| no-connection       | 41.3  | 32.8  | 37.8  | 38.8  |
| cross-concat        | 41.3  | 32.7  | 38.3  | 38.7  |

Table 4 shows the comparison between the proposed approach and the baseline model. Here we set \(\alpha = 10\) according to the experiments that are carried out on the IWSLT dataset. The additional sub-network for length prediction improves the BLEU score by up to 0.9% over the strong baseline model. Moreover, the predicted length successfully serves as an alternative to length normalization. Regardless of whether the inference tends to be longer or shorter than the reference, the ratio when using the predicted length is slightly better than using the length normalization, which shows better control of the length.

Figure 2 shows the relative differences \(\Delta l\) between the predicted and actual lengths for different target sequence lengths. When \(l_{\text{target}}\) is between about 10 and 40, the prediction is pretty good: for most \(l_{\text{target}}\) in [10, 40], \(\Delta l\) is less than 15%. When \(l_{\text{target}}\) is in [40, 100], the prediction becomes worse, but most of them are still less than 20%. After 100, the prediction is pretty bad. There are two reasons for this: first, the length of most target sequences in training data is between 10 and 40, so the model does not often see the cases that the sequence is too long; second, there are very few long sequences in the validation dataset, so the results for these points lack statistical meaning.

Figure 2: The left y-axis shows the relative difference between the target and the predicted length and the right y-axis is for the empirical distribution of \(l_{\text{target}}\).
Table 4: Comparison between the proposed system and the baseline model. “+ len. model” indicates that the length prediction sub-network is added to the baseline architecture. “- len. normalization” denotes that the predicted length is used during decoding as an alternative to the length normalization as described in Section 3.3. “len. ratio” gives the length ratio between the hypothesis length and the reference length: the closer to 1, the better.

Figure 3: Length prediction model outperforms the baseline model in length prediction test accuracy.

Figure 3 shows the relationship between the length prediction accuracy of the baseline model and the length prediction model, and the threshold $T$ for calculating accuracy. Since the transformer baseline model does not predict the target length, the length prediction of baseline is obtained from the average ratio of source sentence length to target sentence length. For the length prediction task, the accuracy of our model is always better than the baseline, which indicates that on WMT data, our model can still predict the target length well. In addition, the predicted length can be used to replace the length normalization with a better and more mathematically explainable control of the output length. For future work, the use of length prediction in positional encoding (Lakew et al., 2019; Takase and Okazaki, 2019) and non-autoregressive (or partially autoregressive) NMT (Gu et al., 2017; Lee et al., 2018; Stern et al., 2019) could be further investigated.

5 Conclusion

In this paper, we propose a length prediction sub-network based on the transformer architecture, and a method of using the length prediction information on the decoder side, namely cross-concat. In decoding, we use the predicted length to calculate a logarithmic linear penalty in the beam search in order to replace the length normalization. Experimental results show that the sub-network can predict target length well and further improve translation quality. In addition, the predicted length can be used to replace the length normalization with a better and more mathematically explainable control of the output length. For future work, the use of length prediction in positional encoding (Lakew et al., 2019; Takase and Okazaki, 2019) and non-autoregressive (or partially autoregressive) NMT (Gu et al., 2017; Lee et al., 2018; Stern et al., 2019) could be further investigated.
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