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Abstract

In this paper, we study the optimal singular controls for stochastic recursive systems, in which the control has two components: the regular control, and the singular control. Under certain assumptions, we establish the dynamic programming principle for this kind of optimal singular controls problem, and prove that the value function is a unique viscosity solution of the corresponding Hamilton-Jacobi-Bellman inequality, in a given class of bounded and continuous functions. At last, an example is given for illustration.
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1. Introduction

Singular stochastic control problem is one of the most important topics in fields of stochastic control. This problem was first introduced by Bather and Chernoff [11] in 1967 by considering a simplified model for the control of a spaceship. It was noted for this special model that there was a connection between the singular control problem and optimal stopping problem. This link was established through the derivative of the value function of this initial singular control problem and the value function of the corresponding optimal stopping problem. From then on, it was extended by Beněs, Shepp, Witzsenhausen (see [3]) and Karatzas and Shreve (see [39, 40, 41, 42, 43]). In contrast to classical control problems, singular control problems admit both of the continuity of the cumulative displacement of the state caused by control and the jump of one in impulsive control problems, between which it is either constant or absolutely continuous.

Recall the classical singular control problems: The state process is driven by the following $n$-dimensional stochastic differential equation

\[
\begin{align*}
\left\{
\begin{array}{l}
\text{d}X^{t,x,v,:}_{s} &= b\left(s, X^{t,x,v,:}_{s}, v_{s}\right) \text{d}s + \sigma\left(s, X^{t,x,v,:}_{s}, v_{s}\right) \text{d}W_{s} + G_{s} \text{d}\xi_{s}, \\
X^{t,x,v,:}_{t} &= x,
\end{array}
\right. \\
\end{align*}
\]

on some filtered probability space $(\Omega, \mathcal{F}, P)$, where $b(\cdot, \cdot, \cdot) : [0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{k} \to \mathbb{R}^{n}$, $\sigma(\cdot, \cdot, \cdot) : [0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{k} \to \mathbb{R}^{n \times d}$, $G(\cdot) : [0, T] \to \mathbb{R}^{n \times m}$ are given deterministic functions, $(W_{s})_{s \geq 0}$ is an $d$-dimensional Brownian motion, $(x, t)$ are initial time and state, $v(\cdot) : [0, T] \to \mathbb{R}^{k}$ is classical control process, and $\xi(\cdot) : [0, T] \to \mathbb{R}^{m}$, with nondecreasing left-continuous with right limits stands for the singular control.

The aim is to minimize the cost functional:

\[
J(t, x; v, \xi) = \mathbb{E}\left[\int_{t}^{T} l\left(s, X_{s}^{t,x,v,:}, v_{s}\right) \text{d}s + \int_{t}^{T} K_{s} \text{d}\xi_{s}\right],
\]

where

\[
\begin{align*}
l(\cdot, \cdot, \cdot) & : [0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{k} \to \mathbb{R}, \\
K(\cdot) & : [0, T] \to \mathbb{R}_{+}^{m} \triangleq \{x \in \mathbb{R}^{m} : x_{i} \geq 0, \ i = 1, \ldots m\}
\end{align*}
\]

are given deterministic functions, where $l(\cdot)$ represents the running cost tare of the problem and $K(\cdot)$ the cost rate of applying the singular control.
There are four approaches employed: the first one is based on the theory of partial differential equations and on variational arguments, and can be found in the works of Alvarez [1, 2], Chow, Menaldi, and Robin [19], Karatzas [40], Karatzas and Shreve [43], and Menaldi and Taksar [52]. The second one is related to probabilistic methods; see Baldursson [6], Boetius [8, 9], Boetius and Kohlmann [10], El Karoui and Karatzas [29, 30], Karatzas [39], and Karatzas and Shreve [41, 42]. Third, the DPP, has been studied in a general context, for example, by Boetius [9], Haussmann and Suo [36], Fleming and Soner [31], and Zhu [66]. At last the maximum principle for optimal singular controls (see, for example, Cadenillas and Haussmann [17], Dufour and Miller [26], Dahl and Øksendal [27] see references therein). The existence for optimal singular control can be found in Haussmann and Suo [36] and Dufour and Miller [25] via different approaches.

It is necessary to point out that singular control problems are largely used in diverse areas such as mathematical finance (see Baldursson and Karatzas [12], Chiarolla and Haussmann [18], Kobila [44], and Karatzas and Wang [45], Davis and Norman [24]), manufacturing systems (see, Shreve, Lehoczky, and Gaver [60]), and queuing systems (see Martins and Kushner [53]). Particularly, the application of H-J-B inequality in finance can be seen in Pagès and Possamaï [58], which is employed to investigate the bank monitoring incentives.

As is well known for the classical stochastic control problems, DPP is satisfied. Moreover, if the value function has appropriate regularity, it admits a second-order nonlinear partial differential equation (H-J-B equation) (see Fleming and Rishel [32] and Lions [49] reference therein). In the framework of singular stochastic control, the H-J-B equation becomes a second-order variational inequality (see Fleming and Soner [31], Haussmann and Suo [36]).

Wang [63] firstly introduces and studies a class of singular control problems with recursive utility, where the cost function is determined by a backward stochastic differential equation (BSDE in short). More precisely, the cost functional is defined by

$$J(t, x; \xi) = Y_{t}^{t,x;\xi},$$

where $Y_{t}^{t,x;\xi}$ is determined by

$$
\begin{align*}
\mathrm{d}X_{t}^{t,x;\xi} &= (aX_{t}^{t,x;\xi} + b) \mathrm{d}s + \sigma \mathrm{d}W_{s} + \mathrm{d}\xi_{s}, \\
\mathrm{d}Y_{s}^{t,x;\xi} &= -f \left(Y_{s}^{t,x;\xi}, Z_{s}^{t,x;\xi}, v_{s}\right) - \mu Z_{s}^{t,x;\xi} \mathrm{d}s + Z_{s}^{t,x;\xi} \mathrm{d}W_{s} - \mathrm{d}\xi_{s}, \\
X_{T}^{t,x;\xi} &= x, \quad Y_{T}^{t,x;\xi} = 0, \quad 0 \leq t \leq s \leq T.
\end{align*}
$$
The value function is defined by

\[ u(t, x) = \inf_{\xi \in \mathcal{V}} J(t, x; \xi), \]

where \( \mathcal{V} \) denotes the set of admissible controls \( \xi(\cdot) \) which are \( \mathcal{F}_t \)-adapted processes from \([0, T] \) into \( \mathbb{R} \), left continuous having right limits, nonnegative and nondecreasing, moreover \( \xi_t = 0 \). Under certain assumptions, the author proved that the value function is a nonnegative, convex solution of the H-J-B equation:

\[ \min \left\{ \frac{\partial}{\partial t} u + \frac{1}{2} \sigma^2 \frac{\partial^2}{\partial x^2} u + (ax + b) \frac{\partial}{\partial x} u, u_x + 1 \right\} = 0, \quad u(T, x) = 0. \]

As a matter of fact, the class of stochastic control problems with recursive utility was firstly considered by Peng [56] where he considered an absolutely continuous stochastic control problem with recursive utility, in which the cost function is defined by a BSDE. As is well known, BSDE has been widely used in mathematical finance and differential games, partial differential equation, etc (see [38, 55, 56, 34, 64, 47]). Since then, there exists a huge literature to focus on the stochastic recursive optimal control problems (see reference therein).

Motivated by above work, in this paper, we consider singular controls problem of a general framework like:

\[
\begin{align*}
\left\{ \begin{array}{l}
\text{d}X^{t,x,v,\xi}_s & = b\left(s, X^{t,x,v,\xi}_s, v_s \right) \text{d}s + \sigma\left(s, X^{t,x,v,\xi}_s, v_s \right) \text{d}W_s + Gd\xi_s, \\
\text{d}Y^{t,x,v,\xi}_s & = -f\left(t, X^{t,x,v,\xi}_s, Y^{t,x,v,\xi}_s, Z^{t,x,v,\xi}_s, v_s \right) \text{d}s + Z^{t,x,v,\xi}_s \text{d}W_s - Kd\xi_s, \\
X^{t,x,v,\xi}_t & = x, \quad Y^{t,x,v,\xi}_T = \Phi \left(X^{t,x,v,\xi}_T \right), \quad 0 \leq t \leq s \leq T,
\end{array} \right.
\end{align*}
\]

with the similar cost functional

\[ J(t, x; \xi) = Y^{t,x,v,\xi}_t. \]

Note that \( G \) and \( K \) are deterministic matrices in Eq. (5). The justification will be given in Remark [2] below. Using some properties of the BSDE and analysis technique, we expand the extension of the dynamic programming principle of the recursive control problem in [16, 22, 21, 50, 56, 61, 63, 68] to the singular controls case. And then, we show that, provided the problem is formulated within a Markovian framework, the value function is a unique viscosity solution of the problem for one kind of nonlinear H-J-B inequality,
in a given class of bounded and continuous functions. Some characteristics of the value function of the control problem are obtained as well. A concrete example is provided to validate our theoretic results.

To the best of our knowledge, such singular optimal controls of FBSDEs via DPP have not been studied before. On the one hand, our paper generalizes the DPP of the forward controls problem by Haussmann and Suo to recursive situation, backward one in Peng, Wu and Yu to the singular control case, and admits the following advantages and improvements. First, in Peng, Wu and Yu, the recursive cost function does not have the singular control. In our paper, the optimization problem has singular control for the cost function which is described by the solution of BSDE. In contrast to Wu and Yu, our variational inequality involves the derivative of the value function. As a matter of fact, Example 1.7 in the classical literature by Crandall, Ishii and Lions displays such a kind of obstacle and gradient constraint problems. Thus, the purpose of this paper is to response this item and to deepen and enrich this research. Besides, through the value function, we can define the so called inaction region, in which the status process is continuous and the optimal singular control should not produce any jump. Our ideas and methodology of proof in our paper come from Haussmann, Suo, Peng, Wu and Yu. Second, the method of proof in our paper is mainly based on elementary mathematics analysis technique and the properties of BSDE. Wang studies a particular situation. However, the FBSDEs in Wang do not contain the regular control and the generator is not general case. The solution there belongs to Sobolev space. Nonetheless, in classical stochastic control theory, viscosity solution is usually employed to study H-J-B equation. In this paper, we adopt the approach developed by Fleming and Soner to get the uniqueness proof for the viscosity solution of corresponding H-J-B inequality.

The rest of this paper is organized as follows: After some preliminaries in Section 2 we are devoted the third section to the DPP for the optimal singular controls problem and prove that the value function of the singular controls problem is the unique viscosity solution of the corresponding H-J-B inequality. We conclude with a concrete example in Section 4. Finally, some proofs of lemmas are scheduled in the Appendix.
2. Formulation of the Problem

Throughout this paper, we denote by $\mathbb{R}^n$ the space of $n$-dimensional Euclidean space, by $\mathbb{R}^{n \times d}$ the space the matrices with order $n \times d$. The matrix transpose is denoted by $\top$. Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)$ be a complete filtered probability space on which a $d$-dimensional standard Brownian motion $W(\cdot)$ is defined, with $\{\mathcal{F}_t\}_{t \geq 0}$ being its natural filtration, augmented by all the $P$-null sets. Given a subset $U$ (compact) of $\mathbb{R}^k$, we will denote $\mathcal{U}$ the class of measurable, adapted processes $(v, \xi) : [0, T] \times \Omega \to U \times [0, \infty)^m$, with $\xi$ nondecreasing left-continuous with right limits and $\xi_0 = 0$, moreover, $\mathbb{E} \left[ \sup_{0 \leq t \leq T} |v_t|^2 + |\xi_t|^2 \right] < +\infty$. For each $t > 0$, we denote by $\{\mathcal{F}^t_s, t \leq s \leq T\}$ the natural filtration of the Brownian motion $\{W_s - W_t, t \leq s \leq T\}$, augmented by the $P$-null sets of $\mathcal{F}$. In what follows, $C$ represents a generic constant, which can be different from line to line.

We now introduce the following spaces of processes:

$$\mathcal{S}^2(0, T; \mathbb{R}) \triangleq \left\{ \text{\textit{R}}^n\text{-valued $\mathcal{F}_t$-adapted process } \phi(t); \mathbb{E} \left[ \sup_{0 \leq t \leq T} |\phi_t|^2 \right] < \infty \right\},$$

$$\mathcal{M}^2(0, T; \mathbb{R}) \triangleq \left\{ \text{\textit{R}}^n\text{-valued $\mathcal{F}_t$-adapted process } \varphi(t); \mathbb{E} \left[ \int_0^T |\varphi_t|^2 \, dt \right] < \infty \right\},$$

and denote $\mathcal{N}^2 [0, T] = \mathcal{S}^2(0, T; \mathbb{R}^n) \times \mathcal{S}^2(0, T; \mathbb{R}) \times \mathcal{M}^2(0, T; \mathbb{R}^n)$. Clearly, $\mathcal{N}^2 [0, T]$ forms a Banach space.

For any $v(\cdot) \times \xi(\cdot) \in \mathcal{U}$, we study the stochastic control systems governed by FBSDE of the following type with two adapted control processes:

\[
\begin{align*}
\text{d}X^{t,x,v,\xi}_s &= b(s, X^{t,x,v,\xi}_s, v_s) \, ds + \sigma(s, X^{t,x,v,\xi}_s, v_s) \, dW_s + G d\xi_s, \\
\text{d}Y^{t,x,v,\xi}_s &= -f(s, X^{t,x,v,\xi}_s, Y^{t,x,v,\xi}_s, Z^{t,x,v,\xi}_s, v_s) \, ds + Z^{t,x,v,\xi}_s \, dW_s - K d\xi_s, \\
X^{t,x,v,\xi}_t &= x, \quad Y^{t,x,v,\xi}_T = \Phi \left( X^{t,x,v,\xi}_T \right), \quad 0 \leq t \leq s \leq T,
\end{align*}
\]

where

\begin{align*}
b & : [0, T] \times \mathbb{R}^n \times \mathbb{R}^k \to \mathbb{R}^n, \\
\sigma & : [0, T] \times \mathbb{R}^n \times \mathbb{R}^k \to \mathbb{R}^{n \times d}, \\
f & : [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^k \to \mathbb{R}, \\
\Phi & : \mathbb{R}^n \to \mathbb{R}.
\end{align*}

**Definition 1.** For any \( v(\cdot) \times \xi(\cdot) \in U, \) a triple of processes

\[
(X^{t,x;v,\xi}, Y^{t,x;v,\xi}, Z^{t,x;v,\xi}) : [0, T] \times \Omega \to \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d
\]

is called an adapted solution of the FBSDEs (7), if \( (X^{t,x;v,\xi}, Y^{t,x;v,\xi}, Z^{t,x;v,\xi}) \in \mathcal{N}^2[0, T], \) and it satisfies (7), \( P \)-almost surely.

For simplicity, we adopt the following assumptions taken from Peng [57].

(A1) \( b, \sigma \) are uniformly continuous in \((s, x, u)\), and there exits a positive constant \( C \) such that for all \( s \in [0, T], x^1, x^2 \in \mathbb{R}^n, u^1, u^2 \in \mathbb{R}^k, \)

\[
|b (s, x^1, u^1) - b (s, x^2, u^2)| + |\sigma (s, x^1, u^1) - \sigma (s, x^2, u^2)| \leq C (|x^1 - x^2| + |u^1 - u^2|),
\]

and

\[
|b (s, x, u)| + |\sigma (s, x, u)| \leq C (1 + |x|).
\]

(A2) \( f, \Phi \) are uniformly continuous in \((s, x, y, u)\) and there exists a constant \( C > 0 \) such that for all \( s \in [0, T], x^1, x^2 \in \mathbb{R}^n, y^1, y^2 \in \mathbb{R}, z^1, z^2 \in \mathbb{R}^d, u^1, u^2 \in \mathbb{R}^k, \)

\[
|f (s, x^1, y^1, z^1, u^1) - f (s, x^2, y^2, z^2, u^2)| + |\Phi (x^1) - \Phi (x^2)| \leq C (|x^1 - x^2| + |y^1 - y^2| + |z^1 - z^2| + |u^1 - u^2|),
\]

moreover,

\[
|f (s, x, 0, 0, u)| + |\Phi (x)| \leq C (1 + |x|).
\]

(A3) \( G_{n \times m} \) and \( K_{1 \times m} \) are deterministic matrices. Moreover, postulate that there exists \( k_0 \) such that \( K^i > k_0 > 0, 1 \leq i \leq m, \) where \( K^i \) denotes the \( i \)th coordinate of \( K \).

**Remark 2.** In this paper, we assume that \( G_{n \times m} \) and \( K_{1 \times m} \) are deterministic matrices. On the one hand, from the derivations in Theorem 5.1 of [36], also in Lemma [17] below, in our paper, it is convenient to show the “inaction” region for singular control; On the other hand, we may regard \( Y^{t,x;v,\xi} + G \xi \) together as a solution, in this way, we are able to apply the classical Itô’s formula, avoiding the appearance of jump. We believe these assumptions can be removed properly, but at present, we consider constant only in our paper for our aim. Whilst in order to get the uniqueness of the solution to H-J-B inequality (30), we add the assumption \( K^i > k_0 > 0, 1 \leq i \leq m. \) More details, see Theorem [27] below.
Under above assumptions (A1)-(A3), for any $v(\cdot) \times \xi(\cdot) \in U$, it is easy to check that FBSDEs (12) admit a unique $\mathcal{F}_t$-adapted solution denoted by the triple $(X^{t,x;v,\xi}, Y^{t,x;v,\xi}, Z^{t,x;v,\xi}) \in \mathcal{N}^2 [0,T]$ (see Pardoux and Peng [54]).

Like Peng [57], given any control processes $v(\cdot) \times \xi(\cdot) \in U$, we introduce the following cost functional:

$$J(t, x; v(\cdot), \xi(\cdot)) = Y^{t,x;v,\xi}_{s=t}, \quad (t, x) \in [0, T] \times \mathbb{R}^n. \quad (8)$$

We are interested in the value function of the stochastic optimal control problem

$$u(t, x) = J(t, x; \hat{v}(\cdot), \hat{\xi}(\cdot)) = \text{ess \ inf}_{v(\cdot) \times \xi(\cdot) \in U} J(t, x; v(\cdot), \xi(\cdot)), \quad (t, x) \in [0, T] \times \mathbb{R}^n. \quad (9)$$

Since the value function (9) is defined by the solution of controlled BSDE (7), so from the existence and uniqueness, $u$ is well-defined.

Any $\hat{v}(\cdot) \times \hat{\xi}(\cdot) \in U$ satisfying (9) is called an optimal control pair of optimal singular problem, and the corresponding state processes, denoted by $(X^{t,x;\hat{v},\hat{\xi}}, Y^{t,x;\hat{v},\hat{\xi}}, Z^{t,x;\hat{v},\hat{\xi}})$, is called optimal state process. We also refer to $(X^{t,x;\hat{v},\hat{\xi}}, Y^{t,x;\hat{v},\hat{\xi}}, Z^{t,x;\hat{v},\hat{\xi}}, \hat{v}(\cdot), \hat{\xi}(\cdot))$ as an optimal 5-tuple of optimal singular problem.

**Definition 3** (Optimal Control). Any admissible controls $\hat{u}(\cdot) \times \hat{\xi}(\cdot) \in U$, are called optimal, if $\hat{u}(\cdot) \times \hat{\xi}(\cdot)$ attains the minimum of $J(u(\cdot) \times \xi(\cdot))$.

Reader interested in stochastic optimal control problems can refer to Yong and Zhou [65]. We shall recall the following basic result on BSDE. We begin with the well-known comparison theorem (see Barles, Buckdahn, and Pardoux [7], Proposition 2.6).

**Lemma 4** (Comparison theorem). Let $(y^i, z^i)$, $i = 1, 2$, be the solution to the following

$$y^i(t) = \xi^i + \int_t^T f^i(s, y^i_s, z^i_s) \, ds - \int_t^T z^i_s dW_s, \quad (10)$$

where $\mathbb{E} \left[ |\xi^i|^2 \right] < \infty$, $f^i(s, y^i, z^i)$ satisfies the conditions (A2), $i = 1, 2$. Under assumption (A2), BSDE (10) admits a unique adapted solution $(y^i, z^i)$, respectively, for $i = 1, 2$. Furthermore, if

(i) $\xi^1 \geq \xi^2$, a.s.;
(ii) $f^1(t, y, z) \geq f^2(t, y, z)$, a.e., for any $(t, y, z) \in [0, T] \times \mathbb{R} \times \mathbb{R}^d$.

Then, we have: $y^1_t \geq y^2_t$, a.s., for all $t \in [0, T]$.
3. Dynamic Programming Principle

In this section, we shall establish the DPP, which plays an important role to derive a new H-J-B inequality. Furthermore, the notion of viscosity solution to dynamic programming inequality will be introduced a moment later. Before this, several technique lemmas will be presented. From these series of properties of value function \([9]\), we are able to prove it is a viscosity solution.

**Definition 5** (Backward Semigroup). For every \(s \in [t, t_1]\) with \(t \leq t_1 \leq T\) and \(\eta \in L^2(\Omega, \mathcal{F}_t, P; \mathbb{R})\), we denote

\[
G_{s,t_1}^t \eta = Y_{s,t_1}^t (s),
\]

where

\[
\begin{aligned}
\{ dX_s^t,x,v,\xi &= b (s, X_s^t,x,v,\xi, v_s) \, ds + \sigma (s, X_s^t,x,v,\xi, v_s) \, dW_s + G \xi_s, \\
\{ dY_s^t,x,v,\xi &= - f (t, X_s^t,x,v,\xi, Y_s^t,x,v,\xi, Z_s^t,x,v,\xi, v_t) \, ds + Z_s^t,x,v,\xi dW_s - K \xi_s, \\
X_t^t,x,v,\xi &= x, \ Y_t^t,x,v,\xi = \eta, \quad 0 \leq t \leq s \leq T.
\end{aligned}
\]

We start from following:

**Definition 6.** Given any \(t \in [0, T]\), a sequence \(\{A_i\}_{i=1}^N \subset \mathcal{F}_t\) is called a partition of \((\Omega, \mathcal{F}_t)\) if \(\bigcup_{i=1}^N A_i = \Omega\) and \(A_i \cap A_j = \phi\), whenever \(i \neq j\).

**Lemma 7.** Under assumptions (A1)-(A3), the value function \(u (t, x)\) defined in \([9]\) is a deterministic function.

**Proof.** We adopt the idea from Peng \([57]\). In fact, there exists \((v^l, \xi^l)\) such that \(u (t, x) = \inf_{l \geq 1} J (t, x, v^l, \xi^l)\), a.s. For any \(((v, \xi), (v', \xi')) \in \mathcal{U}\), we define

\[
((v, \xi) \wedge (v', \xi'))_s = \begin{cases} 
0, & s \in [0, t] \\
(v, \xi)_s, & s \in (t, T) \text{ on } \{ J (t, x, v, \xi) \leq J (t, x, v', \xi') \} \\
(v', \xi')_s, & s \in (t, T) \text{ on } \{ J (t, x, v, \xi) \geq J (t, x, v', \xi') \}.
\end{cases}
\]

Hence, \(((v, \xi) \vee (v', \xi')) \in \mathcal{U}\), moreover, it follows that

\[
J (t, x, v, \xi) \wedge (v', \xi') \leq J (t, x, v, \xi) \wedge J (t, x, v', \xi').
\]

Define \((\bar{v}^1, \bar{\xi}^1) := (v^1, \xi^1), (\bar{v}^l, \bar{\xi}^l) := (\bar{v}^{l-1}, \bar{\xi}^{l-1}) \wedge (v^l, \xi^l)\). Then, we have

\[
u (t, x) = \lim_{l \rightarrow \infty} \downarrow J (t, x, \bar{v}^l, \bar{\xi}^l).
\]
Suppose that
\[ \mathbb{E} \left[ \left| u(t, x) - J(t, x, \tilde{v}^l, \tilde{\xi}) \right|^2 \right] \leq \frac{1}{l}, \quad l \geq 1. \]

For all \( l \geq 1 \), there exists \( (\tilde{v}, \tilde{\xi}) \) where
\begin{align*}
\tilde{v}^l &= \sum_{r,i,j}^{N_l - 1} \bar{v}_{i,j,r} 1_{A_{i,j}^l \cap B_{i,r}^l 1(t_s, t_{s+1})}, \quad t = t_0^l \leq \cdots \leq t_{N_l}^l = T, \quad \bar{v}_{i,j,r} \in U, \\
\tilde{\xi}^l &= \sum_{r,i,j}^{N_l - 1} \bar{\xi}_{i,j,r} 1_{A_{i,j}^l \cap B_{i,r}^l 1(t_s, t_{s+1})}, \quad t = t_0^l \leq \cdots \leq t_{N_l}^l = T, \quad \bar{\xi}_{i,j,r} \in ([0, \infty))^m,
\end{align*}
where \( \{A_i^j\}_{0 \leq j \leq N_l - 1} \) is a partition of \( (\Omega, \mathcal{F}_t) \), \( \{B_i^j\}_{0 \leq r \leq N_l - 1} \) is a partition of \( (\Omega, \mathcal{F}_t) \), such that
\[ \mathbb{E} \left[ \int_t^T \left( \left| \tilde{v}_s^l - \bar{v}_s^l \right|^2 + \left| \tilde{\xi}_s^l - \bar{\xi}_s^l \right|^2 \right) ds + \left| \tilde{\xi}_T^l - \bar{\xi}_T^l \right|^2 \right] \leq \frac{C}{l}, \quad l \geq 1. \]

From (A.7), it derives that
\[ \mathbb{E} \left[ \left| J(t, x, \tilde{v}^l, \tilde{\xi}^l) - J(t, x, \bar{v}^l, \bar{\xi}^l) \right|^2 \right] \leq C \mathbb{E} \left[ \int_t^T \left( \left| \tilde{v}_s^l - \bar{v}_s^l \right|^2 + \left| \tilde{\xi}_s^l - \bar{\xi}_s^l \right|^2 \right) ds + \left| \tilde{\xi}_T^l - \bar{\xi}_T^l \right|^2 \right] \leq \frac{C}{l}, \quad l \geq 1. \] (11)

From (11), we get
\[ \mathbb{E} \left[ \left| u(t, x) - J(t, x, \tilde{v}^l, \tilde{\xi}) \right|^2 \right] \leq \frac{C}{l}, \] (12)

Now we put
\begin{align*}
\tilde{v}^{l,j} &= \sum_{r,i,j}^{N_l - 1} \bar{v}_{i,j,r} 1_{A_{i,j}^l \cap B_{i,r}^l 1(t_s, t_{s+1})}, \quad t = t_0^l \leq \cdots \leq t_{N_l}^l = T, \quad \bar{v}_{i,j,r} \in U, \\
\tilde{\xi}^{l,j} &= \sum_{r,i,j}^{N_l - 1} \bar{\xi}_{i,j,r} 1_{A_{i,j}^l \cap B_{i,r}^l 1(t_s, t_{s+1})}, \quad t = t_0^l \leq \cdots \leq t_{N_l}^l = T, \quad \bar{\xi}_{i,j,r} \in ([0, \infty))^m.
\end{align*}
They are clearly $\mathcal{F}_s^t$-adapted $U \times ([0, \infty))^m$ processes. Now consider the following

$$
\begin{align*}
1_{A_j} dX^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s &= 1_{A_j} b \left( s, X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \tilde{v}^{i,j}_s \right) ds \\
+ 1_{A_j} \sigma \left( s, X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \tilde{\xi}^{i,j}_s \right) dW_s + 1_{A_j} G d\xi^{i,j}_s, \\
1_{A_j} dY^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s &= -1_{A_j} f \left( t, X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, Y^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, Z^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s \right) ds \\
+ 1_{A_j} Z^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s dW_s - K 1_{A_j} d\xi^{i,j}_s, \\
X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_t = x 1_{A_j}, \quad Y^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_T = 1_{A_j} \Phi \left( X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_T \right), 0 \leq t \leq s \leq T.
\end{align*}
$$

It is easy to derive that

$$
\begin{align*}
\sum_{j=0}^{N_t-1} 1_{A_j} X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s &= b \left( s, \sum_{j=0}^{N_t-1} 1_{A_j} X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \sum_{j=0}^{N_t-1} 1_{A_j} \tilde{v}^{i,j}_s \right) ds \\
+ \sigma \left( s, \sum_{j=0}^{N_t-1} 1_{A_j} X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \sum_{j=0}^{N_t-1} 1_{A_j} \tilde{\xi}^{i,j}_s \right) dW_s \\
+ G \sum_{j=0}^{N_t-1} 1_{A_j} d\xi^{i,j}_s, \\
\sum_{j=0}^{N_t-1} 1_{A_j} Y^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s &= -f \left( t, \sum_{j=0}^{N_t-1} 1_{A_j} X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \sum_{j=0}^{N_t-1} 1_{A_j} Y^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \sum_{j=0}^{N_t-1} 1_{A_j} Z^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s \right) ds \\
+ \sum_{j=0}^{N_t-1} 1_{A_j} Z^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s dW_s - K \sum_{j=0}^{N_t-1} 1_{A_j} d\xi^{i,j}_s, \\
\sum_{j=0}^{N_t-1} 1_{A_j} Y^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_t = \Phi \left( \sum_{j=0}^{N_t-1} 1_{A_j} X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_T \right), 0 \leq t \leq s \leq T.
\end{align*}
$$

Combining the uniqueness of FBSDEs, we claim that

$$
\begin{align*}
X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s &= \sum_{j=0}^{N_t-1} 1_{A_j} X^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \\
Y^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s &= \sum_{j=0}^{N_t-1} 1_{A_j} Y^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \\
Z^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s &= \sum_{j=0}^{N_t-1} 1_{A_j} Z^{t,x;\tilde{v}^{i,j},\tilde{\xi}^{i,j}}_s, \quad s \in [t, T].
\end{align*}
$$
From $J(t, x; \tilde{v}^{l,j}, \tilde{\xi}^{l,j}) := \left. Y_s^{t,x;\tilde{v}^{l,j},\tilde{\xi}^{l,j}} \right|_{s=t}$, we conclude that

$$J(t, x; \tilde{v}^l, \tilde{\xi}^l) = \sum_{j=0}^{N_l-1} 1_{A_j} \left. Y_s^{t,x;\tilde{v}^{l,j},\tilde{\xi}^{l,j}} \right|_{s=t} = \sum_{j=0}^{N_l-1} 1_{A_j} J(t, x; \tilde{v}^{l,j}, \tilde{\xi}^{l,j}).$$

Since $Y_s^{t,x;\tilde{v}^{l,j},\tilde{\xi}^{l,j}}$ is $\mathcal{F}_s^t$-adapted, we know that $J(t, x; \tilde{v}^{l,j}, \tilde{\xi}^{l,j}) \in \mathbb{R}$. Moreover,

$$u(t, x) \leq \min_{0 \leq j \leq N_l-1} J(t, x; \tilde{v}^{l,j}, \tilde{\xi}^{l,j}) \leq J(t, x; \tilde{v}^l, \tilde{\xi}^l).$$

Assume that $j = j_l$ such that

$$\min_{0 \leq j \leq N_l-1} J(t, x; \tilde{v}^{l,j}, \tilde{\xi}^{l,j}) = J(t, x; \tilde{v}^{l,j_l}, \tilde{\xi}^{l,j_l}).$$

By (12), we can get

$$u(t, x) = \lim_{l \to +\infty} J(t, x; \tilde{v}^{l,j_l}, \tilde{\xi}^{l,j_l}) \in \mathbb{R}.$$

The proof is completed. ⊓⊔

**Lemma 8.** For any $\varepsilon > 0$, there exists a control $(v, \xi) \in \mathcal{U}$, such that

$$u(t, x) \geq Y_s^{t,x;v,\xi} - \varepsilon,$$

where $u(t, x)$ is defined in (9).

**Proof.** From (12), we can find out an $\mathcal{F}_s^t$ adapted control pair $(v^i, \xi^i)$ such that $u(t, x) \geq Y_s^{t,x;v^i,\xi^i} - \varepsilon$, a.s.. We denote that $(v, \xi) = \sum_{i=1}^{N} (v^i, \xi^i) 1_{A_i}$, where $A_i$ is a partition of $(\Omega, \mathcal{F}_t)$. Next, we proceed that

$$Y_s^{t,x;v,\xi} = \sum_{i=1}^{N} Y_s^{t,x;v^i,\xi^i} 1_{A_i} \leq \sum_{i=1}^{N} (u(t, x) + \varepsilon) 1_{A_i} = u(t, x) + \varepsilon,$$

from which we get the desired result. ⊓⊔
Lemma 9. Under assumptions (A1)–(A3), the value function $u(t,x)$ defined in (9) obeys the DPP: For any $0 \leq t \leq t + \delta \leq T$, $x \in \mathbb{R}^n$,

$$u(t,x) = \text{ess} \inf_{(v,\xi) \in U} \mathcal{G}_{t,t+\delta}^{t,x,v,\xi} \left[ u\left(t + \delta, X_{t+\delta}^{t,x,v,\xi}\right) \right].$$

Proof. First we have

$$u(t,x) = \text{ess} \inf_{(v,\xi) \in U} \mathcal{G}_{t,T}^{t,x,v,\xi} \left[ \Phi(X_T^{t,x,v,\xi}) \right] = \text{ess} \inf_{(v,\xi) \in U} \mathcal{G}_{t,t+\delta}^{t,x,v,\xi} \left[ Y_{t+\delta}^{t+\delta,x,v,\xi} \right].$$

On the one hand, by comparison theorem (lemma 4), we have

$$u(t,x) \geq \text{ess} \inf_{(v,\xi) \in U} \mathcal{G}_{t,T}^{t,x,v,\xi} \left[ u\left(t + \delta, X_{t+\delta}^{t,x,v,\xi}\right) \right].$$

On the other hand, for any $\varepsilon > 0$, there exists an admissible control pair $(\bar{v}, \bar{\xi}) \in U$ such that

$$u\left(t + \delta, X_{t+\delta}^{t,x,\bar{v},\bar{\xi}}\right) \geq Y_{t+\delta}^{t+\delta,x,v,\xi} - \varepsilon, \text{ a.s.}$$

Then, for any $(v,\xi) \in U$, we define

$$\left(\tilde{v}, \tilde{\xi}\right)_s = \begin{cases} (v,\xi)_s, & s \in [0,t+\delta], \\ (\bar{v}, \bar{\xi})_s, & s \in [t+\delta,T]. \end{cases}$$

Clearly, $(\tilde{v}, \tilde{\xi}) \in U$. By the comparison theorem (lemma 4) again, we obtain

$$u(t,x) \leq \mathcal{G}_{t,t+\delta}^{t,x,\tilde{v},\tilde{\xi}} \left[ Y_{t+\delta}^{t+\delta,x,v,\xi} \right] \leq \mathcal{G}_{t,t+\delta}^{t,x,v,\xi} \left[ u\left(t + \delta, X_{t+\delta}^{t,x,v,\xi}\right) + \varepsilon \right] \leq C\varepsilon,$$

where $C$ is independent of control pair. We get the DPP for $u(t,x)$ since the arbitrary of $\varepsilon$. □

Lemma 10. Under assumptions (A1)–(A3), the value function $u(t,x)$ defined in (9) admits

$$|u(t,x) - u(t',x')| \leq C \left(|x - x'| + |t - t'|^{\frac{1}{2}}\right), \quad 0 \leq t, t' \leq T, \quad x, x' \in \mathbb{R}^n.$$
Proof. For any \((t, x) \in [0, T] \times \mathbb{R}^n\) and \(\forall \delta > 0\), from Lemma 9 and Lemma 8, there exists, for any \(\varepsilon > 0\), an admissible control pair \((v^\varepsilon, \xi^\varepsilon)\) such that
\[
G_{t, t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \left[ u \left( t + \delta, X_{t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \right) \right] - \varepsilon \leq u(t, x) \leq G_{t, t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \left[ u \left( t + \delta, X_{t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \right) \right].
\]
From (13), we focus on
\[
u(t, x) - u(t + \delta, x) \geq \Theta^1_{\delta} + \Theta^2_{\delta} + \varepsilon,
\]
where
\[
\Theta^1_{\delta} = G_{t, t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \left[ u \left( t + \delta, X_{t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \right) \right] - G_{t, t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \left[ u(t, x) \right],
\]
\[
\Theta^2_{\delta} = G_{t, t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \left[ u(t + \delta, x) \right] - u(t + \delta, x).
\]
From Lemma 10, we get
\[
|\Theta^1_{\delta}| \leq C \mathbb{E}^{\mathbb{F}_t} \left[ \left| u \left( t + \delta, X_{t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} \right) - u(t, x) \right|^2 \right]^\frac{1}{2}
\]
\[
\leq C \mathbb{E}^{\mathbb{F}_t} \left[ \left| X_{t+\delta}^{t, x; v^\varepsilon, \xi^\varepsilon} - x \right|^2 \right]^\frac{1}{2}
\]
\[
\leq C \left( 1 + |x|^2 \right) \delta.
\]
Hence, we deduce that
\[
\Theta^1_{\delta} \geq -C \left( 1 + |x| \right) \delta^\frac{1}{2},
\]
since \(\sqrt{\left( 1 + |x|^2 \right)} \leq 1 + |x|, \forall x \in \mathbb{R}^n\). Next we deal with \(\Theta^2_{\delta}\). From the definition of DDP, we know that \(\Theta^2_{\delta}\) can be rewritten as
\[
\Theta^2_{\delta} = \mathbb{E}^{\mathbb{F}_t} \left[ u(t + \delta, x) + \int_t^{t+\delta} f \left( s, X_s^{t, x; v^\varepsilon, \xi^\varepsilon}, Y_s^{t, x; v^\varepsilon, \xi^\varepsilon}, Z_s^{t, x; v^\varepsilon, \xi^\varepsilon}, v_s \right) \right. \left. ds - \int_t^{t+\delta} Z_s^{t, x; v^\varepsilon, \xi^\varepsilon} dW_s + \int_t^{t+\delta} K d\xi_s^\varepsilon \right] - u(t + \delta, x)
\]
\[
= \mathbb{E}^{\mathbb{F}_t} \left[ \int_t^{t+\delta} f \left( s, X_s^{t, x; v^\varepsilon, \xi^\varepsilon}, Y_s^{t, x; v^\varepsilon, \xi^\varepsilon}, Z_s^{t, x; v^\varepsilon, \xi^\varepsilon}, v_s \right) ds + \int_t^{t+\delta} K d\xi_s^\varepsilon \right].
\]
Employing Schwartz inequality, we have, for certain constant $C$ not depending on $t$ and $\delta$,

$$\left| \Theta_{\delta}^2 \right| \leq C \delta^{\frac{1}{2}} \mathbb{E}^{\mathcal{F}_t} \left[ \int_t^{t+\delta} \left| f \left( s, X_s^{t, x; v^\varepsilon, \xi^\varepsilon, 0, 0, 0} \right) + Y_s^{t, x; v^\varepsilon, \xi^\varepsilon} \right| ds + |\xi_T^\varepsilon|^2 \right]$$

$$\leq C \delta^{\frac{1}{2}} \mathbb{E}^{\mathcal{F}_t} \left[ \int_t^{t+\delta} \left( 1 + \left| X_s^{t, x; v^\varepsilon, \xi^\varepsilon} \right|^2 + \left| Y_s^{t, x; v^\varepsilon, \xi^\varepsilon} \right|^2 + \left| Z_s^{t, x; v^\varepsilon, \xi^\varepsilon} \right|^2 \right) ds \right]$$

$$\leq C \left( 1 + |x|^2 \right) \delta^{\frac{1}{2}},$$

that is

$$\Theta_{\delta}^2 \geq -C \left( 1 + |x|^2 \right) \delta^{\frac{1}{2}}. \quad (15)$$

Therefore, combining (14) and (15), we have

$$u(t, x) - u(t + \delta, x) \geq -C \left( 1 + |x|^2 \right) \delta^{\frac{1}{2}} - \varepsilon.$$ 

Note that the arbitrary of $\varepsilon > 0$, we immittigably get

$$u(t, x) - u(t + \delta, x) \geq -C \left( 1 + |x|^2 \right) \delta^{\frac{1}{2}}.$$ 

Repeating the above approach, we can get the desired result basing on the second inequality of (13).

We now study the original optimal control problem via DPP (Lemma 9). Postulate that $u(t, x) \in C^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R})$. Indeed, this hypothesis is really strong, but the main destination here is to derive the so called H-J-B inequality.

Define

$$\mathcal{L}(t, x, v) \Psi = \frac{1}{2} \text{Tr} \left( \sigma \sigma^*(t, x, v) D^2 \Psi \right) + \langle D \Psi, b(t, x, v) \rangle,$$

$$ (t, x, v) \in [0, T] \times \mathbb{R}^n \times U, \ \Psi \in C^{1,2}([0, T] \times \mathbb{R}^n). $$
For any $\Psi \in C^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R})$, by virtue of Doléans–Dade–Meyer formula (see [36, 17, 63]), we have

$$
\Psi(s, X_s) = \Psi(t, x) + \int_t^s \Psi_t(r, X_r) + \mathcal{L}(r, X_r, \nu) \Psi(r, X_r) \, dr
+ \int_t^s \Psi_x(r, X_r) \sigma(r, X_r, \nu_r) \, dW_r + \int_t^s \Psi_x(r, X_r) G d\xi_r
+ \sum_{t \leq r \leq s} \{\Psi(r, X_{r+}) - \Psi(r, X_r) - \Psi_x(r, X_r) \Delta X_r\}.
$$

(16)

Taking expectation, we get

$$
\mathbb{E}[\Psi(s, X_s)] = \Psi(t, X_t) + \mathbb{E}\left[\int_t^s \Psi_x(r, X_r) G d\xi_r\right]
+ \mathbb{E}\left[\int_t^s \Psi_t(r, X_r) + \mathcal{L}(t, x, \nu) \Psi(r, X_r) \, dr\right]
+ \mathbb{E}\left[\sum_{t \leq r \leq s} \{\Psi(r, X_{r+}) - \Psi(r, X_r) - \Psi_x(r, X_r) \Delta X_r\}\right].
$$

(17)

Now according to the DPP (Lemma 9), it follows

$$
0 = \inf_{u(t) \times \xi(t) \in \mathcal{U}} \mathbb{E}\left[\int_t^s \left[u_t(r, X^{t,x;\nu,\xi}_r) + \mathcal{L}(r, X^{t,x;\nu,\xi}_r, \nu_r) u(r, X^{t,x;\nu,\xi}_r)
+ f(r, X^{t,x;\nu,\xi}_r, Y^{t,x;\nu,\xi}_r, Z^{t,x;\nu,\xi}_r, \nu_r)
\right] \, dr
+ \int_t^s \left(u^\top_x(r, X^{t,x;\nu,\xi}_r) G + K\right) \, d\xi_r
+ \int_t^s \left(u^\top_x(r, X_r) \sigma(r, X_r, \nu_r) - Z^{t,x;\nu,\xi}_r\right) \, dW_r\right].
$$

(18)

Hence, by Itô’s formula (17) again, (18) yields
\[ + \sum_{t \leq r \leq s} \left[ u \left( r, X_{r+}^{t,x:v,\xi} \right) - u \left( r, X_{r}^{t,x:v,\xi} \right) \right. \]

\[-u_x \left( r, X_{r}^{t,x:v,\xi} \right) \Delta X_{r}^{t,x,v,\xi} \right]. \tag{19} \]

From (19), it is possible to give the following definition of classical solution.

**Definition 11 (Classical Solution).** Consider a function \( V(t,x) \in C^{1,2} ([0,T] \times \mathbb{R}^n; \mathbb{R}) \) and define that

\[ \mathcal{D}_t(V) := \{ x \in \mathbb{R}^n : V_x^\top (t,x) G_t + K > 0 \} . \]

We can say \( V \) is a classical solution of the dynamic programming inequality (19), if for every \( (t,x) \in [0,T] \times \mathcal{D}_t(V) \), \( V \) admits

\[ \frac{\partial}{\partial t} V(t,x) + \min_{v \in U} \{ \mathcal{L}(t,x,v) V(t,x) + f(t,x,V(t,x),\nabla V(t,x) \sigma(t,x,v),v) \} = 0, \]

and

\[ V(T,x) = \Phi(x), \ x \in \mathbb{R}^n. \]

Moreover, for any \( (t,x,v) \in [0,T] \times \mathbb{R}^n \times U \),

\[ V_x^\top (t,x) G + K \geq 0, \tag{20} \]

and

\[ \frac{\partial}{\partial t} V(t,x) + \mathcal{L}(t,x,v) V(t,x) + f(t,x,V(t,x),\nabla V(t,x) \sigma(t,x,v),v) \geq 0. \]

**Remark 12.** In the Definition (11), \( V_x^\top (t,x) G + K \geq 0 \) means \( (V_x^\top (t,x) G)^i + K^i \geq 0, \ i = 1,2,\ldots,m \), where \( (\cdot)^i \) denotes the \( i \)th coordinate of the point in \( \mathbb{R}^m \). Now we introduce the following:

\[ 0 = \min \left\{ \frac{\partial}{\partial t} V(t,x) \right. \]

\[ + \min_{v \in U} \{ \mathcal{L}(t,x,v) V(t,x) + f(t,x,V(t,x),\nabla V(t,x) \sigma(t,x,v),v) \} , \]

\[ V_x^\top (t,x) G + K \} . \tag{21} \]
We shall prove that, under certain assumptions, the classical solution \( V \) to H-J-B inequality (21) is just the optimal value function with optimal control pair.

**Theorem 13 (Verification Theorem).** Suppose that \( V \) is a classical solution of the H-J-B inequality (21) such that for some \( l > 1 \), \( |V(t,x)| \leq C \left(1 + |x|^l \right) \). Then for any \([0,T] \times \mathbb{R}^n, (v, \xi) \in U :\)

\[
V(t,x) \leq J(t,x,v,\xi).
\]

Furthermore, if there exists \((\hat{v}, \hat{\xi}) \in U\) such that

\[
P \left\{ \left( r, X_r^{t,x;\hat{v},\hat{\xi}} \right) \in D_r(V), \ 0 \leq r \leq T \right\} = 1, \tag{22}
\]

\[
P \left\{ \int_{[t,T]} \left[ V_x^T(r,x) G + K \right] dr = 0 \right\} = 1, \tag{23}
\]

\[
1 = P \left\{ \left( s, X_s^{t,x;\hat{v},\hat{\xi}} \right) \in D_r(V), \ t \leq s \leq T : \hat{v}_s \in \min_{v \in U} \left[ V_t \left( s, X_s^{t,x;v,\hat{\xi}} \right) + \mathcal{L} \left( s, X_s^{t,x;v,\hat{\xi}}, v \right) \right] \right\}, \tag{24}
\]

and

\[
P \left\{ V \left( s, X_s^{t,x;\hat{v},\hat{\xi}} \right) = V \left( s, X_s^{t,x;\hat{v},\hat{\xi}} \right) + K \Delta \hat{\xi}_s, \ t \leq s \leq T \right\} = 1. \tag{25}
\]

Then

\[
V(t,x) = J \left( t, x; \hat{v}(\cdot), \hat{\xi}(\cdot) \right). \tag{26}
\]
Proof. For any \((t, x) \in [0, T] \times \mathbb{R}^n\) and \((v, \xi) \in \mathcal{U}\), applying Doléans–Dade–Meyer formula to \(V\), we have

\[
V(t, x) = \mathbb{E} \left[ \Phi \left( X^{t,x;v,\xi}_T \right) \right] - \mathbb{E} \left[ \int_t^s \left( r, X^{t,x;v,\xi}_r \right) \right] \\
+ \mathcal{L} \left( r, X^{t,x;v,\xi}_r, v \right) V \left( r, X^{t,x;v,\xi}_r \right) dr \\
- \mathbb{E} \left[ \int_t^s V_x \left( r, X^{t,x;v,\xi}_r \right) G d\xi_r \right] \\
- \mathbb{E} \left[ \sum_{t \leq r \leq s} \left[ V \left( r, X^{t,x;v,\xi}_r \right) - V \left( r, X^{t,x;v,\xi}_r \right) \right] \\
- V_x \left( r, X^{t,x;v,\xi}_r \right) \Delta X^{t,x;v,\xi}_r \right]. \tag{27}
\]

Note that \(\Delta X^{t,x;v,\xi}_r = G\Delta \xi_r\), and \(X^{t,x;v,\xi}_{r+} = X^{t,x;v,\xi}_r + \Delta X^{t,x;v,\xi}_r\). Thus

\[
- \mathbb{E} \left[ \int_t^s V_x \left( r, X^{t,x;v,\xi}_r \right) G d\xi_r \right] + \mathbb{E} \left[ V_x \left( r, X^{t,x;v,\xi}_r \right) \Delta X^{t,x;v,\xi}_r \right] \\
= - \mathbb{E} \left[ \int_t^s V_x \left( r, X^{t,x;v,\xi}_r \right) G d\xi_r^c \right] \\
\leq \mathbb{E} \left[ \int_t^s K d\xi_r^c \right]. \tag{28}
\]

We now deal the term

\[
- \mathbb{E} \left[ \sum_{t \leq r \leq s} \left\{ V \left( r, X^{t,x;v,\xi}_r \right) - V \left( r, X^{t,x;v,\xi}_r \right) \right\} \right] \\
= - \mathbb{E} \left[ \sum_{t \leq r \leq s} \left\{ \int_0^1 V_x \left( r, X^{t,x;v,\xi}_r + \theta \Delta X^{t,x;v,\xi}_r \right) G d\xi_r d\theta \right\} \right] \\
\leq \mathbb{E} [K \Delta \xi_r]. \tag{29}
\]
Combining (28) and (29), we have

\[ V(t, x) \leq \mathbb{E} \left[ \Phi(X_T^{t,x,v,\xi}) + \int_t^s f(r, X_r^{t,x,v,\xi}, Y_r^{t,x,v,\xi}, Z_r^{t,x,v,\xi}, v_r) \, dr + \int_t^s K d\xi_r \right]. \]

Now we take \((\hat{v}, \hat{\xi}) \in U\) such that (22)-(25) hold. Then repeating above method, we have

\[ V(t, x) \leq \mathbb{E} \left[ \Phi(X_T^{t,x,\hat{v},\hat{\xi}}) + \int_t^s f(r, X_r^{t,x,\hat{v},\hat{\xi}}, Y_r^{t,x,\hat{v},\hat{\xi}}, Z_r^{t,x,\hat{v},\hat{\xi}}, \hat{v}_r) \, dr + \int_t^s K d\hat{\xi}_r \right]. \]

We thus complete the proof. \(\square\)

**Remark 14.** As observed in Theorem 13, it provides a possible way to check a pair of potential singular controls is optimal or not. Anyhow, note that Section 6 in [63] is devoted to this issue via constructing an optimal control. In this sense, our verification theorem seems to be rather weak, since we do not know whether \((\hat{v}, \hat{\xi})\) exists or not. Regarding to this topic, we shall discuss in Remark 22 below. Verification theorem under non-smooth situation, namely, viscosity approach can be found in Zhang [67].

In the classical optimal control theory of stochastic systems, the value function is a solution to the corresponding H-J-B equation whenever it has sufficient regularity (Fleming and Rishel [32], Krylov [46]). Nevertheless when it is only known that the value function is continuous, then, the value function is a solution to the H-J-B equation in the viscosity sense (see Lions [20]). From now on, we will relate the value function of above recursive optimal singular control problem with the following nonlinear second-order parabolic PDEs with “gradient constraints”:

\[
\begin{cases}
\min \left( u_x^T(t, x) G + K, \frac{\partial}{\partial t} u(t, x) + \min_{v \in U} \mathcal{L}(t, x, v) u(t, x) + f(t, x, u(t, x), \nabla u(t, x), \sigma(t, x, v), v) \right) = 0, \\
u(T, x) = \Phi(x), \quad 0 \leq t \leq T.
\end{cases}
\]

(30)
Before our main result, we state the following interesting result whenever the value function defined by (9) is sufficiently smooth.

**Lemma 15.** Assume that \( u(t, x) \in C^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R}) \) is a classical solution to H-J-B inequality (30). For any \((t, x) \in D_t(u)\), we have
\[
u(t, x) \leq u(t, x + Gh) + Kh, \tag{31}
\]
for each \( h \in \mathbb{R}^m_+ \). Furthermore, if the equality holds for some \( h \in \mathbb{R}^m_+ \), then there exists \( \bar{h} = (\bar{h})^i \in \mathbb{R}^m_+ \) such that \((\bar{h})^i \leq (h)^i, 1 \leq i \leq m\) and the equality also holds.

**Proof.** From (20), it is easy to show
\[
u(t, x + Gh) - u(t, x) = \int_0^1 u_x(t, x + \theta Gh) Gh \, d\theta \\
\geq -K h.
\]
We now proceed the second result. If the equality holds as an inequality for some \( h \in \mathbb{R}^m_+ \), then we take \( \bar{h} \) such that \((\bar{h})^i \leq (h)^i, 1 \leq i \leq m\). It follows that
\[
u(t, x) - Kh = u(t, x + Gh) \\
\geq u(t, x + G\bar{h}) - K (h - \bar{h}) \\
\geq u(t, x) - K\bar{h} - K (h - \bar{h}) \\
= u(t, x) - K\bar{h}.
\]
Thus
\[
u(t, x) = u(t, x + G\bar{h}) + K\bar{h}.
\]
The proof is completed. \( \square \)

We now focus on the value function \( u \) defined in (9), satisfying continuity (see Lemma 10). Inspired by the inequality (31), we may define a *freedom domain* for H-J-B inequality (30). The following lemma will indicate that, for H-J-B inequality (30), there exists a region, called *inaction* region, such that if the optimal state process starts from outside this region, then apply the singular control to bring it to the region immediately, and then keep it inside this region from then on. In this interiors of the region, the optimal singular control should not produce any jump.
Lemma 16. Define 
\[ \tilde{D}_t(u) := \{ x \in \mathbb{R}^n : u(t, x) < u(t, x + Gh) + Kh, \ h \in \mathbb{R}^m_+, \ h \neq 0 \} \].

Then the optimal state process \( X^{t,x;\hat{v},\hat{\xi}} \) is continuous whenever \( (r, X^{t,x;\hat{v},\hat{\xi}}_r) \in \tilde{D}_r(u) \). To be precise, we have
\[ P \left( \Delta X^{t,x;\hat{v},\hat{\xi}}_r \neq 0, \ X^{t,x;\hat{v},\hat{\xi}}_r \in \tilde{D}_r(u) \right) = 0, \ t \leq r \leq T. \]

Proof. For any \( r > t \), we first have \( \Delta X^{t,x;\hat{v},\hat{\xi}}_r = G \cdot \Delta \hat{\xi}_r \), which yields that \( X^{t,x;\hat{v},\hat{\xi}}_r = X^{t,x;\hat{v},\hat{\xi}}_r + G \cdot \Delta \hat{\xi}_r \). On the other hand, Lemma 10 implies that
\[ u \left( r, X^{t,x;\hat{v},\hat{\xi}}_r \right) = \lim_{r' \uparrow r} u \left( r', X^{t,x;\hat{v},\hat{\xi}}_{r'} \right). \]

By DPP (Lemma 9), we have, for \( r' > r \),
\[ u(t, x) = \mathbb{E}^x \left[ \int_t^{r'} f \left( s, X^{t,x;\hat{v},\hat{\xi}}_s, Y^{t,x;\hat{v},\hat{\xi}}_s, Z^{t,x;\hat{v},\hat{\xi}}_s, \hat{v}_s \right) ds + \int_t^{r'} K d\hat{\xi}_s + u \left( r', X^{t,x;\hat{v},\hat{\xi}}_{r'} \right) \right]. \tag{32} \]

Letting \( r' \to r \), we immediately have
\[ \int_t^{r'} f \left( s, X^{t,x;\hat{v},\hat{\xi}}_s, Y^{t,x;\hat{v},\hat{\xi}}_s, Z^{t,x;\hat{v},\hat{\xi}}_s, \hat{v}_s \right) ds \to \int_t^r f \left( s, X^{t,x;\hat{v},\hat{\xi}}_s, Y^{t,x;\hat{v},\hat{\xi}}_s, Z^{t,x;\hat{v},\hat{\xi}}_s, \hat{v}_s \right) ds, \]
\[ \int_t^{r'} K d\hat{\xi}_s \to \int_t^r K d\hat{\xi}_s. \tag{33} \]

We proceed our proof by contradiction. Suppose that
\[ P \left( \Delta X^{t,x;\hat{v},\hat{\xi}}_r \neq 0, \ (r, X^{t,x;\hat{v},\hat{\xi}}_r) \in \tilde{D}_r(u) \right) > 0, \ t \leq r \leq T. \tag{34} \]
Then, from Lemma 10 and (32), we have

\[ u(t, x) = \mathbb{E}^{\hat{\mathbb{P}}_t} \left[ \int_t^r f(s, X_s^{t,x;\hat{v},\hat{\xi}}, Y_s^{t,x;\hat{v},\hat{\xi}}, Z_s^{t,x;\hat{v},\hat{\xi}}, \hat{v}_s) \, ds + \int_t^r K d\hat{\xi}_s \right] + K \cdot \Delta \hat{\xi}_r + u \left( r, X_r^{t,x;\hat{v},\hat{\xi}} + G \cdot \Delta \hat{\xi}_r \right) \]

\[ > \mathbb{E}^{\hat{\mathbb{P}}_t} \left[ \int_t^r f(s, X_s^{t,x;\hat{v},\hat{\xi}}, Y_s^{t,x;\hat{v},\hat{\xi}}, Z_s^{t,x;\hat{v},\hat{\xi}}, \hat{v}_s) \, ds + \int_t^r K d\hat{\xi}_s + u \left( r, X_r^{t,x;\hat{v},\hat{\xi}} \right) \right], \]

which leads to a contradiction to Lemma 9. Note that the strict inequity holds whenever \((r, X^t_{r,x;\hat{v},\hat{\xi}}) \in \hat{D}^r(u), t \leq r \leq T, \text{ a.s.} \)

\[ \square \]

**Remark 17.** We say \(\hat{D}_t(u)\) is the domain of \(\xi\)-inaction, while its complement the region of \(\xi\)-action. The optimal process can be described via these two regions. For \((t, X^t_{r,x;\hat{v},\hat{\xi}}) = (t, x) \notin \hat{D}_t(u), \) the optimal control processes make \((t, x)\) to jump instantly to the boundary of \(\hat{D}_t(u).\) In fact, by Lemma 13, if \((t, X^t_{r,x;\hat{v},\hat{\xi}}) \notin \hat{D}_t(u), \) there exists some \(\bar{h} = (\bar{h})^i \in \mathbb{R}_+^m\) such that \((\bar{h})^i \leq (h)^i, 1 \leq i \leq m,

\[ u(t, x) \leq u(t, x + G\bar{h}) + K\bar{h}. \]

Hence, if \(u(t, x) \in C^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R}), \) we have \(u^\top_x (t, x) G + K \geq 0, \) which means (20) always holds.

Our aim is to prove that the value function \(u(t, x)\) introduced by (9), is the viscosity solution of the H-J-B variational inequality (30) of singular optimal problem. We first recall the definition of a viscosity solution for H-J-B variational inequality (30) from [20].

**Definition 18.** Let \(u(t, x) \in C([0, T] \times \mathbb{R}^n)\) and \((t, x) \in [0, T] \times \mathbb{R}^n.\) For every \(\varphi \in C^{1,2}([0, T] \times \mathbb{R}^n)\)

\(1)\) for each local maximum point \((t_0, x_0)\) of \(u - \varphi\) in the interior of \([0, T] \times \mathbb{R}^n,\)

we have

\[ \min \left( \varphi_x^\top G + K, \frac{\partial \varphi}{\partial t} + \min_{v \in \mathcal{U}} \{ \mathcal{L}\varphi + f(t_0, x_0, \varphi, \nabla \varphi, v) \} \right) \geq 0 \]  

(35)
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at \((t_0, x_0)\), i.e., \(u\) is a subsolution.

(2) for each local minimum point \((t_0, x_0)\) of \(u - \varphi\) in the interior of \([0, T] \times \mathbb{R}^n\), we have

\[
\min \left( \varphi_x^T G + K, \frac{\partial \varphi}{\partial t} + \min_{v \in U} \{ \mathcal{L} \varphi + f(t_0, x_0, \varphi, \nabla \varphi, v) \} \right) \leq 0 \quad (36)
\]

at \((t_0, x_0)\), i.e., \(u\) is a supersolution.

(3) \(u(t, x) \in C([0, T] \times \mathbb{R}^n)\) is said to be a viscosity solution of (30) if it is both a viscosity sub and supersolution.

We have the other definition which will be useful to verify the viscosity solutions. Below, \(\mathbb{S}^n\) will denote the set of \(n \times n\) symmetric matrices.

**Definition 19.** Let \(u(t, x) \in C([0, T] \times \mathbb{R}^n)\) and \((t, x) \in [0, T] \times \mathbb{R}^n\). We denote by \(P^{2,+}u(t, x)\), the “parabolic superjet” of \(u\) at \((t, x)\) the set of triples \((p, q, X) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{S}^n\) which are such that

\[
u(s, y) \leq u(t, x) + p(s - t) + \langle q, x - y \rangle + \frac{1}{2} \langle X(y - x), y - x \rangle + o \left( |s - t| + |y - x|^2 \right).
\]

Similarly, we denote by \(P^{2,-}u(t, x)\), the “parabolic subjet” of \(u\) at \((t, x)\) the set of triples \((p, q, X) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{S}^n\) which are such that

\[
u(s, y) \geq u(t, x) + p(s - t) + \langle q, x - y \rangle + \frac{1}{2} \langle X(y - x), y - x \rangle + o \left( |s - t| + |y - x|^2 \right).
\]

For convenience, specifically dealing with the uniqueness of viscosity solution, we define

\[
\mathcal{H}(t, x, q, X) = \inf_{v \in U} \left\{ \frac{1}{2} \text{Tr} (\sigma \sigma^T (t, x, v) X) + \langle q, b(t, x, v) \rangle + f(t, x, u(t, x), q \sigma(t, x, v)) \right\}.
\]

Note that, when the terms \((\frac{\partial \varphi}{\partial t}, \varphi_x, \varphi_{xx})\) in Definition 18 are taken replace by \((p, q, X)\), we also have the other equivalent definition of viscosity solution, that is, \((\frac{\partial \varphi}{\partial t}, \varphi_x, \varphi_{xx})\) with local maximum point \((t_0, x_0)\) of \(u - \varphi\) (local minimum point \((t_0, x_0)\) of \(u - \varphi\)) is corresponding to \((p, q, X) \in P^{2,+}u(t, x)\) \((p, q, X) \in P^{2,-}u(t, x)\), respectively. For more details, see Fleming and Soner [31], Lemma 4.1.

We are now in the position to assert following:
Theorem 20. The value function $u(\cdot, \cdot)$ defined in (9) is a continuous viscosity solution to (30).

Proof. From Lemma 10, we have $u \in C([0, T] \times \mathbb{R}^n)$ and clearly $u(T, x) = \Phi(x)$. We first show $u$ is subsolution. To this end, we suppose that $\varphi \in C^{1,2}([0, T] \times \mathbb{R}^n)$, for any $(t, x) \in [0, T] \times \mathbb{R}^n$ such that $u - \varphi$ attains a global maximum at $(t, x)$ since the value function is continuous and linear growth (see Lemma 10). Without loss of generality, we may also suppose that $u(t, x) = \varphi(t, x)$, then

$$u(\bar{t}, \bar{x}) - u(t, x) \leq \varphi(\bar{t}, \bar{x}) - \varphi(t, x), \quad (t, x) \neq (\bar{t}, \bar{x}) \in [0, T] \times \mathbb{R}^n. \quad (37)$$

Suppose that (35) does not hold which means one of the follows is valid:

$$\frac{\partial \varphi}{\partial t}(t, x) + \min_{v \in U} \mathcal{L}(t, x, v) \varphi(t, x) + f(t, x, \varphi(t, x), \nabla \varphi(t, x) \sigma(t, x, v), v) < 0, \quad (38)$$

$$\varphi^T_x(t, x) G_t + K < 0 \text{ for some } i, \ 1 \leq i \leq m. \quad (39)$$

We start to deal with (39) first. If (39) is true for some $i$, then we can take $h^i$ small enough such that

$$\varphi(t, x + G_i h^i) - \varphi(t, x) < -Kh^i,$$

where $G_i$ denotes the $i$th column of $G$ ($n \times m$ matrix). Hence, (37) can imply that

$$u(t, x + G_i h^i) - u(t, x) < -Kh^i.$$

If we set $h = (0, \ldots, h^i, \ldots, 0)$, then we have $u(t, x) > u(t, x + Gh) + Kh$, which is obviously contradiction to (31) in Lemma 15. Now we have obtained

$$\varphi^T_x(t, x) G + K \geq 0, \quad (t, x) \in [0, T] \times \mathbb{R}^n. \quad (40)$$

Based on this result, we are able to construct the second contradiction for (38). Thus by virtue of DPP (see Lemma 9), we have

$$\varphi(t, x) = u(t, x) = \text{ess} \inf_{(v, \xi) \in U} G_{t, t+\delta}^{t, x; y, z} \left[ u\left(t + \delta, X_{t+\delta}^{t, x; y, z}\right) \right], \quad 0 \leq \delta \leq T - t.$$

To abbreviate the notations, we put,

$$F(s, x, y, z, v) = \frac{\partial}{\partial s} \varphi(s, x) + \mathcal{L}(t, x, v) \varphi(t, x) + f(s, x, y + \varphi(s, x), z + \nabla \varphi(s, x) \sigma(s, x, v), v),$$
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where \((s, x, y, z, v) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \times U\). We now introduce the following BSDE on interval \([t, t + \delta], 0 \leq \delta \leq T - t\),

\[
Y_{s}^{1, v, \xi} = \int_{s}^{t+\delta} F \left( s, \, X_{s}^{t, x, v, \xi}, \, Y_{s}^{1, v, \xi}, \, Z_{s}^{1, v, \xi}, \, v \right) \, ds - \int_{s}^{t+\delta} Z_{s}^{1, v, \xi} dW_{s} + \int_{s}^{t+\delta} K d\xi_{r},
\]

where \((v, \xi) \in U\). Clearly \(Y_{t+\delta}^{1, v, \xi} = 0\). We check that \(F \left( s, \, X_{s}^{t, x, v, \xi}, \, y, \, z, \, v \right)\) satisfies the assumption (A2), thus we claim that Eq. (41) admits a unique adapted solution. In order to characterize the process \(Y_{s}^{1, v, \xi}\), we will study a new BSDE as follows:

\[
Y_{s}^{v, \xi} = \varphi \left( t + \delta, \, X_{t+\delta}^{t, x, v, \xi} \right) + \int_{s}^{t+\delta} f \left( r, \, X_{r}^{t, x, v, \xi}, \, Y_{r}^{v, \xi}, \, Z_{r}^{v, \xi}, \, v \right) \, dr \\
- \int_{s}^{t+\delta} Z_{r}^{v, \xi} dW_{r} + \int_{s}^{t+\delta} K d\xi_{r}.
\]

Applying Itô’s formula to \(\varphi \left( t, x \right)\) on interval \([t, t + \delta]\), we have

\[
\varphi \left( s, \, X_{s}^{t, x, v, \xi} \right) = \varphi \left( t + \delta, \, X_{t+\delta}^{t, x, v, \xi} \right) \\
- \int_{s}^{t+\delta} \left[ \frac{\partial}{\partial s} \varphi \left( r, x \right) + \mathcal{L} \left( r, \, X_{r}^{t, x, v, \xi}, \, v \right) \varphi \left( r, \, X_{r}^{t, x, v, \xi} \right) \right] \, dr \\
- \int_{s}^{t+\delta} \nabla \varphi^{\top} \left( r, \, X_{r}^{t, x, v, \xi} \right) \mathcal{G} d\xi_{r} \\
- \int_{s}^{t+\delta} \nabla \varphi \left( r, \, X_{r}^{t, x, v, \xi} \right) \sigma \left( r, \, X_{r}^{t, x, v, \xi}, \, v \right) \, dW_{r} \\
- \sum_{s \leq r \leq t+\delta} \left[ \varphi \left( r, \, X_{r+}^{t, x, v, \xi} \right) - \varphi \left( r, \, X_{r}^{t, x, v, \xi} \right) \right] \\
- \nabla \varphi^{\top} \left( r, \, X_{r}^{t, x, v, \xi} \right) \Delta X_{r}^{t, x, v, \xi}.
\]

Since

\[
- \int_{s}^{t+\delta} \nabla \varphi^{\top} \left( r, \, X_{r}^{t, x, v, \xi} \right) \mathcal{G} d\xi_{r} + \sum_{s \leq r \leq t+\delta} \nabla \varphi^{\top} \left( r, \, X_{r}^{t, x, v, \xi} \right) \Delta X_{r}^{t, x, v, \xi} \\
= - \int_{s}^{t+\delta} \nabla \varphi^{\top} \left( r, \, X_{r}^{t, x, v, \xi} \right) \mathcal{G}^{c} d\xi_{r} \\
\leq \int_{s}^{t+\delta} K d\xi_{r}^{c}
\]
and
\[
\varphi \left( r, X^{t,x,v,\xi}_r \right) - \varphi \left( r, X^{t,x,v,\xi}_r \right) \geq -K \Delta \xi_r,
\]
we have
\[
\begin{align*}
\varphi \left( s, X^{t,x,v,\xi}_s \right) \leq & \left[ \int_{s}^{t+\delta} \varphi \left( r, X^{t,x,v,\xi}_r \right) \right. \\
& + \left. \int_{s}^{t+\delta} \nabla \varphi \left( r, X^{t,x,v,\xi}_r \right) \sigma \left( r, X^{t,x,v,\xi}_r \right) dW_r \right] dr \\
& + \left. \int_{s}^{t+\delta} K d\xi_r, \right.
\end{align*}
\]
only when \( \xi_s \equiv 0 \) above takes equality. For simplicity, putting \( \xi \equiv 0 \), from (42) and (43), we can get
\[
Y^{v,0}_s - \varphi \left( s, X^{t,x,v,0}_s \right) = \int_{s}^{t+\delta} \left[ f \left( r, X^{t,x,v,0}_r, Y^{v,0}_r, Z^{v,0}_r \right) \right. \\
& + \left. \varphi \left( r, X^{t,x,v,0}_r \right) \sigma \left( r, X^{t,x,v,0}_r \right) \right] dr \\
& - \int_{s}^{t+\delta} Z^{v,0}_r dW_r,
\]
which means that
\[
Y^{1,v,0}_s = Y^{v,0}_s - \varphi \left( s, X^{t,x,v,0}_s \right) \\
= G^{t,x,v,0}_{s,t+\delta} \left[ \varphi \left( t + \xi, X^{t,x,v,0}_{t+\delta} \right) \right] - \varphi \left( s, X^{t,x,v,0}_s \right), t \leq s \leq t + \delta.
\]
Note that in the coefficient \( F \) in Eq. (41), it contains the stochastic term \( X^{t,x,v,\xi}_s \). We want to take replace it by \( x \in \mathbb{R}^n \). So we consider the following BSDE also on interval \([t, t + \delta]\) with terminal value 0,
\[
Y^{2,v}_s = \int_{s}^{t+\delta} F \left( s, x, \gamma^{2,v}_s, \zeta^{2,v}_s, v_s \right) ds - \int_{s}^{t+\delta} \gamma^{2,v}_s dW_s,
\]
where \( v \in \mathcal{U}_1 \). From Lemma 26 (see in Appendix), we have
\[
\left| Y^{1,v,0}_s - Y^{2,v}_s \right| \leq C \delta \frac{3}{2}, t \leq s \leq t + \delta.
\]
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By virtue of DPP (see Lemma 9), we have
\[ \varphi(t, x) = u(t, x) = \text{ess inf}_{(v, \xi) \in U} G_{t, t+\delta}^{t, x,v, \xi} \left[ u \left( t + \delta, X_{t+\delta}^{t, x,v, \xi} \right) \right], \quad 0 \leq \delta \leq T - t. \]

From \( u \leq \varphi \) and the monotonicity property of \( G_{t, t+\delta}^{t, x,v, \xi} \), it follows
\[ \varphi(t, x) = u(t, x) = \text{ess inf}_{(v, \xi) \in U} G_{t, t+\delta}^{t, x,v, \xi} \left[ u \left( t + \delta, X_{t+\delta}^{t, x,v, \xi} \right) \right] \leq \text{ess inf}_{(v, \xi) \in U} G_{t, t+\delta}^{t, x,v, \xi} \left[ \varphi \left( t + \delta, X_{t+\delta}^{t, x,v, 0} \right) \right], \]
which yields
\[ \text{ess inf}_{v \in U} Y_t^{1,v,0} \geq 0. \tag{46} \]

From (45), we get
\[ Y_t^{2,v} \geq Y_t^{1,v,0} - C\delta^{\frac{3}{2}}. \tag{47} \]

Combining to (46) and (47), we must have
\[ Y_t^{2,v} \geq -C\delta^{\frac{3}{2}}. \tag{48} \]

Observe that in Eq. (44), \( F \) depends on control \( v \). Now, eliminate the control term via introducing the following BSDE:
\[ Y_s = \int_s^{t+\delta} F_0 \left( s, x, Y_s, Z_s \right) ds - \int_s^{t+\delta} Z_s dW_s, \tag{49} \]
where
\[ F_0 (s, x, y, z) = \inf_{v \in U} F (s, x, y, z, v). \tag{50} \]

Clearly,
\[ F(s, x, y, z, v) \geq F_0 (s, x, y, z), \tag{51} \]
where \((s, x, y, z, v) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \times U\). Applying the comparison theorem (Lemma 4) to Eq. (44) and (49), we have
\[ \text{ess inf}_{v \in U} Y_t^{2,v} \geq Y_t, \text{ a.s..} \tag{52} \]
Indeed, from (51) and Lemma 4, it follows that $Y_{2,v}^t \geq Y_t$, a.s. for any $v \in U_1$. Taking $\text{ess inf}$, we get (52) immediately. Besides, there exists a measurable function $v' : [t, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \to U$ such that

$$F_0 (s, x, y, z) = F (s, x, y, z, v' (s, x, y, z)), \quad (s, x, y, z) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d.$$  

Then taking $v' := v' (s, x, Y_s, Z_s), t \leq s \leq t + \delta$, we have $v' \in U_1$ and

$$F_0 (s, x, Y_s, Z_s) = F (s, x, Y_s, Z_s, v'_s), \quad t \leq s \leq t + \delta.$$  

According to the uniqueness solution of BSDE (44) and (49), it follows that

$$(Y_s, Z_s) = (Y_{2,v}^s, v'_s, Z_{2,v}^s), \quad t \leq s \leq t + \delta.$$  

Particularly,

$$Y_t = Y_{2,v}^t, \quad \text{a.s..} \quad (53)$$  

From (52) and (53), it follows that $\text{ess inf}_{v \in U_1} Y_t^{2,v} = Y_t$. Then (49) becomes

$$Y_t^0 = \int_{s}^{t+\delta} F_0 (s, x, Y_s^0, Z_s^0) \, ds - \int_{s}^{t+\delta} Z_s^0 \, dW_s. \quad (54)$$  

Moreover, from the definition of $F_0$, it follows that $F_0 (s, x, y, z)$ is deterministic function. Note that the terminal value is 0, we immediately get the solution to Eq. (54) is a triple $(Y_s^0, Z_s^0) = (\tilde{Y}_s^0, 0)$, where $\tilde{Y}_s^0$ satisfies the following ODE:

$$\tilde{Y}_t^0 = \int_{t}^{t+\delta} F_0 (s, x, \tilde{Y}_s^0, 0) \, ds. \quad (55)$$  

On the other hand, (38) implies that $\int_{t}^{t+\delta} F_0 (s, x, \tilde{Y}_s^0, 0) \, ds \geq -C \delta^2$. By classical estimate, we obtain $F_0 (s, x, 0, 0) \geq 0$, that is

$$0 \leq F_0 (s, x, 0, 0) = \inf_{v \in U} F (s, x, 0, 0, v) = \frac{\partial \varphi}{\partial t} (t, x) + \min_{v \in U} \mathcal{L} (t, x, v) \varphi (t, x) + f (t, x, \varphi (t, x), \nabla \varphi (t, x) \sigma (t, x, v), v),$$

which leads contradiction to (38).

Next we show that $u$ is meanwhile a supersolution of (30). Suppose that $\varphi \in C^{1,2} ([0, T] \times \mathbb{R}^n)$, for any $(t, x) \in [0, T] \times \mathbb{R}^n$ such that $u - \varphi$ attains a
global minimum at \((t,x)\). Without loss of generality we may also suppose that \(u(t,x) = \varphi(t,x)\), then

\[
u(t, x) - u(t, x) \geq \varphi(\bar{t}, \bar{x}) - \varphi(t, x), \quad (t, x) \neq (\bar{t}, \bar{x}) \in [0, T] \times \mathbb{R}^n. \quad (56)
\]

If (36) fails, the following inequity holds true simultaneously,

\[
\frac{\partial \varphi}{\partial t}(t, x) + \min_{v \in U} \mathcal{L}(t, x, v) \varphi(t, x) + f(t, x, \varphi(t, x), \nabla \varphi(t, x) \sigma(t, x, v), v) > 0,
\]

\[
\varphi^\top(t, x) G_t + K > 0, \quad \text{for } i, 1 \leq i \leq m. \quad (57)
\]

For small \(h \in \mathbb{R}^m_+, h \neq 0, \varphi(t, x + Gh) - \varphi(t, x) \geq -K h\). Thus, by (56), \(u(t, x + Gh) - u(t, x) \geq -K h\), which means \((r, x) \in D(u)\), and by Lemma 16, we know that \(\hat{X}^{t,x;\hat{v},\hat{\xi}}\) is continuous for optimal controls \((\hat{v}, \hat{\xi}) \in U\). Hence, applying Itô’s formula to \(\varphi(t, x)\), we have

\[
\varphi(s, X_s^{t,x;\hat{v},\hat{\xi}}) = \varphi(t + \delta, X_{t+\delta}^{t,x;\hat{v},\hat{\xi}})
- \int_{t+\delta}^{t} \left[ \frac{\partial \varphi(r, x)}{\partial r} + \mathcal{L}(r, X_r^{t,x;\hat{v},\hat{\xi}}, \hat{v}_r) \varphi(r, X_r^{t,x;\hat{v},\hat{\xi}}) \right] dr
- \int_{t+\delta}^{t} \nabla \varphi^\top(r, X_r^{t,x;\hat{v},\hat{\xi}}) G_r d\hat{\xi}_r
- \int_{t+\delta}^{t} \nabla \varphi(r, X_r^{t,x;\hat{v},\hat{\xi}}) \sigma(r, X_r^{t,x;\hat{v},\hat{\xi}}, \hat{v}_r) dW_r. \quad (59)
\]

Repeating the method above, we introduce the following two BSDEs:

\[
Y_s^{\hat{v},\hat{\xi}} = \varphi(t + \delta, X_{t+\delta}^{t,x;\hat{v},\hat{\xi}})
+ \int_{s}^{t+\delta} f(r, X_r^{t,x;\hat{v},\hat{\xi}}, Y_r^{\hat{v},\hat{\xi}}, Z_r^{\hat{v},\hat{\xi}}, \hat{v}_r) dr
- \int_{s}^{t+\delta} Z_r^{\hat{v},\hat{\xi}} dW_r + \int_{s}^{t+\delta} K d\hat{\xi}_r. \quad (60)
\]

and

\[
Y_s^{1,\hat{v},\hat{\xi}} = \int_{s}^{t+\delta} F\left(s, X_s^{t,x;\hat{v},\hat{\xi}}, Y_s^{1,\hat{v},\hat{\xi}}, Z_s^{1,\hat{v},\hat{\xi}}, \hat{v}_s\right) ds
- \int_{s}^{t+\delta} Z_s^{1,\hat{v},\hat{\xi}} dW_s
+ \int_{s}^{t+\delta} \left(K + \nabla \varphi^\top(r, X_r^{t,x;\hat{v},\hat{\xi}}, G_r) \right) d\hat{\xi}_r. \quad (61)
\]
Clearly,
\[ Y_s^{1,\hat{v},\hat{\xi}} = Y_s^{r,\hat{v},\hat{\xi}} - \varphi \left( s, X_s^{t,x;\hat{v},\hat{\xi}} \right). \] (62)

Consider the following BSDE:
\[
Y_s^{2,\hat{v},\hat{\xi}} = \int_s^{t+\delta} F \left( s, x, Y_s^{2,\hat{v},\hat{\xi}}, Z_s^{2,\hat{v},\hat{\xi}}, \tilde{\nu}_s \right) \, ds - \int_s^{t+\delta} Z_s^{2,\hat{v},\hat{\xi}} \, dW_s \\
+ \int_s^{t+\delta} \left( K + \nabla \varphi^\top \left( r, X_r^{t,x;\hat{v},\hat{\xi}} \right) G \right) \, d\hat{\xi}_r. \] (63)

From Lemma 8 (see in Appendix), we have
\[ \left| Y_s^{1,\hat{v},\hat{\xi}} - Y_s^{2,\hat{v},\hat{\xi}} \right| \leq C \delta^2, \quad t \leq s \leq t + \delta, \] (64)

which implies that
\[ 0 \leq Y_t^{2,\hat{v},\hat{\xi}} - C \delta^2 \leq Y_t^{1,\hat{v},\hat{\xi}}. \] (65)

Now we give the following BSDE:
\[
\mathcal{Y}_s^{0,\hat{\xi}} = \int_s^{t+\delta} F_0 \left( s, x, \mathcal{Y}_s^{0,\hat{\xi}}, Z_s^{0,\hat{\xi}} \right) \, ds - \int_s^{t+\delta} Z_s^{0,\hat{\xi}} \, dW_s \\
+ \int_s^{t+\delta} \left( K + \nabla \varphi^\top \left( r, X_r^{t,x;\hat{v},\hat{\xi}} \right) G \right) \, d\hat{\xi}_r, \] (66)

where \( F_0 (s, x, y, z) \) is defined in (50). By comparison theorem (Lemma 4), we have \( \mathcal{Y}_s^{0,\hat{\xi}} \leq Y_s^{2,\hat{v},\hat{\xi}} \), a.s. \( s \leq t \leq T \). Since \( \tilde{\nu} \in \mathcal{U}_t \), we can find \( \tilde{\nu} (s, x, y, z, v) \) in \( \arg \min_{v \in \mathcal{U}} F (s, x, y, z, v) \), such that \( \tilde{\nu}_s = \tilde{\nu} \left( s, X_r^{t,x;\hat{v},\hat{\xi}}, Y_r^{t,x;\hat{v},\hat{\xi}}, Z_r^{t,x;\hat{v},\hat{\xi}} \right) \) and \( F_0 \left( s, x, \mathcal{Y}_s^{0,\hat{\xi}}, Z_s^{0,\hat{\xi}} \right) = F \left( s, x, \mathcal{Y}_s^{0,\hat{\xi}}, Z_s^{0,\hat{\xi}}, \tilde{\nu}_s \right) \), \( s \in [t,T] \). Therefore, \( \mathcal{Y}_s^{0,\hat{\xi}} = Y_s^{2,\hat{v},\hat{\xi}} \), a.s. \( s \leq t \leq T \). Particularly, \( \mathcal{Y}_t^{0,\hat{\xi}} = Y_t^{2,\hat{v},\hat{\xi}} \), a.s. From (65), we have \( 0 < \mathcal{Y}_t^{0,\hat{\xi}} - C \delta^2 \leq Y_t^{1,\hat{v},\hat{\xi}} \). Observing (58), we have \( \mathcal{Y}_t^{0,0} \leq \mathcal{Y}_t^{0,\hat{\xi}} \), where \( \mathcal{Y}_t^{0,0} \) satisfies
\[
\mathcal{Y}_s^{0,0} = \int_s^{t+\delta} F_0 \left( s, x, \mathcal{Y}_s^{0,0}, Z_s^{0,0} \right) \, ds - \int_s^{t+\delta} Z_s^{0,0} \, dW_s. \] (67)

Eq. (67) admits a unique adapted solution \( (\mathcal{Y}_s^{0,0}, Z_s^{0,0}) = \left( \tilde{\mathcal{Y}}_s^0, 0 \right) \), where \( \tilde{\mathcal{Y}}_s^0 \) satisfies \( \tilde{\mathcal{Y}}_s^0 = \int_t^{t+\delta} F_0 \left( s, x, \tilde{\mathcal{Y}}_s^0, 0 \right) \, ds \). Hence, we have \( 0 < \tilde{\mathcal{Y}}_s^0 - C \delta^2 \leq Y_s^{1,\hat{v},\hat{\xi}} \).
From (57), we have $Y_{t}^{1, \hat{v}, \hat{\xi}} > 0$, which contradicts the dynamic programming principle. Indeed,

$$
\varphi (t, x) = u (t, x) = G_{t, t+\delta} \left[ u \left( t + \delta, X_{t+\delta}^{t, x; \hat{v}, \hat{\xi}} \right) \right] \geq G_{t, t+\delta} \left[ \varphi \left( t + \delta, X_{t+\delta}^{t, x; \hat{v}, \hat{\xi}} \right) \right],
$$

which means that $Y_{t}^{1, \hat{v}, \hat{\xi}} \leq 0$. The proof is complete. □

In order to establish a uniqueness result for viscosity solution of (30), we adapt some techniques and methods from [31]. We have to mention that there is another approach developed by Barles, Buckdahn, and Pardoux [7]. The value function can be considered in given class of continuous functions satisfying

$$
\lim_{|x| \to \infty} |u (t, x)| \exp \left\{ -A |\log (|x|)|^2 \right\} = 0,
$$

uniformly for $t \in [0, T]$, for some $A > 0$. These techniques and methods can also be found in [13, 64, 23] for the uniqueness for viscosity solutions of recursive control of the obstacle constraint problem and Hamilton-Jacobi-Bellman-Isaacs equations related to stochastic differential games, respectively.

However, as you may have observed, in our H-J-B inequality, there appears a term $u_{x}^{T} (t, x) G + K$, which is a row vector (in contrast to [64], scalar there). It is worth to pointing out that the smooth supersolution built in [7], namely

$$
\chi (t, x) = \exp \left[ (\bar{C} (T - t) + A) \psi (x) \right],
$$

whilst

$$
\psi (x) = \left[ \log (|x|^2 + 1) \right] \frac{1}{2} + 1 \right]^2,
$$

where $\bar{C}$ and $A$ are positive constants has some properties. After some tedious computations, we have

$$
\chi_{x} (t, x) = 2 \chi (t, x) \left( \bar{C} (T - t) + A \right) \cdot (|x|^2 + 1) ^{-\frac{3}{2}} x.
$$

It follows

$$
\chi_{x}^{T} (t, x) G = 2 \chi (t, x) \left( \bar{C} (T - t) + A \right) \cdot (|x|^2 + 1) ^{-\frac{3}{2}} x^{\top} \cdot G.
$$

Obviously, for any $x \in \mathbb{R}^n$, it is impossible to get $x^{\top} \cdot G \geq 0$, unless selecting $x$ such that $x^{\top} \cdot G \geq 0$. 
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Consider the following
\[
\begin{cases}
\min \left( w^\top (t,x) G, \\
\frac{\partial w}{\partial t} (t,x) + \min_{v \in U} \left\{ \mathcal{L} (t,x,v) w(t,x) + L |w| + L |\nabla w \sigma (t,x,v)| \right\} \right) = 0, \\
w (T,x) = 0, \ 0 \leq t \leq T.
\end{cases}
\]

On the one hand, repeating the method in [7], one can show
\[
\min_{v \in U} \left\{ \mathcal{L} (t,x,v) \chi (t,x) + C |\chi| + C |\nabla \chi \sigma (t,x,v)| \right\} \leq 0,
\]
where \( C \) is the Lipschitz constant of \( f \). On the other hand, when choosing \( x \in \mathcal{A} := \{ x : x^\top \cdot G \geq 0 \} \), \( \chi \) is indeed a supersolution of (68) according to (ii) of Definition 18. However, following the idea in [7], whenever considering the difference of \( u_1 - u_2 \) where \( u_1 \) (\( u_2 \)) is a subsolution (supersolution) of (30). The domain of \( u_1 - u_2 \) must be restricted in \( \mathcal{A} \). Hence, we borrow the idea from Fleming, Soner [31] and Haussmann, Suo [36] to handle the uniqueness.

For our aim, let us define \( \Sigma = [0,T] \times \mathbb{R}^n \) and \( C (\Sigma; \mathbb{R}) \) denote the collection of real-valued continuous functions defined on \( \Sigma \), value in \( \mathbb{R} \). Now introduce the function space
\[
C (\Sigma) := \left\{ u : u \in C (\Sigma; \mathbb{R}), \text{ with } u \text{ bounded, and} \right. \\
\left. |u(t,x) - u(t,y)| \leq C |x - y| \text{ for some } C > 0 \right\}.
\]

We now give the uniqueness result for (30). This result is attained under more restrictive assumptions that the existence one. We add the following two additional assumptions:

(A4) Assume that \( b, \sigma, \Phi, f (t, \cdot, y, z, v) \) are uniformly continuous, uniformly with respect to \( (t, y, z, v) \), and bounded.

(A5) Assume that
\[
|f (t,x,r,p,v) - f (t,x,y,p,v)| \leq \varpi_R (|x - y| (1 + |p|))
\]
where \( \varpi_R (s) \to 0, \text{ when } s \to 0^+ \), for all \( t \in [0,T], \ |x|, \ |y| \leq R, \ |r| \leq R, \forall R > 0 \).
We have put somewhat strong assumptions, namely, $b, \sigma, f$ are bounded. These conditions may be removed by modifying the idea by Ishii [37].

**Theorem 21.** Assume that (A1)-(A5) are in force. Then there exists at most one viscosity solution of H-J-B inequality (30) in the class of bounded and continuous functions.

**Proof.** Under the assumptions (A1)-(A4), by Proposition 2.5 in [7] and Lemma 10, one can show that the value function $u$ is uniformly continuous and bounded. Thus, $u$ (defined by (9)) $\in C^{0}(\Sigma)$.

Let $u_1$ and $u_2$ be two viscosity solution to (30). We will show that $u_1 \leq u_2$ on $\Sigma$. For any given $\epsilon : 0 < \epsilon < 1$, define $\Sigma_\epsilon := [\epsilon, T] \times \mathbb{R}^n$. For any $(t, x) \in \Sigma_\epsilon$,

$$u_1^\epsilon (t, x) = (1 - \epsilon) u_1 (t, x) - \frac{\epsilon}{1 - \epsilon}.$$  

It is easy to check that $\frac{1}{1-\epsilon} u_1^\epsilon$ is a viscosity subsolution to (30). Given any $\alpha, \beta > 0$, $0 < \epsilon < 1$, define an auxiliary function

$$\Psi (t, x, y) = u_1^\epsilon (t, x) - u_2 (t, y) - \frac{1}{2\alpha} |x - y|^2 + \beta (t - T).$$

Clearly, $\Psi$ is bounded above on $\Sigma_\epsilon$. We can find $(t_\alpha, x_\alpha, y_\alpha) \in \Sigma_\epsilon$ such that

$$\Psi (t_\alpha, x_\alpha, y_\alpha) > \sup_{\Sigma_\epsilon} \Psi (t, x, y) - \alpha. \quad (69)$$

Set

$$\Psi_\alpha (t, x, y) = \Psi (t, x, y) - \frac{1}{2\alpha} [ |t - t_\alpha|^2 + |x - x_\alpha|^2 + |y - y_\alpha|^2 ].$$

Clearly, $\Psi_\alpha (t, x, y)$ attains the maximum on $\Sigma_\epsilon$ at certain point $(t^*, x^*, y^*)$, which depends implicitly on $\alpha$ and $\beta$. One can immediately get

$$|t^* - t_\alpha|^2 + |x^* - x_\alpha|^2 + |y^* - y_\alpha|^2 \leq 2. \quad (70)$$

By the method applied in [31], we can show that, for any given $\epsilon > 0$,

$$|x^* - y^*|^2 = o (\alpha). \quad (71)$$

Now we assume that the maximum of the function $\Psi_\alpha (t, x, y)$ is always at the point $(T, x^*, y^*)$. Then, we have

$$\Psi_\alpha (T, x, y) \leq \Psi_\alpha (T, x^*, y^*) \quad \forall x, y \in \mathbb{R}^n.$$
Thus
\[
\limsup_{\alpha \to 0} (u_1^\epsilon (T, x^*) - u_2 (T, y^*)) \leq \limsup_{\alpha \to 0} ((1 - \epsilon) u_1 (T, x^*) - u_2 (T, y^*)) \\
\leq (1 - \epsilon) \limsup_{\alpha \to 0} (\Phi (x^*) - \Phi (y^*)) \\
- \epsilon \limsup_{\alpha \to 0} \Phi (y^*) \\
\leq \epsilon C,
\]
since \( \Phi \) satisfies Lipschitz condition and (71). The constant \( C \) will change line to line. Next, we deal with
\[
\begin{align*}
&u_1^\epsilon (t, x) - u_2 (t, y) + \beta (t - T) \\
&= \Psi (t, x, x) \\
&\leq \limsup_{\epsilon \to 0} \Psi (t, x, y) \\
&= \lim_{\alpha \to 0} \Psi_{\alpha} (t, x_\alpha, y_\alpha) \\
&\leq \limsup_{\alpha \to 0} \Psi_{\alpha} (T, x^*, y^*) \\
&\leq \limsup_{\alpha \to 0} (u_1^\epsilon (T, x^*) - u_2 (T, y^*)) \\
&\leq \epsilon C.
\end{align*}
\]
Here we have used the fact (69). Hence, we have by the definition of \( u_1^\epsilon \)
\[
\begin{align*}
u_1 (t, x) - u_2 (t, x) &= \frac{1}{1 - \epsilon} u_1^\epsilon (t, x) - u_2 (t, x) + \frac{\epsilon}{(1 - \epsilon)(t - \epsilon)} \\
&= u_1^\epsilon (t, x) - u_2 (t, x) + \frac{\epsilon}{1 - \epsilon} u_1^\epsilon (t, x) + \frac{\epsilon}{(1 - \epsilon)(t - \epsilon)} \\
&\leq \epsilon C + \frac{\epsilon}{1 - \epsilon} u_1^\epsilon (t, x) + \frac{\epsilon}{(1 - \epsilon)(t - \epsilon)} + \beta (T - t).
\end{align*}
\]
Letting \( \epsilon, \beta \to 0 \), we obtain
\[
u_1 (t, x) \leq u_2 (t, x), \quad (t, x) \in [0, T] \times \mathbb{R}^n.
\]
From the arbitrary of \((t, x)\), we conclude that (72) holds on \( \Sigma \). Repeating the method above, we are able to get
\[
u_2 (t, x) \leq u_1 (t, x), \quad (t, x) \in [0, T] \times \mathbb{R}^n.
\]
Apparently, the rest proof will focus on the observation \( t^* = T \) whenever \( \epsilon, \alpha \) are small enough and \( \beta > 0 \). We will prove this result by a contradiction. Suppose that \( t^* < T \).

Define
\[
\phi(t,x,y) = \frac{1}{2\alpha} |x - y|^2 + \frac{\alpha}{2} \left[ |t - t_\alpha|^2 + |x - x_\alpha|^2 + |y - y_\alpha|^2 \right] - \beta T (t - T).
\]

By virtue of Theorem 8.3 in [20], there exist \( c_i \in \mathbb{R}, X_i \in S^n, i = 1,2 \) such that
\[
\begin{align*}
(i) \quad (c_1, D_{x_1} \phi(t^*,x^*,y^*), X_1) & \in \mathcal{P}^2_+ u_1(t,x), \\
(c_2, D_{x_2} \phi(t^*,x^*,y^*), X_2) & \in \mathcal{P}^2_+ (-u_2(t,x)), \quad (74) \\
(ii) \quad -\left( \frac{1}{\epsilon} + \|A\| \right) I & \leq \begin{pmatrix} X_1 & 0 \\ 0 & X_2 \end{pmatrix} \leq A + \epsilon A^2, \quad (75) \\
(iii) \quad c_1 + c_2 & = \phi_t(t^*,x^*,y^*), \quad (76)
\end{align*}
\]

where \( A = D_x^2 \phi(t^*,x^*,y^*) \) with appropriate norm\(^2\). From the definition of \( \phi \), it is easy to show that
\[
\begin{align*}
\phi_t(t^*,x^*,y^*) & = -T\beta + \alpha (t^* - t_\alpha), \quad (77) \\
D_x \phi(t^*,x^*,y^*) & = \frac{1}{\alpha} (x^* - y^*) + \alpha (x^* - x_\alpha), \quad (78) \\
D_y \phi(t^*,x^*,y^*) & = -\frac{1}{\alpha} (x^* - y^*) + \alpha (y^* - y_\alpha), \quad (79) \\
D_{xx}^2 \phi(t^*,x^*,y^*) & = \left( \frac{1}{\alpha} + \alpha \right) I, \quad D_{xy}^2 \phi(t^*,x^*,y^*) = -\frac{1}{\alpha} I, \quad (80) \\
D_{yy}^2 \phi(t^*,x^*,y^*) & = \left( \frac{1}{\alpha} + \alpha \right) I. \quad (81)
\end{align*}
\]

Clearly, (iii) in (76) can be expressed as
\[
c_1 + c_2 = -T\beta + \alpha (t^* - t_\alpha) \quad (82)
\]

\(^2\)Here, the norm of the symmetric matrix \( A \) is
\[
\|A\| = \sup \{|\lambda| : \lambda \text{ is an eigenvalue of } A\} \\
= \sup \{|\langle A\xi,\xi \rangle| : |\xi| \leq 1\},
\]
and \( I \) denotes the identity matrix.
\[ A = \begin{pmatrix} \left( \frac{1}{\alpha} + \alpha \right) I - \frac{1}{\alpha} I \\ -\frac{1}{\alpha} I \end{pmatrix} \]
\[ = \frac{1}{\alpha} \begin{pmatrix} I & -I \\ -I & I \end{pmatrix} + \alpha \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}. \tag{83} \]

Note that \( P^{2,+}(-u_2(t, x)) = -P^{2,-}(u_2(t, x)) \) and for any \( \lambda > 0 \), we have
\[ P^{2,+}(\lambda u_2) = \lambda P^{2,+}(u_2), \quad P^{2,-}(\lambda u_2) = \lambda P^{2,-}(u_2). \]

Then, (i) in (74) can be rewritten as
\[ \left( \frac{1}{1-\epsilon} c_1, \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) , \frac{1}{1-\epsilon} X_1 \right) \in \frac{1}{1-\epsilon} P^{2,+} u^*_i (t, x), \]
\[ (-c_2, -D_y \phi (t^*, x^*, y^*) , -X_2) \in P^{2,-} u_2 (t, x). \]

From the Definition 18, it yields
\[ \min \left( \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) G + K \\ \frac{1}{1-\epsilon} c_1 + \mathcal{H} \left( t^*, x^*, \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) , \frac{1}{1-\epsilon} X_1 \right) \right) \geq 0 \tag{84} \]
and
\[ \min \left( -D_y \phi (t^*, x^*, y^*) G + K, \\ -c_2 + \mathcal{H} (t^*, x^*, -D_y \phi (t^*, x^*, y^*) , -X_2) \right) \leq 0. \tag{85} \]

Obviously, from (84) we always have
\[ \left\{ \begin{array}{l} \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) G + K \geq 0, \\ \frac{1}{1-\epsilon} c_1 + \mathcal{H} \left( t^*, x^*, \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) , \frac{1}{1-\epsilon} X_1 \right) \geq 0. \end{array} \right. \tag{86} \]

We will show that
\[ -D_y \phi (t^*, x^*, y^*) G + K > 0. \tag{87} \]
Assume that (87) is not true, then for \( 1 \leq i \leq m \),
\[ -(D_y \phi (t^*, x^*, y^*) G)^i + K^i < 0, \tag{88} \]
where \( (\eta)^i \) stands for the \( i \)th coordinate of \( \eta \) when \( \eta \) is row vector. Now multiply the \( i \)th inequality of the first term in (84) by \( 1-\epsilon \) to get
\[ (D_x \phi (t^*, x^*, y^*) G)^i + (1-\epsilon) K^i > 0. \tag{89} \]
From (88), (89), (78) and (79), we have

\[
\epsilon K^i < \left( D_x \phi (t^*, x^*, y^*)^\top G \right)^i + \left( D_y \phi (t^*, x^*, y^*)^\top G \right)^i \\
= \frac{1}{\alpha} (x^* - y^*) + \alpha (x^* - x_{\alpha}) - \frac{1}{\alpha} (x^* - y^*) + \alpha (y^* - y_{\alpha}) \\
= \alpha \left( \left( x^* - x_{\alpha} \right)^\top + (y^* - y_{\alpha})^\top \right) G^i.
\]

So when we fix \( \epsilon \), and take \( \alpha \) small enough, it will lead a contradiction since \( K^i > k_0 > 0 \), \( 1 \leq i \leq m \). Therefore, when \( \alpha \) is small, (85) is equivalent to

\[
-c_2 + \mathcal{H} (t^*, x^*, -D_y \phi (t^*, x^*, y^*), -X_2) > 0.
\]

(90)

Combing (86) and (90), we get

\[
c_1 + (1 - \epsilon) \mathcal{H} \left( t^*, x^*, \frac{1}{1 - \epsilon} D_x \phi (t^*, x^*, y^*), \frac{1}{1 - \epsilon} X_1 \right) \\
+ c_2 - \mathcal{H} (t^*, x^*, -D_y \phi (t^*, x^*, y^*), -X_2) \\
> 0.
\]

(91)

Noting (77), (82) and (91) can be expressed as

\[
(1 - \epsilon) \mathcal{H} \left( t^*, x^*, \frac{1}{1 - \epsilon} D_x \phi (t^*, x^*, y^*), \frac{1}{1 - \epsilon} X_1 \right) \\
- \mathcal{H} (t^*, x^*, -D_y \phi (t^*, x^*, y^*), -X_2) \\
> \beta T - \alpha (t^* - t_{\alpha}).
\]

(92)

Then, we will estimate (92) step by step. At the beginning,

\[
(1 - \epsilon) \mathcal{H} \left( t^*, x^*, \frac{1}{1 - \epsilon} D_x \phi (t^*, x^*, y^*), \frac{1}{1 - \epsilon} X_1 \right) \\
= (1 - \epsilon) \inf_{v \in V} \left\{ \frac{1}{2} \text{Tr} \left( \sigma \sigma^* (t^*, x^*, v) \frac{1}{1 - \epsilon} X_1 \right) \\
+ \frac{1}{1 - \epsilon} \langle D_x \phi (t^*, x^*, y^*) , b (t^*, x^*, v) \rangle \\
+ f \left( t^*, x^*, u_1^* (t^*, x^*) , \frac{1}{1 - \epsilon} D_x \phi (t^*, x^*, y^*) \sigma (t^*, x^*, v) , v \right) \right\}.
\]
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whilst

\[
\mathcal{H}(t^*, y^*, -D_y \phi(t^*, x^*, y^*), -X_2)
= \inf_{v \in U} \left\{ -\frac{1}{2} \text{Tr} \left( \sigma \sigma^*(t^*, y^*, v) X_2 \right) + \langle -D_y \phi(t^*, x^*, y^*), b(t^*, y^*, v) \rangle 
+ f(t^*, y^*, u_2(t^*, y^*), -D_y \phi(t^*, x^*, y^*) \sigma(t^*, y^*, v), v) \right\}.
\]

Next, (92) can be rewritten as

\[
(1 - \epsilon) \mathcal{H} \left( t^*, x^*, \frac{1}{1 - \epsilon} D_x \phi(t^*, x^*, y^*), \frac{1}{1 - \epsilon} X_1 \right) 
- \mathcal{H} \left( t^*, x^*, -D_y \phi(t^*, x^*, y^*), -X_2 \right)
\leq \sup_{v \in U} \left\{ \frac{1}{2} \text{Tr} \left( \sigma \sigma^*(t^*, x^*, v) X_1 \right) + \frac{1}{2} \text{Tr} \left( \sigma \sigma^*(t^*, y^*, v) X_2 \right)
+ \langle D_x \phi(t^*, x^*, y^*), b(t^*, x^*, v) \rangle + \langle D_y \phi(t^*, x^*, y^*), b(t^*, y^*, v) \rangle 
+ (1 - \epsilon) f \left( t^*, x^*, u_1(t^*, x^*), \frac{1}{1 - \epsilon} D_x \phi(t^*, x^*, y^*) \sigma(t^*, x^*, v), v \right) 
- f \left( t^*, y^*, u_2(t^*, y^*), -D_y \phi(t^*, x^*, y^*) \sigma(t^*, y^*, v), v \right) \right\}.
\]

Set

\[
\Upsilon_1 = \frac{1}{2} \text{Tr} \left( \sigma \sigma^*(t^*, x^*, v) X_1 \right) + \frac{1}{2} \text{Tr} \left( \sigma \sigma^*(t^*, y^*, v) X_2 \right),
\]

\[
\Upsilon_2 = \langle D_x \phi(t^*, x^*, y^*), b(t^*, x^*, v) \rangle + \langle D_y \phi(t^*, x^*, y^*), b(t^*, y^*, v) \rangle,
\]

\[
\Upsilon_3 = (1 - \epsilon) f \left( t^*, x^*, u_1(t^*, x^*), \frac{1}{1 - \epsilon} D_x \phi(t^*, x^*, y^*) \sigma(t^*, x^*, v), v \right) 
- f \left( t^*, y^*, u_2(t^*, y^*), -D_y \phi(t^*, x^*, y^*) \sigma(t^*, y^*, v), v \right).
\]
For $\Upsilon_1$, with $\sigma_1 = \sigma(t^*, x^*, v)$, $\sigma_2 = \sigma(t^*, y^*, v)$, from (75) and (83), we have

$$\frac{1}{2} \text{Tr}(\sigma\sigma^* (t^*, x^*, v) X_1) + \frac{1}{2} \text{Tr}(\sigma\sigma^* (t^*, y^*, v) X_2)$$

$$= \frac{1}{2} \text{Tr} \left( \begin{pmatrix} \sigma_1 \sigma_1^T & \sigma_1 \sigma_2^T \\ \sigma_2 \sigma_1^T & \sigma_2 \sigma_2^T \end{pmatrix} \begin{pmatrix} X_1 & 0 \\ 0 & X_2 \end{pmatrix} \right)$$

$$\leq \frac{1}{2} \left( \frac{3}{\alpha} + 2\alpha \right) \|\sigma_1 - \sigma_1\|^2 + C \frac{1}{2} (\alpha + \alpha^3)$$

$$\leq \frac{C^2}{2} \left( \frac{3}{\alpha} + 2\alpha \right) |x^* - y^*|^2 + C \frac{1}{2} (\alpha + \alpha^3)$$

$$\leq o(1), \quad (93)$$

where we have used the assumption that $\sigma$ is bounded and Lipschitz condition.

For $\Upsilon_2$, we derive

$$\langle D_x \phi(t^*, x^*, y^*) , b(t^*, x^*, v) \rangle + \langle D_y \phi(t^*, x^*, y^*) , b(t^*, y^*, v) \rangle$$

$$= \left\langle \frac{1}{\alpha} (x^* - y^*) + \alpha (x^* - x_0) , b(t^*, x^*, v) \right\rangle$$

$$+ \left\langle -\frac{1}{\alpha} (x^* - y^*) + \alpha (y^* - y_0) , b(t^*, y^*, v) \right\rangle$$

$$\leq \frac{C}{\alpha} |x^* - y^*|^2 + 2C\alpha$$

$$\leq o(1). \quad (94)$$

For $\Upsilon_3$, we handle

$$(1 - \epsilon) f \left( t^*, x^*, u_1(t^*, x^*) , \frac{1}{1 - \epsilon} D_x \phi(t^*, x^*, y^*) \sigma(t^*, x^*, v) , v \right)$$

$$- f(t^*, y^*, u_2(t^*, y^*) , -D_y \phi(t^*, x^*, y^*) \sigma(t^*, y^*, v))$$

$$\leq \left( 1 - \epsilon \right) \left[ \varphi \left( |x^* - y^*| \left( 1 + \frac{1}{1 - \epsilon} \right) D_x \phi(t^*, x^*, y^*) \sigma(t^*, x^*, v) \right) \right.$$}

$$+ C |u_1(t^*, x^*) - u_2(t^*, y^*)|$$

$$+ C \left| \frac{1}{1 - \epsilon} D_x \phi(t^*, x^*, y^*) \sigma(t^*, x^*, v) + D_y \phi(t^*, x^*, y^*) \sigma(t^*, y^*, v) \right|,$$
where we have used the Lipschitz continuity of $f$. Now
\[
\left| \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) \sigma (t^*, x^*, v) + D_y \phi (t^*, x^*, y^*) \sigma (t^*, y^*, v) \right| \\
\leq \frac{1}{\alpha (1-\epsilon)} \left| (x^* - y^*) \left( \sigma (t^*, x^*, v) - \sigma (t^*, y^*, v) \right) \right| \\
+ \frac{1}{1-\epsilon} \left| \alpha (x^* - x_\alpha) \sigma (t^*, x^*, v) + \alpha (y^* - y_\alpha) \sigma (t^*, y^*, v) \right| \\
\leq \frac{|x^* - y^*|^2}{\alpha (1-\epsilon)} + \frac{2\alpha C}{1-\epsilon},
\]
where we have used the bound of $\sigma$ and the fact (70). So
\[
(1-\epsilon) f \left( t^*, x^*, u_1^* (t^*, x^*), \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) \sigma (t^*, x^*, v), v \right) \\
- f \left( t^*, y^*, u_2 (t^*, y^*), -D_y \phi (t^*, x^*, y^*) \sigma (t^*, y^*, v), v \right) \\
\leq (1-\epsilon) \varpi \left( |x^* - y^*| \left( 1 + \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) \sigma (t^*, x^*, v) \right) \right) \\
+ C \epsilon + \beta (1 - t^*) + \frac{|x^* - y^*|^2}{\alpha (1-\epsilon)} + \frac{2\alpha C}{1-\epsilon}.
\]
\text{(95)}
Now from (93), (94) and (95), we have
\[
\beta T - \alpha (t^* - t_\alpha) \\
\leq o (1) + (1-\epsilon) \varpi \left( |x^* - y^*| \left( 1 + \frac{1}{1-\epsilon} D_x \phi (t^*, x^*, y^*) \sigma (t^*, x^*, v) \right) \right) \\
+ C \epsilon + \beta (T - t^*) + \frac{|x^* - y^*|^2}{\alpha (1-\epsilon)} + \frac{2\alpha C}{1-\epsilon}.
\]
Letting $\epsilon, \alpha \to 0$, and noticing $t^* < T$, we obtain
\[
\beta t^* \leq 0,
\]
which leads to a contradiction. Consequently, $t^* = T$ holds true. We thus complete the proof. □

**Remark 22.** The present paper considers a stochastic optimal singular control problem, in which the cost function is defined through a backward stochastic differential equation with singular control. It has been shown that the value
function is a unique viscosity solution of the corresponding Hamilton-Jacobi-Bellman inequality (30), in a given class of continuous and bounded functions. Nonetheless, as an important issue, the existence of optimal singular controls has never been exploited. In Haussmann and Suo [35], the authors apply the compactification method to study the classical and singular control problem of Itô’s type of stochastic differential equation, where the problem is reformulated as a martingale problem on an appropriate canonical space after the relaxed form of the classical control is introduced. Under some mild continuity assumptions on the data, they obtain the existence of optimal control by purely probabilistic arguments. Nevertheless, in the framework of BSDE, the trajectory of $Y$ seems to be a càdlàg process (from French, for right continuous with left hand limits). Hence, we may consider $Y$ in some space with appropriate topologies, for instance, Meyer-Zheng topology and obtain the convergence of probability measures deduced by $Y$ involving relaxed control. For this topic, reader can also refer articles [35, 33] in this direction. We point out that the related work from the technique of PDEs (see [14, 15] therein). From Wang [63], it is possible to construct the optimal control via the existence of diffusion with reflections (see [19]). However, it is interesting to expand this result to forward backward stochastic systems. We shall consider these crucial topics in future. As this complete remake of the existence is much longer than the present paper, it will be reported elsewhere.

4. Example

In this section, we illustrate our theoretic result by looking at a concrete example.

**Example 23.** Consider the following controlled SDE ($n = 1$),

\[
\begin{aligned}
    dX_{s,t,x,v,\xi} &= \left[ X_{s,t,x,v,\xi} + X_{s,t,x,v,\xi}dW_s \right] ds + X_{s,t,x,v,\xi}dW_s \\
    + Gd\xi, & \quad s \in [t, T] \\
    X_{t,t,x,v,\xi} &= x,
\end{aligned}
\]

with the control domain $U = [-1, 0] \cup [1, 2]$, constants $G > 0$ and $K > 0$.

The cost functional is defined by

\[
\begin{aligned}
    dY_{s,t,x,v,\xi} &= Z_{s,t,x,v,\xi}dW_s + Z_{s,t,x,v,\xi}dW_s + Kd\xi, & \quad s \in [t, T] \\
    Y_{T,t,x,v,\xi} &= X_{T,t,x,v,\xi}.
\end{aligned}
\]
It is easy to give the associated H-J-B inequality is
\[
\min \left\{ G_t u_x + K, u_t + x u_x + \min_{v \in U} \left[ \frac{1}{2} u_{xx} x^2 v^2 + x v u_x - x v^2 u_x \right] \right\} = 0,
\]
\[ u(T, x) = x, \quad \text{for all } x \in \mathbb{R}^n. \] (96)

By Theorem 21, we deal with the second term in (96), then obtain
\[
u(t, x) = \begin{cases} e^{t-T} x, & \text{if } x > 0, \\ e^{T-t} x, & \text{if } x \leq 0. \end{cases}
\]

Assume that the optimal control is \((v^*, \xi^*)\). If \(x \leq 0\), then \(u(s, X^{t,x,v^*,\xi^*}(s)) = e^{T-s} X^{t,x,v^*,\xi^*}(s)\), which yields that
\[
P^{2,+} u(s, X^{t,x,v^*,\xi^*}(s)) = \left[ e^{T-t} x, +\infty \right) \times \left[ e^{t-T}, +\infty \right) \times [0, +\infty),
\]
and
\[
P^{2,-} u(s, X^{t,x,v^*,\xi^*}(s)) = (-\infty, e^{t-T} x] \times (-\infty, e^{T-t}] \times (-\infty, 0].
\]

It is fairly easy to verify that, for any \((p, q, X) \in P^{2,+} u(t, x)\)
\[
Gq + K \geq 0,
\]
\[
p + \frac{1}{2} X x^2 - xq \geq 0,
\]
which means that \(u(t, x)\) is the subsolution when \(x \leq 0\). Moreover, for \((\tilde{p}, \tilde{q}, \tilde{X}) \in P^{2,-} u(t, x),\) we have
\[
G\tilde{q} + K \geq 0,
\]
\[
\tilde{p} + \frac{1}{2} \tilde{X} x^2 - \tilde{x} \tilde{q} \leq 0,
\]
which means \(u(t, x)\) is the supersolution.

Appendix A. Forward-backward SDEs with Singular Controls

In this section, we revisit the theory of FBSDEs with controls. We will give some useful estimates for (7). Consider the following SDE with controls by the initial condition \((t, x) \in [0, T] \times \mathbb{R}^n,\)
\[
\begin{align*}
dX_{t,x,v,\xi}^s &= b(s, X_{t,x,v,\xi}^s, v_s) \, ds + \sigma(s, X_{t,x,v,\xi}^s, v_s) \, dW_s + G_s \, d\zeta_s, \\
X_{t,x,v,\xi}^t &= x, \quad s \in [0, T].
\end{align*}
\]
(A.1)
Lemma 24. Assume that (A1)-(A3) hold, SDE (A.1) admits a strong solution, and for any $t \in [0, T]$, and $x, x' \in \mathbb{R}^n$, there exists positive constant $C > 0$ ($C$ depends only on the Lipschitz and linear growth constant for $b, \sigma$, with respect to $x$ and $u, G$ and $\xi$),

\[
\mathbb{E} \left[ \sup_{t \leq s \leq T} \left| X_{t,x,v,\xi}^s - X_{t,x',v,\xi}^s \right|^2 \right] \leq C \left| x - x' \right|^2, \quad (A.2)
\]

\[
\mathbb{E} \left[ \sup_{t \leq s \leq T} \left| X_{t,x,v,\xi}^s \right|^2 \right] \leq C (1 + |x|^2), \quad (A.3)
\]

Proof. The estimate (A.2) can be seen in Theorem 4.1 in [36]. Inequality (A.3) can be obtained by the classical approach (Burkholder–Davis–Gundy inequality and Gronwall’s Lemma), so we omit the proof.

Lemma 25. Assume that (A1)-(A3) hold. Then for all $0 \leq t \leq T$, $x, x' \in \mathbb{R}^n$, we have

\[
\mathbb{E}^\mathbb{F}_t \left[ \sup_{t \leq s \leq T} \left| Y_{s,t,x,v,\xi}^s - Y_{s,t,x',v,\xi}^s \right|^2 + \int_t^T \left| Z_{s,t,x,v,\xi}^s - Z_{s,t,x',v,\xi}^s \right|^2 ds \right] \leq C \left| x - x' \right|, \quad a.s. \quad (A.4)
\]

\[
\mathbb{E}^\mathbb{F}_t \left[ \sup_{t \leq s \leq T} \left| Y_{s,t,x,v,\xi}^s \right|^2 + \int_t^T \left| Z_{s,t,x,v,\xi}^s \right|^2 ds \right] \leq C (1 + |x|^2), \quad a.s. \quad (A.5)
\]

\[
\mathbb{E}^\mathbb{F}_t \left[ \left| X_{t,x,v,\xi}^s - X_{t,x',v,\xi}^s \right|^2 \right] \leq C \mathbb{E}^\mathbb{F}_t \left[ \int_t^T \left| v_s - v'_s \right|^2 ds + \left| \xi_s - \xi'_s \right|^2 \right], \quad a.s. \quad (A.6)
\]

\[
\mathbb{E}^\mathbb{F}_t \left[ \left| Y_{t,t,x,v,\xi}^t - Y_{t,t,x',v,\xi}^t \right|^2 + \int_t^T \left| Z_{s,t,x,v,\xi}^s - Z_{s,t,x',v,\xi}^s \right|^2 ds \right] \leq C \mathbb{E}^\mathbb{F}_t \left[ \int_t^T \left( \left| v_s - v'_s \right|^2 + \left| \xi_s - \xi'_s \right|^2 \right) ds + \left| \xi_T - \xi'_T \right|^2 \right], \quad a.s. \quad (A.7)
\]

Proof. Suppose $(Y_{s,t,x,v,\xi}^s, Z_{s,t,x,v,\xi}^s)$ and $(Y_{s,t,x',v,\xi}^s, Z_{s,t,x',v,\xi}^s)$ are the solutions to the following BSDEs, respectively,

\[
Y_{s,t,x,v,\xi}^s = \Phi \left( X_{T,t,x,v,\xi}^s \right) + \int_s^T f \left( r, X_{r,t,x,v,\xi}^s, Y_{r,t,x,v,\xi}^s, Z_{r,t,x,v,\xi}^s, v_r \right) dr - \int_s^T Z_{r,t,x,v,\xi}^s dW_r + K\xi_T - K\xi_s, \quad (A.8)
\]
\[ Y_{t,x',v,\xi} = \Phi \left( X_{T}^{t,x',v,\xi} \right) + \int_{s}^{T} f \left( r, X_{r}^{t,x',v,\xi}, Y_{r}^{t,x',v,\xi}, Z_{r}^{t,x',v,\xi}, v_{r} \right) ds \\
- \int_{s}^{T} Z_{r}^{t,x',v,\xi} dW_{r} + K\xi_{T} - K\xi_{s}. \] (A.9)

We can get estimate (A.4) by B-D-G inequality and (A.2). Put \( \bar{Y}_{s}^{t,x,v,\xi} = Y_{s}^{t,x,v,\xi} + K\xi_{s} \). Then Eq. (A.8) becomes to

\[ \bar{Y}_{s}^{t,x,v,\xi} = \bar{Y}_{T}^{t,x,v,\xi} + \int_{s}^{T} f \left( t, X_{r}^{t,x,v,\xi}, \bar{Y}_{r}^{t,x,v,\xi} - K\xi_{r}, Z_{r}^{t,x,v,\xi}, v_{r} \right) dr \\
- \int_{s}^{T} Z_{r}^{t,x,v,\xi} dW_{r}. \]

Applying Itô’s formula to \( |\bar{Y}_{t,x,v,\xi}|^{2} \) on the internal \([s, T]\), we have

\[ \mathbb{E} \left[ |Y_{s}^{t,x,v,\xi}|^{2} + \frac{1}{2} \int_{s}^{T} |Z_{r}^{t,x,v,\xi}|^{2} dr \right] \leq \mathbb{E} \left[ |\bar{Y}_{s}^{t,x,v,\xi}|^{2} + \frac{1}{2} \int_{s}^{T} |Z_{r}^{t,x,v,\xi}|^{2} dr \right] \\
= \mathbb{E} \left[ |\bar{Y}_{T}^{t,x,v,\xi}|^{2} + 2 \int_{s}^{T} \bar{Y}_{r}^{t,x,v,\xi} f \left( t, X_{r}^{t,x,v,\xi}, \bar{Y}_{r}^{t,x,v,\xi} - K\xi_{r}, Z_{r}^{t,x,v,\xi}, v_{r} \right) dr \right] \\
\leq C\mathbb{E} \left[ 1 + |x|^{2} + |K\xi|^{2} + \int_{s}^{T} |v_{r}|^{2} dr + \int_{s}^{T} |Y_{r}^{t,x,v,\xi}|^{2} dr \right]. \]

By the Grownwall inequality, we can get the estimate (A.5).

Set

\[ \bar{Y}_{s}^{t,v,\xi} := Y_{s}^{t,x,v,\xi} - Y_{s}^{t,x',v,\xi}, \]
\[ \bar{Z}_{s}^{t,v,\xi} := Z_{s}^{t,x,v,\xi} - Z_{s}^{t,x',v,\xi}, \]
\[ \bar{f}_{r} := f \left( r, X_{r}^{t,x,v,\xi}, Y_{r}^{t,x,v,\xi}, Z_{r}^{t,x,v,\xi}, v_{r} \right) - f \left( r, X_{r}^{t,x',v,\xi}, Y_{r}^{t,x',v,\xi}, Z_{r}^{t,x',v,\xi}, v_{r} \right). \]

Then, consider the following BSDE:

\[ \bar{Y}_{s}^{t,v,\xi} = \bar{Y}_{T}^{t,v,\xi} + \int_{s}^{T} \bar{f}_{r} dr - \int_{s}^{T} \bar{Z}_{r}^{t,v,\xi} dW_{r}. \]

Using Ito’s formula to \( |X_{t}^{t,x,v,\xi} - X_{t}^{t,x',v',\xi}|^{2} \) and \( |Y_{t}^{t,x,v,\xi} - Y_{t}^{t,x',v',\xi}|^{2} \), respectively, it is easy to get (A.6) and (A.7). We omit the proof of since its similar to (A.5). □
Lemma 26. Consider the BSDEs (41) and (44). There exists a positive constant $C$ such that, for any $(v, \xi) \in U$, we have
\[
|Y_{t}^{1,v,0} - Y_{t}^{2,v}| \leq C \delta^\frac{3}{2}, \ a.s. \quad (A.10)
\]

Proof. By classical estimate to SDE (A.11), we have for some positive constant $C$
\[
E_{\mathcal{F}_t} \left[ \sup_{t \leq s \leq t + \delta} |X^{t,x,v,0} - x|^2 \right] \leq C \delta (1 + |x|^2).
\]

Applying the Itô’s formula to BSDE (41) and (44), we have
\[
E_{\mathcal{F}_t} \left[ \int_{t}^{t+\delta} \left( |Y_{s}^{1,v,0} - Y_{s}^{2,v}|^2 + |Z_{s}^{1,v,0} - Z_{s}^{2,v}|^2 \right) ds \right]
\leq C E_{\mathcal{F}_t} \left[ \int_{t}^{t+\delta} |X_{s}^{1,v,0} - x|^2 ds \right]
\leq C \delta E_{\mathcal{F}_t} \left[ \sup_{t \leq s \leq t + \delta} |X^{t,x,v,0} - x|^2 \right]
\leq \delta^2.
\]

Hence, it yields that
\[
|Y_{t}^{1,v,0} - Y_{t}^{2,v}| = \left| E_{\mathcal{F}_t} \left[ \int_{t}^{t+\delta} \left( F \left( s, X_{s}^{t,x,v,0}, Y_{s}^{1,v,0}, Z_{s}^{1,v,0}, v_s \right) - F \left( s, x, Y_{s}^{2,v}, Z_{s}^{2,v}, v_s \right) \right) ds \right] \right|
\leq C E_{\mathcal{F}_t} \left[ \int_{t}^{t+\delta} |X_{s}^{1,v,0} - x|^2 ds \right]
+ C \delta^\frac{3}{2} E_{\mathcal{F}_t} \left[ \int_{t}^{t+\delta} |Y_{s}^{1,v,0} - Y_{s}^{2,v}|^2 ds \right]^\frac{1}{2}
+ C \delta^\frac{3}{2} E_{\mathcal{F}_t} \left[ \int_{t}^{t+\delta} |Z_{s}^{1,v,0} - Z_{s}^{2,v}|^2 ds \right]^\frac{1}{2}
\leq C \delta^\frac{3}{2}.
\]

We thus complete the proof. \qed
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