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Abstract

Feature selection has been proven a powerful pre-processing step for high-dimensional data analysis. However, most state-of-the-art methods suffer from two major drawbacks. First, they usually overlook the structural correlation information between pairwise samples, which may encapsulate useful information for refining the performance of feature selection. Second, they usually consider candidate feature relevancy equivalent to selected feature relevancy, and some less relevant features may be mis-interpreted as salient features. To overcome these issues, we propose a new fused lasso for feature selection using structural information. Our idea is based on converting the original vectorial features into structure-based feature graph representations to incorporate structural relationship between samples, and defining a new evaluation measure to compute the joint significance of pairwise feature combinations in relation to the target feature graph. Furthermore, we formulate the corresponding feature subset selection problem into a least square regression model associated with a fused lasso regularizer to simultaneously maximize the joint relevancy and minimize the redundancy of the selected features. To effectively solve the challenging optimization problem, an iterative algorithm is developed to identify the most discriminative features. Experiments demonstrate the effectiveness of the proposed approach.

1 Introduction

High-dimensional data are ubiquitous in many machine learning applications. Such high-dimensional data poses significant challenges for classifications, since they not only demand expensive computational complexity but also degrade the generalization ability of the learning algorithm [Hastie et al., 2009; Gao et al., 2018]. One effective way to deal with this problem is feature selection [Zheng et al., 2018]. By discarding irrelevant and redundant features, feature selection directly identifies a subset of the most discriminative features from the original feature space so that the classification accuracy and interpretability of the learning algorithm can be improved [Wang et al., 2016]. Depending on how they utilize the learning algorithm in the search process, feature selection methods can be partitioned into a) filter methods [Ditzler et al., 2018], b) wrapper methods [Wang et al., 2015] and c) embedded methods [Gao et al., 2018]. The filter methods have preferable generalization ability and high computation efficiency [Qian and Shu, 2015], thus they are usually preferred in many real-world applications.

In the literature, many efficient filter methods have been proposed based on various criteria used for evaluating feature subsets, such as consistency [Dash and Liu, 2003], correlation [Hall, 2000] and mutual information (MI) [Herman et al., 2013], etc. Among these, MI measures are considered to be most effective as they are able to measure the nonlinear relationships between features and the target variables [Herman et al., 2013]. Existing MI-based methods mostly concentrate on maximizing dependency and relevancy or minimizing redundancy. Representative examples include 1) the mutual information-based feature selection (MIFS) [Battiti, 1994], 2) the maximum-relevance minimum-redundancy criterion (MRMR) [Peng et al., 2005], 3) the joint mutual information maximisation criterion (JMIM) [Bennasar et al., 2015], etc.

Although efficient, previous information theoretic feature selection methods may yield suboptimal subsets due to the following reasons. First, they usually overlook the structural correlation information between pairwise samples, which may encapsulate useful information for refining the performance of feature selection. More specifically, denote a dataset consisting of $N$ features and $M$ samples as $X = \{f_1, \ldots, f_i, \ldots, f_N\}$, where $f_i$ represents each feature and $f_i = (f_{i1}, \ldots, f_{in}, \ldots, f_{ib}, \ldots, f_{iM})^T$. Traditional information theoretic feature selection approaches use a vectorial representation for each feature $f_i$, and thus overlook the relationship between pairwise samples $f_{ia}$ and $f_{ib}$ in $f_i$. Second, they usually consider individual feature relevancy equivalent to selected feature relevancy, i.e., feature relevancy is usually defined as the mutual information between a candidate feature and the target, without considering joint relevancy of pairwise features. Therefore, some less relevant features may be mis-interpreted as salient features.

In feature selection, the appealing characteristics of graph representations have facilitated the development of some
pioneering works to tackle these issues. For instance, [Cui et al., 2019] have introduced a novel feature selection approach based on graph representations. A new information theoretic measure is proposed to maximize relevancy and minimize redundancy of the selected features. This measure is utilized to construct an optimization model with a least square error term associated with an elastic net regularizer to ensure sparsity and promote a grouping effect of the selected features. Although efficient, the proposed information theoretic measure may consider less relevant features as salient ones, thus leading to suboptimal solutions. In addition, when the number of features is larger than the sample size, elastic net may be less efficient than other regularization terms such as fused lasso. Therefore, to mitigate the aforementioned drawbacks of existing approaches, we propose a fused lasso model for feature selection using the structural correlation information. The framework of the proposed feature selection approach is presented in Figure 1. Specifically, the major contributions of this work are highlighted as follows.

First, we propose a kernel-based modelling method to convert each original vectorial feature into a structure-based feature graph representation, for the objective of encapsulating structural correlation information between pairwise samples. Furthermore, a new structural information theoretic measure associated with the feature graph representations is developed to simultaneously maximize joint relevancy of different pairs and minimize redundancy among selected features.

Second, with the proposed structural information theoretic measure to hand, we compute an interaction matrix to characterize the structural informative relationship between pairwise feature combinations in relation to the discrete target. Moreover, we formulate the corresponding feature subset selection problem into the framework of a least square regression model associated with a fused lasso regularizer. We show that this framework ensures sparsity in both the coefficients and differences of successive coefficients.

Third, since solving the proposed optimization problem is very difficult because of the nonseparability and nonsmoothness of the fused lasso regularizer in its objective function, an efficient iterative algorithm built upon the split Bregman approach is developed to tackle the proposed optimization problem. The experiments verify the effectiveness of the proposed feature selection approach.

2 Preliminary Concepts

In this section, we present several preliminary concepts which are important for this work. We first illustrate the construction of the feature graph which incorporates structural correlation information of pairwise feature samples. We then review the preliminaries of Jensen-Shannon divergence, which is utilized to compute the similarity between feature graph structures.

2.1 Kernel-based Feature Graph Modelling

In this subsection, we illustrate how to convert the original vectorial features into structure-based feature graphs, in terms of a kernel-based similarity measure. The reason of representing each original feature as a graph structure is that graph-based representation can capture richer global topological information than vectors. Thus, the pairwise sample relationships of each original feature vector can be incorporated into the selection process of the most discriminative features to reduce information loss.

Let $X = \{f_1, \ldots, f_i, \ldots, f_N\} \in R^{M \times N}$ be a dataset of $N$ features and $M$ samples. We transform each original vectorial feature $f_i = (f_{i1}, \ldots, f_{ia}, \ldots, f_{ib}, \ldots, f_{iM})^T$ into a feature graph structure $G_i(V_i, E_i)$, where each vertex $v_{ia} \in V_i$ represents the $a$-th sample $f_{ia}$, and each weighted edge $(v_{ia}, v_{ib}) \in E_i$ represents the relationship between the $a$-th and $b$-th samples. Moreover, we also need to construct a graph structure for the target feature $Y$. For classification problems, $Y$ are the class labels and usually take the discrete class values $c \in \{1, 2, \ldots, C\}$. For such case, we first compute the continuous value based target feature for each feature $f_i$ as $\hat{f}_i = (\hat{f}_{i1}, \ldots, \hat{f}_{ia}, \ldots, \hat{f}_{ib}, \ldots, \hat{f}_{iM})^T$, where each element $\hat{f}_{ia}$ corresponds to the $a$-th sample. When the element $\hat{f}_{ia}$ of $\hat{f}_i$ belongs to the $c$-th class, the value of $\hat{f}_{ia}$ is the mean value $\mu_{ia}$ of all samples in $f_i$ from the same class $c$. Similar to the process of converting each original feature $f_i$ into the feature graph, we construct the resulting target feature graph representation for each feature $\hat{f}_i$ associated with its continuous value based target feature $\hat{f}_i$ as $\hat{G}_i(V_i, \hat{E}_i)$, where each vertex $\hat{v}_{ia}$ represents the $a$-th sample of $\hat{f}_i$ (i.e., the $a$-th sample of $Y$ in terms of $\hat{f}_i$), and $(\hat{v}_{ia}, \hat{v}_{ib}) \in \hat{E}_i$ represents the relationship between the $a$-th and $b$-th samples of $\hat{f}_i$ (i.e., the structural relationship between the $a$-th and $b$-th samples of $Y$ in terms of $\hat{f}_i$). To compute the relationship between pairwise fea-
tured samples [Cui et al., 2019] have employed the Euclidean distance as the measure to construct both the feature graph $G_i(V_i, E_i)$ and the target feature graph $\hat{G}_i(V_i, \hat{E}_i)$. However, the characteristics of these graph structures may be overemphasized and dominated by the large distance value.

To overcome the aforementioned problem, we further propose a new kernel-based similarity measure associated with the original Euclidean distance to construct the (target) feature graph structures. Specifically, for the feature graph $G_i(V_i, E_i)$ of $f_i$ and its associated Euclidean distance based adjacency matrix $A$, each row (column) of $A$ can be seen as the distance based embedding vector for each sample of $f_i$. Assume $A_{a,:}$ and $A_{b,:}$ denote the embedding vectors of the $a$-th and $b$-th samples respectively. The relationship between these two samples can be computed as their normalized kernel value associated with dot product

$$K_{a,b} = \frac{\langle A_{a,:), A_{b,:} \rangle}{\sqrt{\langle A_{a,:), A_{a,:} \rangle} \cdot \sqrt{\langle A_{b,:), A_{b,:} \rangle}}$$

where $\langle \cdot, \cdot \rangle$ is the dot product. We utilize the kernel matrix to replace the original Euclidean distance measure as the adjacency matrix of $G_i(V_i, E_i)$, and the relationships between the samples of $f_i$ are all bounded between 0 and 1. For the target feature graph $\hat{G}_i(V_i, \hat{E}_i)$, we also compute its adjacency matrix using the same procedure. The kernel-based similarity measure not only overcomes the shortcoming of graph characteristics domination by the large Euclidean distance value between pairwise feature samples, but also encapsulates high-order relationship between feature samples. This is because the kernel-based relationship between each pair of samples associated with their distance based embedding vector encapsulates the distance information between each feature sample and the remaining feature samples. Finally, the kernel-based relationship can also represent the original vectorial features in a high-dimensional Hilbert space, and thus reflect richer structural characteristics.

### 2.2 The JSD for Multiple Probability Distributions

In Statistics and Information Theory, an extensively used measure of dissimilarity between probability distributions is the Jensen–Shannon divergence (JSD) [Lin, 1991]. JSD has been successful in a wide range of applications, including analysis of symbolic sequences and segmentation of digital images. In [Bai et al., 2014], the JSD has been adopted to measure similarity between graphs associated with their probability distributions. Moreover, [Cui et al., 2019] have utilized the JSD to compute the similarity between an individual feature graph in relation to its target feature graph. Unlike the previous works that focus on the JSD measure between pairwise graph structures, our major concern is the similarity between multiple graphs. Specifically, the JSD measure can be used to compare $n$ ($n \geq 2$) probability distributions,

$$D_{JS}(P_1, \cdots, P_n) = H_S\left(\sum_{i=1}^{n} \pi_i P_i\right) - \sum_{i=1}^{n} \pi_i H_S(P_i)$$

where $\pi_i \geq 0$ is the corresponding weight for the probability distribution $P_i$ and $\sum_{i=1}^{n} \pi_i = 1$. In this work, we set each $\pi_i = \frac{1}{n}$. Since we aim to calculate the joint relevancy between features in terms of similarity measures between graph-based feature representations, we utilize the negative exponential of $D_{JS}$ to calculate the similarity $I_S$ between the multiple $n$ ($n \geq 2$) probability distributions, i.e.,

$$I_S(P_1, \cdots, P_n) = \exp\{-D_{JS}(P_1, \cdots, P_n)\}$$

### 3 The Structural Interacting Fused Lasso

In this section, we introduce the proposed feature selection approach. We commence by defining a new information theoretic measure to compute the joint relevancy between features. Moreover, we present the mathematical formulation of the proposed approach as an optimization problem and develop a new algorithm to solve it.

#### 3.1 The Proposed Information Theoretic Measure

We propose the following information theoretic function for measuring the joint relevance of different pairwise feature combinations in relation to the target labels. For the set of $N$ features $f_1, \ldots, f_i, \ldots, f_k$ defined earlier and the associated discrete target feature $Y$ taking the discrete values $c \in \{1, 2, \ldots, C\}$, we calculate the joint relevance degree of the feature pair $\{f_i, f_j\}$ in relation to the target feature $Y$ as

$$U_{i,j} = \frac{I_S(G_i, G_j; \hat{G}_i) + I_S(G_i, G_j; \hat{G}_j)}{I_S(G_i, G_j)}$$

where $G_i$ is the feature graph of each original feature $f_i$, $\hat{G}_j$ is the target feature graph of $Y$ in terms of $f_j$. $I_S(G_i, G_j)$ and $I_S(G_i, G_j; \hat{G}_i)$ are the JSD-based information theoretic similarity measures defined in Eq.(3) for $n = 2$ and $n = 3$, respectively. The above information theoretic measure consists of two terms. The first term $I_S(G_i, G_j; \hat{G}_i)$ measures the degree of pairwise features $f_i$ and $f_j$ in relation to the target feature $Y$. The second part $I_S(G_i, G_j)$ measures the redundancy between the feature pair $\{f_i, f_j\}$. Therefore, the proposed structural information theoretic measure $U_{i,j}$ is large if and only if $I_S(G_i, G_j; \hat{G}_i) + I_S(G_i, G_j; \hat{G}_j)$ is large and $I_S(G_i, G_j)$ is small. This indicates that the pairwise features $\{f_i, f_j\}$ are informative and less redundant.

Although the proposed information theoretic measure as well as that proposed by [Cui et al., 2019] are both related to the JSD measure, the proposed measure differs from [Cui et al., 2019] in that our method focuses on the JSD measure between multiple probability distributions rather than only two probability distributions to compute the feature relevancy. Therefore, the proposed information theoretic measure can compute the joint relevancy of a pair of feature combinations in relation to the target graph. By contrast, the information theoretic measure proposed by [Cui et al., 2019] is based upon the relevance degree of each individual feature in relation to the target feature graph, which may result in the selection of less relevant features.

Moreover, based upon the graph-based feature representations, we obtain a structural information matrix $U$, where each entry $U_{i,j} \in U$ corresponds to the information theoretic measure between a pair of features $\{f_i, f_j\}$ based on
Eq.(4). Given the structural information matrix $U$ and the $N$-dimensional feature coefficient vector $\beta$, where $\beta_i$ corresponds to the coefficient of the $i$-th feature, one can locate the most discriminative feature subset by solving the optimization problem below

$$\max f(\beta) = \max_{\beta \in \mathbb{R}^N} \beta^T U \beta,$$

where $\beta \geq 0$. The solution vector $\hat{\beta} = (\beta_1, ..., \beta_N)^T$ to the above quadratic programming model is an $N$-dimensional vector. For the $i$-th positive component of $\beta$, one can determine that the corresponding feature $f_i$ belongs to the most discriminative feature subset, that is, feature $f_i$ is selected if and only if $\beta_i > 0, i \in \{1, 2, ..., N\}$.

### 3.2 Mathematical Formulation

Our discriminative feature selection approach is motivated by the purpose to capture structural information between pairwise features and encourage the selected features to be jointly more relevant with the target while maintaining less redundancy among them. In addition, it should simultaneously promote a sparse solution both in the coefficients and their successive differences. Therefore, we unify the minimization problem of fused lasso and Eq.(5) and propose the so called fused lasso for feature selection using structural information(InFusedLasso), which is mathematically formulated as

$$\min_{\beta \in \mathbb{R}^N} \frac{1}{2} ||y - X\beta||_2^2 + \lambda_1 ||\beta||_1 + \lambda_2 ||L\beta||_1 - \lambda_3 \beta^T U \beta,$$

where $\lambda_1$ and $\lambda_2$ are the tuning parameters for the fused lasso model, and $\lambda_3$ is the corresponding tuning parameter of the structural interaction matrix $U$. The first term in the above objective function is the error term which utilizes information from the original feature space. The second regularization term with parameter $\lambda_1$ encourages the sparsity of $\beta$ as in lasso and the third regularization term with parameter $\lambda_2$ shrinks the differences between successive features specified in matrix $L$ toward zero. Here $L$ is a $(N - 1) \times N$ matrix with zero entries everywhere except 1 in the diagonal and $-1$ in the superdiagonal shown below.

$$L = \begin{bmatrix}
-1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 0 & -1 & 1
\end{bmatrix}$$

Moreover, the fourth term encourages the selected features to be jointly more relevant with the target while maintaining less redundancy among them. To solve the proposed model (6), it is of great necessity to develop an efficient and effective algorithm to locate the optimal solutions, i.e., $\beta^\ast$. A feature $f_i$ belongs to the optimal feature subset if and only if $\beta_i^\ast > 0$. Accordingly, the number of optimal features can be recovered based on the number of positive components of $\beta^\ast$.

### 3.3 Optimization Algorithm

To effectively resolve model (6), we develop an optimization algorithm based upon the split Bregman iteration approach [Ye and Xie, 2011]. We commence by reformulating the unconstrained problem (6) into an equivalent constrained problem shown below

$$\min_{\beta \in \mathbb{R}^N} \frac{1}{2} ||y - X\beta||_2^2 + \lambda_1 ||p||_1 + \lambda_2 ||q||_1 - \lambda_3 \beta^T U \beta$$

s.t. $p = \beta$, $q = L\beta$.

For convenience, we derive the split Bregman method for the proposed optimization model (8) using the augmented Lagrangian method [Rockafellar, 1973]. To be specific, the corresponding Lagrangian function of (8) is

$$\tilde{L}(\beta, p, q, u, v) = \frac{1}{2} ||y - X\beta||_2^2 - \lambda_3 \beta^T U \beta + \lambda_1 ||p||_1$$

$$+ \lambda_2 ||q||_1 + \langle u, \beta - p \rangle + \langle v, L\beta - q \rangle$$

where $u \in \mathbb{R}^N$ and $v \in \mathbb{R}^{N-1}$ are the dual variables corresponding to the linear constraints $p = \beta$ and $q = L\beta$, respectively. Here $\langle \cdot, \cdot \rangle$ denotes the standard inner product in the Euclidean space. By adding two terms $\frac{1}{2\mu_1} ||p||_2^2$ and $\frac{1}{2\mu_2} ||L\beta - q||_2^2$ to penalize the violation of linear constraints $p = \beta$ and $q = L\beta$, one can obtain the augmented Lagrangian function of (9), that is,

$$L(\beta, p, q, u, v) = \frac{1}{2} ||y - X\beta||_2^2 - \lambda_3 \beta^T U \beta + \lambda_1 ||p||_1$$

$$+ \lambda_2 ||q||_1 + \langle u, \beta - p \rangle + \langle v, L\beta - q \rangle$$

$$+ \frac{\mu_1}{2} ||p||_2^2 + \frac{\mu_2}{2} ||L\beta - q||_2^2$$

(10)

where $\mu_1 > 0$ and $\mu_2 > 0$ are the corresponding parameters. To find a saddle point denoted as $(\beta^\ast, p^\ast, q^\ast, u^\ast, v^\ast)$ for the augmented Lagrangian function $L(\beta, p, q, u, v)$, the following inequalities hold

$$L(\beta^\ast, p^\ast, q^\ast, u, v) \leq L(\beta^\ast, p^\ast, q^\ast, u^\ast, v^\ast) \leq L(\beta, p, q, u^\ast, v^\ast)$$

(11)

for all $\beta, p, q, u$ and $v$. It is clear that $\beta^\ast$ is an optimal solution to (6) if and only if $\beta^\ast, p^\ast, q^\ast, u^\ast, v^\ast$ solves this saddle point problem for some $p^\ast, q^\ast, u^\ast$ and $v^\ast$ [Rockafellar, 1997].

We solve the above saddle point problem using an iterative algorithm by alternating between the primal and the dual optimization shown below

$$\text{Primal:} (\beta^{k+1}, p^{k+1}, q^{k+1}) = \arg \min_{\beta, p, q} L(\beta, p, q, u^\ast, v^\ast)$$

$$\text{Dual:} u^{k+1} = u^k + \delta_1(\beta^{k+1} - \beta^k) + \mu_1 (p^{k+1} - p^k)$$

$$v^{k+1} = v^k + \delta_2(L\beta^{k+1} - q^k) + \mu_2 (L\beta^k - q^k)$$

(12)

where the first step updates the primal variables based upon the current estimation of $u^k$ and $v^k$, followed by the second step which updates the dual variables based upon the current estimates of the primal variables. Because the augmented Lagrangian function is linear in both $u$ and $v$, updating the dual variables is comparatively simple and we adopt a gradient ascent method with step size $\delta_1$ and $\delta_2$.

Therefore, the efficiency of the above optimization algorithm depends upon whether the primal problem can be resolved quickly. To facilitate better illustration, denote

$$V(\beta) = \frac{1}{2} ||y - X\beta||_2^2 - \lambda_3 \beta^T U \beta + \langle u^k, \beta - p^k \rangle + \langle v^k, L\beta - q^k \rangle$$

$$+ \frac{\mu_1}{2} ||p^k||_2^2 + \frac{\mu_2}{2} ||L\beta - q^k||_2^2.$$
Algorithm 1 The proposed iterative optimization algorithm

Input: $X, y, β^0, p^0, q^0, u^0$ and $v^0$. 
Output: $β^*$

1: while not converged do
2: Update $β^{k+1}$ according to the solution to Eq.(15).
3: Update $p^{k+1}$ with $p^{k+1} = \Gamma \mu^{-1}_1 \lambda_1 (β^{k+1} + \mu^{-1}_1 u^k)$.
4: Update $q^{k+1}$ with $q^{k+1} = \Gamma \mu^{-1}_2 \lambda_2 (L β^{k+1} + \mu^{-1}_2 v^k)$.
5: Update $u^{k+1}$ with $u^{k+1} = u^k + β_1 (β^{k+1} - p^{k+1})$.
6: Update $v^{k+1}$ with $v^{k+1} = v^k + β_2 (L β^{k+1} - q^{k+1})$.
7: end while
8: return solution

Because the objective function on minimizing $β$, i.e., $V(β)$ is differentiable, we can resolve the primal problem by alternatively minimizing $β$, $p$, and $q$ as follows.

$$
\begin{align*}
β^{k+1} &= \arg \min_β V(β) \\
p^{k+1} &= \arg \min_p \left| p \right|_1 + \langle u^k, β^{k+1} - p \rangle + \frac{μ_1 \left\| β^{k+1} - p \right\|^2}{2} \\
q^{k+1} &= \arg \min_q \left| q \right|_1 + \langle v^k, L β^{k+1} - q \rangle + \frac{μ_2 \left\| L β^{k+1} - q \right\|^2}{2}
\end{align*}
$$

Furthermore, since the objective function $V(β)$ on minimizing $β$ is quadratic and differentiable, we can obtain the optimal solution of $β$ as follows

$$
\frac{∂V(β)}{∂β} = 0
$$

that is,

$$
X^Ty + \mu_1 p^k + \mu_1^{-1} u^k - μ_2 LT q^k + μ_2 L^{-1} u^k = 0
$$

i.e., the optimal solution are obtained by solving a set of linear equations as follows

$$
Dβ^{k+1} = X^Ty + \mu_1 (p^k - μ_1^{-1} u^k) + μ_2 LT (q^k - μ_2^{-1} v^k)
$$

Because matrix $D = X^TX - 2λ_3 U + μ_1 I + μ_2 LT L$ is a $N \times N$ matrix, which is independent of the optimization variables. For small $N$, we can invert $D$ and store $D^{-1}$ in the memory, such that the linear equations are resolved with minimum cost. That is, $β^{k+1} = D^{-1} (X^Ty + \mu_1 (p^k - μ_1^{-1} u^k) + μ_2 LT (q^k - μ_2^{-1} v^k))$. However, for large $N$, we need to numerically solve the linear equations at each iteration by means of the conjugate gradient algorithm.

Overall, we develop Algorithm 1 for locating optimal solutions to the proposed feature selection problem, where minimization of $p$ and $q$ are achieved efficiently through soft thresholding. Note that $Γ(ω) = \left[ t_λ(ω_1, t_λ(ω_2, ..., ω_n))^T \right.$, with $t_λ(ω_1) = \text{sgn}(ω_1) \max(0, |ω_1| - λ)$. Furthermore, regarding the convergence proof of the proposed algorithm, one can refer to the same idea as in [Ye and Xie, 2011].

4 Experiments

In this section, we conduct several experiments on standard machine learning datasets to verify the performance of the proposed fused lasso feature selection method (InFusedLasso). These datasets are abstracted from Biomedical, Speech, Text and Computer Vision databases. Details of these datasets are presented in Table 1.

4.1 Experimental Settings and Results

To validate the effectiveness of the proposed InFusedLasso method, we compare the classification accuracies on different datasets based on the features selected from the proposed method. We also compare the proposed method to several existing state-of-the-art lasso-type feature selection methods. These methods for comparisons include Lasso [Tibshirani, 1996], Fused Lasso [Tibshirani et al., 2005], Group Lasso [Ma et al., 2007], ULasso [Chen et al., 2013], and InLasso [Zhang et al., 2017]. For the experiments, we utilize a 10-fold cross-validation approach associated with a C-SVM classifier based on the Linear kernel to evaluate the classification accuracies. We use nine folders for training and one folder for testing. We repeat the whole experiment 10 times, and the performance of various feature selection methods is evaluated in terms of the mean classification accuracies versus different number of selected features. The results are shown in Figure 2. In addition, the best mean classification accuracies of different methods associated with the number of selected features are reported in Table 2.

Figure 2 exhibits the advantage of the proposed InFusedLasso method. When the number of selected features reaches a certain number, the proposed approach can outperform the alternative methods on the Pie, USPS, Lymphoma and Isolet1 datasets. Moreover, Table 2 confirms that the proposed approach can achieve the best classification performance on the Pie, YaleB, Lymphoma, BASEHOCK, and Isolet1 datasets. On the other hand, for the USPS, Leukemia, and RELATE datasets, although the proposed method cannot achieve the best classification accuracy, the proposed method is still competitive to the alternatives. The experimental result indicates that the proposed InFusedLasso method can better learn the characteristics and interaction information residing on the features. This is because only the proposed method can encapsulate the structure correlated information between feature samples through the structure-based feature graph representation. To take our study one step further, we also compare the proposed InFusedLasso method to the Interacted Elastic-Net method (InElaNet) [Cui et al., 2019], since this method can also encapsulate the structure correlated information. Table 3 indicates that the proposed method can outperform the InElaNet method on most of the datasets. The reason is that the required feature graph structures of the InElaNet method is computed based on the Euclidean distance. As we have

| Type | Name | #Feature | #Sample | #Class |
|------|------|----------|---------|--------|
| Image | USPS | 256      | 9298    | 10     |
|      | Pie  | 1024     | 11554   | 68     |
| Biomedical | Lymphoma | 4026     | 96     | 9      |
|      | Leukemia | 7129     | 73     | 2      |
| Text  | RELATE | 4322     | 1427   | 2      |
| Speech | BASEHOCK | 4862     | 1993   | 2      |
| Speech | Isolet1 | 617      | 1560   | 26     |

| Type | Name | #Feature | #Sample | #Class |
|------|------|----------|---------|--------|
| Image | USPS | 256      | 9298    | 10     |
|      | Pie  | 1024     | 11554   | 68     |
| Biomedical | Lymphoma | 4026     | 96     | 9      |
|      | Leukemia | 7129     | 73     | 2      |
| Text  | RELATE | 4322     | 1427   | 2      |
| Speech | BASEHOCK | 4862     | 1993   | 2      |
| Speech | Isolet1 | 617      | 1560   | 26     |
approach can identify more informative feature subsets than the shortcomings of the InElaNet method. As a result, the proposed InFusedLasso method overcomes the shortcoming criterion to measure the joint relevancy of pairwise features which ensures the efficiency and effectiveness of the proposed feature selection approach.

5 Conclusions

In this paper, we have developed a new fused lasso model for feature selection. The proposed approach incorporates structural correlation information between pairwise samples into the feature selection process, and has the ability to maximize joint relevance of pairwise feature combinations in relation to the target and minimize redundancy of selected features. In addition, the proposed model can promote sparsity in the features and their successive neighbors. An effective iterative algorithm is proposed to solve the proposed feature subset selection problem based on the split Bregman method. Experiments demonstrate that the proposed feature selection approach is effective.
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