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Abstract

In this thesis we are interested in understanding how Lorentz symmetry violation can affect some features of fermion dynamics and, perhaps, help to solve some well-known problems in particle physics, such as the origin of neutrino masses and oscillations.

Firstly, we consider two Lorentz-Invariance-Violating (LIV) models and investigate the possibility of generating masses and oscillations dynamically for both Dirac and Majorana neutrinos, using non-perturbative methods, such as the Schwinger-Dyson and the effective potential approaches. In our studies, Lorentz symmetric models are extended by the inclusion of higher-order LIV operators, which improve the convergence of loop integrals and introduce a natural mass scale to the theories. We then present how Lorentz invariance can be recovered, for both models, after quantisation, in such a way that the dynamical masses and mixing are the only quantum effects that remain finite.

Additionally, we study how matter fields, especially fermions, behave when coupled to two modified gravity models. Such modified gravity models break the 4-dimensional diffeomorphism invariance and, consequently, induce local Lorentz violation. In particular, we consider Horava-Lifshitz gravity, which presents an improved ultraviolet behaviour when compared to General Relativity (GR), and thus addresses a fundamental problem in physics: the non-(perturbative-)renormalisability of the theory of GR. We calculate the LIV one-loop corrections to the matter sector dispersion relations, after integration over graviton components, and show that, by imposing reasonable constraints on the energy scales of our gravity models, our results are consistent with the current bounds on Lorentz symmetry violation.
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Notation and conventions

Natural units, where $c = 1 = \hbar$, are used throughout this thesis, in such a way that the Planck mass is given by $M_P^2 = (16\pi G_N)^{-1}$, where $c$ is the speed of light in vacuum, $\hbar$ is the Planck’s constant and $G_N$ is the Newton’s gravitational constant.

Unless stated otherwise, we work in $3 + 1$ space-time dimensions.

Greek letters $\mu, \nu, ...$ denote space-time indices, while Latin letters $i, j, ...$ denote space indices only. Time components are represented by the index 0.

The usual summation convention for repeated indices is applied.

We adopt the mostly-minus convention $(+, -, -, -)$ for the metric signature when working in flat space-time, so that $p_{\mu}p^\mu = p_0^2 - \vec{p}^2$, where $\vec{p}^2 = p_1^2 + p_2^2 + p_3^2$. Whereas, when gravity is present, the mostly plus metric convention $(-, +, +, +)$ is adopted; this is the case in section 4.2.2 of chapter 4, as well as for the whole chapter 7, where Horava-Lifshitz gravity is considered. This more closely follows the conventions adopted in the respective fields.
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Chapter 1

Introduction

The Standard Model of particle physics (SM) together with the theory of General Relativity (GR) form the best description of nature to present date. The accuracy of these models has been tested to ever higher limits in recent years with the discovery of the Higgs boson, the last missing part of the SM, at the Large Hadron Collider (LHC), and the first detection of gravitational waves, a prediction of GR, by the twin Laser Interferometer Gravitational-wave Observatory (LIGO) detectors. Despite all the experimental successes they have gathered, it is clear that these models do not give us a complete understanding of nature and, therefore, need to be modified in order to provide satisfactory answers to many open questions in particle physics.

The first problem, from a theoretical viewpoint, with these theories is related to the non-(perturbative-)renormalisability of GR, which forbids a unified description of both theories in certain energy regimes. The search for a fully consistent description of quantum gravity, being a very active research area, has led to many new ideas. One particularly interesting concept which often appears in these studies is the violation of Lorentz symmetry. In some cases Lorentz symmetry is a main ingredient of a given theory, and is only broken spontaneously by vacuum expectations values of tensor fields. In other cases, however, Lorentz symmetry is explicitly broken from the beginning, but emerges as an accidental symmetry at low energies. In addition to shedding some light on the problem of quantum gravity, Lorentz-Invariance-Violating (LIV) theories can also be used as powerful tools when tackling other important questions, as discussed below.

Another well-known problem left unanswered by the SM and GR is that of the generation of neutrino masses and oscillations. While the generation of quark, lepton and vector boson masses as a result of their couplings to the Higgs boson (after spontaneous symmetry breaking) is now widely accepted, the origin of tiny neutrino masses cannot be naturally explained in the same way. Within this context, the
so-called seesaw mechanism [4, 5, 6], which requires the existence of new (sterile) neutrino states without any standard model interactions, is generally seen as the most elegant and simple alternative to explain the smallness of neutrino masses. Nevertheless, the seesaw mechanism does not provide the full picture because it demands very heavy sterile neutrinos in order to lower the SM neutrino masses, but it does not explain how such large masses are generated. Furthermore, the possibility of generating neutrino masses dynamically without the involvement of sterile neutrinos cannot be ruled out and deserves consideration.

In this thesis, we propose different ways, based on LIV models, of exploring the problem of neutrino masses and oscillations with or without the introduction of sterile neutrinos. In our studies, the usual, Lorentz symmetric, models are extended by the inclusion of LIV operators which are suppressed by a large mass scale $M$. The LIV operators considered here contain, in general, higher-order space derivatives, which improve the convergence of loop integrals without introducing the extra degrees of freedom (ghosts) generally associated with the introduction of higher-order time derivatives. We take advantage of the fact that a large mass scale is naturally introduced to suppress the LIV operators, preventing significant LIV effects at low energies, to investigate the dynamical generation of neutrino masses and oscillations, with the use of non-perturbative methods.

In our first model, studied in chapter 5, we consider the coupling of two flavoured fermion (neutrino) fields to LIV vector gauge bosons and study the dynamical generation of masses and oscillations by using the Schwinger-Dyson approach. No vector boson mass is generated and, therefore, the LIV vector bosons can be viewed as regulator fields. In solving the dynamical equations for Dirac neutrinos, we find that, although neutrino masses are generated dynamically in different situations, flavour oscillations are only allowed to take place in the case where one of the mass eigenstates is massless and the mixing angle is maximal, $\theta = \pm \pi/4$. We then show that the Lorentz symmetric limit, i.e. when the LIV mass scale $M \rightarrow \infty$ and the gauge couplings go to zero simultaneously, can be taken, after quantisation, in such a way that the dynamically generated neutrino masses remain finite, whereas the gauge boson completely decouples from neutrinos. Finally, we extend our analysis to include Majorana neutrinos in two different contexts, demonstrating that Majorana masses can be generated when considering only left-handed neutrinos, as well as when sterile neutrinos are taken into account.

The second model, proposed to study the dynamical generation of neutrino masses and oscillations, is discussed in chapter 6 and consists of fermions (neutrinos) with LIV kinematics coupled among themselves through four-fermion interaction terms. The fermions, in this case, present an almost relativistic behaviour in both IR and UV regimes, but depart from it in an intermediate regime defined by the LIV
mass scale $M$, hence we call them “quasi-relativistic” fermions. We demonstrate, using the effective potential approach, that the four-fermion interaction allows for neutrino mass generation (and, in the two flavour case, oscillations as well) for any coupling strength $g$. Because the model does not impose a critical coupling below which no mass is generated, the Lorentz symmetric limit $M \to \infty$ and $g \to 0$ can be taken, after quantisation, in such a way that the masses generated by quantum corrections remain finite, while neutrinos become free relativistic particles with oscillating flavours. The values of the masses and the mixing angle generated by this mechanism can then be chosen according to phenomenology. Finally, we show how our findings can be extended to a seesaw-type model with Majorana fields.

We also consider modified gravity models and investigate the appearance, via quantum gravity corrections, of LIV effects in the matter sector of the SM, especially for fermions. The alternative theories of gravity considered here are based on a preferred time direction, thus breaking local Lorentz symmetry. In particular, we couple matter fields to the so-called Horava-Lifshitz gravity (HL) which is built upon an anisotropic (Lifshitz) scaling between space and time. The Lifshitz scaling is a crucial element of this theory because it allows for the introduction of higher-order space derivatives, while keeping the number of time derivatives to a minimum, thus improving the UV behaviour of the theory when compared to GR. However, for this scaling to be implemented, one needs to break the invariance under 4-dimensional diffeomorphisms which, in addition to breaking Lorentz symmetry locally, implies the appearance of a new degree of freedom in the gravity sector, known as the scalar graviton.

The last of our studies, presented in chapter 7, concerns a classical fermion and a classical complex scalar field propagating on two different 4-dimensional diffeomorphism breaking gravity backgrounds. Although both gravity models are invariant under foliation-preserving diffeomorphisms, only one of them, which is the non-projectable version of HL gravity, exhibits an improved UV behaviour as a consequence of the anisotropy between space and time. In both cases, we derive how the matter field dispersion relations are modified by one-loop LIV corrections after integrating out gravitons. The first model involves quadratic divergences at one-loop, as in Einstein gravity, while for the second one we find logarithmic divergences only. The fact that these two models behave differently in the UV does not give rise to significant differences in the IR phenomenology for matter fields. On the one hand, we find that when assuming generic values for the parameters, both models identify $10^{10}$ GeV as the characteristic scale up to which their respective results can be made consistent with current upper bounds on Lorentz symmetry violation. For the first model, treated as an effective field theory, the $10^{10}$ GeV upper bound is seen as the cut off of the theory, whereas, for the second one, $10^{10}$ GeV represents
the maximum allowed value for the Horava-Lifshitz scale $M_{HL}$, i.e. the mass scale suppressing the higher-order operators. On the other hand, if one wished to do so, it is always possible to fine-tune the parameters in both models in such a way that the signal for Lorentz symmetry violation disappears.

In addition to the chapters 5, 6 and 7 where our main work is presented, we dedicate three other chapters (chapters 2, 3 and 4) to review some of the fundamental theory upon which our work is based.

Chapter 2 contains a review of the theory of neutrino masses and oscillations. After summarising some historical events that led to our current level of understanding about neutrinos, we show how they fit within the SM and why we need to extend the present picture. We then present the different neutrino mass terms which are theoretically possible and, finally, discuss the difference between neutrino flavour and mass states, and how their non-trivial relationship gives rise to the phenomenon of flavour oscillations. In chapter 3, we focus on well-known examples of dynamical mass generation for fermions. We start by deriving the Schwinger-Dyson (SD) equation for the fermion propagator in Quantum Electro-Dynamics (QED), following then with some examples where the dynamical mass is calculated by means of the SD approach. After that, we turn our attention to four-fermion interaction models, such as the Nambu-Jona-Lasinio (NJL) and Gross-Neveu models, and explore how masses can be generated dynamically using the effective potential approach. Additionally, chapter 4 introduces the concept of Lorentz violation. We first present the Standard Model Extension (SME) which summarises the possibilities of local Lorentz violation as a result of spontaneous symmetry breaking, and pay special attention to its neutrino sector. We then discuss explicit Lorentz violation, global and local, in the context of Lifshitz-type theories, where we focus on Horava-Lifshitz gravity and its different versions.

Finally, in chapter 8, we present our concluding remarks and discuss possible directions for future work.
Chapter 2

The theory of neutrino masses and oscillations

The standard model of particle physics has once again been confirmed to provide the best description of the subatomic world to present date with the discovery of its last missing piece, the Higgs boson, at the Large Hadron Collider (LHC) \cite{7, 8}. However, as many important questions in particle physics remain unanswered, such as the origin of neutrino masses, the SM needs to be modified to give a more complete description of nature.

In this chapter we consider one of the most active research areas in physics beyond the SM: neutrino physics. The focus being on two of its fundamental aspects, which are closely related to each other, the generation of neutrino masses and the phenomenon of neutrino (flavour) oscillations.\footnote{For more detailed information on neutrinos, see the following books \cite{9, 10, 11} upon which most parts of this chapter are based.}

In the next section we present some important historical events that led to the discovery of neutrinos and the development of the respective theory. In the section 2.2 we show how these particles fit within the SM. Finally, in the last sections, we introduce the different possible neutrino mass terms and the basics of neutrino mixing and oscillations.

2.1 A summary of neutrinos history

Neutrinos, as well as other particles in the SM, such as the Higgs boson, were first postulated theoretically and only many years later observed in nature. The theoretical prediction of the existence of neutrinos was made in 1930 by W. Pauli as a way of providing a consistent explanation for the observed experimental
results regarding the study of $\beta$-decays. At that time, $\beta$-decays were believed to be processes in which a nucleus $^{A}_{Z}X$, where $A$ represents the mass number (number of nucleons) and $Z$ the atomic or proton number of the element $X$, decays into another nucleus $^{A}_{Z+1}X$ while emitting an electron with a given kinetic energy, i.e. $^{A}_{Z}X \rightarrow ^{A}_{Z+1}X + e^{-}$. If this was indeed the case, the resulting electron should have a fixed kinetic energy which could be easily calculated in terms of the masses of the electron and the initial and final nuclei. However, instead of a discrete spectrum, experiments revealed a continuous spectrum. Given such an inconsistency, in 1930, W. Pauli proposed a “desperate remedy” to solve this problem by postulating that, in addition to the electron, another particle is ejected in a $\beta$-decay. According to his proposal, such a new particle, which was later named neutrino by E. Fermi, should be lightweight, spin-1/2 and neutral. Following Pauli’s idea, the $\beta$-decay of $^{A}_{Z}X$ should be described by

$$^{A}_{Z}X \rightarrow ^{A}_{Z+1}X + e^{-} + \nu,$$

(2.1)

where $\nu$ represents the new particle postulated by him, the neutrino.

Not so long after Pauli’s theoretical prediction, E. Fermi proposed the first theory of $\beta$-decay which is based on the following four-fermion interaction term [12]:

$$\propto G_{F} (\bar{p} \gamma_{\mu} n) (\bar{e} \gamma^{\mu} \nu),$$

where $G_{F}$ is the Fermi constant, and $p$, $n$, $e$ and $\nu$ represent the proton, neutron, electron and neutrino, respectively. Over the years, Fermi’s theory of the $\beta$-decay was improved step by step, culminating in what we know today as the the electro-weak (EW) theory present in the SM.

Experimental progress, on the other hand, was also made, with electron neutrinos ($\nu_{e}$) being detected for the first time in 1956 [13, 14]. In the following decade, a second kind of neutrino, the muon neutrino ($\nu_{\mu}$), was detected [15]. Finally, in 2000, the last of the three known neutrinos, the tau neutrino ($\nu_{\tau}$), was found [16].

Although neutrinos, as we will see in the next section, are considered to be massless particles in the SM, experimental results started to indicate that they actually have a very little mass instead of none at all. The first evidence for this can be understood in terms of the “solar neutrino problem”, consisting in the fact that only about one third of the expected neutrino flux coming from the Sun has been observed on Earth [17]. As a way out of this problem, Pontecorvo suggested that neutrinos oscillate (i.e. change flavours while propagating), and therefore only a fraction of the expected amount of a given neutrino flavour is observed on Earth, while the rest of them change flavours, thus making them invisible in an experiment built to observe one kind of flavour neutrino only. In the formalism developed by Pontecorvo, neutrino oscillations only take place if neutrinos are massive particles.

It was only in 1998 that neutrino oscillations could be confirmed experimen-
tally in the Super-Kamiokande experiment which considered atmospheric neutrinos. After this first concrete evidence for neutrino oscillations, many other experimental results have reinforced the idea of neutrino oscillations in different situations, e.g. results by the SNO collaboration with solar neutrinos [18] and the KamLAND experiment results with reactor neutrinos [19]. Therefore, with the confirmation of neutrino oscillations, neutrino masses should be added to the SM. Nonetheless, as we will see in the following sections, the usual mechanism behind mass generation in the SM, the Higgs mechanism, cannot be the main one behind neutrino mass generation. As a consequence, the SM needs to be extended to incorporate neutrino masses and oscillations.

2.2 The neutrino sector of the standard model

The standard model, which is built upon the local gauge $SU(3)_c \times SU(2)_L \times U(1)_Y$ invariance of massless fields, explains how quarks and leptons interact according to three of the four fundamental forces of nature: strong, weak and electromagnetic force. Nonetheless, since most of the particles observed in nature are, actually, massive, this symmetry should be broken in order to allow for mass terms to appear. This is achieved with the introduction of the Higgs field which breaks the $SU(2)_L \times U(1)_Y$ symmetry spontaneously by acquiring a non-trivial vacuum expectation value (vev), i.e. through the well-known Higgs mechanism. While the $SU(3)_c$ gauge symmetry is responsible for the strong interaction which affects the quarks directly and is mediated by gluons, the $SU(2)_L \times U(1)_Y$ symmetry is associated with the unified electro-weak force felt by quarks and leptons.

The SM leptons, neutrinos and charged leptons, do not interact via the strong force, and as such they transform as singlets with respect to the $SU(3)_c$ gauge symmetry. Because our aim here is the study of neutrinos, we omit here the role played by strong interactions. We therefore focus on the EW sector of the SM, proposed by Glashow, Weinberg and Salam in the sixties, which had its beginnings with Fermi’s $\beta$-decay theory, as discussed above.

Experimental results have revealed the existence of three generations of charged leptons ($l_\alpha$) with $\alpha = e, \mu, \tau$ (electron, muon, tau) and, associated with each of them, a different neutrino ($\nu_\alpha$). These six spin-1/2 particles (fermions) form the lepton content of the SM. These lepton fields, which are massless before the EW symmetry breaking, can be decomposed into left-handed (LH) and right-handed (RH) components. For a generic field $\psi$, we have

$$\psi = \psi_L + \psi_R$$

where $\psi_{L(R)} = P_{L(R)}\psi = \frac{1 - (+)\gamma_5}{2}\psi$, (2.2)
where $\psi_L$ and $\psi_R$ are the LH and RH components of $\psi$, respectively.

Within the SM, as only LH fields interact via the weak force, LH neutrinos and LH charged leptons of the same generation are grouped together and transform as doublets under the $SU(2)_L$ symmetry

$$L'_{\alpha L} = \begin{pmatrix} \nu'_{\alpha L} \\ \nu_{\alpha L} \end{pmatrix}, \quad \alpha = e, \mu, \tau .$$

(2.3)

RH charged leptons ($l'_{\alpha R}$), on the other hand, transform as singlets under the $SU(2)_L$ symmetry, whereas RH (or sterile) neutrinos, which have not been found in nature yet [20], are not present in the SM.

The Lagrangian for massless leptons in the SM can then be written as

$$\mathcal{L} = \sum_{\alpha=e,\mu,\tau} (\bar{L}_{\alpha L}^i D^{\lambda} L'_{\alpha L} + \bar{l}_{\alpha R}^i D^{\lambda} l'_{\alpha R}) = \sum_{\alpha=e,\mu,\tau} (\bar{L}_{\alpha L}^i D^{\lambda}_{\alpha L} + \bar{l}_{\alpha R}^i D^{\lambda}_{\alpha R} + \bar{\nu}_{\alpha L}^i D^{\lambda}_{\alpha L}) ,$$

(2.4)

where, instead of partial derivatives, covariant derivatives ($D_\lambda$) are introduced to preserve the gauge invariance of the theory

$$D_{\lambda} L'_{\alpha L} = \left( \partial_\lambda + ig_1 \frac{1}{2} \sigma^i \cdot \vec{A}_\lambda + ig_2 \frac{1}{2} Y_L B_\lambda \right) L'_{\alpha L}$$

(2.5)

$$D_{\lambda} l'_{\alpha R} = \left( \partial_\lambda + ig_2 \frac{1}{2} Y_R B_\lambda \right) l'_{\alpha R} ,$$

(2.6)

with $A^i_\lambda (i = 1, 2, 3)$ and $g_1$ being the gauge fields and coupling constant related to the $SU(2)_L$ group, while $B_\lambda$ and $g_2$ are the Abelian gauge field and the coupling constant associated with the $U(1)_Y$ group. In addition, $\sigma^i$ represent the $2 \times 2$ Pauli matrices and $Y$ is the hypercharge.

The Lagrangian (2.4) clearly needs to be extended to include mass terms. However, it is not difficult to see that a mass term for fermions of the generic form:

$$m \bar{\psi} \psi = m (\bar{\psi}_L \psi_R + \bar{\psi}_R \psi_L)$$

is not invariant under the SM gauge symmetries and, consequently, cannot be directly added to the SM Lagrangian. Therefore, although the SM gauge symmetries need to be broken in order to allow for massive fermions, the symmetry breaking cannot be explicit. This problem was finally overcome by means of spontaneous symmetry breaking with the Higgs mechanism, which we discuss below.

### 2.2.1 The electro-weak spontaneous symmetry breaking

In order to give masses to the SM particles, a new elementary field $\Phi$ needs to be introduced in the SM. The Higgs field $\Phi$ should transform as a doublet under
the $SU(2)_L$ symmetry:

$$\Phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix},$$

(2.7)

where $\phi^+$ and $\phi^0$ describe an electrically charged and a neutral complex scalar field, respectively. Similarly to what happens in the lepton sector, in order to preserve the gauge invariance of the theory, we must use covariant derivatives with respect to the Higgs field, instead of partial ones. The need for covariant derivatives naturally introduces interactions between the $SU(2)_L \times U(1)_Y$ gauge fields and $\Phi$. Forgetting about the fermions in the SM for now, the Lagrangian for the Higgs field is then given by

$$L_H = (D^a \Phi^\dagger)(D_a \Phi) + \mu^2 (\Phi^\dagger \Phi) - \lambda (\Phi^\dagger \Phi)^2,$$

(2.8)

where $\mu^2$ and $\lambda$ are positive constants.

The Lagrangian above is obviously invariant under the gauge symmetries of the SM, however, one can show, using the potential for $\Phi$, that the field has a non-trivial vev: $v = \mu/\sqrt{\lambda}$, which breaks the electro-weak, $SU(2)_L \times U(1)_Y$, symmetry spontaneously. Taking into account the Higgs vev, we can express the Higgs field, in the so-called “unitary gauge”, as

$$\Phi = \begin{pmatrix} 0 \\ \frac{v + H(x)}{\sqrt{2}} \end{pmatrix},$$

(2.9)

where the neutral scalar field $H(x)$ is defined in such a way that its vev vanishes.

It can now be shown by replacing (2.9) into (2.8) and re-arranging the terms in the standard way, that three of the initially four massless gauge fields become massive. The only one which remains massless is the field associated with the electromagnetic force, $A_\lambda$. The three massive fields mediate the weak interactions, and two are electrically charged: $W_\lambda = W^+_\lambda$ and $W^-_\lambda$, while the other, $Z^0_\lambda$, is neutral. In terms of the initial fields, the new fields can be written as

$$W_\lambda = \frac{1}{\sqrt{2}} (A^1_\lambda - iA^2_\lambda),$$

(2.10)

$$Z_\lambda = \cos \theta_W A^3_\lambda - \sin \theta_W B_\lambda,$$

$$A_\lambda = \sin \theta_W A^3_\lambda + \cos \theta_W B_\lambda,$$

where $\theta_W$ is the weak angle, defined by

$$\tan(\theta_W) = g_2/g_1.$$

(2.11)

After the EW symmetry breaking, the interaction terms which appear in
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Lagrangian (2.4) become

\[ \mathcal{L}_I = \left( -\frac{g_1}{2\sqrt{2}} f^{\lambda} W^\lambda + h.c. \right) - \frac{g_1}{2 \cos \theta_W} j^{\lambda} Z^\lambda - e j^{\lambda} A^\lambda, \]  

where \( h.c. \) stands for Hermitian conjugate. The charge of a proton (\( e \)) and the charged, the neutral and the electromagnetic currents are respectively given by

\[ e = \frac{g_1 g_2}{\sqrt{g_1^2 + g_2^2}}, \]

\[ j^{CC}_\lambda = 2 \sum_{\alpha = e, \mu, \tau} \bar{\nu}_\alpha^L \gamma_\lambda \nu^L_\alpha, \]

\[ j^{NC}_\lambda = \sum_{\alpha = e, \mu, \tau} \left( \bar{\nu}_\alpha^L \gamma_\lambda \nu^L_\alpha - \bar{\nu}_\alpha^L \gamma_\lambda \nu^L_\alpha \right) - 2 \sin^2(\theta_W) j^{EM}_\lambda, \]

\[ j^{EM}_\lambda = - \sum_{\alpha = e, \mu, \tau} \left( \bar{\nu}_\alpha^L \gamma_\lambda \nu^L_\alpha + \bar{\nu}_\alpha^R \gamma_\lambda \nu^R_\alpha \right). \]

In addition to generating masses for some of the gauge fields that mediate the weak interactions (2.12), charged lepton masses are also generated via the interaction between the Higgs field and such particles. According to the \( SU(2)_L \times U(1)_L \), the following Yukawa interaction term between leptons and the Higgs field is allowed and must be included in the Lagrangian of the SM:

\[ \mathcal{L}_{Yuk} = - \sum_{\alpha, \beta = e, \mu, \tau} y_{\alpha \beta} \bar{L}_\alpha^L (\Phi) l^R_\beta + h.c., \]  

where \( y_{\alpha \beta} \) are the Yukawa couplings. When \( \Phi \) acquires a non-vanishing vev, we can substitute (2.9) into (2.14) to obtain

\[ \mathcal{L}_{Yuk} = - \sum_{\alpha, \beta = e, \mu, \tau} \bar{L}_\alpha^L M^{(d)}_{\alpha \beta} l^R_\beta + h.c. + \cdots, \]  

where \( \cdots \) represent terms depending on the field \( H \). The term shown in (2.15) is the mass terms for the charged leptons, where \( M^{(d)}_{\alpha \beta} = (v/\sqrt{2}) y_{\alpha \beta} \) are the elements of the the 3 \times 3 complex mass matrix \( M^{(d)} \).

A complex matrix like \( M^{(d)} \) can be diagonalised by a bi-unitary transformation \([9]\). Let \( U_L \) and \( U_R \) be 3 \times 3 unitary matrices and \( m^{(d)} = m_{\alpha \beta} \delta_{\alpha \beta} \), where the elements \( m_{\alpha} \) are real. \( M^{(d)} \) can then be expressed in terms of \( U_L, U_R \) and \( m^{(d)} \) as

\[ M^{(d)} = U_L m^{(d)} (U_R)^\dagger. \]  
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Replacing (2.16) into (2.15), the mass term becomes

\[ \mathcal{L}_m^{(cl)} = - \sum_\alpha \overline{l_{\alpha L}} m^{(cl)}_{\alpha L} l_{\alpha R} + h.c. = -\overline{L}_L m^{(cl)} L_R + h.c. , \] (2.17)

where we have defined the new (unprimed) fields as

\[ l_{\alpha L(R)} = \sum_\beta (U_{L(R)})_{\alpha \beta} l_{\beta L(R)} \text{ or } L_{L(R)} = U_{L(R)} L'_{L(R)} , \] (2.18)

with

\[ L_{L(R)} = \begin{pmatrix} l_{eL(R)} \equiv e_{L(R)} \\ l_{\mu L(R)} \equiv \mu_{L(R)} \\ l_{\tau L(R)} \equiv \tau_{L(R)} \end{pmatrix} . \] (2.19)

Thus, the unprimed fields \((l = l_L + l_R)\) represent the charged lepton fields with definite mass, \(i.e.\) the electron \((e = e_L + e_R)\), muon \((\mu = \mu_L + \mu_R)\) and tau \((\tau = \tau_L + \tau_R)\).

It is natural to re-express all contributions in the SM in terms of the “unprimed” charged lepton fields by using the relation (2.18). For all terms where the only leptons are the charged ones, this transformation can be easily performed, and all contributions coming from the \(U\) matrices disappear due to the unitarity of \(U_L\) and \(U_R\). On the other hand, when considering the charged current (CC) interaction term, which mixes charged leptons and neutrinos, upon the substitution (2.18), we find:

\[ \mathcal{L}^{(CC)}_I \rightarrow -\frac{g_1}{\sqrt{2}} \left( \overline{\nu_{L}} \gamma_{\lambda} U_L^T L_L \right) W^{\lambda} + h.c. = -\frac{g_1}{\sqrt{2}} (\overline{\nu_{L}} \gamma_{\lambda} L_L) W^{\lambda} + h.c. , \] (2.20)

where we have defined the neutrinos which enter the CC interaction together with the charged leptons as the flavour (unprimed) neutrinos

\[ \nu_{L} = U_{L} \nu'_{L} \text{ with } \nu_{L} = \begin{pmatrix} \nu_{eL} \\ \nu_{\mu L} \\ \nu_{\tau L} \end{pmatrix} . \] (2.21)

Thus, with the field redefinitions (2.18) and (2.21), we can write all terms in the SM as functions of the unprimed lepton fields, with the advantage that in this basis the mass matrix for charged lepton is real and diagonal. For massless neutrinos in the SM, the flavour neutrinos are also “mass eigenstates”; however, as we will show below, when extending the SM in order to account for neutrino masses, flavour neutrinos are not, in general, mass eigenstates, but a mixture of massive neutrinos.

Because no RH neutrino fields are present in the SM, no mass term can be
generated for neutrinos by the mechanism described through the equations (2.14) and (2.15). Nonetheless, as already discussed, the observation of neutrino oscillations strongly suggests that neutrinos are massive particles. Thus, in the next section, we discuss some ways of going beyond the SM to provide neutrino fields with mass terms.

2.3 Neutrino masses

The nature of neutrinos, i.e. whether they are Dirac or Majorana fermions, is still unknown. If, similar to the other fermions in the SM, neutrinos are Dirac fermions, it is necessary to add RH neutrino fields to the SM in order to generate Dirac mass terms, as in (2.15). If, however, neutrinos and anti-neutrinos are indistinguishable, i.e. they are Majorana fermions, we can construct Majorana mass terms which do not require the introduction of RH neutrinos in the SM, but bring other consequences, as we discuss later. Finally, a more general and perhaps efficient alternative is to include “Dirac and Majorana” mass terms as in the seesaw mechanism [4, 5, 6]. We consider below all of these alternatives in some detail.

2.3.1 Dirac mass term

In analogy with the other fermions in the SM, let us assume that neutrinos are Dirac fermions to show how their masses can be generated by means of the Higgs mechanism. As seen previously, Dirac mass terms, as in (2.14) for charged leptons, can only be constructed if RH neutrino fields \( N_{lR} \) are included in the SM. Because neutrinos are electrically neutral and colour blind, and only LH fields enter the weak interactions, RH neutrinos have no interactions in the SM, and they therefore are known as sterile neutrinos, while the LH neutrinos \( \nu_{lL} \) are known as active neutrinos.

With LH and RH neutrinos, the following Yukawa term, which is invariant under the SM gauge symmetries, can be constructed

\[
\mathcal{L}_{\nu_{uk}}^Y = - \sum_{\alpha,\beta=e,\mu,\tau} \Gamma_{\alpha L} \left( y_{\alpha\beta} \Phi^C \right) \nu_{\beta R} + \text{h.c.},
\]

where \( \Phi^C = i \sigma^2 \Phi^* \) is the charge conjugate of \( \Phi \). As soon as the Higgs field acquires a non-trivial vev (2.9), a Dirac mass term for neutrinos is generated

\[
\mathcal{L}_m^D = - \sum_{\alpha,\beta=e,\mu,\tau} \overline{\nu_{\alpha L}} M^D_{\alpha\beta} \nu_{\beta R} + \text{h.c.} = - \overline{\nu_L} M^D \nu_R + \text{h.c.},
\]
with $M_{\alpha\beta}^D = (v/\sqrt{2})y_{\alpha\beta}$ being the elements of the $3 \times 3$ complex mass matrix $M^D$, and $\nu_{L(R)}$ is defined according to \((2.21)\).

Although the generation of a Dirac mass term for neutrinos by means of the Higgs mechanism seems to be the most natural extension of the SM, it presents an enormous drawback when it comes to experimental results. Neutrino masses are bounded by measurements to be many orders of magnitude smaller than the masses of the charged leptons (and quarks). In this way, it seems very unnatural that the mechanism generating masses for the other SM fermions also generates neutrino masses. This would mean that the Yukawa couplings associated with neutrinos are extremely smaller than the Yukawa couplings associated with the other fermions. As a result, it is widely believed that a Dirac mass term coming from the Yukawa interaction term \((2.22)\) cannot be the (only) reason behind the smallness of neutrino masses. Thus, generation of such tiny masses is expected to be a feature of physics beyond the SM.

### 2.3.2 Majorana mass term

The fact that neutrinos are, as the name suggests, neutral particles allows them to be Majorana fermions, which in physical terms means that they are their own anti-particles. If this is indeed the case, a different mass term can be constructed, the so-called Majorana mass term.

As previously seen, a fermion mass term is expressed as products of LH and RH fields: $\propto \bar{\psi}_{R}\psi_{L} + \bar{\psi}_{L}\psi_{R}$. In the case of Dirac mass terms \((2.23)\), the LH and RH fields are independent of each other, and the sum of them forms a Dirac fermion ($\psi = \psi_{L} + \psi_{R}$). Nonetheless, it is also possible to construct a mass term where the RH field depends on the LH component and vice-versa. In order to construct it, let us first consider a LH field $\psi_{L}$ and define its charge conjugate $$(\psi_{L})^c \equiv C\psi_{L}^T ,$$

where $C$ is a unitary matrix\(^2\). Using the relations \((2.2)\) and \((2.24)\), we can show that

$$\gamma_{5}\psi_{L} = -\psi_{L} ,$$

$$\gamma_{5}(\psi_{L})^c = (\psi_{L})^c , \tag{2.26}$$

which, therefore, means that the charge conjugate of a LH field is, actually, a RH field. Similarly, it can be shown that the charge conjugate of a RH field is a LH field.

---

\(^2\)According to the Dirac representation of the $4 \times 4 \gamma$ matrices, where $\gamma^0 \equiv \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$, $\gamma^i \equiv \begin{pmatrix} 0 & \sigma^i \\ -\sigma^i & 0 \end{pmatrix}$ and $\sigma^i$ are the $2 \times 2$ Pauli matrices, one can define the unitary matrix $C$ as $C \equiv i\gamma^2\gamma^0$. 
Thus, without introducing new RH fields as in the Dirac case, we can construct a Majorana mass term with LH fields only:

\[ \mathcal{L}_m^M = -\frac{1}{2} m \bar{\psi}_L (\psi_L)^c + \text{h.c.} \], \hspace{1cm} (2.27)

where the presence of the factor 1/2 will be justified shortly.

If we now extend the mass term above to the physical case of three LH neutrinos (\(\nu_L\)), as in the SM, we obtain

\[ \mathcal{L}_m^M = -\frac{1}{2} \nu_{\alpha L} M^{L\alpha\beta} (\nu_{\beta L})^c + \text{h.c.} \] \hspace{1cm} (2.28)

where the second line is expressed in the matrix form, with \(M^L\) being a 3\(\times\)3 complex Majorana mass matrix and \(\nu_L\) as given in (2.21). Furthermore, since \(C^T = -C\) and using the fact that a scalar is equal to its transpose, we find

\[ \bar{\nu}_L M^L (\nu_L)^c = -\bar{\nu}_L (M^L)^T C^T \bar{\nu}_L^T = \bar{\nu}_L (M^L)^T (\nu_L)^c , \] \hspace{1cm} (2.29)

which implies that \(M^L = (M^L)^T\), i.e. the Majorana mass matrix, differently from the Dirac mass matrix, is symmetric.

A symmetric complex matrix, such as \(M^L\), can be written in terms of a diagonal mass matrix with elements \(m^L_{ij} = m_i \delta_{ij}\) and a unitary matrix \(U^L_M\) [9]:

\[ M^L = U^M_L m^L (U^M_L)^T . \] \hspace{1cm} (2.30)

Replacing (2.30) into (2.28) and rearranging the terms, we obtain

\[ \mathcal{L}_m^M = -\frac{1}{2} \left[ (U^M_L)\nu_L m^L (U^M_L)^\dagger \nu_L^c + (U^M_L)^\dagger \nu_L m^L (U^M_L)^\dagger \nu_L^c \right] \] \hspace{1cm} (2.31)

\[ = -\frac{1}{2} \bar{\nu}_M m^L \nu^M = -\frac{1}{2} \sum_{i=1,2,3} \bar{\nu}^M_i m_i \nu^M_i , \] \hspace{1cm} (2.32)

where

\[ \nu^M = \nu^M_L + \nu^M_R = \left( (U^M_L)^\dagger \nu_L \right) + \left( (U^M_L)^\dagger \nu_L \right)^c = \begin{pmatrix} \nu^M_1 \\ \nu^M_2 \\ \nu^M_3 \end{pmatrix} , \] \hspace{1cm} (2.33)

with \(\nu^M_i\) being the massive neutrinos, i.e. neutrino fields with a definite mass \(m_i\).

In general, a fermion field with LH and RH components related to each other
by charge conjugation such as $\nu_i^M$, satisfies the so-called “Majorana condition”

$$ (\nu_i^M)^c = \nu_i^M, \quad (2.34) $$

and is, therefore, known as a Majorana field.3

Finally, let us consider the kinetic term for the LH flavour neutrinos $\nu_L$ (2.21)

$$ \mathcal{L}_k = \overline{\nu}_L i \partial \nu_L. \quad (2.35) $$

From (2.33) $\nu_L = U_L^M \nu_L^M$ where $U_L^M$ is unitary, we can write the kinetic term above in terms of $\nu_L^M$

$$ \mathcal{L}_k = \overline{\nu}_L^M i \partial \nu_L^M = \sum_{j=1,2,3} \nu_L^{Mj} i \partial \nu_L^{Mj}. \quad (2.36) $$

Moreover, up to a total derivative, one can show that

$$ \overline{\nu}_L^M i \partial \nu_L^M = (\nu_L^M)^c i \partial (\nu_L^M)^c = \nu_R^{Mj} i \partial \nu_R^{Mj}, \quad (2.37) $$

thus, the kinetic term can be expressed as

$$ \mathcal{L}_k = \frac{1}{2} \overline{\nu}_M i \partial \nu_M = \frac{1}{2} \sum_{j=1,2,3} \nu_L^{Mj} i \partial \nu_L^{Mj}, \quad (2.38) $$

with $\nu^M$ and $\nu_L^M$ the Majorana fields defined in (2.33). Therefore, since the factor $1/2$ appears naturally when writing the kinetic term for the Majorana fields $\nu_L^M$, we need to add the same factor in the mass term (2.28) in order to get the correct equation for the fermions. Writing together the kinetic and mass term for the free Majorana fields $\nu_L^M$, we have

$$ \mathcal{L}_M^{free} = \frac{1}{2} \sum_{j=1,2,3} \overline{\nu}_L^{Mj} \left( i \partial - m_j \right) \nu_L^{Mj}. \quad (2.39) $$

### Lepton number violation

In order to understand one important consequence related to the presence of Majorana mass terms in a theory, let us consider a generic fermion field $\psi$ under a global phase transformation $e^{i\alpha}$:

$$ \psi \rightarrow e^{i\alpha} \psi, \quad \text{consequently,} \quad \overline{\psi} \rightarrow e^{-i\alpha} \overline{\psi}, \quad \psi^c \rightarrow e^{-i\alpha} \overline{\psi}^c, \quad \overline{\psi}^c \rightarrow e^{i\alpha} \psi^c. \quad (2.40) $$

3Starting with a Dirac field: $\psi = \psi_L + \psi_R$ where $\psi_L$ and $\psi_R$ are independent, one can always define two Majorana fields $\psi_1^M = \psi_L + (\psi_L)^c$ and $\psi_2^M = \psi_R + (\psi_R)^c$. 

Whereas terms of the form $\bar{\psi}\psi$ and $\bar{\psi}^c\psi^c$ are invariant under the global transformation above, terms like $\bar{\psi}^c\psi$ and $\bar{\psi}\psi^c$ are not.

The SM is (accidentally) symmetric under such global transformations (2.40), which, according to Noether’s theorem, implies in the conservation of a quantum number, the so-called lepton number in this case. On the other hand, if the SM is extended by the inclusion of Majorana mass terms (2.28), this symmetry will be broken, and lepton number-violating processes, such as neutrinoless double beta decays ($\beta\beta_{0\nu}$), will be allowed to take place. Therefore, a definitive way of proving that neutrinos are Majorana fermions would be the observation of processes such as $\beta\beta_{0\nu}$.

**The Weinberg dimension 5 operator**

Let us now suppose that $\beta\beta_{0\nu}$ have been observed in nature, showing that neutrinos are Majorana fermions. How could a Majorana mass term such as (2.28) be generated without breaking explicitly the SM gauge structure and without the introduction of new fundamental fields?

It is obvious that a term of the form (2.28) cannot be added to the SM without breaking explicitly the SM gauge structure; therefore, analogously to the mass generation mechanism for the other fermions in the SM, let us suppose that such term is generated by coupling the LH neutrinos with the Higgs field. In this case, we will find that no renormalisable operator ($d \leq 4$) invariant under the SM symmetries can be constructed. For this task, the lowest dimension operator which can be constructed is the Weinberg dimension 5 operator [21]:

$$L_{W5} = -\frac{1}{2} \sum_{\alpha,\beta=e,\mu,\tau} c_{\alpha\beta} \overline{(L_{\alpha} c^{\nu}\Phi)} ((\Phi^c)^{\dagger} L_{\beta}^L) + h.c., \quad (2.41)$$

where $c_{\alpha\beta} = \tilde{c}_{\alpha\beta}/\Lambda$ with $[\tilde{c}_{\alpha\beta}] = 0$, and $\Lambda$ is a mass scale suppressing the operator. After the EW symmetry breaking, the term above will generate the Majorana mass term (2.28) with $M_{\alpha\beta}^M = (v^2/\Lambda)(\tilde{c}_{\alpha\beta}/2)$.

If the operator (2.41) was completely described by the SM physics, we would expect the mass scale $\Lambda$, suppressing the Weinberg operator, to be the EW symmetry breaking scale: $(v^2/\Lambda) \approx v$. Thus, in order to obtain small neutrino masses, the coefficients $\tilde{c}_{\alpha\beta}$ would need to be unnaturally tiny. This problem is analogous to the one found in the previous section with the unnaturally small Yukawa couplings.

Therefore, it is believed that $\Lambda$ comes from beyond the SM physics instead, so that $\Lambda \gg v$, which implies that the masses generated by (2.41) can be naturally small as required by experiments. For instance, to obtain sub-eV neutrino masses with $\tilde{c}_{\alpha\beta} = O(1)$ and $v \approx 246 GeV$, the value of $\Lambda$ should be of the order of the Grand Unified Theory (GUT) scale. In conclusion, we have once again found that
the SM physics does not seem to provide all that is necessary in the quest for a satisfactory neutrino mass generation mechanism. In this context, in the end of the next section, we show how the seesaw mechanism uses physics beyond the SM to provide a mass scale large enough to generate sub-eV neutrino masses.

2.3.3 The Dirac and Majorana mass term and the seesaw mechanism

To finish our discussion on possible mass terms for neutrinos, we put together the ideas described in sections 2.3.1 and 2.3.2 to construct the “Dirac and Majorana” mass term. We then use this term to present possibly the simplest mechanism for neutrino mass generation, the so-called seesaw (type I) mechanism.

In addition to the three generations of LH active (flavour) neutrinos $\nu_{L\alpha}$, let us introduce three generations of RH (flavour) neutrino fields $N_{R\alpha}$. A Dirac mass term of the form \( (2.23) \), with mass matrix $M_D$, can be constructed by mixing both LH and RH fields. Moreover, two Majorana mass terms of the form \( (2.28) \) can be constructed, one of which contains only LH fields and a symmetric mass matrix $M_L$, and the other with only RH fields and a symmetric mass matrix $M_R$. These three mass terms, involving three active and three sterile neutrinos, can be written as

$$L^D_M + M_m = -\frac{1}{2} \sum_{\alpha, \beta = e, \mu, \tau} \left[ \overline{\nu_{L\alpha}} M^L_{\alpha\beta} (\nu_\beta L)^c + \overline{N_{R\alpha}} M^R_{\alpha\beta} (N_\beta R)^c + 2 \overline{\nu_{L\alpha}} M^D_{\alpha\beta} N_{R\beta} + \text{h.c.} \right]$$

The Dirac and Majorana mass term above can be further simplified by defining

$$n_L = \begin{pmatrix} \nu_L \\ (N_R)^c \end{pmatrix}$$

and

$$M^{D+M} = \begin{pmatrix} M^L & M^D \\ (M^D)^T & M^R \end{pmatrix},$$

so that \( (2.42) \) becomes

$$L^D_M = -\frac{1}{2} n_L M^{D+M} (n_L)^c + \text{h.c.},$$

where $M^{D+M}$ is now a $6 \times 6$ complex mass matrix written in terms of $3 \times 3$ block matrices. From the definition \( (2.43) \), it is clear that, since the Majorana mass matrices are symmetric, $M^{D+M}$ is also a symmetric matrix and can be diagonalised by a bi-unitary transformation similar to \( (2.30) \).

Having constructed the most general Dirac and Majorana mass term in \( (2.42) \) or \( (2.44) \), let us focus on the specific case of the seesaw mechanism \([4, 5, 6]\). The seesaw mechanism uses heavy sterile neutrinos to explain the smallness of the active
neutrino masses. In this mechanism, the introduction of RH sterile neutrinos \(N_{iR}\) allows for the generation of Dirac mass terms via the standard Yukawa interaction terms (2.22) and (2.23). As previously discussed, such Yukawa terms will naturally generate neutrino masses many orders of magnitude above the values found in experiments. In order to get tiny masses for neutrinos, instead of unnaturally fine-tuning the Yukawa couplings, the seesaw mechanism requires the existence of sterile neutrinos with heavy masses which end up suppressing the Dirac mass term. Because sterile neutrinos do not interact with any SM gauge field (they transform as singlets under the SM symmetries), one may assume that they are heavy particles with their masses, given by \(M^R\), coming from some (unknown) beyond the SM mechanism. Considering only renormalisable operators \(d \leq 4\), the mass matrix \(M^L\) should vanish because, as we have seen, the lowest order operator, invariant under the SM symmetries, that can generate a Majorana mass term for the active neutrinos is of dimension 5. In this way, in the seesaw mechanism, the Dirac and Majorana mass term is given by (2.44) with the following mass matrix

\[
M^{D+M} = \begin{pmatrix} 0 & M^D \\ (M^D)^T & M^R \end{pmatrix},
\]

with \(M^D = (v/2)y_{\alpha\beta}^\nu\), where \(v\) is vev of the Higgs field and \(y_{\alpha\beta}^\nu\) are the Yukawa couplings.

By block-diagonalizing the mass matrix above, using the fact that \(M^R \gg M^D\), we find that, while the mass matrix of the sterile neutrinos is effectively \(\approx M^R\), the active neutrino mass matrix is approximately given by

\[
-M^D (M^R)^{-1}(M^D)^T.
\]

Therefore, as the name suggests, in the seesaw mechanism, the heavier the sterile neutrino masses \(M^R\), the lighter the active neutrino masses \(-M^D (M^R)^{-1}(M^D)^T \ll M^D \ll M^R\).

The mechanism described above is not the only known version of the seesaw mechanism. In fact, more involved versions have been proposed in which, instead of heavy sterile neutrinos, other field configurations, such as a “Higgs” triplet or a heavy Majorana fermion triplet, are added to the SM.

### 2.4 Neutrino mixing

Neutrino mass matrices as defined in terms of flavour neutrinos are complex and can have a very general form. It is natural, however, to express the neutrino fields in a basis where their mass matrices are diagonal and real, and therefore their
diagonal elements are indeed the physical masses of the respective particles. For this, we use unitary mixing matrices which diagonalise the mass matrix, telling us how to go from flavour neutrinos to massive neutrinos and vice-versa. We present here the standard parametrisation of the mixing matrices in terms of mixing angles and (CP-violating) phases for both, Dirac and Majorana, neutrino cases.

2.4.1 Dirac neutrinos

Let us start with Dirac neutrinos. In this case, there will be a Dirac mass term for charged leptons (2.15) and another for neutrinos (2.23). The Dirac mass matrices in (2.15) and (2.23), \( M^{(d)} \) and \( M^D \), are generic \( 3 \times 3 \) complex matrices which can be diagonalised by making use of two unitary matrices

\[
M^D = U^D_L m^D (U^D_R)^\dagger, \tag{2.47}
\]

where \( m^D \) is a real diagonal matrix related to the neutrinos. By substituting (2.47) into (2.23), we find

\[
\mathcal{L}_m^D = -\nu^m_L m^D \nu^m_R + h.c.,
\]

where

\[
\nu^m_{L(R)} = (U^D_{L(R)})^\dagger \nu_{L(R)} = \begin{pmatrix}
\nu^{(m)}_{1L(R)} \\
\nu^{(m)}_{2L(R)} \\
\nu^{(m)}_{3L(R)}
\end{pmatrix} \tag{2.48}
\]

The fields \( \nu^{(m)}_{iL(R)} \) with \( i = 1, 2, 3 \) represent neutrino fields with definite mass, or massive neutrinos, which can be written in terms of the flavour neutrinos \( \nu_{L(R)} \) according to the expressions above. Therefore, a massive (flavour) neutrino can then be seen as a mixture of flavour (massive) neutrinos, described in terms of the unitary “mixing” matrices (\( U \)’s).

If we now replace the flavour neutrinos by the massive neutrinos according to (2.48) into all terms of the SM, it is easy to see that, except for the charged current interaction terms, the dependence on the \( U \)’s matrices disappear. Nonetheless, for the charged current interaction (2.20), we find that the contributions coming from the \( U \)’s matrices cannot be completely eliminated

\[
\mathcal{L}_f^{CC} = \frac{g}{\sqrt{2}} \overline{\nu^m_L} \gamma^\alpha [U^\dagger_{PMNS}] L L \gamma^\alpha W^\alpha + h.c., \tag{2.49}
\]

where we define \( U_{PMNS} = (U^D) \), the neutrino mixing matrix or PMNS (Pontecorvo-Maki-Nakagawa-Sakata) matrix. The PMNS matrix is the lepton analogue of the
CKM (Cabibbo-Kobayashi-Maskawa) matrix for quarks.

In general, a $n \times n$ unitary matrix contains $n^2$ real parameters, which can be separated into $n(n-1)/2$ mixing angles and $n(n+1)/2$ phases, but not all of the phases are physical. In fact, for Dirac fields, only $(n-1)(n-2)/2$ of them are physical, whereas for Majorana fields, $n(n-1)/2$ phases are physical. Thus, in the present case, considering $n = 3$ Dirac neutrinos, the neutrino mixing matrix can be parametrised in terms of three mixing angles: $\theta_{12}, \theta_{23}$ and $\theta_{13}$, and a CP-violating (Dirac) phase $\alpha$:

$$U_{PMNS} = \begin{pmatrix} c_{13} c_{12} & c_{13} s_{12} & s_{13} e^{-i\delta} \\ -c_{23} s_{12} - s_{23} c_{12} s_{13} e^{i\delta} & c_{23} c_{12} - s_{23} s_{12} s_{13} e^{i\delta} & c_{13} s_{23} \\ s_{23} s_{12} - c_{23} c_{12} s_{13} e^{i\delta} & -s_{23} c_{12} - c_{23} s_{12} s_{13} e^{i\delta} & c_{13} c_{23} \end{pmatrix}, \quad (2.50)$$

with $c_{ij} = \cos(\theta_{ij})$ and $s_{ij} = \sin(\theta_{ij})$.

Sometimes, however, as in chapters 5 and 6, it is useful to consider two generations of neutrinos only. Then, when assuming $n = 2$ Dirac neutrinos, we can parametrise the $2 \times 2$ unitary mixing matrix in terms of one mixing angle, $\theta$, only

$$U(n = 2) = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}. \quad (2.51)$$

### 2.4.2 Majorana neutrinos

In section 2.3.2, we have shown that a neutrino mass term can be written without the need to introduce RH fields. The Majorana mass matrix $M_L$, found in (2.28), is symmetric and can be diagonalised by a unitary matrix $U^M_L$ according to (2.30). Thus, as we have seen, it is possible to define massive Majorana neutrinos $\nu^M = \nu^M_L + \nu^M_R$ in terms of the flavour neutrinos according to (2.33). When using (2.33) to replace flavour neutrinos by massive neutrinos in all terms of the SM, we note that the CC interaction term will not be diagonalised and can be written as

$$\mathcal{L}^{CC} = -\frac{g}{\sqrt{2}} \overline{\nu^M_L} \gamma_\alpha [(U^M_L)^\dagger] L^\alpha W^\alpha + h.c. . \quad (2.52)$$

In this case, however, different from what happened with Dirac neutrinos, from the six phases present in the mixing matrix, only three can be eliminate (or made redundant) by field re-definitions. In this way, if neutrinos are Majorana fermions, the mixing matrix $U^M_L$ contains three mixing angles and a Dirac phase as in (2.50), plus two extra CP-violating phases: $\alpha_2$ and $\alpha_3$, and it can be written as the product $U_{PMNS} S^M$ with

$$S^M = \text{diag}(1, e^{i\alpha_2}, e^{i\alpha_3}) . \quad (2.53)$$
Nonetheless, as we will show in the next section, the Majorana phases do not play a role in neutrino oscillations.

## 2.5 Neutrino oscillations

Neutrinos, as seen in section 2.2, interact via weak force and are consequently produced and detected through charged and neutral current interaction processes. It is an observed fact, however, that neutrinos with a given flavour, produced at an initial time \( t_i = 0 \), can be later observed, at a time \( t_f \), to have a different flavour, even if propagating through vacuum. This phenomenon is known as neutrino or flavour oscillations. Neutrino oscillations happen because flavour neutrinos are not pure states, but, actually, a mixture of massive states. In this section, we are interested in studying the time evolution of flavour neutrinos to calculate the probability of a given flavour neutrino, propagating in vacuum, to become another flavour neutrino.

We review here the standard derivation of the neutrino oscillation probability. In this derivation, among other simplifications, we assume that all massive neutrinos have the same momentum (equal momentum assumption). This assumption, although not physically accurate, is not relevant in the calculation of oscillation probabilities as it leads to the correct expression.\(^4\)

A neutrino state with flavour \( \alpha \) and momentum \( \vec{p} \), \( |\nu_\alpha\rangle \), is represented by the following mixture (superposition) of neutrino states with definite masses, \( |\nu_i\rangle \),

\[
|\nu_\alpha\rangle = \sum_{i=1}^{3} \tilde{U}_{\alpha i}^* |\nu_i\rangle ,
\]

where the flavour neutrinos as well as the massive neutrinos are orthonormal among themselves: \( \langle \nu_i | \nu_j \rangle = \delta_{ij} \) and \( \langle \nu_\alpha | \nu_\beta \rangle = \delta_{\alpha\beta} \). The flavour and massive neutrino states in (2.54) are mixed according to the mixing matrix \( \tilde{U} \). In the Dirac case \( \tilde{U} = U_{PMNS} \), defined in (2.50), whereas in the case of Majorana neutrinos \( \tilde{U} = U_{PMNS}S^M \) where \( S^M \) contains the Majorana phases according to (2.53). Although, as we show below, Majorana phases do not play a role in oscillations, we start by considering a generic mixing matrix \( \tilde{U} \).

Neutrino states evolve in time according to the time evolution operator \( \exp(-i\mathcal{H}t) \), where \( \mathcal{H} \) is the Hamiltonian of the system. Since massive neutrinos are eigenstates of the Hamiltonian, \( i.e. \mathcal{H} |\nu_i\rangle = E_i |\nu_i\rangle \) where \( E_i \) is the neutrino

\(^4\)For different (and more involved) derivations of the oscillation probability see, for example, [10].
energy, their time evolution is simply given by

\[ |\nu_i(t)\rangle = \exp(-i\mathcal{H}t) |\nu_i\rangle = \exp(-iE_i t) |\nu_i\rangle , \quad (2.55) \]

where \( |\nu_i\rangle \equiv |\nu_i(t = 0)\rangle \). Flavour neutrinos, on the other hand, which are present in weak processes are not Hamiltonian eigenstates, so that to find out how they evolve with time we make use of the relation (2.54):

\[ |\nu_\alpha(t)\rangle = \sum_i \tilde{U}_{\alpha i}^* \exp(-iE_it)|\nu_i\rangle . \quad (2.56) \]

From (2.54) and the unitarity of the mixing matrix, it is possible to write \( |\nu_\alpha\rangle \) as a mixture of flavour neutrinos, in such a way that the expression above becomes

\[ |\nu_\alpha(t)\rangle = \sum_\beta \left( \sum_i \tilde{U}_{\alpha i}^* \exp(-iE_it)\tilde{U}_{\beta i} \right) |\nu_\beta\rangle = \sum_\beta \left( A_{\nu_\alpha\rightarrow\nu_\beta} \right) |\nu_\beta\rangle . \quad (2.57) \]

Therefore, \( A_{\nu_\alpha\rightarrow\nu_\beta} = \langle \nu_\beta | \nu_\alpha(t) \rangle \) is the transition amplitude for a neutrino, propagating in vacuum, to change its flavour after a time \( t \). As a result, the oscillation probability is

\[ P_{\nu_\alpha\rightarrow\nu_\beta} = |A_{\nu_\alpha\rightarrow\nu_\beta}|^2 = \sum_{ij} \tilde{U}_{\alpha i}^* \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \exp \left[ -i(E_i - E_j)t \right] . \quad (2.58) \]

At this point, it is important to note that in the Majorana case, where \( \tilde{U} = U_{PMNS}S^M \) with \( U_{PMNS} \) and \( S^M \) given by (2.50) and (2.53), respectively, the Majorana phases will be cancelled in the the combination \( \tilde{U}_{\alpha i}^* \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \). Consequently, as already mentioned, it is necessary to consider processes such as \( \beta\beta_0 \nu \) to investigate the nature of neutrinos, because neutrino oscillations do not help us to distinguish between Majorana and Dirac neutrinos. Therefore, without loss of generality, we can assume that the mixing matrix \( \tilde{U} \) relevant to neutrino oscillations is the PMNS matrix given in (2.50).

Because it is only possible to detect neutrinos with energy \( E_i \) many order of magnitude greater than their masses \( m_i \) (sub-eV), we can approximate the neutrino energy to: \( E_i = \sqrt{\vec{p}^2 + m_i^2} \simeq E + m_i^2/(2E) \) with \( E = |\vec{p}| \) (equal momentum assumption). In this way, the difference between massive neutrino energies is

\[ E_i - E_j \simeq \frac{m_i^2 - m_j^2}{2E} = \frac{\Delta m_{ij}^2}{2E} . \quad (2.59) \]

Moreover, we can assume that neutrinos, being very light particles, travel with the speed of light, and, as a consequence, the time \( t \) elapsed between emission and detection can be approximated by the distance \( L \) between the source and the
detector: \( t \simeq L (c = 1) \). Thus, the oscillation probability (2.58) can be rewritten (for ultra-relativistic neutrinos) as

\[
P_{\nu_{\alpha} \to \nu_{\beta}}(E, L) = \sum_{i,j} \tilde{U}_{\alpha i} \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \exp \left( -i \frac{\Delta m^2_{ij} L}{2E} \right).
\]  

(2.60)

A more useful way of writing the oscillation probability (2.60) is given by separating its real and imaginary parts:

\[
P_{\nu_{\alpha} \to \nu_{\beta}}(E, L) = \delta_{\alpha \beta} - 4 \sum_{i>j} \text{Re} \left( \tilde{U}_{\alpha i} \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \right) \sin^2 \left( \frac{\Delta m^2_{ij} L}{4E} \right) \]

\[+ 2 \sum_{i>j} \text{Im} \left( \tilde{U}_{\alpha i} \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \right) \sin \left( \frac{\Delta m^2_{ij} L}{2E} \right).
\]  

(2.61)

From the expression above, it is not difficult to see that neutrino oscillations only take place if neutrinos are massive particles and their masses are different, which justifies the need for neutrino masses in the SM.

Comparing experimental results with the theory of neutrino oscillations, it is possible to determine the phenomenological values of not only the mixing angles and the Dirac phase of the PMNS matrix, but also of the neutrino mass squared differences (not the absolute value of each neutrino mass), as seen in (2.61). The best estimates for these physical parameters can be found in [22].

In the case of anti-neutrinos, on the other hand, instead of (2.54), the relation which tells us about how flavour anti-neutrinos mix with massive anti-neutrinos is

\[
|\bar{\nu}_\alpha\rangle = \sum_i U_{\alpha i} |\bar{\nu}_i\rangle.
\]  

(2.62)

The oscillation probability for anti-neutrinos, which can be found by following the same steps of the neutrino case, is

\[
P_{\bar{\nu}_{\alpha} \to \bar{\nu}_{\beta}}(E, L) = \sum_{i,j} \tilde{U}_{\alpha i} \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \exp \left( -i \frac{\Delta m^2_{ij} L}{2E} \right),
\]  

(2.63)

or, separating the real and imaginary parts,

\[
P_{\bar{\nu}_{\alpha} \to \bar{\nu}_{\beta}}(E, L) = \delta_{\alpha \beta} - 4 \sum_{i>j} \text{Re} \left( \tilde{U}_{\alpha i} \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \right) \sin^2 \left( \frac{\Delta m^2_{ij} L}{4E} \right) \]

\[- 2 \sum_{i>j} \text{Im} \left( \tilde{U}_{\alpha i} \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j} \right) \sin \left( \frac{\Delta m^2_{ij} L}{2E} \right).
\]  

(2.64)

The oscillation probabilities for neutrinos (2.61) and antineutrinos (2.64) are
related to each other via CP transformations. If the theory is CP symmetric, both oscillations probabilities should be the same: \( P_{\nu_\alpha \rightarrow \nu_\beta}(E, L) = P_{\nu_\alpha \rightarrow \nu_\beta}(E, L) \). On the other hand, in the case of CP violation, we can define the quantity \( A_{\alpha\beta}^{CP} \) as a “measure” of CP violation

\[
A_{\alpha\beta}^{CP} = P_{\nu_\alpha \rightarrow \nu_\beta} - P_{\nu_\alpha \rightarrow \nu_\beta} \\
= 4 \sum_{i>j} \text{Im} \left( \tilde{U}_{\alpha i} \tilde{U}_{\beta i} \tilde{U}_{\alpha j} \tilde{U}_{\beta j}^* \right) \sin \left( \frac{\Delta m_{ij}^2 L}{2E} \right). \tag{2.65}
\]

**Two-flavour case**

Let us obtain now the oscillation probability for the simplest case of two flavours only, which will be useful in the next chapters. In this case the mixing matrix is given by (2.51), such that it contains one mixing angle only and no Dirac phase. Replacing then (2.51) into the expression (2.61) for \( \alpha \neq \beta \), we find that the oscillation probability becomes

\[
P(\nu_\alpha \rightarrow \nu_\beta) = \sin^2(2\theta) \sin^2 \left[ \frac{(m_2^2 - m_1^2)L}{4E} \right]. \tag{2.66}
\]

In such a case, because the mixing matrix does not contain Dirac phases, no difference between the oscillation probability for neutrinos and anti-neutrinos is expected: \( P(\nu_\alpha \rightarrow \nu_\beta) = P(\bar{\nu}_\alpha \rightarrow \bar{\nu}_\beta) \).
Chapter 3

Dynamical mass generation

Dynamical mass generation takes place when a mass term is generated as a consequence of the interactions present in a given model, even though the original (classical) action describing the physical system may not contain a (bare) mass term. In general, the absence of a mass term in the classical description of a theory is related to the invariance of its action under a symmetry, such as the chiral symmetry. When this is the case, such a symmetry needs to be broken dynamically for a mass term to be generated. By dynamical symmetry breaking, we mean that the symmetry is spontaneously broken (i.e., while the action of the theory is invariant under a given symmetry, its vacuum solution is not) by a condensate which is formed as a result of the interactions in the theory, instead of by an elementary scalar field, such as the Higgs field. Moreover, because perturbative corrections to mass terms are, in general, proportional to the bare mass, when the bare mass term is absent, such corrections are not able to introduce a mass in the theory. Thus, dynamical mass generation is usually a non-perturbative feature.

In this chapter we present two non-perturbative methods which are useful within the context of dynamical mass generation. First, we derive the Schwinger-Dyson equation for the fermion propagator and present examples in which fermion masses are generated dynamically by solving the SD equation. Second, we consider four-fermion interaction models and, by making use of the effective potential approach, we show how masses are generated dynamically for the fermions in the theory.

3.1 Schwinger-Dyson equation for the fermion propagator
In this section, considering a theory involving an interaction between a fermion field $\psi$ and an Abelian gauge field $A_\mu$, as in quantum electrodynamics (QED), we derive a non-perturbative equation for the fermion propagator, i.e. the Schwinger-Dyson equation for the fermion propagator.

3.1.1 Definitions and useful relations

We present here the necessary tools for the derivation of the SD equation for the fermion propagator. We start with a generic bare QED action in 3+1 dimensions

$$ S_{\text{QED}}[A_\mu, \psi, \bar{\psi}] = \int d^4x \, L_{\text{QED}} $$

$$ = \int d^4x \left[ -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{\xi}{2} \partial_\mu A^\mu(x) \partial_\nu A^\nu(x) + \bar{\psi}(x) (i\slashed{D} - m_0) \psi(x) \right], $$

where $m_0$ is the bare fermion mass, $\xi$ is the gauge-fixing parameter, $F_{\mu\nu}$ is the field strength tensor, and $D_\mu$ is the covariant derivative, defined by

$$ F_{\mu\nu} = \partial_\mu A_\nu(x) - \partial_\nu A_\mu(x) \quad \text{and} \quad D_\mu = \partial_\mu + ieA_\mu(x). $$

Using the path integral approach to quantum field theory, we define the generating functional of correlation functions $Z$ and the energy functional (or generating functional for connected graphs) $E$

$$ Z[J] = e^{-iE[J]} = \int \mathcal{D}[A] \, e^{i \int d^4x \left( L_{\text{QED}} + J_\mu(x) A_\mu(x) + \bar{\psi}(x) \eta(x) + \bar{\eta}(x) \psi(x) \right)}, \quad (3.3) $$

with $[J] \equiv [A_\mu, \psi, \bar{\psi}]$ and $\mathcal{D}[A] \equiv \mathcal{D}A_\mu \mathcal{D} \bar{\psi} \mathcal{D}\psi$. Furthermore, performing a Legendre transform on $E[J]$, one can define the effective action $\Gamma$:

$$ \Gamma[\mathcal{A}^c] = -E[J] - \int d^4x \left[ J^\mu(x) A_\mu^c(x) + \bar{\psi}^c(x) \eta(x) + \bar{\eta}^c(x) \psi^c(x) \right], \quad (3.4) $$

which is a functional of the “classical fields” $[\mathcal{A}^c] \equiv [A_\mu^c, \psi^c, \bar{\psi}^c]$, defined as

$$ X^c = \frac{1}{Z} \int \mathcal{D}[A] \ X \, e^{i \int d^4x \left( L_{\text{QED}} + J_\mu(x) A_\mu^c(x) + \bar{\psi}^c(x) \eta(x) + \bar{\eta}^c(x) \psi^c(x) \right)}, \quad (3.5) $$

for $X = A_\mu, \psi$ or $\bar{\psi}$.

Taking functional derivatives of $E$ (3.3) and $\Gamma$ (3.4) with respect to their
variables, we obtain
\[
\frac{\delta E[J]}{\delta J^\mu(x)} = -A^c_\mu(x) ; \quad \frac{\delta E[J]}{\delta \eta(x)} = -\psi^c(x) ; \quad \frac{\delta E[J]}{\delta \bar{\psi}^c(x)} = \bar{\psi}^c(x) ; \quad (3.6)
\]
\[
\frac{\delta \Gamma[A^c]}{\delta A^c_\mu(x)} = J^\mu(x) ; \quad \frac{\delta \Gamma[A^c]}{\delta \eta(x)} = \bar{\eta}(x) ; \quad \frac{\delta \Gamma[A^c]}{\delta \bar{\psi}^c(x)} = -\eta(x) .
\]

Particularly, using the expressions above, one can show that
\[
\frac{\delta^2 E[J]}{\delta \eta(x_1) \delta \eta(x_2)} = \left( \frac{\delta^2 \Gamma[A^c]}{\delta \bar{\psi}^c(x_1) \delta \psi^c(x_2)} \right)^{-1} . \quad (3.7)
\]

### 3.1.2 Deriving the Schwinger-Dyson equation

Having defined our tools, we now derive the SD equation for the fermion propagator [23].

First, noting that the integral of a derivative vanishes, we can write
\[
\int D[A] \left( \frac{\delta S_{QED}[A]}{\delta \psi(x_1)} + \eta(x_1) \right) e^{i \int d^4x \left( \mathcal{L}_{QED} + J_\mu(x)A^\mu(x) + \bar{\psi}(x)\eta(x) + \eta(x)\bar{\psi}(x) \right)} = 0 . \quad (3.8)
\]

According to the relations in (3.6), the equation above can also be written as
\[
\left\{ \frac{\delta S_{QED}}{\delta \psi(x_1)} \left[ \frac{\delta}{i \delta J^\mu(x_1)} - \frac{\delta}{i \delta \eta} \right] + \eta(x_1) \right\} Z[J] = 0 , \quad (3.9)
\]
so that
\[
\left\{ \eta(x_1) + \left[ i \bar{\psi} - m_0 - e\gamma^\mu \left( \frac{\delta}{i \delta J^\mu(x_1)} \right) \right] \left( \frac{\delta}{i \delta \bar{\psi}(x_1)} \right) \right\} Z[J] = 0 . \quad (3.10)
\]

From now on, we work with the generating functional for connected graphs \( E (= i \ln Z) \) instead of \( Z \). Taking a functional derivative of the last expression with respect to \( \eta(x'_2) \), and then setting all sources to zero: \( J \to 0 \), we obtain
\[
\delta(x_1 - x'_2) + (i \bar{\psi} - m_0) \left( \frac{\delta^2 E[J]}{\delta \eta(x_1) \delta \eta(x'_2)} \right)_0 = -ie\gamma^\mu \left( \frac{\delta^2 E[J]}{\delta J^\mu(x_1) \delta \eta(x'_2)} \right)_0 . \quad (3.11)
\]

The term on the right-hand side of the equation above is more involved, so let us consider it separately
\[
\frac{\delta}{\delta J^\mu(x_1)} \left( \frac{\delta^2 E[J]}{\delta \eta(x_1) \delta \eta(x'_2)} \right)_0 = \int d^4y_1 \left( \frac{\delta A^c_\mu(y_1)}{\delta J^\mu(x_1)} \right)_0 \frac{\delta}{\delta \bar{\psi}^c(y_1)} \left( \frac{\delta^2 \Gamma[A^c]}{\delta \bar{\psi}^c(x_1) \delta \psi^c(x'_2)} \right)_0^{-1} \quad (3.12)
\]
\[
= - \int d^4y_1 d^4y_2 d^4y_3 \left( \frac{\delta A^c_\mu(y_1)}{\delta J^\mu(x_1)} \right)_0 \left( \frac{\delta^2 E[J]}{\delta \eta(x_1) \delta \eta(y_2)} \right)_0 \left( \frac{\delta^2 \Gamma[A^c]}{\delta A^c_\mu(y_1) \delta \bar{\psi}^c(y_2) \delta \psi^c(y_3)} \right)_0^{-1} \left( \frac{\delta^2 E[J]}{\delta \eta(y_3) \delta \eta(x'_2)} \right)_0 ,
\]
where we used the eq. (3.7) to obtain the right-hand side of the first line, whereas
to find the second line, we made use of the following relation

$$\frac{\delta}{\delta A^c_\nu} M^{-1} = -M^{-1} \left( \frac{\delta M}{\delta A^c_\nu} \right) M^{-1}, \quad \text{with} \quad M = \left( \frac{\delta^2 \Gamma[A^c]}{\delta \psi^c \delta \psi^c} \right). \quad (3.13)$$

Finally, taking into account (3.6) and (3.7), we define

$$- \left( \frac{\delta A^c_\nu(y_1)}{\delta J^\mu(x_1)} \right)_0 = \left( \frac{\delta^2 E[J]}{\delta J^\mu(x_1) \delta J^\nu(y_1)} \right)_0 = -iD_{\mu\nu}(x_1, y_1); \quad (3.14)$$

$$\left( \frac{\delta^2 E[J]}{\delta \eta(x_1) \delta \eta(x'_2)} \right)_0 = iG(x_1, x'_2); \quad (3.15)$$

$$\left( \frac{\delta^3 \Gamma[A^c]}{\delta A^c_\nu(y_1) \delta \psi^c(y_2) \delta \psi^c(y_3)} \right)_0 = e\Gamma^\nu(y_1; y_2, y_3), \quad (3.16)$$

where $D_{\mu\nu}, G$ are the full propagators for the gauge and fermion fields, respectively, and $\Gamma^\nu$ is the irreducible vertex function.

Therefore, eq. (3.11) can now be expressed as

$$\delta(x_1 - x'_2) + i(i\not\partial - m_0)G(x_1, x'_2) = e^2 \int d^4y_1d^4y_2d^4y_3\gamma^\mu D_{\mu\nu}(x_1, y_1)G(x_1, y_2)\Gamma^\nu(y_1; y_2, y_3)G(y_3, x'_2), \quad (3.17)$$

which after multiplication by $G^{-1}(x'_2, x_2)$ and integration over $x'_2$ becomes

$$G^{-1}(x_1, x_2) + i(i\not\partial - m_0)\delta(x_1 - x_2) = e^2 \int d^4y_1d^4y_2\gamma^\mu D_{\mu\nu}(x_1, y_1)G(x_1, y_2)\Gamma^\nu(y_1; y_2, x_2). \quad (3.18)$$

Finally, we perform a Fourier transform to obtain the SD equation for the fermion propagator in momentum space, i.e.

$$G^{-1}(p) - S^{-1}(p) = e^2 \int \frac{d^4k}{(2\pi)^4}\gamma^\mu D_{\mu\nu}(k - p)G(p)\Gamma^\nu(k - p; k, p), \quad (3.19)$$

where $S(p) = i(\not\partial - m_0)^{-1}$ is the bare fermion propagator.

In a similar way, one can derive the SD equation for the photon propagator or, in fact, for any n-point Green’s function of the theory. The SD equation for the fermion propagator is only one of an infinite hierarchy of equations, in which for every n-point function one can find a corresponding Schwinger-Dyson equation involving an $n'$-point function, with $n' > n$. Therefore, as these are coupled equations, which always depend on higher-order n-point functions, it is usually necessary to truncate them in order to make them more manageable.

Finally, it is worth emphasising that although from (3.19) one may naively think that the SD equation for the fermion propagator gives a one-loop contribution, this is clearly not the case. The SD equation is a non-perturbative equation,
containing dressed quantities which incorporate information about all orders in the loop expansion.

### 3.1.3 Examples

**QED in 2+1 dimensions**

We briefly present now an example, based on [24, 25], where dynamical generation of fermion masses is observed when solving the SD equation (3.19) for QED in 2+1 dimensions ($QED_{2+1}$).

We consider an action similar to (3.1), however, in 2+1 dimensions, with $m_0 = 0$ and containing $N$ flavours of massless fermions

$$S_{QED_{2+1}} = \int dt d^2 x \left[ \sum_{i=1}^{N} \bar{\psi}_i (i \partial - e A) \psi_i - \frac{1}{4} F_{\mu \nu} F^{\mu \nu} - \frac{\xi}{2} \left( \partial_{\mu} A^{\mu}(x) \right)^2 \right], \quad (3.20)$$

In contrast with the 3+1-dimensional case where the coupling constant is dimensionless, in $QED_{2+1}$ we have that $[e^2] = [m]$, and the theory is super-renormalisable. Then, if a fermion mass is generated dynamically, we expect it to be proportional to the mass scale in the model, *i.e.* $e^2$. Here, we study (3.20) in the large-$N$ limit (or $1/N$ expansion), with $\tilde{\alpha} = e^2 N$ fixed.

In 2+1 dimensions, the fermion field $\psi$ can be entirely described by only two-components. In such a case, however, chiral symmetry cannot be defined in the usual way, since there is no matrix that anticommutes with all the $2 \times 2 \gamma$ matrices. In order to consistently define chiral symmetry in 2+1 dimensions, it is therefore necessary to work with four-component fermions instead. In this case we can define the three $4 \times 4 \gamma$ matrices, in $2 \times 2$ block form, as

$$\gamma^0 = \begin{pmatrix} \sigma^3 & 0 \\ 0 & -\sigma^3 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} i \sigma^1 & 0 \\ 0 & -i \sigma^1 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} i \sigma^2 & 0 \\ 0 & -i \sigma^2 \end{pmatrix}, \quad (3.21)$$

in such way that the two $4 \times 4$ matrices below anticommute with all matrices in (3.21), *i.e.*

$$\gamma^3 = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad \gamma^5 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}. \quad (3.22)$$

Consequently, a massless theory will be invariant under the “chiral” transformations associated with the matrices $\gamma^3$ and $\gamma^5$ above: $\psi \to e^{i \alpha \gamma^3} \psi$ and $\psi \to e^{i \beta \gamma^5} \psi$.

For this specific model, in the four-component formalism, two mass terms are possible. One of them, however, is chiral-symmetric and parity-violating, and therefore will not be considered here. The second possible mass term, on which we will be focusing from now on, breaks chiral symmetry and is parity-conserving:
$m \bar{\psi} \psi$.

Going back to (3.20), the photon propagator, in the Landau gauge ($\xi \to \infty$), can be written as [24, 25]

$$D_{\mu\nu}(p) = (-i) \left( \frac{\eta_{\mu\nu} - p_{\mu}p_{\nu}}{p^2[1 + \Pi(p)]} \right), \quad (3.23)$$

with, when considering only the leading order term in the $1/N$ expansion,

$$\Pi(p) = \frac{\tilde{\alpha}}{4\pi p^2} \left[ 2m + \frac{p^2 - 4m^2}{p} \sin^{-1} \left( \frac{p}{(p^2 + 4m^2)^{1/2}} \right) \right]. \quad (3.24)$$

Thus, in the massless limit, $\Pi(p) = \tilde{\alpha}/(8p)$. For the fermion fields, we consider the following fermion propagator

$$G(p) = i/(\slashed{p} - m_d), \quad (3.25)$$

where $m_d$ is the dynamical mass, and we have neglected corrections to the wavefunction renormalisation. In addition, we also approximate the vertex, by taking into account only its lowest order contribution: $\Gamma^\nu \approx \gamma^\nu$.

Using the SD equation for the fermion propagator (3.19), at zero external momentum, to understand whether a mass term can be generated dynamically, we then obtain (in Euclidean space)

$$m_d = \frac{2\tilde{\alpha}}{N} \int \frac{d^3p}{(2\pi)^3 p^2[1 + \Pi(p)](p^2 + m_d^2)}. \quad (3.26)$$

While $m_d = 0$ is clearly a trivial solution, implying no dynamical mass generation, we need to solve the integral above to verify whether the SD equation admits other solutions with non-vanishing $m_d$.

In the region $\tilde{\alpha} \gg p \gg m_d$ the integrand in (3.26) behaves as $1/p^3$, leading to a logarithmic divergence, which can be naturally cut off by $\tilde{\alpha}$ and $m_d$ in the UV and IR, respectively. Thus, we find

$$m_d \approx \tilde{\alpha} \exp \left[ -\frac{\pi^2 N}{8} \right]. \quad (3.27)$$

An important point to be noted is that when $N \to \infty$, the solution $m_d$ goes to zero faster than any perturbative contribution governed by polynomials in $1/N$, making evident the non-perturbative nature of $m_d$. 
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QED in an external magnetic field

In this section we consider dynamical mass generation in a model where massless fermions interact with a constant magnetic field \([26, 27]\) in 3+1 dimensions. The action in consideration is the one given in (3.1) with \(m_0 = 0\), but, since we have an external magnetic field, the total potential should be replaced by a dynamical part \(A_\mu\) plus a constant external contribution \(A_\mu^{\text{ext}}\), i.e.

\[
A_\mu \rightarrow A_\mu + A_\mu^{\text{ext}} \quad \text{with} \quad A_\mu^{\text{ext}} = (0, -\frac{B}{2}x_2, -\frac{B}{2}x_1, 0),
\]

(3.28)

where \(A_\mu^{\text{ext}}\) is expressed in the symmetric gauge and was chosen so that the constant magnetic field \(B\) is in the \(+x_3\) direction.

In such a configuration, it has been shown that the bare fermion propagator can be written as \([26, 27]\)

\[
S(x, y) = \exp \left[ \frac{ie}{2} (x - y)^\mu A_\mu^{\text{ext}}(x + y) \right] \tilde{S}(x - y).
\]

(3.29)

Fermions in the presence of a magnetic field are known to present a discrete energy spectrum, with energy levels known as Landau levels. In this way, \(\tilde{S}(x - y)\) can be expanded over the Landau levels which are separated from each other by \(\sim \sqrt{|eB|}\). When in a strong magnetic field \((|eB| \gg m_2, k^2)\), the contributions coming from levels other than the fundamental one, known as the Lowest Landau Level (LLL), can be consistently neglected. Therefore, the Fourier transform of \(\tilde{S}(x - y)\) in the LLL, can be written as

\[
\tilde{S}(k) \approx i \exp \left( -\frac{k^2}{|eB|} \right) \left( k_\perp^2 + m_0 \right) \frac{k_\parallel}{k_\parallel^2 - m_0^2} \left[ 1 - i\gamma^1 \gamma^2 \text{sign}(eB) \right],
\]

(3.30)

where \(m_0\) is the bare fermion mass which will eventually be taken to zero, and \(k_\perp = (k^1, k^2)\) and \(k_\parallel = (k^0, k^3)\) are the fermion perpendicular and parallel (to the external magnetic field) momentum components, respectively. It is also worth mentioning the presence of the projection operator \(\propto [1 - i\gamma^1 \gamma^2 \text{sign}(eB)]\) in (3.30) which shows that the spin of the fermions in the LLL is polarised along the magnetic field. Moreover, from eq. (3.30), we see that in the LLL \((|eB| \gg m^2, k_\parallel^2, k_\perp^2)\), the contribution coming from the perpendicular momentum components is highly suppressed, thus the dynamics of the fermion is restricted to directions parallel to \(B\). This feature is known as dimensional reduction: \(3 + 1 \rightarrow 1 + 1\), since the fermions described in the LLL propagate essentially in \(1 + 1\) dimensions.

In the present case, because the fermion propagator (3.30) is not invertible due to the presence of the projection operator \(\propto [1 - i\gamma^1 \gamma^2 \text{sign}(eB)]\), it is necessary to
write the SD equation in an alternative way by eliminating the inverse propagators present in the expression (3.18). This can be done by multiplying (3.18) by $S(x, x_1)$ from the left, and by $G(x_2, y)$ from the right-hand side, and then integrating the resulting expression over $x_1$ and $x_2$, which gives

$$G(x, y) = S(x, y) - e^2 \int d^4x_1d^4x_2d^4y_1d^4y_2S(x, x_1)\gamma^\mu$$

$$\times D_{\mu\nu}(x_1, y_1)G(x_1, y_2)\Gamma^\nu(y_1; y_2, x_2)G(x_2, y).$$

In order to solve the equation above, we consider the simplest truncation as in the original papers by Gusynin et al [26, 27]², i.e. the “ladder approximation”.

The full fermion propagator in the LLL, assuming $m_d^2 \ll |eB|$, where corrections to the wave function renormalisation are neglected, can then be written as

$$\hat{G}(k) \approx i \exp\left(-\frac{k^2}{|eB|}\right) \left[ k^\parallel + \frac{m_d}{k^2 - m_d^2} \right] \left[ 1 - i\gamma^1\gamma^2\text{sign}(eB) \right],$$

where $m_d$ is the dynamical mass. In addition, in the ladder approximation, the full photon propagator and vertex can be replaced by their bare versions

$$D_{\mu\nu}(k) = -i \frac{g_{\mu\nu}}{k^2 - \xi k_\parallel^2},$$

$$\Gamma^\mu = \gamma^\mu.$$

Substituting the expressions above in (3.31), we find

$$m_d = \frac{\alpha}{4\pi^3} m_d \int \frac{d^2k^\parallel}{k^\parallel^2 + m_d^2} \int d^2k^\perp \frac{(1 - \xi k^2/m_d^2) \exp\left(-\frac{k^2}{2|eB|}\right)}{k^\parallel^2 + k^\perp^2}.$$

The divergent integral above needs to be regularised, which can be done by using a physical UV cut off. In this case, the UV cut off is naturally chosen to be the magnetic scale or, more specifically, $\sqrt{|eB|}$. Finally, we find that a non-trivial solution corresponding to dynamical mass generation is

$$m_d \simeq \sqrt{|eB|} \exp\left[-\frac{\pi}{2\alpha}\left(\frac{\pi \sqrt{2\alpha}}{2\alpha}\right)^{1/2}\right],$$

where $\alpha = e^2/4\pi$ is the renormalised coupling constant.

The non-analyticity of the solution above with respect to the coupling constant $\alpha$, as in the previous example, leads us to the conclusion that this solution can

²More accurate results, with the use of the “improved ladder approximation” (where the one-loop correction to the vacuum polarisation tensor is taken into account for the full photon propagator), were later published by the same authors [28, 29].
The effective potential approach: four-fermion interactions

Dynamical mass generation in models presenting four-fermion interactions was first investigated in the 1960's [30]. In addition to generating fermion masses without having to couple fermions to elementary scalar fields, models with four-fermion interactions which are invariant under continuous chiral transformations, such as the Nambu-Jona-Lasinio (NJL) model [30], give rise to massless pseudoscalar bound (Goldstone) states once the continuous symmetry is spontaneously broken. In this section we present the basic features of such models in $3 + 1$ dimensions, and then, using the effective potential approach, we show how fermion masses are dynamically generated.

3.2.1 Four-fermion interaction models

As it has become common in particle physics, the NJL model was also inspired by a condensed matter theory: the BCS theory of superconductivity [31]. It was proposed as an effective theory able to generate masses for quarks as well as to provide an explanation for the appearance of bound states of quarks and anti-quarks, such as the pions, as a consequence of the Goldstone theorem. However, being non-renormalisable in $3 + 1$ dimensions in addition to not presenting colour confinement, the NJL model was somewhat abandoned in favour of quantum chromodynamics (QCD) which was later developed. Nevertheless, the NJL model shares interesting features with the low energy limit of QCD.

In contrast to NJL models, it is also possible to build four-fermion interaction models which do not produce Goldstone bosons once fermion masses are dynamically generated. In order to do so, the interaction term should break the continuous chiral symmetry explicitly. If the model is built in such a way not to allow for bare mass terms, another (non-continuous) symmetry should be present to prevent fermion masses to appear. This is what happens in the Gross-Neveu (GN) model [32] where, contrary to the NJL model, the interaction term is not invariant under continuous chiral transformations

$$\psi \to \exp(i\alpha \gamma_5) \psi,$$  

(3.37)
but it is invariant under the discrete chiral transformation

\[ \psi \rightarrow \gamma_5 \psi, \tag{3.38} \]

which, therefore, also prevents the appearance of a mass term in the bare model.

In general, the four-fermion interaction terms can be constructed from the usual bilinears, for which transformations under the continuous (3.37) and discrete (3.38) chiral transformations are shown in Table 3.1.

| Bilinear       | Discrete chiral transf. | Continuous chiral transf. |
|----------------|-------------------------|---------------------------|
| Scalar: $\bar{\psi}\psi$ | $-\bar{\psi}\psi$      | $\psi^\dagger \psi \cos 2\alpha + i\psi^\dagger \gamma_5 \psi \sin 2\alpha$ |
| Pseudoscalar: $i\bar{\psi}\gamma_5 \psi$ | $-i\bar{\psi}\gamma_5 \psi$ | $i\psi^\dagger \gamma_5 \psi \cos 2\alpha - \psi^\dagger \psi \sin 2\alpha$ |
| Vector: $i\bar{\psi}\gamma_\mu \psi$ | $i\bar{\psi}\gamma_\mu \psi$ | $i\psi^\dagger \gamma_\mu \psi$ |
| Pseudovector: $i\bar{\psi}\gamma_\mu \gamma_5 \psi$ | $i\bar{\psi}\gamma_\mu \gamma_5 \psi$ | $i\psi^\dagger \gamma_\mu \gamma_5 \psi$ |
| Tensor: $\bar{\psi}\sigma^{\mu\nu} \psi$ | $-\bar{\psi}\sigma^{\mu\nu} \psi$ | $\psi^\dagger \sigma^{\mu\nu} \psi \cos 2\alpha + i\psi^\dagger \gamma_5 \sigma^{\mu\nu} \psi \sin 2\alpha$ |

Table 3.1: Bilinears under discrete and continuous chiral transformations

From the Table 3.1, one can construct a four-fermion interaction term invariant under continuous chiral transformations (as well as discrete ones) by squaring either the vector or pseudovector contributions, for example. On the other hand, it is not difficult to see that all four-fermion interaction terms constructed by squaring any of the bilinears will be symmetric under discrete chiral transformations.

The four-fermion interaction terms, however, are not completely independent of each other, as they can be related by means of the Fierz identities

\[ (\bar{\psi}_a \mathcal{O}_i \psi_b)(\bar{\psi}_c \mathcal{O}_i \psi_d) = \sum_{k=S,P_s,V,P_v,T} C_{ik}(\bar{\psi}_a \mathcal{O}_k \psi_d)(\bar{\psi}_c \mathcal{O}_k \psi_b), \tag{3.39} \]

where $\mathcal{O}_S = I$ ($I$ is the identity matrix), $\mathcal{O}_{P_s} = \gamma_5$, $\mathcal{O}_V = \gamma_\mu$, $\mathcal{O}_{P_v} = \gamma_\mu \gamma_5$ and $\mathcal{O}_T = \sigma^{\mu\nu}/(i\sqrt{2})$, and $C_{ik}$ are the elements of the $5 \times 5$ “matrix” shown in Table 3.2 [33].

As an example, considering the NJL model, where the interaction term is given by

\[ [(\bar{\psi}\gamma_\mu \psi)^2 - (\bar{\psi}\gamma_\mu \gamma_5 \psi)^2], \tag{3.40} \]

one can, equivalently, use the Fierz identities (3.39) together with the coefficients

|     | S   | V   | T   | P_v | P_s |
|-----|-----|-----|-----|-----|-----|
| S   | -1/4| -1/4| 1/4 | 1/4 | -1/4|
| V   | -1  | 1/2 | 0   | 1/2 | 1   |
| T   | 3/2 | 0   | 1/2 | 0   | 3/2 |
| P_v | 1   | 1/2 | 0   | 1/2 | -1  |
| P_s | -1/4| 1/4 | 1/4 | -1/4| -1/4|

Table 3.2: Coefficients for the Fierz identities
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in Table 3.2 to express such an interaction in terms of the scalar and pseudoscalar bilinears as

\[ -2\left[ (\bar{\psi}\psi)^2 - (\bar{\psi}\gamma_5\psi)^2 \right], \tag{3.41} \]

which is obviously invariant under the continuous chiral transformations (3.37).

We shall from now on focus on GN-type models, i.e. four-fermion interaction models which explicitly break the continuous chiral symmetry. The reason for this being that we are mainly interested in the dynamical mass generation aspect of the mechanism rather than on the appearance of Goldstone modes.

The Gross-Neveu model [32] was originally considered in 1 + 1 dimensions because in such low space-time dimensions the theory is renormalisable in the usual sense. Nevertheless, considering here the GN model as an effective field theory, we study it in 3 + 1 dimensions and introduce a cut off to regularise any divergent integral that may appear in our calculations. It is worth mentioning though, that even in 3 + 1 space-time dimensions Lorentz-violating versions of the four fermion interaction models, GN or NJL type, can be made “renormalisable”, once one adopts the Lifshitz scaling (anisotropic scaling between space and time) [34] or, equivalently, the “weighted power counting” approach shown in [35].

### 3.2.2 Gross-Neveu-type model

In the original work [32], the authors have studied, among other things, the dynamical mass generation in the large-N limit (1/N expansion) in 1 + 1 dimensions. They have shown that fermion masses are generated irrespective of the strength of the coupling constant \( g \). We assume here, however, that \( N = 1 \) and, as a consequence, there is a minimum value for \( g \) below which no fermion mass can be generated dynamically.

The action for the Gross-Neveu model in 3+1 dimensions, where the interaction term is obtained by squaring the scalar bilinear in (3.38), reads

\[ S_{NG} = \int d^4x \left[ \bar{\psi}(i\partial)\psi + \frac{g^2}{2}(\bar{\psi}\psi)^2 \right], \tag{3.42} \]

where the coupling constant \( g^2 \) has dimension \( [\text{mass}]^{-2} \).

Interestingly enough, the action below, which describes the interaction between a fermion field \( \psi \) with an auxiliary (with no kinetic term) scalar field \( \phi \) via a Yukawa term, shares its main features with (3.42),

\[ S'_{GN} = \int d^4x \left[ \bar{\psi}(i\partial)\psi - \frac{1}{2}\phi^2 - g\phi\bar{\psi}\psi \right]. \tag{3.43} \]

By requiring that the scalar field transforms as \( \phi \to -\phi \), while the fermion field
transforms as given by (3.38), we make the action above invariant under the discrete chiral symmetry which prevents the appearance of a mass term for $\psi$.

To understand the similarity between the models in (3.42) and (3.43), let us write down the generating functional $Z$ for (3.43)

$$Z[\eta, \bar{\eta}] = \int D[\phi, \psi, \bar{\psi}] e^{i \int d^4x \left[ \bar{\psi}(i\partial^\mu)\psi - \frac{1}{2} \phi^2 - g \phi \bar{\psi}\psi + \bar{\eta} \psi + \bar{\psi} \eta \right]},$$

(3.44)

which, by integrating out the scalar field, reduces to

$$Z[\eta, \bar{\eta}] \propto \int D[\psi, \bar{\psi}] e^{i \int d^4x \left[ \bar{\psi}(i\partial^\mu)\psi + \frac{g^2}{2} (\bar{\psi}\psi)^2 + \bar{\eta} \psi + \bar{\psi} \eta \right]},$$

(3.45)

i.e. the generating functional for the Gross-Neveu model given by the action (3.42).

Thus, the correlation functions calculated using either (3.42) or (3.43) should be the same, and both models are actually equivalent. In this context, the scalar field $\phi$ represents a fermion condensate $\propto g^2 < \bar{\psi}\psi >$ which is formed if the coupling is strong enough and, in this case, breaks the discrete chiral symmetry, allowing a mass term for $\psi$ to appear, as we see below.

### 3.2.3 Dynamical mass generation: the effective potential approach

In this section we consider the Gross-Neveu model in $3 + 1$ dimensions given by (3.42) (or equivalently (3.43)), and, by using the effective potential approach, we show how a mass term for the fermion field is dynamically generated.

The advantage of working with (3.43) instead of (3.42) is that the former action presents a Yukawa term, similar to the one that appears when the Higgs field couples to a fermion in the standard model. Therefore, from our experience with the Higgs mechanism (see section (2.2.1)), we know that when the scalar field acquires a non-trivial vev, it generates a mass for the fermion via the Yukawa term. Thus, we can verify the generation of a mass term ($m_d = g\phi_0$) for the fermion field in our theory by first calculating the potential for $\phi$ and then its vev $\phi_0$.

To obtain the effective potential for $\phi$, instead of integrating out the scalar field and going back to the original GN action, we integrate out the fermion fields in (3.44), and find

$$V(\phi) = \frac{\phi^2}{2} + i \text{Tr} \int \frac{d^4p}{(2\pi)^4} \ln(\phi - g\phi).$$

(3.46)

The minimum, $\phi_0$, of this potential is a solution of $(dV(\phi)/d\phi)_{\phi_0} = 0$. Differentiating (3.46) with respect to $\phi$, we obtain, in Euclidean space-time (after a Wick
rotation),

$$\phi_0 = 4g^2\phi_0 \int \frac{d^4p}{(2\pi)^4} \frac{1}{p^2 + g^2\phi_0^2}. \quad (3.47)$$

From the equation above, it is obvious that $$\phi_0 = 0$$, i.e. no dynamical mass generation, is the trivial solution. However, since we are interested in dynamical mass generation, we need to look for non-trivial solutions: $$\phi_0 \neq 0$$. Because the integral in (3.47) is divergent, let us use a Lorentz-invariant cut off $$\Lambda^2 = p^2 = \omega^2 + \vec{p}^2$$ to regularise it. After integration, eq. (3.47) becomes

$$\frac{2(2\pi)^2}{g^2\Lambda^2} = 1 - \left(\frac{g\phi_0}{\Lambda}\right)^2 \ln \left(1 + \frac{\Lambda^2}{(g\phi_0)^2}\right). \quad (3.48)$$

Assuming now that $$(m_d/\Lambda) < 1$$, where $$m_d = g\phi_0$$ is the dynamical mass, we see that the right hand side of the equation above allows for values between $$(1 - \ln 2)$$ and 1 only, which leads to the following constraint on the coupling constant

$$g_{\text{crit}} \leq g \leq \frac{g_{\text{crit}}}{\sqrt{1 - \ln 2}} \quad \text{with} \quad g_{\text{crit}} = \frac{\sqrt{2}(2\pi)}{\Lambda}. \quad (3.49)$$

Therefore, a non-trivial solution for the fermion mass is only possible if the coupling constant $$g$$, governing the strength of the four-fermion interaction, is equal to or greater than the critical coupling ($$g_{\text{crit}}$$) given in (3.49), but, at the same time, $$g$$ must not be greater than $$\approx 1.8 \ g_{\text{crit}}$$. Because dynamical mass generation takes place for a very limited range of values for $$g$$, we recognise this as a fine-tuning problem. Furthermore, it is worth noticing that the upper-limit for $$g$$ in (3.49) goes to $$g_{\text{crit}}$$ when $$m_d/\Lambda \to 0$$, which means that the smaller $$m_d$$ with respect to $$\Lambda$$, the more fine-tuned $$g$$ should be in order to allow for dynamical mass generation to take place.
Chapter 4

Global and local Lorentz violation

Lorentz symmetry, whether global or local, is one of the pillars of two of the most successful physical theories of all times: the standard model of particle physics and general relativity. This fact is, by itself, strong enough to motivate a serious investigation of whether or not Lorentz symmetry is indeed an exact symmetry of nature. However, a more commonly discussed motivation for the study of Lorentz invariance violating theories comes from the fact that, although a fully consistent description of the quantum effects of gravity has not yet been found, many approaches for quantum gravity favour Lorentz invariance violation; string theory [36], space-time foam models [37], brane-world scenarios [38], and non-commutative geometry [39] are some well known examples.

In this chapter, exploring the possibility that Lorentz symmetry is not an exact symmetry of nature, but only an approximate one in the low-energy limit, we work with two different ways of introducing Lorentz violation in quantum field theory.\footnote{Although, in this chapter, we restrict ourselves to two main frameworks for Lorentz violation, it is worth noting that many other interesting possibilities have been proposed, \textit{e.g.} varying speed of light (VSL) theories [40]. For a review of Lorentz violation see, for example, [41] and references therein.} In the first section we consider an effective field theory in which global Lorentz symmetry is spontaneously broken by non-trivial vacuum expectation values of tensor fields. Then, in the following section, we study explicit violation of Lorentz symmetry due to the anisotropic scaling between space and time, focusing mainly on the local violation of Lorentz invariance in a modified quantum theory of gravity.

4.1 The Standard Model Extension

In this section we study global Lorentz violation that takes place due to
the presence of constant tensor fields which break Lorentz symmetry spontaneously. For this task, we consider the standard model extension (SME) which began to be developed by Kostelecky et al in the late ‘90s [42, 43].

The SME is a low-energy effective theory which extends the standard model of particle physics by adding all possible Lorentz- (and CPT-) violating terms that could arise from spontaneous symmetry breaking at a fundamental level, but leaves the $SU(3) \times SU(2) \times U(1)$ gauge structure of the SM unmodified. In general, the SME can be divided in two parts: the minimal SME [42, 43], containing operators up to dimension 4 only; and the non-minimal SME [44, 45, 46] which contains non-renormalisable operators (of dimension greater than 4).

An important and subtle point to understand is how exactly the new terms break Lorentz invariance. Initially, we need to consider the two kinds of Lorentz transformations (LTs) describing boosts and rotations: observer and particle Lorentz transformations. Observer transformations are the most common, or conventional, kind of LTs. They can be seen as coordinate changes relating observations of a given physical system made by distinct inertial frames. On the other hand, the particle transformations are those which relate the properties of particles (or fields) with different momenta or spin orientations within a specific inertial frame.

Although observer and particle LTs can in general be used interchangeably, with one being simply the inverse of the other, this is not true in the presence of a tensor background field. Tensor background fields transform accordingly under observer transformations, but they are insensitive to particle transformations under which they “transform” as scalar fields instead. Thus, because the Lorentz-violating terms in the SME are expected to come from a fundamental Lorentz-covariant theory when tensor fields acquire a non-vanishing vev, they must be invariant under observer LTs, while breaking particle LTs. In summary, observer LTs, which are defined as coordinate changes, are preserved in the SME, whereas particle LTs, which involve boosts and rotations on the physical system (particles or localised fields), but not on the background fields, are not, thus manifesting the Lorentz invariance violation in the SME.

In the SME, every new term is made of a dimension $d$ operator contracted with a $(4 - d)$-dimensional coefficient for Lorentz violation. When higher-order operators are taken into account, as in the non-minimal SME, an infinite number of new terms appear in the theory. Nonetheless, because Lorentz violation is expected to be fairly small (otherwise it should have already been observed in nature) the LIV terms are treated perturbatively and, as a consequence, operators with a lower mass dimension are expected to dominate in the IR. In this way, it is natural that renormalisable LIV operators of dimension 3 and 4 hold a special place in the SME. However, in some specific cases, additional symmetries of a more fun-
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damental model can forbid the appearance of lower dimensional operators; e.g. in
supersymmetric theories, where LIV operators of renormalisable mass dimension
are forbidden, implying, therefore, that the leading order LIV contributions should
come from higher-dimensional operators with dimension greater than 4 [47].

Fortunately, there exists a plethora of experimental and observational mea-
surements which can be used to test and constrain the coefficients for Lorentz vi-
olation. In [48], it is possible to find a comprehensive list of experimental- and
observational-based bounds on LIV coefficients of the matter, photon, neutrino and
gravity sectors of the SME.

4.1.1 Neutrino sector

In this section we describe the neutrino sector of the SME. First, we present
the most general action for such a sector containing both minimal [49, 50] and
non-minimal [45] operators. Then, in order to obtain the expressions for oscillation
probabilities, we present the effective Hamiltonian. Finally, we consider a specific
model for neutrino oscillations based on the SME, and discuss some of its essential
features and results.

We start by considering three flavour neutrinos ($\nu_e, \nu_\mu, \nu_\tau$) and combining
them with their respective charge conjugate field ($\nu^C_a = C \bar{\nu}^T_a$) in the $6 \times 1$
multiplet below, as in [45],

$$N = \begin{pmatrix} \nu_e \\ \nu^C_e \\ \nu_\mu \\ \nu^C_\mu \\ \nu_\tau \\ \nu^C_\tau \end{pmatrix}, \quad \text{with} \quad a = e, \mu, \tau.$$  \quad (4.1)

The most general quadratic SME action for the free neutrinos in (4.1), allowing for
operators of any mass dimension, can be written as

$$S^{SME}_\nu = \int d^4x \left\{ \frac{1}{2} \bar{N}(i\partial - M + \hat{Q})N + \text{h.c.} \right\},$$  \quad (4.2)

with

$$M = m + im_5 \gamma_5,$$  \quad (4.3)

$$\hat{Q} = \sum_I \hat{Q}^I \gamma_I = \hat{S} + i \hat{P} \gamma_5 + \hat{V}^{\mu} \gamma_\mu + \hat{A}^{\mu} \gamma_5 \gamma_\mu + \frac{1}{2} \hat{T}^{\mu\nu} \sigma_{\mu\nu},$$

where $m$, $m_5$ and $\hat{Q}^I$ are $6 \times 6$ hermitian matrices. In (4.3), $\hat{Q}$ was expanded in
the basis of Dirac matrices and contains scalar $\hat{S}$, pseudo-scalar $\hat{P}$, vector $\hat{V}^{\mu}$, axial
vector $\hat{A}^{\mu}$ and tensor $\hat{T}^{\mu\nu}$ contributions. Moreover, the $\hat{Q}^I$ operators are derivative-
dependent and can be expanded as a sum of operators of mass dimension $d$

$$\hat{Q}^I = \sum_{d=3}^{\infty} i^{(d-2)} Q^{(d)} I_{\alpha_1 \alpha_2 \ldots \alpha_d-3} \partial_{\alpha_1} \partial_{\alpha_2} \ldots \partial_{\alpha_d-3}, \quad (4.4)$$

where $Q^{(d)} I$ is the dimension $4-d$ coefficient governing the corresponding $d$-dimensional operator. In general, the following terms are allowed

$$\hat{S} = \hat{m} \partial_{\mu}, \quad \hat{P} = \hat{m}_5 + i \hat{f}^\mu \partial_{\mu}, \quad \hat{V}^\mu = \hat{a}^\mu + i \hat{e}^{\mu\nu} \partial_{\nu}, \quad (4.5)$$

Again all terms with a hat on can be expanded as in (4.4).

In addition to breaking Lorentz invariance, operators with an odd number of indices ($\hat{a}^\mu, \hat{b}^\mu, \hat{e}^\nu, \hat{f}^\nu$ and $\hat{g}^{\kappa\lambda\nu}$) are also not invariant under the discrete CPT transformation. It is easy to see that, since all Lorentz indices appear properly contracted among themselves, all terms in (4.2) are invariant under observer Lorentz transformations. However, as mentioned above, due to the presence of non-vanishing tensor vevs, represented by the coefficients for Lorentz violation, this effective model is not invariant under particle LTs.

As we are interested in calculating oscillation probabilities, it is more convenient to work directly with the effective Hamiltonian associated with (4.2). In addition to this, at this point, since the neutrinos observed in nature are chiral (left-handed) fields, we should project the formalism above onto left-handed fields. Then, following [45], the effective Hamiltonian for the neutrino sector is found to be given by

$$h_{eff} = (h_{eff})_0 + \delta h, \quad (4.6)$$

where the dominant contribution, $(h_{eff})_0$, is the usual Lorentz-symmetric Hamiltonian written in terms of $3 \times 3$ block matrices as

$$(h_{eff})_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{1}{2|\vec{p}|} \begin{pmatrix} m_l m_l^\dagger & 0 \\ 0 & m_l^\dagger m_l \end{pmatrix}, \quad (4.7)$$

with $m_l$ being the effective left-handed mass matrix. The LIV perturbative corrections come from

$$\delta h = \frac{1}{|\vec{p}|} \begin{pmatrix} \hat{a}_{eff} - \hat{c}_{eff} \\ -\hat{g}_{eff} + \hat{H}_{eff} \end{pmatrix} \quad (4.8)$$

The effective terms above, $\hat{a}_{eff}, \hat{c}_{eff}, \ldots$, represent combinations of the LIV operators shown in (4.5). For brevity, the exact form of such terms are omitted here, since they are rather involved, but they can be found in [45].
Neutrino oscillations

In order to investigate neutrino oscillations in the SME, we can make use of the time evolution operator, as in section 2.5, to calculate the oscillation probabilities. For neutrino oscillations, the diagonal terms present in \((h_{\text{eff}})_0\) do not play any role and can be consistently omitted. By doing this, the time-evolution operator relevant to oscillations becomes

\[ S(t) = \exp(-ih_{\text{osc}}t), \]

where

\[ h_{\text{osc}} = \frac{1}{|\vec{p}|} \left( \frac{1}{2} m_l^1 m_l^\dagger + \hat{a}_{\text{eff}} - \hat{c}_{\text{eff}} \hat{H}_{\text{eff}} \hat{c}_{\text{eff}} - \hat{g}_{\text{eff}} \hat{H}_{\text{eff}}^\dagger \hat{g}_{\text{eff}} \right). \]  

Thus, oscillation probabilities can be calculated following the standard procedure (see section 2.5) which leads to

\[ P_{\nu_a \rightarrow \nu_b}(t) = |(U^\dagger e^{-iE_{\text{eff}}t}U)_{ab}|^2, \]

where \(U\) is the unitary matrix which diagonalises the effective Hamiltonian (4.9).

The effective Hamiltonian for oscillations (4.9) represents a system with an infinite number of degrees of freedom per space-time point, when taking into account all possible terms of any dimension in the SME. In order to make it more manageable, so that one can effectively calculate oscillation probabilities, it is necessary to restrict the amount of parameters in the model. This can be performed in different ways, one of which is by finding a more fundamental theory which naturally reduces the number of LIV operators due to its symmetries, and hopefully agrees with current measurements. Another way, as in the example below, is to choose the parameters so that the resulting model reproduces most or all experimental data available.

- Neutrino oscillations in the SME: the puma model

In the last decade, many models based on the minimal [50, 51, 52, 53] and non-minimal [54, 55] SME have been considered as alternative ways of describing neutrino oscillations. Despite the partial success of models containing one mass parameter at most, it is clear now that these “simple” LIV models cannot reproduce all the current data. Nonetheless, they teach us much about the power of the SME in describing physical phenomena. In this section, we choose one of these models, the so-called “puma model” [54, 55], and present some of its interesting features and results.

The puma model Hamiltonian is a very particular case of the general expression given in (4.9) which only contains three parameters. Assuming three flavours of left-handed active neutrinos, the Hamiltonian can be written in the flavour basis
as the following texture

\[ h_{\text{osc}}^{\text{puma}} = A \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix} + B \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} + C \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad (4.10) \]

with \( A(E) = \frac{m^2}{2E} \), \( B(E) = \hat{a}E^2 \), \( C(E) = \hat{c}E^5 \).

As explained in [54, 55], this specific effective model (4.10) was obtained through a systematic search for a SME model describing the established neutrino oscillations data (at that time), by considering models with no more than three parameters and a simple analytical form.

It can be seen in (4.10) that in the IR limit the Hamiltonian is dominated by the first matrix, which depends on the mass parameter. The other two terms, proportional to \( \hat{a} \) and \( \hat{c} \), which are associated with operators of the non-minimal SME of dimension 5 and 8, respectively, break Lorentz invariance (\( \hat{a} \) breaks CPT as well), and have a non-standard energy dependence which leads them to dominate over the mass term in the UV.

Since the Hamiltonian above only takes into account neutrinos, (4.10) represents the upper left 3 \times 3 block of (4.9) for the present case. Then, the effective Hamiltonian describing anti-neutrinos \( \bar{h}_{\text{osc}}^{\text{puma}} \), which is associated with the lower right block of (4.9), can be obtained by performing a CPT transformation in \( h_{\text{osc}}^{\text{puma}} \). In the present case, as the only CPT-odd term is the one related to \( \hat{a} \), finding \( \bar{h}_{\text{osc}}^{\text{puma}} \) is a straightforward task: one only needs to change the sign of the respective coefficient.

Another unusual feature of this model is found when diagonalising the Hamiltonian (4.10): one of the eigenvalues vanishes. The other two eigenvalues are

\[ \lambda_{\pm} = \frac{1}{2} \left[ 3A + B + C \pm \sqrt{(A - B - C)^2 + 8(A + B)^2} \right]. \quad (4.11) \]

As usual, the oscillation probability is found in terms of the unitary matrix \( U^{\text{puma}} \) which diagonalises the Hamiltonian above

\[ U^{\text{puma}} = \begin{pmatrix} \frac{\lambda_+ - 2A}{N_+} & \frac{A + B}{N_+} & \frac{A + B}{N_+} \\ \frac{\lambda_+ - 2A}{N_-} & \frac{A + B}{N_-} & \frac{A + B}{N_-} \\ 0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \end{pmatrix}, \quad (4.12) \]

with \( N_{\pm} = \sqrt{(\lambda_{\pm} - 2A)^2 + 2(A + B)^2} \).

The unitary matrix (4.12) assumes, in the IR region, the so-called “tribimaximal form”\(^2\) [56]; therefore, in such a region, the theoretical results found with the

\(^2\)The term “tribimaximal” follows from the fact that, in this configuration, one of the massive
puma model can be made compatible with those of the $3\nu SM$\footnote{The $3\nu SM$ model is the standard Lorentz-symmetric extension of the minimal SM including three massive left-handed neutrinos \cite{22}; it is characterised by six parameters: two mass-squared differences, three mixing angles, and one CP-violating phase (for Dirac fields).} extension, for which the mixing is described by the PMNS matrix \cite{250}, when, among other things, the mixing angle $\theta_{13}$ vanishes. When the energy increases, the eigenvalue $\lambda_-$ becomes proportional to $\hat{a}^2/\hat{c}E$, behaving thus as a mass term, even though the original mass term in the model becomes negligible in the UV.

In the $3\nu SM$, each mixing angle, not being energy-dependent, assumes a unique value which can be chosen accordingly to the data. Consequently, they represent degrees of freedom of the respective model. In the puma model, on the other hand, the mixing angles are energy dependent, changing with the energy in a way determined by the texture \cite{410}. Therefore, in this case, the values for the mixing angles cannot be chosen to match the data as in the $3\nu SM$, because their values are intrinsic properties of the model \cite{410}.

By comparing the expressions for oscillation probabilities found using both the puma model and the $3\nu SM$ \cite{264}, and taking into account the experimental results, we can determine the values of the three parameters of the former model. For example, the survivor probability for reactor anti-neutrinos, in the low energy limit, in the puma model and in the $3\nu SM$ are respectively given by:

\begin{align}
\mathcal{P}_{\bar{\nu}_e \rightarrow \bar{\nu}_e}^{\text{puma}} & \approx 1 - \frac{8}{9} \sin^2 \left( \frac{3m^2}{4E} \right), \\
\mathcal{P}_{\bar{\nu}_e \rightarrow \bar{\nu}_e}^{3\nu SM} & \approx 1 - \sin^2(2\theta_{12}) \sin^2 \left( \frac{\Delta m^2_{\odot}L}{4E} \right). \tag{4.13, 4.14}
\end{align}

As discussed above, the value for the mixing angles in the puma model are determined by the texture and, in this case, comparing both expressions above, we see that $\sin^2(2\theta_{12})_{\text{eff}} = 8/9$, which agrees with the experimental results. Moreover, comparing the mass terms, we see that $m^2 = \Delta m^2_{\odot}/3$ which matches the data, if we choose $m^2$ according to experimental results for $\Delta m^2_{\odot}$. The other degrees of freedom of the model $a$ and $c$ can be determined by similar procedures when looking at different experiments \cite{54, 55}. As a result, the three parameters of the puma model can be chosen as

\begin{equation}
m^2 = 2.6 \times 10^{-23} GeV^2, \quad \hat{a} = -2.5 \times 10^{-19} GeV^{-2}, \quad \hat{c} = 1.0 \times 10^{-16} GeV^{-2}. \tag{4.15}
\end{equation}

With this choice, it was shown in \cite{54, 55} that by the time the puma model was
proposed, it was compatible with most experimental results on neutrino oscillations\textsuperscript{4}, except for some anomalies that also could not be explained by the $3\nu SM$ model. This is no longer the case, however, as we explain in what follows. The mixing angle $\theta_{13}$ has been recently measured to an unprecedented degree of accuracy\textsuperscript{57, 58} and, to the surprise of many, its value, $\theta_{13} \simeq \pi/20$\textsuperscript{22}, is not as small as once thought. On the other hand, the puma model, due to its tribimaximal IR structure, as already mentioned, requires that $\theta_{13}$ should vanish. Thus, the present version of the puma model is no longer phenomenologically accurate.

In summary, the puma model reveals the power of the SME, since it only needs three parameters to reproduce most experimental data.

### 4.2 Lifshitz-type theories

In this section we present a different approach to Lorentz violation. Instead of treating Lorentz violation as a result of spontaneous symmetry breaking caused by non-trivial vevs of tensor fields as in the SME, we consider explicit Lorentz violation based on the assumption that space and time satisfy the Lifshitz, or anisotropic, scaling, as defined below.

Lifshitz-type theories are characterised by their invariance under the anisotropic scaling between space and time

$$\vec{x} \rightarrow b\vec{x} \quad \text{and} \quad t \rightarrow b^z t,$$

(4.16)

where $z$ is the critical exponent. When $z = 1$, space and time scale isotropically as in special relativity, whereas for $z \neq 1$ space and time are treated differently; consequently, although still invariant under Galilean transformations, theories invariant under (4.16) with $z \neq 1$ are no longer Lorentz-symmetric. This anisotropic scaling implies that the dimensions of space and time coordinates are given by $[x_i] = -1$ while $[t] = -z$.

The study of models with anisotropic scaling, especially in the gravitational context, is motivated by the desire for a consistent way of constructing UV-complete theories. Whereas covariant higher-order derivative modifications of GR present an improved UV behaviour\textsuperscript{59}, they generally contain ghost excitations (Ostrogradky’s ghosts [60, 61]), which lead to violation of unitarity, as a result of the presence of higher-order time derivatives. The Lifshitz scaling allows one to build theories with higher-order space derivatives only, keeping the number of time derivatives to its minimum, which present an improved UV behaviour without introducing

\textsuperscript{4}At that time, $\theta_{13}$ was believed to be very small ($\approx 0$).
Ostrogradsky’s ghosts.

In the remainder of this section, we will explore the consequences of the Lifshitz scaling (4.16) for quantum field theories. Firstly, the main features of such an idea will be investigated through the study of a simple Lifshitz-type model involving only scalar fields. We will then focus on how the Lifshitz scaling is used in the formulation of a modified theory of quantum gravity, the so-called Horava-Lifshitz gravity, and present three different versions.

4.2.1 Lifshitz scalar field theory

We start this section by deriving the action for a Lifshitz-type model containing only scalar fields in $d + 1$ space-time dimensions

$$S_{sc} = \int dt d^d x \, \mathcal{L}_{sc}.$$  \hspace{1cm} (4.17)

When considering the anisotropic scaling between space and time (4.16), we have that $[dt d^d x] = -z - d$. As a consequence, only terms of dimension up to $z + d$ need to be considered for the Lagrangian $\mathcal{L}_{sc}$ of our theory. In order to avoid pathologies associated with higher-order time derivatives, we start defining the dimension of $\phi$ by requiring that $[\left(\partial_t \phi\right)^2] = z + d$. Since $[\partial_t] = z$, we find that

$$[\phi] = \frac{d - z}{2}.$$  \hspace{1cm} (4.18)

The scalar field $\phi$ is dimensionless when $d = z$ and, in such a case, the theory is at least power-counting renormalisable.

From now on, since we are interested in the renormalisability of the theory, let us take $z = d$, which leads to

$$[dt d^d x] = -2z \quad , \quad [\left(\partial_t \phi\right)^2] = 2z \quad \text{and} \quad [\partial_i \phi \partial^i \phi] = 2.$$  \hspace{1cm} (4.19)

As shown above, because the scalar field is dimensionless as a result of $z = d$, the usual term containing only two spatial derivatives is of dimension 2 only. Therefore, terms involving up to $2z$ spatial derivatives can be consistently added to the Lagrangian, and for $z = d > 1$, it means that higher-order spatial derivatives are allowed in the theory, e.g. for $z = 2(3,4...) \text{ we can add terms with up to } 4(6,8...) \text{ spatial derivatives.}$

Thus, in general, for a free scalar field in $d + 1$ dimensions with $z = d$, we

---

5For a comprehensive introduction to the subject, see [62].
can write the following action

$$S_{sc} = \frac{1}{2} \int dt d^d x \left[ \dot{\phi}^2 - \phi \left( \sum_{i=1}^{z} \Lambda_i^2 (z-i) \right) \phi - m^{2z} \phi^2 \right], \quad (4.20)$$

with $\dot{\phi} = \partial_t \phi$, $\Delta = -\partial_k \partial^k = \vec{\partial} \cdot \vec{\partial}$ is the Laplacian and $[\Lambda_i] = 1$.

The dispersion relation for such a free scalar is then

$$\omega^2 = m^{2z} + \sum_{i=1}^{z} \Lambda_i^{2(z-i)} \vec{p}^2_i. \quad (4.21)$$

In the UV region the dispersion relation is clearly not Lorentz symmetric: $\omega^2 \simeq \vec{p}^{2z}$. However, in the IR, if $\Lambda_1 \neq 0$, one can rescale the whole expression to obtain

$$\omega'^2 \simeq m'^2 + \vec{p}^2, \quad \text{where} \quad \omega' = \frac{\omega}{\Lambda_1^{z-1}} \quad \text{and} \quad m' = \frac{m}{\Lambda_1^{z-1}}. \quad (4.22)$$

Therefore, in the IR region, Lorentz symmetry is approximately recovered, showing that in this limit $z \to 1$. Nonetheless, as the energy increases, the right hand side of (4.22) starts to receive non-negligible contributions from the higher-order operators, breaking Lorentz invariance.

Let us now introduce self-interactions to the system. As the scalar field is dimensionless, the model allows us to add any self-interaction terms of the form $\alpha_n \phi^n$, where $[\alpha_n] = 2z$. For simplicity, we only consider the following term with $n = 4$, and take $d = z = 3$ (which is sufficient for our purposes here);

$$\mathcal{L}_{int} = \alpha_4 \phi^4. \quad (4.23)$$

To understand the basic advantages of such theories, compared to Lorentz-symmetric ones, let us roughly estimate the one-loop correction to the scalar field propagator. When the only interaction term is the one in (4.23), the only one-loop diagram that need to be taken into account is that which contains a single fermion propagator, and its correction, in Euclidean space-time, is proportional to

$$\int \frac{d\omega d^3p}{(2\pi)^4} \frac{1}{\omega^2 + m^6 + \Lambda_1^2 \vec{p}^2 + \Lambda_2^2 \vec{p}^4 + \vec{p}^6} \propto \int \frac{dp}{\sqrt{m^6 + \Lambda_1^2 \vec{p}^2 + \Lambda_2^2 \vec{p}^4 + \vec{p}^6}}, \quad (4.24)$$

with $p^2 = \vec{p}^2$. As can be seen, instead of being quadratically divergent as in the Lorentz symmetric case, the integral above is actually only logarithmically divergent due to the higher-order spatial derivatives in (4.20). We used this example to present a general feature of Lifshitz-type theories: loop integrals appearing in these theories present an improved UV behaviour, being less divergent than their corresponding
Lorentz-symmetric correction, or even convergent.

In addition to improving the convergence of loop integrals, Lifshitz-type models usually allow for a larger set of renormalisable interactions. For example, a self-interaction term involving $\phi^6$ in the Lorentz-symmetric case would necessarily appear with a coupling constant $\alpha'_6$, where $[\alpha'_6] = -2$, because for $d = 3$ and $z = 1$, we have $[\phi] = 1$. Therefore, such a term is irrelevant. On the other hand, if we consider the same interaction term in the Lifshitz-type model above, the coupling constant $\alpha_6$ will have dimension of 6, thus becoming relevant. In this way, another advantage of Lifshitz-type theories is that the class of renormalisable interactions is, in general, extended.

Some important works have been dedicated to the above-mentioned ideas regarding improved convergence of loop integrals and, consequently, renormalisability of LIV theories containing higher space derivatives. Detailed aspects of such theories have been studied, and technical machinery developed, in work by Anselmi et al. However, instead of Lifshitz (or anisotropic) scaling, another nomenclature, with expressions such as “weighted scale invariant theories” and “weighted power counting”, is adopted.

As one might expect, however, Lifshitz-type theories do not bring advantages without presenting new challenges. While such models are clearly Lorentz-violating in the UV, in the IR we expect Lorentz symmetry to be approximately recovered in order to agree with the current experimental bounds on Lorentz violation. While in a free theory we have the freedom to rescale the parameters, as in (4.22), to recover Lorentz symmetry, when different particles interact, this procedure cannot be performed for all particles at the same time. As a result, different particles will experience different limiting speeds of propagation. Calculating these speed differences and comparing them with the experimental bounds on Lorentz invariance is a useful way to constrain some of the parameters of the relevant Lorentz-violating theory and, in some cases, even rule out certain Lifshitz-type models.

### 4.2.2 Horava-Lifshitz gravity

With the concepts developed in the previous section in mind, it is natural to try using Lifshitz scaling as a tool in the quest for a renormalisable quantum theory of gravity. This task was originally performed by Horava in 2009 when he developed what is now known as Horava-Lifshitz (HL) gravity. In this section we present the original HL theory with $d = z = 3$, its different versions, together with their main features and problems. The metric signature in this section on HL
gravity is \((-, +, +, +)\).\(^6\)

The anisotropic scaling between space and time (4.16) can be applied to gravity if we give up on one of the most important building blocks of GR, invariance under 4-dimensional diffeomorphisms. Instead, as space and time must be treated differently, the theory will be invariant under a reduced set of symmetries. It is not necessary to look very far for a consistent way to describe a gravity model in which space and time are treated differently, the Arnowitt-Deser-Misner (ADM) decomposition of the metric provides the necessary formalism:

\[
g_{\mu\nu}dx^\mu dx^\nu = -c^2 N^2 dt^2 + g_{ij}(dx^i + N^i dt)(dx^j + N^j dt) ,
\]

where \(N, N_i\) and \(g_{ij}\) are the ADM fields; the lapse function, shift vector and spatial metric, respectively. For convenience, we kept the speed of light \(c\) in this decomposition so that we can more easily find the dimensions of the ADM fields. A natural choice is to postulate that the spatial metric is dimensionless \([g_{ij}] = 0\) which implies that \([g_{ij}dx^i dx^j] = -2\). Then, since the terms \(N^2 c^2 dt^2\) and \(g_{ij}N^i dx^j dt\) have the same dimension as \(g_{ij}dx^i dx^j\), i.e. \(-2\), we conclude that, assuming the Lifshitz scaling with \(z = 3\), \([c] = 2\), \([N] = 0\) and \([N^i] = 2\).

Because of (4.16), time plays a privileged role in this construction, and therefore space-time is seen as a foliation, with its leaves being spatial hypersurfaces of constant time. As the usual GR diffeomorphisms do not protect such a space-time structure, a theory of gravity built upon the Lifshitz scaling (4.16) is invariant under the following reduced symmetry:

\[
\delta t = f(t) \quad \text{and} \quad \delta x^i = \xi^i(t, x) ,
\]

known as foliation-preserving diffeomorphisms. We will also refer to (4.26) as 3-d diffeomorphisms, although foliation-preserving diffeomorphisms represent a combination of time-dependent space (3-d) diffeomorphisms, with space-independent time reparametrisations.

In order to build an action which is invariant under foliation-preserving diffeomorphisms, we first need to know how the fields present in the theory, the ADM fields in our case, transform under (4.26). If the ADM fields are functions of space

---

\(^6\)To avoid any confusion, we emphasise, as initially stated, that throughout this thesis every time gravity is taken into account, we use the mostly plus metric signature \((-, +, +, +)\). On the other hand, when gravitational fields are not considered, we use the mostly minus metric signature \((+, -, -, -)\). This follows the conventions adopted in the respective fields.
and time, they transform as

\[
\begin{align*}
\delta g_{ij} &= \partial_i \xi_j + \partial_j \xi_i + \xi^k \partial_k g_{ij} + f \dot{g}_{ij}, \\
\delta N_i &= \partial_i \xi^k N_k + \xi^k \partial_k N_i + \dot{\xi}^i g_{ij} + \dot{f} N_i + f \dot{N}_i, \\
\delta N &= \xi^k \partial_k N + \dot{f} N + f \dot{N},
\end{align*}
\]

where the overdot represents a derivative with respect to time \((t)\). While GR contains two propagating degrees of freedom (a massless spin-2 excitation, the graviton), a modified gravity model, invariant under foliation-preserving diffeomorphisms, allows for a new degree of freedom, known as the scalar graviton. The study of the scalar graviton, specially in the IR region, is of crucial importance in understanding whether Horava-Lifshitz gravity can be taken seriously as a phenomenologically viable alternative to GR. In the subsections below, we present three different versions of HL gravity. Initially, we consider the original model and show that the respective scalar graviton presents some undesirable features in the IR. Then, with the aim of finding a new version of the theory in which the additional degree of freedom either presents a more “acceptable” behaviour or does not exist, we consider first the non-projectable, and then the covariant versions of HL gravity.

**The original model: Projectable version with detailed balance**

In the original work by Horava [69], in addition to imposing invariance under foliation-preserving diffeomorphisms, it was assumed that the lapse function was a function of time only: \(N = N(t)\). When this additional condition is imposed, we have what is known as the “projectable version” of HL gravity.

The most general kinetic term for this theory is constructed by requiring it to be quadratic in \(\dot{g}_{ij}\). This can be achieved by considering the extrinsic curvature \(K_{ij}\), which is invariant under foliation-preserving diffeomorphisms,

\[
K_{ij} = \frac{1}{2N}(\dot{g}_{ij} - \nabla_i N_j - \nabla_j N_i) \quad \text{with} \quad \nabla_i N_j = \partial_i N_j - \Gamma^k_{ij} N_k ,
\]

where \(\nabla_i\) and \(\Gamma^k_{ij}\) are the covariant derivative and Christoffel symbol, respectively, defined with respect to the spatial metric \(g_{ij}\) on the constant time hypersurfaces. Thus, in terms of (4.28), we can write the following kinetic term for the theory

\[
S_K = \frac{2}{\kappa^2} \int dtd^3x \sqrt{g} N \left( K_{ij} K^{ij} - \lambda K^2 \right) ,
\]

where \(K = g^{ij} K_{ij}\), and \(\kappa\) and \(\lambda\) are coupling constants. Such a kinetic term (4.29) is quite general and valid for all versions of HL gravity that we to study here, the only “difference” being that in some cases the lapse function in (4.29), which appears
in the action because it is a part of the volume element \(dV = dt d^3x \sqrt{g} N\), will be allowed to be a function of space and time, while in the present version, as already discussed, \(N\) is a function of time only.

It is worth emphasising at this point that \(\kappa^2\), which would have mass dimension of \((-2)\) in theories without anisotropic scaling such as GR, where \(k^2 \propto G_N\), is here dimensionless and therefore represents a huge improvement in terms of the renormalisability of the theory. Another important point to note is that, due to the reduced symmetry, the kinetic term in (4.29) contains a new coupling constant \(\lambda\) which in GR is automatically set to 1 according to the invariance under full 4-dimensional diffeomorphisms. Therefore, one might expect that \(\lambda \to 1\) if the present theory fully describes GR in the IR. However, as we will see later, this is probably not the case.

Let us consider now the potential term \(S_V\). If we wanted to find the most general \(S_V\), containing all possible terms of dimension equal to or less than 6, a huge number of new terms and coupling constants would appear in the theory. In order to restrict the number of terms in the potential of the theory, Horava imposed an extra symmetry. Following [69], the only terms allowed in the potential \(S_V\) are those which can be put in the following form,

\[
S_{\text{proj}}^V = \frac{\kappa^2}{8} \int dtd^3x \sqrt{g} N \; E^{ij} G_{ijkl} E^{kl} , \quad \text{with} \quad \sqrt{g} E^{ij} = \frac{\delta W[g_{kl}]}{\delta \dot{g}_{ij}} ,
\]

where \(W\) represents some action, and \(G_{ijkl}\) is the inverse of the De Witt metric and

\[
G^{ijkl} = \frac{1}{2} \left( g^{ik} g^{jl} + g^{il} g^{jk} \right) - \lambda g^{ij} g^{kl} .
\]

A potential of this form is said to satisfy the “detailed balance condition”.

Let us consider that \(W\) in (4.30) is

\[
W = W_{CS} + \mu \int d^3x \sqrt{g} (R - 2\Lambda_W) ,
\]

where the first term, \(W_{CS}\), is the gravitational Chern-Simons term as given in [69], while the second is the Einstein-Hilbert action, with \(R\) the Ricci scalar associated with \(g_{ij}\). The coupling constants \(\omega, \mu\) and \(\Lambda_W\) are of dimension 0, 1 and 2, respectively. Thus, the most general potential term, within the detailed balance class, reads

\[
S_{\text{proj}}^V = \frac{\kappa^2}{2} \int dtd^3x \sqrt{g} N \left[ \frac{\mu^2}{4(1-3\lambda)} \left( \frac{4}{4} R^2 + \lambda_W R - 3\lambda_W \right) - \frac{1}{\omega^4} C_{ij} C^{ij} + \frac{\mu}{\omega^2} \epsilon^{ijk} R_{il} \nabla_j R_k - \frac{\mu^2}{4} R_{ij} R^{ij} \right] ,
\]
where $R_{ij}$ is the Ricci tensor associated with $g_{ij}$, $\epsilon^{ijk}$ is the Levi-Civita symbol and

$$C^{ij} = \epsilon^{ikl} \nabla_k \left( R^j_l - \frac{1}{4} R \delta^j_l \right)$$  \hspace{1cm} (4.34)

is the Cotton tensor.

An interesting connection between the Ashtekar formulation of relativity and HL gravity is pointed out in [70], where it is shown that HL gravity can emerge as a specific case of the former, when in the presence of a fermion aether which spontaneously breaks the 4-dimensional diffeomorphism invariance.

IR spectrum

We now study the spectrum of the original version of HL gravity in the IR region, particularly the scalar graviton, in order to see whether or not it is compatible with GR.

Putting together (4.29) and (4.33), we have the full action for the original version of HL gravity (or projectable version of HL gravity with detailed balance). In the IR limit, dimension 4 and 6 operators from the potential (4.33) can be consistently neglected as, in this limit, dimension 2 operators are dominant and therefore the theory flows towards $z = 1$. Additionally, in order to be able to compare the resulting IR theory with GR, it is useful to rescale the time coordinate $t$ as

$$x^0 = c' t , \text{ with } c' = \frac{\kappa^2 \mu}{4} \sqrt{\frac{\Lambda_W}{(1 - 3\lambda)}} ,$$  \hspace{1cm} (4.35)

where $c'$ ($[c'] = 2$) is the emergent speed of light and $x^0$ has the same dimension as the time coordinate in isotropic models ($z = 1$), i.e. $[x^0] = -1$. We can then write the IR version of the present model as

$$S_{IR}^{proj} = M_P^2 \int dx^0 d^3x \sqrt{g} N \left[ K_{ij} K^{ij} - \lambda K^2 + R - 2\Lambda \right] ,$$  \hspace{1cm} (4.36)

where

$$\Lambda = \frac{3}{2} \Lambda_W \text{ and } M_P^2 = \frac{1}{16\pi G_N} \text{ with } G_N = \frac{\kappa^2}{32\pi c'} ,$$  \hspace{1cm} (4.37)

which only differs from GR written in the ADM formalism because, in our case, $\lambda$ is not constrained to be equal to 1.

To better understand how the theory works in the IR region, let us expand the ADM fields $g_{ij}, N_i, N$ in terms of small fluctuations around the flat background
(with $\Lambda = 0$), and look for the spectrum of the theory,

$$g_{ij} = \delta_{ij} + h_{ij}, \quad N_i = n_i \quad \text{and} \quad N = 1 + n,$$

where the tensor and vector fluctuations $h_{ij}$ and $n_i$ can be further decomposed into different spin components

$$h_{ij} = H_{ij} + (\partial_i W_j + \partial_j W_i) + \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \partial^2 \right) B + \frac{\delta_{ij}}{3} h,$$

$$n_i = n_i^T + \partial_i \rho,$$

with $H_{ij}$ being a transverse-traceless tensor ($\partial_i H_{ij} = 0$ and $H_{ii} = 0$), $W_i$ and $n_i^T$ are transverse vectors ($\partial^i W_i = \partial^i n_i^T = 0$); and $B$, $h$ and $\rho$ are scalar fields. Moreover, because the flat space metric, from eq.(4.38), is $\delta_{ij}$, we can lower all the spatial indices, for simplicity, i.e. $h_{ij} \rightarrow h_{ij}$.

At this point, it is useful to make use of the gauge freedom in (4.27) to eliminate some non-propagating degrees of freedom from the theory. A natural choice, which fixes most of the gauge symmetry, is made by taking

$$B = 0 \quad \text{and} \quad W_i = 0,$$

and leads to the following quadratic action

$$S_{IR}^{\text{proj}(2)} = M_P^2 \int dt d^3x \left[ \frac{1}{4} H_{ij}(\partial^2 - \partial_t^2) H_{ij} - \frac{1}{2} n_i^T \partial^2 n_i^T - (\lambda - 1) \rho (\partial^2)^2 \rho ight. + \left. \frac{(3\lambda - 1)}{12} \partial_t^2 h - \frac{1}{18} h \partial^2 h + \frac{(3\lambda - 1)}{3} \rho \partial^2 h \right],$$

where $\partial^2 = \partial_i \partial_i$.

All dependence on $n(t)$ disappears in this expansion when considering integration by parts and $\partial_t n(t) = 0$. Finally, to arrive at an action containing only propagating degrees of freedom, we make use of the momentum constraint associated with the shift vector. By varying the action with respect to the auxiliary fields ($\rho$ and $n_i^T$), we find the following “equations of motion” or constraints:

$$\partial^2 \rho = \frac{X}{6} h \quad \text{with} \quad X = \frac{3\lambda - 1}{\lambda - 1},$$

$$\partial^2 n_i^T = 0,$$

Then, we substitute (4.43) back into the action (4.42) to find

$$S_{IR}^{\text{proj}(2)} = M_P^2 \int dt d^3x \left[ \frac{1}{4} H_{ij}(\partial^2 - \partial_t^2) H_{ij} + \frac{1}{18} h \left( -\partial^2 - \frac{3\lambda - 1}{\lambda - 1} \partial_t^2 \right) h \right],$$
which now depends only on the spin-2 tensor field $H_{ij}$ and the scalar graviton $h$, the only propagating degrees of freedom of the theory.

From (4.45) we note that the spin-2 degree of freedom has the usual dispersion relation in the IR

$$\omega^2 = p^2. \quad (4.46)$$

On the other hand, the scalar graviton does not seem to be well-behaved, as we describe below. In order to guarantee the stability of the theory we might expect that

$$X = \frac{3\lambda - 1}{\lambda - 1} > 0. \quad (4.47)$$

This implies that either $\lambda > 1$ or $\lambda < 1/3$. However, if we write the dispersion relation for $h$, we obtain

$$\omega^2 = -X^{-1}p^2. \quad (4.48)$$

As a result, we either have a “stable” theory with $h$ being a ghost field (when $X > 0$) or the theory is unstable ($X < 0$). In both cases, the projectable version of HL gravity presents a problematic IR limit due to the extra degree of freedom.

Another problem that emerges in this region is the strong coupling of the scalar graviton [71, 72]. Ideally, when trying to recover GR in the IR region, we would expect that as $\lambda \to 1$, the extra degree of freedom $h$ decouples from the theory. However, what happens is exactly the opposite, as $\lambda \to 1$, $h$ becomes strongly coupled at a low energy scale, compromising the phenomenological viability of the present version.

In the subsequent sections, we present alternative versions of HL gravity which aim to solve the IR limit problems of the original proposal.

**Non-projectable version**

In the non-projectable version of HL gravity, the lapse function is allowed to be a function of space and time $N = N(t, x^i)$, and the detailed balance condition is not imposed. Therefore, this version is much more general than the original. In such a case, a new term appears which is invariant under the foliation-preserving diffeomorphisms and, consequently, must be included in all possible forms in the potential of the theory:

$$a_i = \partial_i \ln N. \quad (4.49)$$

In order to avoid confusion with other works, we consider the non-projectable version of HL gravity as the one in which, in addition to having $N = N(t, x^i)$, terms constructed from (4.49) are also taken into account. This version of HL gravity is sometimes known as the “healthy extension” [73].

The kinetic term, as mentioned earlier, is given by (4.29) with the lapse
function being a function not only of time, but also space.

The potential term, on the other hand, allows for many more coupling constants than in (4.33), since we do not impose the detailed balance condition. Furthermore, even more coupling constants appear as we include all the new possible terms up to dimension 6 containing the new term (4.49). For simplicity, we present here the potential term for the non-projectable version of HL gravity, contributing to a quadratic action only,

$$S_{np}^V = \int dt d^3 x \sqrt{g} N \left\{ \xi R + \alpha a_i a^i + f_1 R_{ij} R^{ij} + f_2 R^2 + f_3 R \nabla_i a^i + f_4 a_i \Delta a^i + s_1 (\nabla_i R_{jk})^2 + s_2 (\nabla_i R)^2 + s_3 (\Delta R \nabla_i a^i) + s_4 (a_i \Delta^2 a^i) \right\} ,$$ (4.50)

where the coupling constants have the following dimensions: $[\xi] = [\alpha] = 4$, $[f_i] = 2$ and $[s_i] = 0$. Consequently, the operators of dimension 6, those related to the $s_i$ couplings, dominate in the UV where $z = 3$.

**IR spectrum**

Let us now investigate what happens in the IR region for the non-projectable HL gravity [73] described by (4.29) and (4.50).

Rescaling the time component, as in the previous section, so that the rescaled time variable $x^0$ has dimension -1 as in GR, we find that the dominant contribution in the IR is given by

$$S_{np}^{IR} = S_{proj}^{IR} + M_p^2 \int dx^0 d^3 x \sqrt{g} \alpha a_i a^i ,$$ (4.51)

where $S_{proj}^{IR}$ is the IR action for the projectable case given by (4.36).

Expanding now the action above up to quadratic order in the ADM field fluctuations as in (4.38), and using the spin decomposition given by (4.39) with the gauge choice (4.41), we find

$$S_{np}^{(2)}_{IR} = M_p^2 \int dt d^3 x \left[ \frac{1}{4} H_{ij} (\partial^2 - \partial_t^2) H_{ij} - \frac{1}{2} n^T_i \partial^2 n^T_i - (\lambda - 1) \rho (\partial^2)^2 \rho \right] + \frac{(3\lambda - 1)}{12} h \partial_t^2 h - \frac{1}{18} h \partial^2 h - \alpha n \partial^2 n + \frac{(3\lambda - 1)}{3} \rho \partial^2 \dot{h} - \frac{2}{3} n \partial^2 h \right] ,$$ (4.52)

To remove the auxiliary fields of the action above, we use the momentum and Hamiltonian constraints, which consist in substituting back into the action the linearised “equations of motion” for the lapse function and shift vector. Since the terms containing the shift vector were not modified when moving from the projectable version to the non-projectable one, the constraints associated with $n^T_i$ and $\rho$ are the same.
as (4.43). The new terms in the action (4.51) compare to that of the projectable case are all related to the lapse function. Varying (4.51) with respect to $n$, we find the following constraint:

$$- \alpha \partial^2 n = \frac{1}{3} h .$$

(4.53)

Finally, substituting the constraints (4.43) and (4.53) into the action (4.51), we have

$$S_{IR}^{np(2)} = M_P^2 \int dt d^3x \left\{ \frac{1}{4} H_{ij} (\partial^2 - \partial^2_t) H_{ij} + \frac{1}{18} h \left[ \left( \frac{2 - \alpha}{\alpha} \right) \partial^2 - X \partial^2_t \right] \right\} .$$

The behaviour of $H_{ij}$ in the IR is the same as in the projectable case (4.46); that is, we do not need to worry about it. In addition, when considering the scalar graviton, we see that, as in the projectable case, one needs $X > 0$ in order to have a stable theory. However, as can be seen from the spatial derivative term in (4.54), the scalar graviton behaves differently due to the addition of new terms which depend on the lapse function. The dispersion relation for $h$ is now given by

$$\omega^2 = \frac{2 - \alpha}{\alpha X} \vec{p}^2 .$$

(4.54)

In this way, together with the condition $X > 0$, the dispersion relation (4.54) tells us that the scalar graviton in the non-projectable version of HL gravity is well-behaved if either one of the conditions below is satisfied:

$$\lambda < 1/3 \quad \text{and} \quad 0 < \alpha < 2 \quad \text{or} \quad (4.55)$$

$$\lambda > 1 \quad \text{and} \quad 0 < \alpha < 2 .$$

Finally, we mention here another feature that makes this version more viable than the original one. By requiring that the scale suppressing the higher-order operators is low enough, the non-projectable version of HL gravity, in contrast with the original [71, 72], is free from strong coupling when $\lambda \to 1$ [74].

Before presenting the covariant version of HL gravity, we briefly mention an interesting relation between the non-projectable version of HL gravity and Einstein-aether theory. It has been shown in [75] that the Einstein-aether theory, described by GR coupled to a unit timelike tensor field, reduces to the IR limit of non-projectable HL gravity when the timelike vector is taken to be hypersurface orthogonal. Thus, a number of results obtained when considering Einstein-aether theory can be shown to also be valid in the case of the non-projectable version of HL gravity, in particular, those related to spherically symmetric solutions [75].
Covariant version

The covariant version of HL gravity [76] is the only version studied here in which the extra degree of freedom is eliminated from the theory. Thus, in this version, only two degrees of freedom, as in GR, propagate. This is achieved by extending the symmetries of the model with the introduction of a new gauge symmetry. In this way, the resulting theory contains the same number of symmetries as in GR, i.e. \( d + 1 \) per space-time point. In the following paragraphs we briefly describe some important points behind such an idea.\(^7\)

The possibility of extending the symmetries of HL gravity as a way to eliminate the scalar graviton was first proposed by Horava in [77], when it was realised that at \( \lambda = 1 \) in the linearised approximation around flat space-time, the projectable version of HL presented an additional symmetry, acting only in the shift vector as 
\[
\delta_{\theta}N_i = \partial_i \theta \quad \text{with} \quad \theta = \theta(x_i) \quad (\delta_{\theta} N = 0 \text{ and } \delta_{\theta} g_{ij} = 0).
\]
It was then noticed that this symmetry could be promoted to a space-time dependent gauge symmetry of the full theory (not only of the linearised approximation), leading thus to a new version of HL with "nonrelativistic general covariance". The term "nonrelativistic general covariance" comes from the fact that, as already mentioned, this version has the same number of symmetries per space-time point as GR (thus, the "general covariance"), but it is not relativistic.

It was later shown in [76] that in order to impose on HL gravity the invariance under the new \( U(1) \) symmetry, it is necessary to include two auxiliary fields \( A \) and \( \nu \), which under the \( U(1) \) symmetry transform as 
\[
\delta_{\theta} A = \dot{\theta} - N^i \nabla_i \theta \quad \text{and} \quad \delta_{\theta} \nu = \theta, \tag{4.56}
\]
where \( \theta \) has been promoted to be a function of space and time \( \theta(t, x_i) \), and \( N_i \) now transforms as 
\[
\delta_{\theta} N_i = N \nabla_i \theta, \tag{4.57}
\]
Thus, when the new fields are included together with the new symmetry, the action of the theory can be written as 
\[
S^{\text{cov}} = \frac{2}{\kappa^2} \int dt d^3 x \sqrt{\gamma} \left\{ N \left[ K_{ij} K^{ij} - \lambda K^2 - V + \nu \Theta^{ij}(2 K_{ij} + \nabla_i \nabla_j \nu) \right] - A(R - 2\Omega) \right\}, \tag{4.58}
\]
where \( \Omega \) is a new coupling constant with the same dimension as the cosmological constant \( [\Omega] = [\Lambda] = 2 \), \( [\nu] = 1 \), \( [A] = 4 \), and 
\[
\Theta^{ij} = R^{ij} - \frac{1}{2} R g^{ij} + \Omega g^{ij}. \tag{4.59}
\]
\(^7\)For a detailed explanation about the construction of the action, see the original paper [76].
Because neither $N$ nor $g_{ij}$ varies when the new $U(1)$ gauge transformation is performed, the potential $V$ is automatically invariant under the new symmetry. Therefore, $V$ can be either (4.33), if projectability and detailed balance are imposed, (4.50), as in the non-projectable case, or it can assume other forms if additional constraints are imposed. For simplicity, let us assume that the potential in (4.58) is given by (4.33). Moreover, the variation of the action (4.58) with respect to the field $A$ generates a new constraint, $R - 2\Omega = 0$, which, as we see below, makes clear how the scalar graviton disappears.

**IR spectrum**

As we did for the previous versions of HL gravity, we now investigate the spectrum of the covariant version in the IR region by expanding it around a flat background as in (4.38), which requires that $\Lambda = \Omega = 0$.\(^8\) In the IR, the dominant term in the potential (4.33) is $\propto R$. However, as observed above, the constraint coming from the auxiliary field $A$ implies that $R = 0$ when $\Omega = 0$, which, at linear order, when taking into account our foliation-preserving diffeomorphisms gauge choice (4.39), with $B = 0$ and $W_i = 0$ is equivalent to

$$\partial^2 h = 0 \quad (4.60)$$

The expression (4.60), together with the appropriate boundary conditions $h(\infty) = h(-\infty) = 0$, imply that $h = 0$. Therefore, the scalar graviton, which was problematic in the other versions of HL gravity, is not a propagating degree of freedom of the covariant version.

Finally, it is worth emphasising that although the covariant version of HL gravity contains the same number of propagating degrees of freedom as GR, this feature is achieved by the inclusion of an extra symmetry in the theory. This new symmetry, however, does not come from any fundamental principle, and is only enforced as a way of eliminating an undesirable degree of freedom from the theory. Therefore, unless a relevant physical motivation for this new symmetry emerges, one must bear in mind that the covariant version of HL gravity is lacking an understanding of one of its basic elements.

--

\(^8\)In [76], the absence of the scalar graviton in the IR of the theory was investigated for a more general case.
Chapter 5

Lorentz-violating regulator gauge fields as the origin of dynamical flavour oscillations

This chapter is based upon the paper [1].

5.1 Introduction

In this chapter, considering what has been discussed in chapter 2 about the need of an alternative mechanism to generate neutrino masses and oscillations, we propose a model where these features arise dynamically from the flavour-mixing interaction of two massless bare fermions with an Abelian gauge field, which has a LIV propagator.

Lorentz symmetry violation in our model comes from the introduction of higher-order space derivatives, which are suppressed by a large mass scale $M$. As shown in [78, 79], such a mass scale allows the dynamical generation of fermion masses, which can be obtained when using the Schwinger-Dyson approach, discussed in section 3.1. Furthermore, the inclusion of the operator associated with the mass scale $M$ leads to finite gap equations, regulating the model. Other studies using a similar model were done in [80] regarding the generation of fermion mass hierarchies.

An important point is related to the structure of the dynamical fermion mass [78, 79]

$$m_{\text{dyn}} \simeq M \exp(-a/e^2),$$

(5.1)

where $a$ and $e$ are a positive constant and the coupling constant, respectively. The non-analytical form of (5.1) is well-known in the studies of magnetic catalysis [26, 81, 27, 82, 83, 84] and, as shown in section 3.1.3, can only be derived from a non-
perturbative approach, such as the Schwinger-Dyson one, used in \cite{78, 79} and here. From (5.1), we observe that it is possible to take the simultaneous limits

$$M \to \infty \quad \text{and} \quad e \to 0,$$

in such a way that the dynamical mass (5.1) remains finite, corresponding to a physical fermion mass.

When the limit (5.2) is taken, the non-physical gauge field decouples from the theory; hence, the gauge dependence of the dynamical mass is avoided (although this problem can be understood perturbatively in the framework of the pinch technique \cite{85}, as explained in \cite{86}). We give emphasis here to an essential feature of the mechanism described in this chapter: although LIV operators are suppressed by a large mass scale, corresponding to negligible effects at the classical level, quantum corrections completely change this picture, leading to finite effects. In this case, the finite effects are the dynamical generation of fermion masses and oscillations, which are present even after setting the LIV-suppressing mass scale $M$ to infinity. Note that the order of the steps taken is crucial: quantization is done for finite mass $M$ and coupling $e$, and only after that the simultaneous limits (5.2) are taken.

At this point, we note that the use of LIV operators as UV regulators of quantum field theories has also been considered in \cite{67}, but from a rather different perspective. Here, we aim at discussing the dynamically generated mass for fermions and the induced oscillations among different fermion flavours, using the coupling of the fermions to a LIV regulator gauge field.

The dynamical generation of flavour oscillations in the context of Lifshitz theories was studied in \cite{87, 88}. A detailed analysis of this mechanism for two Lifshitz fermions coupled through a renormalisable four-fermion interaction can be found in \cite{34}.

This chapter is organised in the following way. Next, in section 5.2, we introduce the model and consider the corresponding Schwinger-Dyson equations for the fermion propagators which must be satisfied by the solutions, i.e. the dynamical masses. Taking into account the constraints derived in the previous section, we calculate the dynamical masses in the relevant cases in section 5.3. In section 5.4 we discuss the recovery of Lorentz invariance when taking the limit (5.2), for which the LIV gauge field decouples from fermions, and we demonstrate that relativistic dispersion relations for fermions are indeed recovered. Finally, in section 5.5 we present extensions of the Dirac fermion case to Majorana fermions, as appropriate for neutrinos either in the standard model or in seesaw-type extensions thereof, involving sterile neutrinos. Technical aspects of our work are given in Appendix A and Appendix B.
5.2 Dynamical fermion mass matrix

5.2.1 The field theory model

The LIV model we consider here, which is an extension of the model studied in [78, 79], is given by

\[ \mathcal{L} = -\frac{1}{4}F_{\mu\nu}(1 - \frac{\Delta}{M^2})F^{\mu\nu} + \Psi(i\partial - \tau A)\Psi, \]  

(5.3)

where \( F_{\mu\nu} \) is the Abelian field strength for the gauge field \( A^\mu \), and \( \Delta = -\partial_i \partial^i \) is the Laplacian. The Lagrangian above is not invariant under Lorentz transformations due to the presence, in the gauge sector, of the LIV derivative operator \( \Delta \) suppressed by the mass scale \( M \), which can be thought of as the Planck mass, and eventually will be set to infinity. \( \Psi \) is a massless fermion doublet, containing two fermions with flavours \( l_1 \) and \( l_2 \),

\[ \Psi = \begin{pmatrix} \psi_{l_1} \\ \psi_{l_2} \end{pmatrix}, \]  

(5.4)

and \( \tau \) is the flavour mixing matrix written in terms of the gauge couplings \( (e_1, e_2, \epsilon) \) as

\[ \tau = \begin{pmatrix} e_1 & -i\epsilon \\ i\epsilon & e_2 \end{pmatrix} = \frac{e_1 + e_2}{2} \mathbf{1} + \frac{e_1 - e_2}{2} \sigma_3 + \epsilon \sigma_2, \]  

(5.5)

where \( \sigma_i \) are the usual Pauli matrices, and \( \mathbf{1} \) is the \( 2 \times 2 \) identity matrix. The fermions \( \psi_{l_1} \) and \( \psi_{l_2} \) in (5.3) represent Dirac fields, but the structure of the gap equations that will be derived below remains the same whether the fermions are Dirac or Majorana, hence the corresponding dynamical masses are independent of the nature of fermions.

We mention here that the Lagrangian (5.3) can be derived from a stringy space-time foam model, as shown in [86]. Also, such a space-time foam model was already used to study decoherence in flavour oscillations, both in flat space-time and in a Friedman-Robertson-Walker metric [89, 90].

The bare propagator for the gauge field is

\[ D_{\mu\nu} = -\frac{i}{1 + \frac{p^2}{M^2}} \left( \frac{\eta_{\mu\nu}}{\omega^2 - p^2} + \zeta \frac{p_\mu p_\nu}{(\omega^2 - p^2)^2} \right), \]  

(5.6)

where \( \zeta \) is a gauge fixing parameter. Although \( \zeta \) appears in the final expression for the dynamical masses, it does not play a role in the simultaneous limits

\[ M \to \infty \quad \text{and} \quad e_1, e_2, \epsilon \to 0, \]  

(5.7)

that leave the dynamical masses finite, as we discuss further on.
We note that the flavour mixing interaction $\bar{\Psi} \tau_i A \Psi$, in addition to generating fermion masses, can be associated with the generation of a gauge boson mass, thus playing the role of an alternative to the Higgs mechanism. This possibility was explained in [91, 92], while in [93] it was extended to a LIV model. In our case, however, we disregard the possibility of dynamical mass generation for the gauge boson, since, as we shall demonstrate below, the flavour mixing coupling $\epsilon$ vanishes necessarily for consistency of the model when dynamical generation of fermion oscillations take place.

From (5.3), we have that the fermion propagator is the usual, Lorentz-symmetric, one: $S = i/p$, where $p_\mu = (\omega, \vec{p})$. Let us now assume the dynamical generation of the following fermion mass matrix

$$M = \begin{pmatrix} m_1 & \mu \\ \mu & m_2 \end{pmatrix} = \frac{m_1 + m_2}{2} \mathbf{1} + \frac{m_1 - m_2}{2} \sigma_3 + \mu \sigma_1 ,$$

(5.8)

which has as eigenvalues

$$\lambda_\pm = \frac{m_1 + m_2}{2} \pm \sqrt{\frac{(m_1 - m_2)^2 + 4\mu^2}{2}} .$$

(5.9)

The generation of these dynamical masses $m_1, m_2, \mu$ by quantum corrections will be checked in the next sections, using the Schwinger-Dyson approach.

Taking into account the dynamically generated mass matrix (5.8), but neglecting other quantum corrections, the dressed fermion propagator $G$, obtained by solving the equation

$$G(\not{\!p} - M) = i \mathbf{1} ,$$

(5.10)

is then

$$G = i \frac{p^2 + \not{\!p}(m_1 + m_2) + m_1 m_2 - \mu^2}{(p^2 - m_1^2)(p^2 - m_2^2) - 2\mu^2(p^2 + m_1 m_2) + \mu^4} \times \left[ \left( \not{\!p} - \frac{m_1 + m_2}{2} \right) \mathbf{1} + \frac{m_1 - m_2}{2} \sigma_3 + \mu \sigma_1 \right] .$$

(5.11)

Based on our discussion on mixing and mass matrices in chapter 2, we note that because the mass matrix (5.8) contains, in general, non-vanishing off-diagonal elements, the flavour eigenstates $|\psi_\alpha\rangle$, with $\alpha = l_1, l_2$, are not the same as the mass eigenstates $|\psi_{\pm}\rangle$. The mixing matrix relating mass and flavour states is then

\[1\] For convenience, since we are working with two fermions only, we define the mass states and eigenvalues as $\psi_\pm$ and $\lambda_\pm$ instead of $\psi_i$ and $m_i$, with $i = 1, 2$, as in chapter 2.
parametrised by a mixing angle $\theta$, as in eq. (2.51):

$$
\begin{pmatrix}
\psi_{l_1} \\
\psi_{l_2}
\end{pmatrix}
= 
\begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
\psi_+ \\
\psi_-
\end{pmatrix}.
$$

(5.12)

Moreover, provided that the mixing angle $\theta$ is not trivial and that the energy eigenvalues $E_{\pm} = \sqrt{p^2 + \lambda_{\pm}^2}$ are different, neutrino oscillations take place.

Then, according to section 2.5, if at time $t = 0$ a flavour neutrino $\psi_\alpha(t = 0)$ is emitted, the probability of obtaining (under Hamiltonian evolution) a neutrino with a different flavour at a later time $t > 0$, i.e. $\psi_\beta(t)$, is given by (2.66)

$$
P_{\alpha \to \beta}(t) \approx \sin^2 \theta \sin^2 \frac{(\lambda_+^2 - \lambda_-^2)L}{4E}.
$$

(5.13)

and the survival probability $P_{\alpha \to \alpha} = 1 - P_{\alpha \to \beta}$, where $\lambda_{\pm}$ are the masses associated with the mass states $\psi_{\pm}$, given by (5.9). Therefore, we must stress that, as it can be seen in (5.13), non-trivial mixing, $\theta \neq 0$, is a necessary, but not sufficient, condition for oscillatory behaviour among flavours (different energy levels $E_+ \neq E_-$ ($\lambda_+^2 \neq \lambda_-^2$) are also required). Our aim is to identify the cases where masses and mixing are generated dynamically, as a result of the coupling of the fermions with the LIV gauge bosons.

### 5.2.2 Schwinger-Dyson gap equations

The Schwinger-Dyson equation for the fermion propagator, which has already been derived in section 3.1, is not modified by the presence of the LIV term in the Lagrangian (5.3). Taking the simplest approximation, i.e. neglecting corrections to the wave functions, the vertices and the gauge propagator, the Schwinger-Dyson equation (3.19), in matrix form, for our model reads

$$
G^{-1} - S^{-1} = \int \tau \gamma^\mu D_{\mu\nu} G \tau \gamma^\nu.
$$

(5.14)

In a Lorentz symmetric case, this loop integral would diverge, but the presence of the LIV term $\vec{p}^2/M^2$ in the denominator of the gauge propagator (5.6) makes it finite. The matrix equation (5.14), as shown in Appendix A, leads to the following

---

\[^2\text{We shall check in section 5.4 that the relativistic dispersion relations for the fermions are indeed obtained in the Lorentz Invariant Limit (5.7), after (finite) dynamical mass generation.}\]
four gap equations, which must be satisfied by the three masses $m_1, m_2, \mu$,

\[
\begin{align*}
\frac{m_1}{4 + \zeta} &= (e_1^2m_1 + e_2^2m_2)I_1 + (\mu^2 - m_1m_2)(e_1^2m_2 + e_2^2m_1)I_2 \quad (5.15) \\
\frac{m_2}{4 + \zeta} &= (e_2^2m_2 + e_1^2m_1)I_1 + (\mu^2 - m_1m_2)(e_2^2m_1 + e_1^2m_2)I_2 \\
\frac{\mu}{4 + \zeta} &= \mu(e_1e_2 - e^2)[I_1 - (\mu^2 - m_1m_2)I_2] \\
0 &= \epsilon(e_1m_1 + e_2m_2)I_1 + \epsilon(\mu^2 - m_1m_2)(e_1m_2 + e_2m_1)I_2,
\end{align*}
\]

where

\[
\begin{align*}
I_1 &= \frac{J(A_+^2) - J(A_-^2)}{A_+^2 - A_-^2} \\
I_2 &= \frac{1}{A_+^2 - A_-^2} \left[ \frac{J(A_+^2)}{A_+^2} - \frac{J(A_-^2)}{A_-^2} \right],
\end{align*}
\]

and

\[
\begin{align*}
J(A_{\pm}^2) &= \frac{1}{4\pi^3} \int_0^\infty dp \frac{\bar{p}^2}{1 + \bar{p}^2/M^2} \int_{-\infty}^{\infty} d\omega \left( \frac{1}{\omega^2 + \bar{p}^2} - \frac{1}{\omega^2 + \bar{p}^2 + A_{\pm}^2} \right) \\
A_{\pm}^2 &= \frac{m_1^2 + m_2^2 + 2\mu^2}{2} \pm \frac{\sqrt{(m_1^2 - m_2^2)^2 + 4\mu^2(m_1 + m_2)^2}}{2}. \quad (5.17)
\end{align*}
\]

Performing the integrals in $J(A_{\pm}^2)$ over frequency and momentum, and expanding the results for $M \gg m_1, m_2, \mu$, we find

\[
\begin{align*}
I_1 &\approx \frac{1}{16\pi^2} \frac{1}{A_+^2 - A_-^2} \left[ A_+^2 \ln \left( \frac{A_+^2}{M^2} \right) - A_-^2 \ln \left( \frac{A_-^2}{M^2} \right) \right] \\
I_2 &\approx \frac{1}{16\pi^2} \frac{1}{A_+^2 - A_-^2} \ln \left( \frac{A_+^2}{A_-^2} \right). \quad (5.18)
\end{align*}
\]

The four equations (5.15) must be satisfied by only three unknowns $m_1, m_2, \mu$. Consequently, they do not have obvious solutions. In what follows we investigate different solutions, paying attention to the fact that the solutions allowing for the generation of flavour oscillations must have $\mu \neq 0$.

### 5.2.3 Constraints

By manipulating the first two equations in (5.15) and assuming that $e_1^2e_2^2 \neq \epsilon^4$, we find the following relations

\[
\begin{align*}
I_1 &= \frac{1}{4 + \zeta} \frac{e_2^2m_1^2 - e_1^2m_2^2}{(e_1^2e_2^2 - \epsilon^4)(m_1^2 - m_2^2)} \\
(\mu^2 - m_1m_2)I_2 &= \frac{1}{4 + \zeta} \frac{m_1m_2(e_1^2 - e_2^2) + \epsilon^2(m_2^2 - m_1^2)}{(e_1^2e_2^2 - \epsilon^4)(m_1^2 - m_2^2)}.
\end{align*}
\]


Although the denominators above vanish when $m_1^2 = m_2^2$, no singularity arises, because, as we will see in the next section, when $m_1^2 = m_2^2$ we necessarily have that $e_1 = e_2$, causing the numerator to vanish as well.

Similarly, the third and forth equations lead to the following constraints

$$\mu(m_1 + m_2)(e_2 m_1 + e_1 m_2)(e_1 - e_2) = 0 \quad (5.20)$$
$$\epsilon(e_2 m_1 + e_1 m_2) = 0.$$ 

In the next section, we make use of these constraints to look for the different solutions to our problem.

5.3 Solutions of the gap equations - dynamical fermion masses and mixing

We investigate now the different solutions to the gap equations (5.15). The simplest solution to these equations is given by $m_1 = m_2 = \mu = 0$, implying that no fermion mass is generated dynamically, and, consequently, such a solution is of no interest to us here. In what follows, starting from the constraints (5.20), we focus on the cases where fermion masses are generated.

5.3.1 The case $\epsilon = 0$, $\mu = 0$

This case is a straightforward generalisation of the original model presented in [78, 79], which involved one fermion, to the two fermion-flavour case with no mixing at all. It can be divided into two situations: i) $m_1 \neq 0$ and $m_2 \neq 0$ and ii) $m_1 = 0$ or $m_2 = 0$. As we shall discuss in section 5.5, these may be relevant for Majorana neutrinos in the standard model and extensions thereof, involving right-handed neutrinos.

i) $m_1 \neq 0$ and $m_2 \neq 0$

In this first situation, the mass matrix (5.8) is diagonal; therefore, its eigenvalues (5.9) are the diagonal elements $m_1$ and $m_2$. Because $\epsilon = 0$ and $\mu = 0$, the constraints (5.20) are trivially satisfied, and the last two equations in (5.15) vanish. We are then left with the first two equations in (5.15). Although, at first sight, they seem to mix $m_1$ and $m_2$, these two equations are completely independent of each other. This can be verified by taking both equations (with $\epsilon = 0$ and $\mu = 0$) in (5.15) and substituting the definitions (5.16) for $I_1$ and $I_2$ in terms of the integrals.
$J$, leading to

$$
\begin{align*}
\frac{m_1}{4 + \zeta} &= e_1^2 m_1 [I_1 - m_2^2 I_2] = e_1^2 \frac{J(m_1^2)}{m_1}, \\
\frac{m_2}{4 + \zeta} &= e_2^2 m_2 [I_1 - m_1^2 I_2] = e_2^2 \frac{J(m_2^2)}{m_2}.
\end{align*}
$$

(5.21)

These equations represent two decoupled Schwinger-Dyson equations for the fermion propagators of two decoupled fermions interacting with a LIV gauge field. Solving $J(m_i^2)$ for $M \gg m_i$, we have

$$J(m_i^2) \approx -\frac{1}{16\pi^2} m_i^2 \ln \left(\frac{m_i^2}{M^2}\right),$$

(5.22)

so that (5.21) becomes

$$
\frac{m_i}{4 + \zeta} = -\frac{e_i^2}{16\pi^2} m_i \ln \left(\frac{m_i^2}{M^2}\right).
$$

(5.23)

Finally, because $m_i \neq 0$, we obtain the same solution as in [78, 79], i.e.

$$m_i = M \exp \left(\frac{-8\pi^2}{(4 + \zeta) e_i^2}\right), \quad i = 1, 2.$$  

(5.24)

In conclusion, the dynamically generated mass matrix is diagonal with masses $m_i$ among the two flavours. Hence, as expected, no mixing (5.12) or oscillations (5.13) take place between the flavours $\psi_\alpha$, $\alpha = l_1, l_2$.

**ii) $m_1 = 0$ or $m_2 = 0$**

In this case, it is clear from (5.21) that there is also a consistent solution, with either $m_1 = 0$ with $m_2 \neq 0$ or $m_2 = 0$ and $m_1 \neq 0$ (since $J(m_1^2)/m_1 \to 0$ as $m_i \to 0$), and that the two cases are completely symmetric. For reasons that will become clear in our discussion on Majorana neutrinos in section 5.5, we concentrate here in the former case, i.e. $m_1 = 0$.

When $m_1 = 0$, both sides of the first equation in (5.21) vanish, not bringing any important information. The second equation, on the other hand, can be solved as in the previous section, yielding

$$m_2 \simeq M \exp \left(\frac{-8\pi^2}{(4 + \zeta) e_2^2}\right).$$

(5.25)

We emphasise that in this case the mass eigenvalues are $m_1 = 0$ and $m_2 \neq 0$ given by (5.25), the mixing angle $\theta$ vanishes, and thus there are no oscillations between the two flavours.
5.3.2 The case \( m_1 = m_2 = 0 \) and \( \mu \neq 0 \)

In this case, where the mass matrix (5.8) presents vanishing diagonal elements, the eigen masses are
\[
\lambda_\pm = \pm \mu ,
\]
and the mass eigenstates are
\[
\psi_\pm = \frac{1}{\sqrt{2}} (\psi_2 \pm \psi_1) ,
\]
such that the mixing angle (5.12) is \( \theta = -\pi/4 \), in our conventions.

This case does not include a mass hierarchy, hence there are no oscillations among the fermion flavours either, since, according to (5.13), the oscillation probability \( P_{l_1 \rightarrow l_2} \) vanishes as a result of \( \lambda_+^2 = \lambda_-^2 = \mu^2 \).

Among the four gap equations (5.15), only the third is not trivial, leading to
\[
\frac{1}{4 + \zeta} = (e_1 e_2 - \epsilon^2)(I_1 - \mu^2 I_2) .
\]
Since \( A_\pm^2 = \mu^2 \), the expressions (5.18) give
\[
I_1 \simeq \frac{-1}{16\pi^2} \left( 1 + \ln \left( \frac{\mu^2}{M^2} \right) \right) ,
\]
\[
I_2 \simeq \frac{-1}{16\pi^2} \frac{1}{\mu^2} ,
\]
and we obtain
\[
\ln \left( \frac{\mu^2}{M^2} \right) = -\frac{16\pi^2}{(4 + \zeta)(e_1 e_2 - \epsilon^2)} .
\]
We note that this expression has a meaning only for \( e_1 e_2 > \epsilon^2 \), otherwise \( \mu^2 > M^2 \).
Thus, with \( e_1 e_2 > \epsilon^2 \), we finally obtain that \( \mu \) is dynamically generated
\[
\mu \simeq M \exp \left( -\frac{8\pi^2}{(4 + \zeta)(e_1 e_2 - \epsilon^2)} \right) .
\]

5.3.3 The case \( e_2 m_1 + e_1 m_2 = 0 \) and \( m_1^2 \neq m_2^2 \)

In this situation, the first equation (5.19) leads to \( I_1 = 0 \). The expression (5.18) for \( I_1 \) leads to
\[
A_\pm^2 = A_-^2 = \exp(-1)M^2 .
\]
This solution, however, must be disregarded, otherwise the dynamical masses would then be necessarily of the order \( M \), which will eventually be taken to infinity.
5.3.4 The case $m_1 = -m_2 \neq 0$

It can be seen from eqs. (5.15) that when $m_1 = -m_2 \equiv m$, we necessarily have $e_1 = e_2$, such that both constraints (5.20) are satisfied. Additionally, eqs. (5.15) are equivalent to

$$\frac{1}{4 + \zeta} = (e^2 - \epsilon^2)[I_1 - (\mu^2 + m^2)I_2],$$

and $A^2_\pm = m^2 + \mu^2$, such that we find

$$m^2 + \mu^2 = M^2 \exp\left(\frac{-16\pi^2}{(4 + \zeta)(e^2 - \epsilon^2)}\right),$$

which has a meaning only if $e^2 > \epsilon^2$. This condition for the coupling constants allows one to take the limit $\epsilon \to 0$ without affecting the mass eigenvalues or mixing angles (see below). This is important because, as already mentioned, if $\epsilon \neq 0$, a mass term for the vector boson may be dynamically generated [91, 92, 93], thereby spoiling its nature as a regulator field.

The eigen masses are

$$\lambda_\pm = \pm \sqrt{m^2 + \mu^2},$$

and we stress here that we cannot determine $m$ and $\mu$ independently. The mass eigenstates, related to the eigen masses above, can be written as

$$\psi_\pm = \frac{1}{N_\pm} \left(\psi_1 + \frac{\mu}{m \pm \sqrt{m^2 + \mu^2}} \psi_2\right),$$

where

$$N^2_\pm = \frac{2m^2 + 2\mu^2 \pm 2m\sqrt{m^2 + \mu^2}}{2m^2 + \mu^2 \pm 2m\sqrt{m^2 + \mu^2}},$$

and the mixing angle $\theta$ (5.12) is given by

$$\tan \theta = \frac{-\mu}{m + \sqrt{m^2 + \mu^2}}.$$

In order to fix the mixing angle, one would need an additional ingredient, since the present model gives us $m^2 + \mu^2$, but not $\mu$ alone.

Again, as in section 5.3.2, because there is no mass hierarchy, $\lambda^2_+ = \lambda^2_-$, oscillations (5.13) among fermion flavours cannot take place.
5.3.5 The case \( m_1 = m_2 \neq 0 \): dynamical flavour oscillations

For \( m_1 = m_2 \), we find from eqs.(5.15) that necessarily \( e_1 = e_2 \), \( \epsilon = 0 \) and \( \mu^2 = m^2 \), satisfying therefore the constraints (5.20). In this case, we obtain

\[
\mu^2 = m_1m_2 = m^2 \quad \text{and} \quad I_1 = \frac{1}{(4 + \zeta)e^2},
\]

(5.40)

where \( e = e_1 = e_2 \). Using then the solution (5.18) for the integral \( I_1 \) with \( A_2 = 0 \) and \( A_1 = 4m^2 \), (5.40) becomes

\[
-\frac{1}{16\pi^2} \ln \left( \frac{4m^2}{M^2} \right) = \frac{1}{(4 + \zeta)e^2},
\]

(5.41)

thus the dynamical mass is

\[
m = \frac{M}{2} \exp \left( -\frac{8\pi^2}{(4 + \zeta)e^2} \right)
\]

(5.42)

which, as expected, is not perturbative in \( e \).

In this situation, the mass eigenvalues are

\[
\lambda_+ = 2m = M \exp \left( -\frac{8\pi^2}{(4 + \zeta)e^2} \right), \quad \lambda_- = 0,
\]

(5.43)

and the corresponding mass eigenstates are the same as the ones in eq.(5.27). Finally, the mixing angle (5.12) is \( \theta = \mp \pi/4 \), depending on the sign of \( \mu = \pm m \), respectively.

In this case, one of the fermions is massless, and the other massive, with mass \( 2m \), i.e. twice the solution found in (5.42). Therefore, there is a mass hierarchy \( (\lambda_+^2 - \lambda_-^2 \neq 0) \), and, since the mixing angle is non-trivial, oscillations (5.13) among the fermion flavours take place.

We note that because of the constraints (5.20), this is the only case in the present model (5.3) where oscillations among fermion flavours are allowed. As we have seen above, the flavour-mixing gauge couplings \( \epsilon \) must vanish, so one does not have to worry about dynamical generation of gauge boson masses, and thus the latter play the role of regulator fields.

5.3.6 Energetics arguments

Among the different possibilities to generate masses dynamically, it is natural to question the preference for the system to exhibit finite masses, rather than no dynamical mass at all. With this in mind, we focus here on an energetics argument to support the choice of non-vanishing dynamical masses [93].

Our argument is based upon the Feynman-Hellmann theorem [94, 95]. This
Theorem states that if there is a ground state $|\Psi_\chi\rangle$ of a system described by a Hamiltonian $\hat{H}$ that depends on a parameter $\chi$, then

$$ \frac{\partial \mathcal{E}}{\partial \chi} = \langle \Psi_\chi | \frac{\partial \hat{H}}{\partial \chi} | \Psi_\chi \rangle , $$

where $\mathcal{E}$ is the energy associated with the ground state $|\Psi_\chi\rangle$. In the present situation, let us choose the parameter $\chi = M^{-2}$, such that

$$ \frac{\partial \mathcal{E}}{\partial \chi} = \frac{1}{4} M \langle 0 | \int d^4x E \left( F_{\mu\nu} \Delta F^{\mu\nu} \right)_E | 0 \rangle_M , \quad \chi = M^{-2} . $$

where we used the fact that the Hamiltonian of the system can be identified with minus the effective Euclidean action, hence the index $E$. As the Lorentz-violating nature of the vacuum $|0\rangle_M$ suggests, in general, the non-vanishing of the right-hand side, we have that the vacuum energy must depend on the mass scale $M$. Furthermore, using the cyclic Bianchi identity for the gauge bosons field strengths,

$$ \partial_{[\mu} F_{\nu\rho]} = 0 , $$

where $[\ldots]$ denotes anti-symmetrisation of the appropriate indices, we obtain

$$ \frac{\partial \mathcal{E}}{\partial \chi} = -\frac{1}{4} M \langle 0 | \int d^4x E \left( \partial^\mu \partial_i [\partial^\nu F^{\nu i} + \partial^\nu F^{i\nu}] \right)_E | 0 \rangle_M . $$

If we now integrate by parts assuming that the fields decay away at space-time infinity, eq.\((5.45)\) may be written as

$$ \frac{\partial \mathcal{E}}{\partial \chi} = +\frac{1}{2} M \langle 0 | \int d^4x E \left( \partial^\mu F_{\mu\nu}\partial_i F^{\nu i} \right)_E | 0 \rangle_M . $$

Writing the equations of motion for the vector fields from the Lagrangian \((5.3)\), neglecting the operator $\Delta/M^2$, we obtain:

$$ \frac{\partial \mathcal{E}}{\partial \chi} = +\frac{1}{2} M \langle 0 | \int d^4x E \left( (J^0)^2 + \vec{J} \cdot \vec{J} - J_k \partial_0 F^{k0} \right)_E | 0 \rangle_M , $$

where the current is $J^\mu = \nabla^\mu \tau \Psi$.

In the framework of the present LIV model, one might face a situation where non-trivial condensates of the covariant square of the stationary four-current $J^\mu$ are observed in the (rotationally invariant) vacuum. For such stationary currents, where $\partial_0 F^{k0} = 0$, eq.\((5.49)\) becomes

$$ \frac{\partial \mathcal{E}}{\partial \chi} = \frac{1}{2} M \langle 0 | \int d^4x E \left( J^\mu J_\mu \right)_E | 0 \rangle_M \geq 0 . $$
Therefore, the vacuum energy $E$ is a monotonically decreasing function of $M^2$, which tends to its minimum in the limit we are interested in, i.e. the Lorentz symmetric limit: $M \to \infty$.

The argument given above in favour of the stability of the Lorentz invariant limit (5.2) can be also used in favour of the dynamical fermion mass generation, as follows. In a finite $M < \infty$ situation, the gauge coupling $e$ is seen as an independent quantity from $M$, and thus, in view of (5.1), the LIV mass scale is proportional to the fermion mass $m > 0$ (absolute value if $m < 0$). In this sense, from (5.50), we have

$$\frac{\partial E}{\partial m} = \frac{\partial M}{\partial m} \frac{\partial \chi}{\partial M} = -\frac{1}{m M^2} \langle 0 | \int d^4 x E (J^\mu J_\mu) | 0 \rangle_M \leq 0 .$$

Thus, the vacuum energy $E$ for any finite value of $M$ is also a monotonically decreasing function of the fermion mass. In the Lorentz-symmetric limit (5.2), $E$ exhibits a plateaux ($\partial E/\partial m = 0$), as far as its dependence on the finite $m > 0$ is concerned, but its value is lower than in the case where $m = 0$.

We must stress, however, that the arguments presented above rely on the formation of condensates for the covariant square of the current. Such a property is at present a conjecture, and its proof goes far beyond our considerations in this work.

### 5.4 Lorentz symmetric limit

Lorentz invariance can be finally recovered by taking the simultaneous limits

$$M \to \infty \quad \text{and} \quad e_1, e_2, \epsilon \to 0 ,$$

in such a way that the dynamical masses remain finite. Such a procedure is independent of the gauge parameter $\zeta$, and the resulting fermion mass can be set to any desired value. Furthermore, in the limit above, the gauge field decouples from fermions, and the only finite effect from Lorentz violation in the original model is the presence of finite dynamical masses for fermions.

We now demonstrate the validity of this statement by showing that the fermion dispersion relations are relativistic in the limit (5.52). We focus here for concreteness on the solution which allows for oscillations, described in subsection 5.3.5, with $\mu = +m$, but clearly the same conclusion holds for all the other solutions. Because possible one-loop infrared (IR) divergences may appear as a result of the fact that one of the fermions is massless, we consider $m_1 = m_2 = m$ and $m - \mu = m \delta$ with $\delta \ll 1$. As will be seen, however, after the limit (5.52) is taken, the fermion
self energy will not depend on $\delta$, such that the limit $\delta \to 0$ will not introduce any IR divergence.

We calculate in Appendix B the one-loop fermion self energy, using the Feynman gauge since the limit (5.52) is gauge independent. To lowest order in momentum, we obtain

$$\Sigma = \begin{pmatrix} Z^0_{\text{diag}} & Z^0_{\text{off}} \\ Z^0_{\text{off}} & Z^0_{\text{diag}} \end{pmatrix} \begin{pmatrix} \omega \gamma^0 - \frac{1}{4} (\omega \gamma^0 - \vec{p} \cdot \vec{\gamma}) \end{pmatrix} \left( \frac{1}{4} \begin{pmatrix} \omega \gamma^0 - \vec{p} \cdot \vec{\gamma} - M \end{pmatrix} , \right) \quad (5.53)$$

where $(\omega, \vec{p})$ is the external 4-momentum and

$$Z^0_{\text{diag}} = \frac{e^2}{8\pi^2} \left( \frac{1}{4} - \frac{1}{2} \ln 2 + \frac{1}{2} \ln \delta + \ln \left( \frac{m}{M} \right) \right) \quad (5.54)$$

$$Z^1_{\text{diag}} = \frac{e^2}{8\pi^2} \left( - \frac{1}{12} - \frac{1}{2} \ln 2 + \frac{1}{2} \ln \delta + \ln \left( \frac{m}{M} \right) \right) \quad (5.55)$$

As expected, because of Lorentz-symmetry violation, we have that $Z^0_{\text{diag}} \neq Z^1_{\text{diag}}$. However, since

$$e^2 \ln \left( \frac{m}{M} \right) = -2\pi^2 , \quad (5.55)$$

the limit (5.52) leads to

$$\Sigma \to - \frac{1}{4} (\omega \gamma^0 - \vec{p} \cdot \vec{\gamma}) \begin{pmatrix} 1 - M_r \end{pmatrix} , \quad (5.56)$$

where $M_r$ is the corresponding “renormalised” mass matrix.

Therefore, since time and space derivatives are dressed with the same corrections in the limit (5.52), the one-loop dispersion relations are relativistic. Such corrections can be absorbed in a fermion field redefinition, and we are left with two free relativistic fermion flavours oscillating.

### 5.5 Extension to Majorana neutrinos

So far we have considered Dirac fermions only. However, in order to present the above-described dynamical mass generation scenario as a viable alternative to standard seesaw mechanisms for neutrinos and explain neutrino oscillations as a dynamical phenomenon, we now extend our previous considerations to the case where the fermions are Majorana (as most likely is the case realised in nature).

We do this in what follows by considering two separate cases. In the first case, fermions correspond to Majorana mass eigenstates obtained from the left-handed flavour neutrino fields of the standard model. The second case, on the other
hand, involves sterile right-handed neutrinos as in seesaw extensions of the standard model.

We shall discuss a connection of our previous findings to both types of neutrino masses. This connection relies on the fact that, as shown in section 2.3.2, Majorana fermions are mass eigenstates, involving both chiralities. We start by linking our dynamical mass generation scenario described in the first case of section 5.3.1 to the standard model left-handed neutrinos. We then connect what has been discussed in the last case of section 5.3.1 to a dynamical seesaw model, involving right-handed Majorana neutrinos that exist in extensions of the standard model. Since in our scenarios the values of the masses can be fixed according to phenomenology, we can assume that any other possible mass contributions to neutrinos (e.g. due to a Higgs mechanism in conventional seesaw models) are sub-dominant. The advantage of our dynamical mass generation approach is that it can be directly applied to left-handed standard model neutrinos, without the need of introducing right-handed ones (although there may be other reasons to introduce the latter), as well as it can provide a mechanism for generation of heavy sterile neutrino masses.

### 5.5.1 Majorana masses for left-handed neutrinos

We consider here the coupling of a doublet of Majorana fields, which, as seen in section 2.3.2, are mass eigenstates, to the regulator U(1) gauge field $A_\mu$ in the case discussed in the first part of section 5.3.1. Because a Majorana field contains both chiralities, a straightforward extension of the Dirac case to the current situation is possible.

In this way, we are able to generate dynamically different mass eigenvalues for the two species, without mixing, as given by (5.24), i.e.

$$m_i = M \exp \left( \frac{-8\pi^2}{(4 + \zeta)e_i^2} \right) , \; i = 1, 2 .$$

(5.57)

This is therefore a consistent way of discussing the dynamical appearance of a Majorana mass for left-handed neutrinos of the standard model, without the need of right-handed neutrino fields.

Non-trivial mixing of flavour neutrinos, i.e. those fields coupled to the physical $SU(2)_L$ gauge fields of the standard model, and, consequently, flavour oscillations can then be obtained in the case where the mass eigenvalues $m_1$ and $m_2$ are different. Furthermore, in order to recover Lorentz invariance, we need to take simultaneously $e_1, e_2 \to 0$ in such a way that their ratio is fixed to the phenomenologically desired value. It is important once again to point out that in this approach we started from Majorana mass eigenstates coupled to the regulator gauge fields, with no mixing.
The latter is obtained by expressing the Majorana mass eigenstates, with the help of the respective mixing matrix, in terms of the flavour neutrino eigenstates.

5.5.2 Extensions of the standard model with right-handed neutrinos

In this section we link our results on dynamical mass generation with the seesaw mechanism. We begin by developing some of the concepts discussed in section 2.3.3 for the case of one generation only: one active and one sterile neutrino, and, after that, we show how our results can be used in the context of the seesaw mechanism.

The seesaw mechanism with two neutrino fields

As discussed in section 2.3.3, when right-handed (sterile) neutrino components, \( N_R \), are also present in the model, one can define a Dirac and Majorana mass term as in \((2.43)\) and \((2.44)\). Considering the one generation case, this term reads

\[
L^{D+M} = -\frac{1}{2}\pi_L M^{D+M}(n_L)^c, \quad (5.58)
\]

with

\[
n_L = \begin{pmatrix}
\nu_L \\
(N_R)^c
\end{pmatrix}
\quad \text{and} \quad M^{D+M} = \begin{pmatrix}
m_L & m_D \\
m_D & m_R
\end{pmatrix}. \quad (5.59)
\]

Additionally, for our toy purposes, we assume no CP violation in the lepton sector \([9]\), such that the elements of the mass matrix above are real numbers.

The matrix \( M^{D+M} \) can be diagonalised by a Hermitean matrix \( U \):

\[
M^{D+M} = U m'U^T = O m'\eta O^T
\]

with \([9]\):

\[
U = O\eta^{1/2}, \quad O = \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}. \quad (5.60)
\]

The orthogonal matrix \( O \) diagonalises the mass matrix \( M^{D+M} \) to \( m' \), with eigenvalues

\[
m'_{1,2} = \frac{1}{2}(m_R + m_L) \pm \frac{1}{2}\sqrt{(m_R - m_L)^2 + 4(m_D)^2}, \quad (5.61)
\]

and we make use of the matrix \( \eta \), with eigenvalues \( \eta_i = \pm 1 \), to obtain positive mass eigenvalues: \( \tilde{m}_i = \eta_i m'_i \). According to \((5.61)\), \( m'_2 \) is always positive, and we choose \( \eta_2 = 1 \). On the other hand, the other mass eigenvalue can be negative; hence, for \( m'_1 < 0 \), we choose \( \eta_1 = -1 \), such that we are left with two real and positive neutrino masses.
The mixing angle $\theta$ can be found in terms of the masses

$$\tan 2\theta = \frac{2m^D}{m^R - m^L}.$$  \hfill (5.62)

Finally, the Majorana fields, involving both chiralities, are defined in terms of $U$ as

$$\nu^M = U^\dagger n_L + (U^\dagger n_L)^c = \begin{pmatrix} \nu_1 \\ \nu_2 \end{pmatrix}, \quad \nu_i^c = \nu_i, \quad i = 1, 2.$$  \hfill (5.63)

Thus, the original left-handed flavour neutrinos, appearing in the Lagrangian (5.58), are related to these mass eigenstates as follows:

$$\nu_L = \cos \theta \sqrt{\eta_1} \nu_1^L + \sin \theta \sqrt{\eta_2} \nu_2^L$$

$$(N_R)^c = -\sin \theta \sqrt{\eta_1} \nu_1^L + \cos \theta \sqrt{\eta_2} \nu_2^L.$$  \hfill (5.64)

In the standard seesaw scenarios [4, 5, 6], as already mentioned in section 2.3.3, there is no mass term for the left-handed fields ($m^L = 0$), and the Majorana mass associated to the RH neutrino is assumed much heavier than the Dirac masses ($m^R \gg m^D$). The Dirac mass is generated via the usual Higgs mechanism by Yukawa coupling terms of the form (2.22)

$$y \bar{\psi}_L \phi^C N_R + \text{h.c.},$$  \hfill (5.65)

where $y$ is the Yukawa coupling, and $\phi^c = i\sigma_2 \phi^*$ is the dual of the Higgs doublet. In this limit, from (5.61) and (5.62), the mass eigenstates and mixing angle are given by

$$m_1 \simeq \frac{(m^D)^2}{m^R} \ll m^D \quad \text{and} \quad m_2 \simeq m^R \gg m^D,$$

$$\theta \simeq \frac{m^D}{m^R} \ll 1,$$

with $\eta_1 = -1$ and $\eta_2 = 1$, hence from (5.64) we obtain

$$\nu_L \simeq i\nu_1^L \quad \text{and} \quad (\nu_R)^c \simeq \nu_2^L.$$  \hfill (5.67)

The generation of mass for heavy sterile neutrinos

Having presented above the basics behind the seesaw mechanism in the simplest case of only two neutrinos, our purpose from now on is to adopt the previous procedure and generate dynamically masses for the Majorana fields by coupling them to LIV gauge fields.
We start by rewriting the initial Lagrangian (5.3) in terms of $N_R = \frac{1}{2} \left( 1 + \gamma_5 \right) N$ and $\nu_L = \frac{1}{2} \left( 1 - \gamma_5 \right) \nu$, a RH and a LH flavour neutrino, respectively, as

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} (1 - \frac{\Delta}{M^2}) F^{\mu\nu} + \bar{N} (i \partial - e_1 A) \frac{1}{2} \left( 1 + \gamma_5 \right) N \quad (5.68)$$

where, due to the opposite chiralities of the two spinor fields, the off diagonal flavour mixing gauge couplings $\epsilon$ are irrelevant because the corresponding terms vanish identically. Here, $N, \nu$ are non-chiral spinors, which may be taken to be Majorana. This would be a simple version of the minimal (non supersymmetric) extension of the standard model of ref. [96, 97], termed $\nu$MSM. In this case, instead of avoiding sterile neutrinos, we use the dynamical mass generation mechanism presented here to give masses to them.

According to our general discussion on combined Dirac and Majorana masses in section 2.3.3 and above, we may express the Lagrangian (5.68) in terms of Majorana fields, in such a way that $\nu$ and $N$ form a Majorana field doublet $\nu^M$ (5.63), which then couples to the vector fields. Nevertheless, as discussed above eq. (5.67), dynamically generated mixing of the two should involve a small mixing angle in phenomenologically realistic situations.

Comparing the mass matrix (5.59) with that of our original model (5.8), we have the following correspondence: $m^L = m_1$, $m^R = m_2$ and $m^D = \mu$. Thus, as in the seesaw mechanism, we want a solution where $m^L = m_1 = 0$. Considering the solutions previously studied in section 5.3, we see that the only compatible solution is the one in the subsection 5.3.1. In such a case, the masses $m_1 = m^L$ and $m_2 = m^R$ can be identified with the dynamically generated mass eigenvalues

$$m^L = 0 \quad (5.69)$$

$$m^R = M \exp \left( \frac{-8\pi^2}{(4 + \zeta) \epsilon_2^2} \right).$$

As a result, the dynamically generated masses above correspond to a seesaw type mass matrix (5.58) of the form:

$$M^{D+M} = \begin{pmatrix} 0 & 0 \\ 0 & m_R \end{pmatrix} \quad (5.70)$$

for the Majorana neutrinos. Therefore, in this situation, there is no non-trivial Dirac mass $\mu$, since the latter vanishes in the dynamical solution, as explained in subsection 5.3.1.
Although our dynamical solution does not provide a Dirac mass term, we expect it to come from the standard mechanism, i.e. via Yukawa couplings \((5.65)\) with the Higgs field. In this scenario, therefore, it is the heavy sterile neutrino mass that can be generated dynamically, due to the coupling with the LIV gauge sector. As previously discussed, since the finite mass in the Lorentz Invariant limit \((5.7)\) is arbitrary, it is possible to make it much heavier than the Higgs-generated Dirac mass, leading to naturally light active neutrinos via the seesaw mechanism. We discuss this idea in some detail below.

We consider the Schwinger-Dyson equations in the background of a Higgs field. As usual, when the scalar field acquires a vev \(\langle \phi \rangle = v\), it gives rise to a Dirac mass term of the form \(yv\), where \(y\) is the corresponding Yukawa coupling. Then, the new "bare" fermion propagator \(S\) must contain a Dirac-mass term proportional to the Higgs-induced \(\mu_0 = yv\), and the dressed fermion propagator \(G\) will have a form similar to that in \((5.11)\), but with the replacement of \(\mu\) by the sum \(\mu + \mu_0\), where \(\mu\) corresponds to any Dirac mass term generated dynamically. Taking into account these modifications to the Schwinger-Dyson equations, the expressions \((5.19)\) become

\[
I_1 = \frac{1}{4 + \zeta} \frac{e_2 m_1^2 - e_1 m_2^2}{\epsilon_1 e_2 (\epsilon_2^4 - \epsilon_1^4) (m_1^2 - m_2^2)}\]

\[
((\mu + \mu_0)^2 - m_1 m_2) I_2 = \frac{1}{4 + \zeta} \frac{m_1 m_2 (\epsilon_1^2 - \epsilon_2^2) + \epsilon_1^2 (m_2^2 - m_1^2)}{\epsilon_1 (\epsilon_2^2 - \epsilon_1^4) (m_1^2 - m_2^2)},
\]

while the constraints \((5.20)\) are replaced by

\[
(m_1 + m_2) \left[ \mu (e_2 m_1 + e_1 m_2) (e_1 - e_2) - \mu_0 \left( m_1 (\epsilon_2^2 + e_2^2) - m_2 (\epsilon_2^2 + e_1^2) \right) \right] = 0 \\
\epsilon (e_2 m_1 + e_1 m_2) = 0.
\]

The integrals \(I_i, i = 1, 2\) are now given by the same expressions in \((5.18)\), but with \(\mu\) replaced by \(\mu + \mu_0\).

For consistency with our considerations above, we seek solutions of \((5.71)\) with \(m_2 \neq 0\) and \(m_1 = \mu = \epsilon = 0\). According to the constraints above, such a specific solution requires that \(e_1 = 0\). Furthermore, we consider the case where \(\mu_0 \ll m_2\), which is consistent with light active neutrinos. Thus, to leading order in \(x \equiv \frac{\mu_0}{m_2} \ll 1\), we find

\[
I_1 \simeq \frac{1}{16\pi^2} \left( - \ln \frac{m_2^2}{M^2} - 2x^2 + \mathcal{O}(x^4) \right),
\]

\[
\mu_0^2 I_2 \simeq \frac{1}{16\pi^2} \left( 4x^2 \ln x + \mathcal{O}(x^4) \right),
\]

Any contribution of the fluctuations of the Higgs to the Schwinger-Dyson equations will be suppressed by the Higgs mass and, consequently, will be ignored in the leading order approximation adopted here.
which, except for the fact that the present mass matrix has bare \( \mu_0 = yv \) Dirac terms, leads to the same solution as in (5.69):

\[
M^{D+M} = \begin{pmatrix} 0 & yv \\ yv & m_2 \end{pmatrix}, \quad yv \ll m_2 = m^R, \tag{5.74}
\]

where \( m_2 = m^R \) is given by (5.69). Therefore, this shows that the dynamical mass generation scenario described here provides a novel way for generating heavy right-handed neutrino masses when applied to extensions of the standard model containing such states, as in the model presented in [96, 97].

**Appendix A: gap equations**

We present here the main steps to obtain (5.15) from the Schwinger-Dyson equation (5.14) which is rewritten below:

\[
G^{-1} - S^{-1} = \int_p \tau \gamma^\mu D_{\mu \nu} G \tau \gamma^\nu. \tag{5.75}
\]

We start by commuting the first \( \tau \) and \( \gamma^\mu \) in (5.75), so that in the middle of the integrand we have the following matrix product

\[
\tau G \tau = X \begin{pmatrix} e_1 & -ie \\ ie & e_2 \end{pmatrix} \begin{pmatrix} \not p - m_2 & \mu \\ \mu & \not p - m_1 \end{pmatrix} \begin{pmatrix} e_1 & -ie \\ ie & e_2 \end{pmatrix}
\]

\[
= X \begin{pmatrix} e_1^2(\not p - m_2) + e_2(\not p - m_1) & -Y + \mu(e_1 e_2 - e_2^2) \\ Y + \mu(e_1 e_2 - e_2^2) & e_2^2(\not p - m_2) + e_2^2(\not p - m_1) \end{pmatrix}, \tag{5.76}
\]

where

\[
X = \frac{p^2 + \not p(m_1 + m_2) + m_1 m_2 - \mu^2}{(p^2 - m_1^2)(p^2 - m_2^2) - 2\mu^2(p^2 + m_1 m_2) + \mu^4}; \tag{5.77}
\]

\[
Y = ie_1(\not p - m_2) + e_2(\not p - m_1),
\]

with \( A_\pm^2 \) defined as in (5.17). Identifying each matrix element in the Schwinger-Dyson equation (5.75) individually, we obtain for the \( M_{11} \) element

\[
im_1 = \int_p D_{\mu \nu} \gamma^\mu X[e_1^2(\not p - m_2) + e_2^2(\not p - m_1)]\gamma^\nu
\]

\[
= \int_p \frac{(4 + \zeta) p^2 (e_1^2 m_1 + e_2^2 m_2) + (\mu^2 - m_1 m_2)(e_1^2 m_2 + e_2^2 m_1)}{p^2(p^2 - A_1^2)(p^2 - A_2^2)(1 + p^2/M^2)}. \tag{5.78}
\]
The previous expression can be written as
\[
\frac{m_1}{4 + \zeta} = (e_1^2 m_1 + e_2^2 m_2) I_1 + (\mu^2 - m_1 m_2) (e_1^2 m_2 + e_2^2 m_1) I_2, \tag{5.79}
\]
where
\[
I_1 = -i \int \frac{1}{1 + \tilde{p}^2 / M^2} \frac{1}{(p^2 - A_+^2)(p^2 - A_-^2)} \frac{d\omega}{}\tag{5.80}
\]
\[
I_2 = -i \int \frac{1}{1 + \tilde{p}^2 / M^2} \frac{1}{p^2 - A_+^2(p^2 - A_-^2)} \frac{d\omega}{}\tag{5.81}
\]
After performing a Wick rotation \( p_0 \to i\omega \), the integrals above become
\[
I_1 = \frac{1}{4\pi^3} \int_0^\infty \frac{d\tilde{p}}{1 + \tilde{p}^2 / M^2} \int_{-\infty}^{\infty} \frac{d\omega}{(\omega^2 + \tilde{p}^2 + A_+^2)(\omega^2 + \tilde{p}^2 + A_-^2)} \tag{5.82}
\]
\[
I_2 = -\frac{1}{4\pi^3} \int_0^\infty \frac{d\tilde{p}}{1 + \tilde{p}^2 / M^2} \int_{-\infty}^{\infty} \frac{d\omega}{(\omega^2 + \tilde{p}^2)(\omega^2 + \tilde{p}^2 + A_+^2)(\omega^2 + \tilde{p}^2 + A_-^2)} \tag{5.83}
\]
The part of the integrand of \( I_1 \) which depends on \( \omega \) only can be written as
\[
\frac{1}{A_+^2 - A_-^2} \left[ \left( \frac{1}{\omega^2 + \tilde{p}^2} - \frac{1}{(\omega^2 + \tilde{p}^2 + A_+^2)} \right) - \left( \frac{1}{\omega^2 + \tilde{p}^2} - \frac{1}{(\omega^2 + \tilde{p}^2 + A_-^2)} \right) \right], \tag{5.82}
\]
and, similarly, for the part of the integrand of \( I_2 \) which depends on \( \omega \) only, we have
\[
\frac{1}{A_+^2 - A_-^2} \left[ \frac{1}{A_+^2} \left( \frac{1}{\omega^2 + \tilde{p}^2} - \frac{1}{(\omega^2 + \tilde{p}^2 + A_+^2)} \right) - \frac{1}{A_-^2} \left( \frac{1}{\omega^2 + \tilde{p}^2} - \frac{1}{(\omega^2 + \tilde{p}^2 + A_-^2)} \right) \right]. \tag{5.83}
\]
Thus, substituting (5.82) and (5.83) into (5.81), we obtain the first equation of (5.15). Furthermore, due to the symmetry of our model, the second equation of (5.15) can be easily obtained from the first one by exchanging \( m_1 \) and \( m_2 \). Finally, the left-hand side of (5.75) is symmetric, with non-diagonal elements given by \( i\mu \), therefore, the non-diagonal elements of the right-hand side must also be equal; however, looking at (5.76), we realise that it is only possible if the terms related to \( Y \) vanish. Thus,
the non-diagonal elements lead to the following equations

\[
\begin{align*}
i\mu &= \int_p \frac{(4 + \zeta)}{(1 + p^2/M^2)} \mu (e_1 e_2 - e^2) \frac{p^2 + m_1 m_2 - \mu^2}{p^2(p^2 - A^2)(p^2 - A^2_+)}, \quad (5.84) \\
0 &= \int_p D_{\mu\nu} \gamma^\mu KY\gamma^\nu \\
&= \epsilon \int_p \frac{(4 + \zeta)}{(1 + p^2/M^2)} \frac{p^2(e_1 m_1 + e_2 m_2) + (\mu^2 - m_1 m_2)(e_1 m_2 + e_2 m_1)}{p^2(p^2 - A^2)(p^2 - A^2_+)} 
\end{align*}
\]

where using eq.(5.80), we find the last two equations in (5.15).

Appendix B: one-loop fermion self energy

In this appendix we choose the Feynman gauge to calculate the fermion wave function renormalisation for the case \(\{e_1 = e_2\text{ and }\epsilon = 0\}\). In order to avoid IR divergences obtained in the one-loop calculation for \(m_1 = m_2 = \mu\), where one of the eigen masses vanishes, we initially consider that \(m_1 = m_2 = m \neq \mu\). Thus, the fermion propagator is given by

\[
G(p) = i \frac{p^2 + 2m\phi + m^2 - \mu^2}{[p^2 - (m + \mu)^2][p^2 - (m - \mu)^2]} \begin{pmatrix} \phi - m & \mu \\ \mu & \phi - m \end{pmatrix}. \quad (5.85)
\]

The fermion wave function renormalisation is obtained by differentiating the fermion self-energy with respect to the external momentum and then setting it to zero. Since the fermion propagator (5.85) has two independent flavour components, we consider the one-loop diagonal self energy \(\Sigma^{(1)}_{\text{diag}}\) and the one-loop off-diagonal part \(\Sigma^{(1)}_{\text{off}}\), i.e.

\[
\begin{align*}
\Sigma^{(1)}_{\text{diag}}(\omega, \vec{p}) &= -\frac{i\epsilon^2}{(2\pi)^4} \int \frac{d^4k}{1 + \vec{k}/M^2} \left\{ \frac{\gamma^\mu \gamma_\nu [(p - k)^2 - (m - \mu)^2] m}{k^2[(p - k)^2 - (m + \mu)^2][(p - k)^2 - (m - \mu)^2]} \right. \\
&\quad + \left. \frac{\gamma^\mu (\phi - \vec{k}) \gamma_\nu [(p - k)^2 - (m^2 + \mu^2)]}{k^2[(p - k)^2 - (m + \mu)^2][(p - k)^2 - (m + \mu)^2]} \right\} \\
\Sigma^{(1)}_{\text{off}}(\omega, \vec{p}) &= -\frac{i\epsilon^2}{(2\pi)^4} \int \frac{d^4k}{1 + \vec{k}/M^2} \frac{\gamma^\mu \gamma_\nu [(p - k)^2 + m^2 - \mu^2] \mu + 2m\mu \gamma^\mu (\phi - \vec{k}) \gamma_\nu}{k^2[(p - k)^2 - (m + \mu)^2][(p - k)^2 - (m - \mu)^2]}. 
\end{align*}
\]
Differentiating now these terms with respect to \( p_\rho \) and then setting the external frequency and momentum to zero, we find

\[
\frac{\partial \Sigma_{\text{diag}}^{(1)}}{\partial p_\rho} \bigg|_{p=0} = \frac{ie^2}{8\pi^4} \int \frac{d^4k}{1 + k^2/M^2} \left\{ \frac{k^2\gamma^\rho - (m^2 + \mu^2)\gamma^\rho + 2k^\rho \vec{k}}{k^2k^2 - (m + \mu)^2} \right\} - \frac{4k^\rho k^4 - 8k^\rho k^2(m^2 + \mu^2) + 4k^\rho \vec{k}(m^2 + \mu^2)^2}{k^2k^2 - (m + \mu)^2[k^2 - (m - \mu)^2]} \right) \right) \right).
\]

\[
\frac{\partial \Sigma_{\text{off}}^{(1)}}{\partial p_\rho} \bigg|_{p=0} = -\frac{i\mu e^2}{4\pi^4} \int \frac{d^4k}{1 + k^2/M^2} \left\{ \frac{\gamma^\rho}{k^2k^2 - (m + \mu)^2} \right\} \left( \frac{4k^\rho k^2 - 4k^\rho \vec{k}(m^2 + \mu^2)}{k^2k^2 - (m + \mu)^2[k^2 - (m - \mu)^2]} \right).
\]

We then write

\[
\Sigma_{\text{diag}}^{(1)} = -m + Z_{\text{diag}}^{(0)}\omega \gamma^0 - Z_{\text{diag}}^{(1)}\vec{p} \cdot \vec{\gamma}
\]

\[
\Sigma_{\text{off}}^{(1)} = -\mu + Z_{\text{off}}^{(0)}\omega \gamma^0 - Z_{\text{off}}^{(1)}\vec{p} \cdot \vec{\gamma},
\]

and since we are actually interested in the limit \( \mu \to m \), we choose \( m - \mu = m\delta \), with \( \delta \ll 1 \) and approximate \( m + \mu \approx 2m \). Writing the expressions above in terms of new variables \( x = \sqrt{k^2/m}, y = k_0/m, \lambda = m/M \ll 1 \) and after a Wick rotation, we obtain

\[
Z_{\text{diag}}^{(0)} = \frac{e^2}{2\pi^3} \int_0^\infty \frac{x^2 dx}{1 + \lambda^2 x^2} \int_{-\infty}^{\infty} dy \left[ \frac{-(x^2 + y^2) - 2y^2 - 2}{(x^2 + y^2)(x^2 + y^2 + 4)(x^2 + y^2 + \delta^2)} \right. + \left. \frac{4y^2(x^2 + y^2)^2 + 16y^2(x^2 + y^2 + 16y^2)}{(x^2 + y^2)(x^2 + y^2 + 4)(x^2 + y^2 + \delta^2)^2} \right] \quad (5.89)
\]

\[
Z_{\text{off}}^{(0)} = \frac{e^2}{\pi^3} \int_0^\infty \frac{x^2 dx}{1 + \lambda^2 x^2} \int_{-\infty}^{\infty} dy \left[ \frac{1}{4y^2(x^2 + y^2) + 8y^2} \right. - \left. \frac{1}{(x^2 + y^2)(x^2 + y^2 + 4)(x^2 + y^2 + \delta^2)^2} \right],
\]

and

\[
Z_{\text{diag}}^{(1)} = \frac{e^2}{2\pi^3} \int_0^\infty \frac{x^2 dx}{1 + \lambda^2 x^2} \int_{-\infty}^{\infty} dy \left[ \frac{-(x^2 + y^2) - 2x^2/3 - 2}{(x^2 + y^2)(x^2 + y^2 + 4)(x^2 + y^2 + \delta^2)} \right. + \left. \frac{4x^2(x^2 + y^2)^2 + 12x^2(x^2 + y^2 + 12x^2 + 4x^2)}{3(x^2 + y^2)(x^2 + y^2 + 4)(x^2 + y^2 + \delta^2)^2} \right] \quad (5.90)
\]

\[
Z_{\text{off}}^{(1)} = \frac{e^2}{\pi^3} \int_0^\infty \frac{x^2 dx}{1 + \lambda^2 x^2} \int_{-\infty}^{\infty} dy \left[ \frac{1}{x^2(x^2 + y^2) + 2x^2} - \frac{1}{3(x^2 + y^2)(x^2 + y^2 + 4)(x^2 + y^2 + \delta^2)^2} \right].
\]
Finally, we solve the integrals above to find

\[ Z_{\text{diag}}^0 = \frac{e^2}{8\pi^2} \left( \frac{1}{4} - \frac{1}{2} \ln 2 + \frac{1}{2} \ln \delta + \ln \lambda \right) \]  

(5.91)

\[ Z_{\text{off}}^0 = \frac{e^2}{16\pi^2} (\ln 2 - \ln \delta) , \]

and

\[ Z_{\text{diag}}^1 = \frac{e^2}{8\pi^2} \left( -\frac{1}{12} - \frac{1}{2} \ln 2 + \frac{1}{2} \ln \delta + \ln \lambda \right) \]  

(5.92)

\[ Z_{\text{off}}^1 = \frac{e^2}{16\pi^2} (\ln 2 - \ln \delta) . \]
Chapter 6

Quasi-relativistic fermions and flavour oscillations

This chapter is based upon the paper [2].

6.1 Introduction

In this chapter we investigate another possibility to generate neutrino masses and oscillations from a LIV model. The model studied here contains higher-order space derivatives suppressed by a mass scale \( M \), but keeps the number of time derivatives to its minimum, in order not to generate ghosts. Nonetheless, the kinematics are different from those in Lifshitz-type models (see [62] for a review), since, in both the infrared and the ultraviolet, the dispersion relation for fermions is almost relativistic, differing from relativistic kinematics in an intermediate energy regime only, characterised by the mass scale \( M \). Because of this behaviour, we say that the fermions in our model are “quasi-relativistic”.

The quasi-relativistic fermions in our model are coupled via a four-fermion interaction, which, as we will see, allows for the generation of fermion masses, however small is the coupling strength governed by \( g^2 \). This is clearly in contrast with what happens in Lorentz symmetric theories with four-fermion interactions, where a critical coupling is naturally defined by the gap equation, as discussed in section 3.2. The originality of our model consists in generating fermion masses and flavour oscillations from quantum corrections, and not tree-level processes. These corrections imply finite effects in the IR even when the Lorentz-symmetric limit, consisting in taking \( M \rightarrow \infty \) and \( g \rightarrow 0 \), simultaneously, is taken.

A particular consequence of our model is the analytic properties of the mass solution, as a function of the coupling constant. This feature is unusual in the case of
Lorentz-symmetric theories, since a fermion mass cannot be generated by quantum corrections only, from a perturbative expansion in the Standard Model. In the case discussed here, however, although a non-perturbative approach is used to calculate the dynamical mass, an expansion of the result in the coupling constant could also be obtained by a one-loop calculation.

In the next section we show the main properties of our model for the massive and massless single flavour case. We demonstrate that the possibility to generate masses for any coupling strength $g$ is crucial to recover Lorentz symmetry through the limit $M \to \infty$. Indeed, the fermion mass we find is proportional to $g^2 M$, such that it can be kept fixed if we take the limits $M \to \infty$ and $g \to 0$ simultaneously, in such a way that $g^2 M \to \text{constant}$. Also, in this limit, the four-fermion interaction vanishes, leaving us with a free relativistic fermion whose mass has been generated by quantum corrections.

Section 3 generalizes the previous analysis to the case of two fermion flavours. We then show that in the relativistic limit $M \to \infty$, we are left with two massive free fermions, with a flavour-mixing mass matrix generated dynamically. This is similar to what was described in the previous chapter, where fermions interact with a LIV Abelian gauge field, which plays the role of regulator and eventually decouples from fermions in the Lorentz symmetric limit.

In section 4 we extend our results to Majorana fermions by including sterile right-handed neutrinos in a seesaw-type extension.

Finally, we present an Appendix to provide some technical details on the effective action for the auxiliary field which is introduced in section 6.2.2.

### 6.2 Single-flavour case

#### 6.2.1 Massive model and classical properties

The LIV model we study here is defined by the Lagrangian

$$
\mathcal{L}_1 = \bar{\psi} \left[ i\partial_0 \gamma^0 \left( 1 - \frac{a}{M^2} \Delta \right) - i \vec{\partial} \cdot \vec{\gamma} \left( 1 - i \frac{b}{M} \vec{\partial} \cdot \vec{\gamma} - \frac{c}{M^2} \Delta \right) - m_0 \right] \psi + \frac{g^2}{M^2} (\bar{\psi} \psi)^2, \tag{6.1}
$$

where $g^2$ is a dimensionless coupling, such that the mass scale $M$ is used to control both the LIV operators and the strength of the four-fermion interaction. We are mainly interested in the case with non-vanishing coefficients $(a, b, c)$ which, as we explain below, leads to a quasi-relativistic dispersion relation for the fermion field.

The quadratic part of the Lagrangian above can be obtained from the standard model extension [45]. The general Lagrangian describing the fermion sector of the SME can be easily obtained from equation (4.2) by replacing the field $N$ with a
standard Dirac field $\psi$

$$\mathcal{L}_{f}^{SME} = \overline{\psi} (i\partial - M + Q) \psi + h.c., \quad (6.2)$$

where, as explained in section (4.1.1), $M$ and $\hat{Q}$ can be written as

$$M = m + im_5\gamma_5, \quad \hat{Q} = \sum I \hat{Q}^I \gamma^I = \hat{S} + i\hat{P}\gamma_5 + \hat{A}_{\mu}\gamma_5\gamma_{\mu} + \frac{1}{2}\hat{T}_{\mu\nu}\sigma_{\mu\nu}, \quad (6.3)$$

with $\hat{Q}$ representing derivative-dependent operators which can be further expanded as in (4.4). Thus, the Lagrangian (6.1) is obtained by considering the specific case

$$\hat{S} = \frac{b}{M}\Delta, \quad \hat{V}_0 = -i\frac{a}{M^2}\Delta\partial_0, \quad \hat{V} = -i\frac{c}{M^2}\partial_0, \quad M = m_0, \quad \hat{P} = \hat{A}_{\mu} = \hat{T}_{\mu\nu} = 0, \quad (6.4)$$

where $a, b, c$ are dimensionless constants ($a > 0$ and $c > 0$), such that

$$\hat{Q} = -i\partial_0\gamma^0\frac{a}{M^2}\Delta + i\partial_0\left(\frac{b}{M}\partial \cdot \gamma + \frac{c}{M^2}\Delta\right), \quad (6.5)$$

This choice is also motivated by a gravitational microscopic model [98].

In what follows, we will naturally assume that $m << M$. From the Lagrangian (6.1), we find that the fermion dispersion relation is

$$\omega^2 = m^2\left(\frac{1 + bp^2/(Mp)}{1 + ap^2/M^2}\right)^2 + p^2\left(\frac{1 + cp^2/M^2}{1 + ap^2/M^2}\right)^2, \quad (6.6)$$

which, in spite of being similar to a re-summation of higher-order powers of the momentum $p$, comes from the local Lagrangian (6.1), containing a finite number of space derivatives. In the IR region the dispersion relation above is approximately relativistic: $\omega^2 \simeq m^2 + p^2$ for any values of $a, b, c$ (as far as $a, b, c \ll M$), but it is clearly modified at higher energies. Nonetheless, in the limit $M \to \infty$, at fixed $p$ and $m$, the Lorentz symmetric dispersion relation is recovered at all scales, as expected.

Few specific cases are worth mentioning:

- $a = b = 0$ and $c \neq 0$: In this case the dispersion relation becomes $\omega^2 \simeq (1/M^4)p^6$ in the UV and is therefore equivalent to a $z = 3$ Lifshitz theory, where time has been rescaled by $M^2$ (see section 4.2). As we wish to avoid such a deviation from relativistic kinematics in the UV, we do not study this situation here;

- $a \neq 0$ and $b = c = 0$: We also discard this possibility here because it
leads to a non-physical situation, since energy behaves as a decreasing function of momentum when $p^2 > M^2$;

- $a \neq 0, b \neq 0$ and $c = 0$: If only $c$ vanishes, the energy goes to a constant value in the UV: $\omega^2 \simeq (bM/a)^2$. This possibility is also of no interest, as it leads to group velocity which goes to 0 when $p \to \infty$;

- $a \neq 0$ and $c \neq 0$: In this situation, the dispersion relation in the UV regime is $\omega^2 \simeq (cp/a)^2$ which is relativistic for $a = c$. Therefore, the dispersion relation is not relativistic in the intermediate regime $p \sim M$ only. This is the interesting case on which we focus from now on.

By imposing $\omega$ to be an increasing function of $p$, we have that the different constants in the model (6.1) must satisfy

$$2b^2 + 4c \geq a + 2abm/M ,$$

and without loss of generality\(^1\) we shall choose $a = c = 1$. With this choice the product of the group and phase velocities is then

$$v_p v_g = \frac{\omega d\omega}{p \, dp} = 1 + \frac{2}{M^2} \frac{m + bp^2/M}{(1 + p^2/M^2)^3} (bM - m) ,$$

which shows that, for a typical SM mass $m$ and a typical Planckian mass $M$, the upper bound for Lorentz symmetry violation [48]

$$|v_p v_g - 1| \lesssim 10^{-16} ,$$

is satisfied for $p \lesssim 10^{-8} M$ (if $b$ is of order 1). Although it is far outside the current range of energies available experimentally in the laboratory, it approaches the Greisen-Zatsepin-Kuzmin cut off limit of high energy cosmic rays.

Finally, the bare propagator $S$ for the model (6.1), with our choice $a = c = 1$, is

$$S = i \frac{(\omega - \vec{p} \cdot \vec{\gamma})(1 + p^2/M^2) + m + bp^2/M}{(\omega^2 - p^2)(1 + p^2/M^2)^2 - (m + bp^2/M)^2} ,$$

and we note that, for non-vanishing $b$, its trace, even in the massless case, is different from zero, which will be important for the analytical properties of the mass generated, as explained below.

\(^1\)A more general study would keep free parameters $a, b, c$, but our aim is to give emphasis on the mechanism of mass generation, for which the choice $a = c = 1$ is enough.
6.2.2 Massless model and mass generation

We investigate here the possibility to generate mass due to the four-fermion interaction, in the situation where the bare mass $m_0$ vanishes. We make use of the usual approach which consists in introducing a Yukawa coupling of fermions to an auxiliary field $\phi$, then integrate over fermions and look for a non-trivial minimum for the effective potential $V(\phi)$, which leads to a mass term in the original Yukawa interaction, as previously discussed in section 3.2. By following these steps, we neglect fluctuations of the auxiliary field about its vev, but these can be omitted in the limit $g^2 \to 0$, which will be taken in the process to recover Lorentz symmetry (see next subsection).

Thus, we consider the intermediate Lagrangian

$$L' = \bar{\psi} \left[ i(\partial_0 \gamma^0 - \vec{\partial} \cdot \vec{\gamma}) \left( 1 - \frac{\Delta}{M^2} \right) + b \frac{\Delta}{M} \right] \psi - \frac{M^2}{4} \phi^2 - g\phi \bar{\psi} \psi,$$

for which the integration over $\phi$ leads back to the original model (6.1) with $a = c = 1$. The Lagrangian does not contain a kinetic term for the scalar field at the tree level, and the large mass of such a field is an important feature of this approach to dynamical mass generation because it suppresses possible fluctuations of $\phi$ about its vev $\phi_1$, such that $g\phi \simeq g\phi_1$ can be identified with the fermion mass. As a consequence, to calculate the effective potential $V(\phi)$ and its minimum $\phi_1$, it is sufficient to consider a homogeneous configuration for $\phi$. Nevertheless, the field $\phi$ can be physically seen as a scalar collective excitation of the original fermionic fundamental degrees of freedom, whose kinetic term is generated by integrating out fermions, if one allows $\phi$ to depend on space-time coordinates. In the Appendix A, we derive this kinetic term and show that it vanishes in the Lorentz-symmetric limit considered in the next subsection, being therefore consistent with the assumption that $\phi$ is frozen to its vev $\phi_1$ in this limit.

From the Lagrangian (6.11), we integrate over fermions for a homogeneous field $\phi$, leading to the effective potential

$$V_1(\phi) = \frac{M^2}{4} \phi^2 + i \text{tr} \int \frac{d^4 p}{(2\pi)^4} \ln \left[ (\omega \gamma^0 - \vec{p} \cdot \vec{\gamma}) (1 + p^2/M^2) - bp^2/M - g\phi \right].$$

(6.12)

In order to obtain the gap equation we minimise the potential: $(dV_1/d\phi)_{\phi_1} = 0$, which, after a Wick rotation, gives

$$\frac{M^2}{2} \phi_1 = \frac{g}{\pi^3} \int p^2 dp \int d\omega \left[ \frac{(g\phi_1 + bp^2/M)}{(\omega^2 + p^2)(1 + p^2/M^2)^2 + (g\phi_1 + bp^2/M)^2} \right],$$

(6.13)

and leads to the mass $m = g\phi_1$. Performing the integral over frequency, we then
find
\[ \mu^2 \frac{\pi^2}{2g^2} = \int \frac{x^2 dx}{(1 + x^2) \sqrt{x^2(1 + x^2)^2 + (\mu + bx^2)^2}}, \tag{6.14} \]
where \( x = p/M \) and \( \mu = m/M \).

We note that, unlike the case in conventional studies of dynamical mass generation, for \( b \neq 0 \), \( \mu = 0 \) is not a solution of the gap equation (6.14). Furthermore, if we consider \( b = 0 \), although the UV behaviour of the integral above improves as it will become convergent, the existence of a non-vanishing mass requires the coupling constant \( g \) to be larger than some critical coupling, as in the conventional case (we note that \( b = 0 \) also coincides with a subluminal product \( v_p v_g \) in eq.(6.8)). We disregard this possibility, since we eventually will take \( g^2 \to 0 \) for the Lorentz-symmetric limit.

Therefore, from now on, we take \( b = 1 \) and regularize the gap equation (6.14) by \( M \), such that the domain of integration in the gap equation is \( 0 \leq x \leq 1 \). Solving the integral (6.14) with \( \mu \ll 1 \), we then find
\[ \mu = \frac{m}{M} = \frac{\alpha g^2}{1 - 2g^2/(5\pi^2)} + \mathcal{O}(\mu^2), \tag{6.15} \]
where
\[ \alpha = \frac{\ln(1 + 2/\sqrt{5}) - \arctan(1/2)}{\pi^2} \simeq 0.018. \tag{6.16} \]
The solution can be further simplified by taking into account that \( g^2 \ll 1 \):
\[ m \simeq \alpha g^2 M. \tag{6.17} \]

We checked that the solution (6.15) indeed corresponds to a minimum of the effective potential (6.12).

An interesting point is that the solution (6.15) is analytic in the coupling constant \( g^2 \), unlike other standard cases, such as the Lifshitz 4-fermion interaction in \([99, 34]\), where a dynamical mass has the typical non-analytic form
\[ m_{\text{dyn}}^{\text{Lif}} \simeq M \exp(-a/g^2), \tag{6.18} \]
where \( a \) is a constant. We mention here, however, that the expression (6.15) consists of a re-summation in powers of \( g^2 \) and goes beyond a one-loop calculation. Nevertheless, the approximate result (6.17) can also be obtained from the usual one-loop correction to the fermion mass. This special features is due to the LIV propagator (6.10) whose, as already pointed out, trace does not vanish, even in the massless case. We are therefore in the unusual situation where a fermion mass generated dynamically can be derived using a perturbative expansion, whereas a mass of the
form (6.18) can only be obtained from a non-perturbative approach.

For completeness, we give the expressions for the mass generated in two other cases:

\[ m \simeq b g^2 M \frac{2 \ln 2 - 1}{2\pi^2} \text{ for } 0 \neq b << 1 \]  
\[ m \simeq g^2 M \left( \frac{4 - \pi}{2\pi^2} + \mathcal{O}(1/b^2) \right) \text{ for } b >> 1. \]  

In the first case, the limit \( b \to 0 \) continuously leads to the vanishing solution of the gap equation (6.14) when \( b = 0 \), as in a first order phase transition, and the non-trivial solution (involving a critical coupling) is not recovered. In addition, the situation \( b << 1 \) leads to a suppression of LIV effects in the dispersion relation (6.6), and thus seems more relevant than the case \( b >> 1 \).

**6.2.3 Lorentz symmetric limit**

An important point, which differs from other models involving four-fermion interactions, such as the one discussed in section 3.2, is that mass generation takes place here for any coupling strength, and no critical coupling exists below which this non-perturbative process does not occur. This interesting feature allows us to consider the Lorentz symmetric limit of the model, \( M \to \infty \), in such a way that the dynamical mass (6.15) remains finite, provided that \( g \) depends on \( M \) as

\[ g(M) \sim \sqrt{\frac{m}{\alpha M}}, \quad \text{when } M \to \infty, \]  

where \( m \) is fixed.

After taking this limit, where the product \( Mg^2 \) tends to a finite value, we are left with a free relativistic massive fermion, for which the mass has been generated by quantum corrections. A similar limit is considered in our previous work [1], where the dynamical mass has the form (6.18) though, as explained in the previous chapter.

Because our model (6.1) breaks Lorentz invariance, space and time derivatives are dressed differently by quantum corrections. This fact can lead to problems when several species interact\(^2\) [68]. Indeed, it has been shown, in different Lifshitz models for example, that loop corrections to classical dispersion relations can lead to worse deviations from Relativity than the classical dispersion relation [78, 79, 34, 68, 100].

\(^2\)If only one kind of particle self-interacts, then it is always possible to rescale momentum in order to absorb quantum corrections in such a way that the dressed dispersion relation remains relativistic in the IR.
Nevertheless, since a consistent Lorentz symmetric limit implies $g^2 \to 0$ according to (6.20), loop corrections to the kinetic terms in the model (6.1) eventually vanish in this limit, such that the classical upper bound (6.9) for Lorentz violation remains satisfied.

Let us now illustrate this point by calculating the superficial degree of divergence $D$ of an $L$-loop graph $\Sigma^{(L)}$ contributing to the self energy. Each loop integral measure and each propagator (6.10) carry mass dimension 4 and -1, respectively. Because integrals are regularised by $M$, corrections of the form $p^2/M^2$ are at most equal to 1, so they do not play a role for the superficial degree of divergence. Hence $D = 4L - I$, with $I$ being the number of internal propagators. Moreover, $L = I - V + 1$ by momentum conservation, where $V$ is the number of vertices, and, since each vertex has four legs, and each internal propagator relates two vertices, we have $4V = E + 2I$, where $E$ is the number of external propagators. As a consequence, we have, as for the usual NJL model,

$$D = 2L + 2 - \frac{E}{2}, \quad \text{and} \quad V = L - 1 + \frac{E}{2}. \quad (6.21)$$

In our case, however, each vertex comes with a factor $g^2/M^2$, hence for the self energy ($E = 2$) we have

$$\Sigma^{(L)} \propto \left( \frac{g^2}{M^2} \right)^V M^D = M g^{2L}. \quad (6.22)$$

Finally, taking into account the limit (6.20), we obtain

$$\Sigma^{(L)} \propto \frac{m^L}{M^{L-1}}. \quad (6.23)$$

Because one-loop self energy is independent of the external momentum, the first non-trivial loop corrections to the kinetic terms occur at two loops ($L = 2$). Therefore, in the case of interest, i.e. $L \geq 2$, with a fixed mass $m$, the property (6.23) shows that the loop correction $\Sigma^{(L)}$ vanishes when $M \to \infty$: quantum corrections to the kinetic terms vanish in the Lorentz symmetric limit (6.20).

Let us make here an additional remark about the present model in the context of the structure of the standard model. One could think that the introduction of LIV terms in the neutrino sector may cause unwanted consequences to emerge for the charged leptons. However, it is important to note that the higher-order derivative terms added in the neutrino sector are not invariant under $U(1)$ gauge transformations, unless one introduces new interactions which are not renormalisable, hence these LIV terms are not allowed in the charged lepton sector of the
SM. Thus, our LIV model does not directly imply new physics for charged leptons. Moreover, although some can still expect radiative corrections to the charged leptons as a result of their interactions with neutrinos through weak gauge bosons, such new corrections are suppressed by the mass scale $M$, which eventually is taken to infinity. Therefore, we emphasise that the only observable effect of the present Lorentz violating model is the generation of neutrino masses and oscillations.

6.3 Two-flavour case and oscillations

Let us now extend the model studied above to the case of a massless fermion doublet $\Psi$, which self-interacts according to the flavour-mixing coupling matrix $\tau$,

$$
\mathcal{L}_2 = \bar{\Psi} \left[ i(\partial_0 \gamma^0 - \vec{\partial} \cdot \vec{\gamma}) \left(1 - \frac{\Delta}{M^2}\right) + \frac{\Delta}{M}\right] \Psi + \frac{1}{M^2} (\bar{\Psi} \tau \Psi)^2, \quad (6.24)
$$

where

$$
\Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \quad \text{and} \quad \tau = \begin{pmatrix} g_1 & g_3 \\ g_3 & g_2 \end{pmatrix} . \quad (6.25)
$$

In what follows we show how flavour oscillations can be generated dynamically.

6.3.1 Minimization of the effective potential

The original Lagrangian (6.24) is equivalent to the following Lagrangian involving an auxiliary field

$$
\mathcal{L}_2' = \bar{\Psi} \left[ i(\partial_0 \gamma^0 - \vec{\partial} \cdot \vec{\gamma}) \left(1 - \frac{\Delta}{M^2}\right) + \frac{\Delta}{M}\right] \Psi - \frac{M^2}{4} \phi^2 - \phi \bar{\Psi} \tau \Psi . \quad (6.26)
$$

Before integrating over fermions, we first find the eigen values, in flavour space, of the operator

$$
\mathcal{O} = \begin{pmatrix} \omega \gamma^0 - \vec{p} \cdot \vec{\gamma}(1 + \frac{p^2}{M^2}) - \frac{p^2}{M^2} - g_1 \phi \\ -g_3 \phi \\ -g_3 \phi \end{pmatrix} \begin{pmatrix} \omega \gamma^0 - \vec{p} \cdot \vec{\gamma}(1 + \frac{p^2}{M^2}) - \frac{p^2}{M^2} - g_2 \phi \\ \omega \gamma^0 - \vec{p} \cdot \vec{\gamma}(1 + \frac{p^2}{M^2}) - \frac{p^2}{M^2} - g_3 \phi \end{pmatrix}, \quad (6.27)
$$

which are

$$
\lambda_\pm = (\omega \gamma^0 - \vec{p} \cdot \vec{\gamma})(1 + \frac{p^2}{M^2}) - \frac{p^2}{M} - h_\pm \phi , \quad (6.28)
$$

where the eigen values $h_\pm$ of the coupling matrix $\tau$ are given by

$$
h_\pm = \frac{1}{2} (g_1 + g_2) \pm \frac{1}{2} \sqrt{(g_1 - g_2)^2 + 4g_3^2} . \quad (6.29)
$$
The effective potential for the auxiliary field can now be written in terms of $\lambda_\pm$ as
\[
V_2 = \frac{M^2}{4} \phi^2 + i \text{tr} \int \frac{d^4p}{(2\pi)^4} (\ln \lambda_+ + \ln \lambda_-) ,
\] (6.30)
and its minimization $(dV_2/d\phi)_\phi = 0$ leads to
\[
\frac{M^2}{2} \phi_2 = \sum_{s=+,-} \frac{h_s}{\pi} \int p^2 dp \int d\omega \left[ \frac{(h_s \phi_2 + p^2/M)}{(\omega^2 + p^2)(1 + p^2/M^2)^2 + (h_s \phi_2 + p^2/M)^2} \right] .
\] (6.31)

Then, integrating over frequencies, we find the following gap equation, regularized by the mass scale $M$,
\[
\kappa \frac{\pi^2}{2} = \sum_{s=+,-} h_s \int_0^1 x^2 dx \frac{\kappa x + x^2}{(1 + x^2)^2(x^2 + (h_s \kappa + x^2)^2 + (h_s \kappa + x^2)^2)} ,
\] (6.32)
where $x = p/M$ and $\kappa = \phi_2/M$. Solving the integral above for $\kappa \ll 1$ gives
\[
\kappa = \frac{\alpha (h_+ + h_-)}{1 - 2(h_+^2 + h_-^2)/(5\pi^2)} + \mathcal{O}(\kappa^2) ,
\] (6.33)
where $\alpha$ is given by eq.(6.16). Finally, taking into account that $h_\pm \ll 1$, we obtain
\[
\kappa \simeq \alpha (g_1 + g_2) .
\] (6.34)

This non-vanishing value for the minimum of the potential allows for the generation of a mass matrix, as we discuss below.

### 6.3.2 Flavour oscillations

From the previous results, we find that the mass matrix $\mathcal{M} = \kappa M \tau$ below is generated
\[
\mathcal{M} = \alpha (g_1 + g_2) M \begin{pmatrix} g_1 & g_3 \\ g_3 & g_2 \end{pmatrix} ,
\] (6.35)
and the mass eigen values $m_\pm = \kappa M h_\pm$ and the mixing angle $\theta$ are given by
\[
m_\pm = \frac{\alpha}{2} M \left[ (g_1 + g_2)^2 \pm \sqrt{(g_1^2 - g_2^2)^2 + 4g_3^2(g_1 + g_2)^2} \right]
\]
\[
tan \theta = \frac{g_1 - g_2}{2g_3} + \sqrt{1 + \left( \frac{g_1 - g_2}{2g_3} \right)^2} .
\] (6.36)
Using the expressions above, we can write the dimensionless couplings \( g_i \) in terms of the mass eigenvalues, mixing angle and mass scale \( M \), as

\[
\begin{align*}
g_1 &= \frac{\mu_+ + \mu_- + (\mu_+ - \mu_-) \cos(2\theta)}{2\sqrt{\alpha(\mu_+ + \mu_-)}}, \quad (6.37) \\
g_2 &= \frac{\mu_+ + \mu_- - (\mu_+ - \mu_-) \cos(2\theta)}{2\sqrt{\alpha(\mu_+ + \mu_-)}}, \\
g_3 &= \frac{\mu_- - \mu_+}{2\sqrt{\alpha(\mu_+ + \mu_-)}} \sin(2\theta),
\end{align*}
\]

where

\[
\mu_\pm = \frac{m_\pm}{M}. \quad (6.38)
\]

In this way, the couplings \( g_i \) can be written in the form

\[
g_i = \frac{a_i}{\sqrt{M}}, \quad i = 1, 2, 3, \quad (6.39)
\]

where the constants \( a_i \) are completely determined by the experimental values for \( m_\pm \) and \( \theta \).

From the last expression, which shows the explicit dependence of the coupling constants \( g_i \) on the mass scale \( M \), we see that the couplings \( g_i \) go to zero in the Lorentz-symmetric limit, \( i.e. \) when \( M \to \infty \). Thus, by taking such a limit, we are left with two relativistic free fermions, for which flavour oscillations have been generated. Therefore, by considering the coupling constants (6.37), any set of values for \( m_\pm \) and \( \theta \) can be described by the Lorentz-symmetric limit of our model.

Let us discuss now the oscillation probability for our model. For the two flavour case, in the usual, Lorentz invariant, situation where \( E_+ - E_- \approx (m_1^2 - m_2^2)/2E \), the oscillation probability is is given by (2.66).

In our case, however, with the dispersion relation given by (6.6) and considering, as usual, \( m_\pm^2/p^2 \ll 1 \) and \( m_\pm/M \ll 1 \), we find

\[
(E_+ - E_-)t = \frac{(m_+^2 - m_-^2)L}{2E} + (m_+ - m_-)\frac{EL}{M} + \mathcal{O}(m_\pm^2/M^2). \quad (6.40)
\]

Then, the corresponding oscillation probability is

\[
\mathcal{P}(\nu_{\beta_1} \rightarrow \nu_{\beta_2}) = \sin^2(2\theta) \sin^2 \left[ \frac{(m_+^2 - m_-^2)L}{4E} + (m_+ - m_-)\frac{EL}{2M} + \ldots \right], \quad (6.41)
\]

\[
\simeq \frac{\sin^2[A(g_1 + g_2)^3\sqrt{(g_2 - g_1)^2 + 4g_3^2}]}{1 + (g_2 - g_1)^2/(4g_3^2)}, \quad \text{with } A = \frac{\alpha^2 M^2 L}{4E},
\]

where, on account of (6.36) and (6.37), \( \sin^{-2}(2\theta) \) is just the denominator of the right-hand-side of (6.41). According to eq. (6.39), the argument of the sine function in
(6.41) goes to a finite limit when $M \to \infty$, since it is proportional to the finite $M^2g_i^4$, $i = 1, 2, 3$, and so does the denominator in the last expression of (6.41). Moreover, we note that, by looking at the right-hand side of the first line of (6.41), the first term on the argument of the sine is the usual relativistic expression, while the second term is the first contribution coming from the Lorentz-violating features of our model. This second term, however, goes to zero when $M \to \infty$, and (6.41) reduces to the usual relativistic oscillation probability (2.66) in Lorentz-invariant vacuum, as expected. On the other hand, if $M$ is kept finite, by not taking the Lorentz-symmetric limit, the second term in (6.40), linearly suppressed by $M$, may have phenomenological consequences, for $M$ as large as Planck mass, $M_{Pl}$, as discussed in [101].

### 6.4 Majorana fermions: seesaw-type extension

Based on the possibility that neutrinos are Majorana particles, we present a way of extending the previous results to the case of Majorana neutrinos. Particularly, we are interested in a seesaw-type model, such that we need to consider, in addition to LH (active) neutrinos, RH (sterile) neutrinos.

We consider here the model given in eq.(6.24), but assuming that, instead of considering two Dirac fermions, the fermion doublet $\Psi$ is made of a LH and a RH Majorana field, $\nu_L$ and $N_R$. This configuration, as mentioned in section 2.3.3, allows us to construct two different kinds of mass terms:

$$L^{D+M} = -\frac{1}{2}\nu_L m^L (\nu_L)^c - \nu_L m^D N_R - \frac{1}{2}N_R m^R (N_R)^c + \text{h.c.}, \quad (6.42)$$

where $m^{L,R}$ are Majorana mass terms, and $m^D$ is the usual Dirac mass term.

The mass terms generated here, via the mechanism studied in this chapter, are the same as the ones we found for the original model with Dirac fermions. In particular, one can choose $g_1 = 0$ and $g_3 \ll g_2$, so that the mass matrix below is generated

$$M = \alpha M g_2 \begin{pmatrix} 0 & g_3 \\ g_3 & g_2 \end{pmatrix} = \begin{pmatrix} m_L & m_D \\ m_D & m_R \end{pmatrix}, \quad (6.43)$$

with the following eigenvalues

$$m_+ \simeq \alpha M g_2^2 = m_R \quad (6.44)$$
$$m_- \simeq \alpha M g_3^2 \frac{m_D^2}{m_R} \ll m_R. \quad (6.45)$$

These results are in agreement with the main idea behind the seesaw mechanism: the heavier the sterile fermion, the lighter the active one.

In the original seesaw mechanism, while the Majorana mass $m_R$ needs to
be generated via an unknown (non-standard model) mechanism, the Dirac mass is generated via the Higgs mechanism. In the case studied here, however, both mass terms are generated by the mechanism described above. Thus, the Higgs mechanism is not needed to generate the Dirac mass term, but it can be easily included in the model.

Appendix A:
Derivation of the kinetic term for the auxiliary field

For simplicity, we neglect here higher-order derivative terms, as they only provide corrections of order $1/M$ in the kinetic term for the auxiliary field, and we eventually take $M \to \infty$.

In order to derive the kinetic term for the auxiliary field, we take the following non-homogeneous configuration (plane-wave)

$$\phi = \phi_1 + \rho \left( \exp(ik_\mu x^\mu) + \exp(-ik_\mu x^\mu) \right), \quad (6.46)$$

where $\rho \ll \phi_1$. Integrating over fermions, we find the formal expression

$$i \text{Tr} \ln \left( i \partial - g\phi \right), \quad (6.47)$$

which should then be expanded in $\rho$ and $k$, in order to identify the kinetic term, which is proportional to $k^2 \rho^2$. First, we expand to the second order in $\rho$

$$\ln \left( \frac{p}{g\phi_1} \right) = \ln \left[ (p - g\phi_1) \delta(p + q) - g\rho \left( \delta(p + q + k) + \delta(p + q - k) \right) \right]$$

$$= \delta(p + q) \ln(p - g\phi_1) - g\rho \frac{p}{p^2 - g^2\phi_1^2} \left( \delta(p + q + k) + \delta(p + q - k) \right)$$

$$+ \frac{g^2 \rho^2}{2} \frac{p + g\phi_1}{p^2 - g^2\phi_1^2} \left( \frac{k - \hat{q} - g\phi_1}{(k - q)^2 - g^2\phi_1^2} + \frac{-k - \hat{q} - g\phi_1}{(k + q)^2 - g^2\phi_1^2} \right) \delta(p + q)$$

$$+ \frac{g^2 \rho^2}{2} \frac{p + g\phi_1}{p^2 - g^2\phi_1^2} \frac{-k - \hat{q} - g\phi_1}{(k + q)^2 - g^2\phi_1^2} \delta(p + q + 2k)$$

$$+ \frac{g^2 \rho^2}{2} \frac{p + g\phi_1}{p^2 - g^2\phi_1^2} \frac{k - \hat{q} - g\phi_1}{(k - q)^2 - g^2\phi_1^2} \delta(p + q - 2k) + \mathcal{O}(\rho^3),$$

such that

$$\text{Tr} \ln \left( \frac{p}{g\phi} \right) = V \text{tr} \int \frac{d^4p}{(2\pi)^4} \ln(p - g\phi_1)$$

$$+ V g^2 \rho^2 \int \frac{d^4p}{(2\pi)^4} \frac{p + g\phi_1}{p^2 - g^2\phi_1^2} \left( \frac{k + \hat{p} - g\phi_1}{(k + p)^2 - g^2\phi_1^2} + \frac{-k + \hat{p} - g\phi_1}{(k - p)^2 - g^2\phi_1^2} \right) + \mathcal{O}(\rho^3),$$
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where $V$ is the space-time volume. In the last equation, we can discard the first term because it corresponds to corrections to the potential $V(\phi_1)$, that we have already calculated. We then expand the second term in $k$ to give (ignoring higher orders in $\rho$) to obtain

$$
\text{Tr} \ln (\not{p} - g\phi) = 2V g^2 \rho^2 \int \frac{d^4p}{(2\pi)^4} \left( \frac{4(pk)^2}{(p^2 - g^2\phi_1^2)^3} - \frac{2k^2}{(p^2 - g^2\phi_1^2)^2} \right) (6.50) + k \text{-independent terms} + O(k^4),
$$

where the $k$-independent terms correspond to corrections to the potential, arising from $\rho \neq 0$, and therefore can be omitted here. Using the following property

$$
\int d^4p \ f(p^2) p^\mu p^\nu = \frac{\eta^{\mu\nu}}{4} \int d^4p \ p^2 f(p^2), (6.51)
$$

we obtain (considering only the relevant terms proportional to $k^2$)

$$
\text{Tr} \ln (\not{p} - g\phi) = 2V k^2 g^2 \rho^2 \int \frac{d^4p}{(2\pi)^4} \frac{-p^2 + 2g^2\phi_1^2}{(p^2 - g^2\phi_1^2)^3}. (6.52)
$$

To calculate the integral, we perform a Wick rotation, regulate it by $M$ and replace $g\phi_1$ by the mass $m$ to finally obtain

$$
\text{Tr} \ln (\not{p} - g\phi) = 2V k^2 g^2 \rho^2 \int_0^{M^2/m^2} xdx \frac{2 + x}{(1 + x)^3} \approx 2V \frac{k^2 g^2 \rho^2}{4\pi^2} \ln \left( \frac{M}{m} \right). (6.53)
$$

We are looking for the following kinetic term

$$
\int d^4x \frac{Z}{2} \partial_\mu \phi \partial^\mu \phi = VZ k^2 \rho^2, (6.54)
$$

such that the identification with $\text{Tr} \ln (\not{p} - g\phi)$ finally leads to

$$
Z = \frac{g^2}{4\pi^2} \ln \left( \frac{M}{m} \right). (6.55)
$$

Finally, as explained in subsection 2.3, we have that the Lorentz symmetric limit (6.20) freezes the auxiliary field to its vev, since, for a fixed mass, the kinetic term vanishes in this limit

$$
\lim_{M \to \infty} Z \propto \lim_{M \to \infty} \frac{1}{M} \ln \left( \frac{M}{m} \right) = 0. (6.56)
$$
Chapter 7

Lorentz-violating fermion kinematics from modified quantum gravity

This chapter is based upon the paper [3].

7.1 Introduction

In this chapter we consider two modifications of Einstein gravity, both invariant under foliation-preserving diffeomorphisms (see section 4.2.2), coupled to matter fields and study how these gravity models induce Lorentz violation in the matter sectors. Particularly, in order to test the validity of these modified gravity models, we calculate LIV one-loop quantum corrections to the matter dispersion relations.

The first model is a modification of Einstein gravity which is not invariant under 4-dimensional diffeomorphisms, but keeps the isotropic scaling between space and time ($[x^i] = [t]$), so that no higher-order derivative operators can be included. In this way, as in GR, one-loop corrections are quadratically divergent, and the model is assumed to be valid up to a certain energy scale which can be estimated by comparing our results to the current experimental bounds on Lorentz violation.

The second model, which can be seen as a UV-improved extension of the first, is the $z = 3$ non-projectable version of Horava-Lifshitz gravity, described in section 4.2.2. The improved UV behaviour follows from the anisotropic scaling between space and time which allows for the introduction of higher-order space derivatives in the theory, making the one-loop corrections to the matter dispersion relations logarithmically divergent.

In both cases, gravity is better described in terms of the Arnowitt-Deser-
Misner (ADM) decomposition of the metric, which naturally exhibits a space-time foliation. Moreover, due to their invariance under a reduced symmetry, these modified gravities contain an extra propagating degree of freedom, when compared to GR [102], known as the scalar graviton.

These models are minimally coupled to classical complex scalar and fermion fields, and, in order to calculate the one-loop effective dispersion relations seen by particles, we integrate out the graviton components. Different works investigating the introduction, via quantum corrections, of LIV effects in the matter sector by coupling it to HL gravity have also been performed by others. In [103], considering quantum matter fields, the authors derive the effective speed seen by a scalar field and an Abelian gauge field, and compare the results to measure Lorentz symmetry violation. In [104], using a different method than [103], the non-projectable version of HL gravity is considered for the derivation of the effective LIV matter Lagrangian. Another interesting study is done in [105], in which classical scalar and gauge fields are coupled to the covariant version of HL gravity (see section 4.2.2), and one-loop dispersion relations for the matter fields are calculated and then compared to give an estimation of Lorentz violation. We do a similar study here, taking into account classical complex scalar and fermionic backgrounds though, and we calculate the difference $\Delta v^2$ between the effective speeds of light seen by these two species.

Furthermore, it is also worth mentioning that studies of effective dispersion relations for Lifshitz-type models in flat space-time have also been performed. Some examples are [34], where the effective dispersion relation for interacting Lifshitz fermions is derived, in the case where flavour symmetry is broken, and [100], where, considering a Lifshitz extension of QED, the authors derive the fermion effective dispersion relation. Our aim here is to study similar features, however, in the context of curved space-time and investigate how global Lorentz-symmetry is affected from a local symmetry breaking.

For the first model, which involves quadratic divergences, we use a cut off to calculate one-loop graviton loops. The second model, on the other hand, involves logarithmic divergences only, and we choose to make use of dimensional regularisation to perform the loop integrals; however, as one might expect, we show that the same physical result would be obtained if we had chosen to regularise the integrals with a cut off. We then find that although these models behave differently in the UV, the IR phenomenology for matter fields, regarding the LIV one-loop contributions, is comparable. On the one hand, if the parameters present in each model assume generic values, $10^{10} \text{GeV}$ emerges as a characteristic scale above which both models are not consistent with current upper bounds on Lorentz symmetry violation. For the first model the limit $10^{10} \text{GeV}$ is for the physical cut off of the theory, whereas for the second model this bound is imposed on the mass scale suppressing
the higher-order LIV operators. On the other hand, if one accepts to fine-tune the different parameters, it is therefore always possible to choose them in such a way that the indicator for Lorentz symmetry violation vanishes for both models.

This chapter is organised as follows. Section 7.2 starts by introducing the models and discussing gauge freedom; then, in subsection 7.2.2, the actions for gravity and matter sectors are expanded around a flat background, and only terms relevant to the one-loop calculations are kept. In section 7.3, after deriving and making use of constraints which relate non-propagating, auxiliary, fields to propagating ones, we integrate successively the different components of graviton fluctuations. Finally, in section 7.4, we put all results together and, based on the current upper bounds for LIV parameters, we discuss the phenomenology of the two models. An appendix is included to provide the details of the one-loop calculations discussed in section 7.3.

7.2 Models

We start by introducing the two modified gravity models studied here, and how they couple to matter fields.

The first model we consider is described by a modified Einstein-Hilbert action, with new operators being allowed due to the reduced symmetry of the theory. When using the ADM decomposition and omitting the cosmological constant, its action can be written as

\[
S_G = M_P^2 \int dt d^3x \sqrt{g} N (K_{ij} K^{ij} - \lambda K^2 + R(3) + \alpha a_i a^i),
\]

(7.1)

where \( M_P^2 = (16\pi G_N)^{-1} \) and

\[
g = |\det(g_{ij})|, \\
K_{ij} = \frac{1}{2N} (\partial_i g_{ij} - D_i N_j - D_j N_i) \quad \text{with} \quad D_i N_j = \partial_i N_j - \Gamma^k_{ij} N_k \\
K = K_{ij} g^{ij}, \quad R(3) = R_{ijkl} g^{ik} g^{jl}, \quad a_i = \partial_i \ln N.
\]

\( G_N \) and \( K_{ij} \) are the Newton gravitational constant and the extrinsic curvature, respectively. The possibility to have \( \lambda \neq 1 \) and \( \alpha \neq 0 \) is a result of the fact that instead of being invariant under 4-dimensional diffeomorphisms, the model above is invariant under foliation-preserving diffeomorphisms only. Nonetheless, the Hilbert-Einstein action can easily be recovered with \( \lambda = 1 \) and \( \alpha = 0 \).

The second model, we consider here, is the non-projectable version of Horava-
Lifshitz gravity (npHL) [73]. As already discussed in section 4.2.2, in the npHL the lapse function $N$ depends on space and time and therefore terms containing $a_i = \partial_i \ln N$ should be included in the action. In this context, space and time scale anisotropically such that

$$\vec{x} \rightarrow b\vec{x} \quad \text{while} \quad t \rightarrow b^z t,$$

and the choice $z = 3$ motivates us to introduce dimension 4 and dimension 6 operators, which become important in the UV. As in [73] though, we choose to reparametrise the time component in order to write the action in terms of the “physical” units. The npHL action is then given by [73]

$$S_{HL} = M_P^2 \int dt d^3x \sqrt{gN} \left\{ K_{ij} K^{ij} - \lambda K^2 + R^{(3)} + \alpha a_i a^i ight\} + F_1 R_{ij} R^{ij} + F_2 (R^{(3)})^2 + F_3 \nabla_i a^i + F_4 a_i \Delta a^i + S_1 (\nabla_i R_{jk})^2 + S_2 (\nabla_i R^{(3)})^2 + S_3 (\Delta R^{(3)} \nabla a^i) + S_4 (a_i \Delta^2 a^i),$$

where $F_i = (f_i/M_{HL}^2)$ and $S_i = (s_i/M_{HL}^4)$ with $M_{HL}$ being the Horava-Lifshitz scale, i.e. the mass scale suppressing the higher-derivative operators, while $f_i$ and $s_i$ represent dimensionless coupling constants associated with operators of dimension 4 and 6, respectively.

Finally, we assume that the modified gravity theories (7.1) and (7.4) are coupled to complex scalar and fermion fields through minimal couplings. The action for the complex scalar field is

$$S_s = -\int dt d^3x \sqrt{g^\mu\nu} \partial_\mu \phi \partial_\nu \phi^*,$$

whereas for the fermion action, we have

$$S_f = -\int dt d^3x \left[ i e e^{\mu\alpha} e_{\alpha}\nabla_\mu \psi - e^{\mu} (\nabla_\mu \bar{\psi}) \gamma^\alpha \psi \right],$$

where

$$e = \det (e^{\mu\alpha}) = \sqrt{gN},$$

$$\nabla_\mu \bar{\psi} = \partial_\mu \bar{\psi} - \bar{\psi} \Gamma_\mu$$

$$\Gamma_\mu = \frac{1}{2} w_{\mu\alpha\beta} \sigma^{\alpha\beta} \quad \text{and} \quad \sigma^{\alpha\beta} = \frac{1}{4} [\gamma^\alpha, \gamma^\beta],$$

$$w_{\mu\alpha\beta} = e^\lambda_\alpha (\partial_\mu e_{\lambda\beta} - \Gamma^\lambda_{\mu\sigma} e_{\sigma\beta}) = e_{\alpha} (D_\mu e_{\lambda\beta}),$$

$w_{\mu\alpha\beta}$ being the spin connection.
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7.2.1 Gauge invariance and degrees of freedom

The new parameters $\lambda, \alpha, F_i$ and $S_i$ are intrinsically related to the explicit breakdown of 4-dimensional diffeomorphisms, for both gravity models, which takes place when $\lambda \neq 1, \alpha \neq 0, F_i \neq 0$ and $S_i \neq 0$. Instead, as already mentioned, these models are invariant under foliation-preserving diffeomorphisms

$$\delta t = f(t)$$

$$\delta x^i = \xi^i(t, x)$$

$$\delta g_{ij} = \partial_i \xi_j + \partial_j \xi_i + \xi^k \partial_k g_{ij} + f \dot{g}_{ij}$$

$$\delta N_i = \partial_i \xi^k N_k + \xi^k \partial_k N_i + \dot{\xi} g_{ij} + \dot{f} N_i + f \dot{N}_i$$

$$\delta N = \xi^k \partial_k N + \dot{f} N + f \dot{N}.$$ 

Thus, as discussed in section 4.2.2, because of the 4-dimensional diffeomorphism breaking, a third physical degree of freedom is present in both models.

In order to investigate the possible LIV one-loop quantum corrections to the matter sectors, we expand the metric $g_{\mu\nu}$ and, consequently, $e^\mu_\alpha$ around a flat background:

$$g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}$$

$$g^{\mu\nu} = \eta^{\mu\nu} - h^{\mu\nu} + h^{\mu\lambda} h^\lambda_\nu + \cdots,$$

$$e^\mu_\alpha = \delta^\mu_\alpha + \frac{1}{2} h^\mu_\alpha - \frac{1}{8} h^{\mu\lambda} h^\lambda_\alpha + \cdots$$

$$e^\mu_\alpha = \delta^\mu_\alpha - \frac{1}{2} h^\mu_\alpha + \frac{3}{8} h^{\mu\lambda} h^\lambda_\alpha + \cdots,$$

where dots represent higher orders in fluctuations. We can then use the following relations regarding the 4-dimensional metric $g_{\mu\nu}$, the vierbein $e^\mu_\alpha$ and the ADM components $N, N_i$ and $g_{ij}$

$$g_{\mu\nu} = e^\mu_\alpha e^\nu_\beta \eta_{\alpha\beta},$$

$$e^\mu_\alpha e^\nu_\beta = \eta_{\beta}^\beta, \quad e^\alpha_\nu e^\mu_\alpha = g^\mu_\nu,$$

$$g_{\mu\nu} = -N^2 d^2 t + g_{ij}(dx^i + N^i dt)(dx^j + N^j dt),$$

to write everything in terms of the fluctuations of the ADM components

$$N = 1 + n$$

$$N_i = n_i$$

$$g_{ij} = \delta_{ij} + h_{ij}.$$ 

The fluctuations $n_i$ of the shift vector and the 3-dimensional metric $h_{ij}$ can be further
decomposed into their different spin components as:

\[ n_i = n_i^T + \partial_i \rho , \]  
\[ h_{ij} = H_{ij} + (\partial_i W_j + \partial_j W_i) + \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \partial^2 \right) B + \frac{\delta_{ij}}{3} h , \]  

where \( H_{ij} \) is a transverse-traceless tensor, \( n_i^T \) and \( W_i \) are transverse vectors and \( B, h \) and \( \rho \) are scalar fields, \( h \) being the trace of \( h_{ij} \).

We can reduce the number of degrees of freedom in our theory, by making use of the gauge freedom shown in eq. (7.8). A possible gauge choice is to set the field fluctuations \( W_i \) and \( B \) to zero. Consequently, eq. (7.13) becomes

\[ h_{ij} = H_{ij} + \frac{\delta_{ij}}{3} h , \]  

where \( H_{ij} \) and \( h \) represent the 3 physical degrees of freedom present in both gravity theories, while \( n, n_i^T \) and \( \rho \) are auxiliary fields only.

### 7.2.2 Expanding the actions

Being interested in one-loop corrections only, it is enough to expand the actions up to quadratic order in the ADM field fluctuations. The flat space metric, from eq. (7.11), is \( \delta_{ij} \), such that, for simplicity, all the spatial indices can be lowered, i.e. \( h^{ij} \rightarrow h_{ij} \). We have then, for example,

\[ \sqrt{g} = 1 + \frac{1}{2} h + \frac{1}{8} (h^2 - 2 h_{ij} h_{ij}) + \cdots \]  
\[ \Gamma_k = -\frac{\sigma_{ij}}{2} \left[ \partial_i h_{kj} - \frac{1}{2} \left( h_{di} \partial_i h_{jk} + h_{lj} \partial_i h_{kjl} - \frac{1}{2} h_{di} \partial_i h_{kjl} \right) \right] + \cdots , \]

where \( h = h_{ii} \), and dots represent higher orders in fluctuations which do not contribute to the present calculations and can be therefore omitted.

**Matter sector**

We show here which terms can and cannot be neglected in the matter actions for scalars and fermions, describe the ansatz taken for these external fields, and finally obtain the simplified version of the matter field actions that will be used in the following calculations.

The expansion of the scalar action (7.5) up to quadratic order in the graviton
field fluctuations gives

\[ S^{(2)}_s = - \int dtd^3x \left\{ \left[ 1 + n + \frac{h}{2} + \frac{hn}{2} + \frac{1}{8}(h^2 - 2h^2_{ij}) \right] \left( -\dot{\phi}^* + \partial_k \phi \partial_k \phi^* \right) \right. 
\]

\[ + 2n\dot{\phi}^* + 2n_i \dot{\phi} \partial_i \phi^* - h_{ij} \partial_i \phi \partial_j \phi^* + 2 \left( \frac{hn_i}{2} - n_i - n_j h_{ij} \right) \dot{\phi} \partial_i \phi^* \]

\[ + (nh - n^2)\dot{\phi}^* + \left( h_{ij} - n_i n_j - nh_{ij} - \frac{h_{ij}}{2} \right) \partial_i \phi \partial_j \phi^* \left\} . \quad (7.16) \]

The terms in the first line which can only generate Lorentz-symmetric contributions are omitted from now on, since we are only interested in one-loop corrections leading to LIV effects. As pointed out in [103], quadratic terms in the metric fluctuations can only generate one-loop results when the graviton fields are contracted among themselves. Thus, for any tensor \( T_{ij} \) quadratic in the graviton field, one can use the following simplification: \( T_{ij} \partial_i \phi \partial_j \phi^* \rightarrow (T_{ii}/3)\partial_k \phi \partial_k \phi^* \), which takes into account the rotational invariance in space. In addition, linear terms in the metric perturbations can be omitted because, since matter fields are classical, they cannot generate corrections to matter field kinetic terms. Finally, terms of the form \( h_{ni}, nm \) or \( n_j h_{ij} \) cannot contribute unless they are contracted with another vector metric fluctuations, but it would lead to cubic terms in fluctuations; therefore, we neglect such terms as well. Thus, the relevant part of the action, containing only terms which can generate Lorentz-violating contributions, is

\[ S^{(2)}_s = - \int dtd^3x \left\{ (nh - n^2)\dot{\phi}^* + \frac{1}{3} \left( h_{ij}^2 - n_i^2 - nh - \frac{h^2}{2} \right) \partial_k \phi \partial_k \phi^* \right\} . \quad (7.17) \]

This action can be further simplified by writing

\[ (nh - n^2)\dot{\phi}^* = -(nh - n^2)\partial_\mu \phi \partial^\mu \phi^* + (nh - n^2)\partial_k \phi \partial_k \phi^* , \quad (7.18) \]

and then neglecting the Lorentz-symmetric term on the right-hand side, such that (7.17) becomes:

\[ S^{(2)}_s = - \frac{1}{3} \int dtd^3x \left[ h_{ij}^2 - n_i^2 - 3n^2 + 2nh - \frac{h^2}{2} \right] \partial_k \phi \partial_k \phi^* . \quad (7.19) \]
For the fermion sector, the metric expansion leads to

\[ S_f^{(2)} = -\frac{i}{2} \int dtd^3x \left\{ \left[ 1 + n + \frac{h}{2} + \frac{hn}{2} + \frac{1}{8}(h^2 - 2h_{ij}) \right] \bar{\psi} \gamma^\mu \overset{\leftrightarrow}{\partial}_\mu \psi \right. \]

\[ + \left( n\delta_{ij} - \frac{1}{2}h_{ij} \right) \left( \bar{\psi} \gamma_i \overset{\leftrightarrow}{\partial}_j \psi + \bar{\psi} \{ \gamma_i, \Gamma_j^{(1)} \} \psi \right) + \bar{\psi} \{ \gamma^\mu, \Gamma_j^{(1)} \} \psi \]

\[ + \frac{1}{2} n_i \left( \bar{\psi} \left( \gamma_i \overset{\leftrightarrow}{\partial}_0 - {\gamma^0} \overset{\leftrightarrow}{\partial}_i \right) + \{ \gamma_i, \Gamma_0^{(1)} \} \right) \psi \right] + \bar{\psi} \{ \gamma^\mu, \Gamma_0^{(2)} \} \psi + \left( \frac{hn_i}{4} - \frac{3}{8} n_j h_{ij} - \frac{nn_i}{8} \right) \bar{\psi} \left( \gamma_i \overset{\leftrightarrow}{\partial}_0 - {\gamma^0} \overset{\leftrightarrow}{\partial}_i \right) \psi + \bar{\psi} \frac{h}{2} \{ \gamma^\mu, \Gamma_0^{(1)} \} \psi + \frac{1}{8} n_i^2 \bar{\psi} \gamma^0 \overset{\leftrightarrow}{\partial}_0 \psi + \left( \frac{3}{8} h_{ij} h_{ij} - \frac{h h_{ij} - n h_{ij} - \frac{3}{8} n_i n_j}{2} \right) \bar{\psi} \gamma_i \overset{\leftrightarrow}{\partial}_j \psi \right\} . \]

As in the scalar field case, the terms on the first line can only contribute to Lorentz-symmetric corrections, hence they will be omitted. For the same reasons explained above, linear terms in the graviton fields as well as terms proportional to \( \bar{\psi} \gamma_i \overset{\leftrightarrow}{\partial}_i \psi \) or \( \bar{\psi} \gamma_0 \overset{\leftrightarrow}{\partial}_i \psi \) cannot contribute to the kind of corrections we are looking for and therefore will also be omitted from now on. Terms containing the anti-commutator of a \( \gamma \) matrix and the spin connection cannot contribute as well, since they involve the contraction of a symmetric tensor with an antisymmetric one. Finally, in the same way as for the scalar action, terms of the form \( T_{ij} \bar{\psi} \gamma_i \overset{\leftrightarrow}{\partial}_j \psi \), where \( T_{ij} \) is quadratic in the graviton fluctuations, contribute to the one-loop LIV corrections and can be replaced by \( (T_{ii}/3)(\bar{\psi} \gamma_k \overset{\leftrightarrow}{\partial}_k \psi) \). Thus, the Lorentz-violating fermion action becomes

\[ S_f^{(2)} = -\frac{i}{2} \int dtd^3x \left\{ \frac{1}{8} n_i^2 \bar{\psi} \gamma^0 \overset{\leftrightarrow}{\partial}_0 \psi + \frac{1}{3} \left( \frac{3}{8} h_{ij}^2 - \frac{h^2}{4} + nh - \frac{3}{8} n_i n_j \right) \bar{\psi} \gamma_k \overset{\leftrightarrow}{\partial}_k \psi \right\} , \]

which, after removing Lorentz-symmetric terms, as in (7.18), reduces to

\[ \tilde{S}_f^{(2)} = -\frac{i}{4} \int dtd^3x \left[ \frac{1}{4} h_{ij}^2 - \frac{h^2}{6} - \frac{1}{2} n_i^2 + \frac{2}{3} nh \right] \bar{\psi} \gamma_k \overset{\leftrightarrow}{\partial}_k \psi . \]

After reducing the scalar and fermion actions to their simplest forms (7.19) and (7.22), we then consider a plane-wave as an ansatz for the external fields

\[ \phi(x) = \phi_0 \exp(-ip^\mu x_\mu) \]

\[ \psi(x) = \psi_0 \exp(-iq^\mu x_\mu) \]

Thus, the quantities \( \partial_k \phi \partial_k \psi^* \) and \( \bar{\psi} \gamma_i \overset{\leftrightarrow}{\partial}_j \psi \) become constants, which we replace by \( (p^2 \phi_0^2) \) and \( (-2i)[\bar{\psi}_0(\gamma \cdot \partial)\psi_0] \), respectively. Finally, with these classical background matter field configurations and using the field decompositions (7.12) and (7.14), the
matter actions (7.19) and (7.22) can be expressed as

\[ \tilde{S}^{(2)}_s = -\frac{1}{3} \int dtd^3x \left[ H^2_{ij} - \frac{h^2}{6} - (n^T_i)^2 + \rho \partial^2 \rho - 3n^2 + 2nh \right] (\vec{p}^2 \phi^2_0) , \quad (7.24) \]

\[ \tilde{S}^{(2)}_f = -\frac{1}{2} \int dtd^3x \left[ \frac{1}{4} H^2_{ij} - \frac{h^2}{12} - \frac{(n^T_i)^2}{2} + \frac{1}{2} \rho \partial^2 \rho + \frac{2}{3} nh \right] [\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] . \]

Gravity actions

For the gravity actions, expanding (7.1) and (7.4) up to quadratic order in the metric fluctuations, making use of the metric decompositions (7.12) and (7.14), and integrating by parts when necessary, we obtain

\[ S^{(2)}_G = M^2_P \int dtd^3x \left\{ \frac{1}{4} H_{ij} (\partial^2 - \partial^2_t) H_{ij} - \frac{1}{2} n^T_i \partial^2 n^T_i - (\lambda - 1) \rho (\partial^2)^2 \partial^2 \rho \right\} + \frac{(3\lambda - 1)}{12} h \partial^2_t h - \frac{1}{18} h \partial^2 h - \alpha n \partial^2 n + \frac{(3\lambda - 1)}{3} \rho \partial^2 \dot{h} - \frac{2}{3} n \partial^2 h \right\} , \quad (7.25) \]

and

\[ S^{(2)}_{HL} = M^2_P \int dtd^3x \left\{ \frac{1}{4} H_{ij} [\partial^2 - \partial^2_t] H_{ij} - \frac{1}{2} n^T_i \partial^2 n^T_i \right\} + \frac{1}{18} h \left[ \frac{3(3\lambda - 1)}{2} \partial^2_t - \partial^2 + (3F_1 + 8F_2)(\partial^2)^2 - (3S_1 + 8S_2)(\partial^2)^3 \right] h - n[\alpha \partial^2 + F_4(\partial^2)^2 + S_4(\partial^2)^3]n - (\lambda - 1) \rho (\partial^2)^2 \rho + \frac{(3\lambda - 1)}{3} \rho \partial^2 \dot{h} - \frac{2}{3} h[\partial^2 + F_3(\partial^2)^2 + S_3(\partial^2)^3]n \right\} . \quad (7.26) \]

Finally, because ghosts do not couple to the matter sector at tree level, contributions related to these fields will only start to appear at two-loop calculations; hence, in the present work, ghosts can be omitted.

### 7.3 One-loop matter effective actions

In this section we obtain the effective matter kinetic terms by integrating over the graviton fluctuations. For both gravity models, we derive the Hamiltonian and momentum constraints and then impose them on the path integral. This approach, also used in [104], implies that no conformal instability arises in our calculations [105].

It is known in perturbative quantum gravity that, when introducing an irreducible decomposition for the metric, auxiliary components may present a propagator with the “wrong” sign, leading to a potential problem in defining the partition function. This unstable mode can be traced down to a conformal factor and can be
understood as an artifact arising from perturbative expansion [107]. Nevertheless, this can be avoided by making an analytical continuation of the “pathological” metric components to imaginary values, simultaneously with the Wick rotation [108]. With our gauge choice, this feature would arise from the integration of the auxiliary fields in the metric decomposition, but the use of the Hamiltonian and momentum constraints eliminate this problem, since after imposing such constraints we will be left with integrals over the physical fields only.

7.3.1 Model I: modified Einstein-Hilbert gravity

We study now the first model (7.1), for which one-loop quantum corrections are quadratically divergent and will be regularised with a cut off. After expansion of the relevant actions in terms of the metric fluctuations, the resulting expressions we are interested in are (7.24) and (7.25).

Constraints

Varying the actions with respect to the shift vector \((n^T_i, \rho)\) and the lapse function \((n)\), which are auxiliary fields, generate the momentum and Hamiltonian constraints which will be substituted back into the action.

Varying (7.24) and (7.25) with respect to \(n\) leads to the following constraint

\[
[-2\alpha M_P^2 \partial^2 + 2(\vec{p}^\mu \phi_0^2)]n = \frac{2}{3} \left[ M_P^2 \partial^2 + (\vec{p}^\mu \phi_0^2) + \frac{1}{2} [\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right] h , \tag{7.27}
\]

whereas variations with respect to the shift vector implies the two constraints below

\[
\left[ 2M_P^2 (1 - \lambda) \partial^2 - \frac{2}{3} \left( \vec{p}^\mu \phi_0^2 + \frac{3}{4} [\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right) \right] \partial^2 \rho = -\frac{M_P^2 (3\lambda - 1)}{3} \partial^2 h ,
\]

\[
\left[ -M_P^2 \partial^2 + \frac{2}{3} \left( \vec{p}^\mu \phi_0^2 + \frac{3}{4} [\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right) \right] n^T_i = 0 . \tag{7.28}
\]

When substituting the last constraint back into the actions, all contributions coming from \(n^T_i\) disappear, and from now on such actions will only depend on the tensor and scalar components of the metric. On the other hand, since the auxiliary scalar fields \(n\) and \(\rho\) appear mixed with the scalar graviton \(h\), we expand the constraints (7.27) and (7.28) in terms of the matter contributions before putting
them back into the actions
\[
\sum = -\frac{1}{3\alpha} \left[ 1 + \frac{\bar{\phi}^2 \phi_0^2}{M_P^2} \left( \frac{\alpha + 1}{\alpha} \right) (\partial^2)^{-1} + \frac{\bar{\psi}_0 (\gamma \cdot \bar{q}) \psi_0}{2M_P^2} (\partial^2)^{-1} \right] h + \cdots (7.29)
\]
\[
\rho = \frac{(3\lambda - 1)}{(6\lambda - 1)} \left[ 1 - \frac{\bar{\phi}^2 \phi_0^2}{3(\lambda - 1)M_P^2} (\partial^2)^{-1} \right] (\partial^2)^{-1} \bar{h} + \cdots, (7.30)
\]
where dots represent higher-order terms in the matter fields. Thus, with all constraints substituted back into the actions, the resulting action is
\[
S^{(2)}_I = \int dtd^3x \left\{ \frac{1}{2} H_{ij} \left[ \frac{M_P^2}{2} (\partial^2 - \partial_t^2) - \frac{2}{3} (\bar{\phi}^2 \phi_0^2) - \frac{1}{4} [\bar{\psi}_0 (\gamma \cdot \bar{q}) \psi_0] \right] \right\} H_{ij} (7.31)
\]
\[
+ \frac{1}{2} \bar{h} \left[ \frac{M_P^2}{9} \left( -X \partial_t^2 + \left( \frac{2 - \alpha}{\alpha} \right) \partial^2 \right) + \frac{(\bar{\phi}^2 \phi_0^2)}{9} \left( \frac{\alpha^2 + 4\alpha + 2}{\alpha^2} + \frac{X^2 \partial_t^2}{6 \partial^2} \right) \right] h + \left[ \frac{\bar{\psi}_0 (\gamma \cdot \bar{q}) \psi_0}{9} \left( \frac{3\alpha + 8}{4\alpha} + \frac{X^2 \partial_t^2}{8 \partial^2} \right) \right] h
\]
\]
where
\[
X = \frac{3\lambda - 1}{\lambda - 1}. (7.32)
\]
For a consistent propagation of the scalar graviton \(h\), one needs \(X > 0\), implying that the allowed values for \(\lambda\) are
\[
\lambda < 1/3 \quad \text{or} \quad \lambda > 1. (7.33)
\]
Finally, from the action (7.31), the scalar graviton (\(h\)) dispersion relation is
\[
\omega^2 = \left( \frac{\lambda - 1}{3\lambda - 1} \right) \left( \frac{2 - \alpha}{\alpha} \right) k^2, (7.34)
\]
\[
\text{such that, when taking into account that the allowed values for } \lambda \text{ are the ones in eq.(7.33), it presents real energies for } 0 < \alpha < 2. \text{ This is consistent with the low-energy behaviour of the scalar graviton in the non-projectable version of HL gravity, as seen in section 4.2.2.}
\]

**Loop integration**

We reserve the Appendix to provide the relevant details about the integration over the graviton components leading to the results discussed in this section.

**Spin-2 component**
The integration over the spin-2 component $H_{ij}$ gives

$$C_{H_{ij}} = \exp \left\{ - \frac{1}{M_P^2} \left[ 4 (p^2 \phi_0^2) + \frac{1}{2} [\bar{\psi}_0(\vec{\gamma} \cdot \vec{q}) \psi_0] \right] \frac{\delta(0)}{2(2\pi)^2} \Lambda^2 + \cdots \right\}, \quad (7.35)$$

where $\delta(0)$ is the space-time volume, and dots represent either field-independent contributions or higher-order terms in $(p^2 \phi_0^2)$ and $[\bar{\psi}_0(\vec{\gamma} \cdot \vec{q}) \psi_0]$.

**Spin-0 component**

Integrating over the spin-0 component $h$, we obtain

$$C_{h} = \exp \left\{ \frac{1}{M_P^2} \left[ \frac{\alpha^2 + 4\alpha + 2}{2\alpha^2} (p^2 \phi_0^2) + \frac{3\alpha + 8}{8\alpha} [\bar{\psi}_0(\vec{\gamma} \cdot \vec{q}) \psi_0] \right. \right.$$

$$- \frac{X^2}{4} \left[ (p^2 \phi_0^2) + \frac{[\bar{\psi}_0(\vec{\gamma} \cdot \vec{q}) \psi_0]}{4} \right] \left. \right\} \frac{\delta(0) \Lambda^2}{2(2\pi)^2} + \cdots \}, \quad (7.36)$$

where

$$Y = \sqrt{\frac{\alpha(\lambda - 1)}{(2 - \alpha)(3\lambda - 1)}}. \quad (7.37)$$

**Total Lorentz-violating contributions**

Considering the results obtained above, we put together here all contributions and write the total Lorentz-violating corrections for both scalar and fermion fields. We also note that

$$(p^2 \phi_0^2) = \frac{1}{\delta(0)} \int dt d^3x \partial_k \phi \partial_k \phi^* \quad \text{and} \quad [\bar{\psi}_0(\vec{\gamma} \cdot \vec{q}) \psi_0] = \frac{1}{\delta(0)} \int dt d^3x \bar{\psi} i \gamma_k \partial_k \psi. \quad (7.38)$$

According to the results (7.68) and (7.72), the total contributions to the matter fields can be written as

$$S_{LIV}^I(\phi) = \frac{1}{2(2\pi)^2 M_P^2} \left[ \frac{4}{3} + \frac{X^2}{6} - \frac{\alpha^2 + 4\alpha + 2}{\alpha^2} \right] \partial_k \phi \partial_k \phi^* \quad (7.39),$$

in the scalar case, and

$$S_{LIV}^I(\psi) = \frac{1}{2(2\pi)^2 M_P^2} \left[ \frac{1}{2} - \frac{Y}{8} \left( \frac{3\alpha + 8}{\alpha} - \frac{X^2}{2} \right) \right] \bar{\psi} i \gamma_k \partial_k \psi, \quad (7.40)$$

in the fermion case, with the definitions (7.32) and (7.37) for $X$ and $Y$, respectively.
7.3.2 Model II: non-projectable Horava-Lifshitz gravity

We turn here to the non-projectable version of Horava-Lifshitz gravity (7.4) coupled to matter fields, for which the relevant actions are given by eqs.(7.24) and (7.26).

In the absence of matter, due to the inclusion of higher derivative operators, one-loop quantum corrections for this model diverge logarithmically, but in the presence of dynamical matter, it has been shown in [103, 104] that quadratic divergences arise from the coupling gravity-bosonic matter. In the present case, since matter is classical and thus does not involve any new loop momentum, it cannot induce further divergences compared to the single gravity case. However, the use of Hamiltonian and momentum constraints generate an artificial quartic divergence, as a result of the introduction of additional space derivatives in the decompositions (7.12) and (7.13) of the graviton: as can be seen from the action (7.44) below, the presence of matter is then accompanied by the derivative operator $\partial^2_t/\partial^2$, arising from the coupling between $\rho$ and $h$ in the gravity sector. This divergence is thus a gauge artifact, on which we will give more details in section 7.3.4.

As a consequence, it is natural to use dimensional regularisation, where the naively power-law divergent integrals actually vanish [109]. We note that in some cases the vanishing or finiteness of a regularised integral which otherwise would naively be divergent can be explained in the following way: in the regularised integral, divergences associated to different regions of the domain of integration cancel each other, such that the integral is finite when the regulator is removed [110].

**Constraints**

The momentum constraints in (7.28), obtained from the variation of the action with respect to the shift vector, are the same as in the previous modified gravity model because no higher derivative operators depending on $\rho$ and $n^T_i$ are added to the action. On the other hand, the additional contributions to the lapse function fluctuations $n$ lead to a new Hamiltonian constraint

$$[-2M_P^2D_2 + 2(\bar{p}^2\phi_0^2)]n = \frac{2}{3} \left[ M_P^2 D_1 + (\bar{p}^2\phi_0^2) + \frac{1}{2}[\bar{\psi}_0(\bar{\gamma} \cdot \bar{q})\psi_0] \right] h , \quad (7.41)$$

which can be written as

$$n = -\frac{1}{3} \left[ \frac{D_1}{D_2} + \frac{\bar{p}^2\phi_0^2}{M_P^2} \frac{1}{D_2} \left( 1 + \frac{D_1}{D_2} \right) + \frac{1}{2M_P^2}[\bar{\psi}_0(\bar{\gamma} \cdot \bar{q})\psi_0] \frac{1}{D_2} \right] h + \cdots , \quad (7.42)$$
where dots represent higher-order terms in $[\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0]$ and $(\vec{p}^2 \phi_0^2)$, and

$$
D_1 = [\partial^2 + F_3 (\partial^2)^2 + S_3 (\partial^2)^3], \tag{7.43}
$$

$$
D_2 = [\alpha \partial^2 + F_4 (\partial^2)^2 + S_4 (\partial^2)^3].
$$

We can now use the constraints (7.28) and (7.42) to rewrite the original actions (7.24) and (7.26) and arrive at the expression below, which only depends on the physical metric fluctuations $H_{ij}$ and $h$,

$$
S_{II}^{(2)} = \int dt d^3x \left\{ \frac{1}{2} H_{ij} \left[ \frac{M_P^2}{2} (-\partial_t^2 + \partial^2 + F_1 (\partial^2)^2 - S_1 (\partial^2)^3) - \frac{2}{3} (\vec{p}^2 \phi_0^2) - \frac{1}{4} [\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right] H_{ij}
+ \frac{1}{2} h \left[ \frac{M_P^2}{9} \left( -X \partial_t^2 - \partial^2 + (3 F_1 + 8 F_2)(\partial^2)^2 - (3 S_1 + 8 S_2)(\partial^2)^3 + 2 \left( \frac{D_1}{D_2} \right) \right) \right.
+ \frac{(\vec{p}^2 \phi_0^2)}{9} \left( 1 + 4 \left( \frac{D_1}{D_2} \right)^2 + 2 \left( \frac{D_1}{D_2} \right) + \frac{X^2 \partial_t^2}{6 \partial^2} \right)
+ \left. \frac{[\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0]}{9} \left( \frac{3}{4} + 2 \left( \frac{D_1}{D_2} \right) + \frac{X^2 \partial_t^2}{8 \partial^2} \right) \right\} . \tag{7.44}
$$

**Loop integration**

As for the first model, we give in the Appendix the details of the integration over graviton, which, for the present model, is done using dimensional regularisation, with $d = 3 - \epsilon$.

**Spin-2 component**

The integration over the spin-2 component $H_{ij}$ gives

$$
C_{H_{ij}} = \exp \left\{ -\frac{1}{M_P^2} \left[ \frac{4}{3} (\vec{p}^2 \phi_0^2) + \frac{1}{2} [\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right] \frac{\delta(0)}{(2\pi)^2 \sqrt{|S|}} \frac{\mu^\epsilon}{\epsilon} + \cdots \right\} . \tag{7.45}
$$

**Spin-0 component**

Finally, integrating over the spin-0 component $h$, we find

$$
C_{h} = \exp \left\{ \frac{1}{M_P^2} \left[ \frac{1}{2 \sqrt{C_6^{(0)}}} \left( (\vec{p}^2 \phi_0^2) + \frac{3}{4} [\bar{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right) + \frac{(\vec{p}^2 \phi_0^2)}{\sqrt{C_6^{(2)}}} \right] \frac{\delta(0)}{(2\pi)^2 \sqrt{X}} \frac{\mu^\epsilon}{\epsilon} + \cdots \right\} , \tag{7.46}
$$

where the constants $C_6^{(n)}$, with $n = 0, 1, 2$, are also given in the Appendix.
Total Lorentz-violating contributions

As can be seen in the Appendix, the following integral appears repeatedly when calculating the LIV corrections

\[ \mathcal{I}(\Delta) = \int \frac{d^d k}{(2\pi)^d} \frac{1}{k^2 + \Delta}. \]  

(7.47)

Solving the integral above with dimensional regularisation \((d = 3 - \epsilon)\), we find

\[ \mathcal{I}(\Delta) = \frac{1}{2\pi^2} \mu^\epsilon \epsilon + O(\epsilon). \]  

(7.48)

Thus, in the limit \(\epsilon \to 0\), we obtain

\[ \mu \frac{\partial}{\partial \mu} \mathcal{I}(\Delta) = \frac{1}{2\pi^2}, \]  

(7.49)

such that

\[ \mathcal{I}(\Delta) = \frac{1}{2\pi^2} \ln \left( \frac{\mu}{\mu_0} \right), \]  

(7.50)

where \(\mu_0\) is a mass scale.

In order to choose \(\mu_0\) accordingly, we calculate the same integral \(\mathcal{I}(\Delta)\) using a cut off \(\Lambda\) in dimension \(d = 3\) and find:

\[ \mathcal{I}(\Delta) = \frac{1}{2\pi^2} \ln \left( \frac{\Lambda + \sqrt{\Lambda^2 + \Delta}}{\sqrt{\Delta}} \right). \]  

(7.51)

From the form of \(\Delta\) in (7.76) and (7.89), we note that it has the following generic form \(aM_{HL}^2\), where \(a\) represents a dimensionless constant of order 1 for each of the different cases. Then, we expand (7.51) for \(\Lambda \gg M_{HL}\) to find

\[ \mathcal{I}(\Delta) = \frac{1}{2\pi^2} \ln \left( \frac{\Lambda}{M_{HL}} \right), \]  

(7.52)

where finite terms were omitted in the expression above. Comparing eq.(7.50) with the result above, it is natural to choose \(\mu_0 = M_{HL}\) and \(\mu = \Lambda\).

In this way, with the results obtained above, we can finally write the total Lorentz-violating contributions for both scalar and fermion fields. Using the relations (7.38) and assuming (7.50) with \(\mu_0 = M_{HL}\), the total LIV one-loop corrections for scalar and fermion fields are, respectively,
As the models studied here involve minimal couplings between matter and gravity, one could ask what effects could non-minimal couplings have on the effective dispersion relations. In this subsection we show why we do not expect non-minimal couplings to change our results. For sake of simplicity, we focus on the second model only, which allows for more possibilities. Nonetheless, similar arguments can be easily applied to the first model as a particular case.

We start with the scalar field. Given that the terms in the action cannot have mass dimension greater than 6, and that the scalar field is dimensionless for \( z = 3 \) in \( d = 3 \) space dimensions, its non-minimal coupling to gravity would contain, for example, the following terms

\[
\begin{aligned}
\xi_1 R^{(3)} + \xi_2 (R^{(3)})^2 + \xi_3 (a_i a^i) (\phi \phi^*) \\
\end{aligned}
\]

(7.54)

where the coefficients \( \xi_i \) have the correct mass dimension for the terms inside the square bracket to be of dimension 6. Similarly, for the fermion of mass dimension 3/2, we could have terms like

\[
\begin{aligned}
\zeta_1 R^{(3)} + \zeta_2 (a_i a^i) (\bar{\psi} \psi) \\
\end{aligned}
\]

(7.55)

In both cases, after integration by parts, the space derivatives appearing in \( R^{(3)} \) and \( a_i \) could become space derivatives with respect to the matter fields, and thus naively contribute to the effective dispersion relation. However, the latter is obtained with matter plane wave configurations, such that \( \phi \phi^* \) and \( \bar{\psi} \psi \) are actually constants and therefore do not give additional contributions to the dispersion relation. If a more general field configuration was chosen, it would also contribute to all the other terms calculated here, in such a way that the final dispersion relation would not change: the functional for matter fields obtained after integrating gravitons is unique, and the corresponding dispersion relations are obtained by plugging a plane wave solution.

The conclusion above is valid at one-loop though, as non-minimal coupling can radiatively generate terms which modify the matter kinetic terms, with an
impact on the dispersion relation at higher-order loops.

### 7.3.4 Comments on regularisation

All integrals in this chapter have been calculated by first integrating over frequency and then over momentum. For most of the integrals, the integration over frequency is finite, and has been performed without any regularisation. We are then left with a 3-dimensional integration over momentum, which is regularised either with a cut off or with dimensional regularisation. But there is also the situation where the integration over frequency is divergent, and we discuss here few details for both models.

**Model I**

The first model, as previously discussed, involves quadratic divergences and therefore should not be treated with dimensional regularisation, which sees only logarithmic divergences. A typical example which appears in our calculations where the integration over frequencies is finite is

\[
\int \frac{d^4k}{(2\pi)^4} \frac{1}{\omega^2 + z^2 k^2} = \frac{1}{4\pi^3} \int_0^\Lambda dk \int_{-\infty}^{+\infty} d\omega \frac{k^2}{\omega^2 + z^2 k^2} = \frac{\Lambda^2}{8\pi^2 z} .
\]

(7.56)

where \( z \) is a positive dimensionless constant.

However, we also find integrals for which the integration over frequencies is divergent, and these are calculated with the same cut off as the one used for momentum integration in the other integrals. Such integrals take the form

\[
\int \frac{d^4k}{(2\pi)^4} \frac{\omega^2}{k^2(\omega^2 + z^2 k^2)} = \frac{1}{4\pi^3} \int_0^\Lambda dk \int_{-\infty}^{+\infty} d\omega \frac{\omega^2}{\omega^2 + z^2 k^2} = \frac{1}{4\pi^3} \int_0^\Lambda dk \int_{-\infty}^{+\Lambda} d\omega \left[ 1 - \frac{z^2 k^2}{\omega^2 + z^2 k^2} \right]
\]

\[
= \frac{1}{2\pi^3} \int_0^\Lambda dk \left[ \Lambda - zk \arctan \left( \frac{\Lambda}{zk} \right) \right]
\]

\[
= \frac{\Lambda^2}{8\pi^2 z} .
\]

(7.57)

It is worth noting that, although the commutativity of the order of integration is not obvious when the integrals are divergent, the same result can be obtained if one performs first the finite integration over momentum, and then uses the cut off for frequency.

**Model II**
For the second model, which is logarithmic divergent, artificial quartic divergences also appear as a result of the graviton decomposition (7.13) in terms of auxiliary fields. The artificial divergences are associated with integrals of the form:

\[
\int \frac{d^4 k}{(2\pi)^4 \vec{k}^2(\omega^2 + z^6 k^6)} = \frac{1}{4\pi^3} \int_0^\infty dk \int_{-\Lambda^3}^{+\Lambda^3} d\omega \left[ 1 - \frac{z^6 k^6}{\omega^2 + z^6 k^6} \right]
\]

\[
= \frac{1}{2\pi^3} \int_0^\infty dk \left[ \Lambda^3 - z^3 k^3 \arctan \left( \frac{\Lambda^3}{z^3 k^3} \right) \right]
\]

\[
= \frac{\Lambda^4}{8\pi^2 z},
\]

where we regularised the integral over frequency with the cut off \(\Lambda^3\), since \([\omega] = 3\) in \(z = 3\) HL gravity. As explained at the beginning of section 7.3.2, this divergence is artificial and is thus omitted. The other integrals for this model behave as expected, they involve a finite integration over frequency and a logarithmically divergent momentum integral. As shown in the Appendix, the latter is regularised with dimensional regularisation, but, as explained in section 7.3.2, if we use a cut off to calculate such integrals instead, the same logarithmic divergent results are found.

### 7.4 Analysis

The measurable deviation from the Lorentz-symmetric case which cannot be scaled away by field or coordinate redefinitions is the difference between the propagation speed of the massless scalar and fermion fields: \(|v^2_s - v^2_f|\), as pointed out in [103]. This quantity, according to the current upper bounds on Lorentz-symmetry violation [48], should be typically smaller than \(10^{-20}\). We note here that [103] consider dynamical matter fields, instead of classical ones, which implies in the cancellation of the above mentioned quartic divergence, as expected for a gauge artifact. Indeed, the graviton loop giving rise to this divergence is cancelled by the equivalent matter loop contribution. In our case though, this cancellation does not take place because the matter loop is not present. This suggests the non-trivial fact that a classical matter background can be consistently considered only if one removes this specific gauge artifact by hand.

When taking into account the one-loop results obtained in previous sections, we find the effective kinetic terms

\[
-\bar{\psi} \gamma^0 \partial_t \psi + v^m_i \bar{\psi} \gamma_k \partial_k \psi
\]

\[
-\partial_t \phi \partial_t \phi^* + (v^m_i)^2 \partial_k \phi \partial_k \phi^*,
\]

where \(v^m_i = 1 + \delta v^m_i\) and \((v^m_i)^2 = 1 + (\delta v^m_i)^2\) with \(m = I\) for the first model (7.1)
and $m = II$ for the second one (7.4).

### 7.4.1 Model I

For the first model, we identify $(\delta v_s^I)^2$ and $\delta v_f^I$ with the results in eqs. (7.39) and (7.40), respectively, i.e.

\[
(\delta v_s^I)^2 \simeq \frac{1}{2(2\pi)^2} \left[ \frac{4}{3} + \frac{Y}{2} \left( \frac{X^2}{6} - \frac{\alpha^2 + 4\alpha + 2}{\alpha^2} \right) \right] \frac{\Lambda^2}{M_P^2}, \quad (7.60)
\]

\[
(\delta v_f^I)^2 \simeq 2\delta v_f^I \simeq \frac{1}{2(2\pi)^2} \left[ 1 - \frac{Y}{4} \left( \frac{3\alpha + 8}{\alpha} - \frac{X^2}{2} \right) \right] \frac{\Lambda^2}{M_P^2}. \quad (7.61)
\]

Subtracting the fermion contribution from the scalar one, we finally obtain the measurable departure from Lorentz symmetry

\[
| (\delta v_s^I)^2 - (\delta v_f^I)^2 | = \frac{1}{2(2\pi)^2} |F(\lambda, \alpha)| \frac{\Lambda^2}{M_P^2}, \quad \text{where} \quad (7.62)
\]

\[
F(\lambda, \alpha) = -\frac{1}{3} + \frac{1}{4} \sqrt{\frac{\alpha(\lambda - 1)}{(2 - \alpha)(3\lambda - 1)}} \left[ \frac{(3\lambda - 1)^2}{6(\lambda - 1)^2} - \frac{\alpha^2 - 4}{\alpha^2} \right].
\]

If we do not impose any specific values for $\lambda$ and $\alpha$, $F(\lambda, \alpha)$ is generically of order 1, and the current experimental bounds on Lorentz violation are satisfied with the difference (7.62) if the graviton loop momentum is cut off by $\Lambda \lesssim 10^{10}$ GeV.

Nevertheless, it is easy to see that there are specific values for $\lambda$ and $\alpha$ such that the difference (7.62) vanishes. An example is

\[
F(\lambda_0, \alpha_0) = 0 \quad \text{for} \quad \lambda_0 \simeq 0.332 \quad \text{and} \quad \alpha_0 \simeq 1.995, \quad (7.63)
\]

which is consistent with the allowed values for these parameters. These specific values for $\lambda$ and $\alpha$ have been chosen here because they are close to the boundary values $\lambda_b = 1/3$ and $\alpha_b = 2$, which may suggest that quantum corrections point towards this specific point in parameter space. This idea seems to be supported in [111] where $\lambda_b = 1/3$ is found to be an IR fixed point for the Wilsonian renormalisation flow.
7.4.2 Model II

For the second model, the results found in (7.53) can be related to \((\delta v_I^I)^2\) and \(\delta v_{fI}^I\) by

\[
(\delta v_I^I)^2 \simeq \frac{1}{2(2\pi)^2} \left( \frac{4}{3} \frac{1}{\sqrt{|s_1|}} - \frac{1}{2} \frac{1}{\sqrt{X_{c_6}^{(0)}}} - \frac{2}{\sqrt{X_{c_6}^{(2)}}} \right) \frac{M^{2}_{HL}}{M^{2}_P} \ln \left( \frac{M^{2}_{HL}}{\Lambda^2} \right),
\]

\[
(\delta v_{fI}^I)^2 \simeq 2\delta v_{fI}^I \simeq \frac{1}{2(2\pi)^2} \left( \frac{1}{3} \frac{1}{\sqrt{|s_1|}} + \frac{3}{4} \frac{1}{\sqrt{X_{c_6}^{(0)}}} - \frac{2}{\sqrt{X_{c_6}^{(2)}}} \right) \frac{M^{2}_{HL}}{M^{2}_P} \ln \left( \frac{M^{2}_{HL}}{\Lambda^2} \right). \quad (7.64)
\]

Consequently, the difference between these two contributions is

\[
| (\delta v_I^I)^2 - (\delta v_{fI}^I)^2 | \simeq \left| \frac{1}{2(2\pi)^2} \left( \frac{1}{3} \frac{1}{\sqrt{|s_1|}} + \frac{3}{4} \frac{1}{\sqrt{X_{c_6}^{(0)}}} - \frac{2}{\sqrt{X_{c_6}^{(2)}}} \right) \frac{M^{2}_{HL}}{M^{2}_P} \ln \left( \frac{M^{2}_{HL}}{\Lambda^2} \right) \right|. \quad (7.65)
\]

If we assume now that \(\Lambda \sim M_P\) and \(s_1, c_6^{(n)}\) are of order 1, the bounds on Lorentz violation [48] are then satisfied for \(M_{HL} \lesssim 10^{10} \text{ GeV}\). Note that, by construction of HL gravity, \(M_{HL}\) should also be large enough to suppress higher space derivatives in the IR. The fact that quantum corrections lead to an upper bound on \(M_{HL}\) follows from imposing that the UV regime, above \(M_{HL}\), dominate the loop integrals “early” enough, for quantum corrections not to be too large.

Finally, similarly to what we have found for the first model, in the present case it is possible that the effective LIV correction (7.65) vanishes if the coupling constants are chosen accordingly. For instance, this happens when setting \(s_1, c_6^{(n)}\) to 1, and taking \(\Lambda \approx 1.969\), which is in the allowed regime for this parameter.

Appendix: loop calculations

Model I

Spin-2 component

From the action (7.31) we consider only the terms depending on \(H_{ij}\) to obtain

\[
\tilde{S}_I^{(2)}(H_{ij}) = \int dt d^3x \frac{1}{2} H_{ij} \left[ \frac{M^2_P}{2} (\partial^2 - \partial^2_t) - \frac{2}{3} (\bar{\phi}^2 \phi^2_0) - \frac{1}{4} [\bar{\psi}_0 (\bar{\gamma} \cdot \bar{q}) \psi_0] \right] H_{ij}. \quad (7.66)
\]

The action above in terms of the Fourier transform \(\tilde{H}_{ij}(k)\) of \(H_{ij}(x)\), after a Wick rotation \((t \to it, \omega \to -i\omega)\), can be expressed as

\[
\int \mathcal{D}H_{ij} \exp \left\{ i \tilde{S}_I^{(2)}(H_{ij}) \right\} \rightarrow \int \mathcal{D}\tilde{H}_{ij} \exp \left\{ - \int \frac{d^4k_1 d^4k_2}{(2\pi)^8} \frac{1}{2} \tilde{H}_{ij}(k_2) \left[ A^{(f)}_{H_{ij}}(k_1) \right] \delta(k_1 + k_2) \right\},
\]

where \(A^{(f)}_{H_{ij}} = \left[ \frac{M^2_P}{2} k_1^2 + \frac{2}{3} (\bar{\phi}^2 \phi^2_0) + \frac{1}{4} [\bar{\psi}_0 (\bar{\gamma} \cdot \bar{q}) \psi_0] \right] \delta(k_1 + k_2) \quad (7.67)\).
with $k_1^2 = \omega_1^2 + \vec{k}_1^2$ in Euclidean space. Then, we perform the functional integration, taking into account that $\tilde{H}_{ij}$ has two components, to find

$$
\left\{ \det \left[ \frac{1}{(2\pi)^8} \left( \frac{M_P^2}{2} k_1^2 + \frac{2}{3} (p^0 \phi_0^2) + \frac{1}{4} [\tilde{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right) \delta(k_1 + k_2) \right] \right\}^{-1} 
$$

$$
= \exp \left\{ - \text{Tr} \ln \left[ \frac{1}{(2\pi)^8} \left( \frac{M_P^2 k_1^2}{2} + \frac{2}{3} (p^0 \phi_0^2) + \frac{1}{4} [\tilde{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right) \delta(k_1 + k_2) \right] \right\} 
$$

$$
= \exp \left\{ - \frac{1}{M_P^2} \left[ \frac{4}{3} (p^0 \phi_0^2) + \frac{1}{2} [\tilde{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right] \text{Tr} \left( \frac{\delta(k_1 + k_2)}{k_1^2} \right) + \cdots \right\} ,
$$

where dots represent field-independent terms or higher orders in $(p^0 \phi_0^2)$ and $[\tilde{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0]$. The trace is finally calculated using a momentum cut off $\Lambda$ which leads to

$$
\text{Tr} \left( \frac{\delta(k_1 + k_2)}{k_1^2} \right) = \frac{1}{(2\pi)^8} \int \frac{d^4k_1 d^4k_2}{2} \frac{\delta(k_1 + k_2)}{k_1^2} \delta(k_1 + k_2) = \frac{\delta(0)}{2(2\pi)^2} \Lambda^2 ,
$$

(7.69)

where $\delta(0)$ is the space-time volume.

**Spin-0 component**

For the scalar graviton we follow similar steps. We start by considering the terms which depend on $h$ in the action (7.31), write them in terms of the Fourier transform $\tilde{h}$ of $h$ and perform a Wick rotation, to obtain

$$
\int \mathcal{D}h \exp \left\{ i S^{(2)}_f (h) \right\} \to \int \mathcal{D}\tilde{h} \exp \left\{ - \int \frac{d^4k_1}{(2\pi)^4} \frac{d^4k_2}{(2\pi)^4} \frac{1}{2} \tilde{h}(k_2) \left[ A^{(I)}_h \right] \tilde{h}(k_1) \right\} 
$$

(7.70)

where

$$
A^{(I)}_h = \frac{1}{9} \left\{ M_P^2 \left( X \omega_1^2 + \frac{2 - \alpha}{\alpha} \vec{k}_1^2 \right) + (p^0 \phi_0^2) \left[ \frac{X^2 \omega_1^2}{6 k_1^2} - \frac{\alpha^2 + 4\alpha + 2}{\alpha^2} \right] \right\} \delta(k_1 + k_2) .
$$

(7.71)

Evaluating the functional integral, we have

$$
\exp \left\{ - \frac{1}{M_P^2} \left[ \left( \frac{\alpha^2 + 4\alpha + 2}{2\alpha^2} (p^0 \phi_0^2) + \frac{3\alpha + 8}{8\alpha} [\tilde{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0] \right) \text{Tr} \left( \frac{\delta(k_1 + k_2)}{k_1^2} \left( X \omega_1^2 + \alpha^{-1}(2 - \alpha) k_1^2 \right) \right) \right] \right\} 
$$

$$
- \frac{X^2}{4} \left( \frac{(p^0 \phi_0^2)}{3} + \frac{[\tilde{\psi}_0 (\vec{\gamma} \cdot \vec{q}) \psi_0]}{4} \right) \text{Tr} \left( \frac{\delta(k_1 + k_2) \omega_1^2}{k_1^2} \left( X \omega_1^2 + \alpha^{-1}(2 - \alpha) k_1^2 \right) \right) \right\} .
$$

(7.72)

Finally, we evaluate both traces above with the common cut off $\Lambda$ for frequencies...
and wave vectors, leading to the same result

\[
Tr \left[ \frac{\delta(k_1 + k_2) \omega_1^2}{\kappa_1^2 \left( \omega_1^2 + \alpha^{-1}(2 - \alpha) \kappa_1^2 \right)} \right] = Tr \left[ \frac{\delta(k_1 + k_2)}{\left( \omega_1^2 + \alpha^{-1}(2 - \alpha) \kappa_1^2 \right)} \right] = \frac{Y \delta(0) \Lambda^2}{2(2\pi)^2} \quad \text{with} \quad Y = \sqrt{\frac{\alpha(\lambda - 1)}{(2 - \alpha)(3\lambda - 1)}}. \tag{7.73}
\]

**Model II**

**Spin-2 component**

When comparing the terms which depend on \(H_{ij}\) in the expressions (7.31) and (7.44), we see that the only difference is the presence of the higher-order space derivatives in the propagator of the tensor field in the non-projectable HL case. Thus, the integration over the spin-2 component of the metric is analogous to (7.68) when \(k_1^2 = \omega_1^2 + \kappa_1^2 \) (in Euclidean space) is replaced by \(\omega_1^2 + \kappa_1^2 - F_1(k_1^2)^2 - S_1(k_1^2)^3\). Assuming that \(F_1, S_1 < 0\), we obtain

\[
\exp \left\{ -\frac{1}{M_P^2} \left[ \frac{4}{3} \bar{\psi} \gamma^\alpha \psi \right] + \frac{1}{2} \bar{\psi}_0 (\gamma \cdot \vec{k}) \psi_0 \right\} \quad \text{Tr} \left[ \frac{\delta(k_1 + k_2)}{\omega_1^2 + \kappa_1^2 + |F_1|k_1^2 + |S_1|k_1^6} \right] \approx \frac{\delta(0)}{2\sqrt{|S_1|}} \mathcal{I} \left( \frac{|F_1|}{|S_1|} \right), \tag{7.74}
\]

Let us calculate the trace above, starting by integrating over the frequencies

\[
\text{Tr} \left( \frac{\delta(k_1 + k_2)}{\omega_1^2 + \kappa_1^2 + |F_1|(k_1^2)^2 + |S_1|(k_1^2)^3} \right) = \frac{\delta(0)}{2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\sqrt{k_1^2 + |F_1|k_1^2 + |S_1|k_1^6}} \approx \frac{\delta(0)}{2\sqrt{|S_1|}} \mathcal{I} \left( \frac{|F_1|}{|S_1|} \right), \tag{7.76}
\]

where

\[
\mathcal{I} (\Delta) = \int \frac{d^3k}{(2\pi)^3} \frac{1}{k_1^2 \sqrt{k_1^2 + \Delta}}. \tag{7.77}
\]

Using dimensional regularisation, this integral becomes

\[
\mathcal{I} (\Delta) = \frac{2\pi^{d/2}}{\Gamma(d/2)} \frac{\mu^{3-d}}{(2\pi)^d} \int_0^\infty dk \frac{k^{d-3}}{(k^2 + \Delta)^{1/2}}, \tag{7.78}
\]

which, when calculated according to [112], yields

\[
\int_0^\infty dk \frac{k^\beta}{(k^2 + \Delta)^{1/2}} = \frac{\Gamma(1+\frac{\beta}{2})\Gamma(\alpha - \frac{1+\beta}{2})}{2(\Delta)^{\alpha - \frac{1+\beta}{2}} \Gamma(\alpha)}. \tag{7.79}
\]

Writing \(d = 3 - \epsilon\), we then find

\[
\mathcal{I}(\Delta) = \frac{1}{2\pi^2} \frac{\mu^\epsilon}{\epsilon} + \mathcal{O}(\epsilon), \tag{7.80}
\]
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which finally leads to
\[
\text{Tr} \left( \frac{\delta(k_1 + k_2)}{\omega_i^2 + \tilde{k}_i^2 + |F_1| (\tilde{k}_i^2)^2 + |S_1| (\tilde{k}_i^2)^3} \right) \approx \frac{\delta(0)}{(2\pi)^2 \sqrt{|S_1|}} \frac{\mu'}{\epsilon} + \cdots
\]  
(7.81)
where dots represent finite terms. We note here that the result above does not present any dependence on $|F_1|$, since this coupling is associated with $\tilde{k}^4$ in (7.75), which plays a sub-dominant role in the UV.

**Spin-0 component**

After gathering the terms which depend on $h$ in the action (7.44), we can write the equivalent action in terms of the Fourier transform $\tilde{h}$ of $h$ and, after performing a Wick rotation, obtain
\[
\int \mathcal{D}h \exp \left\{ i S^{(2)}_{\Pi}(h) \right\} = \int \mathcal{D}\tilde{h} \exp \left\{ -\int \frac{d^4k_1}{(2\pi)^4} \frac{d^4k_2}{(2\pi)^4} \frac{1}{2} \tilde{h}(k_2) \left[ A^{(II)}_h \right] \tilde{h}(k_1) \right\}
\]  
(7.82)
where
\[
A^{(II)}_h = \frac{1}{9} \left\{ M_P^2 \left[ P_{h^{-1}}(k_1) \right] - (\bar{\rho}^2 \phi_0^2) \left( 1 + 4 \left( \frac{\mathcal{D}_1(\tilde{k}_1)}{\mathcal{D}_2(\tilde{k}_1)} \right) + 2 \left( \frac{\mathcal{D}_1(\tilde{k}_1)}{\mathcal{D}_2(\tilde{k}_1)} \right)^2 - \frac{X^2 \omega_i^2}{6 \tilde{k}_i^2} \right) \\
- [\bar{\psi}_0(\bar{\gamma} \cdot \bar{q})\psi_0] \left( \frac{3}{4} + 2 \left( \frac{\mathcal{D}_1(\tilde{k}_1)}{\mathcal{D}_2(\tilde{k}_1)} \right) - \frac{X^2 \omega_i^2}{8 \tilde{k}_i^2} \right) \right\} \delta(k_1 + k_2),
\]  
(7.83)
and
\[
\begin{align*}
P_{h^{-1}}(k_1) &= X\omega_i^2 + \tilde{k}_i^2 \left[ 1 + (3F_1 + 8F_2)\tilde{k}_i^2 + (3S_1 + 8S_2)(\tilde{k}_i^2)^2 \right] \mathcal{D}_2(\tilde{k}_1) + 2 \left[ \mathcal{D}_1(\tilde{k}_1) \right]^2 \\
\mathcal{D}_1(\tilde{k}_1) &= -[\tilde{k}_i^2 - F_3(\tilde{k}_i^2)^2 + S_3(\tilde{k}_i^2)^3] \\
\mathcal{D}_2(\tilde{k}_1) &= -[\alpha\tilde{k}_i^2 - F_4(\tilde{k}_i^2)^2 + S_4(\tilde{k}_i^2)^3].
\end{align*}
\]  
(7.84)

In the IR limit, for which higher-order operators are neglected, the expression (7.83) becomes (7.71), and the dispersion relation for the scalar graviton is given by (4.54) or (7.34), as expected.

The functional integration over $h$ gives
\[
\exp \left\{ \frac{1}{2M_P^2} \left[ (\bar{\rho}^2 \phi_0^2) + \frac{3}{4}[\bar{\psi}_0(\bar{\gamma} \cdot \bar{q})\psi_0] \right] \text{Tr} \left( \frac{\delta(k_1 + k_2)}{P_{h^{-1}}(k_1)} \right) \right. \\
+ \frac{2}{M_P^2} \left[ (\bar{\rho}^2 \phi_0^2) + \frac{1}{2} \bar{\psi}_0(\bar{\gamma} \cdot \bar{q})\psi_0 \right] \text{Tr} \left( \frac{\delta(k_1 + k_2)\mathcal{D}_1(\tilde{k}_1)}{P_{h^{-1}}(k_1)\mathcal{D}_2(\tilde{k}_1)} \right) + \frac{(\bar{\rho}^2 \phi_0^2)}{M_P^2} \text{Tr} \left( \frac{\delta(k_1 + k_2)\mathcal{D}_1(\tilde{k}_1)^2}{P_{h^{-1}}(k_1)(\mathcal{D}_2(\tilde{k}_1))^2} \right) \\
- \frac{X^2}{12M_P^2} \left[ (\bar{\rho}^2 \phi_0^2) + \frac{3}{4} \bar{\psi}_0(\bar{\gamma} \cdot \bar{q})\psi_0 \right] \text{Tr} \left( \frac{\delta(k_1 + k_2)\omega_i^2}{P_{h^{-1}}(k_1)^2} \right) + \cdots \right\}.
\]  
(7.85)
We can write the first three traces in the following generic form

\[ \text{Tr} \left[ \delta(k_1 + k_2) \left( \frac{D_1(k_1)}{D_2(k_1)} \right)^n \right], \quad \text{for } n = 0, 1, 2, \quad (7.86) \]

which, after integrating over the frequencies, leads to

\[ \text{Tr} \left[ \frac{\delta(k_1 + k_2)}{P^{-1}_h(k_1)} \left( \frac{D_1(k_1)}{D_2(k_1)} \right)^n \right] = \frac{\delta(0)}{2\sqrt{X}} \int \frac{d^3k}{(2\pi)^3} \left[ G(\bar{k}) \left( \frac{D_2(\bar{k})}{D_1(\bar{k})} \right)^{2n} \right]^{-\frac{1}{2}} \quad (7.87) \]

with

\[ G(\bar{k}) = (P^{-1}_h - X\omega^2) \]

\[ = \bar{k}^2 \left[ 1 + (3F_1 + 8F_2)\bar{k}^2 + (3S_1 + 8S_2)(\bar{k}^2)^2 \right] D_2(\bar{k}) + 2 \left[ D_1(\bar{k}) \right]^2. \]

As we are mainly interested in the UV dominant contributions, we expand the terms inside the square brackets in (7.87), keeping only contributions of at least quartic order in the momentum, such that the right-hand side of eq.(7.87) reduces to

\[ \frac{\delta(0)}{2\sqrt{XC_6^{(n)}}} \mathcal{I} \left( \frac{C_4^{(n)}}{C_6^{(n)}} \right), \quad (7.89) \]

with the integral \( \mathcal{I} \) given by eq.(7.47) and, for \( n = 0, 1, 2 \),

\[ C_4^{(n)} = \frac{(c_4^{(n)})}{M_{HL}^2} \]

\[ C_6^{(n)} = \frac{(c_6^{(n)})}{M_{HL}^4} \]

\[ c_4^{(0)} = -(2f_1 + 8f_2) - \frac{2s_3(f_4s_3 - 2f_3s_4)}{s_4^2} \]

\[ c_4^{(1)} = 2f_4 + \frac{2s_4(2s_1 + 8s_2)(f_4s_3 - f_3s_4) - s_3s_4^2(2f_1 + 8f_2)}{s_3^2} \]

\[ c_4^{(2)} = \frac{s_4^2[-s_3s_4^2(2f_1 + 8f_2) + 4s_4(f_4s_3 - f_3s_4)(2s_1 + 8s_2) + 2s_3^2(3f_4s_3 - 2f_3s_4)]}{s_3^3} \]

\[ c_6^{(0)} = -(2s_1 + 8s_2) - \frac{2s_3^3}{s_4} \]

\[ c_6^{(1)} = -2s_4 - \frac{(2s_1 + 8s_2)s_4^2}{s_3^2} \]

\[ c_6^{(2)} = -2s_3^2 \frac{s_4^2(2s_1 + 8s_2)}{s_3^4}. \]
This integral is again solved with dimensional regularisation using the result (7.48):

\[
\text{Tr} \left[ \frac{\delta(k_1 + k_2)}{\mathcal{P}_h^{-1}(k_1)} \left( \frac{D_1(k_1)}{D_2(k_1)} \right)^{''} \right] = \frac{\delta(0)}{(2\pi)^2} \frac{\mu^\varepsilon}{\sqrt{XC_6^{(n)}}} \varepsilon + \cdots,
\]

(7.91)

where dots represent finite terms.

Finally, we are left with the last trace

\[
\text{Tr} \left( \frac{\delta(k_1 + k_2)\omega_1^2}{\mathcal{P}_h^{-1}(k_1)k_1^2} \right) = \delta(0) \int \frac{d^4k}{(2\pi)^4} \frac{\omega^2}{\mathcal{P}_h^{-1}(k)k^2}
\]

\[
= \frac{\delta(0)}{X} \left\{ \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2} - \int \frac{d^4k}{(2\pi)^4} \frac{\mathcal{G}(\vec{k})/X}{\omega^2 + \mathcal{G}(\vec{k})/X} \right\},
\]

(7.92)

with \( \mathcal{G} \) defined in (7.88). While the first integral in the last line of (7.92) vanishes with dimensional regularisation, the second one, after integration over the frequencies, leads to

\[
\text{Tr} \left( \frac{\delta(k_1 + k_2)\omega_1^2}{\mathcal{P}_h^{-1}(k_1)k_1^2} \right) = \frac{\delta(0)}{2X^{3/2}} \int \frac{d^3k}{(2\pi)^3} \sqrt{\frac{\mathcal{G}(\vec{k})}{k^2}}.
\]

(7.93)

We then expand \( \mathcal{G}(\vec{k}) \), keeping only the UV dominant contribution

\[
\text{Tr} \left( \frac{\delta(k_1 + k_2)\omega_1^2}{\mathcal{P}_h^{-1}(k_1)k_1^2} \right) = \frac{\delta(0)\sqrt{C_6^{(0)}}}{2X^{3/2}} \int \frac{d^3k}{(2\pi)^3} |\vec{k}| + \cdots
\]

(7.94)

with dots representing finite terms. This integral also vanishes with dimensional regularisation, hence the result is finite.
Chapter 8

Conclusions

In this thesis we have investigated the influence that Lorentz violation can have on fermion fields, especially neutrinos. We have proposed different models with Lorentz symmetry violation to tackle important questions in particle physics, such as the origin of neutrino masses and oscillations. We have made use of non-perturbative methods and studied the generation of masses and mixing for two neutrino flavours in the case of Dirac as well as Majorana fermions. In addition, inspired by another exciting research area: the search for a perturbatively renormalisable theory of quantum gravity, we have considered the coupling of matter fields (fermions and scalars) to modified gravity models, such as Horava-Lifshitz gravity, in order to study how quantum gravity can induce LIV effects in the matter sector.

In the following paragraphs we summarise our main findings and briefly discuss possible future work.

In chapter 5 we have considered the coupling of flavoured fermion fields to LIV vector gauge bosons, with Lorentz invariance being violated in the gauge sector at a mass scale $M$. We have focused on the limiting case where the gauge couplings go to zero, while the LIV mass scale $M \to \infty$, in such a way that the Schwinger-Dyson dynamically generated fermion mass matrix remains finite. We have shown that the arrangement of the couplings is such that no vector boson mass is generated, and therefore, as the LIV vector bosons completely decouple from the fermions in the limit of interest, the former can be viewed as regulator fields. We have then solved the Schwinger-Dyson equations for different cases and shown that, although fermion masses are generated dynamically in various cases, oscillation among fermion flavours only takes place in one specific situation. In this situation, one of the fermion mass eigenstates remains massless, and the mixing angle is necessarily maximal, $\theta = \pm \pi/4$. Additionally, we have extended our analysis to explore the possibility of neutrinos being Majorana fermions by discussing two scenarios. In
the first case, using the properties of Majorana fields, we have studied the coupling of two left-handed neutrinos with a LIV regulator gauge field and demonstrated that different masses can be obtained in the Lorentz symmetric limit, which then leads to standard oscillations among the neutrino flavours. In the second scenario, where the fermion doublet is formed by a left-handed (active) neutrino and a right-handed (sterile) neutrino field, we have shown that if a Dirac mass term is generated via the usual Higgs mechanism, our approach can then be used to dynamically generate a heavy Majorana mass for the sterile neutrino. Thus, the seesaw mechanism takes over: the large Majorana mass associated with the right-handed field suppresses the Dirac mass term, resulting in a light active neutrino.

In chapter 6 we have proposed another alternative to study the generation of neutrino masses and oscillations within the framework of Lorentz violation. In this case, however, instead of coupling fermions to other fields, we have discussed the coupling of fermions, with LIV kinematics, among themselves through four-fermion interactions. By using the effective potential approach, we have shown that fermion masses and oscillations are generated, and that the presence of these, contrary to what happens in the Lorentz symmetric case, are not dependent on the size of the coupling constants $g_i^2$ governing the four-fermion interactions. Thus, since fermion masses are generated for any coupling strength, we have demonstrated that the limits $g_i^2 \to 0$ and $M \to \infty$, where $M$ is the mass scale suppressing the LIV operators, can be simultaneously taken after quantisation, in such a way that the masses and mixing generated by quantum corrections remain finite, and their values can be chosen according to phenomenology. Finally, assuming Majorana neutrinos, we have shown that our approach can be used to generate both Majorana and Dirac mass terms, thus reproducing the seesaw mechanism features when an appropriate choice of parameters is made.

In both chapter 5 and chapter 6 we have considered two fermion flavours at most. Nevertheless, we know of three different neutrino flavours in nature and that oscillations take place among all of them. It would therefore be interesting to generalise these, as well as other future proposals, to the case of three flavours. In addition to being more realistic, another advantage of working with three neutrino generations is that, by doing so, we could obtain some information about the origin and size of the CP-violating phases in the neutrino sector. Consequently, since CP violation in the lepton sector leads to lepton asymmetry which can then be converted into baryon asymmetry by non-perturbative effects, known as sphalerons [9], this generalisation could help us with yet another big open question in particle physics: the origin of the baryon asymmetry in the universe.
In addition, in chapter 7, considering the interaction of matter fields (scalars and fermions) with gravitons described by two modified gravity models, we have studied how quantum gravity corrections can induce LIV contributions in the matter sector. On the one hand, both gravity models are similar in that they do not share the same space-time symmetries with GR (4-dimensional diffeomorphism invariance), leading to local Lorentz violation. On the other hand, these models present a different UV behaviour: one gives quadratic divergences when calculating one-loop corrections to the matter fields, while the other, the non-projectable HL gravity, gives logarithmic divergences only. Using both models, we have calculated the LIV one-loop corrections to the matter field dispersion relations and then compared our results with the current bounds on Lorentz symmetry violation. We found that, if one wishes to conclude with generic values for the different parameters, both models lead to the same order of magnitude $10^{10}$ GeV for the typical scale above which the predicted Lorentz symmetry violation is too large. For the first model, this limiting energy scale is associated with the cut off of the theory, whereas for the second model $10^{10}$ GeV is identified as the maximum value for the HL scale, i.e. the energy scale suppressing the higher-order operators. Moreover, we also found that, in both cases, the LIV corrections to the matter field dispersion relations vanish if their respective parameters are fine-tuned accordingly.

It is worth pointing out that the typical scale $10^{10}$ GeV is consistent with other results, such as in [103, 105]. We note that this scale also corresponds to the Higgs potential instability [113], which could be avoided when curvature effects are taken into account [114]. Therefore, it would be interesting to look for a stabilising mechanism based on non-relativistic gravity models.

Moreover, another possibility for future work would be the derivation of LIV operators for the matter sector from modified gravity models, such as Horava-Lifshitz gravity, in order to study the generation of neutrino masses and oscillations. Particularly, we could consider the coupling of relativistic Abelian gauge fields and neutrinos to a modified gravity model and derive, through quantum corrections, the LIV higher-order spatial derivatives present in the effective models studied in chapters 5 and 6. We could also extend the work done in chapter 7 by taking into account higher-order contributions to the matter sector so that, in addition to keeping lowest order corrections which contribute to the matter field dispersion relations, it would be possible to investigate the generation of four-fermion interaction terms, such as the one considered in the original model in chapter 6.
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