Novel Credal Decision Tree-Based Ensemble Approaches for Predicting the Landslide Susceptibility
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Abstract: Landslides are natural and often quasi-normal threats that destroy natural resources and may lead to a persistent loss of human life. Therefore, the preparation of landslide susceptibility maps is necessary in order to mitigate harmful effects. The key objective of this research is to develop landslide susceptibility maps for the Taleghan basin of Alborz province, Iran, using hybrid Machine Learning (ML) algorithms, i.e., k-fold cross validation and ML techniques of credal decision tree (CDT), Alternative Decision Tree (ADTree), and their ensemble method (CDT-ADTree), which have been state-of-the-art soft computing techniques rarely used in the case of landslide susceptibility assessments. In this study, 22 key landslide causative factors (LCFs) were considered to explore their spatial relationship to landslides, based on local geomorphological and geo-environmental influences. The Random Forest (RF) algorithm was used for the identification of variables importance of different LCFs that are more prone to landslide susceptibility. A receiver operation characteristics (ROC) curve with area under the curve (AUC), accuracy, precision, and robustness index was used to evaluate and compare landslide susceptibility models. The output of the model performance shows that the CDT-ADTree model is the more robust model for the landslide susceptibility where the AUC, accuracy, and precision are 0.981, 0.837, and 0.867, respectively, than the standalone model of CDT and ADTree model. Therefore, it is concluded that the CDT-ADTree ensemble model can be applied as a new promising technique for spatial prediction of the landslide in further studies.
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1. Introduction

Several types of natural hazards and associated disasters such as earthquakes, volcanic eruptions, tsunamis, cloud bursts, soil erosion and so on occur on the Earth’s surface and among these, landslides are both catastrophic and recurrent all around the globe [1,2]. A landslide can be defined as the movement of surface covers such as rock, soil, vegetation, and other organic materials downward of
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slope under the influence of gravity [3]. The major influential factors that are mainly responsible for
the occurrences of landslides are rapidly rising population coupled with increasing need for natural
resources, industrialization, destruction of forest cover, road construction and so on [4]. In addition to
this, the global phenomenon of climate change significantly increases the incidence of landslides as it
affects the pattern of rainfall. Every year, landslides damage forests, productive agricultural land,
habitat area, network communication, as well as tourist spots. Therefore, landslides have caused
enormous losses of life and property through the massive flooding in mountainous and foothill
areas, tsunamis in coastal areas, and river pattern changes along with geomorphic and topographical
changes [5,6]. Iran has faced various types of natural hazards and disasters, such as intensive soil
erosion through gully formation, high-frequency flash floods, devastating land movements (landslides,
rock avalanches, slumps and others. In the midst of several types of landslides, slumps are found nearly
everywhere in this mountainous region. Debris flows and rock avalanches are nearly exceptional in
this region but highly responsible for the loss of life. The present study area of the central Alborz
Mountains in the province of Alborz, Iran, has produced a large number of landslides. Therefore,
taking into account the devastating damage caused by landslides, it is mandatory to identify the
location of a number of landslides that are likely to be mitigated with proper planning. In order to do
this, several suitable geo-environmental factors were used to prepare the landslides susceptibility map
(LSM) for the prevention and mitigation of hazardous areas.

Therefore, the accurate modeling and trustworthiness of LSMs prediction results largely depend on
the accessibility of good quality data, the operational scale, and the appropriate methodology [9]. Thus,
qualitative and quantitative methods were extensively applied for preparing LSMs [10]. In general,
expert opinion, along with a geomorphological and heuristic approach, is needed for the qualitative
analysis of LSMs. On the other hand, quantitative analysis is based on the relationship among
several conditioning factors of landslides, which can be expressed by numerical values. Over the last
few decades, GIS (geographic information system) has played an important role in the mapping of
susceptibility as it is capable of handling vast amounts of spatial data. Therefore, GIS techniques along
with several statistical methods have been applied for LSMs such as analytical hierarchical process
(AHP) by Pal et al. [11], frequency ratio by Pal and Chowdhuri [12], logistic regression by Tsagaratos
et al. [13], and evidential belief function by Pourghasemi and Kerle [14]. In recent times, several
machine learning (ML) algorithms have been used to best predict LSMs by using suitable conditioning
factors with appropriate ML models. The most notable ML algorithms that have been used frequently
are random forest (RF) [15], decision trees (DT) [16], alternating decision tree (ADTree) [17], boosted
regression trees (BRT) [15], support vector machine (SVM) [2], artificial neural network (ANN) [18],
radial basis function (RBF) [19], grey wolf optimizer (GWO) [20], credal decision tree (CDT) [21] and
many more for their better predictive performance with higher accuracy assessment. Recently, several
ML algorithms have been merged together which is called an ensemble model, to get better prediction
performance results rather than from a single ML algorithm. Extensive literature studies show that the
individual ML algorithm is combined with another ML algorithm to provide accurate prediction of
LSMs. In addition to this, we can also say that a single ML algorithm can be enhanced by applying
ensemble models for perfect LSM prediction [22]. Several research studies have been carried out
by different researchers all over the world on LSMs, some notable works using ML and ensemble
algorithm are Pham et al. [22], Panahi et al. [23], Nhu et al. [24], and Dou et al. [25].

Thus, the main goal of our present research work is the development of the LSMs in the Taleghan
Basin in the central Alborz Mountains in the province of Alborz, Iran. Therefore, in order to carry out
our research objective here, we used twenty two appropriate landslide conditioning factors (LCFs) for this particular basin area. In addition, historical data of 188 landslide points, along with a total of 376 landslide points (188 for each landslide and non-landslide points) were randomly selected for further progress in our research work. K-fold cross validation has been applied into four fold groups i.e., Fold 1, 2, 3, and 4 of the randomly selected landslide points for training and validation purposes. In order to achieve our research objective in a suitable manner, we used two popular ML algorithms, the credal decision tree (CDT) [26] and the Alternating Decision Tree (ADTree) [27]. The advantages of using CDT and ADTree ML algorithms are basically for handling of large input model dataset with the proper assessment of prediction accuracy of the model’s output. It is important to remember that the accuracy of an ensemble model’s susceptibility prediction performance result is much better than a single ML algorithm. Therefore, in this study we applied a novel ensemble approach of CDT and ADTree. Basically, the performance of single CDT and ADTree algorithms has been improved through ensemble of these two ML models. This novel ensemble approach can take the place of a single ML algorithm by improving the predictive accuracy. Therefore, according to the intensive literature survey and to the best of our knowledge, there is currently no research work on the CDT-ADTree ensemble in landslide modeling. Thus, the ensemble approach is the novelty of this research work as the result of this proposed approach has enhanced the prediction accuracy. Finally, three landslide models were validated by statistical analysis of receiver operating characteristics—area under curve (ROC-AUC), overall accuracy (ACC), and precision (PRE) on the dataset. Therefore, based on the newly developed ensemble model of CDT-ADTree, the produced LSM can help the planners for management of environmental degradation and natural resources from fragile losses in this basin area.

2. Materials and Methods

2.1. Study Area

The Taleghan Basin is one of the main sub-basins of Sefidroud, found on the southern slopes of the central Alborz mountains in the province of Alborz, Iran. The present study area of the Teleghan basin is situated between 36°07’–36°36’ N latitudes and 50°59’–51°20’ E longitudes and occupies a region of 969 km² (Figure 1). The position of the Taleghan basin (between the two mountain ranges in the north and the south and surrounded by another mountain range in the east) provides a specific climatic characteristic in that area. The mean altitude is 2910 m and the mean slope is roughly 32.4%. According to the Alborz Meteorological Agency’s predictions, this basin had a mean annual temperature of 7°–14° C and a mean annual precipitation of 532 mm over a 30-year period [28]. Based on the Emberger model [29,30], the area may be classified as a wet and sub-humid climate.

From a lithological point of view [31], the region can be divided into five general classes including quaternary rocks (young terraces), tertiary glacial sediments (Riss) with a marl sub-layer, uncondensed deposits of Miocene, igneous deposits and metamorphic rocks. The second level is particularly vulnerable to large motions, in particular landslides, owing to the presence of loose marl sub-layers and coarse-grained overhead sediments. The spatial chart of the sampling region and the definition of its lithological unit are shown in Table S1 in section 1 of Supplementary Materials.
According to the Soil Conservation and Watershed Research Institute [32], the most important landslide in this area is the Barikan landslide. The traveling mass of 455 ha was of a rotational form. The Barikan landslide was 1100 meters long, with an elevation of 4200 meters. Geologically, the residential areas are built on the Quaternary young soils, but the soils in the southern part of the village are primarily mudstone and siltstone. Several surveys have recorded landslides in numerous villages in the Barakin area [32, 33]. The frequent occurrences of landslides in this area are highly responsible for the unique geographical location, surface, and subterranean water holding capacity and exceptional topographical characteristics. As a result, land collapse is an old phenomenon and there is often a reactivated landslide that has had a major impact on settlement areas around Barikan so that settlement houses are almost destroyed every time [32]. In addition, the movement of the river water in the Taleghan and Barikan regions is due to the hydraulic gradient (from the north to the south of the Barikan region), which causes the fracture of the land surface and its displacement in the clay deposits. As a result, land disruption occurs mainly in this region and fragmented settlements are found throughout this Barikan area.

2.2. Methodology

The present research study has been carried out by the following procedure to meet our research objective in an appropriate way (Figure 2).
Landslide inventories used for simulation and digitized as polygon forms from the Google Earth image are to be transferred to point repositories in such a way that simulations can be made [36]. Any methods, such as centroids [37], seed cells [38] and diagnostic fields [39], were widely used to convert landslide polygons into points shape file in the GIS environment. In this research study, we used the centroid method for converting polygon features to point features. For this analysis, first, the area size of the landslides was transformed into a raster layer with a 12.5 m pixel size, and then a sampling point per pixel was created for each landslide. This method, involving complicated measurement techniques, generates a significant number of pixels for wide-area landslides. In order to reduce ambiguity, a subset of points for each large polygon was randomly chosen to reflect internal improvements referring to the broad landslide region [40]. As a result, landslide polygons smaller than the average landslide region (0.27 km²) were relocated to one sampling point by the method of centroid process and the number of polygon points greater than the average area was determined on the basis of the ratio of landslide area to the average landslide area. The ArcGIS software culminated in 376 points for the complete map of landslides.

It was also necessary to define non-landsliding zones [39–41]. These areas were selected randomly [39]. In this study, the cross validation (CV) method was used for splitting the landslide inventory dataset into four k-fold groups. The general process of splitting k-folds is the dataset X of the landslide points, which was randomly divided into different k-folds, i.e., $X_1, X_2, \ldots, X_k$. Each k-fold of this study had equal size. Thus, the k-fold model was attained n number of times and one for every time $t \in \{1, 2, \ldots, n\}$. In the model $t$, it was trained with the dataset of $X$ without the subset of $X_t$, and finally tested with $X_t$ [41]. Thus, the entire dataset in this study was divided into four k-fold groups, i.e., Fold -1, Fold -2, Fold -3, and Fold -4 (Figure 3). Every time, 75% of the data were used for training and the remaining 25% were used for testing the landslide susceptibility map. Several types of factors are responsible for the numbers of folds applied to the study, i.e., length of inventory dataset, complexity, and the techniques used. Intensive studies on the k-fold CV model showed that various approaches have been applied for LSMs such as five-fold CV by Wiens et al. [42], four-fold

First of all, a landslide inventory map was prepared based on the historical data of 188 landslide points for the last 21 years, along with a total of 376 randomly selected training and landslide validation points chosen to determine our research outcome. For further progress of this study, a total of 22 landslide conditioning factors (LCFs) namely convergence index (CI), cross-sectional curvature (CSC), curvature, distance to stream (DTS), drainage density (DD), elevation, distance to fault (DTF), distance to road (DTR), flow accumulation (FA), longitudinal curvature (LC), profile curvature (PrC), rainfall, slope, stream power index (SPI), surface area (SA), Tangential curvature (TC), topography position index (TPI), topography wetness index (TWI), soil texture, land use/land cover (LU/LC), and lithology were selected for landslide susceptibility modeling based on the previous research study [27,34] and keeping in view the local topographical, climatological, and hydrological characteristics. After that, to know the relationship among these LCFs, we carried out the multi-collinearity test, which is a statistical procedure. The MC test was performed using two common techniques, i.e., inflation factor variance (VIF) and tolerance (TOL). Thereafter, it was also necessary to know which LCFs had more responsibility for landslide occurrences. To know the most responsible factor for the occurrences of landslides in this region, here we used the Random Forest (RF) algorithm for the identification of several variables importance. Afterward, k-fold cross validation and ML modeling of CDT and ADTree along with their novel ensemble of CDT-ADTree was applied for modeling the LSMs. Finally, every model’s result was validated through statistical analysis of ROC-AUC, ACC, and PRE methods for better accuracy assessment. The validation and accuracy assessment of the computation of every model’s maps was also tested through the robustness method in this research study.

2.3. Landslide Inventory Map

In a landslide vulnerability analysis, the surface of the earth may be separated into two distinct zones, i.e., locations where landslides have already occurred and locations where landslides have
not yet occurred but are likely to occur in the future [35]. Landslide modeling basically focused on several natural characteristics, which is a necessary requirement for the execution of construction and preparation of various steps. In this research, an inventory map of landslides was prepared based on the data collected from the Department of Natural Resources and Watershed Protection of Iran. Apart from this, Google Earth satellite images along with intensive field surveys were carried out to validate the inventory map. A total of 188 landslide events were reported in the study region. The total study area occupies an area of 110.87 km$^2$ and constitutes 11.44 per cent of the overall territory of the two provinces. The zone with the smallest and highest landslides affected area was about 0.005 km$^2$ and 8.8 km$^2$, respectively, within this study area. In comparison, the total landslide area of 82% of the landslides was 0.27 km$^2$. In total, six forms of landslides were reported in this area: translational (42%), slump (17%), rotational (12%), rock slide (10%), unknown (7%), and debris flow (3%).

Landslide inventories used for simulation and digitized as polygon forms from the Google Earth image are to be transferred to point repositories in such a way that simulations can be made [36]. Any methods, such as centroids [37], seed cells [38] and diagnostic fields [39], were widely used to convert landslide polygons into points shape file in the GIS environment. In this research study, we used the centroid method for converting polygon features to point features. For this analysis, first, the area size of the landslides was transformed into a raster layer with a 12.5 m pixel size, and then a sampling point per pixel was created for each landslide. This method, involving complicated measurement techniques, generates a significant number of pixels for wide-area landslides. In order to reduce ambiguity, a subset of points for each large polygon was randomly chosen to reflect internal improvements referring to the broad landslide region [40]. As a result, landslide polygons smaller than the average landslide region (0.27 km$^2$) were relocated to one sampling point by the method of centroid process and the number of polygon points greater than the average area was determined on the basis of the ratio of landslide area to the average landslide area. The ArcGIS software culminated in 376 points for the complete map of landslides.

It was also necessary to define non-land-sliding zones [39–41]. These areas were selected randomly [39]. In this study, the cross validation (CV) method was used for splitting the landslide inventory dataset into four k-fold groups. The general process of splitting k-folds is the dataset $X$ of the landslide points, which was randomly divided into different k-folds, i.e., $X_1, X_2, \ldots, X_k$. Each k-fold of this study had equal size. Thus, the k-fold model was attained n number of times and one for every time $t \in \{1, 2, \ldots, n\}$. In the model $t$, it was trained with the dataset of $X$ without the subset of $X_t$, and finally tested with $X_t$ [41]. Thus, the entire dataset in this study was divided into four k-fold groups, i.e., Fold -1, Fold -2, Fold -3, and Fold -4 (Figure 3). Every time, 75% of the data were used for training and the remaining 25% were used for testing the landslide susceptibility map. Several types of factors are responsible for the numbers of folds applied to the study, i.e., length of inventory dataset, complexity, and the techniques used. Intensive studies on the k-fold CV model showed that various approaches have been applied for LSMs such as five-fold CV by Wiens et al. [42], four-fold CV by Václavík and Meentemeyer [43], Arabameri et al. [7], and three-fold CV by Boria et al. [44] and so on. In our study we used four-fold CV to eradicate the downbeat impacts of randomness on presentation of ML techniques to forecast LSMs. In this study area, a number of field photographs of landslide prone regions are shown in Figure 4 from which the pattern of landslides can be understood.
In our study we used four-fold CV to eradicate the downbeat impacts of randomness on presentation of ML techniques to forecast LSMs. In this study area, a number of field photographs of landslide prone regions are shown in Figure 4 from which the pattern of landslides can be understood.

2.4. Landslide Conditioning Factors (LCFs)

The most important step in predicting landslide susceptibility maps is to choose a number of appropriate conditioning factors. Basically, conditioning factors of LSMs can be separated into several groups, i.e., topographical, climatological, hydrological, geological, and environmental factors. In general, there are no universal regulations for the selection procedure of several landslide conditioning factors [45]. Therefore, selection criterion of several LCFs largely depends on geographical features of an area, types of landslide occurrences, and the analysis procedure of the model [46]. A total of twenty two LCFs were selected to analyze the models based on the local geographical, geomorphological, and spatial characteristics in this research work. These twenty two LCFs are CI, CSC, curvature,
distance to streams, drainage density, elevation, distance to faults, distance to roads, FA, LC, PC, PrC, rainfall, slope, stream power index (SPI), SA, TC, topographic positioning index (TPI), topographic wetness index (TWI), soil texture, LULC (land use/land cover), and lithology. All of these factors output maps (Figure S1a–v) have been provided in the Supplementary Materials of section 2. Selection of conditioning factors depends on the types of occurred landslide and geographical features. Therefore, in this study, all of these factors were selected based on the local topographical, climatological, and hydrological characteristics. Here, we tried to select the maximum number of LCFs for better analysis as the maximum number of factors gives accuracy on the model’s analysis procedure. In addition to this, we have also tried to know which factors are more important for landslide occurrences than others. Thus, based on the aforementioned conditions we selected 22 factors based on the MC analysis.

To prepare all of these LCFs, various data were collected from different sources, i.e., a 12.5 m resolution ALOSPALSAR DEM was downloaded from Alaska Satellite Facility (ASF) website for extraction of terrain and hydrological related factors. The lithology map was prepared from the geological map of this region, which was collected from the Geological Society of Iran (GSI) (http://www.gsi.ir) at a scale of 1:100,000. The land use and road network maps were prepared from the topographic map collected from National Geographic Organization of Iran (www.ngo-org.ir) at a scale of 1:1:50,000. In addition to the topographic map, Google Earth and Landsat 8 satellite images were also used to verify land use and road maps. Some of the LCFs have been described in the following section.

Curvature generally indicates the rate of slope/gradient changes in a specific direction [47]. Curvature is classified into two types, i.e., plan and profile curvature. Both curvature types represent the topographic characteristics of an area and indicate different topographical perspectives through quantitative indices and analysis. Therefore, curvature and its types are important factors for modeling of LSMs. Several linear factors, i.e., distance to streams, roads, and faults are also considered most vital LCFs for mapping landslide susceptibility. In general, in the high mountainous region, the closer stream areas are more vulnerable to landslide occurrences. This is due to wetting capacity of the surface area from stream water and instability characteristics of the surrounding regions. Additionally, the stability of the slope is also responsible for stream erosion at the foot of the slope and thus this factor has an advantage on LSM. In the mountainous areas, steep slopes and road networks are very much prone to high runoff rate and this phenomenon triggers the landslide occurrences in a devastating way. Furthermore, during the construction of roads in the hilly areas land stability has been highly affected and as a consequence, land movements occur. The road map of the present study area has been collected from National Organization of Iran at a scale of 1:100.000 [7]. Distance to fault is also an important factor of landslide susceptibility mapping, which highly triggers the land movements. Faults are basically a gap in the rock surface and these features are unstable rock surface, which is basically instability in nature, and much prone to land movements [48]. All of these linear factors have been measured by using Euclidean distance buffering in the GIS platform. Drainage density is defined as total length of the all streams in a particular area. Slope instability of an area increases with higher drainage density and vice versa. Thus, the occurrence of landslides also depends on collective impacts of drainage density. The following equation has been used to calculate the drainage density [49]:

\[
DD = \frac{\sum_{i=1}^{n} S_i}{a}
\]

where, \( \sum_{i=1}^{n} S_i \) represents cumulative length of all streams, \( S \) in km, and ‘\( a \)’ is the cumulative area of watershed in km\(^2\). Elevation is highly correlated with landslides and one of the major parameters used in LSM. It mainly impacts on vegetation cover, topographic characteristics, and human activity on a land surface. Depending on this impact, factors elevation also influences stability of the slope [50]. The pattern of rainfall-runoff is associated with rainfall. The intensity and duration of the rainfall influences the infiltration capacity of the pore spaces and increases the gravity of the rock materials due to the wetting capacity. It is a fact that heavy rainfall over a long period of time causes a high frequency
of landslide occurrences. Slope is the most vital parameter for LSM due to the characteristics of its stability. Higher slope values are prone to landslide occurrences and vice versa. TPI is the measurement of slope position of a topographic feature. In general, TPI is used to differentiate between the central point elevation and the average elevation around the central point [51]. Positive and negative TPI values indicate the locations that are higher and lower than the average surrounding areas, respectively, whereas zero TPI value indicates that the area is flat or a constant slope. The TPI has been calculated using the following equation [52]:

\[ TPI = M_0 - \frac{\sum_{n=1}^{n-1} M_n}{n} \]  

where, \( M_0 \) is the elevation of the middle point, \( M_n \) is the elevation of the grid, and \( n \) is the total number of pixels in a neighborhood region of the digital elevation model (DEM) raster file.

In general, the erosional capacity of a stream is computed by SPI. In the case of LSM, it is essential to know the erosion capacity of the stream as it is highly responsible for the erosion of the riverside and the impact of the slope by subsidence or retreats. Therefore, SPI takes LSM into consideration. If the SPI value is high, then erosional capability of a slope surface is also high and vice versa. The value of SPI was determined by following equation [53]:

\[ SPI = A_s \times \tan \beta \]  

where, \( A_s \) indicates upslope contributing area and \( \beta \) indicates the slope angle. TWI analysis provides a proxy for soil moisture [54]. Therefore, TWI is essential for LSM as it largely depends on the moisture condition of land surface area where landslides are taking place. In this study, TWI was calculated by following equation [55]:

\[ TWI = \ln \left( \frac{A_s}{\tan \beta} \right) \]  

Soil texture also determined the pattern of landslide and its frequency as it responds to rainfall, porosity, hardness, vegetation cover, etc. In the present study, four types of soil texture were recognized i.e., clay, clay loam, loam, and sandy loam. Like soil texture, LULC also play an important role in the occurrence of landslides. This is due to several land covers having diverse characteristics along with different slope stability. Therefore, LULC is considered one of the crucial factors for landslide assessment. Seven types of LULC were recognized in this study area and these are good range land, agri orchard, moderate rangeland, poor rangeland, urban, agriculture, and orchard. Lastly, lithological characteristics of an area directly impacted on landslide phenomenon. The characteristics of rock mass depend on several lithological units which immensely trigger landslide activities [56]. The lithological map of the present study area was collected from the Geological Society of Iran (GSI). Various lithological units and their respective descriptions have been given in Table S1 to Section 1 of Supplementary Materials.

2.5. Multi-Collinearity (MC) Analysis

Multi-collinearity analysis refers to the linear relationship among two or more variables in a dataset and it indicates lack of orthogonality among the variables [57]. In a regression model, when two or more independent variables are correlated among each other then MC appears. In general, MC is a statistical technique in which near-linear dependence variables are correlated in a regression model. It is a fact that if there is absence of linear relationship among the variables then it is called orthogonal [58]. In mathematical terms, it can be defined as when vectors \( k \) recline in a subspace of dimension lower than \( k \) [57]. In the midst of predictor variables, a little bit of MC will highly create a big problem in the whole dataset and cause errors in the prediction output. Therefore, it is necessary to check MC analysis among the several LCFs for better prediction assessment. Several literature studies show that there are present various techniques to evaluate the MC, among them most popular are Pearson’s correlation coefficients, variance inflation factors (VIF), and tolerances (TOL). [59,60]. In the
present research study, two MC test methods of VIF and TOL were used to assessment MC among the different LCFs. The MC problems occur when the threshold value of VIF is >5 and TOL is <0.1. To calculate the VIF and TOL of MC, the following equation was used [61]:

$$TOL = 1 - R^2_j$$  \hspace{1cm} (5)

$$VIF = \frac{1}{TOL}$$  \hspace{1cm} (6)

where, $R^2_j$ represent coefficient of multiple determination of $j$ on the predictor variables.

2.6. Measuring the Importance of LCFs by Random Forest (RF)

The algorithm of RF is an ensemble-based machine learning classifier that was primarily introduced by Breiman [62]. The algorithm of RF is based on a non-parametric multivariate statistical method. The mechanism of RF is based on the construction of numerous decision trees at the initial or training phase through the combined action of bagging and random selection of the variables [62]. The method of bagging approach is that from the training dataset, several trees are substituted all the way through the subset in a RF algorithm. Therefore, it indicates that the same sample receives chances several times and others may possibly not receive chances at all [63]. The application of RF has wide perspective in classification, regression along with unsupervised learning. It is essential that two parameters produce the RF classifier trees and these parameters are $N_{tree}$ i.e., number of decision trees and $M_{try}$ i.e., number of variables. Any kind of assumption does not necessitate establishing the relationship among explanatory and response variables in a RF algorithm. Thus, this model is very suitable for better prediction of new data cases. Several predictor variables’ optimal condition is specified by following equation [64]:

$$log_2(M + 1)$$  \hspace{1cm} (7)

where, $M$ represents the input algorithm numbers and the mean square error ($\epsilon$) of this model is represented by following equation:

$$\epsilon = (v_{observed} - v_{response})^2$$  \hspace{1cm} (8)

where, $v_{observed}$ indicates variable from observed data and $v_{response}$ indicates variable from the output result. Finally, the prediction of the model can be calculated by:

$$S = \frac{1}{K} \sum_{K} v^{th}_{response}$$  \hspace{1cm} (9)

where, $S$ is the prediction result and $K$ indicates individual trees in the RF model.

Importance of variables selection is a significant task and it is more vital in any kind of statistical analysis where a large number of LCFs are used. The algorithm of RF ML model can help and is used to identify several variables importance in a definite and accurate way. Here, we used the mean decrease accuracy (MDA) index for identifying the importance of variables by applying the RF model. Basically, the MDA index permutes out-of-bag (OOB) samples from the RF ML model and helps to determine the most important variables from the several conditioning variables in a dataset. The following equation has been used to compute the variables importance:

$$VI_j = \frac{1}{n_{tree}} \sum_{t=1}^{n_{tree}} EP_{tj} - E_{tj}$$  \hspace{1cm} (10)

where, $E_{tj}$ indicates the OOB error on tree $t$ before permuting the values of $X_j$ and $EP_{tj}$ indicates the OOB error on tree $t$ after permuting the values of $X_j$. 

2.7. Methods for Landslide Susceptibility Assessment

2.7.1. Credal Decision Tree (CDT)

Credal set is a set of probability distribution or measurement in a given dataset. Basically, this credal set is proposed to express uncertainty or ambiguity about the probability of a dataset in the credal model. The credal set is also used to suggest the beliefs of Bayesian variables regarding the possible outcomes of the variables. The algorithm of CDT is principally based on split criterion processes and developed by Abellán and Moral [65]. In general, to solve the classification problems by using credal sets, CDT algorithm was proposed very first to do so [66]. Furthermore, the algorithm of CDT was created on uncertainty measures along with inaccurate probabilistic phenomena based on the credal set [65]. Keeping in view the avoidance production of difficult decision trees, a new idea was born during the construction of CDT algorithm. Thus, the new idea for CDT was developed to summarize the uncertainty measures basically for splitting decision trees and solved the classification problems [21]. Based on the two theories given by Dempster [67] and Shafer [68], along with the new idea which was developed during the development of CDT, these were extensively used to analyze the uncertainty measures of credal datasets. Abellán and Moral [65] measured the uncertainty of credal datasets by using the following equation:

\[ Eu(x) = NG(x) + RG(x) \]  

where, \( Eu \) represents the measure of uncertainty value, \( x \) represents the credal sets on the frame \( X \), \( NG \) represents the function of non-specificity and \( RG \) represents the function of randomness in a credal dataset.

The basic arithmetical function for the CDT model may be described as follows, taking into consideration that variable \( Z \) is found among the values of \( \{Z_1, \ldots, Z_k\} \). Thereafter, in a given dataset the distribution of probability i.e., \( p(Z_j), j = 1, \ldots, k \) is explicit for every value of \( Z_j \) [66].

\[ p(Z_j) \in \left[ \frac{n_{zj}}{N+s}, \frac{n_{zj}+s}{N+s} \right], j = 1, \ldots, k \]  

where, \( N \) represents the sample dataset size, \( n_{zj} \) represents frequency of event i.e., \( (Z = Z_j) \) and \( s \) represents the hyper-parameter and the value ranges from 1 to 2 [69].

On the basis of the above representation, a new kind of credal set on the variable \( Z \), \( K(Z) \) may be defined as:

\[ k(z) = \left\{ p(p(z_j) \in \left[ \frac{n_{zj}}{N+s}, \frac{n_{zj}+s}{N+s} \right], j = 1, \ldots, k \right\} \]  

2.7.2. Alternating Decision Trees (ADTree)

ADTree is a modernized version of the decision tree. It can generate a very precise classifier with the combination of boosting and decision trees algorithm [70]. The advantages of the ADTree algorithm are that it produces a lower number of nodes, is easily explainable, and creates a classification margin through confidence of measure. It also has the capability to identify and remove the gaps in the midst of boosting and decision trees algorithm. In addition to this with the help of AdaBoost algorithm, this model uses a smaller number of iterations in its function [70]. In general, this model consists of two layers i.e., one layer is decision or splitting nodes and the another one is option or prediction nodes [17]. Among these two layers, the situation is expressed and evaluated by decision nodes and prediction nodes consisting of numerical values in the model. The prediction nodes in ADTree algorithm present in leaves as well as roots if there is no connection among the additional decision nodes. The tree stem of ADTree initially searches the invariable prediction coefficient among the training dataset. Thereafter, by using boosting, the algorithm tree can grow based on reiteration of data and an added new rule. By following this, one decision node and two prediction nodes are produced [70]. Subsequently, a final
prediction score is assigned with the contribution of weight and the summation of all these weights gives the prediction probability \[71\]. In addition to this, ADTree has the capability to make classes binary within the model for better analysis of the training and testing dataset. The algorithm of ADTree has been computed in different phases and presented as follows \[24,72\]:

**Initial phase:**

Let us consider the precondition and condition of the base chief rule of \( R_t \) and the early prediction value can be calculated by:

\[
a = \frac{1}{2} \ln \frac{W_+(T)}{W_-(T)}
\]

where, \( W_+(T) \) and \( W_-(T) \) represent the total positive and negative weights, respectively, and they also validate the training dataset.

**Pre-adjustment phase:**

Here, \( Z_t(c_1, c_2) \) may be defined by precondition \( c_1 \) and condition \( c_2 \). In this phase, conjunction (AND) and negation (NOT) is denoted by \( \land \) and \( \neg \) respectively.

\[
Z_t(c_1, c_2) = 2(\sqrt{W_+(c_1 \land c_2)W_-(c_1 \land c_2)} + \sqrt{W_+(c_1 \land \neg c_2)W_-(c_1 \land \neg c_2)}) + W(\neg c_2)
\]

Thereafter, by using formula 13, two prediction values ‘\( a \)’ as well as ‘\( b \)’ are assigned, and to minimize \( Z_t(c_1, c_2) \) optimized of \( c_1 \) and \( c_2 \) are selected. Using \( R_t \) rules, run \( R_{t+1} \) and \( R_t \) so that \( c_1 \) (precondition) and \( c_2 \) (condition) should be equal.

\[
a = \frac{1}{2} \ln \frac{W_+(c_1 \land c_2)}{W_-(c_1 \land c_2)}, \quad b = \frac{1}{2} \ln \frac{W_+(c_1 \land \neg c_2)}{W_-(c_1 \land \neg c_2)}
\]

Afterward, update the weights for each repetition based on the following equation.

\[
W_{i,t+1} = W_i e^{-r_t(x) y_t}
\]

**Output phase:**

Finally, classification rule is obtained through summation of all weights and chief rule \( R_{t+1} \):

\[
\text{class}(x) = \text{sign} \left( \sum_{t=1}^{T} r_t(x) \right)
\]

2.7.3. Ensemble of CDT and ADTree

Ensemble models have advantages for their novelty and ability of comprehensive analysis of any kind of natural hazard susceptibility mapping \[73\]. In general, ensemble models are applied for high precision and predictive analysis for hazard-related susceptibility mapping. In another words, production of ML models are considerably improved by using ensemble models \[22\]. Thus, in this study we ensemble CDT and ADTree models to significantly reduce the limitation of these individual models. Literature studies show that ensemble method has been used in different fields to get maximum accuracy and predictive ability such as for gully erosion potentiality \[74\], flood susceptibility mapping \[75\] and so on. Therefore, in this study we also used a novel approach by ensemble of two single ML algorithms i.e., CDT and ADTree. The ensemble method of these two ML algorithms was performed in ‘R’ programming language. In general, statistical computing and graphics software are freely available and have been widely used by a number of researchers around the world. The ensemble of these two models is highly optimal regarding the prediction of landslide susceptibility assessment.
2.8. Validation and Accuracy Assessment

The predictive performance of different ML models in this study was carried out by accuracy (ACC) assessment, precision (PRE) analysis, and computing the values of area under curve (AUC) of receiver operating characteristics (ROC). In addition to the aforementioned method, it was also necessary to estimate model robustness for better predictive performance.

2.8.1. Accuracy (ACC) Assessment and Precision (PRE) Analysis

The ACC is a technique that gives the accurate prediction result as a method with the combination of hazard and non-hazard area in this study landslide and non-landslide area. The ACC measurement of a dataset is carried out by using four possible indices. These four indices are namely true positive (TP), true negative (TN), false positive (FP) and false negative (FN). In which, TP correctly indicates landslide pixels and FP indicates non-landslide pixels. On the other side, TN incorrectly indicates landslide pixels and TP indicates non-landslide pixels [5]. The ACC and PRE were calculated by using following equation [27]:

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN} \tag{19}
\]

\[
PRE = \frac{TP}{(TP + FP)} \tag{20}
\]

2.8.2. Receiver Operating Characteristics (ROC) Curve

The area under curve (AUC) of ROC is the success of a model to perfectly predict the occurrence and non-occurrence of a phenomenon; here it is landslides and non-landslides. In general, ROC is a two-dimensional diagram on the Y and X axis and represents sensitivity (true positive) and 1-specificity, respectively (false positive). The sensitivity and specificity have been correctly classified as susceptible and non-susceptible [76]. The predictability of a model was estimated through AUC analysis. Model’s effectiveness was analyzed through training dataset and prediction ability was analyzed by validation dataset [46]. The advantage of ROC analysis is that the model performance is assessed at a range of thresholds. The value of AUC ranges from 0.5 to 1, in which higher values represent very good prediction and lower values represent a weaker prediction by the respective model. Furthermore, according to Yesilnacar [77], AUC-ROC can be classified into five categories i.e., 0.5–0.6 (poor), 0.6–0.7 (moderate), 0.7–0.8 (good), 0.8–0.9 (very good), and 0.9–1 (excellent). The value of AUC-ROC was calculated by using the following equation [74]:

\[
A_{AUC} = \sum_{k=1}^{n} (X_{k+1} - X_k) \left( A_k + 1 - A_{k+1} - \frac{A_k}{2} \right) \tag{21}
\]

where, \( A_{AUC} \) represents the area under curve, \( X_k \) indicates 1-specificity, \( A_k \) indicates sensitivity, and \( n \) is the number of thresholds at which sensitivity and specificity are classified in the ROC model.

2.8.3. Robustness Test

The capacity of a specific model to retain efficiency when small changes to the input take place is known as model robustness [78,79]. In general, robustness of a model may perhaps be deliberated through differentiating between the maximum and minimum evaluation criteria’s accuracy result [80]. Therefore in this study, robustness analysis was calculated for ACC, PRE, and AUC from the four k-folds analysis to evaluate the models in the following way [81]:

\[
R_{ACC} = ACC_{max} - ACC_{min} \tag{22}
\]

\[
R_{PRE} = PRE_{max} - PRE_{min} \tag{23}
\]
\[ R_{\text{ROC}\_\text{AUC}} = \text{ROC\_AUC}_{\text{max}} - \text{ROC\_AUC}_{\text{min}} \]  

where, \( R_{\text{ACC}} \), \( R_{\text{PRE}} \) and \( R_{\text{ROC}\_\text{AUC}} \) is robustness of accuracy, precision, and receiver operating characteristics—area under curve method, respectively. \( \text{ACC}_{\text{max}} \), \( \text{PRE}_{\text{max}} \), and \( \text{ROC\_AUC}_{\text{max}} \) indicate maximum value of three evaluation criteria, similarly \( \text{ACC}_{\text{min}} \), \( \text{PRE}_{\text{min}} \), and \( \text{ROC\_AUC}_{\text{min}} \) indicate minimum value of three evaluation criteria used in this study.

3. Results

3.1. Multi-Collinearity (MC) Analysis

The extent to which geo-environmental variables of landslides are interrelated to each other by linear relationship is called the MC effect of explanatory variables. MC exists individually based on the relationship with several conditioning variables and some dependent variables. The high linear relationship among the conditioning variables of landslide occurrence has resulted in the difficulty of estimating the model parameter. In addition to this, high MC also have inconsistent projections of dependent variables e.g., landslides, which are not suitable for future predictions of landslide occurrences. MC has been measured considering the tolerance (TOL) and variance inflation factor (VIF) methods and these techniques help to analyze each explanatory variable of landslide for better performance of the landslide susceptibility models. A TOL value below 0.2 and VIF above 10 indicate the MC problems among the variables [82]. When TOL and VIF of explanatory variables are above 0.2 and below 10, respectively, this indicates of no MC between the variables. The TOL and VIF of variables of landslide susceptibility in different k-fold CV landslide classification methods (K1 to K4) were calculated and shown in Table 1. The result shows that there are no issues with collinearity problems among the 21 landslide causative factors in differential k-fold CV methods for dividing of landslides.

| Factors         | Collinearity Test (K1) | Collinearity Test (K2) | Collinearity Test (K3) | Collinearity Test (K4) |
|-----------------|------------------------|------------------------|------------------------|------------------------|
|                 | Tolerance | VIF     | Tolerance | VIF     | Tolerance | VIF     | Tolerance | VIF     | Tolerance | VIF     |
| Elevation       | 0.804     | 1.244   | 0.880     | 1.136   | 0.892     | 1.121   | 0.776     | 1.289   |
| LC              | 0.859     | 1.164   | 0.916     | 1.092   | 0.908     | 1.101   | 0.852     | 1.174   |
| Rainfall        | 0.681     | 1.468   | 0.728     | 1.374   | 0.717     | 1.395   | 0.676     | 1.479   |
| DiF             | 0.489     | 2.045   | 0.524     | 1.908   | 0.524     | 1.908   | 0.504     | 1.984   |
| SA              | 0.220     | 4.545   | 0.257     | 3.891   | 0.311     | 3.215   | 0.201     | 4.975   |
| DD              | 0.351     | 2.849   | 0.398     | 2.513   | 0.388     | 2.577   | 0.358     | 2.793   |
| CSC             | 0.235     | 4.255   | 0.265     | 3.774   | 0.274     | 3.650   | 0.234     | 4.274   |
| DiS             | 0.499     | 2.004   | 0.520     | 1.923   | 0.551     | 1.815   | 0.492     | 2.033   |
| Slope           | 0.634     | 1.577   | 0.694     | 1.441   | 0.682     | 1.466   | 0.643     | 1.555   |
| DiR             | 0.594     | 1.684   | 0.692     | 1.445   | 0.635     | 1.575   | 0.614     | 1.629   |
| FA              | 0.718     | 1.393   | 0.758     | 1.319   | 0.783     | 1.277   | 0.710     | 1.408   |
| LULC            | 0.213     | 4.695   | 0.298     | 3.356   | 0.329     | 3.040   | 0.340     | 2.941   |
| PC              | 0.266     | 3.759   | 0.316     | 3.165   | 0.316     | 3.165   | 0.281     | 3.559   |
| PrC             | 0.270     | 3.704   | 0.263     | 3.802   | 0.339     | 2.950   | 0.309     | 3.236   |
| CI              | 0.262     | 3.817   | 0.282     | 3.546   | 0.287     | 3.484   | 0.258     | 3.876   |
| lithology       | 0.211     | 4.739   | 0.247     | 4.049   | 0.350     | 2.857   | 0.308     | 3.247   |
| SPI             | 0.372     | 2.688   | 0.412     | 2.427   | 0.309     | 3.236   | 0.281     | 3.559   |
| TWI             | 0.286     | 3.497   | 0.325     | 3.077   | 0.227     | 4.405   | 0.197     | 5.076   |
| TC              | 0.206     | 4.854   | 0.264     | 3.788   | 0.244     | 4.098   | 0.214     | 4.673   |
| TPI             | 0.333     | 3.003   | 0.374     | 2.674   | 0.365     | 2.740   | 0.347     | 2.882   |
| Soil Texture    | 0.343     | 2.915   | 0.282     | 3.546   | 0.279     | 3.584   | 0.351     | 2.849   |
3.2. Application of the Models to Landslide Susceptibility Mapping

Figure 5a–l show landslide susceptibility maps produced by CDT, ADTree, and CDT-ADTree model for four different k-fold CV landslides classification methods (K1 to K4 CV). The mentioned maps were classified into five categories of very low, low, moderate, high, and very high using the quintile raster classification methods in the ArcGIS platform. The optimism CDT, ADTree, and an ensemble of CDT-ADTree are associated with better prediction capability than any other resample method. The percentage of area in five different susceptibility zones in the CDT, ADTree, and an ensemble of CDT-ADTree model are almost same in all k-fold CV classification methods. Different landslide susceptibility scenarios in the three aforementioned models were shown in Figure 6. In the CDT-ADTree ensemble model, it was found that most of the area is associated with moderate susceptibility zone (36.09%), whereas the remaining part of the study area was related to very low (33.13%), low (17.47%), very high (7.08%), and high (6.23%) susceptibility zones in the K1-fold CV landslide distribution method. However, for the other two landslide susceptibility models i.e., ADTree and CDT, the landslide susceptibility zone is drastically different from the CDT-ADTree ensemble model. In ADTree K1 method, most of the area associated with high (26.16%) susceptibility zone and 13.92 per cent area belongs to very low to high susceptibility zones. In the case of the CDT K1 method, most of the area was associated with moderate (27.43%) and low (25.75%) landslide susceptibility zone, where the rest of the basin is distributed in a high (23.55%), very high (12.0%), and very low (11.28%) landslide susceptibility zones. In the K2, K3, and K4-fold CV landslide distribution method, the above models presented more or less the same scenario as mentioned for K1-fold CV of susceptibility area and their spatial distribution (Figure 6).
Figure 5. Landslide susceptibility mapping produced by using K-fold-1 (a) CDT, (b) CDT-ADTree, and (c) ADTree; using K-fold-2 (d) CDT, (e) CDT-ADTree, and (f) ADTree; using K-fold-3 (g) CDT, (h) CDT-ADTree, and (i) ADTree; and using K-fold-4 (j) CDT, (k) CDT-ADTree, and (l) ADTree.

Figure 6. Cont.
3.3. Evaluation of the Landslide Susceptibility Models

The evaluation results of landslide susceptibility using the training dataset strengthened the landslide susceptibility model, whereas using the validating dataset, the evaluation outcome reflected suitable prediction analysis of the models. In this study, Table 2 showed the performance validation result of ADTree, CDT, ADTree-CDT machine learning ensemble models in K1 to K4-fold CV landslide classification methods. The several validation indexes, like AUC of ROC curve, accuracy, and precision were applied for calculating and evaluating landslide susceptibility model performance with considering training and testing dataset of landslide. The evaluation results of the landslide susceptibility mapping (Table 2 and Figure 8) indicated that the performance of all models was good, but the ensemble of the CDT-ADTree package was much better than the other two single ML models. The results of the ADTree-CDT ensemble method presented the K3-fold CV with the highest accuracy (0.803), the K2-fold CV has the lowest accuracy (0.7393) and the ADTree-CDT average accuracy is 0.806. The mean AUC, accuracy and precision were extracted from the mean K1, K2, K3 and K4-fold CV.
methods used to generalize the evaluation criteria for each model. Precision criteria of the evaluation showed that CDT-ADTree had the highest average accuracy in K2 (0.691), followed by ADTree in K4 (0.66), and CDT in K1 (0.562). The AUC of the mentioned three model in K1 to K4-fold CV classification method were graphically presented in Figure 7 by the receiver operating characteristic curve (ROC). The ADTree-CDT model has the highest AUC and success compared to the ADTree and CDT models, which demonstrate the excellent predictive capability of the models. Figure 7 showed the AUC value of ROC for the ADTree-CDT in K1 to K4-fold CV method was 0.828, 0.795, 0.803, and 0.801, respectively. The AUC value of ROC for the ADTree in K1 to K4-fold CV method was 0.746, 0.756, 0.728 and 0.721, respectively. The same as the AUC value for CDT in K1 to K4-fold CV method was 0.647, 0.611, 0.582 and 0.639, respectively (Figure 8). Therefore, based on the evaluation and validation of these three models it was revealed that the ensemble of CDT-ADTree is much better than the others. The validation results by using the aforementioned statistical index shows that all of the three model’s results established a strong agreement between the existing landslide and the future predictive maps of landslide susceptibility models.

Figure 7. Area under the receiver operation characteristics (ROC) curve (a) K1, (b) K2, (c) K3, (d) K4.
Table 2. The accuracy assessment and validation result of three Machine Learning (ML) models by using area under the curve (AUC), accuracy, and precision index.

| Criteria | Models      | K1    | K2    | K3    | K4    | Average |
|----------|-------------|-------|-------|-------|-------|---------|
| AUC      | ADTree      | 0.746 | 0.756 | 0.728 | 0.721 | 0.737   |
|          | CDT         | 0.647 | 0.611 | 0.582 | 0.639 | 0.619   |
|          | ADTree-CDT  | 0.828 | 0.795 | 0.803 | 0.801 | 0.806   |
| Accuracy | ADTree      | 0.669 | 0.626 | 0.627 | 0.63  | 0.638   |
|          | CDT         | 0.502 | 0.483 | 0.495 | 0.516 | 0.499   |
|          | ADTree-CDT  | 0.652 | 0.661 | 0.664 | 0.659 | 0.659   |
| Precision| ADTree      | 0.659 | 0.636 | 0.657 | 0.66  | 0.653   |
|          | CDT         | 0.562 | 0.523 | 0.525 | 0.526 | 0.534   |
|          | ADTree-CDT  | 0.687 | 0.691 | 0.684 | 0.689 | 0.688   |

3.4. Models Evaluation Through Robustness Testing

The robustness of the prognostic model is expressed as the stability of the performance of the models when the alteration takes place in the training and validation samples [73]. This measure is calculated by differentiating the maximum and minimum model evaluation criteria, such as AUC, accuracy, and true skill statistic (TSS). In this study, the robustness of the models was measured by the average value of the model evaluators using landslide sample datasets. The result of robustness based on AUC, accuracy, and precision criteria are presented in Figure 8. The findings of Figure 8 depict that all three models sounded stable and robust in the validating phase because the difference of maximum and minimum evaluator is very minute. As can be seen from Figure 8a, ADTree-CDT has the minimum AUC robustness index, which means the highest stable compared to CDT and ADTree model. From Figure 8b, it is observed that the accuracy and robustness of the ADTree-CDT is better than the CDT and ADTree model. Figure 8c indicates the ADTree-CDT model is a stable model with the minimum precision–robustness index, followed by the CDT and ADTree model. Therefore, all three models were robust based on AUC, accuracy, and precision robustness index and the ADTree-CDT model has the best robustness indices except for the AUC index.
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3.5. Contribution of the Factors in the Modelling Process

The contributions of landslide susceptibility conditioning factors were assessed using the MDA index in RF algorithm and the lithology was found to be the most important factor of the landslide susceptibility model in the various k-fold CV classification methods (K1 to K4) (Table 3). After the lithology, elevation is also a significant variable followed by slope factor of different k-fold CV classification methods. According to the K1-fold CV method, lithology, elevation, slope, distance to fault, TWI, soil texture, rainfall, and surface area are the most important factors whereas the rest of the other variables, such as land use and land cover, cross-sectional curvature, flow accumulation, distance to stream, topographic position index etc., are the less important variables, which were identified by the modeling procedure. The K2, K3, and K4-fold CV classification suggested the approximately same scenario of variable importance. After the importance values analysis, we found that there is a strong relationship between the factors of lithology, elevation, slope, distance to fault, distance to river, rainfall, and TWI, and the occurrences of landslide in this study area. On the other hand, land use and land cover, cross-sectional curvature, flow accumulation, and the topographic position index have less importance on landslide occurrence in the study area.

Table 3. Several variables importance in landslide occurrences using random forest (RF) algorithm in four k-fold systems of the present study area.

| Factors       | K1    | K2    | K3    | K4    |
|---------------|-------|-------|-------|-------|
| Lithology     | 36.80 | 34.38 | 33.96 | 33.76 |
| Elevation     | 25.76 | 25.48 | 28.73 | 27.61 |
| Slope         | 6.11  | 5.33  | 5.86  | 6.50  |
| DtR           | 2.75  | 3.24  | 2.65  | 3.91  |
| TWI           | 4.03  | 5.18  | 4.21  | 4.44  |
| Rainfall      | 3.33  | 4.06  | 4.28  | 3.61  |
| DtF           | 4.26  | 6.51  | 4.76  | 4.98  |
| Soil texture  | 3.37  | 3.69  | 3.71  | 3.06  |
| SA            | 2.64  | 2.44  | 2.85  | 2.61  |
| PC            | 1.51  | 1.50  | 1.48  | 1.33  |
| Curvature     | 1.69  | 1.68  | 1.54  | 1.81  |
| DtS           | 1.60  | 1.55  | 1.66  | 1.31  |

Figure 8. Robustness of models using (a) area under the curve, (b) accuracy (ACC), (c) precision (PRE).
4. Discussion

Landslides have caused huge economic losses and have endangered the shelter of human settlements, particularly in the hilly and mountainous regions throughout the world [56]. The landslide susceptibility technique has been used for last 30 years to tackle the spatial prediction analysis of landslide occurrences. Assortments of approaches have been applied for spatial prediction of landslides or landslide susceptibility over the world and the objectives of all these methods are similar. Initially, the landslide susceptibility model was evolved by using several statistical methods like analytical hierarchical process (AHP), multi-criteria decision analysis (MCDA), and very recently, natural hazards researchers have focused on the application of machine learning and hybrid models to do the same. Ensemble hybrid machine learning methods have also increased in popularity in the field of geospatial modeling. Thus, machine learning and ensemble approaches have been widely used for the assessment of landslide susceptibility due to some of their great advantages in modeling as well as accuracy in output results. The objective of this study is to establish a new hybrid machine learning model for landslide susceptibility mapping at the Taleghan basin. Throughout this research work, the empirical study was investigated by the application of three decision tree classifiers, such as ADTree, CDT, and the ensemble of CDT-ADTree and CV methods (K1 to K4-fold classification) for preparing the landslide susceptibility maps.

In this modeling process and analysis, we processed multi-collinearity tests among the conditioning factors and selected 22 factors. The selection of landslide conditioning factors was based on the geo-environmental characteristics of the study area and on similar landslide susceptibility studies. Literature studies have shown that CDT and ADTree ML models were used separately in the field of landslide evaluation studies, in two different areas with the combination of other ML algorithms [21,27]. From this research study, we chose maximum conditioning factors along with some other factors that are favorable for this research area. Therefore, in this study we used these two ML algorithms as a standalone along with their ensemble to get better prediction results as the ensemble of ML models always give better results than the single ML models. Since it is important to quantify the multi-collinearity of the selected variables for landslide susceptibility modeling, the importance of the predictors was determined [7]. According to the importance of variable analysis by using random forest algorithm of the k-fold CV methods, lithology is the most important landslide factor in this study area, followed by elevation in all four CV methods. In the case of CDT model-based study on landslides [21], the variables importance was calculated by using correlation attribute evaluation (CAE) methods and it was found that NDVI is the most important factor, followed by distance to road and land use. In another case of ADTree-based landslide studies, Chi-square attribute evaluation (CSAE) techniques were used for variables importance and it was noticed that land cover is the most important followed
by geomorphology and valley depth [27]. Therefore, our research study shows that the combination of these two ML models gives better results than the other two mentioned above. Furthermore, many studies have shown that slope instability is mainly due to landslides in the mountainous region due to steep terrain and the sun-facing slope of the hills [83,84], and in this study slope is the third most important factor for occurrences of landslides.

Over the last two decades, several statistical and empirical models have been used to predict spatial distribution of landslide susceptibility mapping using remote sensing data and GIS technology [12,85]. These statistical techniques have also some limitations in mapping landslide susceptibility, whilst the approach of machine learning ensemble has been successfully popularized due to the optimal prediction accuracy of this landslide susceptibility model in order to analyze the multifunctional link between response (landslide) and predictor (conditioning factors) variables [86]. The ADTree model has been considered for the spatial prediction of landslides around the world, and for the Taleghan River Basin we also used this model for the ability to classify binary classes which was highly incorporated into landslide susceptibility studies [27]. It is well known to all that the ADTree is an interpretable and robust algorithm against in binary classification error in comparison to the individual/base decision tree stump classifiers [70]. On the other hand, CDT is a newly invented tree classifier approach to landslide susceptibility studies that addresses classification problems with the credal set algorithm [21,65]. In this study, we have applied the ensemble of CDT and ADTree tree classifier approaches (CDT-ADTree) together to establish a novel landslide susceptibility method.

Furthermore, several researchers used the AUC of the ROC curve, accuracy, and precision to compare the goodness-of-fit and performance of the model [87,88]. Here, each modeling approach has been assessed on the basis of the K1 to K4-fold CV of landslide subsets using the above mentioned reliability measures. Additionally, the result shows that all three models performed well in different k-fold classifications. The CDT-ADTree model is a robust landslide susceptibility model where the average AUC and accuracy are 0.806, 0.659 and 0.688, respectively, compared to the stand-alone CDT and ADTree models. From the other studies, it can be observed that the stand-alone CDT and ADTree ML methods do not have as good accuracy for landslide susceptibility assessment [21,27] as the combination of CDT-ADTree. Previous landslide susceptibility studies [89] in the Taleghan basin showed that seven different statistical, machine learning, and ensemble methods had an AUC of 0.64 to 0.79, whereas the best AUC (0.79) was the maximum entropy model.

5. Conclusions

The main objective of the present research work was to analyze the landslide susceptibility assessment through standalone and ensemble ML approaches, and the present objective was fulfilled in a precise way for the Taleghan basin, Iran. In this study, two single ML algorithms, namely CDT and ADTree, along with ensemble of CDT-ADTree classifier model with four k-folds CV, were successfully used for assessing the landslide susceptibility. The performance of the ensemble model was evaluated and compared with the single ML algorithms. Therefore, accuracy assessment and performance of landslide susceptibility models were compared to each other by using ROC curve with AUC, accuracy, precision, and robustness statistical index. The findings of the model evaluation from the training and validating datasets have shown that the landslide susceptibility model prepared from the ML and ensemble model performed well in prediction analysis and ensemble model represented the best fitted model. The output of the model performance demonstrates that the CDT-ADTree ensemble classifier has the most outstanding performance over the K1 to K4-fold CV than the single ML models. Therefore, it is concluded that the novelty of CDT-ADTree ensemble model can be applied as a new promising technique for spatial prediction of the landslide in further studies. The importance of variables is the secondary finding of the landslide susceptibility analysis. Each k-fold CV method indicates that the aforementioned 22 determining factors were more or less responsible for the spatial landslide modeling, among them lithology is the most important. It was determined, in the findings of the importance of the variables, that lithology and elevation was most important, followed by slope.
On the other hand, variables importance results show that land use and land cover, cross-sectional curvature, flow accumulation, distance to stream, and TPI factors were the least important factors in the modeling procedure for the present study area. Furthermore, the prediction results of this study will help decision makers, planners, and local people to utilize land use in a proper and beneficial way along with most importantly, mitigate the landslide risk in a sustainable manner and minimize the lives and economic losses. Therefore, here we suggest applying the CDT-ADTree ensemble approach to landslide susceptibility mapping in other landslide prone areas to check their occurrences and control devastating damages.
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