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ABSTRACT

We present the results of fitting a flexible stellar stream density model to a collection of thirteen streams around the Milky Way, using photometric data from DES, DECaLS, and Pan-STARRS. We construct density maps for each stream and characterise their tracks on the sky, width, and distance modulus curves along the length of each stream. We use these measurements to compute lengths and total luminosities of streams and identify substructures. Several streams show prominent substructures, such as stream broadening, gaps, large deviations of stream tracks and sharp changes in stream densities. Examining the group of streams as a population, as expected we find that streams with globular cluster progenitors are typically narrower than those with dwarf galaxy progenitors, with streams around 100 pc wide showing overlap between the two populations. We also note the average luminosity of globular cluster streams is significantly lower than the typical luminosity of intact globular clusters. The likely explanation is that observed globular cluster streams preferentially come from lower luminosity and lower density clusters. The stream measurements done in a uniform manner presented here will be helpful for more detailed stream studies such as identifying candidate stream members for spectroscopic follow up and stellar stream dynamical modeling.
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1 INTRODUCTION

As globular clusters and dwarf galaxies are accreted by the Milky Way in the process of hierarchical galaxy formation, tidal forces slowly disrupt the accreted systems and strip stars away, forming structures known as stellar streams or tidal tails (see Johnston (1998) and Newberg (2016) for overview). These streams are approximately aligned with the orbit of their progenitor. Stars near the L1 and L2 Lagrange points are stripped from the progenitor and enter lower or higher energy orbits. The resulting differences in orbital frequency between stripped stars and the progenitor produce leading and trailing tails that grow longer with time. The shape of the host gravitational potential has a large impact on the shape and formation of stellar streams, making streams useful tracers to map the density of dark matter within the Milky Way (Erkal et al. 2017; Bonaca et al. 2020b).

Early studies on some of the first streams were able to use streams to place constraints on the mass and flattening of the dark matter halo (Law et al. 2005). Later studies, using improved photometric observations and simulations, improved constraints on the shape of the potential (Koposov et al. 2010; Deg & Widrow 2014) and our understanding of how streams and their orbits evolve in time (Sanders & Binney 2013; Hendel & Johnston 2015; Erkal et al. 2016). The sensitivity of stellar streams to the surrounding gravitational potential also makes streams useful in determining the mass and motion of other substructure within the Galaxy — e.g., dark matter subhaloes or the Large Magellanic Cloud (LMC). Interactions with smaller subhaloes disrupt a stream and produce over- or under-densities, broadening, or discontinuities in the stream track (Erkal et al. 2017; Bonaca et al. 2020b; Li et al. 2021). On the other hand, larger objects can significantly affect the Galactic potential and influence the orbits of multiple streams (Erkal et al. 2018, 2019).

The study of stellar streams began to take shape with the discovery of the Sagittarius (Sgr) dwarf galaxy by Ibata et al. (1994), who noted that Sgr was in the process of being tidally disrupted. Sgr provided some of the first observational data on tidal disruption and became a reference point for simulations of dwarf galaxies interacting with the Milky Way (Johnston et al. 1995). The field received a boost with the advent of large sky surveys such as the Sloan Digital Sky Survey (SDSS) in 1998 (York et al. 2000). By imaging thousands of square degrees, SDSS paved the way for identifying new streams and structures. Potential streams were slowly identified as the survey continued, with tails extending from Palomar 5 detected next (Odenkirchen et al. 2001) and additional streams such as GD-1 (Grillmair & Dionatos 2006b), Orphan-Chenab (OC) (Grillmair 2006; Shipp et al. 2018; Koposov et al. 2019), and others (Grillmair & Johnson 2006; Grillmair & Bonaca 2020; Grillmair et al. 2009) coming in the following years. More recent data releases from surveys such as the Dark Energy Survey (DES) have allowed rapid identification of large numbers of new streams at once (Shipp et al. 2018). With the arrival of the astrometric data from Gaia, it became possible to detect streams in...
phase-space (i.e. Malhan & Ibata (2018) with their streamfinder algorithm). Spectroscopy is also starting to become more widely used to identify specific stream members and better constrain the chemical abundances and stellar population of streams (Caldwell et al. 2020; Ji et al. 2020; Li et al. 2022, 2021).

Recent wide area surveys have resulted in a large number of new stellar streams being discovered. Prior work on these streams has primarily focused on one of two investigative paths. Discoveries, such as those reported by Koposov et al. (2014); Bernard et al. (2016); Shipp et al. (2018), often identify multiple new streams and provide some identifying information such as orbital pole location, physical characteristics such as length, width, and distance, and stellar population characteristics such as age and metallicity. By using a single procedure for identifying and measuring the streams, the quality of the results are consistent stream to stream and stream properties can be compared easily. Follow up studies, like Erkal et al. (2017); Li et al. (2018); Koposov et al. (2019); Li et al. (2021); Ferguson et al. (2022), usually focus on single streams to develop a more complete picture, such as the specific stream track, width and density variations, distance gradients, and evolution. However, these usually rely on an analysis tailored to the stream being studied, and specific methods can vary greatly between different papers.

In this paper we took a hybrid approach to study a group of stellar streams. We created a generalized model that we could fit to a variety of streams using a common methodology and minimal changes to the model. Our model uses cubic splines along the length of the stream for each parameter to still produce detailed density maps and identify characteristics such as stream tracks and distance gradients. We fit this model to thirteen streams that lie within DES, the Dark Energy Camera Legacy Survey (DECaLS), or the Panoramic Survey Telescope and Rapid Response System (Pan-STARRS). In addition to the stream parameters recovered by fitting our model, we also calculate the masses and luminosities of the streams.

We organize this paper in the following way. We describe the data we use from the surveys in Section 2. In Section 3 we construct our model for foreground and background stars. In Section 4 we describe our procedure for fitting key stream parameters using an approximate model of the streams. We use those parameters in Section 5, where we build a flexible and detailed model of the streams’ density distributions. We fit the model to each stream and follow up with calculating additional derived characteristics in Section 6. We present our results for each stream in Section 7. In Section 8 we discuss common features seen in multiple streams and connections between streams and intact globular clusters and dwarf galaxies, before concluding with Section 9.

2 DATASETS

This paper is based on the data from three large photometric surveys, Pan-STARRS, DES, and DECaLS (Chambers et al. 2016; Abbott et al. 2018; Dey et al. 2019). In this section we describe what data we selected from the surveys and the photometric systems we used. We use the source positions in addition to two photometric passbands from each survey. For all surveys we used the g passband and prioritized using the i passband as g−i colour has larger dynamic range for typical stellar populations. If the i band is not available for a given dataset, we instead use the r band for its improved depth compared to the z band.

For Pan-STARRS, we used Data Release 1 (DR1) from Pan-STARRS Telescope #1 (PS1) by Chambers et al. (2016). The database structure is detailed in Flewelling et al. (2020), and the data is accessible at the PS1 website. We used the PSF magnitudes from the StackObjectThin table, and created two columns ra and dec that merge the (rgizy)ra and (rgizy)dec columns respectively. We remove duplicates by checking (gi)infoflag3 to select objects in the primary stack. We enforce the condition

\[(gi)\text{infoflag3} & \text{panstarrs_dr1.detectionflags3('STACK\_PRIMARY')} > 0.\]

Additionally, we separate and select stars from galaxies using the PSF-Kron method outlined in the PS1 documentation:

\[(gi)\text{PSFMag} - (gi)\text{KronMag} < 0.05\]

We apply this cut in both the g and i magnitude bands. We select objects brighter than 22.25 mag in both bands to reduce galaxy contamination that occurs at fainter magnitudes.

For DES, we used the main table DR1\_MAIN from the Data Release 1 (DR1) (Abbott et al. 2018). We use the dereddened PSF magnitudes WAVG\_MAG\_PSF\_\((GRIZY)\)\_DERED (Schlegel et al. 1998) for each object. Well behaved objects are selected using FLAGS\_\((GI)\) < 4 (Abbott et al. 2018). In addition to only using objects brighter than 23.25 mag in both bands, we followed the procedure outlined by Koposov et al. (2015) for star-galaxy separation, requiring

\[|\text{SPREAD\_MODEL}| < 0.003 + \text{SPREADERR\_MODEL}\]

DECaLS is one of three surveys that are part of the DESI Legacy Imaging Surveys, using the Dark Energy Camera at Cerro Tololo Inter-American Observatory (Dey et al. 2019). We use the DECaLS data from Data Release 8 (DR8) of the DESI Legacy Imaging Surveys. We used sources brighter than 23.25 mag in both bands and objects with TYPE = ’PSF’ to select stars. We removed duplicates by using the brick\_primary flag and by using release 8000 (8001) for sources below (above) declination 32.375 due to their overlap. Sources near bright objects were removed using the brightblobs flag. DR8 contains the DECam flux values for each source, which are converted into magnitudes in their respective bands.

For each survey we also correct magnitudes for dust extinction. DES already contains dereddened magnitudes, so we use that data from the survey. For Pan-STARRS, we use the dust maps from Schlegel et al. (1998) to find E(B-V) along with A_g/E(B-V) = 3.172 and A_j/E(B-V) = 1.682 from Schlafly & Finkbeiner (2011) using R_v = 3.1. The DECaLS survey provides E(B-V) values from Schlegel et al. (1998) for its sources, and we use A_g/E(B-V) = 3.214 and A_j/E(B-V) = 2.165.

Three surveys that we analyse in this paper, DES, DECaLS, and Pan-STARRS overlap significantly in some areas, with most streams

1. https://panstarrs.stsci.edu/
2. https://outerspace.stsci.edu/display/PANSTARRS/\How+to+separate+stars+and+galaxies
3. DES Data Release 2 (DR2) is now available, but we use DR1 as it was the most recent release when developing our program.
4. DECaLS Data Release 9 (DR9) is now available, but we use DR8 as it was the most recent release when the majority of this study was conducted.
5. Column information is available at https://www.legacysurvey.org/dr8/catalogs/
6. See https://www.legacysurvey.org/dr8/catalogs/ #galactic-extinction-coefficients
covered by more than one survey footprint. We prioritize depth when deciding between datasets for the improved sensitivity to more distant streams in addition to the overall detection of more stream stars. Because we only reach a depth of 22.5 mag with Pan-STARRS, we only use it for Ophiuchus, which does not lie within the DES or DECaLS footprint. For the remaining streams we fit, we prioritize DECaLS since we can use both the g and i bands, while we would need to use g and r for DES.

We mask some sources within the surveys that would potentially interfere with our stream models. We manually masked small structures (< 2 degrees across) with high stellar densities using circular apertures. We use Harris (1996); McConnachie (2012) to verify these structures are known dwarf galaxies or globular clusters and are not part of a stream. We also mask up to 2 degrees from the edge of each survey to create a clearly defined boundary for the survey. This boundary also ensures the region has been completely observed and contains no holes.

3 BACKGROUND MODEL

In this paper, we construct stellar density models for each stellar stream. To do this, we first need to know the distribution of non-stream stars and create a corresponding background density model. We use this background model to describe large scale variations in background and foreground stars across the region in addition to their distribution in colour-magnitude (CMD) space. We construct our model in the coordinate frame of ψ1, ψ2 which will be a coordinate system usually broadly aligned with the stream, but maybe not exactly (thus we do not use commonly adopted φ1, φ2 notation). We assume the complete background model describing the distribution in position, colour (c), and magnitude (m), $P_{bg}(\psi_1, \psi_2, c, m)$, can be approximately factorized into a spatial ($P_{bg}(\psi_1, \psi_2)$) and CMD ($P_{bg}(c, m)$) distribution. We first construct a model for the spatial probability distribution $P_{bg}(\psi_1, \psi_2)$, following a similar method to that used by Erkal et al. (2017):

$$P_{bg}(\psi_1, \psi_2) = M_{\psi_{2min}}(\psi_1) + (\psi_2 - \psi_{2min})S(\psi_1) + (\psi_2 - \psi_{2min})^2 Q(\psi_1) \quad (4)$$

We use cubic splines for the average background (M) and background slope (S), and we add an additional quadratic term (Q). Next, we divide the colour-magnitude range into pixels (with the jth pixel centered at colour $c_j$ and magnitude $m_j$) to model the background CMD distribution as a discrete probability distribution of a star belonging to a certain CMD pixel, $P_{bg}(c_j, m_j)$. We use pixels 0.02 mag wide in colour and 0.1 mag wide in magnitude and limit the colour and magnitude range of our model to $0.1 \leq c - i \leq 0.9$ and $17.5 \leq i \leq 22.5$ for Pan-STARRS, $0.1 \leq c - i \leq 0.9$ and $17.5 \leq i \leq 23.5$ for DES, and $-0.1 \leq c - r \leq 0.9$ and $17.5 \leq r \leq 22.5$ for DECaLS. We construct $P_{bg}(c_j, m_j)$ directly from the data, grouping the background stars into their respective pixels in the colour-magnitude range. We normalise the resulting histogram to produce $P_{bg}(c_j, m_j)$. Finally, we construct the complete background model $P_{bg}(\psi_1, \psi_2, c, m) = P_{bg}(\psi_1, \psi_2)P_{bg}(c, m)$.

4 INITIAL STREAM FITTING

In this section we describe our initial procedure that we use for all the streams to fit key parameters needed for the more detailed spline model described in Section 5. For each stream we select stars from their corresponding dataset following Section 2. We used the most recent literature available on each stream at the time they were fit to identify the largest spatial extent a stream potentially spans. We limit the spatial range of the selected stars to an area centered on the stream and that is approximately 2 to 3 times larger than that area occupied by the stream. The majority of streams use RA and Dec as $\psi_1$ and $\psi_2$, while for GD-1, Helum, and Palomar 5 we use the stream aligned coordinate systems defined by Kroupa et al. (2010); Bonaca et al. (2019b); Erkal et al. (2017), respectively.

4.1 Simulated Stream Colour-Magnitude Diagrams

The stream models that we describe in this paper rely on constructing the probability distribution of stream stars in both position and colour-magnitude space. We start by describing how we construct a simulated colour-magnitude distribution ($P_{sim}(c_j, m_j|age, [Fe/H], D)$) for a given age, metallicity ([Fe/H]), and distance modulus (D). First, for a given age and metallicity, we create a mock stellar population by sampling the initial mass function (IMF) using the log-normal IMF by Chabrier (2001) for $M \leq 1M_\odot$ and the IMF by Salpeter (1955) for $M > 1M_\odot$. We use 0.09$M_\odot$ as our lower mass limit when sampling the IMF, within the 0.07 – 0.09$M_\odot$ range for the minimum hydrogen burning mass (Burrows et al. 2001; Dieterich et al. 2018). We then transform the sampled masses from the IMF into magnitudes for each filter using PARSEC isochrones (Bressan et al. 2012). We use this mock stellar population to construct $P_{sim}(c_j, m_j|age, [Fe/H], D)$ by taking a mock observation at a given distance modulus. To make this mock observation, we calculate the apparent magnitudes of stars and add to it Gaussian noise with zero mean and standard deviation $\sigma_P$ to mimic observational and systematic errors. For a given dataset/survey (DS) and passband (B), $\sigma_P(m_{DS,B}) = \sigma_{DS,B}(m) + S_{DS}$ where $\sigma_{DS,B}(m)$ is the approximate systematic error associated with the dataset.

We calculate the function $O_{DS,B}(m)$ by sampling stars from a 10 degree by 10 degree reference region of each dataset. We selected regions away from the edges of the datasets or the galactic plane, and that contained a large number of stars for our entire magnitude range. Because DES and DECaLS use a shared photometric system, we use a single reference region from DES for both of them. We divide the stars in this region into magnitude bins and compute the median photometric error, linearly interpolating between the center of each bin to create $O_{DS,B}(m)$. We use bins 0.25 mag wide for DES and DECaLS and 0.5 mag wide for Pan-STARRS.

We set $S_{DS}$ for each dataset based on a conservative estimate for the systematic error across the whole survey footprint. We set $S_{DS}$ to 0.01 mag for Pan-STARRS (Schlafly et al. 2012), 0.01 mag for DECaLS (Dey et al. 2019), and 0.02 mag for DES (Burke et al. 2018). We plot sample $\sigma_P$ curves for the g and i bands from DES in Figure 1.

After making mock observations of colours and magnitudes as described above, we then group the simulated stars using the same colour-magnitude pixels as Section 3 (Figure 2) and similarly normalise to produce $P_{sim}(c_j, m_j|age, [Fe/H], D)$. We calculate $P_{sim}(c_j, m_j|age, [Fe/H], D)$ on a grid of ages, metallicities [Fe/H], and distance moduli and save it to avoid computationally expensive recalculations. We use a $log_{10}(age)$ range from 8.0 to 10.1 in steps of 0.05, a [Fe/H] range of $-2.1$ to 0.4 in steps of 0.1 dex, and steps of 0.02 mag in distance modulus.
By using different selections when fitting the spatial and CMD background, we make sure that $P_{bg}(\psi_1, \psi_2)$ when extrapolating across the “on stream” area while also making sure that $P_{bg}(c, m)$ contains only background stars. We can then calculate $CMD_E(c, m)$ for a given number of stream stars within the on stream region (A), age, [Fe/H], and distance modulus: $CMD_E(c_j, m_j|A, \text{age}, [\text{Fe/H}], D) = AP_{sim}(c_j, m_j|\text{age}, [\text{Fe/H}], D) + B_{>2.5\sigma}P_{bg}(c_j, m_j)\int_{<1.5\sigma}P_{bg}(\psi_1, \psi_2)\int_{>2.5\sigma}P_{bg}(\psi_1, \psi_2) \tag{5}$

using $P_{sim}(c_j, m_j|\text{age}, [\text{Fe/H}], D)$ from Section 4.1, $P_{bg}(c_j, m_j)$, and the actual number of background stars in the background section ($B_{>2.5\sigma}$) scaled using $P_{bg}(\psi_1, \psi_2)$ across the background and on stream areas.

We then used the stars within the on stream area to create $CMD_O(c_j, m_j)$, the actual number of observed stars within each colour-magnitude pixel. For a given A, age, [Fe/H], and D, we can compare the estimated number of stars within a pixel to the observed number and calculate the log likelihood using Poisson statistics:

$$\log L(c_j, m_j) = \log \left( \frac{CMD_E(c_j, m_j)CMD_O(c_j, m_j)e^{-CMD_E(c_j, m_j)}}{CMD_O(c_j, m_j)!} \right) \approx CMD_O(c_j, m_j)\log \{CMD_E(c_j, m_j)\} - CMD_E(c_j, m_j) \tag{6}$$

We can then sum over all CMD pixels to find the total log likelihood for that model. Because $P_{sim}(c_j, m_j|\text{age}, [\text{Fe/H}], D)$ uses a grid of age, [Fe/H], and distance moduli, we identify the nearest 8 grid points and use multivariate linear interpolation on their total log likelihood to calculate intermediate values. To find the maximum likelihood model over A, age, [Fe/H], and D, we first use the dynamic nested sampling (Higson et al. 2019) package Dynesty (Skilling 2004, 2006; Feroz et al. 2009; Speagle 2020) due to the multi-modal nature of that grid and multiple local minima possible. We then use the Nelder-Mead algorithm to narrow down to the individual grid point with the maximum log likelihood.

It should be noted that this method underestimates the age and overestimates the metallicity and distance modulus of the stream. All the fitted streams lie near maximum age and minimum metallicity of our simulated CMD’s, resulting in truncated posterior distributions after sampling and shifting the median values lower and higher, respectively. This is most pronounced with metallicity due to its large relative uncertainties (often greater than 0.5 dex). Due to the degeneracy between age, metallicity, and distance modulus (Gallart et al. 2005; Valls-Gabaud, D. 2014; Howes et al. 2019), there will be a small increase in fit distance modulus values as well.

### 4.3 Ideal Stream Matched Filter

With values for age, metallicity, and distance to the stream, we then construct a matched filter to select stream stars. Specifically, we want a colour-magnitude selection that preferentially selects stars that are members of the stream while excluding background stars. This matched filter can be constructed by assigning weights based on the colour-magnitude of the star (Rockosi et al. 2002) or by constructing an optimal mask in CMD space (Erkal et al. 2017). Here we adopt the second approach, selecting which colour-magnitude pixels to mask and exclude stars within them. We construct the mask for each stream in the following way. Using $CMD_E$, the expected observed CMD from the previous section, and $CMD_{str} = AP_{sim}(c_j, m_j|\text{age}, [\text{Fe/H}], D)$, the stream stars component of $CMD_E$, we look at the ratio $R = CMD_{str}/CMD_E$ for each CMD pixel and include pixels with a ratio larger than some
threshold value, \( T \), while masking the rest. For each threshold value, we can calculate the expected signal-to-noise ratio:

\[
S/N = \left( \sum_{R \geq T} CMD_{str} \right) \sqrt{\sum_{R \geq T} CMD_{E}}
\]  

(7)

We use the threshold value that maximizes the \( S/N \) ratio to create the matched filter.

### 4.4 Spatial Fitting

To provide a starting point for a more detailed model that we will introduce later, we use a simple stream model where it can be approximated by a great circle with the pole at \( \mathbf{C} = (C_\phi_1, C_\phi_2) \) and a Gaussian cross-section with a constant width \( \sigma \):

\[
P_{str}(\phi_1, \phi_2|\mathbf{C}, \sigma) = A e^{(-1/2)\arcsin^2(C_\phi)}
\]

(8)

where \( A \) is a normalising constant. We combine \( P_{str}(\phi_1, \phi_2|\mathbf{C}, \sigma) \) with the background spatial model to produce a model of all stars in the region:

\[
P(\phi_1, \phi_2|\mathbf{C}, \sigma, \alpha) = \alpha P_{str}(\phi_1, \phi_2|\mathbf{C}, \sigma) + (1 - \alpha) P_{bg}(\phi_1, \phi_2)
\]

(9)

where \( \alpha \) is the fraction of stars located within the region that belong to the stream.

To fit our model to the stream, we only select stars that are within our matched filter from Section 4.3. We fit the background model, Equation 4, to the stars outside \( > 1.5\sigma \) from the starting stream track. We use the Nelder-Mead algorithm to find the best fit values of the stream pole \( \mathbf{C} \), width \( \sigma \), and \( \alpha \).

After we fit the pole and width of the stream once, we repeat the CMD fit from Section 4.2 using best fit pole and width as the new inputs. Repeating with these new values allows us to improve the CMD fit with the updated stream position. Similarly, after the improved CMD fit, we calculate the corresponding matched filter and repeat the spatial fit with this new matched filter. Because not all streams might not have the same quality of initial input values, repeating each of the CMD and spatial fits once helps to provide a better starting point for the cubic spline model described in later sections.

### 4.5 Stream Aligned Coordinate System

While we have been modeling the majority of streams using RA and Dec for the initial parameter fitting, it is often more convenient to model a stream in a coordinate system aligned with the stream’s track. Therefore, we define a new coordinate system for each stream that is aligned with it, using the new coordinates \( \phi_1 \) and \( \phi_2 \) for the longitude and latitude coordinates respectively. For most streams, we use the great circle from the pole of the spatial model as the stream track, and rotate so that the \( \phi_1 \) axis is aligned with it. However, in addition to using the previously mentioned rotation matrices for GD-1, Jhelum, and Palomar 5, we use the rotation matrix from Li et al. (2021) for the ATLAS half of the AAU stream. This allows a better comparison between our results and other papers that also use those rotation matrices. We include the rotation matrices from RA and Dec to \( \phi_1 \) and \( \phi_2 \) for all streams in Appendix A.

### 5 FITTING THE CUBIC SPLINE MODEL

The stream models described in Sections 4.2 and 4.4 were useful to fit several stream parameters, but they used limited slices of the available data on a stream and were limited in complexity. In order to create more complete stream models, we adapt the flexible model that Erkal et al. (2017) used to fit the spatial distribution of Palomar 5’s tidal tails, into a more general model that can fit any stream using positional and colour-magnitude data. We describe our specific model in Subsection 5.1.

We take advantage of the initial stream fits described in Section 4 in two ways during this stage. First, we fix the values for age and metallicity of the stream using the best-fit results from Section 4.2. We assume a given stellar stream originated from a single progenitor and therefore has a consistent age and metallicity through its stellar population. By only fitting the distance modulus to the stream, we also avoid the age-metallicity-distance degeneracy (Gallart et al. 2005; Valls-Gabaud, D. 2014; Howes et al. 2019) that would otherwise interfere with the fit. This allows us to model the distance modulus as a function along the length of the stream and detect distance gradients. Second, as in our preliminary spatial fit, we use stars within our matched filter CMD mask to remove excess background stars and improve the stream contrast.

We remark that while we assume that the background model \( P_{bg}(\phi_1, \phi_2, \epsilon, m_j) \) can be factorized as a product of the spatial and colour-magnitude distributions, in reality this may not be the case. Large background or foreground structures, such as the Sagittarius stream, may result in the background CMD distribution changing depending on sky position thus breaking the factorization assumption. By using stars within the matched filter mask the impact of this effect is reduced. We make a filter similar to Section 4.4, modifying it slightly to account for a possible distance gradient along the stream.

We first make a matched filter following the procedure described in Section 4.3. We then increase the extent of the matched filter in magnitude by expanding it by \( z_{max}(0.5 + 0.01L, 0.5) \) mag above and below the filter, where \( L \) is the length of the region in \( \phi_1 \) in degrees. By expanding the region, we ensure that the even if the stream has a distance gradient the stars from the stream will still be included in the fit.

### 5.1 Cubic Spline Stream Model

In this section, we describe how we expand the stream model from Erkal et al. (2017) to include colour-magnitude data on each star and fit the distance modulus gradient of the stream. Similar to their model, we model the \( \phi_2 \) position (POS\( \phi_2 \)), width (\( \sigma \), the standard deviation of the Gaussian), and linear density (I) as functions of \( \phi_1 \) using cubic splines and use them to construct the spatial model of the stream:

\[
P_{\text{spatial}}(\phi_1, \phi_2|\text{POS}\phi_2, \sigma, I) = A I(\phi_1) \frac{1}{\sqrt{2\pi\sigma(\phi_1)}} e^{-\frac{1}{2\sigma(\phi_1)^2}(\text{POS}\phi_2(\phi_1) - \phi_2)^2}
\]

(10)

with normalisation constant \( A \). To calculate \( A \), we approximate the integral of Equation 10 by sampling the region with HEALPix\(^7\) pixels using the healpy package (Görski et al. 2005; Zonca et al. 2019). We increase NSIDE automatically to ensure that the pixel

\(^7\) https://healpix.sourceforge.io/
separation is always smaller than 1.5 times minimum stream width, but cap NSIDE to 4096 for computational reasons. We include colour-magnitude data in our model by incorporating the simulated stream probability distributions in colour and magnitude from Section 4.1 to create a complete model of the stream in the position, colour, magnitude space:

$$P_{str}(\phi_1, \phi_2, c, m | Pos_{\phi_2}, \sigma, I, D) = P_{\text{spatial}}(\phi_1, \phi_2 | Pos_{\phi_2}, \sigma, I) P_{\text{sim}}(c, m, \phi_1 | \text{age}, [Fe/H], D)$$

We include an additional cubic spline for the distance modulus along the length of the stream ($D(\phi_1)$). Because $D(\phi_1)$ is continuous and we generate $P_{\text{sim}}$ using a grid of distance moduli, we linearly interpolate the individual pixel values for intermediate distance modulus values. We fix the age and metallicity of the stream to the nearest grid values using the results from Section 4.2. For simplicity, we continue to use the Chabrier (2001) log-normal IMF and Salpeter (1955) IMF from Section 4.1 for $P_{\text{sim}}$. This could affect our ability to trace the stream and the density measurement if there is significant mass segregation, since we expect that low mass stars are stripped first from progenitors, causing a changing mass function along the length of the stream (Balbinot & Gieles 2018). With age and metallicity fixed, fitting the distance modulus depends primarily on detecting the main sequence and would be independent of the IMF used. Finally, we create a complete model of all stars by adding the background model to our stream model:

$$P(\phi_1, \phi_2, c, m | \alpha, I, Pos_{\phi_2}, \sigma, D) = \alpha P_{str}(\phi_1, \phi_2, c, m | Pos_{\phi_2}, \sigma, I, D) + (1 - \alpha) P_{bg}(\phi_1, \phi_2, c, m)$$

(12)

using an additional fitted parameter $\alpha$ that describes the fraction of stream stars among all stars.

5.3 Initial Spline Node Placement

As our model (Eqn. 12) is based on cubic splines whose complexity depends on the number of knots/nodes, we need to set the initial number and location of nodes for the four splines. We base the starting number of spline nodes on the expected complexity of each spline. Small scale structure is possible and evident in many streams, as seen in Balbinot et al. (2016); Erkal et al. (2017); Bonaca et al. (2019b); De Boer et al. (2020); Li et al. (2021), resulting in "clumpiness" and significant changes in stellar density across short distances. To better capture this structure, the density spline is initialized with nodes placed every 1.5 degrees to avoid smoothing over these structures, with at least 7 and up to a maximum of 16 total nodes at the start. We expect distance modulus, $\phi_2$ position, and width of the stream to vary much more smoothly comparatively. We start with 3 total nodes for distance modulus, and nodes spaced every 10 (15) degrees for $\phi_2$ ($\sigma$) with at least 5 and up to 12 total nodes for both $\phi_2$ and $\sigma$.

5.4 Setting the Starting Parameter Values

Once we set the number and location of the spline nodes, we need to determine their starting values before we begin adding or removing nodes. We set these values in two steps. First, we set the starting values of the nodes based on the results from Section 4. We start with a constant density, width, and distance modulus along the length of the stream, with the density values normalised to 1 and the width and distance modulus set to their final values from Section 4. Because the coordinate system is aligned with the stream from Section 4.5, we initially set $\phi_2 = 0$ for all position nodes. To reduce computing time, we check by eye if the stream tracks have any noticeable curvature that results in $|\phi_2| > 0.5$. We then adjust the starting position of the $\phi_2$ nodes so they are within 0.5 degrees of the apparent stream track to avoid starting the search in an area the stream is unlikely to pass through.

From these initial values, we then want to find the best fit values for this number of nodes so we can compare that best fit model to models with different placements of nodes. To do this, we initially fit our starting model using MCMC following the procedure set out in Section 5.2 but halving the number of iterations after the burn-in to 2500 to decrease computing time. Because we use the median value from the MCMC samples, we then use the Nelder-Mead algorithm to find the maximum likelihood model before adding or removing spline nodes. Only $Pos_{\phi_2}$, $I$, and $\alpha$ are fit at this time, with the width and distance modulus splines fixed at their initial values. This focuses the fit on identifying the position and density distribution of the stream first and prevents the model from attempting to fit the background if the starting position and density are too far off their true values, such as with very curved or very clumpy streams.

5.5 Spline Node Addition/Removal

By using cubic splines to model the stream, we can change the complexity of the underlying model to create a more robust program capable of fitting different streams with minimal changes. Similar to Erkal et al. (2017), we use the Akaike Information Criteria (‘AIC’; Akaike 1974) to compare models with different sets of spline nodes. For a given set of nodes, we calculate the corresponding maximum likelihood model using Nelder-Mead. We can then calculate the AIC value:

$$AIC = 2k - 2\log L_{total}$$

(13)
for that model using the number of free parameters (k) and the total log likelihood of the model from Section 5.2 \((\log L_{\text{total}})\). When comparing two models we select the one with the lower AIC value.

We add or remove nodes from a spline one at a time and check multiple positions to determine the best location. When adding a node, we test placing the new node between pairs of existing nodes at 25%, 50%, and 75%. When removing nodes, we remove only non-endpoint nodes. We calculate the AIC value for each test addition or removal, selecting the model with the lowest value.

Because computational complexity scales rapidly with number of total nodes and the density spline contains the most initial nodes, we first remove nodes from the density spline until the AIC value can no longer be improved. We then cycle through the distance modulus, density, \(P_{\text{os} \phi_n}\), and \(\sigma\) splines, attempting to add one node to a spline before proceeding to the next. We continue to cycle through the four splines until we cannot decrease the AIC value through the addition of any further nodes. Finally, we repeat the cycle, this time attempting to remove a node from each spline. With the optimized set of nodes and corresponding maximum likelihood model, we refit the model using MCMC to sample the posterior and determine confidence intervals.

5.6 Model Constraints

When fitting a stream, we set upper and lower bounds for the parameters based on the following reasons:

- The distance modulus spline \(D(\phi_1)\) is limited to \(\pm \text{max}(0.3 + 0.01L, 0.75)\) from the starting distance modulus spline value. This is based on the extended matched filter range described at the start of Section 5 and ensures the majority of \(P_{\text{sim}}(c, m, \text{age}, [Fe/H], D)\) will fall within the matched filter. Limiting the minimum and maximum distance modulus will also effectively limit the possible distance modulus gradient across the stream.
- We ensure the stream density \(I(\phi_1)\) is positive. \(P_{\text{os} \phi_n}(\phi_1)\) is constrained such that it remains between the minimum \(\phi_2 (\phi_{2, \text{min}})\) and maximum \(\phi_2 (\phi_{2, \text{max}})\) of the region, since we assume the stream is fully contained within our defined region.
- We limit \(\sigma(\phi_1)\) such that it falls between 0.0143 \(\leq \sigma(\phi_1) \leq 0.25(\phi_{2, \text{max}} - \phi_{2, \text{min}})\) degrees, where \(\phi_2\) is also given in degrees. The lower bound is due to integration resolution limits when normalising \(P_{\text{str}}(\phi_1, \phi_2)\). Similarly to \(P_{\text{os} \phi_n}(\phi_1)\), we set the upper bound based on the assumption that the stream is fully contained within the region.

6 ANALYSIS

In addition to the model of the stream, we also compute several additional position characteristics for each stream that we describe in Section 6.1. We also estimate the total stellar mass and luminosity of the stream according to Section 6.2, using the distance to the stream and fraction of its stellar population we can observe. Unless otherwise stated, we use the MCMC samples directly to calculate the median value and 16th and 84th percentiles for these derived values.

6.1 Stream Position Characteristics

For comparison to other similar studies, we calculate an orbital pole \((n_\phi)\) using the stream track. This provides a point of reference for each stream to quickly identify a stream’s position and orientation. Using 201 equally spaced points along the stream track \((r_1 = <\phi_1,i>, P_{\text{os} \phi_n}(\phi_1,i))\), we can approximate the total deviation 

\[ \sum_{i=1}^{201} \arcsin(n_\phi \cdot r_1) \]

between the great circle orbit defined by \(n_\phi\) and the stream track. We use the Nelder-Mead algorithm to minimize this deviation and find the best fit for \(n_\phi\). We can then convert \(n_\phi\) from \(\phi_1\) and \(\phi_2\) to RA and Dec using the rotation matrix for that stream.

We also calculate an average width in pc and total length in kpc for each stream. We first convert the width spline from angular units to physical units using the distance modulus spline. We then select the longest, unbroken segment of the stream and calculate the average width of that segment. Because we are calculating the average width along a specific segment, we only use the best fit model and do not calculate confidence intervals with the MCMC samples. We calculate the length of the stream in kpc by identifying the two endpoints of the stream track and integrating the path in 3d space, using the distance modulus spline to determine the radial distance.

6.2 Stellar Mass and Luminosity Estimates

We estimate the total stellar mass \((M)\) and total luminosity \((L)\) for each stream by essentially reversing the steps from Section 4.1. We first generate a new simulated stellar population following the same method as Section 4.1, using the best fit age and metallicity values from our initial parameter fits. Using this population we can calculate the average stellar mass \((M_{\text{ave}})\) and luminosity \((L_{\text{ave}})\) of the stream stars. We then divide the stream into 100 segments in \(\phi_1\), and calculate the fraction of the simulated population that falls within our matched filter \((f_{\text{match}})\) if that population was at the distance modulus of each segment. We can then calculate \(M\) and \(L\) for each segment:

\[ M = \frac{M_{\text{ave}} N_{\text{tot}} I_{\text{seg}}}{f_{\text{match}}} \]  
\[ L = \frac{L_{\text{ave}} N_{\text{tot}} I_{\text{seg}}}{f_{\text{match}}} \]

for a segment using the total number of stars after our matched filter \((N_{\text{tot}})\), normalized linear density of the segment \((I_{\text{seg}})\), and \(\alpha\) from our cubic spline model. Finally, we add the mass and luminosity of each segment to find the total stellar mass and luminosity of the stream.

We determine uncertainties using the uncertainties in \(\alpha\) from our sampling of the posterior. Overall, our method will tend towards underestimating the total stellar mass and luminosity, primarily due to stream visibility, limitations of the mass function we used, and the effect of unresolved binaries. We often cannot see the full extent of a given stream, whether due to limitations of a survey’s footprint, low surface brightness of some parts of the stream, or large gaps isolating parts of the same stream (such as Atlas and Aliqa Uma before they were determined to be the same stream). This will naturally decrease the calculated mass and luminosity since we would only fit a fraction of the stream. Additionally, to simplify our model, we assume the mass function along the length of the stream remains constant. However, low mass stars are typically stripped first, producing a changing mass function along the length of the stream as the stream forms (Balbinot & Gieles 2018). We will therefore underestimate the number of undetected low mass stars and overestimate \(f_{\text{match}}\), underestimating the total mass and luminosity. Our selection of IMF (Section 4.1) will also have a slight effect on our results, but we found for most alternative IMF selections the calculated mass and luminosity differed by less than 0.5% compared to using just the log-normal IMF or exponential IMF by Chabrier (2001), and less
than 2% compared to the two-part power law IMF by Kroupa (2001); Kroupa et al. (2013). We also do not account for unresolved binaries in our model, which produce brighter sequences parallel to the main sequence. In the case of equal mass binaries, this can increase the apparent magnitude by 0.75 mag (Li et al. 2020), potentially pushing some binaries outside our matched filter and causing us to further underestimate the total stellar mass and luminosity.

7 RESULTS

In this section we describe in detail the results of applying the modeling procedure described in previous section to thirteen stellar streams from three surveys. We fit each stream using only one dataset, following the procedure set out in Section 2. The resulting node positions and values for all the cubic splines are given in Table B1. We report overall stream characteristics in Table 1, including the calculated stream position characteristics from Section 6.1 and stellar population information from the initial fits and Section 6.2. We then discuss the results for each stream in depth in their respective subsections.

7.1 Streams in DES

7.1.1 Aliqa Uma Stream

Aliqa Uma is a narrow stream discovered photometrically by Shipp et al. (2018) and later found to be an extension of the ATLAS stream by Li et al. (2021) using additional spectroscopic observations. While ATLAS and Aliqa Uma have similar radial velocities and proper motions, there is a distinct “kink” in their stream tracks separating them. Because of this, we chose to fit ATLAS and Aliqa Uma separately. The results of our stream analysis of Aliqa Uma are shown in Figures 3 and 4. We focus on a roughly 10 degree segment of the stream, truncating our fit near its overlap with ATLAS to avoid interference. We also mask the slight overlap with ATLAS near \((\phi_1, \phi_2) = (2, -2)\), in addition to Fornax dwarf galaxy near \((\phi_1, \phi_2) = (-3, 3)\). Within this region, we fit a total length of 9.4 degrees (5.6 kpc), with an average width of the primary segment from \(\phi_1 = -1.5\) to 2.5 of 0.43 degrees (210 pc). Figure 3 shows our best fit model for the stream, where we see a modest distance modulus gradient of \(-0.016^{+0.012}_{-0.013}\) mag deg\(^{-1}\). There is a notable over-density at \(\phi_1 = -2.8\) followed by a large gap in the stream from \(\phi_1 = -3.8\) to -5.8. We see a small extension to the stream at \(\phi_1 = -6.6\). Despite the 2 degrees of separation from the main body of the stream, we are confident in this detection due to its alignment with the track of the main segment and its distance modulus.

Because of the lack of stream stars in the large gap, we see an artifact of our fitting process at that location as we lose the stream temporarily. Figure 5 highlights this effect when we compare our model to the fit done by Li et al. (2021) (using their coordinate system, \(\phi_{1, Li}\) and \(\phi_{2, Li}\)). The two models are similar, with both stream tracks aligned and a slightly larger width for our model but consistent with their results. However, we see a clear deviation at \(\phi_{1, Li} = -19\) at the location of the gap. When the stream density drops near zero, the background begins to bias the model and we see the width of the model increase and the stream track appear to curve down.

7.1.2 ATLAS Stream

The ATLAS stream is a thin stellar stream first discovered in the ATLAS survey by Koposov et al. (2014). Follow-up measurements were done by Shipp et al. (2018) using DES, and Li et al. (2021) later linked ATLAS to Aliqa Uma using spectroscopy from the S5 survey. The results of our stream analysis are shown in Figures 6 and 7. We take a similar approach with ATLAS as we did with Aliqa Uma; this time we mask Aliqa Uma in the upper left of Figure 7 to avoid interference. On the upper right side we encounter the edge of the DES dataset. We fit a total length of 18 degrees (10 kpc) with an average width of 0.16 degrees (59 pc), although the stream continues past the edge of the dataset. There is a notable distance modulus gradient along the length of ATLAS that averages \(-0.036^{+0.003}_{-0.003}\) mag deg\(^{-1}\) of \(-0.38^{+0.03}_{-0.03}\) kpc deg\(^{-1}\). This value is in the middle of the range of gradients seen by Li et al. (2021). Their measurements using spectroscopically confirmed BHB stars showed the distance gradient change slightly along the length of the stream, with a best fit distance gradient of \(-0.20\) kpc deg\(^{-1}\) at \(\phi_1 = 7\) and \(-0.43\) kpc deg\(^{-1}\) at \(\phi_1 = -10\). We note two large over-densities at \(\phi_1 = -6.0\) and -4.6 with a pronounced gap separating them that contains almost no stream stars (Figure 6). We detect part of a third over-density around \(\phi_1 = 7\) that appears to continue past the edge of the dataset. The segment of the stream from \(\phi_1 = -4\) to \(\phi_1 = 5\) has a lower stellar density, with a slight increase in density at \(\phi_1 = 0\) and slight broadening of the stream over that area.

Our density, width, and stream track are in general agreement with the model from Li et al. (2021). There are three main differences between our models, primarily arising due to differences in how they are designed. We focused primarily on detailed linear density fitting, with a sufficiently robust model to fit the track, width, and distance modulus with minimal overfitting. As a result, we were able to resolve the single over-density near \(\phi_1 = -5\) in Li et al. (2021) into the two
previously mentioned over-densities at $\phi_1 = -6.0$ and $-4.6$. However, as shown in Figure 8, we over-smoothed the width of the stream and do not detect the wiggle broadening that Li et al. (2021) finds at $\phi_1 = 2.5$. Our model also begins to extrapolate the width increase seen at $\phi_1 = -10$ as we reach the end of the stream. Otherwise our stream and width track agrees with the measurements by Li et al. (2021). We also observe similar over-densities as they do at $\phi_1 = 0.5$ and $\phi_1 = 7$.

### 7.1.3 Chenab Stream

Chenab is a fainter stellar stream and part of the group of streams first discovered by Shipp et al. (2018). Since its discovery, it has been identified as an extension to the Orphan stream by Koposov et al. (2019). The results of our stream analysis are shown in Figures 9 and 10. When analysing the stream we masked the nearby Grus II dwarf galaxy at $(\phi_1, \phi_2) = (6, -1)$ (Drlica-Wagner et al. 2015). Additionally, limited survey coverage near the stream is evident in three areas: near the center of the stream at $(\phi_1, \phi_2) = (1.5, -1)$ and in the upper left and upper right of Figure 10. The stream extends past the edge of the dataset on both sides, with the visible portion of the stream spanning 25 degrees (24 kpc) with an average width of 0.7 degrees (400 pc). For $\phi_1 < 0$ there is minimal change in distance modulus while for $\phi_1 > 0$ we see a significant gradient of $0.069^{+0.010}_{-0.010}$ mag deg$^{-1}$. The gap in DES data at $\phi_1 = 1.5$ limits our analysis of the density profile of the stream as the stream track passes directly over it. However, away from the gap in the footprint, we see comparable peak surface densities in Figure 9 for $\phi_1 < -2$ and $\phi_1 > 4$ suggesting a fairly uniform density along the length of the stream with some possible under-densities at $\phi_1 = -9$ and $\phi_1 = 8$.

### 7.1.4 Elqui Stream

The most distant stream discovered by Shipp et al. (2018) at 50.1 kpc, Elqui is probably near the edge of what can be detected with DES. The results of our stream analysis are shown in Figures 11 and 12. We mask NGC 300 and Sculptor at $(\phi_1, \phi_2) = (-4, -0.5)$ and $(-7, 3)$ respectively. We found the stream to be 14 degrees (19 kpc) long with an average width of 0.6 degrees (550 pc), and see the same curvature in the stream track past $\phi_1 < -4$ as Shipp et al. (2018) (Figure 11). We also see a significant distance modulus gradient of $0.038^{+0.004}_{-0.012}$ mag deg$^{-1}$. The large peak in density and narrow width at $\phi_1 = 1$ compared to the rest of the stream suggests a possible location of the progenitor. We see similar behavior with the Tucana III and Palomar 5 streams, where the stream begins to narrow near the progenitor. However, we do not see a discontinuity in the stream track at $\phi_1 = 1$ which we might expect at a progenitor, such as the one that occurs for Pal 5.

### 7.1.5 Indus Stream

Indus is another stellar stream first identified by Shipp et al. (2018), located near Tucana III dwarf galaxy and Jhelum stream. The results of our stream analysis are shown in Figures 13 and 14. At the bottom right of Figure 14 is the edge of the DES footprint and contains no data, with an additional hole in the DES data located in the top left at $(\phi_1, \phi_2) = (-11, 4)$. Because of the edge of the dataset, we are only able to see a segment of the stream 18.5 degrees (5.6 kpc) long with an average width of 1.0 degrees (260 pc). We see a linear stream track with a slight distance modulus gradient, averaging $-0.020^{+0.002}_{-0.002}$ mag deg$^{-1}$ along its length (Figure 13). While limited by the edge of the footprint, we are able to still identify some notable features in the stream. There is a primary group of stars from $\phi_1 = -2$ to 3, with lower density tails on either side stretching from $\phi_1 = -6$ to $-2$ and

### Table 1.

| Stream            | log10(Age/Gyr) | [Fe/H] | $\alpha_{pole}$ (deg) | $\delta_{pole}$ (deg) | Total Luminosity ($L_\odot$) | Stellar Mass ($M_\odot$) | Length (kpc) | Width (pc) |
|-------------------|----------------|--------|------------------------|------------------------|-------------------------------|--------------------------|--------------|-----------|
| DES               |                |        |                        |                        |                               |                          |              |           |
| Aliqa Uma         | 10.00          | -1.1   | 93.3                   | 37.5                   | $4000^{+1440}_{-1270}$       | $5240^{+580}_{-370}$     | 5.6          | 210       |
| ATLAS             | 10.05          | -1.5   | 76.2                   | 47.4                   | $4950^{+270}_{-230}$         | $6200^{+330}_{-280}$     | 10           | 59        |
| Chenab            | 10.05          | -1.2   | 254.0                  | 13.2                   | $15300^{+1200}_{-1500}$      | $20000^{+1600}_{-1500}$  | 24           | 400       |
| Elqui             | 10.10          | -1.8   | 64.4                   | 37.7                   | $19800^{+1800}_{-1900}$      | $24100^{+2200}_{-1900}$  | 19           | 550       |
| Indus             | 10.00          | -1.1   | 24.9                   | 21.5                   | $13120^{+420}_{-260}$        | $17200^{+810}_{-260}$    | 5.6          | 260       |
| Jhelum            | 9.95           | -0.9   | 2.6                    | 38.0                   | $8250^{+340}_{-260}$         | $1110^{+570}_{-260}$     | 5.3          | 240       |
| Phoenix           | 10.05          | -1.4   | 310.6                  | 13.7                   | $2750^{+210}_{-210}$         | $3490^{+290}_{-210}$     | 7.4          | 41        |
| Tucana III        | 10.05          | -1.5   | 353.4                  | 30.3                   | $3340^{+260}_{-260}$         | $4190^{+250}_{-190}$     | 5.3          | 70        |
| Turranburra       | 10.10          | -1.6   | 129.9                  | 48.4                   | $4280^{+410}_{-260}$         | $5340^{+350}_{-250}$     | 8.2          | 250       |
| Willka Yaku       | 10.00          | -0.8   | 318.1                  | 6.0                    | $2600^{+240}_{-230}$         | $2760^{+330}_{-310}$     | 8.3          | 83        |
| DECaLS            |                |        |                        |                        |                               |                          |              |           |
| GD 1              | 10.05          | -1.2   | 34.0                   | 30.4                   | $3450^{+230}_{-230}$         | $4510^{+320}_{-300}$     | 11           | 30        |
| Pal 5 Leading     | 10.05          | -1.1   | 139.1                  | 43.3                   | $4490^{+340}_{-340}$         | $5950^{+450}_{-460}$     | 3.9          | 38        |
| Pal 5 Trailing    | 10.05          | -1.1   | 137.8                  | 63.6                   | $9170^{+340}_{-320}$         | $12150^{+450}_{-430}$    | 9.4          | 45        |
| Triangulum        | 10.05          | -1.1   | 117.4                  | 8.3                    | $2700^{+230}_{-260}$         | $3590^{+330}_{-240}$     | 12           | 54        |
| Pan-STARRS        |                |        |                        |                        |                               |                          |              |           |
| Ophiuchus         | 10.00          | -1.9   | 198.9                  | 80.6                   | $1120^{+95}_{-88}$           | $1330^{+110}_{-100}$     | 1.0          | 9         |
from $\phi_1 = 3$ to the edge of the footprint. These lower density features have roughly half the peak surface density as the central clump, with sharp changes in density between them (Figure 14).

7.1.6 Jhelum Stream

A rather complex stream, Shipp et al. (2018) first discovered Jhelum in the western half of DES, just North of Tucana III dwarf and Indus...
stream. Further analysis by Bonaca et al. (2019b) identified narrow and broad components of the stream along the majority of its length. As a result, we struggle to fit Jhelum with our model since we cannot divide the stream into multiple components. We focus primarily on the wide component of the stream, constraining the width of the stream using a Gaussian prior on $\log_{10}(\text{age})$ with a mean at -0.0725 (0.93 degrees) and standard deviation of 0.2 and slightly constraining the position of the stream using a Gaussian prior with a mean at 0 and standard deviation of 1.0 degrees. The results of our analysis are shown in Figures 15 and 16. Despite these limitations, we can still see some structure within the stream. We see the broad component...
Figure 12. Top: Number density of DES stars near Elqui with a Gaussian filter with standard deviation of 0.2 degrees applied. Stars were selected using a matched filter based on a stellar population with $\log_{10}(age) = 10.0$, [Fe/H] = -1.8, and distance modulus of 18.68. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

Figure 13. Summary of stream properties for Indus from our best fit model, with median (black) and 16th/84th percentiles (shaded blue) curves. Black points are the final node positions for our model.

Figure 14. Top: Number density of DES stars near Indus with a Gaussian filter with standard deviation of 0.25 degrees applied. Stars were selected using a matched filter based on a stellar population with $\log_{10}(age) = 10.0$, [Fe/H] = -1.1, and distance modulus of 15.9. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

of the stream stretches from $\phi_1 = -6$ to $\phi_1 = 8$, with slight changes in density (Figure 15). Additionally, there is an average distance modulus gradient of $0.014^{+0.003}_{-0.005}$ mag deg$^{-1}$ along its length. We were also able to indirectly confirm the thin component of Jhelum, visible in the residual plot of Figure 16 stretching from $\phi_1 = -15$ to 10 at $\phi_2 = 0.5$. We see the same diffuse background over-density as Shipp et al. (2018) past $\phi_1 > 10$, limiting our ability to fit the stream there without additional data to separate out background stars, such as proper motions used by Bonaca et al. (2019b).

7.1.7 Phoenix Stream

First discovered and analyzed by Balbinot et al. (2016) and followed up by Shipp et al. (2018), the Phoenix stream is located next to the Phoenix dwarf galaxy (Canterna & Flower 1977) (masked at $(\phi_1, \phi_2) = (3, -0.5)$). In addition to the Phoenix dwarf, there is an empty region at $(\phi_1, \phi_2) = (-10, -2)$ due to a gap in DES data. The results of our stream analysis are shown in Figures 17 and 18. We see a fairly constant width of 0.13 degrees (41 pc) along its 23 degree (7.4 kpc) length. We calculate a distance modulus gradient of $-0.010^{+0.005}_{-0.005}$ mag deg$^{-1}$, comparable to the $-0.02^{+0.02}_{-0.02}$ mag deg$^{-1}$ gradient noted by Balbinot et al. (2016) (Figure 19). Balbinot et al. (2016) also identifies two central over-densities clumped together, C1 and C2 in their paper, and a North and a South over-density, each located approximately 4 degrees from the two central over-densities (Figure 18). We see the same three clumps but smooth slightly over the entirety of the stream and cannot individually resolve C1 and C2 (Figure 17). We see a potential extension to the stream roughly 5 degrees further north than the previously known edge of the stream, near $\phi_1 = 10$. This group of stars deviates slightly from the main stream track by roughly 0.5 degrees, but maintains the same distance...
modulus gradient. However, the close proximity of the Palca and Turbio streams in that region, in addition to the low surface density and separation from the rest of the Phoenix stream, makes it difficult to confidently label it an extension to the stream. A follow up study that includes proper motions or uses spectroscopy to identify member stars would be necessary to determine if this additional group of stars at \( \phi_1 = 10 \) is part of the stream.

### 7.1.8 Tucana III Stream

Tucana III is an ultra-faint dwarf galaxy initially discovered by Drlica-Wagner et al. (2015), who also noted extended tails extending approx. 2 degrees from either side. Shipp et al. (2018) followed up on their observations, confirming the tails and also finding a distance modulus gradient of \( 0.16^{+0.06}_{-0.06} \) mag deg\(^{-1} \). For our fit, we mask Tucana III itself to focus our model on the tidal tails, and also mask part of a diffuse stellar over-density (top right of the panels in Figure 21) noted in Shipp et al. (2018). The results of our fit are shown in Figures 20 and 21. We calculate the total length of the tidal tails to be 4.4 degrees (5.3 kpc) and an average width of 0.17 degrees (70 pc). Our stream track is consistent with the measured stream track from Erkal et al. (2018), with minimal curvature along the length of the stream (Figure 22). We also see a distance modulus gradient of \( 0.099^{+0.014}_{-0.015} \) mag deg\(^{-1} \), slightly lower than but comparable to the value measured by Shipp et al. (2018). Overall, the two tails are similar, the density of each smoothly decreasing while the width slowly increases as you move further from Tucana III (Figure 20). We see one notable increase in width around \( \phi_1 = -1 \), where we observe a central component of the stream with a similar width to the rest of the stream and a diffuse over-density around it driving up the width (Figure 21).
Figure 18. Top: Number density of DES stars near Phoenix with a Gaussian filter with standard deviation of 0.075 degrees applied. Stars were selected using an matched filter based on a stellar population with $\log_{10}(\text{age}) = 10.05$, [Fe/H] = -1.4, and distance modulus of 16.38. Red points are the overdensities noted in Balbinot et al. (2016) (S, C1, C2, and N from left to right). Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

Figure 19. Distance modulus for Phoenix stream, with our model (black/blue) compared to measurements by Balbinot et al. (2016) (red).

Figure 20. Summary of stream properties for Tucana III from our best fit model, with median (black) and 16th/84th percentiles (shaded blue) curves. Black points are the final node positions for our model.

Figure 21. Top: Number density of DES stars near Tucana III with a Gaussian filter with standard deviation of 0.05 degrees applied. Stars were selected using an matched filter based on a stellar population with $\log_{10}(\text{age}) = 10.05$, [Fe/H] = -1.5, and distance modulus of 16.84. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.
7.1.9 Turranburra Stream

Another stream discovered in Shipp et al. (2018), Turranburra is a low density stream near the edge of the DES footprint. Similar to Shipp et al. (2018), we are uncertain of the full extent of the stream, and we choose to focus on fitting a shorter 8 degree (8.2 kpc) segment of the stream away from the edge of the DES footprint. The results of our fit are shown in Figures 23 and 24. For this segment, we see a distance modulus gradient along its length of $0.029 \pm 0.019$ mag deg$^{-1}$ and minimal variation in width and density (Figure 23). At the southern tip of the stream, the width narrows slightly before an abrupt end of the stream at $\phi_1 = 4$, while the northern side of the stream sees the stream potentially continue with much lower surface density and larger width (Figure 24).

7.1.10 Willka Yaku Stream

Shipp et al. (2018) discovered Willka Yaku at the southern edge of DES at a distance around 37.7 kpc. The results of our analysis are shown in Figures 25 and 26. We are limited by the edge of the dataset in the lower left of Figure 26 where there is no DES data. We were still able to fit the full extent of the stream, spanning 7 degrees (8.3 kpc) with an average width of 0.14 degrees (83 pc). The stream track has a slight curvature, and there is a small distance modulus gradient for $\phi_1 < 0$ of $-0.061 \pm 0.034$ mag deg$^{-1}$ (Figure 25). We begin losing the stream for $\phi_1 > 0$ and the distance modulus uncertainty increases significantly. We see a bright, central region spanning 2 degrees from $\phi_1 = -1.75$ to -3.75 and peaking at $\phi_1 = -2$, with lower density tails extending further approximately 1 to 1.5 degrees North and 2 to 2.5 degrees South. We smooth over an over-density at $\phi_1 = -1.75$ and a potential gap at about $\phi_1 = -1.5$ visible in Figure 26. The small sizes and close proximity of the two features (~0.1 degree) cannot be resolved with our initial density node spacing of 1.5 degrees and node placement algorithm.

7.2 Streams in DECaLS

7.2.1 GD-1 Stream

GD-1 is one of the longest streams, spanning over 90 degrees across the Northern sky (Li et al. 2018). First discovered by Grillmair &
Dionatos (2006b), GD-1 has been used extensively to constrain the gravitational potential of the Milky Way (Koposov et al. 2010; Bowden et al. 2015; Bovy et al. 2016). The results of our analysis are shown in Figures 27, 28, and 29. Due to its length, it begins to intersect the Sagittarius stream and galactic plane and must limit our region of interest to $\phi_1 > -65$. Within this range, we fit a total length of 65 degrees (11 kpc) with an average width of 0.2 degrees (30 pc). For $\phi_1 > -40$, the width of the stream remains fairly constant (Figure 29), but in Figure 28 we can see a notable increase in width for $\phi_1 < -40$. GD-1 also has a significant distance modulus gradient and curvature, with the closest distance to the sun at $\phi_1 = -35$ (Figure 27). This can be seen comparing Figures 28 and 29, created using a matched filter with a distance modulus of 14.6 and 14.9 mag respectively. We see a distance modulus gradient of $0.017^{+0.001}_{-0.001}$ mag deg$^{-1}$ for $\phi_1 > -37$ and $-0.011^{+0.002}_{-0.002}$ mag deg$^{-1}$ for $\phi_1 < -37$. The distance gradient is similar to Koposov et al. (2010), Li et al. (2018), and De Boer et al. (2020) above $\phi_1 > -37$ and deviates slightly for $\phi_1 < -37$ (Figure 30). Our model fits a more symmetric gradient around the point of closest approach, compared to the more gradual slope for $\phi_1 > -35$ seen by Li et al. (2018).

We find several gaps and density variations in GD-1 along its length, with a gap at $\phi_1 = -40$ and two under-densities at $\phi_1 = -20$ and $-4$. We see a consistent peak surface brightness between the gaps, with a higher linear density for $\phi_1 < -40$ offset by the increase in width of the stream. The locations of these under-densities and overall density profile is in agreement with past papers on GD-1, except for the depth of the gap at $\phi_1 = -40$ where we see a more pronounced decrease in stream density (Bonaca et al. 2019a; Li et al. 2018; De Boer et al. 2020). However, GD-1 has a spur around $\phi_1 = -40$ (Bonaca et al. 2019a) that we are unable to include in our model, since we cannot fit structures off the main stream track. The spur would instead be included in the background model and reduce the density of our stream model in that area, contributing to the difference seen between our stream model and the other papers. This effect is similar to our limitations fitting the narrow component of Jhelum.

7.2.2 Palomar 5

One of the oldest known streams, the tidal tails of Palomar 5 were first discovered by Odenkirchen et al. (2001) using data from SDSS. They initially detected short tails on either side of the Palomar 5 cluster, extending only a few degrees on the sky. However, later studies on Pal 5 showed that the stream is not only significantly longer, covering tens of degrees, but it also contains a variety of substructure (Grillmair & Dionatos 2006a; Carlberg et al. 2012; Bonaca et al. 2020a). The stream track on the sky shows as strong S-shape behaviour with a significant shift between the leading and trailing tails near the progenitor (Erkal et al. 2017). Because of this shift, we fit the leading and trailing tails separately and mask the Pal 5 cluster itself. We also mask the M5 cluster near $(\phi_1, \phi_2) = (2, 1)$. We use the stream aligned coordinate system defined in Erkal et al. (2017), which places the Pal 5 cluster at $(\phi_1, \phi_2) = (-0.07, -0.13)$. We lack data in the lower left and right of each tidal tail’s region due to limits in DECaLS spatial coverage.

Overall, our results agree closely with Erkal et al. (2017) with some slight differences in stream density. The results of our analysis on the leading tail are shown in Figures 31 and 32 while the trailing tail results are shown in Figures 33 and 34. Given the prominence of Palomar 5 and its tidal tails, we are unsurprised our stream tracks match Erkal et al. (2017). We see a stable width of around 0.12
Figure 27. Summary of stream properties for GD-1 from our best fit model, with median (black) and 16th/84th percentiles (shaded blue) curves. Black points are the final node positions for our model.

Figure 28. Top: Number density of DECaLS stars near GD-1 with a Gaussian filter with standard deviation of 0.1 degrees applied. Stars were selected using an matched filter based on a stellar population with $\log_{10}(\text{age}) = 10.05$, [Fe/H] = -1.2, and distance modulus of 14.6. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

Figure 29. Same plots as Figure 28 but using a distance modulus of 14.9.

Figure 30. Plot of distance versus $\phi_1$ position for GD-1 stream comparing our model (black/blue) to measurements by Koposov et al. (2010) (red), Li et al. (2018) (magenta), and De Boer et al. (2020) (cyan)

degrees along the majority of the trailing tail (Figure 33) but slight broadening from 0.1 degrees to 0.2 degrees as the leading tail extends away from the cluster (Figure 31). We also see the same “fanning” structure noted by Bonaca et al. (2020a) past $\phi_1 > -6$, where the leading tail begins to broaden significantly more as we reach the end of the stream. Overall, we are able to fit a total length of 22.5 degrees, including 7.5 degrees (3.9 kpc) for the leading tail and 15 degrees (9.4 kpc) for the trailing tail. There are slight differences when looking at the stream’s stellar density along its length compared to Erkal et al. (2017) primarily due to differences in model design. We use a coarser starting grid of density nodes and look to prune those nodes first, limiting the size of features our model will resolve. As a result, we smooth over density perturbations in the 2-3 degrees on either side of the cluster compared to the narrow features Erkal et al. (2017)
7.2.3 Triangulum Stream

The Triangulum stellar stream, also known as the Pisces stellar stream, is a thin stream at the far North of the SDSS footprint. Triangulum was first discovered using SDSS photometry (Bonaca et al. 2012) and confirmed kinematically using SDSS spectroscopy of red giant branch stars (Martin et al. 2013). Similar to Bonaca et al. (2012) and Martin et al. (2013) with SDSS, we are limited by the edge of the DECaLS footprint at the top right of Figure 36. Additionally, we mask nearby M33 galaxy at $(\phi_1, \phi_2) = (-5, 1)$ to prevent it from interfering with the fit. The results of our fit are shown in Figures 35 and 36. We are able to see a large extent of the stream, covering 13.5 degrees (12 kpc) with an average width of 0.12 degrees (54 pc). Because we are able to detect a larger extent of the stream compared to Martin et al. (2013), we detect a change in distance along the length of the stream. The stream is closest to the Sun at $\phi_1 = 0$, with an average distance modulus gradient of $-0.059^{+0.010}_{-0.009}$ mag deg$^{-1}$ and $0.063^{+0.011}_{-0.051}$ mag deg$^{-1}$ for $\phi_1 < 0$ and $> 0$ respectively (Figure 35). While Martin et al. (2013) did not detect any distance gradient, we believe that is most likely due to their data consisting of a much shorter stream segment (6 vs 14 degrees for our data) in addition to their on stream region being centered on the point of closest approach. We also observe two distinct segments of the stream, with a gap at approximately $\phi_1 = -4.5$ separating them. While minor, we also note a slight disturbance to the stream track around the gap visible in Figure 35. The $\phi_2$ position of the stream appear to oscillate by about $\pm 0.1$ degrees from $\phi_1 = -7$ to $\phi_1 = 1.5$.  

Figure 31. Summary of stream properties for the leading tail of Palomar 5 from our best fit model, with median (black) and 16th/84th percentiles (shaded blue) curves. Black points are the final node positions for our model.

Figure 32. Top: Number density of DECaLS stars near the leading tail of Palomar 5 with a Gaussian filter with standard deviation of 0.05 degrees applied. Stars were selected using an matched filter based on a stellar population with $\log_{10}(age) = 10.05$, [Fe/H] = -1.1, and distance modulus of 16.66. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

Figure 33. Summary of stream properties for the trailing tail of Palomar 5 from our best fit model, with median (black) and 16th/84th percentiles (shaded blue) curves. Black points are the final node positions for our model.
Figure 34. Top: Number density of DECaLS stars near the trailing tail of Palomar 5 with a Gaussian filter with standard deviation of 0.05 degrees applied. Stars were selected using an matched filter based on a stellar population with $\log_{10}(\text{age}) = 10.05$, [Fe/H] = -1.1, and distance modulus of 16.66. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

Figure 35. Summary of stream properties for Triangulum from our best fit model, with median (black) and 16th/84th percentiles (shaded blue) curves. Black points are the final node positions for our model.

Figure 36. Top: Number density of DECaLS stars near Triangulum with a Gaussian filter with standard deviation of 0.05 degrees applied. Stars were selected using an matched filter based on a stellar population with $\log_{10}(\text{age}) = 10.05$, [Fe/H] = -1.1, and distance modulus of 16.96. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

7.3 Streams in Pan-STARRS

7.3.1 Ophiuchus Stream

The smallest stream we include in this paper, Ophiuchus was first discovered by Bernard et al. (2014). Since then, there have been several follow-up studies and observations, including spectroscopic observations of member stars (Sesar et al. 2015; Caldwell et al. 2020). The results of our analysis of Ophiuchus are shown in Figures 37 and 38. The total length we are able to observe is 2.9 degrees (1.0 kpc) with an average width of 0.06 degrees (9 pc) and a slight distance modulus gradient of $0.07^{+0.037}_{-0.034}$ mag deg$^{-1}$. While there are no gaps detected in the stream, there is a significant decrease in density around $\phi_1 = -1$ as we transition from a large over-density to an extended, low density tail (Figure 38). From there, the stream density slowly decreases until we can no longer detect the stream around $\phi_1 = 1.5$. We also see that the stream begin to curve around $\phi_1 = 1$ in Figure 37. This curve extends past where some previous photometric studies were able to detect, although more recent spectroscopic observations (Caldwell et al. 2020) have identified member stars continuing potentially twice our detected length (Figure 39).

7.4 Other Streams

While we were able to fit many Milky Way streams, we unfortunately could not include a number of known streams in this paper. The majority of excluded streams had insufficient detected stream stars or surface density to be fit using our model, such as Styx (Grillmair 2009), Molonglo (Shipp et al. 2018), Jet (Ferguson et al. 2022), and PS1B (Bernard et al. 2016). Without a sufficient number of stream stars, we failed to detect the stream during the initial fitting or fail to accurately model it with cubic splines. We also did not try to fit large
Figure 37. Summary of stream properties for Ophiuchus from our best fit model, with median (black) and 16th/84th percentiles (shaded blue) curves. Black points are the final node positions for our model.

Figure 38. Top: Number density of Pan-STARRS stars near Ophiuchus with a Gaussian filter with standard deviation of 0.02 degrees applied. Stars were selected using an matched filter based on a stellar population with log_{10}(age) = 10.0, [Fe/H] = -1.9, and distance modulus of 14.8. Middle: Best fit model of the stream, normalised to match the number of stars in the top plot. Bottom: Residual stellar density with colour range centered at 0.

Figure 39. Our model of the Ophiuchus stream track (black, with 1-sigma uncertainties in blue) compared to measurements of the stream track by Bernard et al. (2014) (red curve), Sesar et al. (2015) (cyan curve). Magenta points show likely Ophiuchus member stars from Caldwell et al. (2020).

8 DISCUSSION

In previous sections we demonstrated uniform modeling of stellar densities and color-magnitude diagrams of a large number of known stellar streams. Using these models, we characterised global stream properties such as stream widths, distance moduli, total luminosities as well as identified a variety of substructures within the streams. In case of several streams, such as AAU, GD-1, and Triangulum, they show stream gaps with stream density dropping almost to zero, with two segments of the stream separated by as small as a tenth of a degree or up to almost 10 degrees. Some streams, like AAU, Elqui, Phoenix, and Ophiuchus, also show compact over-densities, where the density of the stream is two or three times higher the average density. The width of most streams remained approximately constant along their length, with slight broadening occurring at their ends. Streams with gaps, such as Aliqa Uma, Atlas, or GD-1, often show additional broadening where the stream gap occurred. We also observed two stream tracks, for AAU and Triangulum, that significantly deviated from the simpler linear or curved tracks most streams had. The stream track for AAU contains a large discontinuity, separating stream tracks, such as Sgr (Belokurov et al. 2006; Koposov et al. 2012) or Palca (Shipp et al. 2018), as those cover vast area of the sky and cross other Milky Way substructures that are not incorporated well into our single component background model, reducing the accuracy of the overall model. Similarly, we could not fit several smaller streams due to other large interfering structures passing directly through them, such as the Sgr stream passing through the Orphan stream, 300S, and PS1A (Bernard et al. 2016). Also all the streams discovered during the last two years, such as the tidal tails of Palomar 13 (Shipp et al. 2020), were not considered in this paper to avoid delaying the preparation of this paper.
the Atlas and Aliqa Uma segments of the stream, while Triangulum exhibited noticeable wiggles in its stream track for approximately half its length. All this shows that pretty much all streams are far from simple great circle arcs with monotonically changing densities. What is the cause of such complexity and substructure is I think still unclear. Multiple hypotheses have been brought up, interaction with dark matter subhalos (Erkal et al. 2017; De Boer et al. 2020), with the bar (Price-Whelan et al. 2016; Pearson et al. 2017), giant molecular clouds (Banik & Bovy 2019), epicyclic overdensities (Küpper et al. 2010; Amorisco 2015; Küpper et al. 2015), interaction with parent dwarf galaxies (Malhan et al. 2019; De Boer et al. 2020), or interactions with other massive bodies such as the LMC or Sgr dwarf galaxy (Li et al. 2021; Woudenberget al. 2022). Further observations are certainly needed to resolve this.

While in this paper, we primarily focused on the individual stream measurements for each stream, in Section 8.1 we take a first look at a combined analysis of the streams as a population. We remark that since in this paper did not rely on any kinematic data, such as radial velocities or proper motions, our analysis is somewhat limited (comparing to e.g. Li et al. 2022). We leave the analysis of our stream measurements in combination with Gaia and radial velocity data to a future contributions.

8.1 Connections Between Stellar Streams Populations and Their Progenitors

Stellar streams fall into two populations based on their progenitor, globular clusters (GC) or dwarf galaxies (Newberg 2016). The defining difference between these two types of progenitors is their dark matter content, with globular clusters lacking dark matter while dwarf galaxies are embedded within a dark matter halo (Gilmore et al. 2007; Beasley 2020). Dwarf galaxies also have different stellar populations from globular clusters with significant metallicity spread and mass-metallicity relation (Willman & Strader 2012; Simon 2019). In order to classify the population of streams considered in this paper, we used the results from chemical analysis studies of the streams. Seven of the streams we fit most likely originated from GCs (Martin et al. 2013; Sesar et al. 2015; Bonaca et al. 2020b; Li et al. 2022, 2021), and six likely originated from dwarf or ultra-faint dwarf galaxies (Drlica-Wagner et al. 2015; Marshall et al. 2019; Ji et al. 2020; Li et al. 2022). In Figure 40, we plot the absolute magnitude ($M_V$) of the streams we analyzed versus their average width from our analysis, grouping them based on their progenitor type. We also include intact globular clusters from Harris (1996) (2010 Edition) and Local Group galaxies from McConnachie (2012) (January 2021 Edition) in Figure 40, using their half-light radii in place of stream width on the x-axis.

Historically, the width of a stream has been used as one of the primary methods to identify the type of progenitor, particularly in the absence of spectroscopy. We can see from Figure 40 that this remains a reasonable method of identification in most cases, as on average the GC streams we measured are narrower than the dwarf galaxy streams. However, classification based on width becomes difficult for streams around 100 pc wide, as streams originating from ultra-faint dwarf galaxies begin to overlap with GC streams. A similar behaviour can be seen in Figure 40 where faint ($M_V > -6$) intact GC and dwarf galaxies start to overlap in size at half-light radii between 10 and 30 pc.

When looking at the luminosities of the streams in Figure 40, we see that the luminosities of the population of GC streams is noticeably lower than what we expect for intact globular clusters. Figure 40 shows that the GC streams that we modeled have an $M_V$ between -2 and -6. In contrast, the majority of intact globular clusters have an $M_V$ between -6 and -9. This difference could be explained by the fact that the stellar density of GCs determines how susceptible they are to tidal disruption, with less luminous and less dense GCs more likely to form streams (Amorisco 2015). Alternatively it is possible that the stream luminosities that we measure are significantly underestimated because we are missing parts of stellar streams with significantly lower surface brightness. That can be caused either because parts of streams have been significantly perturbed by DM subhalos (Erkal et al. 2017; Bonaca et al. 2020b) or possibly because low mass stars are preferentially stripped first from GCs resulting in tails with many stars below the depth limit of the survey. This effect can cause the tidal tails of more massive and luminous GCs to be harder to detect compared to less luminous GCs, further biasing the average luminosity of our population of detected streams (Balbinot & Gieles 2018). Additionally, survey footprint boundaries limit the detected length of some streams and would also reduce the apparent stellar mass of the stream. Figure 40 also suggests that dwarf galaxy streams are fainter than the majority of intact dwarf galaxies, as the distribution in $M_V$ of dwarf galaxies in the sample of (McConnachie 2012) is pretty flat. However this is most likely spurious due to our selection of dwarf galaxy streams and the current detectability limit of ultra-faint dwarf galaxies (Drlica-Wagner et al. 2015). Larger, more luminous streams such as Sagittarius and Palca were excluded from our analysis because they cross numerous other objects that could not be effectively masked or included in our background model. Similarly, we could only fit the Chenab portion of the Orphan-Chenab (OC) stream since Orphan crosses Sgr and the galactic plane. This makes a high luminosity stream appear to be a lower luminosity stream, as the whole OC stream has an $M_V \sim -10.8$ (Koposov et al. 2019) while the Chenab segment of the stream we fit has $M_V = -5.5$.

9 CONCLUSIONS

In this paper, we described a flexible stream density model that could be broadly applied to many streams in a uniform, semi-automated manner. We then fit this model to a large group streams with data from DES, DECaLS, and Pan-STARRS to produce detailed density maps for each stream. The stream models provided measurements of distances to the streams, stream tracks, and widths by describing them by cubic splines. We then used these models to infer stream stellar masses and luminosities.

Overall we observed significant complexity in stream density maps. Nearly every stream contained an under-density or compact over-density, with several streams having significant gaps along their stream track. A variety of other substructure was also evident, spanning from multiple stream components within Jhelum stream, the discontinuity in the AAU stream track, and the stream track oscillations evident in Triangulum stream track. Stream widths and distance gradients were more consistent, with no significant small scale variations. Most streams had a constant width and only experienced slight broadening either near their ends or where there were gaps in the stream.

With a uniform set of measurements for each stream, we took a preliminary look at a global properties of the stream population. Unsurprisingly, similar to the half-light radii of their intact counterparts, we saw that streams originating from globular clusters have smaller widths on average compared to dwarf galaxy streams. However, in some cases width alone can not be used to classify a stream since both populations can produce streams with the width of around 100 pc. We also observed that our population of GC streams is signifi-
cantly less luminous than typical globular clusters, most likely due to the fact that streams represent lower-density and lower-luminosity clusters that are easier to disrupt.

There are multiple areas where the stream measurements presented in this paper can be applied. Several studies in the past have used extracted stellar stream densities to study possible interactions between dark matter sub-halos and streams such as AAU (Li et al. 2021), Pal 5 (Erkal et al. 2017), and GD 1 (Bonaca et al. 2019a)). This can now be expanded to a larger set of streams we present here. In addition, our results, in combination with kinematic measurements (such as Li et al. 2022), provide data on stellar streams that are necessary to fit stellar stream disruption models (Erkal et al. 2018; Lane et al. 2020). These stream disruption models can then be applied to large groups of streams to help constrain the Galactic potential as well characterize the impact of the Large Magellanic Clouds on the Milky Way (i.e. Shipp et al. 2021). Finally the stream tracks, widths, distances and density maps are essential for selecting targets for spectroscopic surveys and subsequent stream member identification.
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### 10 DATA AVAILABILITY

The data underlying this article were derived from sources in the public domain:

- PS1 DR1: https://panstarrs.stsci.edu/
- DES DR1: https://des.ncsa.illinois.edu/releases/dri
- DECaLS DR8: https://www.legacysurvey.org/dr8/
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APPENDIX A: ROTATION MATRICES

To transform between equatorial coordinates ($\alpha, \delta$) and the stream aligned coordinate system defined in Section 4.5 ($\phi_1, \phi_2$), we use

\[
\begin{bmatrix}
\cos(\phi_1) \cos(\phi_2) \\
\sin(\phi_1) \cos(\phi_2)
\end{bmatrix} = R \begin{bmatrix}
\cos(\alpha) \\
\sin(\alpha)
\end{bmatrix}
\]

where $R$ is the rotation matrix for a given stream from Table A1.

APPENDIX B: ADDITIONAL DATA FILES

Two sets of supplementary files are included with the online version of this paper and are publicly available via GitHub.\(^9\) We include a separate file for each type of cubic spline (stream track ($\phi_2$), stream width ($\sigma$), distance modulus, and linear density) containing the $\phi_1$ node positions, mean node values, and $16^{th}/84^{th}$ percentile values for all streams (Table B1). We also include separate files for each stream containing sample points along its stream track, in both $\phi_1/\phi_2$ and RA/Dec (Table B2). We only include points between the endpoints of the stream in Table B2, not the full $\phi_1$ region fit by the spline.

\(^9\) https://github.com/jmpatric-cmu/Uniform-Modelling-Thirteen-Streams
Table A1. Rotation matrix $\mathbf{R}$ from RA and Dec to stream aligned coordinates $\phi_1$ and $\phi_2$ for each stream. $R_{ij}$ is the element of $\mathbf{R}$ at row $i$ and column $j$. Only truncated values for $R_{ij}$ are included here. A machine readable version of this table with full precision is included with the online version of this paper and is also publicly available on Github.

| Stream     | $\phi_1$ | Mean Value | $16^{th}$ Percentile | $84^{th}$ Percentile |
|------------|----------|------------|----------------------|----------------------|
| Aliqa Uma  | -7.5     | -0.7702    | -1.3692              | -0.0789              |
| Aliqa Uma  | -7.0     | 0.7356     | 0.5631               | 0.9283               |
| Aliqa Uma  | -5.5     | -0.0254    | -0.2493              | 0.2051               |
| Aliqa Uma  | -3.5     | 0.3431     | 0.1792               | 0.5798               |
| Aliqa Uma  | -1.5     | 0.2678     | 0.1612               | 0.3845               |
| Aliqa Uma  | 2.5      | -0.2032    | -0.3246              | -0.1052              |
| Atlas      | -13.0    | -0.5482    | -0.6735              | -0.4207              |
| Atlas      | -8.9     | 0.2819     | 0.2639               | 0.2995               |
| Atlas      | -4.8     | 0.5637     | 0.5484               | 0.5789               |
| Atlas      | -0.7     | 0.8227     | 0.7830               | 0.8650               |
| ...        | ...      | ...        | ...                  | ...                  |

Table B1. Stream track ($\phi_2$) cubic spline node positions and values for all streams. We only include the first few lines of the table here. A machine readable version of the full table for $\phi_2$, in addition to tables for the other cubic splines (stream width ($\sigma$), distance modulus, and linear density), is included with the online version of this paper and is also publicly available on Github.

Table B2. Sample points along Aliqa Uma’s stream track between the two endpoints of the stream, in stream aligned coordinates $\phi_1$ and $\phi_2$ in addition to RA and Dec. Only the first few sets of points are included here. A machine readable version of the full table for Aliqa Uma, in addition to tables for the other streams, is included with the online version of this paper and is also publicly available on Github.