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Many recent state-of-the-art (SOTA) optical flow models use finite-step recurrent update operations to emulate traditional algorithms by encouraging iterative refinements toward a stable flow estimation. However, these RNNs impose large computation and memory overheads, and are not directly trained to model such “stable estimation”. They can converge poorly and thereby suffer from performance degradation. To combat these drawbacks, we propose deep equilibrium (DEQ) flow estimators, an approach that directly solves for the flow as the infinite-level fixed point of an implicit layer (using any black-box solver) \cite{3}, and differentiates through this fixed point analytically (thus requiring O(1) training memory). This implicit-depth approach is not predicated on any specific model, and thus can be applied to a wide range of SOTA flow estimation model designs (e.g., RAFT \cite{1} and GMA \cite{2}). The use of these DEQ flow estimators allows us to compute the flow faster using, e.g., fixed-point reuse and inexact gradients, consumes 4 - 6× less training memory than the recurrent counterpart, and achieves better results with the same computation budget. In addition, we propose a novel, sparse fixed-point correction scheme to stabilize our DEQ flow estimators, which addresses a longstanding challenge for DEQ models in general. We test our approach in various realistic settings and show that it improves SOTA methods on Sintel and KITTI datasets with substantially better computational and memory efficiency.

*Equal contribution. Our code is available here.

1. Introduction

Optical flow estimation is the classic computer vision task of predicting the pixel-level motions between video frames \cite{1,4–7}. Learning-based approaches to this problem, which outperformed classical approaches, proposed the use of conventional deep convolutional networks to learn a flow estimate \cite{6–8}. Recent progress has shown that finite-step, unrolled and recurrent update operations significantly improve the estimation performance, exemplified by the emergence of the RAFT \cite{1} method. Contemporary optical flow models that employ this approach typically rely on a Gated Recurrent Unit (GRU) \cite{9} to iteratively refine the optical flow estimate. This approach was motivated to emulate traditional optimization-based methods, and the update operators defined accordingly have become the standard design for state-of-the-art flow models \cite{1,2,10–12}.

Despite their superior performance, these rolled-out recurrent networks suffer from a few drawbacks. First, training these models involves tracking a long hidden-state history in the backpropagation-through-time (BPTT) algorithm \cite{13}, which yields a significant computational and memory burden. Therefore, these models tend to scale poorly with larger images and more iterations. Second, although these models were designed to emulate traditional optimization approaches which solve for a “stable estimate” with as many steps as needed, the recurrent networks do not directly model such a minimum-energy optima state. Rather, they stop after a predefined $L$ update steps, and are still trained in a path-dependent way using BPTT. We also show later in Fig. 3 that the GRUs frequently oscillate instead of converging.

Figure 1. A deep equilibrium (DEQ) flow estimator directly models the flow as a path-independent, “infinite-level” fixed-point solving process. We propose to use this implicit framework to replace the existing recurrent approach to optical flow estimation. The DEQ flows converge faster, require less memory, and are compatible with prior model designs (e.g., RAFT \cite{1} and GMA \cite{2}).
In this work, we introduce deep equilibrium (DEQ) flow estimators based on recent progresses in implicit deep learning, represented by DEQ models [3, 14–17]. Our method functions as a superior and natural framework to replace the existing recurrent, unrolling-based flow estimation approach. There are multiple reasons why this approach is preferable. **First**, instead of relying on the naïve iterative layer stacking, DEQ models define their outputs as the fixed points of a single layer $f_\theta$ using the input $x$, i.e., $z^* = f_\theta(z^*, x)$, modeling an “infinite-layer” equilibrium representation. We can directly solve for the fixed point using specialized black-box solvers, e.g., quasi-Newton methods [18, 19], in a spirit much more consistent with the traditional optimization-based perspective [5, 20]. This approach expedites the stable flow estimation process while often yielding better results. **Second**, we no longer need to perform BPTT. Instead, DEQ models can directly differentiate through the final fixed point $z^*$ without having to store intermediary states during the forward computation, considerably lowering the training memory cost. **Third**, this fixed-point formulation justifies numerous implicit network enhancements such as 1) fixed-point reuse from adjacent video frames; and 2) inexact gradients [21–23]. The former helps avoid redundant computations, thus substantially accelerating flow estimations; and the latter makes the backward pass computationally almost free! **Fourth**, the DEQ approach is not predicated on any specific structure for $f_\theta$. Therefore, DEQ is a framework that applies to a wide range of these SOTA flow estimation model designs (e.g., RAFT [1], GMA [2], and Depthstilation [24]), and we can obtain the aforementioned computational and memory benefits with even additional gain based on the specific structure of $f_\theta$.

In addition to suggesting DEQ flow estimators as a superior replacement to the existing recurrent approach, we also tackle the longstanding instability challenge of training DEQ networks [3, 15, 25, 26]. Inspired by the RAFT model, we propose a novel, sparse fixed-point correction scheme that substantially stabilizes our DEQ flow estimators.

The contributions of this paper are as follows. **First**, we propose the deep equilibrium (DEQ) approach as a new natural starting point for formulating optical flow methods. A DEQ approach directly models and substantially accelerates the fixed-point convergence of the flow estimation process, avoids redundant computations across video frames, and comes with an almost-free backward pass. **Second**, we show that the DEQ approach is orthogonal to, and thus compatible with, the prior modeling efforts (which focus on the model design and feature extraction) [1, 2] and data-related efforts [10]. With DEQ, these prior arts are now more computationally and memory efficient as well as more accurate. For instance, on KITTI-15 [27] (**train**) a zero-shot DEQ-based RAFT model further reduces the state-of-the-art F1-all measure by 14.0% while using the same underlying RAFT operator. **Third**, we introduce a sparse fixed-point correction scheme that significantly stabilizes DEQ models on optical flow problems while only adding minimal cost, and show that on flow estimation tasks this approach is superior to the recently proposed Jacobian-based regularization [26].

### 2. Related Work

**Iterative Optical Flow.** Although optical flow is a classical problem, there has recently been substantial progress in the area. Earlier methods [5, 28–31] formulated the optical flow prediction as an energy minimization problems using continuous optimization with different objective terms. This perspective inspired multiple improvements that used discrete optimization to model optical flows, *i.e.*, those based on conditional random fields [32], global optimization [33], and inference on the global 4D cost volume [34]. More recently, with the advancement of deep learning, there have been an explosion of efforts trying to emulate these optimization steps via deep neural networks. For example, a number of optical flow methods are based on deep architectures that rely on coarse-to-fine pyramids [6, 8, 35–39]. Specifically, recent research efforts have turned to iterative refinements, which typically involves stacking multiple direct flow prediction modules [38, 40]. The RAFT model [1], which inspired this work, first showed they could achieve state-of-the-art performance on optical flow tasks using a correlation volume and a convolutional GRU update operator that mimics the behavior of traditional optimizers, which tends to converge to a stable flow estimate. Built on top of this recurrent unrolling framework of RAFT, Jiang et al. [2] introduced an additional self-attention-style global motion aggregation (GMA) module prior to the recurrent stage to improve the modeling of the occlusions. Another contemporary work, AutoFlow [10], exploits bilevel optimization to automatically render and augment training data for optical flow. Finally, Jiang et al. [41] proposes to speed up these flow estimators by replacing the dense correlation volume with a sparse alternative.

The focus of this paper is on a direction that is largely orthogonal to and thus complementary to these modeling efforts. We challenge and improve the “default” recurrent, unrolled formulation of training flow estimators themselves. With the help of the recent progress in implicit deep learning (see below), we can maintain the same convergent flow estimation formulation while paying substantially less computation and memory costs.

**Implicit deep learning.** Recent research has proposed a new class of deep learning architectures that do not have prescribed computation graphs or hierarchical layer stacking like conventional networks. Instead, the output of these implicit networks is typically defined to be the solution of an underlying dynamical system [3, 17, 25, 42, 43]. For example, Neural ODEs [25] model infinitesimal steps of a
residual block as an ODE flow. A deep equilibrium (DEQ) network [3] (which this work is primarily inspired by) is another class of implicit model that directly solves for a fixed-point representation of a shallow layer \( f_0 \) (e.g., a Transformer block) and differentiates through this fixed point without storing intermediate states in the forward pass. This allows one to train implicit networks with constant memory, while fully decoupling the forward and backward passes of training. However, it is known that these implicit models suffer from a few serious issues that have been studied by later works, such as computational inefficiency [25, 44], instability [3, 25, 26], and lack of theoretical convergence guarantees [15, 16]. On a positive note, followup works have also shown that DEQ-based models can achieve competitive results on challenging tasks such as language modeling [3], generative modeling [45], semantic segmentation [14], etc. However, to the best of our knowledge, these implicit models have not been applied to the task of optical flow estimation. In this paper, we show that this task could substantially benefit from the DEQ formulation as well.

3. Method

We start by introducing some preliminaries of existing flow estimators. These modules are typically applied directly on raw image pairs, with the extracted representations then passed into the iterative refinement stage. We use RAFT [1] as the illustrative example here while noting that cutting-edge flow estimators generally share similar structure (i.e., for context extraction and visual correlation computations).

3.1. Preliminaries

Given an RGB image pair \( p^1, p^2 \in \mathbb{R}^{3 \times H \times W} \), an optical flow estimator aims to learn a correspondence \( f \in \mathbb{R}^{2 \times H \times W} \) between two coordinate grids \( e^1, e^2 \) (i.e., \( f = e^2 - e^1 \)), which describes the per-pixel motion between consecutive frames in the horizontal \( (dx) \) and vertical \( (dy) \) directions. To process the matched image pair, we first encode features \( u^1, u^2 \in \mathbb{R}^{C \times H \times W} \) of \( p^1, p^2 \), and produce a context embedding \( q \) from the first image \( p^1 \). Then, we construct a group of pyramid global correlation tensors

\[
C = \{C^0, \ldots, C^{p-1}\}, \quad C^k \in \mathbb{R}^{H \times W / 2^k \times W / 2^k}.
\]

is found by first calculating the inner product between all pairs of hyperpixels in \( u^1 \) and \( u^2 \) as \( C^0, \) i.e.,

\[
C^0_{ijmn} = \sum_d u^1_{i,d} u^2_{m,n,d}
\]

followed by downsampling the last two dimensions to produce \( C^k \) \((k > 0)\). The correlation pyramid \( C \) and context embedding \( q \), which allow the model to infer large motions and displacements in a global sense, are then passed as inputs into the iterative refinement stage.

In this work, we keep the correlation and context computation part intact (see Fig. 2) and concentrate on the iterative refinement stage. We refer interested readers to Teed and Deng [1] for a more detailed description of the feature extraction process.

3.2. Deep Equilibrium Flow Estimator

Due to the inherent challenges of the flow estimation task, prior works have shown that explicit neural networks struggle to predict the flow accurately, requiring a prohibitively large number of training iterations [6]. Recent works [1, 2, 24] have resorted to mimicking the flavor of traditional optimization-based algorithms [5] with RNNs (e.g., convGRUs). However, these methods are still quite different from the traditional methods in a few ways. For example, optimization-based methods 1) have an adaptive and well-defined stopping criteria (e.g., whenever they reach the optima); 2) are agnostic to the choice of solver (e.g., first- or second-order methods); and 3) are essentially path-independent (i.e., the output alone is the only thing we should need). None of these properties are directly characterized by the finite-step unrolling of recurrent networks.

We propose to close this gap with a DEQ-based approach. Specifically, given the context embedding \( q \) and the pyramid correlation tensor \( C \), a DEQ flow estimator simultaneously solves for the fixed-point convergence of two alternate streams: 1) a latent representation \( h \), which constructs the flow updates; and 2) the flow estimate \( f \) itself, whose updates are generically related as follows:

\[
\begin{align*}
\mathbf{h}^{t+1} &= \mathcal{H}(\mathbf{h}^t, \mathbf{f}^t, q, C) \\
\mathbf{f}^{t+1} &= \mathcal{F}(\mathbf{h}^{t+1}, \mathbf{f}^t, q, C).
\end{align*}
\]

This formulation captures the form of prominent flow estimator model designs like RAFT [1] or GMA [2]. Formally, the input \( x = (q, C) \) and model parameters \( f_0 = (\mathcal{H}, \mathcal{F}) \) jointly define a dynamical system that the DEQ flow model can directly solve the fixed-point for using the following flow update equation in its forward pass:

\[
(h^*, f^*) = z^* = f_0 (z^*, x) = f_0 ((h^*, f^*), x).
\]

Intuitively, this corresponds to an “infinite-depth” feature representation \( z^* \) where, if we perform one more flow update step \( f_0 \), both flow estimation \( f \) and latent state \( h \) will not change (thus reaching a fixed point, i.e., an “equilibrium”). Importantly, we can leverage much more advanced root solving methods like quasi-Newton methods (e.g., Broyden’s method [18] or Anderson mixing [19]) to find the fixed point. These methods guarantee a much faster (superlinear) and better-quality convergence than if we perform infinitely many naive unrolling steps (as do recurrent networks but only up to a finite number of steps due to computation and memory constraints). Moreover, we note that prior works on implicit networks have shown that the exact structure of \( f_0 \) subsumes a wide variety of model designs, such as a
Transformer block [3, 46], a residual block [14, 47], or a
graph layer [48–50]. Similarly, for the deep equilibrium
flow estimator, Eq. (2) engulfs exactly the designs of state-of-the-
art optical flow models, which we follow and use without modifi-
cation. For example, for RAFT [1],
\begin{align*}
x &= \text{Conv2d}(\{q, f^*, C(f^* + c^0)\}) \\
h^* &= \text{ConvGRU}(h^*, [x, q]) \\
f^* &= f^* + \text{Conv2d}(h^*),
\end{align*}
where \(C(f^* + c^0)\) stands for the correlation lookup as in
RAFT [1]. We also show in Appendix that GMA [2] can be
easily written in a similar update form.

The key question is, how do we update and train a DEQ
flow estimator. It turns out that we can directly differentiate
through this “infinite-level” flow state, \((h^*, f^*)\), without any
knowledge of the forward fixed-point trajectory:

\textbf{Theorem 1. (Implicit Function Theorem (IFT) [3, 51])}
Given the fixed-point flow representation \(z^* = (h^*, f^*)\), the
corresponding flow loss \(\mathcal{L}(h^*, f^*, f_{gt})\) and input \(x = (q, C)\),
the gradient of DEQ flow is given by
\begin{equation}
\frac{\partial \mathcal{L}}{\partial \theta} = \frac{\partial \mathcal{L}}{\partial z^*} \left( I - \frac{\partial f_{gt}}{\partial z^*} \right)^{-1} \frac{\partial f_{gt}(z^*, x)}{\partial \theta}
\end{equation}
For the proof, see Bai et al. [3]. Importantly, this theorem enables us to \textit{decouple} the forward and backward passes of a DEQ flow estimator; \textit{i.e.}, to perform gradient update, we only need the final output \(z^*\) and do not need to run backpropagation-through-time (BPTT). It means a huge memory reduction: whereas an \(L\)-step recurrent flow estimator takes \(O(L)\) memory to perform BPTT, a DEQ estimator reduces the overhead by a factor of \(L\) to be \(O(1)\) (\textit{e.g.}, RAFT uses \(L = 12\) for training, so using a DEQ flow can theoretically reduce the iterative refinement memory cost by \(12\times\)).

To summarize, a DEQ flow’s forward pass directly solves
a fixed-point flow-update equation via black-box solvers;
and its backward pass relies only on the final optimum \(z^*\),
which make this flow estimation process much more akin to
the optimization-based perspective [5].

3.3. Accelerating DEQ Flows

Formulating optical flow estimation as a deep equilibrium
solution also enables us to fully exploit the toolkit from
implicit deep learning. We elaborate below on examples of
how this equilibrium formulation can substantially help us
improve the forward and backward pipeline and significantly
simplify the overall overhead of modern flow estimators.

\textbf{Inexact Gradients for Training DEQs.} Despite the nice-
ness of the implicit function theorem (IFT), inverting the
Jacobian term could quickly become intractable as we deal
with high-dimensional feature maps. To combat this, Bai
et al. [3] proposed exploiting fast vector-Jacobian products
and solving a fixed-point system \(g^T = g^T \frac{\partial f_{gt}}{\partial z^*} + \frac{\partial \mathcal{L}}{\partial \theta}\).
However, this approach is still iterative in nature, and in prac-
tice, it is no cheaper than the forward flow solving process.

Recent works on implicit networks’ backward dynam-
ic [21–23] suggest that they can typically be trained,
and even benefit from, simple approximations of the IFT, while
still modeling an “infinite-depth” representation through the
fixed-point forward pass. That is, we do not need the exact
solution to Thm. 1 to train these networks. Instead we use
\begin{equation}
\frac{\partial \mathcal{L}}{\partial \theta} \approx \frac{\partial \mathcal{L}}{\partial z^*} A \frac{\partial f_{gt}(z^*, x)}{\partial \theta}
\end{equation}
where \(A\) is a Jacobian (inverse) approximation term. For ex-
ample, [21, 22] proposes to use \(A = I\) (i.e., Jacobian-free),
which simplifies the backward pass of a DEQ flow estimator
to a \textit{single step} computation \(\frac{\partial \mathcal{L}}{\partial \theta} \approx \frac{\partial \mathcal{L}}{\partial z^*} \frac{\partial f_{gt}(z^*, x)}{\partial \theta}\). Therefore,
unlike the BPTT-based recurrent framework used by
existing flow estimators, a DEQ flow estimator’s backward
pass that uses inexact gradient consists of a single step (and
thus is almost free)! Empirically, since we almost eliminate
the backward pass cost, the inexact gradients significantly
reduce the total training time for DEQ flow estimator further
by a factor of almost \(2\times\). The capability of using inexact
gradients is a direct and unique consequence of the fixed-
point formulation and assumes a certain level of stability for
the underlying dynamics [21–23, 26]. We discuss an additional approach that further improves the stability of these estimates next.

**Sparse fixed-point correction of DEQ flows.** A longstanding challenge in training implicit networks is the growing instability problem [3, 15, 22, 23, 25, 26, 44, 52]. In short, since DEQ flow estimators have no discrete layers (or steps), they struggle to converge during training. In other words, the stable flow estimate \( z^* = (h^*, f^*) \) could become computationally expensive to reach. This suggests that the optical flow estimation process gets slower during training.

In this work, we propose sparsely applying a fixed-point correction term to stabilize the DEQ flow convergence. Formally, suppose the black-box solver (e.g., Broyden’s method) yields a convergence path \( \{z^0, \ldots, z^i, \ldots, z^*\} \), where \( z^0 \) is the initial guess and \( z^* \) is the final flow estimate. We then randomly pick \( z^i = (h^i, f^i) \) on this path (e.g., can be uniformly spaced), and define our total loss to be

\[
L_{\text{total}} = L_{\text{main}} + L_{\text{cor}} = \left\| f^* - f_{gt} \right\|^2 \gamma + \gamma \left\| f^* - f_{gt} \right\|^2
\]

where \( \gamma < 1 \) is a loss weight hyperparameter. This was inspired by the dense step-wise deep supervision used by conventional flow estimators like RAFT [1]. However, our application here differs in two significant ways. First, we apply this in a sparse manner, with our primary goal being correcting instability. Second, unlike in RAFT, which performs costly BPTT through the RNN chain, this fixed-point correction loss is still path-independent and can be understood as a coarse-grained fixed-point estimate. Therefore, we could also perform inexact gradient updates on this correction loss as well; i.e.,

\[
\frac{\partial L_{\text{cor}}}{\partial \theta} \approx \gamma \frac{\partial f^*}{\partial \theta} \frac{\partial f_{gt}(z^i, x)}{\partial \theta}.
\]

Empirically, we find this significantly stabilizes the DEQ flow estimator while having no noticeable negative impact on performance. This result is in sharp contrast to existing stabilization methods like Jacobian regularization [26, 53] which 1) apply only locally to \( z^* \); and 2) usually hurt model accuracy (see the ablation study in Sec. 4). Moreover, due to the inexact gradient in Eq. (8), our method adds almost no extra computation or memory cost.

While our scope is limited to flow estimation here, we believe this approach suggests a potentially valuable and lightweight solution to the generic instability issue of implicit models, which we leave for future work.

**Fixed-point reuse for better initialization.** The DEQ flow estimator’s unique formulation also inherits many useful properties from the general optimization framework. One of these nice properties is the ability to perform fixed-point reuse to further accelerate flow estimation convergence. The motivation for this comes from the fact that consecutive frames of a video are typically highly correlated. For instance, perhaps only a few objects are moving in the foreground, while most of the other content and background are nearly identical across these adjacent frames. More formally, if \( p^i, p^{i+1}, \) and \( p^{i+2} \) are 3 consecutive video frames, then the ground-truth optical flow \( f_i \) (between \( p^i \) and \( p^{i+1} \)) is usually highly correlated to the next ground-truth optical flow \( f_{i+1} \). Thus, when we perform real-time flow estimation with conventional networks like FlowNet [6] and RAFT [1], we frequently perform a lot of redundant computations. In contrast, with a DEQ flow, we can recycle the fixed-point solution \( z^*_i \) of the previous frame, which estimates \( f_i \), as the initial guess \( z^0_{i+1} \) for the subsequent frame’s fixed-point solver. Intuitively, these DEQ flows are able to automatically adjust their forward optimization by exploiting this more informed initial guess, which facilitates convergence speed. It amortizes the cost of flow estimation over long video sequences, since only frame \( 0 \) requires full fixed-point solving while the remaining frames can all recycle their predecessor’s flow. We note that such reuse is related to, but still different from the warm-up scheme of RAFT [1], which only applies to \( f \), excludes \( h \), and still has to be unrolled for many steps. In our case, because a DEQ flow directly models a

![Figure 3. (Left) By reusing fixed-point \( z^* \) from the previous frame’s flow estimation, we can “jump start” the subsequent equilibrium solving, essentially amortizing the solver cost and speeding up convergence. (Right) Comparing forward convergence of DEQ and recurrent flow estimators on Sintel videos (50 frames). “DS” stands for deep supervision used by RAFT [1]. DEQ flow with fixed-point reuse converges best; and overall, DEQ flows converge faster than RAFT [1].](image-url)
fixed point, such an adaptive computation by exploiting the inductive bias of video data is well-justified.

Fig. 3 shows the practicality of fixed-point reuse on Sintel video sequences. By re-using the fixed point, we can further accelerate the DEQ flow estimator’s inference speed by a factor of about 1.6×. Interestingly, while RAFT’s iterative unrolling aims to mimic the iterative convergence, we find its activations usually oscillate at a relatively high level after about 15 update iterations.

To summarize, while a conventional recurrent flow estimator like RAFT needs to be unrolled for some finite $L$ steps and back-propagated through the same $L$-step chain, a deep equilibrium flow estimator: 1) leverages the IFT and requires only $O(1)$ training memory, 2) uses inexact gradients to reduce the backward pass to $O(1)$ computation, and 3) can take advantage of correlation between adjacent frames to amortize the flow estimation cost across a long sequence, thus significantly accelerating the forward pass.

4. Experiments

We present the results of our experiments in this section. Specifically, we highlight the computational and memory efficiency of DEQ flow estimators and analyze how the fixed-point correction improves the DEQ flow. Our method achieves state-of-the-art zero-shot performance on both the MPI Sintel [54] dataset and the KITTI 2015 [27] dataset, with an astonishing 12.9% error reduction in the F1-all score and 6.6% improvement in EPE for KITTI-15 (while still using a similar training budget to RAFT [1]).

4.1. Results

Our quantitative evaluation is presented in Tab. 1. Following previous work [1, 2], we first pretrain the DEQ flow model on the FlyingChairs [6] and FlyingThings3D [55] datasets. We then test the model on the training set of MPI Sintel [54] and KITTI 2015 [27] datasets. This model is denoted “C + T”; it evaluates the zero-shot generalization of the DEQ flow model. Then, we fine-tune the DEQ flow estimator on FlyingThings3D [55], MPI-Sintel [54], KITTI 2015 [27], and HD1K [56] for the test submission.

The models we train are of exactly the same size as RAFT (5.3M) [1] and GMA (5.9M) [2] except they use DEQ flow formulation instead of recurrent updates. They are denoted as DEQ-RAFT-B and DEQ-GMA-B, respectively. Exploiting the memory efficiency of the DEQ flow model (see Sec. 4.2), we can fit much larger models into the same compute budget of two 11 GB 2080Ti GPUs. To this end, we also trained DEQ-RAFT-L (8.4M) and DEQ-RAFT-H (12.8M) by increasing the the width of hidden layers inside the update operator. We also trained DEQ-RAFT-D (9.4M) by duplicating the ConvGRU within $f_o$. As shown in Fig. 5, even the largest DEQ-RAFT-H model only consumes less than half of the flow estimation memory used by a standard-sized RAFT model, while achieving significantly better accuracy (4.38 AEPE and 14.9 F1-all score on KITTI-15, see Tab. 1).

4.2. Performance-Compute Tradeoff

We further verify the aforementioned computational and memory benefits of the DEQ flow model on the Sintel (clean) [54] dataset with a RAFT-based update operator (see Eq. (4)) trained on FlyingChairs [6] and FlyingThings3D [55]. The results are shown in Fig. 5. Specifically, when training the DEQ flow estimator on Sintel with a batch size of 3 per GPU (the maximum that RAFT can fit with a 11 GB GPU), we observe that the memory cost of the flow estimation process reduces by a factor of over 4× (red bars). Note that since we keep the rest of the model intact (e.g., correlation pyramid and context extraction; see Sec. 3.1), the DEQ flow estimator does not improve those parts of the memory burden, which now becomes the new dominant source of memory overhead. In addition, when we use the model for inference, we follow Teed and Deng [1] using 32 recurrent steps for RAFT (with warm-start), and the Anderson solver for DEQ-RAFT (with reuse), which stops if relative residual falls below $\varepsilon = 10^{-3}$. Our results suggest that the DEQ flow converges to an accurate solution, and it is in practice about 20% faster than the RAFT models with the same structure and size (blue bars). Finally, we show that we can exploit such memory savings to build even larger and more accurate flow estimators (DEQ-RAFT-H), while still staying well within the compute and memory budget.

4.3. Ablation Study

In this subsection, we aim to answer the following questions: 1) How useful is the fixed-point correction compared with canonical IFT in performance, stability, and speed? 2) How does the convergence of a DEQ flow correlate with the quality of the flow estimation? As in Sec. 4.2, we use the model design from RAFT [1] to instantiate our DEQ flow. By default, we conduct the ablation experiments on the FlyingChairs [6] dataset using the default training hyperparameters of RAFT and report the Average End Point Error (AEPE) on its validation split.

Stabilizing DEQ by Fixed-Point Correction. As mentioned in Sec. 3.3, unregularized canonical DEQ models (as well as other implicit networks like Neural ODEs [25]) typically suffer from a growing instability issue typically symptomized by an increasingly costly forward fixed-point solving process. We perform an ablation experiment to study how our proposed sparse fixed-point correction scheme could help alleviate this issue. To understand the scheme’s effect, we train a DEQ flow model using both an Anderson [19] and a Broyden [18] solver with 36 and 24 forward iterations, respectively. For simplicity, we equally divide the solver convergence trajectory into $r + 1$ segments (where $r$
### Table 1. Evaluation on Sintel and KITTI 2015 datasets.

We report the Average End Point Error (AEPE) and the F1-all measure for the KITTI dataset (lower is better). “C+T” refers to results that are pre-trained on the Chairs and Things datasets. “S+K+H” refers to methods that are fine-tuned on the Sintel, KITTI, and HD1K datasets. The bold font stands for the best result and the underlined results ranks 2nd.

| Data            | Method          | Sintel (train) | KITTI-15 (train) | Sintel (test) | KITTI-15 (test) |
|-----------------|-----------------|----------------|------------------|---------------|-----------------|
|                 |                 | Clean | Final | AEPE | F1-all(%) | Clean | Final | F1-all(%) |
| **C + T**       | RAFT[1]         | 1.43  | 2.71  | 5.04 | 17.4     | -     | -     | -     |
|                 | DEQ-RAFT-B      | 1.48  | 2.77  | 5.01 | 16.3     | -     | -     | -     |
|                 | DEQ-RAFT-L      | 1.40  | **2.65** | 4.76  | 16.1     | -     | -     | -     |
|                 | DEQ-RAFT-D      | 1.39  | 2.67  | 4.41 | 15.4     | -     | -     | -     |
|                 | DEQ-RAFT-H      | 1.41  | 2.75  | **4.38** | **14.9** | -     | -     | -     |
|                 | GMA[2]          | **1.30** | 2.74  | 4.69 | 17.1     | -     | -     | -     |
|                 | DEQ-GMA-B       | 1.35  | 2.90  | 4.84 | 16.2     | -     | -     | -     |
|                 | DEQ-GMA-L       | 1.33  | 2.71  | 4.72 | 16.4     | -     | -     | -     |
| **C+T+S+K+H**   | LiteFlowNet2[8] | (1.30) | (1.62) | (1.47) | (4.8) | 3.48  | 4.69  | 7.74  |
|                 | PWC-Net+[36]    | (1.71) | (2.34) | (1.50) | (5.3) | 3.45  | 4.60  | 7.72  |
|                 | VCN[39]         | (1.66) | (2.24) | (1.16) | (4.1) | 2.81  | 4.40  | 6.30  |
|                 | MaskFlowNet[7]  | -     | -     | -    | -        | 2.52  | 4.17  | 6.10  |

- RAFT[1] (0.76) (1.22) (0.63) (1.5) 1.94 3.18 5.10
- DEQ-RAFT (0.70) (1.21) (0.61) (1.4) **1.82** 3.23 4.98

Figure 4. Performance and convergence stability (measured by absolute residual error) of the DEQ flow. Frequency indicates how many correction terms we pick, with 0 meaning no correction. See the comparison with Jacobian Regularization [26] in the Appendix. DEQ flows trained with our proposed correction enjoy superior performance and stability. In practice, we find 1 correction loss already suffices.

is the frequency in Fig. 4) and impose a correction loss after each trajectory clip. As mentioned in Sec. 3.3, we apply the one-step gradient [21, 22] to the correction loss.

We visualize results of DEQ flow models trained with 3 different settings: 1) a DEQ flow trained by IFT directly without an auxiliary correction loss; 2) a DEQ flow trained by inexact gradient without an auxiliary correction loss; and 3) DEQ flows trained by inexact gradient as well as 1-3 fixed-point correction terms. Our results are reported in terms of AEPE (which measures performance) and absolute fixed-point residual error \( \| f_0(z^*: x) - z^* \|_2 \) (which measures stability). As shown in Fig. 4, our proposed fixed-point correction significantly outperforms the standard IFT training protocol by about 9%, and reduces the fixed-point error by a conspicuous margin, e.g., over 60%. Moreover, we find that this significant improvement in stability quickly diminishes as we apply \( >1 \) corrections; therefore in practice, we usually use one correction term. Together with the inexact gradient, the total training time can be streamlined over 45%, while the backward pass of a DEQ flow is still almost free.

**Correlation between Performance and Convergence.** A potential question is whether better fixed-point convergence
can lead to better performance. To tackle this, we evaluate the DEQ flow model trained using the standard “C+T” training protocol (see Sec. 4.1) on the KITTI-15 [27] training dataset. We visualize the per-frame EPE and the convergence measured by the absolute fixed point error in Sec. 4.3 and dye the scatter plot with the average norm of per-pixel flow across the frame, which can be understood as an indicator of hardness due to the large displacements. The Pearson correlation coefficient between the fixed-point error and EPE is over 0.86 (see Fig. 7) supporting the claim that convergence is strongly correlated with the flow performance. From Fig. 7, we see that hard flows, with large motions are also challenging for a naive solver. This demonstrates the necessity of advanced solvers in DEQ flow estimation.

5. Limitations

The improved performance and efficiency of our approach comes at the cost of a slightly more complex training pipeline. Implementing the naïve unrolled flow estimation as presented in Teed and Deng [1] and Jiang et al. [2] is simple using most libraries equipped with automatic dif-

Figure 5. Comparing the training memory, inference speed and performance on Sintel (clean) with image size 436 x 1024. The same model design (based on RAFT) consumes much less memory and computes much quicker than the recurrent counterpart. All results are benchmarked on a single Quadro RTX 8000 GPU.

Figure 6. Correlation between convergence and performance. We also observe that harder examples (e.g., those with large motion) typically lead to more challenging fixed-point convergence.

In this work, we introduce a new framework for modeling optical flow estimation. A deep equilibrium (DEQ) flow directly models and solves a fixed-point stable flow estimate, and offers a set of tools that make these flow models’ training and inference process highly efficient (e.g., they enjoy an almost-free backward pass). Moreover, the use of such equilibrium formulation is largely orthogonal to, and thus complements, the prior modeling- and data-related efforts. We empirically show that it is possible to integrate the DEQ flow estimator with these model designs (like RAFT [1]) and achieve better performance on realistic optical flow datasets.

We therefore argue that this implicit framework provides a strong (drop-in) replacement for existing recurrent, unrolled update operators used by most cutting-edge flow estimators. The DEQ flows are both more performant and lightweight — both computationally and memory-wise. We believe this suggests an exciting direction for building more efficient, large-scale and accurate optical flow models in the future.

6. Conclusion

In this work, we introduce a new framework for modeling optical flow estimation. A deep equilibrium (DEQ) flow directly models and solves a fixed-point stable flow estimate, and offers a set of tools that make these flow models’ training and inference process highly efficient (e.g., they enjoy an almost-free backward pass). Moreover, the use of such equilibrium formulation is largely orthogonal to, and thus complements, the prior modeling- and data-related efforts. We empirically show that it is possible to integrate the DEQ flow estimator with these model designs (like RAFT [1]) and achieve better performance on realistic optical flow datasets.

We therefore argue that this implicit framework provides a strong (drop-in) replacement for existing recurrent, unrolled update operators used by most cutting-edge flow estimators. The DEQ flows are both more performant and lightweight — both computationally and memory-wise. We believe this suggests an exciting direction for building more efficient, large-scale and accurate optical flow models in the future.
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