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Abstract

The existing tensor networks adopt conventional matrix product for connection. The classical matrix product requires strict dimensionality consistency between factors, which can result in redundancy in data representation. In this paper, the semi-tensor product is used to generalize classical matrix product based mode product to semi-tensor mode product. As it permits the connection of two factors with different dimensionality, more flexible and compact tensor decompositions can be obtained with smaller sizes of factors. Tucker decomposition, Tensor Train (TT) and Tensor Ring (TR) are common decompositions for low rank compression of deep neural networks. The semi-tensor product is applied to these tensor decompositions to obtain their generalized versions, i.e., semi-tensor Tucker decomposition (STTu), semi-tensor train (STT) and semi-tensor ring (STR). Experimental results show the STTu, STT and STR achieve higher compression factors than the conventional tensor decompositions with the same accuracy but less training times in ResNet and WideResNet compression. With 2% accuracy degradation, the TT-RN (rank = 14) and the TR-WRN (rank = 16) only obtain 3 times and 99t times compression factors while the STT-RN (rank = 14) and the STR-WRN (rank = 16) achieve 9 times and 179 times compression factors, respectively.

Index Terms

tensor decomposition, semi-tensor product, efficient deep learning, neural network compression, low rank tensor approximation

1 INTRODUCTION

Deep neural networks (DNNs) have achieved great performance on many tasks, such as computer vision [18], [28], [40], natural language processing [6], [38], etc. Its success comes from massive data and complicated structure. That means we need to train a huge number of parameters, which is expensive in the view of storage, computation, and time. Therefore, compression of DNNs becomes to a key issue for application on resource-constrained devices, such as mobile phones and wearable devices [19], [23]. The current neural networks compression can be realized mainly by pruning [26], [27], quantization [16], [35], knowledge distillation [12], designing lightweight neural networks [14], [15], [29], and low-rank approximation [17], [30]. These methods could be investigated parallelly and used simultaneously. In this paper, we focus on low-rank approximation way.

Low-rank approximation utilizes tensor decomposition to get a compact representation of the original weight tensors. Generally, it can be divided into two categories. One decomposes pre-trained models to get initial low-rank approximations and retrains them to recover the performance of the original network [9], [17], [19], [20], [21], [24], [44], and the other directly trains a new network whose structure is in low rank tensor form [2], [30], [44]. Compared with the former group (i.e., pre-training and fine-tuning), the latter one (named as tensor neural networks, TNNs) is an end-to-end processing, which is easier to train. Inspired by the tensor decomposition, the architecture of DNNs could be changed, resembling some lightweight convolutional neural networks. For example, Tucker decomposition uses pointwise convolutions to reduce the number of input channels of the 2D convolution and raises the number of channels after the 2D convolution.

Different tensor decompositions result in different TNNs, e.g., CP-Nets [24], Tucker-Nets [4], [21], HT-Nets [48], BT-Nets [46], TT-Nets [7], [30] and TR-Nets [44] corresponding to CANDECOMP/PARAFAC (CP) decomposition [13], Tucker decomposition [41], Hierarchical Tucker (HT) decomposition [10], Block-Term (BT) decomposition [5], Tensor Train (TT) [32] and Tensor Ring (TR) [50], respectively. Tjandra et al. [39] show that TT-format has a better performance compared with Tucker-format with the same number of parameters required in the recurrent neural network (RNN). Experimental results in [47] and [48] verify that the performance of RNN compressed by BT decomposition and HT decomposition is better than that of TT decomposition. The above conclusions are all based on a fully-connected layer. But the current dominating structures in DNNs are convolutional layers [11], [14], [36], [37]. Wu et al. [45] theoretically and experimentally discover that the HT-format has better performance on compressing weight matrices, while the TT-format is more suitable for compressing convolutional kernels. Besides, Wang et al. [44] propose TR-Nets which can significantly compress both the fully connected layers and the convolutional layers.
The construction of above-mentioned tensor decompositions are all based on the mode-\(n\) products or tensor contractions. These tensor products are natural generalizations of conventional matrix product but are not very efficient in compression. Conventional matrix product and its tensor counterparts restrict the dimensions between two multipliers, which considerably reduces the flexibility of tensor decomposition and its applicability to specific problems. In this paper, we try to explore more compact low-rank tensor formats. The main idea is to build novel tensor decomposition forms by replacing conventional matrix product by semi-tensor product (STP, \([3]\)), resulting a general method for various tensor decompositions, named STP-tensor decomposition. STP is a generalization of the conventional matrix product, which relaxes the dimension matching condition and hence largely enhances flexibility. Specifically, extending to tensor version, the semi-tensor mode-\(n\) product and semi-tensor contraction can be obtained. And the connection way between the factor tensors in tensor networks can be accordingly updated, so that the flexibility of tensor networks is enhanced.

In fact, most existing tensor decompositions can be extended into STP versions. In this paper, we choose Tucker decomposition, TT decomposition and TR decomposition as our baseline. Tucker decomposition is a classical decomposition form, but its number of parameters scale exponentially with the tensor orders. TT and TR decomposition alleviate the problem of dimensionality curse. TR decomposition enjoys enhanced expression and compression capability. It can be viewed as a generalization of CP decomposition and TT decomposition. Wang et al. \([43]\) demonstrate that this generalized factorization is extremely expressive, especially in preserving spatial features, and they propose TR-Nets to significantly compress both the fully-connected layers and the convolutional layers. Novikov et al. \([30]\) define the TT-representation of matrices where TT-factors are forth-order tensors, where the input dimension and the output dimension exist in the same factor. Thus, the number of TT-factors is half of that of TR-factors for factorizing the same tensor.

Driven by this, the semi-tensor ring (STR) decomposition is developed by replacing the connection way within the tensor ring network with the STP. Benefiting from the flexibility of STP, the dimensionality of involved latent factors does not have to match each other. It greatly improves the flexibility of tensor ring network, reduces the number of parameters in need, and accelerate the subsequent data processing. We also define the semi-tensor Tucker (STTu) decomposition and semi-tensor train (STT) decomposition which are the generalization of Tucker decomposition and TT decomposition respectively.

The newly defined tensor networks are used to deep neural network compression. Specifically, we employ the resulting compact tensor networks (i.e. STTu, STT and STR) for TNNs compression, namely STP-Nets. We mainly consider two cases, i.e. the compression of the fully connected layers and the convolutional layers. The required number of model parameters and computational complexity are compared theoretically and experimentally with existing popular TNNs (i.e. Tucker-Nets, TT-Nets, TR-Nets). Furthermore, the effectiveness of proposed STP-Nets is verified on both simple neural network LeNet-5 and deeper neural networks ResNet (RN) and WideResNet (WRN). Experimental results show that the STTu, STT and STR all achieve higher compression factor (CF) than the corresponding conventional tensor decompositions in the same accuracy with less training time in ResNet and WideResNet compression. With 2% accuracy degradation, the TT-RN \((R = 14)\) and the TR-WRN \((R = 16)\) only obtain 3\(\times\) and 99\(\times\) CFs while the STT-RN \((R = 14)\) and the STR-WRN \((R = 16)\) achieve 9\(\times\) and 179\(\times\) CFs, respectively.

In the rest of this paper, section 2 describes tensor diagram notations and the basis about tensor neural networks and semi-tensor product. We firstly introduce STP-tensor decomposition in Section 3. Then we apply STP-tensor decomposition to neural network compression in Section 4. Finally, the experimental results show that the newly obtained TNNs outperform the state-of-the-art ones in compressibility without significant performance degradation in Section 5.

2 NOTATIONS AND PRELIMINARIES

2.1 Tensor Notation

![Tensor diagrams](image_url)

In this paper, we follow the tensor diagram notation given by \([31]\) and shown in Fig. 1, where node and edge weights represent tensor objects and their dimensionalities, respectively. The connection between two matrices indicates the matrix product of them; the connection between two tensors indicates the tensor contraction of them and the lines correspond to contracted indices.

The matrix product of \(X \in \mathbb{R}^{I \times J}\) and \(Y \in \mathbb{R}^{J \times K}\) is expressed as

\[
Z = XY,
\]

where \(X\) and \(Y\) are a pair of parallel matrices.
and the element-wise expression is
\[ Z(i, k) = \Sigma_{j=1}^{I} X(i, j) Y(j, k), \] (2)
where \( X(i, j) \) is the element in the \( i \)-th row and the \( j \)-th column of \( X \), \( Y(j, k) \) is the element in the \( j \)-th row and the \( k \)-th column of \( Y \) and \( Z(i, k) \) is the element in the \( i \)-th row and the \( k \)-th column of \( Z \in \mathbb{R}^{I\times K} \). Its tensor diagram illustration is shown in Fig. 1(a).

The tensor contraction of \( \mathcal{X} \in \mathbb{R}^{I \times J_1 \times \cdots \times J_N} \) and \( \mathcal{Y} \in \mathbb{R}^{O_1 \times J_1 \times \cdots \times J_N \times K} \), along the same indices \( \{J_1, J_2, \cdots, J_N\} \), is expressed as
\[ Z = \langle \mathcal{X}, \mathcal{Y} \rangle_N \in \mathbb{R}^{I \times K}, \] (3)
and the element-wise expression is
\[ Z(i, k) = \Sigma_{j_1, \cdots, j_N} X(i, j_1, \cdots, j_N) Y(j_1, \cdots, j_N, k). \] (4)

The tensor self-contraction of \( \mathcal{X} \in \mathbb{R}^{I \times J_1 \times \cdots \times J_N \times J_N \times K} \), along the same indices \( \{J_1, J_2, \cdots, J_N\} \), is expressed as
\[ Z = \langle \mathcal{X} \rangle_N \in \mathbb{R}^{I \times K}, \] (5)
and the element-wise expression is
\[ Z(i, k) = \Sigma_{j_1, \cdots, j_N} X(i, j_1, \cdots, j_N, j_N, k). \] (6)

Their tensor diagram notations are shown in Fig. 1(b) and Fig. 1(c) respectively.

### 2.2 Tensor Neural Networks

In fully connected layers, the linear transformation is formulated as
\[ y = Wx + b, \] (7)
where \( x \in \mathbb{R}^I \), \( y \in \mathbb{R}^O \) and \( W \in \mathbb{R}^{O \times I} \) are the input, output and weight in matrices of the layer, respectively.

In tensor neural networks, the input, output and weight are tensors as \( \mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}, \mathcal{Y} \in \mathbb{R}^{O_1 \times O_2 \times \cdots \times O_N} \) and \( \mathcal{W} \in \mathbb{R}^{O_1 \times \cdots \times O_N \times I_1 \times \cdots \times I_N} \). The aforementioned layers are replaced with
\[ \mathcal{Y} = \langle \mathcal{W}, \mathcal{X} \rangle_N + \mathcal{B}, \] (8)
namely tensor regression layers. Considering the parameters redundancy and sharing, the coefficient tensor \( \mathcal{W} \) often admits low rank property. For example, when \( N = \hat{N} \), Novikov et al. \cite{Novikov2015} approximate \( \mathcal{W} \) by \( N \) TT-cores \( \{\mathcal{G}^{(n)}\}_{n=1}^{\hat{N}} \in \mathbb{R}^{R_{n-1} \times I_n \times O_n \times R_n}, R_0 = R_\hat{N} = 1 \) as follows
\[ \mathcal{W}(o_1, \cdots, o_N, i_1, \cdots, i_N) = \mathcal{G}^{(1)}(:, i_1, o_1, :) \cdots \mathcal{G}^{(N)}(:, i_N, o_N, :). \] (9)

The tensor regression layers are named TT layers. Fig. 2 gives the structure of TT layers using tensor diagram. In addition, some other factorization forms are also exhibited to be effective to compress fully connected layers or convolutional layers, such as Tucker decomposition and tensor ring (TR). The resulting networks include the tensor contraction layer (TRL) \cite{Kolda2009}, tensor factorized layer (TFL) using the factor matrices \cite{Kolda2006}, and the TR-Nets \cite{Novikov2017}.

![Fig. 2. Tensor diagram of TT layers.](image-url)
2.3 Semi-Tensor Product

STP is a generalization of the conventional matrix product, which imposes no requirement on the dimensionality of involved matrices or tensors. In other words, the two matrices involved can be in any of the following cases.

1) The involved two matrices satisfy dimension matching condition which is the same as conventional matrix product.
2) The number of columns in the first matrix is proportional to the number of rows in the second matrix.
3) They are in arbitrary sizes.

In this paper, we will focus on the most popular one, i.e. case 2). Letting \( \mathbf{x} \in \mathbb{R}^{1 \times NP} \), \( \mathbf{w} \in \mathbb{R}^{P} \), we can split \( \mathbf{x} \) into \( P \) equal-sized blocks as \( \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^P \in \mathbb{R}^{1 \times N} \). Then left semi-tensor product (LSTP) denoted by \( \times \) performs as follows:

\[
\begin{align*}
\mathbf{x} \times \mathbf{w} &= \sum_{p=1}^{P} \mathbf{x}^p \mathbf{w}(p) \in \mathbb{R}^{1 \times N}, \\
\mathbf{w}^T \times \mathbf{x}^T &= \sum_{p=1}^{P} \mathbf{w}(p)(\mathbf{x}^p)^T \in \mathbb{R}^{N}.
\end{align*}
\] (10)

Similarly, STP of two matrices \( \mathbf{X} \in \mathbb{R}^{M \times NP} \) and \( \mathbf{W} \in \mathbb{R}^{P \times Q} \) is formulated as

\[
\mathbf{Y} = \mathbf{X} \bowtie \mathbf{W},
\] (11)

where \( \mathbf{Y} \) consists of \( M \times Q \) blocks \( \mathbf{Y}^{mq} \in \mathbb{R}^{1 \times N} \) and each block is

\[
\mathbf{Y}^{mq} = \mathbf{X}(m,:) \bowtie \mathbf{W}(:,q),
\] (12)

where \( \mathbf{X}(m,:) \) is the \( m \)-th row of \( \mathbf{X} \) and \( \mathbf{W}(:,q) \) is the \( q \)-th column of \( \mathbf{W} \), \( m = 1, 2, \ldots, M \), \( q = 1, 2, \ldots, Q \). Its tensor diagram notation is shown in Fig. 3, the notation ‘\( \bowtie \)’ on the connection line represents STP and the dimension of the tensor on the left of the arrow along the connecting line is \( N \) times that of the tensor on the right.

Fig. 3. Tensor diagram of STP. \( NP \) is the number of columns in the first matrix and \( N \) represents the ratio between connected dimensionality, called semi-tensor product ratio.

Because of its flexibility, STP has been applied in many fields. In compressed sensing technique, Fu and Li [6] replace the conventional matrix product with STP (in case 2)) in sampling model. The second dimension of sensing matrix \( \mathbf{A} \) is factor with the dimension of signal \( \mathbf{x} \). For visual question answering, Bai et al. [1] apply STP operation (in case 2)) to multi-modal information fusion. STP is a block-wise operation without dimension constraint.

2.4 Parameters Sharing

The essence of STP in case 2 is the parameters sharing. We use the dense layer in the neural network to illustrate the benefit of this property on the compression parameters. In Eq. 10 when \( \mathbf{x} \) represents an input data and \( \mathbf{w} \) represents the corresponding weight of one neuron, STP lets \( n \) elements in the input vector share the same weight value. The STP layer can be formulated as \( \mathbf{Y} = \mathbf{X} \bowtie \mathbf{W} + \mathbf{b} \), where \( \mathbf{X} \in \mathbb{R}^{m \times np} \) is the input, \( \mathbf{W} \in \mathbb{R}^{P \times q} \) is the weight matrix, \( \mathbf{b} \in \mathbb{R}^{q} \), and \( \mathbf{Y} \in \mathbb{R}^{m \times nq} \) is the output.

Fig. 4(a) is the conventional fully-connected layer, where each orange circle represents an element in the input vector, each blue circle represents the neuron, and the line between orange circle and blue circle is a weight value. Fig. 4(b) is the STP layer, where lines with the same color represent the same weight value and each neuron can output \( n \) values, here \( n = 2 \). Therefore, in STP layers, we just need \( pq \) parameters which are \( \frac{1}{\pi} \) of the number of parameters in dense layers, when the sizes of input and output are the same.

We train two small neural networks with two hidden layers. The one consists of dense layers, namely base-Net, and the other consists of STP-layers, namely STP-Net. Both Nets are used to approximate a periodic function \( y = \sin(0.5\pi x) + \sin(\pi x) + \sin(2\pi x) \). As shown in Fig. 5 the generation capability of the STP-Net is better than the base-Net.
The waveform of Epoch 200 in training

The waveform of Epoch 200 in testing

The loss of each epoch

Fig. 5. The results of using the base-Net and the STP-Net to approximate a periodic function. The red line represents the STP-Net, the green line represents the base-Net. In the far right figure, the dotted line represents the loss of testing, the solid line represents the loss of training.

3 STP-TENSOR DECOMPOSITION

3.1 STTu decomposition

Tucker decomposition \([41]\) decomposes a tensor into a core tensor multiplied by a matrix along each mode, which can be denoted by

\[
\mathcal{X} = \mathcal{G} \times_1 A^{(1)} \times_2 A^{(2)} \times_N A^{(N)} = \left[ \mathcal{G}, A^{(1)}, A^{(2)}, \ldots, A^{(N)} \right],
\]

where \(\mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}\) is the original tensor, \(\mathcal{G} \in \mathbb{R}^{R_1 \times R_2 \times \cdots \times R_N}\) is the core tensor, and \(A^{(n)} \in \mathbb{R}^{I_n \times R_n}, n = 1, \ldots, N\) are factor matrices. We apply STP to Tucker decomposition to obtain the STTu decomposition, which can be denoted by

\[
\mathcal{X} = \hat{\mathcal{G}} \times_1 \hat{A}^{(1)} \times_2 \hat{A}^{(2)} \times_N \hat{A}^{(N)} = \left[ \hat{\mathcal{G}}, \hat{A}^{(1)}, \hat{A}^{(2)}, \ldots, \hat{A}^{(N)} \right],
\]

where \(\hat{\mathcal{G}}\) is the left semi-tensor mode-\(n\) product, \(\hat{A}^{(n)}\) is the core tensor, and \(\hat{A}^{(n)} \in \mathbb{R}^{I_n \times \frac{R_n}{t}}, n = 1, \ldots, N\) are factor matrices. Its tensor diagram notation is shown in Fig. 6.

![Tensor diagram of STTu decomposition.](image)

The left semi-tensor mode-\(n\) product of \(\hat{\mathcal{G}}\) and \(\hat{A}^{(n)}\) is formulated as

\[
\hat{\mathcal{X}} = \hat{\mathcal{G}} \times_n \hat{A}^{(n)},
\]

which can be divided into three steps: 1) unfolding the tensor \(\hat{\mathcal{G}}\) to the matricization representation \(\hat{\mathcal{G}}_{(n)} \in \mathbb{R}^{R_n \times (R_1 \times \cdots \times R_{n-1} R_{n+1} \cdots R_N)}\), 2) \(\mathcal{X} = \mathcal{G}^T_{(n)} \times \hat{A}^{(n)} \in \mathbb{R}^{(R_1 \times \cdots \times R_{n-1} R_{n+1} \cdots R_N) \times I_n}\), and 3) folding \(\mathcal{X}\) to a tensor \(\hat{\mathcal{X}} \in \mathbb{R}^{R_1 \times \cdots \times R_{n-1} \times I_n \times R_{n+1} \cdots \times R_N}\).

The memory ratio between Tucker decomposition and STTu decomposition is

\[
\frac{\prod_{n=1}^{N} R_n + \sum_{n=1}^{N} I_n R_n}{\prod_{n=1}^{N} R_n + \frac{1}{t^2} \sum_{n=1}^{N} I_n R_n}.
\]

When \(I_n \gg R_n\), the hyper-parameter \(t\) can play a decisive role in the memory ratio between Tucker decomposition and STTu decomposition, but at the same time, the representation capability of the low-rank tensor will decline much. In addition, the number of parameters in Tucker decomposition scale exponentially with the tensor orders.
3.2 STR decomposition

Both of TT and TR alleviate the problem of dimensionality curse. Compared with TT decomposition, TR decomposition does not highly depend on permutations of tensor dimensions, due to its cyclic structure. In this section, we focus on TR decomposition \[50\], which provides an efficient representation for a high-dimensional tensor by a sequence of three-dimensional cores. Vectors and matrices have specific TT representations in neural networks \[30\], thus we directly introduce the STT decomposition in network compression in Section 4.

TR decomposition is denoted by

\[
X = \sum_{r_1, \ldots, r_N=1}^{R_1, \ldots, R_N} \mathcal{G}^{(1)}(r_1, \ldots, r_2) \circ \cdots \circ \mathcal{G}^{(N)}(r_N, \ldots, r_{N+1}),
\]

where \( X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) is the original tensor, \( r_{N+1} = r_N \), the symbol ‘\( \circ \)’ denotes the outer product of vectors, and \( \mathcal{G}^{(n)}(r_n, \ldots, r_{n+1}) \in \mathbb{R}^{I_n} \) denotes the \( \{r_n, r_{n+1}\} \)-th mode-2 fiber of tensor factors \( \mathcal{G}^{(n)} \in \mathbb{R}^{R_n \times I_n \times R_{n+1}} \). For simplicity, we assume \( R_1 = R_2 = \cdots = R_N = R \), which is the size of tensor ring rank, and define \( \text{TR}(X; R, N) \) as the operation to obtain \( N \) factors \( \mathcal{G}^{(n)} \) with tensor ring rank \( R \) from \( X \).

The merging process of two tensor ring cores is denoted by

\[
\mathcal{G}^{(n,n+1)}(r_n, \ldots, r_{n+2}) = \mathcal{G}^{(n)}(r_n, \ldots, r_{n+1}) \mathcal{G}^{(n+1)}(r_{n+1}, \ldots, r_{n+2}),
\]

where \( \mathcal{G}^{(n,n+1)} \in \mathbb{R}^{R_n \times I_{n+1} \times R_{n+1}} \). Replacing the matrix product by semi-tensor product, TR decomposition evolves to semi-tensor ring (STR) decomposition.

In STR decomposition, each tensor core is \( \mathcal{G}^{(n)} \in \mathbb{R}^{R_n \times I_{n+1} \times R} \), and the merging process of two tensor cores is denoted by

\[
\mathcal{G}^{(n,n+1)}(r_n, \ldots, r_{n+2}) = \mathcal{G}^{(n)}(r_n, \ldots, r_{n+1}) \ltimes \mathcal{G}^{(n+1)}(r_{n+1}, \ldots, r_{n+2}),
\]

where \( \mathcal{G}^{(n,n+1)} \in \mathbb{R}^{R_n \times I_{n+1} \times R_{n+1}} \) and \( \mathcal{G}^{(n+1)} \in \mathbb{R}^{R_{n+1} \times I_{n+1} \times R} \).

The above operation can be represented in tensor form as

\[
\mathcal{G}^{(n,n+1)} = \mathcal{G}^{(n)} \ltimes_{3,1} \mathcal{G}^{(n+1)},
\]

where \( \ltimes_{3,1} \) represents the STP between the third mode of the former tensor and the first mode of the latter tensor. Similar to definition \( \text{TR}(X; R, N) \), we define \( \text{STR}(X; R, N, t) \) as the operation to obtain \( N \) factors \( \mathcal{G}^{(n)} \in \mathbb{R}^{R_n \times I_{n+1} \times R} \) with semi-tensor ring rank \( R \) and semi-tensor product ratio \( t \) from \( X \).

The ratio of the memory between TR decomposition and STR decomposition is \( t^2 \). Only the hyper-parameter \( t \) affects the memory ratio between TR-Nets and STR-Nets.

![Tensor diagram of FCL in TR-format, STR-format, TT-format and STT-format.](image-url)
TABLE 1
The formulas of every steps in the STR layer and the flops of every steps in the STR layer and the TR layer. $B$ is the batch size of testing samples.

| STR formula | STR flops | TR flops |
|-------------|-----------|----------|
| step (1) \( \hat{G}_{in} = \text{Merge1}\{\hat{G}^{(1)}(N^N)\} \) \( \leq \frac{1}{t} R^3(I + O) \) \( \leq 4R^3(I + O) \) |
| step (2) \( \hat{G}_{out} = \text{Merge1}\{\hat{G}^{(N)}(N^N)\} \) \( \leq \frac{1}{t} R^3(I + O) \) \( \leq 4R^3(I + O) \) |
| step (3) \( y = (X \times_{1,2} \hat{G}_{in})_{N-1} \in \mathbb{R}^{R \times R} \) \( \frac{2}{t} BR^2 I \) \( 2BR^2 I \) |
| \( y = (Y \times_{1,2} \hat{G}_{out})_{1} \in \mathbb{R}^{O_1 \times \ldots \times O_N} \) \( \frac{2}{t} BR^2 O \) \( 2BR^2 O \) |
| Total - \( \leq \left( \frac{1}{t} R^3 + \frac{2}{t} BR^2 \right)(I + O) \) \( \leq (4R^3 + 2BR^2)(I + O) \) |

4 STP-NETS
STP-Nets are TNNs using STP-tensor decomposition. The forward pass in tensor neural networks do not merge the decomposed weight tensor firstly, while adopting the order with less computational complexity. For example, the convolution forward pass with Tucker-2 decomposition is considered as three steps: 1) reducing the number of channels using the third-mode factor matrix, 2) doing regular convolution using the core tensor, 3) getting back to the output channels like the original convolution using the forth-mode factor matrix. Both step 1 and step 3 take mode-3 product. Therefore, in the convolution forward pass with STo decomposition, the mode-3 product is replaced by the semi-tensor mode-3 product.

In Section 3, we have given the expression of STU decomposition and STR decomposition. In this section, we will introduce STT-Nets and STR-Nets in details from fully-connected layer (FCL) and convolutional layer (ConvL) aspects. We call FCL which compressed by TR (or TT) decomposition and STR (or STT) decomposition as TR (or TT) layer and STR (or STT) layer, respectively [30]. The tensor diagram of TT-matrix is given in Fig. 2. The fully-connected layer is usually applied to the last layer of convolutional neural networks. Thus in this section, we introduce the TT-vector format and the STT-vector format.

4.1 Fully-Connected Layer
When the fully-connected layer is the middle layer, the weight matrix $W$ in Eq. (7) is reshaped to the weight tensor $W'$ in Eq. (8). When the fully-connected layer is the last layer, the weight tensor is $W' \in \mathbb{R}^{O \times I_1 \times I_2 \times \cdots \times I_N}$. Whatever, the input is always the tensor $X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$. Because of the flexibility of TR decomposition, it is suitable for the two above situation. Novikov et al. define two different TT-representations i.e. TT-matrix and TT-vector, corresponding to the above two situation, respectively [30]. The tensor diagram of TT-matrix is given in Fig. 2. The fully-connected layer is usually applied to the last layer of convolutional neural networks. Thus in this section, we introduce the TT-vector format and the STT-vector format.

4.1.1 STR Layer
TR layers are the tensor regression layers, which use TR($W; R, N + \tilde{N}$) to obtain $N + N'$ tensor ring factors, $\{G^{(n)}\}_{n=1}^{N'} \in \mathbb{R}^{R \times I_N \times X}$ and $\{G^{(n)}\}_{n=N+1}^{N+N'} \in \mathbb{R}^{X \times O_{N-1} \times R}$. The tensor diagram of a TR layer is given in Fig. 7(a), which shows the computational order. The results in (1) is obtained by using hierarchical merging, whose computational cost is cheaper than sequential merging when $N$ and $\tilde{N}$ is large [44].

Similarly, STR layers use STR($W; R, N + \tilde{N}$) to obtain $N + N'$ semi-tensor ring factors, $\{G^{(n)}\}_{n=1}^{N'} \in \mathbb{R}^{R \times \frac{I_N}{2} \times R}$ and $\{G^{(n)}\}_{n=N+1}^{N+N'} \in \mathbb{R}^{\frac{I_N}{2} \times I_{N-1} \times R}$, and the tensor diagram of an STR layer is given in Fig. 7(b). The merging result of $\{\hat{G}^{(1)}, \hat{G}^{(2)}, \ldots, \hat{G}^{(N')}\}$ is formulated as

$$\text{Merge1}\{\hat{G}^{(1)}(N^N)\} = \hat{G}^{(1)} \times_{3,1} \hat{G}^{(2)} \times_{4,1} \ldots \times_{N+1,1} \hat{G}^{(N')} \in \mathbb{R}^{\frac{R}{2} \times \frac{I_N}{2} \times I_{N-1} \times I_N \times R}$$

which hierarchically merges like TR decomposition does.

The computational order in an STR layer is the same as in a TR layer. Table 1 gives the formulas and computation costs of every steps. Except the computation complexity of STR in step (1) is $1/t^3$ of TR, the computational complexity ratio of STR and TR is $1/t$. The batch size is usually set to 128, which is larger than the rank size. Thus the computation complexity of STR layers is approximately $1/t$ that of TR layers.

4.1.2 STT Layer
In a TT-vector layer, the intact tensor $W'$ is decomposed to $N' + N + 1$ TT-vector factors, $\{U^{(n)}\}_{n=1}^{N'} \in \mathbb{R}^{R \times I_N \times X \times R}$ and $U^{N+1} \in \mathbb{R}^{X \times O_{N-1} \times R}$, where $R_0 = R_{N+1} = 1$ and we set $R_1 = R_2 = \ldots = R_N = R$. The tensor diagram of the TT-vector layer is given in Fig. 7(c), which shows the computational order.

Similarly, in the STT-vector layer, the intact tensor is decomposed to $N' + N + 1$ STT-vector factors, $\hat{U}^{(1)} \in \mathbb{R}^{i \times I_N \times R}$, $\hat{U}^{(n)} \in \mathbb{R}^{\frac{2}{t} I_N \times R}$, $n = 2, \ldots, N$, and $\hat{U}^{N+1} \in \mathbb{R}^{\frac{2}{t} I_N \times R}$, and the tensor diagram of an STT-vector layer is given in Fig. 7(d). The merging result of $\{\hat{U}^{(1)}, \hat{U}^{(2)}, \ldots, \hat{U}^{(N')}\}$ is formulated as

$$\text{Merge2}\{\hat{U}^{(1)}(N^N)\} = \hat{U}^{(1)} \times_{2,1} \hat{U}^{(2)} \times_{3,1} \ldots \times_{N+1,1} \hat{U}^{(N')} \in \mathbb{R}^{I_N \times I_2 \times \cdots \times I_{N-1} \times I_N \times R}.$$
Fig. 8. Tensor diagram of ConvL in TR-format, STR-format, TT-format and STT-format.

TABLE 2
The formulas of every steps in the STT layer and the flops of every steps in the STT layer and the TT layer. B is the batch size of testing samples

| Step | STT formula | STT flops | TT flops |
|------|-------------|-----------|----------|
| (1)  | $\hat{U}_{in} = \text{Merge}_2\{\hat{G}^{(1)} - (N)\}$ | $\leq \frac{4}{7} R^2 I$ | $\leq 4R^2 I$ |
| (2)  | $y = \langle X, \hat{U}_{in} \rangle_N \in \mathbb{R}^{R \times BR_1}$ | $2BRI$ | $2BRI$ |
| (3)  | $Y = y \ast U_{N+1} \in \mathbb{R}^{O \times 2BRO}$ | $\frac{2}{7}BRO$ | $2BRO$ |
| Total | - | $\leq (\frac{4}{7} R^2 + 2BR)I + \frac{2}{7}BRO$ | $\leq (4R^3 + 2BR)I + 2BRO$ |

The computational order in an STT-vector layer is the same as it in a TT-vector layer. Table 3 gives the formulas and computation costs of every steps. The STT-vector layer and the TT-vector layer have the same Step (2). The computational complexity ratio of them in steps (1) and (3) is $\frac{1}{7}$. The batch size is usually set to 128, which is larger than the rank size, and $O$ is less than $I$. Thus the computation complexity of STT-vector layers is slightly less than that of TT-vector layers.

The parameters of a TT-vector layer and an STT-vector layer are given in Table 3. Thus it can be seen that the number of parameters in the STT layer is about $\frac{1}{7}$ of that in the TT layer.

TABLE 3
The compare of parameters between the TT layer and the STT layer.

|                  | TT layer | STT layer |
|------------------|----------|-----------|
| Param.           | $R(I_1 + O) + \sum_{n=2}^{N} R^2 I_n$ | $R(I_1 + \frac{1}{2}RO_1 + \sum_{n=2}^{N} R^2 I_n)$ |

4.2 Convolutional Layer

In a convolutional layer, an input tensor $X \in \mathbb{R}^{H \times W \times I}$ is convoluted with a 4th order kernel tensor $K \in \mathbb{R}^{K \times K \times I \times O}$ and mapped to a 3rd order tensor $Y \in \mathbb{R}^{H' \times W' \times O}$, the mathematical formulation is as follows

$$
Y_{h',w',o} = \sum_{k_1,k_2=1}^{K} \sum_{i=1}^{I} X_{h,w,i} K_{k_1,k_2,i,o},
$$

(21)
The formulas of every steps and their flops in the STR-conv layer. \(B\) is the batch size of testing samples.

| STR-conv formula | STR-conv flops | TR-conv flops |
|------------------|----------------|--------------|
| step (1) \[ \hat{g}_{in} = \text{Merge}(\hat{g}(1)^{(1)-(N)}) \] | \( \frac{1}{4} R^3 (I + O) \) | \( 4R^3 (I + O) \) |
| step (2) \[ \hat{g}_{out} = \text{Merge}(\hat{g}(N)-(N+1)) \] | \( \frac{1}{4} R^3 (I + O) \) | \( 4R^3 (I + O) \) |
| step (3) \[ \mathcal{Y}_1 = (X \times_{2, \hat{g}_{in}})_{N-1} \in \mathbb{R}^{H \times W \times R \times R} \] | \( \frac{3}{2} BHWR^2 I \) | \( 2BHWR^2 I \) |
| step (4) \[ \mathcal{Y}_2(\ldots, r, \ldots) = \mathcal{Y}_1(\ldots, r, \ldots) \ast \mathcal{C} \in \mathbb{R}^{H' \times W' \times R} \] | \( 2H'W'R^2 K^2 \) | \( 2H'W'R^2 K^2 \) |
| step (5) \[ \mathcal{Y} = (\mathcal{Y}_2 \times_{4, \hat{g}_{out}})_{1} \in \mathbb{R}^{H' \times W' \times O_1 \times \ldots \times O_N} \] | \( \frac{3}{2} BHWR^2 O \) | \( 2BHWR^2 O \) |
| Total | - | \( \leq (\frac{1}{4} R + \frac{3}{2} BHW)R^2(I + O) + 2HWR^2 K^2 \) | \( \leq (AR + 2BHW)R^2(I + O) + 2HWR^2 K^2 \) |

| STT-conv formula | STT-conv flops | TT-conv flops |
|------------------|----------------|--------------|
| step (1) \[ \hat{V} = \text{Merge3}(\hat{V}(1)^{(1)-(N)}) \] | \( \frac{1}{4} R^2 IO \) | \( 4R^2 IO \) |
| step (2) \[ \mathcal{Y}_2(\ldots, r, \ldots) = \mathcal{Y}(\ldots, r, \ldots) \ast \mathcal{C} \in \mathbb{R}^{2H' \times W' \times R} \] | \( 2H'W'R^2 K^2 \) | \( 2H'W'R^2 K^2 \) |
| Total | - | \( \leq \frac{3}{4} IO R(2R + BHW) + 2HWR^2 K^2 \) | \( \leq 2IOR(2R + BHW) + 2HWR^2 K^2 \) |

where \( h = (h' - 1)S + k_1 - P, w = (w' - 1)S + k_2 - P, S \) is stride size, \( P \) is zero-padding size, \( K \) is convolutional window size, \( I \) and \( O \) are the number of input and output channels, respectively. Eq. (23) is abbreviated in tensor form as \( \mathcal{Y} = X \ast K \), where \( \ast \) represents convolutional operation.

### 4.2.1 STT-conv Layer

In a TR-conv layer, \( I \) and \( O \) are reshaped to the size \( I_1 \times I_2 \times \cdots \times I_N \) and the size \( O_1 \times O_2 \times \cdots \times O_N \), respectively, while \( D \) is unchanged in the kernel tensor, because \( I \) and \( O \) are much larger than \( K \) and the spatial information can be maintained. Thus the size of the input tensor \( X \) is \( H \times W \times I_1 \times I_2 \times \cdots \times I_N \). The kernel tensor \( K \) is decomposed to \( N + \hat{N} \) TR factors \( \hat{g}(1), \ldots, \hat{g}(N), \hat{g}(N+1), \ldots, \hat{g}(N+\hat{N}) \) and a convolutional kernel \( \mathcal{C} \in \mathbb{R}^{K \times K \times R \times R} \). Its tensor diagram is given in Fig. 8(a) which shows the computational order.

Differently, in an STR-conv layer, the kernel tensor \( K \) is decomposed to \( N + \hat{N} \) STR factors \( \hat{g}(1), \ldots, \hat{g}(N), \hat{g}(N+1), \ldots, \hat{g}(N+\hat{N}) \), but the convolutional kernel \( \mathcal{C} \in \mathbb{R}^{K \times K \times R \times R} \) is the same. And its tensor diagram is given in Fig. 8(b).

The computational order in an STR-conv layer is the same as in a TR-conv layer. Table 5 gives the formulas and computation costs of every steps. The batch size is usually set to 128, which is larger far than the rank size. Thus the computational complexity of STR layers is approximately \( 1 \div t \) of TR layers. The computational complexity of semi-tensor product operation is less than that of matrix product, thus the training and testing time of STR-Nets is less than TR-Nets.

### 4.2.2 STT-conv Layer

Garipov et al. apply TT-matrix in convolutional layers[2]. In a TT-conv layer, \( I \) and \( O \) are reshaped to the size \( I_1 \times I_2 \times \cdots \times I_N \) and the size \( O_1 \times O_2 \times \cdots \times O_N \), respectively. Different from a TR-conv layer, \( N \) has to be the same as \( N \) in a TT-conv layer and the size of the input tensor \( X \) is \( H \times W \times I_1 \times I_2 \times \cdots \times I_N \). The kernel tensor \( K \in \mathbb{R}^{I_1 \times \cdots \times I_N \times O_1 \times \cdots \times O_N \times K \times K} \) is decomposed to \( N + 1 \) TT-matrix factors \( \{V(n)\}_{n=1}^{N} \in \mathbb{R}^{R_{n-1} \times I_n \times O_n \times R_n} \) and \( C \in \mathbb{R}^{K \times K \times R_{N+1} \times R_N} \), where \( R_0 = R_{N+1} = 1 \) and \( C \) is a small convolutional kernel. Here, we set \( R_1 = R_2 = \cdots = R_N = R \). Its tensor diagram is given in Fig. 8(c) which shows the computational order.

In an TT-conv layer, the convolutional kernel tensor \( K \in \mathbb{R}^{I_1 \times \cdots \times I_N \times O_1 \times \cdots \times O_N \times K \times K} \) is decomposed to \( N \) STT-matrix factors \( \hat{V}(1), \hat{V}(2), \ldots, \hat{V}(N) \) and a small convolutional kernel \( \mathcal{C} \in \mathbb{R}^{K \times K \times 1 \times 1} \), which is the same as in the TT-conv layer. The structure of STT factors is more complex than STR factors, where \( \hat{V}(1) \in \mathbb{R}^{I_1 \times \frac{H}{2} \times \frac{W}{2}} \times \mathbb{R}^{O_1 \times \frac{H}{2} \times \frac{W}{2}}, \hat{V}(N) \in \mathbb{R}^{\frac{H}{2} \times \frac{W}{2} \times O_1 \times \frac{H}{2} \times \frac{W}{2}} \). The merging result of \( \{\hat{V}(1), \hat{V}(2), \ldots, \hat{V}(N)\} \) is formulated as

\[
\text{Merge3}(\hat{V}(1)^{(1)-(N)}) = \hat{V}(1)^{\times_{3,1}} \hat{V}(2)^{\times_{5,1}} \ldots \hat{V}(N)^{\times_{2N-1,1}} \in \mathbb{R}^{\frac{H}{2} \times \frac{W}{2} \times I_1 \times \cdots \times I_N \times \frac{H}{2} \times \frac{W}{2} \times \cdots \times O_N}.
\]

The computational order in an STT-conv layer is the same as in a TT-conv layer. Tab. 5 gives the formulas and computation costs of every steps. The convolutional operation in step (1) of the STT-conv and the TT-conv layer is the
same. The computation complexity ratio of them in merging operation of step (1) is $\frac{1}{t}$ and that in step (2) is $\frac{1}{t^2}$. The batch size is usually set to 128, which is larger far than the rank size, and $IO$ is larger than $K^2$. Thus the computation complexity of STT-conv layers is about $\frac{1}{t}$ of that of TT-conv layers.

The parameters of a TT-conv layer and an STT-conv layer are given in Table 6. Obviously, parameters in an STT-conv layer are less than a TT-conv layer.

### Table 6

| Param. | TT-conv layer | STT-conv layer |
|--------|---------------|----------------|
| $R(I_1 O_1 + K^2)$ + $\sum_{n=2}^{N} R^2 I_n O_n$ | $R(\frac{1}{t} I_1 O_1 + K^2)$ + $\frac{1}{t^2} \sum_{n=2}^{N-1} R^2 I_n O_n + \frac{1}{t^3} R^2 I_N O_N$ |

### 5 EXPERIMENTS

In this section, we design STTu-Nets, STT-Nets and STR-Nets to verify their effectiveness in model compression. Because of the rise of convolutional neural networks, we focus on LeNet-5 [25], and ResNet [11] and WideResNet, where the former is relatively small and the latter are up to dozens of layers. WideResNet is wider than ResNet ten factors. In our proposed STP-Net, hyper-parameter $t$ also decides the compression rate, and we let $t$ be 2 for the following experiments. The reason is that the dimension of each order is small enough and each dimension needs to be a multiple of $t$.

**Datasets.** The simple network is used to classify MNIST which is a simple dataset for the task of handwritten digit recognition, composed of 60000 $28 \times 28$ grey scale images for training and 10000 for testing. The deeper network is applied in Cifar10 [22] dataset which is more complex than MNIST. MINIST consists of $32 \times 32$ 3-channel image assigned to 10 different classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck, and containing 50000 training and 10000 testing images. Besides of Cifar10, we also use Cifar100 for verifying the deeper network.

**Training Details.** For the above datasets, validation images which are separated from training datasets are 10% of training datasets, and the results come from the testing datasets using the best model for the validation datasets. The training settings of the learning rate, batch size, optimization, and epochs are not the same in both kinds of networks and the details will be introduced in the corresponding subsection. All the networks are trained using Pytorch [33] and all the experiments are implemented on Nvidia GTX 1080 Ti GPUs.

**Assessment Criteria.** One evaluation metric is compression factor (CF), which is defined as the ratio between the number of parameters in the original network and that in the compressed network. The other is compression ratio, and it is defined as the ratio between the number of parameters in the compressed network and that in the original network.

### 5.1 Simple Network

We first investigate the effectiveness of our proposed models in a small network. LeNet-5 is a convolutional neural network with 2 convolution layers and 2 fully-connected layers. The dimensions in the STR-Nets based on LeNet-5 are similar to the TR-Nets in [44], if one dimension of the channels is odd, it pluses one.

Here, we give two kinds of situations. One is that we only compress FCL using STR decomposition, and the other is to compress both FCL and ConvL at the same time. As shown in Fig. 9, the STR-Nets get a higher compression factor than...
TABLE 7
The simple network results. LeNet-5 on MNIST dataset. Testing time is per 10000 samples.

| Method           | Params | CF | Acc% | Test(s) |
|------------------|--------|----|------|---------|
| LeNet-5          | 429K   | 1x | 99.22| 1.2     |
| TR(R=20)         | 41.7K  | 10x| 99.34| 1.5     |
| STR(FCL, R=20)   | 29.9K  | 14x| 99.38| 1.6     |
| STR(FCL+ConvL, R=20) | 22.0K  | 19x| 99.43| 1.5     |

TABLE 8
The deep network compression.

| layer      | uncompressed dimensions | TR-Nets dimensions | STR-Nets dimensions |
|------------|-------------------------|--------------------|--------------------|
|            | shape                   | Param.             | shape of composite tensor | Param.         | shape of composite tensor | Param. |
| ConvL1     | 3 x 3 x 3 x 16          | 432                | 9 x (4 x 2 x 2) x (4 x 2 x 2) | 20R^2          | 9 x 3 x (4 x 4) | 14R^2 |
| unit1      | ResBlock(3,16,16)       | 4608               | 9 x (4 x 2 x 2) x (4 x 2 x 2) | 50R^2          | 9 x (4 x 4) x (4 x 4) | 26R^2 |
|            | ResBlock(3,16,16) x 4   | 18432              | 9 x (4 x 2 x 2) x (4 x 2 x 2) | 200R^2         | 9 x (4 x 4) x (4 x 4) | 104R^2 |
| unit2      | ResBlock(3,16,32)       | 13624              | 9 x (4 x 2 x 2) x (4 x 4 x 2) | 56R^2          | 9 x (4 x 4) x (4 x 8) | 28R^2 |
|            | ResBlock(3,32,32) x 4   | 73728              | 9 x (4 x 4 x 2) x (4 x 4 x 2) | 32R^2          | 9 x (4 x 8) x (4 x 8) | 120R^2 |
| unit3      | ResBlock(3,32,64)       | 55296              | 9 x (4 x 4 x 4) x (4 x 4 x 4) | 64R^2          | 9 x (4 x 8) x (8 x 8) | 32R^2 |
|            | ResBlock(3,64,64) x 4   | 294912             | 9 x (8 x 8) x (4 x 4 x 4) | 264R^2         | 9 x (8 x 8) x (8 x 8) | 136R^2 |
| FCL1       | 64 x 10                 | 680                | (4 x 4 x 4) x 10          | 22R^2          | (4 x 4 x 4) x 10 | 5.5R^2 |
| Total      |                        | 0.46M              |                     | 908R^2         | -                | 465.5R^2 |

TR-Nets. When the rank is large (rank = 20), the accuracy of the STR-Net even is higher than the TR-Net, as shown in Table 7.

Training settings. The learning rates are 10 times in the first 10 epochs than ones in [44]. Other settings are the same. The initialization is in Gaussian distribution and the variance set has been analyzed in [44].

5.2 Deep Network

In general, deeper neural networks can handle more complex tasks, and we further evaluate the performance of STP-Nets on the Cifar10 image classification task, which is a more difficult classification task, based on ResNet. ResNet can be set up to 1202 layers, but we just use ResNet-32 and its dimensions are given in Table 8. Here, TR decomposition-based ResNet-32 is called TR-RNs, where using ‘s’ is because of existing different rank size. The other decomposition-based is named similarly. In TR-RNs, each input and output channel is reshaped to 3rd order, while it is 2nd order in STR-RNs. That because the actual dimensionality in STR-Nets will be $\frac{1}{2}$ (i.e. $\frac{1}{2}$) of that shown in Tab. 8.

![Fig. 10. Accuracy vs. Model Compression Ratio for ResNet-32 on Cifar10 classification. The rank ranges from 4 to 14, with an interval of 2.](image)

(a) TR-RNs and STR-RNs

(b) TT-RNs and STT-RNs

Besides of STR-Nets, we design Tucker-Nets and TT-Nets based on ResNet-32 to verify that our proposed semi-tensor product-based tensor decomposition is universally effective. The reshaped data size in TT-RNs and STT-RNs is the same as that in TR-RNs and STR-RNs respectively. Fig. 10 shows that STR-RNs have higher accuracy than TR-RNs and STT-RNs.
have higher accuracy than TT-RNs, when their compression ratio are the same. Based on ResNet-32, TT-Nets are generally better than TR-Nets\[^1\], and semi-tensor product applied in TT decomposition can obtain better compression effect.

In Tucker and STTu decomposition-based ResNet-32, the input and output channel sizes keep original. The structure of Tucker-RNs refers to \[^{19}\]. The rank size is set to 14 and 20. Table 9 give the results of the TR-RN, the STR-RN, the TT-RN, the Tucker-RN, and the STTu-RN. When the accuracy of these nets are almost the same, the STT-RN (R = 14) has the highest compression factor, and the STTu-RN (R = 20) has the fastest training speed.

**Evolution.** Fig. 11 shows the training and testing errors during the training of TR-RNs and STR-RNs with \( R = 8, 12 \). For the same value of \( R \), the generalization gap (between training and testing error) is higher for the TR-RN than the STR-RN. It suggests STR-Nets will not learn too much of the unique characteristics of the training dataset so that the generalization capability is improved.

---

### TABLE 9

| Method                  | Cifar10 |  |
|-------------------------|---------|
|                        | Train   | Test |
| TR-RN (R=14)           | 0.18M   | 12.4 | 90.2 | 130 |
| STR-RN (R=14)          | 0.09M   | 12.0 | 90.0 | 115 |
| TT-RN (R=14)           | 0.14M   | 9.8  | 90.5 | 149 |
| Tucker-RN (R=14)       | 0.05M   | 9.8  | 90.5 | 126 |
| STTu-RN (R=20)         | 0.16M   | 9.8  | 90.0 | 62  |

1. The results of TT-Nets are different from ones in \[^{44}\], that because Wang et al. does not give a specific structure of the TT-Net, so that the TT-Net in this paper maybe different from the TT-Net in \[^{44}\].

---

### TABLE 10

| Method | TR-Net dimensions | Param. | STR-Nets dimensions | Param. |
|---------|-------------------|--------|---------------------|--------|
| Conv1   | 9 × 3 × (4 × 5 × 8) | 29c^2 | 9 × 3 × (10 × 16)  | 18.5R^2 |
| unit1   | 9 × (4 × 5 × 8) × (4 × 5 × 8) | 86c^2 | 9 × (10 × 16) × (10 × 16) | 44R^2 |
|         | 9 × (4 × 5 × 8) × (4 × 5 × 8) | 344R^2 | 9 × (10 × 16) × (10 × 16) | 176R^2 |
| unit2   | 9 × (4 × 5 × 8) × (5 × 8 × 8) | 94c^2 | 9 × (16 × 20) × (16 × 20) | 49R^2 |
|         | 9 × (5 × 8 × 8) × (5 × 8 × 8) | 408R^2 | 9 × (16 × 20) × (16 × 20) | 216R^2 |
| unit3   | 9 × (5 × 8 × 8) × (8 × 8 × 10) | 112c^2 | 9 × (20 × 32) × (20 × 32) | 62R^2 |
|         | 9 × (8 × 8 × 10) × (8 × 8 × 10) | 480R^2 | 9 × (20 × 32) × (20 × 32) | 280R^2 |
| FCL1    | (8 × 8 × 10) × 10 | 30c^2 | (8 × 8 × 10) × 10 | 9R^2 |
| Total   | -                  | 150c^2 | -                   | 854.5R^2 |

Fig. 11. Evolution of training compressed ResNet-32 on Cifar10, using TR-Nets and STR-Nets with different values of Rank.

**Training settings.** These networks are trained using stochastic gradient descent (SGD) with a multi-step learning rate policy. The batch size is set to 128 and the models trained for 200 epochs. We use the momentum of 0.9 and a weight decay of \( 1 \times 10^{-4} \). An initial learning rate is 0.1, which is divided by 10 after 92 and 137 epochs. The data augmentation is the same as \[^{11}\].
TABLE 11  
The wide network results.

| Method             | Cifar10          | Train(s) | Test(s) |
|--------------------|------------------|----------|---------|
| WideResNet(WRN)-28L| 36.48M           | 1x       | 95.4    | 108     | 14.2|
| TR-WRN(R=16)      | 0.37M            | 99x      | 93.4    | 555     | 20.6|
| STR-WRN(R=16)     | 0.20M            | 179x     | 93.2    | 193     | 23.8|
| TT-WRN(R=10)      | 0.36M            | 101x     | 93.4    | 1304    | 102.2|
| STT-WRN(R=100)    | 0.23M            | 161x     | 93.4    | 873     | 89.9|
| Tucker-WRN(R=100) | 5.10M            | 7x       | 93.2    | 654     | 19.4|
| STTu-WRN(R=100)   | 3.35M            | 11x      | 93.4    | 140     | 20.6|

5.3 Deep and Wide Network

Tensor neural networks are well-suited for wider and extremely over-parametrized models \[^{[30],[44]}\]. Here we choose WideResNet-28, which is a deep and wide network, to verify the effectiveness of our models. The structure of WideResNet is similar to ResNet, while the output channels of WideResNet-28 (WRN) are larger than ResNet by 10. The reshaping schemes for TR-WRNs and STR-WRNs are shown in Table 5.2 which are the same as those in TT-WRNs and STT-WRNs, respectively. The input and output channel size in Tucker-WRNs and STTu-WRNs keep original.

WideResNet-28 classifying Cifar10 get a great performance, while the sacrifice is almost a hundred times larger memory than ResNet-32. The 3% increase in accuracy is achieved by increasing the number of parameters from a few tenths of a million to tens of millions, and the forward and backward propagation time also increase much. As shown in Table 5.2 when the accuracy is almost the same, the TT-WRN and the TR-WRN have higher compression factors than the Tucker-WRN. That means the performance of TR-Nets and TT-Nets in compressing wider neural networks is better than Tucker-Nets. The TT-WRN has a compression factor similar to that of the TR-WRN when the accuracy is the same, but its training and testing time are much more. Because the computational complexity of TT-Nets is with respect to \(IO\) while that of TR-Nets is with respect to \((I+O)\), as shown in Table 4 and Table 5. \(I\) and \(O\) are the numbers of input channels and output channels, respectively, both of them represent the width of convolutional neural networks. Thus TR decomposition is more suitable for compressing wide neural networks than TT and Tucker decomposition.

We apply STR, STT and STTu in WideResNet-28, and all of them achieve good performance. We choose the rank size \(R = 16, 10, 100\) for the TT-WRN, the TR-WRN and the Tucker-WRN respectively, and their corresponding semi-tensor based counterparts share the same rank size. In this way, The above six networks obtain the similar accuracy which is 2% less than the original network. The compression factor of the STR-WRN is \(80 \times \) more than the TR-WRN; the STT-WRN is \(60 \times \) more than the TT-WRN; the STTu-WRN is \(4 \times \) more than the Tucker-WRN. The training times of all the STP-based tensor neural networks are less than that of their corresponding tensor neural networks. Especially for the TR-WRN and the Tucker-WRN, the problem of long training time caused by the increase of network width is effectively alleviated.

6 Conclusion

In this paper, we generalize tensor products by replacing matrix products with semi-tensor products in tensor networks, which results in a group of new tensor decompositions. The obtained decompositions are mainly used for deep neural networks compression. Our experiments have demonstrated that the proposed STP-Nets (i.e. STR-Nets, STT-Nets, STTu-Nets) achieve a superior compression ratio and training speeding with the same classification accuracy, compared with corresponding conventional tensor neural networks. The STP operation removes the dimension consistency limitation of tensor modulus product, and expresses the same information in a more compact structure with less memory. However, our method requires the proportional relationship between factors, we will generalize it to the third case (arbitrary sizes) in future work.
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