Rearrangeable and Repackable S-W-S Elastic Optical Networks for Connections with Limited Bandwidths
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Abstract: Elastic optical networks flexibly allocate bandwidth to a connection for improving utilization efficiency. The paper considers an optical node architecture that is similar to a three-stage Clos network for elastic optical networks. The architecture, which employs space switching in the first and the third stages and wavelength switching in the second stage, is called an S-W-S switching fabric. In this paper, we propose a graph-theoretic approach and different routing algorithms to derive the sufficient conditions under which an S-W-S switching fabric will be rearrangeable nonblocking and repackable nonblocking. The proposed rearrangeable and repackable nonblocking S-W-S switching fabrics for connections with limited bandwidths consume around half the number of middle wavelength switches compared to strictly nonblocking S-W-S switching fabrics.
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1. Introduction

Elastic optical networks (EONs) [1–3] are a technique introduced to support future high-speed optical networking and rapid growth of Internet traffic. EONs provide superior flexibility and scalability in spectrum allocation. To improve spectrum allocation efficiency, EONs use the flexible frequency grid proposed by the International Telecommunication Union [4]. In EONs, the spectrum is currently divided into several 12.5 GHz fixed-width frequency slots called frequency slot units (FSUs) [4]. An optical connection that requires bandwidths greater than 12.5 GHz can spread over a number of, say \( m \) adjacent FSUs, and it is called an \( m \)-slot connection. Usually, \( m \) is upper bounded by a value, denoted by \( m_{\text{max}} \).

Various switching fabrics for EONs have been proposed [5–8]. One of them is the three-stage wavelength-space-wavelength (W-S-W) architecture, which adopts spectrum converters in the first and last stages and space switching in the middle stage [8]. A demonstration of a 16 × 16 W-S-W optical switching test bed for EONs has been presented in [6]. This architecture with different types of nonblockingness was considered in [8–12]. Another three-stage switching fabric for EONs is the space-wavelength-space (S-W-S) architecture, which has only spectrum converters in the middle stage [7]. Both W-S-W and S-W-S architectures can be used as the optical circuit switching part, which serves elephant traffic between servers, of a datacenter network [7,13]. The S-W-S architecture generally consumes fewer middle switches than W-S-W architectures [8,9], especially when \( m_{\text{max}} \) is growing. Moreover, unlike the W-S-W architecture, the S-W-S architecture can be practically realized for switching fabrics when a larger \( m_{\text{max}} \) and a greater number of FSUs are used in one input or output. In this paper, we consider one S-W-S architecture, called an SWS1 switching fabric.

In EONs, an \( m \)-slot connection is set up between \( m \) free FSUs in the input and output fibers. Thus, the switching fabrics can never be blocked because of a lack of free FSUs at the input and output fibers. Switching fabrics can be of various types of nonblockingness, three of which are strictly nonblocking.
(SNB) [14,15], rearrangeable nonblocking (RNB) [14,15], and repackable nonblocking (RPNB) [16–19]. In an SNB switching fabric, a connection will never be blocked by existing connections. In an RNB switching fabric, the nonblocking state can be kept by rearranging existing connections upon the arrival of a connection, while in an RPNB switching fabric, rearranging existing connections is done upon the departure of a connection. It is worth noting that time is less critical for connection rearrangement during departures than during arrivals. An alternate definition of an RNB switching fabric is that a set (or frame) of connections can be routed simultaneously.

Sufficient and necessary conditions for an SNB SWS1 switching fabric were derived and proved in [7]. In this paper, we use two different approaches to generate RNB SWS1 switching fabrics for \( m \)-slot connections for \( 1 \leq m \leq m_{\text{max}} \) with \( m_{\text{max}} = 1 \) and \( 2 \leq m_{\text{max}} \leq n \), respectively, where \( n \) is the number of FSUs in each link of the SWS1 switching fabric. A similar approach to that for an RNB SWS1 switching fabric with \( 2 \leq m_{\text{max}} \leq n \) is also applied to generate an RPNB SWS1 switching fabric with \( 2 \leq m_{\text{max}} \leq n \). The proposed RNB and RPNB SWS1 switching fabrics for connections with a limited \( m_{\text{max}} \) consume around half the number of middle wavelength switches than the SNB SWS1 switching fabric.

The remainder of the paper is organized as follows. In Section 2, we introduce the SWS1 switching fabric and earlier results. The sufficient and necessary conditions under which an SWS1 switching fabric with \( m_{\text{max}} = 1 \) will be RNB are derived in Section 3. The sufficient conditions under which an SWS1 switching fabric with \( 2 \leq m_{\text{max}} \leq n \) will be, respectively, RNB and RPNB are derived in Section 4. Conclusions are provided in Section 5.

2. Preliminaries

The SWS1 switching fabric considered in this paper, represented as SWS1\((q, p, n)\), is given in Figure 1. It uses bandwidth-variable space switches (BV-SSs) in stages 1 and 3, and bandwidth-variable wavelength-converting switches (BV-WSs) in stage 2. The BV-SS has no spectrum conversion capability, and the BV-WS has full-range conversion capability. Specifically, in a BV-SS, an \( m \)-slot connection, which uses \( m \) adjacent FSUs in the input, must be switched to the \( m \) adjacent FSUs of the same nominal frequencies in the output; in a BV-WS, an \( m \)-slot connection, which uses \( m \) adjacent FSUs in the input, can be switched to any other \( m \) adjacent FSUs in the output. The internal architectures of a BV-SS and a BV-WS can be found in [7].

![Figure 1. An SWS1\((q, p, n)\) switching fabric.](image)

In the SWS1\((q, p, n)\) switching fabric (Figure 1), the first (or input) stage contains one BV-SS of capacity \( q \times p \). The middle stage contains \( p \) BV-WSs, each of capacity \( 1 \times 1 \). The last (or output) stage contains one BV-SS of capacity \( p \times q \). Each link has \( n \) FSUs, which are numbered from 1. \( I_i \) (or \( O_j \)) represents the \( i \)th input (or output) for \( 1 \leq i \leq q \), and \( I'_j \) (or \( O'_j \)) represents the input (or output) of the \( j \)th BV-WS for \( 1 \leq j \leq p \). We also call \( I'_j \) and \( O'_j \) internal links.

The SWS1 switching fabric serves \( m \)-slot connections. An \( m \)-slot connection is represented as \((i, j, m)\) if it is from \( I_i \) and destined to \( O_j \). In order to route each \((i, j, m)\) in an SWS1\((q, p, n)\) switching fabric, we have to find two internal links \( I_{k'} \) and \( O_{k'} \) where \( 1 \leq k \leq p \), which have \( m \) adjacent FSUs, using the same nominal frequencies, available for \((i, j, m)\) in the input \( I_i \) and output \( O_j \), respectively (see Figure 1). That is, we have to find two links, \( I'_{k} \) and \( O'_{k} \), such that there are \( m \) available common
adjacent FSUs of links \( I_i \) and \( I'_j \) (or \( O_j \) and \( O'_j \)). When two such internal links can be found, the SWS1\((q, p, n)\) switching fabric is nonblocking to \((i, j, m)\); otherwise, \((i, j, m)\) is blocked.

Sufficient and necessary conditions under which an SWS1\((q, p, n)\) switching fabric will be SNB were derived in [7], which showed that an SWS1\((q, p, n)\) switching fabric for \( m \)-slot connections with \( 1 \leq m \leq m_{\text{max}}\), is SNB if and only if

\[ p \geq \begin{cases} 2m_{\text{max}}(q - 1) + 1, & \text{for } m_{\text{max}} \leq \frac{nq}{2q - 1}, \\ nq - \frac{m}{2q - 1} + 1, & \text{for } m_{\text{max}} \geq \frac{nq}{2q - 1} + 1. \end{cases} \] (1)

In this paper, two different approaches are proposed to generate RNB SWS1\((q, p, n)\) switching fabrics for \( m \)-slot connections where \( 1 \leq m \leq m_{\text{max}} \) with \( m_{\text{max}} = 1 \) and \( 2 \leq m_{\text{max}} \leq n \), respectively. A similar approach to that for generating RNB SWS1\((q, p, n)\) switching fabrics with \( 2 \leq m_{\text{max}} \leq n \) is also applied to generate an RPNB SWS1\((q, p, n)\) switching fabric with \( 2 \leq m_{\text{max}} \leq n \).

3. Rearrangeable Nonblocking (RNB) SWS1\((q, p, n)\) Switching Fabrics with \( m_{\text{max}} = 1 \)

Suppose a frame \( F \) of connections is given in an SWS1\((q, p, n)\) switching fabric for \( m \)-slot connections with \( 1 \leq m \leq m_{\text{max}} \) (Figure 2a). The routing of connections includes two parts: (1) Internal link selection and (2) FSU assignment. In this section, we propose a graph-theoretic approach to study the FSU assignment in the case of \( m_{\text{max}} = 1 \). We construct a graph \( G_F \) in which each left vertex \( i \) (or right vertex \( j \)) denotes an \( I_i \) (or \( O_j \)) and an edge between two vertexes \( i \) and \( j \) denotes a connection \((i, j, 1)\) in frame \( F \) (Figure 2b). Obviously, \( G_F \) is a bipartite graph. Here, we use \( \Delta(G_F) \) to denote the maximum degree of \( G_F \). Since each link is assigned \( n \) FSUs, it can carry at most \( n \) 1-slot connections. This leads to \( \Delta(G_F) \leq n \). According to graph theory [20], since \( G_F \) is a bipartite graph we have that \( G_F \) is \( n \)-edge colorable and use colors 1, 2, \ldots, \( n \) for its edge coloring. We propose Routing Algorithm 1, given in the following, to route each \((i, j, 1)\) in frame \( F \) for RNB conditions [14].

![Figure 2. A frame \( F \) consisting of connections (1, 1, 1), (1, 2, 1), (2, 3, 1), (2, 1, 1), and (3, 3, 1) is given in an SWS1\((3, 3, 5)\) switching fabric. (a) A routing of connections in \( F \) under Routing Algorithm 1 referring to the edge-coloring given in (b). (b) The corresponding graph \( G_F \) of (a), in which colors 1 and 2 (marked in red font) are adopted for edge-coloring.]

Routing Algorithm 1:

Each connection \((i, j, 1)\) is routed in the \( c \)th FSU of links \( I_i, I'_j, O'_j \) and \( O_j \), if the corresponding edge of \((i, j, 1)\) in graph \( G_F \) is assigned color \( c \).

As we can see in Routing Algorithm 1, output \( j \) determines the selection of internal links, i.e., \( I'_j \) and \( O'_j \), and the FSU assignment is determined by the edge coloring of \( G_F \). An example is given in Figure 2, where a frame \( F \) consisting of connections (1, 1, 1), (1, 2, 1), (2, 3, 1), (2, 1, 1), and (3, 3, 1) is routed in an SWS1\((3, 3, 5)\) switching fabric according to Routing Algorithm 1. Next, in Theorem 1, we derive the sufficient and necessary conditions under which an SWS1\((q, p, n)\) switching fabric is RNB for 1-slot connections.

**Theorem 1.** An SWS1\((q, p, n)\) switching fabric for 1-slot connections is RNB if and only if \( p \geq q \).
Proof. The necessary condition is true when each input \( I_i \) holds \( q \) connections \((i, i, 1)\), each of which is routed in internal links \( I_i \) and \( O_j \) according to Routing Algorithm 1, for \( 1 \leq i \leq q \). Next, we consider the sufficient condition. From the design of Routing Algorithm 1, we can see that all connections destined to the same output, say \( O_j \), are routed in the same internal links \( I_i \) and \( O_j \). Since each output has \( n \) FSUs, at most \( n \) 1-slot connections can be destined to the same output link. Thus, at most \( n \) 1-slot connections can be assigned to each internal link, which occupies \( n \) FSUs. Recall that for each frame \( F \) of connections given in an SWS1\((q, p, n)\) switching fabric, the corresponding graph \( G_F \) is \( n \)-edge colorable. This implies that there exists an FSU assignment, i.e., a nonblocking routing, to rearrange all connections assigned in the same link by Routing Algorithm 1. Thus, an SWS1\((q, p, n)\) switching fabric is RNB if its number of internal links, i.e., \( p \), is sufficient to carry all connections. Recall that each connection \((i, j, 1)\) is held by internal links \( I_i \) and \( O_j \) (Routing Algorithm 1), and an SWS1\((q, p, n)\) switching fabric has only \( q \) output links. Therefore, \( q \) internal links per stage, i.e., \( p \leq q \), are sufficient for the SWS1\((q, p, n)\) switching fabric to be RNB.

For an SWS1\((q, p, n)\) switching fabric with given parameters \( q \) and \( n \), reducing the value of \( p \), namely, the number of BV-WSs in stage 2, leads to lowering the hardware cost, area requirements, and power consumption. Theorem 1 shows that the upper bound of the proposed RNB SWS1\((q, p, n)\) switching fabric for 1-slot connections reduces by around half the number of middle switches compared to the number in the SNB SWS1\((q, p, n)\) switching fabric given in [7]. It is worth noting that the left \( q \times p \) BV-SS of the SWS1\((q, p, n)\) switching fabric for 1-slot connections is RNB as well if and only if \( p \geq q \). This is true since each connection \((i, j, 1)\) is routed in the \( c \)th FSU of links \( I_i \) and \( I_j \) if color \( c \) is assigned for its corresponding edge in graph \( G_F \). In other words, an RNB SWS1\((q, p, n)\) switching fabric for 1-slot connections can be reduced to a \( q \times q \) BV-SS. □

4. RNB and RPNB SWS1\((q, p, n)\) Switching Fabrics with \( 2 \leq m_{\text{max}} \leq n \)

4.1. RNB SWS1\((q, p, n)\) switching fabrics with \( 2 \leq m_{\text{max}} \leq n \)

Recall that an RNB switching fabric is defined as one in which each frame of connections given in the switching fabric can be routed simultaneously. We considered this definition in Section 3. An alternate definition of an RNB switching fabric is one in which the nonblocking state can be maintained by rearranging existing connections upon the arrival of a connection. Note that this definition, as with the RPNB switching fabric, considers connections that arrive and depart the switching fabric sequentially. In order to extend the RNB results for \( 2 \leq m_{\text{max}} \leq n \), which will be given in Theorem 2 later, to easily being RPNB (see Section 4.2 for details), in this section, we consider the RNB switching fabric given by the alternate definition. That is, we route each connection sequentially as it arrives in the switching fabric. In addition, the connection which requires rearrangement has to be rearranged not only inside the switching fabric but also in the input and the output links. Given an SWS1\((q, p, n)\) switching fabric for \( m \)-slot connections where \( 1 \leq m \leq m_{\text{max}} \) with \( 2 \leq m_{\text{max}} \leq n \), we partition all internal links in each stage into \( q \) groups numbered from 1, each of which consists of \( q \) internal links (see Figure 3a), and allow the \( j \)th link of group \( j \), i.e., \( I_{q,(j-1)+i} \) and \( O_{q,(j-1)+i} \), to carry only connections from input \( I_i \) and destined to output \( O_j \). That is, connections from the same input can be carried by \( q \) internal links per stage according to their destinations, and connections carried in the same internal link are destined to the same output. Note \( q^2 \) internal links, i.e., \( p = q^2 \), are required in each link stage under this scheme. We use the algorithm shown in the following to set up each arrival connection \((i, j, m)\).
Routing Algorithm 2 (for Arrivals):  

**Step 1:** \((i, j, m)\) is routed in the leftmost \(m\) adjacent available FSUs of \(I_i\) and the same FSUs of \(I'_q(j-1)+i\).  

**Step 2:** \((i, j, m)\) is routed in the leftmost \(m\) adjacent available FSUs of \(O_j\) and the same FSUs of \(O'_q(j-1)+i\).

Figure 3a gives an example, where connections \((1, 1, 1), (1, 2, 1), (1, 3, 1), (1, 2, 1), (2, 1, 2), (2, 2, 3),\) and \((3, 3, 3)\) arrive sequentially in an SWS1(3, 9, 5) switching fabric sequentially and Routing Algorithm 2 (for Arrivals) is applied.

Suppose Routing Algorithm 2 (for Arrivals) is applied on an SWS1(\(q, p, n\)) switching fabric for \(m\)-slot connections where \(1 \leq m \leq m_{\text{max}}\) with \(2 \leq m_{\text{max}} \leq n\), and no existing connection departs. In Property 1, we derive the sufficient condition under which an SWS1(\(q, p, n\)) switching fabric will be nonblocking.
Algorithm 2 (for Rearrangements).

**Theorem 2.** An SWS1\((q, p, n)\) switching fabric for \(m\)-slot connections, \(1 \leq m \leq m_{\text{max}}\) with \(2 \leq m_{\text{max}} \leq n\). If connections are only allowed to be added into the switching fabric and no existing connections can be deleted, then the switching fabric will never go into a blocking state if \(p \geq q^2\).

**Proof.** As we can see from Routing Algorithm 2 (for Arrivals), connections assigned in each link of an SWS1\((q, p, n)\) switching fabric occupy (at most \(n\)) consecutive FSUs from FSU 1 if no connection departs. Since each link has \(n\) FSUs, the \(m\) available common adjacent FSUs of \(I_i\) and \(I_{i,j,1}^q\) (or \(O_j\) and \(O_{j,1}^q\)) can always be found for each arrival connection \((i, j, m)\) if no connection departs. In addition, connections from the same input are routed in \(q\) internal links per stage according to their destinations (Routing Algorithm 2 (for Arrivals)), and there are \(q\) input links. Thus, at most \(q^2\) internal links, i.e., \(p \geq q^2\), are required for an SWS1\((q, p, n)\) switching fabric to be nonblocking if no connection departs. □

Once an existing connection departs, the \(m\) available common adjacent FSUs of \(I_i\) and \(I_{i,j,1}^q\) (or \(O_j\) and \(O_{j,1}^q\)) may not be found for some connection \((i, j, m)\). This may lead to a blocking state, and rearrangements are required. Figure 3b gives an example, where after connection \((1, 1, 1)\) departs, \((1, 1, 2)\) arrives and is blocked since no two available common adjacent FSUs of links \(I_i\) and \(I_{1,1}^q\) can be found. Suppose \((i, j, m)\) arrives in the switching fabric and it is blocked. In order to maintain a nonblocking state, all existing connections held in links \(I_i\) and \(O_j\) are packed together, and they are rearranged from the left side of \(I_i\) and \(O_j\); that is, all of these connections use the leftmost adjacent FSUs of \(I_i\) and \(O_j\), such that the remaining free FSUs of links \(I_i\) and \(O_j\) are still consecutive and available for \((i, j, m)\) (Figure 3c). Once a blocking state occurs due to \((i, j, m)\), the algorithm given below is adopted to rearrange all of the existing connections held in \(I_i\), say \((i', j', m)\), and \(O_j\), say \((i', j', m)\) for \(1 \leq i, i', j, j' \leq q\).

**Routing Algorithm 2 (for Rearrangements):**

**Step 1:** All connections held in \(I_i\), that is, \((i, j', m)\) for \(1 \leq j' \leq q\), are rearranged to the leftmost \(m\) adjacent available FSUs of \(I_i\) and the same FSUs of \(I_{i,j,1}^q\).

**Step 2:** All connections held in \(O_{j}^q\), that is, \((i', j, m)\) for \(1 \leq i' \leq q\), are rearranged to the leftmost \(m\) adjacent available FSUs of \(O_{j}^q\) and the same FSUs of \(O_{j,1}^q\).

Figure 3c gives an example where the arrival connection \((1, 1, 2)\) can be routed in the SWS1\((3, 9, 5)\) switching fabric after all existing connections carried in links \(I_1\) and \(O_1\) are rearranged by Routing Algorithm 2 (for Rearrangements).

Suppose Routing Algorithm 2 (for both Arrivals and Rearrangements) is used on an SWS1\((q, p, n)\) switching fabric for \(m\)-slot connections where \(1 \leq m \leq m_{\text{max}}\) with \(2 \leq m_{\text{max}} \leq n\). In Theorem 2, we derive the sufficient condition under which the SWS1\((q, p, n)\) switching fabric will be RNB.

**Theorem 2.** An SWS1\((q, p, n)\) switching fabric for \(m\)-slot connections, \(1 \leq m \leq m_{\text{max}}\) and \(2 \leq m_{\text{max}} \leq n\), is RNB if \(p \geq q^2\).

**Proof.** Routing Algorithm 2 (for Arrivals) guarantees an SWS1\((q, p, n)\) switching fabric for \(m\)-slot connections where \(1 \leq m \leq m_{\text{max}}\) with \(2 \leq m_{\text{max}} \leq n\) is nonblocking and all connections carried on each link occupy adjacent FSUs from FSU 1 if \(p \geq q^2\) and no connection departs (Property 1). Recall that once an existing connection departs, connections carried on some links may not remain consecutive, and this implies that the \(m\) available common adjacent FSUs of \(I_i\) and \(I_{i,j,1}^q\) (or \(O_j^q\) and \(O_{j,1}^q\)) may not be found for a connection \((i, j, m)\). However, Routing Algorithm 2 (for Rearrangements) rearranges all inconsecutive connections such that all of them are repacked in adjacent FSUs from FSU 1. This leads to \(p \geq q^2\) being sufficient for an RNB SWS1\((q, p, n)\) switching fabric with \(2 \leq m_{\text{max}} \leq n\) under Routing Algorithm 2 (for Arrivals and Rearrangements) even if existing connections depart. Thus, this theorem, which follows from applying Routing Algorithm 2, is true. □
Theorem 2 shows the proposed RNB SWS1(q, p, n) switching fabric with 2 ≤ m_{max} ≤ n requires fewer middle switches than the SNB SWS1(q, p, n) switching fabric given in [7] as \( \frac{q^2-1}{q(q-1)} \leq m_{max} \leq \frac{m n}{2q-1} \) (Equation (1)). Thus, the upper bound of the proposed RNB SWS1(q, p, n) switching fabric for m-slot connections where 1 ≤ m ≤ m_{max} with 2 ≤ m_{max} ≤ n reduces by around half the number of middle switches relative to the number in the SNB SWS1(q, p, n) switching fabric as \( \frac{q^2-1}{q(q-1)} \leq m_{max} \leq \frac{m n}{2q-1} \).

4.2. RPNB SWS1(q, p, n) Switching Fabrics with 2 ≤ m_{max} ≤ n

Given an SWS1(q, p, n) switching fabric with p ≥ q^2 for m-slot connections, 1 ≤ m ≤ m_{max} and 2 ≤ m_{max} ≤ n, from Property 1, we can see that only under the condition that connections depart will a blocking state arise. Recall that time is less critical for connection rearrangement during departures than during arrivals. Thus, for RPNB, rather than rearranging existing connections once a blocking state arises, rearrangement is done immediately after a departure. In other words, while a connection, say (i, j, m) departs, Routing Algorithm 2 (for Rearrangements) is applied immediately. From Property 1 and Theorem 2, Theorem 3, given below, can be derived immediately.

**Theorem 3.** An SWS1(q, p, n) switching fabric for m-slot connections with 1 ≤ m ≤ m_{max} and 2 ≤ m_{max} ≤ n is RPNB if p ≥ q^2.

**Proof.** The theorem holds because of Property 1 and Theorem 2, while existing connections, that is, (i, j', m) and (i', j, m) for 1 ≤ i', j' ≤ q, are rearranged by Routing Algorithm 2 (for Rearrangements) after connection (i, j, m) departs. □

Similar to Theorem 2, from Theorem 3, we can see that the proposed RPNB SWS1(q, p, n) switching fabric with 2 ≤ m_{max} ≤ n requires fewer middle switches than the SNB SWS1(q, p, n) switching fabric given in [7] as \( \frac{q^2-1}{q(q-1)} \leq m_{max} \leq \frac{m n}{2q-1} \) (Equation (1)). Thus, the upper bound of the RPNB SWS1(q, p, n) switching fabric for m-slot connections, 1 ≤ m ≤ m_{max} and 2 ≤ m_{max} ≤ n, reduces by around half the number of middle switches relative to the number in the SNB SWS1(q, p, n) switching fabric as \( \frac{q^2-1}{q(q-1)} \leq m_{max} \leq \frac{m n}{2q-1} \). It is worth noting that even though the RPNB and RNB SWS1(q, p, n) switching fabrics have the same results, the former does connection rearrangements during departures, which requires less critical time than during arrivals.

5. Conclusions

Elastic optical networks flexibly allocate bandwidth to a connection to improve utilization efficiency. The paper considers an S-W-S switching fabric, represented as SWS1(q, p, n), for elastic optical networks. RNB and RPNB SWS1(q, p, n) switching fabrics are proposed in this paper. The number of middle switches is calculated and evaluated. Note that for an SWS1(q, p, n) switching fabric with given parameters q and n, reducing the value of p, namely, the number of middle switches, leads to lowering the hardware cost, area requirements, and power consumption. The proposed RNB and RPNB SWS1(q, p, n) switching fabrics for m-slot connections where 1 ≤ m ≤ m_{max} with either m_{max} = 1 or \( \frac{q^2-1}{q(q-1)} \leq m_{max} \leq \frac{m n}{2q-1} \) consume around half the number of middle switches compared to the SNB SWS1(q, p, n) switching fabric given in [7]. Different from the SNB SWS1(q, p, n) switching fabric, connection rearrangements are required for both RNB and RPNB SWS1(q, p, n) switching fabrics. Though the RPNB SWS1(q, p, n) switching fabric has the same result in terms of p as the RNB SWS1(q, p, n) switching fabric, the former does connection rearrangements during departures, which requires less critical time than during arrivals. It is worth noting that some rearrangement methods adopted for the RNB and RPNB SWS1(q, p, n) switching fabrics could cause connection delays, and they may need some kind of setup network that would consume more power. All of these factors could affect the performance and throughput of the proposed switching fabrics. These factors, as well
as further improvement of the upper bounds for RNB and RPNB SWS1(q, p, n) switching fabrics, will be investigated in the future.
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