System for quantitative diagnosis of COVID-19-associated pneumonia based on superpixels with deep learning and chest CT
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ABSTRACT

COVID-19 is a disease caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) that can lead to complications such as acute respiratory distress syndrome, acute heart injury and secondary infections in a relatively high proportion of patients and, consequently, significant mortality. The definitive diagnosis of COVID-19 is performed by real-time Polymerase Chain Reaction (RT-PCR). However, as the result of RT-PCR, at least for now, has been made available within a longer period of time than the computed tomography (CT) report, this has taken on an important role in the detection of patients infected with COVID-19. A rough estimate of the extent of lung involvement by the disease is also important and considered an additional criterion for deciding on discharge or hospitalization. Recent research has adopted deep neural networks and other machine learning approaches to detect the presence of lung infection caused by COVID-19. However, the extent of lung involvement (volume) caused by the disease has been little investigated. In this work, we created an end-to-end computer vision system to automatically quantify the Percentage Of Infection (POI) in chest CT images of COVID-19 cases confirmed by the laboratory. Trying to obtain high accuracy, we evaluated the performance of three deep neural networks well known in the literature, trained with three different training strategies: (1) no transfer learning with randomly initialized weights; (2) transfer learning without fine-tuning with ImageNet weights; and (3) transfer learning with 100% fine-tuning. Data augmentation and dropout were used during networks training to reduce overfitting and increase the generalization capacity of the models. Our approach consists of segmenting a chest CT with the SLIC Superpixels method and classifying each segment (superpixel) into a specific class (COVID or non-COVID). We used the weights of the deep neural network best evaluated for accuracy in our computer vision system in order to classify the superpixels in the image and quantify the regions of COVID-19 infection, thus calculating the POI on chest CT. The results indicate that deep learning models can be successfully used to support radiologists in the quantitative diagnosis of lung infection caused by COVID-19, reaching an accuracy of up to 98.4% with Inception-Resnet-v2 architecture.

Introduction

COVID-19 is a disease caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) that can lead to complications such as acute respiratory distress syndrome, acute heart injury and secondary infections in a relatively high proportion of patients and, consequently, significant mortality¹. The disease was first identified in December 2019, when the zoonotic virus SARS-CoV-2, originating from the bat Rhinolophus, was transmitted to man. Huanan Seafood Wholesale Market in Wuhan City, Hubei province, China, was the epicenter of the outbreak of the disease that spread rapidly around the world and was declared a pandemic by the World Health Organization (WHO) on March 11, 2020².

Two alternatives are believed to be valid by the medical community for diagnosing COVID-19: laboratory tests and computed tomography of the chest³. The definitive diagnosis of COVID-19 is performed by the Real-Time Polymerase Chain Reaction (RT-PCR) - a test that verifies the presence of genetic material of the virus - as a normal (negative) chest computed tomography (CT) does not exclude it. However, as the result of RT-PCR, at least for now, has been made available within a longer time frame than the CT report, it has assumed an essential role in the overall evaluation of patients, also because it has
already proved to be very sensitive, although not very specific, in the detection of the most frequent pulmonary findings in the
disease\textsuperscript{4}.

In this context of high demand and urgency to make the results available, the radiological report’s contents should be quite
direct and as straightforward as possible to the requesting physicians. The most important information to be communicated
relates to the existence (or not) of pulmonary involvement, whether the appearance of the results is consistent with the infectious
process and, in positive cases, whether the changes imply viral etiology, particularly of COVID-19, even if there is a viral
etiology of COVID-19\textsuperscript{4}. It is also important to have a rough estimate of the extent of lung involvement generally called Percentage Of Infection (POI)\textsuperscript{5,6}, caused by the disease COVID-19, which has been considered useful in the management of
patients, together with other clinical data and physical examination\textsuperscript{7}. Zhao et al.\textsuperscript{7} proposed a link between chest CT findings and the clinical conditions of coronavirus pneumonia (COVID-19) as an additional criterion for deciding on hospitalization.

COVID-19 CT images manifestations display individual characteristics of their own that differ from other forms of viral
pneumonia, such as influenza-A viral pneumonia\textsuperscript{3}. Given this, a chest CT can be used in deep learning (DL)-based strategies to predict COVID-19 outcomes. However, the quantification of the POI based on superpixel with deep learning and chest CT was not investigated. Clinically, there is no automated analysis system capable of quantifying the regions of infection to assist the radiologist in the hospitalization decision. Therefore, there is a need for new contributions in this research domain, that is, optical diagnostic methods capable of estimating the extent of pulmonary involvement based on DL and CT images. In
addition, the medical community calls for rapid and accurate diagnosis of the disease to reduce mortality.

In this sense of urgency for data delivery, this is important, since a large number of chest CT reports need to be made
available and automatically analyzed. Besides, as an alternative criterion for determining whether to discharge or hospitalize,
the outcome of the relationship between COVID-19 chest CT findings can be used. In this respect, the DL technology with
chest CT can serve as an efficient way of diagnosing quantitative lung infection to differentiate against community-acquired
pneumonia in COVID-19 patients.

This is essential in this context of urgency to provide results, since a large number of chest CT reports need to be made
available and analyzed automatically. In addition, the result of the relationship between the findings of the chest CT scan by
COVID-19 can be used as an additional criterion to decide on discharge or hospitalization. In this regard, DL technology
with chest CT can serve as an effective form of quantitative diagnosis of lung infection to differentiate community-acquired
pneumonia from patients with COVID-19.

In this work, an end-to-end computer vision system was developed to automatically measure the percentage of lung infection
in chest CT images of COVID-19 laboratory-confirmed cases. First, we considered an image segmentation phase with the SLIC
Superpixels technique to segment the infection regions and the entire lung from CT. A collection of 20,000 superpixels (image
segments) produced from 2,481 chest CT of 120 patients was used to test the proposed approach. Precision, recall, F-measure
and training time were evaluated for the deep learning models’ performance.

Our methodology tests the efficiency of three well-known deep neural networks from the literature, trained with three
distinct training strategies: (1) no transfer learning with randomly initialized weights; (2) transfer learning without fine-tuning
with ImageNet weights; and (3) transfer learning with 100% fine-tuning, gradually extracting from the input images high-level
features and building the classification model. To identify the superpixels in the image and calculate the regions infected with
COVID-19, we use the deep neural network weights best tested for accuracy in our computer vision system, thus measuring the
POI in the chest CT.

\section*{Related Works}

A variety of methods to assist radiologists in screening suspected cases of COVID-19 using images collected from chest
radiographs have been suggested within the Artificial Intelligence framework and, more specifically, in the field of computer
vision. In two publicly available datasets, CheXpert and COVID-19 Image Data Collection, Bressem et al.\textsuperscript{8} compared sixteen
deep learning models for chest radiograph classification. With shorter training times, the shallower networks achieved results
comparable to their deeper and more complex counterparts, enabling classification efficiency in medical imaging information
close to state-of-the-art techniques, even when using minimal hardware. In\textsuperscript{9–11} the authors tested various models based on DL
and chest radiography images to diagnose patients infected with COVID-19.

Rahimzadeh & Attar\textsuperscript{12} modified a deep neural network based on the concatenation of Xception and ResNet50V2 to classify
X-ray images into three classes: normal, pneumonia and COVID-19, based on two merged open source datasets. As a result,
the modified neural network achieved the best accuracy when using many resources derived from two robust networks. A
double transfer learning strategy was implemented by Bassi & Attux\textsuperscript{13}, using the NIH ChestX-Ray14 dataset as an intermediate
stage. The layer-sensitive propagation of interest was implemented after training the deep neural networks (DenseNet121,
DenseNet201), generating X-ray heat maps, along with the probabilities of COVID-19, viral pneumonia and healthy lungs.

A generative adversary network (GAN) and three deep learning models (Alexnet, Googlenet and Restnet18) have been
used by Loey et al.\textsuperscript{14} for coronavirus detection in chest X-ray images. This work’s key motivation was the lack of datasets
for COVID-19, particularly chest X-ray images. Up until the moment of study, the authors gathered all possible images for COVID-19 and used the GAN to create more radiographic images and improve the model’s accuracy. The performance of an DL model (CAPE: Covid-19 AI Predictive Engine) for predicting severe patient outcomes (ICU admission and mortality) of COVID-19 from chest radiographs was assessed by Liew et al.\textsuperscript{15}.

Other works in the literature used images acquired from chest computed tomography (CT). Qingcheng et al.\textsuperscript{16} used the DL-based Unet architecture in chest CT for COVID-19 patient discharge management. In order to standardize discharge requirements in a “square cabin” hospital in China, they correlated CT images with consecutive negative RT-PCR test results.

Two three-dimensional classification models of convolution neural networks were tested by Butt et al.\textsuperscript{17} - original ResNet and another model designed to concatenate the localization attention function in the ResNet network - and achieved an overall accuracy of 86.7 percent using ResNet with the Coronavirus vs. non-coronavirus cases localization attention model through chest CT studies. A deep learning-based CT diagnostic framework (DeepPneumonia) has been developed by Song et al.\textsuperscript{18} to classify COVID-19 patients. The system could discriminate against patients with COVID-19 infection and bacterial pneumonia and classify the key lesion characteristics.

Multiple pulmonary and cardiovascular metrics derived from the initial chest CT of COVID-19 patients from deep neural networks were used by Weikert et al.\textsuperscript{19} to predict the severity of clinical care in three groups: group 1 (outpatient), group 2 (general ward) and group 3 (ICU). Among other things, with the severity of clinical treatment, the average percentage of lung volume affected by ground-glass opacities and other results increased significantly (from group 1 to 3). A deep learning supervised framework (COVNet) was developed by Li et al.\textsuperscript{20} to detect COVID-19 and community-acquired pneumonia on chest computed tomography.

Yan et al.\textsuperscript{21} used a blood sample database of 485 infected patients in the Wuhan region of China to classify critical predictive biomarkers of disease mortality to help decision-making and logistical preparation in health systems. For this purpose, machine learning tools selected three biomarkers that predict 10-day advance mortality and 90 percent accuracy of individual patients: Lymphocytes and high-sensitivity C-reactive protein (PCR-as), lactate dehydrogenase (DHL). Uddin et al.\textsuperscript{22} have developed an intelligent deep learning-based surveillance system that can be built at various locations to direct people to protect themselves from symptoms of high exposure to the virus (SARS-CoV-2) or symptoms of COVID-19 (such as fever and cough) and to follow protection recommendations to prevent the disease.

For the identification of cases of COVID-19, conventional supervised learning methods used to classify images, including support vector machine (SVM), decision tree and k-NN, were also used. Artificial intelligence algorithms (SVM, random forest, multi-layer perceptron) were used by Mei et al.\textsuperscript{23} to correlate chest CT findings with clinical symptoms, history of exposure and laboratory testing to rapidly diagnose patients positive for COVID-19.

Yu\textsuperscript{24} et al. explored four pre-trained DL models (Inception-V3, ResNet-50, ResNet-101 and DenseNet-201) to extract the high-level resources of CT. These resources were then provided to various classifiers (linear discriminant, linear SVM, cubic SVM, k-NN and Adaboost with decision trees) to identify serious and non-serious cases of COVID-19. A new computational vision tool, also based on shallow algorithms, has been developed by Tuncer et al.\textsuperscript{25} to classify Covid-19 in X-ray images. The proposed method consists of steps for preprocessing, feature extraction and feature selection. Lastly, decision tree, linear discriminant, SVM and k-NN methods are used in the classification stage. Farhat et al.\textsuperscript{26} presented a literature review on state-of-the-art deep learning approaches in medical image analysis, produced between February 2017 and May 2020, highlighting several tasks such as classification, segmentation and identification, as well as various lung pathologies such as airway diseases, lung cancer, COVID-19 and other infections, was presented. Hussain et al.\textsuperscript{27} presented an overview of various approaches and methods of artificial intelligence, including neural networks, classical SVM and major state-of-the-art learning that can be applied to different forms of pandemics.

In all the works cited, deep neural networks and other machine learning approaches were trained to detect the presence of lung infection caused by COVID-19 or to locate the main characteristics of the lesion in the image. Despite this, the authors did not investigate the extent of lung involvement (volume) caused by the disease. In this work, we developed an end-to-end computer vision system based on superpixel with deep learning to automatically calculate the POI in chest CT images.

**Proposed Approach**

This section presents a computer vision approach to automatically quantify the percentage of lung infection in chest CT images of confirmed cases in the COVID-19 laboratory. The proposed approach adopts the SLIC Superpixels method to segment the infection regions in the image, as well as the entire lung. The SLIC method employs the k-means\textsuperscript{28} algorithm to generate similar regions, called superpixels. The algorithm’s $k$ parameter refers to the number of superpixels in the image and allows to control the size of superpixels. The parameter $m$ corresponds to the compression control of the generated regions. We set $k = 200$ and $m = 30$ to segment the main characteristics of the lesions in the image, defined by adherence to the size and compression limits of the SLIC algorithm.
SLIC groups regions of pixels in the 5-D space defined by $l$, $a$, $b$ (values of the CIELAB color scale) and the coordinates $x$ and $y$ of the pixels. An input image is segmented into regular regions, defining the number $k$ of superpixels with approximately $N/k$ pixels, where $N$ is the number of pixels in the image. Each region composes an initial superpixel of dimensions $S \times S$, where $S = \sqrt{N/k}$. The centers of the superpixel clusters $C_k = [l_k, a_k, b_k, x_k, y_k]$ with $k = [1,k]$ are sampled on a regular grid spaced $S$ pixels apart. In a $3 \times 3$ neighborhood, the centers are moved to the lowest gradient position, preventing the allocation of centroids on an edge and to reduce the chance of seeding a superpixel with a noisy pixel. Each pixel is associated to the nearest cluster center, an update step adjusts the cluster centers to be the mean $l_{abxy}$ vector of all the pixels belonging to the cluster $29$.

A schematic diagram of the proposed approach is shown in Figure 1. It illustrates the proposed system that consists of 4 steps: (a) Image acquisition, (b) SLIC segmentation, (c) Image annotation, and finally (e) Classification of COVID-19 infected regions and other lung regions. First, we used a large publicly available dataset, called SARS-COV-2 Ct-Scan Dataset $30$, containing 1,252 CT scans positive for SARS-CoV-2 infection (COVID-19) and 1230 CT scans for patients not infected with SARS-CoV-2, see step (a) of Figure 1. Using the SLIC Superpixels method, these 2,482 CT scans were segmented one by one, see step (b) of Figure 1. After the image segmentation, each superpixel was annotated by a senior radiologist to generate a set of superpixel data for training and system testing, see step (c) of Figure 1. The annotated images were divided into two classes: (1) COVID, (2) non-COVID. The COVID class describes the three-dimensional anomalies associated with COVID-19: ground-glass opacities, crazy paving and consolidations. Finally, a deep neural network was trained to learn the visual features of the superpixels and classify the lung regions, see step (d) of Figure 1.

![Figure 1. Proposal of a system for quantitative diagnosis of COVID-19-associated pneumonia based on superpixels with deep learning and chest CT. (a) Image acquisition. (b) SLIC segmentation. (c) Image annotation. (d) Classification.](image.png)

The post-processing stage consists of segmenting a chest CT using the SLIC method and classifying each segment (superpixel) in a specific class. The system scans the image from left to right, top to bottom, classifying each superpixel individually using the deep neural net trained, while providing the color of the class simultaneously. Thus, a colored map is generated by providing one class per segment. The POI on chest CT is obtained by adding the superpixels corresponding to the regions infected with COVID-19, in relation to the number of superpixels identified by our computer vision system. The computational complexity of the segmentation process, based on the SLIC algorithm, limits the search space to a region proportional to the superpixel size. This reduces the linear complexity to the number of superpixels $k$, instead of the number of pixels $n$. 

4/13
Materials and Methods

Dataset Description

We use a large publicly available TC SARS-COV-2 Ct-Scan dataset\(^{30}\). The dataset consists of 2,482 CT images, divided between 1,252 CT scans for patients infected with SARS-CoV-2 and 1,230 CT scans for patients not infected with SARS-CoV-2, but who had other lung diseases. These data were collected from 120 patients in São Paulo hospitals, Brazil. The number of patients considered to compose the dataset is 60 patients infected with SARS-CoV-2, of which 32 are men and 28 are women; and 60 patients not infected with SARS-CoV-2, of which 30 are men and 30 are women. Figure 2 illustrates some examples of CT for patients infected and not infected with SARS-CoV-2 that make up the dataset. Detailed characteristics of each patient were omitted by hospitals for ethical reasons.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Examples of CT scans for infected and non-infected patients with SARS-CoV-2 (COVID-19) that make up the SARS-COV-2 Ct-Scan Dataset.

This dataset aims to promote the research and development of artificial intelligence methods capable of identifying whether an individual is infected with SARS-CoV-2 by analyzing their CT scans. As a result of the baseline for this dataset, Soares et al.\(^{30}\) used the eXplainable deep learning (xDNN) approach which achieved a F-measure of 97.31%, which is very promising. The CT-Scan Dataset for the SARS-COV-2 is available at: [www.kaggle.com/plameneduardo/sarscov2-ctscan-dataset](https://www.kaggle.com/plameneduardo/sarscov2-ctscan-dataset) and the xDNN code is available at: [https://github.com/Plamen-Eduardo/xdnn-SARS-CoV-2-CT-Scan](https://github.com/Plamen-Eduardo/xdnn-SARS-CoV-2-CT-Scan).

Then, each acquired CT image was segmented by the SLIC Superpixels method and segments chosen at random (10,000 superpixel for each class COVID and non-COVID) were labeled by a senior radiologist and doctor of Medicine in the Radiology Department of the Charité Universitätsmedizin Berlin, Germany, thus generating a set of superpixel references for the training and test set (see Figure 3), called COVID20K2C Superpixels Dataset and available to the public at\(^{31}\).

Experimental Design

We adopted five-fold stratified cross-validation with validation and test sets on the COVID20K2C. Five-fold stratified cross-validation on the dataset was performed to determine the generalization capability of the models. In each fold, we kept aside the 20% allocated for testing. Then, we split the 80% allocated to training into two subsets, 60% to be the actual train set and
Figure 3. Examples of superpixels from the COVID20K2C Superpixels Dataset, divided into COVID, non-COVID and image numbers by class.

20% to be the validation set. Thus, in each fold the dataset was split into 60% for training, 20% for validation and 20% for the test, allowing that the deep learning models be iteratively trained and validated on different sets. Finally, the classifier’s output is given by the average of the five-fold on the test set. We applied the Scikit-learn package\(^{32}\) to construct this five-fold cross-validation model.

The performance of the deep learning models was assessed using five metrics: precision, accuracy, recall, F-measure and training time. We calculate the average results of the five assessment criteria for each model studied. We are using the ANOVA hypothesis test to determine whether the models vary statistically in their results. We report the p-value found for each metric and the level of significance has been set at 5%.

Data Increase and Training Analysis

Deep learning models are trained with labeled images for image classification to learn how to recognise and classify them according to visual patterns. In our experiments, we use open source implementations of three ImageNet competition-recognized deep learning models: DenseNet-201\(^{33}\), Inception-Resnet-v2\(^{34}\) and ResNet-152\(^{35}\). In the experiments, we use the following input parameters for the trained models. The input image’s width and height are both set to 256 pixels and a batch size of 32 samples and training with 50 epochs. We also used the SGD optimizer\(^{36}\) with a learning rate set at 0.0001 and momentum at 0.9.

We also perform data augmentation in the training set to increase data by applying rotation, rescaling, scrolling and zoom operations. This procedure aims to reinforce the rotation invariance and scale invariance in the classification task. Data augmentation includes: horizontal inversion, random rotation at \(+30\degree/-30\degree\), resize factor set to \(3.92 \times 10^{-3}\), zoom with image magnification factor between 70% and 130% and shift range 0.3 for changing the horizontal and vertical image size by 30%.

We adopted three distinct training strategy to statistically evaluate the ability of the deep learning models to recognize lung infections induced by COVID-19. In the first training approach, which is called transfer learning (TL), we instantiated a base model and loaded pre-trained weights from ImageNet into it. After, we froze all layers in the base model and created new layers on top of it. The new layers on top consist of one Dense layer with 1024 units, followed by a Dropout layer with the rate set at 0.5 and two other Dense layers with 1024 and 2 units, respectively. In the second strategy, which is called transfer learning and
fine-tuning (TL+FT), we configured the networks like at the TL strategy. However, we kept the model base in inference mode during the training. Then, we unfroze the base model and retrained it using a lower learning rate (0.00001). Finally, in the third strategy, which is called no transfer learning (No TL), we configured the networks like at the TL strategy and trained them with the weights randomly initialized.

We used a workstation with an AMD Ryzen 1800X 3.6 GHZ (4.0 GHZ MAX TURBO) 20 MB (8 N, 16 T) processor, Nvidia Titan Xp 12 GB 3840 Cuda color graphics card, Ballistix DDR4 2400 MHz 16 GB RAM, Kingston SSD storage A1000 240 GB M.2.

Results and Discussion

Table 1 presents the results of the five metrics used to evaluate the performance of the deep learning models. Figure 4 shows the confusion matrix of each model evaluated for accuracy. The percentage values represent the average of the five iterations in the test set; each matrix follows the same order as the models in Table 1. Figure 5 shows training and validation accuracy during 50 epochs. The values plotted in the graph refer to the average of five-fold in the training and validation set. Using randomly initialized weights (No TL) with Inception-Resnet-v2 (98.4%), our approach obtained the best result for accuracy. The F-measure (98.4%) of this model applied to our superpixel dataset surpassed the baseline result of the Soares et al.30 dataset, which reached an F-measure of 97.31%. The table also shows the total training time, in hours, to build the classification model. The time performance in Table 1 refers to the hardware specifications presented in the Materials and Methods section.

| Model          | Training strategy | Time (h:m:s) | Accuracy (%) | Precision (%) | Recall (%) | F-measure (%) |
|----------------|-------------------|--------------|--------------|--------------|------------|---------------|
| DenseNet-201   | TL + FT           | 03:48:51     | 96.5 ± .0030 | 96.5 ± .0028 | 96.5 ± .0030 | 96.5 ± .0030 |
|                | TL                | 02:04:07     | 95.7 ± .0052 | 95.8 ± .0045 | 95.7 ± .0052 | 95.7 ± .0052 |
|                | No TL             | 02:11:27     | 91.3 ± .0773 | 93.1 ± .0503 | 91.3 ± .0773 | 91.0 ± .0822  |
| Inception-Resnet-v2 | TL + FT           | 03:53:26     | 96.0 ± .0028 | 96.1 ± .0027 | 96.0 ± .0028 | 96.0 ± .0028 |
|                | TL                | 02:06:12     | 95.8 ± .0014 | 95.8 ± .0014 | 95.8 ± .0014 | 95.8 ± .0014 |
|                | No TL             | 02:22:53     | 98.4 ± .0062 | 98.4 ± .0060 | 98.4 ± .0062 | 98.4 ± .0062 |
| ResNet-152     | TL + FT           | 03:58:20     | 89.5 ± .0029 | 90.1 ± .0025 | 89.5 ± .0029 | 89.5 ± .0030 |
|                | TL                | 02:01:47     | 88.1 ± .0309 | 89.2 ± .0189 | 88.1 ± .0309 | 88.0 ± .0325 |
|                | No TL             | 03:00:01     | 97.8 ± .0052 | 97.9 ± .0049 | 97.8 ± .0052 | 97.8 ± .0052 |

Table 1. Performance metrics used to evaluate deep learning models.

ANOVA test results indicate that there is no evidence to determine if there is a significant difference in the average performance of the models tested, at a 5% significance level, using accuracy (p-value = .404), precision (p-value = .352), recall (p-value = .404), F-measure (p-value = .416) and training time (p-value = .362) as metrics.

Comparison with Shallow Learning Methods

In this experiment, the deep learning proposed approach is compared with shallow learning methods (SVM, Random Forest, J48, Naive Bayes, k-NN and Adaboost). For this purpose, we used the same implementation as the authors and provided the same set of CT presented in section Materials and Methods with five-fold stratified cross-validation in the test set. Table 2 shows five metrics proposed to evaluate the performance of the deep learning models and compares them with shallow learning methods. The training time for shallow learning methods considers the time for the extraction of attributes (00:07:82), added to the time to create the classification model for each method.

| Model          | Training strategy | Time (h:m:s) | Accuracy (%) | Precision (%) | Recall (%) | F-measure (%) |
|----------------|-------------------|--------------|--------------|--------------|------------|---------------|
| DenseNet-201   | TL + FT           | 03:48:51     | 96.5         | 96.5         | 96.5       | 96.5          |
|                | TL                | 02:04:07     | 95.7         | 95.8         | 95.7       | 95.7          |
|                | No TL             | 02:11:27     | 91.3         | 93.1         | 91.3       | 91.0          |
| Inception-Resnet-v2 | TL + FT           | 03:53:26     | 96.0         | 96.1         | 96.0       | 96.0          |
|                | TL                | 02:06:12     | 95.8         | 95.8         | 95.8       | 95.8          |
|                | No TL             | 02:22:53     | 98.4         | 98.4         | 98.4       | 98.4          |
| ResNet-152     | TL + FT           | 03:58:20     | 89.5         | 90.1         | 89.5       | 89.5          |
|                | TL                | 02:01:47     | 88.1         | 89.2         | 88.1       | 88.0          |
|                | No TL             | 03:00:01     | 97.8         | 97.9         | 97.8       | 97.8          |
| Random Forest  | Combined feature  | 00:08:43     | 96.4         | 96.4         | 96.4       | 96.4          |
| SVM            | extraction based  | 00:08:93     | 95.7         | 95.7         | 95.7       | 95.7          |
| J48            | on color37, gradient38 | 00:08:20 | 94.1         | 94.1         | 94.1       | 94.1          |
| AdaBoost       | texture39,40 and shape41 | 00:08:32 | 92.2         | 92.2         | 92.2       | 92.2          |
| k-NN           |                   | 00:07:82     | 91.1         | 91.4         | 91.1       | 91.1          |
| Naive Bayes    |                   | 00:07:84     | 92.2         | 92.2         | 92.2       | 92.2          |

Table 2. Comparison of deep learning models with shallow learning methods.
As shown in Table 2, deep learning models outperformed all shallow learning methods. The Random Forest and SVM classification algorithms provided 96.4% and 95.7%, respectively. While the deep learning models varied between 96.5% and 98.4% with the best training strategy, showing a good ability to distinguish typical features of COVID-19 from other viral pneumonias or infection-free regions.

Percentage of lung infection caused by COVID-19

In this section, we have implemented the approach proposed in our computer vision system called Pynovisão. In order to classify superpixels in the image and quantify regions infected with COVID-19, we employ the weights of the deep neural network best evaluated for accuracy - Inception-ResNet-v2 No TL - in the Pynovisão.

First, the system employs the SLIC Superpixels method to segment the lung regions from CT, as shown in Figure 6a. Here, the parameter $k = 200$ was adjusted to segment the pulmonary regions. The system then runs the image from top to bottom, from left to right, individually classifying each superpixel using the Inception-Resnet-v2 No TL model, while simultaneously supplying the class color. Thus, regions infected with COVID-19 can be easily identified by the corresponding segment color in an image, see Figure 6b. First, the system uses the SLIC Superpixels method to segment the lung regions from CT, as shown in Figure 6a. Here, the parameter $k = 200$ was adjusted to segment the pulmonary regions. The system scans the image from left to right from top to bottom, classifying each superpixel individually using the Inception-Resnet-v2 No TL model, while...
providing the color of the class simultaneously. Thus, the regions infected with COVID-19 can be easily located in the image by the color of the corresponding segment, as well as the quantitative result of each class, see Figure 6b.

Pynovisão recognizes for diagnostic purposes whether pulmonary findings are compatible with an infectious process of viral etiology, particularly COVID-19, including ground-glass opacities, ground-glass opacities associated with interlobular septal thickening, characterizing the pattern of crazy paving and ground-glass opacities associated with consolidations. Our system is a deep neural network for quantitative diagnosis of COVID-19 infection based on chest CT superpixels with 98.4% accuracy and F-measure, but should not be used for first-line diagnostic testing for COVID-19 or as a replacement for RT-PCR.
Figure 6. Screen capture of our computer vision system evaluating a chest CT. In Figure (a), the system called Pynovisão presents the segmentation step of the pulmonary regions. In Figure (b), the color labels represent the categories of our problem. In this case, the system uses the Inception-Resnet-v2 No TL model for the classification of superpixels. Pynovisão was registered by INPI with the number BR 51 2019 000427 2 and is available at: http://git.inovisao.ucdb.br/inovisao/pynovisao.
Conclusion

In this work, we evaluated different state-of-the-art deep learning models and different training strategies to automatically quantify the POI on chest CT from COVID-19 cases confirmed by RT-PCR laboratory. First, we consider an image segmentation step with the SLIC Superpixels method to segment the regions of infection, as well as the entire lung from chest CT. In the classification stage, we compared three deep learning models recognized by the competition on ImageNet: DenseNet-201, Inception-Resnet-v2 and ResNet-152, trained with three different training strategies: transfer learning and fine-tuning (TL+FT), transfer learning (TL) and trained network with the weights randomly initialized (No TL). Inception-Resnet-v2 using randomly initialized weights was the most appropriate deep learning model for classifying COVID-19 superpixels.

Experimental results also showed that deep learning models lead to higher ratings compared to other shallow learning methods such as SVM, Random Forest, J48, Naïve Bayes, k-NN and Adaboost, with the Inception-ResNet-v2 model achieving an accuracy of up to 98.4%. The 98.4% F-measure surpassed the same dataset’s baseline score, which reached a 97.31% F-measure.

It has also been shown how a deep learning model can be implemented in an end-to-end computer vision system to automatically quantify the percentage of infection in chest CT. In our Pynovisão computer vision system, we used the deep neural network weights best evaluated for accuracy - Inception-ResNet-v2 No TL - to classify the superpixels in the image and quantify the regions infected with COVID-19, thus calculating the percentage of infection in chest CT. The results indicate that deep learning models can effectively help radiologists in detecting the most frequent pulmonary disease findings, thus reducing the time to control COVID-19.

As part of the future work, we intend to evaluate the performance of the proposed approach to distinguish the various tomographic findings observed in COVID-19 patients, including ground-glass opacities, crazy paving and consolidations.
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