Vortices in low-density neutron matter and cold Fermi gases
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Cold gas experiments can be tuned to achieve strongly-interacting regimes such as that of low-density neutron matter in neutron-stars’ crusts. We report T=0 diffusion Monte Carlo results (i) for the ground state of both spin-1/2 fermions with short-range interactions and low-density neutron matter in a cylindrical container, and (ii) properties of these systems with a vortex line excitation. We calculate the equation of state for cold atoms and low-density neutron matter in the bulk systems, and we contrast it to our results in the cylindrical container. We compute the vortex line excitation energy for different interaction strengths, and we find agreement between cold gases and neutron matter for very low densities. We also calculate density profiles, which allow us to determine the density depletion at the vortex core, which depends strongly on the short-ranged interaction in cold atomic gases, but it is of ≈ 25% for neutron matter in the density regimes studied in this work. Our results can be used to constrain neutron matter properties by using measurements from cold Fermi gases experiments.

I. INTRODUCTION

Strongly interacting fermionic systems appear in many contexts, for example: superconductors, cold atomic Fermi gases, low-density neutron matter, and QCD at high baryon densities. Shedding light on properties of one of these systems may contribute to our comprehension of strongly interacting Fermi systems as a whole.

Cold atom systems provide an example where the interplay between experiments and theory led to rapid advances in the field. In these dilute systems, short-range interactions are characterized by a single parameter kF a, the product of the Fermi wave number kF and the s-wave scattering length a. This interaction strength can be tuned using an external magnetic field near a Feshbach resonance, and the attractive interactions can span a continuum between the Bardeen-Cooper-Schrieffer (BCS) limit of superfluidity and the Bose-Einstein condensation (BEC) of dimers, passing through the unitary limit of infinite scattering length. Experiments with cold atoms can provide direct tests of quantities such as the equation of state and pairing gap, which are currently inaccessible to their neutron matter counterparts. For a review on the subject the reader is referred to Ref. [1] and references therein.

On the other hand, if we compare cold gases to neutron matter, we find that the neutron-neutron interaction can be more complicated: short-range repulsion, two-pion exchange at an intermediate range, and one-pion exchange at large distances. However, this situation changes in the low-density regime, which is the case in the exterior of neutron-rich nuclei and neutron-star crusts. In these systems, the scattering length and effective range of the interaction are the most essential quantities for describing the physical properties, and properties of neutron matter and cold atoms are similar [2,3].

A neutron matter model with a zero-range interaction [4] was presented as a “many-body challenge” proposed by Bertsch, [5], much before cold atom experiments could shed light on the properties of these systems. In dilute cold gases, the effective range ren between atoms is much smaller than the interatomic spacing r0, and can be taken to be zero. The diluteness can guarantee that the scattering length a is much larger than r0. Comparison with other systems is meaningful if they also obey |a| ≫ r0 ≫ ren. The scattering length of neutron matter, a nn ~ −18.5 fm, is substantially larger than the interparticle distance and the effective range, ren ~ 2.7 fm, such that |a nn / ren| ≈ 0.15. However, only at very low-densities is the effective range much smaller than the interparticle distance. If we neglect the effects of a finite effective range in the neutron-neutron interaction, cold atoms and neutron matter are universal in the sense that properties depend only on the product kF a.

Quantum Monte Carlo (QMC) methods have been successful at comparing the equation of state and pairing gap of cold atom systems and low-density neutron matter [6,7]. In the present work we used a similar model to compare properties of vortices in low-density neutron matter and cold Fermi gases. One signature of superfluidity is the formation of quantized vortices, where the quantization of the flow is given in units of h/(2m), m being the mass of the fermion. The microscopic structure of a vortex line in neutron matter has been studied using Bogoliubov-de Gennes equations [8,9], and nuclear energy density functional approaches [10]. For cold atom gases there is an abundance of studies, for example T = 0 results using Bogoliubov-de Gennes equations at unitarity [11] and throughout the BEC-BCS crossover [12], and finite temperature calculations [13].

Here we report results for a single vortex line in a
cylindrical geometry for both low-density neutron matter and cold Fermi gases using QMC methods. We investigated the consequences of the finite effective range of the neutron-neutron interaction, in contrast to \( r_c \approx 0 \) for cold gases. We also studied effects that go beyond low-energy scattering by using two potential models for the neutron-neutron interaction, one based on phenomenology, and another that was tuned to reproduce the desired low-energy phase shifts. We calculated the equation of state for cold atoms and low-density neutron matter in the bulk systems. We show that it is possible to separate the energy contributions of systems in a cylindrical container with hard walls into bulk and surface terms. The excitation energy necessary to produce a vortex wire was computed by using the energy difference between a system of pairs with angular momentum \( \hbar \) and the ground state. We show that for very low densities there is an agreement between the excitation energies for vortex-line formation between cold gases and neutron matter. However, as the density increases (or as the interaction strength increases in absolute value) they differ. We also calculated density profiles, which allows us to determine the density depletion at the vortex core. We found that the depletion varies from 28% up to 47% for cold gases, whereas for neutron matter the depletion is approximately 25%, for the density range we studied in this work. Our results are compared to previous mean-field calculations.

This paper is structured as follows. In Sec. II we introduce our methodology. We discuss aspects of the cylindrical container in Sec. II A and low-energy two-body scattering in Sec. II B. We present the wave functions we built in Sec. II C which describe properties of the bulk systems, and systems in a cylindrical container (both the ground state and systems with a vortex line). In Sec. II D, we give a brief description of the QMC methods we employed. Section III presents our results, namely the ground state and vortex excitation energies in Sec. III A and density profiles in Sec. III B. An outlook is provided in Sec. IV. Finally, in Appendix A we show how to obtain an exact relationship between scattering length and the parameters of the modified Poschl-Teller potential.

II. METHODS

A. Cylindrical container

The choice of which trapping potential (or geometry) to use in this problem is not unambiguous, as there is a trade-off for each possible candidate. A choice that minimizes surface effects is to have an array of counter rotating vortices with periodic boundary conditions. One drawback is that this state has zero total angular momentum, thus it can decay to the ground state of the system. Also, from the computational perspective, this choice is not feasible for fermionic systems. For example, \(^4\)He calculations of Ref. [14] used 300 particles and four counter rotating vortices in the simulation cell. In order to use the same number of fermion pairs we would require a system of 600 fermions. Another possible choice would involve harmonic traps, which are readily available in experimental setups, however, the density profiles of cold gases in harmonic traps can also differ substantially from what is expected in the thermodynamic limit [15].

Instead, we opted for using a cylindrical container of radius \( R \) and height \( L \), with hard walls, periodic in the axial direction. This choice is consistent with previous bosonic [16] and fermionic [17] calculations. Also, this is the generalization of the two-dimensional (2D) disk geometry to 3D [18–20], where we made the axial direction periodic. Throughout this work we use \((\rho, \varphi, z)\) to denote the usual cylindrical coordinates.

In the thermodynamic limit, \( R, L \rightarrow \infty \), the energy per particle is independent of the cylinder radius and height, and it should go to the bulk value. The relationship between thermodynamic properties of a confined fluid and the shape of the container is often expressed as a function of the various curvatures of the container [21]. For these reasons, we chose the following functional form for the energy per particle in the cylindrical geometry:

\[
E^\text{cyl}(R, L) = E_0^\text{cyl} + \frac{\lambda_S}{2\pi RL^2}.
\]

where \( E_0^\text{cyl} \) represents a bulk contribution to the energy, and the second term on the right-hand side is a “surface” contribution. Corrections to this functional form would come in powers of \( R^{-1} \) and/or \( L^{-1} \), however, we found those do not improve the description of the results.

One of the complications of introducing hard walls is the presence of the so-called Friedel oscillations. Fermionic systems bound by hard walls display density profiles characterized by Friedel oscillations. Although they are present in three dimensions, they are more pronounced in low-dimensional systems such as 1D [22], and 2D [20]. We would like our system to exhibit some desirable features with respect to the energy and density distribution \( D(\rho) \). Regarding the density distribution as a function of the radial coordinate (see Sec. II D for the normalization and profiles in the interacting cases), besides a vanishing density at the walls, we want the profile to be flat close to the axis of the cylinder. This would be the behavior in the thermodynamic limit, but this is not always true for finite-size systems. If we fix the number density at \( n = k_F^3/(3\pi^2) \), the free Fermi gas density, we have freedom to choose either the cylinder radius \( R \) or the height \( L \). In making this choice we adopted the following procedure. We calculated analytically the energy and density profile for the free gas, and we looked for systems that obeyed the criteria established above, that is: (i) the energy of the system for different particle numbers \( N \) is well described by Eq. (1); (ii) the slope of the density profile in the vicinity of the origin \((\rho \leq \rho_0)\) is less than a prescribed tolerance, \( |\partial D(\rho)/\partial \rho|_{\rho \leq \rho_0} \leq \epsilon \); (iii) density oscillations are minimized.

Throughout this work we report energies per particle...
in units of the free Fermi gas energy per particle,

\[ E_{FG} = \frac{3}{10} \frac{\hbar^2}{m} \left( \frac{3\pi^2 N}{V} \right)^{2/3}. \]  

(2)

We found that for \( N = \{78, 80, 82, 84, 86\} \), with the radius \( R = 9.3k_F^{-1} \) for \( N = 78 \) and \( 9.4k_F^{-1} \) for the other systems, are well described by Eq. (1) with \( E_0 = 1.02(2)E_{FG} \) and \( \lambda_S = 108(8)E_{FG}k_F^{-2} \), and the maximum value of \( \epsilon \) is of \( \sim 5 \times 10^{-5}k_F^{-2} \) for \( p_0 \leq 2k_F^{-1} \). To illustrate how criteria (ii) and (iii) are not easily met, we plot in Fig. 1 the density profile for the free Fermi gas with \( N = 78 \) and several different values of \( R \). Our ansatz takes into consideration only the free gas case, which corresponds to the \( -k_Fa \rightarrow 0 \) limit. However, we show in Secs. III A and III B that our choices produced the desired results in the \( 0.5 \lesssim -k_Fa \lesssim 5.0 \) range.

![Density profile of the free Fermi gas as a function of the radial coordinate \( \rho \) for \( N = 78 \) and several radii: 5.0\( k_F^{-1} \) long dashed (red) line, 5.5\( k_F^{-1} \) dashed (green) line, 6.5\( k_F^{-1} \) short dashed (blue) line, 7.6\( k_F^{-1} \) long dashed-dotted (magenta) line, 8.1\( k_F^{-1} \) dashed-dotted (cyan) line, and 9.3\( k_F^{-1} \) continuous (black) line. The number density was kept fixed at the free Fermi gas value, \( k_F^{-1} / (3\pi^2) \). Although the behavior close to \( \rho = R \) is similar for all radii, due to the presence of the hard walls, the profile at the center of the cylinder, \( \rho \lesssim 2.0k_F^{-1} \), can be quite different. In our simulations we employed \( R = 9.3k_F^{-1} \) for \( N = 78 \).](image)

**FIG. 1.** (Color online) Density profile of the free Fermi gas as a function of the radial coordinate \( \rho \) for \( N = 78 \) and several radii: 5.0\( k_F^{-1} \) long dashed (red) line, 5.5\( k_F^{-1} \) dashed (green) line, 6.5\( k_F^{-1} \) short dashed (blue) line, 7.6\( k_F^{-1} \) long dashed-dotted (magenta) line, 8.1\( k_F^{-1} \) dashed-dotted (cyan) line, and 9.3\( k_F^{-1} \) continuous (black) line. The number density was kept fixed at the free Fermi gas value, \( k_F^{-1} / (3\pi^2) \). Although the behavior close to \( \rho = R \) is similar for all radii, due to the presence of the hard walls, the profile at the center of the cylinder, \( \rho \lesssim 2.0k_F^{-1} \), can be quite different. In our simulations we employed \( R = 9.3k_F^{-1} \) for \( N = 78 \).

### B. Scattering

Two-body scattering for a finite range potential \( V(r) \) is described by the Schrödinger equation. We separate the solutions into radial and angular parts, with the latter being a constant for \( s \)-wave scattering. The scattering length \( a \) and the effective range \( r_e \) can be determined from the zero-energy solution of the radial equation and its asymptotic form. The low-energy behavior of the phase shift \( \delta(k) \) can be related to \( a \) and \( r_e \)

\[ k \cot \delta(k) = -\frac{1}{a} + \frac{r_e k^2}{2} + \mathcal{O}(k^4), \]  

(3)

hence different potentials that reproduce the same scattering length and effective range yield the same low-energy phase-shift behavior. When simulating cold gases, we chose the modified Poschl-Teller (mPT) potential to describe interactions between antiparallel spins,

\[ V_{\text{mPT}}(r) = -v_0 \frac{\hbar^2}{m_r \cosh^2(\mu r)}, \]  

(4)

where \( v_0 \) and \( \mu \) are parameters that can be tuned to reproduce the desired \( a \) and \( r_e \). We restricted the parameters so that no bound state is supported. The quantities \( a, \mu, \) and \( v_0 \) are related through (see Appendix A)

\[ a \mu = \frac{\pi}{2} \cot \left( \frac{\pi \lambda}{2} \right) + \gamma + \Psi(\lambda), \]  

(5)

where \( \gamma = 0.577 \ldots \) is the Euler-Mascheroni constant, \( \Psi \) is the digamma function, and \( \lambda \) is such that \( v_0 = \lambda(\lambda - 1)/2 \). In the equation above, the requirement on the number of bound states, and a fixed \( r_e \), completely determine the parameters of the potential for a given scattering length.

For the neutron matter simulations, we employed two different potential interactions. Our goal with this approach is to see if there are any relevant effects beyond the low-energy regime described by Eq. (3). The first interaction we considered is a modified Poschl-Teller potential, Eq. (4), tuned so that the scattering length is \( a_n = -18.5 \) fm and the effective range is \( r_e = 2.7 \) fm. The other one is based on the AV18 nucleon-nucleon pairwise interaction [24], which has been extensively used in QMC simulations of nucleon systems [25]. We chose the neutron-neutron interaction between particles with antiparallel spins to be the \( s \)-wave part of AV18. We fixed the spin-isospin degrees of freedom such that we have a unpolarized gas of neutrons, hence the potential interaction becomes spherically symmetrical. The most important feature of the interaction is that the scattering length \( a_n = -18.5 \) fm and effective range \( r_e = 2.7 \) fm are correctly described by the potential. In Fig. 2 we compare the potential interactions we use for cold gases and neutron matter for \( -k_Fa = 1 \).

### C. Wave functions

The BCS wave function, which includes pairing explicitly, projected to a fixed number of particles \( N \) (half with spin-up and half with spin-down), can be written as an antisymmetrized product [26]. Since neither the Hamiltonian or any operators in the quantities we calculate flip the spins, we adopt hereafter the convention of primed indices to denote spin-down particles and unprimed ones to refer to spin-up particles. Thus, the BCS wave function reduces to

\[ \psi_{\text{BCS}}(\mathbf{R}, S) = \mathcal{A}[\phi(\mathbf{r}_1, s_1, \mathbf{r}_1^\prime, s_1^\prime) \phi(\mathbf{r}_2, s_2, \mathbf{r}_2^\prime, s_2^\prime) \ldots \phi(\mathbf{r}_{N/2}, s_{N/2}, \mathbf{r}_{N/2}^\prime, s_{N/2}^\prime)], \]  

(6)
where \( \mathbf{R} \) is a vector containing the particle positions \( \mathbf{r}_i \), \( S \) stands for the spins \( s_i \), and the antisymmetrization is over spin-up and spin-down particles only.\(^{27}\) This wave function can be calculated efficiently as a determinant.

The \( \phi \) are pairing functions, which have the form
\[
\phi(\mathbf{r}, s, \mathbf{r}', s') = \tilde{\phi}(\mathbf{r}, \mathbf{r}') \left[ \langle s s' | \uparrow \downarrow \rangle - \langle s s' | \downarrow \uparrow \rangle \right] \sqrt{2},
\]
where we have explicitly included the spin part to impose singlet pairing. The assumed expressions for \( \tilde{\phi} \) depend on the system being studied, see Secs.\(^{11C1,11C2} \) and\(^{11C3} \)

The BCS wave function accounts for the long-range behavior. Short-range correlations are included in the form of a two-body Jastrow factor \( f(\mathbf{r}_{ij}', \mathbf{r}_{ij} = |\mathbf{r}_i - \mathbf{r}_j| \), which accounts for correlations between antiparallel spins. It is obtained from solutions of the two-body Schrödinger-like equation,
\[
\left[ -\frac{\hbar^2}{m} \nabla^2 + V(r) \right] f(r < d) = \lambda f(r < d),
\]
where \( V(r) \) is specified for cold gases and neutron matter in Sec.\(^{11B} \) and the boundary conditions are \( f(r > d) = 1 \) and \( f(r = d) = 0 \), \( d \) being a variational parameter, and \( \lambda \) is adjusted so that \( f(r) \) is nodeless. The total trial wave function is written as
\[
\psi_T(\mathbf{R}, S) = \prod_{i,j'} f(\mathbf{r}_{ij'}) \psi_{BCS}(\mathbf{R}, S).
\]

1. Bulk system

We employed the same pairing function for the bulk case as Ref. \(^{27} \),
\[
\tilde{\varphi}_{\text{bulk}}(\mathbf{r}, \mathbf{r}') = \sum_{n=1}^{N_{\text{e}}} \alpha_n e^{i k_n (\mathbf{r} - \mathbf{r}')} + \tilde{\beta}(|\mathbf{r} - \mathbf{r}'|),
\]
where \( \alpha_n \) are variational parameters, and contributions from momentum states up to a level \( n_c \) are included. The \( \tilde{\beta} \) function describes contributions with \( n > n_c \),
\[
\tilde{\beta}(r) = \begin{cases} 
\beta(r) + \beta(L - r) - 2\beta(L/2) & \text{for } r \leq L/2 \\
0 & \text{for } r > L/2
\end{cases}
\]
with
\[
\beta(r) = (1 + c b r)(1 - e^{-d b r}) e^{-b r} d b r,
\]
where \( r = |\mathbf{r} - \mathbf{r}'| \) and \( b, c, \) and \( d \) are variational parameters. We considered \( b = 0.5 k_F \), \( d = 5 \), and \( c \) is adjusted so that \( \partial \beta / \partial r = 0 \) at \( r = 0 \). This functional form of \( \beta(r) \) describes the short-distance (high-momentum) correlation of particles with antiparallel spins.

2. Cylinder

The free-particle solution of the Schrödinger equation in a cylinder or radius \( R \), height \( L \), finite at \( \rho = 0 \), and with periodic conditions along the \( z \)-axis is
\[
\Phi_{\text{np}}(\rho, \varphi, z) = N_{\nu p} J_\nu(k_{\nu p} \rho) \exp[i(k_z z + \nu \varphi)],
\]
where \( N_{\nu p} \) is a normalization constant, \( J_\nu \) are Bessel functions, \( k_{\nu p} = j_{\nu p}/R \), \( J_{\nu p} \) is the \( p \)-th zero of \( J_\nu \), and \( k_z = 2\pi n/L \). The eigenvalues are \( E_{\nu p} = h^2 (k_{\nu p}^2 + k_z^2)/(2m) \). The quantum numbers \( n \) and \( \nu \) can take the values \( 0, \pm 1, \pm 2, \cdots \), and \( p = 1, 2, \cdots \).

The pairing function for the cylinder geometry is constructed using the single-particle orbitals of Eq. \(^{11B} \) coupled with their time-reversed counterparts. This ansatz has been used before in the unitary Fermi gas.\(^{27} \) We assume the pairing function to be
\[
\tilde{\varphi}_{\text{cyl}}(\mathbf{r}, \mathbf{r}') = \sum_{q=1}^{q_c} \hat{\alpha}_q N_{\nu p}^2 J_{\nu p} \left( \frac{j_{\nu p}}{R} \rho \right) J_{\nu p} \left( \frac{j_{\nu p}}{R} \rho' \right) \times e^{i q \varphi} e^{ik_z (z - z')} + \tilde{\beta}(\mathbf{r}, \mathbf{r}'),
\]
where the \( \hat{\alpha}_q \) are variational parameters, and \( q \) is a label for the cylinder momentum shells, such that different states with the same energy have the same variational parameter. The \( \tilde{\beta} \) function is a modification of \( \beta \) such that the hard wall boundary condition is met,
\[
\tilde{\beta}(\mathbf{r}, \mathbf{r}') = \begin{cases} 
N_{\nu p}^2 J_0 \left( \frac{j_{\nu p}}{R} \rho \right) J_0 \left( \frac{j_{\nu p}}{R} \rho' \right) \times 
[\beta(r) + \beta(2R - r) - 2\beta(R)] & \text{for } r \leq R \\
0 & \text{for } r > R
\end{cases}
\]
and $\beta$ is given by Eq. (12).

3. Vortex

The vortex line excitation is accomplished by considering pairing orbitals which are eigenstates of $L_z$ with eigenvalues $\pm \hbar$. This is achieved by coupling single-particle states with angular quantum numbers $\nu$ differing by one. Explicitly, we are considering $(n, \nu, p)$ paired with $(-n, -\nu + 1, p)$, such that the pairing orbitals take the form

$$
\tilde{\psi}_{\text{vortex}}(r, r') = \sum_{q=1}^{q_c} \alpha_q \nu_{ep} N_{\nu-1} \times \left\{ J_\nu \left( \frac{j_{\nu p}}{R} \right) J_{\nu-1} \left( \frac{j_{\nu-1} p}{R} \right) e^{i(n\nu-(\nu-1)\varphi)} e^{ik_z(z-z')} \right. + J_\nu \left( \frac{j_{\nu p}}{R} \right) J_{\nu-1} \left( \frac{j_{\nu-1} p}{R} \right) e^{i(n\nu-(\nu-1)\varphi)} e^{ik_z(z'-z)} \right\},
$$

where $q$ is a label for the vortex shells, and $\alpha_q$ are variational parameters. Equation (16) is symmetric under interchange of the prime and unprimed coordinates, as required for singlet pairing.

D. Quantum Monte Carlo

The Hamiltonian of the two-component Fermi gas, or spin-up/spin-down neutron matter, is given by

$$
H = -\frac{\hbar^2}{2m} \left[ \sum_{i=1}^{N_1} \nabla_i^2 + \sum_{i=3}^{N_2} \nabla_j^2 \right] + \sum_{i,j} V(r_{ij}),
$$

(17)

with $N = N_1 + N_2$. The diffusion Monte Carlo (DMC) method projects out the lowest-energy state of $H$ present in a initial state $\psi_T$ (obtained from variational Monte Carlo simulations). The propagation, in imaginary time $\tau$, can be written as

$$
\psi(\tau) = e^{-(H-E_T)\tau} \psi_T,
$$

(18)

where $E_T$ is an energy offset. In the $\tau \to \infty$ limit, only the lowest energy component $\Phi_0$ survives

$$
\lim_{\tau \to \infty} \psi(\tau) = \Phi_0.
$$

(19)

The imaginary time evolution can be written in the integral form

$$
\psi(\mathbf{R}, \tau) = \int d\mathbf{R}' G(\mathbf{R}, \mathbf{R}', \tau) \psi_T(\mathbf{R}'),
$$

(20)

where $G(\mathbf{R}, \mathbf{R}', \tau)$ is the Green’s function associated with $H$. We solve an importance sampled version of Eq. (20) iteratively, using the Trotter-Suzuki approximation to evaluate $G(\mathbf{R}, \mathbf{R}', \tau)$, which requires the time steps $\delta \tau = \tau/N$ to be small. We circumvent the fermion-sign problem by using the fixed-node approximation, which restricts transitions across a nodal surface defined by $\psi_T$, making our estimates of energy expectation values upper bounds. For a detailed explanation of the algorithm, the reader is referred to Ref. [25] and references therein.

The direct calculation of the expectation value of an operator $O(\mathbf{R})$ from $\Phi_0(\mathbf{R})$ corresponds to the mixed estimator

$$
\langle O(\mathbf{R}) \rangle_m = \frac{\langle \Phi_T(\mathbf{R}) | O(\mathbf{R}) | \Phi_0(\mathbf{R}) \rangle}{\langle \Phi_T(\mathbf{R}) | \Phi_0(\mathbf{R}) \rangle},
$$

(21)

which is exact only when $O$ commutes with the Hamiltonian $H$. There are several methods to compute expectation values of quantities, such as the density, that do not commute with $H$. One of them is the extrapolation method where the results of diffusion and variational simulations are combined. However, the accuracy of the extrapolation method relies completely on the trial wave function. Moreover, even in the case of accurate trial wave functions, the bias of the extrapolated estimator is difficult to calculate. For these reasons we used the forward walking method, which is discussed in detail in Ref. [29], to evaluate the density profiles. This method relies on the calculation of the asymptotic offspring of walkers coming from the branching term to compute the exact estimator,

$$
\langle O(\mathbf{R}) \rangle_e = \frac{\langle \Phi_0(\mathbf{R}) | O(\mathbf{R}) | \Phi_0(\mathbf{R}) \rangle}{\langle \Phi_0(\mathbf{R}) | \Phi_0(\mathbf{R}) \rangle},
$$

(22)

The variational parameters in Eqs. (10), (14), and (16) were determined using the linear method [30]. In this method, parameter variations are found by diagonalizing a non-symmetric estimator of the Hamiltonian matrix in the basis of the wave function and its derivatives with respect to the parameters. We also adopted the heuristic procedure of Ref. [31], which suppresses instabilities that arise from the non-linear dependence of the wave function on the variational parameters.

III. RESULTS

Comparison between cold atom systems and low-density neutron matter is achieved by expressing energies (per particle) in units of the free Fermi gas energy, see Eq. (2), and distances in units of $k_F^{-1}$. For the cold gases systems we keep the effective range fixed at $k_F r_c = 0.05$, which is much smaller than the interparticle spacing and the scattering lengths involved in the simulations. The number density is kept constant at $n = k_F^2/(3\pi^2)$. For bulk systems this corresponds to $n = N/L^3$, and for cylindrical containers $n = N/(\pi R^2 L)$. The interaction strengths we considered for cold gas systems are $-k_F a = \{0.5, 1.0, 2.0, 3.3, 5.0\}$, while we do not include the $-k_F a = 0.5$ case for neutron matter because it is extremely dilute, and Friedel oscillations prevent any meaningful analysis of the density profiles.
A. Energy

1. Ground state energy

The ground state energy per particle of the bulk systems for several values of $k_{FA}$ was calculated using the pairing function of Eq. (10), and the results are shown in Table I and also in Fig. 3. The energy per particle of the cold atoms systems is lower than the neutron matter systems, for the same value of $k_{FA}$, in accordance with previous simulations. In fact, our results for cold atoms are lower than those reported in Ref. [6] because we chose a smaller effective range, $k_{FAc} = 0.05$, than the value employed by them. As for the bulk energies comparing the two models for the neutron matter interactions, the values obtained using the modified Poschl-Teller potential are slightly larger than the ones using the $s$-wave part of AV18, although the relative difference is 2% at most.

![Energy vs $k_{FA}$](image)

FIG. 3. (Color online) Equation of state for cold atoms and low-density neutron matter. The bulk energies per particle for the cold gases, closed (red) squares, were obtained using the modified Poschl-Teller potential with $k_{FAc} = 0.05$. For neutron matter, the bulk energies per particle using the $s$-wave part of AV18 are denoted by closed (blue) circles, and the model using a modified Poschl-Teller potential with $S_{nn} = -18.5$ fm and $r_{aa} = 2.7$ fm is represented by closed (cyan) triangles. We also plot the fitted parameters $E_{0}^{s0l}$ of Eq. (1) for cold gases and neutron matter ($s$-wave part of AV18 and modified Poschl-Teller) with open symbols: (green) squares, (magenta) circles, (black) triangles, respectively. In the top $x$ axis we plot the corresponding $k_{F}$ for neutron matter.

We used the pairing functions of Eq. (14) to calculate the ground state energy of the cylindrical systems for $N = \{78, 80, 82, 84, 86\}$. Then we fitted the results to the functional form of Eq. (1), and we report the parameters $E_{0}^{s0l}$ and $\lambda_{S}$ in Table 1. Ideally we would like to have $E_{0}^{s0l}$ match the bulk value for every interaction strength, meaning that we can separate the ground state energy of the fermionic systems into a bulk component and a surface term. For both cold gases and low-density neutron matter, and most interaction strengths, the results are within the error bars. For the $s$-wave part of the AV18 model the agreement is quite good. The relative difference does not exceed 11%, and most values agree within error bars. It is worth pointing out that the values of $\lambda_{S}$ are negative for these systems due to the repulsive core of the interaction, see Fig. 2, a feature that is absent in the purely attractive potentials employed in the other cases. For the modified Poschl-Teller potential, the fitting procedure yielded larger errors. Also, the results for $-k_{FA} = 1$ do not follow the trend, most probably due to the diluteness of the system. In Fig. 3 we compare the bulk energies of cold gases and neutron matter with the corresponding values of $E_{0}^{s0l}$.

In Sec. II B we presented the potential interaction used for neutrons of antiparallel spins, and we set the interaction between particles of the same spin to zero. In doing so, we neglected the interaction of the $M = \pm 1$ triplet states. Previous QMC simulations of bulk low-density neutron matter [5], using a similar formalism to ours, found that, perturbatively, corrections for the artificial attraction in the $M = 0$ triplet state account for 10% of the total energy in the $-k_{FA} = 10$ case. The corrections become even lower for lower densities, such that in the range considered in this work they are of order of a few percent. Later calculations [7] compared results using the pure $s$-wave interaction with the AV4’ [32] potential, which yielded $\sim 7\%$ difference for $-k_{FA} = 10$. $\sim 1\%$ for $-k_{FA} = 5$, and essentially the same results for lower densities. These results in the bulk neutron matter systems justify our approach because, besides vanishing small corrections to the total energy as the density is lowered, one of our goals is to calculate the vortex excitation energy, which is an energy difference, and thus the corrections is expected to cancel.

2. Vortex excitation energy

The energy of the systems with a vortex line was calculated using the pairing functions of Eq. (16). The excitation energy was computed using the energy difference between those systems and the ground state of the cylinder. The results were averaged for $N = \{78, 80, 82, 84, 86\}$. Figure 4 shows the excitation energy for low-density neutron matter and cold atoms as a function of $k_{FA}$.

Although several results are within error bars, we can see that for $-k_{FA} = 1$ the vortex excitation energy for cold gases and neutron matter (both models) is comparable. As the interaction strength increases, we can clearly see that the excitation energy is higher for cold gases systems compared to low-density neutron matter. The results for neutron matter, using both models, seem to be much less dependent on the interaction strength for this density regime. As was the case in the previous section, the errors associated with the modified Poschl-Teller potential for neutron matter are larger than the other two cases, however, it is still possible to see that the results for the two neutron matter models are close.
TABLE I. Bulk energies per particle and the parameters $E_{0}^{\text{cyl}}$ and $\lambda_{S}$ fitted to the functional form of Eq. (1). The bulk energies and $E_{0}^{\text{cyl}}$ are reported in units of the free Fermi gas energy, $E_{FG}$ (see Eq. (2)), while $\lambda_{S}$ is reported in units of $E_{FG}k_{F}^{-2}$.

| $-k_{F}a$ | bulk $E_{0}^{\text{cyl}}$ | $\lambda_{S}$ | $-k_{F}a$ | bulk $E_{0}^{\text{cyl}}$ | $\lambda_{S}$ | $-k_{F}a$ | bulk $E_{0}^{\text{cyl}}$ | $\lambda_{S}$ |
|-----------|-------------------|-------------|-----------|-------------------|-------------|-----------|-------------------|-------------|
| 0.5       | 0.8636(1)         | 0.90(3)     | 0.5407(2) | 0.6636(1)         | 0.90(3)     | 0.5407(2) | 0.6636(1)         | 0.90(3)     |
| 1.0       | 0.7868(2)         | 0.79(1)     | 0.997(7)  | 0.7684(2)         | 0.79(1)     | 0.997(7)  | 0.7684(2)         | 0.79(1)     |
| 2.0       | 0.6808(2)         | 0.72(4)     | 0.70(19)  | 0.7488(2)         | 0.75(4)     | 0.70(19)  | 0.7488(2)         | 0.75(4)     |
| 3.3       | 0.5979(2)         | 0.66(1)     | 0.68(4)   | 0.6672(2)         | 0.67(2)     | 0.68(4)   | 0.6672(2)         | 0.67(2)     |
| 5.0       | 0.5407(2)         | 0.60(1)     | 0.84(5)   | 0.5982(2)         | 0.60(5)     | 0.84(5)   | 0.5982(2)         | 0.60(5)     |

FIG. 4. (Color online) Excitation energy per particle as a function of the interaction strength for both cold gases and neutron matter. The (red) squares denote the results for cold gases, i.e., using the modified Poschl-Teller potential with $k_{FG}a = 0.05$. For neutron matter, the results using the s-wave part of AV18 are denoted by (green) circles, and the model using a modified Poschl-Teller potential with $a_{nn} = -18.5$ fm and $r_{nn} = 2.7$ fm is represented by (blue) triangles. In the top $x$ axis we plot the corresponding $k_{F}$ for neutron matter. We can see that the excitation energies are comparable for $-k_{F}a = 1$, however, when the density (or $-k_{F}a$) increases, they start to differ.

B. Density profiles

The density profile $D(\rho)$ was calculated averaging the angular ($\varphi$) and axial ($z$) directions. We chose a normalization such that

$$\int_{V} d^{3}\tau D(\rho) = 1,$$  \hspace{1cm} (23)

where the integral is over the volume $V = \pi R^{2}L$ of the cylinder. We show our results for the ground state density of the cylindrical container in Fig. 5. The results for cold gases, Fig. 5(a), follow a similar trend, with the exception of $-k_{F}a = 5.0$, the largest interaction strength considered. Nonetheless, the Friedel oscillations are much smoother than in the neutron matter systems, Figs. 5(b) and 5(c). The results using the s-wave of the AV18 model show a very pronounced oscillation near $\approx 2.0k_{F}^{-1}$ for $-k_{F}a = 1.0$, and it is less intense for stronger interactions.

The hard wall condition introduces a characteristic density behavior close to it as it was discussed in Sec. III A and as seen in Fig. 5. We were able to separate two contributions to the ground state energy of the cylindrical systems, which we identified as bulk and surface terms, Sec. III A 1. However, this analysis requires that there is a sufficient number of particles in the central region of the cylinder, away from the walls. To this end, we define the particle number $\eta(R)$ a distance $R$ from the z axis,

$$\eta(R) = N \int_{0}^{L} dz \int_{0}^{2\pi} d\varphi \int_{0}^{R} d\rho \rho D(\rho),$$  \hspace{1cm} (24)

such that $\eta(R = R_{c}) = N$. In Fig. 6 we plot $\eta(R)$ for cold gases and neutron matter systems using $N = 84$ particles, which show essentially the same behavior, independently of the interaction strength. Figure 5 suggests that the hard walls affect the systems at $\rho \gtrsim 6.0k_{F}^{-1}$. As we can see in Fig. 6, $\eta(\sim 6.0k_{F}^{-1}) \gtrsim 45$, meaning that we have approximately this number of particles in the “bulk” portion of the cylinder. For systems with a vortex line this number is lower, $\approx 42$. Previous QMC simulations of bulk properties have employed $N =$38 [27] and $N =$40 [33], hence the number of particles we have in the center of the cylinder is larger than in those bulk calculations.

In Figs. 7 and 8, we plot the density profiles for $-k_{F}a = \{0.5, 1.0, 2.0, 3.3, 5.0\}$ of the ground and vortex line states for cold atoms and neutron matter. We compared the density profiles of cold gases for $-k_{F}a = 1.0$ and 2.0, Fig. 7, with the Bogoliubov-de Gennes calculations of Ref. 14. They used a different geometry than ours, so to compare the results we changed their normalization to match our number of particles in the $\rho \leq 6.0k_{F}^{-1}$ region of the cylinder. Their results are closer to ours in the $-k_{F}a = 1.0$ case, as expected. In the low-density neutron matter case, we compared our results for $-k_{F}a = 3.3, 5.0$ with the mean-field results of Ref. 10, see Fig. 8. In a similar fashion to what we did in the cold atoms case, we matched the normalizations to ensure the same number of particles in the $\rho \leq 24.5$ fm region.

A direct comparison of the density profiles for cold gases and neutron matter, or the two models we used for neutron matter, is difficult due to the different position of the oscillations in the profiles. However, a quantity

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
$-k_{F}a$ & bulk $E_{0}^{\text{cyl}}$ & $\lambda_{S}$ & $-k_{F}a$ & bulk $E_{0}^{\text{cyl}}$ & $\lambda_{S}$ & $-k_{F}a$ & bulk $E_{0}^{\text{cyl}}$ & $\lambda_{S}$ \\
\hline
0.5 & 0.8636(1) & 0.90(3) & 0.5407(2) & 0.6636(1) & 0.90(3) & 0.5407(2) & 0.6636(1) & 0.90(3) \\
1.0 & 0.7868(2) & 0.79(1) & 0.997(7) & 0.7684(2) & 0.79(1) & 0.997(7) & 0.7684(2) & 0.79(1) \\
2.0 & 0.6808(2) & 0.72(4) & 0.70(19) & 0.7488(2) & 0.75(4) & 0.70(19) & 0.7488(2) & 0.75(4) \\
3.3 & 0.5979(2) & 0.66(1) & 0.68(4) & 0.6672(2) & 0.67(2) & 0.68(4) & 0.6672(2) & 0.67(2) \\
5.0 & 0.5407(2) & 0.60(1) & 0.84(5) & 0.5982(2) & 0.60(5) & 0.84(5) & 0.5982(2) & 0.60(5) \\
\hline
\end{tabular}
\caption{Bulk energies per particle and the parameters $E_{0}^{\text{cyl}}$ and $\lambda_{S}$ fitted to the functional form of Eq. (1). The bulk energies and $E_{0}^{\text{cyl}}$ are reported in units of the free Fermi gas energy, $E_{FG}$ (see Eq. (2)), while $\lambda_{S}$ is reported in units of $E_{FG}k_{F}^{-2}$.}
\end{table}
of interest in both rotating superfluid cold gases systems and neutron matter is the density depletion at the vortex core, which depends only on the density near the origin. In the BCS limit the density should be close to the ground state one, while in the BEC regime the core should be completely depleted. We found that, in the cold gases case, the ratio of the density at \( \rho = 0 \) for the system with a vortex line and the ground state of the cylindrical container decreases from 72% \((-k_Fa = 0.5)\) to 53% \((-k_Fa = 5.0)\), with the values 71%, 62%, and 59% for \(-k_Fa = 1.0, 2.0, 3.3\), respectively. The mean-field calculation of Ref. [12] finds a much higher density \(\eta \approx 0.06 k_F^{-1}\). For \( R \approx 0.06 k_F^{-1}\), \(\eta \gtrsim 45\), meaning that we have approximately this number of particles in the “bulk” portion of the cylinder, where effects of the hard walls are mitigated.

### IV. Summary and Outlook

In this work we compare properties of vortices in low-density neutron matter and cold atomic dilute Fermi...
FIG. 7. (Color online) Density profile of the vortex and ground state of cold gases and neutron matter as a function of the radial coordinate $\rho$ for $N = 84$. Panel (a) corresponds to an interaction strength of $-k_F a = 1.0$, and (b) to $-k_F a = 2.0$. The cold gases vortex and ground state profiles are represented by continuous (red) lines and short-dashed (green) lines, respectively. The results for neutron matter using the $s$-wave part of AV18 are plotted with dashed (blue) lines, and long dashed (magenta) lines, while the modified Poschl-Teller model is represented by long dashed-dotted (cyan) lines and short dashed-dotted black lines. We also plot the results from Ref. [12] for cold gases, using dotted short dashed-dotted (orange) lines, where we changed their normalization so that both systems have the same number of particles inside the $\rho \leq 6.0k_F^{-1}$ region.

FIG. 8. (Color online) Density profile of the vortex and ground state of cold gases and neutron matter as a function of the radial coordinate $\rho$ for $N = 84$. Panel (a) corresponds to an interaction strength of $-k_F a = 3.3$, and (b) to $-k_F a = 5.0$. The legend conventions for our results are the same as the ones employed in Fig. 7. We compare our results with Ref. [10] for neutron matter, short dashed-dotted (orange) lines, where we changed their normalization so that both systems have the same number of particles inside the $\rho \leq 24.5$ fm region.

gases. Our goal is not to show that they are identical, but rather to draw a parallel between their properties such that measuring quantities in cold Fermi gases can help to constrain properties of vortices in neutron matter, as previously done for the ground state [3].

Although the ground-state energies per particle of the bulk systems were lower for cold gases than for neutron matter, for a given $k_F a$, the difference becomes smaller as we move toward more dilute systems. This was the main motivation to expect that vortices in the low-density regime show a duality between cold gases and neutron matter. The excitation energy for the formation of a vortex line is comparable when the density is low enough. However, it is higher for cold gases than in neutron matter, so that must be accounted for when comparing the two systems.

We chose to analyze the density depletion at the vortex core, because it only depends on the density behavior close to the axis of the cylinder, away from the hard walls. Again, we found an agreement between the values for very low densities, although the density at the vortex core tends to remain close to 75% of the ground-state density for neutron matter, whereas we can clearly see it dropping from 72% to 53% for cold gases.

We found an excellent agreement when comparing the two models we employed for the neutron-neutron interactions. It seems remarkable that two potentials of completely different shapes, see Fig. (2), give us the same physical properties. However, the fact that they have the same scattering length and effective range is the key fea-
ture. This indicates that the low-energy limit of Eq. \([3]\) is also valid for low-density neutron matter.

Our results can help to relate cold atom experiments with properties of low-density neutron matter. The extraction of bulk properties from experiments is extremely difficult when they employ harmonic traps. However, box-like traps \([34]\) have been successfully implemented in Bose systems, and they can help pave the way to determining the equation of state for cold gases. That, in turn, could be contrasted with Fig. \([3]\) to constrain the low-density neutron matter equation of state. Vortices in fermionic gases on both BCS and BEC sides of the crossover, and also at unitarity, have been observed \([35]\).

Our approach is valid for the low-density regime of neutron matter. However, it would be interesting to investigate vortex properties at higher densities. In Sec. \([\text{III A 1}]\) we discussed possible corrections to account for our choice of neutron-neutron interaction potential. We showed that they would be small in the bulk case, thus justifying our approach, but they increase with the density. Instead of carefully including corrections, it seems more promising to consider realistic nuclear Hamiltonians. There are calculations using auxiliary-field diffusion Monte Carlo (AFDMC) \([36, 37]\) where bulk properties of neutron matter are calculated, at higher densities than in this present work, using realistic nuclear Hamiltonians. A possible extension of our work is to generalize the wave functions we presented by including spin correlations, and perform AFDMC simulations. The comparison of the results using both methods should enlighten how important spin correlations are when describing low-density neutron matter.
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Appendix A: Equation (5)

The two-body problem of three-dimensional scattering with the modified Poschl-Teller potential, Eq. \([4]\), can be solved analytically. At low-energies, we have an expression for the phase shift \([38]\),

\[
\lim_{q \to 0} \frac{\delta_0}{2q} = \frac{1}{\lambda} - \frac{\pi}{2} \cot \left( \frac{\pi \lambda}{2} \right) + \sum_{n=1}^{\infty} \left( \frac{1}{\lambda+n} - \frac{1}{n} \right) = \frac{1}{\lambda} - \frac{\pi}{2} \cot \left( \frac{\pi \lambda}{2} \right) + \sum_{n=1}^{\infty} \frac{-\lambda}{n(\lambda+n)} \quad (A1)
\]

where \(q = k/(2\mu)\). We can use the following relations \([39]\),

\[
\Psi(1+z) = -\gamma + \sum_{n=1}^{\infty} \frac{z}{n(n+z)} \quad (z \neq -1, -2, \ldots),
\]

\[
\Psi(1+z) = \Psi(z) + \frac{1}{z} \quad (A2)
\]

to cast the Eq. \([A1]\) in the form

\[
\lim_{q \to 0} \frac{\delta_0}{2q} = \frac{\pi}{2} \cot \left( \frac{\pi \lambda}{2} \right) - \gamma - \Psi(\lambda). \quad (A3)
\]

Approximating \(\delta_0 \approx -ka\) yields Eq. \([5]\).
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