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The top quark (t) is the heaviest known elementary particle. Its large mass endows it with the largest decay width and, hence, the shortest lifetime of any of the known fermions [1]. At leading order calculation of quantum chromodynamics (QCD), the top quark decay width (\( \Gamma_{\text{top}} \)) depends on the top quark mass (\( M_{\text{top}} \)), the Fermi coupling constant (\( G_F \)), and the magnitude of the top-to-bottom quark coupling in the quark-mixing matrix (\( V_{tb} \)) [2]. The next-to-leading-order calculation with QCD and electroweak corrections predicts \( \Gamma_{\text{top}} = 1.33 \text{ GeV} \) at \( M_{\text{top}} = 172.5 \text{ GeV}/c^2 \) with approximately 1% precision [3,4]. This is consistent with the recent next-to-next-to-leading-order calculation of \( \Gamma_{\text{top}} = 1.32 \text{ GeV} \) [5]. A deviation from the standard model (SM) prediction could indicate the presence of non-SM decay channels, such as decays through a charged Higgs boson [6], the supersymmetric top quark partner [7], or a flavor-changing neutral current [8]. A direct measurement of \( \Gamma_{\text{top}} \) provides general constraints on such processes.

The D0 Collaboration has determined the width to be \( \Gamma_{\text{top}} = 2.00^{+0.47}_{-0.43} \text{ GeV} \) in a data set corresponding to an integrated luminosity of 5.4 fb\(^{-1} \), using a model-dependent, indirect measurement that assumes SM couplings [9]. The CDF Collaboration reported more model-independent measurements of the width using a direct shape comparison of the reconstructed top quark mass in data to the simulated top quark mass distributions [10,11]. The most recent measurement set an upper limit of \( \Gamma_{\text{top}} < 7.6 \text{ GeV} \) at the 95% confidence level (C.L.) with a data set corresponding to 4.3 fb\(^{-1} \) [11]. Even though the direct measurement is less precise than the indirect one, it probes a broader class of non-SM physics models, because the direct measurement has less dependence on the SM.

This Letter reports on a direct measurement of the top quark width in \( p\bar{p} \) collisions at the Tevatron, using the full run II data set, corresponding to an integrated luminosity of 8.7 fb\(^{-1} \) collected with the CDF II detector [12], which is a general-purpose azimuthally and forward-backward symmetric detector surrounding the colliding beams of the Tevatron \( p\bar{p} \) collider. We not only increase statistical sensitivity using a larger sample with respect to Ref. [11], but also improve jet-energy calibrations using an artificial neural network [13].

Top quarks at the Tevatron are predominantly produced in \( t\bar{t} \) pairs. We reconstruct top quark decays in the topology...
of $t \to bW^+$ and $\bar{t} \to \bar{b}W^-$. Events with a $W$ boson decaying into a charged lepton (electron or muon) and a neutrino ($W \rightarrow \ell \nu$ including the cascade decay of $W \rightarrow \tau(\rightarrow \ell \nu)\nu$) and the other $W$ boson decaying into a pair of jets (collimated sprays of particles resulting from the hadronization of quarks) define the lepton + jets channel ($t\bar{t} \rightarrow \ell \nu b\bar{b}q\bar{q}$).

To select $t\bar{t}$ candidate events in this channel, we require one electron (muon) with $E_T > 20$ GeV ($p_T > 20$ GeV/c) and pseudorapidity $|\eta| < 1.1$ [14]. We also require large missing transverse energy [15] ($E_T > 20$ GeV) and at least four hadronic jets. Jets are reconstructed by combining signals from particles detected within a spatial cone of radius $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4$ [16]. Observed jet energies are corrected for nonuniformities of the calorimeter response parameterized as a function of $\eta$, the energy contributed by multiple $p\bar{p}$ interactions in the event, and the calorimeter’s nonlinear response [17].

In addition to the standard jet-energy corrections, we use an artificial neural network that includes additional information, such as jet momentum from the charged particles inside the jet [13], to improve jet-energy resolution [18,19]. Jets originating from $b$ quarks are identified (tagged) using a secondary-vertex-tagging algorithm [20].

We divide the sample of $t\bar{t}$ candidates into subsamples with zero (0-tag), one (1-tag), and two or more (2-tag) $b$-tagged jets, which have different signal-to-background ratios. We further classify the events according to the jet kinematic properties. The “tight” selection requires exactly four jets, each with $E_T > 20$ GeV and $|\eta| < 2.0$. The “loose” selection on the remaining events requires exactly three jets with $E_T > 20$ GeV and $|\eta| < 2.0$, and one or more additional jets with $E_T > 12$ GeV and $|\eta| < 2.4$. We then combine the $b$-tag and jet-selection categories into five subsamples used in the analysis: 0-tag, 1-tag, 1-tagT, 2-tagL, and 2-tagT, where “T” and “L” denote the “tight” and “loose” jet selections. Finally, to reduce the level of non-$t\bar{t}$ background contributions to the 0-tag and 1-tag samples, we require the scalar sum of transverse energies in the event, $H_T = E_T^1 + E_T^2 + \sum_{\text{fourjet}} E_T^j$, to exceed 250 GeV.

The primary sources of non-$t\bar{t}$ backgrounds are $W +$ jets and multijet production. We also consider small contributions from $Z +$ jets, dibosons, and single top quark production. The multijet background is estimated by the data-driven techniques described in Ref. [21]. The kinematic distributions of $W +$ jets are modeled with the ALPGEN [22] generator. The number of $W +$ jets events is determined from the total number of events observed in data by subtraction of the expected $t\bar{t}$ and the other background event contributions. Diboson backgrounds are modeled by ALPGEN for $WW$, $WZ$, $ZZ$ and PYTHIA [23] for $W\gamma$, while single top quark processes are generated with MADGRAPH [24]. We normalize simulated event yields using their theoretical next-to-leading-order cross sections [25]. References [20,26] provide the details of these techniques. Table I summarizes the sample composition in each subsample.

To distinguish between different values of $\Gamma_{\text{top}}$, we compare the reconstructed top quark mass distribution observed in data to various distributions from $t\bar{t}$ signal samples generated using PYTHIA with different $\Gamma_{\text{top}}$ values ranging from 0.1 to 30 GeV for a fixed $M_{\text{top}} = 172.5$ GeV/c$^2$. Because the jet-energy scale (JES) is one of the dominant systematic uncertainties in the analysis [10], we generate a set of samples where the JES is varied independently. In the data, jet energies are corrected to account for the energy scale error in the calorimeter with uncertainty $\sigma_e$, the CDF JES fractional uncertainty [17]. In the simulation, we vary the JES with the correction factor of jet energies, $1 + \Delta_{\text{JES}}$, with varying the values of $\Delta_{\text{JES}}$ from $-3.0\sigma_e$ to $+3.0\sigma_e$.

After event selection, the analysis proceeds in three steps. First, we reconstruct a top quark mass ($m_{t\bar{t}}^{\text{reco}}$), defined below, from each event. The width of the $m_{t\bar{t}}^{\text{reco}}$ distribution is a sensitive variable for $\Gamma_{\text{top}}$. We also reconstruct the hadronically decaying $W$-boson mass ($m_{jj}$). The constraint of $m_{jj}$ to the known $W$-boson mass can be used

| TABLE I. Expected and observed numbers of signal and background events assuming a $t\bar{t}$ production cross section $\sigma_{t\bar{t}} = 7.45$ pb and $M_{\text{top}} = 172.5$ GeV/c$^2$. |
|-----------------|--------|--------|--------|--------|--------|
|                 | 0-tag  | 1-tagL | 1-tagT | 2-tagL | 2-tagT |
| $W +$ jets      | 703 ± 199 | 170 ± 60 | 102 ± 37 | 11.6 ± 4.9 | 8.4 ± 3.5 |
| $Z +$ jets      | 52.3 ± 4.4  | 8.9 ± 1.1  | 5.9 ± 0.7  | 0.8 ± 0.1  | 0.5 ± 0.1  |
| Single top      | 4.8 ± 0.5   | 10.5 ± 0.9 | 6.8 ± 0.6 | 2.2 ± 0.3 | 1.7 ± 0.2 |
| Diboson         | 60.3 ± 5.6  | 11.1 ± 1.4  | 8.5 ± 1.1  | 1.0 ± 0.2 | 0.8 ± 0.1 |
| Multijets       | 143 ± 114  | 34.5 ± 12.6 | 20.7 ± 16.6 | 4.4 ± 2.5 | 2.5 ± 2.4 |
| Background      | 963 ± 229  | 235 ± 61   | 144 ± 41  | 19.9 ± 5.5 | 13.8 ± 4.2 |
| $t\bar{t}$ signal | 645 ± 86  | 695 ± 87  | 867 ± 108 | 192 ± 30 | 304 ± 47 |
| Expected        | 1608 ± 245 | 930 ± 106 | 1011 ± 115 | 212 ± 30 | 318 ± 47 |
| Observed        | 1627     | 882     | 997     | 208     | 275     |
to determine the JES calibration in situ, which reduces the dominant uncertainty from the JES. The second step is a likelihood fit of \( m_{\text{reco}} \) and \( m_{jj} \) comparing with simulated signal and background distributions to determine \( \Gamma_{\text{meas}} \), an estimator of \( \Gamma_{\text{top}} \), which will be explained later. Finally, we use a likelihood-ratio ordering to determine the 68% and 95% C.L. limits of \( \Gamma_{\text{top}} \) from \( \Gamma_{\text{meas}} \) [27].

For the event reconstruction, we assume that all selected events are lepton + jets \( t\bar{t} \) events and perform a complete reconstruction of the \( t\bar{t} \) kinematic properties [28,29]. We perform a \( \chi^2 \) minimization to fit the momenta of the \( t\bar{t} \) decay products and determine \( m_{\text{reco}} \) for each event using the four leading jets. To resolve the ambiguity arising from the jets-to-quarks assignments, we require that \( b \)-tagged jets are assigned to \( b \) quarks and select the assignment with the lowest \( \chi^2 \). To reject events having poorly reconstructed kinematic properties, we request the minimum value of \( \chi^2 \) to be less than 9.0 (less than 3.0) for the \( b \)-tagged (zero \( b \)-tag) events. The dijet mass, \( m_{jj} \), is calculated independently as the invariant mass of two non-\( b \)-tagged jets that provides the closest value to the known \( W \)-boson mass, 80.4 GeV/c\(^2\) [30]. Figure 1(a) shows the distributions of \( m_{\text{reco}} \) for three different \( \Gamma_{\text{top}} \) values. The shape of \( m_{\text{reco}} \) depends on \( \Gamma_{\text{top}} \), yielding an estimate of its value. Distributions of \( m_{jj} \) for three different values of \( \Delta_{\text{JES}} \) are shown in Fig. 1(b). The maximum of the distribution depends strongly on \( \Delta_{\text{JES}} \). Hence, \( m_{jj} \) can be used to constrain the JES in situ.

To account for the correlation between \( m_{\text{reco}} \) and \( m_{jj} \), we construct two-dimensional probability density functions (PDFs) of signals and background with the two-dimensional kernel-density estimates [31] for the likelihood fit procedure [29]. First, at discrete values of \( \Gamma_{\text{top}} \) from 0.1 to 30 GeV/c\(^2\) and \( \Delta_{\text{JES}} \) from \(-3.0\sigma_e \) to \(+3.0\sigma_e \), we estimate the PDFs for the observables from the aforementioned PYTHIA \( t\bar{t} \) samples. Background PDFs are estimated for various values of \( \Delta_{\text{JES}} \) from \(-3.0\sigma_e \) to \(+3.0\sigma_e \). We interpolate the simulated distributions to find PDFs for arbitrary values of \( \Gamma_{\text{top}} \) and \( \Delta_{\text{JES}} \) using a local polynomial smoothing method [32]. Then, we fit the signal and background PDFs to the unbinned distributions observed in the data. In the fit of the data, we apply a Gaussian constraint to the expected number of background events, but there are no constraints on the expected number of signal events. Separate likelihoods are constructed for the five subsamples, and the overall likelihood is obtained by multiplying them together. Maximization of the total likelihood yields the best-fit value \( \Gamma_{\text{meas}} \).

The limit on the true value of \( \Gamma_{\text{top}} \) from the measured \( \Gamma_{\text{meas}} \) is set using the Neyman construction [33]. In this procedure, the unphysical region of negative \( \Gamma_{\text{top}} \) is not allowed for \( \Gamma_{\text{meas}} \), which makes the acceptance region of \( \Gamma_{\text{meas}} \) to be equal or greater than zero. It makes the large number of events at \( \Gamma_{\text{meas}} \) equal to zero for a small \( \Gamma_{\text{top}} \). We derive the confidence bands from simulated experiments in which signal and background events are selected from the simulated samples.

We examine various sources of systematic uncertainties that could effect the \( \Gamma_{\text{top}} \) measurement. Because this measurement relies on the shape of \( m_{\text{reco}} \), the uncertainties on the JES calibration and the jet resolution could dominate. However, the JES is well controlled with in situ calibration using the \( m_{jj} \) distributions. To estimate the uncertainty from the jet-energy resolution, we use experimental and simulated data samples of events with a photon recoiling against a jet in the final state. In these samples, we estimate the energy of the jets using the energy of the recoiled photon. We compare the \( p_T \)-dependent resolutions on the energy of the reconstructed jets in data and simulation. We obtain consistent results within statistical uncertainty. Taking into account statistical uncertainty of the data, we define a \( p_T \)-dependent systematic uncertainty on jet

![FIG. 1](color online). Distributions for simulated events meeting the lepton + jets selection: (a) \( m_{\text{reco}} \) distributions displayed with three values of \( \Gamma_{\text{top}} \) and with the nominal \( \Delta_{\text{JES}} = 0.0 \), (b) \( m_{jj} \) distributions displayed with three values of \( \Delta_{\text{JES}} \) and with \( \Gamma_{\text{top}} = 1.5 \) GeV.
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resolution to cover the difference. In addition to the jet-energy resolution, the uncertainties associated with modeling of color flow in the interaction and with the arbitrary choice of the event generator are the dominant systematic uncertainties, as shown in Table II. The color-reconnection systematic uncertainty takes into account the effects of the underlying color structure of quarks and gluons and its flow [34] by rearrangements from the simplest configuration to enhanced color reconnections based on simulations with differently tuned configuration parameters [35]. For the systematic uncertainty associated with the choice of the event generator, the samples generated by PYTHIA and HERWIG [36] are used. We examine the effects of higher-order corrections using MC@NLO [37], a full next-to-leading-order simulation. Other sources of systematic effects, including uncertainties in parton-distribution functions, initial- and final-state gluon radiation, multiple hadron interactions, $b$-jet-energy scale, gluon fusion fraction, background shape, and lepton-energy scale, give small contributions. The total systematic uncertainty of 1.22 GeV is calculated as a quadrature sum of the listed uncertainties. We estimate the systematic uncertainties under the assumptions of $M_{\text{top}} = 172.5$ GeV/$c^2$ and $\Gamma_{\text{top}} = 1.5$ GeV/$c^2$, but checks with different values of $M_{\text{top}}$ and $\Gamma_{\text{top}}$ for the dominant sources show consistent results. The details of the systematic-uncertainty evaluations are described in Refs. [28,29,38].

To incorporate systematic effects into the confidence bands we use a convolution method for folding systematic effects into the likelihood function [39,40] based on Bayesian treatment of systematic uncertainties [41,42]. We convolve the likelihood function with a Gaussian PDF that has a width equal to 1.22 GeV and is centered at zero. We then build the confidence bands with 68% and 95% coverages as shown in Fig. 2. The value of $\Gamma_{\text{meas}}$ retrieved from the data is 1.63 GeV and is depicted as an arrow in the plot. This corresponds to an upper limit of $\Gamma_{\text{top}} < 6.38$ GeV at the 95% C.L. We also set a two-sided limit of $1.10 < \Gamma_{\text{top}} < 4.05$ GeV at the 68% C.L., which corresponds to a lifetime of $1.6 \times 10^{-25} < \tau_{\text{top}} < 6.0 \times 10^{-25}$ s. For a typical quark hadronization time scale, $3.3 \times 10^{-24}$ s [43], this result supports the assertion that top quark decay occurs before hadronization.

In conclusion, a direct measurement of the top quark width is performed in fully reconstructed lepton + jets events by using the full CDF run II data set corresponding to an integrated luminosity of 8.7 fb$^{-1}$ of $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV. We obtain $1.10 < \Gamma_{\text{top}} < 4.05$ GeV at 68% C.L., which corresponds to a lifetime of $1.6 \times 10^{-25} < \tau_{\text{top}} < 6.0 \times 10^{-25}$ s. This is the most precise direct determination of the top quark width and lifetime and shows no evidence of non-SM physics in the top quark decay.
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