Neural Evidence for Different Types of Position Coding Strategies in Spatial Working Memory
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Sustained neural activity during the delay phase of spatial working memory tasks is compelling evidence for the neural correlate of active storage and maintenance of spatial information, however, it does not provide insight into specific mechanisms of spatial coding. This activity may reflect a range of processes, such as maintenance of a stimulus position or a prepared motor response plan. The aim of our study was to examine neural evidence for the use of different coding strategies, depending on the characteristics and demands of a spatial working memory task. Thirty-one (20 women, 23 ± 5 years) and 44 (23 women, 21 ± 2 years) participants performed a spatial working memory task while we measured their brain activity using fMRI in two separate experiments. Participants were asked to remember the position of a briefly presented target stimulus and, after a delay period, to use a joystick to indicate either the position of the remembered target or an indicated non-matching location. The task was designed so that the predictability of the response could be manipulated independently of task difficulty and memory retrieval process. We were particularly interested in contrasting conditions in which participants (i) could use prospective coding of the motor response or (ii) had to rely on retrospective sensory information. Prospective motor coding was associated with activity in somatomotor, premotor, and motor cortices and increased integration of brain activity with and within the somatomotor network. In contrast, retrospective sensory coding was associated with increased activity in parietal regions and increased functional connectivity with and within secondary visual and dorsal attentional networks. The observed differences in activation levels, dynamics of differences over trial duration, and integration of information within and between brain networks provide compelling evidence for the use of complementary spatial working memory strategies optimized to meet task demands.
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1. INTRODUCTION

Spatial working memory, defined as the temporary retention of spatial information when it is no longer available in the environment, is consistently characterized by sustained neural activity in a dispersed network of brain areas ranging from prefrontal and parietal cortices to posterior sensory areas (e.g., Fuster, 1973; Funahashi et al., 1993; Gottlieb and Goldberg, 1999; Zarahn et al., 1999; Brown et al., 2004; Curtis et al., 2004). This activity is thought to reflect the engagement of brain...
areas in active storage and maintenance processes. However, the nature of the code carried by this activity and the role of individual brain areas in maintenance of spatial information continue to be investigated. Studies have mostly focused on two possible strategies of encoding and maintenance of spatial position in spatial working memory tasks, retrospective sensory and prospective motor coding (Curtis, 2006; Funahashi, 2015). In retrospective sensory coding, the position of a target stimulus guiding motor response is assumed to be retained by spatially directed covert attention at the location of the sensory stimulus (Awh and Jonides, 2001; Postle, 2006), whereas in prospective motor coding a response motor plan is assumed to be generated at the time of stimulus presentation and maintained throughout the delay period. Experimentally distinguishing between these two strategies has proven difficult (Curtis et al., 2004; Srimal and Curtis, 2008). In this article, we present a novel paradigm that allows specific and independent manipulation of response predictability, and results suggesting that the two retention strategies are supported by separable brain systems.

Neural evidence for the distinction between retrospective sensory and prospective motor coding was first observed by single-cell recordings in prefrontal and parietal cortices of rhesus monkeys performing spatial delayed-response tasks (e.g., Niki and Watanabe, 1976; Funahashi et al., 1993; Gottlieb and Goldberg, 1999; Takeda and Funahashi, 2002), in which neuronal responses selectively represented either the position of a visual cue or the direction of a motor response. Takeda and Funahashi (2004) have shown that the selectivity of neuronal populations can change even within a single trial. Using single-cell recordings in monkey dorsolateral prefrontal cortex (DLPFC) and an antisaccade delayed-response task that required a memory-guided saccade to be executed 90° from the target location, they observed that at the population level prefrontal neurons initially encoded the direction of the spatial position of the visual cue, and later in the trial, the direction of the required response saccade.

Similar findings have been obtained in neuroimaging studies in humans. For example, Curtis et al. (2004) used functional magnetic resonance imaging (fMRI) to reveal patterns of brain activity during performance of an oculomotor delayed-response task. In the match condition, participants were presented with an empty screen and had to make a memory-guided saccade to the location where the cue was previously presented, whereas in the non-match condition, participants were presented with two spatial cues on the screen and had to make a saccade to the cue that was not at the location of the initial cue. The authors assumed that during the match condition participants would be able to predict the direction of their response and would therefore rely on prospective motor coding of spatial locations, whereas in the non-match condition they would not be able to predict the direction of the response and would have to rely on retrospective sensory coding. Their results showed higher delay-period activity in the frontal eye fields (FEF), supplementary eye fields (SEF), and middle frontal gyrus (MFG) for the match condition and in the intraparietal sulcus (IPS) for the non-match condition, suggesting different contributions of brain areas to the hypothesized coding mechanisms.

There were, however, a number of limitations in the Curtis et al. (2004) study that affect the validity of the authors’ conclusions and require their further investigation. Importantly, the two task conditions contrasted in the study were not matched in difficulty, required precision of representation, and specific memory retrieval processes (Srimal and Curtis, 2008). Whereas, the match condition required maintenance of the precise target position and its successful recall, correct performance in the non-match condition required only a coarse representation of the target position and its successful recognition. A subsequent study by Srimal and Curtis (2008) used a similar spatial delayed-response task in which the memory-guided saccade and spatial item-recognition task conditions were matched in difficulty by an adaptive psychophysical procedure that matched the spatial precision required in the item-recognition condition to performance in the memory-guided saccade condition, separately for each participant. This time, comparison of task conditions revealed no differences in delay-period activity as measured with fMRI, leading the authors to conclude that the observed FEF activity may reflect maintenance of a spatial map rather than a saccade motor plan.

Although, the Srimal and Curtis (2008) study succeeded in holding task difficulty constant across conditions, some important limitations and open questions remain. The authors purposefully kept the two task conditions different in terms of the type of response required—one required a saccade, the other a perceptual judgement communicated by a button press—to avoid FEF activity in the anticipation of an eye movement in the item-recognition task condition that did not promote prospective motor coding. Although planning an eye saccade was not necessary for task performance, it was not directly hindered by the task or incompatible with successful task performance. It could easily have been used as a supporting strategy in the item-recognition condition. Similarly, retrospective sensory coding is also a viable supporting strategy in the memory-guided saccade condition. In summary, the task design may not have elicited significant differences in task performance strategies and associated representations between the two conditions, so these could not be robustly identified.

The aim of our study was to advance the exploration of neural bases of position coding in spatial working memory. Our goal was to investigate whether different spatial working memory strategies and related representations are used depending on specific task demands and to identify their neural correlates. Similar to Curtis et al. (2004) and Srimal and Curtis (2008), we focused on comparing conditions that allowed prospective planning and maintenance of a motor plan with conditions in which the motor response could not be predicted and participants could therefore rely only on retrospective sensory information. To overcome the limitations of previous studies, we designed a task that, first, matched not only the task difficulty across the conditions, but also the type of memory retrieval (recall vs. recognition) and the required response, and, second, actively discouraged prospective motor coding, because it would interfere with successful performance in the condition that favored retrospective sensory coding. To the best of our knowledge, this is the first study of spatial working...
memory in which the predictability of the motor response was independently manipulated. This allowed us to compare sensory and motor coding of precise spatial position without task difficulty, response type, or type of memory retrieval (recall vs. recognition) confounds. Whereas, previous studies have focused primarily on patterns of brain activity, we also explored the possibility that a difference in task strategies used would lead to a difference in the flow of information between different brain regions and networks, which in turn would lead to observable differences in functional connectivity patterns.

We report the results of two separate experiments. In the first experiment (Experiment I), we used a full factorial design with independent manipulation of response predictability and task difficulty. In the second experiment (Experiment II), we focused on response predictability in conditions of precise spatial recall only. In both experiments, we expected that retrospective sensory coding would be reflected in increased activity and connectivity in parietal and posterior sensory areas, whereas prospective motor coding would be associated with increased activity and connectivity in frontal areas involved in motor planning and execution. In addition, we expected that differences in strategies would be time-dependent, with earlier phases of the delay period reflecting preparation of a prospective motor plan and later phases of the delay period reflecting maintenance and reactivation of retrospective sensory information.

2. MATERIALS AND METHODS

2.1. Participants

Thirty-one (20 women, 23 ± 5 years) and 44 (23 women, 21 ± 2 years) participants took part in two spatial working memory experiments. The number of participants was selected reflecting maintenance and reactivation of retrospective sensory and prospective motor plan and later phases of the delay period that differences in strategies would be time-dependent, with increased activity and connectivity in frontal areas involved

| Experiment | Number | Age (years) | Handedness |
|------------|--------|-------------|------------|
| I          | 23     | 15          | 18–38⁰ 23.77 (5.97) | 21.21 (3.04) | 28.25 (7.32) | 23 |
| II         | 37     | 20          | 19–30 21.00 (2.57) | 19.80 (1.20) | 22.41 (3.04) | 37 |

*Missing information for one participant.

2.2. Behavioral Task

2.2.1. Experiment I

Participants in both experiments performed a delayed-response spatial working memory task (Figure 1A). In Experiment I, each trial began with the presentation of a fixation cross in the center of the screen for 2.5 s. Participants were instructed to keep their gaze at the center of the screen throughout the trial until the response. Next, a target stimulus (red disk with a radius of 50 px, 0.531⁰ va) was presented for 0.1 s on the screen. Across trials the targets were shown at locations with a constant radius (400 px, 4.24⁰ va) and at different angles from the center of the screen (36 unique positions from 5⁰ to 355⁰ in 10⁰ increments), followed by a brief 0.05 s masking pattern used to disrupt iconic visual memory (Curtis et al., 2004). The target stimuli were never presented at the cardinal axes to prevent verbalization of the precise positions (Srimal and Curtis, 2008). Participants were asked to remember the position of the target stimulus and to maintain it during the following 9.85 s delay period. After the delay period, participants responded by moving a gray disk (50 px, 0.531⁰ va radius) to the position of the remembered target or to an indicated non-matching location using a joystick. The response time was fixed, such that the position of the gray disk after 3 s was recorded as the response position. Individual trials were separated by inter-trial intervals (ITI) whose duration varied randomly (12.5, 15, or 17.5 s with a ratio of 3 : 2 : 1) to allow for better task-related BOLD signal decomposition.

The task consisted of four conditions—center, off-center, match, and non-match—that differed in the required precision of encoded spatial representations and the possibility of preparing a motor response at the time of stimulus presentation and working memory encoding. In the center and off-center conditions, the gray disk had to be moved to the target position on an empty screen. In the center condition, the gray response disk always appeared in the center of the screen. In the off-center condition, the gray response disk always appeared off-center with a constant radius (400 px, 4.24°va) but at a random angle to the target position, excluding any locations that were too close to the screen edges (<100 px, 1.06°va, between the edge of the gray disk and the screen edges). In the match and non-match conditions, two red disks (each with a radius of 50 px, 0.53° va) appeared on the screen during the response period. One of the disks appeared at the position that matched the target position, while the other disk appeared at the same amplitude from the center 50° (30°...
In summary, the task design required participants in the center and off-center conditions to encode and recall spatial information using a high-precision representation, whereas in the match and non-match conditions they could rely on coarser spatial encoding and recognition that allowed match-to-sample responses. In this way, we were able to contrast conditions with different representation requirements at different task difficulty levels. In the off-center and non-match conditions, the required motor response was not known prior to the onset of response period, since the response either began or ended at random, unpredictable locations, respectively. Importantly, the prospective motor coding in these two conditions was not only uninformative but also misleading, as it interfered with the actual motor response that participants were required to make. We hypothesized that this would discourage participants from creating a prospective motor plan and instead encourage them to rely solely on retrospective sensory representations. The reverse, however, was not true in the center and match conditions. In the center and match conditions, the required motor response was known at the time of target presentation, allowing participants to complete the task by using either retrospective sensory coding, prospective motor coding or both coding strategies.

The data in Experiment I was collected in a single session. Participants first performed a short practice to familiarize themselves with the task and the use of joystick. During the practice, we described the task conditions and the required responses. Participants then performed the task while their brain activity was observed using fMRI recording. The task was performed across eight scanning runs. To enable and encourage the use of a stable strategy, each run included only one task condition (Curtis et al., 2004). Participants were informed about the task condition and reminded about the instructions immediately before the beginning of each task run. The runs were performed in a fixed order, specifically: center, match, non-match, off-center, off-center, non-match, match, and center. The order was chosen to counterbalance the effects of training and fatigue across task conditions and to group responses of the same type (free recall vs. match-to-sample). Each run consisted of 18 trials, yielding 36 trials per condition and 144 trials in total.

2.2.2. Experiment II

The task in the second experiment introduced two modifications. First, the task did not include the initial fixation period, but began directly with the presentation of the target stimulus. The onset of the fixation cross in Experiment I alerted participants to the upcoming trial. This was beneficial in preparing participants to efficiently encode a briefly presented stimulus. However, the fixation cross presented a sensory event in itself and elicited an orienting response. Although the perceptual and orienting response should be stable across task conditions and should not interfere with their direct comparison, we decided to omit it in Experiment II to simplify the trial event structure and the assumed modeling of the BOLD signal. Second, as our primary interest was in comparison of neural correlates of high-precision spatial working memory representations, we omitted the match and non-match conditions.

for only one participant) clockwise or counterclockwise from the target position. The position of the non-match target varied in a pseudorandom manner and was counterbalanced across the trials. The gray response disk was presented at the same time in the center of the screen. In the match condition, the response disk had to be placed over the red disk at the position that matched the target. In the non-match condition, participants had to place the response disk over the red disk at the position that did not match the target position.
In this experiment, the timing and duration of various phases of a task trial remained the same as in the first experiment with the exception of the ITI durations, which were varied pseudorandomly between 15, 16, or 17 s with a ratio of 3 : 2 : 1. The target stimulus (red disk, radius 50 or 25 px, depending on screen resolution, and 0.531 or 0.351°va, depending on viewing distance—the smaller stimuli were presented to two participants only) was presented at 24 different positions from 7.5 to 352.5° in 15° increments. In the center condition, the gray response disk appeared in the center of the screen. In the off-center condition, the gray disk appeared at a constant amplitude (400 or 200 px, 4.24 or 2.81°va) from the target position but at randomly varying angles from the target position, excluding positions that were too close to the screen edges (less than 100 or 50 px, 1.06 or 0.702°va, between the edge of the gray response disk and the screen edges).

The data for Experiment II was collected over one to three sessions (6 participants with one session, 12 participants with two sessions, and 19 participants with three sessions). On each individual session, after training, the participants performed the task in two separate runs during which concurrent fMRI and EEG signal was recorded. Each run consisted of 24 trials of the same task condition, resulting in 24, 48, and 72 trials per condition, 48, 96, and 144 trials in total, for one, two, or three sessions, respectively. In the first session, the order of task conditions was pseudorandomly varied and counterbalanced across participants. In each subsequent session with the same participant, the order was reversed from the previous session. Data from participants who attended multiple sessions were combined across sessions. In this article, we report results based only on behavioral and fMRI data. While EEG data are not the focus of this paper, we used EOG signal to identify eye movements during task performance.

2.2.3. Control for Eye Movements
In Experiment II, we used the electrooculography (EOG) signal extracted from the EEG data to check whether participants followed instructions and avoided eye movements during the presentation of the target and the delay phase of the spatial working memory task. Details of EEG data acquisition and EOG analysis can be found in the Supplementary Material. Briefly, the results of the EOG analysis showed that participants did not move their eyes on more than 7.81% (median, IQR = 15.8%) of trials during the center condition and 11.1% (median, IQR = 16.7%) of trials during the off-center condition. Using logistic regression test to find differences between task conditions, we found no evidence of systematic differences in saccade frequency between task conditions ($\beta = 0.258, Z = 1.87, p = 0.061, OR = 1.29$).

2.2.4. Materials
In both experiments, stimuli were displayed on an MR-compatible screen (Esys Patient Display, Invivo, 2012, monitor size: 640 x 400 mm) that was visible to participants from the MR scanner via a head mirror (Experiment I—screen resolution: 2,560 x 1,600 px, viewing distance: 1,350 mm; Experiment II—screen resolution: 2,560 x 1,600 or 1,280 x 800 px, viewing distance: 1,350 or 2,040 mm). The task was prepared using a custom Python script and the PsychoPy software (Peirce, 2007). Participants’ responses were collected using an MR-compatible joystick (Hybridmojo LLC, Washington, USA).

2.3. Behavioral Data Analysis
To standardize the behavioral measurements across different screen resolutions and viewing distances, we first converted the pixel-based measurements to degrees of visual angle. We then excluded all invalid responses and outliers to ensure that the results reflected the engagement of spatial working memory, rather than technical errors or inattention to the task. For the match and non-match conditions, any response that did not overlap with the matching or non-matching stimulus was marked as an incorrect response, respectively (6.88% of excluded trials). For the center and off-center conditions, we used several criteria to identify outliers. First, any response that was more than 45° from the target position in either direction or whose amplitude was not between 0.5 and 1.75× target amplitude was excluded from further analysis. Due to the potentially large impact of outliers, we additionally excluded all responses that fell outside the 1.5× IQR boundaries for either angular or amplitude error (a total of 10.6% of excluded trials in Experiment I and 8.02% of excluded trials in Experiment II).

Next, we examined task performance in each task condition. For all conditions, we used the final position of the response disk as the participant’s response. For match and non-match conditions, we computed error rates as the proportion of trials in which participants did not correctly place the response disk to overlap the red disk at the position that matched the target or the red disk at the alternate position, for match and non-match conditions, respectively. We tested the difference in error rates between match and non-match conditions by computing a logistic regression model with the task condition as a predictor and testing its statistical significance with a Z-test.

In center and off-center conditions, which required precise reconstruction of the target position, we used the final position of the response target relative to the target position and delay periods and thus it served as the best origin point for working memory representation of target location. In addition, a number of experiments (Funahashi et al., 1989; Chafee and Goldman-Rakic, 1998; Rainer et al., 1998), we decomposed the response error into angular and amplitude differences between the target and response positions measured from the center of the screen (Figure 1B). We used the center of the screen as a point of origin as that is where participants had to keep their gaze during target presentation and delay periods and thus it served as the best origin point for working memory representation of target location. In addition, previous findings from our group (Starc et al., 2017) have suggested the presence of systematic effects on behavioral responses, such as systematic under- or overshooting of responses and a tendency to shift responses closer to the nearest diagonals. Because these systematic biases can lead to misestimation of trial-to-trial precision error and summary precision measures, we estimated the magnitude of systematic
biases using a modified procedure described in Starc et al. (2017). Specifically, we calculated the systematic amplitude bias as the average amplitude error, with negative values reflecting an undershoot and positive values reflecting an overshoot. We calculated the systematic angular bias as the average angular error at each distinct angle from the nearest diagonal, with positive values reflecting a response bias toward the diagonal and negative values reflecting a response bias away from the diagonal. We estimated the systematic biases for each participant separately and then subtracted them from the original recorded trial-by-trial responses to obtain corrected angular and amplitude errors. We then calculated the standard deviation of the corrected angular and amplitude errors across all trials of the same condition as a measure of response spread and to serve as an overall estimate of precision errors for each individual.

We compared precision errors and systematic biases between task conditions using permutation analysis (10,000 permutations) and paired t-tests in PALM (Winkler et al., 2014). We adjusted the observed p-values for multiple comparisons using the FDR correction. The remaining data analysis and visualizations were performed in R (R Core Team, 2021). We also calculated effect sizes between statistically significant comparisons using Cohen’s d measure.

2.4. fMRI Acquisition, Preprocessing, and Analysis

In both experiments, MRI data were collected with Philips Achieva 3.0T TX scanner. T1- and T2-weighted structural images were acquired for each participant (Experiment I—T1 and T2: field of view = 224 × 235 mm, 236 sagittal slices, matrix = 320 × 336, voxel size = 0.7 × 0.7 × 0.7 mm; T1: TE = 5.7 ms, TR = 12 ms, flip angle = 8°; T2: TE = 414 ms, TR = 2, 500 ms, flip angle = 90°; Experiment II—T1 and T2: field of view = 224 × 235 mm, 236 sagittal slices, matrix = 320 × 336, voxel size = 0.7 × 0.7 × 0.7 mm; T1: TE = 5.8 ms, TR = 12 ms, flip angle = 8°; T2: TE = 394 ms, TR = 2, 500 ms, flip angle = 90°). We recorded brain activity using BOLD images with T2*-weighted echo-planar imaging sequence (Experiment I—8 BOLD images, field of view = 240 × 240 mm, 48 axial slices, voxel size = 3 × 3 × 3 mm, matrix = 80 × 80 × 80, TR = 2, 500 ms, TE = 27 ms, flip angle = 90°, SENSE factor 2, 215 frames; Experiment II—2-6 BOLD images, field of view = 240 × 240 mm, 56 axial slices, voxel size = 2.5 × 2.5 × 2.5 mm, matrix = 96 × 95, TR = 1, 000 ms, TE = 48 ms, flip angle = 62°, MultiBand SENSE factor 8, 698 frames).

MRI data were preprocessed and analyzed using Quantitative Neuroimaging Environment and ToolboX (QuNex; Ji et al., in preparation). MR images were preprocessed using the Human Connectome Project (HCP) minimal preprocessing pipeline (Glasser et al., 2013). Specifically, the structural images were corrected for magnetic field distortions and registered to the MNI atlas, brain tissue was segmented into white and gray matter, and the cortical surface was reconstructed. Functional BOLD images were slice-time aligned, corrected for spatial distortions, motion corrected, registered to the MNI atlas, and the BOLD signal was mapped to a common surface volume (CIFTI) representation and spatially smoothed (σ = 4). Further analyses were performed on “dense” whole-brain data (i.e., each voxel and vertex independently). To increase statistical power and to observe general patterns of task activations and differences across identified functional brain parcels, we also performed analyses on parcellated whole-brain data. Parcellated data were obtained by extracting the mean signal for each region of interest (ROI) as identified in the HCP-MMP1.0 parcellation (Glasser et al., 2016).

We performed the activation analysis using a GLM approach in which event regressors were convolved with the assumed SPM hemodynamic response function (HRF; Friston et al., 1994). The task employed a slow-event related study design with longer ITIs (12.5–17.5 s) that should ensure the BOLD signal to return to baseline before each new trial. This ensured that baseline levels were stable and comparable across task conditions performed within separate BOLD runs. For each participant, we separately modeled each phase of the trial for each task condition. Specifically, we estimated β coefficients for the trial onset (Experiment I: −2.5 to 0.15 s, Experiment II: 0–0.15 s), delay (0.15–10 s), and response (10–13 s) phases of a trial for each task condition for both dense and parcellated data (Supplementary Figure 2A). To identify possible temporal changes during the delay period, in a separate analysis, we additionally modeled the delay phase with separate regressors for early (0.15–5 s) and late delay (5–10 s), focusing only on whole-brain data (Supplementary Figure 2A). Trials with outlier responses based on behavioral data analysis were modeled as separate events and excluded from the group-level statistical analyses of the fMRI data. In Experiment I, an average of 33 out of a total of 36 trials per task condition were included in the analysis. In Experiment II, an average of 22 of 24 trials, 45 of 48 trials, and 67 of 72 trials per task condition were included in the analysis for participants that attended only one, two, and three sessions, respectively. Baseline was estimated separately for each BOLD run.

We then analyzed the β estimates at the group level using permutation analysis (500 permutations, tail acceleration). To identify activation and deactivation during individual events based on the dense whole-brain data, we performed two-tailed one-sample t-tests with cluster (C = 3.1) FWE correction. To identify regions activated across pairs of conditions, we performed a conjunction analysis (Heller et al., 2007) to compute pooled p-values. The resulting images included grayordinates that exhibited activation or deactivation in both task conditions (u = 2) or in at least one of the task conditions (u = 1). Multiple comparison corrections were performed using FDR and results were thresholded at q < 0.05. To identify differences between task conditions based on the dense data, we performed two-tailed paired t-tests with cluster size (C = 3.1) FWE multiple comparison correction. Permutation tests and multiple comparison correction were performed independently for left cortical surface, right cortical surface, and subcortical volume. To maintain whole-brain Type-I correction at .05, we set the threshold for the corrected p-values to p < 0.017. For group-level analysis on the parcellated data, we performed two-tailed one-sample t-tests with FDR correction to identify activation
and deactivation during individual events. We also compared task conditions by performing two-tailed paired $t$-tests with FDR multiple comparison correction. The resulting images were thresholded at $q < 0.05$.

For the functional connectivity analysis, data were additionally processed to identify frames with excessive motion and associated signal artifacts and to remove nuisance signal. Specifically, we identified any frames in which motion exceeded 5 mm frame displacement or signal change was $>1.6 \times$ the median of the normalized frame-to-frame root-mean-squared differences (RMSD) in voxel intensities. Identified frames were linearly interpolated before high-pass filtering (0.008 Hz) and excluded from further processing and analysis. We used a GLM approach to estimate the signal contributions from motion parameters, ventricular and white matter signal, global signal, and the first derivative of all the nuisance signals. To prevent systematic inflation of functional connectivity estimates due to task response (Cole et al., 2019), we also included task regressors using unassumed HRF task modeling across trial length (Experiment I: 14 frames, Experiment II: 32 frames) for each trial type separately. All functional connectivity analyses were performed on the residual signal after accounting for the listed nuisance and task regressors.

In the functional connectivity analyses, we focused on comparisons between pairs of task conditions across HCP parcels that were either identified as significantly activated during at least one of the task conditions or showed significant differences between these task conditions. We assigned parcel network membership based on the Cole-Anticevic Network Parcellation (Ji et al., 2019). We first constructed a delay-related time series for each identified parcel by concatenating those frames from each trial that best reflected the delay-related neural responses (Experiment I: frames 5–7 from trial onset, Experiment II: frames 10–15 from trial onset). This resulted in a $p \times n$ matrix, where $p$ is the number of parcels and $n$ is the number of delay-related frames across all trials within a condition. To avoid possible confounds, we excluded all frames from invalid trials, as well as trials where any of the frames met the criteria for motion scrubbing. We then computed Pearson’s correlation coefficients between each pair of identified parcels across the delay-related time series, converted the correlation coefficients to Fisher-$z$ values, and then averaged them to estimate functional connectivity within and between subnetworks for each participant separately. We performed group-level analysis using permutation analysis (10,000 permutations) and FDR correction for multiple comparisons and presented results that exceeded the significance threshold of $q < 0.05$. This approach allowed us to focus our investigation specifically on delay-related functional integration across multiple ROIs and networks. The obtained estimates of functional connectivity reflect the frame-to-frame covariation of the BOLD signal during the information maintenance task phase after accounting for the mean task response, while also minimizing systematic effects due to motion and nuisance signals.

Group-level permutation analyses were performed in PALM (Winkler et al., 2014). Several steps of the analysis were performed using the Connectome Workbench (wb_command) tools. Visualization of the results was prepared in Connectome Workbench (wb_view), R (R Core Team, 2021), and BrainNet Viewer (Xia et al., 2013).

3. RESULTS

3.1. Behavioral Performance

In the behavioral analysis, we had three goals. First, we wanted to check the extent to which the experimental manipulation of response predictability might have increased the difficulty of the task. Second, we wanted to check whether the previously observed response biases reflected features of spatial working memory representations or a motor response. Third, we wanted to assess possible differences in strategy use, specifically the use of categorical versus fine-grained representations between task conditions.

To test for possible differences in task difficulty due to manipulation of response predictability, we focused on error rates as a measure of behavioral performance under the match and non-match conditions. Specifically, we used logistic regression with the task condition (match vs. non-match) as a fixed and participants as a random factor to predict error rates. While we observed slightly higher error rates in the non-match compared to the match condition (see Figure 1B), a Z-test did not indicate the effect of the task condition to be statistically significant ($\beta = 0.345, Z = 1.74, p = 0.083, OR = 0.708$).

The center and off-center conditions allowed the assessment of more precise measures of response accuracy. Specifically, we calculated response accuracy as the standard deviation of the corrected angular and amplitude errors. In Experiment I, the permutation-based $t$-test revealed a significant difference between task conditions in the angular error, $t_{(22)} = 2.80, p = 0.022, d = 0.503$, reflecting slightly lower angular precision in the off-center condition (Figure 1B), but not for the amplitude error, $t_{(22)} = 0.642, p = 0.529, d = 0.137$. In contrast, the permutation-based $t$-test in Experiment II revealed a significant difference between task conditions in the amplitude error, $t_{(36)} = 3.55, p = 0.002, d = 0.455$, reflecting lower precision in the amplitude of the response in the off-center condition (Figure 1B), but not for angular error, $t_{(36)} = 1.18, p = 0.256, d = 0.158$.

Analysis of behavioral responses during center and off-center conditions revealed consistent systematic effects on response errors. Specifically, individual participants tended to either undershoot or overshoot their responses, which we estimated as a measure of systematic amplitude bias (Supplementary Figure 1). We also observed a robust systematic angular bias toward the nearest diagonal, which was most pronounced for target positions that were further from the nearest diagonal (Supplementary Figure 1). To assess the possibility that systematic biases reflect features of motor responses rather than working memory representations, we compared the magnitude of biases in the center and off-center conditions. In both experiments, amplitude bias did not differ significantly between task conditions (see Supplementary Figure 1B), Experiment I: $t_{(22)} = 1.02, p = 0.318, d = 0.163$; Experiment II: $t_{(36)} = 0.328, p = 0.743, d = 0.031$. We tested the differences in angular bias with a repeated-measures ANOVA with factors task condition.
Experiment I: From the nearest diagonal on angular bias in both experiments, Experiment I: \( F(4,88) = 23.8, p < 0.001, \eta^2 = 0.261 \); Experiment II: \( F(2,72) = 93.3, p < 0.001, \eta^2 = 0.340 \), generally reflecting increasing angular bias toward diagonal with larger distance from the diagonal (see Supplementary Figure 1B). However, neither the main effect of task condition, Experiment I: \( F(1,22) = 0.640, p = 0.263, \eta^2 = 0.002 \); Experiment II: \( F(1,36) = 1.48, p = 0.068, \eta^2 = 0.006 \), nor the task condition \( \times \) target angle interaction, Experiment I: \( F(4,88) = 1.26, p = 0.288, \eta^2 = 0.018 \); Experiment II: \( F(2,72) = 0.716, p = 0.488, \eta^2 = 0.004 \), showed evidence of significant differences, reflecting similar levels of angular bias independent of task condition.

3.2. Maintenance of Information in Spatial Working Memory Engages a Consistent Network of Brain Regions

In the initial step, we identified brain regions that were activated or deactivated during the delay of the spatial working memory task. We used conjunction analysis (Heller et al., 2007) to pool \( p \)-values from statistical maps across pairs of images with the same task type within the same experiment. Specifically, we identified grayordinates that showed a robust response in both task conditions \((u = 2)\) as well as those that showed a significant response in at least one of the conditions \((u = 1)\) at the FDR whole-brain corrected criterion for statistical significance \( q < 0.05 \). This resulted in three separate maps showing regions that robustly responded during the delay period in (i) match and/or non-match conditions in Experiment I (Figure 2A), (ii) center and/or off-center conditions in Experiment I (Figure 2B), and (iii) during center and/or off-center conditions in Experiment II (Figure 2C). Individual maps of Z-scores for each condition were shown in Supplementary Figure 2B. Comparison of regions that responded to one or both task conditions revealed differences mainly in spatial extent, likely due to a more stringent criterion.

To identify consistent activations and deactivations during the maintenance of spatial working memory information across task conditions and experiments, we combined all three maps of consistent responses across conditions \((u = 2)\; \text{or} \; (u = 1)\; \text{or} \; (u = 3)\) into a single overlap map (Figure 2D). The resulting image shows an overlap between none \((u = 1)\), two \((u = 2)\), or all three \((u = 3)\) conjunction maps, and identifies a number of brain regions and systems that show robust delay-related responses in all conditions \((u = 3)\). Specifically, increased activity was consistently observed in the somatosensory, motor, and premotor cortices. The superior and inferior parietal cortex, as well as several areas in the prefrontal and inferior frontal cortex, also showed consistent delay-related activation. Higher activity was also observed in the cingulate, insular, and opercular cortex, as well as in several higher visual areas. Subcortical activation was observed in the cerebellum (see Supplementary Table 1 for details). Decreased activity was consistently observed in posterior cingulate cortex, posterior opercular cortex, inferior
and superior parietal cortex, medial temporal cortex, and insular cortex. Several sensory cortices, such as somatosensory, early and higher visual cortices, also showed decreased activity. Subcortical deactivation was most consistent in the cerebellum (Supplementary Table 2).

3.3. Task Conditions Are Associated With Differing Patterns of Delay Activity

Next, we examined whether the induced bias toward retrospective sensory coding in the non-match and off-center conditions resulted in observable differences in delay-related brain activity compared with the match and center conditions, which allowed either retrospective sensory or prospective motor coding.

The dense whole-brain comparison of match and non-match conditions in Experiment I (Figure 3A) revealed higher delay-related activity in the match condition in left premotor cortex, left supplementary motor area, and right cerebellum, and higher delay-related activity in the non-match condition in right premotor and motor cortex, right somatosensory cortex, bilateral superior parietal cortex, and right cerebellum (Supplementary Table 3). Investigation of parcellated data revealed no significant differences between match and non-match task conditions (Figure 3A).

The dense whole-brain comparison of center and off-center conditions in Experiment I (Figure 3B) showed higher delay-related activity in the center condition in left premotor and motor cortex, left somatosensory cortex, and right cerebellum, whereas right primary motor cortex, bilateral somatosensory cortex, bilateral superior parietal cortex, left inferior parietal cortex, and bilateral posterior cingulate cortex showed significantly higher delay-related activity in the off-center condition (Supplementary Table 4). Analysis of parcellated data revealed several additional significant differences (Figure 3B). In particular, in the center condition, higher delay-related activity was observed in the left frontal opercular cortex. In the off-center condition, higher activity was observed bilaterally in early and association auditory cortices, lateral temporal cortex, and temporo-parieto-occipital junction. Left-lateralized differences were observed in a number of prefrontal regions and in superior temporal visual area, whereas right-lateralized differences were found in the posterior opercular cortex and inferior parietal cortex (Supplementary Table 6).

In Experiment II, dense whole-brain comparison of delay-related response between the center and off-center conditions (Figure 3C) revealed higher activity in left premotor and motor cortex, left somatosensory cortex, left posterior opercular cortex, left inferior parietal cortex, and right cerebellum during the center condition. During the off-center condition, significantly higher activity was observed bilaterally in premotor cortex, inferior parietal cortex, superior parietal cortex, posterior cingulate cortex, and dorsal stream of visual cortex. Right-lateralized differences were observed in primary motor cortex, somatosensory cortex, and temporo-parieto-occipital junction (Supplementary Table 5). Analysis of parcellated data revealed many additional brain areas that showed significant differences (Figure 3C). Activity was higher during center in the left supplementary motor area, left cingulate motor area, bilateral frontal opercular cortex, and right posterior opercular cortex (Supplementary Table 7). During off-center, activity was higher in a number of right-lateralized regions in prefrontal cortex (PFC), sensory-visual, and association areas (Supplementary Table 9). Left-lateralized differences were observed in the temporo-parieto-occipital junction, whereas bilateral changes occurred in the medial temporal cortex and the ventral stream visual cortex (Supplementary Table 8).

Direct comparison of difference maps across task types and experiments indicated moderate to large similarities ($r = 0.43$–$0.52$) in the identified differences of brain responses (see Supplementary Figure 4A for details).

3.4. Task Conditions Are Associated With Differences in Temporal Progression of Delay-Related Responses

Different coding and representation strategies may be associated with different temporal progression during a working memory trial. To observe temporal progression of the differences in delay-related response, we modeled the delay activity as two separate events. We modeled the first half of the delay period as early delay and the second half of the delay period as late delay (see Supplementary Figure 2A). We then again contrasted task conditions with different assumed coding mechanisms for both phases of the delay period (Figure 4). In particular, we were interested in the comparisons of (i) match and non-match conditions and (ii) center and off-center conditions in Experiment I and (iii) center and off-center conditions in Experiment II.

Comparison of the match and non-match conditions in Experiment I (Figure 4A) showed higher activity in the match condition in left premotor and motor cortex, left somatosensory cortex, and right cerebellum during the early delay. In contrast, higher activity in the non-match condition was observed in bilateral superior parietal cortex, right posterior cingulate cortex, and right cerebellum during late delay (Supplementary Table 3).

Comparison of the center and off-center conditions in Experiment I (Figure 4B) showed higher activity in the center condition in left premotor cortex during the early delay and in right cerebellum during the late delay. In contrast, activity in the off-center condition was higher in the right somatosensory cortex during the early delay, whereas in the late delay, activity in the off-center condition was higher in a number of brain areas, namely, bilaterally in premotor cortex, somatosensory cortex, DLPFC, inferior parietal cortex, superior parietal cortex, posterior cingulate cortex, and early and higher visual areas. Higher activity during the late delay for off-center was also observed in right primary motor cortex and left cerebellum (Supplementary Table 4).

In Experiment II, higher activity in the center condition was again observed only during the early delay in areas within the left premotor cortex, left primary motor cortex, left supplementary motor area, left somatosensory cortex, left inferior parietal cortex,
and right cerebellum (Figure 4C). In contrast, in the off-center condition, higher activity was observed in bilateral premotor cortex, bilateral posterior cingulate cortex, bilateral superior parietal cortex, left inferior parietal cortex, and right dorsal stream of visual cortex only during the late delay (Figure 4C, Supplementary Table 5).

To further investigate these differences, we extracted an average time course for the previously identified regions throughout the trial. The extracted time courses showed consistent temporal changes during the different task conditions. Specifically, higher activity in the match and center conditions was mostly observed earlier during the delay period, whereas
FIGURE 4 | Differences in early and late phases of the delay activity between task conditions thought to promote either retrospective sensory or prospective motor coding, respectively. Specifically, dense whole-brain results are presented for contrasts between (A) match and non-match conditions, and (B) center and off-center conditions in Experiment I, and (C) center and off-center conditions in Experiment II. Early delay was defined as activity in the first half of the delay period, and late delay was defined as activity in the second half of the delay period. Differences between task conditions were calculated using permutation t-tests on dense whole-brain data, corrected with cluster (C = 3.1) FWE, and thresholded at $p < 0.05$. Based on the thresholded images, we identified two example ROIs i.e., left premotor cortex—PMC and left superior parietal cortex—SPC that exhibited significant differences across different task conditions and experiments. We then extracted the average activity within each ROI throughout the entire trial for each task condition. The zero point represents the onset of target presentation. The gray shading in the plots marks the expected contribution of the early and late delay periods to the reconstructed trial response based on the hemodynamic response function.
higher activity in the non-match and off-center conditions was observed later in the delay period (Figure 4).

Direct comparison of whole-brain difference maps across task types and experiments indicated small to moderate similarities ($r = 0.14–0.28$) in the early and moderate to large similarities ($r = 0.30–0.48$) in the late delay phases (see Supplementary Figures 4B,C for details).

### 3.5. Task Manipulation Is Associated With Changes in Functional Connectivity

Finally, we expected that different strategies of encoding and maintenance of spatial information in working memory would require integration of activity and exchange of information between different brain regions and systems. To test this hypothesis, we investigated possible differences in task-related functional connectivity between areas found to be engaged in spatial working memory. We selected parcels for functional connectivity analysis based on activation analysis of the parcellated data. Specifically, we included in the analysis all parcels that were either significantly activated during any of the task conditions (Supplementary Figure 3) or showed significant differences between task conditions (Figure 3, right panel). We then estimated functional connectivity between the selected parcels across the delay-related time series and examined functional connectivity within and between brain subnetworks based on the network membership of the parcels.

We focused in particular on comparisons between the match and non-match (Supplementary Figure 5A) and center and off-center (Supplementary Figure 5B) conditions in Experiment I and center and off-center conditions in Experiment II (Figure 5, Supplementary Figure 6). The results revealed very similar patterns of functional connectivity across task conditions. Statistical tests for differences in functional connectivity between task conditions revealed a number of significant differences only in Experiment II. Comparison of functional connectivity between individual parcels (Supplementary Figure 6) showed generally higher positive correlations between somatomotor, premotor, and secondary visual areas and stronger negative correlations between frontal and posterior sensory areas during the center condition compared with off-center. In comparison, the off-center condition was characterized by higher positive correlations within areas in parietal cortex and between frontal and parietal cortices. Apart from isolated differences within frontal and parietal cortex, we did not observe a general pattern of stronger negative correlations in the off-center condition.

We obtained a clearer pattern of differences when we compared the average functional connectivity between and within subnetworks in center and off-center conditions in Experiment II (Figure 5C). In the center condition, we primarily observed stronger connectivity involving somatomotor network, which showed stronger within-network connectivity, stronger connectivity with the cingulo-opercular network, and stronger anti-correlations with the default network. We also observed significantly increased connectivity between fronto-parietal and orbito-affective networks. In contrast, the off-center condition was characterized by stronger connectivity between and within
the secondary visual and dorsal attentional networks and their connectivity with the posterior multimodal network. The secondary visual network also showed an increase in functional connectivity with cingulo-opercular and somatomotor networks.

4. DISCUSSION

Performing a spatial working memory task engages a number of cognitive processes and representations that enable the perception, encoding, maintenance, retrieval, and use of spatial information. While a number of these processes are required regardless of the specific demands of the task, in this study we explored the possibility that the specific form of spatial representation used may depend on the information available and the demands of the current task. To test this possibility, we designed a spatial working memory task that manipulated available information required to successfully perform the task. Specifically, improving on previous studies by Curtis et al. (2004) and Srimal and Curtis (2008), we manipulated the predictability of the motor response required to perform the task while keeping the required level of precision and the type of response constant across conditions. We expected participants to use prospective motor coding to a greater extent when the motor response was known at the time of target presentation. In contrast, if the motor response could not be predicted, participants would have to rely on retrospective sensory coding.

To test our hypotheses, we first identified the core working memory network, i.e., the set of regions that are robustly engaged irrespective of task manipulation and related differences in the use of working memory strategies and representations. Next, we focused on investigation of observable differences between key task conditions. We explored differences in the overall engagement of brain regions, differences in the dynamics of activation across different phases of the trial, and differences in the integration of information within and between those parcels of the brain networks that were engaged by the working memory task. In the following sections, we review the corresponding results.

4.1. Engagement of the Core Spatial Working Memory Network

Spatial working memory engaged a widespread network of brain areas, which we observed as elevated activity that persisted throughout the delay period. The observation of sustained activity during the delay is consistent with much of the literature on spatial working memory and suggests its role in spatial working memory performance. In our study, we observed robust activity in areas extending across the frontal and parietal cortices to posterior sensory areas and several subcortical structures, such as cerebellum. These areas were consistently activated in two separate experiments reported in this article under task conditions designed to promote the use of different encoding and maintenance strategies. The observed results suggest the existence of a core spatial working memory network that supports spatial encoding and maintenance and is engaged independently of specific task requirements.

The areas activated during delay observed in our study are consistent with the results of other studies that have used similar spatial working memory tasks (Zarahn et al., 1999; Brown et al., 2004; Curtis et al., 2004; Srimal and Curtis, 2008). Indeed, many of the areas reported in our study are also found in other types of working memory tasks using different features and stimulus modalities. For example, a coordinate-based meta-analysis of 189 experiments by Rottschy et al. (2012) showed consistent activation during a variety of working memory tasks in both hemispheres in the posterior medial frontal cortex, anterior insula, IPS, lateral PFC, and inferior frontal gyrus (IFG). This observation suggests that these areas may be responsible for more general support processes related to working memory. Nevertheless, the distributed nature of spatial working memory indicates distinct functional roles of the areas involved in storing spatial representations (Rissman and Wagner, 2012; Eriksson et al., 2015; Christophel et al., 2017). As spatial information passes through different levels of processing, from incoming sensory processing to action planning, the areas responsible for particular levels of processing could use different encoding and maintenance strategies (Christophel et al., 2017).

It is important to note the similarities of the identified network to previous studies despite specific task differences. Though our task was based on paradigms first used in electrophysiological studies in monkeys (Funahashi et al., 1989, 1993; Takeda and Funahashi, 2002, 2004) and later in neuroimaging studies in humans (Curtis et al., 2004; Srimal and Curtis, 2008), most of them have used saccades to provide task responses. The advantage of using saccades is that they are well-studied and activation of the FEF, thought to support preparation and execution of saccades (Robinson and Fuchs, 1969; Bruce and Goldberg, 1985; Thier and Andersen, 1998), was observed during delay in spatial working memory tasks (Bruce and Goldberg, 1985; Brown et al., 2004; Curtis et al., 2004). In contrast, participants in our study used hand movements to move an object on a screen with a joystick. We believe that the use of hand movements resulted in activation of premotor areas that are superior to the FEF and may be related to hand movement control. However, we also observed delay-related activation of the FEF itself. These results suggest that multiple encoding and maintenance strategies may have been employed simultaneously in our task. We address this possibility in the Significance and limitations section.

4.2. Strategy Specific Activations of Brain Regions

The spatial working memory task in our study was designed to contrast two conditions, one that allowed encoding and maintenance of either retrospective sensory information or a prospective motor plan (match or center condition), and another that prevented the use of prospective motor codes and forced participants to rely solely on retrospective sensory information (non-match or off-center condition). We found that this manipulation of strategy use was reflected in brain activity. In general, somatomotor, premotor, and motor areas were more active when participants were able to use motor representations,
whereas somatomotor and parietal areas were more active when they were required to rely primarily on sensory representations. These results were replicated in different task types and across both experiments. Similar results were also obtained by Curtis et al. (2004), who showed higher activity in FEF, SEF, and MFG during the task that enabled prospective motor coding and in IPS during the task that biased toward retrospective sensory coding.

The task conditions that allowed the use of prospective motor coding showed robust activity in frontal areas related to the preparation of motor goals and their execution. Although these task conditions allowed the use of retrospective sensory coding, our results suggest that participants used motor related strategies either exclusively or simultaneously with retrospective sensory coding. In the case of our study, the required motor responses were hand movements, which was likely related to the higher activity observed in superior portions of the premotor cortex. Studies that investigated different coding strategies, have predominantly observed the role of FEF in preparing prospective saccade targets during spatial working memory (Bruce and Goldberg, 1985; Curtis et al., 2004) and neural responses in the FEF have been found to be topographically organized in response to visual stimuli or saccade direction (Bruce and Goldberg, 1985; Jerde et al., 2012). Other studies have shown that FEF is activated even in the absence of saccades (Curtis et al., 2004; Srimal and Curtis, 2008), suggesting that the strategy of encoding spatial information in the form of saccade plans could be used even in the absence of actual saccades. In our study, we did not observe differences in FEF activity between task conditions. This could be due to a number of possibilities. First, because no condition required saccade responses, participants might not have used motor planning of saccades in any of the conditions. Second, prospective motor planning of saccades could have been used in all conditions as an additional supportive strategy for task performance. And third, as suggested by Srimal and Curtis (2008), FEF activity could reflect the maintenance of the general spatial saliency map that was used in all task conditions rather than saccade motor plans.

In contrast, task conditions that required retrospective sensory coding were most strongly associated with higher activity in parietal areas. Parietal cortex has been consistently associated with representation of visual space and spatial attention. Single-cell recordings in animals have shown robust persistent delay-period activity in parietal neurons spatially selective for remembered stimulus location in spatial working memory tasks (e.g., Chafee and Goldman-Rakic, 1998; Gottlieb and Goldberg, 1999; Zhang and Barash, 2000). To date, up to seven distinct topographic areas encoding visual space have been discovered in the posterior parietal cortex (PPC), six along the IPS and the seventh in the superior parietal lobule (Kastner et al., 2007; Silver and Kastner, 2009; Medendorp et al., 2011; Jerde et al., 2012). Moreover, parietal cortex has been consistently activated during covert spatial attention tasks (Corbetta et al., 1998; Bisley and Goldberg, 2003; Ikkai and Curtis, 2008; Szczepanski et al., 2010; Caspari et al., 2015; Bogadhi et al., 2018). Consistent with previous studies, our results support the proposition that sensory spatial representations are encoded in parietal areas and maintained by covert, spatially directed attention.

While a number of areas in frontal and parietal cortex showed differences in delay-related activity between task conditions, it should be noted that their activity was not specific to any single condition. Rather, the regions were engaged in both conditions, albeit to different extents. We can assume that their contribution to specific encoding and maintenance strategies changes according to task demands. This observation is supported by experiments with single-cell recordings in animals, where the same population of neurons can encode both retrospective sensory information and a prospective motor code, even within the same trial (Zhang and Barash, 2000, 2004; Takeda and Funahashi, 2002, 2004; Medendorp et al., 2005).

The differences between task conditions might also reflect different demands on some common support processes necessary to maintain spatial information in working memory. For example, the fronto-parietal cortex has been implicated in a variety of executive functions in addition to working memory, such as attention, cognitive control, and motor control (Theeuwes et al., 2009; Ikkai and Curtis, 2011; Jonikaitis and Moore, 2019), all of which have been proposed as possible mechanisms for working memory maintenance. Based on our results, it is difficult to determine whether the differences in activity are due to the use of condition specific representations or to differences in the extent of involvement in more general support processes.

4.3. Strategy Dependent Temporal Dynamics During Delay Period

Differences in the strategies used to support task performance were reflected not only in overall delay-related activity, but also in their temporal dynamics within a trial. During task conditions that enabled prospective motor coding, higher activity was observed primarily at the beginning of the delay period, whereas retrospective sensory coding was associated with higher activity later in the delay period. These results are consistent with the hypothesis that prospective motor coding involves the recoding of perceptual information into a prospective motor plan early in the trial with stimulus-related activity decreasing in the later part of the trial. In contrast, reliance on retrospective sensory information requires consistent maintenance of sensory information and reactivation before responding must occur.

The dynamics observed in our task contrast with results from single-cell recordings in monkeys, where Takeda and Funahashi (2004) observed that DLPPC cells encoded the direction of the cue early in the trial, which transformed into coding the direction of the saccade only late during the 3 s delay. Our results are though consistent with human studies in which repetitive transcranial magnetic stimulation (rTMS) of the DLPPC and PPC was performed at different phases of delay during an oculomotor delayed-response task (Muri et al., 1996; Brandt et al., 1998). In both studies, rTMS over PPC was found to significantly reduce task precision only when applied during the initial, sensory, or encoding phase of the trial, 50 ms (Brandt et al., 1998) and 260 ms (Muri et al., 1996) after cue presentation, and not during the later, memory-related phase of the trial, 360 ms or later after cue onset. The opposite was true for rTMS over the DLPPC. Given the proposed role of the PPC in stimulus processing and the DLPPC
in memory maintenance, these results suggest rapid recoding and reduced reliance on sensory information in the delay phase in a task that allows early recoding of sensory information into a motor plan.

Similar temporal dynamics were observed in the original (Curtis et al., 2004) study. The early delay period was characterized by increased activation of areas associated with motor planning of saccades in the match condition, whereas the non-match condition resulted in higher activation of regions associated with sensory information in the late delay period.

The results of this and previous studies suggest that, when possible, initial sensory information is rapidly transformed into representations that are easier to robustly maintain across the delay period. This is evident in the initial increase in activation in conditions that support the conversion, which is specific to regions associated with the response representation. Once transcoding is complete, it does not appear to require an additional increase in maintenance-related activation during the later phases of the delay. In contrast, if sensory information must be relied upon, its active maintenance persists throughout the delay period, or additional processing associated with reactivation of the information might be required before the response is executed.

4.4. Strategy Related Integration Within the Spatial Working Memory Network

Early neuroimaging studies, including studies of spatial working memory, focused primarily on the functional localization of cognitive processes. Studies in the past two decades have, however, shown that most cognitive tasks require successful engagement and integration of information across a network of brain regions. A series of experiments has illustrated the importance of structural connectivity and functional interactions between regions commonly associated with spatial working memory (e.g., Blatt et al., 1990; Stanton et al., 1995; Matelli et al., 1998; Gazzaley et al., 2004; Curtis et al., 2005; Miller and D’Esposito, 2012; Braunlich et al., 2015). It is therefore reasonable to assume that different cognitive strategies in task performance are also reflected in different functional connectivity between regions engaged during spatial working memory task, possibly even without observable differences in mean activation levels.

Our investigation of delay-related functional connectivity indicated a consistent pattern of functional connectivity across conditions. Significant differences between the patterns of functional connectivity within and between the key brain networks in the two conditions became apparent only in Experiment II, possibly due to more robust estimates of functional connectivity made possible by higher temporal resolution (1 vs. 2.5 s TR) and higher statistical power due to a larger number of participants (37 vs. 23) and a generally larger number of trials.

The results of the direct comparison of functional connectivity between the two conditions indicated a more prominent role of the somatomotor network when participants were biased toward the use of prospective motor coding of the response. Specifically, in the center condition, we observed stronger functional connectivity within the somatomotor network, increased functional connectivity of the somatomotor network with the cingulo-opercular network, and stronger anti-correlations with the default network. The off-center condition, which required reliance solely on retrospective sensory information, was associated with stronger integration between and within the secondary visual and dorsal attentional networks, whose functional connectivity with the posterior multimodal, cingulo-opercular, and somatomotor networks was increased.

The observed pattern of differences in functional connectivity is consistent with the proposition that predictability of a motor response allows participants to prepare and maintain a motor plan, which requires integration of information within sensorimotor regions, maintenance of sensorimotor network engagement by the cingulo-opercular cognitive control network (Dosenbach et al., 2006), and reduced interference by the default network. Similarly, the need to rely primarily on visual sensory information led to greater integration of information within the visual system and the attentional network. The stronger integration with the dorsal attentional network is consistent with the long-standing observation that visual attention and spatial working memory share resources (Oh and Kim, 2004) and the hypothesis that revisiting spatial locations by covert attention may serve as a mechanism to refresh locations maintained in spatial working memory (for a review see Repovs and Baddeley, 2006). The increase in functional connectivity between secondary visual and cingulo-opercular networks underpins both the proposed role of the cingulo-opercular network in maintenance of relevant task sets and the difference between task sets in the two task conditions.

Our functional connectivity findings are also consistent with the observations by Curtis et al. (2005), who focused on comparing the coherence of an FEF seed with the rest of the brain between task conditions that encouraged either retrospective sensory or prospective motor coding. Their results showed increased coherence of FEF with SEF and dorsal anterior cingulate cortex during the prospective motor coding condition, and in contrast, greater coherence of FEF with DLPFC, superior frontal sulcus, and PPC during retrospective sensory coding. Taken together, these results suggest that differences in task conditions lead to the use of different strategies for encoding and maintenance of spatial information, which are reflected not only in the activity of different brain regions, but also in the patterns of integration of information within and between brain functional connectivity networks.

4.5. Significance and Limitations

Our results contribute to a growing literature showing that multiple strategies and representations can be used to encode and maintain information in a working memory task. Furthermore, they show that the specific strategies used can be directed or biased by task conditions, allowing the identification of associated neural mechanisms, brain systems, and networks.
They also suggest that the available strategies are not mutually exclusive and that their use may reflect or depend on individual differences.

Whereas, previous studies of coding spatial working memory information have focused primarily on memory guided saccades, our study focused on manual responses using a joystick. This offered a number of advantages. First, it allowed us to decouple the sensory and response reference points, which enabled independent manipulation of response predictability, task difficulty, and the memory processes used in a way that is not possible in a task requiring memory-guided saccades. Second, the results of the study are applicable to understanding a broader range of spatial working memory studies, since manual responses are easier to perform and therefore more common compared to studies of memory-guided saccades that require eye-tracking, especially in the context of fMRI and in studies with specific populations such as children and some patient populations. Third, our results show that a simple manipulation of the response starting position significantly alters the task performance strategies used. In the case of the off-center condition, the task effectively eliminates the use of prospective motor coding, reducing the variability in cognitive strategies and associated cognitive and neural processes across task conditions and individuals.

When interpreting the results and drawing conclusions from this study, it is important to keep in mind that the study design only directly manipulated the ability to prepare and maintain the hand response. Participants were still able and free to use other supporting strategies and representations to maintain spatial information. One of these strategies is the use of coarse categorical information. Behavioral results indicated a clear presence of bias toward the diagonal, which was present in both center and off-center conditions. Because there were no differences in the magnitude of bias between task conditions, we can conclude that the task design did not affect the use of the categorical representation and therefore was not reflected in the observed differences in activation patterns.

Another strategy that could be used by participants is covert planning of eye movements. Participants were instructed not to move their eyes during the presentation of the target and the delay phases of the trial. However, they could use covert saccade planning as a supportive memorization strategy by guiding the response disk to the memorized saccade target location in the response phase. The use of oculomotor planning in tasks that did not explicitly require eye movements has been identified in previous studies (e.g., Ball et al., 2013; Pearson et al., 2014). Again, this strategy could be used in both the center and off-center conditions, and thus should not contribute to the observed differences between the two task conditions. However, we cannot rule out the possibility that some of the FEF activation is due to such memorization strategy.

An important limitation of the current study is the lack of continuous real-time control of eye movements, which would allow strict adherence to gaze on the fixation point during the presentation of the cue and delay. In the absence of such control, participants could potentially use unpredictable strategies, such as fixating gaze on the position of the cue and moving the response disk to the position of gaze. Such uncontrolled eye movements could interfere with the purely mnemonic activity and prevent reliable interpretation of our results. This would be particularly problematic if eye movements were used more frequently in only one of the two contrasting conditions. In Experiment II, we were able to address these concerns by checking the presence and frequency of inappropriate eye movements offline using the simultaneously recorded EOG signal. We did detect the occasional occurrence of eye movements during the presentation of the target and the delay periods of the task, but we found no significant differences in their occurrence between the center and off-center conditions. Based on these results, we believe that the observed differences in brain activity between task conditions are due to factors other than eye movements.

Relatedly, we have not explicitly controlled hand movements during the delay. This allows for the possibility that participants made small preparatory hand movements during the delay, which could contribute to the observed activity in somatomotor brain areas. While this possibility can not be excluded, participants were instructed to move their hands during the response only and no participant reported the use of such strategy in the in-depth debriefing on the strategies used after the scanning sessions.

An additional limitation to consider is the difference between the center and off-center stimulus presentations in the response phase. Whereas, in the center condition the gray response disk appeared in the center of the screen, at the position of the participant's gaze, in the off-center condition the response disk appeared at a random position that was not central to the participant's gaze. In the latter case, the response disk could present a distractor contributing to increased delay-related activity, as observed in previous studies on the effects of distractors in visual working memory (e.g., Dolcos et al., 2007). However, in evaluating this possibility, it is important to consider, first, that the increases in activity in the off-center condition were observed primarily in the late delay period, whereas in previous studies (Dolcos et al., 2007), they were present throughout the delay period. Second, the increases were also observed in the non-match condition compared with match, which did not differ in the response phase stimulus presentation. Finally, similar increases were also observed in the Curtis et al. (2004) study, which also did not contain distracting stimuli in the response phase. Future studies should investigate this possibility more directly.

Finally, it is important to note differences in the trial progression between the two experiments reported in the paper. Specifically, experiments differed in whether a fixation cue was provided at the beginning of a trial (Experiment I) or not (Experiment II). The presence of the fixation cue enables participants to fixate their gaze before target presentation and efficiently encode a brief stimulus, potentially improving their performance and reducing attentional engagement during the ITI. The fixation cue does, however, present a sensory event in itself, which elicits separate sensory and attentional processes.
that could affect estimation of target encoding processes. Importantly, the results indicate that the presence or absence of the fixation cue did not affect delay-related estimates of interest.

5. CONCLUSION

In this study, we aimed to investigate whether slight changes in the spatial working memory task lead to the use of different strategies for encoding and maintenance of spatial information and whether we can observe their specific neural correlates. The results suggest that although the same core spatial working memory network is activated regardless of task conditions, the relative activation of individual brain regions, the dynamics of their response across trial duration, and the integration of brain activity within and between brain networks support the hypothesis that participants can encode and maintain spatial information by prospective representation of a motor response or a retrospective representation of sensory information. In the case of prospective motor coding, the motor code is generated early in the delay period and its maintenance is supported by the integration of information with and within the sensorimotor brain network. In the case of retrospective sensory coding, the maintenance of information is supported by integration with and within secondary visual and dorsal attentional networks and reactivated late in the delay period before a response is required. These results support the proposition that spatial working memory is not realized by a single representational system, but that spatial information in working memory can be encoded and maintained by multiple complementary representations, cognitive processes, and associated brain systems.
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