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Abstract

This paper investigates pilot-aided channel estimation for two-way relay networks (TWRNs) in the presence of synchronization errors between the two sources. The unpredictable synchronization error leads to time domain offset and signal arriving order (SAO) ambiguity when two signals sent from two sources are superimposed at the relay. A two-step channel estimation algorithm is first proposed, in which the linear minimum mean-square-error (LMMSE) estimator is used to obtain initial channel estimates based on pilot symbols and a linear minimum error probability (LMEP) estimator is then developed to update these estimates. Optimal training sequences and power allocation at the relay are designed to further improve the performance for LMMSE based initial channel estimation. To tackle the SAO ambiguity problem, the generalized likelihood ratio testing (GLRT) method is applied and an upper bound on the SAO detection error probability is derived. By using the SAO information, a scaled LMEP estimation algorithm is proposed to compensate the performance degradation caused by SAO detection error. Simulation results show that the proposed estimation algorithms can effectively mitigate the negative effects caused by asynchronous transmissions in TWRNs, thus significantly outperforming the existing channel estimation algorithms.
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I. INTRODUCTION

Wireless relay technology has attracted considerable attention due to its capability of providing spatial diversity and extending system coverage [1]. However, relay-assisted transmission consumes extra bandwidth, leading to a loss in system throughput [2]. Network coding has been shown to be an effective technique to improve the spectral efficiency of wireless networks by allowing multiple nodes to transmit simultaneously [3]. In two-way relay networks (TWRNs), physical-layer network coding (PNC) allows two sources to exchange information within two time-slots in contrast to the four time-slots transmission needed for the conventional relaying protocols, leading to a doubled system throughput [4].

However, most existing work on PNC in TWRNs has assumed the knowledge of perfect channel state information (CSI). The performance of PNC in TWRNs is actually very sensitive to channel estimation errors because instantaneous CSI is required not only for coherent detection but also for self-interference cancelation at each source [5]. In most practical systems, the receiver acquires the CSI based on pilot symbols [6]. Much work has been devoted to solving the channel estimation problem for relay channels using pilot-based solutions [7]. In [8], Gao, et al. first studied the training based channel estimation issue for TWRNs and presented a novel and effective solution, which has laid the groundwork for the enhancement of channel estimation as well as the training design in network coded relaying channels. A general framework to estimate the unknown timing and channel parameters for cooperative relay systems was proposed in [9]. In [10], a channel estimation method based on a complex exponential basis expansion model was developed for time-varying bidirectional relaying channels. All these works revealed that channel estimation for relay networks, especially TWRNs, is quite different from that for conventional point-to-point wireless systems [11] [12].

Most existing channel estimation techniques for TWRNs have assumed perfect synchronization between the two source nodes, such that the two training sequences sent by the two sources can be perfectly superimposed at the relay [13]. However, in practice, the two sources cannot synchronize with each other perfectly, and inevitable synchronization errors will occur [14]. This causes misaligned reception of the two training sequences at the relay [15]. Clearly, this unpredictable sequence misalignment may destroy the orthogonality of the two sequences and lead to severe estimation errors. In order to alleviate the effects of synchronization errors on channel estimation, the relay strategy and training sequences need to be redesigned. Furthermore, the sequence arriving order (SAO) ambiguity caused by symbol misalignment is another key issue to be solved in asynchronous transmissions. This requires the receiver to perform joint SAO detection and channel estimation because the source node needs to detect the SAO before estimating the channels.

To our knowledge, the impact of synchronization errors on channel estimation performance in TWRNs is still unclear, and how to compensate estimation performance degradation caused by unpredictable symbol misalignment and SAO ambiguity has not been addressed in the open literature. The motivation of this work is to develop effective channel estimation algorithms for typical half-duplex amplify-and-forward (AF) TWRNs in the presence of synchronization errors. A joint SAO detection and channel estimation algorithm is developed based on the
generalized likelihood ratio testing (GLRT) \[16\] by formulating this joint optimization problem as a composite hypothesis test \[17\]. Our main contributions are summarized as follows:

- We develop a linear minimum error probability (LMEP) based estimation algorithm to minimize the error probability of data detection. We design the optimal training sequences and power allocation to further improve the estimation performance under synchronization errors.
- By taking into account the SAO ambiguity, we formulate the channel estimation problem as a composite hypothesis test, which allows the GLRT method to be used for the SAO problem. A scaled LMEP algorithm is proposed to minimize the performance degradation caused by the SAO detection error.
- The performance of the proposed algorithms is analyzed and evaluated. Results show that the proposed algorithms can effectively mitigate the negative effects caused by asynchronous transmissions, and achieve significant performance gain in contrast to the existing channel estimation algorithms.

The rest of the paper is organized as follows. Section II introduces the system model and transmission scheme. In Section III, an LMEP estimation algorithm is presented for the case of perfect SAO information. The SAO detection and a scaled LMEP algorithm are presented in Section IV. The simulation results are shown in Section V, followed by the conclusions in Section VI.

**Notations:** The transpose, inverse, pseudo-inverse and Hermitian of a matrix are denoted by $(\cdot)^T$, $(\cdot)^{-1}$, $(\cdot)^\dagger$ and $(\cdot)^H$, respectively; $\| \cdot \|$ denotes the two-norm of a vector; $| \cdot |$, $\angle(\cdot)$ and $\mathcal{R}\{\cdot\}$ denote the magnitude, phase and the real part of a complex argument, respectively; $\lfloor \cdot \rfloor$ denotes the the largest integer that not greater than the real argument; $\text{tr}(\cdot)$ denotes the trace of a matrix; $\otimes$ denotes the Kronecker product; $\text{diag}(e_1, e_2, \ldots, e_N)$ is the $N \times N$ diagonal matrix. $\mathbf{I}_K$ represents the $K \times K$ dimensional unitary diagonal matrix. $\mathcal{E}\{\cdot\}$ denotes the expectation of random variables.

### II. System Model

Consider bidirectional communication between two source nodes ($S_i, i = 1, 2$) with the assistance of a relay node $R$ as shown in Fig[1]. All the three nodes are equipped with a single antenna, and the relay operates in half-duplex mode. The channel coefficient between $S_i$ and $R$ is denoted by $h_i$, and the transmitting power of $S_i$ is denoted by $P_i$. The symbol period is denoted by $T_s$, and $p(t - nT_s)$ denotes the pulse shaping function for the baseband signal as

$$
p(t) = \begin{cases} 
1, & 0 \leq t \leq T_s, \\
0, & \text{else}.
\end{cases}
$$

(1a)

For easy reference, the key notations are summarized in Table I. In a TWRN, $S_1$ and $S_2$ first simultaneously transmit signals to $R$. The signal sent by $S_i$ is composed of three parts:

- a pilot sequence containing $N$ symbols denoted by $\{t_i[n]\}_{n=1,\ldots,N}$ with $|t_i[n]|^2 = 1$,
- a guard space of $L$ symbol length, and
- a data sequence of $M$ symbols denoted by $\{s_i[m]\}_{m=1,\ldots,M}$ with $\mathcal{E}\{|s_i[m]|^2\} = 1$. 


Owing to the imperfect synchronization, the two signal sequences sent from the two sources may not arrive at $\mathbb{R}$ at the same time.

We consider a quasi-static fading channel, for which the channels remain constant within one transmission block but vary from one block to another. The fading coefficient $h_i$ is assumed to be a circularly symmetric complex Gaussian random variable with zero mean and variance $\nu_i$, and $h_1$ and $h_2$ are independent from each other. Both the sources and relay are assumed to have the full knowledge of the training sequences $t_i$, channel variance $\nu_i$ as well as the noise variance. Without loss of generality, to avoid interference between the data and pilot symbols, we assume that the signal transmitted by $S_1$ arrives at the relay prior to that of $S_2$ by a time offset $\tau$ where $0 \leq \tau \leq LT_s$.

A. Pilot Transmission

The received pilot signal at $\mathbb{R}$ can be expressed as

$$x_R(t) = \sum_{n=1}^{N} \left\{ \sqrt{P_1}h_1[n]p(t-(n-1)T_s) + \sqrt{P_2}h_2[n]p(t-(n-1)T_s-\tau) \right\} + w_R(t),$$

(2)

where $w_R(t)$ represents additive white Gaussian noise (AWGN) at $\mathbb{R}$ with the average power $N_{R0}$. Before forwarding the signals to the two sources, the relay amplifies $x_R(t)$ by a function $\gamma(t)$

$$\gamma(t) = \begin{cases} 
\gamma_1, & 0 \leq t \leq \tau, \\
\gamma_S, & \tau < t < NT_s, \\
\gamma_2, & NT_s \leq t \leq NT_s + \tau.
\end{cases}$$

(3a)

(3b)

(3c)
Thus, the signals forwarded by the relay satisfy the following energy constraint at relay

\[
\sum_{i=1}^{2} \gamma_i^2 \frac{\tau}{T_s} (v_i P_i T_s + N_{R0}) + \gamma_S^2 \left( N - \frac{\tau}{T_s} \right) \left[ \sum_{i=1}^{2} v_i P_i T_s + N_{R0} \right] = E_r, \tag{4}
\]

where \( E_r \) represents the energy consumption of the pilot signals at \( R \) per block. Without loss of generality, let us consider the problem at \( S_1 \), and that of \( S_2 \) can be handled in similar way. The received pilot signal at \( S_1 \) is given by

\[
x_{S1}(t) = \gamma(t) \sum_{n=1}^{N} \left\{ \sqrt{P_1 h_1^2 t_1[n]} p(t - (n-1)T_s) + \sqrt{P_2 h_1 h_2 t_2[n]} p(t - (n-1)T_s - \tau) \right\} + \gamma(t) w_R(t) + w_S(t) \tag{5}
\]

where \( w_{S1}(t) \) is AWGN at \( S_1 \) with the average power \( N_{S0} \).

**B. Data Transmission**

Similarly, the received signal at \( S_1 \) can be written as

\[
y_S(t) = \alpha \sum_{m=1}^{M} \left\{ \sqrt{P_1 h_2^2 s_1[m]} p(t - (m-1)T_s) + \sqrt{P_2 h_1 h_2 s_2[m]} p(t - (m-1)T_s - \tau) \right\} + \alpha n_R(t) + n_S(t) \tag{6}
\]

where \( n_R(t) \) represents AWGN with variance \( N_{R0} \) at \( R \), and \( n_S(t) \) is AWGN with variance \( N_{S0} \) at \( S_1 \). The power scaling factor \( \alpha \) is given by

\[
\alpha = \sqrt{\frac{P_r}{v_1 P_1 + v_2 P_2 + N_{R0}}} \tag{7}
\]

which ensures that the transmit power of data signals does not exceeds the power constraint \((M T_s + \tau) P_r\). Since \( S_1 \) has the knowledge of \( s_1[m] \), in order to remove the self-interference and recover \( s_2[m] \), \( S_1 \) needs to estimate the instantaneous composite channel coefficients \( h_a \triangleq h_1^2 \) and \( h_b \triangleq h_1 h_2 \). Meanwhile, SAO ambiguity may occur when the two signals are superimposed at \( R \). The source node needs to estimate the required channel coefficients and detect the SAO.

![Fig. 1. System model and transmission scheme.](image-url)
III. Channel Estimation in the Presence of Synchronization Errors

In this section, we develop the channel estimation algorithm for the TWRN with synchronization errors with given SAO. Let \( \tau \) represent the time domain misalignment duration between the two signals and it can be expressed as

\[
\tau = \left[ \frac{\tau}{T_s} \right] T_s + \frac{\tau - n_\tau T_s}{\lambda}.
\]

For simplicity, we assume \( P_s = P_1 = P_2 \) and \( v = v_1 = v_2 \) leading to \( \gamma_1 = \gamma_2 = \gamma_1 \). The signal samples, denoted by \( x_{SI}[k]_{k=1,...,2N+1} \), can be expressed as follows [15]:

For \( 1 \leq k \leq n_\tau \),

\[
x_{SI}[k] = \gamma_I h_a t_1[k] + \gamma_I h_1 w_R[k] + w_{SI}[k].
\]

For \( k = n_\tau + 2i - 1 \) with \( 1 \leq i \leq (N-n_\tau+1) \),

\[
x_{SI}[k] = \gamma_S \sqrt{\frac{\Lambda}{T_s}} (h_a t_1[i+n_\tau] + h_b t_2[i-1]) + \gamma_S h_1 w_R[k] + w_{SI}[k],
\]

where \( t_1[N+1] = 0 \) and \( t_2[0] = 0 \).

For \( k = n_\tau + 2i \) with \( 1 \leq i \leq (N-n_\tau) \),

\[
x_{SI}[k] = \gamma_S \sqrt{\frac{\Lambda}{T_s}} (h_a t_1[i+n_\tau] + h_b t_2[i]) + \gamma_S h_1 w_R[k] + w_{SI}[k].
\]

For \( (2N-n_\tau+2) \leq k \leq 2N+1 \),

\[
x_{SI}[k] = \gamma_I h_b t_2[k-N-1] + \gamma_I h_1 w_R[k] + w_{SI}[k].
\]

Hence, \( w_R[k] \) and \( w_{SI}[k] \) satisfy the complex Gaussian distribution with mean zero and variance \( \frac{N_{SR}}{P_s T_s} \) and \( \frac{N_{SR}}{P_s T_s} \), respectively. Let us denote \( t_i \) to be the vector by stacking \( t_i[n] \)'s. Note that, only the first \( (2N-\tau+1) \) observations of \( x_{SI}[k] \)'s contain the entries of \( t_1 \), while the entries of \( t_2 \) are only in the last \( (2N-\tau+1) \) observations of \( x_{SI}[k] \)'s. In order to stack \( x_{SI}[k]_{k=1,...,2N+1} \) in vector form, let us first define the equivalent training sequences of length \( (2N+1) \) as

\[
r_1 = \left[ t_1(1:n_\tau)T, t_1(n_\tau + 1:N)T \otimes J, 0_{n_\tau} \right]^T,
\]

\[
r_2 = \left[ 0_{n_\tau}, t_2(1:N-n_\tau)T \otimes J, t_2(N-n_\tau + 1:N)T \right]^T,
\]

where \( J \triangleq [1,1] \), \( t_i(n_1:n_2) \triangleq [t_i[n_1], t_i[n_1 + 1], \ldots, t_i[n_2]]^T \) represents the vector of length \( (n_2-n_1+1) \) that contains the \( n_1 \)th to \( n_2 \)th entries of \( t_i \), and \( 0_{n_\tau} \) denotes the zero vector of \( 1 \times n_\tau \) dimension. Then we can write

\[
x_{SI} = \Gamma \Lambda \left[ r_1, r_2 \right] \left[ h_a, h_b \right]^T + h_1 \Gamma w_R + w_{SI},
\]

where \( \Gamma \) and \( \Lambda \) are both \( (2N+1) \times (2N+1) \) dimensional diagonal matrices,

\[
\Gamma = \text{diag}[\gamma_I I_{n_\tau}, \gamma_S I_{2(N-n_\tau)+1}, \gamma_I I_{n_\tau}],
\]

\[
\Lambda = \text{diag}[\gamma_S I_{n_\tau}, \gamma_I I_{2(N-n_\tau)+1}, \gamma_I I_{n_\tau}].
\]
\[
\Lambda = \text{diag} \left[ I_{n_r}, I_{2(N-n_r)} \right] \otimes \text{diag} \left( \frac{\lambda}{T_s}, \sqrt{\frac{T_s-\lambda}{T_s}}, \sqrt{\frac{\lambda}{T_s}}, I_{n_r} \right),
\]
while \(w_R \) and \(w_{S1} \) are \((2N+1) \times 1\) dimensional noise vectors by stacking \(w_R[k]'s\) and \(w_{S1}[k]'s\), respectively.

### A. Linear Minimum Error Probability Estimation Algorithm

In this subsection, we present a two-step estimation algorithm to minimize the error probability for coherent reception, where the LMMSE estimator is used to obtain the initial estimates of \(h_a \) and \(h_b\), after which the estimates are updated by using the LMEP estimator.

By definition, the LMMSE estimator, denoted by \(D\), can be easily calculated as
\[
D = \text{diag}(v_a, v_b)[r_1, r_2]^H \Lambda \Gamma \bar{R}_S^{-1},
\]
where \(v_a \) and \(v_b \) are the variances of \(h_a \) and \(h_b\), respectively. The \((2N+1) \times (2N+1)\) dimensional matrix \(R_S \) is the covariance matrix of \(x_{S1} \), which is given by
\[
R_S = v_a \Gamma \Lambda r_1 r_1^H + v_b \Gamma \Lambda r_2 r_2^H + \left( \frac{v_1 N_0}{P_s T_s} \beta^2 + \frac{N_{S0}}{P_s T_s} I_{2N+1} \right).
\]
Thus the initial estimates of \(h_a \) and \(h_b \) can be obtained by
\[
\begin{bmatrix} \hat{h}_a \ \hat{h}_b \end{bmatrix}^T = Dx_{S1}.
\]

Since the instantaneous bit error probability (BEP) for coherent reception can be approximately computed by \(Q(\sqrt{\beta \cdot \Upsilon})\), where \(\beta \) is relevant to the specific modulation and \(\Upsilon \) represents the received effective signal-to-noise ratio (SNR) at \(S_1 \) given by
\[
\Upsilon = \frac{\mathcal{E}\{|\hat{h}_b|^2\}}{\mathcal{E}\{|\hat{h}_a-h_a|^2+|\hat{h}_b-h_b|^2\} + \left( \frac{|h_1|^2 N_0}{P_s T_s} \beta^2 + \frac{N_{S0}}{P_s T_s} I_{2N+1} \right)},
\]
where the expectation is taken only with respect to noise terms. Clearly, \(Q(\sqrt{\beta \cdot \Upsilon})\) decreases with respect to \(\Upsilon \). Thus minimizing BEP is equivalent to maximizing \(\Upsilon \).

Let \(u_a \) and \(u_b \) denote the \((2N+1) \times 1\) dimensional receiver processing vector to estimate the channel coefficients from the received signals \(\hat{h}_a = u_a^H x_S \) and \(\hat{h}_b = u_b^H x_S \), respectively. It can be observed from (24) that only the term \(\epsilon_a(u_a) = \mathcal{E}\{|u_a^H x_{S1} - h_a|^2\}\) depends on \(u_a\); so we can obtain the optimal \(u_a\), denoted by \(u_a^*\), by minimizing \(\epsilon_a(u_a)\). It can be easily calculated that
\[
u_a^* = R_S^{-1} \Gamma \bar{A} \left( |h_a|^2 r_1 + h_a^H h_b r_2 \right),
\]
where
\[
R_S = \Gamma \Lambda (h_a r_1 + h_b r_2) (h_a r_1 + h_b r_2)^H \Lambda \bar{G} + \left( \frac{|h_1|^2 N_{S0}}{P_s T_s} \beta^2 + \frac{N_{S0}}{P_s T_s} I_{2N+1} \right).
\]
By substituting (22) into \(\epsilon_a\), we have
\[
\min_{u_a} \epsilon_a = |h_a|^2 - \left( |h_a|^2 r_1 + h_a^H h_b r_2 \right)^H \Lambda \bar{G} R_S^{-1} \Gamma \bar{A} \left( |h_a|^2 r_1 + h_a^H h_b r_2 \right).
\]
TABLE II

LMEP ESTIMATION ALGORITHM

- **Step 1**
  - Calculate the LMMSE estimator \( \mathbf{D} \).
  - Obtain the initial estimates of \( \hat{h}_a \) and \( \hat{h}_b \) as 
    \[
    \begin{bmatrix}
    \hat{h}_a \\
    \hat{h}_b
    \end{bmatrix}^T = \mathbf{D} \mathbf{x}_{S1}.
    \]

- **Step 2**
  - Construct \( \mathbf{u}_a^* \) and \( \mathbf{u}_b^* \) by using \( \hat{h}_a \) and \( \hat{h}_b \).
  - Update the estimate of \( h_a \) and \( h_b \) as 
    \[
    \hat{h}_a = (\mathbf{u}_a^*)^H \mathbf{x}_{S1} \quad \text{and} \quad \hat{h}_b = (\mathbf{u}_b^*)^H \mathbf{x}_{S1}.
    \]

- **Return** \( \begin{bmatrix} \hat{h}_a & \hat{h}_b \end{bmatrix}^T \).

Substituting \( \epsilon_a^* \) into (21) and after some manipulation, \( \Upsilon \) can be written as 

\[
\Upsilon(\mathbf{u}_b) = \frac{\mathbf{u}_b^H \mathbf{R}_S \mathbf{u}_b}{\mathbf{u}_b^H \mathbf{R}_S \mathbf{u}_b - \mathbf{u}_b^H \mathbf{r}_E - \mathbf{r}_E^H \mathbf{u}_b + A},
\]

where 

\[
\mathbf{r}_E = \Gamma \Lambda \left( h_a h_b^H \mathbf{r}_1 + |h_b|^2 \mathbf{r}_2 \right),
\]

\[
A = \epsilon_a^* + |h_b|^2 + \left( \frac{|h_1|^2 N_R 0}{P_s T_s} + \frac{N_S 0 \alpha^2 P_s T_s}{\alpha^2 P_s T_s} \right).
\]

Hence, the optimal \( \mathbf{u}_b \) can be obtained by maximizing \( \Upsilon(\mathbf{u}_b) \). On setting \( A_1 = \mathbf{u}_b^H \mathbf{R}_S \mathbf{u}_b \) and \( A_2 = \mathbf{u}_b^H \mathbf{r}_E + \mathbf{r}_E^H \mathbf{u}_b = 2N \{ \mathbf{r}_E^H \mathbf{u}_b \} \), we can further denote \( \mathbf{r}_E^H \mathbf{u}_b = \frac{A_3}{2} + j A_3 \) with a real \( A_3 \) and arrive at 

\[
\mathbf{u}_b = \left( \frac{A_2}{2} + j A_3 \right) \frac{\mathbf{r}_E}{||\mathbf{r}_E||^2}.
\]

Substituting the above expression for \( \mathbf{u}_b \) into \( A_1 \) and after some mathematical manipulation, we have 

\[
A_2 = 2 \sqrt{\mathbf{r}_E^H \mathbf{R}_S^{-1} \mathbf{r}_E} \left( A_1 - A_3^2 \right).
\]

Since \( \Upsilon(\mathbf{u}_b) \) is an increasing function of \( A_2 \), the optimal \( \mathbf{u}_b \) is obtained when \( A_2 \) reaches its maximum. To do so, \( A_3 \) needs to be set as zero. In this case, the optimization problem simplifies to 

\[
\max_{A_1} \frac{A_1}{A_1 - 2 \sqrt{\mathbf{r}_E^H \mathbf{R}_S^{-1} \mathbf{r}_E} A_1 + A}.
\]

It can be easily checked that the optimal \( A_1 \) satisfies 

\[
\sqrt{A_1} = \frac{A}{\sqrt{\mathbf{r}_E^H \mathbf{R}_S^{-1} \mathbf{r}_E}},
\]

and thus we have \( A_2 = 2A \). As a result, the optimal \( \mathbf{u}_b^* \) can be further written as 

\[
\mathbf{u}_b^* = \frac{A \mathbf{r}_E}{||\mathbf{r}_E||^2}.
\]

Since both \( \mathbf{u}_a^* \) and \( \mathbf{u}_b^* \) depend on the instantaneous channel coefficients, we can use the initial estimates \( \hat{h}_a \) and \( \hat{h}_b \) in place of \( h_a \) and \( h_b \) to construct the LMEP estimators.

The LMEP estimation algorithm is summarized in Table II.
B. Design of Training Sequence and Power Scaling at Relay

We can note from the above description that the performance of the LMEP estimation algorithm depends critically on the accuracy of the initial estimates of $h_a$ and $h_b$; thus in this subsection we further improve the performance of initial LMMSE estimation by designing optimal training sequences and power allocation. By definition, the MSE summation of $\hat{h}_a$ and $\hat{h}_b$ is given by

$$
\delta_\Sigma = \text{tr}\left\{ E \left[ (DxS_1 - \Theta)(DxS_1 - \Theta)^H \right] \right\}
$$

$$
= v_a + v_b - v_a^2 r_1^H \Lambda \bar{R}_S \Gamma \bar{A} r_1 - v_b^2 r_2^H \Lambda \bar{R}_S \Gamma \bar{A} r_2.
$$

For simplicity, we further assume $N_0 = N_{R0} = N_{S0}$ and the derivation for the general case is straightforward. By applying the Woodbury's identity and after some mathematical calculations, $\delta_\Sigma$ can be written as

$$
\delta_\Sigma = \frac{v_a + v_b + 2v_p B_1}{1 + (v_a + v_b) B_1 + v_a v_b B_1^2 - v_a v_b |B_2|^2},
$$

where

$$
B_1 = \frac{(N T_s - \tau) P_s \gamma_S^2}{N_0 (1 + v_p^2)} + \frac{\tau P_s \gamma_f^2}{N_0 (1 + v_f^2)},
$$

$$
|B_2| = \frac{|\rho(\tau)| N_T P_s \gamma_S^2}{N_0 (1 + v_p^2)},
$$

and $\rho(\tau) = \frac{\mathbf{r}_H A^2 r_2}{\|A r_1\| \|A r_2\|}$.

1) Training sequence design: It can be noted that $\delta_\Sigma$ increases with respect to $|\rho(\tau)|$, thus the training sequences minimizing the resulting MSE should satisfy $\rho(\tau) = 0$ for arbitrary $\tau$, which is not always achievable. However, when $N$ is sufficiently large, we can have the following proposition.

Proposition 1: For a sufficiently large $N$, the training sequences of the two sources in the TWRN that minimize the corresponding estimation MSE can be selected from any two different columns of the $N \times N$ discrete Fourier transform (DFT) matrix, since this choice yields

$$
\lim_{N \to \infty} |\rho(\tau)| = 0.
$$

Proof: See Appendix A.

While for a finite $N$, we focus on obtaining the training sequences that minimizes the maximum $|\rho(\tau)|$ for $\tau \in [0, NT_s]$, which can be formulated as

$$
\min_{t_1, t_2} \max_{\tau \in [0, NT_s]} |\rho(\tau)|.
$$

Note that, each entry of $t_i$ satisfies $|t_i[n]| = 1$ and has a arbitrary phase, $\angle t_i[n] \in [0, 2\pi)$. It is effective to solve such a problem through a $2N \times 2N$ dimensional search, but this will introduce a prohibitively high complexity. Since limiting the training sequence to be one column of the $N \times N$ DFT matrix has been proved to be optimal design for sufficiently large $N$, in this paper we focus on the design of training sequence by limiting them to the columns of $N \times N$ DFT matrices, so that we can achieve a better tradeoff between estimation performance and
computational complexity. Since there are $\frac{N(N-1)}{2}$ different choices for selecting the training sequences from the columns of the $N \times N$ DFT matrix, and the performance with different selections differs significantly, we have the following proposition about the optimal selection.

**Proposition 2:** Let $t_i$ denote the $k_i$-th column of $N \times N$ DFT matrix, selected as the training sequence of $S_i$ where $k_i \in [1, N]$ and $k_1 < k_2$.

- when $N$ is even, the optimal training sequences should satisfy $k_2 - k_1 = \frac{N}{2}$.
- when $N$ is odd, the optimal training sequences should satisfy $k_2 - k_1 = \frac{N+1}{2}$.

**Proof:** See in appendix B.

2) **Power allocation:** By using the optimal training sequences specified above, we have $\rho(\tau) \leq \frac{1}{N}$ for arbitrary $\tau$ leading to $|B_2| \leq \frac{p \cdot T_s \cdot \gamma^2}{N_0 (1 + v \gamma^2)}$. In practice, time domain offset is much less than the length of pilot signal, i.e., $\tau \ll NT_s$, thus we have $|B_2| \ll B_1$. Hence, minimizing $\delta_2$ can be approximately expressed as

$$
\min_{\gamma_f, \gamma_b} f(B_1) = \frac{v_s + 2v_p B_1}{1 + v_s B_1 + v_p B_1^2}.
$$

(38)

It can be testified that the objective function $f(B_1)$ satisfies $\frac{\partial f(B_1)}{\partial B_1} < 0$ for $B_1 > 0$, which indicates that $f(B_1)$ is decreasing with respect to $B_1$, thus (38) is equivalent to maximizing $B_1$ as

$$
\max_{\gamma_f, \gamma_b} B_1 = \frac{(NT_s - \tau) P_s \gamma_b^2}{N_0 (1 + v \gamma_b^2)} + \frac{\tau P_s \gamma_f^2}{N_0 (1 + v \gamma_f^2)}
$$

s.t. $\gamma_f = 1$

(39)

(40)

The above optimization problem is concave and it can be solved by using Lagrange multiplier method, and the scaling factors are obtained as

$$
\gamma_f^2 = \frac{(NT_s - \tau) E_b + v T_s E_r - \sqrt{2E_a E_b} (NT_s - \tau)}{\sqrt{2E_a E_b} (NT_s - \tau) v + 2E_a E_r},
$$

(41)

$$
\gamma_b^2 = \frac{2E_a + v E_r T_s - \sqrt{2E_a E_b} \tau}{\sqrt{2E_a E_b} \tau + (NT_s - \tau) E_b v},
$$

(42)

where $E_a = v P_s T_s + N_0$ and $E_b = 2v P_s T_s + N_0$. This is the sub-optimal power allocation in minimizing estimation MSE.

By substituting above scaling factors into $B_1$, it yields

$$
B_1 = \frac{NT_s E_r}{2v NT_s P_s + (NT_s + \tau) N_0 + v E_r T_s} \frac{P_s T_s}{N_0 \rho}.
$$

(43)

Note that,

$$
\left(\sqrt{E_a} - \sqrt{E_b}\right)^2 = \frac{N_0}{\sqrt{E_a} + \sqrt{E_b}}^2 = \frac{1}{\left(\sqrt{v \rho + 1} - \sqrt{2v \rho + 1}\right)^2} \sim O(1)\rho
$$

(44)

thus it can be ignored compared the first term at high SNR region, and $B_1$ can be further approximated as

$$
B_1 = \frac{NT_s E_r}{2v NT_s P_s + (NT_s + \tau) N_0 + v E_r T_s} \rho,
$$

(45)
where \( \varrho \) is defined in (43). Interestingly, the equal power scaling scheme \( \gamma_S = \gamma_I \) obtains the same \( B_1 \) as (45). Hence, we have the following proposition.

**Proposition 3:** The equal power scaling factors

\[
\gamma_S^2 = \gamma_I^2 = \frac{P_r}{2\tau P_a + (NT_s - \tau) P_b + N_0},
\]

achieve equal MSE to that of the sub-optimal power allocation in the high SNR region.

### C. Asymptotic Behavior

In this subsection, let us discuss the asymptotic behavior with a sufficiently large \( N \). With \( \gamma_S = \gamma_I \) and \( \tau \ll N \), \( \delta_\Sigma \) can be written as

\[
\delta_\Sigma = \frac{v_s + 2v_p C_1 N}{1 + v_s C_1 N + v_p C_1 N^2 [1 - |\rho(\tau)|^2]}
\]

where \( C_1 = \frac{P_r T_s \gamma_S^2}{N_0 (1 + v_p \gamma_S^2)} \). Note that, when \( [1 - |\rho(\tau)|^2] \) degrades at a speed lower than \( N \), i.e., \( [1 - |\rho(\tau)|^2] \sim O \left( \frac{1}{N^i} \right) \) with \( i < 1 \), we have

\[
\lim_{N \to \infty} \delta_\Sigma \to \lim_{\rho \to 0} O \left( \frac{1}{C_1} \right) = 0
\]

Otherwise, there will be an irreducible error. In particular, for two arbitrarily selected sequences, as \( N \) goes to infinity, we have

\[
|\rho(\tau)| \leq \left( \frac{NT_s - \tau}{NT_s} \right)^2
\]

When the equality holds, we can obtain

\[
\lim_{N \to \infty} \delta_\Sigma = \frac{2v_p}{v_s + v_p \frac{2\rho P_r T_s \gamma_S^2}{N_0 (1 + v_p \gamma_S^2)}},
\]

which is an upper bound of the MSE error floor.

Next, let us focus on the high SNR region for a given \( \tau \). For the worst case in which \( |\rho(\tau)| = \left( \frac{NT_s - \tau}{NT_s} \right)^2 \) holds, we have

\[
\lim_{\varrho \to \infty} \delta_\Sigma \to \lim_{\rho \to 0} \frac{1}{C_1} = 0
\]

for arbitrary non-zero \( \tau \). An error floor will occur with \( \tau = 0 \) as

\[
\lim_{\varrho \to \infty} \delta_\Sigma \to \frac{2v_p}{v_s}
\]

While for the best case in which \( |\rho(\tau)| = 0 \), we have \( \lim_{\varrho \to \infty} \delta_\Sigma \to 0 \) for arbitrary \( \tau \). Hence, we can conclude that for the case in which \( \tau = 0 \), the error floor occurs only when the two sequences are fully correlated with each other.
TABLE III
COMPUTATIONAL COMPLEXITY

| Algorithm | Complex Multiplication Times |
|-----------|------------------------------|
| LMMSE     | $O((2N+1)^3 + 4(2N+1)^2 + 2(2N+1))$ |
| LMSNR     | $O((2N+1)^3 + 4(2N+1)^2 + 6(2N+1))$ |
| LMEP      | $O((2N+1)^3 + 8(2N+1)^2 + 8(2N+1))$ |

D. Computational Complexity

To compare the computational complexity of the LMMSE, linear maximum SNR (LMSNR) proposed in [8], and LMEP estimation algorithms, we calculate the number of complex multiplication operations of these algorithms, which are listed in Table III. It can be seen that the computational complexity of the LMEP algorithm is higher than that of LMMSE and LMSNR. This is because the LMEP requires an initial estimation which consumes a considerable amount of extra computations. However, the complexity of the three algorithms is of same order of $O(N^3)$. This result is not unexpected since all the algorithms are linear solutions, and the dominant computation is in calculating the inversion of a $(2N+1) \times (2N+1)$ dimensional matrix.

IV. SEQUENCE ARRIVING ORDER DETECTION AND SCALED LMEP ESTIMATION

The LMEP estimation algorithm described in the previous section assumes that the SAO is known at all three nodes. In this section, we investigate how to detect the SAO and propose a scaled LMEP estimation algorithm by taking into account the SAO detection error.

Let $\vartheta$ denote the SAO behavior as follows:

$$
\vartheta = \begin{cases} 
0, & \text{signal from } S_1 \text{ arrives prior to that from } S_2, \\
1, & \text{signal from } S_2 \text{ arrives prior to that from } S_1.
\end{cases}
$$

A. Generalized Likelihood Ratio Testing Approach for SAO Detection

We consider the SAO detection at $R$, which can be formulated as a binary hypothesis-testing problem as follows:

$${H}_0 : \vartheta = 0, \quad {H}_1 : \vartheta = 1.$$

By adopting a similar procedure to that used in obtaining $x_{S1}$, we can obtain the $(2N+1)$ length vector $x_R$ as

$$
x_R = T_{H_0} [h_1, h_2]^T + w_R,
$$

where $T_{H_0} = \Lambda [r_1, r_2]$ and $T_{H_1} = \Lambda [r'_1, r'_2]$ with

$$
r'_1 = \begin{bmatrix} 0_{n_\tau}, t_1 (1 : N-n_\tau) \otimes J, t_1 (N-n_\tau+1 : N)^T \end{bmatrix}^T, 
$$

$$
r'_2 = \begin{bmatrix} t_2 (1 : n_\tau)^T, t_2 (n_\tau+1 : N) \otimes J, 0_{n_\tau} \end{bmatrix}^T.
$$
Under hypothesis $\mathcal{H}_0$, the likelihood function of $x_R$ is given by

$$p_\theta(x_R|h) = \left(\frac{P_sT_s}{\pi N_0} \right)^{2N+1} \exp\left\{-\frac{P_sT_s\|x_R-T_{\mathcal{H}_0}h\|^2}{N_0}\right\}. \quad (57)$$

Obviously, $p_\theta(x_R|h)$ depends on the instantaneous channel vector $h$ which is unknown at $\mathbb{R}$. Following the GLRT method, the receiver will decide in favor of hypothesis $\mathcal{H}_0$ if

$$L_G(x_R) = \frac{p_0(x_R|\hat{h}_{\mathcal{H}_0})}{p_1(x_R|\hat{h}_{\mathcal{H}_1})} > \lambda_G = \frac{p(\mathcal{H}_0)}{p(\mathcal{H}_1)}, \quad (58)$$

where $\hat{h}_{\mathcal{H}_0}$ is the maximum likelihood estimate (MLE) of $h$ under hypothesis $\mathcal{H}_0$. $p(\mathcal{H}_0)$ is the priori probability of $\mathcal{H}_0$. Here, we set $p(\mathcal{H}_0) = p(\mathcal{H}_1) = \frac{1}{2}$ leading to a threshold $\lambda_G = 1$. After logarithmic manipulation, (58) simplifies to

$$\frac{\|x_R-T_{\mathcal{H}_1}\hat{h}_{\mathcal{H}_1}\|^2 - \|x_R-T_{\mathcal{H}_0}\hat{h}_{\mathcal{H}_0}\|^2}{\Delta_{\mathcal{H}_1,\mathcal{H}_0}} > 0, \quad (59)$$

which indicates that $\mathcal{H}_0$ is determined when $\Delta_{\mathcal{H}_1,\mathcal{H}_0} > 0$, and $\mathcal{H}_1$ is determined with $\Delta_{\mathcal{H}_1,\mathcal{H}_0} < 0$. It is widely known that the MLE is equivalent to the least squares estimate (LSE) under Gaussian noise, and thus the MLE of $h$ under hypothesis $\mathcal{H}_0$ can be written by

$$\hat{h}_{\mathcal{H}_0} = (T_{\mathcal{H}_0}^HT_{\mathcal{H}_0})^{-1}T_{\mathcal{H}_0}^Hx_R. \quad (60)$$

By substituting $\hat{h}_{\mathcal{H}_0}$ and $\hat{h}_{\mathcal{H}_1}$ in $\Delta_{\mathcal{H}_1,\mathcal{H}_0}$ and after some manipulation, we have

$$\Delta_{\mathcal{H}_1,\mathcal{H}_0} = \|Z_{\mathcal{H}_0}x_R\|^2 - \|Z_{\mathcal{H}_1}x_R\|^2, \quad (61)$$

with $Z_{\mathcal{H}_0} = T_{\mathcal{H}_0}(T_{\mathcal{H}_0}^HT_{\mathcal{H}_0})^{-1}T_{\mathcal{H}_0}^H$. Hence, $\mathcal{H}_0$ is determined when $\|Z_{\mathcal{H}_0}x_R\|^2$ is greater than $\|Z_{\mathcal{H}_1}x_R\|^2$, and vice versa. Therefore, the GLRT method in detecting $\vartheta$ simplifies to

$$\vartheta = \arg \max_{\vartheta \in [0,1]} \|Z_{\mathcal{H}_0}x_R\|^2 \quad (62)$$

We define the equivalent Euclidean distance (EED) between these two hypotheses under hypothesis $\mathcal{H}_\vartheta$ by

$$d_{\mathcal{H}_\vartheta} = \|Z_{\mathcal{H}_\vartheta}(T_{\mathcal{H}_\vartheta}h)\|^2 - \|Z_{\mathcal{H}_{\neg \vartheta}}(T_{\mathcal{H}_{\neg \vartheta}}h)\|^2, \quad (63)$$

where $\mathcal{H}_{\neg \vartheta}$ denotes the opposite hypothesis of $\mathcal{H}_\vartheta$.

**Lemma 1:** The EED is positive for arbitrary non-zero vector $h$, and it can be bounded by

$$d_{\mathcal{H}_\vartheta} \geq \|h\|^2N\left(1 - \frac{\left(N - \frac{T_s}{n}\right)^2}{N^2 - \left(\frac{T_s}{n}\right)^2}\right). \quad (64)$$

**Proof:** See Appendix C.

This lemma demonstrates that the GLRT solution is effective in detecting $\vartheta$ since the detection is always successful in the absence of noise. The equivalent noise on the EED under hypothesis $\mathcal{H}_0$ can be written as

$$n_{\mathcal{H}_0} = h^HT_{\mathcal{H}_0}n_R + n_{\mathcal{H}_0}^HT_{\mathcal{H}_0}h + n_{\mathcal{H}_0}^HZ_{\mathcal{H}_0}n_R
-n_{\mathcal{H}_0}^HT_{\mathcal{H}_1}n_R - h^HT_{\mathcal{H}_0}Z_{\mathcal{H}_1}n_R - n_{\mathcal{H}_0}^HT_{\mathcal{H}_1}Z_{\mathcal{H}_0}n_R.$$
Lemma 2: The equivalent noise on the EED can be approximated as having a normal distribution, and its variance is bounded by
\[
v_{H, \vartheta} \leq 2 \left( 2 - \frac{\tau}{NT_s} \right) \frac{\tau}{T_s} \|h\|^2 \frac{N_{RO}}{P_s T_s}.
\] (65)

Proof: See Appendix D.

By using the two intermediate lemmas, we can calculate the error probability of SAO detection by
\[
P_{\vartheta} = Q \left( \sqrt{\frac{2\epsilon H, \vartheta}{\nu_E}} \right),
\]
and its upper bound is summarized in the following lemma.

Lemma 3: Given \( h \) and \( \tau \), the error probability in detecting \( \vartheta \) can be bounded by
\[
P_{\vartheta} \leq Q \left( \frac{N^3 \frac{\tau}{T_s} \left( 2N - \frac{\tau}{T_s} \right) P_s T_s}{N^2 - \left( \frac{\lambda}{T_s} \right)^2} \frac{N_{RO}}{N^R_0} \right)^{\frac{1}{\chi(\tau)}}
\] (66)
for sufficiently large \( N \).

Remarks:

- For a fixed \( \lambda \) defined in (8), we can specifically write \( \chi(\tau) \) as
\[
\chi(\tau) = \frac{N^3}{\left( N^2 - \left( \frac{\lambda}{T_s} \right)^2 \right)^2} \left[ - \left( n_T - N + \frac{\lambda}{T_s} \right)^2 + \left( 2N - \frac{\lambda}{T_s} \right) \frac{\lambda}{T_s} + \left( N - \frac{\lambda}{T_s} \right)^2 \right].
\] (67)
It is clear that \( \chi(\tau) \) increases with respect to \( n_T \). This indicates that \( P_{\vartheta} \) declines as \( n_T \) increases. This is because the detection mainly benefits from the un-superimposed part of the pilot signals at the relay and the length of this part increases with increasing \( \tau \).
- For a finite \( N \), \( P_{\vartheta} \) is a decreasing function of \( N \). But when \( N \) is sufficiently large, we have
\[
\lim_{N \to \infty} \chi(\tau) \to \frac{2\tau}{T_s}.
\] (68)
This implies that \( P_{\vartheta} \) is determined only by \( \tau \), and increasing the sequence length of each source’s signals will not improve the detection performance.
- It should be noted that the detection can also be performed at the source node. But it is obvious that the training sequence arriving at the source suffers more severe noise than that arriving at the relay. Thus the error probability of the detection at the source would be much higher than that at relay. Thus, it is recommended to determine \( \vartheta \) at the relay first; then the relay can forward the obtained information to both source nodes through a 1-bit indicator.
B. Scaled LMEP Estimation Algorithm

Since SAO detection is not error free, when $\hat{\vartheta}$ is erroneous, the MSE of LMMSE initial estimation is no longer equal to $\delta_{\Sigma}$. The corresponding MSE summation becomes

$$\delta_{\Sigma}^{err} = v_s - \frac{Q_1}{Q_0} + \frac{Q_2}{Q_0^2},$$

(69)

where

$$Q_0 = 1 + v_s B_1 + \frac{v_p B_1^2}{v_p B_2^2},$$
$$Q_1 = 2v_p B_1 (\Re \{ l_1 \} v_a + \Re \{ l_2 \} v_b) + 2\Re \{ l_1 \} v_a^2 + 2\Re \{ l_2 \} v_b^2,$$
$$Q_2 = 2v_p^2 |B_2|^2 \left( |l_1|^2 + |l_2|^2 \right) + v_a (v_b B_1 + 1)^2 |l_1|^2 + v_b (v_a B_1 + 1)^2 |l_2|^2$$
$$+ B_1 |B_2|^2 \left[ v_b^2 \left( 1 - \frac{v_a |B_2|}{1 + v_a B_1} \right)^2 + v_a^2 \left( 1 - \frac{v_b |B_2|}{1 + v_b B_1} \right)^2 \right],$$

with $l_i = \sqrt{\frac{2\pi}{\rho^2}} A^2 r_i \gamma_{ij}$.

To capture the key parameters affecting the MSE, we focus on the case in which $\rho (\tau) \leq O \left( \frac{1}{\tau} \right)$. Then $\delta_{\Sigma}^{err}$ in this case can be simplified to

$$\delta_{\Sigma}^{err} = v_s - \frac{Q_1}{1 + v_s B_1 + \frac{v_p B_1^2}{v_p B_2^2}} + \frac{v_a (v_b B_1 + 1)^2 |l_1|^2 + v_b (v_a B_1 + 1)^2 |l_2|^2}{(1 + v_s B_1 + \frac{v_p B_1^2}{v_p B_2^2})^2}.$$  

(70)

In the high SNR region, we have

$$\lim_{\rho \to \infty} \delta_{\Sigma}^{err} = \left\| l_1 \left( 1 - \frac{1}{B_1} \right) \right\|^2 v_a + \left\| l_2 \left( 1 - \frac{1}{B_1} \right) \right\|^2 v_b.$$  

(71)

Since $\| r_i^H A^2 r_i \| \leq (NT_s - \tau) P_S$ when $\gamma_S = \gamma_T$, we further have

$$\lim_{\rho \to \infty} \delta_{\Sigma}^{err} \geq \left( \frac{\tau}{NT_s} \right)^2 v_s.$$  

(72)

Meanwhile, for sufficiently large $N$, $\delta_{\Sigma}^{err}$ gives the same form as (72). These results imply that the initial estimation with an erroneous $\hat{\vartheta}$ has an irreducible error floor. Besides, the erroneous $\hat{\vartheta}$ also affects the effective SNR, which is given by

$$\Upsilon^{err} = \frac{\mathcal{E} \left\{ |\hat{h}_b|^2 \right\}}{\mathcal{E} \left\{ |\hat{h}_a|^2 + |\hat{h}_b - \hat{h}_b|^2 \right\} + |h_a|^2 + \frac{N_p}{P_T} (|h_a| + \frac{1}{a})}.$$  

(73)

Apparently, $\Upsilon^{err} < \Upsilon$ always holds, leading to an increased error probability. All these results indicate that a severe SAO detection error would substantially degrade the estimation performance.

To compensate for this performance degradation, we propose a scaled LMEP estimator to minimize the average BEP written by

$$P_E = (1 - P_0) Q \left( \sqrt{\Upsilon} \right) + P_0 \cdot Q \left( \sqrt{\Upsilon^{err}} \right).$$  

(74)
Lemma 4: When $0 < P_\theta \leq \frac{1}{2}$, the optimal estimator $u^* = \{u^*_a, u^*_b\}$ can be obtained by solving the following optimization:

$$\max_{u} \quad \Upsilon(u) + \Upsilon_{err}(u)$$

s.t. \quad \Upsilon(u) - \Upsilon_{err}(u) = 2 \log \frac{1-P_\theta}{P_\theta}. \quad (75)$$

Proof: Let $u = \{u_a, u_b\}$ denote a feasible linear estimator. Since $\Upsilon(u)$ and $\Upsilon_{err}(u)$ are both concave functions of $u$, $\hat{P}_E$ is convex with respect to $u$. Thus the optimal linear estimators can be obtained by convex optimization methods. By using the Chernoff bound \cite{20}, the computed BEP can be approximated as

$$\hat{P}_E \approx \frac{(1-P_\theta)}{2} \exp \left\{ -\frac{1}{2} \Upsilon(u) \right\} + \frac{P_\theta}{2} \exp \left\{ -\frac{1}{2} \Upsilon_{err}(u) \right\}. \quad (77)$$

Let $u^+$ and $u^-$ denote the values of $u$ that maximize $\Upsilon$ and $\Upsilon_{err}$, respectively. The $u$ minimizing $\hat{P}_E$, denoted by $u^*$, should satisfy the following conditions:

$$\Upsilon(u^-) \leq \Upsilon(u^*) \leq \Upsilon(u^+), \quad (78)$$

$$\Upsilon_{err}(u^+) \leq \Upsilon_{err}(u^*) \leq \Upsilon_{err}(u^-). \quad (79)$$

By defining $\Upsilon_m(\cdot) = \Upsilon(\cdot) - \Upsilon_{err}(\cdot)$ and $\Upsilon_n(\cdot) = \Upsilon(\cdot) + \Upsilon_{err}(\cdot)$, $\hat{P}_E$ can be written as

$$\hat{P}_E = \frac{(1-P_\theta)}{2} \exp \left\{ -\frac{1}{4} \Upsilon_n + \Upsilon_m \right\} + \frac{P_\theta}{2} \exp \left\{ -\frac{1}{4} \Upsilon_n - \Upsilon_m \right\}. \quad (80)$$

By treating $\hat{P}_E$ as a function of $\Upsilon_m$, we have

$$\frac{\partial \hat{P}_E}{\partial \Upsilon_m} = \frac{1}{8} \exp \left\{ -\frac{1}{4} \Upsilon_n \right\} \left[ P_\theta \exp \left\{ \frac{1}{4} \Upsilon_m \right\} - (1-P_\theta) \exp \left\{ -\frac{1}{4} \Upsilon_m \right\} \right]. \quad (81)$$

By solving $\frac{\partial \hat{P}_E}{\partial \Upsilon_m} = 0$, we have

$$\Upsilon_m = 2 \log \frac{1-P_\theta}{P_\theta}. \quad (82)$$

Since $\frac{\partial^2 \hat{P}_E}{\partial \Upsilon_m^2} > 0$, $\hat{P}_E$ achieves its global minimum when (82) holds. Thus $u^*$ should satisfy $\Upsilon_m(u^*) = 2 \log \frac{1-P_\theta}{P_\theta}$. Meanwhile, it can be easily proved that $\hat{P}_E$ is decreasing with respect to $\Upsilon_n$, and thus $\Upsilon_n(u^*) \geq \Upsilon_n(u)$ always holds for an arbitrary $u$ that satisfies $\Upsilon_m(u^*) = 2 \log \frac{1-P_\theta}{P_\theta}$, i.e., $\Upsilon(u^*) - \Upsilon_{err}(u^*) = 2 \log \frac{1-P_\theta}{P_\theta}$. The proof is complete. 

Note that, it is hard to obtain a closed-form expression of $u^*$ due to the complex expressions for $\Upsilon(u)$ and $\Upsilon_{err}(u)$. However, it is clear that (75) is a concave optimization problem and the constraint is an equality. Thus we can use numerical methods to effectively obtain the optimal solution with very low computational complexity.

The SLMEP algorithm is summarized in Table IV. In the first step, we need to obtain the initial estimates of $h_a$ and $h_b$ using LMMSE estimators for both $\theta = 0$ and $\theta = 1$. Then in the second step, the estimates are then updated with the SLMEP estimator.
TABLE IV
SLMEP ESTIMATION ALGORITHM

- **Step 1**
  - Construct the LMMSE estimator $\mathbf{D}$ with $[r_1, r_2]$.
  - Obtain the initial estimates of $h_a$ and $h_b$ for $\vartheta = 0$ as $[\hat{h}_a, \hat{h}_b]^T = \mathbf{D}x_S1$.
  - Construct the LMMSE estimator $\mathbf{D}'$ with $[r'_1, r'_2]$.
  - Obtain the initial estimates of $h_a$ and $h_b$ for $\vartheta = 1$ as $[\hat{h}'_a, \hat{h}'_b]^T = \mathbf{D}'x_S1$.

- **Step 2**
  - Construct $\Upsilon(u)$ and $\Upsilon_{err}(u)$ with $[\hat{h}_a, \hat{h}_b]$ and $[\hat{h}'_a, \hat{h}'_b]$, respectively.
  - Obtain the suboptimal estimator $u^* = [u^*_a, u^*_b]$ by (75)
  - Update the estimate of $h_a$ and $h_b$ as $\hat{h}_a = (u^*_a)^Hx_S1$ and $\hat{h}_b = (u^*_b)^Hx_S1$.

- **Return** $\hat{\Theta} = [\hat{h}_a, \hat{h}_b]^T$.

V. PERFORMANCE EVALUATION

In this section, we investigate the performance of the proposed estimation algorithm in the presence of synchronization error in the TWRN. The channel coefficients $h_1$ and $h_2$ are generated by independent circularly symmetric complex Gaussian variables with zero mean and unit variances. The noise at either relay or source is assumed to be AWGN with unit variance. The symbol period $T_s$ is set to be of unit value, and thus the transmit power of each source node is $P_s$, and the total power consumption of the relay is $E_r = NP_s$. The average SNR $\varrho$ is equal to $P_s$ with $N_0 = N_{R0} = N_{S0} = 1$.

In Fig. 2 we compare the error performance of the proposed LMEP algorithm with LMMSE estimation and the LMSNR estimation technique presented in [8]. We consider a binary phase shift keying (BPSK) modulation and assume that the synchronization error $\tau$ satisfies a uniform distribution within $[0, NT_s]$. It can be seen that the proposed LMEP algorithm with LMMSE initialization achieves lower BER than that of both LMMSE and LMSNR estimation algorithms for a given $N$, which demonstrates the advantage of the proposed algorithm. Further, we observe that the LMEP algorithm with random initialization endures very high BER and performs much worse compared with other methods. This implies that the error performance of the LMEP algorithm differs significantly with different initializations and an inappropriately selected starting point could negatively affect the error performance.

Next let us investigate the MSE estimation of $h_a$ and $h_b$ with LMMSE initial estimation by using the following different training sequences:

- **Type 1**: $t_1 = [1, \ldots, 1]^T$ and $t_2 = [1, \ldots, 1, -1, \ldots, -1]^T$.
- **Type 2**: The 3rd and 4th column of the $N \times N$ DFT matrix are selected as $t_1$ and $t_2$, respectively.
- **Optimal**: Following Proposition 2, the 1st and $(\frac{N}{2} + 1)$th column of the $N \times N$ DFT matrix are selected as $t_1$ and $t_2$, respectively.
The average MSE versus $\tau$ with different types of training sequences for $N=8, 16$ is shown in Fig. 3. $\varphi$ is set to be 10dB. It can be observed that the optimal training achieves the lowest MSE among all the three types of training sequences for $\tau \in [0, NT_s]$, and the resulting MSE with optimal training almost remains the same for different $\tau$. This is in contrast to Type 1 and 2, for which the MSE varies significantly with $\tau$. This is because the resulting MSE is mainly determined by $|\rho(\tau)|$, and the optimal training aims at minimizing the maximum $|\rho(\tau)|$ for all $\tau$ values.

Next let us compare the MSE performance of channel estimation with optimal training sequences to that with training sequence consisting of $N$ random quadrature-phase-shift-keying (QPSK) symbols. In accordance with the curves in Fig. 4 we can see that the MSE with optimal training sequences is considerably lower than that constructed of random QPSK symbols. This is because the latter cannot ensure the low correlation between the two training...
sequences, which would negatively affect the estimation performance, leading to an increased MSE.

Fig. 4. MSE versus SNR for different training sequence selections.

Fig. 5 illustrates the MSEs versus SNR for different power allocation schemes. Here, we assume that $\tau$ follows a uniform distribution within $[0, NT_s]$. We compare the proposed sub-optimal pilot power allocation (SOA) with the random power allocation (RA), where $\gamma^2$ is uniformly selected within $[0, \frac{E_r}{(NT_s-\tau)P_b}]$, and the equal power allocation (EA) where $\gamma_S = \gamma_I$. We can observe that the SOA and EA achieve lower MSE than that of RA. Fig. 6 compares the BER performance of the three power allocation schemes. It can be seen that the SOA scheme performs the best among all the three power allocation schemes. We can also see that SOA and EA achieve almost the same performance over a wide range of SNR. This result validates the statement presented in Proposition 3. In Fig. 7, we investigate the MSE performance versus the training sequence length $N$, and the parameters are set as $\text{SNR}=0\text{dB}$, $\tau=0.5T_s$. The optimal training refers to the sequence derived in proposition 3, while the worst training refers to the simulation in which $t_1$ and $t_2$ are fully correlated. It can be noted from the figure that the average MSE performance with the optimal training decreases quickly as $N$ increases. With the worst training sequence, an MSE error floor will occur and the corresponding MSE converges to the asymptotic result in (50) for a sufficiently large $N(> 40)$. This validates the consistency between analysis and numerical results.

Next, let us evaluate the error probability of SAO detection denoted by $P_\vartheta$ with joint estimation of $h_a$ and $h_b$ by using the GLRT method. The error probabilities of SAO detection at the relay and at the source are both displayed versus $\tau$ in Fig. 8. It can be noted that $P_\vartheta$ quickly decreases with SNR, which demonstrates the effectiveness of the GLRT solution. Recalling (66), it can be easily seen that $P_\vartheta$ decreases with respect to $\tau$ when $\lambda = 0$. When focusing on the points $\tau = n_\tau T_s$, we can see that $P_\vartheta$ monotonously decreases as $n_\tau$ increases. This is consistent with the analytical result. We can also see that $P_\vartheta$ also decreases with respect to $n_\tau$ for a given $\lambda$. This is also consistent with the upper bound of $P_\vartheta$ in (66).

Finally, we evaluate the performance of the SLMEP algorithm and compare it with the LMEP solution with the practical SAO detection. In Fig. 9, we display the BER versus $P_\vartheta$ with fixed $\tau = 1$. It can be noted that the
BER of LMEP increases with respect to $P_\phi$. This indicates that the SAO detection error significantly degrades the system performance. We can also observe that the SLMEP algorithm attains almost the same BER for different $P_\phi$ and achieves lower BER than that of the LMEP method when $P_\phi$ is greater than a threshold, but the performance gain degrades as $P_\phi$ decreases. This corroborates that the SLMEP estimation can compensate for the performance degradation caused by SAO detection error, especially when $P_\phi$ is high.

VI. CONCLUSIONS

In this paper, we have investigated the channel estimation problem in TWRNs for which the two source nodes are not perfectly synchronized with each other. We have proposed a two-step estimation algorithm with initial LMMSE channel estimation, followed by LMEP estimation to minimize the error probability of coherent reception. We have also designed optimal training sequences and power allocation at the relay to further improve the LMMSE initial
estimation. We have further presented the GLRT method to overcome the SAO ambiguity, and an upper bound on its error probability has been derived. A scaled LMEP estimation algorithm has also been proposed to compensate for the degradation of channel estimation performance caused by SAO detection error. Simulation results have demonstrated that the proposed algorithm can effectively overcome the negative effects of synchronization error and SAO ambiguity, and significantly improve the system performance compared to the existing LMMSE and LMSNR estimation algorithms.
Fig. 9. Bit error rate versus $P_\theta$ for different estimation algorithms.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

Let us select the $k_i$-th column of the $N \times N$ DFT matrix as $t_i$, i.e., $t_i = [1, e^{-j\phi_i}, \ldots, e^{-j(N-1)\phi_i}]^T$ with $\phi_i = \frac{2\pi}{N} (k_i - 1)$. The magnitude of $\rho$ for a given $\tau$ is given by

$$|\rho(\tau)| = \frac{1}{N} \left| \frac{1 - e^{j(\phi_1 - \phi_2)(N-n\tau)}}{1 - e^{j(\phi_1 - \phi_2)}} \frac{T_s - \lambda}{T_s} + \frac{1 - e^{j(\phi_1 - \phi_2)(N-N_s\tau)}}{1 - e^{j(\phi_1 - \phi_2)}} e^{j(n\tau + 1)\phi_1} \frac{\lambda}{T_s} \right|.$$

With a sufficiently large $N$ and a finite $\tau$, we have

$$\left| \frac{1 - e^{j(\phi_1 - \phi_2)(N-n\tau)}}{1 - e^{j(\phi_1 - \phi_2)}} \right| \leq 1, \quad \left| \frac{1 - e^{j(\phi_1 - \phi_2)(N-N_s\tau)}}{1 - e^{j(\phi_1 - \phi_2)}} \right| \leq 1$$

which leads to

$$|\rho(\tau)| \leq \frac{1}{N}.$$

Furthermore, in the limit we have

$$\lim_{N \to \infty} |\rho(\tau)| = \lim_{N \to \infty} O\left(\frac{1}{N}\right) = 0.$$

This completes the proof.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

Recalling Appendix A, for arbitrary $k_1$ and $k_2$, $|\rho(\tau)|$ satisfies

$$\min_{\tau \in [0,N_T_s]} \max_{\tau \in [0,N_T_s]} |\rho(\tau)| \geq |\rho((N-1)T_s)| = \frac{1}{N}.$$
Thus we have

$$\max_{\tau \in [0, NT_s]} |\rho (\tau)| \geq \frac{1}{N}.$$  

Focusing on the case in which $N$ is even, $|\rho (\tau)|$ can be simplified by substituting $k_2 - k_1 = \frac{N}{2}$ into it to yield

$$|\rho (\tau)| = \frac{1}{2N} \left| \frac{T_s - \lambda}{T_s} \left[ 1 - e^{j(\phi_1 - \phi_2)(N-n_s)} \right] + \frac{\lambda}{T_s} \left[ 1 - e^{j(\phi_1 - \phi_2)(N-n_s-1)} \right] \right|$$

$$\leq \frac{1}{2N} \left\{ \left| \frac{T_s - \lambda}{T_s} \left[ 1 - e^{j(\phi_1 - \phi_2)(N-n_s)} \right] \right| + \left| \frac{\lambda}{T_s} \left[ 1 - e^{j(\phi_1 - \phi_2)(N-n_s-1)} \right] \right| \right\} \leq \frac{1}{N}.$$  

In this case, the maximum value of $|\rho (\tau)|$ satisfies

$$\max_{\tau \in [0, NT_s]} |\rho (\tau)| \leq \frac{1}{N},$$

which indicates that $k_2 - k_1 = \frac{N}{2}$ is the optimal design when $N$ is even. For the case in which $N$ is odd, substituting $k_2 - k_1 = \frac{N+1}{2}$ into $|\rho (\tau)|$ yields

$$|\rho (\tau)| \leq \frac{1}{N} \left\{ \left| \frac{T_s - \lambda}{T_s} \left[ 1 - e^{\pm j\pi n_s \pm j\pi \frac{n_s+1}{N}} \right] \right| + \left| \frac{\lambda}{T_s} \left[ 1 - e^{\pm j\pi n_s \pm j\pi \frac{n_s+1}{N}} \right] \right| \right\} \leq |\rho (T_s)| = \frac{1}{N}.$$  

When $n_s$ is odd, we have

$$|\rho (\tau)| \leq \frac{1}{N} \left\{ \left| \frac{T_s - \lambda}{T_s} \left[ 1 + e^{\pm j\pi n_s \pm j\pi \frac{n_s+1}{N}} \right] \right| + \left| \frac{\lambda}{T_s} \left[ 1 + e^{\pm j\pi n_s \pm j\pi \frac{n_s+1}{N}} \right] \right| \right\} \leq |\rho ((N-1)T_s)| = \frac{1}{N}.$$  

When $n_s$ is even, we have

$$|\rho (\tau)| \leq \frac{1}{N} \left\{ \left| \frac{T_s - \lambda}{T_s} \left[ 1 - e^{\pm j\pi n_s \pm j\pi \frac{n_s+1}{N}} \right] \right| + \left| \frac{\lambda}{T_s} \left[ 1 - e^{\pm j\pi n_s \pm j\pi \frac{n_s+1}{N}} \right] \right| \right\} \leq |\rho ((N-1)T_s)| = \frac{1}{N}.$$  

Then, $|\rho (\tau)|$ satisfies

$$\max_{\tau \in [0, NT_s]} |\rho (\tau)| \leq \frac{1}{N}$$

for arbitrary $\tau$. Therefore, we can conclude that $k_2 - k_1 = \frac{N+1}{2}$ is the optimal design for odd $N$. This completes the proof.

**APPENDIX C**

**PROOF OF LEMMA 1**

Let us selecting the $k_i$-th column of the $N \times N$ DFT matrix as $t_i$, i.e., $t_i = [1, e^{-j\phi_1}, \ldots, e^{-j(N-1)\phi_1}]^T$ with $\phi_1 = \frac{2\pi}{N} (k_i - 1)$. After some mathematical calculations, the term $T_{H_0}^H T_{H_0}$ with a given $\tau$ can be calculated as

$$T_{H_0}^H T_{H_0} = \begin{bmatrix} N & \Psi_1 (\tau) \\ \Psi_1^* (\tau) & N \end{bmatrix},$$

where

$$\Psi_1 (\tau) = \frac{T_s - \lambda}{T_s} e^{-j\lambda \phi_1} \sum_{i=1}^{N-n_s} e^{j(\phi_1 - \phi_2)(i-1)} + \frac{\lambda}{T_s} e^{-j\lambda (n_s+1)\phi_1} \sum_{i=1}^{N-n_s-1} e^{j(\phi_1 - \phi_2)(i-1)}.$$
And $T_{H_0}^H T_{H_1}$ can be calculated by

$$T_{H_0}^H T_{H_1} = \begin{bmatrix} \Psi_2(\tau, \phi_1) & 0 \\ 0 & \Psi_2(\tau, -\phi_2) \end{bmatrix},$$

where

$$\Psi_2(\tau, \phi) = \frac{T_s - \lambda}{T_s} (N-n_\tau) e^{i n_\tau \phi} + \frac{\lambda}{T_s} (N-n_\tau-1) e^{i (n_\tau+1) \phi}.$$  

It should be noted that the error probability of SAO detection depends on the selected training sequences $t_i$. Consider the optimal training sequences in Proposition 3; we have

$$|\Psi_1(\tau)| \leq \frac{\lambda}{T_s}, |\Psi_2(\tau, \phi)| \leq N - \frac{\tau}{T_s}.$$  

Recalling (63), we have

$$d_{H_0} \geq \|h\|^2 \varsigma(\tau) N + 2\Re\{h_1^H h_2 \varsigma(\tau)\} = d(h|H_0)$$

where

$$\varsigma(\tau) = 1 - \left(\frac{N - \tau}{N^2 - \left(\frac{\tau}{N}\right)^2}\right)^2.$$  

It can be verified that $d(h|H_0)$ is positive for arbitrary non-zero $h$. Similarly, we can also show that $d(h|H_1) > 0$ for all non-zero $h$. For a sufficiently large $N$, the first term in the right side of $d_{H_0}$ is much larger than the second term, and thus the second term can be neglected. This completes the proof.

**APPENDIX D**

**PROOF OF LEMMA 2**

By observing the term $T_{H_0}^H T_{H_0}$ in $Z_{H_0}$, we can see that it can be treated as a diagonally dominant matrix when $N$ is sufficiently large. Thus its inverse can be approximately obtained by $\frac{1}{\lambda} I_2$, and $\tilde{n}_{H_0}$ can be simplified as

$$\tilde{n}_{H_0} \approx h^H T_{H_0}^H n_R + n_R^H T_{H_0}^H h + \frac{1}{N} (n_R^H T_{H_0}^H T_{H_0} n_R - n_R^H T_{H_1}^H T_{H_1} n_R)$$

$$- \frac{1}{N} (h^H T_{H_0}^H T_{H_0} n_R + n_R^H T_{H_1}^H T_{H_1} n_R).$$

Note that the variance of the second term of $\tilde{n}_{H_0}$ is of order $O\left(\frac{N_0}{s T_s^2}\right)^2$, while the first and third terms are both of order $O\left(\frac{N_0}{s T_s^2}\right)$. In the high SNR region, we need to consider only the first and third terms. Then $\tilde{n}_{H_0}$ simplifies to

$$\tilde{n}_{H_0} \approx 2\Re\{h^H T_{H_0}^H n_R\} - \frac{2}{NP_S} \Re\{h^H T_{H_0}^H T_{H_1}^H T_{H_1} n_R\}.$$  

After some manipulation, the above equation can be further written as

$$\tilde{n}_{H_0} \approx 2\Re\left\{\sum_{k=1}^{n_r} \eta_1(k) n_R[k] + \sqrt{\frac{\lambda}{T_s}} \eta_1(n_\tau + 1) n_R[n_\tau + 1] + \sqrt{\frac{\lambda}{T_s}} \eta_2(2N - n_\tau + 1) n_R[2N - n_\tau + 1]

+ \sum_{k=2N - n_\tau + 2}^{2N + 1} \eta_2(k) n_R[k] + \sum_{i=1, k=n_\tau + 2i}^{n_\tau - 1} \sqrt{\frac{T_s - \lambda}{T_s}} \eta_1(k + \eta_2(k)) n_R[k] + \sum_{i=1, k=n_\tau + 2i+1}^{n_\tau - 1} \sqrt{\frac{T_s - \lambda}{T_s}} \eta_1(k + \eta_2(k)) n_R[k]\right\}.$$
with
\[ \eta_1(k) = e^{j\phi_1(k-1)} h_1^H - \frac{\Psi_2(\tau, \phi_2)}{N} h_2^H, \eta_2(k) = e^{j\phi_2(k-n-1)} h_2^H - \frac{\Psi_2(\tau, \phi_1)}{N} h_1^H. \]

With the optimal training sequences, we have
\[ |\eta_1(k)|^2 \leq \left( |h_1|^2 + \left( 1 - \frac{\tau}{NT_s} \right)^2 |h_2|^2 \right), \]
\[ |\eta_2(k)|^2 \leq \left( |h_2|^2 + \left( 1 - \frac{\tau}{NT_s} \right)^2 |h_1|^2 \right), \]
\[ |\eta_1(k) + \eta_2(k)|^2 \leq \left( \frac{\tau}{NT_s} \right)^2 (|h_1|^2 + |h_2|^2). \]

Clearly, it can be observed that \( \tilde{n}_E \) has the real Gaussian distribution with zero mean, and we have
\[ \nu_{H_0} \leq 2 \left( 2 - \frac{\tau}{NT_s} \right) \frac{\tau N_0}{T_s P_s T_s} (|h_1|^2 + |h_2|^2), \]
and similarly for \( \nu_{H_1} \). This completes the proof.
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