Correlation analysis of node and edge centrality measures in artificial complex networks
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Abstract. The role of an actor in a social network is identified through a set of measures called centrality. Degree centrality, betweenness centrality, closeness centrality and clustering coefficient are the most frequently used metrics to compute the node centrality. Their computational complexity in some cases makes unfeasible, when not practically impossible, their computations. For this reason we focused on two alternative measures, WERW-Kpath and Game of Thieves, which are at the same time highly descriptive and computationally affordable. Our experiments show that a strong correlation exists between WERW-Kpath and Game of Thieves and the classical centrality measures. This may suggest the possibility of using them as useful and more economic replacements of the classical centrality measures.
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1 Introduction

Social network analysis (SNA) uses graph theory and networks to understand social structures and has diverse fields of application such us psychology, economics, criminology \[4\], organizational studies and information science.

One of the most effective SNA tools to measure social interactions has been a simple graph which consists of a set of nodes (\textit{i.e.} individuals or organizations), often called actors in the SNA tradition, with edges between them, also called links or connections (\textit{i.e.} relational ties, \textit{e.g.}, friendship relationships).

The term node centrality indicates a family of measures aimed at characterizing the importance or the position of an actor in a network \[5\]. An actor might be important for being connected to a large number of nodes or for his power in the control over the information flowing through the network. His absence could also result in a social network made of many isolated components.
Despite an abundance of methods for measuring centrality of individual nodes, there are by now only a few metrics to measure centrality of individual edges. De Meo et al. [6–8] presented a novel measure called the $K$-path to compute link centrality. The advantage of using this metric is that it can be computed with a near-linear time algorithm called WERW-Kpath. Most recently, Mocanu et al. [9] developed an algorithm called Game of Thieves which is able to compute actors and links centrality in a polylogarithmic time.

An often asked, but rarely answered, question is: are these centrality measures correlated? [10] If there exists a high correlation between the centrality metrics, they will have a similar behavior in statistical analyses and for this reason the development of multiple measures could be redundant. If there is not high correlation, these measures are unique and they can be associated with different outcomes. Many researchers carried out studies on the correlations between centrality measures. Valente et al. [10] investigated the correlation among the most commonly used centrality measures and they identified degree as the measure with the strongest overall correlations. Shao et al. [11] uses degree to approximate closeness, betweenness, and eigenvector in artificial and real networks. Oldham et al. [12] used 212 different real networks and calculated correlations between 17 different centrality measures showing a positive correlation.

In this work, as in a previous study [13], we try to answer to a different question: are these centrality measures correlated with Game of Thieves? If so, we can use Game of Thieves thus considerably reducing the execution time in the computation of node and edge centrality in very large networks.

We have done a correlation analysis using the most common types of coefficients which are Pearson, Spearman and Kendall and three kinds of artificial complex networks: scale-free, small-world and Erdős-Rényi random networks.

In a previous work [13], we analyzed the correlation coefficients among node centrality metrics when the number of nodes in both artificial and real networks increased using GoT only to measure an actor centrality. In this study, we have made an analysis on artificial networks taking into account the increase of the number of links when the network size does not change. We also used GoT to compute edges centrality comparing it with the WERW-Kpath.

The paper is planned as follows. Sect. 2 presents a brief description of the main theoretical definitions of the considered centrality metrics and correlation coefficients. Sect. 3 contains a discussion of our methods and the obtained results. Sect. 4 shows the conclusions and future developments of our study.

2 Background

2.1 Basic Definitions

A graph $G$ is an ordered pair $G = (N, E)$ where $N$ and $E$ are the sets of nodes and edges respectively. A graph is called undirected if edges are bidirectional. The main node centrality measures are:
– **degree centrality** (DC) [14], which is defined as:

\[ DC_i = \frac{d_i}{n - 1}, \]

where \( d_i \) is the number of edges of a node \( i \) (i.e. the degree of \( i \)) and \( n \) is the network size.

– **betweenness centrality** (BC) [15], which is given by the following formula:

\[ BC_i = \sum_{h,k} \frac{v^i_{hk}}{g_{hk}}, \]

where \( v^i_{hk} \) is the number of shortest paths from a node \( h \) to a node \( k \) by passing through \( i \) and \( g_{hk} \) is the total number of shortest paths from \( h \) to \( k \).

– **closeness centrality** (CL) [14], which is defined as:

\[ CL_i = \frac{n}{\sum_{j} d_{ij}}, \]

where \( d_{ij} \) is the distance between \( i \) and \( j \) and \( n \) is the network size.

– **clustering coefficient** (CC) [16], which is defined as the number of complete triangles \( T_i \) in which a node \( i \) participates divided by the maximum possible number of these triangles:

\[ CC_i = \frac{2T_i}{d_i(d_i - 1)}. \]

A more recent centrality measure is called *Game of Thieves* (GoT) [9]. The game proceeds in epochs. When it begins, each node has a certain number of thieves and virtual diamonds or vdiamonds. At each epoch \( e \), a thief located on a node \( i \) randomly picks a neighbor of \( i \). He moves to this new node and, if he finds a vdiamond, he fetches it. Then, he brings the vdiamond back to his home node. After \( T \) epochs, the centrality of each node \( i \) is computed as the average number of vdiamonds present on \( i \):

\[ \Phi^i_T = \frac{1}{T} \sum_{e=0}^{T} \Phi^i_e. \]

The centrality of each link \( l \) is computed as the average number of thieves who carry a vdiamond passing through \( l \):

\[ \Psi^l_T = \frac{1}{T} \sum_{e=0}^{T} \Psi^l_e. \]

An other recent measure of link centrality for social networks is the *K-path* which is defined as:

\[ L^k(l) = \sum_{i} \frac{\sigma^k_i(l)}{\sigma^k_i}, \]
where $\sigma^k_i(l)$ is the number of $k$-paths originating from a node $i$ and traversing the link $l$ and $\sigma^k_i$ is the number of $k$-paths which originate from $i$. A near linear time algorithm called WERW-Kpath (Weighted Edge Random Walks – $K$ Path) \cite{6,7,8} is able to compute this centrality index.

Table 1. Centrality measures. $n$ is the cardinality of $N$ and $m$ is the cardinality of $E$ in a graph $G(N,E)$.

| Measure  | Centrality | Computational Complexity |
|----------|------------|--------------------------|
| DC       | Nodes      | $O(m)$                   |
| BC       | Nodes      | $O(mn)$ or $O(n^3)$     |
| CL       | Nodes      | $O(n^3)$                 |
| CC       | Nodes      | $O(n^2)$                 |
| GoT      | Nodes and Edges | $O(log^2 n)$ or $O(log^3 n)$ |
| WERW-Kpath | Edges    | $O(km)$                  |

Table 1 shows how GoT represents a great step forward in terms of computational complexity with respect to classical algorithms of node centrality such as BC, CL and CC which have a quadratic computational complexity. The DC has a linear time complexity but GoT still remains a better option because it is also able to compute the centrality of edges.

2.2 Correlation Coefficients

Given two random variables $a$ and $b$, the Pearson’s $r$ correlation coefficient \cite{17} is defined as:

$$r = \frac{\text{cov}(a, b)}{\sigma_a \sigma_b},$$ (8)

where $\text{cov}(a, b)$ is the covariance of $a$ and $b$ and $\sigma_a \sigma_b$ is the product of their standard deviations.

The Spearman’s $\rho$ rank correlation coefficient \cite{18} is defined as the Pearson’s $r$ between the rank values of the two variables. For a sample of size $s$, the $s$ raw scores $a$ and $b$ are converted to ranks $r_{ga}$ and $r_{gb}$, and $\rho$ is computed as:

$$\rho = \frac{\text{cov}(r_{ga}, r_{gb})}{\sigma_{r_{ga}} \sigma_{r_{gb}}},$$ (9)

where $\text{cov}(r_{ga}, r_{gb})$ is the covariance of the rank variables and $\sigma_{r_{ga}} \sigma_{r_{gb}}$ are the standard deviations of the rank variables.

Given two samples $a$ and $b$, where each sample size is $s$, Kendall’s $\tau$ rank correlation coefficient \cite{19} is defined according to the following formula:

$$\tau = \frac{s_c - s_d}{\frac{1}{2}s(s-1)},$$ (10)
where \( s_c \) and \( s_d \) are the numbers of concordant and discordant pairs respectively and \( \frac{1}{2} s (s - 1) \) is the total number of pairings with \( a \) and \( b \).

**3 Methodology and Results**

We investigated the correlations among the node and edge centrality measures, described in Subsect. 2.1 in different kinds of artificial networks. The network models include the scale-free (SF) \[20\], the small-world (SW) \[21\] and the Erdős-Rényi (ER) \[22\] random networks. For each class, we randomly generated undirected and unweighted networks with 10,000 nodes and between 5,000 and 50,000 edges.

We used the model proposed by Holme and Kim \[23\] to generate the SF networks. In each experiment, we chose the number of nodes \( n = 10,000 \), we added \( m = \{5, 15, 25, 35, 50\} \) random edges for each new node \( i \), and we picked a probability \( p = 0.3 \) of adding a triangle after adding a random edge.

SW graphs are generated using Newman-Watts-Strogatz (NWS) small-world model \[21\]. In each experiment, we chose the number of nodes \( n = 10,000 \), \( k = \{6, 18, 32, 64\} \) neighbors with which connect each node \( i \) in the ring topology, and a probability \( p = 0.6 \) of rewiring each edge.

ER networks are generated choosing the network size \( n = 10,000 \), and for edge creation the probability values \( p = \{0.001, 0.003, 0.005, 0.010\} \).

For the implementation of the artificial networks and the centrality metrics such as DC, BC, CL, and CC, we used Python and NetworkX module \[24\]. To run the WERW-Kpath\[6–8\] we set the value of the random walk to \( k = 10 \). For GoT\[2\] we set 1 thief per node and the initial amount of vdiamonds per node equal to the network size. We let GoT to run for \( T = \log^3 n \) epochs.

In Fig. 1 are shown the results of the Pearson’s \( r \) correlation coefficient (left column), the Spearman’s \( \rho \) (middle column) and the Kendall’s \( \tau \) rank correlation coefficients (right column) for SF networks (upper row), for SW networks (middle row) and ER random networks (lower row).

In SF networks (see Fig. 1 upper row), GoT and DC have the strongest negative correlation. GoT exhibits a strong negative correlation with the BC and slightly weaker with the CL. There is a positive correlation between GoT and the CC which becomes stronger for the rank correlation coefficients. In particular, we can observe that the Sperarman’s \( \rho \) is always larger than the Kendall’s \( \tau \). Except for the DC, we can observe a small deviation of the rank correlation coefficients when the number of edges in the analyzed networks is smaller which is not visible anymore when edges grow big enough.

In SW networks (see Fig. 1 middle row), there is an almost identical strong negative correlation among GoT and DC, BC and CL. We can also still observe a strong positive correlation between GoT and the CC. All of these correlations become weaker when the number of edges grows.

In ER networks (see Fig. 1 lower row), the correlation among GoT and DC,
BC and CL is the same as in SW networks. But, in this kind of networks, there is no correlation between GoT and the CC even if we can observe a very little deviation when the number of edges is small.

In all networks, we can observe a strong positive correlation among GoT and WERW-Kpath which remains constant when the number of edges grows.

4 Conclusions

In this work we used artificial networks, i.e. SF, SW and ER networks, to examine the correlation between well known and more recently proposed centrality measures. A strong correlation implies the possibility of approximating the metric with the highest computational complexity using the other. We have done an analysis observing the Pearson, Spearman and Kendall correlation coefficients on artificial networks by changing the amount of links given a fixed network size. Our results show a strong correlation among GoT and the most known centrality algorithms. For this reason, it can substitute them in the computation of node centrality in large networks. GoT can also replace the CC as a property of SW and SF networks.

A future development of our work will be to focus more on the application of WERW-Kpath, changing the values of $k$, and GoT to the case of edge centrality. The two measures seems to be equivalent and it could be also interest to make a deeper analysis on their computational costs on large networks.
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