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Abstract

Hastings [12] recently provided a proof of the existence of channels which violate the additivity conjecture for minimal output entropy. In this paper we present an expanded version of Hastings’ proof. In addition to a careful elucidation of the details of the proof, we also present bounds for the minimal dimensions needed to obtain a counterexample.
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The classical capacity of a quantum channel is the maximum rate at which classical information can be reliably transmitted through the channel. This maximum rate is approached asymptotically with multiple channel uses by encoding the classical information in quantum states which can be reliably distinguished by measurements at the output. In general, in order to achieve optimal performance, it is necessary to use measurements which are entangled across the multiple channel outputs. However it was conjectured that product input states are sufficient to achieve the maximal rate of transmission, in other words that there is no benefit in using entangled states to encode the classical information. This conjecture is closely related to other additivity conjectures of quantum information theory, as will be explained below. Recently Hastings \cite{12} disproved all of these additivity conjectures by proving the existence of channels which violate the additivity of minimal output entropy. The purpose of this paper is to present in detail the findings of Hastings’ paper, and also to find bounds for the minimal dimensions needed for this type of counterexample.

We begin by formulating the various additivity conjectures. The Holevo capacity of a quantum channel $\Phi$ is defined by

$$\chi^*(\Phi) = \sup_{\{p_i, \rho_i\}} S\left(\sum_i p_i \rho_i\right) - \sum_i p_i S\left(\Phi(\rho_i)\right)$$

(1.1)

where the supremum runs over ensembles of input states, and where $S(\rho)$ denotes the von Neumann entropy of the state $\rho$:  

$$S(\rho) = -\text{Tr} \rho \log \rho$$

(1.2)
The classical information capacity $C(\Phi)$ is known \cite{15, 25} to equal the following limit:

$$C(\Phi) = \lim_{n \to \infty} \frac{1}{n} \chi^*(\Phi^\otimes n)$$  \hfill (1.3)

It has been a longstanding conjecture that the classical information capacity is in fact equal to the Holevo capacity:

\begin{center}
**Conjecture 1** \hfill $C(\Phi) = \chi^*(\Phi)$  \hfill (1.4)
\end{center}

Conjecture 1 would be implied by additivity of $\chi^*$ over tensor products. This led to the following conjecture: for all channels $\Phi$ and $\Omega$,

\begin{center}
**Conjecture 2** \hfill $\chi^*(\Phi \otimes \Omega) = \chi^*(\Phi) + \chi^*(\Omega)$  \hfill (1.5)
\end{center}

Subsequently a third conjecture appeared, namely the additivity of minimum output entropy:

\begin{center}
**Conjecture 3** \hfill $S_{\min}(\Phi \otimes \Omega) = S_{\min}(\Phi) + S_{\min}(\Omega)$  \hfill (1.6)
\end{center}

where $S_{\min}$ is defined by

$$S_{\min}(\Phi) = \inf_{\rho} S(\Phi(\rho))$$  \hfill (1.7)

Finally Amosov, Holevo and Werner \cite{3} proposed a generalization of Conjecture 4 with von Neumann entropy replaced by the Renyi entropy: for all $p \geq 1$

\begin{center}
**Conjecture 4** \hfill $S_{p,\min}(\Phi \otimes \Omega) = S_{p,\min}(\Phi) + S_{p,\min}(\Omega)$  \hfill (1.8)
\end{center}

where $S_{p,\min}$ is the minimal Renyi entropy defined for $p \neq 1$ by

$$S_{p,\min}(\Phi) = \inf_{\rho} S_p(\Phi(\rho)), \quad S_p(\tau) = \frac{1}{1 - p} \log \text{Tr} \tau^p$$  \hfill (1.9)

In 2004 Shor \cite{27} proved the equivalence of several additivity conjectures, including Conjectures 2 and 3 above. In subsequent work \cite{11} it was shown that Conjectures 1 and 2 are equivalent. The conjectures have been proved in several special cases \cite{1, 2, 6, 9, 17, 18, 20}, but recently most progress has been made in the search for counterexamples. This started with the Holevo-Werner channel \cite{28} which provided a counterexample to Conjecture 4 with $p > 4.79$, then more recently Winter and Hayden found counterexamples to Conjecture 4 for all $p > 1$ \cite{4}, and violations have since been found also for $p = 0$ and $p$ close to zero \cite{7}. Finally in 2008, Hastings \cite{12} produced a family of channels which violate Conjecture 3, namely additivity of minimal output von Neumann entropy, thereby also proving (via \cite{27} and \cite{11}) that Conjectures 1 and 2 are false.

The product channels introduced by Hastings have the form $\Phi \otimes \overline{\Phi}$ where $\Phi$ is a special channel which we call a random unitary channel. This means that there are positive numbers $w_1, \ldots, w_d$ with $\sum_i w_i = 1$ and unitary $n \times n$ matrices $U_1, \ldots, U_d$ such that

$$\Phi(\rho) = \sum_{i=1}^d w_i \rho U_i^*, \quad \overline{\Phi}(\rho) = \sum_{i=1}^d w_i \overline{U}_i \rho \overline{U}_i^*$$  \hfill (1.10)
These channels are chosen randomly using a distribution that depends on the two integers \( n \) and \( d \), where \( n \) is the dimension of the input space and \( d \) is the dimension of the environment. Hastings’ main result is that for \( n \) and \( d \) sufficiently large there are random unitary channels which violate Conjecture 3, that is

\[
S_{\text{min}}(\Phi \otimes \bar{\Phi}) < S_{\text{min}}(\Phi) + S_{\text{min}}(\bar{\Phi})
\] (1.11)

This result also allows a direct construction of channels which violate Conjectures 1 and 2, as we now show. Using results from the paper [11], the inequality (1.11) implies that the additivity of minimal output entropy does not hold for the product \( \Phi' \otimes \Phi' \), where \( \Phi' = \Phi \oplus \bar{\Phi} \). In addition, as shown in the paper [10], there is a unital extension of \( \Phi' \), denoted \( \Phi'' \), such that the additivity of minimal output entropy does not hold for \( \Phi'' \otimes \Phi'' \), and such that

\[
S_{\text{min}}(\Phi'' \otimes \Phi'') = 2 \log D - \chi^*(\Phi'' \otimes \Phi'').
\] (1.12)

where \( D \) is the dimension of the output space for \( \Phi'' \). Thus \( \Phi'' \) provides a counterexample for Conjecture 2, and

\[
\lim_{k \to \infty} \frac{1}{2k} \chi^*((\Phi'') \otimes 2^k) > \chi^*(\Phi'').
\] (1.13)

Therefore, the classical capacity of \( \Phi'' \) does not equal its Holevo capacity, and this provides a counterexample for Conjecture 1.

One key ingredient in the proof is the relative sizes of dimensions, namely \( n \gg d \gg 1 \), where \( n \) is the dimension of the input space, and \( d \) is the dimension of the environment. Recall that in the Stinespring representation a channel is viewed as a partial isometry from the input space \( \mathcal{H}_n \) to the product of output and environment spaces \( \mathcal{H}_{\text{out}} \otimes \mathcal{H}_{\text{env}} \), followed by a partial trace over the environment. The image of \( \mathcal{H}_n \) under the partial isometry is a subspace of dimension \( n \) sitting in the product \( \mathcal{H}_{\text{out}} \otimes \mathcal{H}_{\text{env}} \). Making the environment dimension \( d \) much smaller than the input dimension \( n \) should guarantee that with high probability this subspace will consist of almost maximally entangled states. For such states the output entropy will be close to the maximal possible value \( \log d \), and therefore the minimal entropy of the channel should also (hopefully) be close to \( \log d \). At the same time the product channel \( \Phi \otimes \bar{\Phi} \) sends the maximally entangled state into an output with one relatively large eigenvalue, and thus one might hope to find a gap between \( S_{\text{min}}(\Phi \otimes \bar{\Phi}) \) and \( S_{\text{min}}(\Phi) + S_{\text{min}}(\bar{\Phi}) \). Turning this vague notion into a proof requires considerable insight and ingenuity. In this paper we focus on the technical aspects of Hastings’ proof. Some of the estimates and inequalities derived in this paper are new, but all the main ideas and methods are taken from [12].

The paper is organized as follows. In Section 2 we define notation and make a precise statement of Hastings’ results. In Section 3 we present some background material on probability distributions for states and channels. In Section 4 we ‘walk through’ the proof of Hastings’ Theorem, stating results where needed and delineating the logic of the argument. In Section 5 we give the proofs of various results needed in Section 4 and elsewhere. Section 6 discusses different aspects of the proof and possible directions for further research. The Appendix contains the derivation of some estimates needed for the proof.


## 2 Notation and statement of results

We will mostly avoid Dirac bra and ket notation, although it will be used in Sections 5.1 and 5.5.

### 2.1 Notation

Let $\mathcal{M}_n$ denote the algebra of complex $n \times n$ matrices. The identity matrix will be denoted $I_n$, or just $I$. The set of states in $\mathcal{M}_n$ is defined as

$$\mathcal{S}_n = \{\rho \in \mathcal{M}_n : \rho = \rho^* \geq 0, \quad \text{Tr}\rho = 1\} \quad (2.1)$$

The set of unit vectors in $\mathbb{C}^n$ will be denoted

$$\mathcal{V}_n = \{z = (z_1, \ldots, z_n)^T \in \mathbb{C}^n : z^*z = \sum_{i=1}^n |z_i|^2 = 1\} \quad (2.2)$$

Every unit vector $z \in \mathcal{V}_n$ defines a pure state $\rho = zz^*$ satisfying $\rho^2 = \rho$. The set of unit vectors $\mathcal{V}_n$ is identified with the real $(2n-1)$-dimensional sphere $S^{2n-1}$, and hence carries a unique uniform probability measure which we denote $\sigma_n$.

The set of unitary matrices in $\mathcal{M}_n$ is denoted

$$\mathcal{U}(n) = \{U \in \mathcal{M}_n : UU^* = I\} \quad (2.3)$$

We will write $H_n$ for the normalized Haar measure on $\mathcal{U}(n)$.

A channel is a completely positive trace-preserving map $\Phi : \mathcal{M}_n \rightarrow \mathcal{M}_m$. Recall the definition of random unitary channel (1.10):

$$\Phi(\rho) = \sum_{i=1}^d w_i U_i \rho U_i^* \quad (2.4)$$

The set of all random unitary channels on $\mathcal{M}_n$ with $d$ summands will be denoted $\mathcal{R}_d(n)$. Given a channel $\Phi \in \mathcal{R}_d(n)$ the complementary or conjugate channel $\Phi^C : \mathcal{M}_n \rightarrow \mathcal{M}_d$ is defined by [16], [22]

$$\Phi^C(\rho) = \sum_{i,j=1}^d \sqrt{w_i w_j} \text{Tr}(\rho U_j^* U_i) \left| i \right\rangle \left\langle j \right| \quad (2.5)$$

As is well-known, for any input state $\rho$ the output states $\Phi(\rho)$ and $\Phi^C(\rho)$ are related by

$$\Phi(\rho) = \text{Tr}_2 W \rho W^*, \quad \Phi^C(\rho) = \text{Tr}_1 W \rho W^* \quad (2.6)$$

Here, $W : \mathbb{C}^n \rightarrow \mathbb{C}^{nd}$ is a partial isometry. Also $\text{Tr}_2$ denotes the partial trace over the state space of the environment, and $\text{Tr}_1$ denotes the partial trace over the state space of the system. When
\( \rho = zz^* \) is a pure state, the matrices \( \Phi(zz^*) \) and \( \Phi^C(zz^*) \) are partial traces of the same pure state, and thus have the same non-zero spectrum and the same entropy. Therefore \( S_{\text{min}}(\Phi) = S_{\text{min}}(\Phi^C) \). For the purposes of constructing the counterexample it is convenient to work with both \( \Phi \) and \( \Phi^C \). In particular, we are interested in the cases where \( W \) consists of rescaled unitary block matrices;

\[
W = \begin{pmatrix} \sqrt{w_1} U_1 \\ \vdots \\ \sqrt{w_d} U_d \end{pmatrix}
\]

(2.7)

Note that \( \sum_i w_i = 1 \) as \( W \) is a partial isometry. We define a measure on this subset of partial isometries, in Section 3.4, as the product of Haar measures and a particular measure on the simplex.

The complex conjugate channel \( \overline{\Phi} \) is defined by

\[
\overline{\Phi}(\rho) = \sum_{i=1}^d w_i U_i \rho U_i^\dagger = \sum_{i=1}^d w_i U_i^\dagger \rho U_i
\]

(2.8)

Again note that \( \Phi \) and \( \overline{\Phi} \) have identical minimum output entropies.

### 2.2 The main result

Following the work of Winter and Hayden [14], the counterexample is taken to be a product channel of the form \( \Phi \otimes \overline{\Phi} \) where \( \Phi \) is a random unitary channel. Hastings first proves the following universal upper bound for the minimum output entropy of such a product.

**Lemma 1** For any \( \Phi \in \mathcal{R}_d(n) \),

\[
S_{\text{min}}(\Phi \otimes \overline{\Phi}) \leq 2 \log d - \frac{\log d}{d}
\]

(2.9)

Lemma 1 will be proved in Section 5.1. The counterexample is found by proving the existence of a random unitary channel \( \Phi \) whose minimum output entropy is greater than one half of this upper bound, that is greater than \( \log d - \log d/2d \). For such a channel it will follow that

\[
S_{\text{min}}(\Phi \otimes \overline{\Phi}) \leq 2 \log d - \frac{\log d}{d}
\]

(2.10)

\[
< 2S_{\text{min}}(\Phi) \quad \text{(2.11)}
\]

\[
= S_{\text{min}}(\Phi) + S_{\text{min}}(\overline{\Phi}) \quad \text{(2.12)}
\]

and this will provide the counterexample to Conjecture 3. Hastings [12] proved the existence of such channels using a combination of probabilistic arguments and estimates involving the distribution of the reduced density matrix of a random pure state. The next Theorem is a precise statement of Hastings’ result.
Theorem 2 There is $h_{\text{min}} < \infty$, such that for all $h > h_{\text{min}}$, all $d$ satisfying $d \log d \geq h$, and all $n$ sufficiently large, there is $\Phi \in \mathcal{R}_d(n)$ satisfying

$$S_{\text{min}}(\Phi) > \log d - \frac{h}{d}$$

By taking $d$ large enough so that $2h_{\text{min}} < \log d$, we deduce from Theorem 2 that there is a channel $\Phi$ satisfying

$$S_{\text{min}}(\Phi) > \log d - \frac{\log d}{2d}$$

and this establishes the existence of counterexamples for Conjecture 3. In fact the proof will show that as $d, n \to \infty$, the probability that a randomly chosen channel in $\mathcal{R}_d(n)$ will satisfy the bound (2.13) approaches one.

It would be interesting to determine the set of integers $(n, d)$ for which there are random unitary channels in $\mathcal{R}_d(n)$ violating additivity, and in particular to find the smallest dimensions which allow violations, as well as the size of the largest possible violation. Following this line of reasoning we define

$$d_{\text{min}} = \inf \left\{ d : \exists n, \exists \Phi \in \mathcal{R}_d(n) \text{ s.t. } S_{\text{min}}(\Phi) > \log d - \frac{\log d}{2d} \right\}$$

$$n_{\text{min}} = \inf \left\{ n : \exists d, \exists \Phi \in \mathcal{R}_d(n) \text{ s.t. } S_{\text{min}}(\Phi) > \log d - \frac{\log d}{2d} \right\}$$

$$\Delta S_{\text{max}} = \sup_{n,d} \sup_{\Phi \in \mathcal{R}_d(n)} \left( S_{\text{min}}(\Phi) + S_{\text{min}}(\Phi) - S_{\text{min}}(\Phi \otimes \Phi) \right)$$

(2.15)

The next result gives some bounds on these quantities.

Proposition 3

$$d_{\text{min}} < 3.9 \times 10^4$$

$$n_{\text{min}} < 7.8 \times 10^{32}$$

$$\Delta S_{\text{max}} > 9.5 \times 10^{-6}$$

Proposition 3 will be proved in Section 4.6. The bounds in Proposition 3 are surely not optimal, however they may indicate the delicacy of the non-additivity effect for this class of channels. It would certainly be interesting to tune the estimates in this paper in order to improve the bounds in Proposition 3 or even better to find a different class of channels where the effect is larger.

3 Background on random states and channels

As mentioned above, the proof of Theorem 2 relies on probabilistic arguments, involving distributions of pure states and random unitary channels. The next sections explain the distributions which play a role in the proof.
3.1 Probability distributions for states

Recall that $\mathcal{V}_n$ is the set of unit vectors in $\mathbb{C}^n$. This set carries a natural uniform measure $\sigma$, namely the uniform measure on the (real) $(2n - 1)$-dimensional sphere. If $\mathbb{C}^d = \mathbb{C}^d \otimes \mathbb{C}^n$ is a product space, then a unit vector $z \in \mathcal{V}_dn$ can be written as a $n \times d$ matrix $M$, with entries

$$M_{ij}(z) = z_{(i-1)d+j}, \quad i = 1, \ldots, n, \; j = 1, \ldots, d \quad (3.1)$$

satisfying $\text{Tr} M^* M = \sum_{ij} |z_{ij}|^2 = 1$. Define the map $G : \mathcal{V}_dn \to M_d$ by

$$G(z) = M(z)^* M(z) \quad (3.2)$$

It follows that $G(z) \geq 0$ and $\text{Tr} G(z) = 1$, and hence the image of $G$ lies in $S_d$ (the set of $d$-dimensional states). Since $z$ is a random vector (with distribution $\sigma$) it follows that $G(z)$ is a $S_d$-valued random variable, or more simply a random state. Its distribution has been studied in many other contexts (see for example [13]) and it plays a key role in the proof here.

3.2 Probability distributions on the simplex $\Delta_d$

Let $\Delta_d$ denote the simplex of $d$-dimensional probability distributions:

$$\Delta_d = \{(x_1, \ldots, x_d) \subset \mathbb{R}^d : x_i \geq 0, \sum_{i=1}^d x_i = 1\} \quad (3.3)$$

We define below three different probability distributions on $\Delta_d$. One is the uniform measure inherited from $\mathbb{R}^d$, and the others are defined by the diagonal entries and the eigenvalues of $G(z)$ where $z$ is a random unit vector in $\mathcal{V}_dn$.

**Uniform distribution** The simplex $\Delta_d$ carries a natural measure inherited from Lebesgue measure on $\mathbb{R}^d$: this is conveniently written as

$$\delta \left( \sum_{i=1}^d w_i - 1 \right) dw_1 \ldots dw_d = \delta \left( \sum_{i=1}^d w_i - 1 \right) [dw] \quad (3.4)$$

where $\delta(\cdot)$ is the Dirac $\delta$-function. Integrals with respect to this measure can be evaluated by introducing local coordinates on $\mathbb{R}^d$ in a neighborhood of $\Delta_d$. In particular the volume of $\Delta_d$ with respect to the measure (3.4) can be computed:

$$\int_{\Delta_d} \delta \left( \sum_{i=1}^d w_i - 1 \right) [dw] = \frac{1}{(d-1)!} \quad (3.5)$$

**Diagonal distribution $\nu_{d,n}$** Let $z \in \mathcal{V}_dn$ be a random unit vector in $\mathbb{C}^n \otimes \mathbb{C}^d$. The joint distribution of the diagonal entries $(G_{11}(z), \ldots, G_{dd}(z))$ will be denoted $\nu_{d,n}$. It is possible to find an explicit
formula for the density of $\nu_{d,n}$, however we will not need it in this paper. It is sufficient to note that a collection of $d$ random variables $Y_1, \ldots, Y_d$ have the joint distribution $\nu_{d,n}$ if and only if they can be written as

$$Y_j = \sum_{i=1}^{n} |z_{ij}|^2, \quad j = 1, \ldots, d \quad (3.6)$$

where $\{z_{ij}\}$ are the components of a uniform random vector on the unit sphere in $\mathbb{C}^n \otimes \mathbb{C}^d$. We come back to this problem in Section 5.3.

**Eigenvalue distribution $\mu_{d,n}$** As noted above the eigenvalues of $G(z)$ are non-negative and sum to one.\(^1\) However the eigenvalues are not ordered and so define a map not into $\Delta_d$ but rather into the quotient $\Delta_d/\Sigma_d$ where $\Sigma_d$ is the symmetric group. Thus when $z \in \mathcal{V}_{dn}$ is a random vector the eigenvalues of $G(z)$ are $\Delta_d/\Sigma_d$-valued random variables. However it is convenient to use a joint density for the eigenvalue distribution on $\Delta_d$, with the understanding that it should be evaluated only on events which are invariant under $\Sigma_d$. This density is known explicitly [21], [29]: for any event $A \subset \Delta_d$

$$\mu_{d,n}(A) = Z(n,d)^{-1} \int_A \prod_{1 \leq i < j \leq d} (w_i - w_j)^2 \prod_{i=1}^{d} w_i^{n-d} \delta \left( \sum_{i=1}^{d} w_i - 1 \right) [dw] \quad (3.7)$$

where $Z(n,d)$ is a normalization factor. The distribution $\mu_{d,n}$ plays an essential role in the proof of Theorem 2. Explicit expressions for $Z(n,d)$ are known [29]. In Appendix A we derive the following bound: for $n$ sufficiently large,

$$Z(n,d)^{-1} \leq n^{d^2} d^{d(n-d)} \quad (3.8)$$

### 3.3 Estimates for $\mu_{d,n}$

Define the function

$$F(x) = -\log x + x - 1 \quad (3.9)$$

**Lemma 4** For all $d$, for $n$ sufficiently large, and for any event $A \subset \Delta_d$,

$$\mu_{d,n}(A) \leq \int_A \exp \left[ d^2 \log n - (n-d) \sum_{i=1}^{d} F(dw_i) \right] \delta \left( \sum_{i=1}^{d} w_i - 1 \right) [dw] \quad (3.10)$$

This Lemma will be proved in Section 5.2. Using (3.5) we immediately get the following bound.

---

\(^1\) $G(z)$ gives the complex Wishart matrix when $z \in \mathbb{C}^n \otimes \mathbb{C}^d$ with each entry $z_{ij}$ being IID complex normal distribution. The eigenvalue distribution was shown to be proportional to $\prod_{1 \leq i < j \leq d}(w_i - w_j)^2 \prod_{i=1}^{d} w_i^{n-d}[dw]$, for example, in [5].
Corollary 5 For all $d$, for $n$ sufficiently large, and for any event $A \subset \Delta_d$,
\[
\mu_{d,n}(A) \leq \exp \left[ d^2 \log n - \log(d-1)! - (n-d) \inf_{w \in A} \sum_{i=1}^{d} F(dw_i) \right] \quad (3.11)
\]
Note that $F(x)$ is convex, and also $F(1) = F'(1) = 0$. The Taylor expansion around 1 gives
\[
F(1 + d\delta w) = \frac{1}{2} d^2 (\delta w)^2 + R \quad (3.12)
\]
where the remainder is
\[
R = -\frac{1}{3!} (1 + d\delta)^{-3} (d\delta w)^3. \quad (3.13)
\]
and $\delta$ is some value between 0 and $\delta w$. Note that $-1/d < \delta w < (d-1)/d$ as $0 \leq w \leq 1$. Also, $R > 0$ if $\delta w < 0$. When $\delta w > 0$
\[
0 > R > -\frac{1}{6} d^3 (\delta w)^3. \quad (3.14)
\]
Recall that $F(x) \geq 0$, so we have the bound $F(dw_i) \geq 0$ for all $i$. Thus feeding (3.12) into Corollary 5 gives the following estimate, which will be used in Section 5.4.

Corollary 6 For all $d$, for $n$ sufficiently large, and for any $i = 1, \ldots, d$,
\[
\mu_{d,n} \left\{ w : \left| w_i - \frac{1}{d} \right| \geq t \right\} \leq \exp \left[ d^2 \log n - \log(d-1)! - \frac{n-d}{2} d^2 t^2 + \frac{n-d}{6} d^3 t^3 \right] \quad (3.15)
\]

3.4 Probability distribution for random unitary channels

A random unitary channel (1.10) is determined by the coefficients $w_i$ and the unitary matrices $U_i$. Thus the set of random unitary channels $\mathcal{R}_d(n)$ is naturally identified with $\Delta_d \times U(n)^d$. Recall the distribution $\nu_{d,n}$ defined in Section 3.2 for the diagonal entries of $G(z)$, and the Haar measure $H_n$ defined on $U(n)$. We define the following product probability measure on $\mathcal{R}_d(n)$:
\[
\mathcal{P}_{d,n} = \nu_{d,n} \times H_n \times \cdots \times H_n \quad (3.16)
\]
where $H_n \times \cdots \times H_n$ is the $d$-fold product Haar measure on $U(n)^d$. Using the measure $\mathcal{P}_{d,n}$ on $\mathcal{R}_d(n)$ means that the unitaries $U_i$ are selected randomly and independently, while the coefficients $w_j$ have the joint distribution $\nu_{d,n}$, and thus can be written in the form (3.16) where $\{z_{ij}\}$ $(i = 1, \ldots, n; j = 1, \ldots, d)$ are the components of a random unit vector in $\mathcal{V}_{nd}$.

Recall the definition (2.5) of the conjugate channel. Define the map
\[
H : \mathcal{R}_d(n) \times \mathcal{V}_n \rightarrow \mathcal{M}_d, \quad (\Phi, z) \mapsto \Phi^c(zz^*) \quad (3.17)
\]
Recall the definition (3.2) of the map $G : \mathcal{V}_{dn} \rightarrow \mathcal{M}_d$. The following relation between the distributions $\mathcal{P}_{d,n}$, $\sigma_n$ and $\sigma_{dn}$ is crucial to the proof.
Lemma 7

\[ H^*(P_{d,n} \times \sigma_n) = G^*(\sigma_{dn}) \]  

(3.18)

Lemma 7 will be proved in Section 5.3. It implies that if \( \Phi \) is chosen randomly according to the measure \( P_{d,n} \) and \( z \) is chosen randomly and uniformly in \( \mathcal{V}_n \), then the eigenvalues of the matrix \( \Phi^C(zz^*) \) will have the distribution \( \mu_{d,n} \).

4 Proof of Theorem 2

The main idea of the proof is to isolate some properties of random unitary channels which are typical for large values \( n \) and \( d \). These properties will then be used to prove that large minimum output entropy is also typical for random unitary channels when \( n, d \) are large.

Recall that the environment dimension \( d \) will be chosen to be much smaller than the input dimension \( n \). As the identity (2.6) shows, selecting a channel in \( \mathcal{R}_d(n) \) corresponds to selecting a subspace of dimension \( n \) in the product space \( \mathbb{C}^n \otimes \mathbb{C}^d \). The structure of random bipartite subspaces was analyzed in the paper [13], and it was shown that in some circumstances most states in a randomly selected subspace will be close to maximally entangled. In such a situation the reduced density matrix of a randomly selected output state \( \Phi^C(zz^*) \) will be close to the maximally mixed state \( \frac{1}{d} I \), and hence its entropy will be close to \( \log d \). Although this observation plays an essential role in Hastings’ proof, the methods used in [13] do not directly yield the bounds needed.

4.1 Definition of the typical channel

A channel \( \Phi \) will be called typical if \( \Phi^C \) maps at least one half of input states into a small ball centered at the maximally mixed output state \( \frac{1}{d} I \). The size of the small ball in question involves a numerical parameter \( b \) and is defined as follows:

\[ B_d(n) = \left\{ \rho \in \mathcal{S}_d : \left\| \rho - \frac{1}{d} I \right\|_\infty \leq b \sqrt{\frac{\log n}{n}} \right\} \]  

(4.1)

Definition 8 A random unitary channel \( \Phi \) is called typical if with probability at least \( 1/2 \) a randomly chosen input state is mapped by \( \Phi^C \) into the set \( B_d(n) \). The set of typical channels is denoted \( T \):

\[ T = \left\{ \Phi : \sigma_n \left( z : \Phi^C(zz^*) \in B_d(n) \right) \geq 1/2 \right\} \]  

(4.2)

As the next result shows, for large \( n \) most channels are typical.

Lemma 9 For every \( b > \sqrt{3} \) there is \( \alpha > 0 \) such that for \( n \) sufficiently large, and for all \( d \)

\[ P_{d,n}(T^c) \leq \frac{2d}{(d-1)!} \exp[-\alpha d^2 \log n] \]  

(4.3)
Thus if $b > \sqrt{3}$, then as $n \to \infty$ with high probability a randomly chosen channel will lie in the set $T$. In particular $P_{d,n}(T^c) < 1$ for $n$ sufficiently large. The number $\alpha$ can be chosen to satisfy

$$\alpha = \frac{b^2(n - d)}{3n} - 1 \quad (4.4)$$

The dimension $n$ must be large enough so that the right side of (4.4) is positive, and also so that $n \geq b^2d^2 \log n$ (this is a technical condition needed in the proof, see Section 5.4).

The second property of a typical channel $\Phi$ is the existence of a ‘tube’ of output states surrounding $\Phi^C(zz^*)$ for every input state $z \in V_n$. This property is used to eliminate the possibility of isolated output states with low entropy: if for some $z$ the output entropy $S(\Phi^C(zz^*))$ is small, then there is a nonzero fraction of input states whose outputs also have low entropy. In order to define the tube we first construct a line segment $Y(\rho)$ pointing from a general state $\rho$ toward the maximally mixed state $I/d$. The length of the segment depends on a parameter $\gamma$, which satisfies $0 < \gamma < 1$:

$$Y(\rho) = \left\{ r\rho + (1 - r)\frac{1}{d}I : \gamma \leq r \leq 1 \right\} \quad (4.5)$$

The tube at $\rho$ is defined to be the set of states which lie within a small distance of the set $Y(\rho)$, and thus form a thickened line segment pointing from $\rho$ toward the maximally mixed state. The definition of ‘small’ here depends on the size of the ball $B_d(n)$, and also on another numerical parameter $t$.

**Definition 10** Let $\rho \in S_d$, then the Tube at $\rho$ is defined as

$$\text{Tube}(\rho) = \left\{ \theta \in S_d : \text{dist}(\theta, Y(\rho)) \leq t \sqrt{\frac{d \log n}{n}} \right\}, \quad \text{dist}(\theta, Y(\rho)) = \inf_{\tau \in Y(\rho)} \|\theta - \tau\|_\infty \quad (4.6)$$

The next result shows that for a channel $\Phi$ in the typical set $T$, and for any state $\rho = \Phi^C(zz^*)$ in the image of $\Phi^C$, there is a uniform lower bound for the probability that a randomly chosen state belongs to the tube at $\rho$. As explained before, this means that an output state $\Phi^C(zz^*)$ cannot be too isolated from the other output states.

**Lemma 11** For all $d \geq 3$ there is $\beta > 0$ such that for $n$ sufficiently large, for all $t \geq b + 4$, and for all $\Phi \in T$ and $\rho \in \text{Im}(\Phi^C)$,

$$\sigma_n \left( z : \Phi^C(zz^*) \in \text{Tube}(\rho) \right) \geq \beta \left( 1 - \gamma \right)^{n-1} \quad (4.7)$$

Lemma 11 will be proved in Section 5.5. The number $\beta$ is given by the following expression:

$$\beta = \frac{1}{2} - (d^2 + 2) \left( 1 - \frac{d \log d}{n} \right)^{n-1} \quad (4.8)$$

It can be easily seen that for all $d \geq 3$ the right side of (4.8) is positive for $n$ sufficiently large.
4.2 Definition of the low-entropy events $E$

Define the set of channels whose minimum output entropy does not satisfy our requirements for a violation:

$$C_{d,n} = \left\{ \Phi \in \mathcal{R}_d(n) : S_{\text{min}}(\Phi) \leq \log d - \frac{h}{d} \right\} \quad (4.9)$$

The goal is to show that for $d, n$ and $h$ sufficiently large we have $\mathcal{P}_{d,n}(C_{d,n}) < 1$, implying that $\mathcal{P}_{d,n}(C_{d,n}^c) > 0$, and thus that there exist random unitary channels with $S_{\text{min}}(\Phi) > \log d - h/d$. The proof will hold for all $h, d$ sufficiently large, and thus by taking $\log d \geq 2h$ this will provide a counterexample to additivity. The method is to find useful upper and lower bounds for the probability of a particular event $E$ in $\mathcal{R}_d(n) \times \mathcal{V}_n$. The event $E$ is chosen to contain all the pairs $(\Phi, z)$ where $\Phi^C(zz^*)$ lies in a tube connected to a state of low entropy. This set of tubes is defined by

$$J = \bigcup_{\rho} \left\{ \text{Tube}(\rho) : S(\rho) \leq \log d - \frac{h}{d} \right\} \quad (4.10)$$

Then the main event of interest for us is the following subset of $\mathcal{R}_d(n) \times \mathcal{V}_n$:

$$E = \{ (\Phi, z) : \Phi^C(zz^*) \in J \} = H^{-1}(J) \quad (4.11)$$

where $H$ is the map defined in (3.17). The proof will proceed by proving upper and lower bounds for the probability of $E$, that is $(\mathcal{P}_{d,n} \times \sigma_n)(E)$. These bounds will hold for any $0 < \gamma < 1$; the parameter $\gamma$ will be ‘tuned’ at the end in order to derive an estimate for the minimal size $h_{\text{min}}$ needed for the counterexample. As noted the construction works for any values of the parameters $b, t$ satisfying $b > \sqrt{3}$ and $t \geq b + 4$. The sizes of $b$ and $t$ do not play a crucial role, and they can be set to the values $b = 2$ and $t = 6$ without changing anything in the proof.

4.3 The upper bound for $\text{Prob}(E)$

Note that by Lemma [7]

$$\left( \mathcal{P}_{d,n} \times \sigma_n \right)(E) = \left( \mathcal{P}_{d,n} \times \sigma_n \right)(H^{-1}(J)) = \left( H^* \mathcal{P}_{d,n} \times \sigma_n \right)(J) = G^*(\sigma_{dn})(J) \quad (4.12)$$

Let $\rho$ be a fixed state in the set of tubes $J$. Then by definition there is a state $\tau \in \mathcal{S}_d$ with low entropy such that $\rho$ lies in the tube at $\tau$. Thus for some $r$ satisfying $\gamma \leq r \leq 1$

$$\left\| \rho - \left( r\tau + (1 - r)\frac{1}{d}I \right) \right\|_{\infty} \leq t \sqrt{\frac{d \log n}{n}}, \quad S(\tau) \leq \log d - \frac{h}{d} \quad (4.13)$$

Letting $q_i, p_i$ denote the eigenvalues of $\rho, \tau$ respectively, it follows that

$$q_i = rp_i + (1 - r)\frac{1}{d} + \epsilon_i, \quad i = 1, \ldots, d \quad (4.14)$$
where \( p_i, \epsilon_i \) satisfy

\[
- \sum_i p_i \log p_i \leq \log d - \frac{h}{d}, \quad \sum_i \epsilon_i = 0 \tag{4.15}
\]

Weyl’s inequality and (4.13) imply that

\[
|\epsilon_i| \leq t \sqrt{\frac{d \log n}{n}} \tag{4.16}
\]

The entropy condition (4.15) can be written as

\[
\sum_{i=1}^d p_i d \log(p_i d) = \sum_{i=1}^d \left( p_i d \log(p_i d) - p_i d + 1 \right) \geq h \tag{4.17}
\]

Define the function

\[
f(x) = x \log x - x + 1 \tag{4.18}
\]

**Lemma 12**

\[
\sup_{x \geq 0, \gamma \leq r \leq 1} \frac{f(x)}{f(rx + 1 - r)} = \frac{f(0)}{f(1 - \gamma)} = \frac{1}{f(1 - \gamma)} \tag{4.19}
\]

Lemma 12 will be proved in Section 5.6. Recall (4.14) and define

\[
z_i = q_i - \epsilon_i = rp_i + (1-r)\frac{1}{d} \tag{4.20}
\]

Then Lemma 12 implies that for each \( i = 1, \ldots, d \),

\[
p_i d \log(p_i d) - p_i d + 1 = f(p_i d) \leq \frac{1}{f(1 - \gamma)} f(z_i d) \tag{4.21}
\]

Therefore from (4.17) it follows that

\[
\sum_{i=1}^d \left( z_i d \log(z_i d) - z_i d + 1 \right) = \sum_{i=1}^d f(z_i d) \geq hf(1 - \gamma) \tag{4.22}
\]

We will use the Fannes inequality [8, 4] to bound the difference between the entropies of \( z_i \) and \( q_i \):

\[
- \sum z_i \log z_i + \sum q_i \log q_i \leq \epsilon_m (\log d + \log \frac{1}{\epsilon_m}) \tag{4.23}
\]
where

\[ \epsilon_m = \sum_{i=1}^{d} |z_i - q_i| = \sum_{i=1}^{d} |\epsilon_i| \leq t d \sqrt{\frac{d \log n}{n}} \quad (4.24) \]

Define

\[ \eta = d \epsilon_m (\log d + \log \frac{1}{\epsilon_m}) \quad (4.25) \]

Note that for all \( d \) and \( t \), \( \epsilon_m \to 0 \) as \( n \to \infty \), and hence also \( \eta \to 0 \) as \( n \to \infty \). From (4.23) and (4.22) we deduce

\[ \sum_{i=1}^{d} f(q_i d) \geq h f(1 - \gamma) - \eta \quad (4.26) \]

To summarize what we have shown so far: if \( \rho \in J \) has eigenvalues \( (q_1, \ldots, q_d) \) then (4.26) holds. Thus we may upper bound the probability (4.12) by the probability of the state \( \rho \) satisfying the inequality (4.26). Since this event depends only on the eigenvalues of \( \rho \), we obtain

\[ G^*(\sigma_{dn})(J) \leq \mu_{d,n}\left\{ q : \sum_{i=1}^{d} f(q_i d) > h f(1 - \gamma) - \eta \right\} \quad (4.27) \]

This probability is estimated using the bound (3.11): given a positive number \( x \leq d \log d \), define

\[ M_d(x) = \inf_{q \in \Delta_d} \left\{ \sum_{i=1}^{d} F(q_i d) : \sum_{i=1}^{d} f(q_i d) \geq x \right\} \quad (4.28) \]

where \( F(x) = -\log x + x - 1 \) as defined in (3.9). Then from (4.27) and (3.11) we deduce

\[ (\mathcal{P}_{d,n} \times \sigma_n)(E) = G^*(\sigma_{dn})(J) \leq \exp \left[ d^2 \log n - \log(d-1)! - (n-d)M_d(h f(1 - \gamma) - \eta) \right] \quad (4.29) \]

The next Lemma gives a lower bound for \( M_d(x) \) which is not optimal but is sufficient for our purposes.

**Lemma 13** The function \( M_d(x) \) is increasing. Suppose that \( 2e^2 \leq x \leq d \log d \). Then

\[ M_d(x) \geq \log(x - 1) - \log(2e^2 - 1) \quad (4.30) \]

Lemma 13 will be proved in Section 5.7. Applying (4.30) to (4.29) gives

\[ (\mathcal{P}_{d,n} \times \sigma_n)(E) \leq \exp \left[ d^2 \log n - \log(d-1)! - (n-d) \log \left( \frac{h f(1 - \gamma) - \eta - 1}{2e^2 - 1} \right) \right] \quad (4.31) \]

where \( h \) is assumed to satisfy the bounds

\[ 2e^2 \leq h f(1 - \gamma) - \eta \leq d \log d \quad (4.32) \]
4.4 The lower bound for \( \text{Prob}(E) \)

First we write

\[
(P_{d,n} \times \sigma_n)(E) = E_{\Phi}[\sigma_n(z : \Phi^C(zz^*) \in J)] \geq E_{\Phi}[1_{C_{d,n} \cap T} \sigma_n(z : \Phi^C(zz^*) \in J)]
\]

where \( E_{\Phi} \) denotes expectation over \( R_d(n) \) with respect to the measure \( P_{d,n} \), and \( 1_{C_{d,n} \cap T} \) is the characteristic function of the event \( C_{d,n} \cap T \). Given that \( \Phi \in C_{d,n} \) there is a state \( v \in \mathbb{C}^n \) such that

\[
S(\Phi^C(vv^*)) \leq \log d - \frac{h}{d}
\]

(4.33)

Since \( \text{Tube}(\Phi^C(vv^*)) \subset J \) it follows that

\[
(P_{d,n} \times \sigma_n)(E) \geq E_{\Phi}[1_{C_{d,n} \cap T} \sigma_n(z : \Phi^C(zz^*) \in \text{Tube}(\Phi^C(vv^*)))]
\]

(4.34)

Applying Lemma 11 to (4.34) gives

\[
(P_{d,n} \times \sigma_n)(E) \geq \beta \left( 1 - \gamma \right)^{n-1} E_{\Phi}[1_{C_{d,n} \cap T}]
\]

(4.35)

\[
= \beta \left( 1 - \gamma \right)^{n-1} P_{d,n}(C_{d,n} \cap T)
\]

(4.36)

\[
\geq \beta \left( 1 - \gamma \right)^{n-1} (P_{d,n}(C_{d,n}) - P_{d,n}(T^c))
\]

(4.37)

4.5 Combining the bounds for \( \text{Prob}(E) \) and finishing the proof

Putting together the upper and lower bounds for \( (P_{d,n} \times \sigma_n)(E) \) and using Lemma 9 produces the following bound: for all \( d \geq 3 \), for all \( b > \sqrt{3} \) and \( t \geq b + 4 \), for all \( 0 < \gamma < 1 \), for \( h, d \) satisfying \( (4.32) \), and for \( n \) sufficiently large

\[
P_{d,n}(C_{d,n}) \leq P_{d,n}(T^c) + \frac{1}{\beta} \left( \frac{1}{1 - \gamma} \right)^{n-1} (P_{d,n} \times \sigma_n)(E)
\]

\[
\leq \frac{2d}{(d-1)!} \exp[-\alpha d^2 \log n] + \frac{1}{\beta} \left( \frac{1}{1 - \gamma} \right)^{n-1} \exp[d^2 \log n - \log(d-1)! - (n - d) \log \tilde{h}]
\]

\[
= \frac{2d}{(d-1)!} \exp[-\alpha d^2 \log n]
\]

\[
+ \frac{1 - \gamma}{\beta(d-1)!} \exp[d^2 \log n + d \log \tilde{h} - n \log(1 - \gamma)\tilde{h}]
\]

(4.38)

where \( \tilde{h} = hf(1 - \gamma) - \eta - 1)/(2e^2 - 1) \). Define

\[
h_{\min} = \frac{2e^2 - \gamma}{(1 - \gamma)f(1 - \gamma)}
\]

(4.39)
(note that \( h_{\text{min}} \) satisfies the lower bound in (4.32)). As \( n \to \infty \) the parameter \( \eta \) approaches zero, and therefore for \( h > h_{\text{min}} \) the second term on the right side of (4.38) is controlled by the factor
\[
\exp \left[ -n \log \left( \frac{(1 - \gamma)(hf(1 - \gamma) - 1)}{2e^2 - 1} \right) \right] = \left( \frac{hf(1 - \gamma) - 1}{h_{\text{min}}f(1 - \gamma) - 1} \right)^{-n} \tag{4.40}
\]
The first factor on the right side of (4.38) approaches zero as \( n \to \infty \), therefore (4.40) implies that for \( h > h_{\text{min}} \),
\[
P_{d,n}(C_{d,n}) \to 0 \quad \text{as} \quad n \to \infty \tag{4.41}
\]

Summary and conclusion: We have shown that for any \( 0 < \gamma < 1 \), for \( h > h_{\text{min}} \) as defined in (4.39), for any \( b > \sqrt{3} \) and \( t \geq b + 4 \), for any \( d \geq 3 \) satisfying \( d \log d > hf(1 - \gamma) \) (this comes from the second inequality in (4.32)), there is \( N < \infty \) such that for all \( n \geq N \) we have \( P_{d,n}(C_{d,n}) < 1 \). In this case we also have \( P_{d,n}(C_{d,n}^c) > 0 \), and thus a guarantee that the set \( C_{d,n}^c \) is non-empty. Referring to (4.9), this means that there exists a random unitary channel \( \Phi \) such that
\[
S_{\text{min}}(\Phi) > \log d - \frac{h}{d} \tag{4.42}
\]

4.6 Optimizing the bounds for \( \text{Prob}(E) \) and the proof of Proposition 3

First consider the value \( h_{\text{min}} \) defined in (4.39). Varying \( \gamma \) shows that the right side achieves its minimum value at \( \gamma = 0.72 \). In order to achieve a counterexample we need \( \log d \geq 2h \), so this implies the existence of counterexamples for all \( d \geq d_0 \) with
\[
d_0 = \exp[2h_{\text{min}} + 1] \simeq \exp[276] \tag{4.43}
\]

In order to get a better estimate of \( d_{\text{min}} \), we return to the bound (4.29) and look for the smallest value of \( d \) satisfying
\[
M_d \left( \frac{f(1 - \gamma)}{2} \log d \right) + \log(1 - \gamma) > 0 \tag{4.44}
\]
For \( n \) sufficiently large this will yield a counterexample. This is a straightforward numerical problem: for each \( \gamma \) we find the smallest \( d \) so that
\[
- \log(1 - \gamma) < \inf_{z > 1} \left\{ - \log z - (d - 1) \log \frac{d - z}{d - 1} : z \log z + (d - z) \log \frac{d - z}{d - 1} = \frac{f(1 - \gamma)}{2} \log d \right\} \tag{4.45}
\]
and then minimize over \( \gamma \). The solution occurs at \( \gamma = 0.762 \) and yields \( d_0 = 38578 \). This also proves the first statement in Proposition 3.
For the second statement we estimate the smallest value of \( n \) which yields \( P_{d,n}(C_{d,n}) < 1 \). Using the values \( b = 2, t = 6, \gamma = 0.762, \) and with \( d = 50,000 \), crude numerical estimates show that we can achieve this with \( n = d^7 \). This proves the second statement in Proposition 3.

For the third statement, we note from Lemma 1 that for any random unitary channel \( \Phi \)

\[
\Delta S_{\text{max}} \geq 2S_{\text{min}}(\Phi) - 2\log d + \frac{\log d}{d} \tag{4.46}
\]

Thus for every \( \Phi \in C_{d,n}^c \) we have

\[
\Delta S_{\text{max}} \geq \frac{\log d - 2h}{d} \tag{4.47}
\]

For a fixed value \( h \), the right side of (4.47) achieves its maximum value when

\[
d = \lfloor \exp(2h + 1) \rfloor,
\]

and this maximum value is \( \frac{1}{d} \). Numerical calculation shows that we can achieve \( M_d(f(1-\gamma)h) + \log(1-\gamma) > 0 \) using the values \( \gamma = 0.762, h = \log(38590)/2 \) and \( d = \lfloor \exp(2h + 1) \rfloor \), and then \( \frac{1}{d} \) yields the lower bound for \( \Delta S_{\text{max}} \) stated in Proposition 3.

5 Proofs of Lemmas

5.1 Proof of Lemma 1

First, note that for any unit vectors \( \{|\psi_k\rangle\} \) and probability distribution \( \{p_k\} \),

\[
S \left( \sum_k p_k |\psi_k\rangle \langle \psi_k| \right) \leq -\sum_k p_k \log p_k. \tag{5.1}
\]

Let \( |\hat{\psi}\rangle \) be the maximally entangled state. Then

\[
(\Phi \otimes \Phi)(|\hat{\psi}\rangle \langle \hat{\psi}|) = \sum_{i,j=1}^d w_iw_j U_i \otimes \overline{U_j} |\hat{\psi}\rangle \langle \hat{\psi}| U_i^* \otimes U_j^T
\]

\[
= \left( \sum_{i=1}^d w_i^2 \right) |\hat{\psi}\rangle \langle \hat{\psi}| + \sum_{i \neq j} w_iw_j U_i \otimes \overline{U_j} |\hat{\psi}\rangle \langle \hat{\psi}| U_i^* \otimes U_j^T \tag{5.3}
\]

where we used the identity \( U_i \otimes \overline{U_i} |\psi\rangle \langle \psi| U_i^* \otimes U_i^T = |\hat{\psi}\rangle \langle \hat{\psi}| \) for all \( i \). Hence,

\[
S \left( (\Phi \otimes \Phi)(|\hat{\psi}\rangle \langle \hat{\psi}|) \right) \leq -\left( \sum_{i=1}^d w_i^2 \right) \log \left( \sum_{i=1}^m w_i^2 \right) - \sum_{i \neq j} w_iw_j \log(w_iw_j). \tag{5.4}
\]

Write \( p = \sum_{i=1}^d w_i^2 \) and then \( \sum_{i \neq j} w_iw_j = 1 - p \). Hence

\[
S \left( (\Phi \otimes \Phi)(|\hat{\psi}\rangle \langle \hat{\psi}|) \right) \leq -p \log p + \sup \left\{ -\sum_{k=1}^{d^2-d} v_k \log v_k : v_k \geq 0, \sum_{k=1}^{d^2-d} v_k = 1 - p \right\} \tag{5.5}
\]
The supremum on the right side of (5.5) is achieved with \( v_k = (1 - p)/(d^2 - d) \) for all \( k \), hence
\[
S \left( (\Phi \otimes \Phi)(|\hat{\psi}\rangle\langle\hat{\psi}|) \right) \leq h(p) = -p \log p - (1 - p) \log \left( \frac{1 - p}{d^2 - d} \right),
\]
(5.6)
where \( 1/d \leq p \leq 1 \). However,
\[
h'(p) = -\log p + \log(1 - p) - \log(d^2 - d) = -\log(pd) + \log \left( \frac{1 - p}{d - 1} \right) < 0
\]
(5.7)
for all \( d \). This implies that the above upper bound \( h(p) \) is maximized when \( p = 1/d \) and the maximum is
\[
\frac{1}{d} \log d + \left( 1 - \frac{1}{d} \right) \log(d^2) = 2 \log d - \frac{1}{d} \log d.
\]
(5.8)

### 5.2 Proof of Lemma 4

By dropping the terms \((w_i - w_j)^2\) in (3.7) we get
\[
\mu_{d,n}(A) \leq Z(n, d)^{-1} \int_A \prod_{i=1}^d w_i^{n-d} \delta \left( \sum_{i=1}^d w_i - 1 \right) [dw]
\]
(5.9)
Applying (3.8) to (5.9) leads to
\[
\mu_{d,n}(A) \leq \int_A \exp[d^2 \log n + (n - d) \sum_{i=1}^d \log(dw_i)] \delta \left( \sum_{i=1}^d w_i - 1 \right) [dw]
\]
(5.10)
Noting that
\[
\sum_{i=1}^d F(dw_i) = -\sum_{i=1}^d \log(dw_i)
\]
(5.11)
the result follows.

### 5.3 Proof of Lemma 7

For any event \( A \subset M_d \),
\[
H^*(\mathcal{P}_{d,n} \times \sigma_n)(A) = (\mathcal{P}_{d,n} \times \sigma_n)(H^{-1}(A))
= \int d\sigma_n(z) \mathcal{P}_{d,n} \{ \Phi : \Phi^C(zz^*) \in A \}
\]
(5.12)
A random unitary channel \( \Phi \) is determined by the coefficients \( \{ w_1, \ldots, w_d \} \) and the unitary matrices \( \{ U_1, \ldots, U_d \} \). Given a unitary matrix \( V \) define the transformation \( T_V : \mathcal{R}_d(n) \to \mathcal{R}_d(n) \) by
\[
T_V : \{ w_1, \ldots, w_d; U_1, \ldots, U_d \} \to \{ w_1, \ldots, w_d; U_1V, \ldots, U_dV \}
\]
(5.13)
The measure $\mathcal{P}_{d,n} = \nu_{d,n} \times H_n \times \cdots \times H_n$ contains the product of $d$ independent copies of Haar measure $H_n$ on the group $U_n$. Since Haar measure is invariant under group multiplication, for any event $C \subset \mathcal{R}_d(n)$ we have

$$
\mathcal{P}_{d,n}(C) = \int_C \nu_{d,n}(w_1, \ldots, w_d) \, dH_n(U_1) \cdots dH_n(U_n)
= \int_{T_V(C)} \nu_{d,n}(w_1, \ldots, w_d) \, dH_n(U_1) \cdots dH_n(U_n)
= \mathcal{P}_{d,n}(T_V(C))
$$

(5.14)

Thus in particular for any $z \in V_n$,

$$
\mathcal{P}_{d,n}\left\{ \Phi : \Phi^C(zz^*) \in A \right\} = \mathcal{P}_{d,n}\left\{ \Phi : \Phi^C(Vz(Vz)^*) \in A \right\}
$$

(5.15)

Since $U_n$ acts transitively on $V_n$, (5.15) shows that the probability is independent of $z$. Hence from (5.12) we obtain that for any fixed $z_0 \in V_n$,

$$
H^*(\mathcal{P}_{d,n} \times \sigma_n)(A) = \mathcal{P}_{d,n}\left\{ \Phi : \Phi^C(z_0z_0^*) \in A \right\}
$$

(5.16)

For a given channel $\Phi$ the $d \times d$ matrix $\Phi^C(z_0z_0^*)$ can be written in terms of a $n \times d$ matrix $K(\Phi)$ as follows:

$$
\Phi^C(z_0z_0^*) = K(\Phi)^*K(\Phi), \quad K(\Phi) = (\sqrt{w_1} v_1 \cdots \sqrt{w_d} v_d)
$$

(5.17)

where for $i = 1, \ldots, d$

$$
v_i = U_i z_0
$$

(5.18)

Thus (5.16) can be written as

$$
H^*(\mathcal{P}_{d,n} \times \sigma_n)(A) = \mathcal{P}_{d,n}\left\{ \Phi : K(\Phi)^*K(\Phi) \in A \right\}
$$

(5.19)

Recall from (3.2) that $G(z) = M(z)^*M(z)$ where $z \in V_{nd}$ and where the $n \times d$ matrix $M(z)$ has entries

$$
M_{ij}(z) = z_{(i-1)d+j}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, d
$$

(5.20)

It follows that for any event $A \subset \mathcal{M}_d$,

$$
G^*(\sigma_{dn})(A) = \sigma_{dn}\left\{ z : M(z)^*M(z) \in A \right\}
$$

(5.21)

We wish to prove that $H^*(\mathcal{P}_{d,n} \times \sigma_n)(A) = G^*(\sigma_{dn})(A)$ for every event $A \subset \mathcal{M}_d$. Comparing (5.21) and (5.19), it is sufficient to show that the $d \times d$ matrices $K(\Phi)$ and $M(z)$ have the same
distribution. We will do this by showing that the columns of $K(\Phi)$ and $M(z)$ have the same joint distribution. Before showing the result, we need the following observation on a normally distributed vector.

Let $Z_1, \ldots, Z_m$ be IID complex valued normal random variables with mean zero and variance one. Let $R = \sqrt{\sum_{i=1}^{m} |Z_i|^2}$ and define the vector

$$\xi = \frac{1}{R} \begin{pmatrix} Z_1 \\ \vdots \\ Z_m \end{pmatrix}$$

(5.22)

Then $R, \xi$ are independent, $\xi$ is a random pure state in $V_m$, and $R$ has density

$$P(r) \propto e^{-r^2/2} r^{2m-1}$$

(5.23)

This result may be easily seen by transforming the joint density for $Z_1, \ldots, Z_m$ to polar coordinates:

$$(2\pi)^{-m} \prod_{i=1}^{m} e^{-|z_i|^2/2} d^2z_i = \pi^{-m} e^{-r^2/2} r^{2m-1} dr d\Omega$$

(5.24)

where $d\Omega$ is the uniform measure on $S^{2m-1}$.

We look at $M(z)$ first. Let $\{Z_{ij}\}$ ($i = 1, \ldots, n, j = 1, \ldots, d$) be a collection of IID complex valued normal random variables with mean zero and variance one, arranged into a $n \times d$ matrix $Z$ as in (5.20). Applying the previous observation to $Z$ and also to each column of $Z$ yields

$$Z = R M = (R_1 \xi_1 \cdots R_d \xi_d)$$

(5.25)

Here $\{\xi_1, \ldots, \xi_d\}$ are IID random unit vectors in $V_n$, and $M$ is a random unit vector in $V_{nd}$. The vectors $\{\xi_1, \ldots, \xi_d\}$ are independent of the numbers $R_1, \ldots, R_d$. Also $R^2 = R_1^2 + \cdots + R_d^2$, hence $\{\xi_1, \ldots, \xi_d\}$ are also independent of $R$. Dividing by $R$, $M(z)$, a random unit vector in $V_{nd}$, can be reconstructed as

$$M(z) = (\sqrt{Y_1} \xi_1 \cdots \sqrt{Y_d} \xi_d), \quad Y_i = \frac{R_i^2}{R^2}$$

(5.26)

Note that $Y_1, \ldots, Y_d$ have the joint distribution $\nu_{d,n}$, and are independent of $\{\xi_1, \ldots, \xi_d\}$.

Next, turning into $K(\Phi)$, recall that

$$K(\Phi) = (\sqrt{w_1}v_1 \cdots \sqrt{w_d}v_d)$$

(5.27)

where $v_i = \overline{U_i z_0}$. Since the unitaries $U_i$ are independently and uniformly selected (this is part of the definition of the measure $\mathcal{P}_{d,n}$), it follows that the vectors $\{v_i\}$ are IID random unit vectors in $V_n$. Furthermore the coefficients $\{w_i\}$ have the joint distribution $\nu_{d,n}$. This verifies our claim.
5.4 Proof of Lemma 9

Define the following subset of \( \mathcal{R}_d(n) \times \mathcal{V}_n \):

\[
K = \{ (\Phi, z) : \Phi^C(zz^*) \notin B_d(n) \} = H^{-1}(B_d(n)^c) \tag{5.28}
\]

where the map \( H \) was defined in (3.17). Then

\[
(P_{d,n} \times \sigma_n)(K) = \mathbb{E}_\Phi[\sigma_n(z : \Phi^C(zz^*) \notin B_d(n))] \geq \mathbb{E}_\Phi[1_{T^c} \sigma_n(z : \Phi^C(zz^*) \notin B_d(n))] \tag{5.29}
\]

where \( \mathbb{E}_\Phi \) denotes expectation over \( \mathcal{R}_d(n) \) with respect to the measure \( P_{d,n} \), and \( 1_{T^c} \) is the characteristic function of the event \( T^c \). Note that if \( \Phi \in T^c \) then \( \sigma_n(z : \Phi^C(zz^*) \notin B_d(n)) \geq 1/2 \), hence

\[
(P_{d,n} \times \sigma_n)(K) \geq \frac{1}{2} \mathbb{E}_\Phi[1_{T^c}] = \frac{1}{2} P_{d,n}(T^c) \tag{5.30}
\]

Furthermore from Lemma 7 it follows that

\[
(P_{d,n} \times \sigma_n)(K) = (P_{d,n} \times \sigma_n)(H^{-1}(B_d(n)^c)) = H^*(P_{d,n} \times \sigma_n)(B_d(n)^c) = G^*(\sigma_{dn})(B_d(n)^c) \tag{5.31}
\]

Combining these bounds shows that

\[
P_{d,n}(T^c) \leq 2 G^*(\sigma_{dn})(\mathcal{V}_d(n)^c)
\]

\[
= 2 \mu_{d,n}\{ (q_1, \ldots, q_d) : |q_i - 1/d| > b \sqrt{\frac{\log n}{n}} \text{ some } i = 1, \ldots, d \}
\]

\[
= 2 \mu_{d,n}\left( \bigcup_{i=1}^{d} L_i \right) \tag{5.32}
\]

where the events \( L_i \) are defined by \( L_i = \{ (q_1, \ldots, q_d) : |q_i - 1/d| > b \sqrt{\log n/n} \} \). Thus we have

\[
P_{d,n}(T^c) \leq 2 \sum_{i=1}^{d} \mu_{d,n}(L_i) = 2 d \mu_{d,n}(L_i) \tag{5.33}
\]

We use the bound (3.15) of Corollary 6 with \( t = b \sqrt{\log n/n} \) to estimate \( \mu_{d,n}(L_i) \). In addition we assume that \( n \) is large enough so that

\[
dt = dB \sqrt{\frac{\log n}{n}} \leq 1 \tag{5.34}
\]
and hence
\[ \frac{n - d}{2} d^2 t^2 - \frac{n - d}{3} d^3 t^3 \geq \frac{n - d}{3} d^2 t^2 \]  
(5.35)

Thus (5.32) gives
\[ \mathcal{P}_{d,n}(T^c) \leq 2d \exp \left[ d^2 \log n - \log(d - 1)! - \frac{n - d}{3} d^2 b^2 \log n \right] \]
\[ = \frac{2d}{(d - 1)!} \exp \left[ -d^2 \log n \left( \frac{b^2(n - d)}{3n} - 1 \right) \right] \]  
(5.36)

5.5 Proof of Lemma 11

This result relies on several properties of random states. We will switch to Dirac bra and ket notation throughout this Section, as it lends itself well to the arguments used in the proof. To set up the notation, let \(|\psi\rangle\) be a fixed state in \(V_n\), and let \(|\theta\rangle\) be a random pure state in \(V_n\), with probability distribution \(\sigma_n\). Without loss of generality we assume that a basis is chosen so that \(|\psi\rangle = (1, 0, \ldots, 0)^T\). We write \(x = \langle \psi | \theta \rangle\), and let \(|\phi\rangle\) be the state orthogonal to \(|\psi\rangle\) such that
\[ |\theta\rangle = x |\psi\rangle + \sqrt{1 - |x|^2} |\phi\rangle \]  
(5.37)

Thus \(|\phi\rangle\) is also a random state, defined by its relation to the uniformly random state \(|\theta\rangle\) in (5.37).

The following results are proved in Appendix B.

**Proposition 14** \(x\) and \(|\phi\rangle\) are independent. \(|\phi\rangle\) is a random vector in \(V_{n-1}\) with distribution \(\sigma_{n-1}\).

For all \(0 \leq t \leq 1\)
\[ \sigma_n\{|\theta\rangle : |\langle \psi | \theta \rangle| = |x| > t\} = (1 - t^2)^{n-1} \]  
(5.38)

Proposition 14 implies that as \(n \to \infty\) the overlap \(x = \langle \psi | \theta \rangle\) becomes concentrated around zero. In other words, with high probability a randomly chosen state will be almost orthogonal to any fixed state. As a consequence, from (5.37) it follows that \(|\phi\rangle\) will be almost equal to \(|\theta\rangle\). This statement is made precise by noting that
\[ \| |\theta\rangle - |\phi\rangle\|_\infty = |\langle \psi | \theta \rangle| \]  
(5.39)

Then (5.38) immediately implies that
\[ \sigma_n\{|\theta\rangle : \| |\theta\rangle - |\phi\rangle\|_\infty > t\} = (1 - t^2)^{n-1} \]  
(5.40)

The second property relies on the particular form of the random unitary channel, or more precisely on the form of the complementary channel \(\Phi^C\). Roughly, this property says that for any fixed random unitary channel \(\Phi\) and random state \(|\theta\rangle\), with high probability the norm of the matrix
\( \Phi^C(\theta)\langle \psi |) \) is small, and approaches zero as \( n \to \infty \). We will prove the following bound: for any \( \Phi \in \mathcal{R}_d(n) \), and for all \( 0 \leq t \leq 1 \),

\[
\sigma_n(\theta) : \| \Phi^C(\theta)\langle \psi |) \|_2 > t \leq d^2 (1 - t^2)^{n-1} \tag{5.41}
\]

As a first step toward deriving (5.41), note that for any state \( |u\rangle \) and \( |v\rangle \),

\[
\| \Phi^C(|u\rangle \langle v|) \|_2 = \left( \sum_{k,l=1}^d w_k w_l |\langle v| U^*_l U_k |u\rangle|^2 \right)^{\frac{1}{2}} \leq \max_{k,l} |\langle v| U^*_l U_k |u\rangle|, \tag{5.42}
\]

In particular this implies that

\[
\| \Phi^C(|u\rangle \langle v|) \|_2 \leq \max\{ \| |u\rangle \|_\infty, \| |v\rangle \|_\infty \} \tag{5.43}
\]

To derive (5.41) we apply (5.42) with \( u = \theta \) and \( v = \psi \) and deduce that

\[
\sigma_n(\theta) : \| \Phi^C(\theta)\langle \psi |) \|_2 > t \leq \sigma_n(\theta) : \max_{k,l} |\langle \psi| U^*_l U_k |\theta\rangle| > t
\]

\[
\leq d^2 \sigma_n(\theta) : |\langle \psi| U^*_l U_k |\theta\rangle| > t
\]

\[
= d^2 (1 - t^2)^{n-1} \tag{5.44}
\]

where the last equality follows from (5.38).

With these ingredients in place the proof of Lemma 11 can proceed. By assumption \( \Phi \) is a random unitary channel belonging to the typical set \( T \), and \( \rho = \Phi^C(\psi\langle \psi |) \) is some state in \( \text{Im}(\Phi^C) \). Let \( |\theta\rangle \) be a random input state, then as in (5.37) we write

\[
|\theta\rangle = x |\psi\rangle + \sqrt{1 - |x|^2} |\phi\rangle
\]

It follows that

\[
|\theta\rangle \langle \theta | = |x|^2 |\psi\rangle \langle \psi | + (1 - |x|^2) |\phi\rangle \langle \phi | + \sqrt{1 - |x|^2} (x |\psi\rangle \langle \phi | + \bar{x} |\phi\rangle \langle \psi |) \tag{5.45}
\]

Write \( r = |x|^2 \), then (5.45) yields

\[
\Phi^C(|\theta\rangle \langle \theta |) - \left( r \Phi^C(|\psi\rangle \langle \psi |) + (1 - r) \frac{1}{d} I \right) = (1 - r) \left( \Phi^C(|\phi\rangle \langle \phi |) - \frac{1}{d} I \right) + \sqrt{r(1 - r)} \Phi^C \left( e^{i\xi} |\psi\rangle \langle \phi | + e^{-i\xi} |\phi\rangle \langle \psi | \right) \tag{5.46}
\]

where \( \xi \) is the phase of \( x \). Since \( r \leq 1 \) this implies

\[
\| \Phi^C(|\theta\rangle \langle \theta |) - \left( r \Phi^C(|\psi\rangle \langle \psi |) + (1 - r) \frac{1}{d} I \right) \|_\infty \leq \left\| \Phi^C(|\phi\rangle \langle \phi |) - \frac{1}{d} I \right\|_\infty + \left\| \Phi^C(|\psi\rangle \langle \psi |) \right\|_\infty \tag{5.47}
\]
Referring to the definition (4.6) of Tube(\(\rho\)), recall that \(\Phi^C(|\theta\rangle\langle\theta|)\) belongs to Tube(\(\rho\)) if and only if for some \(r\) satisfying \(\gamma \leq r \leq 1\),
\[
\left\| \Phi^C(|\theta\rangle\langle\theta|) - \left( r\Phi^C(|\psi\rangle\langle\psi|) + (1 - r)\frac{1}{d}I \right) \right\|_\infty \leq t\sqrt{\frac{d\log n}{n}} \quad (5.48)
\]
(the set \(Y(\rho)\) defined in (4.5) is closed so the infimum in (4.6) is achieved). Define the following three events in \(V_n\):
\[
\begin{align*}
A_1 &= \{ |\theta\rangle : r = |\langle\psi|\theta\rangle|^2 \geq \gamma \} \quad (5.49) \\
A_2 &= \left\{ |\theta\rangle : \left\| \Phi^C(|\phi\rangle\langle\phi|) - \frac{1}{d}I \right\|_\infty \leq 2 \sqrt{\frac{d\log d}{n}} + b\sqrt{\frac{d\log n}{n}} \right\} \quad (5.50) \\
A_3 &= \left\{ |\theta\rangle : \left\| \Phi^C(|\psi\rangle\langle\phi|) \right\|_\infty \leq 2 \sqrt{\frac{d\log d}{n}} \right\} \quad (5.51)
\end{align*}
\]
Since \(t \geq b + 4\) and \(d \leq n\), it follows from (5.47) and (5.48) that
\[
A_1 \cap A_2 \cap A_3 \subset \{ |\theta\rangle : \Phi^C(|\theta\rangle\langle\theta|) \in \text{Tube}(\rho) \} \quad (5.52)
\]
Furthermore by Proposition 14, \(A_1\) is independent of \(A_2\) and \(A_3\), hence
\[
\sigma_n(\Phi^C(|\theta\rangle\langle\theta|) \in \text{Tube}(\rho)) \geq \sigma_n(A_1 \cap A_2 \cap A_3) = \sigma_n(A_1) \sigma_n(A_2 \cap A_3) \quad (5.53)
\]
Proposition 14 immediately yields
\[
\sigma_n(A_1) = (1 - \gamma)^{n-1} \quad (5.54)
\]
From (5.53) this gives
\[
\sigma_n(\Phi^C(|\theta\rangle\langle\theta|) \in \text{Tube}(\rho)) \geq (1 - \gamma)^{n-1} (1 - \sigma_n(A_2^c) - \sigma_n(A_3^c)) \quad (5.55)
\]
In order to bound \(\sigma_n(A_3^c)\) we first use (5.43) to deduce
\[
\|\Phi^C(|\psi\rangle\langle\phi|)\|_\infty \leq \|\Phi^C(|\psi\rangle\langle\phi|)\|_2 \leq \|\Phi^C(|\psi\rangle\langle\phi|)\|_2 + \|\theta\rangle - |\phi\rangle\|_\infty \quad (5.56)
\]
Thus
\[
\begin{align*}
\sigma_n(A_3^c) &= \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\psi\rangle\langle\phi|) \right\|_\infty > 2 \sqrt{\frac{d\log d}{n}} \right\} \\
&\leq \sigma_n\left\{ |\theta\rangle : \|\Phi^C(|\psi\rangle\langle\phi|)\|_2 + \|\theta\rangle - |\phi\rangle\|_\infty > 2 \sqrt{\frac{d\log d}{n}} \right\} \\
&\leq \sigma_n\left\{ |\theta\rangle : \|\Phi^C(|\psi\rangle\langle\phi|)\|_2 > \sqrt{\frac{d\log d}{n}} \right\} + \sigma_n\left\{ |\theta\rangle : \|\theta\rangle - |\phi\rangle\|_\infty > \sqrt{\frac{d\log d}{n}} \right\} \\
&\leq (d^2 + 1) \left( 1 - \frac{d\log d}{n} \right)^{n-1} \quad (5.57)
\end{align*}
\]
where the last inequality follows from (5.44) and (5.40).

Turning now to $\sigma_n(A^n_2)$, note first that
\[
\left\| \Phi^C(|\phi\rangle\langle\phi|) - \frac{1}{d} I \right\|_\infty \leq \left\| \Phi^C(|\phi\rangle\langle\phi|) - \Phi^C(|\theta\rangle\langle\theta|) \right\|_\infty + \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty
\]
\[
\leq \left\| \Phi^C(|\phi\rangle\langle\phi|) - \Phi^C(|\theta\rangle\langle\theta|) \right\|_2 + \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty
\]
\[
\leq 2 \|\theta\rangle - |\phi\rangle\|_\infty + \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty
\] (5.59)
where we used (5.43) for the last inequality. As in (5.57) this gives
\[
\sigma_n(A^n_2) = \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty > 2 \sqrt{\frac{d \log d}{n}} + b \sqrt{\frac{d \log n}{n}} \right\}
\leq \sigma_n\left\{ |\theta\rangle : 2 \|\theta\rangle - |\phi\rangle\|_\infty > 2 \sqrt{\frac{d \log d}{n}} \right\} + \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty > b \sqrt{\frac{d \log n}{n}} \right\}
\leq \left(1 - \frac{d \log d}{n}\right)^{n-1} + \sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty > b \sqrt{\frac{d \log n}{n}} \right\}
\] (5.60)
where we used (5.40) for the last inequality. By assumption $\Phi \in T$, and therefore there is a set of input states $L$ with $\sigma_n(L) \geq 1/2$ such that
\[
|\theta\rangle \in L \Rightarrow \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty \leq b \sqrt{\frac{d \log n}{n}}
\] (5.61)
Thus
\[
\sigma_n\left\{ |\theta\rangle : \left\| \Phi^C(|\theta\rangle\langle\theta|) - \frac{1}{d} I \right\|_\infty > b \sqrt{\frac{d \log n}{n}} \right\} \leq \sigma_n(L^c) \leq \frac{1}{2}
\] (5.62)

Putting together the bounds (5.55), (5.57), (5.60) and (5.62) we get
\[
\sigma_n(\Phi^C(|\theta\rangle\langle\theta|) \in \text{Tube}(\rho)) \geq (1 - \gamma)^{n-1} \left(1 - \sigma_n(A^n_2) - \sigma_n(A^n_3)\right)
\geq (1 - \gamma)^{n-1} \left(1 - \left(1 - \frac{d \log d}{n}\right)^{n-1} - \frac{1}{2} - (d^2 + 1) \left(1 - \frac{d \log d}{n}\right)^{n-1}\right)
\geq (1 - \gamma)^{n-1} \left(\frac{1}{2} - (d^2 + 2) \left(1 - \frac{d \log d}{n}\right)^{n-1}\right)
\] (5.63)
This completes the proof, with
\[
\beta = \left(\frac{1}{2} - (d^2 + 2) \left(1 - \frac{d \log d}{n}\right)^{n-1}\right)
\] (5.64)
5.6 Proof of Lemma 12

It is clear that $f(rx + 1 - r)$ is monotone increasing in $r$, and therefore

$$\sup_{x \geq 0} \sup_{\gamma \leq r \leq 1} \frac{f(x)}{f(rx + 1 - r)} = \sup_{x \geq 0} \frac{f(x)}{f(\gamma x + 1 - \gamma)}$$

(5.65)

The function $f(x)f(\gamma x + 1 - \gamma)^{-1}$ is analytic and decreasing at $x = 1$ for $\gamma < 1$. Thus either the supremum in (5.65) is achieved at $x = 0$ or else there is a critical point of the function $f(x)f(\gamma x + 1 - \gamma)^{-1}$ in the interval $(0, \infty)$. In order to rule out the second possibility, we introduce a Lagrange multiplier and define the function

$$h(x, y, \beta) = \log f(x) - \log f(y) - \beta(\gamma x + 1 - \gamma - y)$$

(5.66)

To find the critical points of $h$ we solve

$$\frac{\partial h}{\partial x} = \frac{\partial h}{\partial y} = \frac{\partial h}{\partial \beta} = 0$$

(5.67)

Solving for $\beta$ leads to

$$\frac{f'(x)}{f(x)} = \gamma \frac{f'(y)}{f(y)}$$

(5.68)

Since $y - 1 = \gamma(x - 1)$ this is equivalent to

$$\frac{(x - 1) \log x}{x \log x - x + 1} = \frac{(y - 1) \log y}{y \log y - y + 1}$$

(5.69)

Direct computation shows that

$$\frac{d}{dx} \left( \frac{(x - 1) \log x}{x \log x - x + 1} \right) = f(x)^{-2} \left( (\log x)^2 - \frac{(x - 1)^2}{x} \right)$$

$$= f(x)^{-2} (\log x)^2 \left( 1 - \left( \frac{x^{1/2} - x^{-1/2}}{\log x} \right)^2 \right)$$

(5.70)

Furthermore, the function $x^{1/2} - x^{-1/2} - \log x$ is monotone increasing for all $x > 0$, and thus $x^{1/2} - x^{-1/2} > \log x$ for $x > 1$. Thus for $x \geq 1$ the derivative (5.70) is negative, and therefore (5.69) has no solution with $x > 1$. Similarly $x^{1/2} - x^{-1/2} < \log x$ for $0 < x < 1$, and hence again (5.70) is negative for $0 < x < 1$. So there are no solutions of (5.69) except $x = y = 1$. Therefore (5.66) has no critical points except $x = y = 1$, and thus the function $f(x)f(\gamma x + 1 - \gamma)^{-1}$ achieves its supremum at $x = 0$. 
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5.7 Proof of Lemma 1.3

Suppose first that $0 < h < d \log d$. Recall the definition

$$M_d(h) = \inf_{q \in \Delta_d} \left\{ \sum_{i=1}^{d} F(q_i d) : \sum_{i=1}^{d} f(q_i d) \geq h \right\}$$  \hspace{1cm} (5.71)

where $F(x) = -\log x + x - 1$ and $f(x) = x \log x - x + 1$. Letting $x_i = q_i d$ we have

$$M_d(h) = \inf_{x_i \geq 0} \left\{ \sum_{i=1}^{d} F(x_i) : \sum_{i=1}^{d} f(x_i) \geq h, \sum_{i=1}^{d} x_i = d \right\}$$  \hspace{1cm} (5.72)

The gradient of the function $\sum_{i=1}^{d} F(x_i)$ is zero only at $x_1 = \cdots = x_d = 1/d$, hence since $h > 0$ there are no critical points of $\sum_{i=1}^{d} F(x_i)$ in the region $\sum_{i=1}^{d} f(x_i) \geq h$. Thus the infimum in (5.72) is achieved at the boundary where $\sum_{i=1}^{d} f(x_i) = h$, and so

$$M_d(h) = \inf_{x_i \geq 0} \left\{ \sum_{i=1}^{d} F(x_i) : \sum_{i=1}^{d} f(x_i) = h, \sum_{i=1}^{d} x_i = d \right\}$$  \hspace{1cm} (5.73)

We introduce Lagrange multipliers and define

$$H(x_i, \alpha, \beta) = \sum_{i=1}^{d} F(x_i) - \alpha \left( \sum_{i=1}^{d} f(x_i) - h \right) - \beta \left( \sum_{i=1}^{d} x_i - d \right)$$  \hspace{1cm} (5.74)

The critical equations for $H$ are

$$\frac{\partial H}{\partial x_i} = 1 - \frac{1}{x_i} - \alpha \log x_i - \beta = 0$$  \hspace{1cm} (5.75)

The constraints can be used to eliminate $\beta$ and obtain

$$\left( 1 + \alpha \frac{h}{d} \right) x_i - 1 = \alpha x_i \log x_i, \quad i = 1, \ldots, d$$  \hspace{1cm} (5.76)

If $\alpha \leq 0$ the equations (5.76) have the unique solution $x_i = 1$ for all $i = 1, \ldots, d$. However this does not satisfy the constraint $\sum_{i=1}^{d} f(x_i) = h$ for $h > 0$. Thus $\alpha > 0$, in which case there are positive numbers $w$ and $z$ satisfying

$$0 < w < 1 < z < d$$  \hspace{1cm} (5.77)

such that the solutions of (5.76) are

$$x_1 = \cdots = x_k = w, \quad x_{k+1} = \cdots = x_d = z$$  \hspace{1cm} (5.78)
for some $1 \leq k \leq d - 1$. The constraint conditions imply that

$$kw + (d - k)z = d, \quad kw \log w + (d - k)z \log z = h$$  \hspace{1cm} (5.79)

Thus (5.73) can be reformulated as

$$M_d(h) = \inf_{0 < w < z, 1 \leq k \leq d - 1} \{-k \log w - (d - k) \log z : kw \log w + (d - k)z \log z = h, \quad kw + (d - k)z = d\}$$  \hspace{1cm} (5.80)

We claim that $-k \log w - (d - k) \log z$, subject to the constraints $kw \log w + (d - k)z \log z = h$ and $kw + (d - k)z = d$, is a decreasing function of $k$. In order to show this, we divide (5.80) by $d$ and write $k = td$, and consider the function

$$Q(w, z, t) = -t \log w - (1 - t) \log z$$  \hspace{1cm} (5.81)

along with the constraints

$$tw \log w + (1 - t)z \log z = \frac{h}{d}, \quad tw + (1 - t)z = 1$$  \hspace{1cm} (5.82)

The constraints (5.82) allow $w, z$ to be defined locally as functions of $t$. This follows from the implicit function theorem since the Jacobian is $t(1 - t) \log(z/w)$; we must have $w < z$ and hence the Jacobian is nonzero. Solving these constraint equations for the derivatives gives

$$\frac{dw}{dt} = \frac{-w + z - w \log z + w \log w}{t \log(z/w)}$$  \hspace{1cm} (5.83)

$$\frac{dz}{dt} = \frac{w - z - z \log w + z \log z}{(1 - t) \log(z/w)}$$  \hspace{1cm} (5.84)

Returning to (5.81) we can now compute its derivative with respect to $t$:

$$\frac{dQ}{dt} = -\log w + \log z - \frac{t \frac{dw}{dt}}{w} - \frac{1 - t \frac{dz}{dt}}{z}$$

$$= -\frac{1}{\log(z/w)} \left[\frac{(z - w)^2}{zw} - \left(\log(z/w)\right)^2\right]$$  \hspace{1cm} (5.85)

Note that $2 \log u \leq u - 1/u$ for all $u \geq 1$, hence

$$\log\left(\frac{z}{w}\right) \leq \sqrt{\frac{z}{w}} - \sqrt{\frac{w}{z}}$$  \hspace{1cm} (5.86)

and therefore the right side of (5.85) is negative. Thus $Q$ is a decreasing function of $t$, and hence the infimum in (5.80) is achieved at the largest possible value of $k$, namely $k = d - 1$. This leads to

$$M_d(h) = \inf_{z > 1} \{-\log z - (d - 1) \log \frac{d - z}{d - 1} : z \log z + (d - z) \log \frac{d - z}{d - 1} = h\}$$  \hspace{1cm} (5.87)
The function \( z \log z + (d - z) \log \frac{d - z}{d - 1} \) is monotone increasing, reaching its maximum value \( d \log d \) at \( z = d \). Thus for any \( 0 < h < d \log d \) there is a unique value \( z(d, h) \) satisfying the constraint condition in (5.87). Its derivative is

\[
\frac{\partial z}{\partial h} = \frac{d - z}{d \log z - h} \geq 0 \tag{5.88}
\]

Furthermore the function \( g(z) = -\log z - (d - 1) \log \frac{d - z}{d - 1} \) is also monotone increasing for \( 1 < z < d \), with derivative \( g'(z) = \frac{d(z - 1)}{z(d - z)} \). Thus

\[
M_d(h) - M_d(0) = g(z(d, h)) - g(z(d, 0)) = \int_0^h g'(z(h)) \frac{\partial z}{\partial h} \, dh = \int_0^h \frac{d(1 - z^{-1})}{d \log z - h} \, dh \geq \int_0^h \frac{1}{z} \frac{d(z - 1)}{d \log z - h} \, dh \geq \int_0^h \frac{1}{z} \, dh \tag{5.89}
\]

The constraint condition in (5.87) implies that

\[
h \leq z \log z \leq h + (d - z) \log \frac{d - 1}{d - z} \leq h + z - 1 \tag{5.90}
\]

Thus

\[
z \leq \frac{h - 1}{\log z - 1} \tag{5.91}
\]

If \( h \geq 2e^2 \) then the first inequality in (5.90) implies that \( z(d, h) \geq e^2 \), and therefore \( \log z \geq 2 \). From (5.91) it follows that

\[
h \geq 2e^2 \Rightarrow z(d, h) \leq h - 1 \tag{5.92}
\]

Thus from (5.89) we deduce that for \( h \geq 2e^2 \)

\[
M_d(h) - M_d(0) \geq \int_{2e^2}^h \frac{dh}{z} \geq \int_{2e^2}^h \frac{dh}{h - 1} = \log(h - 1) - \log(2e^2 - 1) \tag{5.93}
\]

Since \( z(d, 0) = 1 \) and \( g(1) = 0 \) it follows that \( M_d(0) = 0 \), and hence (4.30) holds.

Finally, to show that \( M_d(x) \) is increasing, note that

\[
\frac{dM_d}{dx} = \left[ -\frac{1}{z} + \frac{d - 1}{d - z} \right] \frac{\partial z}{\partial x} \tag{5.94}
\]
where $z$ solves the constraint equation

$$z \log z + (d - z) \log \left( \frac{d - z}{d - 1} \right) = x \tag{5.95}$$

Differentiating (5.95) gives

$$\frac{\partial z}{\partial x} = \left( \log \left( \frac{z(d - 1)}{d - z} \right) \right)^{-1} > 0 \tag{5.96}$$

since $z > 1$. Also $\left[ -\frac{1}{z} + \frac{d-1}{d-z} \right] > 0$ hence (5.94) shows that $M_d$ is increasing.

6 Discussion

Hastings’ Theorem finally settles the question of additivity of Holevo capacity for quantum channels, as well as additivity of minimal output entropy and entanglement of formation. In this paper we have explored in detail the proof of Hastings’ result, and we have provided some estimates for the minimal dimensions necessary in order to find a violation of additivity. The violation of additivity seems to be a small effect for this class of models, requiring delicate and explicit estimates for the proof. It is an open question whether there are random unitary channels with large violations of additivity. Hastings’ Theorem is non-constructive, and it would be extremely interesting to find explicit channels which demonstrate the effect. Presumably non-additivity of Holevo capacity is generic, and there may be other classes of channels where the effect is larger.

Having established non-additivity of Holevo capacity, one is led to the question of finding useful bounds for the channel capacity $C(\Phi)$. One may even hope to find a compact ‘single-letter’ formula for $C(\Phi)$, though that possibility seems remote. It is likely that the methods introduced by Hastings will prove to be useful in addressing these questions.
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A Derivation of bound for $Z(n, d)$

We consider the following integral.

$$Z = \int \delta \left( 1 - \sum_{i=1}^{d} p_i \right) \prod_{1 \leq i < j \leq d} (p_i - p_j)^2 \prod_{k=1}^{d} p_k^{n-d} dp_k$$

(A.1)

$$= \frac{1}{(dn-1)!} \int e^{-r r^{dn-1} dr} \int \delta \left( 1 - \sum_{i=1}^{d} p_i \right) \prod_{1 \leq i < j \leq d} (p_i - p_j)^2 \prod_{k=1}^{d} p_k^{n-d} dp_k$$

(A.2)

Consider the following change of variables.

$$q_1 = r p_1$$

(A.3)

$$q_{d-1} = r p_{d-1}$$

(A.4)

$$q_d = r (1 - p_1 - \ldots - p_{d-1})$$

(A.5)

The Jacobian is

$$\frac{\partial (q_1, \ldots, q_d)}{\partial (p_1, \ldots, p_{d-1}, r)} = \begin{vmatrix} r & \ldots & 0 & p_1 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \ldots & r & p_{d-1} \\ -r & \ldots & -r & 1 - p_1 - \ldots - p_{d-1} \end{vmatrix} = r^{d-1}$$

(A.7)

After the change of variables we have

$$Z = \frac{1}{(dn-1)!} \int \prod_{1 \leq i < j \leq d} (q_i - q_j)^2 \prod_{k=1}^{d} e^{-q_k q_k^{n-d} dq_k}.$$  

(A.8)

However,

$$\prod_{1 \leq i < j \leq d} (q_i - q_j)^2 = \begin{vmatrix} 1 & \ldots & 1 \\ q_1 & \ldots & q_d \\ \vdots & \ddots & \vdots \\ q_1^{d-1} & \ldots & q_d^{d-1} \end{vmatrix}^2 = \begin{vmatrix} 1 & \ldots & 1 \\ p_1(q_1) & \ldots & p_1(q_d) \\ \vdots & \ddots & \vdots \\ p_{d-1}(q_1) & \ldots & p_{d-1}(q_d) \end{vmatrix}^2.$$  

(A.9)

Here, $p_k$ is any monic polynomial of degree $k$. So, set $p_k = (-1)^k k! L_k^{n-d}$, where $L_k^{n-d}$ is the Laguerre polynomial. Then, we have

$$\int p_k(x) p_l(x) e^{-x x^{n-d}} dx = \delta_{kl} \Gamma(n - d + k + 1) \Gamma(k + 1).$$  

(A.10)
Hence

\[ Z = \frac{1}{(dn - 1)!} \int \left( \sum_{\sigma} \text{sign}(\sigma) \prod_{i=1}^{d} p_{\sigma(i)}(q_i) \right)^2 \prod_{k=1}^{d} e^{-q_k n^{-d}} dq_k \]  
(A.11)

\[ = \frac{1}{(dn - 1)!} \sum_{\sigma} \prod_{k=1}^{d} \int (p_{\sigma(k)}(q_k))^2 e^{-q_k n^{-d}} dq_k \]  
(A.12)

\[ = \frac{\Gamma(d+1)}{\Gamma(dn)} \prod_{k=0}^{d-1} \Gamma(n-d+k+1) \Gamma(k+1) \]  
(A.13)

\[ = \frac{1}{\Gamma(dn)} \prod_{k=1}^{d} \Gamma(n-d+k) \Gamma(k+1). \]  
(A.14)

Here, \( \sigma \) are “permutations”; \( \sigma : \{1, \ldots, d\} \to \{0, \ldots, d-1\} \).

To evaluate this quantity we use the following fact: \( \Gamma(s) \) is approximated by

\[ \exp \left\{ s \log s - s - \frac{1}{2} \log s + \log \sqrt{2\pi} + \log \left( 1 + O \left( \frac{1}{|s|^{\frac{1}{2}}} \right) \right) \right\} \]  
(A.15)

as \( s \to +\infty \). Then, we have

\[ \exp\{(s - 1) \log s - s\} < (A.15) < \exp\{s \log s - s\}. \]  
(A.16)

Note that the above upper bound is true only for large enough \( s \) but in our case it is not a problem. By using these bounds we get a lower bound for \( A.14 \).

First, \( \log(1/\Gamma(dn)) \) is lower bounded by

\[ -(dn) \log(dn) + dn = -dn \log d - dn \log n + dn. \]  
(A.17)

Secondly, \( \log(\prod_{k=1}^{d} \Gamma(n-d+k)) \) is lower bounded by

\[ \sum_{k=1}^{d} (n-d+k-1) \log(n-d+k) - \sum_{k=1}^{d} (n-d+k) \]  
(A.18)

\[ = n^2 \sum_{k=1}^{d} \frac{1}{n} \frac{n-d+k-1}{n} \log \left( \frac{n-d+k}{n} \right) + \sum_{k=1}^{d} (n-d+k-1) \log n - \sum_{k=1}^{d} (n-d+k). \]  
(A.19)

The first sum in \( A.19 \) is approximately lower bounded by

\[ n^2 \times \frac{d}{n} \times \frac{n-d}{n} \log \left( \frac{n-d}{n} \right) = d(n-d)(\log(n-d) - \log n) \approx -d^2, \]  
(A.20)
as $n \to \infty$. Also, the remaining part in (A.19) is
\[
\left( dn - \frac{1}{2} d^2 - \frac{1}{2} d \right) \log n - \left( dn - \frac{1}{2} d^2 + \frac{1}{2} d \right). \tag{A.21}
\]
Thirdly, $\log(\prod_{k=1}^{d} \Gamma(k+1))$ is lower bounded by
\[
\sum_{k=1}^{d} k \log(k+1) - \sum_{k=1}^{d} (k+1) \tag{A.22}
\]
\[
= d^2 \sum_{k=1}^{d} \frac{k}{d} \log \left( \frac{k+1}{d} \right) + \sum_{k=1}^{d} k \log d - \sum_{k=1}^{d} (k+1). \tag{A.23}
\]
Again, the first term in (A.23) is approximately lower bounded by $-d^2$. Also, the remaining part in (A.23) is
\[
\left( \frac{1}{2} d^2 + \frac{1}{2} d \right) \log d - \left( \frac{1}{2} d^2 + \frac{3}{2} d \right). \tag{A.24}
\]
As a whole, we know that the inside of exp in (A.14) is lower bounded by
\[
(A.17) + (A.21) + (A.24) - 2d^2 \tag{A.25}
\]
\[
= \left[ -\frac{1}{2} d^2 - \frac{1}{2} d \right] \log n + \left[ -dn + \frac{1}{2} d^2 + \frac{1}{2} d \right] \log d - 2d^2 - 2d \tag{A.26}
\]
\[
= -d^2 \log n + (d^2 - dn) \log d + \frac{1}{2} d(d-1)(\log n - \log d - 4) \tag{A.27}
\]
\[
\geq -d^2 \log n + (d^2 - dn) \log d \tag{A.28}
\]
if $(\log n - \log d) \geq 4$. Therefore, we get an upper bound for the normalization constant:
\[
Z(n, d)^{-1} \leq n^d d^{d(n-d)} \tag{A.29}
\]
in this case.

**B Proof of Proposition 14**

Let $Z_1, \ldots, Z_n$ be IID complex Gaussian random vectors with mean zero and variance one. Apply the result (5.22) with $m = n - 1$ to deduce that
\[
(Z_2, \ldots, Z_n)^T = \rho \, |\phi\rangle \tag{B.1}
\]
where $|\phi\rangle$ is a random unit vector in $\mathbb{C}^{n-1} \hookrightarrow \mathbb{C}^n$, independent of $\rho = (|Z_2|^2 + \cdots + |Z_n|^2)^{1/2}$. Then apply (5.22) with $m = n$ to deduce
\[
(Z_1, \ldots, Z_n)^T = R \, |\theta\rangle \tag{B.2}
\]
where $|\theta\rangle$ is a random unit vector in $\mathbb{C}^n$, independent of $R = (|Z_1|^2 + \cdots + |Z_n|^2)^{1/2}$. Let

$$x = \frac{Z_1}{R} = \frac{Z_1}{\sqrt{|Z_1|^2 + \rho^2}} \quad (B.3)$$

and recall that $|\psi\rangle = (1, 0, \ldots, 0)^T$. Then

$$|\theta\rangle = \frac{1}{R} (Z_1, \ldots, Z_n)^T = x|\psi\rangle + \frac{\rho}{R} |\phi\rangle = x|\psi\rangle + \sqrt{1 - |x|^2} |\phi\rangle \quad (B.4)$$

This proves the first part Proposition [14] since $|\phi\rangle$ is independent of $Z_1$ and $\rho$, and hence is independent of $x$.

To prove the second part of Proposition [14] we use the representation (B.3) to derive the distribution of $|x|^2$. We write $Z_j = X_{2j-1} + iX_{2j}$ where $\{X_j\}$ are IID real normal random variables with mean zero and variance one, so from (B.3) it follows that

$$|x|^2 = \frac{X_1^2 + X_2^2}{X_1^2 + \cdots + X_{2n}^2}. \quad (B.5)$$

Note that $X_1^2 + \cdots + X_k^2$ has the following Chi-square probability distribution:

$$f_k(x) = \frac{1}{2^{k/2}\Gamma(k/2)} x^{k/2-1} e^{-x/2} \quad (B.6)$$

Hence, set

$$X = X_1^2 + X_2^2 \quad (B.7)$$
$$Y = X_3^2 + \cdots + X_{2n}^2 \quad (B.8)$$

and then $X$ and $Y$ are independent and have the following probability distributions

$$f_X(x) = \frac{1}{2} e^{-x/2} \quad (B.9)$$
$$f_Y(y) = \frac{1}{2^{n-1}\Gamma(n-1)} y^{n-2} e^{-y/2} \quad (B.10)$$

However,

$$\frac{X}{X+Y} \leq t \Leftrightarrow X(1 - t) \leq tY \quad (B.11)$$

implies that the cumulative function of $\frac{X}{X+Y}$ is

$$\int_0^\infty \left( \int_y^\infty f_X(x) \, dx \right) f_Y(y) \, dy = \int_0^\infty \left( 1 - e^{-\frac{ty}{2(n-1)}} \right) f_Y(y) \, dy \quad (B.12)$$

$$= 1 - \int_0^\infty e^{-\frac{ty}{2(n-1)}} f_Y(y) \, dy \quad (B.13)$$

$$= 1 - \frac{1}{2^{n-1}(n-2)!} \int_0^\infty y^{n-2} e^{-y/2} \quad (B.14)$$
Here,

\[
\int_0^\infty y^{n-2}e^{-\frac{y}{n-1}} = (2(1 - t))^{(n-2)}(n - 2)! \int_0^\infty e^{-\frac{y}{n-1}} dy \tag{B.15}
\]

\[
= 2^{n-1}(1 - t)^{n-1}(n - 2)!. \tag{B.16}
\]

Therefore

\[
F_{\frac{X}{X+Y}}(t) = 1 - (1 - t)^{n-1}. \tag{B.17}
\]