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A computational approach to determine the equilibrium structures of nanoclusters in the whole temperature range from 0 K to melting is developed. Our approach relies on Parallel Tempering Molecular Dynamics (PTMD) simulations complemented by Harmonic Superposition Approximation (HSA) calculations and global optimization searches, thus combining the accuracy of global optimization and HSA in describing the low-energy part of configuration space, together with the PTDM thorough sampling of high-energy configurations. This combined methodology is shown to be instrumental towards revealing the temperature-dependent structural motifs in Au nanoclusters of sizes 90, 147, and 201 atoms. The reported phenomenology is particularly rich, displaying a size- and temperature-dependent competition between the global energy minimum and other structural motifs. In the case of Au\textsubscript{90} and Au\textsubscript{147}, the global minimum is also the dominant structure at finite temperatures. In contrast, the Au\textsubscript{201} cluster undergoes a solid-solid transformation at low temperature (< 200 K). Results indicate that PTMD and HSA very well agree at intermediate temperatures, between 300 and 400 K. For higher temperatures, PTMD gives an accurate description of equilibrium, while HSA fails in describing the melting range. On the other hand, HSA is more efficient in catching low-temperature structural transitions. Finally, we describe the elusive structures close to the melting region which can present complex and defective geometries, that are otherwise difficult to characterize through experimental imaging.

1 Introduction

Gold nanoclusters have been studied extensively compared to the other metallic systems owing to their fundamental and technological importance. Despite being inert in the bulk state, gold exhibits high catalytic activity at the nanoscale, which is strongly influenced by the size and shape of the nanoclusters. For instance, it was shown that Au particles with sizes greater than 2 nm are completely inactive for styrene epoxidation by O\textsubscript{2} and this sharp size dependence was attributed to the electronic structure of small Au nanoclusters. In addition, the various geometrical shapes (such as icosahedron, decahedron and truncated octahedron) have different number of low coordination sites (vertex and edge sites) which influences the catalytic activity. Along with catalysis, Au particles have been explored for various applications such as biosensors, plasmonics, in \textit{vivo} and biomedical applications. Given the strong structure-property relation, numerous theoretical studies have focused on determining the lowest energy structure of Au nanoclusters.

Gold exhibits strong relativistic effects, which results in significant \textit{sd} hybridization and contraction of the 6s orbital. The nature of Au-Au interactions are short range and the bonds are anisotropic. Due to these properties, Au exhibits very interesting structures which differ from other metal systems that do not have strong relativistic effects. At very small sizes, the Au nanoclusters adopt planar structures and depending on the charge of the clusters, the transition from planar 2D to 3D structures occurs around the size of 13, 14 atoms. In contrast, the 2D to 3D transition for Cu and Ag (which are in the same group) occurs at much lower sizes. The planar structures have been experimentally confirmed through ion mobility measurements or photoelectron spectroscopy combined with density functional calculations. There is a transition to hollow cage-like structures for Au nanoclusters containing more than 14 atoms up to a size of ca. 35 atoms. A highly symmetric hollow tetrahedron has been predicted as the global minimum structure of Au\textsubscript{39} cluster through an unbiased search. The planar and cage-like structures are also the lowest energy structures for Au nanoclusters.
supported on flat MgO and stepped MgO surfaces in the size range of 11 to 40 atoms.

At relatively larger sizes, Au nanoclusters adopt compact structures. Garzón et al. [16,19] carried out global optimization using a version of the Gupta potential [31,32] for Auₙ clusters with n = 38, 55, and 75. It was found that, at the sizes of 38 and 55, the lowest energy configurations have an amorphous-like structure. However, at the size of 75, decahedral is the lowest energy structure. This was also confirmed at the DFT level under the local density approximation (LDA). Although, 55 is a “magic” size corresponding to icosahedral, Au nanoclusters do not prefer the icosahedral arrangement. Huang et al. [33] studied the structure of Au anion clusters in the size range of 55 to 64 atoms through a combination of photoelectron spectroscopy of density functional calculations. They observed that Au₅₅ indeed adopts a non-icosahedral structure with very low symmetry. Bao et al. [34] calculated the global minimum structures for Au clusters up to a large size of 318 atoms. At the sizes corresponding to a perfect icosahedron (55, 147, and 309), icosahedron is not the global minimum and fcc structure is found to be the global minimum for Au₅₅. [34] However, recently, Schebarchov et al. [35] showed that, although the fcc structure is the global minimum of Au₅₅ according to the Gupta potential, disordered (which is referred to as “ambiguous”) and twinned fcc structures become the lowest energy configurations (both are degenerate) at the DFT level.

Nelli et al. [36] carried out global optimization of Au₁₄₇ and Au₂₉₄ clusters using a Gupta potential. They found that global minimum structure of Au₁₄₇ is a Marks decahedron which is formed by adding a single atom on the (100) facet of the perfect 146-atom Marks decahedron. This structure has been confirmed to be the global minimum at the DFT level as well. [37] Marks decahedron is also the global minimum for Au₂₉₄. From the global optimization studies, it is clear that Au clusters disfavor the icosahedral structure. This is also true at the geometrical “magic” sizes corresponding to perfect icosahedra.

Electron microscopy imaging is a powerful technique to study the structure of Au particles experimentally. Wang et al. [38] studied the structural transitions of Au₉₂₃ clusters under the influence of an electron beam. They observed that icosahedral clusters transformed to either decahedral or fcc structures. On the other hand, decahedral and fcc structures remained stable under the electron beam. Young et al. [39] carried out in situ heating and cooling under an electron microscope. Particles with initial structure of fcc (5.5 nm), icosahedron (7.2 nm), and decahedron (10.4 nm) all transformed to a final decahedral structure on heating indicating a significant stability of the decahedral motif in this size range (2 nm to 15 nm). From an application viewpoint, it is essential to understand the structural distribution of Au particles as a function of temperature; this is particularly urgent for catalysis where the catalysts are expected to function at elevated temperatures.

Wells et al. [40] calculated the fraction of as-deposited Au clusters at the sizes of 561, 742, and 923 using HAADF STEM images. At all the sizes, decahedral is the abundant motif (41 to 46%) followed by fcc structures (31 to 37%) along with less than 5% icosahedra. In another study, Foster et al. [41] estimated the fraction of various structural motifs (fcc, decahedral, icosahedral) of Au₅₆₁ as a function of temperature (20 °C to 500 °C). At temperatures greater than 125 °C equilibration was obtained, with fcc structures being more likely than decahedral ones, while icosahedra were absent. This is completely different to the case of as-deposited Au₅₆₁ where decahedral structures were found to be more likely than fcc ones due to kinetic trapping [42] In both the studies, there is a significant fraction of the structures which have been classified as unidentified/amorphous owing to the inherent difficulty in characterizing the structures from 2D electron microscopy images. Although, the structural distribution can be obtained from experimental studies, it is far from complete. Hence, a theoretical method which can provide a reference for the temperature-dependent structural distribution is necessary. Unfortunately, each method available at present suffers from some type of limitation that restricts the temperature range of applicability.

A well known approach is the Harmonic Superposition Approximation (HSA) to the partition function. [43] In this method, many low energy minima (~10⁴) are collected and the partition function is constructed which is then used to calculate the probability of a structure as a function of temperature. HSA has been used to study the solid-solid transitions and calculate the occurrence probability of various geometrical motifs in Lennard Jones (LJ) clusters [43–46]. Au nanoclusters [47] and Ag-Cu, Ag-Ni nanoalloys [48] HSA is in principle exact in the limit T → 0, since it can easily incorporate quantum corrections, and it is in general very accurate at low temperatures, which may extend well above room temperature for noble and transition metals. HSA becomes progressively erroneous as the temperature gets close to the melting range as the anharmonic effects are not accounted for. Anharmonic effects were experimentally observed [50] well below the melting point at the onset of roughening transition of Ag (110) surfaces. But this is not the only problem of HSA at high temperatures. In fact, when temperature approaches the melting range, an increasingly large number of high-energy liquidlike local minima must be taken into account. Collecting these local minima becomes very cumbersome and not always straightforward.

Another widely used technique is conventional molecular dynamics (MD). MD performs poorly at low temperatures in which the free-energy barriers are much larger than the thermal energy, leading to inadequate sampling of phase space. Typically, for noble and transition metal clusters, one may achieve a good sampling of configuration space only at temperatures close to the melting range, where transition between relevant structural motifs become possible within the limited time scale of MD.

In order to overcome the limitations of poor sampling, one can in principle momentarily heat up the system, in order to promote thermally-activated barrier crossing. In order to recover the correct behavior at the target temperature, multiple configurations or replicas of the system are used which are allowed to exchange configurations at fixed intervals according to a Metropolis-like criterion. The replicas are at different temperatures with the high temperatures allowing to sample effectively phase space. Such methods are generally referred to as replica exchange or parallel tempering. Parallel tempering can be com-
combined with either Monte Carlo or molecular dynamics. Parallel Tempering Monte Carlo (PTMC) has been employed to study the structural transitions and the structural distributions in Lennard Jones clusters. In PTMC simulations, typically, random displacement moves are used which could hinder the inter-motif transition at larger sizes. For instance, Pd-Pt nanoalloys (sizes 55, 147, and 309) retained the initial icosahedral geometry during the PTMC simulations, although it is expected that several geometrical motifs co-exist at any combination of size, composition, and temperature. In contrast to PTMC, Parallel Tempering Molecular Dynamics (PTMD) studies are less common for clusters. Using PTMD, size-dependent melting of Fe particles and low energy structures of Au clusters have been studied.

PTMD offers a few advantages over the PTMC method. Compared to PTMC, PTMD is relatively straightforward in that one does not have to search for the structures as required in PTMC. Additionally, molecular dynamics at high temperatures can avoid the issue of being trapped in a specific geometrical motif. However, even the PTMD sampling may become cumbersome at low temperatures, that typically means below room temperature for noble and transition metals. In addition, PTMD is a purely classical method that does not incorporate quantum corrections to the occupation probabilities of the different minima. These corrections may be important at low temperatures.

In the current work, we propose a simulation methodology that combines different techniques in order to obtain an accurate sampling of the configuration space of nanoclusters in the full temperature range from 0 K up to melting. The methodology is mainly based on PTMD simulations complemented by global optimization searches and HSA calculations. It consists of three steps:

1. Global optimization searches (here performed by the Basin Hopping algorithm) in order to search for the lowest-energy structures in the energy landscape of the nanoclusters. These will be part of the input of the PTMD simulations and of the HSA calculations.

2. PTMD simulations in which the convergence is checked also against the choice of the initial configurations. In the PTMD simulations, configurations are frequently sampled to produce a collection of local minima to be used in the HSA calculations.

3. HSA calculations that make use of the local minima collected in step 2., complemented by minima from step 1. if necessary.

Accuracy of HSA decreases with increasing temperature. In PTMD simulations, exchange of configurations between replicas leads to an improved sampling. As a result of these two factors, PTMD will give an accurate sampling of the configuration space at higher temperatures. Typically, there will be an intermediate temperature range (which may change from system to system) in which the results of HSA calculations and of PTMD simulations are in good agreement with each other. For temperatures below this range, HSA results can be safely trusted. We note that in principle the manner in which we combine the PTMD and HSA is not an on-the-fly combination. A previous study has indeed combined HSA and Parallel Tempering Monte Carlo (PTMC) by treating an auxiliary HSA system as an additional replica. Similarly, HSA has been combined with “basin-sampling” to improve the accuracy. HSA has also been employed to identify the optimal temperatures of the replicas during PTMC which allows to maintain uniform acceptance rates.

We use this method to study the temperature-dependent structures of Au nanoclusters. We consider three cluster sizes: Au

Our calculations will give accurate descriptions of the competition between structural motifs for T from 0 K to the complete melting. Different types of structural transitions at the solid state will be singled out.

2 Methods

2.1 Interatomic Potential

We model the interaction between the Au atoms using a tight binding model within the second moment approximation (TBSMA) which is also referred to as Gupta potential or Rosato-Guillope-Legrand (RGL) potential. In this model, the cohesive energy of a cluster is defined as

\[ E_c = \sum_i \left\{ \sum_j \left\{ \sum_{\text{e}} A \varepsilon e^{-r_{ij}/r_0} - \sum_q \xi q^2 e^{-2q(r_{ij}/r_0)} \right\} \right\} \]  

where \( r_0 \) is the bulk nearest neighbor distance. \( r_{ij} \) is the distance between the atoms \( i \) and \( j \). \( A, \xi, p, \) and \( q \) are the model parameters. The potential is represented by a continuous 5th degree polynomial beginning from the second nearest neighbor distance which goes to zero at the third nearest neighbor distance. The parameters used in this work are given in Ballo et al. This potential has been used to study the structure of Au nanoclusters during the gas-phase growth and on MgO substrates obtaining very good agreement with the experiments. Additionally, the structural predictions of the potential relating to the surface defects of the “rosette” type and the propensity to disfavor icosahedral motif agree with the DFT calculations. With respect to the bulk systems, the potential correctly predicts the reconstruction of the \{110\} surfaces and the activation barrier of self diffusion on \{111\} surfaces which is confirmed by DFT calculations.

2.2 Global optimization

Before PTMD simulations, we carry out global optimization searches in order to understand the global minimum and the low energy structures for each cluster size. These structures serve as the initial structures for PTMD simulations. We employ Monte Carlo combined with basin hopping referred to as the basin hopping Monte Carlo (BHMC) for searching the low energy
structures. We use a highly disordered structure to initialize the BHMC search. At each size, we run at least 5 independent searches of at least $2.5 \times 10^5$ steps.

### 2.3 Parallel Tempering Molecular Dynamics (PTMD)

In conventional molecular dynamics, when the free-energy barriers separating different structures are larger than the thermal energy $k_BT$ available to the system, with $k_B$ the Boltzmann constant, the simulations can get trapped in local free-energy minima for long times, thus preventing an effective sampling of all the representative configurations at these temperatures. In simulations of nanoclusters, this issue is sometimes overcome by raising the temperature close to the melting one.\(^2\) In PTMD, this strategy is further extended by simulating different copies (replicas) of the system at temperatures ranging from low to high; from time to time, exchange of configurations between the replicas is attempted according to a Metropolis-like criterion. The replicas at higher temperatures are able to overcome free-energy barriers and thus sample a larger number of configurations compared to the replicas at lower temperatures. Due to the exchange of configurations between the replicas (“tempering”), the sampling of the phase space improves significantly for all temperatures.

In our PTMD simulation, we consider $M$ replicas and each replica is thermostatted at temperature $T_m$ ($m = 1, 2, \ldots, M$) in a canonical ensemble. For the replica exchange, the set of nearest neighbor pairs, $N = \{(m, m+1)\mid m = 1, 2, \ldots, M - 1\}$, is divided into two subsets: even pairs, $\mathcal{E} = \{(2j, 2j+1)\}$ and odd pairs, $\mathcal{O} = \{(2j - 1, 2j)\}$. Depending on how the exchange pairs are selected, there are two commonly used algorithms.\(^2\) In the deterministic even/odd (DEO) algorithm, the exchange attempts alternate between even and odd pairs. In the case of stochastic even/odd (SEO) algorithm, either an even or an odd pair is chosen randomly. In this work, we use the stochastic even/odd (SEO) algorithm for replica exchange. An exchange attempt between the adjacent replicas $p$ and $q$ is either accepted or rejected according to a probability given by the following Metropolis-like criterion.

$$p = \min\{1, e^{-(E_p - E_q)/(\beta_p - \beta_q)}\}$$  \hspace{1cm} (2)

where $\beta_p = 1/k_BT_p$, $\beta_q = 1/k_BT_q$. The potential energies of the replicas $p$, $q$ are $E_p$, $E_q$ respectively.

A key step in PTMD simulations is the choice of the number of replicas and the associated temperatures.\(^5\) We carried out a preliminary PTMD simulation to identify the melting range of the clusters at all the three sizes of 90, 147, and 201. Based on the melting region and given that we are interested in studying the finite-temperature structures, we chose the temperature ranges of 250 K – 550 K (Au$_{90}$), 300 K – 600 K (Au$_{147}$), and 300 K – 650 K (Au$_{201}$). The number of replicas, $M$ ranges from 24 – 36 depending on the size of the cluster; the criterion used is to have at least 20 to 30% acceptance rate for replica exchanges. The temperatures follow a geometric progression\(^5\) with additional replicas close to the melting region to ensure finer temperature intervals. All the simulations have been carried out using LAMMPS\(^5\) package.

We use a time step of 5 fs. Exchanges are attempted every 250 ps and they are accepted or rejected according to the Metropolis-like criterion given above. For the structural analysis, we consider the configurations at 125 ps after every exchange attempt. In order to ensure we achieved convergence of the structural distribution in PTMD, we adopt the following procedure. We begin the simulations with all the replicas having the same initial configuration. During the initial phase of the simulations, the structures retain the memory of the initial configuration until a sufficient number of successful exchanges is accomplished. Hence, we disregard the initial phase, which ranges from 0.5 $\mu$s to 1.5 $\mu$s, and start collecting statistics of the configurations after a certain time, for at least 2 $\mu$s. We have verified that this procedure results in convergence by starting from several different initial configurations, including random clusters, global minima, and a mixture of representative structures, see Fig. 2 and the Supplementary Information.

Additionally, we performed very long conventional MD simulation of Au$_{201}$ at 300 K, to demonstrate that the replica exchange indeed improves the sampling in the present case. These simulations start from the truncated octahedron, which, as we will see in the following, is the lowest-energy structure for size 201 but is very unlikely to be observed at 300 K, where decahedra dominate due to entropic effects. In more than 60 $\mu$s of conventional constant temperature MD, no transitions from the initial truncated octahedron to other structures were observed, showing that the sampling given by MD at 300 K is largely incomplete.

This result, together with the check on the independence on initial conditions, provides a strong evidence for practitioners that the PTMD approach is effective at sampling the structure distribution even at temperatures lower than the melting one and that is rather insensitive to the choice of initial structures.

### 2.4 Harmonic Superposition Approximation

The application of the Harmonic Superposition Approximation (HSA) to nanoclusters has been discussed in numerous works.\(^5\) Here, we only provide the relevant equations. In HSA method, the partition function is written as,

$$Z = \sum_i e^{-\beta E_i^\mu} \frac{Z_{i,\text{param}}^{\text{vib}}}{g_i}$$  \hspace{1cm} (3)

### Table 1

| Structure        | Size 90 | Size 147 | Size 201 |
|------------------|---------|----------|----------|
| amorphous        | 69      | –        | –        |
| fcc              | 316     | 1382     | 728      |
| twin             | 3107    | 3651     | 1316     |
| icosahedron      | 1       | 2444     | –        |
| decahedron       | 994     | 8554     | 8583     |
| mix              | 6632    | 1919     | –        |
| all              | 11119   | 17950    | 10627    |
Table 2 CNA signatures of the various coordination types considered for the structure classification

| Coordination type | CNA signature |
|-------------------|---------------|
| inner-fcc         | (421)         |
| inner-hcp         | (421)         |
| inner-5-axis      | (422)         |
| central-Ih        | (555)         |

Table 3 Rules for classification of the structures. The values referring to the amount of a given coordination type are in percentage.

| Structure     | Classification rule                                      |
|---------------|---------------------------------------------------------|
| amorphous     | non-classified > 60                                    |
| fcc           | inner-5-axis = 0 and inner-fcc > 10 and inner-hcp = 0  |
| twin          | inner-5-axis = 0 and (inner-hcp + inner-fcc) > 10 and inner-hcp > 0 |
| icosahedron   | central-Ih > 0                                         |
| decahedron    | inner-5-axis > 0 and (inner-hcp + inner-fcc) > 20      |
| mix           | rest                                                    |

where $\beta = 1/(k_BT)$. The summation is over all the local minima, $i$, considered for the HSA. $E_0^i$ is the energy of the local minimum, $i$. $Z^r$, $Z^{rot}$, and $Z^{vib}$ are the translational, rotational, and vibrational contributions to the partition function, respectively. The translational contribution is equal for all clusters with same number of atoms. It has been shown that the rotational contribution does not affect the probability of the local minima. Hence, we consider only the vibrational contribution. The denominator, $g_i$, is the order of the symmetry group of the local minimum $i$. The vibrational contribution due to a single minimum is given by

$$Z^{vib} = \prod_{n=1}^{3N-6} \frac{e^{-\beta\omega_n/2}}{1-e^{-\beta\omega_n/2}} ,$$

where $\omega_n$ are the $3N-6$ ($N$ is the number of atoms in the cluster) frequencies of the normal modes. The probability of a local minimum as a function of temperature is now given by

$$p_i = \frac{e^{-\beta E_0^i} Z^{vib}}{\sum_j e^{-\beta E_0^j} Z^{vib}} .$$

We define the probability of a specific structure type ($p_{struct}$) by summing up the probabilities of all the minima belonging to that structure type.

$$p_{struct} = \sum_k p_k$$

where $k$ represents all the minima having the same structure. The set of local minima used for the HSA analysis have been collected from the PTMD simulations up to an energy of about 1.0–1.5 eV above the global energy minimum. Two minima were considered to be distinct if they had different structure and their energies were separated by at least 0.05 meV for all the sizes. The number of local minima considered for the HSA analysis at each size is reported in Table 1.

2.5 Structure classification

In order to calculate the fraction (PTMD simulations) or the probability (HSA) of the various structures as a function of temperature, a structure classification method is required. Here, we employed the Common Neighbor Analysis (CNA)

$$\mu = 1/(k_BT) .$$

method. In CNA, each pair of atoms is assigned a set of three integers $(r,s,t)$ which gives an indication of the coordination of these atoms. For example, $(421)$ and $(422)$ indicate fcc (face centered cubic) and hcp (hexagonal close packed) coordination, respectively. In any cluster, the coordination environment of each atom can be defined by the CNA signature associated with all the nearest neighbors. For example, an inner atom in a truncated octahedron has 12 nearest neighbors and each nearest neighbor has (421) coordination. Similarly, a surface atom on the (111) facet has 9 neighbors (6 on the surface and 3 inner neighbors). The CNA signature for this atom

![Fig. 1 Representative structures of Au117 clusters. (a) decahedron (Dh). (b) twin. (c) fcc. (d) icosahedron (Ih). (e) an example of mix structure having the features of both icosahedron and decahedron. (f) amorphous.](image-url)
is \{(311),(311),(311),(311),(311),(421),(421),(421)\}. Based on the CNA signature associated with the nearest neighbors, each atom can be assigned a coordination type.

In this work, we consider five coordination types for classifying the structure of a cluster: inner-fcc, inner-hcp, inner-5-axis, central-Ih, and non-classified. The CNA signatures of these coordination types are given in Table 2. The inner-fcc and inner-hcp atoms have fcc and hcp coordination. Atoms having inner-5-axis coordination belong to a local 5-fold axis. The central-Ih coordination indicates an atom that is surrounded by 12 neighbors each associated with a (555) signature. This is typical of icosahedral structures. Atoms having non-classified coordination do not have a well-defined coordination.

We consider six different classes of structure depending on the percentage of various coordination types in a given cluster: decahedron (Dh), twin, fcc (truncated octahedron), icosahedron (Ih), mix, and amorphous. We define the following simple rules for structure classification (representative structures are shown in Fig. 1). All clusters that have at least 60% non-classified coordinated atoms are classified as amorphous structures. Next we consider the inner-5-axis coordination. Clusters that have non-zero inner-5-axis coordination, can have either icosahedral or decahedral structures. Icosahedral clusters have a central-Ih coordinated atom. Clusters than do not have a central-Ih coordinated atom but have at least 20% combined inner-fcc and inner-hcp are classified as decahedra. Clusters with twin and fcc structures have at least 10% combined inner-fcc, inner-hcp atoms, and zero inner-5-axis atoms. Clusters with twin structure have non-zero inner-hcp atoms. All other clusters are classified as mix structures. All the rules are listed in Table 3. The mix structures have features of more than one geometrical motif and are discussed in detail in Sec. 3.4. An example is shown in Fig. 7, where the features of icosahedron and decahedron are observed in the same cluster. We treat this structure type in greater detail and will be discussed later.

3 Results and Discussion

In order to obtain the melting point, we calculated the heat capacity \(C_V\) from the PTMD simulations. The melting point was estimated as the temperature corresponding to the peak value of \(C_V\). The melting points of \(\text{Au}_{30}\), \(\text{Au}_{47}\), and \(\text{Au}_{201}\) calculated from PTMD simulations are 420 K, 505 K, and 550 K, respectively. In general, Gupta potential underestimates the melting point. However, the structural predictions of the Gupta potential used in the current work have very good agreement with experiments and DFT calculations.\(^{35,36,37}\) As a result, we believe that the PTMD results will be qualitatively accurate at the very least. In the following, we analyze in detail the results for each cluster size, starting from \(\text{Au}_{47}\) for which a detailed HSA analysis was available.\(^{15}\)

3.1 \(\text{Au}_{47}\)

Our BHMC searches identify the same global minimum – decahedron, shown in Fig. 2 – which has been reported in previous studies.\(^{35,37}\) We find a twin (Fig. 2) which is about 50 meV higher than the global minimum energy. The best fcc and icosahedron are 0.109 and 0.910 eV higher in energy than the global minimum, respectively. The best icosahedron has a defective shell with three surface “rosette” defects. We find that there are several decahedra which compete closely with the global minimum and lie within 100 meV.\(^{10}\) These results show that icosahedra are not favored energetically at 0 K. In the following, we verify whether this trend persists at finite temperatures as well.

We considered three distinct initialpositions for the PTMD simulations: the global minimum decahedron, twin, and a completely nonphysical random structure (Fig. 2). Early in the simulations (\(\sim 0.5–0.6 \mu s\)), there are few differences (see Fig. S1). The fraction of twin is higher when we begin with a twin initial structure while it is lower when the initial structure is a Dh. On the other hand, we observe a negligible amount of fcc when we begin with a random structure. However, these differences decrease as simulations run for a longer time; we find that all three simulation converge to the same structural distribution after 2.4 \(\mu s\). This shows that the PTMD simulations are not sensitive to the initial structure given that they are run for “sufficiently” long time.

The finite-temperature structures of \(\text{Au}_{47}\) obtained from PTMD simulations are shown in Fig. 3. The fraction of structures as a function of temperature is calculated as the mean of the three simulations with different initial structures (Dh, twin, and random). The first thing we notice is that Dh is the dominant motif at room temperature and remains as such up to temperatures close to melting. This shows that the global minimum structure is retained with at least 70% occurrence up to ca. 450 K (see Table 4). The next most abundant structures are twin, fcc with combined occurrence of \(\sim 8\%\) at 300 K which increases to \(\sim 18\%\) at 450 K. Between the two, the twin structures are marginally more abundant. We start observing icosahedral structures above 400 K. At 450 K, icosahedra are about 5% which increases to 15% at 500 K. The \(\text{Au}_{47}\) clusters start melting close to 500 K and the amount of amorphous structures increases with further increase in the tem-
peratures. Before complete melting, a significant amount of mix structures is observed (about 36% at ∼500 K). These structures have features of more than a single motif and we will treat them in greater detail in Sec. 3.4. Finally, we remark that although the PTMD simulations are initialized with non-icosahedral structures, icosahedra are still observed indicating a good sampling of phase space.

We now make a comparison of PTMD and HSA. We use an energy cutoff of 1.5 eV above the global minimum when collecting the local minima from the PTMD simulations. Amorphous structures are not found within this energy range and hence are not considered while calculating the temperature-dependent probability of the various structures. The results are shown in Fig. 3 for a broader range of temperatures than for PTMD (50 < T < 800 K). At low temperatures (< 400 K), we find that there is a good agreement between PTMD and HSA. In both cases, Dh is the dominant motif with little amount of fcc and twin (see Table 4 for a quantitative comparison). Differences start appearing at higher temperatures (> 400 K). HSA severely underestimates the amount of Ih and mix structures at temperatures above 400 K. At 455 K and 499 K, 0.17% and 1.33% of Ih structures are expected from HSA calculations. However, the corresponding values observed from PTMD simulations are 5.18% and 14.97%. At 499 K, 36% of mix structures are observed in PTMD, while, only 0.20% is expected based on HSA. These results clearly show that HSA cannot capture melting and is generally not reliable at temperatures higher than ca. 400 K, most likely due to anharmonic effects.

Before analyzing the other cluster sizes, we discuss our results in relation to a recent work [35] which also employed HSA to study the finite-temperature structures of Au147. The authors used Gupta potential with the same parameters used in the current work but they did not impose a distance cutoff on the interaction potential (in principle the cutoff should be imposed because it was used when fitting the potential parameters, but this introduces rather small differences since the interaction between Au atoms very quickly decreases with distance). We also note that the classification method is somewhat different from ours. Notwithstanding these differences, we find that our HSA results agree reasonably well with the calculations of Schebarchov et al. [35]. This agreement combined with the fact that we collected the local minima from the PTMD simulations without adding any minimum collected from global optimization runs, gives additional validation to the PTMD method as a means to effectively sample phase space.

### 3.2 Au201

The size 201 is a geometric “magic” size corresponding to a regular truncated octahedron which is also the global minimum (Fig. 4). Bao et al., however, found a decahedron which is 7 meV lower in energy than the truncated octahedron although they use the same potential parameters that we have used. We believe that the discrepancy is possibly due to the difference in the distance cutoff used for the potential. In any case, the energy difference is very small and these structures can be treated as quasi-degenerate. We found a couple of decahedra which are higher in energy by 0.052 eV (shown in Fig. 4) and 0.056 eV. The truncated octahedron and the lowest energy decahedron were chosen as the initial structures for the PTMD simulations of Au201 clusters. We verified that also in this case results become independent of the initial conditions after an initial phase of 0.5 μs. The PTMD production runs were carried out for an additional 2.0 μs. We used an energy cutoff of 1.0 eV for collecting the local minima used in
Fig. 4 (top) The initial structures considered for PTMD simulations of Au$_{201}$ clusters along with their energy. The energy is measured relative to the global minimum. (middle) Occurrence fraction of various structures of Au$_{201}$ nanoclusters as a function of temperature in the range 300 K – 650 K obtained via PTMD simulations. (bottom) Probability of various structures of Au$_{201}$ nanoclusters as a function of temperature in the range 50 K – 800 K obtained via HSA. For comparison, we report with vertical lines the range of PTMD temperatures and with a dashed line the fraction of amorphous structures calculated from PTMD simulations.

Results of the PTMD simulations and HSA calculations for Au$_{201}$ clusters are shown in Fig. 4. From the PTMD simulations, we find that Dh is the dominant motif at room temperature and above. This is surprising since the global minimum is a truncated octahedron, but the reason will become clear after we consider the HSA results. There is a solid-solid transition from fcc (truncated octahedra) to decahedral structures well below room temperature (between 100 K and 200 K) indicating that decahedra have high vibrational entropy. Due to this solid-solid transition, the probability of fcc and twin structures is almost zero at room temperature. Dh remains the most abundant motif up to melting. At temperatures greater than 400 K, small amounts of twin structures are observed in PTMD simulations. Very small amounts of mix structures are observed close to melting (550 K). Unlike Au$_{147}$ clusters, icosahedral structures are completely absent at this size. Again, we find that there is very good agreement between PTMD and HSA up to ca. 500 K. However, HSA predicts almost zero twin/fcc structures whereas, non-negligible amount of twin/fcc structures are observed in PTMD simulations.

The results of Au$_{201}$ show that relying solely on global minima to make predictions of the expected structures can be misleading and that it is important to evaluate the temperature-dependent structures, even close to room temperature. On the other hand, the low-temperature structural transition from fcc to Dh would be computationally very expensive to capture by means of PTMD alone – in this case global optimization and HSA analysis are the most appropriate approaches. The latter are able to explore such an elusive low-energy part of the landscape with the additional advantage of including potentially relevant quantum corrections.

3.3 Au$_{90}$

We now consider the size of 90 which is not a geometrical “magic” size. The global minimum is an fcc truncated octahedron structure. Close to this we find a twin which is 0.052 eV higher than the global minimum. The best decahedron is 0.143 eV higher and

Fig. 5 (top) The initial structures considered for PTMD simulations of Au$_{90}$ clusters along with their energy. The energy is measured relative to the global minimum. (middle) Occurrence fraction of various structures of Au$_{90}$ nanoclusters as a function of temperature in the range 250 K – 550 K obtained via PTMD simulations. (bottom) Probability of various structures of Au$_{90}$ nanoclusters as a function of temperature in the range 50 K – 800 K obtained via HSA. For comparison, we report with vertical lines the range of PTMD temperatures and with a dashed line the fraction of amorphous structures calculated from PTMD simulations.
Fig. 6  (a,b) 3D plot showing the CNA signatures of various structure types of Au$_{147}$ at 499 K. $f_{421}$, $f_{422}$, and $f_{555}$ are the fractions of (421), (422), and (555) signatures, respectively. In (b), the structure family corresponding to the mix structure is decomposed into three sub families. (c) Occurrence fraction of various structures of Au$_{147}$ nanoclusters as a function of temperature in the range 300 K – 600 K obtained via PTMD simulations. The mix structure type is decomposed into the three structure types described in the main text. Illustration of structures belonging to (d) $lh + Dh$, (e) dominant-$lh$, and (f) dominant-amor structure types. In panel (d), the $\{100\}$ facet is indicated by a square. In panel (e), the surface “rosette” defect is indicated by a hexagon. The atoms in the first figure in panels (e) and (f) are colored according to their coordination: pink indicates $hcp$ coordination, green $fcc$ coordination, white undefined coordination.

we also find a decahedron with an $hcp$ island which is 0.160 eV higher than the global minimum. In this case, we carried out the PTMD simulations for 2.6 $\mu$s with the $fcc$ (global minimum) and the decahedron + $hcp$ island as the initial structures (Fig. 5). We used an energy cutoff of 1.0 eV for collecting the local minima.

3.4 Mixed structures

In the experimental study of nanoclusters, a good portion of the structures is always difficult to classify. While calculating the fraction, such structures are classified as unidentified or ambiguous.$^{38, 39}$ Given the strong structure-property relationship, it could prove to be useful to describe these structures in greater detail specially when they contribute significantly to the overall fraction. In the case of Au$_{90}$ and Au$_{147}$ clusters, we have already seen that mix structures make a significant contribution. The amount of mix structures is highest at size 90, accounting for up to ca. 60% of the structures. It is lower at the size of 147 where it is mainly observed before melting and it is almost non-existent at 201. A similar size-dependent trend was reported in a previous HSA study$^{35}$ where the amount of “ambiguous” structures reduced as the size increased from 55 to 147.

We now focus on the mix structures to study their make up. For this, we consider the fraction of (421), (422), and (555) CNA signatures denoted by $f_{421}$, $f_{422}$, and $f_{555}$ respectively. In Fig. 6a, we construct a 3D plot with $f_{421}$, $f_{422}$, and $f_{555}$ as the axes.
for the structures of Au$_{147}$ at 499 K obtained from PTMD simulations. Each structure type is represented by a different color on this scatter plot. The mix structure family is surrounded by the Dh, Ih, and amorphous ones. A visual inspection of the structures belonging to the mix family revealed that there were mainly three substructures: (i) structures having features of icosahedron and decahedron (Ih + Dh), (ii) structures which are predominantly icosahedron with some disordered ones (dominant-Ih), and (iii) structures which are predominantly amorphous with some icosahedral features (dominant-amor). Based on this preliminary classification, the mix family was decomposed into three sub families using the k-means algorithm. Results are reported in Fig. 6b.

An example of an Ih + Dh structure is shown in Fig. 6d. The (100) facet is marked with a square (second image) which corresponds to a decahedron. At the same time, we can also observe the icosahedral features in the third image. The other two sub families (dominant-Ih, dominant-amor) are a combination of icosahedron and amorphous structures, the difference being the proportion of the icosahedral and amorphous features. In Fig. 6f, a dominant-Ih structure is shown. In the first image the atoms are colored according to their coordination. This image reveals that the majority of the structure has icosahedral features along with some amorphous region. In addition, these structures have “rosette” defects on the surface (marked with a hexagon in the third image). In contrast, the dominant-amor structures have higher fraction of amorphous features (see Fig. 6f) and generally do not have surface “rosette” defects.

Interestingly, all the three sub families which make up the mix family contain icosahedral features to a varying degree. In Fig. 6c, we re-plot the fraction of various structures as a function of temperature including these new structure types. The majority of the mix family consists of the dominant-Ih structure. As a result, the amount of icosahedral structures in the vicinity of the melting temperature is much higher than anticipated solely based on the icosahedral structures that have a central-Ih coordinated atom (the structure family show in cyan).

Moving on to size 90, we observe that the icosahedral family is missing. Hence, we decompose the mix structures into two sub families. In Fig. 7a, we construct a similar 3D plot for the Au$_{90}$ structures obtained from the PTMD simulations at 402 K: (i) defective decahedral structures (defective-Dh, shown in orange) and (ii) structures having icosahedral and amorphous features (Ih +...
amor, shown in brown). Referring to Fig. 7, at intermediate temperatures (∼325 K to 400 K), defective-Dh is the dominant structure type. Close to the melting, Ih + amor becomes the dominant structure type. With increasing temperature, we observe the following sequence of dominant structures: fcc → defective-Dh → Ih + amor → amorphous.

The decahedral structures at the size 90 can be formed by adding 15 atoms to the 75-atom Marks decahedron. There are mainly three kinds of defective-Dh structures. The most common among them is shown in Fig. 2i. In this structure, the row of atoms that are on the (100) facets (marked in red) penetrate inwards. At the same time, the atoms 1 and 2 are pushed outwards and the distance between them increases. The gap left due to penetration of the outer rows of atoms is clearly visible in the third image. As a result, new bonds are formed between the atoms 3, 4 and the inner atom 5. Typically, such a defect appears only at the end of one of the twin planes. The second type of defective-Dh structure is the poly-decahedron (shown in Fig. 7j) which has more than one decahedral axis. In the first two images, the core is visualized along the two decahedral axes (the pentagon indicates the decahedral axis). The two decahedral axes are clearly visible (marked in red) in the third image. The third defective-Dh structure has hcp islands on the surface. An example of this structure is shown in the initial structure (on the right) in Fig. 5.

The Ih + amor family also consists of a variety of icosahedral-based structures. The structure shown in Fig. 2k is a mixture of icosahedral and amorphous structures. The size 90 is intermediate between the icosahedral “magic” sizes 55 and 147. As a result, the triangular {111} facets corresponding to 55-atom and 147-atom icosahedra can co-exist on the surface (these are indicated by triangles in the third image of Fig. 2). In Fig. 7l, an icosahedral structure is shown which is formed by adding 19 atoms to the 71-atom chiral structure [54,55]. In addition to these, we also observed structures resembling polyicosahedra [55].

In this section, we have used k-means algorithm to shed light on the mix structures. The main objective is to illustrate the broad variety of structures that constitute mix family. However, sophisticated methods (such as machine learning models) may be required for systems that exhibit more complex structures than those observed here.

4 Conclusions

In this paper, we determined the probabilities of the different structural motifs of Au90, Au147, and Au201 nanoclusters, in the whole temperature range from 0 K to full melting. The numerical approach instrumental to obtain these results was based on parallel tempering molecular dynamics (PTMD) simulations, complemented by global optimization (GO) searches and Harmonic Superposition Approximation (HSA) calculations.

As a first result of general character, our simulations have shown that the equilibrium structures at finite temperature cannot be predicted on the basis of the global minimum alone, even below room temperature. Our GO searches have found that the global minimum of Au147 is a decahedral structure, whereas fcc truncated octahedra are the global minima for Au90 and Au201 clusters. In fact, the finite-temperature results have shown that at size 147 decahedra dominate up to temperatures close to melting, but Au201 undergoes a solid-solid transition fcc → decahedron at $T < 200$ K. As a result, decahedron is the dominant motif at room temperatures for size 201 as well. In the case of Au90, the global minimum fcc remains dominant up to ∼325 K, and then other structures become more likely.

Along with the regular geometrical structures (fcc, twin, Ih, and Dh) we also found “mixed” or “defective” structures which we denote as the mix structure family. These structures appear mainly in Au90 and Au147 nanoclusters. At size 147, all the mix structures contain partial icosahedral features. Based on the fraction of (421), (422), and (555) CNA signatures, the mix family was classified into three sub families having different proportions of icosahedral features. Considering the mix structures, icosahedron becomes the dominant structure just before melting (490 K – 500 K). The dominant structures at size 147 thus follow the sequence: Dh → Ih (including mix) → amorphous. Although Au nanoclusters energetically disfavor the icosahedral motif, these structures are observed at higher temperatures. Icosahedra start appearing at temperatures greater than 400 K and combined with mix structures; their fraction continually increases up to 500 K where they are the most abundant structure. The fraction of mix structures is significantly higher for Au90. In this case, the mix structural family was decomposed into two sub families. One of them is made of defective decahedra. The remaining mix structures are a combination of icosahedral and amorphous structures. In the case of Au90 clusters, we observe the following structural changes: fcc (up to ∼320 K) → defective decahedron (320 K – 410 K) → Ih + amorphous (410 K – 435 K) → amorphous.

In all cases, we have found wide temperature ranges (between 300 and 400 K at least) in which there is a very good agreement between the results of PTMD simulations and of HSA calculations. Beyond 400 K, we start observing increasing differences between PTMD and HSA. In the case of Au147, HSA does not predict Ih structures before the onset of melting. However, Ih structures start appearing already at 400 K in the PTMD simulations. Hence, PTMD is accurate from room temperature up to melting. On the other hand, HSA is suitable to study the low temperature (less than room temperature) solid-solid structural transitions, such as the fcc → Dh transition found for Au201 which occurs at $T < 200$ K. While it is difficult to capture the low temperature solid-solid transitions using PTMD directly, the HSA method can be applied to the local minima collected from the PTMD simulations (enriched by GO searches if necessary). In our cases, the low temperature solid-solid transitions were studied by using the local minima from PTMD alone without the need of additional minima from optimization searches, since the basin hopping searches confirmed the low-energy structures found by PTMD. As a final comment, we confirm that the proposed method combining PTMD and HSA is capable of an accurate description of the probabilities of the different motifs in the whole temperature range for systems in which the competition between the motifs is far from trivial.

Given the simplicity and the robustness of our method, we believe that it would be transferable to larger clusters and to nanoalloys. This will be taken up as future research. The method can be used in principle with any type of force field, and also with ab
initio calculations. Very often, in the process of identifying and designing optimal structures for a given property (such as catalytic activity), idealized geometrical shapes are considered for screening a large set of structures. Also, the proportion of various geometrical motifs are usually not considered nor its changes with the operation temperature. We believe that using the information of structural distribution as a function of temperature will greatly improve the screening process.
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