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We introduce multinode quantum trajectory simulations with qsim, an open source high performance simulator of quantum circuits. qsim can be used as a backend of Cirq, a Python software library for writing quantum circuits. We present a novel delayed inner product algorithm for quantum trajectories which can result in an order of magnitude speedup for low noise simulation. We also provide tools to use this framework in Google Cloud Platform, with high performance virtual machines in a single mode or multinode setting. Multinode configurations are well suited to simulate noisy quantum circuits with quantum trajectories. Finally, we introduce an approximate noise model for Google’s experimental quantum computing platform and compare the results of noisy simulations with experiments for several quantum algorithms on Google’s Quantum Computing Service.
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I. Introduction

Classical software which simulates quantum circuits with an approximate noise model of quantum hardware enables the study of NISQ quantum algorithms and applications discovery. qsim [1, 2] was recently launched to allow users of Google Quantum AI open source ecosystem of software tools to simulate quantum circuits more efficiently on classical processors. These software tools include Cirq [3], a quantum programming framework, ReCirq [1], a repository of research examples, and application-specific libraries such as OpenFermion [5] for quantum chemistry and TensorFlow Quantum [6] for quantum machine learning. New features have been added to qsim and Cirq to make quantum circuit simulations more performant and intuitive, and to make noise simulations more sophisticated.

In this paper, we describe the theory and software routines which underpin qsim’s performance. We outline qsim implementations and workflows for various classical processor types and setups, including single and multinode CPU and GPU setups. Fi-
nally, we describe a generic noise model which approximates Google’s Quantum Computing Service (QCS).

II. Cirq: a programming framework for quantum circuits

Cirq [3] is a Python software library for writing, manipulating, optimizing and running quantum circuits on quantum computers and quantum simulators. Cirq can be used with experimental quantum processors, such as Google’s Quantum Computing Service, Alpine, Pasqal, Rigetti and IonQ. It comes with built-in Python simulators for testing small circuits, and supports high performance simulators, such as Qulacs [7] and qsim [5]. Cirq has also been integrated with other software libraries, such as QC Ware Forge, Xanadu PennyLane [9], Zapata Orquestra, Sandia National Lab pyGSTi [10], CQC t|ket> [11] and Quantum Benchmark TrueQ [12]. Cirq is part of Google Quantum AI open source ecosystem, which includes ReCirq [4], OpenFermion [5] and TensorFlow Quantum [6]. In this paper, we will focus on the use of Cirq to simulate approximate experimental noise with qsim [1][2].

A qubit in Cirq is an abstract object that has an identifier. The actual state of a qubit or qubits is maintained in a quantum processor or a simulator. A Gate in Cirq is an effect that can be applied to a collection of qubits. A Gate can be a unitary gate or a quantum channel. Quantum channels can represent noise, such as amplitude or phase damping channels.

The primary representation of quantum programs in Cirq is the Circuit class. A Circuit is a collection of Moments. Each Moment is a collection of Operations that all act during the same time slice, but in different qubits. An Operation in Cirq is a Gate that has been applied to qubits.

```python
import cirq

q0, q1, q2 = cirq.LineQubit.range(3)

moment0 = cirq.Moment([cirq.CZ(q0, q1), cirq.X(q2)])
moment1 = cirq.Moment([cirq.CZ(q1, q2)])
circuit = cirq.Circuit((moment0, moment1))
```

Cirq also includes tools to transform circuits, including adding quantum channels after unitary gates in a circuit to simulate noisy experimental quantum processors. Noise can be added to a Cirq circuit before constructing a simulator object and simulating the circuit. There are two procedures for adding noise to a Cirq circuit: defining individual noise events, or defining a global noise model.

An individual noise event can be added as a `cirq.NoiseModel` with corresponding noise parameters to the Circuit object (in the `cirq.Circuit` argument). Calling the `cirq.kraus` protocol on a channel returns the Kraus operators corresponding to that channel. All channels are subclasses of `cirq.Gate`. As such, they can act on qubits and be used in circuits in the same manner as gates.

Cirq has multiple common noise channel options built in, such as the depolarizing channel `cirq.depolarize`, the phase damping channel `cirq.phase_damp` and the bit flip channel `cirq.bit_flip`. Channels can be controlled by appending .controlled. Custom channels can be defined using `MixedUnitaryChannel` or `KrausChannel`. `MixedUnitaryChannel` takes a list of (probability, unitary) tuples and uses it to define the _mixture_ method. `KrausChannel` takes a list of Kraus operators and uses it to define the _kraus_ method. A measurement key can be used as a parameter in a custom noise channel. This key will be used to store the index of the selected unitary or Kraus operator in the measurement results.

Noise that affects an entire circuit can be described with the `cirq.NoiseModel` type. Objects of this type must define one of three methods to describe how to convert a “clean” circuit into a “noisy” circuit: (1) `noisy_operation`, which mutates each operation independently, (2) `noisy_moment`, which mutates each set of simultaneous operations, or “moment”, as a group, or (3) `noisy_moments`, which mutates the entire circuit at once. A simple version of this is provided in `cirq.ConstantQubitNoiseModel`, which applies a specified gate or channel to every qubit in the circuit at the start of each moment. For more complex behavior, users can implement their own `NoiseModel` type.

Once constructed, a `NoiseModel` can be applied to a circuit using the `Circuit.with_noise` method. This generates a “noisy” version of the original circuit, which can then be simulated with qsim or one of the built-in Cirq simulators.

III. qsim: a quantum circuit simulator

qsim is a full state vector quantum circuit simulator: it computes all the 2^n amplitudes of the state-vector, where n is the number of qubits. Basically, in order to apply gates or operators to the state vector, the simulator performs matrix-vector multiplications repeatedly. We use single precision arithmetic and gate fusion [13][14] to speed up the simulation. In addition, we use SIMD (single instruction/multiple data) instructions for vectorization and OpenMP for multi-threading on CPUs. Three
SIMD versions are available: SSE, AVX2/FMA, and AVX512. We also have a GPU implementation using CUDA.

A. Matrix-vector multiplication

For a q-qubit gate and an n-qubit state vector, the full matrix-vector multiplication can be block diagonalized into \(2^{n-q}\) (gate matrix)-subvector multiplications, where the gate matrix is of size \(2^q \times 2^q\) and each subvector is of size \(2^q\) as depicted in Algorithm 1.

Algorithm 1 Matrix-vector multiplication algorithm.

1: for \(i \leftarrow 0, 2^{n-q} - 1\) do
2: \(M \leftarrow 2^i\)
3: \(w \leftarrow \text{temporary vector of size } M\)
4: \(v \leftarrow \text{subvector(state, gate_qubits)} \quad \triangleright \text{read subvector from memory}\)
5: for \(j \leftarrow 0, M - 1\) do
6: \(w_j \leftarrow \sum_{k=0}^{M-1} U_{jk} v_k\)
7: end for
8: subvector(state, gate_qubits) \(\leftarrow w \quad \triangleright \text{write results back to memory}\)
9: end for

The total number of flops is approximately equal to \(2^{q+2} \cdot 2^{n+1}\) and the total number of bytes to read and write is \(2^{q+4}\) (single precision). The arithmetic intensity (the ratio of the number of flops to the number of bytes to read and write) is \(2^{q-1}\). The arithmetic intensity is small for small values of \(q\) and the performance is usually limited by the memory bandwidth. It is beneficial to fuse small gates into larger gates to increase the arithmetic intensity and better utilize the compute power of modern CPUs and GPUs [13, 14].

B. Gate fusion

A quantum circuit can be considered as a lattice structure that has spatial and time directions. The time direction corresponds to the order in which gates are applied. The core idea of gate fusion is to combine gates that are close in space and time into larger gates [13, 14]. Gate fusion increases the arithmetic intensity, decreases the number of gates, and typically leads to a significant speedup.

There are two steps in the fusion algorithm that is employed in qsim. First, large gates and small gates that are neighbors in time and act on the same qubits are combined (say, 2-qubit gates are combined with 1-qubit gates). Second, the algorithm greedily combines gates that are close in space and time. Essentially, this works as follows. All the resulting gates from the first step are unmarked. The unmarked gates are picked for processing in increasing time order. The first unmarked gate is picked and marked. The nearest (unmarked) neighbors (the gates that share qubits with the picked gate) forth in time and the next nearest unmarked neighbors back in time (if they do not have unmarked neighbors further back in time) are added while the resulting fused gate is no greater than the specified maximum fuse size \(f\). All added gates are marked. This procedure is repeated until all the unmarked gates are exhausted.

Typically the optimal value of the maximum fuse size \(f\) is 4 for large numbers of threads (or on GPUs) and large circuits. Smaller fuse size, \(f = 2\) or \(f = 3\), can be optimal for small numbers of threads and/or small circuits. However, this might depend on the circuit structure and the user is advised to try out different values.

C. SIMD implementation

We use SIMD instructions (single instruction/multiple data) to make the most of the compute power of CPUs. We avoid the usage of horizontal SIMD instructions by keeping the real and imaginary parts of \(k\) state-vector amplitudes in separate SIMD registers, where \(k\) is the SIMD register size in floats. In single precision, \(k = 4\) for SSE, \(k = 8\) for AVX, and \(k = 16\) for AVX512. The real and imaginary parts can be stored in memory separately in blocks of size \(k\) (real parts are followed by \(k\) imaginary parts and so on) or alternatively they can be stored conventionally (one real part is followed by one imaginary part and so on). In the former case, the real and imaginary parts can be loaded immediately into two SIMD registers. In the latter case, the amplitudes have to be reshuffled. This technique allows us to perform the (gate matrix)-subvector multiplications in parallel for up to \(k\) subvectors.

We denote the qubit indices that are larger than or equal to \(\log_2(k)\) as “high” qubit indices and the qubit indices that are smaller than \(\log_2(k)\) as “low” qubit indices. It is straightforward to generalize Algorithm 1 to make use of SIMD instructions if all the gate qubits are high. In this case, the first loop runs from 0 to \(2^{n-q-\log_2(k)} - 1\). \(k2^q\) state-vector amplitudes are loaded into two \(2^q\) SIMD registers (the additional factor of two is because of real and imaginary parts) and SIMD arithmetic instructions are used to calculate \(k\) matrix-vector products simultaneously.

If some of the gate qubits (or all) are low then the algorithm is more involved. Let \(h\) be the number of high qubits and \(l\) a number of low qubits
(h + l = q). Now the first loop in Algorithm 1 runs from 0 to $2^n - h - \log_2(k) - 1$ and the second loop runs from 0 to $2^h - 1$. $k^h$ state-vector amplitudes are loaded into $2 \cdot 2^h$ SIMD registers. We calculate $k^h/2^l$ matrix-vector products simultaneously. To do that, $k^h$ state-vector amplitudes are rearranged into $2 \cdot (2^n - 2^h)$ additional SIMD registers ($2^l - 1$ additional registers for each register loaded from memory). We use the following specific permutations

$$p_{k,i} = (i \oplus k)|(i \& \bar{m}).$$

Here the $i$th data element of the register loaded from memory goes to the position $p_{k,i}$ into the $k$th additional register ($k$ runs from 1 to $2^l - 1$), $m$ is the low qubit binary mask, $\bar{m}$ is the one’s complement of $m$ and $\oplus$ denotes the summation of masked bits. An example for AVX ($k = 8$) and $l = 2$ with low qubit indices equal to 0 and 1 ($m = 3$) follows. Each register loaded from memory

$$a_7a_6a_5a_4a_3a_2a_1a_0$$

is rearranged into three additional registers as

$$a_4a_7a_6a_5a_0a_3a_2a_1$$
$$a_5a_4a_7a_6a_1a_0a_3a_2$$
$$a_6a_5a_4a_7a_2a_1a_0a_3.$$

The matrix elements to calculate the sum in line 6 in Algorithm 1 are loaded into SIMD registers accordingly. $U_{jk,i} = U_{jk}U_i^\dagger$, where $U_{jk,i}$ denotes the matrix element that is loaded into $i$th position in the $(j,k)$th SIMD register, $j$ runs from 0 to $2^h - 1$, $k$ runs from 0 to $2^n - 1$, $j' = s/2^q$, $k' = s \mod 2^q$ and $s$ is given by $j2^q + r_i2^q + 2^q(k/2^l) + (r_i + k) \mod 2^l$, where $r_i$ is equal to $i$ compressed with respect to $m$.

### D. GPU implementation

The GPU implementation is very similar to the SIMD implementation. The GPU implementation uses CUDA. 32-thread warps are used instead of SIMD registers and SIMD instructions, i.e. $k = 32$ in this case. A single thread in a warp basically performs the same role as a single data element in a SIMD register. $k^h/2^l$ matrix-vector products are calculated in parallel by a single warp, where $l$ is the number of low qubits. The implementation efficiently utilizes the GPU compute resources and memory bandwidth, especially, in the case of $l = 0$.

We compare the runtime between the CPU and GPU implementations for several CPU and GPU families available in Google Cloud Platform in Sec. IIIF (see Figs. 1 and 2).

### E. Quantum trajectories in qsim

qsim supports noisy circuit simulations using quantum trajectories. A quantum trajectory is implemented by choosing one Kraus operator $K_i$ for each quantum channel with Kraus operators $\{K_i\}$. The probability to sample the Kraus operator $K_i$ is $p_i = \langle \Psi|K_i^\dagger K_i|\Psi \rangle$. The probabilities $p_i$ sum to unity for each channel, $\sum p_i = 1$. A Kraus operator is sampled and applied to the state vector for each channel sequentially. This procedure is typically repeated many times, once per quantum trajectory. The Monte Carlo statistical error for an observable estimated with quantum trajectories goes like $1/\sqrt{r}$, where $r$ is the number of trajectories. Therefore the number of trajectories is typically in the thousands or higher.

We present a novel delayed inner product algorithm for quantum trajectories which can result in an order of magnitude speedup for low noise simulation. In the conventional quantum trajectory algorithm, at least one Kraus operator is applied immediately for each channel. The corresponding probability $p_i$, the norm of the resulting state vector, is calculated. Sometimes multiple probabilities have to be calculated for the same quantum channel to sample with probabilities $\{p_i\}$.

Our improved delayed inner product algorithm uses a lower bound $\bar{p}_i$ for each sampling probability $p_i$. The lower bound $\bar{p}_i$ is given by the smallest singular value (squared) of the operator matrix $K_i$. Note that in general, the bounds $\bar{p}_i$ sum to a value $s$ that is smaller than unity. To sample the Kraus operator, we draw a random number $r$ from the range $[0, 1)$. If $r < s$ then there is no need to apply any Kraus operator immediately and we avoid computing any inner product $\langle \Psi|K_i^\dagger K_i|\Psi \rangle$. The operator can be sampled just by using the lower bounds. In this case, the application of the picked operator can be deferred. Deferring the operator application allows us to make use of gate fusion, see Sec. IIIA. If $r \geq s$ then, first, we fuse and apply all the operators that were deferred in the previous steps. Second, we use the conventional sampling procedure. The algorithm is depicted in Algorithm 2. Note that the expectation value in step 14 can be calculated in place without copying the state vector to a temporary vector. This reduces the memory usage.

Note that, in the case of weak noise, the sum $s$ of lower bounds is typically close to one and the operators get deferred with a high probability. This gives rise to a significant speedup. We observe that the runtime is linear in noise strength for typical noise values, see Fig. 2. The runtime of the conventional algorithm is weakly dependent on the noise probability, so the runtime at a noise probability of 0.1 gives
a lower bound for the runtime of the conventional algorithm. We observe an order of magnitude runtime speedup for low noise with 27 qubits. Furthermore, if all Kraus operators in a channel are proportional to unitary matrices (like in the depolarizing channel or other mixtures of unitaries), then $s = 1$ and we always defer the application of such a channel.

Algorithm 2 Quantum trajectory algorithm.
1: for all channels do
2: $k \leftarrow$ size(channel)
3: $r \leftarrow$ random([0, 1])
4: for $i \leftarrow 1, k$ do \Comment*{iterate over Kraus operators}
5: \hspace{1em} if $r < \bar{p}_i$ then
6: \hspace{2em} defer applying $K_i$ \Comment*{pick $i$th Kraus operator}
7: \hspace{1em} go to next channel
8: \hspace{1em} else
9: \hspace{2em} $r \leftarrow r - \bar{p}_i$
10: \hspace{1em} end if
11: end for
12: fuse and apply all deferred Kraus operators
13: for $i \leftarrow 1, k$ do \Comment*{iterate over Kraus operators}
14: \hspace{1em} $p_i \leftarrow \langle \Psi | K_i^\dagger K_i | \Psi \rangle$
15: \hspace{2em} if $r < (p_i - \bar{p}_i)$ then
16: \hspace{3em} $| \Psi \rangle \leftarrow \left( \frac{1}{\sqrt{p_i}} \right) K_i | \Psi \rangle$ \Comment*{pick $i$th Kraus operator}
17: \hspace{2em} go to next channel
18: \hspace{2em} else
19: \hspace{3em} $r \leftarrow r - (p_i - \bar{p}_i)$
20: \hspace{2em} end if
21: end for
22: end for

F. Main qsim runtime factors

The main factor in the runtime of a circuit simulation is the number of qubits. The size of the state vector for $n$ qubits is $2^n$, and therefore the runtime is also exponential in the number of qubits (for large circuits), as seen in Fig. 1. For best performance, we set the number of threads equal to the number of cores in the machine. If the maximum number of threads is not used on multi-socket machines, then it is advisable to distribute threads evenly to all sockets or to run all threads within a single socket. Separate simulations on each socket can be run simultaneously in the latter case. Note that, due to OpenMP overhead, the number of CPU threads does not affect the performance for circuits smaller than 17 qubits (when is better to use one thread). The runtime is linear in the circuit depth, as the number of matrix-vector multiplications is linear in the depth.

Figure 1 shows that the runtime increases linearly with the noise strength for a quantum trajectory. In this example, we used a phase damping channel applied to random circuits on 20 qubits (Fig. 2a) and 27 qubits (Fig. 2b). For 20 qubit circuits, the c2-standard-60 CPU outperforms an NVIDIA T4 GPU as noise increases, likely because the whole wave function fits in CPU cache. For 24 or more qubits, the T4 GPU outperforms the c2-standard-60 CPU, likely because the CPU runtime is limited by RAM access time as the wave function does not fit in cache. Furthermore, high noise prevents gate fusion and limits the arithmetic intensity. The performance does not depend on the noise strength if all Kraus operators in the quantum channel are proportional to unitary matrices (like in the depolarizing channel), see Sec. IIIE.

IV. Simulating quantum circuits on the Google Cloud Platform

A. Choosing hardware

The first thing to take into consideration when choosing hardware for a qsim simulation, is the memory required to simulate the circuit. The memory required to simulate an $n$ qubit circuit is $8 \cdot 2^n$ bytes. The maximum number of qubits that can be simulated on a given machine is limited by its RAM memory. Currently, this maximum is 32 qubits in a Google cloud GPU (on an NVIDIA A100 GPU with 40GB of memory), and 40 qubits on a virtual machine (on an m2-ultramem-416), see Sec. IVB.

Note
that memory bandwidth affects qsim performance. qsim performs best when it can use the maximum number of threads, and multi-threaded simulation benefits from high-bandwidth memory.

Simulations of noise can require more memory (by a factor of two). Extra memory is not required for noise models that can be represented with Kraus operators proportional to unitary matrices (see section III.E). An example is a noise model which contains only depolarizing channels.

For circuits that contain fewer than 20 qubits, the qsimcirq translation layer performance overhead currently tends to dominate the runtime of the simulation. In addition to this, qsim is currently not optimized for small circuits.

Performance is the key differentiator between CPUs and GPUs. GPU hardware outperforms CPU hardware significantly (see Fig. 1) when the simulated circuit contains more than 20 qubits. Performance is particularly important in a noise simulation with many trajectories. The run time of a quantum trajectory simulation increases linearly with the number of trajectories. Another case where performance is particularly important is when simulating parametrized circuits for many different choices of parameters. These simulations are embarrassingly parallelizable and well suited for multinode simulations in Google Cloud Platform, see Sec. IV.C.

B. Simulation on a high memory CPU

qsim simulations on Google Cloud Platform (GCP) take place in virtual machines (VMs). A VM on GCP behaves like a real computer with user-defined specifications, such as CPU type and available memory, but without being tied to a specific physical device. This allows VMs to take advantage of available resources fluidly, without requiring the user to manage hardware details. GCP VMs also provide users access to more powerful devices than most desktop machines; these include high-memory devices which can support up to 40 qubits in noiseless simulations.

A single GCP VM is sufficient for noiseless qsim simulations, or for qsim quantum trajectory simulations of up to around 23 qubits. A step-by-step workflow for configuring such a simulation on either CPU or GPU is provided on the Quantum AI website. The outline of the CPU workflow is as follows:

1. Create a VM with the necessary specifications for the simulation, see Sec. IV.A
2. Establish an ssh connection from your computer to the VM.
3. Start the provided qsim Docker container on the VM. The qsim Docker container is a self-contained environment with qsim and its dependencies already installed.
4. Run qsim simulations on the VM. The three main options for how to run qsim simulations:

![Figure 2](https://quantumai.google/qsim/tutorials/gcp_cpu)

(a) Time versus noise, 20 qubits.

(b) Time versus noise, 27 qubits.
via Google Colab\footnote{https://colab.research.google.com/}, Jupyter\footnote{https://jupyter.org/}, or directly in the terminal.

C. Multinode simulation

Quantum trajectories of noisy quantum circuits are embarrassingly parallelizable. Therefore a simulation can be distributed over multiple compute nodes to finish it linearly faster in the number of nodes. One way to do this in GCP is using TensorFlow Quantum and Kubernetes with qsim as the simulation backend \cite{15}. This is particularly natural for research in quantum machine learning applications. In this section, we explain a different workflow for configuring multinode simulations on GCP using a more traditional job scheduler. We provide a complete tutorial on the Google Quantum AI website\footnote{https://quantumai.google/qsim/tutorials/multinode}. The scripts initialize a cluster and include a job submit file that can be modified to call a custom Python script.

The multinode simulation workflow creates the virtual machines required for the simulation using autoscaling. The autoscaler is able to cope with heterogeneous clusters (containing multiple machine types in multiple regions), using HTCondor matchmaking algorithms to require or prefer co-locating compute and storage for optimal performance.

The workflow provides Terraform\footnote{https://github.com/terraform-cloud/terraform} scripts to create the HTCondor\footnote{https://www.htcondor.org/} cluster. Terraform is an Infrastructure as Code platform which allows cloud infrastructure to be created, managed and destroyed using a well defined programming model. When called, the Terraform code interacts with the Google Cloud APIs to create several components (also known as resources) of the cluster, see Fig. 3:

1. A Managed Instance Group (MIG), which represents a group of Virtual Machines (VM) based on a template
2. An Instance Template, which provides the definition of the VMs used in the MIG
3. A controller node (or Central Manager) which manages all aspects of the cluster
4. A submit node, which allows users to login and interact with the cluster

The controller node runs a Negotiator and a Collector process. These processes maintain lists of all the nodes that are part of the HTCondor cluster (also referred to as a pool). All HTCondor compute nodes are registered by the controller. Compute nodes can be added or removed from the Collector. In the cluster created by the Terraform in the provided repository, the default configuration does not create compute nodes. Only when the work is detected in the submit queue are compute nodes created. This is the function of the autoscaler.

The autoscaler runs on a 60 second schedule, detecting if jobs are idle in the submit queue, due to a lack of compute resources. If a lack of resources are detected, the autoscaler will send a signal to the MIG to increase the number of nodes. The autoscaler will request new resources in this way until the defined limit is reached (defaults to 20 nodes, which can be changed as needed). The MIG responds by creating new VMs (compute nodes) from the Instance Template created by the Terraform. The template includes the HTCondor system processes for the compute node. These processes connect to the Central Manager and are subsequently registered with the Collector process.

The Negotiator process is now responsible to connect the idle jobs in the queue with the newly created and registered resources created by the MIG. The Negotiator makes use of matching algorithms to determine which jobs should be run on which compute nodes. In the default case, all compute nodes are created from the same template, and thus have homogeneous configurations, but in the case of heterogeneous configurations, the Negotiator will assign jobs to nodes with appropriate resources.

Finally, jobs are executed on their assigned compute nodes. When completed, the job results are (in the default case) returned to the out directory on the submit node. At this point, the job is removed from the queue and a waiting idle job may take over the resources of the now idle compute node.

At the end of the multinode simulation, it is a simple matter to destroy the HTCondor cluster with all assigned resources, using a terraform destroy command.

D. A multinode example: $Z_2$ gauge theory quantum circuits

Obtaining predictions from quantum field theory (QFT) requires overcoming a doubly infinite-dimensional problem to use finite computational resources. The first is that QFTs are defined in the infinite, continuous volume. This obstacle is overcome by computing the theory on a lattice and extrapolating to the continuum. The second infinity is the quantum fields at each point can take any value and
thus must be truncated. Limitations in the effective qubit connectivity of near-term quantum computers constrain the choice of models. In Ref. [18] we chose to simulate the $Z_2$ gauge theory – a simple lattice theory with 1 qubit per link on a two-dimensional lattice with length $N$; this allows for mapping to a square arrangement of $N^2$ qubits. This theory represents a low rung on a “ladder” of theories we can climb to approach nature.

Our goal was to begin to define the boundary for a beyond-classical calculation in lattice field theory. We chose a property - the lightest mass of a particle - of the theory we could calculate classically as a benchmark — our assumption is uncertainties on this quantity will look similar to uncertainties on other quantities computed on the quantum computer. We simulated lattices of increasing $N = 3, 4, 5, 6$. A full state vector simulation for a $N^2 = 7^2$ lattice is infeasible on existing supercomputers while simulation of an $8^2$ lattice is completely out of reach. By harnessing the computational capabilities of GCP, and a special TPU implementation, we simulated quantum circuits of 36 qubits to see if it could compute our benchmark. The resulting computation showed very poorly controlled uncertainties, implying we require at least the $7^2$ lattice, and possibly more (there is no way to be sure without seeing results from the 49 qubit machine). These circuits are essentially out of reach for exact circuit simulation, although approximate quantum simulation may produce results with acceptable uncertainties.

Another important aspect of this research was to understand how noise on a quantum computer impacts our results. Currently available quantum computers cannot execute the large circuits required for QFT - typically tens of thousands of single and two-qubit gate operations – with high fidelity. To better understand the feasibility of QFT simulations on the next generation of improved NISQ devices we studied a simple noise model based on local, uncorrelated errors. For each $n$-qubit gate we implemented a depolarizing channel on the corresponding $n$-qubit subsystem,

$$D_n[\rho] = (1 - \epsilon)\rho + \frac{\epsilon}{2^n} I$$  \hspace{1cm} (1)$$

where $\rho$ is the density matrix, and also modelled control errors for $\sqrt{i\text{SWAP}}$ gates according to the unitary map $\Lambda_{zz}(\rho) = U_{zz}\rho U_{zz}^\dagger$ on each 2-qubit subsystem, with a unitary error term scaled by a parameter $\zeta$ as:

$$U_{zz}[\zeta] = \exp (-i2\pi\zeta T |11\rangle \langle 11|) ,$$  \hspace{1cm} (2)$$

where $T$ is the gate time (roughly 10 ns). Under this assumed model for device noise, we found that hardware errors dominate the theory error arising from
the discretization of the QFT (Fig. 4). Improvements of this magnitude will require significant engineering breakthroughs, but as quantum error correction becomes more widely available, studying QFT problems of scientific interest may become possible, perhaps without even requiring fully fault-tolerant devices.

V. Approximate noise simulation

A. Main QCS error measurements

We describe here some of the main error measurements in Google’s Quantum Computing Service (QCS). Although not comprehensive, they capture the dominant error mechanisms for superconducting qubits.

1. Qubit decay and dephasing

Incoherent errors represent error that cannot be compensated by improved qubit control or unitary operations. Typically they are associated with interactions with an external environment. The first incoherent error mechanism is decay of the qubit from the excited state |1⟩ to the ground state |0⟩. This process is characterized by preparing the excited state with a microwave pulse (a.k.a. an X gate), then measuring the survival probability as a function of time t. This probability is fit to an exponential decay $e^{-t/T}$ to determine the characteristic decay time $T_1$ (reported in microseconds).

The second incoherent error mechanism is dephasing. Unlike decay, it does not cause transitions between the qubit’s energy states. Rather it causes coherent superpositions of |0⟩ and |1⟩ to “collapse” into one state or the other. Typically dephasing is characterized by a dephasing rate $1/T_\phi$, usually extracted through Ramsey or spin echo experiments. The dephasing rates extracted by these experiments vary since they probe the noise at different frequency scales. For simplicity we instead choose to infer the dephasing rate through a measurement of the total incoherent error $\epsilon_{inc}$. For one-qubit gates $\epsilon_{inc}$ can be measured using purity benchmarking [19]. The white noise dephasing time $T_\phi$ is estimated to leading order from the incoherent error $\epsilon_{inc}$ as

$$\epsilon_{inc} = \frac{t}{3T_1} + \frac{t}{3T_\phi} + O(t^2).$$

2. Parallel readout errors

Readout errors correspond to a qubit being measured in computational state |notb⟩ with $b \in \{0, 1\}$ while actually being in state |b⟩. The readout error probabilities are measured in parallel for all qubits in parallel, to account for readout crosstalk. These values are measured by preparing all qubits in random computational basis states, then reading their value. The value $parallel_p00_error$ is estimated as the fraction of the time that state |0⟩ is measured as |1⟩. The value $parallel_p11_error$ is estimated as the fraction of the time that state |1⟩ is measured as |0⟩.

Readout error is affected by several error mechanisms. First, the signal used to infer the qubit state is subject to classical noise, which can cause the qubit state to be misidentified. Additionally, the qubit may decay from |1⟩ to |0⟩ during the measurement process. The probability $parallel_p11_error$ is hence generally expected to be higher than $parallel_p00_error$. In addition to this, there is potential for additional errors caused by unintended readout line crosstalk or interactions with other qubits.

3. Isolated one-qubit gate RB error

Average one-qubit gate error is estimated by a technique known as randomized benchmarking (RB) [20, 21]. This is done by applying gate sequences of varying length composed of randomly chosen one-qubit Clifford operations (i.e. the group of unitaries that preserve the Pauli group under conjugation). The final operation in each sequence is chosen to invert the product of all predecessors, so the result of the total sequence should always be the identity. The success probability (i.e. probability of measuring the initial state |0⟩) is averaged over many sequences of increasing lengths and is fitted to an exponential decay. The average one-qubit gate error is extracted from this fit. This isolated error is calculated for one qubit at a time while all other qubits on the device are idle.

4. Two-qubit gate parallel XEB error

Two-qubit gate error is primarily characterized by applying cross-entropy benchmarking (XEB) [22, 23]. This procedure repeatedly performs a “cycle” of a random one-qubit gate on each qubit followed by the two-qubit entangling gate. The resulting distribution is analyzed and compared to the expected distribution using cross entropy. This is averaged over many sequences of increasing lengths, as in RB.
The value reported is the error rate of multiple parallel 2-qubit cycles at a time. Four different discrete patterns of 2-qubits are used, with each pair of qubits in only one pattern.

Since there are many different possible layouts of parallel two-qubit gates and each layout may have different cross-talk effects, users may want to perform this experiment on their own if they have a specific layout commonly used in their experiment.

B. Approximate noise model

To approximate the QCS hardware noise in a quantum circuit simulation, we add four types of noise to the circuit: decay and dephasing errors, readout errors, entangling gate errors and depolarizing errors. The noise channels corresponding to these noise categories consume processor specific calibration data (see Sec. VA).

1. Decay and dephasing errors

A decay rate $1/T_1$ and a pure dephasing rate $1/T_\phi$, both occurring over time $t$, result in the quantum channel $^{[25]}$

$$\mathcal{E}(\rho) = \begin{pmatrix} 1 - \rho_{11}e^{-t/T_1} & \rho_{01}e^{-t/T_2} \\ \rho_{10}e^{-t/T_2} & \rho_{11}e^{-t/T_1} \end{pmatrix}$$

where

$$\frac{1}{T_1} = \frac{1}{2T_2} + \frac{1}{T_\phi}$$

The channel $\mathcal{E}$ can be written using three Kraus operators,

$$K_0 = \begin{pmatrix} 1 & 0 \\ 0 & e^{-t/T_2} \end{pmatrix}$$
$$K_1 = \begin{pmatrix} 0 & \sqrt{1 - e^{-t/T_1}} \\ \sqrt{1 - e^{-t/T_1}} & 0 \end{pmatrix}$$
$$K_2 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{e^{-t/T_1} - e^{-2t/T_2}} \end{pmatrix}$$

The channel $\mathcal{E}$ is applied on each qubit after every gate or idle time. Sample data for gate durations and qubit decay times can be found in the QCS datasheet$^5$ in [26] and in [27].

2. $fSim$ gate coherent errors

As described in Ref. [25] a Fermionic Simulation or $fSim$ gate can be represented as the following matrix

$$fSim(\theta, \phi) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos(\theta) & -i\sin(\theta) & 0 \\ 0 & -i\sin(\theta) & \cos(\theta) & 0 \\ 0 & 0 & 0 & e^{-i\phi} \end{pmatrix}$$

Where $\theta$ represents the $|01\rangle \leftrightarrow |10\rangle$ SWAP angle and the phase $\phi$ on state $|11\rangle$ is the CPhase angle. Particular choices of $fSim$ angles produce a variety of gates such as CZ, iSWAP, and $\sqrt{iSWAP}$.

$fSim$ angles are optimized to maximize the parallel cross entropy benchmarking (XEB) fidelity. To model the deviations $\delta\theta$ and $\delta\phi$ from the desired angles, we simply apply the gate $fSim(\delta\theta, \delta\phi)$ after each $fSim$ gate. Additionally, we also include single qubit $Z$ phase errors $e^{i\phi Z}$ before and after the $fSim$ gate. The $Z$ phase angle errors can be obtained by sampling a typical distribution obtained with Floquet calibration (see Ref. [28]).

3. Depolarizing errors

We use the depolarizing channel to account for any additional error not explicitly included above. The amount of depolarizing error added is chosen so that the total Pauli error matches values measured in either one-qubit RB or two-qubit XEB. See Ref. [29] for formulas on the conversion between different error rate standards. The depolarizing error is represented using the standard depolarizing channel

$$\mathcal{E}_{dep}(\rho) = (1 - r_{dep})\rho + \frac{r_{dep}}{D^2} \sum_{\mu \neq 0} P_\mu \rho P_\mu$$

where $D$ is the dimension of the system (2 or 4, depending on qubit number) and the sum is taken over all Pauli operators excluding the identity.

For two-qubit gates, we infer the depolarizing Pauli error $r_{dep}$ from the total XEB Pauli error $r_p^{tot}$ by subtracting the incoherent error $r_{inc}$ (on each qubit) and the entangling error $r_{ent}$ (from the coherent errors on the $fSim$ gate)

$$r_p^{tot} = r_{inc} + r_{ent} + r_{dep}$$

C. Examples: simulating experiments on GCP with approximate noise

We compare experimental implementations in QCS of several quantum algorithms with numerical
simulations using the approximate noise model detailed in Sec. VB. We also do numerical simulations using a simpler noise model consisting of a depolarizing channel after each gate. The depolarization strength is set to give the RB fidelity for one-qubit gates or the XEB fidelity for two-qubit gates (see above). We see that the approximate noise model is closer to the experimental data than the simpler depolarizing noise.

1. Fermi-Hubbard interacting dynamics

We compare the dynamical evolution of four interacting fermions as described in Ref. [28] between a experimental GCP implementation and simulations. The specific noise parameters for each one-qubit and each two-qubit gate are obtained from the device’s characterization performed at the same day of the experiment.

Figure 5 shows the result of this comparison. At each Trotter step, we measure the fermionic particle densities, that is the probability of measuring the $Z$ up state $|1\rangle$ at each site. We repeat the experiment on both the quantum device and the simulator with approximate noise for 16 different qubit arrangements and calculate the $\ell_1$ distance

$$\ell_1 = \sum_j |q_j - p_j|,\tag{7}$$

where $q_j$ is the experimental fermionic density distribution (probability of $|1\rangle$), $p_j$ is the numerically simulated one, and the sum is over all qubits or sites. Each qubit arrangement is characterized by different noise parameters, which leads to a distribution of measured distances.

Contrary to the experiments in Ref. [28] the experiments used for this comparison do not use post-selected and re-scaled results. Floquet calibration was used on both device experiment and simulation. The results are averaged over many qubit configurations after calculating the $\ell_1$ distance between them.

2. QAOA

Figure 6 shows a comparison between a GCP experimental implementation and simulations for the quantum approximate optimization algorithm (QAOA). This algorithm aims to solve combinatorial optimization problems with a heuristic application of Z-basis entangling operations and X-basis mixing operations. Following the experiment described in Ref. [30] we measure its performance using the average fraction of satisfied clauses relative to the global optimum: $\langle C \rangle / C_{\min}$. In Fig. 6, we plot the difference in this metric between noise simulations and hardware results for “Hardware Grid” problems [30] of varying problem sizes (i.e. qubit number). The QAOA depth hyperparameter $p$ is set to three. The approximate noise model results closely match those from the hardware, while a simple depolarizing noise model is overly optimistic.

3. Non-interacting fermion dynamics

As a third example, we implement non-interacting fermion dynamics on a line of qubits. These circuits are the basis of many fermionic simulation algorithms and compilation strategies [31–34]. We start with a simpler problem of evolving a fermionic system with a nearest-neighbor hopping Hamiltonian:

$$H_{\text{n.n.}} = -1 \sum_{i=1}^{L-1} (a_i^\dagger a_{i+1} + a_{i+1}^\dagger a_i)\tag{8}$$

where $L$ is the total number of qubits. The unitary $U(t)$ that is generated by $e^{-iH_{\text{n.n.}}}$ can always be implemented in linear depth and quadratic number of gates for arbitrary time $t$ [35–37]. Specifically, each $U(t)$ is decomposed into a sequence of
nearest-neighbor two-qubit gates called Givens rotation gates, which can in turn be synthesized with two \( \sqrt{\text{SWAP}} \) gates and two Z-rotations each. The Givens rotation synthesis of \( U(t) \) will always result in a quadratic number of two-qubit gates regardless of the magnitude of \( t \). This is an instance of so-called "fast-forwardable" dynamics.

We evolved a five electron wave function in a thirteen orbital product state using \( U(t) \) for \( t \in [0, 20] \) with time steps of \( \delta t = 1/5 \) (arbitrary units). The initial product state we used was a determinant corresponding to a computational basis state \( |1001001001001 \rangle \). After each computation, all qubits were measured. Along with running these computations on the device, we also simulated them with the approximate noise model, the ideal unitary, and a simple noise model with one-qubit 1% depolarizing channel applied to all qubits after each time slice of the circuit. In Fig. 7 we plot the expectation value of finding the qubit in the \( |1 \rangle \) state for the last qubit, and the difference with the simulations. It is apparent that the approximate noise model provides a better representation of the device than the generic depolarizing noise model.

### VI. Closing remarks

We have provided, as part of Google’s Quantum AI open source ecosystem, a high performance quantum trajectory simulator. Quantum trajectory simulations are embarrassingly parallelizable, and therefore well suited for a GCP multinode workflow. We provide the necessary tools to manage an autoscaling pool of VMs with HTCondor. Finally, we explain the dominant errors of superconducting qubits, and provide an approximate error model for Google’s QCS. We compare experimental implementations in QCS and approximate simulations for three quantum algorithms.

Simulation with approximate noise is expected to advance NISQ applications research, by allowing researchers to account for the dominant hardware error mechanisms in real NISQ devices when prototyping algorithms.
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