Target Charging, Strong Electromagnetic Pulse Emission and Proton Acceleration from Thin Foils at 10 TW IPPLM Femtosecond Laser Facility
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It is well known that the laser–target interaction at high power and high laser intensity may result in the emission of strong electromagnetic pulses with frequencies in the range from tens of MHz to a few GHz and the duration of hundreds of nanoseconds. It was recently pointed out that the electric polarization of the target and the resulting neutralization current play an important role in the electromagnetic pulses emission. The target charge and the neutralization current generated with laser pulses of 30 fs to several ps duration were studied in detail at the Eclipse laser facility at CELIA, Bordeaux, with the laser pulse energy at the level of up to 100 mJ on target. In this contribution we report on the measurements of the target charge and the electromagnetic pulses performed at the 10 TW fs laser facility in IPPLM, Warsaw, for the laser pulse energies reaching 400 mJ on target and the laser pulse duration in the range of 50 fs to 400 fs. Due to higher laser pulse energy, the effect of proton acceleration off the rear side of the thin foil targets could be easily observed. This is an important bonus since the mechanism of target normal sheath acceleration of protons which prevails in these laser conditions is closely related to the mechanism of charge ejection from the target, thus providing an additional constraint on any attempts at modeling of the target charge. The collected data is confronted with simplified models of charge ejection and target normal sheath acceleration of protons and qualitative agreement is found.

1. Introduction

There has recently been an increased interest in the study of strong electromagnetic pulses (EMP) emitted as a result of laser–target interaction at high power and high intensity laser facilities [1–18]. Such pulses have frequencies in the range from tens of MHz to a few GHz and duration of hundreds of nanoseconds. Besides being an interesting physical phenomenon, EMPs are also of considerable practical concern in the forthcoming era of multi-PW laser facilities because they may affect data collection and disturb electronic devices used in experiments. It has recently been emphasized that the charge deposition on target as a result of laser–target interaction and the ensuing neutralization current play a major role in the EMP emission [3, 6]. Measurements of the neutralization current and the target charge were performed at the Eclipse laser facility at CELIA, Bordeaux, dealing with thick to moderately thin targets [3, 6, 17]. The interest of the IPPLM group is in the target charge deposition on ultrathin (\( \mu \)m scale) targets which are commonly used in experiments involving laser-driven ion acceleration. An experiment with such targets was performed at the Eclipse laser facility in collaboration with the CELIA group, with maximum laser energies on target at the level of 100 mJ [14, 15].

In this paper, we report on the measurement of the target charge and the EMP signal at the 10 TW femtosecond laser facility at the IPPLM, Warsaw, for laser pulse energies reaching 400 mJ on target. Laser pulse energies at this level resulted in clearly observable laser acceleration of protons. The process of laser acceleration of protons in this regime relies on the same physical mechanisms that are responsible for the charge deposition on the target. Thus, recording the target charge in correlation with the energies of laser accelerated protons, we obtain a data set that allows for a stringent test.
of target charge deposition models. In the following sections, we describe the experimental setup and present preliminary results on the charge deposited on the target as a function of laser pulse energy at fixed pulse duration and laser pulse duration at fixed laser energy. We also present maximum proton energies as a function of the laser pulse energy for fixed pulse duration. We confront this data with two simple models of charge deposition and proton acceleration. Finally, we discuss the electromagnetic field of the strong pulse generated by the laser–target interaction. Some results on the EMP mitigation which were obtained in this experiment were reported in a previous publication [18].

2. Experimental setup

The experiment was conducted at the 10 TW Ti:sapphire laser facility at IPPLM, Warsaw, which delivers a beam with 810 nm central wavelength and quite good intensity contrast of $5 \times 10^{-9}$. The beam was focused by an off-axis parabolic mirror to a spot of approximately 12 $\mu$m full width at half maximum (FWHM) and was incident on the target at the angle of 5° (i.e., the target was rotated relative to the laser beam axis). In this experiment, the laser energy on target was varied between 130 and 400 mJ and the pulse duration was varied between 49 and 320 fs. The laser pulse energy was measured in each shot using an auxiliary beam leak after the compressor. The uncertainty in the pulse energy is dominated by about 5% systematic uncertainty in the calibration procedure that is required to correlate the energy of the leak with the energy that is actually deposited on the target. The uncertainty in the pulse duration varied between 0.3 fs for 49 fs pulses to 13 fs for the longest pulses, resulting from the uncertainty in the pulse duration as a function of the compressor setting. For the highest laser parameters in this experiment — 400 mJ total energy on target and 49 fs pulse duration — the estimated average intensity over the FWHM spot is $2.7 \times 10^{18}$ W/cm², assuming that spatial and temporal beam profiles are Gaussian.

The targets in this experiment were custom-made, with 6 $\mu$m Al foils pasted over 1 mm holes drilled in a Cu “pill” 1 mm thick and 10 mm in diameter, which in turn was placed in the “lollipop” target holder used in the preceding experiment at the Eclipse laser [14]. The surface of thin foil targets prepared in natural environment is always contaminated with hydrocarbon and water molecules which form an ultrathin (nm scale) layer that becomes the source of protons emitted from the foil upon irradiation by a high-intensity laser. The target holder had the form of a brass ring 14 mm in diameter placed on a thin brass wire 30 mm long. It was directly connected via a 50 $\Omega$ SMA mount to a coaxial cable which allowed for a direct measurement of the target neutralization current. The SMA mount was attached to an electrically grounded thin Al plate $160 \times 160$ mm² to ensure the dominant dipole character of the electromagnetic emission of the target holder acting as an antenna.

To monitor the electromagnetic pulses inside the experimental chamber, several probes were used in this experiment but in this paper we only report results obtained with a commercial Prodyn RB230 B-dot probe, coupled with the Prodyn BIB-100G balun. The RB230 probe was placed 41 mm above the target, 218 mm from the target along the incident laser beam direction and 91 mm to the right from the laser beam in the horizontal plane and was sensitive to the ortho-radial component of the magnetic induction field relative to the vertical axis. This component is expected to be dominant if the main driving process of the electromagnetic pulse emission is the neutralization current in the (vertical) target stalk. Experience from previous experiments for the laser and target parameters similar to ours [3, 6] has shown that laser–target interaction results in a single strong short spike of the return current which generates a single strong electromagnetic pulse that expands into the experimental chamber. This pulse is reflected from the chamber walls and the equipment placed inside the chamber, resulting in decaying electromagnetic oscillations inside the chamber lasting for hundreds of nanoseconds. The shape and magnitude of the strong initial pulse depends on the type of the target and the form of the target support but is independent of the form of the experimental chamber and the distribution of diagnostic equipment inside the chamber. Characteristics of this strong initial pulse are important from the point of view of potential damage to the electric and electronic equipment inside and outside the chamber. On the other hand, the duration and the spectral composition of the decaying oscillations depends strongly on the size and shape of the experimental chamber and on the amount of diagnostic equipment placed inside it. The information about the decaying tail of electromagnetic oscillations is important for reduction of electromagnetic interference in the data collection process; for example, by enlarging the flight path of the recorded ions we may reduce or even completely eliminate the effect of EMP on the readings of solid state ion detectors. Both pieces of information on the EMP signal — the characteristics of the short strong initial pulse and the duration and spectrum of the decaying oscillations — may be meaningfully extracted from the data of even a single electromagnetic probe placed inside the chamber.

To monitor the laser-accelerated ions, a silicon detector was used [19], denoted as FLM. This detector was mounted at a distance of 1863 mm from the target at the end of a long tube protruding from the experimental chamber exactly along the direction of the incidence of the laser beam. A schematic top view of the experimental chamber is shown in Fig. 1.
3. Measurement of the charge deposited on target

The total charge deposited on target is extracted from the data on the target neutralization current. The typical neutralization current profile is shown in Fig. 2. It has the form of a narrow spike followed by a few rapidly decaying oscillations, with the basic pulsation lasting no longer than 1 ns. The same form was observed in almost all the shots, with a difference only in the height of the initial spike. This form is almost identical to what was observed in earlier experiments at lower laser energies [3, 14] with a small but interesting difference, namely, the presence of a noticeable negative spike just before the main (positive) spike.

By integrating the neutralization current we obtain the target charge as a function of time, from which we can extract the charge deposited in laser–target interaction by taking a difference of $q(t)$ before and after the main spike (Fig. 3). The charge state after the main spike is estimated as an average of the target charge at the first maximum and first minimum after the main spike. Other prescriptions are possible but it turns out they generate results within $\pm 1 \text{nC}$.

The target charge as a function of the laser pulse energy for fixed pulse duration $\approx 50 \text{ fs}$ is shown in Fig. 4. The central line of the linear best fit, namely, $Q = (0.077 \pm 0.005)E_L + (-5 \pm 2)$ is shown as well to guide the eye. We find that similarly to previous experiments [3, 6, 14], the target charge displays approximately a linear dependence on the laser pulse energy. The data shows some scatter, particularly for a number of data points obtained for energies very close to 390 mJ, i.e., at the top of the considered laser energy range. Our understanding is that rather than being a manifestation of some complicated physical processes this is a result of random factors, such as inherent fluctuations in the performance of a high-power laser, variations in the target shape, which are unavoidable in custom-made targets, and human inaccuracy, since for each shot the target is brought into focus by manual adjustments. This view is supported by the analysis of the maximum energies of the accelerated protons, discussed further below. It should be noted that despite the fact that the pulse energies involved in this experiment are larger by a factor of 4, as compared to the previous experiments, the values of the target charge are in fact of similar magnitude. This could be explained by the fact that the laser contrast in this experiment is much better than in the previous experiments and hence there is much less preplasma present on target at the arrival of the main pulse. It was noted in [14] that the target charge appears to be very sensitive to the presence of a preplasma.

The target charge as a function of the laser pulse duration at fixed laser pulse energy is shown in Fig. 5. We find that the dependence is much weaker than it might be expected on the pure scaling of the laser intensity which is consistent with
what was seen in the previous experiments [3, 6, 14]. It should be noted that it is the laser energy before the compressor that was being kept fixed; some fluctuations in the pulse energy after the compressor were observed in this part of the experiment but the data displayed in Fig. 5 is not corrected for this effect. The laser energy on target was approximately 390 mJ.

4. A simple model of the target charge

The charging of a laser target is a dynamic process which proceeds with several steps: (i) primary ejection of hot electrons, (ii) formation of the potential barrier at the target surface which confines hot electrons inside the target, (iii) gradual release of hot electrons following the decay of the potential barrier. In principle, such a process could be described by kinetic simulations but in each case this would be a major computational undertaking. For the purpose of quick estimates and parameter optimization, it is of crucial importance to have even a crude but computationally tractable model. An example of such a model appropriate for ultrathin targets was presented in [17]. In this model, the central role is played by the distribution function \( f(\varepsilon, t) \) of the hot electrons with the energy \( \varepsilon \) inside the target which is assumed to evolve according to:

\[
\frac{\partial f}{\partial t}(\varepsilon, t) = \frac{1}{t_{\text{las}}} f_{\text{las}}(\varepsilon) \theta(t_{\text{las}} - t) - \frac{1}{t_{\text{ce}}} f(\varepsilon, t) - g_{\text{fr}}(\varepsilon, t) - g_{\text{re}}(\varepsilon, t),
\]

where \( t_{\text{las}} \) is the laser pulse duration, \( t_{\text{ce}} \) is the electron cooling time, \( g_{\text{fr}} \) and \( g_{\text{re}} \) are the rates of electron ejection from the front and rear side of the target, and \( \theta(t) \) is the step function. It is assumed that part of the laser energy \( E_L \) is converted into a population of hot electrons, with an exponential distribution in energy \( f_{\text{las}}(\varepsilon) \sim \exp(-\varepsilon/T_0) \), where the parameter \( T_0 \) is a known function of the laser intensity and wavelength. The number of hot electrons is \( N_0 = \eta E_L/T_0 \) where \( \eta \) is the laser absorption coefficient. The hot electron cloud is assumed to expand with constant velocity \( v \) until hot electrons reach their maximum range \( r_{\text{max}}(\varepsilon) \), i.e., \( t_{\text{ce}}(\varepsilon) \approx r_{\text{max}}(\varepsilon)/v \). They are assumed to occupy a cylindrical region of the target with the radius and depth being simple functions of time and thickness of the target. Parameters of the hot electron distribution are then used to estimate the potential barrier \( \Phi(t) \) at the surface of the target, i.e.:

\[
\Phi(t) = \phi_{\text{th}}(t) + \phi_E(t),
\]

where \( \phi_{\text{th}} \) is the potential due to the negative charge of hot electrons in the Debye layer above the target surface and \( \phi_E \) is the electrostatic potential due to the positive charge left on the target surface by the escaped hot electrons. The potential barrier determines the minimal energy of the electrons escaping from the target. A numerical implementation of this approach is realized in the Fortran code ChoCoLat2 [17]. The input parameters of the code are the characteristics of the target (material, thickness and radius), characteristics of the laser (the laser wavelength, the size of the laser spot, the pulse energy and duration) and finally the laser absorption coefficient \( \eta \). The predictions of the model [17] are compared with the measurements of the target charge in Figs. 4 and 5 for two values of the absorption coefficient \( \eta = 0.10 \) and 0.12. Agreement is acceptable, although the experiment shows a steeper dependence on the laser pulse energy. This discrepancy is understandable, however, since in reality the absorption coefficient is an increasing function of the laser intensity. The choice of the value of the absorption coefficient requires some
justification, since this parameter is not very well known, as it depends on fine details of the laser–target interaction, such as the off-peak pulse temporal profile and the amount of preplasma created on the target surface. However, the same set of parameters, including the laser absorption coefficient, determines predictions for the laser acceleration of protons in the target normal sheath acceleration (TNSA) regime. In fact, the potential barrier that confines hot electrons inside the target is the source of a quasi-static electric field that accelerates protons and carbon ions that are always present in an ultrathin — nanometer size — layer of contaminants on the surface of the target. Thus, the information on, say, the maximum proton energies recorded in a given physical situation may be used to constrain the absorption coefficient and other parameters relevant for the target charge and hence substantially reduce the uncertainty in the predictions for the target charge. The arrangement in which the target charge and the proton energies are measured in the same experiment creates favorable conditions for a stringent test of the target charge models.

5. Data on maximum energies of the laser accelerated protons

The ions accelerated off the surface of the target were recorded in our experiment using a silicon detector [19] placed in a long tube protruding from the experimental chamber and kept under vacuum. The purpose of using such a tube was to enhance the flight path of the accelerated ions and hence improve the resolution of the time-of-flight spectra. The accelerated ions consist of protons and various ionization states of carbon ions but the fastest ions are protons. The maximum proton velocities were straightforwardly estimated using the minimal flight time of protons, which is assumed to be equal to the time interval between the photopeak (t\text{photo}), and the first ion signal (t\text{arrival}), corrected for the time of travel of the photopeak signal: 
\[ t_{\text{min}} = t_{\text{arrival}} - t_{\text{photo}} + L/c, \] 
where L is the distance of the ion detector from the target. Figure 6 shows the maximum proton energies as a function of the laser pulse energy, To guide the eye, the line indicating the best linear fit to the data is also shown: \[ E_{\text{max}} = (3.6 \pm 0.4)E_L + (30 \pm 130). \] 

laser regime is well-studied and no rapidly changing effects had been identified so far. Furthermore, the scatter in the maximum proton energies appears similar to the pattern displayed by the target charge data which is consistent with the statement that the mechanisms behind these two quantities are closely related and which supports our conclusion that the scatter in the target charge is of random origin and not a manifestation of some complicated physical processes.

6. A model for the maximum energy of laser accelerated protons

In order to take advantage of the cross-correlation between the target charge deposition process and the laser proton acceleration we need to confront the data on maximum proton energies with some model. In this paper we shall use a formula inspired by the self-similar, isothermal plasma expansion model [20], which was used in [21] to describe a wide body of ion acceleration data and more recently reviewed in [22]. According to the publications, the cut-off proton energy is given by:
\[ E_{\text{max}} = 2T_p \left[ \ln \left( t_p + \sqrt{t_p^2 + 1} \right) \right]^2, \] 
and the ponderomotive electron energy is defined as:
\[ T_p = \frac{m_e c^2}{1 + \frac{I \lambda_{\mu m}^2}{1.37 \times 10^{18}}}, \]
where \( m_e \) — the electron mass, \( c \) — the velocity of light, \( I \) — the laser intensity [W/cm²] and \( \lambda_{\mu m} \) is the laser wavelength [μm]. The parameter \( t_p \) is the normalized ion acceleration time:
\[ t_p = \frac{\omega_{pe} t_{\text{acc}}}{\sqrt{2 \exp(1)}}, \]
where \( t_{\text{acc}} \) is the effective physical acceleration time and \( \omega_{\text{pi}} \) is the ion plasma frequency for hydrogen:

\[
\omega_{\text{pi}} = \sqrt{\frac{e^2 n_{\text{e0}}}{m_{\text{p}} c_0}},
\]

with \( m_{\text{p}} \) being the proton mass, \( n_{\text{e0}} = N_0/c_{\text{bulk}} S_{\text{sheath}} \) — the hot electron density, and \( S_{\text{sheath}} \) — the area of the sheath at the rear of the target. We have \( S_{\text{sheath}} = \pi (r_0 + d \tan \vartheta)^2 \), where \( r_0 \) is the radius of the laser spot on the front side of the target, \( d \) is the target thickness and \( \vartheta \approx 25^\circ \) is the half-divergence angle of the hot electron stream ejected from the front side into the target. However, differently from [21], we assume \( t_{\text{acc}} = 3 (t_{\text{las}} + t_{\min}) \), where \( t_{\min} = 60 \text{ fs} \), as was recommended in [22]. The absorption coefficient \( \eta \) enters this formula through the expression for the number of hot electrons \( N_0 \).

7. Comparison of model predictions with the data

In Fig. 6, we show the predictions of this model for \( \eta = 0.10 \) and 0.12 to illustrate the sensitivity of the predictions to this parameter. A practically linear dependence on the laser energy is predicted in our energy range. The data seems to follow a linear dependence on the laser energy is predicted in our energy range. The data seems to follow a linear dependence on the laser energy is predicted in our energy range. The data seems to follow a linear dependence on the laser energy is predicted in our energy range.

With a slight steeper slope. Similarly as in the case of the target charge model predictions discussed in Sect. 4, this discrepancy in slopes is understandable, because in reality the absorption coefficient is an increasing function of the laser intensity, while we used fixed values for the whole laser energy range considered in this experiment. Predictions with \( \eta = 0.12 \) appear to lie close to the proton data, but the predictions for the target charge for this parameter value lie visibly above the data. The predictions for the target charge are brought close to the data by changing \( \eta \) to 0.10 but then the predictions for the maximum proton energies move further below the data. Also in the case of dependence of the target charge on the pulse duration shown in Fig. 5, we see that predictions for \( \eta = 0.12 \) lie closer to the data than for \( \eta = 0.10 \). For both values, however, the predictions run below the data for the longest pulses.

In any case, obtaining an ideal fit with these two models does not seem possible and we did not attempt to further optimize \( \eta \) in this approach. It is, however, rather impressive that these two simple models predict values of proton energies and the target charge which are of correct magnitude. Furthermore, they allow us to conclude that a sensible value of the absorption coefficient for our physical situation is around 0.10–0.12, which is a clear demonstration of the advantages of measuring simultaneously the target charge and the proton energies. It remains an interesting challenge for further work to improve a simultaneous treatment of both these quantities in order to achieve better agreement with the data. In particular, one could use a more advanced model for proton acceleration. We used the formula of [20] because it is simple and explicit, and was found to reproduce the available data with some success [21, 22] but this model may not be the best choice for the rather low laser energies explored in our experiment. Some more advanced models for the TNSA have been reviewed in [23, 24].

8. Measurement of electromagnetic pulses

The signal \( V(t) \) from the RB230 probe is proportional to the derivative of the ortho-radial component of the magnetic induction field \( B \):

\[
V(t) = A_{\text{eq}} \frac{dB}{dt},
\]

where \( A_{\text{eq}} \) is the equivalent area of the probe. In order to obtain the reading for \( B(t) \), the signal recorded by the oscilloscope is corrected for the attenuation introduced by the balun (8 dB) and for the external attenuation at the oscilloscope terminal, and then for the frequency-dependent attenuation of the coaxial cable used to connect the probe to the oscilloscope. The resulting data on \( dB/dt \) is then numerically filtered to the service frequency.

![Fig. 7. (a) A typical signal for the ortho-radial component of the magnetic field induction, recorded with the RB230 B-dot probe placed at the distance of 24 cm from the target. (b) The signal shown in (a) presented on a much shorter time scale to illustrate the fine structure of the initial spike.](image-url)
range of the RB230 probe using a 0.15–5.0 GHz band pass FFT filter and finally numerically integrated to yield $B(t)$. A typical $B(t)$ signal is displayed in Fig. 7a. It has the form of a strong initial spike followed by decaying oscillations, lasting in all about 100 ns.

In Fig. 7b, we show the signal presented in Fig. 7a on a much shorter time scale to illustrate the fine structure of the initial spike, the relevance of which was described in Sect. 2. As it can be seen, consistently with the shape of the return current shown in Fig. 2, the initial spike has the form of a single field pulsation lasting $\approx 1$ ns.

Figure 8 presents the maximum value of the measured ortho-radial component of the magnetic field induction as a function of the laser pulse energy, for laser pulse duration $\approx 50$ fs. The uncertainty in these values is dominated by the uncertainty in the probe equivalent area which is estimated to be 4%. The data follows approximately a linear dependence on the laser energy, similarly as it was observed in previous experiments of that type [6, 14, 15]. The line of best linear fit is shown to guide the eye. Values on the order of $5 \times 10^{-5}$ T were measured at the top of the energy range (at the distance of 24 cm from the target). The corresponding values of the electric field strength $E$ may be naively estimated from the relation $E \equiv cB$ to be on the order of 15 kV/m.

9. Summary and conclusions

We presented data on the target charge for 6 µm Al foil, collected at the 10 TW IPPLM laser facility for the laser pulse energies in the range of 130 to 400 mJ at fixed pulse duration of approximately 50 fs and pulse durations in the range of 49 to 320 fs and the pulse energy on target approximately 390 mJ. The data follows trends observed in previous experiments [3, 6, 14, 15, 17], i.e., the energy dependence is approximately linear and there is a weak dependence on the pulse duration. However, despite laser energies higher by a factor of 4, as compared to the previous experiments, the absolute values of the target charge are not significantly higher than those previously observed. That is explained by a smaller laser absorption coefficient in our experiment because of a much better laser contrast at the IPPLM facility and hence a much smaller amount of pre-plasma present on target at the arrival of the main pulse. The data on the target charge was collected in correlation with the data on maximum energies of the laser-accelerated protons. The processes of target charge deposition and proton acceleration in the TNSA regime are driven by similar physical effects, namely the potential barrier at the target surface and are sensitive to the same parameters. A set of data on these two processes allows for a stringent test of models of charge deposition. We illustrate this using a simple model of the target charge presented in [17] and a simple formula for the maximum energies of laser accelerated protons [20–22].

We show that these very simple models provide predictions in agreement with the obtained data, provided that the laser absorption coefficient is chosen in the range $\eta \approx 0.10–0.12$. This shows that the obtained data set supplies a good ground for a more refined analysis of the target deposition mechanism. Finally, data on the maximum values of the ortho-radial component of the magnetic field induction were presented as a function of laser pulse energy, for the pulse duration of $\approx 50$ fs. Values on the order of $5 \times 10^{-5}$ T were measured at the top of the energy range.
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