Determination of the critical exponents in dissipative phase transitions: Coherent anomaly approach
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We propose a generalization of the coherent anomaly method to extract the critical exponents of a phase transition occurring in the steady-state of an open quantum many-body system. The method, originally developed by Suzuki [J. Phys. Soc. Jpn. 55, 4205 (1986)] for equilibrium systems, is based on the scaling properties of the singularity in the response functions determined through cluster mean-field calculations. We apply this method to the dissipative transverse-field Ising model and the dissipative XYZ model in two dimensions obtaining convergent results already with small clusters.

I. INTRODUCTION

Phase transitions associated with spontaneous symmetry breaking is a central topic in modern science, appearing in the most diverse situations, both in and out-of equilibrium [1,2]. One of the major challenges in describing the critical behaviour of a system on the verge of a transition has always been the determination of the critical exponents. Several different powerful analytical and numerical methods were elaborated for this purpose [3] which, however, are mostly concerned with equilibrium conditions.

Aim of this paper is to discuss a method that seems particularly suited to determine critical exponents associated to non-equilibrium phase transitions in open quantum many-body system. This question has attracted increasing attention thanks to remarkable breakthroughs in manipulating many-body systems coupled to an external environment. Steady-state phase transitions have been observed in various experimental platforms as, for example, circuit QED arrays [4,5], cold atomic systems in cavities [6] or subject to losses [7], and Rydberg atom ensembles [8]. The level of control in these different platforms has reached a stage such that they can be considered in all respects open-system quantum simulators. An overview of the experimental and theoretical activities can be found in the recent reviews [9,10].

In all the situations mentioned above, the dynamics is well described by a Lindblad master equation [14] for the reduced density matrix $\rho(t)$ of the system ($\hbar = 1$ hereinafter)

$$\dot{\rho}(t) = -i[\hat{H}, \rho(t)] + \sum_{\alpha} D_{\alpha}[\rho(t)],$$

where $\hat{H}$ is the Hamiltonian of the systems under consideration (cavity array, optical lattice, . . .), and the superoperator $D_{\alpha}[\rho(t)] = \hat{L}_{\alpha}\rho(t)\hat{L}_{\alpha}^\dagger - \frac{1}{2}\{\hat{L}_{\alpha}^\dagger \hat{L}_{\alpha}, \rho(t)\}$, with $\{\cdot, \cdot\}$ being the anti-commutator, describes the incoherent dissipation processes induced by the coupling to a memory-less environment. The form of the Lindblad operators $\hat{L}_{\alpha}$ depends on the process involved in the loss of coherence. The non-equilibrium phase transitions we are referring to take place in the steady state ($t \rightarrow \infty$), when the system may undergo spontaneous symmetry breaking. The steady-state phase diagram in many-body open systems governed by Eq. (1) was analyzed extensively in the recent literature, showing a complexity and a variety of phases that do not have a counterpart in equilibrium (see [15,35] and references therein).

In driven-dissipative systems, besides the phase diagram, also the universality class of the transition may change. This question has been studied in several different models, see e.g. [21,23,25,44,36]. Therefore it is of great significance to investigate the exact critical exponents associated with a steady-state phase transition. In particular, it would be very important to have reliable numerical methods to determine them. Various powerful methods have been developed to simulate quantum many-body systems [21,30,37,47]. It is however important to stress that, from the numerics perspective, directly accessing the critical properties of the steady-state may be rather demanding. Furthermore, except very few exceptions [44], these phenomena occur in two (or higher) dimensions, where the numerics becomes considerably more complex. It is therefore desirable to have a method to ex-
tract critical exponents that may require moderate resources to reach good accuracy.

With this goal in mind, in this work we apply the so-called Coherent Anomaly Method [48–50] (CAM) to the steady-state phase transitions of open quantum many-body systems. The method is based on a combination of Cluster-Mean Field (CMF) approximation with finite-size scaling of its outcomes. By analyzing the singularities of the CMF response functions, we are able to extract the critical points and exponents of continuous steady-state phase transitions. The CAM has already been successfully applied in a diversity of equilibrium systems including the Ising model [48, 50], transverse-field Ising model [51] and antiferromagnetic XXZ-chain [52]. Moreover, the application of CAM in classical non-equilibrium model has also been reported [53, 54]. In particular, for the one-dimensional driven pair contact process with diffusion, the estimates of critical exponents through the CAM analysis are in excellent accord with simulation results [54]. Here we explore the power of CAM in accessing the critical exponent in dissipative phase transitions of quantum systems. We tackle this problem by testing the method in two paradigmatic models. In particular, in one case there are solid theoretical predictions that guide our analysis. Additional studies, for other cases, are needed in order to test how powerful is CAM for many-body open quantum systems.

The paper is organized as follows. In the next section, we first briefly review the CMF approach to the dissipative system. We then illustrate the idea of the CAM by considering the magnetic susceptibility and show how to access the critical exponent of dissipative phase transition through a series of CMF results. In Sec. [III] we introduce two models, namely the dissipative transverse-field Ising model and the dissipative XYZ model on two-dimensional square lattice, as examples to investigate the performance of CAM. The details of numerical simulation are explained as well (Sec. [IIA]). In Sec. [IV] the critical exponent and critical point that extracted from CAM for both models are presented. We compare the CAM results with the classical critical exponent and discuss the stability of the CAM results through different choices of clusters. Finally, we summarize in Sec. [V] the application of CAM in classical non-equilibrium model with finite-size scaling of its outcomes.

II. COHERENT ANOMALY METHOD

The CAM method is based on a scaling analysis of mean-field results. To set the stage, we start with a brief review of the CMF approximation applied to driven-dissipative systems. The CMF approach is based on the factorization of the global density matrix $\rho(t) = \bigotimes_{C} \rho_{C}(t)$. The clusters in the factorization are assumed to be identical. As a consequence, Eq. (1) is decoupled into the following master equation with respect to the cluster $C$,

$$\dot{\rho}_{C}(t) = -i[H_{\text{CMF}}(\lambda, t), \rho_{C}(t)] + \sum_{j \in C} D_{j} \rho_{C}(t),$$

(2)

where $\lambda$ is a driving parameter and we supposed that dissipation acts locally on the sites $j$ of the lattice. Considering $H = \sum_{<jk>} \hat{H}^{(\alpha)}_{jk}$ (which includes various nearest-neighbor interactions of type $\alpha$, with factorized form $\hat{H}^{(\alpha)}_{jk} = \hat{H}^{(\alpha)}_{j} \otimes \hat{H}^{(\alpha)}_{k}$), the CMF Hamiltonian is given by $H_{\text{CMF}}(\lambda, t) = \hat{H}(\lambda) + \hat{H}_{\text{dc}}(\lambda, t)$, where $H_{\text{dc}}(\lambda) = \sum_{\alpha} \sum_{j,k \in C} \hat{H}^{(\alpha)}_{jk} \hat{H}^{(\alpha)}_{jk}$ describes the interactions inside the cluster and $\hat{H}_{\text{dc}}(\lambda, t) = \sum_{\alpha} \sum_{j \in C} \hat{h}^{(\alpha)}_{j}(t) \hat{H}^{(\alpha)}_{j} \hat{H}^{(\alpha)}_{j}$ describes the interaction of sites on the boundary with the adjacent clusters. The time-dependent effective fields are given by $\hat{h}^{(\alpha)}_{j}(t) = \sum_{k} \text{Tr}[\hat{H}^{(\alpha)}_{j} \rho_{C}(t)]$, where the prime indicates sites $k \in C$ corresponding to neighbors of $j$. Due to translational invariance, the long-time limit asymptotic solution of Eq. (2) is determined by the following self-consistent condition

$$\hat{h}^{(\alpha)}_{j}(t \to \infty) = \text{Tr}[\hat{h}^{(\alpha)}_{j} \rho_{C}(t \to \infty)],$$

(3)

where $\hat{h}^{(\alpha)}_{j} = \sum_{k} \hat{H}^{(\alpha)}_{jk}$ are the local effective field operators. A sketch of the cluster mean-field approach is illustrated in Fig. [I]. From Fig. [I]a, one can see that for the standard (single-site) mean-field approximation the effective field governs the coherent evolution, while $H_{\text{CMF}}$ is absent; as the size of cluster becomes larger, the effective fields acting on the boundary sites play a less dominant role in $H_{\text{CMF}}$, and the quantum correlations embedded in $H_{\text{CMF}}$ become more significant. Through systematically enlarging the cluster size, the gradual inclusion of correlations and the self-consistent conditions results in stronger singular behaviors of the order parameter and response function. Such coherently enhanced singularities are intimately related to the intrinsic fluctuations embedded in the system. Specifically, the increased fluctuations in the cluster leads to the divergence of the amplitude of the response function as the size of cluster goes to infinity. The main idea behind the CAM [48–50] is to analyze how the mean-field results change with the size of the cluster, which will provide information of the (non mean-field) exponents as well as the exact boundaries. The choice of the series of clusters in the CAM should guarantee that, as the cluster size $L$ is systematically enlarged, the set of critical points $\lambda_{c}(L)$ obtained from successive CMF calculations should asymptotically approach the true critical point $\lambda^{*}$, i.e.,

$$\lim_{L \to \infty} \lambda_{c}(L) = \lambda^{*}.$$  

(4)

This is a key point of CAM because some choices of the cluster series may not satisfy Eq. (4). For example, in a two-dimensional square lattice, the CMF analysis using a series of plaquette clusters of size $L = l_{x} \times l_{y}$ may not approach the true critical point if $l_{x} \gg l_{y}$, because of the large anisotropy; thus we will choose the square plaquette of size $L$ with $l_{x} = l_{y} = l$ to implement the CAM.

In order to illustrate the idea of CAM [48–50] we consider, for concreteness, the magnetic susceptibility, also in the light of the models we are going to study. In the presence of a small external magnetic field $\delta$ and taking the self-consistency condition into account, the magnetization in the $x$ direction on the corner-site of a cluster may be written as

$$\langle \hat{m}^{(x)}(\lambda) \rangle_{ss} = \chi_{L}^{(x)}(\lambda) \delta + F_{L}(\lambda) \langle \hat{m}^{(x)}(\lambda) \rangle_{ss},$$

(5)

where the two terms on right-hand side denote the magnetic responses to the external and self-consistent fields, respec-
The subscript ‘ss’ denotes the steady-state. $\chi^0_L(\lambda)$ is the magnetic susceptibility of the cluster without the self-consistent field and $F_L(\lambda)$ is Kubo’s canonical correlation. Consequently, the magnetic susceptibility as a function of $\lambda$ is given by $\chi(\lambda) = \chi^0_L(\lambda)/[1 - F_L(\lambda)]$. The critical point $\lambda_c(L)$ is determined by $1 - F_L(\lambda) = 0$. In the CMF approximation, the behavior of the response function near the transition point is characterized by the classical critical exponent according to the Ginzburg-Landau theory. Thus, in the vicinity of $\lambda_c(L)$ the magnetic susceptibility can be approximated by

$$\chi(\lambda) \approx \chi^0_L\left[\frac{\lambda - \lambda_c(L)}{\lambda_c(L)}\right]^{-\gamma_{\text{mf}}}$$

where $\gamma_{\text{mf}} = 1$ is the classical mean-field critical exponent of the susceptibility. The amplitude in Eq. (6) takes the form $\chi^0_L(\lambda) \approx \chi^0_L(\lambda_c(L))/[1 - \lambda_c(L)F'_L(\lambda_c(L))]$. It reflects the fluctuations stemming from the inclusion of short-range correlations in the relevant cluster and should be anomalously large as $\lambda_c(L)$ goes to $\lambda^*$ (or as $L \to \infty$). The dependence of $\chi^0_L(\lambda)$ on $\lambda_c(L)$ is called coherent anomaly, and carries the intrinsic information of the true critical behavior through its large-$L$ asymptotic dependence [48, 54],

$$\chi^0_L(\lambda) \approx c_0 [\lambda_c(L) - \lambda^*]^{(\gamma' - \gamma_{\text{mf}})}$$

with $[\chi^0(j), \lambda_c(j)]$ being a set of amplitudes and critical points obtained by CMF approximations, with at least three successive systematically enlarging clusters.

The CAM procedure, in practice, goes along the following steps: (i) compute the response function $\chi(\lambda)$ at various levels of CMF approximation with systematically enlarging clusters; (ii) extract the coefficients and critical points $[\chi^0(L), \lambda_c(L)]$ for the various CMF approximation with Eq. (6); (iii) fit the dependence of $\chi^0(L)$ on $\lambda_c(L)$ with Eq. (7), to access the true critical point and exponent.

We finish this section by emphasizing that the coherent anomaly relation in Eq. (7) is derived in a rather general way. It doesn’t make any reference to the underlying nature of the system or whether the system is equilibrium/non-equilibrium or classical/quantum. The validity of the application of CAM depends only on the convergence of the properties of scaling functions. Namely, the CAM can be applied to the system that the true critical point can be reached when the cluster of system asymptotically tends to be infinite. As shown in Refs. [48, 54], CAM obtained good results of the phase transitions in equilibrium and non-equilibrium systems. Based on above arguments, we apply CAM to study the critical exponents in dissipative phase transitions of quantum systems.

### III. THE MODELS

To investigate explicitly the performance of CAM, we will consider two models of dissipative quantum many-body systems. The first one is the spin-1/2 dissipative TFI model on the square lattice. The Hamiltonian governing the coherent
evolution is the following,

\[ \hat{H}_{\text{TFI}} = -\frac{V}{4} \sum_{\langle j,k \rangle} \hat{\sigma}_j^x \hat{\sigma}_k^x + \frac{g}{2} \sum_k \hat{\sigma}_k^z, \]  

(9)

where \( \hat{\sigma}_j^\alpha (\alpha = x, y, z) \) denote the spin-1/2 Pauli matrices on the \( j \)-th site and \( \langle j,k \rangle \) denotes the nearest-neighbor spins. The first term in \( \hat{H}_{\text{TFI}} \) represents Ising interactions of strength \( V \) between nearest-neighbor sites, while the second term accounts for the local transverse magnetic field along the \( z \) direction, with amplitude \( g \).

As the second example, we will investigate the two-dimensional dissipative spin-1/2 XYZ model on the square lattice. The Hamiltonian in Eq. (1) for this model is given by

\[ \hat{H}_{\text{XYZ}} = \sum_{\langle j,k \rangle} \left( J_x \hat{\sigma}_j^x \hat{\sigma}_k^x + J_y \hat{\sigma}_j^y \hat{\sigma}_k^y + J_z \hat{\sigma}_j^z \hat{\sigma}_k^z \right), \]  

(10)

where \( J_\alpha (\alpha = x, y, z) \) is the coupling strength.

For both models, we consider an incoherent dissipative process acting locally on each site which tends to flip the spin down along the \( z \)-direction, namely \( L_j = \sqrt{(\hat{\sigma}_j^z - i \hat{\sigma}_j^y)}/2 = \sqrt{\Gamma} \hat{\sigma}_j^z \) in Eq. (1), where \( \Gamma \) is the decay rate. The master equation of both models presents a \( Z_2 \) symmetry, namely the master equation is invariant under a \( \pi \)-rotation about the \( z \)-direction, \( (\hat{\sigma}_j^x, \hat{\sigma}_j^y) \to (-\hat{\sigma}_j^x, -\hat{\sigma}_j^y) \). We define the order parameter as the averaged steady-state magnetization per site \( O = \langle \hat{\sigma}_j^\alpha \rangle_{ss} = \frac{1}{L} \sum_{j=1}^L \text{tr} \left( \rho_{ss} \hat{\sigma}_j^\alpha \right) \), where \( j \) labels the site in the lattice of size \( L \) and \( \rho_{ss} \) is the steady-state density matrix. The nonzero order parameter indicates appearance of the ordered phase.

By means of Keldysh formalism \(^{55}\) and cluster mean-field approximation \(^{56}\), a continuous phase transition from the disordered paramagnetic (PM) phase \( \langle \hat{\sigma}_j^x \rangle, \langle \hat{\sigma}_j^y \rangle = 0 \), to the ferromagnetic (FM) phase \( \langle \hat{\sigma}_j^x \rangle, \langle \hat{\sigma}_j^y \rangle \neq 0 \) has been predicted for the dissipative TFI model. In Fig. (2a), we show the order parameter as a function of the strength of the transverse field by means of \( 3 \times 3 \) CMF simulation.

Meanwhile, in the dissipative XYZ model, a steady-state phase transition breaking the \( Z_2 \) symmetry has been predicted \(^{21, 30, 57, 59}\). For \( J_x = J_y \), the magnetization along \( z \)-direction is a conserved quantity and there is nothing counteracts to the dissipation, thus leads all the spins down to the \( z \)-direction. The steady state of the system is in the disordered PM phase. However, the anisotropic coupling \( J_x \neq J_y \) in the \( x-y \) plane of the Hamiltonian may induce an effective field to each spin. The competition between the procession of the spin around the effective field and the decay leads to a phase transition from the disordered PM to ordered FM phase. Again, the steady-state phase transition can be revealed by the order parameter as shown in Fig. (2b). Moreover, the steady-state phase diagram has been predicted by CMF approaches \(^{26}\).

The steady-state phase transition in both two dissipative models can also be captured by the singular behavior of the magnetic susceptibility. The susceptibility is defined as the linear response of the magnetization to the small probing field.

\[ \chi_{\alpha\beta} = \lim_{\beta \to 0} \frac{\partial \langle \hat{\sigma}_j^\alpha \rangle_{ss}}{\partial \beta_{\alpha}}, \]  

(12)

where \( \alpha, \beta = \{x, y\} \) denote the directions of external field and response magnetization, respectively. In the following, we will concentrate on the modulus of the \( \chi_{xx} \) component of dissipative TFI model while \( \chi_{zz} \) for dissipative XYZ model.

A. Numerical simulations

In this subsection, we will show the way for accessing the steady-state magnetization and susceptibility in our specific models. In the CMF approximations, one need to solve the CMF master equation Eq. (2). For large clusters, this is demanding since the dimension of Hilbert space increases exponentially with the size increasing. In order to avoid solving the full master equation regarding the density matrix of size \( 2^L \times 2^L \), one can combine the idea of CMF and quantum trajectory (QT) simulation. In this paper, for \( l \leq 3 \), we evaluate the master equation \(^{2}\) to long times through direct Runge-Kutta integration. Instead, for \( l = 4 \) we rely on QT simulations (with the number of trajectories being 500). The details of CMF QT simulation are discussed in Refs. \(^{26, 38}\).
The steps of accessing the steady-state susceptibility through QT are the following. We first simulate the time-evolution of the density matrix in the presence of probing field $\delta$. Second, we average the temporary magnetization over a time window, in which the system nearly approaches $\delta$ evolution of the density matrix in the presence of probing. Finally, we determine the susceptibility by linear fitting of $\langle \hat{\sigma}^{+\delta} \rangle_{ss}$ to $\delta_{s}$.

In Fig. 3(a), we show the QT time-evolution of the magnetization along $x$-direction $\langle \hat{\sigma}_{x}^{t} \rangle$ for the corner site in the $3 \times 4$ cluster of TFI model. The number of trajectories is 500. Although the temporary magnetization fluctuates due to the randomness inherent to the QT method, the system approaches to the steady state at $t > 150$. The steady-state magnetization $\langle \hat{\sigma}_{x}^{\infty} \rangle_{ss}$ is then obtained by averaging over the time interval $t \in [150, 200]$. The linear fits for $\langle \hat{\sigma}_{x}^{t} \rangle_{ss}$ against $\delta$ is shown in Fig. 3(b). Similarly, in Figs. 3(c) and (d), the QT time-evolution of the magnetization $\langle \hat{\sigma}_{y}^{t} \rangle$ for different $\delta_{y}$ and the linear fits for the steady-state magnetization in the dissipative XYZ model are shown.

### IV. RESULTS

#### A. Dissipative TFI model

In this subsection, we present the critical exponent and critical point obtained by the CAM for the dissipative TFI model. In Fig. 4(a) we fix $\Gamma/V = 0.2$ and show the CMF results for $|\chi_{c}|$ as function of $g/2V$, with various cluster sizes. One can see that, for each $L$, the magnetic susceptibility always exhibits a singularity at the critical point $g_{c}(L)/2V$. Moreover, the critical points shift to the left with increasing cluster size. The consistent approach of $g_{c}(L)$ to the true critical point $g^{*}$ supports choosing $l \times l$ clusters as a systematic series of approximations. The extracted critical points and corresponding amplitudes $\chi_{0}(L)$ are shown in Fig. 4(b).

In order to access the critical point $g^{*}/2V$ and exponent $\gamma^{*}$ in the thermodynamic limit, we fit the $\langle \chi_{0}(L), g_{c}(L)/2V \rangle$ data of $l \times l$ clusters ($l = 1, 2, 3, 4$) according to Eq. (5), using the least squares method. The fit is shown by the solid line in Fig. 4(b). We also find that the CAM analysis is robust against slight anisotropies of the clusters. Although the fit of the coherent anomaly is based on the isotropic clusters (denoted by filled squares), the data of $l \times (l+1)$ clusters (denoted by empty squares) show good agreement. A similar CAM analysis is implemented for $\Gamma/V = 0.1$. The set of $\{\chi_{0}(L), g_{c}(L)/2V\}$ and the corresponding fitting curve are shown in Fig. 4(b) as well.

For both values of $\Gamma/V$, we obtain a critical exponent $\gamma^{*} \approx 1.3$. It is interesting to compare this value to Maghrebi et al. which, from field-theory arguments, argued that the steady-state phase transition belongs to the universality class of the equilibrium 2D Ising model [25]. Remarkably, our CAM analysis gives a critical exponent significantly smaller than critical exponent of classical 2D Ising model $\gamma_{\text{Ising}}^{*} = 7/4$. The difference between the two predictions can be appreciated visually in the log-log representation of coherent amplitudes versus critical points, shown in Fig. 5. While the numerical data follow an approximate linear relation, the slope is quite distinct from the critical exponent of the classical 2D Ising model (dashed lines).

To test the stability of the CAM analysis, we have adopted two other possible choices of $l \times l$ clusters: $l = 1, 2, 3$ and $l = 2, 3, 4$. In both cases, $c_{0}, l^{*}, \gamma^{*}$ can be extracted by a direct solution of Eq. (5). The results are listed in Table I and indicate a good stability of the CAM results. In particular, the averaged value of $\gamma^{*}$ over the three choices is $\bar{\gamma}^{*} \approx 1.34$ for both $\Gamma/V = 0.1$ and 0.2, with small discrepancies $\Delta \gamma^{*} = |\gamma^{*} - \bar{\gamma}^{*}|/\bar{\gamma}^{*} \leq 3\%$.

On the other hand, the error associated with the limited cluster size, $l \leq 4$, is difficult to assess. Some insight is provided by the CAM analysis of the classical 2D Ising model. By only considering $l = 1, 2$ (with the exact critical temperature as additional input), Suzuki obtained $\gamma_{\text{Ising}}^{*} \approx 1.67$ [49]. This value is relatively close to the exact result 1.75, suggesting that CAM can yield good estimates of the critical exponents already at small cluster sizes. However, considerable efforts might be necessary to improve the accuracy. Extending the analysis of the classical 2D Ising model to clusters with up to 145 sites ($l \approx 12$) gives $\gamma_{\text{Ising}}^{*} \approx 1.7$ [49].

Additionally, we also extract the critical points and critical exponents for $\Gamma/V = 0.05$ and 0.25 by CAM involving only the $1 \times 1, 2 \times 2$, and $3 \times 3$ clusters. The results are shown in Tab. I.

#### B. The dissipative XYZ model

For the dissipative XYZ model, we focus on the critical exponent of the susceptibility component $\chi_{yx}$. In Fig 6(a), we show the CMF results of the steady-state susceptibility with different clusters for $J_{z}/\Gamma = 0.9$. The amplitude $\chi_{0}(L)$ and
FIG. 3: (a) The QT time-evolutions of the magnetization \(\langle \sigma^x(t) \rangle\), which is the magnetization of the corner site of the \(3 \times 4\) cluster, in the dissipative TFI model for three different probe fields \(\delta\) (in units of \(\Gamma\)). The dashed horizontal lines highlight the steady-state values of the magnetization, which is obtained by averaging the temporary magnetization over \(t \in [150, 200]\). (b) The steady-state magnetization of TFI model \(\langle \sigma^x \rangle_{ss}\) for different values of the probing field \(\delta\). The black dash line is the linear fitting for \(\langle \sigma^x \rangle_{ss}\) to \(\delta\). The errorbars denote the standard deviation in taking the average. The parameters are chosen as \(\Gamma/V = 0.2\) and \(g/2V = 0.85\). (c) The \(4 \times 4\) quantum trajectory time-evolution of \(\langle \sigma^y(t) \rangle\) in the presence of probing field along \(x\)-direction in two-dimensional dissipative XYZ model. The horizontal dashed lines highlight the steady-state magnetizations. (d) The steady-state magnetization of XYZ model \(\langle \sigma^y \rangle_{ss}\) versus the probing field \(\delta\). The squares denote the steady magnetization which is obtained by averaging the temporary magnetization over \(t \in [300, 400]\), the error bars denote the standard deviation. The black dashed line is the linear fitting. The susceptibility is given by the slope of the straight line. Other parameters are chosen as \(J_z/\Gamma = 0.9\), \(J_y/\Gamma = 1.036\) and \(J_c/\Gamma = 1\).

FIG. 4: (a) Modulus of \(\chi_{xx}\), computed for various cluster sizes as a function of \(g/2V\), with \(\Gamma/V = 0.2\). (b) Behavior of \(\chi_0(L)\) as a function of \(g_c(L)/2V\) for \(\Gamma/V = 0.1\) (red) and 0.2 (blue). The solid lines are least-squares fits of Eq. [7], in which \(c_0\), \(g^*/2V\) and \(\gamma^*\) are determined by the \(1 \times 1\) \((t = 1, 2, 3, 4)\) CMF data (filled squares). The \(\chi_0(L)\) and \(g_c(L)/2V\) of \(1 \times 2\), \(2 \times 3\) and \(3 \times 4\) CMF data are also presented (empty squares).

FIG. 5: Log-log plot of amplitudes as functions of critical points \(g_c(L)\), for \(\Gamma/V = 0.1\) (red) and 0.2 (blue). The squares are the amplitudes \(\chi_0(L)\). The solid lines use the averaged critical exponents of the dissipative TFI model, \(\gamma^* = 1.34\). The dashed lines assume the exact critical exponent of the classical 2D Ising model, \(\gamma^{\text{Ising}} = 1.75\).

the critical point \(J_{c,c}(L)/\Gamma\) for various clusters are extracted according to Eq.[8] and shown in Fig.[6]b). The CAM is then implemented up on the three choices of clusters. The extracted coefficient, critical exponent and critical point are listed in Tab. [II]. The critical point \(J_{c,c}/\Gamma\) obtained from the CAM analysis is consistent with the previous results through other approaches [26]. The CAM analysis gives a value of \(\gamma^*\) which is slightly different from the mean-field result. We cannot however benchmark our results with other methods, so it is difficult to determine if the difference is significant. Notice that although both the dissipative TFI and XYZ models break the \(\mathbb{Z}_2\) symmetry through the phase transition, the critical exponents are discriminated.

Additionally, we also apply CAM analysis for \(J_z/\Gamma = 0.6\), 0.7 and 0.8 as well as \(J_y/\Gamma = 1.1\), 1.2, and 1.3 by using the \(1 \times 1\), \(2 \times 2\), and \(3 \times 3\) clusters. The results are listed in Tabs. [III].
TABLE II: The coefficients, critical points and critical exponents of steady-state phase transition in the dissipative TFI model extracted from the CAM with different series of clusters.

| $J_y/\Gamma$ | $c_0$ | $J_z/\Gamma$ | $\gamma^*$ | $c_0$ | $J_z/\Gamma$ | $\gamma^*$ | $c_0$ | $J_z/\Gamma$ | $\gamma^*$ |
|-------------|-------|--------------|------------|-------|--------------|------------|-------|--------------|------------|
| 0.9         | 0.121 | 1.041        | 1.033      | 0.125 | 1.041        | 1.030      | 0.121 | 1.041        | 1.034      |
| 0.8         | -     | -            | -          | 0.0659| 1.021        | 1.023      | -     | -            | -          |
| 0.7         | -     | -            | -          | 0.0433| 1.014        | 1.026      | -     | -            | -          |
| 0.6         | -     | -            | -          | 0.0298| 1.011        | 1.042      | -     | -            | -          |

FIG. 6: (a) The susceptibility $\chi_{xx}$ as a function of $J_y$ for different clusters. (b) The amplitude $\chi_0(L)$ as a function of $J_{y,c}(L)$. The parameters are chosen as $J_y/\Gamma = 0.9$ and $J_z/\Gamma = 1$. From right to left the squares denote the amplitudes $\chi_0(L)$ for $1 \times 1$, $1 \times 2$, $2 \times 2$, $2 \times 3$, $3 \times 3$, and $4 \times 4$ clusters, respectively.

TABLE III: The coefficients, critical points and critical exponents of steady-state phase transition in the dissipative XYZ model. The involved clusters are $1 \times 1$, $2 \times 2$, and $3 \times 3$.

| $J_y/\Gamma$ | $c_0$ | $J_z/\Gamma$ | $\gamma^*$ |
|-------------|-------|--------------|------------|
| 1.1         | 0.112 | 0.959        | 1.062      |
| 1.2         | 0.0382| 0.978        | 1.128      |
| 1.3         | 0.00389| 0.977       | 1.563      |

and [III] In Fig. 7, we show the amplitudes $\chi_0(L)$ as functions of $[J_y(L) - J^*]/\Gamma$ in the log-log scale. One can see that for case of fixed $J_y$, the critical exponents are stable around $\gamma^* = 1.03$, while for the case of fixed $J_y$, the critical exponents change in a wide range. We notice that for large $J_y$ the system is close to the critical regime in which the correlation length increases and clusters with larger size should be involved in the CAM analysis.

FIG. 7: (a) The amplitudes $\chi_0(L)$ as functions of $[J_y(L) - J^*]/\Gamma$ for different values of (a) $J_y/\Gamma$ and (b) $J_z/\Gamma$. The squares denote the amplitudes for each of the clusters while the line denote the fittings with the critical exponents extracted from the CAM analysis. We have put the $\chi_0(L)$ for anisotropic clusters in the plots. From the left to right, the squares correspond to the $1 \times 1$, $1 \times 2$, $2 \times 2$, $2 \times 3$, and $3 \times 3$ clusters, respectively. The coupling is chosen as $J_z/\Gamma = 1$.

V. SUMMARY

In this work we have introduced the CAM as an effective method to determine critical exponents of phase transitions in driven-dissipative systems. In particular, we have applied CAM to the dissipative TFI model and XYZ model in two dimensions, finding a critical exponent for the magnetic susceptibility which is different from the classical value. Our study indicates that CAM is powerful in accessing the critical properties, in comparison to the resources required. We notice that although the implementation of CAM in the parameter regions considered in this paper is valid, one should be careful when going outside these regions. For example, the continuous phase transition in dissipative TFI model may break down for sufficiently strong dissipation where the CAM analysis cannot be implemented [55].

We would like to emphasize that the sizes of the involved clusters also have effects on the performance of CAM for open systems. In other words, for systems that are dominated by long spatial correlations, large size clusters should be involved in the CAM analysis, in order to reach reliable results. For example, in the one-dimensional driven pair contact process with diffusion (PCPD) the critical exponents obtained through the CAM analysis are in excellent accord with simulation results [54]. However, for ordinary PCPD (without driving) a non-negligible discrepancy is observed up to the maximum cluster size 13. This reminds us that the results obtained by
CAM should be interpreted with caution.

To further enlarge the cluster size, there are several promising approaches worth to pursue in future work, involving a combination of corner-space renormalization\cite{21}, neural-networks\cite{40–43} and/or tensor-networks\cite{46,47}. On one side, the corner-space renormalization method and the recently introduced neural-networks quantum ansatz were shown to simulate the steady states of open quantum many-body systems, benchmarked with a few examples including small 2D clusters. At the moment, it is not clear how large are the computational cost and convergence of the methods for: (i) larger clusters sizes; (ii) quantum states close to criticality, for which one expects highly-entangled states; (iii) their extension to time-dependent open dynamics (as required in CAM). On the other side, tensor-network approaches are well established methods with good convergence for short-range systems and low-entangled states. The extension of the method to 2D clusters (effectively mapped to a long-range 1D system) turns the simulation computationally harder at the expense of an increasing memory cost and simulation time. One could still exploit the benefits of CAM in this case, recalling that it requires a large but not macroscopically large cluster, such that high performance supercomputers with multiple nodes may hopefully lead to an efficient simulation.
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