Damage Detection and Level Classification of Roof Damage after Typhoon Faxai Based on Aerial Photos and Deep Learning
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Abstract: Following the occurrence of a typhoon, quick damage assessment can facilitate the quick dispatch of house repair and disaster insurance works. Employing a deep learning method, this study used aerial photos of the Chiba prefecture obtained following Typhoon Faxai in 2019, to automatically detect and evaluate the roof damage. This study comprised three parts: training a deep learning model, detecting the roof damage using a trained model, and classifying the level of roof damage. The detection object comprised a roof outline, blue tarps, and a completely destroyed roof. The roofs were divided into three categories: without damage, with blue tarps, and completely destroyed. The F value obtained using the proposed method was higher than those obtained using other methods. In addition, it can be further divided into five levels from levels 0 to 4. Finally, the spatial distribution of the roof damage was analyzed using ArcGIS tools. The proposed method is expected to provide a certain reference for real-time detection of roof damage after the occurrence of a typhoon.
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1. Introduction
1.1. Purpose and Significance

Reports on field investigations following the occurrence of typhoons in the past [1,2] have reported houses, particularly low-rise wooden houses, as being significantly affected by strong winds and often suffering serious damage. After the typhoon, quick damage assessment of residents’ houses can facilitate quick dispatch of necessary assistance to house repair and the confirmation of disaster insurance to residents. Therefore, in March 2017, the Japan Cabinet Office revised “the guidelines for the identification and classification of residential house damage after disasters” [3] to improve the efficiency of filed investigation for houses damaged by disasters. In addition, local governments requested amendments to the “disaster relief act” and “act on support for reconstructing livelihoods of disaster victims” to propose investigation methods and evaluation criteria suitable for strong wind disasters. Recently, Typhoon Faxai, in 2019, caused serious damage to houses in Japan. Consequently, the effective and rapid detection and classification of the damage has become an urgent topic in Japan.

In Japan, the assessment of disaster situations regarding a house following a typhoon is mostly conducted by local government and disaster research groups through field investigations [4]. Thus, the result of the evaluation is released after a few days. The disaster field investigation is conducted not only for typhoons but following the occurrence of earthquakes as well. For example, according to the “investigation on the situation of certificating for disaster in case of large-scale disasters-centered on the Kumamoto earthquake in 2016” [5] conducted by the Ministry of general affairs Japan, the certificates issued for disaster were delayed by more than three months after the Kumamoto earthquake occurred.
From 10 to 13 November 2019, a field investigation was conducted on the residential houses damaged after Typhoon Faxai 2019, considering Tateyama city, Kyonan town, and Minamiboso city in the south of Chiba Prefecture as the investigation area. The statistical result of the field investigation is presented in Table 1, where more than half of the houses in the survey area were damaged, and roofs with damage accounted for more than 80% of the damaged houses, far exceeding the damage proportion of other components of the house. Thus, it was found that the damaged condition of the house can be speculated based on the damaged condition of the roof.

Table 1. Statistics of field investigation after typhoon Faxai in 2019.

| Investigation     | Total | Percentage |
|-------------------|-------|------------|
| Surveyed houses   | 1976  | -          |
| Damaged house     | 1133  | 57%        |
| Damaged Roof      | 902   | 46%        |
| Damaged Wall      | 228   | 12%        |

1.2. Previous Research

After the 1960s, the use of aerial photographs in field investigations after typhoons, earthquakes, tsunamis and other disasters gained traction. Aerial photographs can provide local information with rich surface texture and spectral characteristics. Rapid and effective house damage extraction has been one of the most important research contents in the field of aerial photo processing. For example, Miura et al. [6] successfully measured the damaged area of houses in the 1995 Hanshin earthquake with aerial photos.

There are three extraction methods of roof damage detection following a disaster based on aerial photos.

The first method is visual inspection (1970–2000). The damage extraction is primarily performed manually by architects, emergency risk judgers, and other civil field experts. For example, Noda et al. [7] conducted a field investigation using a small aircraft after typhoon JEBI in 2018. Considering the south of Osaka Prefecture and the north of Wakayama Prefecture as the survey areas, they investigated the distribution of blue tarps covered on residents’ roofs. The results indicated a linear relationship between the number of blue tarps, such that, the number of damaged houses can be estimated using the number of blue tarps. Suzuki et al. [8] successfully detected houses with blue tarps covering the roof, using the aerial photos taken after tornadoes in Tsukuba, adhering to the criteria for damage identification issued by the Japan cabinet office. However, although this method offered high accuracy, it often requires several days.

The second method is image analysis (2000–2015), which is based on the pixel, threshold of the spectrum, brightness, and texture of aerial photos to judge house damage. When the threshold is exceeded, roof damage is concluded to have occurred. For example, Kono et al. [9] used the aerial photos taken after typhoon Jebi in 2018 to assess the roof damage of residential houses depending on whether blue tarps were covered, and used the results to infer the damage rate of the roof. In addition, Kono et al. [10] established a method of identifying the damage to residential roofs in a wide area using aerial photos acquired after Typhoon Faxai in 2019. In addition, it was compared to visual inspection results and its accuracy was confirmed as efficient. Naito et al. [11] used the aerial photos taken immediately after the Kumamoto earthquake, and used DSM analysis and texture analysis methods to extract the roofs covered with blue tarps. However, this method does not provide clear technical points regarding threshold setting.

The third method is deep learning (2015 and beyond) [12], wherein a single house is considered as the extraction object. For example, Miura et al. [13] used the aerial photo of the 1995 southern Hyogo and 2016 Kumamoto earthquakes to train a deep learning model. The model can be used to automatically classify the damage grade of houses into three levels: collapsed houses, non-collapsed houses, and houses covered with blue tarps. Further, Miura verified the accuracy of the model at Kyonan town, Chiba prefecture.
after Typhoon Faxai in 2019. Huang et al. [14] presented a deep learning method that incorporates the autoregressive (AR) time series model with two-step artificial neural networks (ANNs) to identify damage under temperature variations. Numerical results indicate that the proposed approach could successfully recognize, locate, and quantify structure damage by using output-only vibration and temperature data regardless of other influencing factors.

As mentioned above, the method for detecting roof damage using the distribution of blue tarps covered on the roof is widely used after disasters, such as typhoons and earthquakes in Japan. Moreover, the results of the above research show that with the increased blue tarps area, there is an increased loss of residential roofs.

However, the current detection methods for roof damage in aerial photos suffer from two primary shortcomings. First, it is impossible to calculate the proportion of roof damage. Currently, the existing basic outline of houses provided by the Japan Institute of land and geography is used. However, in addition to new constructions, reconstruction and expansion of houses, there are also completely destroyed houses caused by the typhoon, resulting in great changes in the roof outline. Therefore, the roof outline must be measured in real time. Second, roofs that are completely destroyed and not covered with blue tarps cannot be detected. If the house is seriously affected by a typhoon, for example, collapses or is damaged due to a secondary fire disaster, it is impossible to continue to live in them. Consequently, many residents tend to move to another safe place temporarily and although the house is seriously damaged, there is no need to continue to cover it using blue tarps. Therefore, this type of house damage has been omitted.

Thus, it is incorrect to only count the area of blue tarps, and roofs that are completely destroyed must be detected separately. Consequently, the sum of the area of blue tarps and the area of the roof completely destroyed must be considered as the total damaged area of the roof in the investigation area. In addition, according to the previous deep learning model, only two or three types of the level of roof damage can be classified, for example, damaged or undamaged roofs. Moreover, there is a lack of a specific classification basis for calculating the area of damaged roofs.

Therefore, in this study, a deep learning model with a segmentation function was used to detect roof damage after a typhoon. According to the characteristics of roof damage after a typhoon in Japan, this study provides a solution for the rapid detection of roof damage after a typhoon. The innovation of this study is in providing an overall solution for fast and accurate detection and classification of roof damage. Compared with other methods, this method has superior performance in speed and accuracy. The rest of this paper consists of six sections: Research Methods, Materials, Training and Detection using Deep Learning, Classification of Roof Damage Level, Discussion which includes a comparison with other classification methods, and Conclusions.

2. Research Methods

Figure 1 shows the specific appearance of roof damage after a typhoon. In Figure 1a, the roof is clearly divided into three parts. The left part with pink background represents the roof without damage, the middle part with purple background is the roof covered with blue tarps (coverage area of blue tarps increases from left to right), and the right part with green background is the roof completely destroyed (function of the roof was completely lost, thus, was not necessary to cover using blue tarps). Thus, With the direction of the red arrow in the Figure 1, the degree of roof damage increases. In Figure 1f, according to “the guideline for disaster prevention” [3] by the Japan cabinet office, the level of roof damage after a typhoon is divided into five levels: levels 0~4. The roof without damage is level 0. The roof covered with blue tarps is divided into levels 1~3 according to the proportion of blue tarps in the roof. Finally, the roof completely destroyed is classified as level 4. The specific distinction is shown in Figure 1.
proportion of blue tarps in the roof. Finally, the roof completely destroyed is classified as level 4. The specific distinction is shown in Figure 1.

**Figure 1.** Appearance and level of roof damage in Typhoon Faxai in 2019. The left part with pink background represents the roof without damage, the middle part with purple background is the roof covered with blue tarps, and the right part with green background is the roof completely destroyed. Thus, with the direction of the red arrow in the Figure 1, the degree of roof damage increases.

In this study, it was found that dividing roofs (for instance, the roof which is neither covered with blue tarps nor completely destroyed, but with some holes,) into two types can greatly improve the accuracy of classification. One type is a roof with a small hole (less than approximately 5% of the roof area). The hole will not affect the normal life of residents and thus, it can be marked as “roof without damage”. The other roof type can be marked as “roof completely destroyed” in the case of a roof with huge holes (more than 80% of the roof area). This is because such holes are not covered with blue tarps. Such houses are completely unfit for living, or the residents have moved to another place during
the field investigation [15]. Such a classification method may lead to detection omission, such as, classifying an actual “roof with damage” as “roof without damage;” however, it is beneficial to the overall accuracy of “roof completely destroyed”.

This study was mainly divided into three parts. First, based on the aerial photos taken after the typhoon Faxai, the images of roofs were obtained. Thereafter, the obtained images were used to render samples for training a deep learning model. Finally, the model was used to automatically detect three types of objects: blue tarps, roof outline, and roofs completely destroyed, and the level of roof damage was classified by combining three types of objects (Figure 2).

Figure 2. Flowchart of detection and classification of damage roof.

3. Materials

3.1. Used Aerial Photos

When the damaged area is relatively large, generally, satellite images are used for photography of roof damage. In contrast, in the case of disasters with limited area, photos obtained via aircraft offer better image resolution than satellite images [10]. This study purchased the aerial photos of Typhoon Faxai in 2019 taken by International Airlines Company from September 19 to 20 in 2019. The area included a part of the Minamiboso and Tateyama cities. All aerial photos were acquired using a digital camera DMC for aerial survey built by Z/I Imaging Company [16]. Simple orthophoto with terrain skew corrected and distortion of camera lens fixed were obtained. They were composed of 8-bit Blue,
Green and Red bands. Finally, the aerial photos were resampled to 0.1 m/pixel. The GSD for a scanned aerial image can be calculated using the following formula 1:

\[ G = \frac{H \times d}{f} \]  

(1)

where \( G \), \( H \), \( f \), and \( d \) represent the ground sampling distance (GSD), flying height above ground, focal length, and CCD pixel size, respectively, which are 0.1 m, 1000 m, 120 mm, and 12 \( \mu \)m, respectively, in this study.

Figure 3 shows a data crop in the south of Chiba prefecture, where the area with the red circle is the field investigation area (G1 is a part of Minamiboso city, and G2 and G3 are parts of Tateyama city). The black square area is the photographing area taken by the aerial plane, which was purchased with scientific research fees. The area with the yellow cross represents the manually labeled samples used for training the deep learning model (18 areas). The area with a red seven-point star is the area used for testing the accuracy of the trained model, including K1–K5.

Figure 3. Aerial photo used (southern part of Chiba prefecture). G1 is a part of Minamiboso city, and G2 and G3 are parts of Tateyama city. K1–K5 with red seven-point star is the area used for testing the accuracy of the trained model.
3.2. Labeling and Cropping Aerial Photos

The upper left corner block “a” (Figure 4) was assumed as a piece of the aerial photo in Figure 3, and used as an example to illustrate the method in this study.

Figure 4. Schematic of labeling and cropping on the aerial photo.

The size of this aerial photo is $10,000 \times 10,000$ pixels. Further, the largest area in the manual labeling data is the roof profile with $260 \times 240$ pixels, whereas the smallest is the blue tarps with $20 \times 20$ pixels.

First, through manual labeling, the three types of data, comprising roof outline, blue tarps, and roof completely destroyed, were labeled on the aerial photos, which were then used to create training samples for the deep learning. The labeling was mainly operated via visual inspection with an error rate of less than 5%. The operators of this study were professionals in architecture and civil engineering from Chiba University. To avoid data obfuscation between the training and validation data which can affect the validation accuracy, the labeling area was mainly set along the coastline with more damaged roofs. In the area of the training sample, as in Figure 3, 25,205 data were labeled for training in Section 4.2. In addition, 3269 data were made in the K1–K5 area of Figure 3 to test the accuracy of the trained model. This study compared the detection results using the model in the G1–G3 area of Figure 3 with those obtained from the field investigation after typhoon Faxai in 2019. The statistics of the labeling data are presented in Table 2.

Table 2. Statistics of the labeling data in Figure 3.

| Number of Labeling     | Roof Outline | Blue Tarps | Roof Completely Destroyed | Total |
|------------------------|--------------|------------|---------------------------|-------|
| Labeling at area T1–T18| 21,600       | 3221       | 384                       | 25,205|
| Labeling at area K1–K5 | 2697         | 506        | 66                        | 3269  |
| Labeling at all area  | 24,297       | 3727       | 450                       | 28,474|

3.3. Export Data

First, the above areas were cropped to pieces with dimensions of $350 \times 350$ pixels (Figure 5a). The size can include more than two roofs to reflect the overall characteristics of the roof and those of the surrounding environment that infect on the neural network. However, a very small result in the roof outline was not being well detected. Whereas, too large a size will drastically reduce the detection accuracy of blue tarps. Thereafter, a 150-pixel width area with 0 value was added around the original aerial photo “a”, and the aerial photo was divided into $29 \times 29$ training samples. Among them, the sample with the lowest 0 value accounting for the majority was deleted (Figure 4, it is OK not to delete).
In the subsequent stage, sample augmentation was conducted. Each cropped image was converted as follows. Figure 5 is a sample augmentation of one of these photos. There are three rotation transformations (b–d), three mirror transformations (e–g), and four color space transformations (h–k), resulting in a total of 10 transformations being conducted. In color space conversion, Gaussian noise (h), random noise (i), brightness (j), and contrast (k) were generated via mapping functions. Equation (1) is a formula for calculating the number of training samples created from aerial photos. Consequently, 8800 samples were obtained from “a” in Figure 4, whereas 151,200 training images were obtained from the entire area in 18 regions of Figure 3 (18 regions are the training sample regions indicated by the yellow cross.)

\[ N_t = \left( \frac{(W_l + W_i) \times (H_k + H_l)}{W_s \times H_s} - N_n \right) \times N_k \]  

where \( N_t \) is Number of training samples, \( W_s \) is cropping width (pixel), \( W_l \) is width of aerial photo (pixel), \( H_s \) is Height of cropping (pixel), \( W_i \) is width of added 0 value (pixel), \( N_n \) is number of discarded sample, \( H_k \) is Height of aerial photo (pixel), \( N_k \) is times of data augmentation, and \( H_l \) is Height of added 0 value (pixel).

During the training stage, the training times can be calculated using Equation (3). Considering sets A and D in Table 3 as an example, the training times were 17,010 times with a validation ratio of 10% and eight batch sizes (eight samples trained simultaneously). In set D, the training times were 37,800 times with a validation ratio of 20%, 64 batch sizes (train 64 samples at the same time), and 20 epochs. The epoch was set randomly in this study. The more the training times, the better; however, the training time increased. Furthermore, to inspect the performance of the model, the observation of the results was limited to 6000 times in this study.

\[ T = \frac{E \times N_t \times (1 - P)}{B} \]  

where \( T \) is training times, \( P \) is the ratio of validation, \( E \) is train epoch, and \( B \) is batch size.
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addition to locating the blue tarps in the center of the roof or on the eaves, samples of made to include different types of roof samples, such that the parameter of the model was increases, which increases the probability of detection. In contrast, if the number of samples of values in deep learning. If there is a large number of samples, the weight of this type increases, which increases the probability of detection. In contrast, if the number of samples is small, and the probability of failure to be detected is high. In this study, attempts were made to include different types of roof samples, such that the parameter of the model was balanced, and there were fewer cases where a certain type of roof was not detected. In addition to locating the blue tarps in the center of the roof or on the eaves, samples of blue tarps hanging on the edges and corners were also marked as a supplement, which is relatively small and may be neglected if not careful.

4. Training and Detection Using Deep Learning

This study employed the neural network Mask R-CNN [17] (CNN is the abbreviation of convolutional neural network,). It can automatically detect different objects with high precision and calculate the area, and outline of the objects. Mask R-CNN is a neural network improved by R-CNN [18], FPN [19], Fast R-CNN [20] and Faster R-CNN [21]. Mask R-CNN adds a full convolution module to the existing two last modules (object detection and classification) and is used for object detection, classification, and segmentation (classify each pixel separately).

A schematic of Mask R-CNN [17] is shown in Figure 6. Taking blue tarps as an example, (1) in the stage of Resnet, the input roof image was convoluted to obtain the feature map of the many features. (2) In the stage of RPN, the candidate region (ROI), which is considered as blue tarps, was selected, and consequently, the location of blue tarps was obtained. (3) In the stage of ROI alignment, all candidate areas of blue tarps were unified into a certain size (7 × 7). (4) In the stages of $L_{\text{class}}$, $L_{\text{bbox}}$, and $L_{\text{mask}}$ the candidate regions were sent to the neural network to output the results of object classification, detection, and segmentation.

![Figure 6. Framework of the deep learning.](image)

4.1. Making Sample

Figure 7 shows a pie chart detailing each roof type and the level of roof damage in the sample. The left side is counted according to the type of roof, and the right side is counted according to the level of roof damage. Further, the training sample includes levels 0–4 in Figure 1a, as well as all roof types identified in the field investigation [4].

The parameters of the model can be understood as the weight composed of a series of values in deep learning. If there is a large number of samples, the weight of this type increases, which increases the probability of detection. In contrast, if the number of samples is small, and the probability of failure to be detected is high. In this study, attempts were made to include different types of roof samples, such that the parameter of the model was balanced, and there were fewer cases where a certain type of roof was not detected. In addition to locating the blue tarps in the center of the roof or on the eaves, samples of blue tarps hanging on the edges and corners were also marked as a supplement, which is relatively small and may be neglected if not careful.

### Table 3. Parameters for the model training.

| Parameters                  | Set A | Set B | Set C | Set D |
|-----------------------------|-------|-------|-------|-------|
| Batch size (note1)          | 8     | 16    | 32    | 64    |
| Ratio of training and validation | 10%   | 10%   | 20%   | 20%   |
| Backbone (note2)            | Resnet 50 | Resnet 50 | Resnet 101 | Resnet 101 |
| Train time for evaluation   | 6000  | 6000  | 6000  | 6000  |
| Initial learning rate (note3)| $1 \times 10^{-2}$ | $1 \times 10^{-4}$ | $1 \times 10^{-3}$ | $5 \times 10^{-5}$ |
4.3.2. Optimization Algorithm

In addition, the training quality of the model is determined by observing the decline of the training loss. Furthermore, in each training, each loss value was summed to calculate the final loss value. The unit of the function loss is

\[
L = L_{\text{class}} + L_{\text{Bbox}} + L_{\text{mask}}
\]

(4)

where \(L\) is training loss, \(L_{\text{Bbox}}\) is the loss of detection loss, \(L_{\text{class}}\) is classification loss, and \(L_{\text{mask}}\) is segmentation loss.

4.3.1. Loss Function in Training

The loss function used in training comprises classification, detection, and segmentation losses (Equation (4)). The cross entropy of the real and predicted values of the object was used to calculate classification loss. Further, the real and predicted values of the four vertex coordinates of the rectangular box were used to calculate detection loss using the smooth-L1 formula. Whereas, the binary cross entropy of the mask’s real and predicted values was used to calculate the segmentation loss. Furthermore, in each training, each loss value was summed to calculate the final loss value. The unit of the function loss is non-dimensional. In addition, the training quality of the model is determined by observing the decline of the loss curves later.

The result and training model are affected by various parameters, such as learning rate, the proportion of validation, batch size and other factors. Currently, there is no standard exists on the manner in which to obtain a set of best parameters. In the continuous experiment, the most appropriate parameters were selected in this study, and experiments were conducted using different learning rates and other parameters.

The training and the validation sample during the training acquired the ratio of 8:2 or 9:1. Further, Python language and Pytorch [22] were used to build a training framework using a workstation with 64 GB, Windows 10 pro for workstations and a 64-bit Quadro RTX 5000 graphics card as the training environment. An entire training task required 2.5 h.

4.3. Training Model

To eliminate the possible interference of cars and trees, a pre-trained model was used to transfer the parameters that have been trained in another task to improve the training efficiency. This study employed the model of the COCO data set [23] as a pre-trained model to improve the training effect.

4.3.2. Optimization Algorithm

Owing to the multitude of samples, the amount of calculation also increases. However, the loss value can be reduced using certain optimization algorithms, such as SGD, WOA [24]
and MFO [25]. This study adopted the stochastic gradient descent (SGD) method as the optimization algorithm. The weight of the model was adjusted using Equation (5). Further, the learning rate was adjusted using Equation (6) (inverse time decay method), such that the learning rate is inversely proportional to the current training times. The factor $\gamma$ was set to 0.95.

$$W_{i+1} = W_i - R_{i+1} \times \nabla L$$

(5)

where $W_{i+1}$ is updated weight in $i+1$ times, $R_{i+1}$ is updated learning rate, $W_i$ is weight in $i$ times, and $\nabla L$ is the gradient of loss value.

$$R_{i+1} = \frac{R_i}{1 + \gamma \times E}$$

(6)

where $R_{i+1}$ is the updated learning rate which is expressed by Equation (5), $R_i$ is the learning rate Note (3), and $\gamma$ is the factor which is set to 0.95.

4.3.3. Training Process

Figure 8a shows the results of using set A of Table 3 for training. Initially, the loss value rapidly decreased. However, there was a sudden fluctuation in the loss value and it rebounded sharply at the 2500 training time. This is because there is a problem with the parameters, resulting in overfitting. Figure 8b shows the results using set B of Table 3. The loss value decreases gradually and is considered to be a good parameter that can be used for detection. Further, Figure 8c shows the results for the parameters of set C of Table 3. The loss curve exhibits great changes in the initial stage and is stable in the later stage; however, the validation curve has two peaks. Finally, Figure 8d shows the results using set D in Table 3. The parameters can be considered appropriate. The loss curve of training and validation in the training process decreases rapidly in the initial stage and tends to be stable in the last stage.

**Figure 8.** Loss value in the training and validation. (a) the training and validation loss using set A of Table 3. (b) the training and validation loss using set B. (c) the training and validation loss using set C. (d) the training and validation loss using set D.

Parameters must be determined before model training and cannot be updated manually during training. Currently, there is no consensus on the selection of appropriate parameters. However, according to the various situations of loss curve and the user’s
personal preference, certain judgment conditions can be set for selection [26]. The judgment condition used in this study was that the loss value reached less than 0.2 within 6000 times without obvious rebound. According to this benchmark [26], set D was the best parameter, although set B can also be used according to personal preference.

4.4. Validation in Training

In this study, it was determined that the overlap between the detected and actual targets being greater than 0.5 was considered an incorrect detection (F). Whereas, overlap less than 0.5 was considered an incorrect detection (F). Figure 9 shows a calculation diagram of TP, FN, FP, and TN. Taking roof outline as an example, TP (true positive) is the situation in which the actual roof was detected as a roof. FN (false negative) is the situation in which the actual roof was not detected as a roof (missed detection). FP (false positive) is the situation where a roof is incorrectly detected in the absence of a roof. TN (true negative) is the situation where there is no actual roof and it is not detected as one either. K in Equation (6) is the total number of roof outlines, blue tarps, and roofs completely destroyed. The accuracy of a general deep learning model is not clearly specified and is according to actual needs. The required accuracy of target segmentation is approximately 72% [27]. This study attempted to measure the specific area of roof damage, and at least 90% accuracy was required in the training stage. According to the adjustment of parameters, the learning accuracy was approximately 98%. Further, the mIoU (mean value of IoU) is usually used as an evaluation indicator. The calculation formula is shown in Equation (7).

\[
mIoU = \frac{1}{k} \sum_k \frac{TP}{FP + FN + TP}
\]

Figure 9. The calculation of TP, TN, FP, FN.

Figure 10 is a result of the validation in training. According to the results of the roof outline, certain adjacent houses were mistaken for a whole object. The test result for blue tarps is the best. According to the results of roofs completely damaged, certain ships were mistakenly detected as roofs completely damaged. In the comparison between ground truth and the results of validation, it is found that the target region is accurate and satisfies the accuracy of segmentation. The mIoU of roof outline, blue tarps, and roofs completely destroyed was more than 98%.
Figure 10. The validation in the training.

4.5. Test after Training

To test the model after training, the K1–K5 area was selected as the test area (Figure 3), and a confusion matrix [28] was used for evaluation. In the confusion matrix, the detection accuracy of each pixel was calculated separately. The result is shown in Table 4. The unit of the value is in pixels. In this study, the pixel statistics of three detection targets were conducted. This is because the three detection target pixels always overlap. For example, blue tarps always lay on the roof, thus, the pixels on the roof always include pixels of blue tarps. Each row of Table 4 represents the results of each detection target, and the total number of each row is $10^8$.

Table 4. Results of each detection target.

| Detected Object                  | TP         | FN          | FP          | TN         |
|----------------------------------|------------|-------------|-------------|------------|
| Roof outline                     | 10,312,006 | 1,274,517   | 1,390,382   | 87,023,095 |
| Blue tarps                       | 257,733    | 22,909      | 28,637      | 99,690,721 |
| Roofs completely destroyed       | 213,646    | 60,259      | 21,912      | 99,704,183 |

In addition, according to the value of the confused matrix, five indices: accuracy, precision, recall, specification prefecture, and F value, were selected, which are expressed in Equations (8)–(12), respectively. Evaluation results of the test results are shown in Table 5.

\[
\text{Accuracy} = \frac{TP + TN}{(TP + TN + FP + FN)} \tag{8}
\]

\[
\text{Precision} = \frac{TP}{(TP + FP)} \tag{9}
\]

\[
\text{Recall} = \frac{TP}{(TP + FN)} \tag{10}
\]

\[
\text{Specificity} = \frac{TN}{(TN + FP)} \tag{11}
\]

\[
F = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{12}
\]
Table 5. Evaluation results of each detection target.

| Detected Object          | Accuracy | Precision | Recall | Specificity | F Value |
|--------------------------|----------|-----------|--------|-------------|---------|
| Root outline             | 0.973    | 0.881     | 0.890  | 0.984       | 0.886   |
| Blue tarps               | 0.999    | 0.900     | 0.918  | 0.999       | 0.909   |
| Roofs completely destroyed| 0.999    | 0.907     | 0.780  | 0.999       | 0.839   |

Blue tarps have the highest F value, reaching 0.90 because of the large number of samples of blue tarps that were labeled in Section 4.1. The characteristics of blue tarps themselves are simple, there are almost no changes other than shape and angle, resulting in easy detection. The F value of roof outline was 0.89 with an accuracy of 0.97. This is considered to be because the use of the COCO dataset as a pre-trained model excluded many other interfering objects. Finally, the F value of roofs completely destroyed was 0.84, which is relatively low. This is because the number of samples of roofs completely destroyed was small. Following the occurrence of the typhoon disaster, the number of roofs found to be completely destroyed was lower than the roofs covered with blue tarps. This study used the data augmentation method in Figure 5 to increase the 384 samples of roofs completely destroyed to 2304. However, in the actual detection, the error rate was still very high. For example, four houses were missed during the inspection while five houses were mistakenly inspected (four agricultural greenhouses and one abandoned house). Owing to the large area of forest and sea in the study area in this research, there are many pixels that are not objects, and the value of TN of each detection target was very large. Therefore, the accuracy is determined to be higher than the actual perceived value. It is appropriate to use the F value for the final evaluation.

4.6. Comparison with Field Investigation

In Figure 11, the automatic detection results by using deep learning are compared with the results of the field investigation [4]. As a result of deep learning, it shows that the number and proportion of roof damage are almost consistent with the field investigation.

![Figure 11. Comparison with field investigation in the proportion of roof damage.](image)

In addition, in the field investigation [4], the statistical results of the direction of the damage to the roof are shown in Figure 12a. The south side of the roof suffered the most. The method adopted in field investigation is that the investigators stand in one direction for visual inspection. For example, if a roof is found to have been damaged in four directions, it will be counted as damaged in the south, east, west and north. For further discussion, this paper refines the calculation method of damaged direction from the results of deep learning. The center of gravity of the damaged roof is divided into 16 directions, and the central distribution of the damaged area is counted. The results are shown in Figure 12b.
The results were slightly different from the results of the field investigation, and it is found that the southeast suffered the most.

Finally, the trained deep model was used to detect the roof damage in the south of Chiba prefecture (Figure 3). The performance of the PC was the same as that of previous training. Consequently, it was confirmed that it can be completed within 10 min without improving the hardware. Within the range of aerial photos in this study, the deep training model automatically detected 48,315 roofs. Among them, 4838 roofs were damaged, and the rate was approximately 10%.

Figure 13 is the fitting curve of the damaged roof detected through the deep learning model. The horizontal axis in the figure is the proportion of the damaged area in the entire roof area, whereas, the black curve is the fitted probability density plot, showing a lognormal distribution. The statistical results show that the roof with a damage ratio of 1–10% accounts for 44.3%. Further, the roof with a damage ratio of 10–30% accounts for 35.4%. Furthermore, the roof with an 80–100% damage ratio is 3.6%. Thus, it was found that most roofs were partially damaged, and the proportion of roofs completely destroyed was very small.
5. Classification of Roof Damage Level

The ultimate goal was to use the test model to classify the level of roof damage. Figure 14 shows a flow chart for classification that has been roughly divided into three parts. First is the detection of roof outline, which if not detected is determined to be Non-roof. Thereafter, if the roofs that are completely destroyed are detected. Whether blue tarps are detected later or not, it is directly classified as Level 4. Finally, if blue tarps and the roof outline are detected simultaneously in an area, the proportion of blue tarps in this area can be calculated using the formula provided in Figure 14. Levels 1, 2, and 3 were determined according to the proportion. If only the roof outline was detected out and no blue tarps were detected out, it was classified as level 0.

Figure 14. Flowchart of classification of the level of roof damage.

Figure 15 shows the statistical data of each classification stage. The first row is the data counted by the visual inspection of the area surrounded by the green box in Figure 3. There are 7649, 375, 318, 62, and 104 roofs of levels 0, 1, 2, 3, and 4, respectively, as well as several non-roofs. In the detection of the contours of roofs in the second row, 7117 houses were correctly detected, 590 houses were missed (most were undamaged roofs, a total of 525 roofs), and 161 houses were wrongly detected (mainly automobiles, agricultural greenhouses, pools, etc.). Further, in the detection of roofs completely destroyed in the third row, 82 roofs completely destroyed were correctly detected, 21 were missed, and 18 were wrongly detected (including outdoor warehouse). In the detection of blue tarps in the fourth row, the detection omission and error detection are displayed below the block. In particular, in row 5, owing to the detection accuracy of blue tarps and roof outlines, although certain objects were detected out successfully, the position deviation was considerably large, resulting in the wrong classification. For example, in column B of row 5, because the area of the detected blue tarps is larger than the actual area, 33 roofs of level 1 are wrongly classified (5 and 29 roofs are wrongly classified as level 3 and 2,
respectively). In row 6, the sum of the results of the final tests is presented. For example, in column C, there are 318 roofs of level 2 of which 247 roofs were correctly classified as level 2, 5 roofs are wrongly classified as level 0, 32 roofs are wrongly classified as level 1, 8 roofs are wrongly classified as level 3, 1 roof is wrongly classified as level 4, and 25 roofs are non-roof.

|   | A | B | C | D | E | F |
|---|---|---|---|---|---|---|
| (1) Result of visual inspection | Actual Level 0 | Actual Level 1 | Actual Level 2 | Actual Level 3 | Actual Level 4 | Actual Non-object |
| (2) Whether detect out roof outline | No | Missed detection | Missed detection | Missed detection | Missed detection | Missed detection |
| (3) Whether detect out roof completely destroyed | No | Missed detection | Missed detection | Missed detection | Missed detection | Missed detection |
| (4) Whether detect out blue tarp | No | Missed detection | Missed detection | Missed detection | Missed detection | Missed detection |
| (5) Detection precision of objects in low | Low precision | Low precision | Low precision | Low precision | Low precision | Low precision |
| (6) Result of level of roof damage | Level 0 | Level 1 | Level 2 | Level 3 | Level 4 | Non-object |

Figure 15. Statistical chart for classification of the level of roof damage. The column A–E is the process of level classification from actual level 0–4 to each classification level. The column F is the process of level classification from actual non-object to each classification level.

Other detailed statistical results are shown in Table 6. Figure 16 shows the map showing the result of each detected object and the level of roof damage.

In Table 6, the accuracy and F value of the classification of each damage level is calculated separately. Then, the accuracy of each level and the average value of the F value were considered as the mean accuracy and F value of classification, respectively. The results show that the overall accuracy was 0.97, and the overall F value was approximately 0.81. This is because the number of levels 0 was considerable at each level. Therefore, the accuracy can be evaluated based on the accuracy rate. However, when the number of different levels varies greatly, the accuracy rate could not be used as a good index. Therefore, the comparison in Chapter 6 mainly compares with other methods using the F value.

To inspect the spatial distribution of blue tarps after typhoon Faxai a 250 m mesh was used to render the distribution map according to the benchmark of the Bureau of statistics of Japan [29], and the blue tarps, roof outline, and the ratio of blue tarps were calculated for each mesh. Figure 17 shows the distribution map, where (a) is the total area of the detected roof damage in each grid (sq m). Most of the blue tarps were distributed in Minamiboso City, the central part, near the Mera area and Tateyama city. Further, (b) is the total area of the detected roof outline (sq m). The outline of the roof is mainly distributed on the coastline of Tateyama City, Mera area and Chikura area; (c) is the distribution of the ratio of roof damage, and the unit is a percentage. Equation (13) is used to calculate the rate of roof
damage in each mesh. In Tateyama City, it is evident that there exist areas with a high ratio inland, rather than the coastline.

Table 6. (a) Evaluation of test results using confusion matrix. (b) The accuracy and F value of the confusion matrix.

| Classification Using Visual Inspection | Classification Using Deep Learning |
|--------------------------------------|-----------------------------------|
|                                      | Level 4  | Level 3  | Level 2  | Level 1  | Level 0  | Non-Object | Total |
| Level 4                              | 82      | 0       | 0       | 0       | 13      | 8          | 103   |
| Level 3                              | 2       | 39      | 7       | 5       | 4       | 5          | 62    |
| Level 2                              | 1       | 8       | 247     | 32      | 5       | 25         | 318   |
| Level 1                              | 3       | 5       | 29      | 299     | 14      | 25         | 375   |
| Level 0                              | 6       | 0       | 2       | 8       | 7112    | 521        | 7649  |
| non-object                           | 6       | 0       | 0       | 2       | 154     | 6          | 168   |
| total                                | 100     | 52      | 285     | 346     | 7302    | 590        | 8675  |

| level of Classification | Accuracy | Precision | Recall   | Specificity | F Value |
|-------------------------|----------|-----------|----------|-------------|---------|
| Level 4                 | 0.996    | 0.820     | 0.796    | 0.815       | 0.808   |
| Level 3                 | 0.996    | 0.750     | 0.629    | 0.994       | 0.684   |
| Level 2                 | 0.987    | 0.867     | 0.777    | 0.995       | 0.819   |
| Level 1                 | 0.986    | 0.864     | 0.797    | 0.998       | 0.829   |
| Level 0                 | 0.916    | 0.974     | 0.930    | 0.998       | 0.951   |
| average value           | 0.976    | 0.855     | 0.786    | 0.960       | 0.818   |

Figure 15. Statistical chart for classification of the level of roof damage

Figure 16. Results of the detection and classification for the green areas in Figure 3. (a) Aerial photo in Tateyama city. (b) Each detected object using deep learning. (c) the level of roof damage using automatically classification.
\[ p_{\text{roof}} = \frac{S_b + S_c}{S_f} \]  

(13)

where \( p_{\text{roof}} \) is the rate of blue tarps (percentage), \( S_b \) is the area of blue tarps (m²), \( S_c \) is the area of roof completely destroyed (m²), and \( S_f \) is the area of roof outline (m²).

Figure 17. Distribution of roof damage in southern Chiba Prefecture. (a) the total area of the detected roof damage in each mesh. (b) the total area of the detected roof outline. (c) the distribution of the ratio of roof damage.

6. Discussion

Through the comparison with other methods of damage roof detection, the F value of this classification method was found to be good. The comparison studies considered the entire south of Chiba Prefecture after Typhoon Faxai in 2019 as the test area object and aerial photos. As a method of image analysis, it mainly refers to the methods of Liu et al. [30] and Kono et al. [10]. The method of CNN refers to the method of Miura et al. [13]. Table 7 shows the different classification methods and evaluation indexes compared.

Table 7. Comparison with other classification methods.

| Compared Article | Method of Classification | Number of Parts | Parts of Classification | Accuracy | Average Accuracy | F Value | Average F Value |
|------------------|-------------------------|----------------|------------------------|----------|-----------------|---------|-----------------|
| Noda et al. [7]  | visual inspection       | 2 parts        | roof without blue tarps| 1.000    | 1.000           | 1.000   | 1.000           |
|                  |                         |                | roof covered with blue tarps| 1.000    | 1.000           |         |                 |
| Kono et al. [10] | image analysis          | 2 parts        | roof without blue tarps| 0.746    | 0.929           | 0.738   | 0.844           |
|                  |                         |                | roof covered with blue tarps| 0.929    | 0.800           |         |                 |
| Liu et al. [30]  | image analysis          | 3 parts        | roof without blue tarps| 0.920    | 0.810           | 0.935   | 0.801           |
|                  |                         |                | roof partially covered with blue tarps| 0.810    | 0.720           |         |                 |
|                  |                         |                | roof mostly covered with blue tarps| 0.720    | 0.880           | 0.791   |                 |
| Miura et al. [13]| Deep learning (CNN)     | 3 parts        | roof without damage    | 0.926    | 0.964           | 0.955   |                 |
|                  |                         |                | roof with blue tarps    | 0.964    | 0.937           | 0.955   |                 |
|                  |                         |                | roof completely destroyed| 0.833    | 0.937           |         |                 |
| this paper       | Deep learning (Mask R-CNN)| 5 parts       | roof without damage    | 0.916    | 0.986           | 0.951   |                 |
|                  |                         |                | roof covered with 0–10% blue tarps| 0.986    | 0.987           |         |                 |
|                  |                         |                | roof covered with 10–50% blue tarps| 0.987    | 0.976           | 0.951   |                 |
|                  |                         |                | roof covered with 50–100% blue tarps| 0.996    | 0.996           |         |                 |
|                  |                         |                | roof completely destroyed| 0.996    | 0.996           |         |                 |
In addition to the accuracy (accuracy and F value) determined, the time required for analysis and universality was also investigated.

First, although the method of visual inspection offers high accuracy, it is time-consuming. The author initially extracted damaged roofs from aerial photos in the southern area of Chiba prefecture through visual inspection, which required more than 2 days. Next, employing the method of image analysis, the spectral characteristics of blue tarps were studied, and different parameters were used to extract blue tarps. This method also requires time and lacks universality. Training in the CNN-based method is time consuming, while the time taken for automatic detection is relatively negligible. For example, using a workstation with 64 GB RAM, Windows 10 Pro for workstations, and a 64-bit Quadro RTX 5000 graphics card as the training environment, approximately 3 h are required to train a 10,000 × 10,000 area, while it only takes 245 s to detect roof damage at the same place using the trained model; however, in the comparison of various methods about time consumption, owing to the differences between the algorithms and computer hardware used, particularly, the time to prepare the data set and the time to determine which method is the best cannot be calculated clearly, the specific comparison in time consumption becomes difficult. Using the same workstation as mentioned above, it takes 245 s to detect a 10,000 × 10,000 area and only 10 s to classify damage level using the detected results at the same area.

The accessibility of this study refers to the convenience with which it can be used by researchers later. In terms of the updatability of model parameters, the training in this study can be regarded as the first training, and subsequent users can take the model as the initial parameters for secondary and further training. Further, with the increase in training time, the accuracy of model parameters is gradually improved. It can provide initial parameters for other researchers’ automatic detection research. Therefore, the method in this paper can be said to be accessible.

Thus, there are many difficulties in 100% automatic extraction of damaged roofs from aerial photos, primarily owing to three factors. (1) Currently, owing to the different house materials of the roof, there are detection omissions or detection errors in extracting geometric or structural features. (2) The appearance of the roof of general public housing is a regular shape; however, the appearance of the roof of residential houses is complex and changeable, with different shapes (such as oval, etc.). (3) Suburban homes are often covered by dense trees, while the lower houses are often covered by the shadow of high-rise houses, thereby rendering the extraction of complete roofs a challenge.

7. Conclusions

In recent years, frequent typhoon disasters have caused great damage to houses. The manner in which to quickly detect damaged roofs has become a challenge. This study considered the residential roof in the southern part of Chiba Prefecture after typhoon Faxai in 2019 as the research area using aerial photos, and the sequence and principle of detection methods were described in detail. Specifically, it included the sample making, the parameter adjustment, the model training and validation. Subsequently, the detection results obtained using the model were compared with the results of the field investigation after typhoon Faxai. It proves the feasibility of this method. In addition, it also summarizes the advantages and disadvantages of this method in the field investigation.

Compared with the traditional field investigation and other image analysis methods, the deep learning method in this study can greatly shorten the damage detection time, and the F value of the damage classification is more than 0.8. Furthermore, this study provides a research template for further research on damage detection of roofs after a typhoon. In the future, this method is expected to be extended to many fields, such as to detect damage in walls and other parts of the house following the occurrence of a typhoon.

Note, (1) batch size: the number of data contained in each subset of training is called batch size. For example, when the dataset of 2000 roofs is divided into 100 subsets, the batch size is 20.
Note, (2) backbone: the omitted form of the backbone network, and its scale and type vary with the network. The backbone of the model in this paper is RESNET 50 and RESNET 101, which show the number of the convolution layer.

Note, (3) learning rate: learning rate is a parameter that adjusts the size of parameter changes in the optimization of deep learning. An excessive learning rate will lead to good results, and too small a learning rate will prolong the training time.
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