Deep diffusion-based forecasting of COVID-19 by incorporating network-level mobility information

Padmaksha Roy, Shailik Sarkar, Subhodip Biswas, Fanglan Chen, Zhiqian Chen, Naren Ramakrishnan and Chang-Tien Lu

1Department of Electrical and Computer Engineering, Virginia Tech, Greater Washington DC area, USA
E-mail: padmaksha@vt.edu
2Department of Computer Science, Virginia Tech, Greater Washington DC area, USA
E-mail(s): shailik@vt.edu, subhodip@cs.vt.edu, fanglanc@vt.edu
3Department of Computer Science and Engineering, Mississippi State University, Starkville, Mississippi, USA
Email: zchen@cse.msstate.edu
4Sanghani Center for Artificial Intelligence and Data Analytics, Virginia Tech, Greater Washington DC area, USA
E-mail(s): naren@cs.vt.edu, ctlu@cs.vt.edu

Abstract—Modeling the spatiotemporal nature of the spread of infectious diseases can provide useful intuition in understanding the time-varying aspect of the disease spread and the underlying complex spatial dependency observed in people’s mobility patterns. Besides, the county level multiple related time series information can be leveraged to make a forecast on an individual time series. Adding to this challenge is the fact that real-time data often deviates from the unimodal Gaussian distribution assumption and may show some complex mixed patterns. Motivated by this, we develop a deep learning-based time-series model for probabilistic forecasting called Auto-regressive Mixed Density Dynamic Diffusion Network (ARM3Dnet), which considers both people’s mobility and disease spread as a diffusion process on a dynamic directed graph. The Gaussian Mixture Model layer is implemented to consider the multimodal nature of the real-time data while learning from multiple related time series. We show that our model, when trained with the best combination of dynamic covariate features and mixture components, can outperform both traditional statistical and deep learning models in forecasting the number of Covid-19 deaths and cases at the county level in the United States.

I. INTRODUCTION

The worldwide outbreak of the COVID-19 pandemic in 2020 has restricted people mobility both in micro and macro levels in an unprecedented manner. Although the origin of the disease still remains unclear but the unpredictable nature of the spread of the disease depending on various factors needs further investigation. A reliable disease forecasting of the outbreak can aid not only in preparing for adopting containment measures but also in identifying areas with a high risk of spread for better resource allocation [1].

The scientific community has tackled this problem with different types of disease spread models. While in the beginning, most of the efforts were focused on traditional mathematical modeling and simulation [2], the application of data-driven methods increased as more data became widely available. While the majority of the works focused on forecasting the exact number of active cases [3], [4], some focused on predicting the number of newly infected cases, rate of infection, and a number of incoming cases from different geographical regions [5]. Our work proposes a data-driven method to forecast the exact number of positive cases and deaths at a multitude of different geographically smaller regions using spatiotemporal information of multiple correlated time series and people mobility information across those regions.

Most of the work on COVID-19 forecasting has so far exploited the temporal nature of the data and to the best of our knowledge have not considered both the spatial dependency among different region and the correlation among different time series across counties together to achieve better forecasting results. Adding to this is the uncertainty aspect of such forecasting in presence of various static and dynamic features.
the observation how people’s mobility at granular levels in between neighboring counties can have a direct correlation with the spread of the disease. The infectious and contagious nature of COVID-19 makes us hypothesize that understanding the population diffusion process can be significant in understanding the spread of disease.

In our work, we model the dynamics of people mobility as a diffusion process and use the diffusion convolution operation to capture the strong spatial dependency. We further propose the ARM3Dnet that integrates the diffusion convolution operation and an auto-regressive recurrent mixed density network and use sampling techniques to capture the true statistical nature of the data. We formulate our problem on Graph Neural Networks (GNNs) that can be utilized to get more accurate forecasts as they integrate graph structure with node attributes [11], [12]. The dynamic data collected by us, can be leveraged for implementing a graph structure with every node representing a county in the United States and edges denoting the people’s mobility between the counties.

The proposed model is a global model on multiple sequences of time series data, each corresponding to a county in the US [13]. A challenge with forecasting any infectious disease is that, with the ROIs (Region of Interest) becoming smaller, forecasting across different geographical regions becomes less consistent, making it poorer for generalization. Again, with an increased number of time series sequences, both the magnitudes and the distribution of the magnitude differ widely [14]. In fact, the majority of the existing works focus on forecasting of COVID-19 infection rate at a state level or country level [15], [16] and very few works have focused on proposing a global model that leverages the spatial as well as temporal dependency between geographical locations, and the joint training of multiple correlated time series data.

Based on the above-mentioned observations, we develop our ARM3Dnet model in an attempt to address them. The contributions of this work can be summarized as follows:

- We show that there is a direct correlation of inter and within county people’s mobility with the spread of the disease and associated deaths and infections at granular level. We model the spatial dependency of people’s mobility as a diffusion process on a directed graph formed with a certain number of counties. The diffusion convolution intuitively captures both spatial and temporal dependencies when fed as time-dependent covariate to a sequence-sequence learning framework. We experimented with our county-level graph network adding different amounts of sparsity and edge weight-ages and our results are reported in the later sections.

- We try to prove that by considering different county-level time series which can be correlated and via sharing this information, one can actually improve the forecasting accuracy and the uncertainty. In order to achieve it, we created an auto-regressive model that can jointly train multiple time series together and as a result at every instant the model learns from the time series information of neighboring counties. Our findings are reported in the subsequent sections.

- We propose a model which can capture the multimodal nature of the COVID real-time data that shows multiple peaks over time. We introduced the Gaussian Mixture Model on top of the auto-regressive model to model the real time multi-modal nature of the COVID data as reported by the CDC and found improvements both in terms of accuracy and uncertainty. This ultimately strengthens our assumption that real time COVID data was indeed having multiple peaks and cannot be modelled as a single mode Gaussian distribution.

II. BACKGROUND

Influenza-like illness (ILI) has been a subject of epidemiological research for several years. Flu forecasting, for example, has used everything from a mechanistic model that leverages epidemiological insights [17], [18] to predefined statistical models for disease modeling based on just historical data [19], [20]. Forecasting models using ARIMA and Prophet time series model [21] have also been proposed. But the mechanistic models require a lot of calibration, and they usually struggle to generalize well and accurately fit the data.

Cooper et al. [2] studied the effectiveness of the modeling approach on the pandemic due to the spreading of the novel COVID-19 disease. They developed a susceptible-infected-removed (SIR) model that provides a theoretical framework to investigate its spread within a community. On the other hand, Liu et al. [22] combined “COVID-19 case data with mobility data to estimate a modified susceptible-infected-recovered (SIR) model in the United States”. They observed that in contrast to a standard SIR model, the incidence of COVID-19 spread is concave if people have inter-related social networks. Recently, Goel et al. [23] proposed a mobility-based SIR model for epidemics, which especially takes into account the population distribution and connectivity of different geographic locations across the globe. Although these methods are based on traditional disease simulation models, they often fail to fit the real-world data successfully.

Bhouri et al. [24] used Google’s mobility data to use as features for their proposed DL-based model for doing county-wise forecasting of positive cases for over 200 counties. However, they do not address the correlation among different time series or the spatial dependency among different counties. Works like Adhikari et al. [25] addressed these issues and proposed a data-driven DL-based model that leveraged the seasonal similarities of historical data for flu forecasting tasks and introduced model interpretability. Although COVID-19 had a similar spreading pattern to other ILIs, the complete lack of historical seasonal data adds to the challenge of accurate forecasting. The data-driven methods suffer from exploiting seasonal similarities and providing enough interpretability and fail to provide an uncertainty estimation of the forecasting over a long period of time.

The Deep-AR model [14] has successfully modeled multiple related time series data for traffic and electricity forecasting.
of households. Mixed Density Networks have been used to model complex data distributions that deviate from single-mode Gaussian patterns to an arbitrary conditional density function. In many of such cases, the time series of the neighboring nodes are correlated and through joint training of multiple correlated time series, a substantial amount of data on past behavior of similar, related time series can be leveraged for making a forecast of an individual time series. Again in the spatial domain, if one considers the mobility flow between neighboring counties as a diffusion process that can capture the stochastic nature of the population dynamics.

Motivated by the above, we propose the \textit{ARM3Dnet} algorithm to model the spread of COVID-19 at multiple geographical regions simultaneously while also modeling the correlation among different time series sequence and the spatial dependency among these regions.

III. METHODOLOGY

In this section, we outline the problem of forecasting COVID-19 disease at a county level in the US. This is followed by a step by step description of our model.

A. Problem Formulation

Graphs are used to represent a wide variety of complex systems with interacting entities. We create a county level graph network where the relationship between the county locations is represented with a directed graph \( G \), where \( G = (V,E,A) \) is a set of \( N \) nodes representing each county in the US, \( V \) is a set of nodes \( |V| = N \) and \( E \) is a set of directed edges representing the connection between the nodes. \( A \in \mathbb{R}^{N \times N} \) is the weighted adjacency matrix representing the strength of connectivity between the nodes. The edges of the graph are connected on the basis of aggregated visits of people from an origin to a destination county on a particular day as gathered from the SafeGraph Community. Our model is based on two fundamental assumptions, firstly, the diffusion pattern across neighboring nodes has a fundamental statistical property where, after many time steps, such Markovian process converges to a stationary distribution \( p \in \mathbb{R}^{N \times N} \), whose \( ^{i}\text{th} \) row, \( \rho_i \in \mathbb{R}^N \), represents the likelihood of diffusion from node \( v_i \in V \) and therefore proximity with respect to node \( v_i \). Secondly, due to the extremely contagious nature of the disease, the people’s mobility at the county level and the population diffusion in between the neighboring counties is bound to have some correlation with the spread of the disease in general. Therefore, given the historical covariates, like aggregated number of infection cases \( X_{i,t} \), the target value at the previous time step \( Z_{i,t-1} \), and the previous network output \( h_{i,t-1} \), the goal of the network is to learn the following function:

In our model, the time covariate feature of the AR-LSTM is replaced by a diffusion convolution operation which is actually a graph convolution between county level people mobility information and the adjacency matrix which carries the spatial information. The overall architecture of our \textit{ARM3Dnet} model is shown in Figure[2]. It utilizes a graph-based encoder-decoder architecture that models the spatial correlation by a diffusion convolution operation on the graph and the temporal patterns by an auto-regressive long short-term memory (AR-LSTM) network. The goal of our study is to create a global model that can learn from this number of related time series together.

\[
h_{i,t} = h(h_{i,t-1}, Z_{i,t-1}, X_{i,t}, \Theta)
\]

B. Capturing the spatio-temporal correlation

The fundamental idea of a convolution layer in a neural network is to extract localized features from the input data by convolving with filters of various dimensions. Similarly, the core idea of a graph convolution layer is to extract the localized features from input data which is being represented as a graph structure. Therefore, the product of a neighborhood matrix \( A \), input data \( X \), and a trainable weight matrix \( W \), is considered as a graph convolution operation to extract features from a single hop neighborhood.

\[
W_{G} \ast X = W(D^{-1}A)X
\]

Here, \( D \) is the degree matrix, \( D^{-1}A \) is a transition matrix of the diffusion process, and \( W \) is a learnable filter for the diffusion process. Since the people’s mobility across the counties are dynamic in nature, therefore our \textit{ARM3Dnet} model uses a dynamic weighted adjacency matrix. We keep the adjacency matrix as dynamic by computing the pearson correlation of the aggregated visits among the counties on daily basis. Therefore, the elements in the adjacency matrix \( \bar{A} \) at time \( T \) are given by,

\[
\bar{A}_{i,j} = \rho_{x_i,x_j} = \frac{cov(x_i,x_j)}{\sigma_{x_i}\sigma_{x_j}}
\]

where, \( \bar{A}_{i,j} \) represents the edge weight between the nodes \( i \) and \( j \); \( x_i \) and \( x_j \) denotes the aggregated visits in between nodes \( i \) and \( j \). The Pearson correlation co-efficient between \( x_i \) and \( x_j \) is represented by \( \rho \); \( cov \) is the covariance, \( \sigma_{x_i} \) and \( \sigma_{x_j} \) represents the standard deviation of the nodes \( x_i \) and \( x_j \), respectively.

We found that a sparse and weighted adjacency matrix truly captures the correlation between the people diffusion, disease spread and the number of death forecasts. In total, our graph has 300 nodes and we have connected an edge between two counties whenever the aggregated visits people made between them crossed a threshold of 200 on a particular day. The graph convoluted output is fed to an auto-regressive recurrent encoder and decoder model.

C. Modeling the likelihood function

Given, the value of time series \( i \) at time \( t \) by \( Z_{i,t} \), our goal is to model the conditional distribution:

\[
P(Z_{i,t_0:T} | Z_{i,1:t_0-1}, W_{G} \ast X_{i,1:T})
\]

where, \( Z_{i,t_0:T} \) and \( Z_{i,1:t_0-1} \) represents the future and the past time series, respectively. Here, the dynamic covariates
The network predicts the parameters mean and variance of the distribution for a given time range in the future. These parameters are estimated using the MDN layer of the network output $h_{i,t}$. Given the model parameters $\Theta$, joint samples are obtained through ancestral sampling as

$$\tilde{Z}_{i,t_0:T} \sim Q_{\theta}(Z_{i,t_0:T}|Z_{i,1:t_0-1}, W_G \cdot X_{i,1:T}).$$

(3)

For $t = t_0, t_0 + 1, \ldots, T$, the sampling is performed as $\tilde{Z}_{i,t} \sim \ell (\cdot | \theta(h_{i,t}, \Theta))$. Samples obtained from the model can be used to calculate the quantities of interest from the posterior distribution for a given time range in the future.

In this context, the likelihood function $l(Z|\theta)$ must be carefully chosen to match the statistical properties of the data. The network predicts the parameters mean and variance of the probability distribution for the next time point. In our case, we have chosen the Gaussian likelihood for predicting the death count data which is parameterized using its mean and standard deviation as given below:

$$l_G(Z|\mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(Z - \mu)^2}{2\sigma^2} \right)$$

$$\mu(h_{i,t}) = W_G^T_{i,t} h_{i,t} + b_\mu$$

$$\sigma(h_{i,t}) = \log \left( 1 + \exp \left( W_{\sigma}^T h_{i,t} + b_\sigma \right) \right)$$

The standard deviation is often followed by a softplus activation function in order to ensure the value is positive always.

**D. Mixture Density Layer to model the multimodal data**

If we assume the conditional distribution of the target data to be Gaussian, we can estimate the parameters using the maximum likelihood. But it gives the idea of replacing the conditional distribution of the target vector with a mixture model that is flexible to completely model a general distribution function. Thus, we model the probability density of the target data as a linear combination of the Kernel functions.

$$\mathcal{P}(Z|X) = \sum_{i=1}^{m} \alpha_i(x) \cdot p_i(Z|X)$$

where, $m$ is the number of components in the mixture and $\alpha_i(x)$ are the mixing coefficients. When the Kernel functions
are assumed to be Gaussian in nature, the equations are of the form:

\[ p_i(Z|X) = \frac{1}{(2\pi)^{d/2}\sigma_i(x)^d} \exp\left(-\frac{||Z - \mu_i(x)||^2}{2\sigma_i(x)^2}\right) \]

where \( \mu_i \) represents the centre of the \( i^{th} \) kernel.

Given this information, a Gaussian Mixture Model (GMM) with this simplified kernel can approximate any given density function to arbitrary accuracy, providing the mixing coefficients and the Gaussian parameters are correctly chosen. Although the output of the Auto-regressive LSTM model minimizes a softmax loss function, these losses are not suitable for modeling the variation in the data over a long period of time. Thus a single Gaussian distribution often fails to model the multimodal nature of the real world data. Therefore, our main hypothesis for modeling the output distribution of the parameters is performing the regression on a multimodal data. Our model combines a traditional AR-LSTM model with a mixture density model that gives a general framework for modeling conditional density functions. Therefore, the conditional distribution for \( K \) Gaussian mixtures can be written as:

\[ P(Z_i|t, h_i,t) \sim p_1\mathcal{N}(\mu_1(x), \sigma_1^2(x)) + p_2\mathcal{N}(\mu_2(x), \sigma_2^2(x)) + \ldots + p_K\mathcal{N}(\mu_K(x), \sigma_K^2(x)) \]

where, \( p_k, \mu_k \) and \( \sigma_k \) are the probability, mean and standard deviation respectively for the \( k^{th} \) Gaussian component. The parameters of the GMM are computed from the \( h_{i,t} \) output of the recurrent layer as follows:

\[ p_k = \frac{\exp(\theta_k^{(p)} h)}{\sum_{l=1}^K \exp(\theta_l^{(p)} h)} \]

\[ \sigma_k = \exp(\theta_k^{(\sigma)} h) \]

\[ \mu_k = \exp(\theta_k^{(\mu)} h) \]

where, \( \theta_k^{(p)}, \theta_k^{(\sigma)} \) and \( \theta_k^{(\mu)} \) represents the learned parameter of the output layer corresponding to the mixture probability, variance and mean respectively.

E. The ARM3Dnet algorithm and the loss function

Given the time series \( Z_{i,1:T}, \; i = 1, \ldots, N \) and associated graph convoluted covariates \( \mathcal{G}_{C,1:T} \), where the time range is chosen in such a way that \( Z_{i,t} \) in the prediction range is known, the parameters \( \Theta \) of the model can be learnt by maximising the log-likelihood function.

\[ \mathcal{L} = \sum_{i=1}^N \sum_{t=t_0}^T \log \left( \sum_{k=0}^m \alpha_k(\theta) \cdot \ell(Z_{i,t}|\theta(h_{i,t})) \right) \]  \hspace{1cm} (4)

where, \( h_{i,t} \) is a deterministic function of the input and can be optimized directly via the stochastic gradient descent algorithm during backpropagation by computing the gradients with respect to \( \theta \). The pseudocode of ARM3Dnet is provided in Algorithm 1.

Algorithm 1: ARM3Dnet Model

```
Input: \( \mathcal{X} \in \mathbb{R}^{N \times P}, A \in \mathbb{R}^{N \times N} \);
Parameters: \( \mathcal{W}_{g_c}, \ldots, \mathcal{W}_{g_e}, \mathcal{W}, h \);
Initialize: \( h_0 = 0, C_0 = 0 \in \mathbb{R}^N \);
for \( t = 1 \) to \( T \) do
    \[ A = D^{-1}A; \]
    \[ \mathcal{G}_t = (\mathcal{W}_{g_c} \circ A) \mathcal{X}_t; \]
    \[ h_{i,t} = h(h_{i,t-1}, Z_{i,t-1}, \mathcal{G}_{i,t}, \Theta); \]
    \[ \tilde{Z}_{i,t} \sim Q_0(Z_{i,t}|Z_{i,t-1}, \mathcal{G}_{i,t}). \]
    calculate \( \sigma \); 
end
return \( \tilde{Z}_{i,t_0:T} \)
```

with different starting point from the original time series. Here, during training the total length of the time series \( T \) and the conditioning and prediction ranges are kept fixed for all training examples. We ensure that the entire prediction range is always covered by the ground truth data. During training, the values of \( Z_{i,t} \) are known in the prediction range and can be used to compute the model parameters \( h_{i,t} \). However, during prediction values of \( Z_{i,t} \) are unknown in the for the time period \( t \geq t_0 \) and therefore a single sample \( \tilde{Z}_{i,t} \sim \ell(\cdot|\theta(h_{i,t})) \) from the model distribution is used to compute \( h_{i,t} \). In a multivariate normal distribution, the standard approach is to maximise the log-likelihood function.

IV. EXPERIMENTATION

In this section, we discuss the datasets, experimental settings, performance metrics, the baseline methods, and their parametric settings, and the comparative results. Our implementation of the proposed model will be available at https://github.com/padmaksha18/ARM3Dnet

A. Datasets

In this study, we focus on county-level COVID-19 data and point-of-interest (POI) based Mobility data developed by SafeGraph. Here, we describe our data sources, methods of collecting them as well as two of our curated datasets (ML-Data and Covariate Feature Dataset) designed for its use in mobility-based future work on forecasting.

a) COVID-19 Data: We collected the data from the public repository maintained by JHU and NYT. We used cumulative cases and deaths for each date and each county, from May to December of 2020.

b) SafeGraph POI based Mobility Data: We used the data from SafeGraph data (https://www.safegraph.com) to build a human mobility network. SafeGraph uses device location to build a dataset that details the number of visits to a POI from all other Census Block Groups (CBGs) on every single day based on a number of devices.

Using the POI based mobility data, the final derived dataset had attributes like Date, Origin County FIPS, Destination County FIPS, Mean Distance traveled by a device (corresponding to Origin County), Aggregated Visits (from origin..
to destination) and Device Count. Aggregated Visits is used as the metric of inter county mobility flow whereas Mean Distance is considered intra-county mobility feature.

c) Curated Mobility Dataset: We create two different datasets using the aforementioned mobility features for different sets of models.

ML-Dataset: This dataset is used as mobility features for DeepCOVID-19, one of our baselines. The features are a combination of intra-county and inter-county mobility. The intra-county mobility feature is “mean distance traveled by a device” from SafeGraph. We derive ‘inflow’ as inter-county mobility featuring "mean distance traveled by Device Count" from SafeGraph. We define inflow at time \( t \) and county \( i \), as \( \sum_{j} X_{j,i} \times C_{j} \) (where \( X_{j,i} \) is the aggregated visit where origin county is \( j \) and destination county is \( i \); \( C_{j} \) is the number of cumulative cases for county \( j \)).

Mobility-convoluted covariate features: The covariates in our case are time-dependent. It is based on the assumption that both inter and intra-county people mobility plays a key role in disease propagation (number of cases, here) through the county mobility network where each node is a county. The covariate dynamic time series information, when graph convoluted with the county level adjacency matrix formed on the basis of the weights given to the number of people traveling between them, will provide additional information to the model during prediction. The covariates are standardized to follow zero mean and unit variance and thus we create for each day a covariate dataset which is used by ARM3Dnet and DC-RNN.

B. Experimental Settings:

We used COVID-19 cumulative case and death data from May to December and experiment with different length of training data to do prediction for the next 7 days. We also changed the sparsity of the adjacency matrix by incorporating more counties in the graph and observed how our proposed model gave a better performance with an increase in the number of nodes. For the mobility features, we use inter and cross county mobility from publicly available data from SafeGraph.

C. Baseline Models

We use the following baseline methods for comparison.

- SARIMAX: This is a statistical auto regressive model for time series prediction. We use Augmented Dickey-Fuller Test to check if the time series data is stationary and then use grid-search for the selection of parameters.
- LSTM: Traditional RNN model ideal for sequential time series data. We consider a time window of 15 days.
- DeepCovid-19 [24]: This is an existing deep learning-based model for COVID forecasting, that was designed for county level forecasting of positive cases using mobility features. Similar to LSTM, we use our ML-Dataset as a mobility feature.
- DCRNN [29]: This is a state-of-the-art deep learning framework for spatiotemporal forecasting. Our mobility-based Covariate feature dataset is used as the input from the graph convolution element of the model.
- DeepAR [14]: This is a state-of-the-art time series prediction model that deals with multiple correlated time series. We use the same covariate features for DeepAR as described earlier.

We simulate these baselines using the hyperparameter settings recommended by the literature. For our model, each covariate feature matrix is \( \in \mathbb{R}^{T \times 1} \) where each row corresponds to the number of days in the time series data and the columns represent dynamic time series features like graph convoluted mobility features. In some cases, we found that considering the disease time series (number of cases) in the graph convolution operation also helps in improving uncertainty of prediction which indirectly supports the contagious nature of the disease. Under Gaussian likelihood, we use the Adam optimizer with early stopping to train the model for 50 epochs.

D. Metric for Evaluation:

We compared the accuracy of our forecasting on both numbers of cases and deaths using Normalized Root Mean Squared Error (NRMSE) and Normal Deviation (ND). The scale of the county level time series varies widely and therefore the normalized RMSE was considered. The uncertainty growth over time from the data was measured and compared with the ND metric to gauge the confidence of the predictions over the entire time period. They are calculated as follows.

\[
\text{NRMSE} = \sqrt{\frac{1}{N(T-t_0)} \sum_{i,t} (Z_{i,t} - \hat{Z}_{i,t})^2},
\]
\[
\text{ND} = \frac{\sum_{i,t} |Z_{i,t} - \hat{Z}_{i,t}|}{\sum_{i,t} |Z_{i,t}|}.
\]

E. Results & Discussions

The results of our baseline comparison, which are normalized over 300 time series data, clearly shows that our proposed model significantly outperforms traditional deep learning and statistical models and even challenges state of the art models like Deep AR on the basis of ND and NRMSE. The purely statistical models like SARIMAX and the vanilla LSTM model performs worse in comparison to the other deep learning models like DeepCovid-19 and DC-RNN, where the inter and intra county mobility information has been incorporated as a feature during modeling. This justifies the need of the granular level mobility information while formulating such a problem.

Our ARM3Dnet model outperforms both DeepAR and DeepCovid-19, proving the fact that, the dynamic graph convoluted covariate features has important correlation with the
TABLE I: Predictive results of ARM3Dnet and other baseline methods in forecasting the number of cases and deaths due to COVID-19. The values are normalized over 300 time series.

| Models       | Cases Forecasting | Deaths Forecasting |
|--------------|-------------------|--------------------|
|              | NRMSE  | ND    | NRMSE  | ND    |
| SARIMAX      | 0.210  | 0.033 | 0.129  | 0.070 |
| Ensembled LSTM | 0.368  | 0.064 | 0.203  | 0.065 |
| DC-RNN       | 0.323  | 0.046 | 0.096  | 0.033 |
| DeepCovid19  | 0.189  | 0.065 | N/A    | N/A   |
| DeepAR       | 0.170  | 0.035 | 0.054  | 0.024 |
| ARM3Dnet     | 0.091  | 0.024 | 0.051  | 0.018 |

output time series. Implementing an autoregressive recurrent neural network and using GMM also proves to improve the forecasting performance as we also manage to outperform DCRNN in terms of accuracy and uncertainty. Accumulating the mobility diffusion information across nodes and node level people mobility data has helped our model to beat a state of the art Deep AR model on both the metrics as shown in Figure 4 for uncertainty estimation. Since the real time covid data show multiple peaks over the period of a year and is truly multimodal in nature, optimizing the GMM with the correct number of components can accurately model this complex data distribution. Our GMM implementation uses 5 mixture components to accurately model the mixed distribution.

We find that the model being aware of the previous information of all the related time series instead of a different model being fitted for each time series independently actually improves both the forecasting accuracy and uncertainty as it can learn the important correlation between all the time series. Thus, sharing information across time series can improve forecast accuracy. The improvement can be seen in the results of our model when compared with an ensemble LSTM model created to train over the different time series independently. The uncertainty growth curve Figure 5 shows that our model likelihood very closely adjusts itself with the ground truth data in the forecasting range, where we have taken 12 samples for every iteration during training when the mobility information is incorporated in the covariates.

At its core, our proposed model depends on utilizing the correlation information of the people diffusion between the neighbouring counties and the county level people mobility with the spread of the disease. Therefore we tried to obtain a best threshold for our connected graph network. We found that increasing the sparsite of the adjacency matrix by adding around 300 nodes and assigning more weight-age by connecting only those edges where the aggregated number of visits have crossed 200 on daily basis significantly increases our forecasting results. The results verify our initial assumption that people mobility and the spread of the disease will bear significant correlation during different phases of the pandemic as we can see in Figure 6.

Fig. 4: Illustrating the effects of dynamic covariates in the ARM3Dnet performance by plotting ND(dynamically generated at each epoch) vs epochs. We observe that incorporating the dynamic covariates leads to smoother convergence of uncertainty.

Fig. 5: Likelihood estimation for parameters with best ND values (a) with mobility, and (b) without mobility. During stages of training we notice that on adding the mobility information, the model likelihood follows the ground-truth curve more closely in the forecasting range.

Fig. 6: We observe that on adding more number of nodes to the graph network improves performance of our model initially.

While training the entire data, we have observed sudden spikes in the loss function during some batches and this can be attributed to the fact that the NYT COVID data has the aggregated data missing for a consecutive number of days for some counties and are instead replaced by single day count of
cases or deaths. We believe that addressing these data-related issues can further improve our model’s performance.

V. CONCLUSIONS

In this paper, we tackle the problem of spatiotemporal forecasting of COVID-19 at a spatially granular level. We observed that incorporating human mobility network structure and mobility flow information as a covariate feature could empower modern deep learning-based techniques and improve both forecasting accuracy and uncertainty estimation over a long period of time. The proposed ARM3Dnet framework creates a global model based on multiple related time series data and models the complex spatiotemporal dependency among multiple nodes in the human mobility network. In future research, we also want to capture the higher order interactions between static features like socio-economic features and dynamic mobility features and understand its correlation to the disease spread at granular levels.

Future avenues of research may involve using the proposed framework to forecast the spread of other infectious diseases and similar spatiotemporal prediction tasks. Also, we believe that hyperparameter search and optimization [30, 31] of probabilistic disease forecasting models will help to improve the predictive performance, especially in case of the gaussian mixture to choose the optimum set of mixture components.
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