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Abstract

We study the selection of adjustment sets for estimating the interventional mean under an individualized treatment rule. We assume a non-parametric causal graphical model with, possibly, hidden variables and at least one adjustment set comprised of observable variables. Moreover, we assume that observable variables have positive costs associated with them. We define the cost of an observable adjustment set as the sum of the costs of the variables that comprise it. We show that in this setting there exist adjustment sets that are minimum cost optimal, in the sense that they yield non-parametric estimators of the interventional mean with the smallest asymptotic variance among those that control for observable adjustment sets that have minimum cost. Our results are based on the construction of a special flow network associated with the original causal graph. We show that a minimum cost optimal adjustment set can be found by computing a maximum flow on the network, and then finding the set of vertices that are reachable from the source by augmenting paths. The optimaladj Python package implements the algorithms introduced in this paper.

1 Introduction

This paper contributes to the growing literature on graphical criteria for selecting adjustment sets that suffice to control for confounding. In a causal graphical model, a set of covariates $Z$ is an adjustment set for the effect of a, possibly individualized, point exposure treatment rule on an outcome, if the interventional mean, i.e. the mean of the outcome in the hypothetical world in which all units in the population receive a given treatment rule, is identified by the g-formula (Robins, 1986) that adjusts for $Z$. 
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An individualized point exposure treatment rule is a rule for assigning subjects to treatment at a single time point that depends on the subjects’ covariates. This paper contributes to the existing literature by incorporating the possibility that variables in the graph are associated with different costs and deriving for such scenarios a graphical criterion for determining the optimal adjustment set among those satisfying a particular cost constraint.

The literature on graphical selection of adjustment sets is particularly relevant for the task of deciding, at the stage of the design of an observational study, which variables to measure in order to control for confounding. It is well known that, under a causal graphical model, there may exist many adjustment sets, and a series of recent papers derived complete and sound graphical criteria for determining them (Pearl, 2000; Kuroki and Miyakawa, 2003; Shpitser et al., 2010; Perković et al., 2018). A subsequent thread of papers provided graphical rules for comparing adjustment sets in causal graphical models based on efficiency criteria. Specifically, assuming a linear causal graphical model with no hidden variables and treatment effects estimated by ordinary least squares, Kuroki and Cai (2004) and Kuroki and Miyakawa (2003) provided criteria for comparing certain pairs of adjustment sets. Henckel et al. (2019) derived a graphical characterization of the globally most efficient adjustment set and extended the criteria of Kuroki, Cai and Miyakawa. See also Witte et al. (2020). Rotnitzky and Smucler (2020) extended these results to non-parametric graphical models and non-parametrically adjusted estimators. All of the aforementioned papers considered only static treatment rules, i.e. ‘one size fits all regimes’ which assign the same treatment to all population units regardless of their covariates. Smucler et al. (2021) extended the results of Rotnitzky and Smucler (2020) by allowing the possibility of both individualized treatment rules and graphical models that have hidden variables. The authors also provided graphical criteria for determining optimal adjustment sets both among minimal adjustment sets and among minimum cardinality adjustment sets. Minimal adjustment sets are valid adjustment sets such that the removal of any variable from them destroys their validity. Moreover, Smucler et al. (2021) provided a sufficient criterion for the existence of a globally optimal adjustment set. Runge (2021) provided a necessary and sufficient criterion for the existence of a globally optimal adjustment set in linear causal graphical models. Assuming a non-graphical online setting in which the investigator can alter the data collection mechanism adaptively, Malek and Chiappa (2021) proposed an estimator of an optimal identifying functional among those in a predefined set.

In most realistic settings the costs associated with measuring different covariates can vary considerably. For instance, variables requiring the laboratory assessment of blood samples are usually much more expensive to measure than variables that can be obtained by clinical examination. The latter, in turn, are more expensive than those obtained from surveys. Cost considerations then give rise to the important practical problem of determining the adjustment set that yields estimators of treatment effects with minimum variance among the adjustment sets whose overall cost meets a given budget constraint. To the best of our knowledge the literature on causal graphical models has not addressed this problem yet. The present paper fills this gap. In fact, we show by means of an example, that such an ideal adjustment set does not always exist, except when the variance minimization problem is restricted to observable adjustment sets with lowest overall cost. We derive a graphical criterion and a polynomial time algorithm for computing a solution to the latter optimization problem. We refer to adjustment sets
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that solve this problem as optimal minimum cost adjustment sets. Our results are based on building a special flow network associated to the original causal graph. We show that optimal minimum cost adjustment sets can be found by computing a maximum flow on the network, and then finding the set of vertices that are reachable from the source by augmenting paths. Flow networks had already been proposed in Acid and De Campos (1996) and van der Zander et al. (2019) as a tool to compute minimal and minimum cost adjustment sets, but with no consideration for statistical efficiency. The python package optimaladj available at https://pypi.org/project/optimaladj implements the algorithms introduced in this paper.

The rest of the paper is organized as follows. In Section 2 we review some necessary background on graph theory and semiparametric estimation. In Section 3 we present the non-parametric causal graphical model we will assume throughout the paper. In Section 4 we provide a graphical characterization of minimum cost adjustment sets as a class of vertex separators in the undirected graph introduced in Smucler et al. (2021). In Section 5 we provide a graphical criterion for efficiency comparisons of minimum cost adjustment sets, based on the aforementioned undirected graph. Section 6 contains the main results of this paper. In it, we construct a special flow network and show how min-cuts in it are related to minimum cost adjustment sets. We also show that an optimal minimum cost adjustment set always exists, and provide a polynomial time algorithm to compute it. Finally, we illustrate our results in a few examples and show that the optimal budget constrained adjustment set discussed earlier does not exist in general.

2 Background

2.1 Undirected graphs

An undirected graph $\mathcal{H} = (V, E)$ is formed by a finite vertex set $V$ and a set of undirected edges $E$. A weighted undirected graph is an undirected graph together with a cost function $c : V \rightarrow (0, +\infty)$. The cost of a set of vertices $Z$ is defined as the sum of the costs of the vertices that comprise $Z$. In a slight abuse of notation we write $c(Z)$ for the cost of $Z$.

If $U - W$ is an edge in $\mathcal{H}$ then we say that $U$ and $W$ are adjacent. A path between $U$ and $W$ is a sequence of adjacent vertices $(V_1, \ldots, V_j)$ such that $V_1 = U$ and $V_j = W$. Two vertices $U$ and $W$ are connected in $\mathcal{H}$ if there exists a path from $U$ to $W$ in $\mathcal{H}$.

For $Z_1, Z_2$ and $Z_3$ disjoint sets of vertices in $\mathcal{H}$, we write $Z_1 \perp_{\mathcal{H}} Z_2 \mid Z_3$ if every path in $\mathcal{H}$ between $Z_1$ and $Z_2$ intersects $Z_3$. Given two vertices $A$ and $Y$ in $\mathcal{H}$, a set of vertices $Z$ disjoint with $A$ and $Y$ is an $A - Y$ separator if $A \perp_{\mathcal{H}} Y \mid Z$. The set $Z$ is a minimal $A - Y$ separator if it is an $A - Y$ separator and no proper subset of $Z$ is an $A - Y$ separator. If $\mathcal{H}$ is a weighted undirected graph with weight function $c$, the set $Z$ is a minimum cost $A - Y$ separator if it is an $A - Y$ separator that satisfies $c(Z) \leq c(Z')$ for any other $A - Y$ separator $Z'$. 

\[ \text{c}^{\cdot} \]
2.2 Directed graphs

A directed graph $G = (V, E)$ is formed by a finite vertex set $V$ and a set of directed edges $E \subset V \times V$. Given $Z \subset V$ the induced subgraph $G_Z = (Z, E_Z)$ is defined as the graph obtained by considering only vertices in $Z$ and edges between vertices in $Z$.

Two vertices $U$ and $W$ are adjacent if there is an edge between them. A path between $U$ and $W$ in $G$ is a sequence of adjacent vertices $(V_1, \ldots, V_j)$ such that $V_1 = U$ and $V_j = W$. The path is directed (or causal) if $V_i \to V_{i+1}$ for all $i \in \{1, \ldots, j-1\}$.

If $U \to W$, then $U$ is a parent of $W$. If there is a directed path from $U$ to $W$, then $U$ is an ancestor of $W$ and $W$ a descendant of $U$. We follow the convention that every vertex is an ancestor and a descendant of itself. The sets of parents, ancestors and descendants of $W$ in $G$ are denoted by $\text{pa}_G(W)$, $\text{an}_G(W)$ and $\text{de}_G(W)$ respectively. The set of non-descendants of $W$ is defined as $\text{nd}_G(W) \equiv V \setminus \text{de}_G(W)$. For a set of vertices $Z$ we define $\text{an}_G(Z) = \cup_{W \in Z} \text{an}_G(W)$ and $\text{de}_G(Z) = \cup_{W \in Z} \text{de}_G(W)$.

A directed cycle is a directed path that begins and ends at the same vertex. A directed acyclic graph is a directed graph that does not have directed cycles.

Let $G$ be a directed acyclic graph and let $A$ and $Y$ be vertices in $G$. Let $\text{cn}(A, Y, G)$ be the set of vertices that lie on a directed path between $A$ and $Y$ and are not equal to $A$. Let $\text{forb}(A, Y, G) \equiv \text{de}_G(\text{cn}(A, Y, G)) \cup \{A\}$. We call this the set of forbidden vertices with respect to $A, Y$ in $G$.

The proper back-door graph $G^{bd}(A, Y)$ (van der Zander et al., 2019) is defined as the graph formed by removing from $G$ the first edge of every directed path from $A$ to $Y$.

The moral graph $G^m$ associated with a directed acyclic graph $G$, is an undirected graph with the same vertex set as $G$ and an edge $U \to W$ if any of the following hold in $G$: $U \to W$, $W \to U$, or there exists a vertex $C$ such that $U \to C \to W$.

2.3 Flow networks

We follow the conventions in Even (2011). A flow network $D = (V, E, k, s, t)$ is a directed graph together with a capacity function $k : E \to [0, +\infty]$ and two distinguished vertices $s$ and $t$. $s$ is called the source and $t$ the sink of the network. $k(e)$ is called the capacity of edge $e$. Consider then a flow network $D = (V, E, k, s, t)$. For a vertex $W \in V$ we let $\alpha(W)$ be the set of edges that point into $W$, and $\beta(W)$ be the set of edges that point out of $W$. For a set of vertices $S \subset V$ we let $\overline{S} = V \setminus S$.

A flow is a function $f : E \to \mathbb{R}$ that satisfies $0 \leq f(e) \leq k(e)$ for all $e \in E$ and $\sum_{e \in \alpha(W)} f(e) = \sum_{e \in \beta(W)} f(e)$ for every vertex $W$ not equal to the source or the sink. The total flow of $f$ is defined as $\sum_{e \in \alpha(t)} f(e)$. A flow is called a max-flow if no other flow has a greater total flow.

A cut is a set of vertices that contains the source but not the sink of the network. If $S$ is a set of vertices we define $(S, \overline{S})$ as the set of edges in $D$ of the form $U \to W$ for some $U \in S$ and $W \notin S$. If $S$ is a cut we define its capacity as $k(S) \equiv \sum_{e \in (S, \overline{S})} k(e)$.

A cut is called a min-cut if no other cut has a smaller capacity.
2.4 Semiparametric estimation

An estimator \( \hat{\gamma} \) of a parameter \( \gamma (P) \) based on \( n \) independent identically distributed random copies \( V_1, \ldots, V_n \) of \( V \) is asymptotically linear at a probability law \( P \) if there exists a random variable \( \varphi_P (V) \), called the influence function of \( \gamma (P) \), such that \( E_P \{ \varphi_P (V) \} = 0 \), \( \text{var}_P \{ \varphi_P (V) \} < \infty \) and \( n^{1/2} \{ \hat{\gamma} - \gamma (P) \} = n^{-1/2} \sum_{i=1}^{n} \varphi_P (V_i) + o_P(1) \) under \( P \). The Central Limit Theorem implies that if \( \hat{\gamma} \) is asymptotically linear, \( n^{1/2} \{ \hat{\gamma} - \gamma (P) \} \) converges in distribution to a zero mean normal distribution with variance \( \text{var}_P \{ \varphi_P (V) \} \). Given a collection of probability laws \( \mathcal{P} \) for \( V \), an estimator \( \hat{\gamma} \) of \( \gamma (P) \) is said to be regular at one \( P \) if its convergence to \( \gamma (P) \) is locally uniform at \( P \) in \( \mathcal{P} \) (Van der Vaart, 2000).

3 Causal graphical models

Given a directed acyclic graph \( \mathcal{G} \) with vertex set \( V \), we identify \( V \) with a random vector. The Bayesian Network \( \mathcal{M} (\mathcal{G}) \) is the collection of laws \( P \) for \( V \) that satisfy the Local Markov Property:

\[
W \perp \!
\!
\perp \text{nd}_G (W) \mid \text{pa}_G (W) \quad \text{under} \quad P \quad \text{for all} \quad W \in V.
\]

Here \( A \perp \!
\!
\perp B \mid C \) stands for conditional independence of \( A \) and \( B \) given \( C \). Throughout, we will assume that the law \( P \) of \( V \) admits a density \( f \) with respect to some dominating measure. Then the Local Markov Property implies (Pearl, 2000)

\[
f (v) = \prod_{V_j \in V} f \{ v_j \mid \text{pa}_G (v_j) \}, \tag{1}
\]

where \( \text{pa}_G (v_j) \) is the value taken by \( \text{pa}_G (V_j) \) when \( V \) takes the value \( v \).

In this paper we will assume an agnostic causal graphical model (Spirtes et al., 2000; Robins and Richardson, 2010) represented by a directed acyclic graph \( \mathcal{G} \). This model identifies the vertex set of \( \mathcal{G} \) with a factual random vector \( V \) and assumes that: (i) the law \( P \) of \( V \) satisfies \( P \in \mathcal{M} (\mathcal{G}) \) and (ii) for any \( A \in V \), \( L \subset \text{nd}_G (A) \) and \( \pi (A \mid L) \) a conditional law for \( A \) given \( L \), the intervention density \( f_\pi (v) \) of the variables in \( \mathcal{G} \) when, possibly contrary to fact, the value of \( A \) is drawn from the law \( \pi (A \mid L) \) is given by

\[
f_\pi (v) = \pi (a \mid l) \prod_{V_j \in V \setminus \{A\}} f \{ v_j \mid \text{pa}_G (v_j) \}, \tag{2}
\]

where \( a \) and \( l \) are the values taken by \( A \) and \( L \) when \( V \) takes the value \( v \). Formula (2) is known as the g-formula (Robins, 1986). The conditional law \( \pi \) designates a, possibly random and individualized, treatment rule. A non-random individualized treatment rule that sets \( A = d (L) \) corresponds to the point mass conditional law \( \pi (a \mid l) = L_{d (l)} (a) \). In particular, a constant function \( d (L) = a \) corresponds to a static intervention that sets \( A = a \). Throughout the paper we let \( Y \) and \( A \) be the outcome and treatment of interest respectively. Let \( \chi_\pi (P; \mathcal{G}) \) be the mean of \( Y \) under \( f_\pi \). We refer to \( \chi_\pi (P; \mathcal{G}) \) as the interventional mean under treatment rule \( \pi \). By the factorizations (1) and (2), the Radon-Nykodim theorem gives

\[
\chi_\pi (P; \mathcal{G}) = E_P \left[ \frac{\pi (A \mid L)}{f \{ A \mid \text{pa}_G (A) \}} Y \right].
\]
Furthermore, the Local Markov property implies that
\[
\chi(\pi(P; \mathcal{G}) = E_P (E_{\pi^*} [E_P \{Y \mid A, \text{pa}_\mathcal{G}(A), L\} \mid \text{pa}_\mathcal{G}(A), L]),
\]
where \( E_P (\cdot \mid \cdot) \) stands for the conditional mean under \( P \) and \( E_{\pi^*} (\cdot \mid \cdot) \) stands for the conditional mean under the conditional law of \( A \) given \( L \) and \( \text{pa}_\mathcal{G}(A) \) defined as \( \pi^*\{A \mid \text{pa}_\mathcal{G}(A), L\} \equiv \pi(A \mid L) \).

We are interested in conducting inference about \( \chi(\pi(P; \mathcal{G})) \) when only a subset \( N \) of \( V \) is observable. The inferential problem is thus defined by the following assumptions: (i) \( P \in \mathcal{M}(\mathcal{G}) \), (ii) the available data consists of a random sample from the marginal law of \( N \) under \( P \), (iii) the parameter of interest is \( \chi(\pi(P; \mathcal{G})) \) and (iv) at least one observable adjustment set exists. Adjustment sets will be formally defined in the following section. Throughout we will assume (i) \( Y \in \text{de}_\mathcal{G}(A) \), (ii) \( \{A, Y\} \cup L \subset N \), (iii) \( L \subset \text{nd}_\mathcal{G}(A) \), and (iv) \( A \) takes values in a finite set. Moreover, we assume that each observable variable \( W \in N \) has an associated positive cost \( c(W) \), that could represent, for example, the cost of measuring \( W \).

4 Minimum cost adjustment sets and their graphical characterization

Smucler et al. (2021) gave the following definitions of dynamic adjustment sets and minimal dynamic adjustment sets in graphs with hidden variables.

**Definition 1.** A set \( Z \subset V \setminus \{A, Y\} \) is an \( L \)–\( N \) dynamic adjustment set with respect to \( A, Y \) in \( \mathcal{G} \) if \( L \subset Z \subset N \) and for all conditional laws \( \pi(A \mid L) \) for \( A \) given \( L \), all \( P \in \mathcal{M}(\mathcal{G}) \) and all \( y \in \mathbb{R} \)
\[
E_P (E_{\pi^*} [E_P \{I_{(-\infty,y]}(Y) \mid A, \text{pa}_\mathcal{G}(A), L\} \mid \text{pa}_\mathcal{G}(A), L]) = \\
E_P (E_{\pi^*_Y} [E_P \{I_{(-\infty,y]}(Y) \mid A, Z\} \mid Z]),
\]
where \( \pi^*_Y(A \mid Z) \equiv \pi(A \mid L) \) and, recall, \( \pi^*\{A \mid \text{pa}_\mathcal{G}(A), L\} \equiv \pi(A \mid L) \).

An \( L \)–\( N \) dynamic adjustment set \( Z \) is minimal if no proper subset of \( Z \) is an \( L \)–\( N \) dynamic adjustment set.

This extends the definition of Shpitser et al. (2010) and Maathuis and Colombo (2015) to accommodate, possibly random, \( L \) dependent treatment rules and graphs with hidden variables. Smucler et al. (2021) also provided a characterization of minimal \( L \)–\( N \) dynamic adjustment sets as minimal \( A \)–\( Y \) separators in a suitably constructed undirected graph. We will review this characterization in Section 4.1. For conciseness, in what follows we drop the dynamic apellative and simply write \( L \)–\( N \) adjustment sets. Also, all \( L \)–\( N \) adjustment sets are with respect to \( A, Y \) in \( \mathcal{G} \).

We define the cost of an \( L \)–\( N \) adjustment set \( Z \) as \( \sum_{W \in Z} c(W) \), and in a slight abuse of notation we denote this cost with \( c(Z) \).

**Definition 2.** A set \( Z \) is a minimum cost \( L \)–\( N \) adjustment set if it is an \( L \)–\( N \) adjustment set that satisfies \( c(Z) \leq c(Z') \) for all \( L \)–\( N \) adjustment sets \( Z' \).
Consider the design of a study aimed at estimating the interventional mean under an \( L \) dependent treatment rule \( \pi \). Suppose that the investigator has postulated a causal graphical model to this end, and that due to practical or ethical reasons, she can only observe a subset \( N \) of the variables in \( G \). Suppose further that \( G \) includes at least one \( L - N \) adjustment set \( Z \). This implies that \( A, Y \) and \( Z \) suffice to identify the interventional mean \( \chi_{\pi}(P; G) \) with the so called g-functional (Robins, 1986)

\[
\chi_{\pi,Z}(P; G) \equiv \mathbb{E}_{P} \left[ \mathbb{E}_{\pi_Z} \{ \mathbb{E}_{P}(Y \mid A, Z) \mid Z \} \right]
\]

which can then be estimated non-parametrically as further explained in Section 5. For economic reasons, the investigator may then choose to use a minimum cost \( L - N \) adjustment set. If several minimum cost \( L - N \) adjustment sets exist then, as we further discuss in Section 5.1, a reasonable criterion for comparing them is using the variance of the limiting distribution of the resulting non-parametric estimators of the g-functional.

Our goals in this paper are to:

1. Provide a graphical characterization of minimum cost \( L - N \) adjustment sets.
2. Prove the existence of an optimal minimum cost \( L - N \) adjustment set that yields non-parametric estimators of the interventional mean with the smallest asymptotic variance among those that control for minimum cost \( L - N \) adjustments and provide a polynomial time graphical algorithm to compute it.

To achieve this, we will leverage the undirected graph defined in Smucler et al. (2021), which we review next. In what follows, we will assume that there exists at least one \( L - N \) adjustment set in \( G \).

### 4.1 Minimum cost adjustment sets and undirected graphs

Let \( \mathcal{H}^0 \equiv \left\{ \mathcal{G}_{\text{ang}}^{\text{bd}}(\{A, Y\}; U_L)(A, Y) \right\}^m \) and \( \text{ignore} \equiv \{\text{ang}(\{A, Y\} \cup L) \} \setminus \{A, Y\} \} \cap \{V \setminus N \} \cup \text{forb}(A, Y, G) \} \). Thus, \( \text{ignore} \) is the subset of the vertices \( \mathcal{H}^0 \) that are not equal to \( A \) or \( Y \) and that are either not observable \( \{V \setminus N \} \) or are variables that cannot be members of any \( L - N \) adjustment set (forb(\( A, Y, G \)), see Shpitser et al. (2010)).

**Definition 3.** The non-parametric adjustment efficiency graph associated with \( \{A, Y, L, N\} \) in \( G \), denoted with \( \mathcal{H}^1 \) is the undirected graph constructed from \( \mathcal{H}^0 \) by (1) removing all vertices in \( \text{ignore} \), (2) adding an edge between any pair of remaining vertices if they were connected in \( \mathcal{H}^0 \) by a path with vertices in \( \text{ignore} \) and (3) adding an edge between \( A \) and each vertex in \( L \) and between \( Y \) and each vertex in \( L \).

In words, \( \mathcal{H}^1 \) is obtained from \( \mathcal{H}^0 \) by first performing a latent projection on \( V \setminus \text{ignore} \) and then connecting all vertices in \( L \) to both \( A \) and \( Y \). Similar constructions were also used in Textor and Liskiewicz (2011) and van der Zander et al. (2014). Note that even though \( \mathcal{H}^0 \) and \( \mathcal{H}^1 \) depend on \( A, Y, L, N \) and \( G \), for brevity we omit this dependence in the notation.

Proposition 2 of Smucler et al. (2021) states that \( Z \) is a minimal \( L - N \) adjustment set if and only if \( Z \) is a minimal \( A - Y \) separator in \( \mathcal{H}^1 \). Note that Smucler et al. (2021) uses the term cut to refer to what
we here call a separator. Both terms are used in the literature, and in this paper we prefer to reserve the name cut for the concept in flow networks. Now, since all minimum cost $L - N$ adjustment sets are minimal $L - N$ adjustment sets, Proposition 2 of Smucler et al. (2021) implies the following.

**Lemma 1.** $Z$ is a minimum cost $L - N$ adjustment set if and only if $Z$ is a minimum cost $A - Y$ separator in $\mathcal{H}^1$.

In what follows, for brevity, all separators in $\mathcal{H}^1$ are between $A$ and $Y$. In the next section we review the aspects of the theory of non-parametric estimation of the g-functional $\chi_{\pi,Z}(P; \mathcal{G})$ that are relevant to our derivation of the optimal minimum cost $L - N$ adjustment set.

## 5 Non-parametric estimation of the g-functional

Robins and Rotnitzky (1992) showed that estimators of $\chi_{\pi,Z}(P; \mathcal{G})$ that are regular and asymptotically linear at all $P$ in a model $\mathcal{P}$ that only makes assumptions on the complexity or smoothness $b(A,Z;P) \equiv E_P(Y|A,Z)$ and/or $f(A|Z)$ have a unique influence function $\psi_{P,\pi}(Z; \mathcal{G})$ given by

$$\psi_{P,\pi}(Z; \mathcal{G}) \equiv \frac{\pi(A|L)}{f(A|Z)} \{Y - b(A,Z;P)\} + E_{\pi} \{b(A,Z;P) | Z\} - \chi_{\pi,Z}(P; \mathcal{G}).$$

Note that even though $\psi_{P,\pi}$ is also a function of $A$ and $Y$, this is not reflected in the notation, for the sake of brevity.

There exist multiple estimation strategies that rely on making smoothness or complexity type assumptions on $b(A,Z;P)$ and/or $f(A|Z)$. We list a few of them next. The inverse probability weighted estimator is given by $\hat{\chi}_{\pi,IPW} = \frac{1}{n} \left\{ \hat{f}(A|Z)^{-1} \pi(A|L)Y \right\}$, where $\hat{f}(A|Z)$ is a non-parametric estimator of $f(A|Z)$ (Hirano et al., 2003). The outcome regression estimator is given by $\frac{1}{n} \left[ E_{\pi} \{\hat{b}(A,Z | Z)\} \right]$ where $\hat{b}$ is a non-parametric estimator of $b$ (Hahn, 1998). The doubly-robust estimator (Van der Laan and Robins, 2003; Chernozhukov et al. 2018; Smucler et al. 2019), also known as augmented IPW, uses non-parametric estimators of both $f(A|Z)$ and $b(A,Z)$. Examples of non-parametric estimators of $f(A|Z)$ and $b(A,Z)$ include series or kernel based estimators, estimators based on boosted trees and other machine learning techniques.

We will refer to estimators that are regular and asymptotically linear with unique influence function $\psi_{P,\pi}(Z; \mathcal{G})$ as non-parametric estimators that adjust for $Z$. It follows from the discussion above that if $\hat{\chi}_{\pi,Z}$ is a non-parametric estimator that adjusts for $Z$, then $n^{1/2} \{\hat{\chi}_{\pi,Z} - \chi_{\pi}(P; \mathcal{G})\}$ converges in distribution to $N\{0, \sigma^2_{\pi,Z}(P)\}$ where $\sigma^2_{\pi,Z}(P) \equiv \text{var}_{P} \{\psi_{P,\pi}(Z; \mathcal{G})\}$.

### 5.1 Efficiency comparison of minimum cost adjustment sets

Define the following preorder on the class of $L - N$ adjustment sets:

$$Z_1 \preceq_L Z_2 \iff \sigma^2_{\pi,Z_1}(P) \leq \sigma^2_{\pi,Z_2}(P) \quad \text{for all } \pi(A|L) \text{ and all } P \in \mathcal{M}(\mathcal{G}).$$
In words, \( Z_1 \preceq L Z_2 \) if adjusting for \( Z_1 \) yields more efficient non-parametric estimators of \( \chi_\pi(P;G) \) than adjusting for \( Z_2 \), uniformly over all possible treatment rules \( \pi \) and laws \( P \) in the Bayesian Network \( \mathcal{M}(G) \). Define the following relation between separators in \( \mathcal{H}^1 \):

\[
Z_1 \preceq_{\mathcal{H}^1} Z_2 \iff Y \perp_{\mathcal{H}^1} Z_2 \setminus Z_1 \mid Z_1 \text{ and } A \perp_{\mathcal{H}^1} Z_1 \setminus Z_2 \mid Z_2.
\]

Since, as stated in Lemma 1, minimum cost \( L-N \) adjustment sets and minimum cost separators in \( \mathcal{H}^1 \) are equivalent, using Lemma 1 and Propositions 3 and 5 of Smucler et al. (2021), we can deduce the following graphical criterion for comparing minimum cost \( L-N \) adjustment sets.

**Lemma 2.** Let \( Z_1 \) and \( Z_2 \) be minimum cost \( L-N \) adjustment sets. Then

\[
Z_1 \preceq_{\mathcal{H}^1} Z_2 \implies Z_1 \preceq L Z_2.
\] (3)

We now argue why asymptotic efficiency is a reasonable basis for comparing minimum cost adjustment sets, in the context of designing a planned study where the cost associated with each observable variable in the graph reflects the cost of measuring the variable on one subject. Consider two minimum cost adjustment sets \( Z_1 \) and \( Z_2 \), and let \( \hat{\chi}_\pi, Z_1 \) and \( \hat{\chi}_\pi, Z_2 \) be non-parametric estimators that adjust for \( Z_1 \) and \( Z_2 \) respectively. Suppose we know that \( Z_1 \preceq L Z_2 \). If we want the length of the 95% Wald confidence interval for \( \chi_\pi(P;G) \) to be bounded by \( M \) then using \( \hat{\chi}_\pi, Z_1 \) we will need \( n_1 \approx \{3.92 \sigma_\pi, Z_1(P) M^{-1}\}^2 \) samples, whereas using \( \hat{\chi}_\pi, Z_2 \) we will need \( n_2 \approx \{3.92 \sigma_\pi, Z_2(P) M^{-1}\}^2 \) samples. Since \( \sigma_\pi, Z_1(P)^2 \leq \sigma_\pi, Z_2(P)^2 \) we have that \( n_1 \leq n_2 \) and hence \( n_1 \times c(Z_1) \leq n_2 \times c(Z_2) \). In words, for the same level of precision, the total cost of using \( Z_1 \) as an adjustment set will be lower than that of using \( Z_2 \).

In the following section we show that there exists a minimum cost \( L-N \) adjustment set, which we denote \( O_c \), that satisfies that for any other minimum cost \( L-N \) adjustment set \( Z \) it holds that \( O_c \preceq L Z \). We call \( O_c \) an optimal minimum cost \( L-N \) adjustment set. To show this, we will make a connection between minimum cost \( L-N \) adjustment sets and min-cuts in a suitably constructed flow network. This construction will also allow us to derive a polynomial time algorithm to compute \( O_c \).

### 6 Optimal minimum cost adjustment sets and network flows

The following network flow construction is inspired by the construction in Theorem 6.4 of Even (2011). The main difference is that Even (2011) puts unit capacity on all ‘internal edges’.

**Definition 4.** Let the flow network \( \mathcal{D} \) be defined as follows. For each vertex \( W \) in \( \mathcal{H}^1 \) add two vertices \( W' \) and \( W'' \) and the edge \( W' \to W'' \) to \( \mathcal{D} \). We call these internal edges. If there is an edge joining \( U \) and \( W \) in \( \mathcal{H}^1 \) add edges \( U'' \to W' \) and \( W'' \to U' \). We call these external edges. Thus an edge \( U - W \) in \( \mathcal{H}^1 \) gives place to the following structure in \( \mathcal{D} \):

![Diagram](https://via.placeholder.com/150)
The capacity of an internal edge \( e = W' \rightarrow W'' \) is equal to the cost of \( W \), that is, \( k(e) = c(W) \), except if \( W \) is equal to \( A \) or to \( Y \), in which case the capacity is infinity. The capacity of external edges is infinity. We set \( Y'' \) as the source and \( A' \) as the sink of the network.

We will provide a full example of this construction shortly in Figure 2. We show in Lemma 4 in the Appendix that there always exists a cut in \( D \) with finite capacity. Next, we define two mappings, \( d \) and \( h \). The former maps minimal separators in \( H^1 \) to sets of vertices in \( D \), while the latter maps cuts with finite capacity in \( D \) to sets of vertices in \( H^1 \).

**Definition 5.** Given \( Z \) a minimal separator in \( H^1 \) we let \( d(Z) \) be the set formed by \( Y'' \) and all vertices in \( D \) that lie on some directed path \( \delta \) from \( Y'' \) to a vertex \( W' \) for some \( W \in Z \), where \( \delta \) does not intersect any other \( U' \) or \( U'' \) for \( U \in Z \). Given \( S \) a cut in \( D \) with finite capacity we let \( h(S) = \{ W : (W', W'') \in (S, \overline{S}) \} \).

The following proposition establishes that \( d \) maps minimum cost separators in \( H^1 \) to min-cuts in \( D \), and \( h \) maps min-cuts in \( D \) to minimum cost separators in \( H^1 \).

**Proposition 1.**

1. Let \( Z \) be a minimal separator in \( H^1 \). Then \( d(Z) \) is a cut in \( D \) with \( k(d(Z)) = c(Z) \).
2. Let \( S \) be a cut in \( D \) with finite capacity. Then \( h(S) \) is a separator in \( H^1 \) with \( c(h(S)) = k(S) \).
3. Let \( Z \) be a minimum cost separator in \( H^1 \). Then \( d(Z) \) is a min-cut in \( D \).
4. Let \( S \) be a min-cut in \( D \). Then \( h(S) \) is a minimum cost separator in \( H^1 \).
5. Let \( Z \) be a minimum cost separator in \( H^1 \). Then \( h(d(Z)) = Z \).

Next, we establish a connection between the \( \subset \) relation defined over min-cuts in \( D \) and the \( \leq_{H^1} \) relation defined over separators in \( H^1 \).

**Proposition 2.** Let \( S \) and \( S' \) be min-cuts such that \( S \subset S' \). Then \( h(S) \leq_{H^1} h(S') \).

Lemmas 1 and 2 together with Propositions 1 and 2 imply that if we are able to construct a min-cut \( S_c \) that is a subset of any other min-cut, then \( h(S_c) \) is an optimal minimum cost \( L - N \) adjustment set. We now show how such a min-cut can be constructed.

Given a flow \( f \), we will say that a path \( \delta \) connecting \( Y'' \) and \( W \) in \( D \) is augmenting for \( f \) if for all edges \( e \) in \( \delta \) oriented from \( Y'' \) to \( W \) it holds that \( f(e) < k(e) \) and for all edges \( e \) in \( \delta \) oriented from \( W \) to \( Y'' \) it holds that \( f(e) > 0 \). Suppose that we have run a maximum flow algorithm on \( D \), for example the preflow push algorithm \cite{Cheriyan1989}, and obtained a maximum flow \( f^* \). We are now ready to define our candidate optimal minimum cost \( L - N \) adjustment set.

**Definition 6.** Let \( S_c \) be the set formed by \( Y'' \) and all vertices \( W \) in \( D \) such that there exists a path from \( Y'' \) to \( W \) that is augmenting for \( f^* \). Let \( O_c = h(S_c) \).
Note that \( S_c \) could in principle depend on the computed max-flow \( f^* \), even if this is not made explicit in the notation.

**Proposition 3.** \( S_c \) is a min-cut. For any other min-cut \( S \) it holds that \( S_c \subset S \).

The following theorem, the main result of this paper, establishes the optimality of \( O_c \).

**Theorem 1.** \( O_c \) is a minimum cost \( L-N \) adjustment set. For any other minimum cost \( L-N \) adjustment set \( Z \) it holds that \( O_c \preceq_L Z \).

Algorithm 1 summarizes the steps needed to compute \( O_c \). The complexity of Algorithm 1 will depend on the sub-routine used to compute the maximum flow in the third step. For example, when the preflow push algorithm is used, the overall complexity of Algorithm 1 is bounded by \( O \left( \#V^2 \sqrt{\#E} \right) \). The fourth step of Algorithm 1 can be easily implemented using a small modification of the depth first search algorithm. We provide a Python implementation of Algorithm 1 in the **optimaladj** package, available on pip. Our algorithm computes maximum flows using the implementation of the preflow push algorithm available in the **networkx** library (Hagberg et al., 2008).

---

**Algorithm 1: Pseudo-algorithm to compute \( O_c \)**

```plaintext
procedure
| construct \( \mathcal{H}^1 \)
| construct \( \mathcal{D} \)
| compute a maximum flow \( f^* \) on \( \mathcal{D} \)
| compute \( S_c \), the set of nodes reachable from \( Y'' \) via paths that are augmenting for \( f^* \)
| compute \( h(S_c) \)
| return \( h(S_c) \)
```

When all variables have unit costs, Algorithm 1 computes an \( L-N \) adjustment set that is optimal among those of minimum cardinality. Algorithm 1 of Smucler et al. (2021) does the same thing, but with \( O \left( \#V^{3.5} \right) \) complexity. Thus, Algorithm 1 also provides an improvement on Algorithm 1 of Smucler et al. (2021) for the task of computing an optimal minimum cardinality \( L-N \) adjustment set.

6.1 Examples

In the following figures we illustrate the results of this section. Dashed circles designate hidden variables and rectangles the variables that the treatment rule depends on. The numbers below the name of each vertex in \( \mathcal{G} \) and \( \mathcal{H}^1 \) represent the cost of the variable associated with the vertex. We do not assign costs to \( A, Y \) and variables in \( \text{ignore} \), since their costs are not relevant for the comparison of minimum-cost \( L-N \) adjustment sets. Figure 2 shows the flow network \( \mathcal{D} \) associated with the graphs in Figure 1. Edges with finite capacities are colored green, with the numbers next to the edges representing capacities. All black edges have infinite capacity.
For the directed acyclic graph $G$ in Figure 1 let $L = \{X\}$ and $N = V \setminus \{U\}$. Then $\text{ang}_G(\{A,Y\} \cup L) = V \setminus \{F\}$, $\text{forb}(A,Y,G) = \{A,Y,M\}$ and $\text{ignore} = \{U,M\}$. In $H^1$, the set of all separators is given by the collection of sets $Z$ that satisfy $X \in Z$ and at least one of the following:

- $K \in Z$.
- $B \in Z$ or $R \in Z$, and $Q \in Z$ or $T \in Z$.

The only minimum cost separators are $Z_1 = \{X,Q,R\}$ and $Z_2 = \{X,T,R\}$. It is easy to show that $Z_2 \preceq_{H^1} Z_1$. Thus, $Z_2$ is an optimal minimum cost $L - N$ adjustment set. Using results from Smucler et al. (2021), it is easy to show that there exists a globally optimal $L - N$ adjustment set in $G$, i.e. an $L - N$ adjustment set that is more efficient than any other $L - N$ adjustment set, and that it is given by $Z_2 \cup \{F\}$. Turn now to the representation of $D$ in Figure 2. The min-cut obtained by running the preflow push algorithm and then computing $S_c$ is given by $S_c = \{Y'', X', T', R'\}$. The capacity of this cut is $k(S_c) = k\{(R',R'')\} + k\{(T',T'')\} + k\{(X',X'')\} = 3$. The optimal minimum cost $L - N$ adjustment set is then $O_c = h(S_c) = \{X,T,R\}$, matching what we obtained earlier by analyzing separators in $H^1$.

It follows from Theorem 1 of Smucler et al. (2021) that $O_c$ coincides with the optimal $L - N$ adjustment set among minimal $L - N$ adjustment sets. However, it is not always the case that the optimal minimum cost and the optimal minimal $L - N$ adjustment sets are equal. For this same graph, if the cost $B$ were 1 and the cost of $R$ were 2 then the optimal minimal $L - N$ adjustment set would still be equal to $\{X,R,T\}$, whereas the optimal minimum cost $L - N$ adjustment set would be $\{X,B,T\}$. Since $\{X,R,T\} \preceq_{H^1} \{X,B,T\}$, this is an example in which the optimal minimal $L - N$ adjustment set is more efficient that the optimal minimum cost $L - N$ adjustment set. The converse can never happen, because all minimum cost $L - N$ adjustment sets are minimal $L - N$ adjustment sets.

Going back to our original example, note that $Z_3 = \{X,K\}$ is the $L - N$ adjustment set with minimum possible cardinality. It is easy to check that $Z_2 \preceq_{H^1} Z_3$ and thus in this case, the optimal minimum cost
Figure 2: The flow network $D$ corresponding to the directed acyclic graph in Figure 1. All black edges have infinite capacity.

$L - N$ adjustment set is more efficient than the optimal minimum cardinality $L - N$ adjustment set. The graph in Figure 3 provides one example in which the reverse situation holds.

Indeed, for the graph $\mathcal{G}$ in Figure 3 let $L = \emptyset$ and $N = V$. Then $\text{ang}(\{A, Y\} \cup L) = V$, $\text{forb}(A, Y, \mathcal{G}) = \{A, Y\}$ and $\text{ignore} = \emptyset$. It is easy to check that there is only one minimum cost separator in $\mathcal{H}_1$, given by $Z_1 = \{B, Q\}$. However, $Z_2 = \{T, R\}$ is a minimum cardinality separator that satisfies $Z_2 \subseteq_{\mathcal{H}_1} Z_1$. Thus, in this case, the optimal minimum cardinality $L - N$ adjustment set is more efficient that the optimal minimum cost $L - N$ adjustment set.

This example also illustrates the point made in the introduction that in general there does not exist an optimal $L - N$ adjustment set among those that satisfy an upper bound on their cost. For the graph in Figure 3 if the available budget is equal to 3, the investigator has to choose between $\{B, Q\}$, $\{B, R\}$ and $\{T, Q\}$. Clearly $\{B, R\} \leq_{\mathcal{H}_1} \{B, Q\}$ and $\{T, Q\} \leq_{\mathcal{H}_1} \{B, Q\}$ and so by Propositions 3 and 5 of Smucler et al. (2021), $\{B, R\} \preceq_{L} \{B, Q\}$ and $\{T, Q\} \preceq_{L} \{B, Q\}$. Thus, the investigator actually needs to choose between $\{B, R\}$ and $\{T, Q\}$. However, in their Example 2, Rotnitzky and Smucler (2020) show it is not possible to compare the asymptotic variances of these two adjustments based solely on the causal graph, because there exist probability laws in the Bayesian Network $\mathcal{M}(\mathcal{G})$ under which $\{B, R\}$ is more efficient but also probability laws in the Bayesian Network $\mathcal{M}(\mathcal{G})$ under which $\{Q, T\}$ is more efficient.
Figure 3: An example of a directed acyclic graph in which the optimal minimum cardinality $L - N$ adjustment set is more efficient than the optimal minimum cost $L - N$ adjustment set.

7 Appendix

This section contains the proofs of all the results in the main paper, as well as preliminary technical lemmas.

We will need the following lemmas in the proofs of Propositions 1 and 2.

**Lemma 3.** Let $Z$ be a minimal separator in $\mathcal{H}^1$. Then

$$\left( \partial(Z), \overline{\partial}(Z) \right) = \{(W', W'') : W \in Z\}$$

**Proof.** We first show that $\left( \partial(Z), \overline{\partial}(Z) \right) \supseteq \{(W', W'') : W \in Z\}$. Since $Z$ is a minimal separator, for any vertex $W \in Z$ there is a path connecting $W$ and $Y$ in $\mathcal{H}^1$ that does not intersect other vertices in $Z$, and such a path corresponds to a directed path in $\mathcal{D}$ from $Y''$ to $W'$ that does not intersect any other vertices $U'$ or $U''$ for $U \in Z$. Hence, if $W \in Z$ then $W' \in \partial(Z)$ and $W'' \notin \partial(Z)$. Thus $\left( \partial(Z), \overline{\partial}(Z) \right) \supseteq \{(W', W'') : W \in Z\}$.

Next we prove that $\left( \partial(Z), \overline{\partial}(Z) \right) \subset \{(W', W'') : W \in Z\}$. Take $(B, Q) \in \left( \partial(Z), \overline{\partial}(Z) \right)$, we will show that $(B, Q) \in \{(W', W'') : W \in Z\}$. We have the following four cases to analyze.

- Assume that $B = W'$ for some $W \in Z$. Due to how $\mathcal{D}$ was constructed, necessarily $Q = W''$. Thus $(B, Q) \in \{(W', W'') : W \in Z\}$.

- Assume that $B = W'$ for some $W \notin Z$. Due to how $\mathcal{D}$ was constructed, necessarily $Q = W''$. Now, since $W' \in \partial(Z)$, there exists a directed path $\delta$ in $\mathcal{D}$ from $Y''$ to $U'$ for some $U \in Z$, such that $\delta$ does not intersect $X'$ or $X''$ for $X \in Z \setminus \{U\}$ and such that $W'$ lies on $\delta$. But $\delta$ has to go through $W''$ to reach $U'$ and this implies that $W'' \in \partial(Z)$, which contradicts the assumption that $W'' = Q \in \overline{\partial}(Z)$.

- Next consider the case that $B = W''$ for some $W \in Z$. This cannot happen, since as we argued before, if $W \in Z$ then $W' \in \partial(Z)$ and $W'' \notin \partial(Z)$.

- Finally, consider the case $B = W''$ for some $W \notin Z$. Then, due to how $\mathcal{D}$ was constructed, $Q = U'$ for some $U$. Since $Q = U' \notin \partial(Z)$ then $U \notin Z$. Now, since $W'' \in \partial(Z)$, there exists a directed path $\delta$ in $\mathcal{D}$ from $Y''$ to $W''$, and hence to $U'$, that does not intersect $X'$ or $X''$ for $X \in Z$. In particular, this implies that there is a path $\eta$ connecting $U$ and $Y$ in $\mathcal{H}^1$ that does not intersect any vertices.
in $Z$. Let $\nu$ be a path connecting $U$ and $A$ in $H_1$. Since $Z$ is a separator in $H_1$, $\nu$ has to intersect $Z$. Let $R$ be the vertex in $Z$ that lies closest to $U$ in $\nu$. The sub-path of $\nu$ that goes from $U$ to $R$ corresponds to a directed path $\kappa$ from $U'$ to $R'$ in $D$. Joining $\delta$ and $\kappa$ we get a directed path from $Y''$ to $R'$ that does not intersect $X'$ or $X''$ for $X \in Z \setminus \{R\}$. Since $U'$ lies on that path, we get that $Q = U' \in \delta(Z)$, which is a contradiction.

We have thus shown that $(B, Q) \in \{(W', W'') : W \in Z\}$, finishing the proof of the lemma.

Lemma 4. There exists a cut in $D$ with finite capacity.

Proof. Let

$$S = \{Y', Y''\} \cup \{W' : W \neq A\}.$$ 

This is a set of vertices of $D$ that contains $Y''$ and does not contain $A'$ and hence it is a cut. Its capacity is given by the sum of the capacities of all internal edges, except $Y' \rightarrow Y''$ and $A' \rightarrow A''$. Since these edges all have finite capacity, the capacity of $S$ is finite, which is what we wanted to show.

We are now ready to prove Proposition 1.

Proof of Proposition 1. We begin with the proof of the first assertion. $\delta(Z)$ contains $Y''$ by definition. We will show it does not contain $A'$, which will prove that $\delta(Z)$ is a cut. Suppose for the sake of contradiction that $A' \in \delta(Z)$. Then there exists a directed path in $D$ from $Y''$ to $A'$ that does not intersect any vertices $W'$ or $W''$ for $W \in Z$. This implies that there exists a path in $H_1$ connecting $Y$ to $A$ that does not intersect $Z$, which contradicts the assumption that $Z$ is a separator in $H_1$. Thus, $\delta(Z)$ is a cut. The fact that $k(\delta(Z)) = c(Z)$ follows from Lemma 3.

Next, we prove the second part of the proposition. We will first prove that $h(S)$ is a separator. If $Y$ and $A$ are not connected in $H_1$ then $h(S)$ is trivially a separator. Suppose then that there exists a path $\delta$ that connects $Y$ and $A$ in $H_1$. Such a path corresponds to a directed path from $Y''$ to $A'$ in $D$. Since $S$ has finite capacity, any such path must contain an edge $W' \rightarrow W''$ for some $W' \in S$. This implies that $\delta$ intersects $W \in h(S)$, which is what we wanted to show. The claim that $c(h(S)) = k(S)$ follows immediately from the definition of $h(S)$.

Next, we prove part three of the proposition. Let $Z$ be a minimum cost separator. Then it is a minimal separator, and thus by part one $\delta(Z)$ is a cut with $k\{\delta(Z)\} = c(Z)$. Suppose, for the sake of contradiction, that $\delta(Z)$ is not a min-cut and hence that there exists a cut $S$ in $D$ such that $k(S) < k\{\delta(Z)\}$. Since $S$ has finite capacity, part two of the proposition implies that $h(S)$ is a separator with $c\{h(S)\} = k(S)$. But then $c\{h(S)\} = k(S) < k\{\delta(Z)\} = c(Z)$, contradicting the assumption that $Z$ was a minimum cost separator. Thus, it must be that $\delta(Z)$ is a min-cut.

The proof of part four of the proposition is straightforward. Let $S$ be a min-cut. By Lemma 3, $S$ has finite capacity. Then part two of the proposition implies that $h(S)$ is a separator with $c\{h(S)\} = k(S)$. Suppose, for the sake of contradiction, that $h(S)$ is not a minimum cost separator, and hence that there exists a minimum cost separator $Z$ in $H_1$ that satisfies $c(Z) < c\{h(S)\}$. Since $Z$ is a minimal separator, part one of the proposition implies that $\delta(Z)$ is a cut with $k\{\delta(Z)\} = c(Z)$. But then
Proof. We begin by noting the following. By Lemma 5.1 of Even (2011), the total flow of \( W \) ∈ \( \mathcal{D}(Z) \). Take \( W \in Z \). We showed in Lemma 3 that \( W' \in \mathcal{D}(Z) \) and \( W'' \notin \mathcal{D}(Z) \). Thus \( W \in \mathcal{H}(\mathcal{D}(Z)) \). Now we will show that \( Z \supset h \{ \mathcal{D}(Z) \} \). Take \( W \in h \{ \mathcal{D}(Z) \} \). Then \( W' \in \mathcal{D}(Z) \) and \( W'' \notin \mathcal{D}(Z) \). Assume, for the sake of contradiction, that \( W \notin Z \). Since \( W' \in \mathcal{D}(Z) \) there exists in \( \mathcal{D} \) a directed path \( \delta \) from \( Y'' \) to \( U' \) for some \( U \in Z \), such that \( \delta \) does not intersect any vertices \( X' \) or \( X'' \) for \( X \in Z \setminus \{ U \} \) and such that \( W' \) lies on \( \delta \). But since \( \delta \) reaches \( U' \), it has to go through \( W'' \) too, implying that \( W'' \in \mathcal{D}(Z) \), which is a contradiction. Thus, it must be that \( W \in Z \).

Proof of Proposition 3. Take \( W \in h(S') \setminus h(S) \) and a path \( \delta \) in \( \mathcal{H}(\mathcal{D}) \) connecting \( W \) to \( Y \). We need to show that \( \delta \) intersects \( h(S) \). Now, in \( \mathcal{D} \) there is a path corresponding to \( \delta \) of the form

\[
Y'' \rightarrow U_1' \rightarrow U_1'' \rightarrow \cdots \rightarrow U_i' \rightarrow U_i'' \rightarrow W' \rightarrow W''.
\]

Since \( S \) is a cut, \( Y'' \in S \). Since \( S \) is a min-cut, by Lemma 3 it has a finite capacity, and thus it must be that \( U_1' \in S \), because the edge \( Y'' \rightarrow U_1' \) has infinite capacity. If \( U_1'' \notin S \) then \( U_1 \notin h(S) \) and we are done. If \( U_1'' \in S \), since \( S \) has finite capacity and the edge \( U_1'' \rightarrow U_2' \) has infinite capacity it must be that \( U_2' \notin S \). We now repeat the same argument as before. If at some point we find that \( U_j' \in S \) and \( U_j'' \notin S \) then \( U_j \notin h(S) \) and we are done. Otherwise all of \( U_1', U_1'', \ldots, U_i', U_i'' \) are in \( S \). We will show that this cannot happen. Assume it does. Since the edge \( U_i'' \rightarrow W' \) has infinite capacity, it must be that \( W' \in S \). If \( W'' \in S \), since \( S \subseteq S' \) we conclude that \( W' \) and \( W'' \) are both in \( S' \), which contradicts the assumption that \( W \in h(S') \). Hence it must be that \( W'' \notin S \), but this implies that \( W \in h(S) \), which is a contradiction.

The following lemma is a straightforward consequence of well known results in the theory of flow networks. We include it here for completeness sake, since we will need it in the proof of Proposition 3.

Lemma 5. Let \( S \) be a cut. Then \( S \) is a min-cut if and only if it holds that for all \( e \in (S, \bar{S}) \), \( f^*(e) = k(e) \) and for all \( e \in (\bar{S}, S) \), \( f^*(e) = 0 \).

Proof. We begin by noting the following. By Lemma 5.1 of Even (2011), the total flow of \( f^* \) satisfies

\[
F^* = \sum_{e \in (S, \bar{S})} f^*(e) - \sum_{e \in (\bar{S}, S)} f^*(e).
\]

and for all edges \( e \) it holds that

\[
0 \leq f^*(e) \leq k(e).
\]

Assume first that \( S \) is a min-cut. By the max-flow min-cut theorem (see Theorem 5.1 of Even (2011)), \( F^* \) satisfies

\[
F^* = \sum_{e \in (S, \bar{S})} k(e).
\]
It follows from (1), (2) and (3) that if \( e \in (S, \overline{S}) \), \( f^*(e) = k(e) \) and if \( e \in (\overline{S}, S) \), \( f^*(e) = 0 \), which is what we wanted to show.

Now assume that that if \( e \in (S, \overline{S}) \), \( f^*(e) = k(e) \) and if \( e \in (\overline{S}, S) \), \( f^*(e) = 0 \). Then, by (4), the total flow of \( f^* \) satisfies (6). The max-flow min-cut theorem then implies that \( S \) is a min-cut, which is what we wanted to show.

\[
\begin{proof}
\text{Proof of Proposition 3} \]
We first show that \( Y'' \in S_c \) and \( A' \notin S_c \). That \( Y'' \in S_c \) follows from the definition of \( S_c \). On the other hand, since \( f^* \) is a max-flow there can be no paths from \( Y'' \) to \( A' \) that are augmenting for \( f^* \), since if there were, the total flow of \( f^* \) could be increased. Thus, \( A' \notin S_c \).

Next, we show that \( S_c \) is a min-cut. By Lemma 1, it suffices to show that if \( e \in (S_c, \overline{S}) \) then \( f^*(e) = k(e) \) and if \( e \in (\overline{S}, S_c) \) then \( f^*(e) = 0 \). Take \( W \in S_c \) and \( U \in \overline{S_c} \). Since \( W \in S_c \), there exists a path \( \delta \) from \( Y'' \) to \( W \) that is augmenting for \( f^* \). Suppose \( e = (W, U) \) is an edge in \( D \). Then \( f^*(e) = k(e) \), because if \( f^*(e) < k(e) \) the path obtained by joining \( \delta \) and \( e \) would be a path from \( Y'' \) to \( U \) that is augmenting for \( f^* \), implying that \( U \in S_c \), which is a contradiction. Suppose that \( e = (U, W) \) is an edge in \( D \). Then \( f^*(e) = 0 \), because if \( f^*(e) > 0 \) the path obtained by joining \( \delta \) and \( e \) would be a path from \( Y'' \) to \( U \) that is augmenting for \( f^* \), implying that \( U \in S_c \), which is a contradiction. We have thus shown that \( S_c \) is a min-cut.

Now take any other min-cut \( S \). We will show that \( S_c \subset S \). Take \( U \in S_c \). We need to show that \( U \in S \). Since \( U \in S_c \), there exists a path \( \delta \) from \( Y'' \) to \( U \) in \( D \) that is augmenting for \( f^* \). Suppose the vertices in \( \delta \) are \( Y'', W_1, W_2, \ldots, W_l, W_{l+1} = U \). Since \( S \) is a cut, we have that \( Y'' \in S \). We will show that \( W_i \in S \) for all \( i = 1, \ldots, l+1 \) by induction. Let \( e_1 \) be the edge joining \( Y'' \) and \( W_1 \) in \( \delta \). Since \( \delta \) is augmenting for \( f^* \), we have that if \( e_1 = (Y'', W_1) \) then \( f^*(e_1) < k(e_1) \) whereas if \( e_1 = (W_1, Y'') \) then \( f^*(e_1) > 0 \). Since \( S \) is a min-cut, Lemma 3 implies that \( W_1 \in S \). Now, suppose that for some \( 1 \leq i < l+1 \) it holds that \( W_i \in S \). Let \( e_{i+1} \) be the edge joining \( W_i \) and \( W_{i+1} \) in \( \delta \). Since \( \delta \) is augmenting for \( f^* \), we have that if \( e_{i+1} = (W_i, W_{i+1}) \) then \( f^*(e_{i+1}) < k(e_{i+1}) \) whereas if \( e_{i+1} = (W_{i+1}, W_i) \) then \( f^*(e_{i+1}) > 0 \). Since \( S \) is a min-cut, Lemma 3 implies that \( W_{i+1} \in S \). This finishes the proof of the proposition.

\[
\begin{proof}
\text{Proof of Theorem 4} \]
By Proposition 3, \( S_c \) is a min-cut. Thus, by part four of Proposition 1, \( O_c = \partial (S_c) \) is a minimum cost separator in \( \mathcal{H}^1 \). Lemma 1 implies that \( O_c \) is a minimum cost \( L - N \) adjustment set.

Now, let \( Z \) be any other minimum cost \( L - N \) adjustment set. We will show that \( O_c \preceq L \) \( Z \). Lemma 1 implies that \( Z \) is a minimum cost separator in \( \mathcal{H}^1 \). By part three of Proposition 1, \( \partial (Z) \) is a min-cut in \( D \). Thus, Proposition 3 implies that \( S_c \subset \partial (Z) \). Proposition 2 implies that \( \partial (S_c) \preceq \partial (Z) \). But part five of Proposition 1 establishes that \( \partial \{ \partial (Z) \} = Z \). We have shown that \( O_c \preceq \mathcal{H}^1 \) \( Z \), which by Lemma 2 implies that \( O_c \preceq L \) \( Z \). This finishes the proof of the theorem.

\[
\begin{proof}
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