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Abstract

In clustering problems, a central decision-maker is given a complete metric graph over vertices and must provide a clustering of vertices that minimizes some objective function. In fair clustering problems, vertices are endowed with a color (e.g., membership in a group), and the features of a valid clustering might also include the representation of colors in that clustering. Prior work in fair clustering assumes complete knowledge of group membership. In this paper, we generalize prior work by assuming imperfect knowledge of group membership through probabilistic assignments. We present clustering algorithms in this more general setting with approximation ratio guarantees. We also address the problem of “metric membership,” where different groups have a notion of order and distance. Experiments are conducted using our proposed algorithms as well as baselines to validate our approach and also surface nuanced concerns when group membership is not known deterministically.

1 Introduction

Machine-learning-based decisioning systems are increasingly used in high-stakes situations, many of which directly or indirectly impact society. Examples abound of automated decisioning systems resulting in, arguably, morally
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repugnant outcomes: hiring algorithms may encode the biases of human
reviewers’ training data [14], advertising systems may discriminate based
on race and inferred gender in harmful ways [43], recidivism risk assessment
software may bias its risk assessment improperly by race [9], and healthcare
resource allocation systems may be biased against a specific race [35]. A
myriad of examples such as these and others motivate the growing body
of research into defining, measuring, and (partially) mitigating concerns
of fairness and bias in machine learning. Different metrics of algorithmic
fairness have been proposed, drawing on prior legal rulings and philosophical
concepts; [39] give a recent overview of sources of bias and fairness as
presently defined by the machine learning community.

The earliest work in this space focused on fairness in supervised
learning [24, 36] as well as online learning [29]; more recently, the literature has
begun expanding into fairness in unsupervised learning [17]. In this work, we
address a novel model of fairness in clustering—a fundamental unsupervised
learning problem. Here, we are given a complete metric graph where each
vertex also has a color associated with it, and we are concerned with finding
a clustering that takes both the metric graph and vertex colors into account.
Most of the work in this area (e.g., [3, 12, 17]) has defined a fair clustering to
be one that minimizes the cost function subject to the constraint that each
cluster satisfies a lower and an upper bound on the percentage of each color
it contains—a form of approximate demographic parity or its closely-related
cousin, the $p\%$-rule [13]. We relax the assumption that a vertex’s color
assignment is known deterministically; rather, for each vertex, we assume
only knowledge of a distribution over colors.

Our proposed model addresses many real-world use cases. [3] discuss
clustering news articles such that no political viewpoint—assumed to be
known deterministically—dominates any cluster. Here, the color membership
attribute—i.e., the political viewpoint espoused by a news article—would not
be provided directly but could be predicted with some probability of error
using other available features. [9] discuss the case of supervised learning when
class labels are not known with certainty (e.g., due to noisy crowdsourcing
or the use of a predictive model). Our model addresses such motivating
applications in the unsupervised learning setting, by defining a fair cluster
to be one where the color proportions satisfy the upper and lower bound
constraints in expectation. Hence, it captures standard deterministic fair
clustering as a special case.

Outline & Contributions. We begin (§2) with an overview of related
research in general clustering, fairness in general machine learning, as well
as recent work addressing fairness in unsupervised learning. Next (§3), we
define two novel models of clustering when only probabilistic membership is available: the first assumes that colors are unordered, and the second embeds colors into a metric space, thus endowing them with a notion of order and distance. This latter setting addresses use cases where, e.g., we may want to cluster according to membership in classes such as age or income, whose values are naturally ordered. Following this (§4), we present two approximation algorithms with theoretical guarantees in the settings above. We also briefly address the (easier but often realistic) “large cluster” setting, where it is assumed that the optimal solution does not contain pathologically small clusters. Finally (§5), we verify our proposed approaches on four real-world datasets. We note that all proofs are put in the appendix due to the page limit.

2 Related Work

Classical forms of the metric clustering problems $k$-center, $k$-median, and $k$-means are well-studied within the context of unsupervised learning and operations research. While all of these problems are NP-hard, there is a long line of work on approximating them and heuristics are commonly used in many practical applications. This vast area is surveyed by [1] and we focus on approximation algorithms here. For $k$-center, there are multiple approaches to achieve a 2-approximation and this is the best possible unless $P = NP$ [21, 25, 26]. Searches for the best approximations to $k$-median and $k$-means are ongoing. For $k$-median there is a $(2.675 + \epsilon)$-approximation with a running time of $n^{O((1/\epsilon) \log(1/\epsilon))}$ [15] and for $k$-means, a 6.357-approximation is the best known [4].

The study of approximation algorithms that achieve demographic fairness for metric clustering was initiated by [17]. They considered a variant of $k$-center and $k$-median wherein each point is assigned one of two colors and the color of each point is known. Followup work extended the problem setting to the $k$-means objective, multiple colors, and the possibility of a point being assigned multiple colors (i.e. modeling intersecting demographic groups such as gender and race combined) [10, 12, 28]. Other work considers the one-sided problem of preventing over-representation of any one group in each cluster rather than strictly enforcing that clusters maintain proportionality of all groups [3].

In all of the aforementioned cases, the colors (demographic groups) assigned to the points are known a priori. By contrast, we consider a generalization where points are assigned a distribution on colors. We note that
this generalizes settings where each point is assigned a single deterministic color. By contrast, our setting is distinct from the setting where points are assigned multiple colors in that we assume each point has a single true color. In the area of supervised learning, the work of [9] addressed a similar model of uncertain group membership. Other recent work explores unobserved protected classes from the perspective of assessment [30]. However, no prior work has addressed this model of uncertainty for metric clustering problems in unsupervised learning.

3 Preliminaries and Problem Definition

Let \( \mathcal{C} \) be the set of points in a metric space with distance function \( d : \mathcal{C} \times \mathcal{C} \to \mathbb{R}_{\geq 0} \). The distance between a point \( v \) and a set \( S \) is defined as \( d(v, S) = \min_{i \in S} d(i, j) \). In a \( k \)-clustering an objective function \( L^k(\mathcal{C}) \) is given, a set \( S \subseteq \mathcal{C} \) of at most \( k \) points must be chosen as the set of centers, and each point in \( \mathcal{C} \) must get assigned to a center in \( S \) through an assignment function \( \phi : \mathcal{C} \to S \) forming a \( k \)-partition of the original set: \( \mathcal{C}_1, \ldots, \mathcal{C}_k \). The optimal solution is defined as a set of centers and an assignment function that minimizes the objective \( L^k(\mathcal{C}) \). The well known \( k \)-center, \( k \)-median, and \( k \)-means can all be stated as the following problem:

\[
\min_{S:|S| \leq k, \phi} L^k_p(\mathcal{C}) = \min_{S:|S| \leq k, \phi} \left( \sum_{v \in \mathcal{C}} d^p(v, \phi(v)) \right)^{1/p}
\]

where \( p \) equals \( \infty, 1, \) and \( 2 \) for the case of the \( k \)-center, \( k \)-median, and \( k \)-means, respectively. For such problems the optimal assignment for a point \( v \) is the nearest point in the chosen set of centers \( S \). However, in the presence of additional constraints such as imposing a lower bound on the cluster size [2] or an upper bound [5, 18, 31] this property no longer holds. This is also true for fair clustering.

To formulate the fair clustering problem, a set of colors \( \mathcal{H} = \{h_1, \ldots, h_\ell, \ldots, h_m\} \) is introduced and each point \( v \) is mapped to a color through a given function \( \chi : \mathcal{C} \to \mathcal{H} \). Previous work in fair clustering [3, 11, 12, 17] adds to the objective function of (1) the following proportional representation constraint, i.e.:

\[
\forall i \in S, \forall h_\ell \in \mathcal{H} : l_{h_\ell} | \mathcal{C}_i | \leq | \mathcal{C}_{i, h_\ell} | \leq u_{h_\ell} | \mathcal{C}_i | \leq 1
\]

where \( \mathcal{C}_{i, h_\ell} \) is the set of points in cluster \( i \) having color \( h_\ell \). The bounds \( l_{h_\ell}, u_{h_\ell} \in (0, 1) \) are given lower and upper bounds on the proportion of a given color in each cluster, respectively.
In this work we generalize the problem by assuming that the color of each point is not known deterministically but rather probabilistically. We also address the case where the colors lie in a 1-dimensional Euclidean metric space.

### 3.1 Probabilistic Fair Clustering

In probabilistic fair clustering, we generalize the problem by assuming that the color of each point is not known deterministically but rather probabilistically. That is, each point $v$ has a given value $p_h^v$ for each $h \in H$, representing the probability that point $v$ has color $h$, with $\sum_{h \in H} p_h^v = 1$.

The constraints are then modified to have the expected color of each cluster fall within the given lower and upper bounds. This leads to the following optimization problem:

\[
\min_{S:|S| \leq k, \phi} L_p^k(C)
\]

\[
\text{s.t. } \forall i \in S, \forall h \in H : l_h|\phi^{-1}(i)| \leq \sum_{v \in \phi^{-1}(i)} p_h^v \leq u_h|\phi^{-1}(i)|
\]

where $\phi^{-1}(i)$ refers to the set of points assigned to cluster $i$, or in other words $C_i$.

Following [11], we define a $\gamma$ violating solution to be one for which for all $i \in S$:

\[
l_h|\phi^{-1}(i)| - \gamma \leq \sum_{v \in \phi^{-1}(i)} p_h^v \leq u_h|\phi^{-1}(i)| + \gamma
\]

This notion effectively captures the amount $\gamma$, by which a certain solution violates the fairness constraints.

### 3.2 Metric Membership Fair Clustering

Representing a point’s (individual’s) membership using colors may be sufficient for binary or other unordered categorical variables. However, this may leave information “on the table” when a category is, for example, income or age, since colors do not have an inherent sense of order or distance.

For this type of attribute, the membership can be characterized by a 1-dimensional Euclidean space. Without loss of generality, we can represent the set of all possible memberships as the set of all consecutive integers from 0 to some $R > 0$, where $R$ is the maximum value that can be encountered.
Hence, let \( \mathcal{H}_R = \{0, \ldots, r, \ldots, R\} \) where \( r \) is an integer and \( r \geq 0 \). Each point \( v \) has associated with it a value \( r_v \in \mathcal{H}_R \). In this problem we require the average total value of each cluster to be within a given interval. Hence:

\[
\min_{S: |S| \leq k, \phi} L^k_p(C) \tag{5a}
\]

\[
\text{s.t. } \forall i \in S : l|\phi^{-1}(i)| \leq \sum_{v \in \phi^{-1}(i)} r_v \leq u|\phi^{-1}(i)| \tag{5b}
\]

where \( l \) and \( u \) are respectively upper and lower bounds imposed on each cluster.

Similar to section 3.1, we define a \( \gamma \) violating solution to be one for which \( \forall i \in S : \)

\[
l|\phi^{-1}(i)| - \gamma \leq \sum_{v \in \phi^{-1}(i)} r_v \leq u|\phi^{-1}(i)| + \gamma \tag{6}
\]

4 Approximation Algorithms and Theoretical Guarantees

4.1 Algorithms for the Two Color and Metric Membership Case

Our algorithm follows the two step method of [11], although we differ in the LP rounding scheme. Let PFC\((k, p)\) denote the probabilistic fair clustering problem. The color-blind clustering problem, where we drop the fairness constraints, is denoted by Cluster\((k, p)\). Further, define the fair assignment problem FA-PFC\((S, p)\) as the problem where we are given a fixed set of centers \( S \) and the objective is to find an assignment \( \phi \) minimizing \( L^k_p(C) \) and satisfying the fairness constraints \(3b\) for probabilistic fair clustering or \(5b\) for metric-membership. We prove the following (similar to theorem 2 in [11]):

**Theorem 4.1.** Given an \( \alpha \)-approximation algorithm for Cluster\((k, p)\) and a \( \gamma \)-violating algorithm for FA-PFC\((S, p)\), a solution with approximation ratio \( \alpha + 2 \) and constraint violation at most \( \gamma \) can be achieved for PFC\((k, p)\).

Proof. See appendix A.1 \( \square \)

An identical theorem and proof follows for the metric membership problem as well.
4.1.1 Step 1, Color-Blind Approximation Algorithm:

At this step an ordinary (color-blind) $\alpha$-approximation algorithm is used to find the cluster centers. For example, the Gonzalez algorithm [22] can be used for the $k$-center problem or the algorithm of [15] can be used for the $k$-median. This step results in a set $S$ of cluster centers. Since this step does not take fairness into account, the resulting solution does not necessarily satisfy constraints [3b] for probabilistic fair clustering and [5b] for metric-membership.

4.1.2 Step 2, Fair Assignment Problem:

In this step, a linear program (LP) is set up to satisfy the fairness constraints. The variables of the LP are $x_{ij}$ denoting the assignment of point $j$ to center $i$ in $S$. Specifically, the LP is:

\[
\min \sum_{j \in C, i \in S} d^p(i, j)x_{ij} \quad \text{(7a)}
\]

\[
\text{s.t. } \forall i \in S \text{ and } \forall h \in H : \quad l_h \sum_{j \in C} x_{ij} \leq \sum_{j \in C} p_{ij} x_{ij} \leq u_h \sum_{j \in C} x_{ij} \quad \text{(7b)}
\]

\[
\forall j \in C : \sum_{i \in S} x_{ij} = 1, \quad 0 \leq x_{ij} \leq 1 \quad \text{(7d)}
\]

Since the LP above is a relaxation of FA-PFC($S, p$), we have $\text{OPT}_{\text{LP FA-PFC}} \leq \text{OPT}_{\text{FA-PFC}}$. We note that for $k$-center there is no objective, instead we have the following additional constraint: $x_{ij} = 0$ if $d(i, j) > w$ where $w$ is a guess of the optimal radius. Also, for $k$-center the optimal value is always the distance between two points. Hence, through a binary search over the polynomially-sized set of distance choices we can WLOG obtain the minimum satisfying distance. Further, for the metric membership case $p_{ij}, l_h$ and $u_j$ in [7c] are replaced by $r_j, l$ and $u$, respectively.

What remains is to round the fractional assignments $x_{ij}$ resulting from solving the LP.

4.1.3 Rounding for the Two Color and Metric Membership Case

First we note the connection between the metric membership problem and the two color case of probabilistic fair clustering. Effectively the set $H_R = \{0, 1, \ldots, R\}$ is the unnormalized version of the set of probabilities
Algorithm 1 Form Flow Network Edges for Cluster $C_i$

$\vec{A}_i$ are the points $j \in \phi^{-1}(i)$ in non-increasing order of $p_j$
initialize array $\vec{a}$ of size $|C_i|$ to zeros, and set $s = 1$
put the assignment $x_{ij}$ for each point $j$ in $\vec{A}_i$ in $\vec{z}_i$ according the vertex order in $\vec{A}_i$

for $q = 1$ to $|C_i|$ do
    $\vec{a}(q) = \vec{a}(q) + x_{i,\vec{A}_i(s)}$, and add edge $(\vec{A}_i(s), q)$
    $\vec{z}_i(s) = 0$
    $s = s + 1$ \{Move to the next vertex\}
    repeat
        valueToAdd = $\min(1 - \vec{a}(q), \vec{z}_i(s))$
        $\vec{a}(q) = \vec{a}(q) + $valueToAdd, and add edge $(\vec{A}_i(s), q)$
        $\vec{z}_i(s) = \vec{z}_i(s) - $valueToAdd
        if $\vec{z}_i(s) = 0$ then
            $s = s + 1$
        end if
    until $\vec{a}(q) = 1$ or $s > |\vec{A}_i|$ \{until we have accumulated 1 or ran out of vertices\}
end for

$\{0, \frac{1}{\pi}, \frac{2}{\pi}, \ldots, 1\}$. Our rounding method is based on calculating a minimum-cost flow in a carefully constructed graph. For each $i \in S$, a set $C_i$ with $|C_i| = \left\lceil \sum_{j \in \mathcal{C}} x_{ij} \right\rceil$ vertices is created. Moreover, the set of vertices assigned to cluster $i$, i.e. $\phi^{-1}(i) = \{ j \in \mathcal{C} \mid x_{ij} > 0 \}$ are sorted in a non-increasing order according to the associated value $r_j$ and placed into the array $\vec{A}_i$. A vertex in $C_i$ (except possibly the last) is connected to as many vertices in $\vec{A}_i$ by their sorting order until it accumulates an assignment value of 1. A vertex in $\vec{A}_i$ may be connected to more than one vertex in $C_i$ if that causes the first vertex in $C_i$ to accumulate an assignment value of 1 with some assignment still remaining in the $\vec{A}_i$ vertex. In this case the second vertex in $C_i$ would take only what remains of the assignment. See Algorithm for full details. Appendix C demonstrates an example.

We denote the set of edges that connect all points in $\mathcal{C}$ to points in $C_i$ by $E_{\mathcal{C}, C_i}$. Also, let $V_{\text{flow}} = \mathcal{C} \cup (\cup_{i \in S} C_i) \cup S \cup \{t\}$ and $E_{\text{flow}} = E_{\mathcal{C}, C_i} \cup E_{C_i, S} \cup E_{S, t}$, where $E_{C_i, S}$ has an edge from every vertex in $C_i$ to the corresponding center $i \in S$. Finally $E_{S, t}$ has an edge from every vertex $i$ in $S$ to the sink $t$ if $\sum_{j \in \mathcal{C}} x_{ij} > \left\lceil \sum_{j \in \mathcal{C}} x_{ij} \right\rceil$. The demands, capacities, and costs of the network are:
• **Demands**: Each \( v \in C \) has demand \( d_v = -1 \) (a supply of 1), \( d_u = 0 \) for each \( u \in C_i \), \( d_i = \sum_{j \in C} x_{ij} \) for each \( i \in S \). Finally \( t \) has demand \( d_t = |C| - \sum_{i \in S} d_i \).

• **Capacities**: All edge capacities are set to 1.

• **Costs**: All edges have cost 0, except the edges in \( E_{C,C_i} \) where \( \forall (v, u) \in E_{C,C_i}, d(v, u) = d(v, i) \) for the \( k \)-median and \( d(v, u) = d^2(v, i) \) for the \( k \)-center, either setting suffices.

See Figure 1 for an example. It is clear that the entire demand is \( |C| \) and that this is the maximum possible flow. The LP solution attains that flow. Further, since the demands, capacities and distances are integers, an optimal integral minimum-cost flow can be found in polynomial time. If \( \bar{x}_{ij} \) is the integer assignment that resulted from the flow computation, then violations are as follows:

**Theorem 4.2.** The number of vertices assigned to a cluster (cluster size) is violated by at most 1, i.e. \( |\sum_{j \in C} \bar{x}_{ij} - \sum_{j \in C} x_{ij}| \leq 1 \). Further for metric membership, the violation in the average value is at most \( 2R \), i.e. \( |\sum_{j \in C} \bar{x}_{ij}r_j - \sum_{j \in C} x_{ij}r_j| \leq 2R \). It follows that for the probabilistic case, the violation in the expected value is at most 2.

**Proof.** For a given center \( i \), every vertex \( q \in C_i \) is assigned some vertices and adds value \( \sum_{j \in \phi^{-1}(i,q)} R_j x_{iq}^q \) to the entire average (expected) value of cluster \( i \) where \( \phi^{-1}(i,q) \) refers to the subset in \( \phi^{-1}(i) \) assigned to \( q \). After the rounding, \( \sum_{j \in \phi^{-1}(i,q)} R_j x_{iq}^q \) will become \( \sum_{j \in \phi^{-1}(i,q)} R_j \bar{x}_{iq}^q \). Denoting
max \( j \in \phi^{-1}(i,q) \) \( R_j \) and min \( j \in \phi^{-1}(i,q) \) \( R_j \) by \( R_{q,i}^{\max} \) and \( R_{q,i}^{\min} \), respectively. The following bounds the maximum violation:

\[
\sum_{q=1}^{\left\lvert C_i \right\rvert} \left( \sum_{j \in \phi^{-1}(i,q)} R_j x_{qij}^q \right) - \sum_{q=1}^{\left\lvert C_i \right\rvert} \left( \sum_{j \in \phi^{-1}(i,q)} R_j x_{qij}^q \right)
\]

\[
= \sum_{q=1}^{\left\lvert C_i \right\rvert} \sum_{j \in \phi^{-1}(i,q)} \left( R_j x_{qij}^q - R_j x_{qij}^q \right)
\]

\[
\leq R_{|C_i|,i}^{\max} + \sum_{q=1}^{\left\lvert C_i \right\rvert - 1} R_{q,i}^{\max} - R_{q,i}^{\min}
\]

\[
= R_{|C_i|,i}^{\max} + \left( R_{1,i}^{\max} - R_{1,i}^{\min} \right) + \left( R_{2,i}^{\max} - R_{2,i}^{\min} \right) + \left( R_{3,i}^{\max} - R_{3,i}^{\min} \right) + \cdots + \left( R_{|C_i|-1,i}^{\max} - R_{|C_i|-1,i}^{\min} \right)
\]

\[
\leq R_{|C_i|,i}^{\max} + \left( R_{1,i}^{\max} - R_{1,i}^{\min} \right) + \left( R_{1,i}^{\min} - R_{2,i}^{\min} \right) + \left( R_{2,i}^{\min} - R_{3,i}^{\min} \right) + \cdots + \left( R_{|C_i|-2,i}^{\min} - R_{|C_i|,i}^{\min} \right)
\]

\[
\leq R_{|C_i|,i}^{\max} + R_{1,i}^{\max} - R_{|C_i|-1,i}^{\min}
\]

\[
\leq 2R - 0 = 2R
\]

where we invoked the fact that \( R_{k,i}^{\max} \leq R_{k-1,i}^{\min} \). By a similar argument it can be shown that the maximum drop is \(-2R\). For the probabilistic case, simply \( R = 1 \).

Our rounding scheme results in a violation for the two color probabilistic case that is at most 2, whereas for metric-membership it is \( 2R \). The violation of \( 2R \) for the metric membership case suggests that the rounding is too loose, therefore we show a lower bound of at least \( R \) for any rounding scheme applied to the resulting solution. This also makes our rounding asymptotically optimal.

**Theorem 4.3.** Any rounding scheme applied to the resulting solution has a fairness constraint violation of at least \( \frac{R}{2} \) in the worst case.

**Proof.** Consider the following instance (in Figure 2) with 5 points. Points 2 and 4 are chosen as the centers and both clusters have the same radius. The entire set has average color: \( \frac{2(0)+2(\frac{R}{2})+R}{5} = \frac{R}{2} \). If the upper and lower values are set to \( u = l = \frac{R}{2} \), then the fractional assignments for cluster
1 can be: \( x_{21} = 1, x_{22} = 1, x_{23} = \frac{1}{2} \), leading to average color \( \frac{\frac{3R}{4} + 0 + R}{1 + 1 + \frac{1}{2}} = \frac{R}{2} \).

For cluster 2 we would have: \( x_{43} = \frac{1}{2}, x_{44} = 1, x_{45} = 1 \) and the average color is \( \frac{R(\frac{3}{4} + \frac{1}{4})}{2} = \frac{\frac{5R}{2}}{2} = \frac{R}{2} \). Only assignments \( x_{23} \) and \( x_{43} \) are fractional and hence will be rounded. WLOG assume that \( x_{23} = 1 \) and \( x_{43} = 0 \). It follows that the change (violation) in the assignment \( \sum_j r_j x_{ij} \) for a cluster \( i \) will be \( \frac{R}{2} \). Consider cluster 1, the resulting color is \( \frac{3R}{4} + R = \frac{7R}{4} \), the change is \( |\frac{7R}{4} - \frac{5R}{4}| = \frac{R}{2} \). Similarly, for cluster 2 the change is \( |\frac{5R}{4} - \frac{3R}{4}| = \frac{R}{2} \).

Figure 2: Points 2 and 4 have been selected as centers by the integer solution. Each points has its value written next to.

\[ \square \]

### 4.2 Algorithms for the Multiple Color Case Under a Large Cluster Assumption:

First, we point out that for the multi-color case, the algorithm is based on the assumption that the cluster size is large enough. Specifically:

**Assumption 4.1.** Each cluster in the optimal solution should have size at least \( L = \Omega(n^r) \) where \( r \in (0, 1) \).

We firmly believe that the above is justified in real datasets. Nonetheless, the ability to manipulate the parameter \( r \), gives us enough flexibility to capture all occurring real-life scenarios.

**Theorem 4.4.** If Assumption 4.1 holds, then independent sampling results in the amount of color for each clusters to be concentrated around its expected value with high probability.

**Proof.** First, each cluster \( C_i \) has an amount of color \( h_t \) equal to \( S_{C_i}^{h_t} \) with \( E[S_{C_i}^{h_t}] = \sum_{v \in C_i} p_{h_t}^v \) according to theorem B.2. Furthermore, since the cluster is valid it follows that: \( h_t \leq E[S_{C_i}^{h_t}] \leq u_{h_t} \). Define \( l_{\min} = \min_{h_t \in \mathcal{H}} \{l_{h_t}\} > 0 \),
then for any $\delta \in [0, 1]$ by Theorem [B.1] we have:

$$\Pr(|S_{C_i}^h - E[S_{C_i}^h]| > \delta E[S_{C_i}^h]) \leq 2e^{-\frac{2E[S_{C_i}^h]|^2}{3}}$$

$$\leq 2 \exp(-\frac{\delta^2}{3} \sum_{v \in C_i} p_v^h) \leq 2 \exp(-\frac{\delta^2}{3} Ll_{min})$$

This upper bounds the failure probability for a given cluster. For the entire set we use the union bound and get:

$$\Pr(\exists i \in \{1, \ldots, k\}, h \in H \text{ s.t. } |S_{C_i}^h - E[S_{C_i}^h]| > \delta E[S_{C_i}^h])$$

$$\leq 2k|H| \exp(-\frac{\delta^2}{3} Ll_{min}) \leq 2 \frac{n}{L^2} |H| \exp(-\frac{\delta^2}{3} Ll_{min})$$

$$\leq 2|H| n^{1-r} \exp(-\frac{\delta^2}{3} l_{min}^r)$$

It is clear that given $r, \delta$, and $l_{min}$ there exists a constant $c$ such that the above is bounded by $\frac{1}{n^c}$. Therefore, the result holds with high probability. \qed

Given Theorem 4.4 our solution essentially forms a reduction from the problem of probabilistic fair clustering $PFC(k, p)$ to the problem of deterministic fair clustering with lower bounded clusters which we denote by $DFC_{LB}(k, p, L)$ (the color assignments are known deterministically and each cluster is constrained to have size at least $L$). Our algorithm [2] involves

**Algorithm 2 Algorithm for Large Cluster PFC($k, p$)**

**Input:** $C, d, k, p, L, \{[(l_{hi}, u_{hi})]_{h_i \in H}$

Relax the upper and lower by $\epsilon$: $\forall h \in H, l_{hi} \leftarrow l_{hi} (1 - \epsilon)$ and $u_{hi} \leftarrow u_{hi} (1 + \epsilon)$

For each point $v \in C$ sample its color independently according to $p_v^h$

Solve the deterministic fair clustering problem with lower bounded clusters $DFC_{LB}(k, p, L)$ over the generated instance and return the solution.

three steps. In the first step, the upper and lower bounds are relaxed since although we have high concentration guarantees around the expectation in the worst case the expected value may not be realizable (could not be an integer). Moreover the upper and lower bounds could coincide with the expected value causing violations of the bounds with high probability. See appendix [B] for more details.
After that, the color assignments are sampled independently. The following deterministic fair clustering problem is solved for resulting set of points:

\[
\min_{S: |S| \leq k, \phi} L_p^k(C) \tag{8a}
\]

s.t. \( \forall i \in S : (1 - \delta)l_{hi} |C_i| \leq |C_{i,h} | \leq (1 + \delta)u_{hi} |C_i| \) \tag{8b}

\( \forall i \in S : |C_i| \geq L \) \tag{8c}

The difference between the original deterministic fair clustering problem and the above is that the bounds are relaxed by \( \epsilon \) and a lower bound \( L \) is required on the cluster size. This is done in order to guarantee that the resulting solution satisfies the relaxed upper and lower bounds in expectation, because small size clusters do not have a Chernoff bound and therefore nothing ensures that they are valid solutions to the original PFC\((k, p)\) problem.

The algorithm for solving deterministic fair clustering with lower bounded cluster sizes DFC\(_{LB}\) is identical to the algorithm for solving the original deterministic fair clustering \([11, 12]\) problem with the difference being that the setup LP will have a bound on the cluster size. That is we include the following constraint \( \forall i \in S : \sum_{ij} x_{ij} \geq L \). However, the lower bound on the cluster size causes an issue, since it is possible that a center or centers from the color-blind solution need to be closed. Therefore, we have to try all possible combinations for opening and closing the centers. Since there are at most \( 2^k \) possibilities, this leads to a run-time that is fixed parameter tractable \( O(2^k \text{poly}(n)) \). In theorem \( A.2 \) we show that this leads to an approximation ratio of \( \alpha + 2 \) like the ordinary (deterministic) fair clustering case, where again \( \alpha \) is the approximation ratio of the color blind algorithm. See also appendix \( D \) for further details.

**Theorem 4.5.** Given an instance of the probabilistic fair clustering problem \( \text{PFC}(k, p) \), with high probability algorithm 2 results in a solution with violation at most \( \epsilon \) and approximation ratio \( (\alpha + 2) \) in \( O(2^k \text{poly}(n)) \) time.

**Proof.** First, given an instance \( I_{\text{PFC}} \) of probabilistic fair clustering with optimal value \( \text{OPT}_{\text{PFC}} \) the clusters in the optimal solution would with high probability be a valid solution for the deterministic setting, as showed in Theorem \( 4.4 \). Moreover the objective value of the solution is unchanged. Therefore, the resulting deterministic instance would have \( \text{OPT}_{\text{DFC}_{LB}} \leq \text{OPT}_{\text{PFC}} \). Hence, the algorithm will return a solution with cost at most \( (\alpha + 2) \text{OPT}_{\text{DFC}_{LB}} \leq (\alpha + 2) \text{OPT}_{\text{PFC}} \).
For the solution SOL\textsubscript{DFCLb} returned by the algorithm, each cluster is of size at least \( L \), and the Chernoff bound guarantees that the violation in expectation is at most \( \epsilon \) with high probability.

The run-time comes from the fact that DFC\textsubscript{LB} is solved in \( O(2^k \text{poly}(n)) \) time.

\section{Experiments}

We now evaluate the performance of our algorithms over a collection of real-world datasets. We give experiments in the two (unordered) color case (§5.2), metric membership (i.e., ordered color) case (§5.3), as well as under the large cluster assumption (§5.4). We include experiments for the \( k \)-means case here, and the (qualitatively similar) \( k \)-center and \( k \)-median experiments to Appendix F.

\subsection{Experimental Framework}

\textbf{Hardware & Software.} We used only commodity hardware through the experiments: Python 3.6 on a MacBook Pro with 2.3GHz Intel Core i5 processor and 8GB 2133MHz LPDDR3 memory. A state-of-the-art commercial optimization toolkit, CPLEX [37], was used for solving all linear programs (LPs). NetworkX [23] was used to solve minimum cost flow problems, and Scikit-learn [41] was used for standard machine learning tasks such as training SVMs, pre-processing, and performing traditional \( k \)-means clustering.

\textbf{Color-Blind Clustering.} The color-blind clustering algorithms we use are as follows.

- [22] gives a 2-approximation for \( k \)-center.
- We use Scikit-learn’s \texttt{k-means++} module.
- We use the 5-approximation algorithm due to [8] modified with \( D \)-sampling [7] according to [11].

\textbf{Generic-Experimental Setup and Measurements.} For a chosen dataset, a given color \( h \) would have a proportion \( f_h = \frac{|v \in C | \chi(v) = h|}{|C|} \). Following [11], the lower bound is set to \( l_h = (1 - \delta)r_h \) and the upper bound is to \( u_h = \frac{f_h}{(1 - \delta)} \). For metric membership, we similarly have \( f = \sum_{v \in C} r_v \) as the proportion, \( l = (1 - \delta)f \) and \( u = \frac{f}{1 - \delta} \) as the lower and upper bound, respectively. We set \( \delta = 0.2 \), as [11] did, unless stated otherwise.

For each experiment, we measure the price of fairness \( \text{POF} = \frac{\text{Fair Solution Cost}}{\text{Color-Blind Cost}} \).
We also measure the maximum additive violation $\gamma$ as it appears in inequalities 4 and 6.

### 5.2 Two Color Case

Here we test our algorithm for the case of two colors with probabilistic assignment. We use the Bank dataset [40] which has 4,521 data points. We choose marital status, a categorical variable, as our fairness (color) attribute. To fit the binary color case, we merge single and divorced into one category. Similar to the supervised learning work due to [9], we make Bank’s deterministic color assignments probabilistic by independently perturbing them for each point with probability $p_{\text{noise}}$. Specifically, if $v$ originally had color $c_v$, then now it has color $c_v$ with probability $1 - p_{\text{noise}}$ instead. To make the results more interpretable, we define $p_{\text{acc}} = 1 - p_{\text{noise}}$. Clearly, $p_{\text{acc}} = 1$ corresponds to the deterministic case, and $p_{\text{acc}} = \frac{1}{2}$ corresponds to completely random assignments.

First, in Fig. 3(a), we see that the violations of the color-blind solution can be as large as 25 whereas our algorithm is within the theoretical guarantee that is less than 1. In Fig. 3(b), we see that in spite of the large violation, fairness can be achieved at a low relative efficiency loss, not exceeding 2% (POF $\leq 1.02$).

![Graphs showing results](image)

**Figure 3:** For $p_{\text{acc}} = 0.7$ & $p_{\text{acc}} = 0.8$, showing (a): #clusters vs. maximum additive violation; (b): #clusters vs. POF.

How does labeling accuracy level $p_{\text{acc}}$ impact this problem? Fig. 4 shows $p_{\text{acc}}$ vs POF for $\delta = 0.2$ and $\delta = 0.1$. At $p_{\text{acc}} = \frac{1}{2}$, color assignments are completely random and the cost is, as expected, identical to color-blind cost. As $p_{\text{acc}}$ increases, the colors of the vertices become more differentiated, causing POF to increase, eventually reaching the maximum at $p_{\text{acc}} = 1$ which is the deterministic case.
Figure 4: Plot showing $p_{\text{acc}}$ vs POF, (a): $\delta = 0.2$ and (b): $\delta = 0.1$.

Next, we test against an “obvious” strategy when faced with probabilistic color labels: simply threshold the probability values, and then run a deterministic fair clustering algorithm. Fig. 5(a) shows that this may indeed work for guaranteeing fairness, as the proportions may be satisfied with small violations; however, it comes at the expense of a much higher POF. Fig. 5(b) supports this latter statement: our algorithm can achieve the same violations with smaller POF. Further, running a deterministic algorithm over the thresholded instance may result in an infeasible problem.¹

Figure 5: Comparing our algorithm to thresholding followed by deterministic fair clustering: (a) maximum violation, (b) POF.

¹An intuitive example of infeasibility: consider the two color case where $p_v = \frac{1}{2} + \epsilon, \forall v \in \mathcal{C}$ for some small positive $\epsilon$. Thresholding drastically changes the overall probability to 1; therefore no subset of points would have proportion around $\frac{1}{2} + \epsilon$.
5.3 Metric Membership

Here we test our algorithm for the metric membership problem. We use two additional well-known datasets: Adult [33], with age being the fairness attribute, and CreditCard [45], with credit being the fairness attribute. We apply a pre-processing step where for each point we subtract the minimum value of the fairness attribute over the entire set. This has the affect of reducing the maximum fairness attribute value, therefore reducing the maximum possible violation of $\frac{1}{2}R$, but still keeping the values non-negative.

Fig. 6 shows POF with respect to the number of clusters. For the Adult dataset, POF is at most less than 5%, whereas for the CreditCard dataset it is as high at 25%. While the POF, intuitively, rises with the number of clusters allowed, it is substantially higher with the CreditCard dataset. This may be explained because of the correlation that exists between credit and other features represented in the metric space.

![Figure 6: Plot showing the number of clusters vs POF](image)

In Fig. 7 we compare the number of clusters against the normalized maximum additive violation. The normalized maximum additive violation is the same maximum additive violation $\gamma$ from inequality 6—but normalized by $R$. We see that the normalized maximum additive violation is indeed less than 2 as theoretically guaranteed by our algorithm, whereas for the color-blind solution it is as high a 250.

5.4 The Large Cluster Assumption

Here we test our algorithm for the case of probabilistically assigned multiple colors under Assumption 4.1, which addresses cases where the optimal clustering does not include pathologically small clusters. We use the Census1990 [38] dataset. We note that Census1990 is large, with over
2.4 million points. We use age groups (attribute $\text{dAge}$ in the dataset) as our fairness attribute, which yields 7 age groups (colors).\footnote{Group 0 is extremely rare, to the point that it violates the “large cluster” assumption for most experiments; therefore, we merged it with Group 1, its nearest age group.} We then sample 100,000 data points and use them to train an SVM classifier\footnote{We followed standard procedures and ended up with a standard RBF-based SVM; the accuracy of this SVM is somewhat orthogonal to the message of this paper, and rather serves to illustrate a real-world, noisy labeler.} to predict the age group memberships. The classifier achieves an accuracy of around 68%. We use the classifier to predict the memberships of another 100,000 points not included in the training set, and sample from that to form the probabilistic assignment of colors. Although as stated earlier we should try all possible combinations in closing and opening the color-blind centers, we keep all centers as they are. It is expected that this heuristic would not lead to a much higher cost if the dataset and the choice of the color-blind centers is sufficiently well-behaved.

Fig. 8 shows the output of our large cluster algorithm over 100,000 points and $k = 5$ clusters with varying lower bound assumptions. Since the clusters here are large, we normalize the additive violations by the cluster size. We see that our algorithm results in normalized violation that decrease as the lower bound on the cluster size increases. The POF is high relative to our previous experiments, but still less than 50%.
Figure 8: Plot showing the performance of our independent sampling algorithm over the Census1990 dataset for $k = 5$ clusters with varying values on the cluster size lower bound: (a) maximum violation normalized by the cluster size, (b) the price of fairness.

6 Conclusions & Future Research

Prior research in fair clustering assumes deterministic knowledge of group membership. We generalized prior work by assuming probabilistic knowledge of group membership. In this new model, we presented novel clustering algorithms in this more general setting with approximation ratio guarantees. We also addressed the problem of “metric membership,” where different groups have a notion of order and distance—this addresses real-world use cases where parity must be ensured over, e.g., age or income. We also conducted experiments on slates of datasets. The algorithms we propose come with strong theoretical guarantees; on real-world data, we showed that those guarantees are easily met. Future research directions involve the assignment of multiple colors (e.g., race as well as self-reported gender) to vertices, in addition to the removal of assumptions such as the large cluster assumption.

7 Broader Impact

Guaranteeing that the color proportions are maintained in each cluster satisfies group (demographic) fairness in clustering. In real-world scenarios, however, group membership may not be known with certainty but rather probabilistically (e.g., learned by way of a machine learning model). Our paper addresses fair clustering in such a scenario and therefore both gener-
alizes that particular (and well-known) problem statement and widens the scope of the application. In settings where a group-fairness-aware clustering algorithm is appropriate to deploy, we believe our work could increase the robustness of those systems. That said, we do note (at least) two broader points of discussion that arise when placing potential applications of our work in the greater context of society:

- We address a specific definition of fairness. While the formalization we address is a common one that draws directly on legal doctrine such as the notion of disparate impact, as expressed by [19] and others, we note that the Fairness, Accountability, Transparency, and Ethics (FATE) in machine learning community has identified many such definitions [14]. Yet, there is a growing body of work exploring the gaps between the FATE-style definitions of fairness and those desired in industry (see, e.g., recent work due to Holstein et al. [27] that interviews developers about their wants and needs in this space), and there is growing evidence that stakeholders may not even comprehend those definitions in the first place Saha et al. [42]. Indeed, “deciding on a definition of fairness” is an inherently morally-laden, application-specific decision, and we acknowledge that making a prescriptive statement about whether or not our model is appropriate for a particular use case is the purview of both technicians, such as ourselves, and policymakers and/or other stakeholders.

- Our work is motivated by the assumption that, in many real-world settings, group membership may not be known deterministically. If group membership is being estimated by a machine-learning-based model, then it is likely that this estimator itself could incorporate bias into the membership estimate; thus, our final clustering could also reflect that bias. As an example, take a bank in the United States; here, it may not be legal for a bank to store information on sensitive attributes—a fact made known recently by the “Apple Card” fiasco of late 2019 [32]. Thus, to audit algorithms for bias, it may be the case that either the bank or a third-party service infers sensitive attributes from past data, which likely introduces bias into the group membership estimate itself. (See recent work due to Chen et al. [16] for an in-depth discussion from the point of view of an industry-academic team.)

We have tried to present this work without making normative statements about, e.g., the definition of fairness used; still, we emphasize the importance of open dialog with stakeholders in any system, and acknowledge that our
proposed approach serves as one part of a larger application ecosystem.
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A Omitted Proofs

A.1 Proof of Theorem 4.1

Proof. Let $I_{PFC}$ a given instance of $PFC(k, p)$, $SOL_{PFC} = (S^*_PFC, \phi^*_PFC)$ the optimal solution of $I_{PFC}$ and $OPT_{PFC}$ its corresponding optimal value. Also, for $Cluster(k, p)$ and for any instance of it, the optimal value is denoted by $OPT_{Cluster}$ and the corresponding solution by $SOL_{Cluster} = (S^*_Cluster, \phi^*_Cluster)$.

The proof closely follows that from [11]. First running the color-blind $\alpha$ approximation algorithm results in a set of centers $S$, an assignment $\phi$, and a solution value that is at most $\alpha \cdot OPT_{Cluster} \leq \alpha \cdot OPT_{PFC}$. Note that $OPT_{Cluster} \leq OPT_{PFC}$ since $PFC(k, p)$ is a more constrained problem than $Cluster(k, p)$. Now we establish the following lemma:

Lemma A.1. $OPT_{FA-PFC} \leq (\alpha + 2) \cdot OPT_{PFC}$

Proof. The lemma is established by finding the instance satisfying the inequality. Let $\phi'(v) = \arg\min_{i \in S} d(i, \phi^*_PFC(v))$, i.e. an assignment that routes the vertices from the optimal center to the nearest center in color-blind solution $S$. For any point $v$ the following holds:

$$d(v, \phi'(v)) \leq d(v, \phi^*_PFC(v)) + d(\phi^*_PFC(v), \phi'(v))$$

$$\leq d(v, \phi^*_PFC(v)) + d(\phi^*_PFC(v), \phi(v))$$

$$\leq d(v, \phi^*_PFC(v)) + d(v, \phi^*_PFC(v)) + d(v, \phi(v))$$

$$\leq 2d(v, \phi^*_PFC(v)) + d(v, \phi(v))$$

stacking the distance values in the vectors $d(v, \phi'(v)), d(v, \phi^*_PFC(v))$, and $d(v, \phi(v))$.

By the virtue of the fact that $(\sum_{v \in C} x_p(v))^{1/p}$ is the $\ell_p$-norm of the associated vector $\vec{x}$ and since each entry in $d(v, \phi'(v))$ is non-negative, the triangular inequality for norms implies:

$$\left(\sum_{v \in C} d^p(v, \phi'(v))\right)^{1/p} \leq 2\left(\sum_{v \in C} d^p(v, \phi^*_PFC(v))\right)^{1/p}$$

$$+ \left(\sum_{v \in C} d^p(v, \phi(v))\right)^{1/p}$$

It remains to show that $\phi'$ satisfies the fairness constraints [3] for any color $h_i$ and any center $i$ in $S$, denote $N(i) = \{ j \in S^*_PFC : \arg\min_{i \in S} d(i', j) = i \}$, then we have:

$$\frac{\sum_{v \in \phi'^{-1}(i)} p^h_i}{|\phi'^{-1}(i)|} = \frac{\sum_{j \in N(i)} \left(\frac{\sum_{v \in \phi'^{-1}(j)} p^h_v}{|\phi'^{-1}(j)|}\right)}{\sum_{j \in N(i)} |\phi'^{-1}(j)|}$$
It follows by algebra and the lower and upper fairness constrain bounds satisfied by $\phi^*_PFC$:

\[
l_{ht} \leq \min_{j \in N(i)} \left( \sum_{v \in \phi^{-1}_{PFC}(j)} p^h_v \right) \frac{1}{|\phi^{-1}_{PFC}(j)|} \leq \sum_{j \in N(i)} \left( \sum_{v \in \phi^{-1}_{PFC}(j)} p^h_v \right) \frac{1}{\sum_{j \in N(i)} |\phi^{-1}_{PFC}(j)|} \leq \max_{j \in N(i)} \left( \sum_{v \in \phi^{-1}_{PFC}(j)} p^h_v \right) \frac{1}{|\phi^{-1}_{PFC}(j)|} \leq u_{ht}
\]

This shows that there exists an instance for FA-PFC that both satisfies the fairness constraints and has cost $\leq 2 \text{OPT}_{PFC} + \alpha \text{OPT}_{\text{Cluster}} \leq (\alpha + 2) \text{OPT}_{PFC}$.

Now combining the fact that we have an $\alpha$ approximation ratio for the color-blind problem, along with an algorithm that achieves a $\gamma$ violation to FA-PFC with a value equal to the optimal value for FA-PFC, the proof for theorem 4.1 is complete.

**A.2 General Theorem for Lower Bounded Deterministic Fair Clustering**

Before stating the theorem and proof, we introduce some definitions. Let FA-PFC-LB denote the fair assignment problem with lower bounded cluster sizes. Specifically, in FA-PFC-LB($S, p, L$) we are given a set of clusters $S$ and we seek to find an assignment $\phi : C \rightarrow S$ so that the fairness constraints $SB$ are satisfied, in addition to constraint $SC$ for lower bounding the cluster size by at least $L$.

Note that although we care about the deterministic case, the statement and proof hold for the probabilistic case. Since the deterministic case is a special case of the probabilistic, the proof follows for the deterministic case as well.

**Theorem A.1.** Given an $\alpha$ approximation algorithm for the color blind clustering problem Cluster($k, p$) and a $\gamma$ violating algorithm for the fair assignment problem with lower bounded cluster sizes FA-PFC-LB($S, p, L$), a solution with approximation ratio $\alpha + 2$ and violation at most $\gamma$ can be achieved.
for the deterministic fair clustering problem with lower bounded cluster size DFC\(_{LB}(k,p)\) in time that is fixed parameter tractable \(O(2^k \text{poly}(n))\).

Proof. First running the color-blind \(\alpha\) approximation algorithm results in a set of centers \(S\), an assignment \(\phi\), and a solution value that is at most \(\alpha \cdot \text{OPT}\). 

Now we establish the equivalent to lemma A.1 for this problem:

Lemma A.2. For the fair assignment problem with lower bounded cluster sizes FA-PFC-LB, we can obtain a solution of cost at most \((\alpha + 2) \cdot \text{OPT}\) in fixed-parameter tractable time \(O(2^k \text{poly}(n))\).

Proof. The proof is very similar to the proof for lemma A.1. Letting \(SOL_{DFC_{LB}}^* = (S_{DFC_{LB}}^*, \phi_{DFC_{LB}}^*)\) denote the optimal solution to DFC\(_{LB}\) with optimal value \(\text{OPT}_{DFC_{LB}}\). Similarly, define the assignment \(\phi'(v) = \arg\min_{i \in S} d(i, \phi_{DFC_{LB}}^*(v))\), i.e. an assignment which routes vertices from the optimal center to the closest center in the color-blind solution. By identical arguments to those in the proof of lemma A.1, it follows that:

\[
\left( \sum_{v \in C} d^p(v, \phi'(v)) \right)^{1/p} \leq 2 \left( \sum_{v \in C} d^p(v, \phi_{DFC_{LB}}^*(v)) \right)^{1/p} \\
+ \left( \sum_{v \in C} d^p(v, \phi(v)) \right)^{1/p}
\]

and that:

\[
l_{hi} \leq \frac{\sum_{v \in \phi'^{-1}(i)} p_{hi}^v}{|\phi'^{-1}(i)|} \leq u_{hi}
\]

What remains is to show that each cluster is lower bounded by \(L\). Here we note that a center in \(S\) will either be allocated the vertices of one or more centers in \(S_{DFC_{LB}}^*\) or it would not be allocated any vertices at all. If it is not allocated any vertices, then it is omitted as a center (since no vertices are assigned to it). If vertices for a center or more are routed to it, then it will have a cluster of size \(\sum_{j \in N(i)} |\phi_{DFC_{LB}}^*(j)| \geq L\). This follows since any center in the optimal solution to DFC\(_{LB}\) must satisfy the lower bound \(L\). The issue is that we do not know if a color-blind center is not allocated any vertices and should be omitted. However, we can try all possible closed and open combinations for the color-blind centers and solve the FA-PFC-LB for each combination. This can be done in \(O(2^k \text{poly}(n))\) time (fixed-parameter tractable). \(\square\)
Now combining the fact that we have an $\alpha$ approximation ratio for the color-blind problem, along with an algorithm that achieves a $\gamma$ violation to FA-PFC-LB with value equal to the optimal value for FA-PFC-LB, the proof for theorem A.2 is complete.

B Further details on Independent Sampling and Large Cluster Solution

Here we introduce more details about independent sampling. In section B.1 we discuss the concentration bounds associated with the algorithm. In section B.2 we show that relaxing the upper and lower bounds might be necessary for the algorithm to have a high probability of success. Finally, in section B.3 we show that not enforcing a lower bound when solving the deterministic fair instance may lead to invalid solutions.

B.1 Independent Sampling and the Resulting Concentration Bounds

We recall the Chernoff bound theorem for the sum of a collection of independent random variables.

**Theorem B.1.** Given a collection of $n$ many binary random variables where $\Pr[X_j = 1] = p_j$ and $S = \sum_{j=1}^{n} X_j$. Then $\mu = \mathbb{E}[S] = \sum_{j=1}^{n} p_j$ and the following concentration bound holds for $\delta \in (0, 1)$:

$$\Pr(|S - \mu| > \delta\mu) \leq 2e^{-\mu\delta^2/3}$$

In the following theorem we show that although we do not know the true joint probability distribution $D_{\text{True}}$, sampling according to the marginal probability $p_{h\ell}^v$ for each point $v$ results in the amount of color having the same expectation for any collection of points. But furthermore, the amount of color would have a Chernoff bound for the independently sampled case.

**Theorem B.2.** Let $\Pr_{D_{\text{True}}}[X_1 = x_1, \ldots, X_n = x_n]$ equal the probability that $(X_1 = x_1, \ldots, X_n = x_n)$ where $X_i$ is the random variable for the color of vertex $i$ and $x_i \in \mathcal{H}$ ($\mathcal{H}$ being the set of colors) is a specific value for the realization and the probability is according to the true unknown joint probability distribution $D_{\text{True}}$. Using $X_{i}^{ht}$ for the indicator random variable of color $h_t$ for vertex $i$, then for any collection of points $C$, the amount of color $h_t$ in the collection is $S_{D_{\text{True}}}^{ht} = \sum_{i \in C} X_{i}^{ht}$ when sampling according
to $D_{True}$ and it is $S_{Indep}^{h_\ell} = \sum_{i \in C} X_i^{h_\ell}_{D_{Indep}}$ when independent sampling is done. We have that:

- **In general:** $\Pr_{D_{True}}[X_1 = x_1, \ldots, X_n = x_n] \neq \Pr_{D_{Indep}}[X_1 = x_1, \ldots, X_n = x_n]$.

- **Expectations agree on the amount of color:** $E[S_{D_{True}}^{h_\ell}] = E[S_{D_{Indep}}^{h_\ell}]$.

- **The amount of color has a Chernoff bound for the independently sampled case $S_{D_{Indep}}^{h_\ell}$**.

Proof. The first point follows since we simply don’t have the same probability distribution. The second is immediate from the linearity of expectations and the fact that both distributions agree in the marginal probabilities ($\Pr_{D_{True}}[X_i = h_\ell] = \Pr_{D_{Indep}}[X_i = h_\ell] = p_i^{h_\ell}$):

$$E[S_{D_{Indep}}^{h_\ell}] = E \left[ \sum_{i \in C} X_i^{h_\ell}_{D_{Indep}} \right] = \sum_{i \in C} E \left[ X_i^{h_\ell}_{D_{Indep}} \right] = \sum_{i \in C} p_i^{h_\ell} = \sum_{i \in C} E \left[ X_i^{h_\ell}_{D_{True}} \right] = E[S_{D_{True}}^{h_\ell}]$$

The last point follows from the fact that $S_{D_{Indep}}^{h_\ell}$ is a sum of independent random variables and therefore the Chernoff bound has to hold (B.1). \qed

### B.2 Relaxing the Upper and Lower Bounds

Suppose for an instance $P_{PFC}$ of probabilistic fair clustering that there exists a color $h_\ell$ for which the the upper and lower proportion bounds are equal, i.e. $l_{h_\ell} = u_{h_\ell}$. Suppose the optimal solution $SOL_{PFC} = (S_{PFC}^*, \phi_{PFC}^*)$, has a cluster $C_i$ which we assume can be made arbitrarily away than the other points. The Chernoff bound guaranteed by independent sampling would not be useful since the realization has to precisely equal the expectation, not be within a $\delta$ of the expectation. In this case sampling will not result in cluster $C_i$ having a balanced color and therefore the points in $C_i$ would have to merged with other points (if possible, since the entire instance maybe infeasible) to have a cluster with balance equal to $l_{h_\ell}$ and $u_{h_\ell}$ for color $h_\ell$. Since we assumed cluster $C_i$ can be made arbitrarily far away the cost of deterministic instance generated can be arbitrarily worse.

Note, that we do not really need $l_{h_\ell} = u_{h_\ell}$. Similar arguments can be applied if $l_{h_\ell} \neq u_{h_\ell}$, by assuming the that optimal solution has a cluster $C_i$ (which is arbitrarily far away) whose balance either precisely equals $l_{h_\ell}$ or
$u_{h_i}$. Simply note that with independent sampling would result in violation to the bounds for cluster $C_i$.

Therefore, in the worst case relaxing the bounds is necessary to make sure that a valid solution would remain valid w.h.p. in the deterministic instance generated by independent sampling.

**B.3 Independent Sampling without Lower Bounded Cluster Sizes Could Generate Invalid Solutions**

![Figure 9](image)

Figure 9: (a): The two outlier points at the top-right have probabilities 0.45 of being white, whereas the rest have probabilities 1. All points are merged together to form a balanced cluster. (b): An instance of same points with the colors resulting from independent sampling. The two outlier points have been merged to form their own cluster.

To show that enforcing a lower bound on the cluster size is necessary, consider the case shown in figure 9 (a) where the outlier points in the top-right have probability 0.45 of being white, whereas the other points have probability 1 of being white. Let the lower and upper bounds for the white color be $l_{\text{white}} = 0.6$ and $u_{\text{white}} = 1$, respectively. Since the outlier points don’t have the right color balance, they are merged with the other points, although that leads to a higher cost.

However, independent sampling would result in the outlier points being white with probability $(0.45)(0.45) \approx 0.2$. This makes the points have the
right color balance and therefore the optimal solution for deterministic fair clustering would have these points merged as shown in figure 9(b). However, the cluster for the two outlier points is not a valid cluster for the probabilistic fair clustering instance.

Therefore, forcing a lower bound is necessary to make sure that a solution found in deterministic fair clustering instance generated by independent sampling is w.h.p. valid for the probabilistic fair clustering instance.

C Example on Forming the Network Flow Graph for the Two-Color (Metric Membership) Case

Suppose we have two centers and 5 vertices and that the LP solution yields the following assignments for center 1: \( x_{11} = 0.3, x_{12} = 0.6, x_{13} = 0.7, x_{14} = 0, x_{15} = 1.0 \) and the following assignments for center 2: \( x_{21} = 0.7, x_{22} = 0.4, x_{23} = 0.3, x_{24} = 1.0, x_{25} = 0. \) Further let the probability values be: \( p_1 = 0.7, p_2 = 0.8, p_3 = 0.4, p_4 = 0.9, p_5 = 0.1 \). The following explains how the network flow graph is constructed.

**Cluster 1:** First we calculate \( |C_1| = \lceil \sum_{j \in C} x_{1j} \rceil = \lceil 2.6 \rceil = 3 \), this means the we will have 3 vertices in \( C_1 \). The collection of vertices having non-zero assignments to center 1 are \( \{1, 2, 3, 5\} \), sorting the vertices by a non-increasing order according to their probability we get \( \vec{A}_1 = [2, 1, 3, 5] \). Now we follow algorithm [1] this leads to the graph shown in figure 10.

![Figure 10](image)

Figure 10: Graph constructed in cluster 1. For clarity, we write above each edge the assignment is "sends" to the vertex in \( C_1 \). Notice how each vertex in \( C_1 \) receives a total assignment of 1, except for the last vertex \( c_3^1 \).

**Cluster 2:** We follow the same procedure for cluster 2. First we calculate \( |C_2| = \lceil \sum_{j \in C} x_{1j} \rceil = \lceil 2.4 \rceil = 3 \), this means the we will have 3 vertices in
The collection of vertices having non-zero assignments to center 2 are \( \{1, 2, 3, 4\} \), sorting the vertices by a non-increasing order according to their probability we get \( A_2 = [4, 2, 1, 3] \). Now we follow algorithm 1 this leads to the graph shown in figure 11. Now we construct the entire graph by connecting

![Graph constructed in cluster 2](image)

Figure 11: Graph constructed in cluster 2. For clarity, we write above each edge the assignment is "sends" to the vertex in \( C_2 \). Notice how each vertex in \( C_2 \) receives a total assignment of 1, except for the last vertex \( c_3^2 \).

the edges from each vertex in \( C_1 \) to the vertex for center 1 and each vertex in \( C_2 \) to the vertex for center 2. Finally, we connect the vertices for 1 and 2 to the vertex \( t \). This leads to the graph in figure 12. Note that the edge weights showing the sent assignment are not put as they have no significance once the graph is constructed.

The entire graph is constructed by the union of both subgraphs for clusters 1 and 2, but without repeating the vertices of \( C \). Further, we drop the edge weights which designated the amount of LP assignment sent, as it has no affect on the following steps. Finally, the vertices of both \( C_1 \) and \( C_2 \) are connected to their centers 1 and 2 in \( S \), respectively, and the centers themsevles are connected to vertex \( t \). Figure 12 shows the final constructed graph.

For the case of metric membership the procedure is unaltered, but instead of sorting according to the probability value \( p_v \) for a vertex, we sort according to the value \( r_v \).

D Further details on solving the lower bounded fair clustering problem

The solution for the lower bounded deterministic fair clustering problem, follows a similar two step solution framework. Step (1) is unchanged and
simply amounts to running a color-blind approximation algorithm with ratio \( \alpha \). Step (2) sets up an LP similar to that in section 4.1.2. The constraints in [7c] still remain but with deterministic (not probabilistic) color assignments, further a new constraint lower bounding the cluster size is added. Specifically, we have the following LP:

\[
\text{min } \sum_{j \in C, i \in S} d^p(i, j) x_{ij} \quad \text{s.t.} \\
\sum_{j \in C} x_{ij} \leq \sum_{j \in C : \chi(j) = h} x_{ij}, \forall i \in S, \forall h \in \mathcal{H} \quad (10) \\
\sum_{j \in C : \chi(j) = h} x_{ij} \leq u_h \sum_{j \in C} x_{ij}, \forall i \in S, \forall h \in \mathcal{H} \quad (11) \\
\sum_{j \in C} x_{ij} \geq L, \forall i \in S \quad (12) \\
\sum_{j \in C} x_{ij} = 1, \forall j \in C \\
0 \leq x_{ij} \leq 1, \forall i \in S, \forall j \in C
\]
Constraints 10 and 11 are the deterministic counterparts to constraints 7c, respectively. Constraint 12 is introduced to lower bound the cluster size. The issue is that a color-blind center may be closed (assigned no vertices) in the optimal solution, yet constraint 12 forces it to have at least $L$ many points. Therefore the way to fix this is to try all possible combinations of closing and opening the centers which is a total of $2^k$ possibilities. This makes the run time fixed-parameter tractable time, i.e. $O(2^k \text{poly}(n))$. The resulting solution will have an approximation ratio of $\alpha + 2$ (see A.2).

What remains is to round the solution. We apply the network flow rounding from [12] (specifically section 2.2 in [12]). This results in a violation of at most 1 in the cluster size and a violation of at most 1 per color in any give cluster (lemma 8 in [12]).

E Dependent Rounding for Multiple Colors under a Large Cluster Assumption

Here we discuss a dependent rounding based solution for the $k$-center problem under the large cluster assumption 4.1. First we start with a brief review/introduction of dependent rounding.

E.1 Brief Summary of Dependent Rounding

Here we summarize the properties of dependent rounding, see [20] for full details. Given a bipartite graph $(G = (A, B), E)$ each edge $(i, j) \in E$ has a value $0 \leq x_{ij} \leq 1$ which will be rounded to $X_{ij} \in \{0, 1\}$. Further for every vertex $v \in A \cup B$ define the fractional degree as $d_v = \sum_{u : (v, u) \in E} x_{vu}$ and the integral degree as $D_v = \sum_{u : (v, u) \in E} X_{vu}$. Dependent rounding satisfies the following properties:

1. $\Pr[X_{ij} = 1] = x_{ij}$.
2. $\forall v \in A \cup B : D_v \in \{\lfloor d_v \rfloor, \lceil d_v \rceil\}$
3. $\forall v \in A \cup B$, let $E_v$ denote any subset of edges incident on $v$, then $\Pr[\bigwedge_{e_v \in E_v} X_{e_v} = b] \leq \Pi_{e_v \in E_v} \Pr[X_{e_v} = b]$ where $b \in \{0, 1\}$.

We note that property 3 implies the following theorem about the variables $X_{ij}$ (see theorem 3.1 in [20]):

**Theorem E.1.** Let $a_1, \ldots, a_t$ be reals in $[0, 1]$, and $X_1, \ldots, X_t$ be random variables taking values in $\{0, 1\}$, and $E[\sum_i a_i X_i] = \mu$. If $\Pr[\bigwedge_{i \in S} X_i =$
$b \leq \prod_{i \in S} \Pr[X_i = b]$ where $S$ is any subset of indices from $\{1, \ldots, t\}$ and $b \in \{0, 1\}$, then we have for $\delta \in (0, 1)$:

$$\Pr\left[\left|\sum_{i} a_i X_i - \mu\right| \geq \delta \mu\right] \leq 2e^{-\mu \delta^2/3}$$

### E.2 Multiple Color Large Cluster solution using Dependent Rounding

For the multiple color $k$-center problem satisfying assumption $4.1$. Form the following bipartite graph $(G = (A, B), E)$, $A$ has all vertices of of $C$, and $B$ has all of the vertices of $S$ (the cluster centers). Given fractional assignments $x_{ij}$ that represent the weight of the edge, $\forall (i, j) \in E$. If $x_{ij}$ is the optimal solution to the lower bounded probabilistic fair assignment problem (theorem A.2), then applying dependent rounding leads to the following theorem:

**Theorem E.2.** Under assumption $4.1$, the integer solution resulting from dependent rounding for the multi-color probabilistic $k$-center problem has:

1. An approximation ratio of $\alpha + 2$.  
2. For any color $h \ell$ and any cluster $i \in S$, the amount of color $S^h\ell_C_i = \sum_{j \in C} p^h\ell_j X_{ij}$ is concentrated around the LP assigned color $\sum_{j \in C} p^h\ell_j x_{ij}$.

**Proof.** For (1): Note that the approximation ratio before applying dependent rounding is $\alpha + 2$. By property 1 of dependent rounding if $x_{ij} = 0$, then $\Pr[X_{ij} = 1] = 0$ and therefore a point will not be assigned to a center it was not already assigned to by the LP.

For (2): Again by property 1 of dependent rounding $E_{DR}[X_{ij}] = (1)x_{ij} + 0 = x_{ij}$ where $E_{DR}$ refers to the expectation with respect to the randomness of dependent rounding, therefore for any cluster $i$ the expected amount of color equals the amount of color assigned by the LP, i.e. $E_{DR}[S^h\ell_C_i] = E_{DR}[\sum_{j \in C} p^h\ell_j X_{ij}] = \sum_{j \in C} p^h\ell_j E_{DR}[X_{ij}] = \sum_{j \in C} p^h\ell_j x_{ij}$. It follows by property 3 of dependent rounding and theorem E.1 that $S^h\ell_C_i$ is highly concentrated around $E_{DR}[S^h\ell_C_i]$. Specifically :

$$\Pr\left[|S^h\ell_C_i - E_{DR}[S^h\ell_C_i]| \geq \delta E_{DR}[S^h\ell_C_i]\right] \leq 2e^{-E_{DR}[S^h\ell_C_i] \delta^2/3}$$

Similar to the proof of 4.4, the probability of failure can be upper bounded
by:

\[
\Pr \left( \exists i \in \{1, \ldots, k\}, h_\ell \in \mathcal{H} ||S_{C_i}^{h_\ell} - \mathbb{E}[S_{C_i}^{h_\ell}]|| > \delta \mathbb{E}[S_{C_i}^{h_\ell}] \right)
\]
\[
\leq 2k|\mathcal{H}| \exp\left(-\frac{\delta^2}{3} L_{\text{min}}\right) \leq 2 \frac{n}{L}|\mathcal{H}| \exp\left(-\frac{\delta^2}{3} L_{\text{min}}\right)
\]
\[
\leq 2|\mathcal{H}| n^{1-r} \exp\left(-\frac{\delta^2}{3} l_{\text{min}} n^r\right)
\]

Therefore w.h.p the returned integral solution will be concentrated around the LP color assignments which are fair.

Note however, that obtaining the optimal fractional solution \(x_{ij}\) takes \(O(2^k \text{poly}(n))\) time.

\section{Further Experimental Details and Results}

\subsection{Further Details about the Datasets and the Experimental Setup}

For each dataset, the numeric features are used as coordinates and the distance between points is equal to Euclidean distance. The numeric features are normalized prior to clustering.

For metric membership in the \texttt{Adult} dataset, age is not used as a coordinate despite the fact that it is numeric since it is the fairness attribute. Similarly, for the \texttt{CreditCard} dataset, credit is not used as a coordinate.

When solving the min-cost flow problem, distances are first multiplied by a large number (1000) and then rounded to integer values. After obtaining the solution for the flow problem, the cost is calculated with the original distance values (which have not been rounded) to verify that the cost is not worse.

Although run-time is not a main concern in this paper. We find that we can solve large instances containing 100,000 points for the \(k\)-means with 5 clusters in less than 4 minutes using our commodity hardware.

\subsection{Further Experiments}

Here we verify the performance of our algorithm on the \(k\)-center and the \(k\)-median objectives. All datasets have been sub-sampled to 1,000 data points. For the two color probabilistic case, throughout we set \(p_{\text{acc}} = 0.9\) (see section 5.2 for the definition of \(p_{\text{acc}}\)).
F.2.1 \( k \)-center

As can be seen from figure 13 our violations are indeed less than 1 matching the theoretical guarantee. Similarly, for metric membership the normalized violation is less than 1 as well, see figure 14.

![Figure 13: \( k \)-center for the two color probabilistic case using the Bank dataset. (a): number of clusters vs maximum violation, (b): number of clusters vs POF.](image)

F.2.2 \( k \)-median

Similar observations apply to the \( k \)-median problems. That is, our algorithm indeed leads to small violations not exceeding 1 in keeping with the theory. See figure 15 for the two color probabilistic case and figure 16 for the metric membership case.
Figure 14: $k$-center for the metric membership problem using the Adult dataset (metric membership over age). (a): number of clusters vs normalized maximum violation, (b): number of clusters vs POF.

Figure 15: $k$-median for the two color probabilistic case using the Bank dataset. (a): number of clusters vs maximum violation, (b): number of clusters vs POF.
Figure 16: $k$-median for the metric membership problem using the CreditCard dataset (metric membership over credit) (a): number of clusters vs normalized maximum violation, (b): number of clusters vs POF.