ABSTRACT. Whenever a litigant needs to prove that a certain result was caused in a specific way, what could be more compelling than citing the infinitesimal probability of that result emanating from an alternative natural cause? Contrary to this intuitive position, in the present article, I argue that the contention that a result was due to a certain cause should remain unaffected by statistical evidence of the extremely low probability of an alternative cause. The only scenario in which the low probability of a natural cause would be relevant to the case at hand is if it were contrasted with another piece of statistical evidence: the frequency of the criminal activity among people who are similar to the accused. However, by connecting the use of probabilistic generalisations in legal fact-finding to the issue of free will, I hold that, in Criminal Law, contrasting frequencies in this manner is objectionable—as a matter of principle—regardless of how reliable the statistical analysis is. Consequently, if the low probability of a natural cause is probative only if contrasted with another piece of statistical evidence that is objectionable, then neither piece of evidence should be admitted in criminal trials.

I. INTRODUCTION

When a litigant needs to prove that a certain result was caused in a specific way, what could make a stronger case than presenting the infinitesimal probability of that result emanating from an alternative cause? When Sally Clark was put on trial in England for the murder of her two babies, the prosecution called upon Professor Sir Roy Meadow, a leading British paediatrician of the time, who testified that the probability of two cases of Sudden Infant Death Syndrome (SIDS, or ‘cot death’) occurring in a family similar to Clark’s was just
1 in 73 million.¹ The prosecution attempted to use this low probability to support the claim that the cause of death in both cases was their mother’s conduct. The use of evidence of this sort is not unique to the English legal system. When John Veysey was tried in the United States for insurance fraud after he claimed, for the fourth time, that his house had burnt down, an actuary testified that the probability that four houses belonging to the same person would accidentally be burnt to the ground in succession was 1 in 1.773 trillion.² Statistical evidence is used not only in Common Law but also in Continental jurisdictions.³ In the Netherlands, Lucia De Berk was accused of murdering seven babies and attempting to murder three more in the hospital department where she worked as a nurse. An expert witness for the prosecution testified that the probability of so many natural deaths coinciding with a particular nurse’s shift pattern was 1 in 342 million.⁴ It seems that adducing statistical evidence that establishes the infinitesimal probability of alternative explanations is an effective way for the prosecution to convince the fact-finder that the results in question (here, the infants’ deaths or the house fires) were caused by the accused.

The use of such evidence has attracted criticism both in the academic literature and in public opinion, but these objections have mainly focused on the technical mistakes made when using this type of evidence, as well as the cognitive biases it often induces. For example, before Clark’s conviction was quashed, the statistical calculation was described by Professor Philip Dawid, forensic statisti-
cian and expert witness on behalf of the defence, as ‘extremely dubious’. Following Clark’s release, the wrongful conviction was predominantly attributed to this calculation, both by expert statisticians and the media. More generally, it has been argued that the use of statistical evidence by courts carries the risk of misusing statistics, misrepresenting the information the evidence conveys, and creating a false impression of accuracy.

However, the problem cannot be rooted in the statistical nature of the evidence, because there are cases in which some statistical evidence seems unobjectionable (such as DNA evidence or calculating compensation for loss of income using statistics on average life expectancy). While the difficulties of using statistics in court are genuine, they are technical and may be addressed through better education of the legal profession and/or reliance on adequately trained expert statisticians. Even when statistical evidence is gathered, analysed, and presented in a professional and reliable manner, the question remains: should a litigant be allowed to support their contention that the result was caused in a specific manner with evidence that the probability of an alternative cause is minute? This question is equally applicable to both juries and professional judges.

---

5 Philip Dawid, ‘Bayes’s Theorem and Weighing Evidence by Juries’ in R Swinburne (ed), Bayes’s Theorem 113 Proceedings of the British Academy (2005), 75.

6 Meadow’s calculation was flawed because it assumed independence between the two events of death, whereas there are various potential genetic and environmental reasons why a family that had already experienced SIDS is at a higher risk of experiencing another SIDS death (see, for example, Dashash M, Pravica V, Hutchinson I, Barson A, and Drucker D, ‘Association of Sudden Infant Death Syndrome with VEGF and IL-6 Gene Polymorphisms’ (2006) 67(8) Human Immunology, 627–633). However, elsewhere, I have argued against this common perception, emphasising the (remarkably thorough) analysis of other pieces of evidence (that sadly failed to prevent the wrongful conviction nonetheless). See Pundik (n 2).

7 See, for example, Donnelly, who, in a public presentation, stated that ‘[the mistaken conviction] happened in large part here because the expert [Professor Meadow] got the statistics horribly wrong’. Peter Donnelly, ‘How Juries are Fooled by Statistics’ (2005) www.ted.com/index.php/talks/view/id/67, accessed 27 February 2018.
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10 For example, Dawid compares the current legal approach to the state of science pre-Galileo. Dawid (n 6) 71–72.

11 People v. Collins 438 P 2d 33, 68 Cal 2d 319 (1968).

12 Although opinions vary regarding the correct methodology for calculating this figure, any methodology is statistical in nature. See Richard Lewis et al., ‘Court Awards of Damages for Loss of Future Earnings: An Empirical Study and an Alternative Method of Calculation’ (2002) 29 JL and Society 406.
In this paper, I first argue that the contention that a result was due to a certain cause (let us call it C) should remain unaffected by statistical evidence of the extremely low probability of an alternative cause (C*) alone. The paper explains why inferring that a given outcome was the result of a certain cause (C) from the frequency of C’s occurrence requires this frequency to be contrasted, at least implicitly, with that of the result emanating from a different potential cause, C*. In the second half of the paper, I contend that performing this calculation is problematic as a matter of principle, irrespective of its practical difficulties. While I share the view that the various accounts seek to justify why statistical evidence on the probability of criminal activity should not be admissible in court have been unsuccessful, I do not defend this view here. Instead, I seek to propose an alternative account based on a general theory that I have developed elsewhere, according to which the use of generalisations in legal fact-finding is connected to the issue of free will. When both parts of the argument are combined, the following conclusion emerges: if one piece of statistical evidence (on the minute frequency of an alternative cause) is not probative unless contrasted with another piece of statistical evidence (on the frequency of the alleged criminal conduct), and if the latter is inadmissible (because its use is objectionable as a matter of principle), then both pieces of statistical evidence should be inadmissible. It follows that using statistical evidence on the low probability of an alternative cause is objectionable, regardless of how reliable the statistical analysis is.

II. CONTRASTIVE CAUSATION

This section utilises Jonathan Schaffer’s theory of contrastive causation from the philosophy of science, because this theory makes the contrastive aspect of causal claims explicit and integral to the...
understanding of causation. Schaffer claims that causation is not a connection between two relata, cause and effect, as is customarily thought. Rather, causation effectively ties four relata: actual cause, contrastive cause, actual effect, and contrastive effect. According to this theory, instead of formulating the explanation as ‘cause C caused effect E’, the full formulation would be ‘cause C and not cause C* caused effect E and not effect E*. C* (and E*) could also consist of a disjunction of several causes (and effects), C*1, C*2, C*3, and so on.

The Israeli Russo-Lupo case illustrates how the theory of contrastive causation can elucidate causal disputes in court. Dr Russo-Lupo was convicted of manslaughter and sentenced to eight years in prison. While working as an anaesthetist during eye surgery on a three-and-a-half-year-old girl, the doctor lowered the volume of the heart monitor below routine levels, accidentally administered an excessively high dose of anaesthetic for a prolonged period, and then took a nap nearby. About 40 minutes after the anaesthesia was administered, the girl’s heart stopped; but, with the volume turned down, the monitor’s alarm could not be heard. Sometime later, the surgical nurse in the operating room noticed the visual prompt on the monitor and resuscitation efforts began. Unfortunately, the girl died three days later.

Dr Russo-Lupo argued that there was no factual causal connection between her lowering the monitor’s volume and the girl’s death, claiming that, even if she had left the volume at the normal level, it would not have helped save the girl’s life. The Israeli Supreme Court upheld her conviction and rejected her claim. Formulating Dr Russo-Lupo’s argument and the court’s response using the theory of contrastive causation highlights that the dispute centres on the relevant contrast between the actual cause and the contrastive cause. Specifically, is the relevant contrast between ‘lowering the volume’ and ‘not lowering the volume’ (as the defence contended),
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17 See also his paper on causation in the law. Jonathan Schaffer, ‘Contrastive Causation in the Law’ (2010) 16 Legal Theory 259.

18 On the conditions required for making these alternative causes part of the same contrast, see Eric Barnes, ‘Why P rather than Q? The Curiosities of Fact and Foil’ (1994) 73 Phil Studies 33.

19 Russo-Lupo v. The State of Israel CrimA 4512/09 (2010).

20 The parties disagreed on whether the monitor’s alarm was silenced by Dr Russo-Lupo or someone else. The court rightfully stated that, even if it were someone else, it would have no bearing on the case, because it was the accused’s responsibility to ensure that the equipment was working properly before the surgery began. Ibid. [11]. Consequently, the text above assumes that it was Dr Russo-Lupo who silenced the alarm.
or between ‘going to sleep’ and ‘not going to sleep’ (as the court determined)? The court accepted Russo-Lupo’s claim that the prosecution failed to prove that ‘quietening’ as opposed to ‘not quietening the monitor’ caused ‘the girl’s death’ and not ‘saving the girl’s life’,21 because, even if the doctor had left the monitor’s sound level untouched, it would not have helped her to notice the girl’s distress (because she went to sleep). However, the court determined that the fact that Dr Russo-Lupo went to sleep, as opposed to staying awake, caused the girl’s death and not saving her life. The court explained that, if Dr Russo-Lupo had been awake, she could have saved the girl’s life in one of the following two ways: either by noticing the slowing pulse based on the beeping of the monitor (despite the lowered volume) or through its visual display. Either could have prompted her to prevent the cardiac arrest and save the girl’s life.

The contrastive cause chosen by the court is the one relevant to the legal context of attributing criminal responsibility. Even if some of Dr Russo-Lupo’s actions did not cause the victim’s death, it suffices that one of her actions did. This example illustrates that when an accused’s conduct comprises more than one aspect that violates the criminal prohibition, the prosecution may choose on which aspect to focus. In other words, it is the prosecution rather than the accused that chooses the contrastive cause in the contrastive causal claim that ought to be proven.

III. PROVING CAUSATION

Now that the structure of causal claims has been outlined, this Section proceeds to discuss how a causal claim may be proven or disproven and shows the implications of the theory of contrastive causation for this issue. While the academic literature has discussed the legal implications of the theory of contrastive causation, that discussion has focused on substantive law (particularly Tort Law).22 This Section extends this discussion to procedural law, by exploring how causal claims can be substantiated or disproved using statistical evidence.

21 There was no dispute that the actual effect was the girl’s death and the contrastive effect was saving her life (without this contrast, a necessary element in the offence of manslaughter would not have been satisfied).
22 Schaffer (n 17); Alex Broadbent, ‘Fact and Law in the Causal Inquiry’ (2009) 15 Legal Theory 173.
A. How Frequencies Support a Causal Claim

Consider this simple example: an engine of some sort located in a factory has stopped working and the factory engineer has been called in to identify the cause of the malfunction. The engineer examines the engine and concludes that the cause is a worn-out strap. How did the engineer reach this conclusion? First, he directly observed the worn strap, which gave rise to the conjecture that it was the cause of malfunction. In addition, he assessed this conjecture using the available ‘background information’, namely his experience and professional expertise, and reached the conclusion that this information supported his conjecture. Notably, the inference made from background information to draw a conclusion about the cause of the malfunction in a specific case always requires a causal generalisation.

In general terms, a causal generalisation is a proposition that applies to a certain set of cases, with a combination of common attributes or factors that are either present or missing in all of the cases in the set, which identifies a cause within the group that leads to a certain effect. This generalisation can be either deterministic (applying to every one of the cases in the set) or probabilistic (applying only to a certain percentage of the cases in the set).

According to the theory of contrastive causation, the conclusion reached by the engineer is contrastive in nature. The claim that the worn strap caused the engine’s malfunction includes an implicit contrast of some sort (for example, that it was a worn strap rather than a control card problem that caused the engine to stop working). In some cases, the engineer’s decision to change the worn strap is not based on concrete physical findings that exclude alternative causes, but rather on heuristics or rules of thumb which enable them to home in on a certain cause, even if they lack concrete findings that exclude alternative causes. Assume that the engineer’s examination did not present any findings that could rule out a control card problem as the cause of the malfunction. However, based on their longstanding experience and professional expertise, they know that a
substantial proportion of engine malfunctions are due to a worn strap and that replacing the strap would usually fix the problem. In such a case, the engineer may depend on this rule of thumb and decide to replace the strap.

The use of a rule of thumb is based on contrastive causal assumptions. The rule of thumb is based on professional knowledge and prior experience that reflect a set of previous similar cases. In every previous case in which replacing the strap fixed the problem, the following causal assumptions turned out to be true: it was the wear-and-tear of the strap, and not a control card problem, a cooling system problem, etc., that caused the engine to malfunction. The rule of thumb effectively summarises and reflects these causal assumptions. It is important to note that by replacing the strap, the engineer was assuming (at least at that time) that the worn strap was the sole cause of the malfunction. By using the rule of thumb, the engineer assumes a set of contrastive causal claims in accordance with the possible causes that turned out to be contrastive, rather than actual, in previous cases in which replacing the worn strap solved the problem. Although the rule of thumb points to a specific cause without explicitly stating the contrastive causes that were absent in previous cases that are effectively ruled out, the very use of a rule of thumb implicitly rules out these contrastive causes.

The high frequency of cases in which a worn strap caused the engine to stop working supports the conclusion that it is the strap rather than the control card that has to be replaced only because the frequency of cases in which the control card was the actual cause is lower. As discussed above, inferring from previous cases relies on a causal generalisation according to which, when the strap is worn, it is, in fact, the worn strap and not a control card problem that causes the machine to stop. The previous cases substantiate this causal claim because, in a significant proportion of previous cases, replacing the strap caused the engine to immediately start working again, without having to change the control card. The point to be gleaned from this example is that the previous cases serve as adequate evidence to establish the actual cause – not because of the high frequency of cases in which the worn strap caused the machine to stop working, but rather because this frequency is high in comparison to
the frequency of cases in which a faulty control card caused the engine to stop working.

Notably, the exact same evidence might also support the opposite causal claim, according to which the cause of malfunction was not the worn strap. This might happen when the (implicit) contrast includes several alternative causes, each having a lower frequency than the worn strap, but the frequency of these alternative causes combined is higher than that of the worn strap (for example, if a worn strap causes the malfunction in 40% of the cases, but a control card problem and a cooling system problem cause it in 30% of the cases each). This qualification highlights, once again, the importance of identifying the exact contrastive causal claim before evaluating whether the evidence supports it.

In the same way that the high frequency of a certain cause can only help identify the cause in the case at hand by contrasting it with the lower frequency of an alternative cause, so, too, the low frequency of a contrastive cause can only be used to rule it out as an actual cause in the case at hand by comparing it to alternative possibilities with a higher frequency. The evidential role of the low frequency of a contrastive cause depends on the contrastive causal claim that the low frequency is meant to substantiate or rule out. For example, the low frequency of a control card problem can help the engineer narrow their search to the strap, because the latter is a more frequent cause for the machine to stop than the control card. That being said, the low frequency of a control card problem would not necessarily lead to the conclusion that the cooling system should be examined. If the cooling system is more reliable than the control card, and the frequency of cooling system malfunctions is lower than that of control card problems, the low frequency of control card problems (compared with worn straps) would not lead to the conclusion that the cooling system should be examined. Quite the contrary: since the frequency of a control card problem, low as it may be, is still higher than that of a cooling system malfunction, it stands as evidence for the conclusion that the engineer should examine the control card rather than the cooling system.

The main contention of the discussion thus far is that the frequency of a possible cause, be it high or low, is meaningless, in and

25 I am grateful to the anonymous referee who raised this point with me.
of itself. It is insufficient to use the frequency of a potential cause to substantiate or rule out the causal claim that, in this specific case, it was this potential cause that actually caused the effect – it is necessary to compare the frequency of the potential cause with the frequency of the contrastive cause. When attempting to establish an actual cause based on the high frequency of this cause in cases similar to the case at hand, one needs to compare this frequency to the (lower) frequency of a contrastive cause within the same set of cases. Similarly, when attempting to rule out a cause, one needs to show its low frequency in comparison to the (higher) frequency of the contrastive cause within the same set of cases. Such a comparison is often implicit and unspecific, making it difficult to identify the contrastive cause and the probability assigned to it. For example, stating the high frequency of cases in which the malfunction was caused by a worn strap (90%, for instance) implicitly contrasts this frequency with the low frequency of cases in which the malfunction was a result of (an)other known or unknown potential cause(s) (10%, for instance). To assess the support that the evidence of high or low frequency provides to the affirmation or negation of a causal contention, it is important to identify the contrastive causal claim the frequency is meant to substantiate, as well as the ratio between the frequency of the contended cause and the contrastive cause(s). Without such a comparison, presenting the frequency (which is meaningless in and of itself) might mislead the fact-finder and lead to the opposite conclusion to that which a careful examination of the previous cases would have led.

B. Use of Frequencies as Evidence by the Prosecution

To secure a conviction in murder cases, the prosecution has to prove beyond a reasonable doubt that the victim’s death resulted from the accused’s conduct. According to the theory of contrastive causation, proving this requires specific contrasting causal claims to be substantiated – that is, it was the accused’s actions and not the actions of another person (or the victim’s illness, for instance) that caused the death (assuming, for the sake of simplicity, that only one of them

26 As illustrated by Clark, sometimes one of the potential causes is defined as a basket category of ‘an unknown cause’, to capture any possible cause that is yet unknown (which is exactly the definition of SIDS – see the text accompanying n 29).
could have caused it). 27 One might think that, to show that the actual cause of the victim’s death was the accused’s conduct, the prosecution would have to prove all the possible contrastive statements. However, in practice, this sort of proof is unnecessary: many contrastive statements are ruled out by virtue of the accused’s not disputing certain facts and assumptions. For example, in Clark, both babies died while only Sally Clark was in the room with them, hence the need to prove that the death of the babies was not caused by another person did not arise. The prosecution’s challenge was to prove that the death of the babies was not caused by some natural cause. Since the autopsy of both bodies did not indicate any specific natural cause, the only remaining option was natural death of an unknown cause, which is the exact definition of SIDS: a broad category that covers all cases in which an autopsy does not reveal a concrete cause of death (natural or otherwise). 28

To prove the causal statement by which the babies’ death was caused by their mother’s conduct rather than by a natural cause, the prosecution sought to show how low the probability of both babies dying of unknown natural causes actually was. To do so, the prosecution tried to emphasise the minute frequency of the contrastive cause (SIDS) occurring among families similar to that of the Clarks. One of the key expert witnesses for the prosecution, the aforementioned Professor Meadow, relied on an epidemiological study of the time, which examined the frequency of SIDS in families like that of the Clarks (‘a family in which the parents do not smoke, in which at least one has a waged income and in which the mother is over the age of 26 years’) 29 and argued that the probability of SIDS in such

---

27 Cases of multiple causes also require the proof of contrastive claims (for example, ‘it was the accused’s conduct, together with the victim’s illness, rather than the illness alone, that caused the victim’s death’).
28 Polina Gelfer and Michelle Tatum, ‘Sudden Infant Death Syndrome’ (2014) 28 J Pediatric Health Care 470, 470. The guidelines commonly given to parents (such as putting the baby to sleep on its back and not on its stomach) are not based on a known causal factor of SIDS, because the very definition of the syndrome refers to cases in which the cause of death is unknown. The guidelines are based on variables that were present in a significant number of previous cases of SIDS and are therefore deemed suspect causal factors, in the absence of a better explanation of how they may increase the probability of infant death.
29 Clark [118].
families was 1 in 8,543. Based on this probability, he inferred that the probability of two cases of SIDS in the same family would be 1 in 73 million (8,543 multiplied by 8,543). As described earlier, this calculation was widely criticised, and quite rightly, because of Meadow’s assumption that both occurrences were not interdependent, despite good reasons to believe that a family that experienced one such death would be at a heightened risk of another such death, compared to other families.

However, criticism of this sort, important as it may be, misses the main issue. Even if an accurate calculation had yielded a different probability, the problem raised here is that the figure was useless, in and of itself, as was the low frequency of a control card problem in the previous example. The point is not that the fact-finder should refrain from assessing the plausibility of the alternative cause offered by (or attributed to) the defence. Rather, the point is that, on its own, this impressively-low frequency does not help the fact-finder do their job. Regardless of whether the probability is 1 in 73 million, 1 in a million, or 1 in 73,000, the low frequency of a specific cause within a set of similar cases is irrelevant, taken in isolation, to the contrastive causal claim by which a different cause led to the actual effect. This is because, if the frequency of the other cause among the same similar cases were lower, the logical conclusion would be the exact opposite.

In a contrastive causal claim, the evidential role of a low frequency of a contrastive cause among similar cases depends on the frequency of the actual cause in the same similar cases. In Clark, the significance of the low frequency of two SIDS cases in similar families depends on the frequency of two murders of babies carried out by their mother. Here, too, this frequency is very hard to calculate. The expert witness for the defence, Professor Dawid, proposed that an initial calculation would be 1 in 2 billion. However, he did stress

---

30 These three variables were chosen by Professor Meadow as appropriate for defining the group of cases similar to that of Sally Clark (for criticism of his choice of variables, see, for example, Ray Hill, ‘Multiple Sudden Infant Deaths: Coincidence or Beyond Coincidence?’ (2004) 18 Paediatric and Perinatal Epidemiology 320). The question of which subset of cases out of all the known cases should be used for calculating the probability is known as the Problem of the Reference Class. For a general discussion of this issue in the context of Evidence Law, see the compilation entitled ‘Special Issue on the Reference Class Problem’ (2007) 11 Intl J Evidence and Proof 242. How exactly the relevant reference class should be identified is immaterial to this paper, because the argument applies however the proper calculation should be made.

31 See n 7.

32 Philip Dawid, ‘Expert Report for Sally Clark Appeal’ (2001). www.statslab.cam.ac.uk/~apd/SallyClark_report.doc, accessed 27 February 2018.
that the calculation was for illustration purposes only and that it was subject to the same objections that apply to Meadow’s calculation.\(^{33}\) The important point is that, if the frequency of double murder is lower than the frequency of two occurrences of SIDS in the same family, the statistics by which the probability of natural deaths is 1 in 73 million would serve as evidence against the prosecution’s claim that the cause of deaths was Clark’s conduct rather than SIDS.

More importantly, even if the frequency of murder were higher than two SIDS cases, one should not get caught up on the absolute figure, but rather assess the ratio between the frequency of two SIDS cases and the frequency of double murder of two babies by their mother.\(^{34}\) Assume, for example, that the frequency of a double murder is only 1 in 15 million. Supposedly, this figure supports the prosecution’s claim of a higher probability of murder as the cause of death, because the frequency of this kind of murder is significantly higher than that of two successive natural deaths. However, the important figure in assessing this contrastive causal statement is the ratio between the two frequencies, which is approximately 1 in 5. This figure is much smaller than the figure presented by Meadow and is significantly less impressive. Focusing on the frequency of 1 in 73 million can thus be misleading, because it might give the mistaken impression that the probability that the death resulted from an unknown natural cause rather than from Sally Clark’s action is extremely low. This contrastive causal claim is not supported by the low frequency of SIDS in families similar to Clark’s. The widespread attention given to the calculation of the 1 in 73 million figure is thus distracting, because it assumes that the figure is important on its own, despite the fact that only the ratio between the frequencies is relevant.

A similar argument would apply to the other cases discussed in the Introduction. In the case of the nurse, Lucia De Berk, if the frequency of seven natural deaths during the same nurse’s shifts were higher than the frequency of nurses who murder seven babies under their care, the conclusion would be that the frequency presented in her trial actually supports her exoneration, even if this

\(^{33}\) Dawid’s calculation is exposed to other problems besides those he raised (for example, the concern that the probability he reached is artificially low, because most cases in which a baby is murdered by its own mother are mistakenly classified as a natural death).

\(^{34}\) See Dawid (n 33) para 18.
frequency is extremely low (1 in 342 million). Insofar as frequencies can substantiate contrastive causal claims, the lower frequency of murder, as opposed to natural death, should support De Berk’s claim of innocence. The same applies to John Veysey’s case: Judge Posner identified mistakes in the actuary’s calculations similar to those seen in *Clark* and *De Berk*. However, the problem that was not discussed by Posner or Veysey’s defence team is that the figure presented by the actuary of 1 in 1.733 trillion is meaningless, in and of itself, because it must be contrasted with the frequency of four successive arson cases. Again, whatever the exact frequency of the contrastive cause is, the figure that matters is the ratio between the frequencies of the actual and the contrastive cause.

The same point equally applies to statistical evidence adduced by the defence. If Veysey’s defence were to adduce evidence showing that committing four successive arsons is very rare (say 1 in 1 million), such evidence would not support *on its own* the exculpatory cause of accidental fires (or any other exculpatory cause). Once the defence’s evidence is contrasted with that of the prosecution, it immediately backfires because it is much likelier (in fact, 1.773 million times likelier) that the fires were caused by the accused rather than in accidental circumstances. Considering the defence’s evidence on its own might mislead the fact-finder into thinking that the low probability of an inculpatory cause (1 in 1 million) works in favour of the defence – whereas, in fact, when properly contrasted, it is strong evidence for the prosecution.

Consequently, using statistical evidence receives no support from the claim that it is better to provide the fact-finder with hard evidence than to leave them to speculate on what this frequency is. As noted earlier, knowing the frequency of the alternative cause, on its own, does not help the fact-finder at all in assessing the defence’s claims – irrespective of how the fact-finder arrives at this frequency (using statistical evidence or wild speculation). If it could be shown that fact-finders, be they judges or jurors, venture into useless speculations about an irrelevant frequency, then this problem should be addressed by endeavouring to prevent such inferences rather than by luring fact-finders into this fallacy by providing them with apparently ‘probative’ evidence. Therefore, even in the absence of

---

35 Veysey (n 3) [10].
statistical evidence on the alternative cause, it is unhelpful and potentially misleading to consider this evidence on its own.

One might accept that the frequency of the alternative cause is meaningless on its own, but object that it is not necessary to contrast it to evidence of the same form (the frequency of the alleged criminal conduct in the same population). Instead, one might argue that the fact-finder should first assess the non-statistical evidence (assuming such evidence is available), establish the probability that the cause was the accused’s conduct, and then compare this probability to the frequency of the alternative cause.

However, this method is flawed because it compares between probabilities that refer to different groups (such groups are also known as ‘reference classes’). If the probability that is calculated based on the non-statistical evidence were to be translated into a frequency, it would refer to the frequency of two murders within the group of families whose two babies are known to have suffered from all the symptoms established by the non-statistical evidence (bleeding in the lungs, a torn frenulum and bruises to the body). By contrast, the SIDS frequency refers to a group of families that are similar to the Clarks in some respects (professional, non-smoking mothers over the age of 26), but not in one important respect in particular: in these families, it is unknown whether any of their babies will exhibit such symptoms. Yet, what the fact-finder needs to know is how cases in which two babies have exhibited such symptoms are divided between SIDS and murder (assuming that other potential causes of death were ruled out). To calculate this ratio, it is necessary to compare the frequency of two SIDS cases to that of two murders within the same group. Consequently, the frequency of the alternative cause, which refers to one group, cannot be contrasted to the probability of guilt estimated on the basis of the non-statistical evidence, which refers to a different group.

IV. FREEDOM, CAUSATION, AND CRIME INCIDENCE

Apparently, the conclusion to be drawn from the previous Section is that there is no principled objection to using the minute frequency of a contrastive cause (SIDS), as long as this is compared with the

36 For the issue of reference class, see fn 31 and the sources there.
frequency of the actual cause alleged by the prosecution (murder). However, in this Section, I argue that frequencies should not be used in court – not (only) because of technical or calculation considerations, but (also) because there is a principled problem with using statistical evidence regarding the frequency of the alleged criminal conduct among people similar to the accused. In previous work, I have suggested the culpability account, according to which predictive evidence supports the prosecution’s claim that the accused committed the alleged crime only if the accused’s conduct was determined by a certain causal factor that rendered their conduct unfree. Yet, in the context of attributing culpability, it is necessary to presuppose the exact opposite: that the accused was free to determine their own conduct. Using some types of generalisation to determine culpability is objectionable, because it involves contradicting presuppositions about the individual’s conduct.

The culpability account first argues that inferences about human conduct, drawn for either prediction or conviction purposes, require reliance on causal generalisations—that is, generalisations that reflect a causal connection between the type of fact from which the inference begins and the type of fact the inference seeks to establish. If an inference is based on a non-causal generalisation, a mere correlation, it is unlicensed and thus invalid. The causal relation can operate either directly or through a common cause. Inferring that a smoker is likelier to contract cancer than a non-smoker is based on a causal generalisation that smoking is a cause of (lung) cancer. By contrast, inferring that a Coca-Cola drinker is likelier to contract cancer than a non-drinker involves a causal generalisation that reflects a common cause. It is living in a hot country that is the common cause of both Coca-Cola drinking and (skin) cancer. The culpability account does not require us to specify the (direct or indirect) causal generalisation; it only requires that the existence of such a causal generalisation be presupposed.39

37 See n 16.
38 This claim is part of the Common Cause Principle; see H Reichenbach, The Direction of Time (2nd ed, U California Press 1991) 158–159; F Arntzenius, ‘The Common Cause Principle’ (1992) 2 PSA 227.
39 I object to the opposite stance, according to which a mere correlation between the two types of fact can suffice to infer an unknown from a known fact, since this stance faces difficulty in rejecting spurious correlations (such as the statistically-significant correlation between the number of people who drown by falling into a swimming pool and the number of films featuring Nicholas Cage (Tyler Vigen, ‘Spurious Correlations’ www.tylervigen.com, accessed 16 April 2019). For more detail, see Pundik (n 16), 198–200.
But even if inferences about human conduct require reliance on causal generalisations, why cannot free actions be proven with such generalisations? Starting with a simple example, assume that Richard is exposed to radiation of a particular kind, which affects his nervous system, resulting in blotches all over his skin and an irresistible urge to attack everyone around him. Assume further that every person exposed to this radiation develops these symptoms. When Richard is admitted to the hospital, it seems unproblematic to infer from the blotches that, given the opportunity, he will go berserk and should therefore be restrained. However, inferring from these marks that a violent action that had taken place before Richard arrived at the hospital was committed by him (rather than by someone else), for the purpose of convicting him of a violent offence, seems intuitively problematic.

According to the culpability account, this inference should not be used for the purpose of determining culpability, because it leads to a contradiction. To infer from Richard’s skin marks that he had acted violently, it is necessary to presuppose a causal generalisation: either one caused the other or they both have a common cause. In this example, the radiation caused both Richard’s blotches and his violent conduct. However, Richard’s acting violently may be culpable only if he acted freely. Establishing Richard’s guilt by inferring from his skin marks that it was he who acted violently is, therefore, contradictory: Richard’s conduct is treated as free and unfree at the same time. This example also explains why the very same inference seems unproblematic when restraining him in the hospital because, in the medical context, it is not necessary to presuppose that Richard’s violent conduct will be free and culpable.

Moving to probabilistic generalisations, consider the following variation on the previous example. Assume that Stephen is exposed to another type of radiation, which affects the nervous system and always causes certain skin blotches but causes an irresistible urge to attack others, when the opportunity arises, in only 80 per cent of cases. According to the subjective interpretation of probability,40

---

40 For the application of the culpability account under the objective interpretation, see Pundik (n 16), 204–205.
which is commonly considered the most suitable for legal purposes, probabilistic generalisations reflect the limited state of our knowledge rather than the true nature of the world. While the generalisation about the radiation is probabilistic, it imperfectly reflects a reality that may be deterministic. If the world is indeed deterministic, Stephen belongs to one of two possible sub-groups. One possibility is that he belongs to the sub-group of people who possess an extra unknown variable, which, together with the radiation, determines that he will go berserk. The other possibility is that he belongs to the sub-group of people who do not possess the extra variable, in which case the exposure to the radiation will not cause him to go berserk.

Supporting Stephen’s conviction by inferring from the blotches on his skin that he was (80 per cent) likely to have acted violently is problematic. If Stephen does indeed possess the extra variable, then—similarly to deterministic generalisations—this inference leads to a contradiction: his conduct is taken to be both free (in order to be culpable) and unfree (as, together with another unknown variable, his violent actions were determined by the radiation). If Stephen does not possess the extra variable, then inferring from his skin marks that he acted violently is mistaken and misleading because, if he belongs to the sub-group of people who were not caused to act violently by the radiation, then the probability that he acted violently is not affected by the exposure to the radiation. In sum, this inference is either contradictory, because it requires inconsistent presuppositions, or misleading, because it is mistaken and yet is presented as informative.

The rationale for contending that the frequency of the alleged criminal conduct among a group of people similar to the accused should not be used in court is as follows. As causal claims are contrastive in nature (Section I), using statistical evidence regarding the minute frequency of an alternative cause is meaningless without contrasting it to the frequency of the alleged criminal conduct among a group similar to the accused (Section II). In this Section, I have argued that using the frequency of the alleged criminal conduct

\[41\] For criminal law, see L Alexander and KK Ferzan with S Morse, *Crime and Culpability: A Theory of Criminal Law* (CUP 2009) 31; for tort law, see S Perry, ‘Risk, Harm, and Responsibility’ in DG Owen (ed.), *Philosophical Foundations of Tort Law* (Clarendon Press 1995) 321, 333–335; for health and safety regulation, see MD Adler ‘Against ‘Individual Risk’: A Sympathetic Critique of Risk Assessment’ (2005) 153 U Pa L Rev 1121, 1247.
is problematic as a matter of principle. Whatever the attributes of the group may be, drawing an inference from this frequency to the specific case requires presupposing a causal connection between these attributes and the criminal conduct. Inferring from the frequency of babies being murdered by mothers similar to Sally Clark to the specific case of Clark requires a causal connection (direct or indirect) to be presupposed between the common attributes of these mothers and the murders some of them committed. Without presupposing a causal connection, the inference from the generalisation to the specific case is invalid. As a result, for the inference to be valid, one has to assume that the generalisation on which it is based is causal. This causal generalisation is probabilistic, because not all the mothers in the group murdered their babies. The set of cases on which the causal generalisation is based comprises two sub-groups: mothers who have the common attributes of the group in addition to another variable (or set of variables) that caused them to murder their babies; and mothers whose common attributes did not lead them to murder their babies. If Sally Clark belongs to the first sub-group, the statistical evidence that substantiates this causal generalisation is relevant and probative to her case; however, she could not be convicted of murdering her babies because she did not act freely and is therefore not culpable for her actions. If she belongs to the second sub-group, the use of the causal generalisation to conclude anything regarding her case is erroneous and misleading. 42

Although this paper deals with proving causation in criminal proceedings, many of the points made here may also be relevant to proving causation in civil proceedings. In tort cases, for instance, proving causation using statistical evidence is a central and disputed topic. 43 The elements of the paper that discuss contrastive causation and how it is generally proven are also pertinent in the civil context. For example, in the Israeli case of Dirawi, 44 a man who underwent laser eye surgery claimed compensation for the retinal bleeding and blindness he suffered following the procedure. The court relied on statistical evidence according to which the frequency of a retinal

42 Whether a similar rationale applies to statistical evidence adduced by the defence is a complicated question, which I discuss in a separate paper – see Amit Pundik, ‘Should Murder Be More Difficult to Prove than Theft? Beccaria and Differential Standards of Proof’ in Antje du Bois-Pedain and Shachar Eldar (eds), Re-reading Beccaria (Hart, forthcoming).
43 See, for example, Ariel Porat and Alex Stein, Tort Liability under Uncertainty (OUP 2001).
44 Laser Center for Retinal Surgeries Inc v Dirawi CivA 522/04 (2005).
bleed among short-sighted people is only 7.5 per cent, and concluded that it was the surgery (rather than the short-sightedness) that caused the bleeding and blindness suffered by the claimant. According to the argument of this paper, the critical factor for assessing this contrastive causal claim should be the ratio between the frequencies of retinal bleeding caused by short-sightedness and by surgery, respectively. If the frequency of bleeding caused by surgery is higher than the frequency of bleeding caused by short-sightedness, the court’s conclusion would be supported by the evidence. However, if the frequency of bleeding caused by surgery is lower than that of bleeding caused by short-sightedness, the court’s conclusion would be mistaken. Either way, the court erred in its judgement, because a frequency of one potential cause is meaningless if it is not contrasted with the frequency of the defendant’s contrastive cause.

The application of the argument of this paper regarding culpability and free will to Tort Law depends on the role, if there is one, of the tortfeasor’s culpability (which might differ from the term ‘fault’ often used in tort cases). The objection made in this paper to the use of a minute frequency of one cause to prove causation by another cause in Criminal Law is based on the contention that this use contradicts a presupposition (that of free will) required for the attribution of culpability. The centrality of culpability to this paper’s argument renders its applicability to Tort Law hinging on the question of whether attributing tort liability requires presupposing that the tortfeasor is culpable for the claimant’s damages. In most tort cases, the question of whether the imposition of tort liability presupposes culpability is complex. References to blame are not unheard-of in negligence cases, and nor are considerations of retributive justice (even across various jurisdictions). In medical negligence cases, for example, both claimants and defendants view liability as reflecting culpability (or closely-related concepts such as accountability and responsibility). By applying the argument of this

45 See, for example, in English Law: ‘since in my judgment Mr. Tarleton was in no way to blame, he was not negligent’, in Mansfield v Weetabix Ltd [1998] 1 WLR 1263 (Leggatt LJ); See also Snelling v Whitehead [1998] RTR 385, 386 (Lord Wilberforce).

46 Ronen Perry, ‘The Role of Retributive Justice in the Common Law of Torts: A Descriptive Theory’ (2006) 73 Tenn L Rev 177.

47 Regarding this view among plaintiffs, see Edward A Dauer, ‘Strong Reciprocity and Accountability: Behavioural Analysis of Patients’ Legal Responses to Medical Injury’ (2006) 2 Intl J of L in Context 257. For this view regarding defendants, see Donald Dewees, David Duff, and Michael Trebilcock, Exploring the Domain of Accident Law: Taking the Facts Seriously (OUP 1996) 425.
paper to such cases, it is possible to explain why it seems intuitively objectionable to support a claim against a doctor with statistical evidence on the average rate of negligent treatments among similar doctors. On the other hand, one might highlight that, whatever role culpability is intuitively given, the goal of Tort Law is not to punish the tortfeasor, but rather to correct the victim’s harm, promote optimal levels of care, or enhance distributive justice. After all, once a clinician is found liable, the compensation is often paid by someone else (the hospital or insurance company, for instance). This phenomenon would be hard to accept if compensation were a matter of culpability.

Insofar as a court holds a defendant liable in torts based either explicitly or implicitly on their being culpable, this paper shows that this liability cannot be established using objectionable statistical evidence to prove that the claimant’s harm was caused by the defendant’s conduct. More generally, this point exemplifies the deep connection between controversies concerning substantial law (specifically, whether tort liability presupposes culpability) and controversies concerning procedural issues (whether statistical evidence may be used to prove causation).

V. OBJECTIONS

A. Reductio ad Absurdum

Returning to the argument of this paper, one could object to it by stating that it rejects the use of all evidence. For example, showing the accused’s clothes that are stained with the victim’s blood relies on a generalisation by which individuals with the victim’s blood on their clothes tend to be more likely to be killers than individuals whose clothes are not stained with the victim’s blood. If the use of such a common generalisation contradicts the assumption that the accused was acting freely, then the argument in this paper would deem all fact-finding impossible. If this is so, there must be something wrong with the argument and it must be rejected.

48 ‘[T]ortious liability has in many cases ceased to be based on moral blameworthiness’, Nettleship v Weston [1971] 2 QB 691 (CA), 709–710.
49 Gary T Schwartz, ‘Mixed Theories of Tort Law: Affirming both Deterrence and Corrective Justice’ (1997) 75 ‘Texas L Rev 1801, 1801.
50 David Lewis, ‘Do We Believe in Penal Substitution?’ (1997) 25 Phil Papers 203.
However, the argument of this paper objects to evidence only if the inference it makes is based on a causal generalisation that runs from an attribute that the accused shares with a group of people to which the generalisation applies, to the action allegedly committed by him or her. Only in these cases could the accused’s conduct be caused by an antecedent factor and considered unfree. Using bloodstains as evidence is not problematic because the direction of the causal generalisation used in the inference does not imply that the accused’s conduct (in this case murder) was caused by the bloodstains. Whatever causes could have influenced the action, bloodstains on the accused’s clothes are not one of them. Using the bloodstains as evidence relies on an inference from a generalisation that states that ‘individuals with blood-stained clothes are more likely to be involved in murders than people without blood-stained clothes’. Unlike evidence regarding the frequency of murder among mothers like Clark, one can make this generalisation without assuming a common antecedent factor among people with blood-stained clothes that causes them to commit a murder. Rather, it is their own free action that causes their commonality – the murderous act that caused their clothes to be stained with blood. For this reason, there is no contradiction between this generalisation and the freedom of the accused’s actions, specifically because it does not interact with the requirement that the accused’s actions be free.\footnote{51 This point illustrates an important difference between the argument in this paper and other arguments against statistical evidence. Part of these arguments focus on what causes the evidence to exist, while this argument focuses on what causes the accused’s actions. See Judith J Thomson, ‘Liability and Individualized Evidence’ (1986) 49(3) Law and Contemporary Problems 199.}

For similar reasons, the argument of this paper does not object to many types of evidence routinely admitted to court. For example, if an eyewitness describes the person who committed the crime, and the description matches the accused, there would be no problem with admitting this evidence. As with the bloodstains, the inference does not assume that the physical attributes described by the witness caused the accused’s actions. If a witness declares seeing a tall man, one need not assume that the tallness caused the accused’s actions. Rather, the accused’s actions are what caused him to be present at the scene of the crime, leading the witness to see a tall man in the area. Similarly, the argument does not object to the use of DNA evidence found at the scene of the crime. Instead of assuming that
the accused’s actions were caused by his genetic makeup, the inference used in DNA evidence states that the accused’s actions are what caused his DNA to be present at the scene.52

B. Previous Actions

One might insist that we can use facts about the agent herself together with statistical evidence to support the conclusion that it was she who freely committed the crime. For example, if the suspect told close friends that she planned to kill the victim, that she purchased a gun, and that she had strong grievances against the victim, it seems that we can easily correlate these sorts of properties with the fact that the people with them very often carry out their threats (freely).

This is a serious objection that involves two complicating factors: the relation between previous and current actions (can a past free action causally affect another action without rendering it unfree?); and the relation between character traits/propensities and free actions (can an action be free even if it was causally affected by the agent’s propensity, particularly if acquiring this propensity was outside the agent’s control, for instance, if they were born like that?).

Before responding to this objection, it is important to emphasise that, even if the objection holds, none of the cases discussed so far (Clark, Veysey, or De Berk) included statistical evidence that reflects a causal connection involving the agent’s character traits or previous actions. Consequently, the argument of this paper would still apply to any case in which the statistical evidence reflects a causal connection that does not involve the agent’s character or previous actions.

More importantly, the argument of this paper is unlikely to be limited to non-previous and non-character-based causes. As for character-based causes, consider the example of previous convictions for child molestation, which are currently admissible in both the United Kingdom and the United States.53 While the admission of

52 For a more detailed discussion of DNA evidence, see Pundik (n 16), 212–213.
53 For the United Kingdom, see the Criminal Justice Act 2003, c 44, pt 11, ch 1, s 103, and for the United States, see Rule 414 of the Federal Rules of Evidence.
such previous convictions has been criticised on various grounds, such as being unconstitutional,\textsuperscript{54} unfair,\textsuperscript{55} and even truth-suppressing,\textsuperscript{56} the connection to the issue of free will seems to have gone unnoticed. My argument would substantiate a different line of criticism, by drawing attention to the importance of identifying the exact generalisation involved and considering whether using it for conviction conflicts with other presuppositions made in criminal proceedings. Like any inference about human conduct, inferring from the accused’s previous convictions that they are likelier to have committed the alleged similar offence(s) relies on a causal generalisation. These previous convictions may be probative because they indicate that the accused suffers from a condition, such as perversion, illness, or addiction, that caused them to reoffend. Consequently, if these previous convictions are indeed probative, it might only be at the price of exposing that the accused’s conduct is unfree and thus nonculpable. To generalise from this example, the argument of this paper could apply to character-based causes because drawing inferences from a certain property of the agent to the likelihood of their carrying out a free action might still involve a cause that undermines that agent’s freedom.

Moving to previous free actions (such as threatening and planning), the argument of this paper need not object to statistical evidence adduced to establish that such previous actions led to the later actions (of committing the crime). This is because it might be unnecessary to presuppose that the later actions are free to begin with. While this move might seem counterintuitive at first, it is probably because it seems to suggest that the later actions are not culpable (because they are unfree). However, if the agent’s later actions were indeed caused by their own previous free actions,\textsuperscript{57} the agent’s culpability for the later actions is likely to be derived from their culpability for the previous ones. When, how, and why culpability for one action is derived from another are complicated issues to address, and

\textsuperscript{54} Mark Sheft, ‘Federal Rule of Evidence 413: A Dangerous New Frontier’ (1995) 33 Am Crim L Rev 57.

\textsuperscript{55} Jason McCandless, ‘Prior Bad Acts and Two Bad Rules: The Fundamental Unfairness of Federal Rules of Evidence 413 and 414’ (1997) 5 Wm & Mary Bill Rts J 689, 694.

\textsuperscript{56} Michelle Cowley and Juliette Colyer, ‘Asymmetries in Prior Conviction Reasoning: Truth Suppression Effects in Child Protection Contexts’ (2010) 16 Psychology, Crime & L 211.

\textsuperscript{57} One might counter that the previous actions did not determine the later actions, but only causally influenced them (for example, by raising their probability). Such a response is discussed in the next objection.
it is particularly questionable whether the agent’s culpability goes beyond their culpability for the first action. Be that as it may, previous actions do not serve as a counterexample to the argument of this paper, because this argument does not have to object to statistical evidence adduced to establish that previous free actions led to later culpable actions.

C. Sentence Mitigation

One might retort that this analysis stands in contrast to a common intuitive view of criminal responsibility. While the analysis implies that the agent’s conduct is either fully determined or entirely unaffected, the practices of assigning criminal responsibility often seem to assume that an agent can be partially causally influenced. The agent is treated as causally influenced by some factor, but only to some degree, leaving them with a less-than-maximum extent of freedom. For example, a paedophile’s sentence might be mitigated by the fact that he was a victim of molestation in his childhood. According to this view, the mitigation acknowledges that his childhood experience causally influenced the way he currently acts yet left him sufficiently free and, hence, responsible for molesting other children.

The difficulty with this view of criminal responsibility is that it fails to account for the conviction stage of the trial, which seeks a binary outcome: the accused is either guilty of the alleged crime or not. Finding him guilty requires that he is culpable of committing the crime,\textsuperscript{58} which, in turn, requires that he acted freely.\textsuperscript{59} Free action is thus a precondition of criminal responsibility, and when undermined by a defence such as insanity or duress, the accused is found not guilty rather than less guilty.

One means of explaining away the intuitive force of this view of criminal responsibility is to note that, while the question of guilt is binary, the consequences of conviction are typically scalar. The

\textsuperscript{58} This condition does not imply retributivism (that punishment is inflicted because it is deserved), because it applies to any theory of punishment that considers culpability a constraint on other legitimate goals of punishment. One notable example of such a theory is Hart’s mixed theory of punishment, which accepts the retributivist constraint according to which ‘only those who have broken the law – and voluntarily broken it – may be punished’, while rejecting retributivism as the ‘General Justifying Aim of the system.’ See HLA Hart, \textit{Punishment and Responsibility}, 2nd ed (Oxford, UK: Oxford University Press, 2008) at 9.

\textsuperscript{59} For theories that hold that free will is not a necessary condition for the attribution of culpability (for example, semi-compatibilist and reactive attitudes theories), see the text accompanying n 65.
punishment could include a longer or shorter period of imprisonment or a heftier or lighter fine. It is at the sentencing stage that the paedophile’s childhood experience is taken into consideration. However, there could be various explanations for why this experience serves to mitigate the appropriate punishment that do not refer to a partial causal influence. To mention just a few alternatives, there would be the increased effect that punishment would have on him as a result of his experience, his vulnerability to becoming a victim again during imprisonment, or maybe even the attempt to compensate him for his bad fortune in childhood.

Whatever the justification may be, it need not rely on a causal generalisation, according to which his childhood experience causally influenced him to commit the alleged offence. If such a causal generalisation is used at the sentencing stage, it becomes difficult to explain why the prosecution should not be allowed to admit the very same evidence at the conviction stage to support its allegation that the accused has committed the offence. The challenge here is not only to identify a solid objection to the use of such evidence in criminal trials (which is more difficult than it might seem), but also to explain why the same objection is not equally applicable at the sentencing stage. After all, if the accused’s personal background causally influenced him, it means that he is likelier to have committed the alleged crime, rendering his background probative evidence, which should not be ignored at the conviction stage. While exploring the justification for such mitigation lies outside the scope of this paper, it suffices to note that taking into account the paedophile’s childhood background at the sentencing stage need not be based on his being less free when molesting the children he did. This point is in line with the fact that freedom is taken by almost every theorist of free will as a binary concept. 1

Therefore, my analysis of probabilistic causal generalisations does not stand in contrast to our sentencing practices. On the contrary, the view of partial causal influences stands in contrast to our binary practices of conviction. Proponents of such a view would thus need to explain how freedom and criminal responsibility work, in their understanding.

60 See n 14.

61 Nomy Arpaly seems to be a notable exception. See Nomy Arpaly, Merit, Meaning, and Human Bondage: An Essay on Free Will (Princeton NJ: Princeton UP, 2006).
D. **Compatibilist Approaches**

Unlike libertarians, compatibilists hold that conduct can be free even if it was determined by causal factors outside the agent’s control. Rather, they offer alternative criteria to distinguish free and unfree conduct. Whatever the compatibilists’ criteria are, they regard conduct as unfree once certain causal factors are present. For example, a person whose hand was coercively pressed against a button clearly did not press the button freely because their conduct was caused by physical coercion. What these causal factors are, and how they explain why the compatibilist criteria for freedom are unsatisfied, vary according to the specific compatibilist theory. The key point is that the argument of this paper is still applicable in principle under a compatibilist approach: a generalisation is objectionable if its use presupposes a causal factor that is one of the causal factors rendering conduct unfree, according to the respective compatibilist criteria.

Consider again the deterministic generalisation according to which every person exposed to a particular type of radiation develops certain skin blotches and an irresistible urge to physically attack everyone around them. Is it objectionable to convict Richard of violent offences by inferring from his skin marks that he acted violently? According to compatibilists, the answer depends on whether any of the facts presupposed by the inference (that Richard was exposed to this radiation, for instance) belongs to the group of causal factors that render his conduct unfree. For example, classical compatibilists might argue that the radiation rendered Richard unfree if its effect was such that he would not have avoided acting violently even had he chosen to. Other compatibilists might adhere to Frankfurt’s theory, according to which a person acts freely only if they had a (second-order) desire to have the (first-order) desire to act as they did. If the radiation caused Richard to have a desire to act violently even though he did not have a second-order desire to have the desire to act violently, then being exposed to this radiation belongs to the causal factors that render Richard’s conduct unfree. A similar point would apply to semi-compatibilist theories, such as Fischer and Ravizza’s influential theory that distinguishes between...

---

62 If one holds that the conduct in this example is not the agent’s conduct at all, one should change the example to include conduct that one considers unfree but attributable to the agent.

63 Harry Frankfurt, ‘Freedom of the Will and the Concept of a Person’ (1971) 68 J Phil 5.
'regulative control', which is incompatible with determinism but is not required for culpability, and 'guidance control', which suffices for culpability and is based on the agent’s responsiveness to reasons.\textsuperscript{64} If the radiation caused Richard not only to have a desire to act violently but also to become unresponsive to reasons, then the exposure to this radiation rendered Richard’s conduct unfree. Compatibilists (and semi-compatibilists) would hence examine the question of whether a generalisation is objectionable through the lens of their specific criteria for freedom.

The application of the argument of this paper under the compatibilist approach is thus significantly more limited than under the libertarian approach. While, under the latter approach, no causal connection in which the causal antecedent is outside the agent’s control can be used to prove their culpability,\textsuperscript{65} under compatibilist approaches it is possible that causal generalisations in which the causal antecedent is outside the agent’s control could be used as evidence of culpability (if the antecedent is one of the causes that influence the agent’s conduct without rendering it unfree).\textsuperscript{66}

It could be objected that most plausible compatibilist theories are unlikely to reach the conclusion that the causal connection in real cases undermines the agent’s freedom. In Clark, for example, the frequency of infant murders committed by mothers similar to Clark could be used, providing the causal antecedents do not negate the mothers’ freedom (assuming that the statistical evidence is gathered, analysed, and presented properly). Arguably, even if there is a direct or indirect causal connection between being a professional, a non-smoker, and over the age of 26 and infanticide, the mother could still have avoided killing her babies had she chosen to. Similarly, it is unlikely that the mother’s first-order desires were affected while her

\textsuperscript{64} John Fischer and Mark Ravizza, \textit{Responsibility and Control: A Theory of Moral Responsibility} (CUP 1998) 31–34.

\textsuperscript{65} However, if the second objection holds, and the argument of this paper is limited to non-previous actions and non-character-based causes, its application would become more difficult for libertarians than the way presented in the text above. This is because it would be insufficient for libertarians to show that the use of statistical evidence to prove causation requires presupposing that the agent’s action was caused. Instead, similarly to compatibilists, they would need to show that the causal claim involves certain causes that are inconsistent with the action’s being free, namely non-previous and non-character based causes.

\textsuperscript{66} As a result, the differences in world views regarding free will could raise (and explain existing) disputes regarding the use of certain causal generalisations to prove the accused’s culpability. One example may be found in the admission of previous convictions (see the text accompanying n 54), and another in the dispute regarding racial profiling, see Amit Pundik, ‘Against Racial Profiling’ (2017) 67 Toronto LJ 175.
second-order ones remained intact. It is also unlikely that she became unresponsive to reasons. In general, compatibilists usually insist that genetic or environmental causes do not pose a threat to the agent’s freedom, even if they determine the agent’s conduct, unless these causal factors make a severe impact on the agent’s physical or mental capacities (as in cases of coercion or manipulation). Consequently, one might contend that repeating the argument of this paper under compatibilist approaches is unlikely to succeed, making this argument dependent on the strongly-contested claim that Criminal Law is committed to libertarianism. 67

The issue at stake here is wider than the use of statistical evidence to prove causation. If statistical evidence may be used to prove a contrastive causal claim, the prosecution could use the same evidence to prove additional material facts. In Clark, to substantiate the contrastive causal claim by which it was Clark’s conduct rather than SIDS that brought about the babies’ deaths, the prosecution would be obligated to provide the frequency of SIDS as well as the frequency of infanticide among mothers similar to Clark. Now assume that the ratio between the frequencies favours the prosecution’s position, among other reasons because the frequency of infanticide among mothers similar to Clark is significantly higher than the frequency in the general population. According to compatibilist theories, the prosecution could use this statistical evidence and contrast it with the frequencies of SIDS. Assume, further, that in addition to this factual dispute regarding the cause of death being murder by Clark or SIDS, another question arises, namely whether the babies were murdered by Clark or by someone else. If this were the case, why not allow the prosecution to submit the very same statistical evidence regarding the frequency of infants murdered by mothers similar to Clark, contrast it with the frequency of infanticide in the general population, and argue that this evidence supports the claim that it was Sally Clark, as opposed to someone else, who murdered her babies? More generally, why not allow the prosecution to submit statistical evidence regarding the frequency of the alleged criminal conduct whenever the accused belongs to a group in which the

---

67 See the disagreement between Fletcher and Morse on whether criminal law is founded on libertarian freedom: George P Fletcher, The Grammar of Criminal Law: American, Comparative, International (OUP 2007) 278–281 and Stephen J Morse, ‘Criminal Responsibility and the Disappearing Person’ (2007) 28 Cardozo L Rev 2545, 2549.
crime-rate is higher than among the general population? For example, why should the prosecution not be allowed to use the high rate of crimes involving illegal firearms in a certain neighbourhood to support the conviction of an individual resident in a crime involving an illegal firearm?68

Compatibilist approaches could agree that statistical evidence such as crime-rates should not be used in criminal proceedings, while insisting that this justification has nothing to do with free will. Establishing a principled objection to the use of statistical evidence in criminal trials is more difficult than it might seem,69 but if compatibilists are able to do so, the question of whether they would object to statistical evidence on the minute frequency of the alternative cause depends on the exact objection they adopt. Alternatively, compatibilists could accept that statistical evidence such as crime-rates should be admitted in criminal proceedings, which is in stark contrast to our current practices and common intuitions.70 Either way, from a compatibilist perspective, this paper may only illustrate the futility of taking the free will route to justify the intuitive objection to statistical evidence, because it exposes the strong (libertarian) assumptions that are required for such an objection. Nevertheless, compatibilists should be interested in the use of statistical evidence in criminal proceedings because, according to the argument of this paper, their libertarian adversaries have a principled objection to the use of intuitively-objectionable statistical evidence such as crime-rates, and that objection is not (fully) available to compatibilists.

VI. CONCLUSION

This paper has shown that statistical evidence regarding the minute probability of a natural cause cannot be used to substantiate the claim that it was the accused’s conduct that caused the result of the alleged crime. Section I showed that causal claims are contrastive in nature. Section II showed that the use of statistical evidence to prove

---

68 For a detailed discussion of this example, see Pundik (n 67), 194–199.
69 See n 14.
70 See, for example, the Wells effect, according to which if people are presented only with such evidence, they are likely to acquit the defendant, even when their subjective estimate of the probability of guilt is above the threshold required for conviction. Gary Wells, ‘Naked Statistical Evidence of Liability: Is Subjective Probability Enough?’ (1992) 62 Journal of Personality and Social Psychology 739.
the minute probability of a natural cause is meaningless, in and of itself, without contrasting it with the frequency of the alleged cause, namely the frequency of the committing of the alleged crime among a group of people similar to the accused. Section III presented a principled objection to the use of crime frequencies among a group similar to the accused. If such a causal generalisation is relevant to the specific case at hand, it is only at the price of undermining the basis for culpability; and if it is irrelevant to the case at hand, it should be deemed erroneous and therefore inadmissible. The conclusion of the paper is therefore that using statistical evidence regarding the infinitesimal frequency of a natural cause is objectionable, regardless of how reliable the statistical analysis is.
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