A sequential sensor selection strategy for hyper-parameterized linear Bayesian inverse problems
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Abstract We consider optimal sensor placement for hyper-parameterized linear Bayesian inverse problems, where the hyper-parameter characterizes nonlinear flexibilities in the forward model, and is considered for a range of possible values. This model variability needs to be taken into account for the experimental design to guarantee that the Bayesian inverse solution is uniformly informative. In this work we link the numerical stability of the maximum a posterior point and A-optimal experimental design to an observability coefficient that directly describes the influence of the chosen sensors. We propose an algorithm that iteratively chooses the sensor locations to improve this coefficient and thereby decrease the eigenvalues of the posterior covariance matrix. This algorithm exploits the structure of the solution manifold in the hyper-parameter domain via a reduced basis surrogate solution for computational efficiency. We illustrate our results with a steady-state thermal conduction problem.
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1 Introduction

Mathematical models of physical processes often depend on parameters, such as material properties or source terms, that are known only with some uncertainty. Experimental measurement data can help estimate these parameters and thereby improve the meaningfulness of the model. The Bayesian approach to inverse problems (cf. [7]) yields a (posterior) probability distribution for these parameters that reflects both the prior distribution in the parameters and measurement data.

A major challenge in inverse problems is sensor placement to obtain informative measurement data at restricted experimental cost. There exists a vast optimal experimental design (OED) community focused on different problem types and optimal design criteria. The literature most related to this contribution is the discussion of A-optimality for infinite-dimensional linear Bayesian inverse problems in [1,2], and the greedy orthogonal matching pursuit algorithm for data assimilation in [4,6].

In this paper, we consider the optimal placement of sensors to infer a parameter from noisy data in a linear Bayesian inverse problem subject to flexible hyper-parameters. The hyper-parameters characterize variability of the forward model, e.g. variable material properties or geometry, that needs to be taken into account for the sensor placement. For instance, the Bayesian inference problem might need to be solved for multiple data sets with known hyper-parameters, or a most suitable hyper-parameter might need to be sought for fixed data in an "outer loop" optimization. In either case, the same sensors are used within all inference problems, thus necessitating a uniformly "good" choice. The objective of this paper is to provide a sensor selection strategy that follows, uniformly for all hyper-parameters, the A-optimal design criterion of minimizing the trace of the posterior covariance matrix.

In [3], we developed and utilized a numerical stability analysis for parameterized 3D-VAR data assimilation over a linear model correction term to find design criteria for stability-based sensor selection. In this contribution, we first re-interpret these results in the hyper-parameterized linear Bayesian inversion setting, and then show their relation to A-optimal experimental design. This analysis leads to a greedy algorithm that iteratively chooses sensor locations that, under certain assumptions, uniformly decrease the trace of the posterior covariance matrix.

In the upcoming section, we specify our linear forward model, and pose the Bayesian inversion problem in a hyper-parameterized context. We then, in Sec. 3, show the link between its numerical stability, different model coefficients, the eigenvalues of the posterior covariance matrix, and A-optimal experimental design. In Sec. 4 we propose an algorithm to exploit this connection, and present numerical results in Sec. 5 for a thermal conduction problem. We conclude in Sec. 6.
2 A Hyper-Parameterized Bayesian Inverse Problem

We consider a linear Bayesian inverse problem setting for the inference of a finite-dimensional parameter $m \in \mathbb{R}^M$ from noisy data $d \in \mathbb{R}^K$ subject to different hyper-parameters $\theta$ that characterize nonlinear (in $\theta$) flexibility in the linear (in $m$) forward model. Our objective is to find conditions for an observation operator that is uniformly informative for all hyper-parameters. In the following, we specify the forward model and the Bayesian inverse problem, before analysing it in Sec. 3.

Following the Bayesian approach to inverse problems, we consider $m$ to be a random variable, and model our prior belief in its distribution through a non-degenerate Gaussian prior measure $\mu_0 = \mathcal{N}(m_0, \Sigma_0)$ with mean $m_0$ and symmetric positive-definite (s.p.d.) covariance $\Sigma_0 \in \mathbb{R}^{M \times M}$. We define the inner product $(m_1, m_2)_{\Sigma_0} := m_1^T \Sigma_0^{-1} m_2$ and norm $\|m_1\|_{\Sigma_0} := (m_1, m_1)_{\Sigma_0}^{1/2}$ for $m_1, m_2 \in \mathbb{R}^M$.

For the forward model, let $(\mathcal{U}, (\cdot, \cdot)_\mathcal{U})$ be a Hilbert space with induced norm $\|u\|_\mathcal{U}^2 := (u, u)_{\mathcal{U}}$, and let $\mathcal{P} \subset \mathbb{R}^P$ be a compact set of possible hyper-parameters. For any $\theta \in \mathcal{P}$, we let $a_\theta : \mathcal{U} \times \mathcal{U} \to \mathbb{R}$ and $b_\theta : \mathcal{M} \times \mathcal{U} \to \mathbb{R}$ be non-trivial bilinear forms that are affine and bounded uniformly in $\theta$, with the additional assumption that $a_\theta$ is also uniformly coercive. Under these assumptions there exists, for any parameter $m \in \mathbb{R}^M$, a unique, bounded solution to the problem

$$
\text{find } u_\theta(m) \in \mathcal{U} \quad \text{s.t.} \quad a_\theta(u_\theta, \psi) = b_\theta(m, \psi) \quad \forall \psi \in \mathcal{U}. \quad (1)
$$

We define, for $X \subset \mathbb{R}^M$, the ratios $\underline{\eta}_{X, \theta} := \inf_{m \in X} \|u_\theta(m)\|_\mathcal{U}/\|m\|_{\Sigma_0}^{1/2} \geq 0$ and $\overline{\eta}_{X, \theta} := \sup_{m \in X} \|u_\theta(m)\|_\mathcal{U}/\|m\|_{\Sigma_0}^{1/2} < \infty$. Moreover, we define the closed subspace

$$
X_\theta := \{m \in \mathbb{R}^M : u_\theta(m) = 0\} = \{m \in \mathbb{R}^M : b_\theta(m, \cdot) = 0\} \subset \mathbb{R}^M
$$

of all parameter directions that do not change the state, and let $X_\theta^\perp$ denote its orthogonal complement in the Euclidean inner product. In particular, we have $\underline{\eta}_{X_\theta^\perp, \theta} > 0$.

For our sensors, we consider a library $\mathcal{L} = \{l_k\}_{k=1}^{K_{\mathcal{L}}}$ of $K_{\mathcal{L}} < \infty$ sensors $l_k \in \mathcal{U'}$. For a selection $l_1, \ldots, l_k \in \mathcal{L}$ of these sensors, we define the observation operator $L = (l_1, \ldots, l_k)^T : \mathcal{U} \to \mathbb{R}^K$. Measurement data for a parameter $m \in \mathbb{R}^M$ is obtained by applying $L$ to the state $u_\theta(m)$. This gives us the linear, bounded parameter-to-observable map $G_{\theta, L} : \mathbb{R}^M \to \mathbb{R}^K, G_{\theta, L}(m) := Lu_\theta(m)$. Our objective is to choose $L$ from $\mathcal{L}$ so that it is approximately A-optimal over $\mathcal{P}$.

For the noise model, we assume to be given an s.p.d. covariance matrix $\Sigma_{\text{noise}} \in \mathbb{R}^{K_{\mathcal{L}} \times K_{\mathcal{L}}}$ that describes how the observation noise between all sensors in $\mathcal{L}$ is correlated. The covariance for the sensors in $L$ is then described by the

---

1 The extension to the infinite-dimensional setting poses additional challenges that will be discussed in a future work.

2 A general finite-dimensional space can be considered via an affine transformation, c.f. [2, 5]

3 For conciseness, we refer the reader to [3] for a definition of these properties.

4 We can readily generalize this setting to non-coercive problems by employing a Petrov-Galerkin formulation. A stability analysis similar to [3] will be explored in a future publication.
submatrix $\Sigma_L \in \mathbb{R}^{K \times K}$ with $(\Sigma_L)_{i,j} = (\Sigma_{\text{noise}})_{k_i,k_j}$. For fixed $L$ and for data $d_1, d_2 \in \mathbb{R}^K$ we define the inner product $(d_1, d_2)_{\Sigma_L} := d_1^T \Sigma_L^{-1} d_2$ and induced norm $||d_1||_{\Sigma_L}^2 := (d_1, d_1)_{\Sigma_L}$. We define $\gamma_L := \sup_{d \in \mathcal{U}} ||Ld||_{\Sigma_L} ||d||_{\Sigma_L}$ as the norm of $L$. We model the data to be of the form
\[
d = G_{\theta,L}(m) + \eta \quad \text{with Gaussian additive noise} \quad \eta \sim \mathcal{N}(0, \sigma^2 \Sigma_L)
\] (3)
and scaling parameter $\sigma > 0$. For given data $d \in \mathbb{R}^K$ from an observation operator $L$, the posterior probability density function of the posterior measure $\mu^{L,d}$ is then given through Bayes’ theorem by
\[
\pi_{\text{post}}(m|d) \propto \exp \left( -\frac{1}{2\sigma^2} ||G_{\theta,L}(m) - d||_{\Sigma_L}^2 - \frac{1}{2} ||m - m_0||_{\Sigma_0}^2 \right),
\] (4)
where we omit the normalization constant $Z = \int_{\mathbb{R}^M} \exp(-\frac{1}{2\sigma^2} ||G_{\theta,L}(m) - d||_{\Sigma_L}^2) dm_0$.
Since $G_{\theta,L}$ is linear, the posterior is a Gaussian (see, e.g., [7, Thm 2.4]), $\mu^{L,d} = \mathcal{N}(m_{\text{post}}^{L,d}(d), \Sigma_{\text{post}}^{L,d})$, with mean $m^{L,d}_{\text{post}}(d) = \Sigma_{\text{post}}^{L,d} \left( \frac{1}{\sigma^2} G_{\theta,L}^T \Sigma_{\text{L}}^{-1} d + \Sigma_0^{-1} m_0 \right)$ and covariance matrix $\Sigma_{\text{post}}^{L,d} = \left( \frac{1}{\sigma^2} G_{\theta,L}^T \Sigma_{\text{L}}^{-1} G_{\theta,L} + \Sigma_0 \right)^{-1}$.

3 Numerical Stability and A-Optimal Experimental Design

In the following, we first comment on the connection between the numerical stability of the MAP point and the observation operator $L$. We then link this analysis to A-optimal experimental design.
Since $\mu^{L,d}$ is Gaussian, its mean $m^{L,d}$ is the maximum a posteriori (MAP) point, and hence the solution to the minimization problem
\[
\min_{m \in \mathbb{R}^M} \frac{1}{2\sigma^2} ||Lm - d||_{\Sigma_L}^2 + \frac{1}{2} ||m - m_0||_{\Sigma_0}^2.
\] (5)
Through a reformulation as a saddle-point problem, the numerical stability of (5) can be analyzed with respect to $\theta$, $L$, and $\sigma^2$ (c.f. [3] for an analogous analysis). In particular, the difference in the MAP points and states for different $d_1, d_2 \in \mathbb{R}^K$ is bounded by the difference in data. We have, with $\tilde{m}(d) := m^{L,d}_{\text{post}}(d)$ for readability,
\[
||\tilde{m}(d_1) - \tilde{m}(d_2)||_{\Sigma_0}^2 + ||u_\theta(\tilde{m}(d_1)) - u_\theta(\tilde{m}(d_2))||_{\mathcal{U}}^2 \leq (C_{\theta,L,\sigma^2}^2 ||d_1 - d_2||_{\Sigma_L}^2).
\] (6)
The stability coefficient $C_{\theta,L,\sigma^2} > 0$ quantifies the influence of noise on the MAP point. It has the form $C_{\theta,L,\sigma^2} = \gamma_L(1 + \eta^2)/(\sigma^2 + \beta_{\theta,L}^2 \eta^2)$, where $\eta = \eta_{\mathbb{R}^M,\theta}$ if $\beta_{\theta,L}^2 \leq \sigma^2$, and $\eta = \eta_{\mathbb{R}^M,\theta}$ otherwise, and $\beta_{\theta,L}$ is the observability coefficient
\[
\beta_{\theta,L} := \inf \{ ||Lm_\theta||_{\Sigma_L} : ||u_\theta(m)||_{\mathcal{U}} = 1, \ m \in \mathbb{R}^M \}.
\] (7)
where

\[ \text{mal eigenvector basis} \]

The goal in \( \Lambda \)-optimal experimental design is to choose sensors to minimize the trace of the posterior covariance matrix \( \Sigma_{\text{post}} \). Geometrically, this corresponds to minimizing the mean axis of the uncertainty ellipsoid (c.f. 8). In the following, we bound the eigenvalues of \( \Sigma_{\text{post}} \) via \( \beta_{\theta,L} \) and \( \eta_{X^+_0}\theta \). These can then be used to choose sensors to decrease the bounds of the eigenvalues, and consequently of the trace.

Utilizing the definitions of \( G_{\theta,L} \) and \( \eta_{m,i,\theta} \) in Sec. 2 and \( \beta_{\theta,L} \) in 7, we observe

\[
m^T G^*_{\theta,L} \Sigma^{-1}_{\theta,L} G_{\theta,L} m = ||L u_\theta(m)||^2_{\Sigma^{-1}} \geq \beta^2_{\theta,L} ||u_\theta(m)||^2_U = \beta^2_{\theta,L} ||u_\theta(\Pi_{X^+_0 m})||^2_U \\
\geq \beta^2_{\theta,L} \eta^2_{X^+_0,\theta} ||\Pi_{X^+_0 m}||^2_{\Sigma^{-1}} \geq \beta^2_{\theta,L} \eta^2_{X^+_0,\theta} C_{\Sigma^{-1}} ||\Pi_{X^+_0 m}||^2_{\mathbb{R}^M}.
\]

(8)

where \( \Pi_{X^+_0} \) is the orthogonal projection onto \( X^+_0 \) in the Euclidean inner product and \( C_{\Sigma^{-1}} := \sup_{m \in \mathbb{R}^M} ||m||_{\Sigma^{-1}}/||m||_{\mathbb{R}^M} \) is a norm equivalence constant.

Let \( 0 < \lambda_1 \leq \cdots \leq \lambda_M \) be the eigenvalues of the posterior covariance matrix \( \Sigma_{\text{post}} \) including duplicates. Since \( \Sigma_{\text{post}} \) is s.p.d., there exists an orthonormal eigenvector basis \( \{m_i\}_{i=1}^M \) of \( \mathbb{R}^M \), i.e. \( m_i^T m_i = \delta_{i,j} \) and \( \Sigma_{\text{post}} m_i = \lambda_i m_i \).

With the explicit formula for \( \Sigma_{\text{post}} \) from Sec. 2, the last equation is equivalent to

\[
\lambda_i \leq \frac{C^2_{\Sigma^{-1}}}{\lambda_i} (\frac{1}{\sigma^2} \beta^2_{\theta,L} \eta^2_{X^+_0,\theta} ||\Pi_{X^+_0 m_i}||^2_{\mathbb{R}^M} + 1).
\]

Summing over all eigenvalues, including duplicates, we can now bound

\[
\text{trace}(\Sigma_{\text{post}}) = \sum_{i=1}^M \lambda_i \leq C^2_{\Sigma^{-1}} \sum_{i=1}^M (\frac{1}{\sigma^2} \beta^2_{\theta,L} \eta^2_{X^+_0,\theta} ||\Pi_{X^+_0 m_i}||^2_{\mathbb{R}^M} + 1)^{-1}.
\]

Although \( ||\Pi_{X^+_0 m_i}||_{\mathbb{R}^M} \geq 0 \) is unknown for any individual \( \lambda_i \), by exploiting that \( \{m_i\}_{i=1}^M \) is an orthonormal basis, it can be shown that \( \sum_{i=1}^M ||\Pi_{X^+_0 m_i}||^2_{\mathbb{R}^M} = \dim X^+_0 \).

Our strategy is to choose \( L \) to increase \( \beta_{\theta,L} \); this decreases the bound for each \( \lambda_i \) with \( ||\Pi_{X^+_0 m_i}||_{\mathbb{R}^M} > 0 \), and hence also the bound for the trace. The coefficient \( \beta_{\theta,L} \) becomes more influential the more the data is trusted, i.e. for \( \sigma^2 \) small.

4 Sensor Selection Strategy

Our goal is to choose sensors \( \{l_k\}_{k=1}^K \) so that \( \beta_{\theta,L} \) is uniformly large over the hyper-parameter domain \( \mathcal{P} \). The major challenge for achieving this goal is that evaluating \( \beta_{\theta,L} \) for any \( \theta \) involves solving the forward problem (1) for each basis vector of \( \mathbb{R}^M \).

We address this problem by approximating the solution \( u_\theta(m) \) of (1) with a surrogate reduced basis (RB) solution \( u_{\theta,R}(m) \), that can be computed at a considerably reduced
computational cost for a specified accuracy: Suppose for every hyper-parameter \( \theta \in \mathcal{P} \) and every parameter \( m \in \mathbb{R}^M \), we can compute \( u_{\theta,R}(m) \in \mathcal{U} \) such that 
\[
||u_{\theta}(m) - u_{\theta,R}(m)||_\mathcal{U} \leq \varepsilon \theta ||u_{\theta}(m)||_\mathcal{U}
\]
for a relative accuracy \( 0 \leq \varepsilon \theta \leq \varepsilon < 1 \). It can then be shown analogously to [3, sec. 5.1] that \( \beta_{\theta,L} \geq (1 - \varepsilon \theta) \beta_{\theta,L,R} - \gamma_L \varepsilon \theta \), where \( \beta_{\theta,L,R} \) is defined over the surrogate model analogously to (7), and \( \gamma_L \) is the norm of \( L \). The upper bound \( \varepsilon < 1 \) ensures that \( u_{\theta,R}(m) = 0 \) if \( u_{\theta}(m) = 0 \); therefore \( \beta_{\theta,L,R} \) is defined over the same parameter subspace \( X_0^\beta \) as \( \beta_{\theta,L} \). Suppose \( \varepsilon \) is small enough, we propose to exploit the lower bound of \( \beta_{\theta,L} \) by choosing the sensors in \( L \) via an iterative greedy approach over \( \mathcal{P} \) to increase \( \beta_{\theta,L,R} \), and subsequently \( \beta_{\theta,L} \).

Algorithm 1 Stability-based sensor selection

Given: a training set \( \Xi_{\text{train}} \), a library \( \mathcal{L} \), a target value \( \beta_0 \), a starting parameter \( \theta_1 \in \Xi_{\text{train}} \), and an upper limit \( K_{\text{max}} \) to the number of sensors.

1: \( L \leftarrow \emptyset \), \( \beta \leftarrow 0 \), \( K \leftarrow 0 \)
2: while \( \beta < \beta_0 \) and \( K < K_{\text{max}} \) do
3: \( u_{K+1} \leftarrow \arg \min \{ ||L_{u_{K+1}}||_\mathcal{L}^{-1} ||u_{K}||_\mathcal{U}: u_{K+1} = u_{K+1,R}(m) \text{ for } m \in \mathbb{R}^M \} \)
4: choose \( l \in \mathcal{L} \) such that \( ||[L,l]u_{K+1}||_\mathcal{L}^{-1} \) is maximal
5: \( L \leftarrow [L,l] \), \( K \leftarrow K + 1 \)
6: \( \theta_{K+1} \leftarrow \arg \min_{\theta \in \Xi_{\text{train}}} \beta_{\theta,L,R}, \beta \leftarrow \beta_{L,R}(\theta_{K+1}) \)
7: end while

Following the ideas in [4, 6], in each iteration of the loop, the algorithm first chooses (line 3) the state \( u_{K+1} \) which realizes the minimum observability coefficient; it then searches the library \( \mathcal{L} \) for the best sensor to observe this state (line 4), and then extend the observation operator. Line 4 involves first computing \( l(u_{K+1}) \) (in FE dimension) and then \( ||[L,l]u_{K+1}||_\mathcal{L}^{-1} \) (in \( \mathcal{O}(K^3) \)) for each \( l \in \mathcal{L} \). In line 6 the algorithm then finds the hyper-parameter by iterating over \( \theta \in \Xi_{\text{train}} \) and computing \( \beta_{\theta,L,R} \) via an eigenvalue problem. Any computation of \( \beta_{\theta,L,R} \) involves solving the RB problem for each basis vector of \( \mathbb{R}^M \). The algorithm terminates when either a maximum number of sensors or a target value \( \beta_0 \) has been reached.

The uniform increase of \( \beta_{\theta,L,R} \) over \( \mathcal{P} \) relies on the property that extending the observation operator with a sensor does not decrease \( \beta_{\theta,L,R} \) at different hyper-parameters. This property is straightforward to prove for uncorrelated noise, but more involved for the general case. We will explore this aspect in a future publication.

5 Numerical Results

We consider a steady-state heat conduction problem \(-\Delta u = 0\) over the unit square \( \Omega \). The hyper-parameters \( \theta_i \in [0,1,10] \) specify different thermal conductivities on three subdomains (overview in Fig. 1(a)). We impose an uncertain inflow boundary

\[ \varepsilon \]

Possibilities for target values are highly dependent on the library \( \mathcal{L} \). In practice, \( \beta_0 \) should be chosen by carefully monitoring the changes in \( \beta \).
condition $\nabla u = \sum_{i=0}^{3} m_i p_i$ on $\Gamma_{\text{in}}$, where $p_i$ is the Legendre polynomial of degree $i$, and $m$ is distributed as $\mathcal{N}((1, 0, 0, 0)^T, I)$ in $\mathbb{R}^M = \mathbb{R}^4$, with identity matrix $I$. We refer to [3] for a full description of the model problem and algorithm implementation.

Our library consists of functionals $l_k(u) := \int_{\Omega} g_k(x) u(x) dx$, where the $g_k$ are Gaussian functions with standard deviation 0.01 and centres in a $97 \times 97$ regular grid on $[0.02, 0.98]^2$. We model $\Sigma_{\text{noise}}$ as the $U$-inner-product of the sensors’ Riesz representations, and choose $σ = 0.01$. The noise correlation at different sensors is then higher the closer they are placed to each other. We apply Alg. 1 with target value $β_0 := 0.5$. In addition to $β_{0, L}$, we also consider $β_{L, a_1, a_2} := \inf \{ ||L u||_{\Sigma_{\text{post}}^{-1}}^2 / ||u||_U^2 : u = u_1(x_1) + u_2(x_2), m_1, m_2 \in \mathbb{R}^M \}$, which distinguishes between different hyper-parameters, and selects sensors for “outer-loop” hyper-parameter estimation (c.f. discussion in [3]). The 16 selected sensors are indicated in Fig. 1(a). The 16 selected sensors are indicated in Fig. 1(a) and centres in a regular grid on $\mathbb{R}^4$.

We compute the mean trace of the posterior covariance matrix and the mean of $β_{0, L}$ over a testing set $\Xi_{\text{test}}$ of $41 \times 41$ hyper-parameters located in a regular grid on the logarithmic plane of $\mathcal{P} = (0.1, 10)^2$. For comparison, we repeat the process 50 times with 16 randomly chosen positions, and another 50 times with 16 randomly chosen positions of which at least 4 are placed close to the inflow boundary with $x_2 = 0.02$. Also, we consider another set of 16 centers (indicated as stars in Fig. 1(a)), where the $x_1$-locations are chosen in our library closest to the Chebyshev interpolation points for polynomials with degree smaller or equal to 3. These would be the theoretically optimal points (in $x_1$-direction) for interpolating the Neumann flux. Fig. 1(b) shows the mean trace and the mean $β_{0, L}$ over $\Xi_{\text{test}}$ for the different sensor sets.

We observe that the sensors chosen by Alg. 1 near the inflow boundary are close to the Chebyshev positions. Both sensor sets have a similarly high mean value for $β_{0, L}$ and a similarly small trace of the posterior covariance. In contrast, the randomly
chosen sensor sets have a larger mean trace and smaller mean $\beta_{\theta, L}$. Here the sets chosen with 4 centres near the inflow boundary outperform the completely random ones. Altogether, we observe a strong correlation between $\beta_{\theta, L}$ and \(\text{trace}(\Sigma_{\text{post}}^{\theta, L})\).

6 Conclusion

In this paper we considered a hyper-parameterized linear Bayesian inverse problem and linked its numerical stability analysis to A-optimal experimental design. This analysis permits the development of an algorithm that iteratively chooses sensor locations from a library to reduce the eigenvalues of the posterior covariance matrix uniformly over the hyper-parameter domain. Future work will extend this analysis to Petrov-Galerkin and time-dependent formulations, as well as application to high-dimensional parameter spaces and nonlinear problems.
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