Lévy Noise Induced Switch in the Gene Transcriptional Regulatory System
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Abstract: Gene transcriptional regulatory is an inherently noisy process. In this paper, the study of fluctuations in a gene transcriptional regulatory system is extended to the case of Lévy noise, a kind of non-Gaussian noises which can describe unpredictable jump changes of the random environment. The stationary probability density is given to explore the key roles of Lévy noise in the gene regulatory networks. The results demonstrate that the parameters of Lévy noise, including noise intensity, stability index and skewness parameter can induce switches between distinct gene-expression states. A further concern is the switching time (from the high concentration state to the low concentration one or from the low concentration state to the high concentration one), which is a random variable and often referred to as the mean first passage time. The effects of Lévy noise in expression time and degradation time is studied by computing the mean first passage time in two directions and a number of different peculiarities of non-Gaussian Lévy noise compared with Gaussian noise are observed.
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I. Introduction

Regulation of gene expression by signals from outside and within the cell is very important for cells to control fundamental functions, and nonlinear ordinary differential equations are applied to model gene regulation which have been widely considered to gain insight into the underlying processes of living systems[1,2,3]. The previous work regarded the production of gene product as a deterministic process with no random components, while random fluctuation systems can behave quite differently from deterministic ones in biology systems[4,5,6]. It is well documented that random noise have been observed with critical roles in clinical and experimental studies and then deterministic models should be augmented with noise terms
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[7,8,9,10]. In [7], the roles of the additive noise and multiplicative noise were considered in engineered gene networks. Based on the model in [8], Liu and Jia considered the effects of fluctuations in the degradation and the synthesis reaction rate of the transcription factor, including the case of uncorrelated and correlated noises [9]. In [10], the authors extended the fluctuations in gene regulatory networks to the case of Gaussian colored noise.

The above investigations illustrated that random noise was a key component in gene regulation, and furthermore long jumps are always associated with a complex structure of the environment which could not be described as the Gaussian noise. So a kind of non-Gaussian noise needs to be considered to describe unpredictable jump changes of the random environment, and Lévy flights, a stochastic process characterized by the occurrence of extremely long jumps, can solve this problem. The length of these jumps is distributed as a Lévy stable statistics which exhibit long tails and make the moments divergent. So far this kind of noise is frequently encountered in nature and it has been detected in biology, for example, in the behavioral patterns of certain species such as albatrosses [11] or zooplankton [12] and regulation of gene expression [13]. Gene expression is regulated through the interaction between transcription factors and their respective target sites. The cell achieves this regulation with a relatively small number of transcription factors searching massive lengths of DNA. When binding to a specified site of the genome, they can either activate or repress the transcription of the related gene. However, on searching for binding sites, Lévy search is regarded as an optimal search mechanism in contrast to locally over sampling Gaussian search [13,14,15].

Nowadays literatures evaluating the roles of Lévy noise in the regulation of gene expression are still lacking and we aim to fill up this gap. To provide specific evidence for the effects of Lévy noise, it will be incorporated into the master equation of a gene transcriptional regulatory system which will be simulated via Monte Carlo method. Bistability is often encountered in deterministic gene expression models, defined by the existence of two stable states which represent two levels of gene expressions, the high one referred to as “on”, and the low one referred to as “off” [16]. This property always implies the possibility of switch-like behavior: the system will remain near one of its stable states until a sufficiently large perturbation drives it into the vicinity of another stable state. Therefore we demonstrate the influences of Lévy noise through the construction of a protein switch and consider whether protein
production can be turned “on” and “off” by using pulses.

We are also interested in the expected time that the system takes to switch from the low concentration to the high concentration and vice versa. The time is a random variable and is often referred to as the mean first passage time (MFPT), which is defined as the averaging time for a particle starting from a potential barrier to another one [17]. In [18], the authors presented a set of stochastic models and computed the MFPT of the spontaneous transitions caused by the stochasticity of the switches, and Liu and Jia [9] investigated the MFPT of a gene transcriptional regulatory system with the inner and outside Gaussian noise. Here, we calculate the MFPT for the gene switches and examine their behaviors under variations of several parameters of Lévy noise to explain the implications in the sense of gene regulation.

II. Genetic Regulation Model

This section is to introduce the deterministic genetic regulation model. We first present a brief overview of $\lambda$-phage, a virus which infects the bacterium E.coli. As Fig.1 (a) shows, the key section of the phage DNA, the right operator region ($O_R$) is situated between two phage-encoded regulatory proteins: $\lambda$-repressor gene (also named $cI$) and $cro$, and the promoter $P_{RM}$ controls expression of $cI$ and the $P_R$ promoter for the expression of $cro$. In Fig.1(b), the promoter region $O_R$ contains three tandem DNA binding sites named as $O_R 1$, $O_R 2$, and $O_R 3$.

![Fig.1](image)

Fig.1. (a)The right operator region $O_R$ of $\lambda$ bacteriophage; (b) Three operator sites of $O_R$.

In [7], authors envisioned the system as a plasmid consisting of the $P_{RM}$ operator region and gene $cI$ and only considered the regulation of $\lambda$-repressor (CI) expression. In this case, binding reactions can be given as follows: the gene $cI$ expresses repressor (CI) which dimerizes in turn. Repressor dimmers then bind to the operator sites and regulate the transcription of repressor gene $cI$. Binding at $O_R 1$ and $O_R 2$ in the operator ($O_R$) activates transcription of its own gene by attracting RNA polymerase to
the promoter \(( P_{RM} )\) of the repressor gene \(( cI )\). However, binding to the site \( O_R \) represses transcription by excluding RNA polymerase from its own promoter \(( P_{RM} )\). A kinetic model according to these reactions can be written as [7]:

\[
\dot{x} = \frac{k(2x^3 + 50x^4)}{25 + 29x^2 + 52x^4 + 4x^6} - rx + 1. 
\]  

Here, \( x \) is the concentration of \( \lambda \)-repressor (CI). \( k \) represents the increment of the transcription rate above the basal rate by the binding actions and \( r \) stands for the degradation rate.

Then, bifurcation analysis is performed to study how the dynamic behaviors change versus the parameters \( k \) and \( r \). Fig.2 shows the bifurcation diagram for the system (1) as a function of \( k \) and \( r \). Note that, for values of \( k \) and \( r \) in the tinted region, there are three possible steady-state concentrations. Fig.3 is the phase graph for the system (1) in this case. It can be seen that the states \( x_1 \) and \( x_3 \) are stable because concentrations of CI near \( x_1 \) and \( x_3 \) will remain nearby despite slightly perturbation. The middle state \( x_2 \) is unstable, i.e. any small perturbations can drive the protein concentration towards \( x_1 \) or \( x_3 \). In the gap region, the system (1) has a single stable fixed point.

![Fig.2. Deterministic bifurcation diagram for the system (1)](image-url)
III. Lévy noise induced switch

In the deterministic case, when the system is bistability, for any given initial conditions, the system’s trajectories will converge to one or the other of the equilibria and stay there for the future time. However, in response to environmental stimulation, the system can switch between two distinct steady states, a low-expression state where the protein is present in a small population and a high-expression state where the protein is present in a large population. Therefore, in this section, we focus on the values of $k$ and $r$ leading to bistability of the system and consider how Lévy noise affects the switch behaviors.

Here, we employ the stationary probability densities (SPDs) of the system driven by Lévy noise, which are able to characterize the contributions of Lévy noise to the behavior of the system [19]. We fix $k = 10, r = 5.5$ to exhibit bistability and then the potential function $U(x)$ of the deterministic system (1) is shown in Fig.4, whose local minima represent stable steady states of the concentration.
Fig.4. The potential function $U(x)$

Now consider non-Gaussian noise to the system (1), and then the stochastic version of gene regulatory model can be given as the Langevin differential equation:

$$\frac{dx}{dt} = \frac{k(2x^2 + 50x^4)}{25 + 29x^2 + 52x^4 + 4x^6} - rx + 1 + \frac{dL(t)}{dt}, \quad (2)$$

Here, $L(t)$ is the Lévy stable motion with stationary and independent increments on non-overlapping time intervals which can describe stochastic processes characterized by the occurrence of extremely long jumps, and its derivative denotes the Lévy noise. The process $L(t)$ is a generalized wiener process obeying Lévy distribution $L_{\alpha,\beta}(\zeta; \mu, \mu)$ which corresponds to a four-parametrical family of the probability density functions characterized by their Fourier transforms $\Phi(\theta)$, that is

$$\Phi(\theta) = F(L_{\alpha,\beta}(\zeta; \mu, \mu)) = \frac{1}{\alpha \Gamma(\alpha)} \int_{-\infty}^{\infty} e^{i \theta \zeta} L_{\alpha,\beta}(\zeta; \mu, \mu), \text{ then for } \alpha \in (0,1) \cup (1,2]$$

$$\Phi(\theta) = \exp \left\{ -D\theta^\alpha \left( 1 - \frac{1}{i} \frac{\beta \text{sgn}(\theta) \tan \frac{\pi \alpha}{2}}{2} \right) + i \mu \theta \right\},$$

and for $\alpha = 1$

$$\Phi(\theta) = \exp \left\{ -D\theta \left( 1 + \frac{1}{i} \frac{\beta \text{sgn}(\theta) \frac{2}{\pi} \ln |\theta|}{1} \right) + i \mu \theta \right\}.$$
Fig. 5. (a) Probability density functions of Lévy stable noise for different values of $\alpha$ ($\beta=0, D=1.0, \mu = 0$); (b) Probability density functions of Lévy stable noise for different values of $\beta$ ($\alpha=1.5, D=1.0, \mu = 0$).

Fig. 6. (a) Sample trajectory of Gaussian process ($\alpha=2, \beta=0.2, D=1.0, \mu = 0$); (b) Sample trajectory of Lévy stable process ($\alpha=1.75, \beta=0.2, D=1.0, \mu = 0$).

The corresponding fractional Fokker-Plank equation of Eq.(2) is [22]:

$$
\frac{\partial}{\partial t} P(x,t) = -\frac{\partial}{\partial x} F(x) P(x,t) + \left( \frac{1}{2} + \frac{\beta}{2} D(t) D_{\alpha+}^a P(x,t) + \frac{1}{2} - \frac{\beta}{2} D(t) D_{\alpha-}^a P(x,t) \right),
$$

where $F(x) = \frac{k(2x^2+50x^4)}{25+29x^2+52x^4+4x^6} - r x$, $D(t)$ is the time-dependent coefficient of dispersion. $D_{\alpha+}^a$ and $D_{\alpha-}^a$ can be given as:

$$
D_{\alpha+}^a P(x,t) = \frac{1}{\Gamma(2-\alpha)} \frac{\partial^2}{\partial x^2} \int_x^\eta P(\eta,t) d\eta, \quad (x-\eta)^{a-1},
$$

and

$$
D_{\alpha-}^a P(x,t) = \frac{1}{\Gamma(2-\alpha)} \frac{\partial^2}{\partial x^2} \int_x^\eta P(\eta,t) d\eta, \quad (x-\eta)^{a-1},
$$

which stand for the left and right Riemann-Liouville space fractional derivatives of
order $\alpha$ for probability density function $P(x, t), \ x \in [a, b]$ with $a$ and $b$ the real numbers. In our paper, $x$ denotes concentration of $\lambda$-repressor and then the interval is constrained to $[0, +\infty]$.

$L(t)$ becomes a symmetric Lévy process with $\beta = 0$ and Eq. (3) will be rewritten as:

$$\frac{\partial}{\partial t} P(x, t) = \frac{\partial}{\partial x} F(x) P(x, t) + D(t) \frac{\partial^\alpha P(x, t)}{\partial |x|^\alpha},$$

(4)

where $\partial^\alpha / \partial |x|^\alpha$ is the Riesz space-fractional derivative which can be defined as [23]:

$$\frac{\partial^\alpha P(x, t)}{\partial |x|^\alpha} = -\frac{D_{a+}^\alpha P(x, t) + D_{a-}^\alpha P(x, t)}{2 \cos(\pi \alpha / 2)}.$$

In the case of $\alpha = 2$, $L(t)$ reduces to the usual Brownian motion and Eq. (4) will reduce to the standard Fokker-Planck equation:

$$\frac{\partial}{\partial t} P(x, t) = -\frac{\partial}{\partial x} F(x) P(x, t) + D(t) \frac{\partial^2 P(x, t)}{\partial |x|^2}.$$

In Fig. 7, we present the result of a numerical simulation in the case of Gaussian noise, and one can find, the switch starts at the “off” position by tuning the noise strength to a very low value. However, when we increase the noise intensity, the upper state becomes populated, corresponding to a concentration increase and a switch from the “off” to the “on” position and the result is fully consistent with the literature [7].

![Fig.7 SPDs under Gaussian noise for noise strengths $D = 0.04$ and $D = 0.4$](image)

However, in the case $1 < \alpha < 2$ the situation is radically different. The sample curves of the process are no longer continuous and the extreme jumps may contribute to the switch between two states. It’s very difficult to get the analytical solutions of Eq.(3), therefore, we resort to Monte-Carlo simulations where SPDs are extracted from ensembles of $N = 10^6$ trajectories of a given length $t$. The value of $t$ is chosen...
by trial and comparison of numerical estimations of the time dependent probability distribution function $P(x,t)$ for various $t$, as shown in Fig.8, we can find that all the systems preserve the states after the time $t = 10s$. Therefore, it can be regarded as stationary, i.e. $P_{10}(x) = P(x,10)$. Then, the time course of CI concentration and the SPDs are plotted by simulating different parameters of Lévy noise to observe properties of the switch between stable states.

Fig.8 $P(x,t)$ at different times for $\alpha = 1.5, D = 0.2, \beta = -0.3$.

Fig.9. Sample paths and SPDs for different noise intensities.

From top to bottom $D = 0.2, D = 0.4$ and $D = 0.6$ ($\alpha = 1.4, \beta = -0.6$).

In Fig. 9, the time course of CI concentration and the SPDs are plotted for different noise intensities respectively. It is shown that when the noise intensity $D$ is small, the peak at the lower steady state is much higher, indicating the CI concentration concentrates on the low concentration state, i.e. the switch is “off”. Increasing the noise intensity, the peak on the side of the high values of $x$ becomes higher while the lower peak diminishes in height. Until certain noise intensity, the high
concentration state becomes more populated and we can say the “off” to “on” switching occurs, which demonstrates the noise intensity can induce positive feedback to increase CI concentration. Moreover, we present the average CI concentration \( \langle x \rangle \) as a function of the noise intensity as Fig.10, in which we can find the effect of noise intensity directly. Here, \( \langle x \rangle \) is defined as \( \langle x \rangle = \int_0^{\infty} xP_n(x)dx \). It can be seen that increasing \( D \) means growing of the CI concentration. All facts reveal that noise intensity leads to a high level of expression and so it can be regarded as a control parameter of the gene switch.

![Fig. 10 The average CI concentration versus \( D \)](image)

The SPDs versus stability index are shown in Fig. 11. Initially, there is a visible peak in the higher state and the other is negligible indicating a correspondingly high value of the CI concentration, that is to say, the switch is in the “on” position at lower value of \( \alpha \). With the increase of stability index, the peak at the low value of \( x \) grows in height and finally prevails, corresponding to a flipping of the switch from “on” to “off” position and leading a CI concentration decrease. The results indicate that, when the other parameters are fixed, increasing the stability index can induce a switch. As different kinds of noises can be represented by different values of stability index, the results obtained also provide compelling evidence that there is a noticeable difference in dynamics under Gaussian and non-Gaussian Lévy noise. Fig.12 presents the average CI concentration versus stability index. It clearly indicates that, with the increase of \( \alpha \), the average concentration of CI gradually moves to the lower value which means a switch from “on” to “off”. The conclusion is consistent with the analyses of SPDs.
Fig. 11 Sample paths and SPDs versus stability index.

From top to bottom \( \alpha = 1.1, \alpha = 1.2 \) and \( \alpha = 1.4(D = 0.3, \beta = -0.6) \).

Fig. 12 The average CI concentration versus \( \alpha \)

Fig. 13 depicts the time evolution of the CI concentration and the SPDs for three different values of the skewness parameter \( \beta = -0.8, \beta = -0.3 \) and \( \beta = 0.2 \). At the lowest \( \beta \) value, the peak on the right is much higher, which means that the switch is in the “on” position indicating a correspondingly high value of the concentration. However, we note that increasing the skewness parameter causes the low concentration state to become populated. It reveals that the switch turns from “on” to “off” which leads to a decrease of the CI concentration. Fig.14 shows the average CI concentration versus \( \beta \) and the result is in accordance with the analyses above. Therefore, we conclude that the skewness parameter can induce a switch process resulting in a decline of the CI concentration in the Lévy case. However, as \( \alpha \) approaches 2, the skewness parameter loses its effect and becomes irrelevant in the Gaussian case as Fig. 15 shows.
IV. Mean First Passage Time

In this section, we are interested in the time between switches from low to high concentration and vice versa. This time, which is referred to as the MFPT, is a random variable defined as the time elapsed until a random process reaches a prescribed state...
for the first time. Now we study the influences of Lévy noise on the MFPT in two directions.

First, we compute the MFPT from $x_1$ to $x_3$ to consider the influences of Lévy noise on the time that is used to switch from low to high concentration. The event is equivalent to the increase of CI concentration. By solving the equation $U'(x) = 0$, we obtain the two stable states of the system: $x_i = 0.1937, x_j = 1.2587$. In the simulation, we let the starting point at the lower state, and then calculate the average time over 10000 times for the concentration to reach $x_3$. The MFPT versus noise intensity, stability index and skewness parameter is shown in Fig.16.

In Fig.16(a), it can be seen that the average time decreases due to the increase of noise intensity. With regard to biological aspects, when the CI concentration is initially at the low value state, the transition from the low concentration state to the high concentration state would become much easier with the increase of noise.
intensity. That means the noise intensity can speed up the expression of CI.

Fig.16(b) shows that as $\alpha$ increases, a critical stability index exists at which the system (5) needs the longest time to transit. On the left of this critical value, the MFPT is increasing while in another side it is decreasing, however, the rate of increase is much larger than the decrease rate. Therefore, increasing in stability index first makes it more favorable for the CI expression, when the parameter crosses a certain threshold value, it will hamper the expression of CI.

Similarly, it is shown in Fig.16(c) that an increasing $\beta$ leads to a higher value of time spent at first. However, when the MFPT reaches a maximum, it will decreases with the increase of $\beta$ corresponding to a shorter time spent. Therefore, it can be concluded that, the transition from the low concentration state to the high concentration one which acts as gene expression is repressed when considering small skewness parameters. After reaching a certain value, the skewness parameter begins to play a positive role in switching from “off” to “on” to enhance the gene expression. From Fig.15(c), we can also reconfirm that the skewness parameter has no effect on the system (5) in the Gaussian case ($\alpha = 2$).

Fig.17 (a) MFPT $T(x_1 \rightarrow x_1)$ versus noise intensity
To evaluate how Lévy noise affects the degradation time of CI, the MFPT is calculated by initializing the system at the high concentration state and calculating the average time it takes to reach the low concentration one. Fig. 17(a) shows that the MFPT decreases with the increase of the noise intensity. Therefore, with an initial position at the high concentration, the MFPT for the system (5) to reach the low concentration decreases due to the noise intensity. In biology, we can infer that the degradation events will occur at earlier times for larger fluctuations.

In Fig. 17(b), we can see that with an initial position at the high concentration, the MFPT for the system to reach the low concentration decreases by increasing stability index. Therefore for larger stability index the repressor CI is more obvious degradation. In summary, if the concentration of CI is higher at first, Lévy noise with larger stability index will play a more positive role in the degradation process to reduce the CI concentration.

Fig. 17(c) presents the MFPT versus the skewness parameter. The behavior revealed from the result can be summarized as follows. The MFPT value is the largest at $\beta = -1$ and decreases as $\beta$ increases. This implies that when the system starts at the upper state with a correspondingly high value of the concentration and its transition to the lower state represents a low value of the concentration is facilitated by the skewness parameter. The larger value of $\beta$, the easier to switch form the high expression state to low expression one corresponding to the degradation of CI. When we consider the Gaussian distribution corresponding to the Lévy stable one with $\alpha = 2$, it also shows that the skewness parameter is irrelevant in this case.

V. Concluding Remarks

Random fluctuations associated with a dynamic system are often assumed to be Gaussian noise in nature. However, Gaussian noise is unable to describe the natural fluctuations that characterized by the occurrence of extremely long jumps. Thus, it is important to incorporate the Lévy noise into the study of stochastic fluctuations. In the paper, based on the kinetic model of genetic regulation system proposed by Hasty, the effects of fluctuations which can be regarded as Lévy noise in the degradation rate have been investigated through numerical computation. It is straightforward to see
that the noise-induced switch is different for $\alpha$-stable Lévy noise from the usual Gaussian case. Not only noise intensity, but also stability index and skewness parameter play important roles in the genetic regulatory switch processes. For smaller value of noise intensity, there is a high population in the lower state and a correspondingly low value of the concentration indicates the switch is in the “off” position. Increasing the noise intensity causes the upper state to become populated, corresponding to a concentration increase and a flipping of the switch to the “on” position. For stability index, the switch starts at the “on” position and with the increase of stability index, $x$ is shifted from the high concentration state to the low concentration one, denoting a successful switch to the “off” position. Finally, we consider the effect of the skewness parameter and the switch process can also be induced from “off” to “on”. All these parameters can be regarded as control parameters in gene switches.

Further we have quantified the effects of Lévy noise on the switch time between the two stable steady states, which is often referred to as the MFPT. The MFPT of the process $x(t)$ to reach the high concentration state $x_1$ with initial condition $x(t = 0) = x_1$ (the low concentration state) is studied as functions of noise intensity, stability index and skewness parameter. As indicated by the numerical results, the transition from the low concentration state to the high concentration one is enhanced by noise intensity which means $D$ can promote the expression of CI. Besides, one observes that with the increase of stability index and skewness parameter, the MFPT increases to maximum then followed by a decrease. The resonance-like behaviors show that an appropriate set of the two parameters can enhance the gene expression, whereas in the other set, they can repress the gene expression.

Then, we have examined how the parameters of Lévy noise affect the degradation time of CI. We start with the trajectory of CI concentration in the higher state indicating a high level of CI concentration. Thanks to Lévy noise, which drives the system towards the lower state, a transition leading to a degradation of CI concentration occurs. The average time for the transition was explored versus the parameters of Lévy noise. Results showed that MFPT in this direction decreases with the increase of noise intensity, stability index and skewness parameter. That is to say, all the parameters of Lévy noise play positive roles in the degradation process by reducing the degradation time. However, in the Gaussian case, the skewness
parameter becomes irrelevant and has no impact on the MFPT.

In summary, we have investigated a gene transcriptional regulatory system subjected to non-Gaussian Lévy noise which is more realistic. The fluctuation induced switch processes, one of the most important properties of the stochasticity in the gene transcriptional regulatory system, have been discussed via considering SPDs of the CI concentration. We have also computed the switching time as a function of different parameters of Lévy noise to characterize the noise effects. The results clearly indicate that there is a noticeable difference between the influences of Lévy and Gaussian noises.
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