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Abstract

This paper examines the fundamental problem of identifying the most important nodes in a network. To date, more than a hundred centrality measures have been proposed, each evaluating the position of a node in a network from a different perspective. Our work focuses on PageRank which is one of the most important centrality measures in computer science used in a wide range of scientific applications. To build a theoretical foundation for choosing (or rejecting) PageRank in a specific setting, we propose to use an axiomatic approach. Specifically, we propose six simple properties and prove that PageRank is the only centrality measure that satisfies all of them. In this way, we provide the first axiomatic characterization of PageRank in its general form.

1 Introduction

The problem of identifying the most important elements in an interconnected system is the fundamental question in network analysis. While the first attempts to answer this question systematically date back to the 1940s, in the last few decades we have experienced a fast growth of the literature on the subject of centrality analysis. As a result, the centrality analysis has played an important role in the rapid development of many areas, including computer science (Page et al. 1999; Weng et al. 2010), physics (Hill and Braha 2010; Brandes and Fleischer 2005), bioinformatics (Jeong et al. 2001; Iván and Grohnusz 2010) and social sciences (Borgatti 2006; Brandes 2001).

To date, more than a hundred centrality measures have been proposed, each evaluating the position of a node in a network from a different perspective (Brandes and Erlebach 2005). PageRank, introduced 20 years ago by Page et al. (1999) to assess the importance of web pages, quickly became one of the most popular centrality measures. Not only it plays a fundamental role in the success of the Google search engine, but it is often used in a wide range of scientific applications. Other AI applications include finding the most influential users in the Twitter social network (Weng et al. 2010), and improving propagation scheme of the graph neural networks (Klicpera et al. 2018). In other fields, PageRank was used to identify cancer genes in proteomic data (Iván and Grohnusz 2010), evaluate prestige of journals based on the citation network (Bollen et al. 2006), but also in more exotic applications such as determining the best player in the history of tennis (Radicchi 2011) and the key procedure in the Linux kernel (Chopelianski 2010).

Networks, however, differ, and what gives desirable results in one type of network, may turn out to be ill-fitting in another type. For instance, cellular terrorist networks require significantly different methods to identify key terrorists (Lindelauf et al. 2013) than air-traffic networks to evaluate hub airports (Guimera et al. 2003). Given this, and the large number of centrality measures
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proposed in the literature, there is no clear reason to prefer PageRank over other centrality measures. To put it more generally, a choice of a centrality measure for a specific application based on its performance in some other settings, its intuitive interpretation or its popularity, cannot be considered a well-founded scientific approach. What is needed is a rigorous analysis which would justify that a given centrality measure has desirable properties for a specific goal.

In this paper, we propose to use an axiomatic approach to build a theoretical foundation for choosing (or rejecting) PageRank in a specific setting. More in detail, we propose six axioms based on simple graph operations. Our main result is that PageRank is the only centrality measure that satisfies all of these axioms. This result gives new theoretical foundations of PageRank and highlights the properties which uniquely characterize this measure.

Our axiomatization consists of six axioms: Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline. The first five axioms are so called invariance axioms—each of them is named after a graph operation that, under some additional restrictions, does not affect centralities of some nodes in the graph. For example, Edge Multiplication states that replacing every outgoing edge of a node by a fixed number of copies does not affect centrality of any other node in the network. The sixth axiom, Baseline, specifies centrality of a node in a simple borderline case. We prove that if a centrality measure satisfies all five invariance axioms, then it is equal to PageRank up to a scalar multiplication. Furthermore, if the centrality measure additionally satisfies Baseline, then it is equal to PageRank.

To illustrate the advantages of our approach, consider a network of matches between tennis players. Here, every node represents a player and every edge represents a single match. Specifically, an edge from player A to player B represents a match played by both players and won by player B. The resulting network, similarly to the World Wide Web, may have multiple edges between two nodes. Several authors have applied PageRank to this network with an aim to determine the best player in the history of tennis (see, e.g., [Radicchi (2011)]). While the results may or may not be correct, quick check of axioms shows that PageRank is not a good choice of a centrality measure. Specifically, by looking at Edge Multiplication again, we know that multiplying the number of lost matches of one player by a large number, say 1000, will not affect the value of PageRank of any player. If we do such a multiplication for all the lost matches of the top player, we end up with a paradoxical result that the player who now lost most often is still ranked first, as a champion of all times.

As the domain of our axiomatization we choose directed multigraphs, i.e., directed graphs in which multiple edges between the same nodes are allowed. Directed multigraphs are a natural model of the World Wide Web which is the original application of PageRank. Also, multigraphs are simpler and more illustrative than graphs with edge weights. We note, however, our result can be easily adapted to the setting with simple graphs with real positive edge weights. Also, following the seminal paper on PageRank, we assume nodes have weights that corresponds to their baseline importance or "source of rank".

The problem of finding an axiomatic characterization of PageRank has already been raised in the literature. So far, however, no axiomatization has been found. In the most related work, [Altman and Tennenholtz (2005)] proposed an axiomatization of the ranking provided by Seeley index, which is a simplified version of PageRank well-defined only for strongly connected graphs. Another axiomatization of Seeley index was provided by [Slutzki and Volij (2006)]. Palacios-Huerta and Volij (2004) focused on a specific setting of a journal citation network and proposed an axiomatization of the invariant method which is equal to Seeley index of a journal divided by the number of its articles. As we discuss in Section 7.2, these axiomatizations cannot be extended to PageRank.

The paper is organized as follows. In Section 2 the related work is described. In Section 3 we introduce the necessary concepts from graph theory used throughout the paper. In Section 4 we present our axioms and formulate the main theorem of the paper that PageRank is the only centrality measure that satisfies all of them. Section 5 is devoted to the proof of this main theorem. In Section 6 we consider other centrality measures from the literature and using our axioms show how they differ from PageRank. In Section 7, we discuss different variants of the definition of PageRank that appear in the literature (Section 7.1) and we relate our axiomatization to the axiomatizations of a simplified version of PageRank (Section 7.2). Conclusions follow. The paper contains three appendices: In [A] we prove that PageRank indeed satisfies our axioms. [B] contains the proof that our axioms are independent. [C] presents the analysis of other centrality measures.
2 Related work

In this section, we summarize the related literature and compare it to our work. We focus on two areas of research: the analysis of the properties of PageRank and the axiomatic approach to centrality measures.

2.1 Properties of PageRank

Since PageRank was proposed by Page et al. (1999) in 1999, many papers appeared that examine its properties. In the beginning, a majority of them focused on the computational aspects: PageRank was originally created to serve as a centrality measure for networks with millions of nodes, so its quick computation was considered the key issue. In their original paper, Page et al. (1999) proposed a simple Power Method which enables the approximate calculation of PageRank. Since then, many techniques were proposed for faster and more accurate calculations, e.g.: Extrapolation Method Kamvar et al. (2003b), Adaptive Method Kamvar et al. (2004), Block Structure Method Kamvar et al. (2003a), DAG Structure Method Arasu et al. (2002), methods derived from spectral graph theory Del Corso et al. (2005), and others Lee et al. (2003); Brezinski and Redivo-Zaglia (2006). See a survey by Berkhin (2005) for a comprehensive comparison of these methods.

Another line of research closely related to our work is the sensitivity analysis of PageRank. The sensitivity analysis studies what is the impact on PageRank of a small change in the decay factor or the network. In turn, our work identifies such graph modifications that do not change PageRank at all. A number of papers examines the impact of changing the decay factor on the computation of PageRank and the centrality itself. In the early work, Pretto (2002) showed that the decay factor affects the ranking of nodes resulting from PageRank. Boldi et al. (2005) analyzed how does the measure behave when the decay factor is close to 1 and showed that this is not always desirable. Another group of research in that area focuses on changes in the network structure: Kamvar and Haveliwala (2003) estimated the bounds for the impact of such changes and Chien et al. (2004) proved that adding an edge \((u, v)\) always has a positive impact on both PageRank of node \(v\) and its position in the ranking of nodes based on PageRank. See the work of Langville and Meyer (2004) for a survey on early results on this topic.

Finally, also similarly to our work, there are also plenty of results that focus on theoretical similarities and differences between PageRank and other centrality measures. Notably, Franceschet (2011) observed the resemblance of PageRank with several other measures, including HITS Kleinberg (1999) and SALSA Lempel and Moran (2001) algorithms, the invariant method Pinski and Narin (1976), Katz centrality Katz (1953) and Leontief input-output model Leontief (1951). Similarly, Vigna (2014) summarized the history of measures that—like PageRank—applies the theory of linear maps to adjacency matrices and discussed how does PageRank fits in this wider context. Baeza-Yates et al. (2006) defined a class of centrality measures based on a decay factor to which PageRank belongs and showed how these measures approximate each other. In turn, Bianchini et al. (2003) analyzed how groups of pages can reorganize their connections in order to increase their PageRank and Avrachenkov and Litvak (2006) proved a bound for an increase in PageRank that a node can obtain by changes in its outgoing edges.

A comprehensive study and a survey of computational and theoretical properties of PageRank can be found in a book by Langville and Meyer (2011).

2.2 Axiomatic analysis of centrality measures

The axiomatic analysis of centrality measures began with the seminal work of Sabidussi (1966). Sabidussi proposed a number of simple axioms and argued that they should be satisfied by all reasonable centrality measures. Most of the centrality measures used nowadays violate at least one of these axioms. Nieminen (1973) proposed a similar axiomatization for directed graphs that precludes centrality measures which, unlike closeness and decay centralities, are not based on distances. More recently, Boldi and Vigna (2014), in a similar approach, introduced three new axioms and analyzed the satisfiability of these axioms. The authors showed that out of popular centrality measures only the harmonic centrality, an alternative to closeness centrality, satisfies all...
of them. More recently, [Boldi et al. 2017] analyzed centrality measures from the perspective of one specific axiom called rank monotonicity and proved that PageRank satisfies it.

Another approach, presented also in this paper, is to develop a set of axioms and show that they uniquely characterize some centrality measure, i.e., to show that they can be satisfied only by one centrality measure. To this day, such axiomatic characterizations have been proposed for several centrality measures.

Arguably due to their complex nature, a lot of effort was put to axiomatize feedback centralities. The first such axiomatization was proposed by van den Brink and Gilles (2000) for beta measure in directed graphs and later on extended by van den Brink et al. (2008) to undirected graphs. Seeley index, which is a simplified version of PageRank, was considered by Altman and Tennenholtz (2005) and Palacios-Huerta and Volij (2004). In Section 7.2, we discuss these two axiomatizations in more detail, as they are most closely related to our work. Dequiedt and Zenou (2017) created axiomatizations of eigenvector and Katz centralities in undirected graphs by studying graphs in which some nodes have a fixed centrality. [Was and Skibski 2018a] also provided a joint axiomatization of eigenvector and Katz centralities, but in directed graphs. Kitti (2016) created yet another axiomatic characterization of eigenvector centrality where the axioms are defined as the algebraic properties of the adjacency matrix.

The class of centrality measures based on distances was studied by Garg (2009) and later on by Skibski and Sosnowska (2018). In the later paper, the first axiomatization of closeness centrality was proposed. Decay centrality has been extended to a random-walk version using the axiomatic approach by [Was et al. 2019].

More recently, game-theoretic centrality measures based on the coalitional game theory have gained popularity in the literature [Lindelauf et al. 2013; Amer and Giménez 2004; Michalak et al. 2015]. Several axiomatic results have been obtained. Skibski et al. (2018) created an axiomatic characterization of the whole class of game-theoretic centralities. In turn, Skibski et al. (2019) proposed the first axiomatized game-theoretic centrality measure under the name attachment centrality.

In a more general approach, Bloch et al. (2019) showed that many popular centrality measures can be axiomatized with the same set of meta-axioms parametrized with different node statistics.

In a number of the listed papers, including van den Brink and Gilles (2000); Skibski et al. (2019); Garg (2009), degree centrality was also axiomatized as the borderline case of more complex characterization scheme. Notably, to date, no axiomatization of betweenness centrality has been proposed.

3 Preliminaries

In this section, we introduce the necessary concepts and notations pertaining to graph theory that will be used throughout the paper. Since the popularity of PageRank was initiated by its application to the World Wide Web, we will employ this domain as the background of our narrative.

The basic element of the World Wide Web is a webpage, or simply a page. Pages are connected with each other through links—each page contains links (sometimes called hyperlinks) to other pages. A link for the page it refers to is called a backlink. The same link may appear on a page multiple times. Also, a page may contain a link to itself.

In graph theory, a suitable model of the World Wide Web is a directed multigraph. A multigraph is a pair, $G = (V, E)$, where $V$ is a set of nodes that represent pages and $E$ is a multiset of edges that represent links. Specifically, an edge is an ordered pair of nodes, i.e., $(u, v)$ for some nodes $u, v$, where $u$ is the start of an edge and $v$ is its end. Consequently, $(u, v)$ is an outgoing edge (i.e., a link) for node $u$ and an incoming edge (i.e., a backlink) for node $v$. In multigraphs, one edge may appear several times; hence, $E$ is formally a multiset. To emphasize this fact, we will list elements of $E$ using the double brackets $\{ \ldots \}$ and for two multisets $E, E'$, we will denote their sum and difference by $E \cup E'$ and $E - E'$, respectively. From now on, we will refer to directed multigraphs simply as graphs. See Fig. 1 for illustration.

Let us introduce the notation regarding edges incident to node $v$, i.e., its outgoing and incoming edges. The multiset of outgoing edges of node $v$ is denoted by $\Gamma^+_v(G)$ and incoming edges by $\Gamma^-_v(G)$. 
Figure 1: A graph—a theoretical model of the structure of the World Wide Web. Circles represent nodes, i.e., pages on the World Wide Web, and arrows represent directed edges, i.e., links. Specifically, an arrow from one node to another represents a link on the former page that refers to the latter one. Note that one node can have several edges to another node, as one page can have many links to another page.

Two nodes \( u, v \) are called out-twins when the multisets of ends of their outgoing edges are equal: \( \Gamma^+_v(G) = \{(v, w) : (u, w) \in \Gamma^+_u(G)\} \). The out-degree of node \( v \), denoted by \( \text{deg}_v^+(G) \), is the number of its outgoing edges. If a node has no outgoing edges, then it is called a sink. If it has no incoming edges, then it is called a source. Finally, a node is isolated if it is both a sink and a source, i.e., it has no incident edges.

Many graph-theory concepts that we will use rely on the notion of a path. A path is a sequence of nodes \((v_1, \ldots, v_k)\) with \( k > 1 \) such that every two consecutive nodes are connected by an edge. If for two nodes, \( u, v \), there exist a path from \( u \) to \( v \), i.e., path \((v_1, \ldots, v_k)\) in which \( v_1 = u \) and \( v_k = v \), then \( v \) is called a successor of node \( u \) and \( u \) is a predecessor of node \( v \). The length of a shortest such path is called a distance from \( u \) to \( v \), denoted by \( \text{dist}_{u,v}(G) \). Node \( v \) is a direct successor of \( u \) (and \( u \) is a direct predecessor of \( v \)) if this distance equals 1, i.e., if edge \((u, v)\) is in the graph. We denote the set of all successors of node \( v \) by \( S_v(G) \) and all direct successors of \( v \) by \( S^+_v(G) \). Analogously, we denote the set of all predecessors of node \( v \) by \( P_v(G) \) and all direct predecessors of \( v \) by \( P^+_v(G) \). Note that a node may be its own successor or predecessor. Finally, a cycle is a path, \((v_1, \ldots, v_k)\), on which all nodes are distinct and such that there exists an edge from \( v_k \) to \( v_1 \) in the graph.

We have discussed so far how to model the structure of connections of the World Wide Web using graphs. PageRank, however, is based not only on the topology of the World Wide Web, but also takes into account a basic exogenously given importance of each page. As argued by Page et al. (1999), this importance can be used to personalize the measure for a specific user, for example by assuming the importance is non-zero only for a browser homepage or user’s bookmarks. Also, it can model how well a page fits into a given topic (Haveliwala, 2002) or the fact that a page is trusted (Gyongyi et al., 2004). If no such information about the importance is available, it can be assumed that the importance of all pages are equal. To include the basic importance of each page in our model, we will assume node have weights. Formally, a graph with node weights is a pair \((G, b)\), where \( G \) is a graph and \( b \) is a node weight function that maps a node to a non-negative real number. Hence, the weight of a node \( v \) is denoted by \( b(v) \). We will also use \( b(G) \) to denote the sum of weights of all nodes in graph \( G \).

We are now ready to formally define the concept of centrality measures and PageRank, in particular. A centrality measure \( F \) is a function that for every node \( v \) in a graph with node weights \((G, b)\) assigns a non-negative real value, denoted by \( F_v(G, b) \). Typically, the higher the number, the more important or central the node is. PageRank (Page et al., 1999) is a centrality measure defined as a unique function that satisfies the following recursive equation:

\[
PR_v^a(G, b) = a \cdot \left( \sum_{(u,v) \in \Gamma_v^-(G)} \frac{PR_u^a(G, b)}{\text{deg}_u^+(G)} \right) + b(v),
\]

where \( a \in [0, 1] \) is a decay factor which is an additional external parameter usually set to a value close to 1, such as 0.85 or 0.9 (see [A] for the proof of uniqueness). We note that many variants on
the definition of PageRank appear in the literature. PageRank, as defined above, is unnormalized and may not sum up to one. We discuss other variants in details in Section 7.1.

The high-level intuition behind equation (1) can be captured by saying that “important pages link to other important pages”. In more detail, according to equation (1), the importance of a node \( v \) is defined as a sum of two factors: node’s baseline importance, \( b(v) \), and some share of the importance of nodes that link to \( v \) multiplied by the decay factor \( a \). To interpret this share, consider node \( u \) which is a direct predecessor of \( v \) and assume that the importance of this node is equally distributed among its outgoing edges. Thus, from edge \((u, v)\), node \( v \) obtains exactly the importance of node \( u \) divided by the number of outgoing edges of \( u \). Note that we sum over all edges in the multiset of incoming edges of \( v \), so edge \((u, v)\) can be taken into account multiple times.

To illustrate the way PageRank works, Page et al. (1999) proposed the random surfer model. The surfer starts browsing the World Wide Web from a random page (with distribution specified by the weights). Then, in each step of her walk with the probability \( a \) the surfer chooses one of the links on a page and clicks it which moves her to the next page, or with the probability \( 1 - a \) the surfer gets bored and jumps to a random page on the World Wide Web, as she would start browsing the World Wide Web all over again. Now, PageRank is equal (up to a scalar multiplication) to the probability that we find the surfer on a page at an arbitrary time in the distant future, i.e., the limiting probability. Note that we assume here that every page has at least one link; we discuss in Section 7.1 how to deal with pages without links.

The random surfer model provides an intuition on how PageRank works. However, jumps make the random walk hard to analyze. As an alternative, it can also be assumed that the surfer instead of a jump simply stops surfing altogether. Now, for this model, PageRank is equal (up to a scalar multiplication) to the expected number of times the surfer visits a page. Details of this model that we named busy random surfer model can be found in A.

Example 1. Consider PageRank of nodes in the graph from Fig. 1 for \( a = 0.9 \), assuming each node has weight one:

| \( v \) | \( v_1 \) | \( v_2 \) | \( v_3 \) | \( v_4 \) | \( v_5 \) | \( v_6 \) | \( v_7 \) | \( v_8 \) |
|---|---|---|---|---|---|---|---|---|
| \( PR_v \) | 4.91 | 5.02 | 5.52 | 1.43 | 1.43 | 1.43 | 3.87 | 6.71 |

The most important node is \( v_8 \) which is the end of all outgoing edges of nodes \( v_1 \) and \( v_4 \). Hence, it aggregates the importance of both these nodes. On the second and third place we have \( v_3 \) to which the most important node \( v_8 \) has two out of three outgoing edges and consequently \( v_3 \) which gets the only outgoing edge of \( v_2 \). In turn, at the bottom of the ranking, we have three nodes: \( v_5 \) and \( v_6 \) which have incoming edges only from each other and \( v_4 \) who have exactly the same set of incoming edges as \( v_6 \); hence, it has the same PageRank.

Finally, consider node \( v_7 \). Note that \( v_7 \) has more incoming edges than \( v_8 \) which is selected as the most important by PageRank. However, these edges are from less important nodes which also have several other outgoing edges. As a result, their importance is distributed among other nodes and, according to PageRank, \( v_7 \) turn out to be the fourth least important node.

4 Axioms for PageRank

Let us present our main result: the axiomatic characterization of PageRank. Specifically, we introduce six simple properties, or axioms, that PageRank satisfies. Some of these axioms are satisfied also by other known centrality measures (see Section 6). However, what is important, PageRank is a unique centrality measure that satisfies all of them which is stated in Theorem 1. The axioms are:

- **Node Deletion** (removing an isolated node from the graph does not affect centralities of other nodes): For every graph \( G = (V, E) \), node weights \( b \) and isolated node \( u \in V \) it holds that
  \[
  F_v(G, b) = F_v((V \setminus \{u\}, E), b) \quad \text{for every } v \in V \setminus \{u\}.
  \]
• **Edge Deletion** (removing an edge from the graph does not affect centralities of nodes which are not successors of the start of this edge): For every graph $G = (V, E)$, node weights $b$ and edge $(u, w) \in E$ it holds that

$$F_v(G, b) = F_v((V, E - \{(u, w)\}), b) \quad \text{for every } v \in V \setminus S_u(G).$$

• **Edge Multiplication** (creating additional copies of the outgoing edges of a node does not affect the centrality of any node): For every graph $G = (V, E)$, node weights $b$, node $u \in V$ and $k \in \mathbb{N}$ it holds that

$$F_v(G, b) = F_v((V, E \sqcup \Gamma^+_u(G) \sqcup \cdots \sqcup \Gamma^+_u(G))^k), b) \quad \text{for every } v \in V.$$

• **Edge Swap** (swapping ends of two outgoing edges of nodes with equal centralities and out-degrees does not affect the centrality of any node): For every graph $G = (V, E)$, node weights $b$ and edges $(u, u'), (w, w') \in E$ such that $F_u(G, b) = F_w(G, b)$ and $\deg^+_u(G) = \deg^+_w(G)$ it holds that

$$F_v(G, b) = F_v((V, E - \{(u, u'), (w, w')\}) \sqcup \{(u, w'), (w, u')\}), b) \quad \text{for every } v \in V.$$

• **Node Redirect** (redirecting a node into its out-twin sums up their centralities and does not affect the centrality of other nodes): For every graph $G = (V, E)$, node weights $b$ and out-twins $u, w \in V$ it holds that

$$F_v(G, b) = F_v(R_{u \to w}(G, b)) \quad \text{for every } v \in V \setminus \{u, w\}$$

and $F_u(G, b) + F_w(G, b) = F_w(R_{u \to w}(G, b))$, where $R_{u \to w}(G, b) = ((V \setminus \{u\}, E - \Gamma^+_u(G) - \Gamma^-_u(G) \sqcup \{(v, w) : (v, u) \in \Gamma^+_u(G) \land v \neq u\}), b')$, where $b'(u) = b(u) + b(w)$ and $b'(v) = b(v)$ for every $v \in V \setminus \{u, w\}.

• **Baseline** (the centrality of an isolated node is equal to its weight): For every graph $G = (V, E)$, node weights $b$ and isolated node $v \in V$ it holds that $F_v(G, b) = b(v)$.

The first five axioms are **invariance axioms**. Each invariance axiom is characterized by a graph operation, additional conditions on a graph and a set of nodes; given this, the axiom states that if the conditions are satisfied, then the graph operation does not affect the centrality of nodes in question. Each axiom is named after the graph operation it considers. Node Deletion and Edge Deletion concerns removing an isolated node or an outgoing edge of a node which is not a predecessor. Edge Multiplication and Edge Swap focus on edge modifications: the former axiom considers replacing each outgoing edge of one node by multiple copies; the later one concerns swapping the ends of outgoing edges of two nodes with the same centrality and out-degree. Finally, Node Redirect, considers removing a node from the graph and rewiring its incoming edges to its out-twin, i.e., a node with the same outgoing edges. This operation is called a **redirecting**. Here, the axiom states not only that this operation does not affect centralities of other nodes, but also that the total centrality of both out-twins remain unchanged. We illustrate all invariance axioms on Fig. 2.

The invariance axioms characterize PageRank up to a scalar multiplication, i.e., they are satisfied not only by PageRank, but also by PageRank multiplied by some constant. In order to uniquely characterize PageRank, the last, sixth axiom called Baseline specifies the centrality of an isolated node. The following theorem presents our main result.

**Theorem 1.** A centrality measure satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect, and Baseline if and only if it is PageRank.

The next section is devoted to the proof of Theorem 1.

Let us discuss the interpretation of the axioms with respect to the World Wide Web. The first two axioms—Node Deletion and Edge Deletion—identify elements (pages and links) which are irrelevant for the importance of a page in question. Node Deletion considers a page with no
links or backlinks (e.g., a resource hidden on the server). The axiom states that such a page does not have any impact on the rest of the network and its removal does not affect the importance of all the remaining pages.

For the Edge Deletion, imagine that there is a page $A$ from which it is not possible to reach page $B$ through a sequence of links (the studies show that such pairs of pages are very common [Broder et al. (2000)]). For example, imagine that page $A$ has only links to its subpages that do not have external links themselves. The axiom states that the links on $A$ do not have an impact on the importance of $B$. Hence, if we remove one of them, it will not affect the importance of $B$. In particular, if $A$ cannot be reached from $A$, i.e., if it is not possible to enter page $A$ again after leaving through one of its links, then links of $A$ does not affect also its own importance. We note that Edge Deletion combined with Node Deletion implies that the importance of a page depends solely on the part of the World Wide Web from which this page can be reached.

Our next axiom, Edge Multiplication, considers multiplying the whole content of the page several times. This operation naturally increases the number of backlinks for many pages. However, the axiom states that the importance of these pages, as well as all other pages in the network, do not change. This means that the absolute number of links on a page does not matter as long as the proportion of links to other pages remains the same. Looking from a different perspective, Edge Multiplication can be interpreted as robustness to manipulations by creating a large number of backlinks. Regardless of the number of links, the impact of a page is fixed to some extent. As there is no cost of creating a link on the World Wide Web, avoiding such a manipulation lay at the foundation of PageRank.

For the next axiom, Edge Swap, consider a case where there are two equally important pages with an equal number of links. The axiom states that the links from these pages have equal impact. It does not matter for the importance of any page from which of these two pages it has a backlink. Hence, ends of edges can be swapped without affecting the importance of pages they link to and any other pages in the network.

For Node Redirect, imagine that there are two copies of the same page, i.e., two pages with identical content and links. Their backlinks, however, can differ. Node Redirect states that URL redirecting, i.e., removing one of the copies and redirecting its incoming traffic to the other one, does not change the importance of other pages. Moreover, the total importance of both pages will also remain intact. At a high level, this axiom concerns a simple manipulation technique through creating several copies of the same page: the axiom states that merging them into one page does not change importance of any other page in the network.

Edge Multiplication and Node Redirect identify two manipulation techniques that do not affect PageRank of a page. However, we note that PageRank is not resilient to other types of manipulations. In particular, by modifying links a page may increase its PageRank [Wang et al. (2019)].

Our last axiom, Baseline, considers a page without any links nor backlinks. Such a page does not profit from the network structure, as it is not connected to any other page. Hence, the axiom states that its centrality is equal to its basic importance.

**Example 2.** As an illustration of our axioms consider graphs in Fig. 3. Assume that centrality measure $F$ satisfies our five invariance axioms. Then, the centrality of node $v_1$ is not affected by the operations that transform graph $G_c$ into $G_a$ and equals the sum of centralities of $v_1$ and $v_7$ in graph $G_f$, i.e., $F_{v_1}(G_a, b) = F_{v_1}(G_f, b) + F_{v_7}(G_f, b)$. More in detail:

- $F_{v_1}(G_a, b) = F_{v_1}(G_b, b)$ from Node Deletion. Node $v_3$ is isolated in graph $G_b$, hence its deletion does not affect the centralities of the remaining nodes.

- $F_{v_1}(G_b, b) = F_{v_1}(G_c, b)$ from Edge Deletion. The only successor of node $v_3$ is node $v_5$, thus deleting edge $(v_4, v_3)$ does not affect centralities of nodes other than $v_3$.

- $F_{v_1}(G_c, b) = F_{v_1}(G_d, b)$ from Edge Multiplication, since $G_d$ is obtained from $G_c$ by doubling the edges of node $v_6$.

- $F_{v_1}(G_d, b) = F_{v_1}(G_e, b)$ from Edge Swap. Nodes $v_5$ and $v_6$ have both 4 outgoing edges. If they have the same centrality (note that they have incoming edges only from themselves),
then exchanging edges \((v_5, v_2), (v_6, v_5)\) for edges \((v_6, v_2), (v_5, v_6)\) does not affect the centrality of any node.

- \(F_{v_i}(G_{e}, b) = F_{v_i}(G_f, b) + F_{v_7}(G_f, b)\) from Node Redirect. Nodes \(v_1\) and \(v_7\) both have only one edge to node \(v_2\), hence they are out-twins. Therefore, redirecting \(v_7\) into \(v_1\) does not affect the centrality of other nodes and the centrality of node \(v_1\) becomes the sum of the centralities of \(v_1\) and \(v_7\).

## 5 Proof of the main theorem

In this section, we present the proof of Theorem 1. Here, we focus on showing that if a centrality measure satisfies all six of our axioms, then it must also satisfy PageRank recursive equation. Hence, it is PageRank for some decay factor \(a \in [0, 1]\). The proof that PageRank for every decay factor \(a \in [0, 1]\) satisfies all six axioms can be found in \(\square\). Both parts combined imply Theorem 1. Additionally, in Section 5.1, we show that all six axioms are independent and necessary in our characterization.

Before we proceed, let us introduce some additional notation and definitions. Two graphs \(G = (V, E), G' = (V', E')\) are called disjoint if their set of nodes are disjoint: \(V \cap V' = \emptyset\). In such a case, their sum \(G + G'\) is a graph \((V \cup V', E \cup E')\). For arbitrary node weights \(b, b'\), the sum \((G, b) + (G', b')\) is a graph \((G + G', b + b')\), where \((b + b')(v) = b(v)\) for \(v \in V\) and \((b + b')(v) = b'(v)\) for \(v \in V'\). For a natural number \(k \in \mathbb{N}\) and an arbitrary multiset \(E\), \(k \cdot E\) denotes a union of \(k\) copies of \(E\), i.e., \(\emptyset \cdot E = \emptyset\) and \(k \cdot E = ((k - 1) \cdot E) \cup E\) for \(k \geq 1\).

To denote small graphs, we use the following notation:

\[(G, b) = \{(\{v_1, \ldots, v_n\}, \{e_1, \ldots, e_m\}), [b_1, \ldots, b_n]\}\]

which means \(G = \{(v_1, \ldots, v_n), \{e_1, \ldots, e_m\}\}\) and \(b(v_i) = b_i\) for \(i \in \{1, \ldots, n\}\). We will use a class of simple graphs called \(k\)-out stars. A \(k\)-out star is a graph that consists of \(k + 1\) nodes—one source and \(k\) sinks—and \(k\) edges connecting the source to all sinks in which all sinks have zero weights (we note that the assumption on the node weights is usually not a part of the definition). Formally, graph \(G = (V, E)\) with weights \(b\) is a \(k\)-out star if \(V = \{u, v_1, \ldots, v_k\}\), \(E = \{(u, v_1), \ldots, (u, v_k)\}\) and \(b(v_i) = 0\) for every \(i \in \{1, \ldots, k\}\). In particular, every 1-out star is of the form \(((\{u, v\}, \{u, v\}), [x, 0])\), for some nodes \(u, v\) and \(x \in \mathbb{R}_{\geq 0}\).

For two nodes \(u, v\), we denote the number of times edge \((u, v)\) appears in \(G\) by \(\#(u, v)(G)\).

Now, let us move to the proof that if a centrality measure \(F\) satisfies first five axioms, i.e., Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then it is
equal to PageRank for some decay factor up to a scalar multiplication. Formally, we show that there exist two constants \( c_F \in \mathbb{R}_{\geq 0} \) and \( a_F \in [0, 1) \), such that for every graph \((G, b)\) it holds that \( F(G, b) = c_F \cdot PR^{a_F}(G, b) \). Our proof has the following structure:

- First, we show that the centrality measure \( F \) satisfies two basic properties: Locality—the centrality of a node depends only on the part of the graph connected to it (Lemma 2) and Source Node—the centrality of a source is equal to its weight multiplied by some non-negative constant (Lemma 3). Moreover, this constant is the same for every source in every graph: it will be our constant \( c_F \).

- Then, we show that the centrality of a sink in 1-out star graph is equal to the centrality of a source multiplied by some non-negative constant (Lemma 4). Moreover, this constant is the same for every sink and lies in the interval \([0, 1]\) (Lemma 5): it will be our constant \( a_F \).

- Having defined \( a_F \) and \( c_F \), we turn our attention to proving that in every graph the centrality of any node is equal to PageRank with decay factor \( a_F \) multiplied by \( c_F \). We do it by considering increasingly complex graphs. Specifically, we start with 1-out stars (Lemma 6) and then \( k \)-out stars (Lemma 7). Furthermore, we consider arbitrary graphs with no cycles (Lemma 8) and ultimately arbitrary graphs with possible cycles (Lemma 9).

Finally, if \( F \) additionally satisfies Baseline, then \( c_F = 1 \) and \( F(G, b) = PR^{a_F}(G, b) \) for every graph \((G, b)\) (Lemma 10).

First, let us focus on a basic property of Locality, which is implied by our first two axioms: Node Deletion and Edge Deletion. Locality states that if a graph consists of several disjoint parts (also called connected components), then the centrality of a node can be calculated by looking only at the part it is in [Skibski et al. (2019)].

**Lemma 2.** (Locality) If a centrality measure \( F \) satisfies Node Deletion and Edge Deletion, then for every two disjoint graphs \( G = (V, E) \) and \( G' = (V', E') \), node weights \( b \) and \( b' \) and node \( v \in V \) it holds that \( F_v((G, b) + (G', b')) = F_v(G, b) \).

**Proof.** Fix \( v \in V \) and consider an arbitrary edge \((u, w) \in E'\). Since graphs \( G \) and \( G' \) are disjoint, there is no path from \( u \) to \( v \). In particular, \( u \) is not a successor of \( v \). Hence, from Edge Deletion, if we remove edge \((u, w)\), the centrality of node \( v \) will remain unchanged. Using this argument for all the edges from \( E' \) we get that removing them does not affect the centrality of node \( v \):

\[
F_v((G, b) + (G', b')) = F_v((V \cup V', E \cup E'), b + b') = F_v((V \cup V', E), b + b').
\]

Now, in graph \((V \cup V', E)\) all nodes from \( V' \) are isolated. Hence, from Node Deletion, removing these nodes does not affect the centrality of node \( v \) as well:

\[
F_v((V \cup V', E), b + b') = F_v((V, E), b) = F_v(G, b).
\]

Combining equations (2) and (3) yields the thesis. \( \square \)

In the second lemma, we prove that if a centrality measure satisfies Node Deletion, Edge Deletion and Node Redirect, then it also satisfies the property of Source Node: the centrality of a source, i.e., a node without incoming edges, is proportional to its weight. This property is similar to Baseline, but there are two differences: First, Baseline applies only to isolated nodes and Source Node apply to all sources. Second, Baseline implies that the centrality of a node is equal, not proportional, to its weight.

**Lemma 3.** (Source Node) If a centrality measure \( F \) satisfies Node Deletion, Edge Deletion and Node Redirect, then there exists a constant \( c_F \in \mathbb{R}_{\geq 0} \) such that for every graph \( G = (V, E) \), weights \( b \) and every source \( v \in V \) it holds: \( F_v(G, b) = c_F \cdot b(v) \). Specifically, \( c_F = F_w((\{w\}, \emptyset), [1]) \) for an arbitrary node \( w \).
Proof. We begin by considering graphs with one node and zero edges, i.e., graphs of the following form: $((\{v\}, \emptyset), [x])$ for some node $v$ and $x \in \mathbb{R}_{\geq 0}$. We will later show the relation between such graphs and sources in arbitrary graphs.

Consider two graphs $((\{u\}, \emptyset), [x])$ and $((\{v\}, \emptyset), [y])$ for arbitrary $u \neq v$ and $x, y \in \mathbb{R}_{\geq 0}$. Let $(G, b)$ be their sum: $(G, b) = ((\{u, v\}, \emptyset), [x, y])$. Since both $u$ and $v$ are isolated in $(G, b)$, from Node Deletion we know that their centralities are the same as in the original graphs. In particular:

$$F_u(G, b) + F_v(G, b) = F_u((\{u\}, \emptyset), [x]) + F_v((\{v\}, \emptyset), [y]).$$

(4)

Nodes $u$ and $v$ are out-twins in $(G, b)$ (both have the same empty set of outgoing edges), so from Node Redirect, redirecting node $v$ into $u$ increases the centrality of $u$ by the centrality of $v$. Such a redirecting results in graph $((\{u\}, \emptyset), [x + y])$, so we get:

$$F_u((\{u\}, \emptyset), [x + y]) = F_u(R_{v \rightarrow u}(G, b)) = F_u(G, b) + F_v(G, b).$$

(5)

Combining equations (4) and (5) we have:

$$F_v((\{v\}, \emptyset), [x + y]) = F_u((\{u\}, \emptyset), [x]) + F_v((\{v\}, \emptyset), [y]).$$

(6)

We make the following observations:

(a) $F_v((\{v\}, \emptyset), [0]) = 0$ for every $v$ (from equation (3) with $y = 0$);

(b) $F_u((\{v\}, \emptyset), [y]) = F_u((\{u\}, \emptyset), [y])$ for every $u \neq v$ and $y \in \mathbb{R}_{\geq 0}$ (from equation (4) with $x = 0$ and (a));

(c) $F_v((\{v\}, \emptyset), [x + y]) = F_v((\{v\}, \emptyset), [x]) + F_v((\{v\}, \emptyset), [y])$ for every $v$ and $x, y \in \mathbb{R}_{\geq 0}$ (from equation (3) and (b)).

Note that (b) implies that the centrality of $v$ in the graph with node weights $((\{v\}, \emptyset), [x])$ depends solely on weight $x$. In other words, there exists a function $f : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ such that $F_v((\{v\}, \emptyset), [x]) = f(x)$. Since centralities are non-negative, we know that $f$ is also non-negative: $f(x) \geq 0$ for every $x \in \mathbb{R}_{\geq 0}$. On the other hand, from (c) we know that $f$ is additive: $f(x + y) = f(x) + f(y)$ for every $x, y \in \mathbb{R}_{\geq 0}$. Non-negativity and additivity combined imply that $f$ is linear (Cauchy (1821)):

$$f(x) = c_F \cdot x$$

for some $c_F \in \mathbb{R}_{\geq 0}$ for every $x \in \mathbb{R}_{\geq 0}$. As a result, we know that that there exists $c_F \in \mathbb{R}_{\geq 0}$ such that for every node $v$:

$$F_v((\{v\}, \emptyset), [x]) = c_F \cdot x.$$

(7)

Now, let $G = (V, E)$ be an arbitrary graph with node weights $b$ and $v$ be a source in $G$. Since $v$ has no incoming edges, we know that it is not its own successor. Hence, from Edge Deletion, removing its outgoing edges does not affect its centrality: $F_v(G, b) = F_v((V, E - \Gamma^+_v(G)), b)$. In the resulting graph, $v$ is isolated, so from Localiity (Lemma 2) we have that $F_v((V, E - \Gamma^+_v(G)), b) = F_v((\{v\}, \emptyset), [b(v)])$. This combined with equation (7) yields the thesis.

Finally, from equation (7) for $v = w$ and $x = 1$ we get that $c_F = F_w((\{w\}, \emptyset), [1])$ which concludes the proof.

Consider an arbitrary graph $(G, b)$ in which node $v$ is a source. Since the set of incoming edges of $v$ is empty, i.e., $\Gamma^-_v(G) = \emptyset$, from PageRank recursive equation (1) we know that $PR^w_{x\rightarrow v}(G, b) = b(v)$ for every decay factor $a_F \in [0, 1)$. This implies that—regardless of the decay factor $a_F$—centrality of $v$ is equal to PageRank of $v$ multiplied by $c_F$: $F_v(G, b) = c_F \cdot PR^w_{x\rightarrow v}(G, b)$.

Now, let us focus on 1-out star graphs. Recall that in a 1-out star there is one sink and one source connected by an edge and the sink has zero weight. In the next lemma, we prove that the centrality of the sink is proportional to the weight of the source.

**Lemma 4.** If a centrality measure $F$ satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then there exists a constant $d_F \in \mathbb{R}_{\geq 0}$ such that for every 1-out star graph $(G, b) = ((\{u, v\}, [\{(u, v)\}]), [x, 0])$ it holds $F_u(G, b) = d_F \cdot x$. 
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Combining equations (8)–(10) we have:

From equation (11) we get the following conditions:

Moreover, nodes \(u, v, u', v'\) are distinct. Let us denote the resulting graph by \(G', b'\). Thus:

\[
F_v(G', b') = F_v(R_{u'\rightarrow u}(G', b')) = F_v(G, b) + F_v(G, b').
\]

Furthermore, nodes \(u, v\) are out-twins in \((G', b')\) (both have only one edge to node \(v\)). Hence, from Node Redirect, redirecting \(u'\) into \(v\) increases the centrality of \(v\) by the centrality of \(v'\). Let us denote the resulting graph by \((G', b')\) (see Fig. 3). Thus:

\[
F_v(G', b') = F_v(R_{u'\rightarrow u}(G, b)) = F_v(G, b) + F_v(G, b).
\]

Combining equations (8)–(10) we have:

\[
F_v(\{(u, v), (u, v')\}, [x+y, 0]) = F_v(\{(u, v), (u, v')\}, [x, 0]) + F_v(\{(u', v'), (u', v')\}, [y, 0]).
\]

From equation (11) we get the following conditions:

(a) \(F_v(\{(u', v'), (u', v')\}, [0, 0]) = 0\) (from equation (11) with \(y = 0\));

(b) \(F_v(\{(u, v), (u, v')\}, [0, 0]) = 0\) (from (a) and the fact that \(u', v'\) were chosen arbitrary);

(c) \(F_v(\{(u, v), (u, v')\}, [y, 0]) = F_v(\{(u', v'), (u', v')\}, [y, 0])\) for every \(y \in \mathbb{R}_{\geq 0}\) (from equation (11) with \(x = 0\) and (b));

(d) \(F_v(\{(u, v), (u, v')\}, [x+y, 0]) = F_v(\{(u, v), (u, v')\}, [x, 0]) + F_v(\{(u, v), (u, v')\}, [y, 0])\) for every \(x, y \in \mathbb{R}_{\geq 0}\) (from equation (11) and (c)).

From the fact that nodes were chosen arbitrarily, we know that (c) holds for every four pairwise

\[
\text{Figure 3: Graphs illustrating the proof of Lemma 4.}
\]
are non-negative, we know that \( f \) is also non-negative: \( f(x) \geq 0 \) for every \( x \in \mathbb{R}_{\geq 0} \). On the other hand, from (d) we know that \( f \) is additive: \( f(x+y) = f(x) + f(y) \) for every \( x, y \in \mathbb{R}_{\geq 0} \). Now, non-negativity combined with additivity implies that \( f \) is linear [Cauchy (1821)]: \( f(x) = d_F \cdot x \). This concludes the proof.

In the next lemma, building upon Lemma 4 we show that there exists a constant \( a_F \in [0,1) \) such that the centrality of a sink in 1-out star graph equals \( a_F \cdot c_F \cdot x \) where \( x \) is the weight of the source (see Lemma 5 for the definition of \( c_F \)).

**Lemma 5.** If a centrality measure \( F \) satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then there exists a constant \( a_F \in [0,1) \) such that for every 1-out star graph \( (G, b) = (\{(u, v), \{(u, v)\}, [x, 0]) \) it holds \( F_G((G, b) = a_F \cdot c_F \cdot x \). Specifically, \( a_F = F_w((\{v, w\}, \{(w', w)\}}, [1, 0]) / c_F \) for arbitrary nodes \( w, w' \) if \( c_F > 0 \) and \( a_F = 0 \), otherwise.

**Proof.** So far, we have proved that there exist constants \( c_F, d_F \in \mathbb{R}_{\geq 0} \) such that for every 1-out star the centrality of the source equals \( c_F \cdot x \) (Lemma 3) and the centrality of the sink equals \( d_F \cdot x \) (Lemma 3), where \( x \) is the weight of the source. Hence, to show that the centrality of the sink equals \( a_F \cdot c_F \cdot x \) for some \( a_F \in [0,1) \) it is enough to prove that if \( c_F = 0 \), then \( d_F = 0 \), and if \( c_F \neq 0 \), then \( d_F < c_F \).

Assume \( c_F = 0 \). Consider graph \( (G, b) = (\{(u, v, w), \{(u, v)\}}, [1, 0, 0]) \) which is a sum of two 1-out stars. Since \( c_F = 0 \), from Source Node (Lemma 3) we know that \( F_u((G, b) = 0 = F_w((G, b) and from Lemma 4 and Locality (Lemma 2) \( F_v((G, b) = d_F \). Nodes \( u \) and \( v \) each have one edge, so from Edge Swap we get that if we replace ends of both these edges centralities in the graph will not change. Formally, for graph \( (G', b') = (\{(u, v, w), \{(u, v)\}}, [1, 0, 0, 0]) \) we have that \( F_v((G', b') = F_v((G, b) \). However, from Lemma 4 and Locality (Lemma 2) we get that \( F_v((G', b') = 0 \). Hence, \( d_F = 0 \).

Assume now that \( c_F \neq 0 \). To show that \( d_F < c_F \), we will show that in one particular 1-out star the centrality of the sink is strictly smaller than the centrality of the source which building upon the above general results will imply the thesis. Let \( u, v \) be two arbitrary distinct nodes and let \( y \) be the centrality of \( v \) in graph \( (\{(v), \{(v, v)\}}, [1]) \) divided by \( c_F \): \( y = F_v((\{(v), \{(v, v)\}}, [1]) / c_F \). We will show that in 1-out star \( (\{(u, v), \{(u, v)\}}, [y, 0]) \) the centrality of the sink is smaller than the centrality of the source:

\[
F_v((\{(u, v), \{(u, v)\}}, [y, 0])) > F_v((\{(u, v), \{(u, v)\}}, [y, 1]) \tag{12}
\]

To this end, we begin by proving that the centralities of the source and the sink in graph \( (G, b) = (\{(u, v), \{(u, v)\}}, [y, 1]) \) are equal:

\[
F_u((\{(u, v), \{(u, v)\}}, [y, 1]) = F_v((\{(u, v), \{(u, v)\}}, [y, 1]) \tag{13}
\]

To prove equation (13), first let us consider graph \( (G', b') = (\{(u, v, w), \{(u, v, w)\}}, [y, 1]) \) which is the sum of two graphs: 1-out star \( (\{(u, w), \{(u, w)\}}, [y, 0]) \) and already mentioned graph with one node \( (\{(v), \{(v, v)\}}, [1]) \) (see Fig. 4 for illustration). From Locality (Lemma 2) and the definition of \( y \), we know that the centrality of node \( v \) equals \( c_F \cdot y \). On the other hand, \( u \) is a source in \( (G', b') \), so from Source Node (Lemma 3), we know that its centrality also equals \( c_F \cdot y \). Hence, centralities of both nodes are equal:

\[
F_u((G', b') = F_v((G', b').
\]

![Figure 4: Graphs illustrating the proof of Lemma 5](image-url)
Since $u$ and $v$ have the same centralities in $(G', b')$ and both have one outgoing edge, from Edge Swap we know that exchanging the ends of these edges does not affect the centralities in the graph. Let $(G'', b'')$ be the resulting graph: $(G'', b'') = \left(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 1, 0]\right)$ (see Fig. 4). We get that:

$$F_u(G'', b'') = F_v(G'', b'').$$

Furthermore, since $v$ is not its own successor and is not a successor of $u$, i.e., $v \notin S_u(G'', b'')$, from Edge Deletion we can remove edge $(v, w)$ from $(G'', b'')$ without affecting centralities of nodes $u$, $v$. Moreover, after deleting edge $(v, w)$ node $w$ is isolated, so from Node Deletion $w$ can also be deleted without affecting these centralities. In this way, we obtain graph $(G, b) = \left(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 1, 0]\right)$ which proves equation (13).

Let us go back to proving equation (12). Observe that graph $(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 1, 0])$ is obtained from $(G, b)$ by changing the weight of $v$ to zero. Since $u$ is a source also in this graph and its weight did not change, from Source Node (Lemma 3) we know that its centrality is the same as in graph $(G, b)$:

$$F_u(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 0]) = F_u(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 1]).$$

(14)

Now, let us turn our attention to the centrality of $v$. Consider graph $(G^*, b^*) = \left(\left\{\left\{(u, v'), (v', w)\right\}\right\}, [y, 0, 1]\right)$ (see Fig. 4). Since $v'$ is a source in this graph, we know that $F_{v'}(G^*, b^*) = c_F$. Moreover, both $v$ and $v'$ do not have any outgoing edges in $(G^*, b^*)$, so from Node Redirect, redirecting $v'$ into $v$ increases the centrality of $v$ by the centrality of $v'$, i.e., by $c_F$. Such redirecting results in graph $(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 1])$. Hence, we get:

$$F_u(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 0]) = F_u(\left\{\left\{(u, v), (v, w)\right\}\right\}, [y, 1]) - c_F.$$  

(15)

Since we assumed that $c_F > 0$, equation (15) combined with equations (13) and (14) implies equation (12).

Therefore, indeed, $F_u(\left\{\left\{(w', w), (w, w')\right\}\right\}, [1, 0]) = a_F \cdot c_F$ for arbitrary nodes $w, w'$. Hence, if $c_F > 0$ we get that $a_F = F_u(\left\{\left\{(w', w), (w, w')\right\}\right\}, [1, 0])/c_F$ and if $c_F = 0$, $a_F$ can be defined arbitrary: we will assume $a_F = 0$.

A direct corollary from Source Node (Lemma 5) and Lemma 6 is the fact that in 1-out stars centralities are equal to PageRank with decay factor $a_F$ multiplied by $c_F$ (see these lemmas for the definitions of $a_F$ and $c_F$).

**Lemma 6.** If a centrality measure $F$ satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then for every 1-out star graph $(G, b) = \left(\left\{\left\{(u, v), (v, w)\right\}\right\}, [x, 0]\right)$ it holds $F(G, b) = c_F \cdot PR^{a_F}(G, b)$. Specifically, $F_u(G, b) = c_F \cdot x$ and $F_v(G, b) = a_F \cdot c_F \cdot x$.

**Proof.** From Source Node (Lemma 5) we know that $F_u(G, b) = c_F \cdot x$ and from Lemma 6 we know that $F_v(G, b) = a_F \cdot c_F \cdot x$. On the other hand, from PageRank recursive equation (1) we have that $PR_u^{a_F}(G, b) = x$ (node $u$ has weight $x$ and no incoming edges) and $PR_v^{a_F}(G, b) = a_F \cdot PR_u^{a_F}(G, b) = a_F \cdot c_F \cdot x$ (node $v$ has a zero weight and only one incoming edge from node $u$ with $\deg_u^+(G) = 1$). This concludes the proof.

In the next lemma, we extend the result from Lemma 6 concerning 1-out stars to $k$-out stars. More in detail, we show that the centrality of every sink in $k$-out star equals $a_F \cdot c_F \cdot x/k$, where $x$ is the weight of the source. Hence, the centrality $a_F \cdot c_F \cdot x$ of the sink in a 1-out star is split equally among all $k$ sinks.

**Lemma 7.** If centrality measure $F$ satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then for every $k$-out star graph $(G, b) = \left(\left\{\left\{(u, v_1), \ldots, (u, v_k)\right\}\right\}, [x, 0, \ldots, 0]\right)$ it holds that $F(G, b) = c_F \cdot PR^{a_F}(G, b)$. Specifically, $F_{v_i}(G, b) = c_F \cdot x$ and $F_u(G, b) = a_F \cdot c_F \cdot x/k$ for every $i \in \{1, \ldots, k\}$. 
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Proof. Consider an arbitrary \( k \)-out star graph: \((G, b) = ((\{u_1, v_1, \ldots, v_k\}, \{(u_1, v_1), \ldots, (u_1, v_k)\}), [x, 0, \ldots, 0])\) (note that for notational convenience we will denote the source node by \( u_1 \), not \( u \)). See Fig. 5 for illustration. We need to prove that \( F_{v_i}(G, b) = a_F \cdot c_F \cdot x/k \) for every \( i \in \{1, \ldots, k\} \).

To this end, through a series of invariance operations, we will show that splitting the source of a \( k \)-out star into \( k \) separate sources, each with 1 edge and \( 1/k \) of the original weight does not affect the centralities of sinks. In so doing, we obtain \( k \) separate 1-out stars and Lemma 6 will imply the thesis.

First, take \( k - 1 \) distinct nodes, \( u_2, \ldots, u_k \), that do not appear in \((G, b)\) and consider a graph obtained from \((G, b)\) by splitting \( u_1 \) into \( k \) nodes, \( u_1, \ldots, u_k \), each with the same edges as \( u_1 \) in \((G, b)\) and \( 1/k \) of the original weight (see Fig. 5):

\[
(G', b') = ((\{u_1, \ldots, u_k, v_1, \ldots, v_k\}, k \cdot \{(u_1, v_1), \ldots, (u_k, v_k)\}), [x/k, \ldots, x/k, 0, \ldots, 0]).
\]

More formally, we have \( b'(u_i) = x/k \) and \( b'(v_i) = 0 \) for every \( i \in \{1, \ldots, k\} \). Graph \((G', b')\) contains \( k \) identical sources \((u_1, \ldots, u_k)\) and \( k \) identical sinks \((v_1, \ldots, v_k)\). All sources are out-twins, so from Node Redirect redirecting one of the nodes \( u_2, \ldots, u_k \) into \( u_1 \) does not affect the centralities of sinks. This operation does not change edges of \( u_1 \) and the remaining sources, hence they are still out-twins. By performing all such redirecitions one by one, i.e., redirecting \( u_2 \) into \( u_1 \), \( u_3 \) into \( u_1 \) and so on, we will eventually obtain the original graph \((G, b)\). Hence, we have:

\[
F_{v_i}(G', b') = F_{v_i}(G, b) \quad \text{for every} \ i \in \{1, \ldots, k\}. 
\]

Next, fix arbitrary \( i, j \in \{1, \ldots, k\} \) and consider replacing in graph \((G', b')\) edges \((u_i, v_j), (u_j, v_i)\) with edges \((u_i, v_i), (u_j, v_j)\), i.e., an edge swap. Both sources \( u_i \) and \( u_j \) have exactly \( k \) outgoing edges and from Source Node (Lemma 5) they have the same centrality equal to \( c_F \cdot x/k \). Hence, from Edge Swap this operation does not affect centralities in the graph. Moreover, it does not affect the number of outgoing edges of any node. Hence, by sequentially replacing edges \((u_i, v_j), (u_j, v_i)\) with \((u_i, v_i), (u_j, v_j)\) for all (unordered) pairs \( i, j \in \{1, \ldots, k\} \) we obtain graph:

\[
(G'', b'') = ((\{u_1, \ldots, u_k, v_1, \ldots, v_k\}, \{(u_1, v_1), \ldots, (u_k, v_k)\}), [x/k, \ldots, x/k, 0, \ldots, 0]),
\]

(see Fig. 5) and we know that centralities of sinks did not change: \( F_{v_i}(G'', b'') = F_{v_i}(G', b') \) for every \( i \in \{1, \ldots, k\} \).

In graph \((G'', b'')\) each source \( u_i \) has \( k \) edges, all to the same node \( v_i \). From Edge Multiplication we know that replacing these \( k \) edges with only one edge does not affect centralities in the graph. Hence, for a graph

\[
(G^*, b^*) = ((\{u_1, \ldots, u_k, v_1, \ldots, v_k\}, \{(u_1, v_1), \ldots, (u_k, v_k)\}), [x/k, \ldots, x/k, 0, \ldots, 0]),
\]

we get \( F_{v_i}(G^*, b^*) = F_{v_i}(G'', b'') \) for every \( i \in \{1, \ldots, k\} \).

Finally, observe that graph \((G^*)\) is a sum of \( k \) separate 1-out stars. Hence, from Locality (Lemma 2) and Lemma 5 we get that for every \( i \in \{1, \ldots, k\} \) we have:

\[
F_{v_i}(G^*, b^*) = F_{v_i}((\{u_i, v_i\}, \{(u_i, v_i)\}), [x/k, 0]) = a_F \cdot c_F \cdot x/k. 
\]

As a result, we showed that the centrality of every sink \( v_i \) in \((G^*, b^*)\) is the same as in \((G'', b''), (G', b') \) and eventually in \((G, b)\), so we have \( F_{v_i}(G, b) = a_F \cdot c_F \cdot x/k \).
Now, equality \( F_u(G, b) = c_F \cdot x \) comes directly from Source Node (Lemma 3). Furthermore, from PageRank recursive equation (1) we have that \( PR_u(G, b) = x \) (\( u \) is a node with no incoming edges and weight \( x \)) and \( PR_i(G, b) = a_F \cdot PR_u(G, b) / k = a_F \cdot x / k \) for every \( i \in \{1, \ldots, k\} \) \((v_i \) has a zero weight and one incoming edge from node \( u \) which has deg\(^+\)\(_u\)(\( G \)) = \( k \)). This shows that \( F(G, b) = PR(G, b) \) and concludes the proof.

Now, let us turn our attention to node \( u \) (Lemma 2) we know that \( F \) satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then for every graph with no cycles \((G, b)\) it holds that \( F(G, b) = c_F \cdot PR^\text{ev}(G, b) \).

Proof. We will use the induction on the number of predecessors of a node in a graph. If \( F_u(G) = \emptyset \), then node \( v \) is a source in \( G \), hence from Lemma 3 (Source Node) we have \( F_v(G, b) = c_F \cdot b(v) = c_F \cdot PR^\text{ev}(G, b) \).

Take a graph, \((G, b)\), and a node, \( v \), with non-empty set of predecessors: \( F_u(G) \neq \emptyset \). Let \( u \) be an arbitrary predecessor of \( v \). Clearly, \( F_u(G) \subseteq F_v(G) \), but since graph has no cycles also \( u \notin F_u(G) \). This implies that \( u \) has less predecessor than \( v \), so from the inductive assumption, we get that \( F_u(G, b) = c_F \cdot PR^\text{ev}(G, b) \) for every \( u \in F_u(G) \). Thus, to show that \( F_v(G, b) = c_F \cdot PR^\text{ev}(G, b) \), based on PageRank recursive equation (1) it is enough to prove that:

\[
F_v(G, b) = a_F \cdot \left( \sum_{(u, v) \in \Gamma_+^-(G)} \frac{F_u(G, b)}{\deg^+_u(G)} \right) + c_F \cdot b(v). \tag{16}
\]

Note that from Edge Deletion and the fact that \( v \) is not a predecessor of itself nor its direct predecessors, we know that outgoing edges of node \( v \) does not affect \( F_v(G) \), \( \Gamma_+^-(G) \), nor \( F_v(G) \) and \( \deg^+_u(G) \) for every \( (u, v) \in \Gamma_+^-(G) \); hence, they do not affect equation (1). Consequently, in what follows, we will assume that \( v \) has no outgoing edges, i.e., is a sink.

First, let us assume that \( v \) has a zero weight \( b(v) = 0 \) and only one incoming edge: \((u, v)\) (see Fig. 3 for illustration). Let us denote the number of outgoing edges of \( u \) by \( k \) and its PageRank by \( x \), i.e., \( k = \deg^+_u(G) \) and \( x = PR^\text{ev}(G, b) \). From the inductive assumption we know that \( F_u(G, b) = c_F \cdot x \). Hence, to prove that equation (1) holds, we need to show that \( F_v(G, b) = a_F \cdot c_F \cdot x / k \). This, combined with Lemma 3 is equivalent to proving that the centrality of \( v \) is equal to the centrality of a sink in a \( k \)-out star in which the source has weight \( x \). To prove this, consider adding such a graph to \((G, b)\):

\((G', b') = ((V', E'), b') = (G, b) + ((\{u', w_1, \ldots, w_k\}, \{(u', w_1), \ldots, (u', w_k)\}), [x, 0, \ldots, 0])\).

From Locality (Lemma 2), we know that the centrality of \( v \) did not change: \( F_u(G, b) = F_u(G', b') \). Let us turn our attention to node \( u \) and the source of a \( k \)-out star: \( u' \). For \( u \), from Locality (Lemma 3) we know that \( F_u(G', b') = F_u(G, b) = c_F \cdot x \). For \( u' \), from Source Node (Lemma 4) we have that \( F_u'(G', b') = c_F \cdot x \). Hence, \( u \) and \( u' \) have equal centralities and equal numbers of outgoing edges. As a result, from Edge Swap we know that we can replace edges \((u, v)\) and \((u', w_1)\)
with edges \((u, w_1)\) and \((a', v)\) and centralities in the graph will not change. Such a swap results in a graph \((G', b') = ((V', E') = (\{(u, v)\}, (a', v)), b')\) in which \(v\) is a sink in a component of the graph which is a \(k\)-out star (see Fig. 7). In this \(k\)-out star the source has weight \(x\), hence node \(v\) has the centrality \(a_F \cdot c_F \cdot x/k\). Formally, we proved:

\[
F_v(G, b) = F_v(G', b') = F_v(G'', b'') = a_F \cdot c_F \cdot x/k = a_F \cdot \frac{F_v(G, b)}{\deg_u(G)}.
\]  

(17)

where the consecutive equalities comes from Locality (Lemma 2), Edge Swap and Lemma 7 combined with Locality and the definition of constants \(x\) and \(k\).

Now, assume that \(v\) has \(m\) \((m \geq 1)\) incoming edges and possibly non-zero weight. In such a case let us split node \(v\) into \(m+1\) separate nodes, one with the original weight of \(v\) and no incoming edges and \(m\) nodes, each with zero weight and one incoming edge (see Fig. 7 for illustration). Formally, assume \(\Gamma_v^{-}(G) = (\{(u_1, b), \ldots, (u_m, v)\})\) (note that \(u_i\) may not be pairwise different) and consider adding nodes \(w_1, \ldots, w_m\) to the graph and replacing edges \(\Gamma_v^{-}(G)\) with \((u_1, w_1), \ldots, (u_m, w_m)\). Let \((G', b')\) be the resulting graph:

\[
(G', b') = ((V \cup \{w_1, \ldots, w_m\}, E - \Gamma_v^{-}(G) \cup \{(u_1, w_1), \ldots, (u_m, w_m)\}), b'),
\]

where \(b'(u) = b(u)\) for every \(u \in V\) and \(b'(u) = 0\), otherwise. Then, we clearly have that \(G, b) = R_{w_m \rightarrow v} \ldots (R_{w_1 \rightarrow v}(G', b'))\). Moreover, node \(v\) and nodes \(w_1, \ldots, w_m\) are out-twins in \((G', b')\) (they are all sinks). Hence, from Node Redirect we get that the centrality of \(v\) is the sum of centralities of \(v\) and \(w_1, \ldots, w_m\) in \((G', b')\):

\[
F_v(G, b) = F_v(G', b') + F_{w_1}(G', b') + \cdots + F_{w_m}(G', b').
\]  

(18)

Furthermore, from Node Redirect we know that centralities of nodes other than \(v\) did not change: \(F_u(G, b) = F_u(G', b')\). Since the out-degrees of these nodes did not change either, from our analysis of nodes with a single edge and equation (17), in particular, we get that:

\[
F_{w_i}(G', b') = a_F \cdot \frac{F_{u_i}(G', b')}{\deg_{u_i}(G')} = a_F \cdot \frac{F_{u_i}(G, b)}{\deg_{u_i}(G)}.
\]

(19)

Finally, Source Node (Lemma 8) implies that \(F_v(G', b') = c_F \cdot b(v)\) (recall that \(v\) has no incoming edges in \((G', b')\)). This combined with Equation (18) and (19) proves Equation (16).

We are now ready to prove that in every graph centralities are equal to PageRank with the decay factor \(a_F\) multiplied by \(c_F\).

**Lemma 9.** If a centrality measure \(F\) satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then for every graph \((G, b)\) it holds that \(F(G, b) = c_F \cdot PR^s(G, b)\).

**Proof.** Take an arbitrary graph \(G = (V, E)\) and weights \(b\). We will prove the thesis by induction on the number of cycles in \(G\). If there are no cycles in graph \(G\), then the thesis follows from Lemma 8.

Assume otherwise. Fix node \(w\) that belongs to at least one cycle and let \(x_w\) be its PageRank in \((G, b)\): \(x_w = PR_w^s(G, b)\). Consider graph \((G', b')\) obtained from \((G, b)\) by adding two nodes,
Thus, to show that $P_R$ simplifies to $F_R$, we need to prove that for every node $v \in V$ we have:

1. $P_R(G, b) = P_R(G', b')$ for every $v \in V$ (note that this is consistent with $x_w = P_R(G, b)$),
2. Node $s$ has zero weight and incoming edges only from $w$; on the other hand, all outgoing edges of $w$ goes to $t$ which implies $\Gamma^+_t(G') = \Gamma^+_w(G)$. Hence, for $v = t$ simplifies to $x_t = a_F \cdot x_w$ which is equivalent to the definition of $x_t$.

Consider $v \in V$. From PageRank recursive equation for graph $(G, b)$ we have:

$$x_v = a_F \cdot \left( \sum_{(u,v) \in \Gamma^+_v(G)} \frac{x_u}{\deg_u(G)} \right) + b(v).$$

By the construction of $(G', b')$ we know that out-degree and weight of every node $u \in V$ is the same in $(G, b)$ as in $(G', b')$. Moreover, if $v \in V$ is not a direct successor of $w$ in $(G, b)$, then it has the same set of incoming edges in both graphs. Hence, replacing in equation (22) $\deg^+_u(G), b(v), \Gamma^+_w(G)$ with $\deg^+_u(G'), b'(v), \Gamma^+_w(G')$ proves equation (21).

Now, assume $v \in S^1_w(G)$. From PageRank recursive equation (1) for $(G, b)$ by separating edges from $w$ we get:

$$x_v = a_F \cdot \left( \sum_{(u,v) \in \Gamma^+_v(G), u\neq w} \frac{x_u}{\deg_u(G)} + \sum_{(w,v) \in \Gamma^+_v(G)} \frac{x_w}{\deg_w(G)} \right) + b(v).$$
Note that sets of incoming edges of node \( v \) in graphs \( G \) and \( G' \) are equal except for edges from \( w \) and \( s \): all edges from \( w \) in \( G \) are replaced by the edges from \( s \) in \( G' \). However, we know that \( w \) in \( G \) has the same out-degree as \( s \) in \( G' \): \( \deg^+_w(G) = \deg^+_s(G') \). Also, by the definition of \( x_s \), we have \( x_s = x_w \). Hence, by transforming equation (24) we get:

\[
x_v = a_F \cdot \left( \sum_{(u,v) \in E^+_v(G')} \frac{x_u}{\deg^+_u(G')} + \sum_{(s,v) \in E^+_v(G')} \frac{x_s}{\deg^+_s(G')} \right) + b'(v),
\]

which proves equation (21). This concludes the proof that \( PR^w_v(G,b) = PR^w_v(G',b') \) for every \( v \in V \). Note that we obtained that nodes \( s \) and \( w \) have equal PageRank in \( (G',b') \):

\[
PR^w_v(G',b') = x_s = x_w = PR^w_v(G,b) = PR^w_v(G',b').
\]

We will use this in the second part of the proof.

(2): It remains to prove that \( F_v(G,b) = F_v(G',b') \) for every \( v \in V \). To this end, observe that nodes \( s \) and \( w \) have equal centralities in \( (G',b') \): from equation (24) and the inductive assumption we have \( F_v(G',b') = F_w(G',b') \). Moreover, both nodes have equal out-degrees. Hence, from Edge Swap we know that swapping ends of outgoing edges of \( w \) and \( s \) does not affect any centralities in the graph. By sequentially swapping the ends of all outgoing edges of \( w \) with the ends of the outgoing edges of \( s \) we get the following graph (see Fig. 8):

\[
(G'',b'') = (G,b) + (((s,t), \deg^+_w(G) \cdot \{(s,t)\}), [x_w,0]),
\]

and from Edge Swap we have \( F_v(G'',b'') = F_v(G',b') \) for every \( v \in V \). On the other hand, from Locality we have \( F_u(G'',b'') = F_u(G,b) \). Therefore, \( F_v(G,b) = F_v(G',b') \) for every \( v \in V \) which concludes the proof.

So far, we have proved that if \( F \) satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap and Node Redirect, then \( F(G,b) = c_F \cdot PR^w_v(G,b) \) for every graph \( (G,b) \). In the last lemma of Part 1 of the proof, we show that if \( F \) also satisfies Baseline, then \( c_F = 1 \); hence, \( F(G,b) = PR^w_v(G,b) \).

**Lemma 10.** If centrality measure \( F \) satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline, then for every graph \( (G,b) \) it holds that \( F(G,b) = PR^w_v(G,b) \).

**Proof.** If centrality measure \( F \) satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, and Node Redirect, then from Lemma 4 we know that \( F_v(G,b) = c_F \cdot PR^w_v(G,b) \) for \( c_F \) and \( a_F \) defined as follows: \( c_F = F_w(\{w\},\emptyset,\{1\}) \) and \( a_F = F_w(\{w',w\},\{w',w\},\{1,0\})/c_F \) if \( c_F > 0 \) and \( a_F = 0 \), otherwise, for arbitrary nodes \( w,w' \). Now, from Baseline we have that \( F_w(\{w\},\emptyset,\{1\}) = 1 \), which implies \( c_F = 1 \) and concludes the proof.

### 5.1 Independence of axioms

In this section, we show that all six axioms used in our characterization of PageRank are necessary, i.e., if we remove one of them, then the remaining axioms will be satisfied also by some centrality other than PageRank. In other words, we will show that no axiom is implied by the others. To this end, in the following theorem for each axiom we show that there exists a centrality, other than PageRank, that satisfies all other axioms.

**Theorem 11.** (Independence of Axioms) From six axioms: Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect, and Baseline, none is implied by a combination of five others. Specifically:

- A centrality measure \( F \) defined for every graph \( (G,b) \) and node \( v \) as follows:

  \[
  F_v(G,b) = PR^w_v(G,b), \quad \text{where } a(G,b) = 1/(2 + b(G))
  \]

  satisfies Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline, but does not satisfy Node Deletion.
• A centrality measure \( F \) defined for every graph \((G, b)\) and node \(v\) as follows:

\[
F^{a}_v(G, b) = \begin{cases} 
2 \cdot PR^a_v(G, b) - b(v) & \text{if } v \text{ is a sink,} \\
PR^a_v(G, b) & \text{otherwise}
\end{cases}
\]
satisfies Node Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline, but does not satisfy Edge Deletion.

• A centrality measure \( F \) defined for every graph \((G, b)\) and node \(v\) and an arbitrary \(a \in (0, 1)\) as follows:

\[
F^{a}_v(G, b) = a \cdot \left( \sum_{(u,v) \in \Gamma^-_v(G)} \frac{F^a_u(G, b)}{\text{deg}^+_u(G) + 1} \right) + b(v)
\]
satisfies Node Deletion, Edge Deletion, Edge Multiplication, Node Redirect and Baseline, but does not satisfy Edge Multiplication.

• A centrality measure \( F \) defined for every graph \((G, b)\) and node \(v\) as follows:

\[
F_v(G, b) = \frac{b(u)}{\text{deg}^+_u(G)} + b(v)
\]
satisfies Node Deletion, Edge Deletion, Edge Multiplication, Node Redirect and Baseline, but does not satisfy Edge Swap.

• A centrality measure \( F \) defined for every graph \((G, b)\) and node \(v\) as follows:

\[
F_v(G, b) = \frac{1}{\text{deg}^+_u(G)} + b(v)
\]
satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap and Baseline, but does not satisfy Node Redirect.

• A centrality measure \( F \) defined for every graph \((G, b)\) and node \(v\) and an arbitrary \(a \in (0, 1)\) as follows:

\[
F^a_v(G, b) = 2 \cdot PR^a_v(G, b)
\]
satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap and Node Redirect, but does not satisfy Baseline.

The proof of Theorem 11 can be found in [3].

6 Comparison with other centrality measures

In this section, using the axioms from Section 4, we discuss how PageRank differs from other standard centralities. We begin by discussing feedback centralities: a class of centrality measures which—like PageRank—assess the importance of a node based on the number and importance of its direct predecessors. Then we focus on other classic centralities from the literature.

Most centrality measures do not take into account node weights. However, for consistency with the domain of our paper, we will define them as functions that take a graph with node weights as an input.

For directed graphs, most centralities can be defined in two ways: by focusing on predecessors or, more generally, paths ending in a given node or by focusing on successors and paths starting in a given node. For consistency with our interpretation of the direction of edges and the definition of PageRank, we will assume the former version.

Several centrality measures that we discuss are defined only on a subset of all graphs, e.g., only on strongly connected graphs. In effect, we cannot apply our axioms directly, as they concern graphs on which centralities are not defined. To cope with this problem, we consider a weaker
version of axioms restricted to a specific class of graphs. To give an example, Edge Swap restricted to strongly connected graphs states that if a graph is strongly connected and the graph resulting from an edge swap is also strongly connected, then centralities in both graphs are equal (the formal definition can be found in [C]). Such a restriction is always possible, although it sometimes results in a tautology satisfied by every centrality measure. This is the case, for example, with Node Deletion restricted to strongly connected graphs: since there is no graph with an isolated node in a class of strongly connected graphs, the axiom is trivially satisfied by every possible centrality measure.

6.1 Feedback centralities

Feedback centralities [Brandes and Erlebach (2005)] assess importance of a node based on the number and importance of its direct predecessors. It constitutes a large and widely used class of centrality measures. In this section, we introduce classic centralities that belong to this class. We will split feedback centralities into two groups: parallel and distributed (similar division can be found, e.g., in [Newman (2010)]).

6.1.1 Parallel feedback centralities

The simplest, yet one of the most popular centrality measures, is degree centrality [Freeman (1977)]. It assesses a node simply by looking at the number of its incoming edges. Using our notation, the degree centrality is defined as follows:

\[ D_u(G, b) = |\Gamma_u^-(G)|. \]

A natural extension of degree centrality is eigenvector centrality [Bonacich (1972)]. In degree centrality, an edge from each predecessor equally contributes to the importance of a node. In contrary, in eigenvector centrality, an edge from a more important node contributes more. Specifically, an edge from a node is as important as the node itself. Consequently, the importance of a node is proportional not to the number of direct predecessors, but to their total importance. Formally, eigenvector centrality is defined for strongly connected graphs as a solution of the following recursive equation:

\[ EV_v(G, b) = \frac{1}{\lambda(G)} \sum_{(u,v) \in \Gamma_v^+(G)} EV_u(G, b). \]

Here, \( \lambda(G) \) is the largest eigenvalue of the adjacency matrix of a graph, i.e., for the adjacency matrix \( A = (a_{u,v})_{u,v \in V} \) of graph \( G \) defined as \( a_{u,v} = \#(v,u)(G) \), \( \lambda(G) \) is the largest real value \( \epsilon \in \mathbb{R} \) such that \( A \cdot x = \epsilon \cdot x \) for some \( x \in \mathbb{R}^V \). Such vector \( x \), which is the corresponding eigenvector, is the unique solution of this system of recursive equations up to a scalar multiplication. Usually an additional normalization condition is assumed to make a solution unique. In this section, as often in the literature, we will assume that the sum of centralities of all nodes equals 1.

Another centrality based on a similar principle is Katz centrality [Katz (1953)]. Here also the importance of a node is mostly determined by the total importance of its direct predecessors. However, an additional small basic importance is added to every node. In our paper, the weight of a node represents such a basic importance, but if weights are not provided, a fixed positive constant is used. Formally, Katz centrality with the decay factor \( a \in (0, 1) \) is defined for graphs with \( \lambda(G) < 1/a \) as a unique function that satisfies the following recursive equation:

\[ K_v^a(G, b) = a \left( \sum_{(u,v) \in \Gamma_v^+(G)} K_u^a(G, b) \right) + b(v). \]

Adding a basic importance shifts the emphasis from the total importance of the direct predecessors back to their number. This is because each edge \((u,v)\) contributes to the centrality of \( v \) an

\[ 1 \text{Using matrix form, equation (25) can be written as follows: } K = a \cdot A^T \cdot K + b, \text{ where } A \text{ is the adjacency matrix and } b = (b_v)_{v \in V} \text{ is the vector of node weights. Let } I \text{ be the identity matrix. Then, we get: } (1 - a \cdot A^T)K = b. \text{ Now, if } \lambda(G) < 1/a, \text{ then matrix } (1 - a \cdot A^T) \text{ is invertible which gives: } K = (1 - a \cdot A^T)^{-1}b. \text{ See A for an analogous derivation of PageRank.} \]
additional value $a \cdot b(u)$ which is independent of the position or the importance of a predecessor. That is why Katz centrality is sometimes seen as a middle-ground between degree and eigenvector centralities.

A small modification of Katz centrality is Bonacich centrality [Bonacich (1987)] (sometimes called Bonacich-Katz centrality [Bloch et al. (2019)]. Here, however, a small basic importance is added not to every node, but to every edge. Formally, Bonacich centrality for the decay factor $a \in (0, 1)$ is defined for graphs with $\lambda(G) < 1/a$ as a unique function that satisfies the following recursive equation:

$$BK_a^v(G, b) = \sum_{(u,v) \in \Gamma^+(G)} (a \cdot BK_a^u(G, b) + b(u)).$$  \hspace{1cm} (27)

It is easy to verify, that $BK_a^v(G, b) = (K_a^v(G, b) - b(v))/a$.

The common property of degree, eigenvector, Katz and Bonacich centralities is that the benefit for $v$ from an edge $(u, v)$ depends solely on the importance and the weight of node $u$. In particular, it does not depend on the number of outgoing edges of node $u$. As a result, an important node with many outgoing edges has a significantly higher impact on centralities in the graph than a node with few edges. Such an approach makes sense if a centrality measure is used to capture the process that spread along all possible connections at once, e.g., through parallel duplication like in the case of information spread among social media users or virus infection in the population.

Based on the work of [Borgatti (2005)] we call such centralities parallel feedback centralities.

All listed parallel feedback centralities satisfy Node Deletion and Edge Deletion as they assess the importance of a node based only on its predecessors. Also, as clear from the above discussion, all of them violates Edge Multiplication—if we double the outgoing edges of a node its impact on the direct successors will be doubled. Edge Swap is satisfied by degree, eigenvector and Katz centralities. However, it is violated by Bonacich centrality as the importance of a node according to this measure depends not only on the importance of the predecessors, but also on their weights. Node Redirect is violated only by degree centrality, since merging two out-twins decreases the (in-)degree of their direct successors. Finally, degree and Bonacich centrality violates Baseline. In turn, Baseline is satisfied by Katz centrality and trivially satisfied by eigenvector which is defined only for strongly connected graphs.

6.1.2 Distributed feedback centralities

In distributed feedback centralities, the importance of a node is equally split between its direct successors. As a result, the impact of a node on its direct successors is bounded by its own importance. Such an approach is more reasonable if a centrality measure is used to describe a process that follows only one connection at once, e.g., like a user on the World Wide Web, the money in the financial network or a reader following references in a scientific article. As we will show, parallel feedback centralities correspond to distributed feedback centralities.

Beta measure [van den Brink and Gilles (2000)] was proposed as a measure of dominance in directed networks. In accordance with our interpretation of the direction of edges, edge $(u, v)$ means that $v$ dominates $u$. Beta measure looks at the incoming edges to a node, similarly to degree centrality. However, an edge from a node with many other edges is considered less important: a dominance over a node dominated by many other nodes is less significant. Formally, beta measure is defined as follows:

$$\beta_v(G, b) = \sum_{(u,v) \in \Gamma^-(G)} \frac{1}{\deg^+_u(G)}.$$

Seeley index [Seeley (1949)] (also known as the simplified PageRank centrality [Page et al. (1999)], Katz prestige [Jackson (2005)], or invariant scoring function [Slutzki and Volf (2006)]) is based on a similar principle. Beta measure can be interpreted in the following way: each node has one unit of importance which he splits equally among its direct successors. Now, in Seeley index, each node splits his whole importance equally among its direct successors. In this way, we obtain a formula similar to eigenvector centrality. Formally, Seeley index is defined for strongly connected graphs
as a solution of the following recursive equation:

\[ SI_v(G, b) = \sum_{(u,v) \in \Gamma^{-}_v(G)} \frac{SI_u(G, b)}{\deg_u(G)}. \]  

(28)

This system of recursive equations has a unique solution up to a scalar multiplication. To make a solution unique, we will assume that the sum of centralities of all nodes equals 1, as we did in the case of eigenvector centrality.

Finally, a distributed feedback centrality measure that is an equivalent to Katz and Bonacich centralities is PageRank.

Consider distributed feedback centralities from the perspective of our axioms. All three centralities satisfy Node Deletion, Edge Deletion, Edge Multiplication and Edge Swap. The satisfiability of the first two axioms is straightforward. For Edge Multiplication, it follows from the definition of distributed feedback centralities—what matters is the proportion of edges from \( u \) to \( v \) and not the absolute value. Edge Swap is satisfied since all centralities assess the importance of a node based on the importance and out-degree of their predecessors. Now, Node Redirect is violated only by beta measure, since merging two out-twins decreases the beta measure of their direct successors. Finally, Baseline is violated by beta measure and trivially satisfied by Seeley index which is defined only for strongly connected graphs.

6.2 Other classic centralities

In this section, we introduce two classic centralities: closeness and betweenness centralities along with one popular alternative: decay centrality.

Closeness centrality [Bavelas 1950] aims to find nodes which are at the center of the graph. To this end, for each node it sums the distances from all other nodes in the graph. Now, nodes with a small total sum, i.e., nodes which are close to all other nodes, are considered most central. Formally, closeness centrality is defined for strongly connected graphs as follows:

\[ C_v(G, b) = \frac{1}{\sum_{u \in V \setminus \{v\}} \text{dist}_{u,v}(G)}. \]

Decay centrality [Jackson 2003] is a modification of closeness centrality that works for arbitrary graphs, not necessarily strongly connected. Here, instead of looking at the sum of distances, each node at distance \( k \) contributes \( a^k \) for some \( a \in (0, 1) \). Formally, for a decay factor \( a \in (0, 1) \), decay centrality is defined as follows:

\[ Y_v(G, b) = \sum_{u \in V \setminus \{v\}} a^{\text{dist}_{u,v}(G)}. \]  

(29)

Here, we assume that if there is no path from \( u \) to \( v \) in \( G \), then \( \text{dist}_{u,v}(G) = \infty \) which implies \( a^{\text{dist}_{u,v}(G)} = 0 \). Decay centrality can also be considered an extension of degree centrality that counts not only direct predecessors, but also further predecessors with decreasing weights.

Betweenness centrality [Freeman 1977] is also based on the notion of shortest paths. However, its goal is to measure how often a specific node is an intermediary between other nodes. If we assume that the information travels through the shortest paths, then betweenness centrality assesses that by computing for every pair of nodes, \( s, t \), a fraction of shortest paths between them that goes through a node in question. Formally, betweenness centrality is defined as follows:

\[ B_v(G, b) = \sum_{s,t \in V \setminus \{v\}, \sigma_{st} \neq 0} \frac{\sigma_{st}(v)}{\sigma_{st}}, \]  

(30)

where \( \sigma_{st} \) is the number of shortest paths from \( s \) to \( t \) and \( \sigma_{st}(v) \) is the number of such shortest paths that goes through \( v \). The condition that \( \sigma_{st} \neq 0 \) is necessary in order to make the definition correct for graphs which are not strongly connected.

All three centralities assess a node based only on a connected component it is in, so they satisfy Node Deletion. Edge Deletion is violated only by betweenness centrality, as edges between successors affect the shortest paths a node belongs to. Edge multiplication does not affect distances.
Table 1: The axiomatic comparison of centrality measures. For each centrality measure and each axiom a plus (+) means that the axiom is satisfied by the centrality measure and a minus (−) that it is not satisfied. A star (*) highlights the fact that a centrality measure is defined only for a (not complete) class of graphs and a weaker version of the axiom is considered. In such a case, a dagger (†) denotes the fact that for this class of graphs every possible centrality measure satisfies the given axiom (e.g., Node Deletion is trivially satisfied by all centrality measures defined on strongly connected graphs because there are no isolated nodes in such graphs).

|                      | Parallel feedback centralities | Distributed feedback centralities | Other centralities |
|----------------------|-------------------------------|----------------------------------|-------------------|
|                      | Degree cent.                 | Beta measure                     | Closeness cent.   |
| Node Deletion        | +                             | +                                | +                 |
| Edge Deletion        | *†                            | +                                | +                 |
| Edge Multiplication  | −                             | −                                | −                 |
| Edge Swap            | +                             | +                                | +                 |
| Node Redirect        | −                             | −                                | −                 |
| Baseline             | +                             | +                                | +                 |

in a graph, so Edge Multiplication is satisfied by closeness and decay centralities. It is, however, violated by betweenness centrality, as edge multiplication changes the proportion of shortest paths that go through a specific node. Edge Swap and Node Redirect are not satisfied by any of the three listed centralities. Both axioms are specific for feedback centralities, as the corresponding operations strongly affect the structure of the shortest paths in a graph on which all three centralities depend on. Finally, Baseline is violated by decay and betweenness centralities and trivially satisfied by closeness centrality which is defined only for strongly connected graphs.

6.3 Summary

Table 1 summarizes the discussion. Details and proofs can be found in C.

As we can see, Node Deletion and Edge Deletion are simple axioms satisfied by most centralities, at least in their restricted version. Edge Multiplication distinguishes parallel and distributed feedback centralities. For other centralities, satisfiability depends on the way multiple edges between two nodes are interpreted. Edge Swap is characteristic for feedback centralities—it is satisfied by almost all feedback centralities and violated by all other centralities. Similarly, Node Redirect is satisfied only by feedback centralities in which the importance of a node depends on the importance of predecessors. Finally, Baseline is violated by decay and betweenness centralities and trivially satisfied by closeness centrality which is defined only for strongly connected graphs.

As we proved in Theorem 1, PageRank is the only centrality measure that satisfy all of the axioms in their unrestricted form. Seeley index also satisfies all of the axioms, but in the restricted versions. Eigenvector centrality and Katz centrality, the parallel versions of the former two centralities, violate only Edge Multiplication. From centralities defined on all graphs, beta measure is the closest to PageRank, as it satisfies four out of six axioms. In particular, a centrality measure defined as a sum of beta measure and the weight of a node is an example of a measure that satisfies all axioms except for Node Redirect. We used this centrality in the proof of the independence of axioms (Theorem 1).

7 Discussion

In this section we focus on two connections of our work to the existing literature. First, we discuss different variants of the definition of PageRank that were considered in previous works. Next, we relate our axiomatization of PageRank to the axiomatic characterizations of Seeley index by Altman and Tennenholtz (2005) and Palacios-Huerta and Vojli (2004).
Page 7.1 PageRank definitions

Since PageRank was originally proposed by Page et al. (1999), many slightly different variants of its definition appeared in the literature. The main aspect in which these variants differ is the question whether the measure should be normalized, i.e., should the values of PageRank for all nodes sum up to 1. Both normalized (Kanvar et al., 2003; Del Corso et al., 2003; Berkhin, 2005; Langville and Meyer, 2004; Boldi et al., 2009) and unnormalized (Brandes and Erlebach, 2005; Bianchini et al., 2005; Fogaras et al., 2005; Gleich, 2013; Lofgren et al., 2016) versions of PageRank appear in the literature. In this paper we do not assume normalization. This approach is especially popular in the analysis of large networks as it prevents the values from being extremely small.

The idea of normalization originates from the fact that PageRank was initially interpreted as a stationary probability distribution of a random process on a network (Page et al., 1999). To obtain normalization, it is usually required that \( b(G) = 1 - a \), but if it is not the case, weights can be proportionally scaled. Also, sinks are usually reconnected to other nodes (which we discuss at the end of this section). For each graph \( G = (V, E) \), node weights \( b \), and node \( v \in V \), the value of normalized PageRank is equal to the value of PageRank as it is defined in this work divided by the sum of centralities of all nodes, i.e., \( \frac{PR_v(G, b)}{\sum_{u \in V} PR_u(G, b)} \) (Boldi et al., 2006). Normalized PageRank satisfies three of our axioms: Edge Multiplication, Edge Swap, and Node Redirect. The other three axioms, Node Deletion, Edge Deletion and Baseline, are not satisfied in the current form, but they can be adapted to be satisfied by normalized PageRank.

The normalization, or the lack of it, affects the properties of PageRank in the number of ways. First, as indicated by Lemma 2, unnormalized PageRank satisfies Locality, i.e., the centrality of a node depends only on the connected component to which it belongs. Normalized PageRank clearly does not satisfy such property. Moreover, unnormalized PageRank is linear as a function of node weights. Specifically, for every graph \( G = (V, E) \), two node weights \( b \) and \( b' \), and constant \( t \in [0, 1] \), it holds that

\[
PR_v(G, t \cdot b + (1 - t) \cdot b') = t \cdot PR_v(G, b) + (1 - t) \cdot PR_v(G, b'),
\]

for every \( v \in V \). However, the same property does not hold for normalized PageRank (Boldi et al., 2006). In turn, normalized PageRank may be invariant to graph changes that affect unnormalized PageRank. See Fig. 9 for an illustration.

Another aspect where definitions of PageRank differ is the treatment of sinks. Sinks (or dangling links as they are sometimes called in the WWW network setting) are problematic if we interpret PageRank as a stationary distribution of a random walk as the walk terminates when it arrives at a sink. Hence, especially for normalized PageRank, various methods of dealing with sinks were considered.

In their original paper, Page et al. (1999) removed sinks altogether from a network. Then, after the computation of values of PageRank for all nodes in the remaining graph, they assigned each sink the centrality as given by the recursive equation. However, such operation was treated mainly as an ad-hoc fix that works "without affecting things significantly" (Page et al., 1999).

Another approach popular in the literature is to add outgoing edges from each sink to all other nodes in such a way that the probability of moving from the sink to a node is proportional to...
the weight of this node. For example, if node weights are uniform, we can add a single outgoing edge from each sink to every node in the network including this sink. Such operation does not affect the centrality of any node in the normalized version of PageRank. However, it affects the values of unnormalized PageRank.

Moreover, it is also possible to reconnect sinks to all other nodes using different distribution, e.g., we can add a single outgoing edge to each node in the network even when node weights are not uniform. In this way, we obtain so called *weakly preferential* PageRank (Boldi et al. 2006).

Finally, for unnormalized PageRank, usually sinks are left as they are. This is also the approach we use in our work. For the sake of random walk interpretations in which it is required that no sinks are present in the network, we can add a virtual node with a self-loop to a graph and a single edge from each sink to this new node. As showed by Bianchini et al. (2005) such operation does not affect unnormalized PageRank of each of the original nodes.

### 7.2 Axiomatic characterizations of the simplified PageRank

In this section, we discuss the existing axiomatizations of Seeley index, a simplified version of PageRank, and its slight modification for the journal citation network, called the *invariant method*, and relate them to our axioms from Section 4.

#### 7.2.1 Axiomatizing the invariant method

Palacios-Huerta and Vojin (2004) considered the problem of measuring the importance of scientific journals based on the journal citation network. In a citation network, nodes represent journals and an edge \((A, B)\) represents a reference of journal \(A\) to journal \(B\). The authors presented an axiomatization of the *invariant method* (Pinski and Narin 1976) which is equal to Seeley index of a journal in a citation network divided by the number of articles it has published. To this end, they proposed the following four axioms:

**Invariance with Respect to Reference Intensity:** Multiplying the references in every journal by arbitrary constants, specific for each journal, does not affect the importance of any journal.

This axiom, satisfied by both the invariant method and Seeley index, is also satisfied by PageRank. It is equivalent to Edge Multiplication with the only difference that it is formulated as an operation on all nodes at once.

**Weak Homogeneity:** Imagine that there are only two journals, \(A\) and \(B\), and both have the same number of articles and references (some to themselves, some to the other journal). If journal \(A\) has \(x\) times more references from \(B\) than \(B\) from \(A\), then \(A\) is \(x\) times more important.

This axiom is satisfied by both the invariant method and Seeley index. However, it is not satisfied by PageRank: PageRank is not proportional to the impact of predecessors as it takes into consideration also the weight of a node.

**Weak Consistency:** Assume that every journal has the same number of articles and references. Consider deleting one of the journals, \(A\), and for every journal \(B\) citing \(A\) redirecting all references of \(B\) to a journals that were originally cited by \(A\), preserving the proportions in the numbers of citations (e.g., if \(B\) had six references to \(A\) and \(A\) had two references to \(C\) and one to \(D\), then four references are added from \(B\) to \(C\) and two from \(B\) to \(D\)). Now, the importance of any journal in the resulting network is the same as in the original network.

This axiom, satisfied by both the invariant method and Seeley index, is based on the fact that in both of these measures intermediaries transfer further the whole importance they got from their predecessors. In particular, if a node is added in the middle of an edge, then the importance of all nodes remain the same. PageRank does not satisfy this axiom, since the decay factor decreases the importance transferred by the intermediaries.

**Invariance to Splitting of Journals:** Consider an operation of splitting a journal into \(k\) identical copies in a way that each copy has exactly \(1/k\) of the original edges to each cited journal.
Now, if every journal is split into an arbitrary number of copies, then every copy will have the same importance as the original journal in the original network.

This axiom is satisfied by the invariant method, but it is not satisfied by Seeley index: according to Seeley index, the total importance of all copies equals the original importance of a journal. The same is true also for PageRank. Node Redirect is based on the same idea, but instead of splitting all nodes into several copies, it considers merging two copies with possible different incoming edges into one node.

### 7.2.2 Axiomatizing the ranking

Altman and Tennenholtz (2005) proposed an axiomatization of the ranking of nodes that result from Seeley index. As a result, axioms are of the different nature, as they concern the relation between centralities of different nodes, but not the specific values. The authors proposed five such axioms:

**Isomorphism:** In two isomorphic graphs the ranking is the same with respect to the isomorphism.

This axiom, proposed in the seminal work by Sabidussi (1966), is satisfied by all reasonable centrality measures, including all measures introduced in this paper.

**Self Edge:** Adding a self-loop to a node can only increase its position in the ranking and does not affect the ranking of other nodes.

This axiom is not satisfied by PageRank, because adding a self-loop to a node can significantly decrease the centrality of its direct successors and change their ranking with respect to other nodes.

**Vote by Committee:** Splitting a node into \( k + 1 \) parts in a way that one node has the original incoming edges and \( k \) outgoing edges to other parts and \( k \) nodes have one incoming edge each and the original outgoing edges of the node does not affect the ranking of nodes in the graph.

This axiom is based on a similar principle as Weak Consistency from the axiomatization of the invariant method. Similarly, it is not satisfied by PageRank since the decay factor decreases the importance transferred by the intermediaries. Hence, the direct predecessors of the split node may end up with a lower ranking.

**Collapsing:** Redirecting a node into its out-twin does not affect the ranking of other nodes.

This axiom, very similar to Node Redirect, is satisfied also by PageRank.

**Proxy:** Assume that there is a node \( v \) with \( k \) incoming and \( k \) outgoing edges such that all direct predecessors are different and have equal centralities. Removing node \( v \) and adding \( k \) edges from direct predecessors to direct successors, one edge to each node, does not affect the ranking of any node in a graph.

This axiom, similar to Vote by Committee, is not satisfied by PageRank because of the same reason: the decay factor decreases the importance transferred by the intermediaries.

### 7.2.3 Axiomatizing the values

Slutzki and Volij (2006) proposed an axiomatization of Seeley index values, not the corresponding ranking. The authors used three axioms: Invariance to Reference Intensity, which is equivalent to the axiom under almost the same name from the axiomatization of the invariant method, and two additional axioms:

**Uniformity:** If all nodes have the same number of incoming and outgoing edges, then all nodes have equal importance as well.

This simple borderline axiom is satisfied by PageRank (assuming node weights of all nodes are equal).
Weak Additivity: If all nodes have the same number of incoming and outgoing edges, then if we add arbitrary number of pairs of symmetric edges (pairs $(u, v)$ and $(v, u)$ for arbitrary nodes $u, v$) the importance will remain proportional to in-degrees of nodes.

This axiom is not satisfied by PageRank, as because of the decay factor and added node weight, PageRank is not proportional to the importance obtained from its direct predecessors. This axiom is very strong, as it directly specifies the importance of nodes in a general scenario.

As we can see, in the first two axiomatizations there is an axiom that concerns splitting or merging out-twin nodes, as in Node Redirect. Also, in the first and last axiomatizations, there is an axiom equivalent to Edge Multiplication. However, most axioms are not satisfied by PageRank. That is why the axiomatic characterizations described in this section cannot be easily extended for the characterization of PageRank.

8 Conclusions

In this paper, we proposed the first axiomatic characterization of PageRank. Specifically, we proposed six simple axioms, namely Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline, and proved that PageRank is the only possible centrality measure that satisfy all of them. Our characterization is the first axiomatization of PageRank in the literature.

There are various interesting directions in which our work can be extended. A common axiomatization of the most popular feedback centralities based on the properties proposed in this paper is a desirable goal. Also, from the application perspective, it would be interesting to study specific types of networks in more detail and analyze whether PageRank is a good fit. Finally, we plan to study also axiomatic properties of centralities which, as PageRank, are based on the notion of random walk, such as the random walk closeness centrality [White and Smyth (2003)].
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A PageRank satisfies axioms (Theorem 1)

In this appendix, we show that PageRank for every decay factor $a \in [0, 1)$ satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline. This is a part of the proof of Theorem 1.

First, let us argue that there is a unique centrality measure that satisfies PageRank recursive equation (1). Using matrix form, our formula can be written as follows:

$$PR = a \cdot \hat{A}^T \cdot PR + b,$$

where $PR = (PR_v(G, b))_{v \in V}$ is the vector of PageRank values, $\hat{A}$ is the row-normalized adjacency matrix ($\hat{A}[u,v] = \#(u,v)(G)/\deg^+_v(G)$), and $b = (b_v)_{v \in V}$ is the vector of node weights. By $I$ let us denote the identity matrix. Then, we get: $(I - a \cdot \hat{A}^T)PR = b$. Matrix $(I - a \cdot \hat{A}^T)$ is invertible, as its transpose is strictly diagonally dominant which gives:

$$PR = (I - a \cdot \hat{A}^T)^{-1}b.$$
Let us now formally introduce a busy random surfer model that provides a random walk interpretation of PageRank. Our model, partially inspired by the work of [Bianchini et al. (2003)], is a modification of the original random surfer model proposed by [Page et al. (1999)].

**Busy Random Surfer Model**

Imagine a surfer that is traversing the World Wide Web in a random manner. She starts from a random page (with distribution specified by the weights) and then, in each step of her walk:

- with probability $a$ the surfer chooses one of the links on a page and clicks it, which moves her to the next page, or
- with probability $1 - a$ (or if there is no link on the page) the surfer gets bored and stops surfing.

Now, PageRank is equal to the expected number of times the surfer visits a page (up to a scalar $F$).

More generally, we define a random walk with decay on graph $(G, b)$ as a random finite sequence of nodes $w_{G, b} = (w_{G, b}(0), w_{G, b}(1), \ldots, w_{G, b}(T))$ selected in the following way:

- the first node is drawn from the initial distribution determined by the weights of nodes: $P(w_{G, b}(0) = v) = b(v)/b(G)$;
- the next node is determined by a transition probability: if after $t$ steps the walk is at a node $v_t$, then it either moves to a neighbor $v_{t+1}$ with probability $a \cdot \#(v_t, v_{t+1})/\deg^+_v(G)$ or ends with probability $1 - a$ (or with probability 1 if $v_t$ is a sink).

As a result, the probability of a specific sequence is given by:

$$P(w_{G, b} = (v_0, v_1, \ldots, v_T)) = \begin{cases} b(v_0)/b(G) \cdot a^T \cdot \prod_{t=0}^{T-1} \#(v_t, v_{t+1})/\deg^+_v(G) & \text{if } v_T \text{ is a sink,} \\ b(v_0)/b(G) \cdot a^T \cdot \prod_{t=0}^{T-1} \#(v_t, v_{t+1})/\deg^+_v(G) & \text{otherwise}. \end{cases}$$

Note that only sequences which are paths have non-zero probability.

**Example 3.** Consider the random walk with decay on the graph from Fig. 4 assuming each node has weight one. Let us calculate the probability of path $(v_5, v_7, v_8)$. The random walk starts from node $v_5$ with probability $1/8$ (there are 8 nodes, all with equal weights). Now, from $v_5$ it either chooses one of the outgoing edges with probability $a$ or ends with probability $1 - a$. If the random walk with decay chooses an edge, it chooses an edge to $v_7$ with probability $1/3$, because $v_5$ has three outgoing edges. Hence, the random walk moves from $v_5$ to $v_4$ with the probability $a/3$. Now, node $v_7$ has one outgoing edge to $v_1$ and $v_1$ has one outgoing edge to $v_8$; hence, if only random walk with decay does not end, it has to move from $v_7$ to $v_1$ and then to $v_8$. Hence, the probability of such two moves is $a^2$. Finally, node $v_8$ is not a sink, hence the random walk with decay ends here with probability $(1 - a)$. Summing up, the probability that the random walk with decay is a sequence $(v_5, v_7, v_8)$ equals $1/8 \cdot a/3 \cdot a \cdot (1 - a) = a^2(1 - a)/24$. This concludes our example.

In the following theorem, we prove that PageRank is indeed equal to the expected number of visits of a random walk with decay. In particular, if the weights of all nodes in a graph sum up to 1, then it is equal to the expected number of visits of a random walk with decay.

**Theorem 12.** For every graph $G = (V, E)$, weights $b$ and node $v \in V$ it holds that

$$PR^v(G, b) = \sum_{t=0}^{\infty} P(w_{G, b}(t) = v) \cdot b(G).$$

**Proof.** Consider a centrality measure $F^a$ defined for every graph $G = (V, E)$, weights $b$ and node $v \in V$ as the right-hand side of equation (31):

$$F^v(G, b) = \sum_{t=0}^{\infty} P(w_{G, b}(t) = v) \cdot b(G).$$
We will prove that $F^a$ satisfies PageRank recursive equation (1) which implies $F^a = PR^a$.

Consider the probability that a random walk with decay is in node $v$ at time $t$: $\Pr(w^a_{G,b}(t) = v)$. If $t = 0$, then from the initial distribution we know that $\Pr(w^a_{G,b}(0) = v) = b(v)/b(G)$. If $t \geq 1$, then we know that the walk used one of the incoming edges of node $v$ to reach it; hence:

$$\Pr(w^a_{G,b}(t) = v) = \sum_{(u,v) \in G \setminus (G)} \left( \Pr(w^a_{G,b}(t-1) = u) \right) \cdot \left( a/\deg_u^+(G) \right).$$

Here, $a/\deg_u^+(G)$ is the probability that the walk while being in node $u$ will not terminate and choose one particular outgoing edge. Summing over all $t \geq 1$ and reformulating the right-hand side we get:

$$\sum_{t=1}^\infty \Pr(w^a_{G,b}(t) = v) = a \cdot \sum_{(u,v) \in G \setminus (G)} \left( \frac{\sum_{t=0}^\infty \Pr(w^a_{G,b}(t) = u)}{\deg_u^+(G)} \right).$$

From equation (32) we have that $\sum_{t=0}^\infty \Pr(w^a_{G,b}(t) = u) = F^a_u(G) b(G)$, Hence, by multiplying both sides of Equation (33) by $b(G)$ and adding $b(v)$ we get that $F^a_u$ satisfies PageRank recursive equation (1):

$$F^a_u(G,b) = b(v) + \sum_{t=1}^\infty \Pr(w^a_{G,b}(t) = v) \cdot b(G) = b(v) + a \cdot \sum_{(u,v) \in G \setminus (G)} \frac{F^a_u(G,b)}{\deg_u^+(G)}.$$

This concludes the proof. 

Let us move to the main proof of this section, i.e., that PageRank satisfies all of our axioms. 

All axioms except for Baseline are invariance axioms, so we need to show that a specific graph operation does not affect PageRank of a node in question. To this end, we will either look at the random walk interpretation of PageRank or PageRank recursive equation (1). In the former case, based on Theorem [12] it is enough to show that a specific operation does not affect the expected number of visits by a random walk with decay (or if the sum of node weights decreases, then the expected number of visits increases accordingly); we will do this for four axioms: Node Deletion, Edge Deletion, Edge Multiplication and Node Redirect. In the later case, we will show that the system of recursive equations after the graph modification has almost the same solution; we will do this for Edge Swap. Finally, Baseline easily follows from PageRank recursive equation.

Fix an arbitrary graph $G = (V, E)$, node weights $b$. We will consider each axiom separately.

**Node Deletion**

Let $u$ be an isolated node and $v$ be an arbitrary node other than $u$. Consider a graph obtained from $(G,b)$ by removing node $u$: $(G',b') = ((V \setminus \{u\}), E, b')$ with $b'(w) = b(w)$ for $w \in V \setminus \{u\}$. We have to prove that $F^a_u(G,b) = F^a_u(G',b')$. To this end, based on Theorem [12] it is enough to prove that the probability that a random walk with decay visits node $v$ at time $t \geq 0$ multiplied by the sum of node weights is the same for both graphs:

$$\Pr(w^a_{G,b}(t) = v) \cdot b(G) = \Pr(w^a_{G',b'}(t) = v) \cdot b(G')$$

(34)

Note that this means that the probability $\Pr(w^a_{G,b}(t) = v)$ increases $b(G)/b(G')$ times if node $u$ is removed.

Consider a random walk with decay on graph with node weights $(G,b)$. Since node $u$ is isolated, we know that it is not possible for the walk to start in $u$ and visit $v$ later on. Hence, we get:

$$\Pr(w^a_{G,b}(t) = v) = \sum_{s \in V \setminus \{u\}} \Pr(w^a_{G,b}(t) = v) \cdot \Pr(w^a_{G,b}(0) = s).$$

(35)

Take an arbitrary $s \in V \setminus \{u\}$. The walk starts in $s$ with the probability $b(s)/b(G)$. Hence, if we denote the conditional probability that the walk visits node $v$ at time $t$ after it starts in $s$ by $\Pr(w^a_{G,b}(t) = v \mid w^a_{G,b}(0) = s)$ we will get:

$$\sum_{s \in V \setminus \{u\}} \Pr(w^a_{G,b}(t) = v \land w^a_{G,b}(0) = s) = \sum_{s \in V \setminus \{u\}} \frac{b(s)}{b(G)} \cdot \Pr(w^a_{G,b}(t) = v \mid w^a_{G,b}(0) = s).$$

(36)
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Analogously, for graph \((G', b')\) we have:
\[
\mathbb{P}(w_{G', b'}^a(t) = v) = \sum_{s \in V \setminus \{u\}} \mathbb{P}(w_{G', b'}^a(t) = v \land w_{G', b'}^a(0) = s)
\]
\[
= \sum_{s \in V \setminus \{u\}} \frac{b'(s)}{b'(G^{'})} \cdot \mathbb{P}(w_{G', b'}^a(t) = v \mid w_{G', b'}^a(0) = s). \tag{37}
\]
Note that \(V \setminus \{u\}\) is the set of all nodes in \((G', b')\) and \(b'(s) = b(s)\) for every \(s \in V \setminus \{u\}\). Now, consider an arbitrary walk on graph \((G, b)\) that starts in node \(s\). Since \(u\) is isolated, we know that the walk will not visit \(u\). Hence, in a graph with node \(u\) removed, i.e., \((G', b')\), the probability that such a walk visits node \(v\) at time \(t\) is the same as in \((G, b)\):
\[
\mathbb{P}(w_{G', b'}^a(t) = v \mid w_{G', b'}^a(0) = s) = \mathbb{P}(w_{G', b'}^a(t) = v \mid w_{G', b'}^a(0) = s)
\]
This combined with equations \((35)\)–\((37)\) proves equation \((34)\).

**Edge Deletion**

Fix edge \((u, u')\) \(\in E\) and let \(v\) be an arbitrary node which is not a successor of \(u\), i.e., \(v \not\in S_u(G)\). Consider a graph obtained from \((G, b)\) by removing edge \((u, u')\): \((G', b') = ((V, E - \{(u, u')\}), b)\).

We have to prove that \(F_v(G, b) = F_v(G', b')\). Note that the sum of weights is the same in both graphs. Hence, based on Theorem \([12]\) to prove that \(F_v(G, b) = F_v(G', b')\) it is enough to show that the probability that a random walk with decay visits node \(v\) at time \(t \geq 0\) is also the same in both graphs:
\[
\mathbb{P}(w_{G, b}^a(t) = v) = \mathbb{P}(w_{G', b'}^a(t) = v). \tag{38}
\]
Consider a random walk with decay on graph \((G, b)\). Note that since \(v \not\in S_u(G)\), then there is no path from \(u\) to \(v\) and we know that if the walk visits \(v\) at time \(t\), then it could not have visit \(u\) before. Formally, \(w_{G, b}^a(t) = v\) implies \(w_{G, b}^a(t') \neq u\) for \(t' \leq t\). Hence:
\[
\mathbb{P}(w_{G, b}^a(t) = v) = \mathbb{P}(w_{G, b}^a(t) = v \land (\forall t' \leq t \ w_{G, b}^a(t') \neq u)). \tag{39}
\]
Clearly, \(v\) will not become a successor of \(u\) if we remove an edge from the graph, so for \((G', b')\) we also get:
\[
\mathbb{P}(w_{G', b'}^a(t) = v) = \mathbb{P}(w_{G', b'}^a(t) = v \land (\forall t' \leq t \ w_{G', b'}^a(t') \neq u)). \tag{40}
\]
Now, observe that outgoing edges of node \(u\) does not affect the initial distribution of a random walk with decay, nor the transition probabilities for other nodes. In particular, they do not affect the probability that the walk that starts in a node other than \(u\) will reach node \(v\) by going through nodes from \(V \setminus \{u\}\). Hence, we get that:
\[
\mathbb{P}(w_{G', b'}^a(t) = v \land (\forall t' \leq t \ w_{G', b'}^a(t') \neq u)) = \mathbb{P}(w_{G', b'}^a(t) = v \land (\forall t' \leq t \ w_{G', b'}^a(t') \neq u))
\]
which combined with equations \((39)\) and \((40)\) implies equation \((38)\).

**Edge Multiplication**

Let \(u, v\) be two arbitrary nodes and \(k \in \mathbb{N}\) a natural number. Consider a graph obtained from \((G, b)\) by adding \(k\) copies of outgoing edges of \(u\): \((G', b') = ((V, E \cup k \cdot \Gamma_u^+(G)), b)\). Observe that in both graphs the initial distribution and the transition matrix of a random walk with decay are the same. Thus, the probability that at time \(t\) the walk visits node \(v\) for both of these graphs is also the same:
\[
\mathbb{P}(w_{G, b}^a(t) = v) = \mathbb{P}(w_{G', b'}^a(t) = v).
\]
Hence, from Theorem \([12]\) we get that \(F_v(G, b) = F_v(G', b')\).
Edge Swap

Fix two edges \((u, u'), (w, w')\) \(\in E\) such that \(PR_u^v(G, b) = PR_{u'}^v(G, b)\) and \(\deg_u^+ (G) = \deg_{u'}^+ (G)\). Consider a graph obtained from \((G, b)\) by swapping the ends of both these edges, i.e., \((G', b') = ((V, E - \{(u, u'), (w, w')\}) \cup \{(u, u'), (w, w')\}), b\). We have to prove that \(PR_u^v(G, b) = PR_{u'}^v(G', b')\).

To this end, let us define \(x_v = PR_v^u(G, b)\) for every \(v \in V\) and prove that \((x_v)_{v \in V}\) satisfies the system of PageRank recursive equations \((13)\) for graph \((G', b')\), i.e., that:

\[
    x_v = a \cdot \left( \sum_{(s, v) \in \Gamma_v^-(G')} \frac{x_s}{\deg_v^+(G')} \right) + b'(v),
\]

holds for every \(v \in V\). Since this system of equations has exactly one solution which is \(PR_v^u(G', b')\), this will prove that \(PR_u^v(G, b) = PR_{u'}^v(G, b)\) for every \(v \in V\).

Consider an arbitrary node \(v \in V\). From PageRank recursive equation for graph \((G, b)\) we have:

\[
    x_v = a \cdot \left( \sum_{(s, v) \in \Gamma_v^-(G)} \frac{x_s}{\deg_v^+(G)} \right) + b(v).
\]

By the definition of \((G', b')\) we know that out-degree and weight of every node is the same in \((G, b)\) as in \((G', b')\). Moreover, if \(v \notin \{u', w'\}\), then it has the same set of incoming edges in both graphs. Hence, replacing in equation \((12)\) \(\deg_v^+(G), b(v), \Gamma_v^+(G)\) with \(\deg_v^+(G'), b'(v), \Gamma_v^+(G')\) respectively proves equation \((11)\).

Assume \(v = u'\) \((v = w'\) the proof is analogous). Consider the sum on the right-hand side of the equation \((12)\) for node \(v = u'\). In graph \((G', b')\) node \(u'\) has an edge \((u, u')\) replaced with \((w, u')\), i.e., we have: \(\Gamma_{u'}^+(G) - \{(u, u')\} = \Gamma_{u'}^+(G) - \{(w, u')\}\). Note, however, that from our initial assumption we know that \(x_u = x_w\) and \(\deg_u^+(G) = \deg_w^+(G)\). Hence, we get that:

\[
    \sum_{(s, u') \in \Gamma_{u'}^-(G') - \{(u, u')\}} \frac{x_s}{\deg_u^+(G')} + \frac{x_u}{\deg_u^+(G)} = \sum_{(s, w) \in \Gamma_w^-(G') - \{(w, u')\}} \frac{x_s}{\deg_w^+(G')} + \frac{x_w}{\deg_w^+(G)},
\]

where we also used the fact that the out-degree of any node is the same in \((G, b)\) as in \((G', b')\). This combined with equation \((12)\) proves equation \((11)\).

Node Redirect

Let \(u, w\) be out-twins. Consider a random walk \(w_{G,b}^{u,w}\) that is a modification of a standard random walk with decay \(w_{G,b}\) that does not distinguish between nodes \(u\) and \(w\), i.e., whenever \(w_{G,b}^v\) is equal to either \(u\) or \(w\), sequence \(w_{G,b}^{u,w}\) holds a value \(u \lor w\). Formally, \(w_{G,b}^{u,w}\) is a random sequence of nodes such that for every \(t \geq 0\)

\[
    w_{G,b}^{u,w}(t) = \begin{cases} 
        w_{G,b}(t) & \text{if } w_{G,b}(t) \in V \setminus \{u, w\}, \\
        u \lor w & \text{otherwise}. 
    \end{cases}
\]

Observe that the initial distribution of \(w_{G,b}^{u,w}\) is the same as in the random walk with decay, except that \(\mathbb{P}(w_{G,b}^{u,w}(0) = u \lor w) = (b(u) + b(w))/b(G)\). Transition probabilities of \(w_{G,b}^{u,w}\), i.e., \(p_{u,w}^t\), for every \(s, t \in V \setminus \{u, w\}\) are also the same as in \(w_{G,b}^u\) and \(p_{u,v,w}^t = p_{w,v,u} = p_{u,w} + p_{w,u}\). Since \(u\) and \(w\) are out-twins, the probabilities of transition from them are the same, hence also \(p_{u,v,w,t} = p_{u,t} = p_{w,t}\).

Finally, \(p_{v,w,v \lor w,u \lor w} = p_{u \lor w} + p_{w \lor u} = p_{u,w} + p_{w,u}\).

Now, let us focus on a graph obtained from \((G, b)\) by redirecting node \(u\) into \(w\), i.e., \((G', b') = R_{u \rightarrow w}(G, b)\). Consider a random walk with decay on this graph, \(w_{G',b'}^{u,w}\). Observe that if we identify state \(w\) in \(w_{G,b}^{u,w}\) with \(u \lor w\) in \(w_{G,b}^{u,w}\), both walks have the same initial distributions and the same transition probabilities. Hence, each sequence is identically probable in both walks. Therefore, \(\mathbb{P}(w_{G',b'}^{u,w}(t) = v) = \mathbb{P}(w_{G,b}^{u,w}(t) = v)\) for every \(t \geq 0\) and \(v \in V \setminus \{u\}\).

Thus, from equation \((14)\) and Theorem \((12)\) we get that

\[
    PR_v^u(G', b') = \begin{cases} 
        PR_v^u(G, b) & \text{if } v \in V \setminus \{u, w\}, \\
        PR_w^u(G, b) + PR_w(G, b) & \text{otherwise}. 
    \end{cases}
\]
Baseline

Assume \( v \) is an isolated node in \((G, b)\). Since node \( v \) has no incoming edges, from PageRank recursive equation \((\ref{eq:PageRank})\) we get that \( PR^a_v(G, b) = b(v) \). This proves that PageRank satisfies Baseline.

\section*{B Independence of Axioms (Theorem \((\ref{thm:independence})\))}

In this appendix, we present the full proof of Theorem \((\ref{thm:independence})\). We divide it into six lemmas, Lemmas \((\ref{lem:edge-deletion})\)\(\cdots\)\((\ref{lem:node-deletion})\), each characterizing a centrality different than PageRank that satisfies five out of six our axioms.

\begin{lemma}
A centrality measure \( F \) defined for every graph \((G, b)\) and node \( v \) as follows:
\[
F_v(G, b) = PR^a_v(G, b), \quad \text{where } a(G, b) = 1/(2 + b(G))
\]
satisfies Edge Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline, but does not satisfy Node Deletion.
\end{lemma}

\begin{proof}
Observe that for any two graphs \((G, b), (G', b')\) and a node \( v \), if we know that \( b(G) = b'(G') \) and \( PR^a_v(G, b) = PR^a_v(G', b') \) for every \( a \in [0, 1] \), then we have \( a(G, b) = a(G', b') \) and
\[
F_v(G, b) = PR^a_v(G, b) = PR^a_v(G', b') = F_v(G', b').
\]
(\ref{eq:independence})

We will consider each axiom separately. Fix an arbitrary graph \((G, E)\) and node weights \( b \).

- For Edge Deletion, consider an arbitrary edge \((u, w) \in E\). Let \((G', b') = ((V, E - \{(u, w)\}), b)\). Clearly, \( b(G) = b'(G') \). Since PageRank satisfies Edge Deletion, for every \( v \in V \setminus S_u(G) \) we have \( PR^a_v(G, b) = PR^a_v(G', b') \) for \( a \in [0, 1] \) and equation \((\ref{eq:independence})\) implies \( F_v(G, b) = F_v(G', b') \).

- For Edge Multiplication, consider node \( u \in V \) and \( k \in \mathbb{N} \). Let \((G', b') = ((V, E \cup \Gamma^+_k(G)), b)\). Clearly, \( b(G) = b'(G') \). Since PageRank satisfies Edge Multiplication, equation \((\ref{eq:independence})\) implies \( F_v(G, b) = F_v(G', b') \)

- For Edge Swap, assume \((u, u'), (w, w') \in E\) are two edges such as \( F_u(G, b) = F_w(G, b) \) and \( \deg^+_u(G) = \deg^+_w(G) \). From the definition of \( F \) we get that also \( PR^a_u(G, b) = PR^a_w(G, b) \). Let \((G', b') = ((V, E - \{(u, u'), (w, w')\} \cup \{(u, w'), (w, u')\}), b)\). Clearly, \( b(G) = b'(G') \). Since PageRank satisfies Edge Swap, equation \((\ref{eq:independence})\) implies \( F_v(G, b) = F_v(G', b') \)

- For Node Redirect, assume \( u, w \in V \) are out-twins. Let \((G', b') = R_{u \rightarrow w}(G, b)\). Clearly, \( b(G) = b'(G') \). Since PageRank satisfies Node Redirect, for every \( v \in V \setminus \{u, w\} \) we have \( PR^a_v(G, b) = PR^a_v(G', b') \) for every \( a \in [0, 1] \) and equation \((\ref{eq:independence})\) implies \( F_v(G, b) = F_v(G', b') \).

- For Baseline, assume \( v \) is isolated. Since PageRank satisfies Baseline we get that \( F_v(G, b) = b(v) \).

Finally, consider Node Deletion. Consider graph \((G, b) = (\{u, v, w\}, \{(u, v)\}), [1, 0, 1])\). We have \( a(G, b) = 1/4 \), so \( F_v(G, b) = PR^{1/4}_v(G, b) = 1/4 \). Note that \( w \) is isolated in \((G, b)\). Now, if we delete node \( w \) we will obtain a graph \((G', b') = (\{u, v\}, \{(u, v)\}), [1, 0])\). Here, we have \( a(G', b') = 1/3 \), so \( F_v(G, b) = PR^{1/3}_v(G, b) = 1/3 \). Thus, Node Deletion is not satisfied.

\begin{lemma}
A centrality measure \( F \) defined for every graph \((G, b)\) and node \( v \) and an arbitrary \( a \in (0, 1) \) as follows:
\[
F^a_v(G, b) = \begin{cases} 
2 \cdot PR^a_v(G, b) - b(v) & \text{if } v \text{ is a sink}, \\
PR^a_v(G, b) & \text{otherwise}, 
\end{cases}
\]
satisfies Node Deletion, Edge Multiplication, Edge Swap, Node Redirect and Baseline, but does not satisfy Edge Deletion.
\end{lemma}
Proof. Fix \( a \in (0, 1) \). Observe that for any two graphs \((G, b), (G', b')\) and a node \( v \), if we know that a node \( v \) is a sink in \((G, b)\) if and only if \( v \) is a sink in \((G', b')\) and \( PR^a_v(G, b) = PR^a_v(G', b')\), then we have

\[
\begin{cases}
F^a_v(G, b) = 2 \cdot PR^a_v(G, b) - b(v) = 2 \cdot PR^a_v(G', b') - b'(v) = F^a_v(G', b') & \text{if } v \text{ is a sink in } (G, b), \\
F^a_v(G, b) = PR^a_v(G, b) = PR^a_v(G', b') = F^a_v(G', b') & \text{otherwise},
\end{cases}
\]

We will consider each axiom separately. Fix an arbitrary graph \( G = (V, E) \) and node weights \( b \).

- For Node Deletion, assume \( u \) is an isolated node. Let \((G', b') = ((V \setminus \{u\}, E), b)\). Fix \( v \in V \setminus \{u\} \). Note that \( v \) is a sink in \((G, b)\) if and only if it is a sink in \((G', b')\). Since PageRank satisfies Node Deletion, equation (46) implies \( F^a_v(G, b) = F^a_v(G', b') \).

- For Edge Multiplication, consider \( u, v \in V \) and \( k \in \mathbb{N} \). Let \((G', b') = ((V, E \cup k \cdot \Gamma^+_u(G)), b)\). Fix \( v \in V \). Note that \( v \) is a sink in \((G, b)\) if and only if it is a sink in \((G', b')\). Since PageRank satisfies Edge Multiplication, equation (46) implies \( F^a_v(G, b) = F^a_v(G', b') \).

- For Edge Swap, assume \((u, u'), (w, w') \in E\) are two edges such that \( F_u(G, b) = F'_u(G, b) \) and \( \deg^+_u(G) = \deg^+_u(G') \). Since \( u \) and \( w \) are not sinks, from the definition of \( F \) this means that also \( PR^a_u(G, b) = PR^a_u(G, b) \). Let \((G', b') = ((V, E - \{(u, u'), (w, w')\} \cup \{(u, w'), (w, u')\}), b)\). Fix \( v \in V \). Note that \( v \) is a sink in \((G, b)\) if and only if it is a sink in \((G', b')\). Since PageRank satisfies Edge Swap, equation (46) implies \( F^a_v(G, b) = F^a_v(G', b') \).

- For Node Redirect, assume \( u, w \in V \) are out-twins. Let \((G', b') = R_{u \rightarrow w}(G, b)\). Fix \( v \in V \setminus \{u, w\} \). Note that \( v \) is a sink in \((G, b)\) if and only if it is a sink in \((G', b')\). Since PageRank satisfies Node Redirect, equation (46) implies \( F^a_v(G, b) = F^a_v(G', b') \). Analogously, we get that

\[
F^a_u(G, b) + F^a_w(G, b) = 2 \cdot (PR^a_u(G, b) - b(u) + PR^a_w(G, b) - b(w)) = 2 \cdot PR^a_u(G', b') - b(v) = F^a_v(G', b')
\]

if \( u \) and \( w \) are sinks and if not, then:

\[
F^a_u(G, b) + F^a_w(G, b) = PR^a_u(G, b) + PR^a_w(G, b) = PR^a_u(G', b') = F^a_v(G', b').
\]

- For Baseline, assume \( v \) is isolated. Since \( v \) is as sink and PageRank satisfies Baseline, we get that \( F^a_v(G, b) = 2 \cdot PR^a_v(G, b) - b(v) = 2 \cdot b(v) - b(v) = b(v) \).

Finally, consider Edge Deletion. Consider graph \((G, b) = ((\{u, v, w\}, \{(u, v), (v, w)\}), [1, 0, 0])\). In \((G, b)\) node \( v \) is not a sink, hence \( F^a_v(G, b) = PR^a_v(G, b) = a \). Note that \( v \) is not its own successor in \( G \). Now, if we delete edge \((v, w)\) we will obtain a graph \((G', b') = (((u, v, w), \{(u, v)\}), [1, 0, 0])\). Here, \( v \) is a sink, hence \( F^a_v(G', b') = 2 \cdot PR^a_v(G, b) = 2 \cdot a \). Thus, Edge Deletion is not satisfied.

Lemma 15. A centrality measure \( F \) defined for every graph \((G, b)\) and node \( v \) and an arbitrary \( a \in (0, 1) \) as follows:

\[
F^a_v(G, b) = a \cdot \left( \sum_{(u,v) \in \Gamma^+_u(G)} \frac{F^a_u(G, b)}{\deg^+_u(G)} + b(v) \right)
\]

satisfies Node Deletion, Edge Deletion, Edge Swap, Node Redirect and Baseline, but does not satisfy Edge Multiplication.

Proof. Fix \( a \in (0, 1) \). Let us start by showing that the centrality \( F^a \) is well defined, i.e., that the recursive equation (47) has a unique solution. To this end, consider a graph operation \( f \) that for every graph \( G = (V, E) \) with node weights \( b \) adds a new node \( t \) with a zero weight and adds one edge from every node in \( V \) to \( t \), i.e.:

\[
f(G, b) = ((V \cup \{t\}, E \cup \{(v, t) : v \in V\}), b_f)
\]
where \( b_f(t) = 0 \) and \( b_f(v) = b(v) \) for every \( v \in V \). Observe that for every graph \((G, b)\) and node \( v \) PageRank recursive equation (1) for graph \( f(G, b) \) and node \( v \) is the same as equation (17). Hence, we get that centrality \( F^b_u \) in graph \((G, b)\) is equal to PageRank in graph \( f(G, b)\): 
\[
F^b_u(G, b) = PR^n_u(f(G, b)).
\]

Consider a second graph operation \( h \). Observe that if for some graph \((G, b)\) and node \( v \) we have \( h(f(G, b)) = h(f(G, b)) \) and \( PR^n_v(f(G, b)) = PR^n_v(h(f(G, b))) \), then
\[
F^b_v(G, b) = PR^n_v(f(G, b)) = PR^n_v(h(f(G, b))) = PR^n_v((f(h(G, b)))) = F^b_v(h(G, b)). \tag{48}
\]

Now, we are ready for the axiomatic analysis of centrality \( F^b \). We will consider each axiom separately. Fix an arbitrary graph \( G = (V, E) \) and node weights \( b \).

- For Node Deletion, assume \( u \) is an isolated node. Let us define a graph operation \( h \) that for an arbitrary graph \((G', b') = ((V', E'), b')\) deletes node \( u \) and all its edges: \( h(G', b') = ((V' \setminus \{u\}, E' - \sum_v' \sum_{v' \in V'} b'(v') \text{ for every } v' \in V') \). Fix \( v \in V \setminus \{u\} \).
  - Clearly, operations \( f \) and \( h \) are commutative, so \( h(f(G, b)) = h(f(G, b)) \).
  - Consider PageRank of \( v \) in graph \( f(G, b) \). Note that in \( f(G, b) \) node \( u \) is no longer isolated, but has one outgoing edge to node \( t \). Nevertheless, since PageRank satisfies Edge Deletion, we know that removing this edge does not affect PageRank of \( v \). If edge \((u, t)\) is removed, then \( u \) is isolated, so since PageRank satisfies Node Deletion, this node can also be removed without affecting PageRank of \( v \). Hence, we get that 
\[
PR^n_v(f(G, b)) = PR^n_v(h(f(G, b))).
\]

As a result, equation (45) implies \( F^b_v(G, b) = F^b_v(h(G, b)) \).

- For Edge Deletion, consider an arbitrary edge \((u, w) \in E \). Let us define a graph operation \( h \) that for an arbitrary graph \((G', b') = ((V', E'), b')\) deletes edge \((u, w) \) from the graph: \( h(G', b') = ((V' \setminus \{(u, w)\}, E' \setminus \{(u, w)\}, b')) \). Fix \( v \notin S_u(G) \).
  - Clearly, operations \( f \) and \( h \) are commutative, so \( h(f(G, b)) = h(f(G, b)) \).
  - Note that \( v \notin S_u(G) \) implies \( v \notin S_u(f(G)) \). Hence, since PageRank satisfies Edge Deletion, we get that 
\[
PR^n_v(f(G, b)) = PR^n_v(h(f(G, b))).
\]

As a result, equation (45) implies \( F^b_v(G, b) = F^b_v(h(G, b)) \).

- For Edge Swap, assume \((u, u'), (w, w') \in E \) are two edges such as \( F^b_u(G, b) = F^b_u(G, b) \) and \( \deg_v(G) = \deg_v(G) \). Let us define a graph operation \( h \) that for an arbitrary graph \((G', b') = ((V', E'), b')\) deletes edges \((u, u'), (w, w') \) and adds edges \((u, w'), (w, u') \): \( h(G', b') = ((V', E' - \{(u, u'), (w, w')\} \cup \{(u, w'), (w, u')\}, b')) \). Fix \( v \in V \).
  - Clearly, operations \( f \) and \( h \) are commutative, so \( h(f(G, b)) = h(f(G, b)) \).
  - From the definition of \( F^b \) we get that \( F^b_u(G, b) = F^b_u(G, b) \) implies 
\[
PR^n_v(f(G, b)) = PR^n_v(h(f(G, b))).
\]
  - Also, \( \deg_v(G) = \deg_v(G) \). Hence, since PageRank satisfies Edge Swap, we have 
\[
PR^n_v(f(G, b)) = PR^n_v(h(f(G, b))).
\]

As a result, equation (45) implies \( F^b_v(G, b) = F^b_v(h(G, b)) \).

- For Node Redirect, assume \( u, w \in V \) are out-twins. Let us define a graph operation \( h \) as redirecting \( u \) into \( w \), i.e., \( h = R_{w \rightarrow u} \). Take an arbitrary \( v \in V \setminus \{u, w\} \).
  - Clearly, operations \( f \) and \( h \) are commutative, so \( h(f(G, b)) = h(f(G, b)) \).
  - Note that the fact that \( u, w \) are out-twins in \((G, b)\) implies that they are also out-twins in \( f(G, b) \). Hence, since PageRank satisfies Node Redirect, we have 
\[
PR^n_v(f(G, b)) = PR^n_v(h(f(G, b))).
\]

As a result, equation (45) implies \( F^b_v(G, b) = F^b_v(h(G, b)) \). Analogously, we get that
\[
F^b_u(G, b) + F^b_w(G, b) = PR^n_u(f(G, b)) + PR^n_w(f(G, b)) = \]
\[
PR^n_v(h(f(G, b))) = PR^n_v(f(h(G, b))) = F^b_v(h(G, b)).
\]
We have that $F^u_v(G, b) = b(v)$.

Finally, consider Edge Multiplication. Consider graph $(G, b) = (((u, v), \{u, v\}], [1, 0])$. We have that $F^u_v(G, b) = 1$ and $F^u_v(G, b) = 1/2 \cdot a$. Now, if we add an additional copy of outgoing edges of node $u$ we will obtain a graph $(G', b') = (((u, v), \{u, v\}], [1, 0])$. Here, we have that $F^u_v(G, b) = 1$ and $F^u_v(G, b) = 2/3 \cdot a$. Thus, Edge Multiplication is not satisfied.

**Lemma 16.** A centrality measure $F$ defined for every graph $(G, b)$ and node $v$ as follows:

$$F_v(G, b) = \sum_{(u, v) \in \Gamma_v^-(G)} \frac{b(u)}{\deg^+_v(G)} + b(v)$$

satisfies Node Deletion, Edge Deletion, Edge Multiplication, Node Redirect and Baseline, but does not satisfy Edge Swap.

**Proof.** Note that the centrality $F$ of node $v$ depends solely on direct predecessors of $v$, proportion of their edges going to $v$, and weights of the predecessors and node $v$. Specifically, we have that:

$$F_v(G, b) = \sum_{u \in P_v^+(G)} \frac{\#(u, v)(G)}{\deg^+_u(G)} \cdot b(u) + b(v) \quad (49)$$

We will consider each axiom separately. Fix an arbitrary graph $G = (V, E)$ and node weights $b$.

- For Node Deletion, assume $u$ is an isolated node. Since $u$ is isolated, it is not a direct predecessor of any node and we get that $F_v(G, b) = F_v((V \setminus \{u\}, E), b)$ for every $v \in V \setminus \{u\}$.
- For Edge Deletion, consider arbitrary edge $(u, w) \in E$. For every node $v \not\in S_u(G)$ node $u$ is not a direct predecessor and we have $F_v(G, b) = F_v((V, E - \{(u, w)\}), b)$.
- For Edge Multiplication, consider node $u \in V$ and $k \in \mathbb{N}$. Let $(G', b') = ((V, E \cup k \cdot \Gamma_u^+(G), b)$. Observe that we have $\#(u, v)(G)/\deg^+_u(G) = \#(u, v)'(G')/\deg^+_u(G')$ for every $u, v \in V$. Also, for every $v \in V$, the weight and the set of direct predecessors in both graphs is the same: $b(u) = b'(u)$ and $P_v^+(G) = P_v^+(G')$. Hence, from equation (49) we get that $F_v(G, b) = F_v(G', b')$ for every $v \in V$.
- For Node Redirect, assume $u, w \in V$ are out-twins. Let $(G', b') = R_{u \rightarrow w}(G, b)$. Note that $\deg^+_u(G) = \deg^+_w(G)$ and $\#(u, v)(G) = \#(u, v)(G)$ for every $v \in V$. Moreover, out-degrees of all nodes in $(G, b)$ are the same as in $(G', b')$. Hence, for every $v \in V \setminus \{u, w\}$ we have:

$$F_v(G, b) = \sum_{(s, v) \in \Gamma_v^-(G), s \not\in \{u, w\}} \frac{b(s)}{\deg^+_s(G)} + \frac{\#(u, v)(G)}{\deg^+_u(G)} (b(u) + b(w)) + b(v) = F_v(G', b').$$

For node $w$, we have that $\#(u, w)(G) + \#(u, w)(G) = \#(u, w)(G) = \#(u, w)(G')$.

So we get that:

$$F_u(G, b) + F_w(G, b) = \sum_{(s, v) \in \Gamma_v^-(G), s \not\in \{u, w\}} \frac{b(s)}{\deg^+_s(G)} + \frac{\#(u, w)(G)}{\deg^+_u(G)} (b(u) + b(w)) = F_w(G', b').$$

- For Baseline, assume $v$ is isolated. Since $v$ has no direct predecessors we have $F_v(G, b) = b(v)$.

Finally, consider Edge Swap. Consider graph $(G, b) = (((u, v, w), \{u, v, (u, w)\}], [1, 0, 0])$. We have that $F_u(G, b) = 1$, $F_v(G, b) = 1$ and $F_w(G, b) = 0$. Observe that nodes $u$ and $v$ both have one outgoing edge and equal centralities. Now, if we replace edges $(u, v), (v, w)$ with edges $(u, w), (v, v)$ we will obtain a graph $(G', b') = (((u, v, w), \{u, w, (u, v)\}], [1, 0, 0])$. Here, we have that $F_w(G', b') = 1$. Thus, Edge Swap is not satisfied.
Lemma 17. A centrality measure $F$ defined for every graph $(G, b)$ and node $v$ as follows:

$$F_v(G, b) = \sum_{(u, v) \in \Gamma^+_v(G)} \frac{1}{\text{deg}^+_u(G)} + b(v)$$

satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap and Baseline, but does not satisfy Node Redirect.

Proof. Note that the centrality $F$ of node $v$ depends solely on its weight, its direct predecessors and the proportion of their edges going to $v$. Specifically, we have that:

$$F_v(G, b) = \sum_{u \in \Gamma^+_v(G)} \frac{\#(u, v)(G)}{\text{deg}^+_u(G)} + b(v) \quad (50)$$

We will consider each axiom separately. Fix an arbitrary graph $G = (V, E)$ and node weights $b$.

- For Node Deletion, assume $u$ is an isolated node. Since $u$ is isolated, it is not a direct predecessor of any node and we get that $F_v(G, b) = F_v((V \setminus \{u\}, E), b)$ for every $v \in V \setminus \{u\}$.

- For Edge Deletion, consider arbitrary edge $(u, w) \in E$. For every $v \notin S_u(G)$ node $u$ is not a direct predecessor and we have $F_v(G, b) = F_v((V, E - \{(u, w)\}), b)$.

- For Edge Multiplication, consider node $v \in V$ and $k \in \mathbb{N}$. Let $(G', b') = ((V, E \cup k \cdot \Gamma^+_v(G), b)$. Observe that we have $\#((u, v)(G'))/\text{deg}^+_u(G') = \#((u, v)(G))/\text{deg}^+_u(G)$ for every $u, v \in V$. Also, for every $v \in V$, the weight and the set of direct predecessors in both graphs is the same: $b(v) = b'(v)$ and $P^+_v(G) = P^+_v(G')$. Hence, from equation (50) we get that $F_v(G, b) = F_v(G', b')$ for every $v \in V$.

- For Edge Swap, assume $(u, u'), (w, w') \in E$ are two edges such as $F_u(G, b) = F_w(G, b)$ and $\text{deg}^+_u(G) = \text{deg}^+_w(G)$. Let $(G', b') = ((V, E - \{(u, u'), (w, w')\}) \cup \{(u, w'), (w, u')\}), b)$. Note that the out-degree and the weight of every node in $(G, b)$ is the same as in $(G', b')$: $\text{deg}^+_u(G) = \text{deg}^+_u(G')$ and $b(v) = b'(v)$ for every $v \in V$. Hence, for every node $v$ with the same set of incoming edges in both graphs, i.e., $v \in V \setminus \{u', w'\}$, we get that $F_v(G, b) = F_v(G', b')$. Now, observe that $\text{deg}^+_w(G) = \text{deg}^+_u(G')$. Hence, $1/\text{deg}^+_w(G) = 1/\text{deg}^+_u(G')$ which implies that

$$F_w(G, b) = \sum_{(s, u') \in \Gamma^+_u(G') - \{(u, u')\}} \frac{1}{\text{deg}^+_s(G')} + \frac{1}{\text{deg}^+_u(G')} + b'(v) = F_u(G', b').$$

For $u'$ we get analogically $F_u(G, b) = F_u(G', b')$.

- For Baseline, assume $v$ is isolated. Since $v$ has no direct predecessors we have $F_v(G, b) = b(v)$.

Finally, consider Node Redirect. Consider graph $(G, b) = (((u, v), (v, w)], (0, 0, 0)]$. We have $F_v(G, b) = 2$. Note that $u$ and $w$ are out-twins. Now, if we redirect node $u$ into $w$ we will get graph $(G', b') = (((v, w], (0, 0)]$. Here, we have that $F_v(G', b') = 1$. Thus, Node Redirect is not satisfied. □

Lemma 18. A centrality measure $F$ defined for every graph $(G, b)$ and node $v$ and an arbitrary $a \in (0, 1)$ as follows:

$$F^a_v(G, b) = 2 \cdot \text{PR}^a_v(G, b)$$

satisfies Node Deletion, Edge Deletion, Edge Multiplication, Edge Swap and Node Redirect, but does not satisfy Baseline.

Proof. Fix $a \in (0, 1)$. Observe that for any two graphs $(G, b), (G', b')$ and a node $v$, if we know that $\text{PR}^a_v(G, b) = \text{PR}^a_v(G', b')$, then we have

$$F^a_v(G, b) = 2 \cdot \text{PR}^a(G, b) = 2 \cdot \text{PR}^a_v(G', b') = F^a_v(G', b'). \quad (51)$$

We will consider each axiom separately. Fix an arbitrary graph $G = (V, E)$ and node weights $b$. 37
For Node Deletion, assume \( u \in V \) is an isolated node. Let \((G', b') = ((V \setminus \{u\}, E), b)\). Since PageRank satisfies Node Deletion, equation (51) implies \( F_v^u(G, b) = F_v^u(G', b') \) for every \( v \in V \setminus \{u\} \).

For Edge Deletion, consider arbitrary edge \((u, w) \in E\). Let \((G', b') = (\{V, E \setminus \{(u, w)\}\}, b)\). Since PageRank satisfies Edge Deletion, equation (51) implies \( F_v^u(G, b) = F_v^u(G', b') \) for every \( v \in V \setminus S_u(G) \).

For Edge Multiplication, consider \( u \in V \) and \( k \in \mathbb{N} \). Let \((G', b') = (\{V, E \cup \{\cdot, \cdot\} \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot}\n

C Other centrality measures (Table 1)

In this appendix, we present proofs for satisfaction of our axioms by several centralities from the literature. The summary of these results is discussed in Section 3 and presented in Table 1.

We begin by extending the definition of centrality measures to include measures defined only for a subset of all graphs. For a class of graphs \( \mathcal{G} \), a centrality measure \( F \) defined on \( \mathcal{G} \) is a function that for every node \( v \) in a graph with node weights \( (G, b) \) with \( G \in \mathcal{G} \) assigns a non-negative real value, denoted by \( F_v(G, b) \). Now, PageRank, degree centrality, beta measure, decay centrality and betweenness centrality are defined on all graphs. Eigenvector centrality, Seeley index and closeness centrality are defined on strongly connected graphs; we will denote this class of graphs by \( \mathcal{SCG} \). Katz centrality with the decay factor \( a \in (0, 1) \) is defined on graphs with \( \lambda(G) < 1/a \); we will denote this class of graphs by \( \mathcal{KG}^a \). Note that every acyclic graph \( G \) belongs to \( \mathcal{KG}^a \) for every \( a \in (0, 1) \) since \( \lambda(G) = 0 \).

To consider axioms from Section 3 for centrality measures defined on a (not complete) class of graphs we need to restrict definitions of axioms to this class. This can be done by adding an additional condition that every graph considered in the axiom belongs to the considered class of graphs. In this way, we obtain a weaker version of a general axiom. We present the formal definitions in the subsequent sections.

C.1 Node Deletion

We begin by formally defining the axiom restricted to a class of graphs \( \mathcal{G} \).

**Node Deletion on \( \mathcal{G} \):** For every graph \( G = (V, E) \in \mathcal{G} \), node weights \( b \) and isolated node \( u \in V \), if \((V \setminus \{u\}, E) \in \mathcal{G} \), then it holds that

\[
F_v(G, b) = F_v((V \setminus \{u\}, E), b)
\]

for every \( v \in V \setminus \{u\} \).

**Proposition 19.** Node Deletion is satisfied by degree centrality, beta measure, decay centrality, betweenness centrality, Katz centrality (on \( \mathcal{KG}^a \) for every \( a \in (0, 1) \)), Bonacich centrality (on \( \mathcal{KG}^a \) for every \( a \in (0, 1) \)), eigenvector centrality (on \( \mathcal{SCG} \)), Seeley index (on \( \mathcal{SCG} \)), and closeness centrality (on \( \mathcal{SCG} \)).
Proof. Consider an arbitrary graph $G = (V, E)$, node weights $b$, and an isolated node $u \in V$. Let $(G', b') = ((V \setminus \{u\}, E), b)$. For degree centrality, beta measure, decay centrality and betweenness centrality, observe that the centrality of any node $v$ depends solely on a connected component it is in. Since $u$ is isolated, it is not in the same component as any $v \in V \setminus \{u\}$. Hence, we get $D_u(G, b) = D_u(G', b')$, $\beta_u(G, b) = \beta_u(G', b')$, $Y_u^v(G, b) = Y_u^v(G', b')$ as well as $B_u(G, b) = B_u(G', b')$ for every $v \in V \setminus \{u\}$.

For Katz centrality we have to prove that $K_v^u(G, b) = K_v^u(G', b')$ for every $v \in V \setminus \{u\}$. Let us define $x_v = K_v^u(G, b)$ for every $v \in V \setminus \{u\}$. From Katz recursive equation \ref{eq:katz_recursive} for graph $(G, b)$ we get that $x_v = a \cdot \sum_{(w,v) \in \Gamma^u_v(G)} x_w + b(v)$ for every $v \in V \setminus \{u\}$. Now, observe that removing an isolated node $u$ from the graph, does not affect the set of incoming edges for any node. Hence, $\Gamma^{-}_v(G') = \Gamma^{-}_v(G)$ which implies $x_v = a \cdot \sum_{(w,v) \in \Gamma^{-}_v(G')} x_w + b'(v)$ for every $v \in V \setminus \{u\}$. As a result, we get that values $(x_v)_{v \in V \setminus \{u\}}$ satisfy the system of Katz recursive equations \ref{eq:katz_recursive} for graph $(G', b')$. Thus, $K_v^u(G, b) = K_v^u(G', b')$ for every $v \in V \setminus \{u\}$, which means that the axiom is satisfied.

For Bonacich centrality, from the fact that Katz centrality satisfies Node Deletion, for every node $v \in V \setminus \{u\}$ we get that:

$$BK_v^u(G, b) = (K_v^u(G, b) - b(v))/a = (K_v^u(G', b') - b'(v))/a = BK_v^u(G', b').$$

For eigenvector centrality, Seeley index and closeness centrality, note that in the class of strongly connected graphs $\mathcal{SCG}$ there is no graph with an isolated node. Hence, Node Deletion on $\mathcal{SCG}$ is trivially satisfied by every centrality measure. \hfill $\square$

### C.2 Edge Deletion

Again, let us begin by formally defining the axiom restricted to a class of graphs $\mathcal{G}$.

**Edge Deletion on $\mathcal{G}$:** For every graph $G = (V, E) \in \mathcal{G}$, node weights $b$ and edge $(u, w) \in E$, if $(V, E - \{(u, w)\}) \in \mathcal{G}$, then it holds that

$$F_v(G, b) = F_v((V, E - \{(u, w)\}), b) \quad \text{for every } v \in V \setminus S_u(G).$$

**Proposition 20.** Edge Deletion is satisfied by degree centrality, beta measure, decay centrality, Katz centrality (on $K\mathcal{G}^a$ for every $a \in (0, 1)$), eigenvector centrality (on $\mathcal{SCG}$), Seeley index (on $\mathcal{SCG}$), and closeness centrality (on $\mathcal{SCG}$). Edge Deletion is not satisfies by betweenness centrality.

**Proof.** Consider an arbitrary graph $G = (V, E)$, node weights $b$, and an arbitrary edge $(u, w) \in E$. Let $(G', b') = ((V, E - \{(u, w)\}), b), b' \colon E \to \mathbb{R}$.

For degree centrality, beta measure and decay centrality, observe that the centrality of any node $v$ depends solely on its predecessors and their edges. Since $u$ is not a predecessor of $v$, we get that $D_u(G, b) = D_u(G', b')$, $\beta_u(G, b) = \beta_u(G', b')$ and $Y_u^v(G, b) = Y_u^v(G', b')$ for any $v \in V \setminus S_u(G)$.

For Katz centrality we have to prove that $K_v^u(G, b) = K_v^u(G', b')$ for every $v \in V \setminus S_u(G)$. To this end, let us consider an auxiliary graph $(G'', b'')$ obtained from $(G, b)$ by removing all successors of $u$ (i.e., a subgraph of $G$ induced by the nodes in $V \setminus S_u(G)$):

$$G'' = \left( V \setminus S_u(G), E - \bigcup_{v \in S_u(G)} \Gamma^+_v(G) \right)$$

and $b''(v) = b(v)$ for every $v \in V \setminus S_u(G)$. We will show that for every $v \in V \setminus S_u(G)$ we have $K_v^u(G, b) = K_v^u(G'', b'')$. To this end, let us define $x_v = K_v^u(G', b)$ for every $v \in V \setminus S_u(G)$. From Katz recursive equation \ref{eq:katz_recursive} for graph $(G, b)$ we get that $x_v = a \cdot \sum_{(w,v) \in \Gamma^u_v(G)} x_w + b(v)$ for every $v \in V \setminus S_u(G)$. Now, observe that since $u$ is not a predecessor of any node in $V \setminus S_u(G)$, removing edge $(u, w)$ from the graph, does not affect the set of incoming edges of any node in this set. Hence, $\Gamma^{-}_v(G'') = \Gamma^{-}_v(G)$ which implies $x_v = a \cdot \sum_{(w,v) \in \Gamma^{-}_v(G'')} x_w + b''(v)$ for every $v \in V \setminus S_u(G)$. As a result, we get that values $(x_v)_{v \in V \setminus \{u\}}$ satisfy the system of Katz recursive equations \ref{eq:katz_recursive} for graph $(G'', b'')$. Thus, $K_v^u(G, b) = K_v^u(G'', b'')$ for every $v \in V \setminus S_u(G)$. Analogously, we prove
that \( K_v^a(G', b') = K_v^a(G', b'') \) for every \( v \in V \setminus S_u(G) \). Hence, we get that \( K_v^a(G, b) = K_v^a(G', b') \) for every \( v \in V \setminus S_u(G) \) which proves that Katz centrality satisfies Edge Deletion.

For Bonacich centrality, from the fact that Katz centrality satisfies Edge Deletion, for every node \( v \in V \) we get that:

\[
BK_v^a(G, b) = \left( K_v^a(G, b) - b(v) \right)/a = \left( K_v^a(G', b') - b'(v) \right)/a = BK_v^a(G', b').
\]

For eigenvector centrality, Seeley index and closeness centrality, note that for every graph in the class of strongly connected graphs, i.e., \( G = (V, E) \in SCG \) and node \( u \in V \), it holds that every node in a graph is a successor of \( u \), i.e., \( V \setminus S_u(G) = \emptyset \). Hence, Edge Deletion on \( SCG \) is trivially satisfied by every centrality measure.

Finally, for betweenness centrality, consider the following graphs:

\[
(G, b) = \left( \{\{u, v, w\}, \{\{u, v\}, (v, w)\}\}, [1, 1, 1] \right),
\]

\[
(G', b') = \left( \{\{u, v, w\}, \{\{u, v\}\}\}, [1, 1, 1] \right).
\]

Graph \((G', b')\) is obtained from \((G, b)\) by deleting edge \((v, w)\). Clearly, node \( v \) is not its own successor in \( G \): \( v \not\in S_u(G) \). However, \( B_v(G, b) = 1 \) and \( B_v(G', b') = 0 \). Hence, betweenness centrality does not satisfy Edge Deletion.

\[\square\]

C.3 Edge Multiplication

Let us formally define the axiom restricted to a class of graphs \( \mathcal{G} \).

**Edge Multiplication on \( \mathcal{G} \):** For every graph \( G = (V, E) \in \mathcal{G} \), node weights \( b \), node \( u \in V \) and \( k \in \mathbb{N} \), if \( (V, E \sqcup k \cdot \Gamma_v^+(G)) \in \mathcal{G} \), then it holds that

\[
F_v(G, b) = F_v((V, E \sqcup k \cdot \Gamma_v^+(G)), b) \quad \text{for every } v \in V.
\]

**Proposition 21.** Edge Multiplication is satisfied by beta measure, decay centrality, Seeley index (on \( SCG \)) and closeness centrality (on \( SCG \)). Edge Multiplication is not satisfied by degree centrality, betweenness centrality, eigenvector centrality and Katz centrality.

**Proof.** Consider an arbitrary graph \( G = (V, E) \), node weights \( b \), and an edge \((u, w) \in E \). Let \((G', b') = ((V, E \sqcup k \cdot \Gamma_v^+(G)), b) \). Note that for any two nodes \( u, v \in V \) the same fraction of outgoing edges of \( u \) goes to \( v \) in \( G' \) as in \( G \):

\[
\frac{\#_{(u, v)}(G)}{\text{deg}_v^+(G)} = \frac{\#_{(u, v)}(G')}{\text{deg}_v^+(G')} \quad \text{for every } u, v \in V.
\]

(52)

For beta measure, observe that the centrality of any node \( v \in V \) depends solely on the direct predecessors of \( v \) and the fraction of their outgoing edges that goes to \( v \). Hence, from equation (52) we get that \( \beta_v(G, b) = \beta_v(G', b') \) for every \( v \in V \).

For closeness centrality and decay centrality, observe that the centrality of any node \( v \in V \) depends solely on the distances to \( v \) from other nodes. Since the distance between any two nodes is the same in \( G \) as in \( G' \), we get that \( C_v(G, b) = C_v(G', b') \) and \( Y_v^a(G, b) = Y_v^a(G', b') \) for every \( v \in V \).

For Seeley index, we have to prove that \( SI_v(G, b) = SI_v(G', b') \) for every \( v \in V \). Let us define \( x_v = SI_v(G, b) \) for every \( v \in V \). From Seeley index recursive equation (25) for graph \((G, b)\) we get that:

\[
x_v = a \cdot \sum_{(w, v) \in \Gamma_v^-(G)} \frac{x_w}{\text{deg}_w^-(G)} + b(v) = \sum_{u \in P_v^+(G)} \frac{\#_{(u, v)}(G)}{\text{deg}_u^+(G)} x_w + b(v) \quad \text{for every } v \in V.
\]

By equation (52) this means that:

\[
x_v = \sum_{u \in P_v^+(G')} \frac{\#_{(u, v)}(G')}{\text{deg}_u^+(G')} x_w + b'(v) = a \cdot \sum_{(w, v) \in \Gamma_v^-(G')} \frac{x_w}{\text{deg}_w^-(G')} + b'(v).
\]
As a result, we get that values $(x_v)_{v \in V \setminus \{u\}}$ satisfy the system of Seeley index recursive equations \[^{20}\] for graph $(G', b')$. Thus, $SI_v(G, b) = SI_v(G', b')$ for every $v \in V$, which means that the axiom is satisfied.

For degree centrality, betweenness centrality, Katz centrality, and Bonacich centrality, consider the following graphs:

\[
(G, b) = \left\{ (\{u, v, v', w\}, \{(u, v), (u, v'), (v, w), (v', w)\}\right\}, [0, 1, 0, 0]),
\]

\[
(G', b') = \left\{ (\{u, v, v', w\}, \{(u, v), (u, v'), (v, w), (v', w)\}\right\}, [0, 1, 0, 0]).
\]

Graph $(G', b')$ is obtained from $(G, b)$ by multiplying outgoing edges of node $v$. Since graphs are acyclic, $(G, b), (G', b') \in KG^a$ for every $a \in (0, 1)$. Moreover, $D_w(G, b) = 2 \neq 3 = D_w(G', b')$, $B_w(G, b) = 1/2 \neq 2/3 = B_w(G', b')$, $K^a_w(G, b) = a \neq 2a = K^a_w(G', b')$, and $BK^a_w(G, b) = 1 \neq 2 = BK^a_w(G', b')$. Hence, all four centrality measures do not satisfy Edge Multiplication.

Finally, for eigenvector centrality consider the following graphs:

\[
(G, b) = \left\{ (\{u, v\}, \{(u, v), (v, u)\}\right\}, [1, 1]),
\]

\[
(G', b') = \left\{ (\{u, v\}, \{(u, v), (u, v), (v, u)\}\right\}, [1, 1]).
\]

Graph $(G', b')$ is obtained from $(G, b)$ by multiplying outgoing edges of node $u$. Observe that $(G, b), (G', b') \in SCG$. Moreover, $\lambda(G) = 1, \lambda(G') = 1/2$ which implies $EV_u(G, b) = EV_u(G', b) = 1/2$, $EV_v(G', b') = 1/3$ and $EV_v(G', b') = 2/3$. Hence, eigenvector centrality does not satisfy Edge Multiplication.

**C.4 Edge Swap**

Once again, let us start with the formal definition of the axiom restricted to a class of graphs $\mathcal{G}$.

**Edge Swap on $\mathcal{G}$:** For every graph $G = (V, E) \in \mathcal{G}$, node weights $b$, and edges $(u, u'), (w, w') \in E$ such that $F_u(G, b) = F_w(G, b)$ and $\deg^+_u(G) = \deg^+_w(G)$, let $E' = E - \{(u, u'), (w, w')\} \cup \{(u, u'), (w, w')\}$. If $(V, E') \in \mathcal{G}$, then it holds that $F_v(G, b) = F_v((V, E'), b)$ for every $v \in V$.

**Proposition 22.** Edge Swap is satisfied by degree centrality, beta measure, eigenvector centrality (on SCG), Seeley index (on SCG) and Katz centrality (on KG$^a$ for every $a \in (0, 1)$). Edge Swap is not satisfied by decay centrality, betweenness centrality and closeness centrality.

**Proof.** Consider arbitrary graph $G = (V, E)$, node weights $b$, and edges $(u, u'), (w, w') \in E$. Let $(G', b') = ((V, E - \{(u, u'), (w, w')\} \cup \{(u, u'), (w, w')\}), b)$.

For degree centrality, observe that the number of incoming edges of every node is the same in both $G$ and $G'$. Hence, we get $D_v(G, b) = |\Gamma^-_v(G)| = |\Gamma^-_v(G')| = D_v(G', b')$ for every $v \in V$.

For beta measure, the centrality depends only on the number of outgoing edges of the predecessors. Note that the number of outgoing edges of every node is the same in $G$ and $G'$. Hence, every node with the same set of predecessors, i.e., other than $u'$ and $u'$, has the same beta measure in both graphs: $\beta_v(G, b) = \beta_v(G', b')$ for every $v \in V \setminus \{u', w'\}$. For $u'$ observe that $\deg^+_u(G) = \deg^+_w(G')$, hence

\[
\beta_{u'}(G, b) = \sum_{(s, w') \in \Gamma^-_u(G)} \frac{1}{\deg^+_u(G)} + \frac{1}{\deg^+_w(G')} = \sum_{(s, w') \in \Gamma^-_{u'}(G')} \frac{1}{\deg^+_u(G')} + \frac{1}{\deg^+_w(G')} = \beta_{u'}(G', b').
\]

Analogously, $\beta_{w'}(G, b) = \beta_{w'}(G', b')$.

For eigenvector centrality, Katz centrality and Seeley index we will show that the solutions to the system of recursive equations for graph $(G, b)$, i.e., $(x_v)_{v \in V}$, satisfies also the system of recursive equations for graph $(G', b')$. This will prove that the centralities in both graphs are
equal. Observe that for every \( v \in V \setminus \{ u', w' \} \), the recursive equations for \((G, b)\) and \((G', b')\) are identical, hence \((x_v)_{v \in V}\) satisfy them. Therefore, it suffices to consider equations for \( u' \) and \( w' \). Moreover, the case for \( w' \) is symmetrical to \( u' \), hence in what follows we will focus only on node \( u' \). Observe that from the construction of graph \( G' \) we have

\[
\Gamma_{u'}^-(G) - \{(u, u')\} = \Gamma_{u'}^-(G') - \{(w, u')\}, \quad \text{deg}_{u'}^+(G) = \text{deg}_{w}^+(G') \quad \text{and} \quad x_u = x_w. \quad (53)
\]

Now, let us consider each of these three centrality measures separately:

- For eigenvector centrality we have that \( x_v = EV_v(G, b) \) for every \( v \in V \). From eigenvector centrality recursive equation \((25)\) for node \( u' \) in graph \((G, b)\), we get

\[
x_{u'} = 1/\lambda(G)(\sum_{(s, w') \in \Gamma_{u'}^-(G) - \{(u, u')\}} x_s + x_u).
\]

Observe that from \((53)\), this equation is equivalent to the recursive equation for \( u' \) in graph \((G', b')\):

\[
x_{u'} = 1/\lambda(G)(\sum_{(s, w') \in \Gamma_{u'}^-(G') - \{(w, u')\}} x_s + x_u).
\]

Thus, \((x_v)_{v \in V}\) satisfy eigenvector centrality recursive equation for graph \((G', b')\) and \(\lambda(G)\) which implies that \(\lambda(G) = \lambda(G')\) \cite{Kitt2016} and \(EV_v(G', b') = x_v = EV_v(G, b)\) for every \( v \in V \).

- For Katz centrality we take \( x_v = K^a_v(G, b) \) for every \( v \in V \). From Katz centrality recursive equation \((26)\) for node \( u' \) and graph \((G, b)\), we get

\[
x_{u'} = a \cdot \sum_{(s, w') \in \Gamma_{u'}^-(G) - \{(u, u')\}} x_s + x_u + b(u').
\]

From \((53)\), this equation is equivalent to \( x_{u'} = a \cdot \sum_{(s, w') \in \Gamma_{u'}^-(G') - \{(w, u')\}} x_s + a \cdot x_u + b(u'). \) Therefore, we get that \((x_v)_{v \in V}\) satisfy Katz centrality recursive equation for graph \((G', b')\). This implies \( K^a_v(G', b') = x_v = K^a_v(G, b) \) for every \( v \in V \).

- For Seeley index consider \( x_v = SI_v(G, b) \) for every \( v \in V \). From Seeley index recursive equation \((28)\) for node \( u' \) and graph \((G, b)\), we get

\[
x_{u'} = \sum_{(s, w') \in \Gamma_{u'}^-(G) - \{(u, u')\}} x_s / \text{deg}_{s}^+(G) + x_u / \text{deg}_{w}^+(G) + b(u').
\]

As a result, we obtain that \((x_v)_{v \in V}\) satisfy Seeley index recursive equation for graph \((G', b')\). Hence, \( SI_v(G, b) = SI_v(G', b') \) for every \( v \in V \).

For Bonacich centrality, consider the following graphs:

\[
(G, b) = \{(\{u, w', w\}, \{(u, u'), (w, u')\}\}, [1, 0, 0, 0]), \quad (G', b') = \{(\{u, w', w\}, \{(u, u'), (w, u')\}\}, [1, 0, 0, 0]).
\]

Graph \((G', b')\) is obtained from \((G, b)\) by swapping the ends of both edges. Both graphs are acyclic, hence \((G, b), (G', b') \in KG^a\) for every \( a \in (0, 1) \). Also, \(\text{deg}_{u'}^+(G) = 1 = \text{deg}_{w}^+(G)\) and \(BK^a_u(G, b) = 0 = BK^a_w(G, b)\). However, \(BK^a_u(G, b) = 0 \neq BK^a_u(G', b')\). Thus, Bonacich centrality does not satisfy Edge Swap.

Finally, for closeness centrality, decay centrality and betweenness centrality consider the following graphs:

\[
(G, b) = \{(\{u, v, w\}, \{(u, v), (v, w), (w, u), (w, v)\}\}, [1, 1, 1, 1]), \quad (G', b') = \{(\{u, v, w\}, \{(u, u), (v, v), (w, w), (w, v)\}\}, [1, 1, 1, 1]).
\]

Graph \((G', b')\) is obtained from \((G, b)\) by swapping the ends of edges \((u, v)\) and \((w, u)\). Observe that both graphs belong to \(SCG\) class. Moreover, \(\text{deg}_{v}^+(G) = 2 = \text{deg}_{w}^+(G)\) as well as \(C_v(G, b) = 1/3 = C_w(G, b)\), \(Y^a_v(G, b) = a + a^2 = Y^a_w(G, b)\), and \(B_v(G, b) = 1 = B_w(G, b)\). However, \(C_v(G, b) = 1/3 \neq 1/2 = C_v(G', b')\), \(Y^a_v(G, b) = a + a^2 \neq 2a = Y^a_w(G', b')\), and \(B_v(G, b) = 1 \neq 0 = B_v(G', b')\). Therefore, closeness centrality, decay centrality and betweenness centrality do not satisfy Edge Swap.
C.5 Node Redirect

Let us begin with the formulation of the axiom restricted to the class of graphs \( \mathcal{G} \).

**Node Redirect on \( \mathcal{G} \):** For every graph \( G = (V, E) \in \mathcal{G} \), node weights \( b \) and out-twins \( u, w \in V \), if \( R_{u \rightarrow w}(G) \in \mathcal{G} \), then it holds that

\[
F_v(G, b) = F_v(R_{u \rightarrow w}(G, b)) \quad \text{for every } v \in V \setminus \{u, w\}
\]

and \( F_u(G, b) + F_w(G, b) = F_v(R_{u \rightarrow w}(G, b)) \).

**Proposition 23.** Node Redirect is satisfied by eigenvector centrality (on \( SC\mathcal{G} \)), Seeley index (on \( SC\mathcal{G} \)), Katz centrality (on \( KG^a \) for every \( a \in (0, 1) \)) and Bonacich centrality (on \( KG^a \) for every \( a \in (0, 1) \)). **Node Redirect is not satisfied by degree centrality, beta measure, closeness centrality, decay centrality and betweenness centrality.**

**Proof.** Consider arbitrary graph \( G = (V, E) \), node weights \( b \), and out-twins \( u, w \in V \). Let \((G', b') = R_{u \rightarrow w}(G, b)\).

First, consider eigenvector centrality, Katz centrality, and Seeley index. Let \( F \) be one of these centrality measures and let us define \((x_v)_{v \in V \setminus \{u\}}\) as follows: \( x_v = F_v(G, b) \) for every \( v \in V \setminus \{u, w\} \) and \( x_w = F_w(G, b) + F_v(G, b) \). We will show that \((x_v)_{v \in V \setminus \{u\}}\) is a solution to the system of recursive equations that defines \( F \) for graph \((G', b')\). This will prove that \( F_v(G, b) = F_v(G', b') \) for every \( v \in V \setminus \{u, w\} \) and \( F_u(G, b) + F_w(G, b) = F_v(G', b') \) which means that \( F \) satisfies Node Redirect. Observe that since \( u \) and \( w \) are out-twins, we have

\[
\#(u,v)(G) = \#(w,v)(G) = \#(w,v)(G')
\]

for every \( v \in V \setminus \{u, w\} \). Moreover, incoming edges of \( u \) in \( G \) are redirected to \( w \) in \( G' \), hence

\[
\#(u,u)(G) + \#(u,w)(G) = \#(w,u)(G) + \#(w,w)(G) = \#(w,w)(G').
\]

Now, let us consider each of these three centrality measures separately:

- For eigenvector centrality let \( x_v = EV_v(G, b) \) for every \( v \in V \setminus \{u, w\} \) and \( x_w = EV_u(G, b) + EV_w(G, b) \). Fix node \( v \in V \setminus \{u, w\} \). From eigenvector centrality recursive equation \((25)\) for node \( v \) in graph \((G, b)\) we get

\[
x_v = 1/\lambda(G) \left( \sum_{(s,v) \in \Gamma^+(G) : s \neq \{u,w\}} x_s + \#(u,v)(G) \cdot EV_u(G, b) + \#(w,v)(G) \cdot EV_w(G, b) \right).
\]

Since incoming edges of \( v \) from nodes other than \( u \) and \( w \) are the same in \( G' \) as in \( G \), from \((54)\) we get the recursive equation for \( v \) in graph \((G', b')\):

\[
x_v = 1/\lambda(G) \left( \sum_{(s,v) \in \Gamma^+(G') : s \neq \{u,w\}} x_s + \#(w,v)(G') \cdot x_w \right).
\]

Now, let us focus on node \( w \). From eigenvector centrality recursive equation for node \( w \) in graph \((G, b)\) we get

\[
x_w = 1/\lambda(G) \left( \sum_{(s,w) \in \Gamma^+(G) : s \neq \{u,w\}} x_s + (\#(u,w)(G) + \#(u,w)(G)) \cdot (EV_u(G, b) + EV_w(G, b)) \right).
\]

Observe that all incoming edges of \( u \) and \( w \) from other nodes in \( G \) are now incoming edges of \( w \) in \( G' \). Therefore, from equation \((55)\) we obtain the equation for \( w \) in graph \((G', b')\), i.e., \( x_w = 1/\lambda(G) \left( \sum_{(s,w) \in \Gamma^+(G') : s \neq \{u,w\}} x_s + \#(w,w)(G') \cdot x_w \right) \). As a result, we get that \((x_v)_{v \in V \setminus \{u\}}\) satisfy all eigenvector centrality recursive equations for graph \((G', b')\) and \( \lambda(G) \), which means that \( \lambda(G) = \lambda(G') \) \cite{Kitti2016} and \( EV_v(G', b') = x_v = EV_v(G, b) \) for every \( v \in V \setminus \{u\} \).
For Katz centrality let us take $x_v = K_v^u(G, b)$ for every $v \in V \setminus \{u, w\}$ and $x_w = K_w^u(G, b) + K_w^v(G, b)$. Fix $v \in V \setminus \{u, w\}$. From Katz centrality recursive equation (26) for node $v$ in graph $(G, b)$ we get

$$x_v = a \left( \sum_{(s, v) \in \Gamma_v^u(G) : s \notin \{u, w\}} x_s + \#(u, v)(G) \cdot K_v^u(G, b) + \#(w, v)(G) \cdot K_w^u(G, b) \right) + b(v).$$

Observe that incoming edges of $v$ from nodes other than $u$ and $w$ are the same in $G$ as in $G'$ and also $b(v) = b'(v)$. Therefore, from equation (24) we get the recursive equation for $v$ in $(G', b')$, i.e., $x_v = a \left( \sum_{(s, v) \in \Gamma_v^u(G') : s \notin \{u, w\}} x_s + \#(u, v)(G') \cdot x_v \right) + b'(v)$. Now, consider node $w$. From Katz centrality recursive equation for node $w$ in graph $(G, b)$ we get

$$x_w = a \left( \sum_{(s, w) \in \Gamma_w^u(G) : s \notin \{u, w\}} x_s + \#(u, w)(G) \cdot x_w \right) + b(u) + b(w).$$

Observe that incoming edges of $u$ and $w$ from other nodes in $G$ are incoming edges of $w$ in $G'$. Moreover, $K_v^u(G, b) + K_w^v(G, b) = x_w$ and $b(u) + b(w) = b'(w)$. Hence, from equation (55) we get the recursive equation for $w$ in graph $(G', b')$:

$$x_w = a \left( \sum_{(s, w) \in \Gamma_w^u(G') : s \notin \{u, w\}} x_s + \#(w, w)(G') \cdot x_w \right) + b'(w).$$

As a result, we get that $(x_v)_{v \in V \setminus \{u\}}$ satisfy all Katz centrality recursive equations for graph $(G', b')$, so $K_v^u(G', b') = x_v = K_w^v(G, b)$ for every $v \in V \setminus \{u\}$.

For Seeley index let $x_v = SI_v(G, b)$ for every $v \in V \setminus \{u, w\}$ and $x_w = SI_w(G, b) + SI_v(G, b)$. First, observe that the number of outgoing edges of every node is the same in $G$ and $G'$. Hence,

$$\text{deg}_u^+(G) = \text{deg}_u^+(G') = \text{deg}_v^+(G') \quad \text{and} \quad \text{deg}_w^+(G) = \text{deg}_w^+(G') \quad \text{for every } v \in V \setminus \{u, w\}.$$

Fix $v \in V \setminus \{u, w\}$. From Seeley index recursive equation (28) for node $v$ in graph $(G, b)$ we obtain

$$x_v = \left( \sum_{(s, v) \in \Gamma_v^u(G) : s \notin \{u, w\}} \frac{x_s}{\text{deg}_u^+(G)} + \#(u, v)(G) \cdot \frac{SI_u(G, b)}{\text{deg}_u^+(G)} + \#(w, v)(G) \cdot \frac{SI_w(G, b)}{\text{deg}_w^+(G)} \right) \cdot \frac{SI_v(G, b)}{\text{deg}_v^+(G')}.$$

Observe that incoming edges of $v$ from nodes other than $u$ and $w$ are the same in graph $G$ and in graph $G'$. Therefore, from equations (54) and (56) we obtain the recursive equation for $v$ in $(G', b')$, i.e., $x_v = \left( \sum_{(s, v) \in \Gamma_v^u(G') : s \notin \{u, w\}} \frac{x_s}{\text{deg}_v^+(G')} + \#(u, v)(G') \cdot \frac{SI_u(G, b)}{\text{deg}_u^+(G')} + \#(w, v)(G') \cdot \frac{SI_w(G, b)}{\text{deg}_w^+(G')} \right) \cdot \frac{SI_v(G, b)}{\text{deg}_v^+(G')}.$

It remains to consider node $w$. From Seeley index recursive equation for graph $(G, b)$ we have that

$$x_w = \left( \sum_{(s, w) \in \Gamma_w^u(G) : s \notin \{u, w\}} \frac{x_s}{\text{deg}_u^+(G)} + \#(u, w)(G) \cdot \frac{SI_u(G, b)}{\text{deg}_u^+(G)} + \#(w, v)(G) \cdot \frac{SI_w(G, b)}{\text{deg}_w^+(G)} \right) \cdot \frac{SI_w(G, b)}{\text{deg}_w^+(G')}.$$

Observe that incoming edges of $u$ and $w$ from other nodes in $G$ are incoming edges of $w$ in $G'$. Hence, from the fact that $SI_u(G, b) + SI_w(G, b) = x_w$ and from equations (55) and (56) we get the recursive equation for $w$ in $(G', b')$:

$$x_w = \frac{1}{\lambda(G)} \left( \sum_{(s, w) \in \Gamma_w^u(G') : s \notin \{u, w\}} \frac{x_s}{\text{deg}_v^+(G')} + \#(w, w)(G') \cdot \frac{x_w}{\text{deg}_w^+(G')} \right).$$

As a result, we obtain that $(x_v)_{v \in V \setminus \{u\}}$ satisfy all Seeley index recursive equations for graph $(G', b')$. Therefore, $SI_v(G', b') = x_v = SI_v(G, b)$ for every $v \in V \setminus \{u\}$.
For Bonacich centrality, from the fact that Katz centrality satisfies Node Redirect, for every node \( v \in V \setminus \{u, w\} \) we get that:

\[
BK_v^a(G, b) = (K_v^a(G, b) - b(v))/a = (K_v^a(G', b') - b'(v))/a = BK_v^a(G', b')
\]

and also:

\[
BK_v^a(G, b) + BK_v^a(G, b) = (K_v^a(G, b) + K_v^a(G, b) - b(u) - b(w))/a = (K_v^a(G', b') - b'(w))/a = BK_v^a(G', b').
\]

Finally, for degree centrality, beta measure, closeness centrality, decay centrality and betweenness centrality, let us consider the following graphs:

\[
(G, b) = \left( \{ \{u, v, w\}, \{(u, v), (v, w), (v, u), (v, w)\}\} \right), \{1, 1, 1\},
\]

\[
(G', b') = \left( \{\{v, u\}, \{(w, v), (v, w), (w, v)\}\} \right), \{1, 2\}.
\]

Graph \((G', b')\) is obtained from \((G, b)\) by redirecting node \( u \) into node \( v \). Observe that indeed \( u \) and \( w \) are out-twins and both graphs belongs to the \( SCG \) class. However, \( D_u(G, b) = 2 \neq 1 = D_v(G', b') \), \( \beta_u(G, b) = 2 \neq 1 = \beta_v(G', b') \), \( C_v(G, b) = 1/2 \neq 1 = C_u(G', b') \), \( Y_u^a(G, b) = 2a \neq a = Y_v^a(G', b') \), and \( B_v(G, b) = 2 \neq 0 = B_u(G', b') \). Therefore, Node Redirect is not satisfied by these centrality measures. \( \Box \)

### C.6 Baseline

As usual, we begin with the formulation of the axiom restricted to the class of graphs \( G \).

**Baseline on \( G \):** For every graph \( G = (V, E) \in G \), node weights \( b \) and an isolated node \( v \in V \) it holds that \( F_v(G, b) = b(v) \).

**Proposition 24.** Baseline is satisfied by Katz centrality (on \( KG^a \) for every \( a \in (0, 1) \)), eigenvector centrality (on \( SCG \)), Seeley index (on \( SCG \)), and closeness centrality (on \( SCG \)). Baseline is not satisfied by degree centrality, beta measure, decay centrality and betweenness centrality.

**Proof.** For Katz centrality, the thesis is straightforward from Katz centrality recursive equation (26) since \( v \) does not have any incoming edges we get that \( K_v^a(G, b) = b(v) \).

For eigenvector centrality, Seeley index and closeness centrality, note that in the class of strongly connected graphs \( SCG \) there is no graph with an isolated node. Hence, Baseline on \( SCG \) is trivially satisfied by every centrality measure.

Finally, for degree centrality, beta measure, decay centrality, betweenness centrality, and Bonacich centrality, consider graph \((G, b) = ((\{v\}, \emptyset)) \{1\} \). We see that \( D_v(G, b) = \beta_v(G, b) = Y_v^a(G, b) = B_v(G, b) = BK_v^a(G, b) = 0 \neq 1 = b(v) \). Hence, Baseline is not satisfied by these centrality measures. \( \Box \)

### References

A. Altman and M. Tenenholtz. Ranking systems: the PageRank axioms. In *Proceedings of the 6th ACM Conference on Electronic Commerce (ACM-EC)*, pages 1–8, 2005.

R. Amer and J. M. Giménez. A connectivity game for graphs. *Mathematical Methods of Operations Research*, 60(3):453–470, 2004.

A. Arasu, J. Novak, A. Tomkins, and J. Tomlin. Pagerank computation and the structure of the web: Experiments and algorithms. In *Proceedings of the 11th International Conference on World Wide Web (WWW), Poster Track*, pages 107–117, 2002.

K. Avrachenkov and N. Litvak. The effect of new links on google pagerank. *Stochastic Models*, 22(2):319–331, 2006.

R. Baeza-Yates, P. Boldi, and C. Castillo. Generalizing pagerank: Damping functions for link-based ranking algorithms. In *Proceedings of the 29th International ACM SIGIR Conference on Research and Development in Information Retrieval (SIGIR)*, pages 308–315, 2006.
A. Bavelas. Communication patterns in task-oriented groups. *The Journal of the Acoustical Society of America*, 22(6):725–730, 1950.

P. Berkhin. A survey on pagerank computing. *Internet Mathematics*, 2(1):73–120, 2005.

M. Bianchini, M. Gori, and F. Scarselli. Inside pagerank. *ACM Transactions on Internet Technology (TOIT)*, 5(1):92–128, 2005.

F. Bloch, M. O. Jackson, and P. Tebaldi. Centrality measures in networks. Available at SSRN 2749124, 2019.

P. Boldi and S. Vigna. Axioms for centrality. *Internet Mathematics*, 10(3-4):222–262, 2014.

P. Boldi, M. Santini, and S. Vigna. Pagerank as a function of the damping factor. In *Proceedings of the 14th International Conference on World Wide Web (WWW)*, pages 557–566, 2005.

P. Boldi, R. Posenato, M. Santini, and S. Vigna. Traps and pitfalls of topic-biased pagerank. In *International Workshop on Algorithms and Models for the Web-Graph*, pages 107–116. Springer, 2006.

P. Boldi, M. Santini, and S. Vigna. Pagerank: functional dependencies. *ACM Transactions on Information Systems (TOIS)*, 27(4):1–23, 2009.

P. Boldi, A. Luongo, and S. Vigna. Rank monotonicity in centrality measures. *Network Science*, 5(4):529–550, 2017.

J. Bollen, M. A. Rodriguez, and H. Van de Sompel. Journal status. *Scientometrics*, 69(3):669–687, 2006.

P. Bonacich. Factoring and weighting approaches to status scores and clique identification. *Journal of Mathematical Sociology*, 2(1):113–120, 1972.

P. Bonacich. Power and centrality: A family of measures. *American Journal of Sociology*, 92(5):1170–1182, 1987.

S. P. Borgatti. Centrality and network flow. *Social Networks*, 27(1):55–71, 2005.

S. P. Borgatti. Identifying sets of key players in a social network. *Computational & Mathematical Organization Theory*, 12(1):21–34, 2006.

U. Brandes. A faster algorithm for betweenness centrality. *Journal of Mathematical Sociology*, 25(2):163–177, 2001.

U. Brandes and T. Erlebach. *Network analysis: Methodological foundations*. Springer-Verlag, 2005. ISBN 3540249796.

U. Brandes and D. Fleischer. Centrality measures based on current flow. In *Proceedings of the 22nd Annual Symposium on Theoretical Aspects of Computer Science (STACS)*, pages 533–544. Springer, 2005.

C. Brezinski and M. Redivo-Zaglia. The pagerank vector: properties, computation, approximation, and acceleration. *SIAM Journal on Matrix Analysis and Applications*, 28(2):551–575, 2006.

A. Broder, R. Kumar, F. Maghoul, P. Raghavan, S. Rajagopalan, R. Stata, A. Tomkins, and J. Wiener. Graph structure in the web. *Computer networks*, 33(1-6):309–320, 2000.

A. L. B. Cauchy. *Cours d’analyse de l’École Royale Polytechnique: Analyse algébrique*. Pte. 1. Imprimerie royale, 1821.

A. D. Chepeliantskii. Towards physical laws for software architecture. arXiv preprint arXiv:1003.5455, 2010.

S. Chien, C. Dwork, R. Kumar, D. R. Simon, and D. Sivakumar. Link evolution: Analysis and algorithms. *Internet Mathematics*, 1(3):277–304, 2004.
G. M. Del Corso, A. Gulli, and F. Romani. Fast pagerank computation via a sparse linear system. *Internet Mathematics*, 2(3):251–273, 2005.

V. Dequiedt and Y. Zenou. Local and consistent centrality measures in parameterized networks. *Mathematical Social Sciences*, 88:28–36, 2017.

D. F. Gleich. Pagerank beyond the web. *SIAM Review*, 57(3):321–363, 2015.

R. Guimerà, S. Mossa, A. Turtschi, and L. Amaral. The worldwide air transportation network: Anomalous centrality, community structure, and cities’ global roles. *Proceedings of the National Academy of Sciences*, 102(22):7794–7799, 2005.

Z. Gyongyi, H. Garcia-Molina, and J. Pedersen. Combating web spam with trustrank. In *Proceedings of the 30th International Conference on Very Large Data Bases (VLDB)*, pages 576–587, 2004.

T. H. Haveliwala. Topic-sensitive pagerank. In *Proceedings of the 11th International Conference on World Wide Web (WWW)*, pages 517–526. ACM, 2002.

S. A. Hill and D. Braha. Dynamic model of time-dependent complex networks. *Physical Review E*, 82(4):046105, 2010.

G. Iván and V. Grolmusz. When the web meets the cell: using personalized PageRank for analyzing protein interaction networks. *Bioinformatics*, 27(3):405–407, 2010.

M. O. Jackson. A survey of network formation models: stability and efficiency. In *Group Formation in Economics: Networks, Clubs, and Coalitions*, pages 11–49. Cambridge University Press: Cambridge, MA, USA, 2005.

H. Jeong, S. P. Mason, A.-L. Barabási, and Z. N. Oltvai. Lethality and centrality in protein networks. *Nature*, 411(6833):41, 2001.

S. Kamvar and T. Haveliwala. The condition number of the pagerank problem. Technical report, Stanford InfoLab, 2003.

S. Kamvar, T. Haveliwala, C. Manning, and G. Golub. Exploiting the block structure of the web for computing pagerank. Technical report, Stanford, 2003a.

S. Kamvar, T. Haveliwala, and G. Golub. Adaptive methods for the computation of pagerank. *Linear Algebra and its Applications*, 386:51–65, 2004.

S. D. Kamvar, T. H. Haveliwala, C. D. Manning, and G. H. Golub. Extrapolation methods for accelerating pagerank computations. In *Proceedings of the 12th International Conference on World Wide Web (WWW)*, pages 261–270, 2003b.

L. Katz. A new status index derived from sociometric analysis. *Psychometrika*, 18(1):39–43, 1953.

M. Kittii. Axioms for centrality scoring with principal eigenvectors. *Social Choice and Welfare*, 46(3):639–653, 2016.

J. M. Kleinberg. Authoritative sources in a hyperlinked environment. *Journal of the ACM (JACM)*, 46(5):604–632, 1999.
J. Klicpera, A. Bojchevski, and S. Günnemann. Predict then propagate: Graph neural networks meet personalized pagerank. *arXiv preprint arXiv:1810.05997*, 2018.

A. N. Langville and C. D. Meyer. Deeper inside pagerank. *Internet Mathematics*, 1(3):335–380, 2004.

A. N. Langville and C. D. Meyer. *Google’s PageRank and beyond: The science of search engine rankings*. Princeton University Press, 2011.

C. P.-C. Lee, G. H. Golub, and S. A. Zenios. A fast two-stage algorithm for computing pagerank and its extensions. *Scientific Computation and Computational Mathematics*, 1(1):1–9, 2003.

R. Lempel and S. Moran. Salsa: the stochastic approach for link-structure analysis. *ACM Transactions on Information Systems (TOIS)*, 19(2):131–160, 2001.

W. W. Leontief. *The structure of American economy, 1919-1939: an empirical application of equilibrium analysis*. Oxford University Press, 1951.

R. Lindelauf, H. Hamers, and B. Husslage. Cooperative game theoretic centrality analysis of terrorist networks: The cases of Jemaah Islamiyah and Al Qaeda. *European Journal of Operational Research*, 229(1):230–238, 2013.

P. Lofgren, S. Bauerjee, and A. Goel. Personalized pagerank estimation and search: A bidirectional approach. In *Proceedings of the Ninth ACM International Conference on Web Search and Data Mining*, pages 163–172, 2016.

T. P. Michalak, T. Rahwan, O. Skibski, and M. Wooldridge. Defeating terrorist networks with game theory. *IEEE Intelligent Systems*, 30(1):53–61, Jan. 2015.

M. Newman. *Networks: an introduction*. Oxford university press, 2010.

U. Nieminen. On the centrality in a directed graph. *Social Science Research*, 2(4):371–378, 1973.

L. Page, S. Brin, R. Motwani, and T. Winograd. The PageRank citation ranking: bringing order to the web. Technical report, Stanford InfoLab, 1999.

I. Palacios-Huerta and O. Volij. The measurement of intellectual influence. *Econometrica*, 72(3):963–977, 2004.

G. Pinski and F. Narin. Citation influence for journal aggregates of scientific publications: Theory, with application to the literature of physics. *Information processing & management*, 12(5):297–312, 1976.

L. Pretto. A theoretical analysis of google’s pagerank. In *International Symposium on String Processing and Information Retrieval*, pages 131–144. Springer, 2002.

F. Radicchi. Who is the best player ever? a complex network analysis of the history of professional tennis. *PLOS One*, 6(2):e17249, 2011.

G. Sabidussi. The centrality index of a graph. *Psychometrika*, 31(4):581–603, 1966.

J. R. Seeley. The net of reciprocal influence. a problem in treating sociometric data. *Canadian Journal of Experimental Psychology*, 3:234, 1949.

O. Skibski and J. Sosnowska. Axioms for distance-based centralities. In *Proceedings of the 32nd AAAI Conference on Artificial Intelligence (AAAI)*, pages 1218–1225, 2018.

O. Skibski, T. P. Michalak, and T. Rahwan. Axiomatic characterization of game-theoretic centrality. *Journal of Artificial Intelligence Research*, 62:33–68, 2018.

O. Skibski, T. Rahwan, T. P. Michalak, and M. Yokoo. Attachment centrality: Measure for connectivity in networks. *Artificial Intelligence*, 274:151–179, 2019.
G. Slutzki and O. Volij. Scoring of web pages and tournaments—axiomatizations. *Social choice and welfare*, 26(1):75–92, 2006.

R. van den Brink and R. P. Gilles. Measuring domination in directed networks. *Social Networks*, 22(2):141–157, 2000.

R. van den Brink, P. Borm, R. Hendrickx, and G. Owen. Characterizations of the β-and the degree network power measure. *Theory and Decision*, 64(4):519–536, 2008.

S. Vigna. Spectral ranking. *Network Science*, 4(4):433–445, 2016.

J. Weng, E.-P. Lim, J. Jiang, and Q. He. Twitterrank: finding topic-sensitive influential twitterers. In *Proceedings of the 3rd ACM International Conference on Web Search and Data Mining (WSDM)*, pages 261–270, 2010.

S. White and P. Smyth. Algorithms for estimating relative importance in networks. In *Proceedings of the 9th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, pages 266–275. ACM, 2003.

T. Wąs and O. Skibski. An axiomatization of the eigenvector and Katz centralities. In *Proceedings of the 32nd AAAI Conference on Artificial Intelligence (AAAI)*, pages 1258–1265, 2018a.

T. Wąs and O. Skibski. Axiomatization of the PageRank centrality. In *Proceedings of the 27th International Joint Conference on Artificial Intelligence (IJCAI)*, pages 3898–3904, 2018b.

T. Wąs, T. Rahwan, and O. Skibski. Random walk decay centrality. In *Proceedings of the 33rd AAAI Conference on Artificial Intelligence (AAAI)*, pages 2197–2204, 2019.