Automatic passenger counting system for bus based on RGB-D video
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Counting the number of passengers getting in/out of a bus in each station is a challenging task in smart bus field. To solve the problem, this paper presents a method of automatic people counting for a bus based on a RGB-D video, a zenithal camera in the bus door capturing the passengers flow is set, and the camera can get depth Image and RGB image simultaneously, we proposed a method combining RGB image and depth image to detect the head of the passengers, and then a novel tracking strategy is proposed. The test results show that this method can accurately extract the head area in the video and can accurately count the number of people getting in/out of a bus at a fast speed. The test data in different time periods show that the method has strong robustness and stability.
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1. Introduction

With the development of artificial intelligence and Internet, the public have an increasing demand for smart bus, as a part of smart city. In a smart bus system, real-time bus passenger flow information is very important: on the one hand, passengers can optimization their route for going out with the information; Bus company, on the other hand, can be flexible at bus scheduling. Besides, with large amounts of traffic data, bus company can optimize their bus lines arrangement. Counting the number of people getting in/out of each bus in every station is important, however, there is no mature method to get the data. Nowadays, video image processing technology is used for solving the problem with the help of a video installed in the ceiling of the bus door. However, the video data is strongly influenced by light and weather due to the motion of the vehicle, therefore, it’s still a challenge for accurate counting. There are mainly three counting methods: 1) infrared-based method, 2) pressure-sensing-based methods, 3) method based on computer vision.
Passenger flow counting method based on infrared is with low accuracy in case of occlusion and crowding, and the pressure-sensing-based system needs complex installation and the equipment is easy to be damaged. Passenger counting system based on computer vision is now a hot research. It is divided into two categories: 1) people counting based on monocular camera [7]. 2) people counting based on stereo vision [8]. Methods based on monocular vision use two-dimensional data acquisition for target detection, tracking and counting. Some scholars use two monocular cameras to calculate the depth information [1,6,9], and now, with the depth of the popularity of depth camera, we can obtain depth information directly through the depth camera, thus, methods using depth camera directly are proposed in recent years.

With the development of the depth camera, it is possible to obtain low-cost depth image. Using depth camera make it possible for us to make use of shape information of pedestrian without much calculation. Besides, it’s relatively insensitive to the illumination and weather. Therefore, this paper selects the depth image obtained by the depth camera to design our algorithm. However, the depth image obtained directly by depth camera exists much noise, and the range of measurement is also limited. Thus, we use RGB image to make up the imperfection of depth image.

Thus, the basic scheme of the paper is: On the basis of depth image, combine with RGB image, using image segmentation and pattern recognition method, to do target detection. In this paper, target detection, as with most of the scholars, means head extraction, because the camera is set zenithal, looking down at the passengers, whether crowded case or not, the head is stable and detectable. Finally, we track and count with the result of detection. In the part of tracking, our feature-based tracking, combined with mean-shift, have a good effect.

The flow chart of the method can be summarized as figure 1.1:

![Flow Chart](image)

Fig. 1.1 System flow chart

In this paper, the selected camera is Microsoft Kinect, which is a cheap depth camera, and can obtain depth image and RGB image simultaneously, most importantly, the coordinate of the two images are aligned(see in figure 1.2). Depth image and true color images obtained have a resolution of 240 * 320. The data of the paper is collected in rush hour in a busy bus line in ShenZhen, China, the frame rate of 10 frames per second.
The rest of the paper is organized as follows: Section 2 introduces our way for head detection, combining depth image and RGB image. Section 3 introduces our novel way for tracking and counting. Our feature-based tracking, combined with mean-shift, have a good effect. Section 4 presents the results of detection and counting. The final section 5 concludes the paper and discusses the future work.

2. Head Detection

As we can see from figure 2.1, the depth image obtained by Kinect, there are some defects in depth image, thus, we need preprocessing. After preprocessing, the moving target is extracted from the whole image, and then the head area is extracted accurately by the way of machine learning according to the shape and color of the head. Target detection flowchart is shown in Figure 2.

2.1. Preprocess

As we can see from the depth image, in the original image, high pixel value means the place is very low, high pixel value correspond to low places. However, due to the image-forming principle of Kinect, there are a lot of “zero points”. these zero points’ pixel value are zero, but it doesn’t mean that this place is very high. Thus, zero points have negative effects on shape recognizing. A median filter is used to wipe out some small blocks of zero points. However, the rest of the zero points, we can’t wipe them out, it is necessary to record their coordinates for subsequent processing. For the convenience of processing and viewing, for each pixel, we have
2.2. Foreground extraction

There are mainly three ways for moving foreground extraction: 1) optical flow; 2) frame-to-frame difference; 3) background modeling method. The optical flow method is complex and unfavorable for real-time processing. The frame-to-frame difference method is more dependent on the speed of passengers getting on and off. Both have their limitations, and we select background modeling method because the installed scene is fixed.

In this paper, a Hybrid Gaussian model with high accuracy and robustness is used to model the background. The interference can be eliminated by morphological processing. Finally, most of the non-foreground area can be eliminated by area filtering. To do area filtering, connected component detection is down, after which the area of each connected component is calculated, if the area is smaller than a thresh, the pixels of the connected component are all set to zero. In this way, the extracted foreground contains mainly the passengers themselves, with the majority of the heads, arms and shoulders. The effects of the step can be seen in figure 2.3.

2.3. Candidate region segmentation

After capturing the foreground image, locate the potential head region in the foreground image. In the depth map, we can make use of the shape of head: the
head is obviously a middle high and low side shape. Using this feature, we can locate the area of the head as follows:

i) Divide the image into several patches equally (see in figure 2.4).

![Fig.2.4A whole image is divided into several patches equally](image)

ii) calculate the average height of each patch, we have

\[ \text{Aver}_{m,n} = \frac{\sum_{i,j} \text{Img}_{m,n}(i,j) \cdot \text{sign}_{m,n}(i,j)}{\sum_{i,j} \text{sign}_{m,n}(i,j)} \]  

(2)

where

\[ \text{sign}(i,j) = \begin{cases} 1, & \text{if } (\text{Img}_{m,n}(i,j) > 0) \\ 0, & \text{if } (\text{Img}_{m,n}(i,j) = 0) \end{cases} \]  

(3)

\( \text{Aver}_{m,n} \) denotes the average height of patch in \( m \) row, \( n \) column, \( \text{Img}_{m,n}(i,j) \) denotes the pixel of \( i \) row and \( j \) column in the patch above. It is important to set \( \text{Aver}_{m,n} = 0 \) if \( \sum_{i,j} \text{sign}_{m,n}(i,j) = 0 \).

iii) if the height of a patch is higher than all the patches surrounding it, then the patch is possibly a part of head, and we selected it as candidate patch. Examples are given in figure 2.5.

![Fig 2.5 Obtained candidate patches, some of the candidate patches are not locate in head regions, further measures should be taken to distinguish them.](image)

The candidate obtained above is not perfect, some of the candidate patches are not locate in head region, in order to distinguish head patch from non-head patch, it’s necessary for us to obtain the head region precisely. Then, we can extract features of the region and distinguish them by means of machine learning and pattern recognition. ROI segmentation is necessary before feature extraction. Obviously, there are gradient between head region and non-head region such as shoulder, we can use region growing method or super pixel segmentation.
method for ROI segmentation. This paper select SLIC super pixel segmentation for it’s good effect as well as fast speed [2].

After SLIC super pixel segmentation, the result is exhibited in figure 2.6.

A head region is divided into several small super pixel blocks, what we can do is to merge these blocks into one single block.

After super pixel segmentation, each pixel is labeled, and from the candidate patches, we have candidate labels.

For each candidate label, do

i) Calculate the average pixel value of the super pixel block corresponding to the label with the same way of equation (2) and (3). We denote the average pixel value as $S_c$.

ii) For each label adjacent to the candidate label, calculate the average pixel value, for block $k$, denote the average pixel value as $S_k$

iii) If $T_l \leq S_c - S_k \leq T_h$, change all the labels in block $k$ into the candidate label.

Repeat step (i) until there’s no new blocks merging to the candidate label.

The result of merging can be seen in figure 2.7.

For most of the case, after merging, the whole head region is extracted (such as left figure of fig 2.7), however, there are still some bad depth image like right figure of fig 2.7, in which exists too much zero points, leading to an incomplete extraction. The zero points offer us no information, thus, RGB image is used to make up the zero-points-block. The RGB image corresponding to fig 2.7 is showed in fig 2.8-A:
Assume that head region has the same color, we make sure whether a zero-point-block belongs to potential head region as follows:

For each candidate block, we have a block in RGB image. For each pixel \((R_1, G_1, B_1)\) in the block, we define its color as \(\left\lceil\frac{R_1}{10}\right\rceil, \left\lceil\frac{G_1}{10}\right\rceil, \left\lceil\frac{B_1}{10}\right\rceil\), in which \([R_1/10]\) means round up to an integer. We have \(\lceil 256/10\rceil = 3\) = 78 colors, do histogram statistic for color in the RGB block, find the most frequency color \(C_{f1}: (R_{f1}, G_{f1}, B_{f1})\). For each zero-points-block next to the candidate block, do the same thing and find the most frequency color \(C_{f2}: (R_{f2}, G_{f2}, B_{f2})\), calculate the Euclidean distance of \(C_{f1}\) and \(C_{f2}\):

\[
d = \sqrt{(R_{f1} - R_{f2})^2 + (B_{f1} - B_{f2})^2 + (G_{f1} - G_{f2})^2}
\]  

(4)

If \(d \leq Th\), then we regard the zero-points-block as part of potential head region.

The final effect of region segmentation is shown in fig 2.8-B

---

**2.4. Classification**

After candidate region segmentation, there are several candidates, and only part of them are heads. Example given in figure 2.9

---

Fig. 2.8-A The RGB image of fig 2.3.5

Fig.2.8-B The final result of segmentation, the zero area is correctly merged.

Fig. 2.8-B The final result of segmentation, the zero area is correctly merged.

Fig. 2.8-B The final result of segmentation, the zero area is correctly merged.

Fig. 2.9 The three candidates obtained in chapter 2.3, the first two are heads, and the last one is interference that we must remove.
To judge whether the candidate is real head or not, a SVM is trained to recognize it. We cut 1000 positive samples and 2000 negative samples, which are shown in fig. 2.10, by program, and then extract feature and train.

Fig. 2.10 The left two figures are positive samples and the left two are negative

The feature we extracted is composed as follows:

i) circle degree

\[ d = \frac{4\pi S}{C^2} \] (5)

in which S denotes the area of region, and C denotes the perimeter of the region. The heads of human beings are close to a circle, which means its circle degree is close to 1.

ii) eccentricity of ellipse who has the same standard two order central moment with the candidate region. A large eccentricity means the region is likely to have the shape of circle.

iii) variance of the region (zero points are not counted), the variance is divide by 10 for normalization.

iv) divide the region into 3*3=9 parts, calculate the difference of the average pixel value of each part and the average value of the whole region, here we get 9 numbers, do two norm normalization.

The 12-dimension-feature is extracted and a SVM is trained, through the SVM, we can extract head targets precisely. The effect of detection is shown in figure 2.11

Fig. 2.11 The result of detection
3. Tracking and Counting

The most popular tracking methods are kalman filter, meanshift, camshift and so on, these methods have good robustness, however, they need too much calculation to fit for multi-target tracking. According to the feature of depth image and that the system must be real time, a feature-based tracking strategy combined with meanshift is proposed in this paper.

3.1. multi-target tracking

The most important thing in multi-target tracking is the match of each target. In chapter 2, we have obtained head targets in each frame. This paper selected a feature-based method to match the head targets. The features are:

i) circle degree \(d\). It’s the same as chapter 2.4.

ii) eccentricity of ellipse who has the same standard two order central moment with the target region. We denote it with \(e\);

iii) variance of the region, the same as chapter 2.4, denote it with \(v\);

iv) histogram statistic of pixel values: there are 8 intervals, or 8 dimensions, for each pixel, which interval it belongs is listed as follows:

\[
\begin{align*}
    n &= 1; \quad p - m < 15 \\
    n &= 2; \quad -15 \leq p - m < -10 \\
    n &= 3; \quad -10 \leq p - m < -5 \\
    n &= 4; \quad -5 \leq p - m < 0 \\
    n &= 5; \quad 0 \leq p - m < 5 \\
    n &= 6; \quad 5 \leq p - m < 10 \\
    n &= 7; \quad 10 \leq p - m < 15 \\
    n &= 8; \quad p - m \geq 15
\end{align*}
\]

In the equation (6), \(p\) denotes the pixel value, and \(m\) denotes the mean value of the head region. Counting the number of pixels belonging to each interval, we have \(X_i\) \((i=1,2...8)\), \(X_i\) denotes the number of pixel belonging to interval i. Normalize with the equation:

\[
X_i^n = \frac{X_i}{\sqrt{\sum_{k=1}^{8} X_k^2}} \quad (7)
\]

In which \(X_i^n\) denotes the normalized value of dimensioni.

v) the coordinate of the region center \([x, y]\).

There are 13 dimensions in all, that are \([d, e, v, X_k^m (k=1,2...8), m*x, m*y]\), \(m\) denotes the weight of position variation. Calculate the feature euclidean distance of targets in adjacent frame, the pair with minimum distance are matched if they satisfy
\[
\begin{cases}
d_f \leq Th1 \\
d_d \leq Th2
\end{cases}
\]

Where \(d_f\) denotes the distance of the feature of the two targets and \(d_d\) denotes the distance of region center of the two targets.

as well as the distance of their region center smaller than a threshold, are matched.

### 3.2. tracking by detection and detection by tracking

Chapter 3.1 shows a strategy of tracking by detection, however, detection is not perfect, it has false-alarm and false-dismissal. The paper proposed a simple supervisor to detect false-alarm and false-dismissal [3,5]. with the fact that people can’t vanish into thin air or appear out of nowhere, we set a region in the center of the image, from where people can’t walk out or walk in, if a target in frame \(f_1\) appear in the region, but in the frame \(f_1 + 1\), there’s no target to match with, we believe that there’s false-dismissal in frame \(f_1 + 1\). Thus, mean-shift tracking is used on the target in frame \(f_1\), and we regard the tracking result as the detection result of frame \(f_1 + 1\). For targets pop up in the region, we regard it as false-alarm, and do no tracking for it [4].

### 3.3. Counting

We set two virtual lines for counting, which can be seen in figure 3.1.

![Fig.3.1 Two virtual lines for counting](image_url)

Only if people pass the two lines successively, then we regard it as getting in/out of the bus.

### 4. Results

The data was obtained in a busy bus line in Shenzhen, China, in was recorded in rush hour, we selected one day’s data and check the accuracy of the system, the chart is shown in figure 4.1
We have the accuracy of 95.4%, in fact, if it’s not crowd, we have an even higher accuracy.

We have the speed of 15 fps in the condition of i5-4590 and 8GB RAM, and our video is 10 frame per second, satisfy the demand of real-time.

5. Conclusion and Future Works

In this paper, we use Microsoft Kinect cameras simultaneously obtain depth image and RGB image to design a people-counting-algorithm for getting in/out of a bus, a complete set of algorithms including detection, tracking and counting are designed. Wherein the detection part of this super we use super resolution technique for dividing the depth map, and we combined RGB image for head region extraction, and our tracking method combined feature-based-tracking and mean-shift tracking. Experimental show that the proposed algorithm is stable and accurate, and meets the real-time requirements.

Although our algorithm tests have achieved good results, there is still a long way to go if we want to come it into actual use, we need to optimize the algorithm; In addition, in the case of very crowded, due to increased shaking, the accuracy rate declines, which are the future work we need to do.
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