Towards Fewer Annotations: Active Learning via Region Impurity and Prediction Uncertainty for Domain Adaptive Semantic Segmentation
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Abstract

Self-training has greatly facilitated domain adaptive semantic segmentation, which iteratively generates pseudo labels on unlabeled target data and retrains the network. However, realistic segmentation datasets are highly imbalanced, pseudo labels are typically biased to the majority classes and basically noisy, leading to an error-prone and suboptimal model. In this paper, we propose a simple region-based active learning approach for semantic segmentation under a domain shift, aiming to automatically query a small partition of image regions to be labeled while maximizing segmentation performance. Our algorithm, Region Impurity and Prediction Uncertainty (RIPU), introduces a new acquisition strategy characterizing the spatial adjacency of image regions along with the prediction confidence. We show that the proposed region-based selection strategy makes more efficient use of a limited budget than image-based or point-based counterparts. Further, we enforce local prediction consistency between a pixel and its nearest neighbors on a source image. Alongside, we develop a negative learning loss to make the features more discriminative. Extensive experiments demonstrate that our method only requires very few annotations to almost reach the supervised performance and substantially outperforms state-of-the-art methods. The code is available at https://github.com/BIT-DA/RIPU.

1. Introduction

Semantic segmentation, the task of comprehending an image at the pixel level, is the foundation for numerous applications such as autonomous driving [63, 80], robot manipulation [51, 67], and medical analysis [48, 62]. Learning of segmentation models, however, relies heavily on vast quantities of data with pixel-wise annotations, which is onerous and prohibitively expensive [9, 35]. Further, it remains a major challenge to guarantee a good generalization to diverse testing situations. Various research efforts have been directed to address the above issues, with domain adaptation being promising methods [14, 29, 37, 64, 65, 72].

Recently, self-training has boosted domain adaptation, which retrains the network with the pseudo labels generated from confident predictions on the target domain [8, 40, 75, 83, 85–87]. Nevertheless, this competitive approach faces an inherent challenge: class unbalance is usually extreme. For instance, some classes e.g., “road” and “building”, appear more frequently than others such as “rider” and “light”. Thereby, pseudo labels are noisy and self-training would put heavy emphasis on classes with high frequency and sacrifice the performance on rare classes or small objects, resulting in undesired biases. Consequently, the performance lags far behind the supervised learning counterparts.

To overcome this obstacle and encourage maximizing
segmentation performance on the target domain, we show that a simple active learning strategy works well in adaptive semantic segmentation: annotating a small portion of image regions. Until recently, similar efforts have been made by Ning et al. [41] and Shin et al. [54]. The former uses multiple anchors to select representative target images to be labeled (Fig. 1b), which may be highly inefficient since it can waste the annotation budget on labeling redundant areas within objects. The latter utilizes an inconsistent mask of the bi-classifier predictions to query scarce points in each image for annotation (Fig. 1c). Although this process reduces human labor costs, under a severe domain shift, uncertainty estimation at the point level may be highly mis-calibrated [60] or lead to sampling redundant points from certain categories. Moreover, both works are straightforward extensions of classification methods and weaken the significance of spatial proximity property in an image.

Driven by the above analysis, we present a simple, effective, and efficient active learning method, Region Impurity and Prediction Uncertainty (RIPU), to assist domain adaptive semantic segmentation. A key design element of RIPU is to select the most diverse and uncertain regions in an image (Fig. 1d), eventually boosting the segmentation performance. To be concrete, we first generate the target pseudo labels from the model predictions and excavate all possible regions with the k-square-neighbors algorithm. Second, we take the entropy calculated on the percentage of internal pixels belonging to each distinct class as the region impurity score of each region. Finally, combining region impurity with the mean value of prediction uncertainty, i.e., the entropy of pixel prediction, a novel label acquisition strategy that jointly captures diversity and uncertainty is derived.

In this work, we introduce two labeling mechanisms for each target image, viz., “Region-based Annotating (RA)” (∼2.2% ground truth pixels) and “Pixel-based Annotating (PA)” (∼40 pixels). RA annotates every pixel in the selected regions—high annotation regime, while PA places its focus more on the labeling effort efficiency by selecting the center pixel within the region—low annotation regime. We further exploit local stability to enforce the prediction consistency between a certain pixel and its neighborhood pixels on the source domain and develop a negative learning loss to enhance the discriminative representation learning on the target domain. We demonstrate that our method can not only help the model to achieve near-supervised performance but also reduce human labeling costs dramatically.

In a nutshell, our contributions can be summarized as:

- We benchmark the performance of prior methods for active domain adaptation regarding semantic segmentation and uncover that methods using image-based or point-based selection strategies are not effective.
- We propose a region-based acquisition strategy for domain adaptive semantic segmentation, termed RIPU, that utilizes region impurity and prediction uncertainty to identify image regions that are both diverse in spatial adjacency and uncertain in prediction output.
- We experimentally show that, with standard segmentation models, i.e., DeepLab-v2 and DeepLab-v3+, our method brings significant performance gains across two representative domain adaptation benchmarks, i.e., GTA V → Cityscapes, SYNTHIA → Cityscapes.

2. Related Work

Domain adaptation (DA) enables making predictions on an unlabeled target domain with the knowledge of a well-labeled source domain, which has been widely applied into an array of tasks such as classification [28,30,32,37,56,65,79], detection [7,69] and segmentation [33,34]. Initial studies minimize the discrepancy between source and target features to mitigate the domain gap [21,36,66]. As to semantic segmentation, most methods employ adversarial learning in three ways: appearance transfer [18,31,81], feature matching [22,76,84] and output space alignment [38,64,70].

Self-training has been gaining momentum as a competitive alternative, which trains the model with pseudo labels on the target domain [8,40,55,75,83,85–87]. Popular as they are, the pseudo labels are noisy and rely primarily on a good initialization. Some efforts explore additional supervision to engage in this transfer. For example, Paul et al. [43] propose to use weak labels and Vu et al. [71] exploit dense depth information to perform adaptation. Another promising strategy to prevent such noise with minimal annotation workload is active learning, which we adopt in this work.

Active learning (AL) seeks to minimize labeling effort on an enormous dataset while maximizing performance of the model. Common strategies include uncertainty sampling [15,20,52] and representative sampling [1,50,58]. While label acquisition for dense prediction tasks such as segmentation is more expensive and laborious than image classification, there has been considerably less work [2,4,23,53,57,77]. A recent example in [4] proposes to actively select image regions based on reinforcement learning, which is a more efficient way than labeling entire images.

Up to now, rather little work has been done to consider transferring annotations from a model trained on a given domain (a synthetic dataset) to a different domain (a real-world dataset) due to the dataset shift. However, it occurs frequently in practice but is not adequately addressed. In this work, we take a step forward to deal with this problem.

Active domain adaptation (ADA). Existing works mainly focus on image classification [13,44–46,61,78]. To name a few, Prabhu et al. [44] combine the uncertainty and diversity into an acquisition round and integrate semi-supervised domain adaptation into a unified framework. Lately, Ning et al. [41] and Shin et al. [54] are among the first to study
the task of ADA applied to semantic segmentation, which greatly enhances the segmentation performance on the target domain. Ning et al. [41] put forward a multi-anchor strategy to actively select a subset of images and annotate the entire image, which is probably inefficient. While Shin et al. [54] present a more efficient point-based annotation with an adaptive pixel selector. But, the selected points are individual and discrete, neglecting the contextual structures of an image and pixel spatial contiguity within a region.

Though impressive, these methods neglect the value of spatial adjacency property within a region, and we argue that an effective and efficient region-based selection strategy is essential for lowering human labor costs while preserving model performance. In this work, we explore the spatial coherency of an image and favor the selection of the most diverse and uncertain image regions, promising high information content and low labeling costs.

3. Approach

3.1. Preliminaries and Motivation

Formally, in ADA semantic segmentation, we have a set of labeled source data $S = \{(I_s, Y_s)\}$ and unlabeled target data $T = \{(I_t, Y_t)\}$, where $Y_s$ is the pixel-wise label belonging to one of the $C$ known classes in label space $Y$ and $Y_t$ is the target active label that is initialized as $\emptyset$. The goal is to learn a function $h : I \rightarrow Y$ (a segmentation network parameterized by $\Theta$) that achieves good segmentation performance on the target domain, with a few annotations.

Generally, the networks trained on the source domain generalize poorly on the target domain due to domain shift. To effectively transfer knowledge, recent advances resort to self-training techniques [40, 83, 87] and optimizes the cross-entropy loss with target pseudo labels $Y_t$. But, the performance still far under-performs a fully supervised model. We hypothesis that pseudo labels are noisy, thus only the pixels whose prediction confidence is higher than a given threshold are accounted for retraining. In this way, the network training on target images is bootstrapped by the pixels that the model itself is confident in. To address this issue, we propose a simple yet effective active learning approach, Region Impurity and Prediction Uncertainty (RIPU), to assist domain adaptation by selecting a few informative image regions. The overall framework is illustrated in Fig. 2.

3.2. Region Generation

Traditional region-based active learning approaches in semantic segmentation simply divide an image into non-overlapping rectangles [4, 23] or employ superpixels algorithms such as SEEDS [11] to maintain object boundaries [2, 57]. However, we believe that these fixed regions are not flexible or suitable for a region-based selection strategy. The principal reason for this is that the model predictions for adjacent regions should also be considered.

In this work, we consider $k$-square-neighbors of a pixel as a region, i.e., a regularly-shaped square of size $(2k + 1, 2k + 1)$ is treated as a region centered on each pixel. Formally, for any pixel $(i, j) \in \mathbb{R}^{H \times W}$ in an image $I_t$ with $H$ denoting the heigh and $W$ for width, a region is denoted as

$$\mathcal{N}_k(i, j) = \{(u, v) | |u - i| \leq k, |v - j| \leq k\}. \quad (1)$$

Note that our method is a general one and any other division of region can be employed. In § 4.4, we further analyze the effectiveness of the shape and size of a region.

Discussion. The concept of region in our work is different from that in recent work [19]. ReginContrast [19] is proposed in a supervised manner and “region” denotes all pixel features belonging to one class, which is a semantic concept. In contrast, we aim to query informative regions for active domain adaptation and consider a regularly-shaped square centered on each pixel of image as a “region”.

3.3. Region Impurity and Prediction Uncertainty

We notice that in practice, semantic segmentation often faces class imbalance problem as some events or objects are naturally rare in quantity. Consequently, the performance of the minority classes significantly degrades due to insufficient training samples. One can solve this during the training process through class re-balancing [73] or augmentation [17]. In contrast, we show that active learning can implicitly solve this by iteratively selecting a batch of samples to annotate at the data collection stage.

Given the pre-defined image regions, we describe our acquisition strategy to implement two different labeling mechanisms for each target image, viz., “Region-based Annotating (RA)” and “Pixel-based Annotating (PA)” as follows: at selection iteration $n$, we denote the model as $\Theta^n$, a target image as $I_t$, with corresponding active label $Y_t$, and an acquisition function $\mathcal{A}(I_t; \Theta^n)$ is a function that the active learning system uses to query:

$$S^n = \begin{cases} \mathcal{N}_k(i, j) \text{ if RA} \\ (i, j) \text{ else PA} \end{cases} \quad (i, j) = \arg\max_{(u, v) \in Y_t} \mathcal{A}(I_t; \Theta^n)(u, v). \quad (2)$$

In what follows, we propose an effective acquisition function that jointly captures region impurity and prediction uncertainty, favoring regions that are both diverse in spatial adjacency and uncertain in prediction output.

Region Impurity. Given a target image $I_t$, we first pass it through the network $\Theta$, and then get the softmax output, i.e., prediction $P_t \in \mathbb{R}^{H \times W \times C}$. Target pseudo label can be directly derived via the maximum probability output, $\hat{Y}_{t}^{(i,j)} = \arg\max_{c \in \{1, \ldots, C\}} P_t^{(i,j,c)}$. With $Y_t$, we divide a region $\mathcal{N}_k(i, j)$ of $I_t$ into $C$ subsets:

$$\mathcal{N}_k(i, j) = \{(u, v) \in \mathcal{N}_k(i, j) | \hat{Y}_t^{(u,v)} = c\}. \quad (3)$$
At the moment, we can collect statistical information about the categories in a region. If there are many objects in a region, we assume that it helps to train the network after being labeled. Mathematically, we introduce a novel region-based criterion, i.e., region impurity $P$, to assess the significance of regions. Given a region $N_k(i,j)$, its region impurity $P^{(i,j)}$ is calculated as

$$P^{(i,j)} = -\sum_{c=1}^{C} \frac{|N_k^c(i,j)|}{|N_k(i,j)|} \log \frac{|N_k^c(i,j)|}{|N_k(i,j)|},$$  

(4)

where $|\cdot|$ denotes the number of pixels in the set.

**Prediction Uncertainty.** As the predictions $P$ carry the semantic relationship information, to measure uncertainty, we employ predictive entropy of each pixel $H^{(i,j)}$. For $C$-way classification, $H^{(i,j)} = -\sum_{c=1}^{C} P^{(i,j,c)} \log P^{(i,j,c)}$. For one thing, in region-based annotating (RA), we evaluate its prediction uncertainty by the average of all entropies of pixels within the region as follows,

$$U^{(i,j)} = \frac{1}{|N_k(i,j)|} \sum_{(u,v) \in N_k(i,j)} H^{(u,v)}.$$

(5)

For another, in pixel-based annotating (PA), the uncertainty of every pixel is the identity of entropy map, i.e., $U = H$.

Accordingly, we reckon the final acquisition function as

$$A(I_t; \Theta^\alpha) = P \odot U,$$

(6)

where $\odot$ is the element-wise matrix multiplication. For RA/PA, we query regions/pixels with the highest scores, where the selected regions and the neighbors $N_k$ of selected pixels are non-overlapping.

**Discussion.** Why are region impurity and prediction uncertainty helpful for annotating informative pixels? First, the region impurity prefers some categories with low occurrence frequency by exploring the spatial adjacency property. As shown in Fig. 4, this criterion exactly picks out areas of an image with more classes as well as object boundaries. Second, the prediction uncertainty is capable of finding the regions whose model prediction is unsure as well. Finally, these two acquisition criteria gradually select the most diverse and uncertain regions for retraining the model, and in turn, make predictions closer to the ground-truth labels.

### 3.4. Training Objectives

With actively selected and annotated regions/pixels in target data, we can train the network to learn information exclusive to the target domain. Therefore, all labeled data from the source and target domain are used to fine-tune the network by optimizing the standard supervised loss:

$$\mathcal{L}_{sup} = \mathcal{L}_{CE}(I_s, Y_s) + \mathcal{L}_{CE}(I_t, \hat{Y}_t),$$

(7)

where $\mathcal{L}_{CE}$ is the categorical cross-entropy (CE) loss:

$$\mathcal{L}_{CE} = -\frac{1}{|I|} \sum_{(i,j) \in I} \sum_{c=1}^{C} Y^{(i,j,c)} \log P^{(i,j,c)},$$

(8)

where $Y^{(i,j,c)}$ denotes the label for pixel $(i,j)$. Meanwhile, we enforce the prediction consistency between a certain
we summarize the overall algorithm in Algorithm 1.

Dataset. For evaluation, we adapt the segmentation from real scenes, the Cityscapes [9] dataset. GTA V [47] and SYNTHIA [49] datasets, which contains 24,966 images, sharing 19 classes and 1052 images, respectively. By default, the weighting coefficients are set to 0.9 and weight decay of $10^{-4}$. Readers can refer to Appendix B for more details.

Evaluation metric. As a common practice [40, 41, 54, 64, 65, 83, 85, 87], we report the mean Intersection-over-Union (mIoU) [12] on the Cityscapes validation set. Specifically, we report the mIoU on the shared 19 classes for GTAV → Cityscapes and report the results on 13 (mIoU*) and 16 (mIoU) common classes for SYNTHIA → Cityscapes.

An annotation budget. The selection process lasts for a total of 5 rounds. For region-based annotating (RA), we select 40 pixels per image like LabOR [54]. For the task of GTA V → Cityscapes, compared to LabOR [54] and MADA [41], respectively. Regarding pixel-based annotating (PA), we select 40 pixels per image like LabOR [54].

4. Experiments

Dataset. For evaluation, we adapt the segmentation from synthetic images, which will promote the trained model to give more smooth predictions and avoid overfitting to the source data. Formally, the consistency regularization term is formulated as

$$L_{cr} = \frac{1}{|I_s|} \sum_{(i,j) \in I_s} \| \mathbf{P}^{(i,j)}_s - \mathbf{P}^{(i,j)}_u \|_1,$$  (9)

where $\mathbf{P}^{(i,j)}$ is the mean prediction of all pixels in a $1$-square-neighbors, i.e., the region size is $3 \times 3$, which can be calculated via $\mathbf{P}^{(i,j)} = \frac{1}{|N(i,j)|} \sum_{(u,v) \in N(i,j)} \mathbf{P}^{(u,v)}$. Additionally, the lower output probabilities for target images in the early stages of training actually show particular absent classes, called negative pseudo labels [25, 74]. For instance, it is hard to judge which class a pixel is with a predicted value of $[0.49, 0.50, 0.01]$ belongs to, but we can clearly know that it does not belong to the class with a score of 0.01. Thus, we assign negative pseudo labels as below

$$\pi(\mathbf{P}^{(i,j,c)}_t) = \begin{cases} 1 & \text{if } \mathbf{P}^{(i,j,c)}_t < \tau, \\ 0 & \text{otherwise}, \end{cases}$$  (10)

where $\tau$ is the negative threshold, and we use $\tau = 0.05$ in this work. Note that the negative pseudo labels are binary labels. Hence, the negative learning loss is formulated as

$$L_{nl} = -\frac{1}{\Lambda(I_t)} \sum_{(i,j) \in I_t} C \sum_{c=1}^C \pi(\mathbf{P}^{(i,j,c)}_t) \log(1 - \mathbf{P}^{(i,j,c)}_t),$$  (11)

where $\Lambda(I_t)$ denotes all available negative pseudo labels and is calculated by $\Lambda(I_t) = \sum_{(i,j) \in I_t} \sum_{c=1}^C \pi(\mathbf{P}^{(i,j,c)}_t).$

Eventually, equipped with all the above losses, we train the network with the following total objective:

$$\min_{\Theta} L_{sup} + \alpha_1 L_{cr} + \alpha_2 L_{nl}.$$  (12)

By default, the weighting coefficients $\alpha_1$ and $\alpha_2$ both are set to 0.1 and 1.0 respectively in all experiments. To be clear, we summarize the overall algorithm in Algorithm 1.

4.1. Comparisons with the state-of-the-arts

The results on GTA V → Cityscapes and SYNTHIA → Cityscapes are shown in Table 1 and Table 2, respectively. It can be seen that our method dramatically outperforms prior leading self-training methods. Even though we only use 40 pixels per target image, Ours (PA) also shows substantial improvements over the prior breaking record method, i.e., ProDA, which implies that active learning is a promising and complementary solution for domain adaptation.

For the task of GTAV → Cityscapes, compared to LabOR [54], the best baseline model, Ours (PA) obtains an improvement of 2.0 mIoU, in the meantime, Ours (RA) exceeds by 3.0 mIoU. Similarly, Ours (RA) is able to easily beat MADA [41] and AADA [61] when using the same backbone (DeepLab-v3+) and same annotation budget (5%). While for the task of SYNTHIA → Cityscapes, as expected, both Ours (PA) and Ours (RA), are superior to their corresponding state-of-the-art methods.

To sufficiently realize the capacity of our method, we also compare it with the Full Supervised model, which is trained on both source and target domain with all images labeled. It is noteworthy that our method even outperforms Full Supervised with respect to some specific categories such as “rider”, “bus”, and “motor”, suggesting that the proposed method can select marvelous regions to surpass the performance of supervised counterpart.

In a nutshell, the results listed in Table 1 and Table 2 show our method performs favorably against existing ADA and competing DA methods regarding semantic segmentation, and performs comparable to Full supervised model, confirming the proposed method is effective and efficient.
Table 1. Comparison with previous results on task GTA V → Cityscapes. We report the mIoU and best results are shown in bold.

| Method             | road | sid. | buil. | wall* | fence* | pole* | light | sign | veg. | sky | pers. | rider | car | bus | motor | bike | mIoU             |
|--------------------|------|------|-------|-------|--------|-------|------|------|------|-----|-------|-------|-----|-----|-------|------|------------|
| Source Only*       | 64.3 | 21.3 | 73.1  | 2.4   | 1.1    | 33.9  | 7.0  | 27.7 | 63.1 | 67.6 | 42.2  | 19.9  | 73.1 | 15.3 | 10.5  | 38.9 | 40.3        |
| CBST [86]          | 68.0 | 29.9 | 76.3  | 10.8  | 1.4    | 31.9  | 22.8 | 29.5 | 77.6 | 78.3 | 60.6  | 28.3  | 81.6 | 23.5 | 18.8  | 39.8 | 42.6        |
| MRKLD [87]         | 67.7 | 32.2 | 73.9  | 10.7  | 1.6    | 37.4  | 22.2 | 31.2 | 80.8 | 80.5 | 60.8  | 29.1  | 82.8 | 25.0 | 19.4  | 45.3 | 48.0        |
| Seg-Uncertainty [85] | 87.5 | 45.7 | 82.8  | 13.3  | 0.6    | 33.2  | 22.0 | 20.1 | 83.1 | 86.0 | 56.6  | 21.9  | 83.1 | 40.3  | 29.8  | 45.7 | 54.2        |
| Fully Supervised (100%) | 90.9 | 44.3 | 82.2  | 19.9  | 0.3    | 40.6  | 20.5 | 30.1 | 77.2 | 80.9 | 89.3  | 25.5  | 84.8 | 41.1  | 24.7  | 43.7 | 53.5        |

Table 2. Comparisons with previous results on task SYNTHIA → Cityscapes. We report the mIoUs in terms of 13 classes (excluding the “wall”, “fence”, and “pole”) and 16 classes. Best results are shown in bold.

| Method       | road | sid. | buil. | wall | fence | pole | light | sign | veg. | sky | pers. | rider | car | bus | motor | bike | mIoU       |
|--------------|------|------|-------|------|-------|------|-------|------|------|-----|-------|-------|-----|-----|-------|------|-----------|
| Source Only  | 64.3 | 21.3 | 73.1  | 2.4  | 1.1   | 33.9 | 7.0   | 27.7 | 63.1 | 67.6 | 42.2  | 19.9  | 73.1 | 15.3 | 10.5  | 38.9 | 40.3      |
| CBST [86]    | 68.0 | 29.9 | 76.3  | 10.8 | 1.4   | 31.9 | 22.8  | 29.5 | 77.6 | 78.3 | 60.6  | 28.3  | 81.6 | 23.5 | 18.8  | 39.8 | 42.6      |
| MRKLD [87]   | 67.7 | 32.2 | 73.9  | 10.7 | 1.6   | 37.4 | 22.2  | 31.2 | 80.8 | 80.5 | 60.8  | 29.1  | 82.8 | 25.0 | 19.4  | 45.3 | 48.0      |
| Seg-Uncertainty [85] | 87.5 | 45.7 | 82.8  | 13.3 | 0.6   | 33.2 | 22.0  | 20.1 | 83.1 | 86.0 | 56.6  | 21.9  | 83.1 | 40.3  | 29.8  | 45.7 | 54.2      |
| Fully Supervised (100%) | 90.9 | 44.3 | 82.2  | 19.9 | 0.3   | 40.6 | 20.5  | 30.1 | 77.2 | 80.9 | 89.3  | 25.5  | 84.8 | 41.1  | 24.7  | 43.7 | 53.5      |

\[ \begin{align*}
\text{mIoU} & = \frac{\text{Intersection of Union (IoU)}}{\text{Union}} \\
\end{align*} \]

Methods with \( \# \) are based on DeepLab-v3+ [6] and others are based on DeepLab-v2 [5] for a fair comparison.

4.2. Qualitative results

We visualize the segmentation results predicted by RIPU and compare with those predicted by Source Only model in Fig. 3. The results predicted by RIPU are smoother and contain less spurious areas than those predicted by the Source Only model, showing that with RIPU, the performance has been largely improved, especially on hard classes.

Fig. 4 shows the selected regions for annotating from the RAND baseline, Uncertainty Only, Impurity Only, and Ours (RA). We observe that RAND uniformly picks image regions while Uncertainty Only and Impurity Only can cover...
Figure 4. Visualization of queried regions to annotate (2.2%) on GTA V → Cityscapes. Compared to simple RAND baseline, Uncertainty Only, and Impurity Only, Ours (RA) is able to select the most diverse and uncertain regions of an image. Please zoom in to see the details.

Table 3. Ablation study. (a): use region impurity only as the selection criterion. (b): use prediction uncertainty only as the selection criterion. (c): combine impurity and uncertainty. (d): train with $L_{cr}$ on source samples. (e): train with $L_{nt}$ on target samples. (f): our full method RIPU for region-based annotating.

| Selection | Training | GTAV mIoU | SYNTHIA mIoU |
|-----------|----------|-----------|--------------|
| RAND: randomly selecting regions (2.2%) | | 63.8 | 64.7 |
| Fully Supervised: all labeled source and target | | 70.2 | 70.6 |
| (a) | ✓ | 68.1 | 69.0 |
| (b) | ✓ | 66.2 | 67.9 |
| (c) | ✓ | 68.5 | 69.2 |
| (d) | ✓ | ✓ | 69.0 | 69.7 |
| (e) | ✓ | ✓ | ✓ | 69.2 | 69.8 |
| (f) | ✓ | ✓ | ✓ | 69.6 | 70.1 |

Table 4. Experiments on different active selection methods.

| Method | Budget | mIoU |
|--------|--------|------|
| RAND | 40 pixels | 60.3 |
| ENT [52] | 40 pixels | 55.0 |
| SCONF [10] | 40 pixels | 59.1 |
| Ours | PA, 40 pixels | 64.9 |

4.4. Further Analysis

Comparison of different active selection methods. To better understand the performance gains from our region-based selection strategy, we compare Ours (RA) and Ours (PA), with other common selection methods such as Random selection (RAND), entropy (ENT) [52] and softmax confidence (SCONF) [10], without $L_{cr}$ and $L_{nt}$ one by one. From the bottom half of Table 3, we can notice that (e) provides 0.7 mIoU gain on GTA V → Cityscapes and 0.6 on SYNTHIA → Cityscapes compared to (c). This demonstrates that $L_{cr}$ does help to learn local consistent prediction and to avoid overfitting to the source data, which is a complementary factor to the impurity criterion. Similarly, $L_{nt}$ on target samples brings a comparable improvement compared to (c). Further, our full RIPU obtains the best results, which indicate the importance and complementarity of the proposed losses.
Table 5. Experiments on source-free (SF) scenario.

| Method  | Budget | GTAV mIoU | SYNTHIA mIoU | mIoU* |
|---------|--------|-----------|--------------|-------|
| URMA [59] | -     | 45.1      | 39.6         | 45.0  |
| LD [82]   | -     | 45.5      | 42.6         | 50.1  |
| SFDA [27] | -     | 53.4      | 52.0         | 60.1  |
| Ours (RA) | 2.2%  | **67.1**  | **68.7**     | **74.1** |

Effect of region shape In § 3.2, we define $k$-square-neighbors as a region that includes all possible areas within an image, allowing us adaptively select the most diverse and uncertain regions. In Table 6, we compare $k$-square-neighbors with other shapes of regions such as Fixed rectangle and Superpixels (the off-the-shelf SEEDS [11] algorithm) on the task GTA V → Cityscapes. As the model is training the importance of each region varies, however, the generated regions of the other two methods are fixed and do not fit well in this case. Thus, we observe the performance degradation using other methods, demonstrating the proposed region generation centered on each pixel is beneficial for acquiring the most concerning part in an image.

5. Conclusion

This paper presents Region Impurity and Prediction Uncertainty (RIPU), an active learning algorithm to deal with performance limitations of domain adaptive semantic segmentation at minimal label cost. We propose a novel region-based acquisition strategy for the selection of limited target regions that are both diverse in spatial contiguity and uncertain under the model. Other than that, we further explore local consistent regularization on the source domain and negative learning on the target domain to advance the acquisition process. Extensive experiments and ablation studies are conducted to verify the effectiveness of the proposed method. Our RIPU achieves new state-of-the-art results and performs comparably to the supervised counterparts. We believe that this work will facilitate the development of stronger machine learning system, including active image segmentation [53] and universal domain adaptation [39].
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