Modeling Human Visual Search Performance on Realistic Webpages Using Analytical and Deep Learning Methods
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ABSTRACT
Modeling visual search not only offers an opportunity to predict the usability of an interface before actually testing it on real users, but also advances scientific understanding about human behavior. In this work, we first conduct a set of analyses on a large-scale dataset of visual search tasks on realistic webpages. We then present a deep neural network that learns to predict the scannability of webpage content, i.e., how easy it is for a user to find a specific target. Our model leverages both heuristic-based features such as target size and unstructured features such as raw image pixels. This approach allows us to model complex interactions that might be involved in a realistic visual search task, which can not be easily achieved by traditional analytical models. We analyze the model behavior to offer our insights into how the salience map learned by the model aligns with human intuition and how the learned semantic representation of each target type relates to its visual search performance.
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INTRODUCTION
Modeling human visual attention in interaction tasks has been a long-standing challenge in the field of human computer interaction [4, 35, 40, 44, 41]. Building reliable models that can accurately estimate the difficulty of various visual search tasks has significant importance to user interface (UI) design and development. Traditional approaches for examining visual search involve usability tests with real human users that are time-consuming and expensive. A generalizable, predictive model can save time and cost for UI practitioners such as UI designers or UX researchers by offering them insights into visual search difficulty before testing with real users.

Many classic results on visual search have been established in the field. For instance, researchers have differentiated two types of visual search: feature search and conjunction search. Feature search is a visual search process in which participants look for a given target surrounded by distractors that differ from the target by a unique visual feature, such as orientation, color and shape, e.g., searching a triangle amongst squares. On the other hand, in conjunction search, participants look for a previously given target amongst distractors that share one or more visual features with the target [31], such as searching a red triangle amongst red squares and yellow triangles. Previous studies have shown that the efficiency (reaction time and accuracy) of feature search does not depend on the number of distractors [26], whereas the efficiency of conjunction search is dependent on the number of distractors present—as the number of distractors increases, the reaction time increases and the accuracy decreases [38]. In addition, using well-controlled visual stimuli, previous studies showed that prior knowledge of the target greatly influence visual research time [47], indicating the interaction between top-down and bottom-up processing in visual search process.

Despite the robustness and simplicity of these early findings, they are not very practical and could only model search time in restricted laboratory settings. For example, the effect of number of distractors on visual search time in conjunction search is observed with oversimplified stimuli, e.g., geometric shapes or Gabor patches. This is very unrealistic in everyday visual search tasks, e.g., finding a booking button on a busy hotel homepage. Later modeling studies have attempted to simulate visual search in more realistic context, such as searching a target in webpages, menus and other graphical interfaces [16, 10, 36]. However, those studies usually require the extraction of a set of predefined visual features of the target and the candidate visual stimuli. Although those predefined, handcrafted features are indicative for search time, there is often useful information in the visual scene that cannot be captured by those handcrafted features and is missing in previous computational models.

On the other hand, recent advance in deep learning has demonstrated its great power in transforming many fields, such as speech recognition, machine translation and object detection [14, 9, 21]. One significant benefit of using deep learning is that a model will pick up on features that may
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not be evident yet important for prediction. Deep learning also has the capacity to capture the complicated interactions between different factors. Using deep learning for human performance modeling as well as solving other interaction problems has started to gain traction with the HCI community [29]. In this work, we present a method that takes advantage of both traditional modeling approaches and the popular deep learning method. Particularly, we combine existing heuristic-based, structured features that have long been used to model visual search tasks, together with the unstructured image features—raw pixels of a webpage—to predict human visual search time.

To process a vast amount of information such as raw pixels of a webpage, we use convolutional neural networks (CNN) as our image feature extractors. CNN has been widely used in object recognition, object detection and visual question answering [20, 30, 5]. This powerful architecture allows us to capture the visual details on the webpage and the interaction between the webpage and the target without deliberately specifying any features. To make our experiments as realistic as possible, we focus on a common interaction task, where users search for a target item from a webpage, e.g., the “Home” button, the “Read More” tab, an image of a product, or a link to another webpage. The task involves diverse webpages that were collected from the Internet. The targets are from a rich set of categories, including images, text, links, buttons and input fields, which makes our search tasks rich and realistic but at the same time challenging to model.

Because we want to provide a unified model to process the unstructured image data regardless of target type and webpage type, we build a neural network that only takes the raw pixels of the webpage and the target as inputs. Our neural network computes an attention map representing the places that the model should attend to given the target and the webpage. This attention map is then combined with various structured features, e.g., target position and target size, to predict the search time. The entire model is trained end-to-end using back-propagation. The model outperforms baseline models that use only structured features. Importantly, it provides a way to integrate both structured and unstructured features and thus can benefit from both the traditional approaches and the deep learning methods.

The contributions of the paper are the following:

- We present a deep learning approach that is capable of predicting human visual search time on large-scale realistic webpages. It opens a new avenue for building predictive models that address a broader set of conditions, which complements previous work.
- It provides a way to flexibly integrate both structured and unstructured features, which gives it unique strengths to not only fit the training data but also generalize to unseen data. It outperforms traditional models that use only structured features.
- We offer qualitative understandings about our model behavior by examining the attention map as well as other latent representations learned by the model. We found spontaneous emergence of sensible embeddings for target types, as well as attention map that matches human intuition. This enhances the interpretability of the deep learning model.

RELATED WORK

Modeling human visual search process has been a long-standing topic in HCI and cognitive science. Several principles of human visual search mechanism have been identified, including the bottom-up processing and the top-down processing [18]. The bottom-up processing refers to the finding that the salience of a visual stimulus is a major factor influencing attention deployment, and the salience is determined by the features of the stimuli (e.g., its color, shape, size and location) as well as the similarity between the stimuli and its surroundings. On the other hand, the top-down processing refers to the finding that attention deployment depends on the search task. In this case, the participants usually have task-relevant knowledge about the targets. For instance, the visual features of the target (e.g., its color, orientation and size) will guide the search so that the stimuli with matching features will receive more attention [43]. Sometimes the explicit knowledge about the location of the target will also direct the attention [15].

Several computational models have utilized the idea of bottom-up and top-down processing to simulate eye-movement in visual search tasks [19, 34]. For example, Itti and Koch’s model [13] proposes that visual attention is allocated to the most salient visual region through a winner-take-all mechanism, i.e., the region that stands out the most from its surroundings. The model also incorporates a visual short-term memory component to prevent sustained attention to the most salient region. Particularly, the model implements an inhibitory mechanism to reduce the saliency of the recently attended region, i.e., inhibition of return. The idea of visual saliency, winner-take-all attention allocation, and inhibition of return are widely used in later computational models of visual search, e.g., [16].

PAAV [28] is another computational model that implements bottom-up and top-down processing in visual search. It is based on the two-stage theory of visual processing: pre-attentive and attentive [27, 11], and modeled after the computational guided search model [42]. The pre-attentive process extracts information about the stimuli in the visual world in an automatic and parallel manner, including their locations, sizes, colors and orientations. Note that these features are detectable only when they exceed their corresponding visual acuity thresholds. In addition to the pre-attentive stage (bottom-up processing), the model has a top-down attentive stage, which is used to guide attention towards elements that share similar visual features with the desired target. In summary, the model presents a mathematical framework that can be used to compute bottom-up and top-down activations of a stimulus from its features that are visible at the current fixation, and attention is directed to the visual element with the largest weighted sum of these two kinds of activations.
Early research on visual search was often conducted in a restricted laboratory setting where the data was usually collected from well-controlled experiments with oversimplified visual stimuli. These experiments usually involved only a few independent variables, and thus the conclusions drawn from these experiments were also specific to the independent variables manipulated. Later studies have explored more realistic stimuli, such as menus [3], grids [29] and webpages [10, 36]. Recently, Jokinen et al. [16] proposed a computational model of visual search on graphical layouts, with the assumption that the visual system is maximizing expected utility when deciding where to look at next. The work employed both the bottom-up processing and the top-down processing in the model when estimating the utility of different visual regions. Todi et al. [37] uses a predictive model of visual search to optimize graphical layouts for an individual user so that items on an unseen interface can be found quicker.

Despite being highly interpretable and even cognitively plausible, several problems remain unsolved in previous approaches. The first one is feature extraction. Previous models usually consider only a limited set of visual features such as location, color, shape, size and orientation. Furthermore, most of the time those features need to be extracted by the modeler beforehand and provided to the model symbolically [16]. In other words, the models do not deal with the problem of extracting visual features from raw pixels of a scene. Therefore, they cannot go beyond the limited set of primitive visual features, which are known in the literature or model designers, and cannot take advantage of the large amount of information that can be difficult to define or articulate. Although these handcrafted features are informative in search time prediction [7, 6], unstructured features, which are ignored in previous work, might contain additional information in predicting search time and contribute uniquely to the complicated interaction between the target and the candidate stimuli in the visual scene. This is particularly relevant when the search tasks involve realistic stimuli like arbitrary webpages on the Internet. Second, many previous studies make strong assumptions about the task and the human behavior, e.g., links are organized in groups and human search hierarchically [36]. In reality, links are not always organized in groups and certain links may be so salient that they pop out immediately while others do not. Finally, previous models on realistic stimuli such as webpages are usually developed for particular target or visual scene, such as link search or menu selection. Our work aims to model a broad range of visual search tasks.

We employed a data-driven machine learning approach in our work, which does not make these assumptions about the task and the human behavior. One unique advantage of using deep learning is that it allows automatic extraction of useful features from unstructured data, which avoids labor-intensive feature engineering. In fact, several deep learning methods for modeling saliency map have been proposed (for a review, see [4]). However, they are not intended for capturing goal-driven search tasks, i.e., users look for a specific target. A few recent papers have investigated goal-driven search tasks. For instance, [22] presents a deep neural net to model human performance in performing a sequence of target selection tasks on a vertical list or menu. However, it remains a challenge to go beyond a specific type of UI such as menus and generalize a model to more challenging stimuli such as arbitrary webpages.

Lastly, Zheng et al. [48] proposed a convolutional neural network to predict where people look at the webpage under different task conditions. Despite the promising results, several problems remain unsolved. First, they pre-defined five tasks, i.e., signing-up (email), information browsing (product promotion), form filling (file sharing, job searching), shopping (shopping) and community joining (social networking), and they pre-trained their model on a synthetic task-driven saliency dataset. Therefore, their model has been equipped with strong priors that are suitable to solve these pre-defined tasks, and on the other hand make it difficult to generalize to other tasks or to situations where priors are not available. In addition, the model only predicts the attention map, and not the search time. In contrast, our model does not assume the nature of the search task or the prior of the search pattern. It only requires the information about the webpage and the target, and directly predicts the search time.

THE MODEL DESIGN & LEARNING
We present a deep learning model for predicting human visual search performance on a webpage. In such a task, users are prompted to search a target on a realistic webpage, by locating and clicking on the target as quickly and accurately as possible. Although the task also involves components such as motor control, e.g., moving the mouse cursor and performing the actual click, we focus on the visual search aspect in this work. Previous work, e.g., [3], has shown that visual search is a dominant component in the performance time. To build the model, we draw inspiration from cognitive psychology and cognitive neuroscience, and attempt to simulate the visual search process. In neuroscience, previous researchers have shown that when subjects try to selectively attend to a target in a visual scene, the neural representations of the objects that share similarity with the target (either the real target or the distractors) will all be enhanced [8, 25, 23]. We would like to capture the human attention mechanism with the neural attention algorithm in deep learning. Particularly, we utilize the attention mechanism that has recently been widely adopted in image captioning and visual question answering [2]. Attention mechanism allows the model to selectively attend certain areas given the target. In addition, since our model takes the pixel-level inputs, it is no longer necessary to hand-engineer specific features for different target types, e.g., image, text or button, since they now have a uniform representation of pixels. Finally, the model with neural attention mechanism allows us to examine the attention map it learns from the data and thus enhances the interpretability and the trustworthiness of the model.

The full architecture of our model is illustrated in Figure 1. Because targets can be of different sizes in different tasks, we first resize a target into the same dimension of $64 \times 64$. We then use a 6-layer convolutional neural network to encode the target, which results in a target embedding of dimensions $1 \times 1 \times 4$. Similarly, for each task webpage, we first resize
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Figure 1: The model architecture. The attention map is computed as the alignment between the latent representations of the entire UI (the webpage) and the target, which is then concatenated with the structured features as the input for predicting human performance in visual search.

them to $512 \times 512$ and then use a 3-layer convolutional neural network to encode the webpage image from which we acquire an image embedding of $64 \times 64 \times 4$. Therefore, there are in total $64 \times 64$ super-pixel representations, each of which has dimension 4.

Computing Alignment Scores
With the embeddings of both the target (the goal) and the webpage images computed, we next perform a multiplicative attention mechanism [45, 32] over these embeddings. In particular, we compute the cosine similarity between the target embedding vector and each super-pixel representation to get a 2-D attention map. We experiment with three design choices of the attention map: 1) using the original attention map; 2) applying the attention map to the image embedding to get attention-modulated image representation; and 3) normalizing the attention map with a softmax($\cdot$) function. In all these cases we treat the attention map as the representation of unstructured webpage-target features—referred as the webpage-target embedding—and combine it with heuristics-based, structured features (see next section), to predict search time. We find that the first method yields the best performance. Thus, we report the results based on the first formulation of attention map in the paper. The mathematical formula for computing the attention map $A \in \mathbb{R}^{64 \times 64}$ is the following:

$$A_{i,j} = \sum_{k=1}^{4} I_{i,j,k}T_k$$

(1)

where $I \in \mathbb{R}^{64 \times 64 \times 4}$ is the output from the last convolutional layer of the webpage-CNN and $T \in \mathbb{R}^4$ is the output from the last convolutional layer of the target-CNN.

Combining with Heuristic-Based Features
To incorporate our intuition about factors that can affect visual search into the modeling process, we add several heuristic-based, structured features to the model. However, we ensure that these features are easily accessible and do not required domain-expertise in performance modeling. The features include: 1) the positional features, i.e., the (x, y) coordinates of the top left corner of the target bounding box; the Euclidean distance between the top left corner of the target and the top left corner of the screen; 2) the size features, i.e., the width, the height as well as the area of the target; 3) the number of candidates or distractors, i.e., the number of leaf nodes in the DOM representation of the webpage; and finally 4) target type. There are five possible target types: image, text, link, button and input_field.

Except for the target types, all the other features are treated as numerical variables. For target types, we regard it as a categorical variable. We use real-valued embedding vectors to encode different target types and the embeddings are learned from the data. The reason that we use embeddings instead of just one-hot representation of target types is that the five target types are not entirely mutually exclusive. For instance, “link” is a special type of text and most buttons also contain text. Using real-valued embedding vectors allows the model to fully capture the similarity and the differences between various target types, which we will discuss further later.

After we combine all these structured features, including the original value of the numerical variables and the embedding of the categorical variable, we then feed them to a 2-layer fully connected network to get the feature embedding for the structured input. This embedding is then concatenated with the webpage-target embedding to jointly predict the search time using a final fully-connected layer.
Model Learning & Loss Function
Our model is implemented in Tensorflow [1]. It is trained through back-propagation, a typical method for training deep neural networks (see more details in the following sections). We examined different prediction tasks in our experiments as we will discuss later, and we train the model by minimizing a different loss function for each task: mean squared error loss for predicting continuous search time and cross entropy loss for predicting task difficulty categories. We use the Adam optimizer [17] which have adaptive learning rates for model parameters. To avoid overfitting, we also add a L2-loss regularizer, which penalizes the model for having large connection weights. This is particularly useful when the training dataset is small, an issue that is often encountered in modeling human interaction performance. Another regularizer we use is the mean-squared-error between the attention map computed by the model and the binary mask generated by the target bounding box (e.g., Figure 6, right column). This provides intermediate supervision for the model and helps regularize the model parameters.

EXPERIMENTS
We here first discuss our dataset, including data collection details and a data analysis. We then discuss our model experimentation based on the dataset.

Data Collection & Processing
We experiment with our model based on a dataset collected via crowdsourcing. Webpages were randomly selected across the top 1 billion webpages, across 24 vertical classification categories. We only collected English webpages. For each webpage, a JSON hierarchy file of the webpage DOM tree and a PNG screenshot of the rendered webpage (normalized to $1024 \times 1024$) were collected. These webpages were then used to collect a dataset of search time labels from English-speaking crowd workers recruited via Amazon Mechanical Turk.

For each task, an element on a webpage was randomly selected as the target, and the human worker was asked to find it on the webpage. We restrict a target element to be one of the following five types: image, text, link, button and input_field. The minimum target width and height are $15\text{px}$ (an entire page is $1024 \times 1024$). We controlled the text complexity by limiting the maximum number of words in text targets to 5.

Each trial starts by showing the human worker a screen that contains only the target prompt and a “Begin” button at the top left corner of the screen. Once the worker clicks on the “Begin” button, a webpage is revealed and the target prompt remains on the screen in case the worker forgets the target to look for. The trial is finished once the worker finds and clicks on the target, or clicks on the “I can’t find it” button on the top right corner of the screen to skip the trial. Example tasks can be found in Figure 2. If the target does not contain any text, its thumbnail image is shown to the user as the prompt for the search target (see Figure 2-a). Otherwise, the text content is displayed to the human worker for finding an element that contains such text (see Figure 2-b). In either case, the target is ensured to be a unique element on the page.

Figure 2: Example screens in the crowdsourcing experiments. The target prompt was shown above the webpage, at the top of the screen.
We excluded trials that are longer than 10 seconds as they are in the long tail of the time distribution (12% of the entire dataset) and often outliers. For example, workers might be distracted for other events in their environment because these tasks were not conducted in a controlled environment. We asked workers to skip tasks where they have seen the webpages before (5.6%) to remove learning effect, which can introduce a great variance in the search time as shown previously, e.g., [3]. We also filtered out the incorrect trials (10%) in which users failed to click on the right target. We observed that incorrect trials tend to be longer (MEAN=8.7 seconds) than correct ones (MEAN=4.8 seconds), $t(39137)=15.5, p=.000$. This indicates that incorrect trials cannot be explained by the speed-accuracy trade-off. Instead, we found those trials were indeed difficult and workers could resort to random guess after a long time of searching, e.g., targets in incorrect trials are significantly smaller than successful trials, $t(39137)=8.41, p=.000$, which partially explains why participants failed the task.

After these filtering steps, the total number of trials is 28,581, which were performed by 1,887 human workers. In the dataset, each user has at least 8 data points. We then randomly split the dataset for training (1520 users, 22591 trials), validation (184 users, 3151 trials) and testing (183 users, 2839 trials). We ensure that there is no overlap in users among any of these datasets—the data of each user can only appear in one of these splits.

**Analytic Examination of the Data**

To better understand the dataset and draw analytical understanding about human behaviors, we perform a set of analyses for the data regarding target positions, sizes and types as well as the complexity of the overall webpage. To aid our analysis, we normalize the search time of each data point by subtracting the mean of the entire dataset from it and then dividing it by the standard deviation.

We use normalized search time because in our experiments each individual participant performed distinct search tasks with no repetition, which is a more challenging setup than previous setups. Previous work typically asked multiple users to perform the same task so that averaging time across participants would remove the individual difference and reduce noise for modeling. The normalization helps alleviate individual differences in our analyses, and it does not hurt the generalizability of the results since the ultimate answer we seek here is how difficult a task is relative to alternatives.

**Target Positions & Sizes**

We first examine how the position of the target on a webpage affects search time. We find that the y-coordinate of the top left corner of the target is positively correlated with the search time: the bigger the y-coordinate, the longer it takes the participants to find the target, which implies a dominant top-down vertical search strategy employed by the human workers (see Figure 3), since the starting position in our data is at the top of the screen. Regarding the size features, not surprisingly, we find that both the width and the height of the target negatively correlate with the search time, i.e., the bigger the target is, the shorter the search time. Based on a linear model that uses target vertical positions (y-coordinate) as one of the predictors, we found there is a positive correlation with the search time (see Table 1). In contrast, we found target area sizes negatively correlate with the search time.

| Coefficient | Std. Error | t value | Pr(>|t|) |
|-------------|------------|---------|----------|
| y-coordinate | 0.2009 | 0.0035 | 57.79 | 0.0000 |
| target area | -0.1105 | 0.0041 | -26.82 | 0.0000 |
| total candidates | 0.1316 | 0.0073 | 18.06 | 0.0000 |

Table 1: The statistical test of the linear model that uses target vertical position, target size and total number of objects to predict the normalized search time.

![Figure 3: Search time over different positional features. Bin intervals for each feature are calculated by subtracting the minimum value from the maximum value of that feature and dividing by the number of bins. The error bars represent one standard error.](image)

**Page Complexities**

We analyze the influence of the number of candidate items over the search time. Intuitively the more items on a page, the longer it should take a user to find a target. In addition to looking at how the total number of items affects search time, we conduct a finer granularity analysis by investigating how the number of candidate items in each object category would affect search time (see Figure 4). We find that the number of certain object types are strong predictors of the search time.

Taking into account Target Position, Size and Page Complexity, we run a linear model that uses these numeric features to predict the search time. The $F$ statistics of this linear model is $F(3, 28577)=1910, p=.000$ and the coefficient estimates and the corresponding p values for each feature can be found in Table 1.

**Target Types**

As a categorical variable, Target Type has a significant impact on search time (Figure 5). For instance, image targets are the easiest to find and text targets are the hardest. Interestingly, input_field targets are also easier to find, which was likely because users had more prior experience finding an input field.
than finding an arbitrary text on a webpage. The statistical test of the effect of target types are shown in Table 2. The difference reflects the effect of each target type compared to the Image type. The $F$-statistics of the model is $F(4, 28576) = 457$, $p = .000$.

![Figure 4: Search time over the total number of candidate targets on the page, and over the number of candidate targets of each type. Bin intervals for each feature are calculated by subtracting the minimum value from the maximum value of that feature and dividing by the number of bins. The error bars represent one standard error.](image)

### Table 2: The statistical test of the linear model that compares the normalized search time of different target types. The Difference is computed by subtracting the mean normalized search time of the Image type from that of each other type.

| Target Type | Difference | Std. Error | t value | Pr(>|t|) |
|-------------|------------|------------|---------|----------|
| link        | 0.4500     | 0.0145     | 31.06   | 0.0000   |
| button      | 0.5164     | 0.0518     | 9.97    | 0.0000   |
| text        | 0.6222     | 0.0159     | 39.18   | 0.0000   |
| input       | 0.0767     | 0.0247     | 3.11    | 0.0019   |

Table 3: The performances of different models. The first eight rows (all but the last two rows) report the results of linear models using a single feature (indicated by the Model column). The second last row (structured-all) refers to the baseline linear model that uses all the structured features. The last row reports the performance of our model, which uses both structured and unstructured inputs.

| Model Configuration & Hyperparameters |
|--------------------------------------|
| The webpage-CNN has 3 convolutional layers (see Figure 1) where each layer has a kernel size of $3 \times 3$ and output channels of 4. Between the convolutional layers we also add a batch normalization layer [12] to stabilize and accelerate training, a ReLU activation function to introduce non-linearity to the model, and a max-pooling layer with pool size $2 \times 2$. The target-CNN has the same architecture excepts that it uses 6 convolutional layers. The webpage embedding computed by the webpage-CNN is $64 \times 64 \times 4$ and the target embedding computed by the target-CNN is $1 \times 1 \times 4$. We then compute the cosine similarity between the target embedding and each of the super-pixel representation in the webpage embedding. The saliency map is thus $64 \times 64$. The salience map is then flattened to yield an embedding of dimension 4096. On the other hand, the structured features are obtained from concatenating the continuous variables and the embedding of target type, a categorical variable. The dimension of the embedding is 20, so the total dimension of the combined structured features is 27. This feature vector is fed into a fully-connected neural network with two hidden layers. The numbers of hidden units are 100 and 50 and the activation function is tanh. The output of the fully connected layer, a 50-dimension vector, is then concatenated with the webpage-target saliency embedding (4096-dim). To predict a continuous time value, the concatenation is fed to a fully-connected layer with a single output unit, with no activation function.

We also evaluate our model on two additional tasks: classification and ranking tasks. For classification task, we categorize a search task into five classes: Very-Easy, Easy, Neutral, Hard, and Very Hard. We bucketize a continuous search time into one of these five categories according to the percentiles within participants. Specifically, for each participant, we label the data points smaller than the 20th percentile of that user’s data as Very-Easy, the data points between the 20th and the 40th percentile as Easy, between the 40th and the 60th percentile as Neutral, between the 60th and the 80th percentile as Hard and above the 80th percentile as Very-Hard. In this way, we convert the original regression problem into a classification problem and we also guarantee that each label class has roughly same number of data points.

![Figure 5: Search time over target types. Error bars represent one standard error. Images are the easiest to find whereas text is the hardest to find. See the main text for statistical analyses.](image)

| Model Configuration & Hyperparameters |
|--------------------------------------|
| The webpage-CNN has 3 convolutional layers (see Figure 1) where each layer has a kernel size of $3 \times 3$ and output channels of 4. Between the convolutional layers we also add a batch normalization layer [12] to stabilize and accelerate training, a ReLU activation function to introduce non-linearity to the model, and a max-pooling layer with pool size $2 \times 2$. The target-CNN has the same architecture excepts that it uses 6 convolutional layers. The webpage embedding computed by the webpage-CNN is $64 \times 64 \times 4$ and the target embedding computed by the target-CNN is $1 \times 1 \times 4$. We then compute the cosine similarity between the target embedding and each of the super-pixel representation in the webpage embedding. The saliency map is thus $64 \times 64$. The salience map is then flattened to yield an embedding of dimension 4096. On the other hand, the structured features are obtained from concatenating the continuous variables and the embedding of target type, a categorical variable. The dimension of the embedding is 20, so the total dimension of the combined structured features is 27. This feature vector is fed into a fully-connected neural network with two hidden layers. The numbers of hidden units are 100 and 50 and the activation function is tanh. The output of the fully connected layer, a 50-dimension vector, is then concatenated with the webpage-target saliency embedding (4096-dim). To predict a continuous time value, the concatenation is fed to a fully-connected layer with a single output unit, with no activation function.

We also evaluate our model on two additional tasks: classification and ranking tasks. For classification task, we categorize a search task into five classes: Very-Easy, Easy, Neutral, Hard, and Very Hard. We bucketize a continuous search time into one of these five categories according to the percentiles within participants. Specifically, for each participant, we label the data points smaller than the 20th percentile of that user’s data as Very-Easy, the data points between the 20th and the 40th percentile as Easy, between the 40th and the 60th percentile as Neutral, between the 60th and the 80th percentile as Hard and above the 80th percentile as Very-Hard. In this way, we convert the original regression problem into a classification problem and we also guarantee that each label class has roughly same number of data points,
so that the dataset is balanced. To solve the classification task, we replace the single output unit with a 5-unit softmax output layer, representing the probability of a search task belonging to one of these categories. For the ranking metric, we simply use the prediction from the regression model to rank the difficulty of two search tasks.

We train the model by minimizing the loss using the Adam optimizer, an algorithm for first-order gradient-based optimization of stochastic objective functions [17], with a learning rate of 0.0001. The batch size is 8. Because we do not want the model to produce an attention map that only highlights the target, we assign a small weight (0.001) to the mean-squared-error loss capturing the difference between the attention map and the binary mask generated by the target bounding box. To regularize the model learning, we also apply a dropout ratio of 10% to all the fully-connected layers, which prevents the model from overfitting [33].

Performance Results
We use the validation dataset to determine the optimal stopping time and the engineering decisions we make during the model iteration. Previous modeling work in HCI or cognitive psychology often reports performance on how well a model can fit the data. As a deep learning neural network has a vast number of parameters, it is trivial to fit the training data perfectly. Therefore, in this paper, we only report the model results on the test dataset, which the model has no access to during the training time and the authors have no access to during the model development. This truly reflects how the modeling architecture is capable of modeling unseen data, which is also more realistic in everyday application.

For the regression task, we report the $R^2$ metric for both within and cross-user cases. For the within-user case, we compute the $R^2$ over the trials of each user and then average the scores over all the users. For the cross-user case, we directly compute $R^2$ over all the trials from all the users. Both of them measure the correlation between the predicted and the ground-truth visual search times. We also report the classification accuracy and the ranking accuracy (Table 3). As we discussed earlier, there was no repeat in performing each task both within and across users, and all these metrics are computed based on the performance of each unique task, instead of the average performance of multiple trials—the approach often used in traditional modeling work. Thus, it is extremely challenging to obtain high accuracy due to noises and individual differences.

From Table 3, We can see that among all the single-feature baseline models, y-coordinate has the highest performance. The baseline model that uses all the structured features (structured-all) performs the best among all the baseline models. Our deep model (the last row in the table) that combines both structured and unstructured input outperforms all the baseline models that use only structured features across all the three metrics. Particularly, the within-user $R^2$ of our model is significantly greater than the structured-all baseline model, $t(4) = 9, p < .001$. The same holds true for the ranking accuracy, $t(4) = 8, p < .001$.

ANALYZING MODEL BEHAVIORS
To better understand the model prediction, we examine the attention map learned by the model, a latent representation computed via Equation 1. We found that the model is able to detect content on the webpage, regardless of the background color of the webpage. As we can see in Figure 6, target bounding box usually falls into one of the highlighted regions in the attention map. Interestingly, the attention map tends to capture the distractors that are visually similar to the target. For instance, in Figure 6-a, the target is an image and the model learns to highlight the images and ignore the text on the page, whereas in Figure 6-b, when the target is text, the model learns to highlight text but suppress images in the attention map.

To gain a deeper understanding of the model behavior, we analyzed the embeddings for each of the 5 target types learned by the model. The embedding dimension for each target type is 20, and we project these dimensions onto a 2-dimensional space using Principle Component Analysis (PCA) for visualization (see Figure 7). We found sensible structures in these embeddings. For the first principle component, i.e., the x-axis in Figure 7, link and text types are closer than others because both types are text-based. They are followed by button, which often contain text but not always so. They are then followed by input_field and finally image. In other words, there is a sensible transition from text-like stimuli to image-like stimuli. This kind of property emerged both in regression task training and in classification task training.

Note that these embedding relationships are automatically formed as part of the learning. In our training, the model was not directly guided to form these embedding relationships. Instead, these patterns naturally occur as the model learns from the data because targets of specific types tend to manifest similar difficulties for search tasks thus are closer in the embedding space.

DISCUSSION & FUTURE WORK
Convolutional neural networks with attentional mechanism have been widely used in computer vision tasks, such as visual question answering or image captioning [46, 24]. The attention mechanism is particularly useful when there is a need to selectively attend to a small region in the image. The reason that we use attentional CNN to model visual search time is that it naturally computes the similarity between the target and the candidates on the webpage, thus giving us a saliency map that captures both the presence of the target and the distractors. This design is also biologically motivated [23, 39, 25]. However, if we only use attentional CNN to process the raw pixels of the webpages (unstructured data), it is not enough to achieve a good performance, because we are omitting the structured features that are known to predict search time but difficult to distill through raw pixels without using an even larger dataset. For examples, the influence of high-level concepts such as target types could be where users...
brought their prior experience to the task, which are difficult to learn only through raw pixels. In contrast, they can be easily encoded as a feature. Therefore, we extend our deep learning framework to flexibly integrate both structured and unstructured features and learn the weights for them from the data.

The benefit of deep learning approaches for human performance modeling is multi-fold. First, through learning from the data, the model naturally captures the priors that humans have, such as the priority of the top left quadrant of the webpage compared to other regions. Second, when it comes to complicated tasks, such as searching a target on a busy webpage, the interaction between the target and the background cannot be simply characterized by a single or a few handcrafted parameters. Third, traditional linear models do not support modeling complicated interactions between features. In contrast, the great capacity of deep learning models allow us to easily capture complex relationships among structured and unstructured features.

There are multiple applications of the current work. First, if designers want to add a new element to a webpage and optimize its search time, they could move the element around to compare the predicted search time for different locations. In another situation, the model can be used to restructure graphical layouts so that the important items on the webpage have the shortest averaged search time. Last but not least, the model can be used for saliency editing, making an item more salient on a webpage. Particularly, the designer can experiment with different design choices, e.g., the font size, color, and shape of a button, in order to design a target such that it leads to the shortest search time. Although it cannot automate a design, the model can aid the designer in an iterative design process.

There are several limitations with the current work. First, since the “Begin” button is always positioned at the top left corner of the screen, the starting position of the search is the same across trials, which is different from real life scenarios. We believe our current model is still useful as it can be used to examine the relative performance of alternative designs via A/B testing when the starting position is controlled. Because our approach is data driven, this limitation can be easily addressed by collecting trials with different starting positions in future research. Another limitation is model interpretability,
a common problem with most deep learning approaches. In this paper, we examine the attention map learned by the model to understand what the model has learned. We find that in many cases they are able to selectively attend to potential targets, which is similar to human selective attention. We also analyze the embeddings of target types learned by the model, and find that it naturally captures the properties of different target types, e.g., a spectrum from text-like stimuli to image-like stimuli spontaneously emerges. These findings help us better understand model predictions and make the model more explainable. In future work, we intend to further analyze model behaviors with various model architectures to better understand how the model learns to perform the task.

Despite being biologically inspired, our model is not intended to replicate the real human visual search process. For one thing, it does not involve any sequential attention shifts, which is different from human behavior. In future work we will utilize deep learning models such as recurrent neural networks to capture sequential aspects of visual search. This would allow us to model human search behaviors at a finer granularity by which we can compare model prediction and human data on a more detailed level. Nevertheless, our investigation in this work offers valuable insights into both how well and how a deep model would approach the task.

There are several other directions for future work. For example, although our model outperforms the baseline models with structured features, there is still a lot of room for improvement in terms of model performance. In addition, we currently only focus on search time. In future work, we can extend the model to give designers suggestions on how to reduce search time by improving target saliency under design constraints.

CONCLUSION
While visual search has been extensively studied, our work adds to the body of literature by modeling visual search without making any assumptions on the visual environment (arbitrary webpages). It provides a unified framework to model diverse search tasks, which can flexibly integrate both structured and unstructured features. Our results show that combining both structured and unstructured features gives the model unique advantage to both fit the training data and generalize to the unseen data. It outperforms baseline models that use only structured features. Our methodology can be readily extended to incorporate other cognitive models and heuristics as well as emerging deep learning models to combine the strength of each method. To understand what the model has learned, we examine the latent representations learned by the model and observed spontaneous emergence of sensible representations of target type as well as intuitive attention map. Our modeling work demonstrates the potential of using deep learning neural networks to model realistic visual search in human-computer interaction.
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