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Abstract: At present, the one-stage detector based on the lightweight model can achieve real-time speed, but the detection performance is challenging. To enhance the discriminability and robustness of the model extraction features and improve the detector’s detection performance for small objects, we propose two modules in this work. First, we propose a receptive field enhancement method, referred to as adaptive receptive field fusion (ARFF). It enhances the model’s feature representation ability by adaptively learning the fusion weights of different receptive field branches in the receptive field module. Then, we propose an enhanced up-sampling (EU) module to reduce the information loss caused by up-sampling on the feature map. Finally, we assemble ARFF and EU modules on top of YOLO v3 to build a real-time, high-precision and lightweight object detection system referred to as the ARFF-EU network. We achieve a state-of-the-art speed and accuracy trade-off on both the Pascal VOC and MS COCO data sets, reporting 83.6% AP at 37.5 FPS and 42.5% AP at 33.7 FPS, respectively. The experimental results show that our proposed ARFF and EU modules improve the detection performance of the ARFF-EU network and achieve the development of advanced, very deep detectors while maintaining real-time speed.
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1. Introduction

Object detection is the most fundamental task in the computer vision community and has attracted researchers’ attention in different fields. Object detection is not only widely used in video surveillance [1] and self-driving [2] but also forms a key component of many other visual tasks, such as scene understanding [3,4] and image guidance [5]. In recent years, the rapid development of deep Convolutional Neural Networks (CNNs) and well-annotated datasets [6,7] has resulted in many breakthroughs by the computer community. Some studies [8–10] have enhanced the ability of the model to perform feature extraction, selection and fusion. However, it is still a challenge to carry out real-time and high-precision detection for objects at different scales. At present, advanced detectors improve the performance of object detection by constructing deep feature pyramids and spatially receptive field modules.

To make the detection results more reliable, researchers use a deep feature pyramid network [11–13] to obtain multi-scale feature representation in training and testing and improve the detection performance of objects with different scales. SSD [14] is the first attempt to apply the convolution pyramid feature representation to object detection. Given an input image, SSD calculates multi-scale feature maps through forwarding propagation and then reuses multi-scale feature maps to predict different scales of objects. However, the bottom-up path in SSD causes the shallow layer of the model to lack semantic information, making the detection of small instances a bottleneck. To solve the shortcomings of SSD, some works (FPN [11], DSSD [15]) have combined low-resolution, strong semantic features with high-resolution, weak semantic features to build a feature pyramid with a
top-down path. By sharing the rich semantic and fine-grained information in the feature pyramid, the model’s detection performance of the object is improved. However, when constructing the feature pyramid, FPN and other top-down structures use the nearest neighbor interpolation method for up-sampling, which takes the nearest neighbor point’s gray value as the gray value of the point, regardless of the influence of other adjacent pixels. The feature map generated by this method will appear obviously jagged in the place where the gray value changes, causing information loss. To solve this problem, we propose an enhanced up-sampling (EU) module that uses dilated convolutions [16] with different dilation rates for the convolution of the up-sampled feature map, making full use of the context information around pixels to reduce the information loss. By using the EU module, the shallow semantic information in the feature pyramid is enhanced, and the performance of small object detection is improved.

In recent years, to enhance the lightweight model’s feature representation ability and improve the detector’s performance, many studies have explored the spatial receptive field (RF) [17,18] of a CNN. The Inception method [19] uses convolution kernels of different sizes to build a multi-branch structure to diversify the RF. However, as the convolution kernel size increases, the computational cost increases significantly, which reduces the efficiency of the model. The deformable convolutional network (Deformable CNN) [20] learns the offset to adaptively adjust the spatial distribution of RF according to the object’s scale and shape. Although its grid sampling method is very flexible, it does not consider the effect of the RF’s eccentricity on the feature map, which leads to the equal contribution of all pixels in the RF to the output response. Besides this, the receptive field block (RFB) [21] attempts to simulate different RFs in the human visual system through a multi-branch structure and dilated convolution. However, the feature maps generated by different RF branches are simply concatenated in the channel dimension. The contribution of each feature map is treated equally, which reduces the amount of useful information. In this study, to make full use of the feature information of different RF branches and enhance the feature representation ability of the RF module, we propose an adaptive receptive field fusion (ARFF) module. The ARFF module adaptively learns the fusion weights of different RF branches in the RF module, enhances the model’s feature representation ability and improves the detector’s performance.

Some studies [22–24] have confirmed that deep backbones can enhance the model’s feature representation ability and improve the detector’s performance. However, the deep network will greatly increase the model’s computational cost and reduce the inference speed. To solve the above problems, we propose a one-stage, lightweight model to improve the detector’s performance while maintaining real-time speed. In Section 3.3, we build a lightweight object detector based on YOLO v3 [25]. We embed the ARFF module into the prediction layer of the feature pyramid to enhance the model’s feature representation ability and improve the detector’s performance. We embed the EU module into the lateral connection of the feature pyramid to enhance the semantic information of the shallow feature maps and improve the detection performance of the detector for small objects. By embedding ARFF and EU modules on top of YOLO v3, we build a lightweight object detector, referred to as the ARFF-EU network. This enhances the discrimination and robustness of model extraction features and achieves the development of advanced, very deep detectors while maintaining the real-time speed of object detection. Our main contributions can be summarized as follows:

- We propose an ARFF module that adaptively learns the fusion weights of different RF branches in the RF module to enhance the model’s feature representation ability.
- We propose an EU module that can reduce the information loss in the up-sampling process, enhance the semantic information in the shallow layer of the feature pyramid and improve the detection performance of small objects.
- We integrate the ARFF and EU modules on top of YOLO v3 to build a lightweight object detector that achieves the development of advanced, very deep detectors while maintaining real-time speed.
2. Related Works

2.1. Object Detection

With the development of deep learning, the performance of object detectors based on CNN has been significantly improved. The feature pyramid representation is the basis of the multi-scale processing of object detectors. To improve the detection performance of objects at different scales, in [22,26,27], the authors build an image pyramid by inputting multi-resolution images into the training and testing network to obtain multi-scale representations. However, the image pyramid method is time-consuming, and it is difficult to achieve real-time speed. In [9], the authors combine the multi-layer features before making predictions to improve the performance of the detector. SSD attempts to apply convolution pyramid feature representation to object detection using multi-scale prediction layers to detect objects of different sizes. Recently, to make full use of the deep semantic information and shallow fine-grained information in the network, lateral connection [28] has become increasingly popular and has been used in object detection [11,15]. FPN and other top-down structures are simple and efficient, but there is a loss of information in the lateral connection of the feature pyramid. We propose the EU module to reduce the information loss caused by up-sampling in the lateral connection and enhance the representation ability of the feature pyramid. The EU module makes full use of the context information around the pixels to enhance the shallow semantic information in the feature pyramid and improve the detection performance of small objects.

2.2. Receptive Field

Increasing numbers of researchers are studying the RF of detectors with the CNN to improve the performance of lightweight detectors. The Inception method uses convolutional kernels of different sizes to build multi-branching structures to diversify RF and capture multi-scale information. Its variants have achieved competitive results in object detection and classification tasks. However, in order to obtain rich context information, a larger convolution kernel is needed, which significantly increases the computational cost. ASPP [29] expands the RF of the deep network without increasing the amount of calculation by the convolution kernel, captures multi-scale context information and improves the model's feature representation ability. The deformable CNN learns the offset to adaptively adjust the RF's spatial distribution according to the scale and shape of an object. Although its grid sampling method is flexible, it does not consider the effect of the RF’s eccentricity on the feature map, resulting in the equal contribution of all pixels in the RF to the output response. The RFB network attempts to simulate the RFs of different sizes in the human visual system through a multi-branch structure and dilated convolution and concatenates the feature maps in the channel dimension. However, the feature maps of different RF branches in the RFB network are treated equally, which reduces the amount of useful information. To solve the above problems, we propose the ARFF module in this study, which adaptively learns the fusion weights of different RF branches to enhance the model's feature representation ability.

3. Methods

In this section, we will introduce the ARFF and EU modules, respectively, and describe the architecture of the ARFF-EU network.

3.1. Adaptive Receptive Field Fusion

To make full use of the feature maps of different RF branches in the RF module, filter out redundant information, combine useful information and improve the discriminability and robustness of the features extracted by the model, we propose the ARFF module. The ARFF module uses the multi-branch RF structure to generate feature maps with different RFs and adaptively learns the feature maps’ fusion weight through the network to improve the model’s feature representation ability. As shown in Figure 1, the internal structure of the ARFF module can be divided into three main parts: a bottleneck structure,
multi-branch receptive field structure and receptive field fusion module. We describe these three parts and their functions in detail below.

Figure 1. The architecture of adaptive receptive field fusion (ARFF). The rate represents the dilation rate of the dilated convolution. The receptive field (RF) fusion block represents the receptive field fusion module, which is illustrated in Figure 2.

Figure 2. Illustration of RF fusion module. Features 0, 1, 2 and 3 represent feature maps with different RFs. A, B, C and D represent the fusion weight of the feature map. ⊗ represents element-wise multiplication. ⊕ represents weighted fusion of the feature map.

Bottleneck structure: As shown in Figure 1, the ARFF module uses a 1 × 1 convolution layer to construct the bottleneck structure. By using 1 × 1 convolution, the number of channels of the previous layer is reduced to one-fourth of the original, which reduces the number of parameters and makes the training more efficient. Finally, we use 1 × 1 convolution to adjust the feature map’s number of channels to enhance the model’s feature representation ability.

Multi-branch receptive field structure: Inspired by RFB Net, we use four convolution branches with different RFs to simulate the RF in the human visual system in this study, and use $Ln(n \in 0, 1, 2, 3)$ to represent these branches, as shown in Figure 1. We use a 1 × 1 convolution and three 3 × 3 dilated convolutions to simulate RFs of different sizes, making
full use of the feature map’s context information to enhance the feature representation ability of the model.

Receptive field fusion module: As shown in Figure 2, we propose an RF fusion module to fully use the output feature maps in the multi-branch RF structure. This module improves the feature representation ability of the RF module by filtering out redundant information in the feature maps and combining useful information. In this study, \( X^n \) represents the feature map output from the \( L_n \) branch in the multi-branch RF structure and \( X^n_{ij} \) represents the vector of the feature map \( X^n \) at position \((i, j)\). To make full use of the useful information in the branches of different RFs and filter out the redundant information, we propose the fusion of the feature maps at the corresponding position as follows:

\[
Y_{ij} = X^0_{ij} \times A_{ij} + X^1_{ij} \times B_{ij} + X^2_{ij} \times C_{ij} + X^3_{ij} \times D_{ij}
\]

where \( A_{ij}, B_{ij}, C_{ij} \) and \( D_{ij} \) represent the fusion weight of the feature map \( X^n \), which is obtained by the adaptive learning of the network and shares the weight in all channels. \( Y_{ij} \) represents the vector of the output feature map in the position \((i, j)\).

Inspired by [30,31], we define \( A_{ij}, B_{ij}, C_{ij}, \) and \( D_{ij} \) as follows:

\[
A_{ij} = \frac{e^{\theta_{A_{ij}}}}{e^{\theta_{A_{ij}}} + e^{\theta_{B_{ij}}} + e^{\theta_{C_{ij}}} + e^{\theta_{D_{ij}}}}
\]

\[
B_{ij} = \frac{e^{\theta_{B_{ij}}}}{e^{\theta_{A_{ij}}} + e^{\theta_{B_{ij}}} + e^{\theta_{C_{ij}}} + e^{\theta_{D_{ij}}}}
\]

\[
C_{ij} = \frac{e^{\theta_{C_{ij}}}}{e^{\theta_{A_{ij}}} + e^{\theta_{B_{ij}}} + e^{\theta_{C_{ij}}} + e^{\theta_{D_{ij}}}}
\]

\[
D_{ij} = \frac{e^{\theta_{D_{ij}}}}{e^{\theta_{A_{ij}}} + e^{\theta_{B_{ij}}} + e^{\theta_{C_{ij}}} + e^{\theta_{D_{ij}}}}
\]

where \( A_{ij}, B_{ij}, C_{ij} \) and \( D_{ij} \) are defined by using the softmax function with \( \theta_{A_{ij}}, \theta_{B_{ij}}, \theta_{C_{ij}}, \) and \( \theta_{D_{ij}} \) as control parameters, respectively. We use 1 \( \times \) 1 convolution to adjust the number of channels of the feature map \( X^n \) to four to calculate the weighted scalar maps \( \theta_A, \theta_B, \theta_C \) and \( \theta_D \), and they can be learned by standard back-propagation.

By adaptively learning the fusion weights of different RF branches in the multi-branch RF structure, the ARFF module enhances the discrimination and robustness of the features extracted by the model and improves the detector’s performance.

3.2. Enhanced Up-Sampling

Recently, object detection algorithms have used lateral connections to build feature pyramids, enhance the semantic information of shallow feature maps and improve the detection performance of small objects. It is simple and efficient to use the nearest neighbor interpolation method for up-sampling in the lateral connection, which takes the nearest neighbor point’s gray value as the gray value of the point, regardless of the influence of other adjacent pixels. However, the gray value of the feature map generated by this method is discontinuous, and an obvious jagged shape may appear in the place where the gray level changes, resulting in the loss of semantic information. To eliminate the information loss caused by up-sampling, enhance the semantic information of the shallow feature maps in the feature pyramid and improve small object detection performance, we propose the EU module in this study.

As shown in Figure 3, the internal structure of the EU module can be divided into four main parts: an up-sampling layer, bottleneck structure, feature enhancement layer and concatenation layer. First, we use the up-sampling layer to adjust the feature map’s size
in the lateral connection. Then, we use $1 \times 1$ convolution to adjust the number of channels of the up-sampling output feature map to the original one or two, which reduces the number of parameters and improves the model’s training and testing efficiency. To make full use of the context information around pixels and eliminate the information loss caused by up-sampling, we use $3 \times 3$ dilated convolution with two different dilation rates to construct the feature enhancement structure. Finally, the concatenation layer connects the feature map output by the feature enhancement layer in the channel dimension and uses a $1 \times 1$ convolution layer to merge them fully.

Figure 3. The architecture of the enhanced up-sampling (EU) module.

The EU module reduces the information loss caused by up-sampling, enhances the semantic information of the shallow feature maps in the feature pyramid and improves the detection performance of small objects.

3.3. ARFF-EU Network Detection Architecture

In this study, we built our detection architecture based on YOLO v3. As is well known, the YOLO v3 framework is simple and efficient and mainly consists of two modules: an efficient backbone (Darknet-53) and a feature pyramid network with three levels. Although many accomplished lightweight networks (VGG [14], MobileNet [32] and ShuffleNet [33]) have been proposed recently, in order to achieve a direct comparison with the original YOLO v3, we use Darknet53 as the backbone in this study. To better demonstrate the effectiveness of ARFF and EU modules, we introduced the guided anchor [34] method and the “bag of freebies [35]” tricks into the YOLO v3 framework, almost all of which are free to use, to build a more powerful baseline network, called the baseline. As shown in Table 1, Baseline608 achieved a mean average precision (mAP) of 82.6% on the Pascal VOC dataset, which is 3.2% higher than the original YOLO v3. More details can be found in Section 4.

In this study, we used the modular idea to construct the object detector. As shown in Figure 4, the backbone network was followed by a feature pyramid composed of feature maps of different RFs, which was used to detect objects of different scales. Our implementation maintained the same framework as the baseline and embedded the ARFF modules in the feature pyramid’s three prediction layers to enhance the model’s feature representation ability. The detector in which we embedded the ARFF into the baseline framework is called the ARFF network. In the baseline network, the feature pyramid was constructed through the up-sampling of the feature map. In our implementation, we maintained the same framework as the baseline and used the EU module to replace the up-sampling layer in the feature pyramid to enhance the shallow feature map’s semantic information and improve the detection performance of small objects. The detector in which we embedded the EU into the baseline framework is called the EU network. Finally, we embedded ARFF and EU modules into the baseline framework to build a lightweight,
real-time and high-precision object detector, called the ARFF-EU network (ARFF-EU Net). We demonstrate the effectiveness of our proposed model in Section 4.

![Diagram](image.png)

**Figure 4.** The overall architecture of the ARFF-EU network. C1, C2, C3, C4 and C5 represent the feature map of different RFs, respectively. “+” indicates that the feature map is concatenated in the channel dimension. The dotted box represents the module we embedded.

### 4. Experiments

#### 4.1. The Datasets

To verify our proposed model’s effectiveness, we conducted experiments on Pascal VOC and MS COCO datasets, respectively. Pascal VOC is a public benchmark containing 20 labeled object categories. If the IOU of the predicted bounding box and the ground truth bounding box is greater than 0.5, the predicted bounding box is positive; otherwise, it is negative. In this study, we trained the model on the combined Pascal VOC 2007 trainval and Pascal VOC 2012 trainval (VOC 07+12) datasets and evaluated it on the Pascal VOC 2007 test set. MS COCO is a public benchmark containing 80 labeled object categories, which performs more comprehensive calculations by setting various thresholds. Compared with the VOC dataset, the MS COCO dataset contains more small objects, which makes the COCO dataset more challenging. This study uses the COCO train-2017 split (consisting of 115,000 images) for training and COCO val-2017 split (5000 images) for evaluation. We tested our model on a 20,000 image test-dev set. The index used to evaluate the performance of detection was the mean average precision (mAP).

#### 4.2. Training Settings

The model was trained and tested on a workstation with four NVIDIA RTX 2080Ti GPUs. In training, we implemented ARFF Net, EU Net and ARFF-EU Net detectors using the existing Pytorch v1.1 framework with NVIDIA Cuda 10.1 and cuDNN v7.6 toolkits. We followed the training strategies of YOLO v3, including the standard procedures of multi-scale training, mix-up data augmentation, batch normalization, etc. At the same time, we introduced the guided anchor method and “bag of freebies tricks” to build a more powerful baseline network. We used the stochastic gradient descent (SGD) method to minimize the loss function of the original YOLO v3 method to predict the shape of the anchor box and regression of the bounding box. In this study, the input batch size of all models was five, 300 epochs were trained and the mix-up augmentation strategy was turned off [36] in the last 30 epochs. The weight decay was 0.0005, and the momentum was 0.9. We used the MSRA method to initialize all new convolution layers. More details can be seen in the following experiments.

In the test, first, the multi-branch detection layer was used to predict the anchors’ shape. Then, we conducted the classification and bounding box regression following the same pipeline as that in YOLO v3. Finally, non-maximum suppression (NMS) [37] was applied to each class separately, and the threshold of NMS was set to 0.6.
4.3. Pascal VOC

We trained the proposed ARFF Net, EU Net and ARFF-EU Net on the Pascal VOC 07+12 dataset in this experiment. We set the model’s input image size to 416 and 608, respectively, and set the initial learning rate to $10^{-4}$. To avoid “nan” in the initial stage of training and make the training process more stable, we used the “warmup” strategy in the first five epochs to gradually increase the learning rate from $10^{-6}$ to $10^{-4}$. In the subsequent training, the cosine learning rate schedule was used to reduce the learning rate from $10^{-4}$ to $10^{-5}$. More detailed settings can be found in Section 4.2.

Table 1 shows the comparison between our results and the state-of-the-art results in the VOC 2007 test set. The baseline is the baseline network used in our study. RFB Net608* was obtained by embedding RFB block into the baseline framework and used the same training platform and strategy as our proposed model.

By embedding the ARFF module into the baseline framework, ARFF416 achieved an mAP of 82.7%, exceeding the performance of SSD513 and DSSD513 using the deep ResNet-101 backbone, and the detection speed of our proposed model was faster. By embedding the EU module into the baseline framework, EU416 achieved an mAP of 82.4%, which was 0.4% higher than Baseline416, and the detection speed was similar (48.0 FPS vs. 48.9 FPS). By embedding ARFF and EU modules into the baseline framework, ARFF-EU@416 achieved an mAP of 83.0%, which exceeded the performance of the advanced two-stage detector CoupleNet using the deep ResNet-101 backbone, and the ARFF-EU@416 was faster. ARFF-EU@416 and RFB Net608* had the same detection accuracy, but the input image size of ARFF-EU@416 was smaller and the detection speed was faster (41.1 FPS vs. 38 FPS).

For larger models, ARFF608 achieved an mAP of 83.3%, which was 0.3% higher than RFB Net608*, and the detection speed of the ARFF608 model was faster (38.5 FPS vs. 38 FPS). EU608 achieved an mAP of 82.9%, representing a performance gain of 0.3% compared to Baseline608. ARFF-EU@608 achieved an mAP of 83.6% at 37.5 FPS, surpassing the state-of-the-art object detectors on the VOC 2007 test set and maintaining real-time speed.

Table 1. The object detection methods are compared on the Pascal VOC 2007 test set. CNN: convolutional neural network. mAP: mean average precision; EU: enhanced up-sampling; ARFF: adaptive receptive field fusion; RFB: receptive field block.

| Method         | Backbone | Dataset | FPS  | GPU     | mAP(%) | Input Size |
|----------------|----------|---------|------|---------|--------|------------|
| **Two-stage Detectors:** |          |         |      |         |        |            |
| Faster R-CNN   | VGG      | 07+12   | 7    | Titan X | 73.2   | 600 × 1000 |
| R-FCN          | ResNet-101 | 07+12  | 12   | Titan X | 79.5   | 600 × 1000 |
| CoupleNet      | ResNet-101 | 07+12  | 9.8  | Titan X | 81.7   | 600 × 1000 |
| **One-stage Detectors:** |          |         |      |         |        |            |
| SSD512         | VGG      | 07+12   | 19   | Titan X | 78.5   | 512 × 512  |
| SSD513         | ResNet-101 | 07+12  | 7.5  | Titan X | 81.1   | 513 × 513  |
| FSSD512        | VGG      | 07+12   | 35.7 | 1080Ti  | 80.9   | 512 × 512  |
| DSSD513        | ResNet-101 | 07+12  | 5.5  | Titan X | 81.5   | 513 × 513  |
| YOLO v3        | Darknet-53 | 07+12  | -    | 2080Ti  | 79.4   | 608 × 608  |
| RFB Net608*    | Darknet-53 | 07+12  | 38   | 2080Ti  | 83.0   | 608 × 608  |
| Baseline416    | Darknet-53 | 07+12  | 48.9 | 2080Ti  | 82.0   | 416 × 416  |
| EU416          | Darknet-53 | 07+12  | 48.0 | 2080Ti  | 82.4   | 416 × 416  |
| ARFF416        | Darknet-53 | 07+12  | 42.8 | 2080Ti  | 82.7   | 416 × 416  |
| ARFF+EU @416   | Darknet-53 | 07+12  | 41.1 | 2080Ti  | 83.0   | 416 × 416  |
| Baseline608    | Darknet-53 | 07+12  | 44.6 | 2080Ti  | 82.6   | 608 × 608  |
| EU608          | Darknet-53 | 07+12  | 43.8 | 2080Ti  | 82.9   | 608 × 608  |
| ARFF608        | Darknet-53 | 07+12  | 38.5 | 2080Ti  | 83.3   | 608 × 608  |
| ARFF+EU @608   | Darknet-53 | 07+12  | 37.5 | 2080Ti  | **83.6** | 608 × 608  |
To better understand the ARFF and EU modules, we present some qualitative results in Figure 5. We first present the image using Baseline608 and EU608, as shown in Figure 5a. It can be seen from the figure that the EU608 could detect chairs better than Baseline608, which demonstrates that the EU module improved the model’s detection performance for small objects. Then, we used Baseline608 and ARFF608 to visualize images, as shown in Figure 5b,c. Compared with Baseline608, ARFF608 was better at detecting people with occlusion, demonstrating that ARFF improved the detector’s performance with a complex background by enhancing the model’s feature representation ability.

Figure 5. Visualization results of different detectors on the Pascal VOC 2007 test set. On the left is the visualization result of the baseline network, and on the right is the visualization result of the proposed network.
4.4. Ablation Study

4.4.1. Adaptive Receptive Field Fusion

To better understand the effectiveness of ARFF, we investigated the impact of each component on the performance of the detector and compared ARFF with some similar structures. As shown in Table 2, by simply embedding ARFF into the multi-scale object prediction layer of the baseline, we can see that ARFF608 achieved an mAP of 83.3% and a gain of 0.7% (from 82.6% to 83.3%), indicating that ARFF is effective at improving the performance of the detector.

| Module          | Baseline608 | RFB Net608* | ARFF608 | EU608 | ARFF-EU @608 |
|-----------------|-------------|-------------|---------|-------|--------------|
| RFB             | ✓           | ✓           | ✓       |       | ✓            |
| Multi-branch RF | ✓           | ✓           | ✓       |       | ✓            |
| RF Fusion (ARFF)| ✓           | ✓           | ✓       |       | ✓            |
| EU              | ✓           | ✓           | ✓       |       | ✓            |
| mAP (%)         | 82.6        | 83.0        | 82.9    | 83.3  | 82.9         |
| FPS             | 44.6        | 38.0        | 42.0    | 38.5  | 37.5         |

Multi-branch receptive field structure: As described in Section 3.1, we used the multi-branch RF structure to simulate different sizes of RFs in the human visual system and enhance the model’s feature representation ability. As shown in Table 2, when embedding the multi-branch RF structure into the baseline, we can see that the mAP was improved by 0.3% (from 82.6% to 82.9%) without significantly reducing the inference speed, which indicates that the proposed multi-branch RF structure enhanced the feature representation ability of the model. Besides, our proposed multi-branch RF method’s performance gain was similar to that of RFB Net608*, but our model’s inference speed was faster, which shows our proposed model’s efficiency.

Receptive field fusion module: As described in Section 3.1, we used the RF fusion module to filter out redundant feature information in different RF branches and combine useful information to enhance the model’s feature representation ability. As shown in Table 2, when we used the RF fusion module to fuse the feature maps generated by the multi-branch RF structure, the model’s detection accuracy was further improved by 0.4% (from 82.9% to 83.3%), which indicates the efficiency of the RF fusion module. Besides, ARFF608 showed better detection accuracy than RFBNet608* (83.3% vs. 83.0%) and a faster speed (38.5 FPS vs. 38.0 FPS).

Comparison with other spatial receptive fields: We also compared ARFF with RFB, Inception and the deformable CNN. As shown in Table 3, ARFF608 achieved an mAP of 83.3% on the VOC 2007 test set, which was 0.3% higher than RFB Net608* (83.3% vs. 83.0%) and was faster (38.5 FPS vs. 38.0 FPS). Simultaneously, the performance of RFB on the VOC 2007 test set was better than Inception and the deformable CNN, and so the feature representation ability of ARFF was better than RFB, Inception and the Deformable CNN. This indicates that the proposed ARFF has a stronger feature representation ability than other RF modules and improves the detector’s accuracy.

| Architecture         | VOC 2007 Test Set mAP (%) |
|----------------------|---------------------------|
| ARFF608              | 83.3                      |
| RFB Net608*          | 83.0                      |
| RFB                  | 80.1                      |
| Inception            | 78.4                      |
| Deformable CNN       | 79.5                      |
4.4.2. Enhanced Up-Sampling

By simply embedding the EU module into the lateral connection of the baseline, EU608 achieved an mAP of 82.9% on the VOC 2007 test set, which was 0.3% higher than Baseline608 (from 82.6% to 82.9%), and the inference time was comparable (43.8 FPS vs. 44.6 FPS), which indicates the efficiency of EU. We further verified the performance of the EU module on the MS COCO test-dev set, as shown in Table 4; the mAP of EU608 on the MS COCO test-dev set was 26.0%, which was 2.8% higher than Baseline608 (from 23.2% to 26.0%), and the inference time was comparable, which indicates that the EU module enhances the semantic information of the shallow feature map and improves the detection performance of the detector for small objects.

4.4.3. ARFF-EU Object Detector

To better understand the effectiveness of the ARFF and EU modules, we investigated each module’s impact on the detector’s performance. As shown in Table 2, ARFF608 achieved an mAP of 83.3%, representing an increase of 0.7% compared to Baseline608 (from 82.6% to 83.3%). EU608 achieved an mAP of 82.9%, which was an increase of 0.3% compared to Baseline608 (from 82.6% to 83.9%). ARFF-EU@608 achieved an mAP of 83.6%, which was 1% higher than Baseline608, while maintaining real-time speed (from 82.6% to 83.6%). This indicates that ARFF and EU modules are effective for detection.

4.5. Microsoft COCO

To further verify ARFF and EU modules’ effectiveness, we conducted experiments on the MS COCO dataset. We set the models’ input image sizes to 416 and 608, respectively, and set the initial learning rate to $10^{-3}$. In order to stabilize the training process, we used a “warmup” strategy in the first five epochs of training, and the learning rate gradually increased from $10^{-6}$ to $10^{-3}$. In the subsequent training, we used the cosine learning rate schedule to reduce the learning rate from $10^{-3}$ to $10^{-5}$. More detailed settings can be found in Section 4.2.

Table 4 shows a comparison between our results and the state-of-the-art results in MS COCO. We can see that the mAP and APs of EU416 were 39.6% and 22.2%, which were 2.4% and 3.5% higher than the corresponding reference scores in Baseline416, and the inference time was similar (40.0 FPS vs. 40.8 FPS). The AP of ARFF416 was 40.3%, which was 6.5% higher than RFB Net512, and the input image size of our model was smaller than RFB Net512. ARFF-EU@416 achieved an AP of 41.2%, which exceeded all advanced one-stage object detectors and achieved real-time speed.

For larger models, the APs of EU608 for small objects was 26.0%, which was better than the detection accuracy of existing one-stage object detectors for small objects and maintained real-time speed. ARFF608 achieved an AP of 41.7%, an improvement of 2.7% compared to Baseline608 (from 39.0% to 41.7%). ARFF-EU@608 improved the baseline network’s detection performance for objects of different scales (AP$_S$: 26.2% vs. 23.2%, AP$_M$: 44.8% vs. 41.7%, AP$_L$: 52.9% vs. 50.8%) and maintained real-time speed. ARFF-EU@608 achieved an AP of 42.5%, which exceeded the advanced FCOS-800 using the deep ResNet-101-FPN backbone and was faster (33.7 FPS vs. 13.5 FPS). Although the detection accuracy of SNIPER is higher than ARFF-EU@608, its detection speed is only 5 FPS, which cannot meet the real-time requirements.

To better understand the ARFF and EU modules, we visualize some images in the MS COCO test-dev use and show the results in Figure 6. We first used Baseline608 and ARFF608 to create the picture. As shown in Figure 6a, compared with Baseline608, ARFF608 was able to detect people with occlusion and smaller objects in the distance better, indicating that the ARFF module enhanced the model’s representation ability and improved the performance of the detector. Then, we used Baseline608 and EU608 to create the picture in Figure 6b. EU608 performed better for bicycles and people with smaller sizes in the distance, which shows that EU608 enhanced the detection performance of small objects.
Table 4. Detection performance in terms of AP (%) and FPS on the MS COCO test-dev set.

| Method            | Backbone       | FPS  | GPU  | AP  | AP$_{50}$ | AP$_{75}$ | AP$_{S}$ | AP$_{M}$ | AP$_{L}$ |
|-------------------|----------------|------|------|-----|-----------|-----------|----------|----------|----------|
| **Two-stage Detectors:** |                |      |      |     |           |           |          |          |          |
| Faster w FPN      | ResNet-101-FPN | 11.0 | V100 | 39.8| 61.3      | 43.3      | 22.9     | 43.3     | 52.6     |
| Mask R-CNN        | ResNet-101-FPN | 6.5  | V100 | 41.4| 63.4      | 45.2      | 24.5     | 44.9     | 51.8     |
| Cascade R-CNN     | ResNet-101-FPN | 9.6  | V100 | 42.8| 62.1      | 46.3      | 23.7     | 45.5     | 55.2     |
| SNIPER            | ResNet-101     | 5.0  | V100 | 46.1| 67.0      | 52.6      | 29.6     | 48.9     | 58.1     |
| **One-stage Detectors:** |                |      |      |     |           |           |          |          |          |
| SSD512            | VGG            | 22   | Titan X | 28.8| 48.5      | 30.3      | -        | -        | -        |
| RFB Net512        | VGG            | 33   | Titan X | 33.8| 54.2      | 35.9      | 16.2     | 37.1     | 47.4     |
| CornerNet-511     | Hourglass-104  | 5    | Titan X | 40.5| 56.5      | 43.1      | 19.4     | 42.7     | 53.9     |
| YOLO v3 @416      | Darknet-53     | 45.8 | 2080Ti | 31.0| -         | -         | -        | -        | -        |
| Baseline416       | Darknet-53     | 40.8 | 2080Ti | 37.2| 58.1      | 40.2      | 18.7     | 40.3     | 52.6     |
| EU416             | Darknet-53     | 40.0 | 2080Ti | 39.6| 59.6      | 43.0      | 22.2     | 42.6     | 54.7     |
| ARFF416           | Darknet-53     | 37.2 | 2080Ti | 40.3| 60.5      | 44.0      | 21.5     | 43.9     | 56.2     |
| ARFF-EU @416      | Darknet-53     | 36.6 | 2080Ti | 41.2| 61.6      | 44.8      | 24.1     | 44.4     | 50.8     |
| RetinaNet800      | ResNet-101-FPN | 9.3  | V100 | 39.1| 59.1      | 42.3      | 21.8     | 42.7     | 50.2     |
| FCOS-800          | ResNet-101-FPN | 13.5 | V100 | 41.0| 60.7      | 44.1      | 24.0     | 44.1     | 51.0     |
| YOLO v3 @608      | Darknet-53     | 40.6 | 2080Ti | 33.0| 57.9      | 34.4      | 18.3     | 35.4     | 41.9     |
| Baseline608       | Darknet-53     | 37.1 | 2080Ti | 39.0| 60.4      | 42.3      | 23.2     | 41.7     | 50.8     |
| EU608             | Darknet-53     | 36.8 | 2080Ti | 41.0| 61.5      | 44.6      | 26.0     | 43.7     | 51.2     |
| ARFF608           | Darknet-53     | 34.2 | 2080Ti | 41.7| 61.8      | 45.6      | 25.4     | 44.7     | 52.6     |
| ARFF-EU @608      | Darknet-53     | 33.7 | 2080Ti | 42.5| 62.4      | 45.7      | 26.2     | 44.8     | 52.9     |

Figure 6. Visualization results of different detectors on the MS COCO test-dev set. On the left is the visualization result of the baseline network, and on the right is the visualization result of the proposed network.
5. Discussion

Adaptive receptive field fusion: In this study, we compared the performance of ARFF Net with other advanced detectors. It can be seen from Table 1 that ARFF416 achieved an mAP of 82.7% on Pascal VOC, which was an improvement of 0.7% (from 82.0% to 82.7%) compared to the Baseline416. ARFF608 achieved an mAP of 83.3%, surpassing other advanced detectors’ performance on the Pascal VOC and maintaining real-time speed, which shows that the ARFF module improves the detector’s performance. As shown in Table 2, ARFF608 achieved an mAP of 83.3% on Pascal VOC, which was 0.3% higher than RFB Net608 (83.3% vs. 83.0%) and faster (38.5 FPS vs. 38.0 FPS). This indicates that the ARFF module has a stronger feature representation ability than the RFB block, which enhances the model’s feature representation ability and improves the detector’s performance. At the same time, it can be seen from Table 4 that ARFF416 and ARFF608 achieved AP scores of 40.3% and 41.7% for MS COCO, respectively, which were 3.1% and 2.7% higher than the scores of the corresponding baseline network. This shows that the ARFF module is universally applicable for different data sets, which can enhance the model’s feature extraction ability and improve the detector’s performance.

Enhanced up-sampling: In Tables 2 and 4, we compare the performance of EU Net with other advanced detectors. As can be seen from Table 2, EU608 achieved an mAP of 82.9% on the Pascal VOC, an improvement of 0.3% (from 82.6% to 82.9%) over Baseline608, while the inference time was basically unchanged. This indicates that the EU module is simple and efficient. Table 4 shows that the AP and APs of EU416 were 39.6% and 22.2%, respectively, which were 2.4% and 3.5% higher than the corresponding reference scores of Baseline416, and the inference time was similar (40.0 FPS and 40.8 FPS). The detection accuracy of EU608 for small objects was 26.0%, which was 2.8% higher than the Baseline608 (from 23.2% to 26.0%) and exceeded the detection accuracy of the existing advanced one-stage object detectors for small objects. This shows that our EU module improves the detection accuracy of small objects by enhancing the semantic information of the shallow feature maps in the feature pyramid without significantly increasing the computational cost.

Comparison with other state-of-the-art detectors: We assembled ARFF and EU modules on top of YOLO v3 to build a real-time, high-precision and lightweight object detection system called ARFF-EU Net. We evaluated ARFF-EU Net on Pascal VOC and MS COCO sets, respectively, and compared it with advanced object detectors in Tables 1 and 4. As shown in Table 1, ARFF-EU@416 achieved an mAP of 83.0% on Pascal VOC, which exceeded the performance of the advanced two-stage detector CoupleNet using the deep ResNet-101 backbone, and the ARFF-EU@416 was faster. ARFF-EU@608 achieved an mAP of 83.6% at 37.5 FPS, surpassing the state-of-the-art object detectors on the Pascal VOC and maintaining real-time speed. Table 4 shows that ARFF-EU@416 achieved an AP of 41.2% on the MS COCO set, which exceeded the performance of all advanced one-stage object detectors and achieved real-time speed. ARFF-EU@608 achieved an AP of 42.5%, which exceeded the advanced FCOS-800 using the deep ResNet-101-FPN backbone and was faster (33.7 FPS vs. 13.5 FPS). Although the detection accuracy of SNIPER is higher than ARFF-EU@608, its detection speed is only 5 FPS, which cannot meet the real-time requirements. This study shows that the lightweight ARFF-EU Net significantly improves the detector’s performance (from 39.0% to 42.5%) while maintaining real-time speed and achieving the development of advanced, very deep detectors.

6. Conclusions

In this study, we propose ARFF and EU modules to improve the model’s feature representation ability and construct an ARFF-EU Net object detector. We evaluated the modules and the detector on Pascal VOC and MS COCO datasets, respectively. The experimental results indicate that the EU module enhances the semantic information of the shallow feature map in the feature pyramid and improves the detector’s performance for small-object detection. The ARFF module enhances the feature representation ability of the RF module and improves the detection performance of the model for objects at different...
scales. The lightweight ARFF-EU Net we constructed greatly improves the detector’s performance (from 39.0% to 42.5%) while maintaining real-time speed and achieves the performance of an advanced, very deep detector.

**Author Contributions:** P.J. proposed the idea, developed the algorithm, conducted the experiments and wrote the paper. F.L. gave many valuable suggestions and revised the paper. All authors have read and agreed to the published version of the manuscript.

**Funding:** This paper is supported in part by the National Natural Science Foundation of China under Grant 61871031 and the joint fund project of China’s Weapons and Equipment Pre-Research, fund No. 6141B012869.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The dataset is available on request from the authors.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Kang, K.; Ouyang, W.; Li, H.; Wang, X. Object detection from video tubelets with convolutional neural networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 817–825.
2. Satzoda, R.K.; Trivedi, M.M. Overtaking & receding vehicle detection for driver assistance and naturalistic driving studies. In Proceedings of the 17th International IEEE Conference on Intelligent Transportation Systems (ITSC), Qingdao, China, 8–11 October 2014; pp. 697–702.
3. Li, L.J.; Socher, R.; Fei-Fei, L. Towards total scene understanding: Classification, annotation and segmentation in an automatic framework. In Proceedings of the 2009 IEEE Conference on Computer Vision and Pattern Recognition, Miami, FL, USA, 20–25 June 2009; pp. 2036–2043.
4. Dvornik, N.; Shmelkov, K.; Mairal, J.; Schmid, C. Bliztnet: A real-time deep network for scene understanding. In Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 4154–4162.
5. Ying, J.C.; Li, C.Y.; Wu, G.W.; Li, J.X.; Chen, W.J.; Yang, D.L. A deep learning approach to sensory navigation device for blind guidance. In Proceedings of the 2018 IEEE 20th International Conference on High Performance Computing and Communications; IEEE 16th International Conference on Smart City; IEEE 4th International Conference on Data Science and Systems (HPCC/SmartCity/DSS), Exeter, UK, 28–30 June 2018; pp. 1195–1200.
6. Everingham, M.; Van Gool, L.; Williams, C.K.; Winn, J.; Zisserman, A. The pascal visual object classes (voc) challenge. *Int. J. Comput. Vis.* 2010, 88, 303–338. [CrossRef]
7. Lin, T.Y.; Maire, M.; Belongie, S.; Hays, J.; Perona, P.; Ramanan, D.; Dollár, P.; Zitnick, C.L. Microsoft coco: Common objects in context. In *European Conference on Computer Vision*; Springer: Zurich, Switzerland, 2014; pp. 740–755.
8. Marindra, A.M.J.; Tian, G.Y. Chipless RFID sensor for corrosion characterization based on frequency selective surface and feature fusion. *Smart Mater. Struct.* 2020, 29, 125010. [CrossRef]
9. Kong, T.; Yao, A.; Chen, Y.; Sun, F. Hypernet: Towards accurate region proposal generation and joint object detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 845–853.
10. Zhuang, S.; Wang, P.; Jiang, B.; Wang, G.; Wang, C. A single shot framework with multi-scale feature fusion for geospatial object detection. *Remote Sens.* 2019, 11, 594. [CrossRef]
11. Lin, T.Y.; Dollár, P.; Girshick, R.; He, K.; Hariharan, B.; Belongie, S. Feature pyramid networks for object detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 2117–2125.
12. Sun, F.; Kong, T.; Huang, W.; Tan, C.; Fang, B.; Liu, H. Feature pyramid reconfiguration with consistent loss for object detection. *IEEE Trans. Image Process.* 2019, 28, 5041–5051. [CrossRef] [PubMed]
13. Yu, F.; Koltun, V. Multi-scale context aggregation by dilated convolutions. *arXiv* 2015, arXiv:1511.07122.
14. Chen, L.C.; Papandreou, G.; Kokkinos, I.; Murphy, K.; Yuille, A.L. Deeplab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected crfs. *IEEE Trans. Pattern Anal. Mach. Intell.* 2017, 40, 834–848. [CrossRef] [PubMed]
15. Luo, P.; Wang, Z. Receptive field enrichment network for pedestrian detection. In Proceedings of the 2019 International Conference on Image and Video Processing, and Artificial Intelligence, Shanghai, China, 23–25 August 2019; Volume 11321, p. 113211K.
19. Szegedy, C.; Ioffe, S.; Vanhoucke, V.; Alemi, A. Inception-v4, inception-resnet and the impact of residual connections on learning. In Proceedings of the AAAI Conference on Artificial Intelligence, San Francisco, CA, USA, 4–9 February 2017; Volume 31.

20. Dai, J.; Qi, H.; Xiong, Y.; Li, Y.; Zhang, G.; Hu, H.; Wei, Y. Deformable convolutional networks. In Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 764–773.

21. Liu, S.; Huang, D. Receptive field block net for accurate and fast object detection. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 385–400.

22. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778.

23. Huang, J.; Rathod, V.; Sun, C.; Zhu, M.; Korattikara, A.; Fathi, A.; Fischer, I.; Wojna, Z.; Song, Y.; Guadarrama, S.; et al. Speed/accuracy trade-offs for modern convolutional object detectors. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 7310–7311.

24. He, K.; Gkioxari, G.; Dollár, P.; Girshick, R. Mask r-cnn. In Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 2961–2969.

25. Redmon, J.; Farhadi, A. Yolov3: An incremental improvement. arXiv 2018, arXiv:1804.02767.

26. He, K.; Zhang, X.; Ren, S.; Sun, J. Spatial pyramid pooling in deep convolitional networks for visual recognition. IEEE Trans. Pattern Anal. Mach. Intell. 2015, 37, 1904–1916. [CrossRef] [PubMed]

27. Bell, S.; Lawrence Zitnick, C.; Bala, K.; Girshick, R. Inside-outside net: Detecting objects in context with skip pooling and recurrent neural networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 2874–2883.

28. Newell, A.; Yang, K.; Deng, J. Stacked hourglass networks for human pose estimation. In European Conference on Computer Vision; Springer: Amsterdam, The Netherlands, 2016; pp. 483–499.

29. Chen, L.C.; Papandreou, G.; Schroff, F.; Adam, H. Rethinking atrous convolution for semantic image segmentation. arXiv 2017, arXiv:1706.05587.

30. Wang, G.; Wang, K.; Lin, L. Adaptively connected neural networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 15–20 June 2019; pp. 1781–1790.

31. Liu, S.; Huang, D.; Wang, Y. Learning spatial fusion for single-shot object detection. arXiv 2019, arXiv:1911.09516.

32. Howard, A.G.; Zhu, M.; Chen, B.; Kalenichenko, D.; Wang, W.; Weyand, T.; Andreetto, M.; Adam, H. Mobilenets: Efficient convolutional neural networks for mobile vision applications. arXiv 2017, arXiv:1704.04861.

33. Zhang, X.; Zhou, X.; Lin, M.; Sun, J. Shufflenet: An extremely efficient convolutional neural network for mobile devices. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–22 June 2018; pp. 6848–6856.

34. Zhu, C.; He, Y.; Savvides, M. Feature selective anchor-free module for single-shot object detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 15–20 June 2019; pp. 840–849.

35. Zhang, Z.; He, T.; Zhang, H.; Zhang, Z.; Xie, J.; Li, M. Bag of freebies for training object detection neural networks. arXiv 2019, arXiv:1902.04103.

36. Singh, B.; Najibi, M.; Davis, L.S. Sniper: Efficient multi-scale training. In Proceedings of the Advances in Neural Information Processing Systems, Montreal, QC, Canada, 3–8 December 2018; pp. 9310–9320.

37. Neubeck, A.; Van Gool, L. Efficient non-maximum suppression. In Proceedings of the 18th International Conference on Pattern Recognition, Hong Kong, China, 20–24 August 2006; Volume 3, pp. 850–855.