EFFICIENT RANDOMIZED ALGORITHMS FOR ADAPTIVE LOW-RANK FACTORIZATION OF LARGE MATRICES
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Abstract. In this paper, randomized techniques for computing low-rank factorizations are presented. The proposed methods take in a tolerance \(\varepsilon\) and an \(m \times n\) matrix \(A\), and output an approximate low-rank factorization of \(A\), whose error measured in the Frobenius norm is within \(\varepsilon\). The techniques are based on the blocked randQB scheme proposed by P.-G. Martinsson and S. Voronin, producing a QB factorization. By employing an economic error indicator and moving \(A\) out of the loop, the techniques result in two algorithms called randQB\_EI and randQB\_FP. They are mathematically equivalent to the existing blocked scheme, but are more computationally efficient. The randQB\_FP algorithm also owns the merit of pass-efficiency. Numerical experiments on a multicore parallel computing server show that the proposed algorithms have the similar accuracy as the blocked randQB scheme, but cost a small fraction of runtime and memory. The benefits are even larger (up to 20X) for handling large sparse matrices. Compared with the adaptive range finder algorithm, the proposed methods output much smaller and close to optimal rank while satisfying the preset accuracy tolerance.
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1. Introduction. Low-rank matrix factorizations, like the partial singular value decomposition (SVD) and the rank-revealing QR factorization, play a crucial role in data analysis and scientific computing. In recent years, techniques based on randomization have been investigated for performing the computation and low-rank factorization of large matrices [1, 2, 3, 8, 9, 11, 17, 18]. They exploit modern computing architectures more efficiently than classical methods, and exhibit large potential for dealing with truly massive data sets.

The basic idea of the randomized techniques is using random sampling to identify the subspace capturing the dominant actions of a matrix. For an \(m \times n\) matrix \(A\), suppose this \(k\)-dimensional dominant subspace has a set of orthogonal basis vectors forming an orthonormal matrix \(Q\) (here \(k < \min(m, n)\)). Because the columns of \(Q\) approximate the major basis vectors of \(\text{range}(A)\), we have [1, 2]:

\[
A \approx QB,
\]

where \(B\) is a \(k \times n\) matrix, and

\[
B = Q^TA.
\]

Then, standard factorizations can be performed on the smaller matrix \(B\), and their results are used to obtain the low-rank factorizations of \(A\). The randomized algorithm involves the same or fewer floating-point operations (flops) than classical algorithms, and is more robust and more efficient by exploiting modern computing architectures.
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The basic randQB procedure

Input: \( A, k, s \)
Output: \( Q, B \).

(1) \( \Omega = \text{randn}(n, k + s) \)
(2) \( Q = \text{orth}(A\Omega) \)
(3) \( B = Q^T A \)

Fig. 1. The basic randomized procedure for producing a rank-\( k \) approximation [2]. The oversampling strategy is employed with a small integer \( s \).

It also tends to be a kind of pass-efficient algorithm, which requires only a constant number of passes over the data, as opposed to \( O(k) \) passes for classical algorithms. This is very desirable for the situation where the data are huge in size. The single-pass algorithms are particularly useful for data generated in a streaming fashion or cannot be stored in fast memory [2, 10].

The approximation presented by (1) and (2) can be regarded as a kind of low-rank factorization of \( A \). We call it QB factorization or QB approximation, which is the object of this work. In [1, 2], a basic randomized scheme for computing the QB approximation was presented, as that shown in Figure 1. For producing close to the optimal rank-\( k \) SVD, the over-sampling scheme using more than \( k \) columns in the random Gaussian matrix \( \Omega \) is actually employed [2]. Here, \( s \) stands for the over-sampling parameter. The produced \( Q \) matrix has \( l = k + s \) columns. “\( \text{orth}(X) \)” denotes orthonormalization of the columns of \( X \). In practice, it is achieved efficiently by a call to a packaged QR factorization (eg. the \( \text{qr} \) command in Matlab), which implements the QR factorization \emph{without pivoting}. We call this basic procedure “randQB”.

The basic randQB procedure could not produce the optimal low-rank approximation as the approach based on the SVD of \( A \). However, in many applications the optimal approximation is not necessary, and even impossible to obtain due to the huge computational cost of performing SVD for a large matrix. The existing works have revealed that this randomized algorithm could produce a good enough solution.

The existing randomized factorization techniques aim at two problems:
- The fixed-rank problem, where the rank of the output factor matrices is given.
- The auto-rank problem, where the rank of factor matrices needs to be automatically determined by taking into account some accuracy conditions.

The procedure in Figure 1 is for the fixed-rank problem. The auto-rank problem is also called fixed-precision problem [2]. Taking the QB factorization as an example, we shall seek \( Q \) and \( B \) with suitable rank such that

\[
\| A - QB \| < \varepsilon,
\]

where \( \varepsilon \) is a given accuracy tolerance. More practically, the relative accuracy tolerance should be considered, where \( \varepsilon \) is a fraction of \( \| A \| \), i.e. \( \delta \| A \| \).

For the fixed-rank problem, the randomized algorithm exhibits advantages over the classical algorithms. Compared with the rank-revealing QR factorization [4, 5] for low-rank approximation, it has lower computational cost and can obtain substantial speedup on a parallel computing platform [18].

For the auto-rank problem, an adaptive randomized range finder algorithm was proposed in [2]. It employs the incremental sampling approach with a probabilistic error estimator to determine the rank satisfying the accuracy condition. However, the theoretic error bound for building this error estimator is loose, causing the rank largely overestimated. Besides, it measures the error in 2-norm, instead of the widely used Frobenius norm. Therefore, it is neither efficient nor convenient for many practical applications. Recently, Martinsson and Voronin proposed a randomized blocked algorithm for computing rank-revealing factorizations [1]. It incrementally produces
the QB factorization based on the combination of column pivoting Gram-Schmidt scheme [4, 5], randomized sampling, and the blocking for high performance. And, it has a different stopping criterion including an explicit approximation error, instead of the probabilistic error estimator. This makes it natural to incorporate adaptive rank determination for the auto-rank problem. However, the algorithm in [1] is more likely for the rank-revealing factorization of a small- or medium-size matrix, instead of the low-rank approximation of a large matrix. This is due to the fact that maintaining the explicit error matrix is costly in runtime and memory usage, and also not feasible for the large and possibly sparse matrices in practical scenarios.

The aim of this work is to provide a solution to the auto-rank problem of low-rank QB factorization, and we focus on using the practical Frobenius norm to measure the approximation error. Improvements are made on the algorithm of [1] for pursuing the adaptability for large, sparse matrices, and higher computational efficiency. Firstly, an economic error indicator is presented which replaces the explicitly generated error matrix. This saves the computational cost and memory usage. Secondly, we reorganize the algorithm to move the matrix multiplications out of the loop so as to obtain more performance benefit from high-level BLAS operation. It also owns the merit of only involving a single pass over matrix $A$. Based on them, two algorithms with names randQB\_EI and randQB\_FP are derived, which are proved to be mathematically equivalent to the blocked randQB algorithm in [1]. To enhance the accuracy, the power schemes for the both algorithms are also developed. They inherit the algorithms’ merits, and make efficient treatment for large, sparse matrices in actual applications. Compared with the adaptive randomized range finder in [2], the proposed algorithms utilize a precise deterministic stopping criterion, and therefore avoid rank overestimation. Numerical experiments on a multi-core computer are carried out to demonstrate the efficiency and accuracy of the proposed algorithm, and its effectiveness for adaptive rank determination.

2. Technical preliminaries. This section summarizes the background we need for presenting the proposed algorithms in sections 3-5. We briefly introduce standard matrix factorizations in section 2.1, and review the related randomized algorithms in section 2.2. Lastly, the orthogonal projector matrix and its properties are introduced, providing theoretic support for the proposed algorithms.

Throughout the paper, we measure vectors with their Euclidean norm (2-norm). Two kinds of matrix norm are usually considered: Frobenius norm and spectral norm (2-norm). Basically, the spectral norm of a matrix is difficult to calculate because it involves the computation of the matrix’s largest singular value. The Frobenius norm $\|A\| = (\sum_{i,j}|A(i,j)|^2)^{1/2}$ is much easier for calculation, and is therefore more widely used in various applications. We measure matrices with their Frobenius norm by default. We also assume that all matrices are real, although the generalization to complex matrices is of no difficulty.

2.1. Matrix factorizations. Computing the low-rank matrix factorizations or the rank-revealing factorizations can be realized using the standard techniques like partial singular value decomposition (SVD) or partial QR factorization.

Let $A$ denote an $m \times n$ matrix. Then, the (economic) SVD is

\begin{equation}
A = U\Sigma V^T,
\end{equation}

where $U$ is an $m \times \min(m, n)$ orthonormal matrix, $V$ is an $n \times \min(m, n)$ orthonormal matrix, and $\Sigma$ is a nonnegative diagonal matrix. The diagonal entries of $\Sigma$ are the
singular values of $A$. The columns of matrices $U$ and $V$ are the left and right singular vectors of $A$, respectively. Usually, the columns of $U$ and $V$ are arranged so that the singular values are sorted in a descending order along the diagonal of $\Sigma$. This means $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{\min(m,n)} \geq 0$, if $\sigma_j$ denotes the diagonal entry $\Sigma(j,j)$.

Taking the first $k$, $k < \min(m,n)$, columns of $U$ and $V$ respectively, and the first $k$ singular values in $\Sigma$, we have the partial SVD of matrix $A$:

$$A_k = U_k \Sigma_k V_k^T \approx A,$$

where $U_k$ and $V_k$ are the orthonormal matrices, including the first $k$ left and right singular vectors, respectively. $\Sigma_k$ is the diagonal matrix identical to the $k \times k$ upper-left-corner submatrix of $\Sigma$. The result of partial SVD, $A_k$, is actually the optimal rank-$k$ approximation of $A$. The Eckart-Young theorem [6] states that in the spectral norm and Frobenius norm, the error of $A_k$ to $A$ is always minimal,

$$\|A_k - A\| = \min_{\text{rank}(A)=k} \|A - A\|.$$

It can be further proved that [7]:

$$\|A_k - A\|_2 = \sigma_{k+1}, \text{ and } \|A_k - A\| = \left( \sum_{j=k+1}^{\min(m,n)} \sigma_j^2 \right)^{1/2}.$$

Any $m \times n$ matrix $A$ admits an (economic) QR factorization:

$$AP = QR,$$

where $Q$ is an $m \times \min(m,n)$ orthonormal matrix, $R$ is a $\min(m,n) \times n$ upper triangular matrix, and $P$ is an $n \times n$ permutation matrix. The QR factorization is often computed through column pivoting combined with the Householder transformation, Gram-Schmidt process, or Givens rotation transformation [5]. $P$ records the result of column exchanges made by the pivoting operations. The QR factorization is performed in an incremental manner, and can be stopped after the first $k$ columns ($k < \min(m,n)$) of $R$ have been computed. This obtains a partial QR factorization:

$$AP_k \approx Q_k R_k,$$

where $Q_k$ is an $m \times k$ orthonormal matrix, $R_k$ is a $k \times n$ upper triangular matrix, and $P_k$ is an $n \times n$ permutation matrix. The first $k$ columns of $R_k$ is just the $k \times k$ upper-left-corner submatrix of $R$ in the full QR factorization (8).

Both (5) and (9) give a rank-$k$ approximation of matrix $A$. By choosing a suitable truncation or stopping criterion, both factorizations can be utilized to reveal the rank of $A$. To make $k$ a good estimation of the rank, we shall ensure $\sigma_{k+1} \approx 0$ for the partial SVD, and the rows blow the $k$-th row in $R$ are almost zeros for the partial QR factorization. For low-rank approximation, where $k$ may be much smaller than the rank of $A$, the result of partial QR factorization is not optimal.

From the viewpoint of computation, the partial QR factorization costs typically $O(kmn)$ flops for a dense matrix $A$ [4]. In contrast, computing the partial SVD for a dense $A$ is more expensive, because it usually relies on constructing the full SVD with $O(mnp)$ flops, where $p = \min(m,n)$. For a sparse $A$, the Krylov subspace method may be economic for computing the partial SVD. But this is limited to the situation
where only a very small number of singular values are of interest. Otherwise, the Krylov subspace method is expensive due to its slow convergence.

It should be mentioned that the partial QR factorization can be computed in an incremental manner (through Gram-Schmidt procedure), which makes it suitable for adaptive rank determination. Its drawback is due to the difficulty to obtain substantial speedup on a parallel computing platform, as mentioned in [1].

2.2. Randomized algorithms. To make a rank-$k$ factorization for an $m \times n$ matrix $A$, with the basic randQB procedure in Figure 1 we obtain an $m \times l$ orthonormal matrix $Q$, where $l > k$ due to the over-sampling. Then, the $l \times n$ matrix $B$ is computed by $B = Q^T A$, for minimizing the approximation error. With this QB approximation, the standard factorizations can be efficiently computed. For example, we perform the SVD on the $l \times n$ matrix $B$ to obtain a factorization $B = \tilde{U}\tilde{\Sigma}\tilde{V}^T$. Then,

$$A \approx QB = Q\tilde{U}\tilde{\Sigma}\tilde{V}^T.$$  

Now, we can choose the first $k$ columns of matrices $Q\tilde{U}$ and $\tilde{V}$ respectively, and the $k \times k$ upper-left corner submatrix of $\tilde{\Sigma}$. They approximate the rank-$k$ SVD factors in (5). Similarly, by changing the factorizations made on $B$ we can obtain the approximate QR factorization and CUR factorization, etc [1].

The output of the randomized approximation algorithms is a random variable, as it depends on the drawing of a Gaussian matrix. It has been proven that the variation in this random variable is small, which means the output is always very close to the variable’s expectation. For more details, please refer to [1, 2]. The bound of the expectation of the approximation error has been derived in [2]. And, the distribution of errors caused by randomness has been demonstrated in [1].

For the auto-rank problem, the adaptive randomized range finder [2] employs a posteriori error estimation. It is based on the statement that

$$\|A - QQ^TA\|_2 \leq 10\sqrt{\frac{2}{\pi}} \max_{i=1,\ldots,r} \| (A - QQ^T A)\omega^{(i)} \|,$$

with probability at least $1 - 10^{-r}$. Here $\| \cdot \|_2$ stands for the spectral norm, $\omega^{(i)}$ is a random vector, and $r$ is a small integer, e.g. $r = 10$.

The technique in [1] is based on a greedy Gram-Schmidt procedure. It is shown in Figure 2(a), which constitutes the “single-vector randQB” algorithm for computing the QB approximation. If lines (4) and (5) are replaced such that we pick $q_i$ as the largest column of $A^{(i)}$, the algorithm becomes the column pivoted Gram-Schmidt algorithm for partial QR factorization. It is straight-forward to show that if the algorithm is executed in exact arithmetic, $Q_i$ is orthonormal, $B_i = Q_i^T A$, and

$$A^{(i)} = A - Q_iB_i.$$  

Therefore, the error of QB approximation is updated, allowing a precise stopping criterion for the auto-rank problem. The algorithm is mathematically equivalent to the basic randQB procedure shown in Figure 1, except for the stopping criterion used. In order to exploit blocking to attain high performance of linear algebraic computation, the single-vector randQB algorithm is converted to a blocked version, i.e. the blocked randQB algorithm in Figure 2(b). Note that matrix $A$ is overwritten in line (6), and the re-orthogonalization operation in line (4) is for easing the accumulation of round-off error under floating point arithmetic. The experiments showed that the
The single-vector randQB algorithm

Input: $A$, $\varepsilon$
Output: $Q_i$, $B_i$

1. $Q_i = []$; $B_i = []$; $A^{(0)} = A$; $i = 0$;
2. while $\|A^{(i)}\| > \varepsilon$
   i. $i = i + 1$
   ii. $\omega_i = \text{randn}(n, 1)$
   iii. $q_i = A^{(i-1)} \omega_i$; $q_i = q_i/\|q_i\|$;
   iv. $b_i = q_i^T A^{(i-1)}$
   v. $Q_i = [Q_{i-1}, q_i]$
   vi. $B_i = \begin{bmatrix} B_{i-1} & b_i \end{bmatrix}$
   vii. $A^{(i)} = A^{(i-1)} - q_i b_i$
3. end while

The blocked randQB algorithm

Input: $A$, $\varepsilon$, $b$
Output: $Q$, $B$

1. for $i = 1, 2, 3, \ldots$
   2. $\Omega_i = \text{randn}(n, b)$
   3. $Q_i = \text{orth}(A \Omega_i)$
   4. $Q_i = \text{orth}(Q_i - \sum_{j=1}^{i-1} Q_j Q_j^T Q_i)$
   5. $B_i = Q_i^T A$
   6. $A = A - Q_i B_i$
   7. if $\|A\| < \varepsilon$ then stop
   8. end for
9. $Q = [Q_1, \ldots, Q_i]$; $B = [B_1^T, \ldots, B_i^T]^T$.

(a) The randQB-sv algorithm
(b) The randQB-b algorithm

Fig. 2. The randomized algorithms for QB factorization proposed in [1].

Fig. 3. The geometric explanation of the orthogonal projector matrix $P_A$.

The blocked randQB algorithm has the same or better accuracy than the column-pivoted QR factorization, and runs much faster on multi-core architectures.

Due to the precise error calculation, the blocked randQB algorithm is more suitable for the auto-rank problem than the adaptive randomized rank finder [2]. However, the explicit expression of the error matrix, i.e. line (6) in Figure 2(b), causes difficulties when applying the algorithm to a large matrix $A$. If $A$ is a sparse matrix, the sparsity will be destroyed, causing large runtime and memory cost.

2.3. Orthogonal projectors. The concept of orthogonal projector matrix is used in this paper as well as many preceding works. An orthogonal projector is a matrix representing the linear transformation which converts any vector to its orthogonal projection on a subspace. It is uniquely determined by the subspace. Figure 3 shows the orthogonal projection transformation to $\text{range}(A)$, where $A \in \mathbb{R}^{m \times n}$.

The corresponding orthogonal projector is denoted by $P_A$. Based on the theory of linear least squares, if $A$ has linearly independent columns,

$$ P_A = A (A^T A)^{-1} A^T. $$

If $A$ is an orthonormal matrix, the expression is simplified to:

$$ P_A = A A^T. $$

Figure 3 illustrates the following property of $P_A$:

$$ \forall x \in \mathbb{R}^m, P_A x \in \text{range}(A), \text{ and if } x \in \text{range}(A), P_A x = x. $$

Obviously, $\text{range}(P_A) = \text{range}(A)$. From (13), it is easy to verify that the orthogonal projector is a symmetric matrix, and $P_A^2 = P_A$. Based on its geometric meaning, it is easy to see that the orthogonal projector determined by the orthogonal complement of $\text{range}(A)$ is $I - P_A$, where $I$ is the identity matrix.

Below are some results about the orthogonal projector matrix.
Lemma 1. For $A \in \mathbb{R}^{m \times n}$, if $A$ has linearly independent columns,

$$P_A A - A = O,$$

where $O$ stands for the zero matrix.

Proof. Plugging in $P_A = A(A^T A)^{-1} A^T$, the result follows immediately. □

Lemma 2. For $A \in \mathbb{R}^{m \times n}$, orthonormal matrix $Q \in \mathbb{R}^{m \times k}$ and $B = Q^T A$,

$$P_A A - A = O,$$

where $O$ stands for the zero matrix.

Proof. Plugging in $P_A = A(A^T A)^{-1} A^T$, the result follows immediately. □

Lemma 3. For $A \in \mathbb{R}^{m \times n}$, orthonormal matrix $Q \in \mathbb{R}^{m \times k}$ and $B = Q^T A$,

$$\|A - QS\|_2^2 = \|A\|_2^2 - \|B\|_2^2.$$

Proof. Due to the property of Frobenius norm of a matrix, we know for a matrix $M$, $\|M\|_2^2 = tr(M^T M)$. Here, $tr(\cdot)$ calculates the trace of a matrix. Then, we apply the trace operation to both sides of (17), we can prove (18).

In both randQBsv and randQBb algorithms, matrices $Q$ and $B$ are built incrementally. This means $\|B\|$ can be evaluated incrementally, and further the approximation error $\|A - QS\|$ can be calculated incrementally based on Lemma 3.

3. An algorithm without the explicit error matrix. Algorithm 1 is derived from the randQBb algorithm, where the approximation error matrix is removed. It is easy to find out that lines 4 ~ 7 of Algorithm 1 is equivalent to lines (2) ~ (5) of the randQBb algorithm in Figure 2(b). This means Algorithm 1 also produces the QB factorization. To strictly prove the equivalence of the stopping criteria of the both algorithms, we first clarify the notations. In this section and all those follow, we use $v^{(i)}$ to denote the value of any variable $v$ after the $i$-th iteration of the loop is executed. Moreover, we assume all sample matrix $\Omega_i$ is of full column rank.

Proposition 1. $\forall i$, $E^{(i)}$ in Algorithm 1 satisfies

$$E^{(i)} = \|A - Q^{(i)} B^{(i)}\|_2^2.$$

Proof. Based on line 10 and the property of Frobenius norm,

$$E^{(i)} = \|A\|_2^2 - \sum_{j=1}^{i} \|B_j\|_2^2 = \|A\|_2^2 - \|B^{(i)}\|_2^2.$$

Then, with Lemma 3, we can see that (19) holds. □
Algorithm 1 Auto-rank QB factorization with the explicit error matrix removed

Input: \( A \in \mathbb{R}^{m \times n} \), desired accuracy tolerance \( \varepsilon \), block size \( b \).
Output: \( Q, B \), s.t. \( \| A - QB \| < \varepsilon \).

1: \( Q = []; B = []; \)
2: \( E = \| A \|_2^2 \)
3: for \( i = 1, 2, 3, \ldots \) do
4: \( \Omega_i = \text{randn}(n, b) \)
5: \( Q_i = \text{orth}(A \Omega_i - Q(B \Omega_i)) \)
6: \( Q_i = \text{orth}(Q_i - Q(Q_i^T Q_i)) \)
7: \( B_i = Q_i^T A - Q_i^T QB \)
8: \( Q = [Q; Q_i] \)
9: \( B = [B; B_i] \)
10: \( E = E - \| B_i \|_2^2 \)
11: If \( \sqrt{E} < \varepsilon \) then stop
12: end for

From this proposition, we see that \( E \) is actually the error indicator identical to square of the approximation error. It is updated in the iteration by calculating the Frobenius norm of \( B_i \). So, it avoids generating the dense error matrix in randQB, and can be computed more efficiently in case that matrix \( A \) is large or sparse. This randQB algorithm with an economic error indicator is denoted by randQB\_EI.

Besides, lines 10 and 11 in Algorithm 1 can be replaced by a row-by-row scheme. Once the accuracy tolerance is attained with certain rows of \( B_i \), we can stop the computation. It makes the output rank an arbitrary integer, instead of \( b \)'s multiple.

It should be pointed out that the incremental error indicator only works for the matrix Frobenius norm. If the matrix has to be measured in spectral norm, we can use the fact that the Frobenius norm is an upper bound of the spectral norm and perform post-processing steps after Algorithm 1, as suggested in [1].

3.1. Analysis of computational cost. Same as [1], we can compare the computational cost for different randomized QB-factorization algorithms. We assume multiplying two (dense) matrices of sizes \( m \times n \) and \( n \times r \) costs \( C_{mmnr} \) flops, while performing a QR factorization of a matrix of size \( m \times n \) costs \( C_{qr} \min(m, n) \) flops. With these two scaling constants: \( C_{mm} \) and \( C_{qr} \), we first roughly estimate the computational cost for the situation where \( A \) is a dense matrix.

Using \( T_{\text{randQB}} \) and \( T_{\text{randQB\_b}} \) to denote the runtime for the algorithms randQB (Figure 1) and randQB\_b (Figure 2(b)) respectively, we rewrite the results from [1].

\begin{align*}
T_{\text{randQB}} & \sim 2C_{mm}mnt + 2C_{qr}ml^2. \\
T_{\text{randQB\_b}} & \sim 3C_{mm}mnt + C_{mm}ml^2 + \frac{2}{t}C_{qr}ml^2,
\end{align*}

where \( l \) is the number of columns in the resulting matrix \( Q \), and \( t \) satisfies \( l = tb \).

Note that \( l \) can be a little bit larger than \( k \) if the rank-\( k \) SVD is pursued.

For Algorithm 1, the runtime is roughly:

\begin{align*}
T_{\text{randQB\_EI}} & \sim 2C_{mm}mnt + C_{mm}(4m + 2n)b^2 \sum_{i=1}^{l-1} i + \frac{2}{t}C_{qr}ml^2 \\
& \sim 2C_{mm}mnt + C_{mm}(2m + n)t^2 + \frac{2}{t}C_{qr}ml^2.
\end{align*}
Because \( l \) is usually much smaller than \( m \) and \( n \), we see that the flop count of Algorithm 1 is about \( 2/3 \) that of blocked randQB algorithm. And, it is comparable to that of the basic randQB procedure.

In practice, a large matrix is often a sparse one. For such situation, Algorithm 1 is much better than the blocked randQB algorithm [1]. With Algorithm 1, the sparsity of \( A \) can be utilized to reduce the matrix computations. In contrast, this cannot be taken advantage of by the algorithms in Figure 2, as the sparsity of \( A^{(i)} \) quickly loses after the first iteration. Besides, since the error matrix is not stored, the memory saving of Algorithm 1 becomes significant if \( A \) is of large size.

4. An algorithm with fewer passes over matrix \( A \). In this section, we derive a single-pass algorithm for the QB factorization, by moving the multiplications with \( A \) out of the loop. We first present the scheme without the re-orthogonalization step, i.e. step 6 in Algorithm 1. Then, the version with re-orthogonalization is given.

4.1. The version without re-orthogonalization. The algorithm is presented as Algorithm 2. Its key idea is to pre-compute the products of \( A \) and random vectors, as well as \( A^T A \) and the random vectors. Then, in the loop we take columns from the pre-computed \( \Omega, G \) and \( H \) matrices, to get the needed information. For example, with \( G \) the 8th and 9th lines in Algorithm 2 perform the same function as line (3) in the randQB algorithm. The equivalence between line 10 in Algorithm 2 and line (5) in the randQB algorithm can also be proved, although it is less obvious. With the matrix-vector multiplications lumped into two matrix-matrix multiplications, more efficiency benefit from the BLAS-3 operation is expected. Algorithm 2 also exhibits the pass-efficient property, like the original algorithm in [2].

Algorithm 2 A basic pass-efficient algorithm for auto-rank QB factorization

\[
\text{Input: } A \in \mathbb{R}^{m \times n}, \text{ desired accuracy tolerance } \varepsilon, \text{ block size } b.
\]

\[
\text{Output: } Q, B, \text{ s.t. } \|A - QB\| < \varepsilon.
\]

1: \( Q = [\ ]; \ B = [\ ]; \)
2: \( \Omega = \text{randn}(n, \tilde{l}) \), where \( \tilde{l} \) is a sufficiently large number.
3: \( G = A\Omega \)
4: \( H = A^T G \)
5: \( E = \|A\|^2 \)
6: for \( i = 1, 2, 3, \cdots \) do
7: \( \Omega_i = \Omega(:, (i - 1)b + 1 : ib) \)
8: \( Y_i = G(:, (i - 1)b + 1 : ib) - Q_i B \Omega_i \)
9: \( [Q_i, R_i] = \text{qr}(Y_i) \)
10: \( B_i = R_i^{-T}(H(:, (i - 1)b + 1 : ib)^T - \Omega_i^T B B) \)
11: \( Q = [Q, Q_i] \)
12: \( B = [B_i] \)
13: \( E = E - \|B_i\|^2 \)
14: if \( \sqrt{E} < \varepsilon \) then stop
15: end for

Proposition 2. \( \forall i, Q^{(i)} \) in Algorithm 2 is orthonormal and the corresponding \( B^{(i)} = (Q^{(i)})^T A \).

Proof. We prove it via induction. In base case, \( Q^{(1)} = Q_1 \) is orthonormal because of line 9. It also ensures that \( Q_i \) is orthonormal, and
\[
(24) \quad Q_i R_i = Y_i.
\]
So,

\[(25) \quad B^{(i)} = B_1 = R_i^T \Omega_i^T A^T A = \left( A \Omega_i R_i^{-1} \right)^T A = (Y_i R_i^{-1})^T A = \left( Q^{(i)} \right)^T A ,\]

where the last two equalities are due to line 8 in Algorithm 2 and (24), respectively.

Now, suppose the proposition holds for the \(i\)-th iteration. We need to prove \(Q^{(i+1)}\) is orthonormal and \(B^{(i+1)} = \left( Q^{(i+1)} \right)^T A\). We first check if \(Q_{i+1}\) is perpendicular to \(Q^{(i)}\).

\[
Q_{i+1}^T Q^{(i)} = \left( \left( A - Q^{(i)} B^{(i)} \right) \Omega_{i+1} R_{i+1}^{-1} \right)^T Q^{(i)} \\
= \left( \left( A - Q^{(i)} Q^{(i)} A \right) \Omega_{i+1} R_{i+1}^{-1} \right)^T Q^{(i)} \\
= (I - P_{Q^{(i)}}) A \Omega_{i+1} R_{i+1}^{-1}^T (I - P_{Q^{(i)}}) Q^{(i)} \\
= (A \Omega_{i+1} R_{i+1}^{-1})^T (I - P_{Q^{(i)}}) Q^{(i)} \\
= (A \Omega_{i+1} R_{i+1}^{-1})^T (Q^{(i)} - P_{Q^{(i)}} Q^{(i)}) \\
= O. 
\]

The last equality of (26) is due to Lemma 1. Note that \(P_{Q^{(i)}}\) is an orthogonal projector. Eq. (26) guarantees that \(Q^{(i+1)}\) is an orthonormal matrix. Then,

\[
B_{i+1} = R_{i+1}^T \Omega_{i+1}^T \left( A^T A - B^{(i)} B^{(i)} \right) \\
= R_{i+1}^T \Omega_{i+1}^T \left( A - Q^{(i)} B^{(i)} \right) \left( A - Q^{(i)} B^{(i)} \right) \\
= \left( A \Omega_{i+1} R_{i+1}^{-1} - Q^{(i)} B^{(i)} \Omega_{i+1} R_{i+1}^{-1} \right) \left( A - Q^{(i)} B^{(i)} \right) \\
= (Y_{i+1} R_{i+1}^{-1})^T \left( A - Q^{(i)} B^{(i)} \right) \\
= Q_{i+1}^T \left( A - Q^{(i)} B^{(i)} \right) \\
= 2 Q_{i+1}^T A 
\]

where equality 1 holds due to Lemma 2, and equality 2 follows from (26). Therefore, we see that \(B^{(i+1)} = \left( Q^{(i+1)} \right)^T A\), based on the induction hypothesis and lines 11 and 12 in Algorithm 2. This ends the proof.

For the stopping criterion, it is just the same as Algorithm 1.

4.2. The version with re-orthogonalization. In reality, the loss of orthonormality among the columns in \(\{Q_1, Q_2, \ldots\}\) occurs due to the accumulation of round-off errors. This further affects the correctness of some statements in Algorithm 2, and increases the error of its output. To fix this problem, we explicitly reproject \(Q_i\) away from the span of the previously computed basis vectors, just as what’s done in [1]. Then, we modify the formula for matrix \(B_i\) to incorporate the modified \(Q_i\).

The re-orthogonalization can be expressed as

\[(28) \quad \tilde{Q}_i \tilde{R}_i = Q_i - Q^{(i-1)} \left( Q^{(i-1)} \right)^T Q_i ,\]
where $Q_i \neq Q$, and $R_i \neq I$ due to round-off error. And, $\bar{Q}_i$ is better orthogonal to the previously generated $\{Q_1, Q_2, \cdots, Q_{i-1}\}$ than $Q_i$. Now, we derive a formula for calculating $B_i$ which does not involve $A$ explicitly. Based on (24),

$$\hat{Q}_i = \left( I - Q^{(i-1)} \left( Q^{(i-1)} \right)^T \right) Y_i R_i^{-1} R_i^{-1}.$$

$$B_i = \hat{Q}_i^T A$$

$$= (\bar{R}_i R_i)^{-1} Y_i^T \left( I - Q^{(i-1)} \left( Q^{(i-1)} \right)^T \right) A$$

$$= (\bar{R}_i R_i)^{-1} \left( \Omega_i^T A^T - \Omega_i^T \left( B^{(i-1)} \right)^T \left( Q^{(i-1)} \right)^T \right) \left( A - Q^{(i-1)} \left( Q^{(i-1)} \right)^T \right) A$$

$$\approx (\bar{R}_i R_i)^{-1} \left( H_i^T - G_i^T Q^{(i-1)} B^{(i-1)} \Omega_i^T \left( B^{(i-1)} \right)^T \left( Q^{(i-1)} \right)^T \right) \left( A - Q^{(i-1)} \left( Q^{(i-1)} \right)^T \right) A$$

$$= (\bar{R}_i R_i)^{-1} \left( H_i^T - Y_i^T Q^{(i-1)} B^{(i-1)} \Omega_i^T - \Omega_i^T \left( B^{(i-1)} \right)^T B^{(i-1)} \right).$$

In the deduction, we use the formula for $Y_i$ shown as line 8 in Algorithm 2. And, we try our best to less utilize the orthogonal property of $Q^{(i-1)}$ and the equality $B^{(i-1)} = \left( Q^{(i-1)} \right)^T A$, which may not hold in the floating-point computation.

Based on (28) and (30), we can derive the version with re-orthogonalization for Algorithm 2. We just need to replace step 10 with the following steps:

10: \[ [Q_i, \bar{R}_i] = qr(Q_i - Q(Q^T Q_i)) \]
10': \[ R_i = \bar{R}_i R_i \]
10'': \[ B_i = \bar{R}_i^{-1} (H_i(:, (i - 1)b + 1 : ib)^T - Y_i^T Q_i B - \Omega_i^T B^T B) \]

Here, $Q_i$ and $B_i$ are overwritten to stand for $\hat{Q}_i$ and $\hat{B}_i$.

This algorithm with fewer passes over $A$ is denoted by randQB_FP. Actually, it is a single-pass algorithm, because steps 3 and 4 can be implemented with only single pass over $A$. In contrast, the randQB_b and randQB_EI algorithms need $3l/b$ and $2l/b$ passes over $A$, respectively.

The re-orthogonalization induces some extra computation to Algorithm 2. In the $i$-th iteration, it is of $O(3ib^2 m + ib^2 n)$ flops. Summing them for all iterations, it becomes $O(3l^2 m/2 + l^2 n/2)$, where $l$ is the number of columns in the resulting $Q$. This is much less than the cost of $O(mnl)$ flops for executing step 3 or 4 (assuming a dense $A$). Here, we ignore the computations with respect to $R_i$ and $\bar{R}_i$, as they are in a small size $b$. The runtime of the randQB_FP algorithm is roughly:

$$T_{randQB_\text{FP}} \sim 2C_{mm} mnl + 4C_{mm} (m + n)b^2 \sum_{i=1}^{l-1} i + 2C_{qr} mb^2 l$$

$$\sim 2C_{mm} mnl + 2C_{mm} (m + n)l^2 + \frac{2}{l} C_{qr} ml^2 ,$$

where $t$ satisfies $l = tb$. For simplicity, we do not differentiate $l$ and $\tilde{l}$, although the latter is often larger than the former.

Compared with $T_{randQB_\text{EI}}$ for Algorithm 1, the randQB_FP algorithm has slightly larger flop count. However, since the multiplication with $A$ is lumped together, its actual runtime may be shorter especially on a parallel computing platform. While
function \( \{Q, B\} = \text{randQB}_p(A, \ell, P) \)

1. \( \Omega = \text{randn}(n, \ell) \).
2. \( Q = \text{orth}(A\Omega) \).
3. for \( j = 1 : P \)
   4. \( Q = \text{orth}(A^*Q) \).
   5. \( Q = \text{orth}(AQ) \).
   6. end for
7. \( B = Q^*A \).

function \( \{Q, B\} = \text{randQB}_{pb}(A, \varepsilon, P, b) \)

1. for \( i = 1, 2, 3, \ldots \)
2. \( \Omega_i = \text{randn}(n, b) \).
3. \( Q_i = \text{orth}(A\Omega_i) \).
4. for \( j = 1 : P \)
   5. \( Q_i = \text{orth}(A^*Q_i) \).
   6. \( Q_i = \text{orth}(AQ_i) \).
   7. end for
8. \( Q = \text{orth}(A^*Q) \).
9. \( B_i = Q_i^*A \).
10. \( A = A - Q_iB_i \).
11. if \( \|A\| < \varepsilon \) then stop
12. end while
13. Set \( Q = [Q_1 \cdots Q_i] \) and \( B = [B_i^* \cdots B_i^*] \)

(a) The \text{randQB}_p algorithm

(b) The \text{randQB}_{pb} algorithm

Fig. 4. The basic randQB algorithm and the blocked randQB algorithm using the power scheme (from [1]). \( P \) is an integer "power" parameter, \( b \) is the block size, and "*" denotes matrix transpose.

5. The power scheme for improving accuracy. Based on the theoretic error bound of the randomized QB factorization [2], the error \( \|A - QB\| \) depends on the quantity \( (\sum_{j=k+1}^{\text{min}(m,n)} \sigma_j^2)^{1/2} \) and a scalar factor in front of it. This implies that the error could be large if the "tail" singular values have substantial weight, e.g. those of a matrix whose singular values decay slowly. This problem becomes particularly acute for large matrices. Fortunately, it can be resolved by using a so called power scheme [11]. Suppose \( P \) is an integer. The power scheme is inspired by the fact that matrix \((AA^T)^P A\) has exactly the same left/right singular vectors as \( A \), but its singular values are \( \sigma_j^{2P+1} \). Due to this power operation, the relative weights of the tail singular values of \((AA^T)^P A\) can be much smaller than that of \( A \). So, performing the randomized QB factorization on \((AA^T)^P A\) may achieve better accuracy, while producing the same leading left singular vectors of \( A \) (i.e. the orthonormal basis for \text{range}(A)).

For the details, please refer to [2, Sec. 10.4].

To implement the power scheme, conceptually we just need to replace matrix \( A \) in the algorithm with \((AA^T)^P A\). The basic randQB procedure and the blocked randQB algorithm with the power scheme are shown in Figure 4. It should be pointed out that in floating-point computation, substantial loss of accuracy occurs whenever the singular values have a large variation. If \( \epsilon_{\text{mach}} \) denotes the machine precision, any singular components smaller than \( \sigma_j \epsilon_{\text{mach}}^{(2P+1)} \) will be lost. This problem can be resolved by orthonormalizing the "sample matrix" between each application of \( A \) and \( A^T \). This explains the orthonormalization steps in Figure 4.

Similarly, the \text{randQB}_{EI} algorithm can be extended to incorporate the power scheme. The algorithm is presented as Algorithm 3. Compared with Algorithm 1, we only add lines 6 through 9, where \( A - QB \) replaces the original \( A \).

We combine the power scheme and the \text{randQB}_{FP} algorithm to obtain Algorithm 4. Because matrix \( A \) only appears outside the loop, we perform the applications of \( A \)
Algorithm 3 Accuracy-enhanced randQB\_EI using the power scheme

\textbf{Input:} \( A \in \mathbb{R}^{m \times n} \), desired accuracy tolerance \( \varepsilon \), block size \( b \), power \( P \).

\textbf{Output:} \( Q, B \), s.t. \( \|A - QB\| < \varepsilon \).

1: \( Q = \[ \]; \quad B = \[ \];
2: \( E = \|A\|^2 \)
3: \textbf{for} \( i = 1, 2, 3, \ldots \) \textbf{do}
4: \( \Omega_i = \text{randn}(n, b) \)
5: \( Q_i = \text{orth}(A\Omega_i - Q(B\Omega_i)) \)
6: \textbf{for} \( j = 1 : P \) \textbf{do}
7: \( Q_i = \text{orth}(A^TQ_i - B^T(Q^TQ_i)) \)
8: \( Q_i = \text{orth}(AQ_i - Q(BQ_i)) \)
9: \textbf{end for}
10: \( Q_i = \text{orth}(Q_i - Q(Q^TQ_i)) \)
11: \( B_i = Q_i^T A - Q_i^T Q B \)
12: \( Q = [Q, Q_i] \)
13: \( B = \begin{bmatrix} B \\ B_i \end{bmatrix} \)
14: \( E = E - \|B_i\|^2 \)
15: \textbf{if} \( \sqrt{E} < \varepsilon \) \textbf{then stop}
16: \textbf{end for}

and \( A^T \) and the orthonormalization steps there. An important point is that we must ensure that \( G = A\Omega \) and \( H = A^T G \) for their usage in the loop. Our experiments reveal that the orthonormalization cannot be omitted. Otherwise, the accuracy of the QB factorization will be largely degraded.

The flop counts of Algorithm 3 and 4 are roughly (for an \( m \times n \) dense matrix \( A \)):

\[
T_{\text{randQB\_EI}} \sim 2 C_{mm} Pmn + 2 C_{mm} P(m + n)b^2 \sum_{i=0}^{l-1} i + C_{qr} P(m + n)b^2 t
\]
\[
\sim T_{\text{randQB\_EI}} + 2PC_{mm}mn + PC_{mm}(m + n)t^2 + \frac{1}{t} PC_{qr}(m + n)t^2
\]
\[
\sim C_{mm}(2 + 2P)mn \quad .
\]

\[
T_{\text{randQB\_FP\_P}} \sim T_{\text{randQB\_FP}} + 2C_{mm} Pmn + C_{qr} P(m + n)\tilde{l}^2
\]
\[
\sim C_{mm}(2 + 2P)mn \quad .
\]

(32)

Again, we ignore the difference between \( l \) and \( \tilde{l} \). Since \( l \) is much smaller than \( m \) or \( n \) in a low-rank factorization, we only keep the dominant first item.

The computational cost of \( \text{randQB\_p} \) and \( \text{randQB\_pb} \) are \([1]\):

\[
T_{\text{randQB\_p}} \sim C_{mm} (2 + 2P)mn + C_{qr} (1 + 2P)ml^2
\]
\[
(34)
\]

\[
T_{\text{randQB\_pb}} \sim C_{mm} (3 + 2P)mn + C_{mm} ml^2 + \frac{1}{t} C_{qr} (2 + 2P)ml^2
\]
\[
(35)
\]

Comparing these formulas, we see that the proposed algorithms cost less time than the counterpart of the blocked randQB algorithm. They are also suitable for sparse
6. Discussion on limitations of the algorithms. The proposed techniques are inspired by the blocked randQB scheme in [1]. They employ an economic error indicator (i.e., $E$) to remove the costly explicit computation of the error matrix. However, this error indicator causes a limitation to the algorithms. Based on Lemma 3, we calculate $E = \|A\|^2 - \|B\|^2$, and then $\sqrt{E}$ indicates the approximation error of $QB$. Let’s consider an extreme scenario, where $E$ is theoretically as small as $\epsilon_{mach} \|A\|^2$. This means $\|A\|^2$ and $\|B\|^2$ have the same decimal digits except the last digit. Because the last decimal digit in the floating-number arithmetic is just a matter of error, the difference of them, $E$, does not include any useful (accurate) information. This is the phenomena of “cancellation”. So, we cannot expect accurately obtaining an $E$ smaller than $\epsilon_{mach} \|A\|^2$. Sometime it could be a negative value, causing calculating $\sqrt{E}$ a problem. This means if

$$\|A - QB\|^2 < \epsilon_{mach} \|A\|^2,$$

$E$ becomes meaningless. Therefore, the proposed algorithms cannot be used for the problems where we want to pursue a relative error below $10^{-8}$. This rarely happens as most actual low-rank approximation problems do not request such high accuracy.

Another problem of the randQB\_FP algorithm is due to the inaccuracy in calculating $B_i$, c.f. (30). With the iteration steps increase for high-accuracy approximation,
the algorithm might not guarantee the orthogonality of $Q$ matrix, and prevents approximation error from continuously decreasing. But this hardly occurs before the limitation of the error indicator emerges. That is, for the applications where we pursue an approximation with moderate relative error, say no less than $10^{-7}$, these numerical drawbacks are negligible. In the following section, we will show numerical results to validate the usage and effectiveness of the proposed algorithms.

7. Numerical results. In this section we compare our algorithms against several existing algorithms in terms of execution time, memory usage and accuracy. All experiments are carried out on a Linux server with two 12-core Intel Xeon E5-2630 CPUs (2.30 GHz), and 32GB of RAM. For comparison of speed, the proposed algorithms have been implemented in C based on the codes shared by the authors of [1, 12]. The program is coded with OpenMP derivatives, and compiled with the Intel ICC compiler with MKL libraries [13], to take full advantage of the multi-core CPUs. The QR factorization and other basic linear algebra operations are implemented through LAPACK routines which are automatically executed in parallel.

7.1. Comparison of speed. We compute the QB factorization (with rank $l$) of a given $n \times n$ matrix $A$. Notice the singular value distribution of matrix is immaterial for a runtime comparison. Four sets of techniques are compared:

- The basic randQB procedure, i.e. the algorithm in Figure 4(a);
- The blocked randQB algorithm [1];
- The randQB_EI algorithm with power scheme, i.e. Algorithm 3 in Section 5;
- The randQB_FP algorithm with power scheme, i.e. Algorithm 4 in Section 5.

The block size is $b = 20$ for the blocked randQB, randQB_EI and randQB_FP algorithms. We did not test the partial QR factorization, because the experiments in [1] showed that the block randQB algorithm is nearly 10X faster than it.

![Runtime of the algorithms for dense matrices (l = 200).](image)

In the first experiment we test the algorithms on dense matrices of varying size. $n$ ranges from 2000 to 40000. The value of $l$ is fixed to 200. The results are shown in Figure 5 for the situations without and with the power scheme. The data of the blocked randQB algorithm for the matrix with $n = 40000$ are not shown due to unreasonably long runtime of the program from [12]. From the results, we see the randQB_EI and randQB_FP algorithms are more than 2X and 4X faster than the blocked randQB algorithm, respectively. When the power scheme is imposed, the
acceleration ratios decrease a little bit, but is still about 2 or more. The basic randQB procedure has the fastest computational speed, while the randQB_FP algorithm is faster than the randQB_EI algorithm. Sometimes, the randQB_FP is even faster than the basic randQB procedure.

We do not show the runtime results regarding to the power scheme with $P = 2$, because it has almost the same accuracy as the power scheme with $P = 1$, despite costing more computing time. This will be illustrated in the next subsection.

The memory costs for some large matrices are listed in Table 1. For the randQB, randQB_EI and randQB_FP algorithms, the memory cost is mainly for storing matrix $A$. For the randQB_b algorithm, it is mainly for the error matrix (assuming $A$ is overwritten), and the product of $QB$. So, the proposed algorithms consume half of that used by the blocked randQB algorithm. If we want to keep the original $A$, the proposed algorithms cost only 1/3 of the memory used by the algorithm in [1].

### Table 1

| n   | randQB | randQB_EI | randQB_FP | randQB_b [1] |
|-----|--------|-----------|-----------|--------------|
| 16000 | 2.25 GB | 2.0 GB   | 2.1 GB   | 3.9 GB   |
| 24000 | 4.5 GB  | 4.5 GB   | 4.6 GB   | 8.4 GB   |
| 32000 | 8.0 GB  | 7.9 GB   | 8.0 GB   | 15 GB   |
| 40000 | 12 GB   | 12 GB    | 12 GB    | –     |

The second experiment is about the algorithms’ efficiency for sparse matrices. We generate sparse matrices with roughly 0.3% non-zero elements. They are stored in CSR (compressed sparse row) format [14]. The runtimes of the algorithms are shown in Figure 6. The data of the randQB_b algorithm for the matrices with $n \geq 40000$ are not available due to their unreasonably long runtime. In contrast, it only takes a couple of seconds for the other algorithms to process the largest matrix with $n = 48000$. We see that the proposed algorithms take remarkable benefit from the sparsity, while the blocked randQB algorithm cannot. The speedup ratios of the former to the latter increase as the matrix size increases. For $n = 32000$, the randQB_EI and randQB_FP algorithms are more than 20X and 10X faster than the randQB_b algorithm, respectively. Different from the situation when we test dense matrices, the randQB_EI algorithm becomes faster than randQB_FP. This implies that lumping the multiplications of a sparse matrix all together brings less benefit than doing that for a dense matrix. And, randQB_EI could run faster than the basic randQB procedure, because the “orth” operator in the latter has higher cost, and the orthogonalization steps dominate the total runtime in the treatment of sparse matrix. Another interesting phenomenon is that if we instead store the sparse matrix with the COO (coordinate) format the randQB_FP algorithm runs up to 30% faster. A possible explanation could be that the COO format is more adaptive to the parallel computing.

The memory cost of these algorithms are listed in Table 2. From the table we see more prominent memory saving of the proposed methods.

Lastly, we fix the size of matrix ($n = 8000$), but vary the value of rank $l$. The trends of the runtime are plotted in Figure 7. It shows that our algorithms are about 2X faster than randQB_b. If the power scheme is imposed, the speedup ratio of randQB_EI to randQB_b decreases with the increase of $l$, while that of randQB_FP
Fig. 6. Runtime of the algorithms for sparse matrices ($l = 200$).

Table 2
The memory usage of the randomized QB-factorization algorithms for sparse matrices ($l = 200$)

| n    | randQB | randQB_EI | randQB_FP | randQB_b[1] |
|------|--------|-----------|-----------|-------------|
| 16000| 230 MB | 149 MB    | 213 MB    | 3.9 GB      |
| 24000| 228 MB | 231 MB    | 314 MB    | 8.4 GB      |
| 32000| 268 MB | 308 MB    | 420 MB    | 15 GB       |
| 40000| 303 MB | 409 MB    | 490 MB    | –           |
| 48000| 385 MB | 426 MB    | 573 MB    | –           |

| n    | randQB(P=1) | randQB_EI(P=1) | randQB_FP(P=1) | randQB_b(P=1) [1] |
|------|--------------|----------------|-----------------|-------------------|
| 16000| 220 MB       | 153 MB         | 316 MB          | 3.9 GB            |
| 24000| 228 MB       | 220 MB         | 445 MB          | 8.4 GB            |
| 32000| 282 MB       | 322 MB         | 501 MB          | 15 GB             |
| 40000| 305 MB       | 411 MB         | 590 MB          | –                 |
| 48000| 389 MB       | 478 MB         | 664 MB          | –                 |

keeps to a value larger than 2.

7.2. Comparison of accuracy. In this subsection, we investigate the accuracy of the proposed randomized schemes. Three kinds of test matrices are tested standing for different distributions of singular values:

- **Matrix 1 (slow decay):** $A_1 = U\Sigma V$, where $U$ and $V$ are randomly drawn matrices with orthonormal columns, and the diagonal matrix $\Sigma$ has diagonal elements $\sigma_{jj} = 1/j^2$.
- **Matrix 2 (fast decay):** $A_2$ is formed just like $A_1$, but the diagonal elements of $\Sigma$ is given by $\sigma_{jj} = e^{-j/7}$. It reflects a fast decay of singular values.
- **Matrix 3 (S-shape decay):** $A_3$ is built in the same manner as $A_1$ and $A_2$, but the diagonal elements of $\Sigma$ are given by $\sigma_{jj} = 0.0001 + (1 + e^{-30})^{-1}$. It makes the singular values first hover around 1, then decay rapidly, and finally level out at about 0.0001.

We compare the proposed techniques with the blocked randQB scheme [1], and the optimal technique based on the truncated SVD.

For each case, we generate a $2000 \times 2000$ matrix, for which we compare the errors of the above techniques for computing rank-$l$ approximation. The results are shown in Figure 8. From it we see that the proposed techniques have just the same accuracy as the blocked randQB technique. They are mathematically equivalent after all.
Fig. 7. Runtime of the algorithms for a dense matrix (n = 8000) with varying rank.

If we use the power scheme, even with as low of a power as $P = 1$, the randQB_EI and randQB_FP algorithms produce essentially the near-optimal results, like the SVD based technique. And, the power schemes with $P = 1$ and $P = 2$ produce indistinguishable results even for the matrix with slow decay of singular values. The data shown in Figure 8 refers to a single instantiation of the randomized algorithm; but they have already shown sufficient accuracy.

The validity of the error indicator proposed in Section 3 is critical for the effectiveness of the randQB_EI and randQB_FP algorithms. To evaluate its accuracy, we've tested Matrix 2, and drawn the relative errors of approximation and the values of error indicator as $l$ increases in Figure 9. From the figure we see that, if the actual error is no less than about $5 \times 10^{-7}$ the indicator in randQB_EI or randQB_FP algorithm well matches the actual error. When the error becomes smaller (with the rank increases), the error inductor stagnates, failing to reflect actual error. This is explained in Section 6, and the experiment here just validates that analysis.

7.3. Performance for the auto-rank problem. The proposed randQB_EI and randQB_FP algorithms are aimed at solving the auto-rank problem. The usually-used accuracy tolerance is $\|A - QB\| < \delta \|A\|$. The optimal solution is the factorization with the smallest rank, because smaller rank corresponds to smaller amount of subsequent computation based on the low-rank factorization. Due to the property of the truncated SVD, we can first make SVD of the input matrix $A$, and then check $(\sum_{j=k+1}^{\min(m,n)} \sigma_j^2)^{1/2}$, where $\sigma_j$ is $A$’s $j$-th singular value, to determine the smallest rank $k$ satisfying the accuracy tolerance. This optimal rank comes with the large computational cost of a full SVD.

In this subsection we compare the proposed algorithms with the SVD based method producing the optimal rank, and the adaptive randomized range finder (Algorithm 4.2 in [2]). The experiments are carried out with Matlab version 2012a and the algorithms’ Matlab implementations, on the aforementioned Linux server. The built-in commands like “svd”, “qr”, etc. are employed. They naturally take advantage of the parallel computing. In the randQB_FP algorithm, we set $\tilde{l} = 50b$. And, the row-by-row scheme mentioned in Section 3 is implemented into the algorithms.

We first construct the three kinds of matrices in last subsection, each in $8000 \times 8000$ size. Setting different tolerances for the relative error of approximation, we test the four algorithms. Their results are shown in Table 3. For randQB_EI and randQB_FP, the power scheme with $P = 1$ is used. The block size is set to $b = 10$ in all tests,
except the last one for which \( b = 40 \). In Table 3, “\( \delta \)” stands for the threshold for relative error, and “error” means the relative error of the produced QB factorization. From the results we see that the QB factorizations outputted by \( \text{randQB}_{\text{EI}} \) and \( \text{randQB}_{\text{FP}} \) algorithms all satisfy the set accuracy demands. And, the obtained ranks are very close to the the optimal ranks obtained with the SVD based approach. As for the runtime, the proposed algorithms are usually several tens times faster than the SVD operation. Notice that our Matlab programs are less optimized than the built-in \texttt{svd} command. So, more speedup is expected for the implementation based on C. Although the adaptive range finder is built on a theory with spectral norm of matrix, in our experiment with each relative-error tolerance it always produces a QB factorization satisfying the accuracy demand in Frobenius norm. However, from Table 3 we see that the adaptive range finder largely overestimates the rank.

### Table 3

| Matrix | \( \delta \) | randQB_{EI} | randQB_{FP} | truncated SVD | RangeFinder [2] |
|--------|--------------|-------------|-------------|---------------|-----------------|
|        | rank | time(s) | error | rank | time(s) | rank | time(s) | rank | time(s) |
| \( M_1 \) | 1e-2 | 15 | 1.19 | 9.3e-3 | 15 | 3.13 | 123 | 115 | 1.1 |
|        | 1e-4 | 327 | 8.29 | 9.98e-5 | 328 | 3.71 | 313 | 990 | 9.7 |
| \( M_2 \) | 1e-4 | 66 | 2.16 | 8.37e-5 | 66 | 2.73 | 65 | 115 | 1.1 |
|        | 1e-5 | 82 | 2.68 | 8.86e-6 | 82 | 3.17 | 81 | 113 | 1.1 |
| \( M_3 \) | 1e-2 | 33 | 1.56 | 4.1e-3 | 33 | 3.62 | 32 | 990 | 9.6 |
|        | 1.5e-3 | 1588 | 18.7 | 1.499e-3 | 1587 | 15.8 | 1587 | 1990 | 37 |

We then test the algorithms with two actual matrices. One is from a scenic image in JPEG format [15], and the other is from an information retrieval application “AMiner” [16]. The colored image is represented by a 9504 \( \times \) 4752 matrix. The second matrix is a 8130 \( \times \) 100000 keyword-person matrix produced with the term frequency and inverse document frequency (TF-IDF) model [7]. This sparse matrix has about 0.2% nonzero elements. The results are shown in Table 4, with different settings of the power scheme and block size. They again validate that the proposed algorithms can automatically satisfy the accuracy threshold. And, with \( P = 2 \) the result of rank is substantially reduced, approaching the optimal value. For the same power scheme, setting larger block size \( b \) we can reduce the runtime of \( \text{randQB}_{\text{EI}} \). In contrast, the runtime of \( \text{randQB}_{\text{FP}} \) increases with the block size, as we’ve set \( \tilde{l} = 50b \). Notice that with the relative error \( \delta = 0.1 \), the image has little loss of quality, but is largely compressed (\( \sim 7X \) size reduction). The comparison of original image and compressed image is shown in Figure 10. For the matrix from “AMiner”, the singular value presents very slow decay, but even with large approximation error the low-rank approximation could bring improved retrieval performance (c.f. [7], Sect. 11.3).

### Table 4

| Matrix | \( \delta \) | parameters | randQB_{EI} | randQB_{FP} | truncated SVD | RangeFinder [2] |
|--------|--------------|-------------|-------------|---------------|---------------|-----------------|
|        | rank | time(s) | error | rank | time(s) | rank | time(s) | rank | time(s) |
| image | 0.1 | \( P=1, b=10 \) | 468 | 8.1 | 0.9999 | 471 | 3.25 |
|        | \( P=1, b=20 \) | 468 | 4.23 | 0.9999 | 472 | 4.44 |
|        | \( P=2, b=10 \) | 441 | 9.98 | 0.9999 | 443 | 3.47 |
|        | \( P=2, b=20 \) | 441 | 5.76 | 0.9999 | 443 | 7.26 |
| AMiner | 0.5 | \( P=1, b=50 \) | 2440 | 108 | 0.4999 | 2449 | 143 |
|        | \( P=2, b=50 \) | 2229 | 134 | 0.4999 | 2242 | 205 |

Because the second matrix is a large sparse matrix, one may think of using specific
technique for computing its singular values, i.e. the Krylov subspace based iterative method [5, 7]. In Matlab, command “svds” includes such technique. However, when we try it for the matrix we see that it costs 2281 seconds for computing the first 1000 singular values and singular vectors. It is much slower than executing “svd” to the matrix’s dense version. Besides, the SVD costs more than 20 GB memory, while the proposed randomized algorithms only costs 3 GB memory or so for this case.

To summarize the numerical results, we have the following remarks:

• The randQB_EI and randQB_FP algorithms with the power scheme both produce close to optimal low-rank QB factorization. They can bring 2X~3X reduction of runtime and memory usage compared with the blocked randQB algorithm [1], and have more benefits for handling large, and sparse matrices.
• For dense matrices, the randQB_FP is usually more efficient than the randQB_EI provided that the $l$ is not largely overestimated. With the rank increasing, the result quality of randQB_FP is degraded. As the runtime of randQB_FP mainly depends on $l$, an approach for choosing a good $l$ should be explored.
• The efficiency of the randQB_EI is more stable than the randQB_FP. For sparse matrices, the randQB_EI algorithm usually runs faster. And, the rank it produces is closer to the optimum.
• The randQB_FP algorithm may be preferable for handling extremely large matrix, because it takes fewer passes over the matrix.

8. Conclusions. The improvements to the blocked randQB scheme in [1] are presented. They produce two randomized low-rank factorization algorithms: randQB_EI and randQB_FP. The randQB_EI algorithm is about 2X more efficient than the blocked randQB in terms of runtime and memory usage, without loss of accuracy for usual low-rank approximation problems. The randQB_FP includes only $2P + 1$ passes over matrix $A$, where $P$ is an integer usually less than 3, and has higher performance than the randQB_EI for handling a dense matrix.

The proposed algorithms can be used for producing standard low-rank factorizations, like a partial QR factorization or a partial SVD. They are suitable for sparse and/or large matrices, and adaptive to the automatic rank determination problems in practice. In the future, the implementation of the proposed techniques on GPUs and their application to the problem with streaming data will be explored.
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(a) Errors of Matrix 1 whose singular values decay slowly

(b) Errors of Matrix 2 whose singular values decay rapidly

(c) Errors of Matrix 3 with S-shape decay of singular values

Fig. 8. Errors of different techniques for approximating the three test matrices ($n = 2000, b = 10$).
Fig. 9. The relative errors of the QB approximation and the values of error indicator in the proposed algorithms for Matrix 2.

Fig. 10. The original image and the compressed image obtained with the proposed algorithm.