Building a great multi-lingual teacher with sparsely-gated mixture of experts for speech recognition
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Abstract

The sparsely-gated Mixture of Experts (MoE) can magnify a network capacity with a little computational complexity. In this work, we investigate how multi-lingual Automatic Speech Recognition (ASR) networks can be scaled up with a simple routing algorithm in order to achieve better accuracy. More specifically, we apply the sparsely-gated MoE technique to two types of networks: Sequence-to-Sequence Transformer (S2S-T) and Transformer Transducer (T-T). We demonstrate through a set of ASR experiments on multiple language data that the MoE networks can reduce the relative word error rates by 16.3% and 4.6% with the S2S-T and T-T, respectively. Moreover, we thoroughly investigate the effect of the MoE on the T-T architecture in various conditions: streaming mode, non-streaming mode, the use of language ID and the label decoder with the MoE.

Index Terms: Multi-lingual speech recognition, End-to-end model, Mixture of experts, Transformers

1. Introduction

There has been a great deal of attention to multi-lingual automatic speech recognition (ASR) that can recognize multiple languages [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20]. Recent advances of end-to-end (E2E) ASR techniques have simplified multi-lingual ASR with a single network [5] [6] [7] [12] [13] [14] [17] [18]. Such a multi-lingual ASR model has a potential of improving accuracy on low-resource language and code-switching data [9] [13]. The majority of multi-lingual ASR work focuses on the efficient use of multi-lingual training data through self-supervised learning [12] [15] [9], combination of unsupervised and supervised learning [10] [11] [18] [20], meta-transfer learning [12], multi-task learning [3] [4] [8], adapter networks [9] [21] or configurable network [14]. Nowadays a large amount of multiple language data is usually available for multi-lingual ASR. Yet, the capacity of conventional E2E ASR networks will not be sufficient to digest large-scale multi-lingual information including many domains [16] [17]. In [17], Xiao et al. built a gigantic dense network with a massive amount of data. Such a dense model is proven to be powerful but results in an explosion in training and inference costs. Recently, sparsely gated mixture of experts (MoE) networks have been proposed as a computationally efficient way to increase the model capacity [22] [24]. In this work, we investigate the effect of the MoE on multi-lingual speech recognition accuracy.

In [24], You et al. utilized a variant of MoEs to the mere stacks of the Transformer layers in the Connectionist Temporal Classification (CTC) framework for ASR. They reported a prominent improvement by modifying the loss terms and routing algorithm for mono-lingual ASR tasks. Performance on the multi-lingual data would be limited because of the simple Transformer architecture trained based on the CTC loss. For multi-lingual ASR, Gaur et al. investigated the effect of the MoE with the RNN-T network [13]. They proposed the mixture of informed experts (MIE) by specializing the experts on data from a particular language. Despite of a relatively small LSTM-based model, they achieved an improvement in word error rate (WER) of up to 9% relative on lower-resource languages while maintaining performance on high resource languages. It is worth noting that [14] attempts at minimizing the multi-lingual E2E network size by manually hardcoded assignment between a specific expert and language.

In this work, we apply the MoE to two types of popular E2E Transformers, sequence-to-sequence Transformer (S2S-T) and Transformer Transducer (T-T), for multi-lingual ASR. Moreover, we further increase the capacity of those E2E Transformer networks in contrast to the small RNN-T [13] or fixed routing mechanism based on language input [14]. We investigate the effect of recognition accuracy with respect to the network capacity increased with the MoE technique.

In section 2 we review the Switch Transformer architecture that will be adopted in this work. Section 3 describes the end-to-end ASR networks with the MoE for our studies. Section 4 describes ASR experiments on multiple languages. We conclude this work and describe our future plan in section 5.

2. Sparsely-gated mixture of experts (MoE)

As the name indicates, the MoE layer typically consists of a set of $N$ expert networks and routes an input representation $x$ to the $K$-best experts out of $N$ experts based on the gating network output [22]. Denoting $G(x)_i$ and $E_i(x)$ as the $i$-th best output
of the gating network and the output of the i-th best expert network on input x, the MoE layer output y can be expressed in the weighted sum of the experts as

\[ y = \sum_{i=1}^{K} G(x)_i E_i(x) \]  

Depending on the sparsity of \( G(x) \), computation of the MoE can be saved.

In contrast to \cite{22}, Fedus et al. \cite{23} adopted a simple switching strategy, routing the data to only a single expert instead of using the multiple experts. They applied a simple switching router to the Feed-Forwarding Network (FFN) layer. Figure 1 shows a block chart of the MoE with a switching router, also known as Switch Transformer. Since only the single expert is selected, Switch Transformer does not increase computational complexity much. An only additional cost will be computing the gating function.

A set of experts or each expert can be assigned to each device and feed-forwarding computation is performed on the selected expert. The data samples are routed to the expert with the highest router probability. Here, we follow \cite{22} to control the number of the data samples computed with each expert through the \textit{capacity factor} as

\[
\text{expert capacity} = \frac{\text{samples per batch}}{\text{number of experts}} \times \text{capacity factor}
\]

When the capacity factor is greater than 1.0, buffer will be created to handle the case that the input data are not perfectly balanced across experts. If the input data samples are unevenly distributed to the expert, some of data samples will not be assigned to any experts and data overflows occur. The overflowed data will be passed directly to the next layer through the residual connection without being processed by any experts. In other words, the data will be dropped at the expert layer in the case that too many samples are routed to a single expert. A larger capacity factor keeps the data overflow from happening, but increasing the capacity factor will lead to the inefficient use of computation and memory. In the following experiment, we set the capacity factor to 1.5.

To balance a data load across the experts, the auxiliary loss is typically added \cite{22, 23}. Following \cite{23}, we compute the auxiliary loss given a batch \( B \) and \( T \) samples as:

\[
\text{aux. loss} = \alpha N \cdot \sum_{i=1}^{N} f_i \cdot P_i
\]

where \( f_i \) is the fraction of samples dispatched to expert \( i \),

\[
f_i = \frac{1}{T} \sum_{x \in B} \mathbb{1}\{\arg\max_x G(x), i\}
\]

\( P_i \) indicates the fraction of the router probability allocated for expert \( i \) and is computed by averaging the probability of routing sample \( x \) to expert \( i \) as,

\[
P_i = \frac{1}{T} \sum_{x \in B} G(x)_i
\]

In this work, we set \( \alpha = 0.01 \).

We also introduce the \textit{switching jitters}, a small variable to control the multiplicative fraction to the gate input as \( x* = \text{uniform}(1 - \epsilon, 1 + \epsilon) \). We use \( \epsilon = 0.01 \) in all the experiments reported in the next section.
that time step in a similar manner with the CTC framework \cite{CTC}. In contrast to CTC, the transducer networks can condition the label distribution on the label history \cite{Transducer}. Figure 3 shows the T-T architecture adopted in this work. As illustrated in Figure 3 our T-T network consists of the audio encoder, label decoder and joint network. The audio encoder block is composed of the convolution subsampling layer followed by a stack of the Transformer blocks with the relative positional embedding \cite{Transformer}. Each encoder layer contains two sub-layers: the MHA layer and the feed-forward network layer. Layer normalization is applied prior to the MHA layer. We use the relative position differences between input elements for multi-headed attention. In contrast to absolute position representations, the relative position representation is invariant to the total sequence length. This attention mechanism allows us to control the history length and latency of recognition output by masking the attention score of the left and right frames. To encourage gradient flow, we put a residual connection between the layer normalization input and dropout output for each sub-layer. In this work, we replace the conventional FFN layer with the MoE FFN layer. Our label decoder is composed of the embedding layer followed by a stack of LSTM layers \cite{LSTM}. In the following experiment with T-T, we also consider replacing the LSTM projection layer in the label decoder with the MoE FFN module. Similar to the Transformer layer, we perform pre-layer normalization and post-dropout for the LSTM layer and the MoE FFN module. Residual connections are added to both layers to propagate gradient information. The joint network linearly combines the audio encoder output at every time step and the label decoder output given the previous non-blank output label sequence. The combined output is fed to the ReLU activation function, a linear layer and the Softmax layer. The output label sequence. The combined output is fed to the ReLU activation function, a linear layer and the Softmax layer. The output label sequence.

Figure 3: MoE Transformer Transducer (T-T)

4. Experiment

4.1. Datasets

The dataset used for training consists of 10 languages totaling approximately 75 thousand hours. As shown in Table 1 our training dataset is comprised of data from English, Spanish, Romanian, German, Italian, French, Portuguese, Dutch, Polish and Greek. It is worth noting here that we report the experimental results for multiple variants of English (US and UK), Spanish (ES-ES and ES-MX) and Romanian (RO). Table 2 tabulates the

| Language   | Code     | No. utterances | No. words |
|------------|----------|----------------|-----------|
| English (EN) | EN-US    | 219,965        | 1,374,748 |
|            | EN-UK    | 167,473        | 799,791   |
| Spanish (ES) | ES-ES   | 192,759       | 1,247,423 |
|            | ES-MX    | 129,799        | 650,980   |
| Romanian (RO) | RO     | 166,266       | 356,528   |

Table 1: Duration of Training data: 10 language data

Table 2: Test dataset details

4.2. Experiments

4.2.1. S2S-T model

The S2S-T baseline model has 18 encoder layers and 6 decoder layers. The dropout probability is 0.1 and the hidden size is 2048 in the encoder and decoder. Each MHA layer has 8 heads. The number of FLOPs for the MoE S2S-T network is matched to that of the S2S-T baseline network. The MoE FFN is applied to every two Transformer layers. All the models were trained with the AdamW optimizer. The learning rate schedule and batch size were kept the same for all the experiments. Training was done by using 24 GPUs with three ND A100 v4 Azure Virtual Machines (VMs) or three NCv3-series VMs.

Table 3 shows the word error rate (WER) on each locale and the overall WERs for each model architecture: the conventional S2S-T model and its MoE versions with 24 experts, 72 experts and 120 experts. Here, the overall WER is computed by averaging the WERs weighted with the number of the test words in each locale set. In Table 3 the second column and the third column indicate the number of experts and the number of trainable parameters, respectively. Language ID information is not used for generating the numbers in Table 3. It is clear from Table 3 that the accuracy can be improved by applying the MoE FFN layer to each Transformer layer. In these experiments, the S2S-T model with 72 experts provides the best accuracy although

\[
\text{WER} = \frac{\text{Number of Errors}}{\text{Number of Words}} \times 100
\]
the difference between 72 and 120 experts is not that significant. The dropout probability of each MoE FFN is set to 0.1 in the case of 24 experts and 72 experts while it is set to 0.4 in the case of the 120 experts. The dropout of 0.1 for the 120 experts provided the worse result because of the overfitting issue.

4.2.2. T-T model

The convolution sampling layer for the T-T is composed of three sub-layers: two convolutional neural network (CNN) layers with kernel size (3, 3) and strides (2, 2) and a linear layer with the output size of 512. The first CNN has a single input channel and 512 output channels, and the second CNN has 512 input channels and 512 output channels. Our baseline audio encoder is composed of 18 identical layers. Each layer contains two sub-layers: the 512-dimensional attention layer with 8 heads and the FFN module with the dimension size of 2048. In the case of the streaming mode, the attention layers only attend 18 left-contexts and 4 right-contexts. In the non-streaming mode, whole utterance frames are attended by the network. Our baseline label decoder is composed of a 320-dimensional embedding and two layers of the unidirectional LSTM with 1024 hidden units. The hidden size of the MoE FFN module for the LSTM layer is 1024. The joint network contains two linear layers to project each input to a 512-dimensional vector and the output layer to project to 10,015 tokens including the blank symbol.

Table 4 shows the WER obtained with different types of the T-T models on each locale and the overall WER weighted-averaged over all the locales. Here, we also investigate the effect of language ID information on the model. As the language ID feature, we use the one-hot vector in the same way as [12]. It is clear from the 1st and 2nd rows in Table 4 that the use of the language ID improves recognition accuracy for the non-MoE T-T. It is also clear from the 2nd and 3rd rows in Table 4 that the non-streaming T-T model can reduce the overall WER by 14.7% relative to the streaming model. By comparing the numbers in the 2nd row with those in the 4th row and the WERs in the 3rd row with those in the 6th row, we can see that recognition accuracy can be improved by applying the MoE to the audio encoder only. Observe that the use of input language ID information can also improve recognition accuracy in the case of the MoE network by contrast with the WERs in the 5th row to those in the 6th row. We can see from the WERs in the 6th and 7th rows that the MoE FFN module in the LSTM layer did not make a big difference. To investigate the effect of the MoE model for a larger capacity, we further increased the number of the encoder layers from 18 to 36 (labeled as Deeper T-T in Table 4). From Table 4, it is clear that the overall WER can be reduced from 13.45% to 12.18% by increasing the number of the audio encoder layers even without the MoE layer. It is also clear that the use of the MoE can further improve recognition accuracy. In the case of the audio encoder with 18 Transformer layers, the MoE layer reduces the relative WER by 4.3% and 4.6% for streaming and non-streaming modes, respectively. Moreover, the MoE layer reduces the relative WER by 3.2% for the deeper audio encoder network. However, the gain obtained with the MoE-T-T is not as large as that with the MoE S2S-T. From the fact that the use of the MoE in the label decoder has no impact on recognition accuracy, we draw a conclusion that the T-T architecture does not combine audio and label information well. In fact, the S2S-T architecture can fuse audio and language information better by attending over the audio context vectors in each label decoder block and bypassing information to the end through the residual connections.

5. Conclusion

In this work, we have scaled up the capacity of the multi-lingual ASR network with sparsely gated MoE. The MoE method used in this work increases computational complexity only for gating calculation; an increase in computational complexity is trivial. We have also demonstrated through a set of ASR experiments on the multiple locales that the MoE can improve the recognition accuracy. The MoE gives a larger gain with S2S Transformer than that with the T-T network. We are going to show how the multi-lingual MoE model can be compressed with knowledge distillation in [33, 34].
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