The visual encoding of graspable unfamiliar objects
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Abstract
We explored by eye-tracking the visual encoding modalities of participants (N = 20) involved in a free-observation task in which three repetitions of ten unfamiliar graspable objects were administered. Then, we analysed the temporal allocation (t = 1500 ms) of visual-spatial attention to objects’ manipulation (i.e., the part aimed at grasping the object) and functional (i.e., the part aimed at recognizing the function and identity of the object) areas. Within the first 750 ms, participants tended to shift their gaze on the functional areas while decreasing their attention on the manipulation areas. Then, participants reversed this trend, decreasing their visual-spatial attention to the functional areas while fixing the manipulation areas relatively more. Crucially, the global amount of visual-spatial attention for objects’ functional areas significantly decreased as an effect of stimuli repetition while remaining stable for the manipulation areas, thus indicating stimulus familiarity effects. These findings support the action reappraisal theoretical approach, which considers object/tool processing as abilities emerging from semantic, technical/mechanical, and sensorimotor knowledge integration.

Introduction
We live surrounded by different kinds of objects. Some of them, the graspable ones, particularly capture our attention as their affordances, namely the opportunities that those objects offer for action (Gibson, 1977; see also Osiurak et al., 2017), influence how we visually explore them (e.g., Gomez et al., 2018). As a result of such an action predisposition, observers may concentrate their visual attention toward objects’ action-related areas to prepare themselves for action (e.g., Handy et al., 2003; Riddoch et al., 2003). Indeed, seeing prehensible objects stimulates neural activations in the dorsal and ventral streams, respectively associated with the motor control system and semantic processing (e.g., Grezes & Decety, 2002; Roberts & Humphreys, 2010). Thus, on the one hand, affordances—as high-level associations between object properties and our actions toward them—may trigger visuomotor responses that implicitly modulate observers’ attention and performance (e.g., Humphreys et al., 2013; Masson et al., 2011). On the other hand, an observer can capture specific semantic information from the visual scene to identify objects and recognise their functions (e.g., Federico & Brandimonte, 2019, 2020).

Analysing how we look at objects can be an effective way to study their processing since the most basic assumption of the direct-visual-route-to-action is that vision guides actions (Milner & Goodale, 2008). Consequently, an increasing number of studies have investigated how observers may visually encode objects under a variety of experimental contexts (e.g., Ambrosini & Costantini, 2017; Myachykov et al., 2013; Natraj et al., 2015; Tamaki et al., 2020; Van Der Linden et al., 2015). When looking at and using objects, we need to integrate different kinds of information (i.e., semantic, technical/mechanical, and sensorimotor knowledge) in a recursive way (Osiurak et al., 2020). Then, we may use such integrated information to construct generalisable action representations usable in everyday cognitive contexts (e.g., Federico et al., 2021c; see also Wurm & Caramazza, 2019; Lambon Ralph et al., 2017). The neurocognitive process at the head of such a multi-modal integration mechanism has been recently named “action reappraisal” and it produces peculiar visual-attentive patterns directed towards different objects’ areas (Federico & Brandimonte, 2019; Federico et al., 2021b). Specifically, action reappraisal has been defined as a multidimensional cognitive process that utilises...
multiple sources of information and different neurocognitive systems to exploit the environment in terms of action (Federico & Brandimonte, 2020, 2022).

Increasing evidence indicates how, during the initial exploration of familiar graspable objects, observers’ gaze is systematically biased toward objects’ functional areas (e.g., the head of a screwdriver, e.g., Natraj et al., 2015; Tamaki et al., 2020; Van Der Linden et al., 2015). On the one hand, such an area includes the object’s part in contact with other objects when generating mechanical actions (e.g., the head of the hammer striking the nail; Goldenberg & Spatt, 2009; Tamaki et al., 2020). On the other hand, the object’s functional area might be related to the object’s identity, permitting observers to recognise the object by accessing semantic knowledge (Federico & Brandimonte, 2020). Therefore, the concentration of visual-spatial attention toward the object’s functional area may signal the interplay of neurocognitive systems involved in both technical reasoning (i.e., reasoning on the physical relations between objects) and semantic processing (Federico et al., 2021a, 2021b, 2021c; Tamaki et al., 2020). Instead, the object’s manipulation area can be associated with the object’s graspability, hence concerning the sensorimotor interface between the observer’s hand and the object (Osiurak et al., 2017). Therefore, the allocation of visual-spatial attention to the object’s manipulation area may predict the finalisation of motor programs aimed at preparing the observer for the action (i.e., reaching/grasping the object to use it). Ultimately, we may assume observers’ object visual-exploration patterns as the by-product of the interactions between multiple neurocognitive systems, namely the dorso-dorsal system (i.e., the motor-control system), the dorso-ventral system (i.e., the technical-reasoning system), and the ventral system (i.e., the semantic system; Almeida et al., 2013; Goldenberg & Spatt, 2009; Ishibashi et al., 2016; Lesourd et al., 2021; Reynaud et al., 2016; Rizzolatti & Matelli, 2003).

The debate about how the neurocognitive systems involved in object processing work and interact with one another is extremely lively in the literature (e.g., Osiurak & Federico, 2021; Osiurak et al., 2017; Reynaud et al., 2016). A kind of semantic-to-mechanical-to-motor cascade reiterative mechanism has been recently proposed to describe the set of neurocognitive interactions intervening during the visual exploration and use of objects (Federico & Brandimonte, 2020; see also Osiurak et al., 2020). However, whereas a growing body of research has analysed how these interactions may generate peculiar visual-attentional trade-offs between functional and manipulation areas of familiar objects, much less has been said about how such areas could be visually explored when objects are unfamiliar. Nevertheless, analysing the visual-attentional patterns of observers looking at unfamiliar graspable objects might be very helpful to characterise the involvement of semantic, technical/mechanical, and sensorimotor knowledge during the visual exploration of objects. Indeed, the visual exploration of unfamiliar objects should produce visual-attentional patterns aimed at identifying them (i.e., semantic knowledge) and, subsequently (or simultaneously), at preparing for using/grasping them (i.e., technical/mechanical and motor knowledge). The emergence of distinct forms of knowledge should affect the temporal allocation of visual-spatial attention to the objects’ manipulation and functional areas as an effect of the action reappraisal (e.g., Federico et al., 2021a, 2021b, 2021c; Federico & Brandimonte, 2022).

To test the above hypotheses, in this eye-tracking study we presented participants with ten unfamiliar monochromatic objects extracted from the Novel Object and Unusual Name (NOUN) database (Horst & Hout, 2016). We used object novelty (i.e., unfamiliar objects) to manipulate the visual-perceptual context’s semantic characterisation indirectly. We balanced the novelty factor across all the stimuli. Indeed, both the objects’ heads and handles differed from each other (see Fig. 1). Additionally, we used greyscale stimuli depicting objects alone to limit the confounding effects given by colours, contexts (e.g., objects placed on a table) and object-to-object relations, thus focusing on the effects given by object novelty (Federico & Brandimonte, 2019).

Consistently with the action-reappraisal approach, in this study, object novelty has been conceptualized as a kind of semantic knowledge that an observer may activate earlier than lower-level perceptual information (e.g., Bar et al., 2006). All the objects comprised a manipulation end on the
right (i.e., the area of the object where to put the hand to grasp/use it) and a functional end on the left (i.e., the area of the object through which one may infer its function/identity). By choosing such a spatial disposition, we aimed at generating an experimental visual-perceptual context that may effectively prompt action affordances. Indeed, we placed the object’s grasable handle in the participant’s right personal space, namely the one that was ipsilateral to the participant’s effector arm. Thus, we manipulated the visual-perceptual context in such a way as to amplify the sensori-motor processing of the scene based on objects’ affordances (e.g., Tucker & Ellis, 1998). We presented participants with three repetitions of the stimuli to investigate the effects of stimuli familiarization on object visual exploration. Thus, we analysed all the time course \( t = 1500 \text{ ms} \) of participants’ visual-spatial attention to the two Areas of Interest (AOIs) of the objects (i.e., the manipulation and functional areas). We first assessed overall differences in the participants’ gaze behaviour; then, we devised a growth curve analysis (Miranman, 2014) to study differences in the shape and latency of the participants’ gaze curves as a function of time.

**Methods**

**Participants**

Twenty (9 females; mean age = 27.45 years, SD = 6.07) right-handed participants were enrolled for the study. Participants’ handedness was assessed using the Edinburgh Handedness Inventory (Oldfield, 1971). When calculating the sample size for the experiment, we first considered previous studies in the field by our and other laboratories (i.e., Federico & Brandimonte, 2019, 2020; Natraj et al., 2015; Tamaki et al., 2020; Van Der Linden et al., 2015). In particular, we calculated the sample size of this study taking into account the results of Van Der Linden and colleagues (2015; \( N = 18 \)), which involved eye-tracking for single objects that were analysed in terms of three different AOIs (i.e., manipulation area, object centre and functional area). Also, to calculate the expected overall effect size, we considered our previous findings in the context of single-tool visual exploration (Federico & Brandimonte, 2019). Therefore, we implemented the power analysis with G*Power (Faul et al., 2007) to detect a moderate effect size \( \eta_p^2 = 0.35 \) within the context of a within-factors repeated measures analysis of variance, with a power of 0.80 and an alpha level of 0.05 (computed \( N = 18 \)).

1 The spatial disposition we used in this study represents the worst condition should one wish to emphasize semantic effects in modulating the temporal allocation of visual-spatial attention. Hence, we chose the worst experimental scenario with respect to the action reappraisal (Federico & Brandimonte, 2019).

The Institutional Ethics Committee approved the study as being fully compliant with the Helsinki Declaration’s ethical standards laid down in 1964. Before starting the experiment, written informed consent was obtained from each participant, and every participant was assessed for right-handedness (Oldfield, 1971), self-reported absence of neurological/psychiatric diseases, and self-reported adequate visual acuity.

**Materials**

We used ten monochromatic images of unfamiliar objects extracted from the Novel Object and Unusual Name (NOUN) database (Horst & Hout, 2016) that appeared on a screen with a white background. All the images were arranged in such a way as to depict objects having a manipulation part placed on the right and a functional part on the left, according to the object’s centre. Images were assessed by an independent jury (\( N = 10 \); 5 females; mean age = 30.2 years; SD = 5.03) regarding the following criteria: (i) right-hand graspability judgement (“How easy to grasp with your right hand this object is?”, with 0 = impossible to grasp and 10 = extremely easy to grasp; Mean Graspability = 9.5/10; SD = 0.5); (ii) familiarity judgement (“How familiar do you think this object is?”, with 0 = never-seen object and 10 = very common object; Mean Familiarity = 1.1/10; SD = 0.8). All images had a resolution of 900 × 900px. All the stimuli used in the experiment are illustrated in Fig. 1.

**Procedure**

The experiment was performed in the IRCCS Synlab SDN (Naples, Italy). Participants were invited to sit on a chair, placing their chin on a chinrest at approximately 50 cm from a 24-inches monitor. Participants kept their hands motionless on the desk. In this way, both hands were peripherally visible. Then, an eye-tracking calibration procedure was performed. Participants looked at a series of red dots that appeared in different screen areas. The instructions appeared on the screen at the end of the calibration process, and the study started. The task was to “look at the images in the most natural way possible”. Three repetitions of ten images, each preceded by a fixation point, were administered. Hence, for each repetition, ten images randomly appeared on the screen, for a total of thirty images. The fixation point was placed in the centre of the visual scene and appeared for 500 ms. Images appeared for 1500 ms, followed by a black screen (3000 ms). A single stimulation (fixation point + image + black screen) lasted 5000 ms. Overall, the stimuli presentation lasted 2.5 min. The experimental visual flow is summarised in Fig. 2. At the end of the experiment, all participants were asked to judge the usability.
of the objects used as stimuli in the study (“How much is the object usable with your right hand to do something?”), with 0 = unusable object and 10 = very usable object; Mean Usability = 8.3/10; SD = 0.7). The overall duration of the study was approximately 10 min for each participant. All participants were debriefed about the research aim at the end of the study. No participant was excluded from the sample.

Apparatus

Gaze-behaviour data were collected using a Full-HD Webcam (Logitech HD Pro C920) with a sampling rate of 30 Hz and the RealEye.io online eye-tracking platform (RealEye sp. z o.o., Poland). The RealEye.io platform is based on the WebGazer JavaScript library (Papoutsaki et al., 2016). A 24-inch monitor with a resolution of 1920 × 1080px was used to show stimuli. The eye-tracking technologies involved in this study have been used in previous experiments (e.g., Federico & Brandimonte, 2019, 2020; Federico et al. 2021a, 2021b, 2021c) and have been considered a consistent technology for studies that do not require a very detailed spatial resolution, as in the case of the present investigation (Semmelmann & Weigelt, 2018).

Eye-tracking data

Participants’ visual-attentional patterns were analysed by considering fixation proportions to two specific AOIs, namely the object manipulation area (i.e., the prehensible area placed on the right of each object) and the object’s functional area (i.e., the area of the object through which one may recognise its identity, placed on the left of each object). To mitigate the standard error produced by the RealEye.io platform (i.e., average accuracy: 113px), the AOIs were comprised in a rectangle expanded by a minimum of 120 pixels in all directions, considering the object’s centre and the left/right borders of the object’s area included in the AOI. The size of the rectangle was kept unchanged for all stimuli. All gaze-behavioural data were extracted using custom PHP/MySQL scripts. An example of AOIs considered in this study is shown in Fig. 3.

Data analyses

In this study, we implemented multiple hypothesis-driven data analyses. As a first-level analysis, we implemented two repeated-measure analyses of variance (RM-ANOVA). In the first RM-ANOVA, we considered the effect of the
Table 1 Functional AOIs—estimated marginal means

| Repetition | Mean (ms) | SE  |
|------------|-----------|-----|
| R1         | 816       | 68.6|
| R2         | 822       | 74.3|
| R3         | 652       | 77.8|

Table 2 Manipulation AOIs—estimated marginal means

| Repetition | Mean (ms) | SE  |
|------------|-----------|-----|
| R1         | 437       | 39.8|
| R2         | 353       | 45.8|
| R3         | 359       | 57.1|

three-level factor Repetitions (i.e., “R1” vs “R2” vs “R3”) on dwell time (expressed in milliseconds) related to objects’ functional AOIs. With the second RM-ANOVA, we instead explored the effect of Repetitions on dwell time related to objects’ manipulation AOIs. With both the RM-ANOVAs, we considered the entire time window of analysis (i.e., 1500 ms), thus assessing participants’ full visual exploration. As a second-level analysis, we further investigated the temporal allocation of participants’ visual-spatial attention to the visual scene. Therefore, we devised an ad-hoc time-series analysis. We divided gaze-behavioural data into 100-ms time bins and then implemented a growth curve analysis (GCA; Mirman, 2014) by fitting a linear mixed model under REML, modelling the participants’ proportion-looking (i.e., the mean of raw proportion scores) to the objects’ functional and manipulation areas throughout the trials. The model took the form \[ \text{Prop} - \text{Repetitions} * (\text{ot1} + \text{ot2}) + (\text{ot1} + \text{ot2} | \text{Participants}) + (\text{ot1} + \text{ot2} | \text{Trials}) \], where \( \text{ot1} \) and \( \text{ot2} \) refer to the linear and quadratic orthogonal polynomials, respectively. The time course of visual exploration was captured with second-order orthogonal polynomials, with fixed effects of Repetitions and random effects of Participants and Trials on all the time terms. We statistically evaluated the bends in the curves by implementing an ANOVA for mixed-effects models using Satterthwaite’s method, thus obtaining a \( p \)-value for all the effects we considered in the analysis. For all the analyses, an alpha level of 0.05 was used, with Bonferroni correction for post-hoc comparisons.

Results

First-level analysis

Data associated with participants’ dwell time related to objects’ functional AOIs are summarized in Table 1. Instead, participants’ dwell time related to objects’ manipulation AOIs are shown in Table 2. Both the results are sorted by Repetition (i.e., “R1” vs “R2” vs “R3”).

The first RM-ANOVA revealed a main effect of Repetitions on participants’ dwell time related to object’s functional AOIs, \( F(2, 38) = 6.99, p = 0.003, \eta_p^2 = 0.27 \) (Fig. 4A). Post-hoc Bonferroni-corrected pair-wise comparisons revealed that dwell time was higher in R3 than both R2 (\( p = 0.01 \)) and R1 (\( p = 0.048 \)). No effects of Repetitions on participants’ dwell time related to object’s manipulation AOIs were captured by the second RM-ANOVA, \( F(2, 38) = 2.97, p = 0.063, \eta_p^2 = 0.13 \) (Fig. 4B).

Second-level analysis

Figure 4C shows fixation proportions over time to objects’ functional AOIs for each repetition (i.e., R1 vs R2 vs R3). A Type III ANOVA with Satterthwaite’s method for the GCA’s effects indicated a main effect of the quadratic time term, \( F(1, 25.097) = 19.22, p = 0.0002 \). Congruently with the first-level analysis, a main effect of Repetitions was also found, \( F(1, 27.006) = 6.87, p = 0.004 \). No interactions between Repetitions and the first- and second-order orthogonal time-term polynomials were found. A second Type III Satterthwaite’s ANOVA has been performed to analyse participants’ fixation proportions over time to objects’ manipulation AOIs as a function of Repetitions (Fig. 4D). A main effect of the quadratic time term was found, \( F(1, 26.833) = 22.01, p < 0.0001 \). No main effects of Repetitions or interactions were found. Overall, the model we devised showed a reversed quadratic trend in the participants’ gaze-behavioural data. Specifically, participants exhibited an increasing trend in focusing their visual-spatial attention on the objects’ functional AOIs during the first 750 ms of visual exploration (Fig. 4C). An inverse trend emerged as regards objects’ manipulation AOIs (Fig. 4D). Thus, within the first 750 ms of visual exploration, participants tended to focus their gaze on the functional AOIs, while decreasing their attention on the manipulation AOIs. Afterwards, participants reversed this trend, decreasing their visual-spatial attention to the functional AOIs while increasing their temporal allocation of visual-spatial attention to the manipulation AOIs. Most importantly, the global amount of visual-spatial attention for objects’ manipulation AOIs did not significantly change as an effect of stimuli repetition. Conversely, participants looked at functional AOIs significantly longer during the first and second repetition, as confirmed by the first- and second-level data analysis, indicating a stimulus familiarity effect.

Discussion

In this eye-tracking study, we explored the visual-exploration patterns of participants involved in a free-to-look-at task where ten unfamiliar graspsable objects extracted from the NOUN database (Horst & Hout, 2016) were presented.
Specifically, we analysed the participants’ temporal allocation of visual-spatial attention to objects’ manipulation (i.e., the area of the object aimed at manipulating it) and functional (i.e., the part of the object through which one may gather its identity and function) AOIs. Also, we administered three stimuli repetitions to investigate how increasing stimulus familiarity impacts the way participants look at unfamiliar objects. Within the first 750 ms of visual exploration, participants tended to shift their gaze on the functional areas, while decreasing their attention on the manipulation areas. After the 750-ms peak, participants reversed this trend, decreasing their visual-spatial attention to the functional areas and increasing their fixations to the manipulation areas. Vertical bars in (A, B) denote 0.95 confidence intervals, computed by adopting a more straightforward solution to Loftus and Masson (1994) provided by Cousineau (2005).

Results highlighted peculiar visual-exploration patterns, with participants looking at functional and manipulations AOIs in a reversed-U way. Indeed, we found that unfamiliar-object visual exploration was fully described by quadratic curves, with participants looking at functional AOIs in such a way as to generate an almost-convex parabolic trend. Instead, participants showed an almost-concave parabolic trend of fixations to objects’ manipulation AOIs. During the first 750 ms of visual exploration, participants increased their visual-spatial attention to the objects’ functional AOI. Conversely, participants’ visual-spatial attention to manipulation AOIs decreased during the same time interval. After the 750 ms peak, participants reversed this trend, reducing their visual-spatial attention to the functional AOIs while relatively increasing their fixations toward the manipulation AOIs. Crucially, we found that familiarization effects related to stimuli repetitions reverberated only in the way participants visually explored functional AOIs. Indeed, during the third stimuli repetition, participants significantly reduced...
their visual-spatial attention to the functional AOIs (Fig. 4A, C) while maintaining unchanged their fixations to manipulation AOIs (Fig. 4B, D).

According to the findings we report here, the visual exploration of unfamiliar graspable objects seems to be characterised by an explorative gaze behaviour aimed at focusing on the objects’ functional area after about 200 ms of visual exploration, reaching the peak after approximately 750 ms. Intriguingly, the temporal evolution of the central fixation bias in the context of scene viewing produces effects within the first 250 ms of stimuli exploration (Rothkegel et al., 2017). Therefore, by interpreting results starting from the first 250 ms of visual-exploration data to prevent central-fixation biases, we found a visual-attentional pattern aimed at identifying the object’s function and identity, i.e., increased fixations to the functional AOIs (e.g., Natraj et al., 2015; Tamaki et al., 2020; Van Der Linden et al., 2015). After such a preliminary semantic-driven visual exploration of the stimulus, we found that participants oriented their visual-spatial attention toward the object’s manipulation areas as if they were to prepare themselves for action (Handy et al., 2003; Riddoch et al., 2003). Such a perspective is in line with the perception-for-action theoretical framework (e.g., Milner & Goodale, 2008) while emphasizing at the same time the relevance of high-level cognitive processes involved in semantic cognition, action understanding and technical reasoning (Federico & Brandimonte, 2020, 2022). Critically, in line with such a hybrid approach, we found that familiarization effects produced by stimuli repetitions did not impact the manipulation-related visual exploration of objects, thus influencing only the functional-related gaze behaviour. Indeed, one may reasonably assume that imagining how to grasp unfamiliar objects should not produce so many fluctuations in visually exploring their manipulation areas over time, whereas identifying and recognizing the function of an object might be a process susceptible to the stimulus’ exposure time (Federico & Brandimonte, 2019). It should be noted that the specific experimental scenario we used in this study may reinforce further such an interpretation of the results. Indeed, we highlighted the effects of semantic-driven processing of objects when they are in a high action/affordance-ready spatial condition (i.e., the graspable handle shown ipsilateral to the observer’s dominant/effector’s arm).

Rather than emphasising a competitive approach between semantic, technical/mechanical and sensorimotor knowledge, our results underline how human signification processes may be traced in the interplay among multiple cognitive processes (Federico & Brandimonte, 2022). In fact, the visual exploration of unfamiliar but graspable objects appears to reflect the interactions between affordance-based (e.g., Humphreys et al., 2013; Masson et al., 2011) and higher-level cognitive processing (e.g., Bar et al., 2006; Federico et al., 2021a, 2021b, 2021c; Wurm & Caramazza, 2019). Additionally, as we mentioned above, the exploration of objects’ functional areas might also be associated with technical-knowledge processing through which observers may reason about how objects can be used with other objects mechanically (e.g., looking at the head of a hammer, thus focusing on the action-performing area that will hit a nail; Goldenberg & Spatt, 2009; Tamaki et al., 2020). In this sense, our results align with multiple studies showing how participants may concentrate on the action’s goal component more than on its manipulation component (e.g., Massen & Prinz, 2007; Osiurak & Badets, 2014). These goal-related patterns have also been traced in observational investigations where observers looked at an actor using an object (e.g., Decroix & Kalénine, 2019; Naish et al., 2013; Nicholson et al., 2017; van Elk et al., 2008). Such studies investigated the action’s goal component regarding objects’ functional AOIs, thus implicitly referring to the semantic/technical knowledge retrievable by looking at objects. However, those results are typically interpreted only in terms of manipulation/sensorimotor knowledge (e.g., Thill et al., 2013), possibly because of the absence of alternative theoretical frameworks (Osiurak & Federico, 2020).

The polymorphic interactions between distinct kinds of knowledge we summarised above give space to the idea of a cognitive functioning oriented towards integrating multiple information modalities through which humans may endow reality with meaning and exploit the environment for action. Such a kind of hybrid cognitive mechanism involved in the way humans integrate distinct kinds of information to generate representations that may be used in everyday life has been recently labelled as action reappraisal (Federico & Brandimonte, 2019, 2020, 2022). The results presented here provide further experimental support for the action reappraisal mechanism and interrogate about the possible neurocognitive systems supporting such a multifaceted phenomenon. Indeed, brain areas underlining the identification, recognition and use of objects comprise an extensive and multifunctional fronto-temporo-parietal network (e.g., Almeida et al., 2013; Goldenberg & Spatt, 2009; Ishibashi et al., 2016; Lesourd et al., 2021; Rizzolatti & Matelli, 2003). Consequently, specific hypotheses have been generated about the involvement of such fronto-temporo-parietal areas in the context of the action-reappraisal approach (e.g., Federico & Brandimonte, 2020). Although the scientific debate about the neural correlates of the action reappraisal mechanism is very far from being concluded, increasing and converging support for the action reappraisal idea comes from studies that highlighted the involvement of specific brain networks involved in integrating information about action and objects across different modalities (e.g., Chen et al., 2018; De Bellis et al., 2020; Lambon Ralph et al., 2017; Lesourd et al., 2021; Pupiková et al., 2021; Wurm & Caramazza, 2019). Significantly, a most recent fMRI/tDCS
study (Pupíková et al., 2021) demonstrated how stimulating the fronto-parietal network with twenty minutes of 2 mA anodal tDCS increased the recognition performance of participants involved in a yes–no object recognition task which was similar to the one developed by Federico and Brandimonte (2020), hence providing the first solid causal evidence for the action reappraisal mechanism.

By following the tripartite neural-stream division introduced by Rizzolatti and Matelli (2003), the central neuro-cognitive systems involved in object processing and tool use are those related to the motor-control system (i.e., the dorso-dorsal system), the mechanical/technical-knowledge system (i.e., the dorso-ventral system), and the semantic system (i.e., the ventral system, e.g., Almeida et al., 2013; Goldenberg & Spatt, 2009; Ishibashi et al., 2016; Osiurak et al., 2017). Intriguingly, the recent Three-Action System model (Osiurak et al., 2017) identifies a part of the ventro-dorsal system, namely the left inferior parietal lobe and specifically its related area PF (Caspers et al., 2006), as a kind of bridge between the semantic system related to objects’ identity (i.e., the ventral system), and the motor-control system (i.e., the dorso-dorsal stream). Additionally, most recent neuroscientific and neuropsychological evidence highlighted the inferior parietal and middle temporal brain areas as the ones pertaining to an integrative cognitive layer related to the generation of object-related action multi-modal representations (e.g., Chen et al., 2018; De Bellis et al. 2020; Lambon Ralph et al., 2017; Wurm & Caramazza, 2019; Lesourd et al., 2021; see also Humphreys et al., 2021). Also, when considering the frontal and prefrontal cortex involvement in object processing, it appears that these areas might be easily related to high-level executive functions, motor timing, sequencing and simulation (e.g., Bortolotto & Cunnington, 2010; Koechlin & Summerfield, 2007). However, whereas the above-specified integrated processes involving temporo-parietal brain areas have been increasingly investigated, the frontal and prefrontal areas’ involvement did not get the same popularity. Notwithstanding, these areas might actively take part in the action reappraisal mechanism as they may signal a specific cognitive functioning through which an observer, from the multiple environment-available information and action possibilities, may select only those that are consistent with their intentions (for a discussion, see Federico et al., 2021a, 2021b, 2021c).

Conclusion

The results we reported here highlight the effects of both action and signification processing on unfamiliar objects’ visual-encoding modalities. While the effects of the affordance-based processing, namely the time spent by participants looking at the manipulation end of the objects, seems to be invariant to stimuli’s reiteration/learning, we found that objects’ semantic processing emerges as a time-dependent process which may vary according to the object’s novelty. Thus, the less familiar the object, the greater the semantic processing of it. Conversely, as stimulus familiarity increases, semantic processing reduces. All the results discussed in this study appear to fit very well with the action-reappraisal idea introduced by Federico and Brandimonte (2019, 2020, 2022). Within such a hybrid perspective, object processing might be considered an ability that emerges from the integration of distinct kinds of information. Such integration is plausibly achievable through the interoperability of multiple neurocognitive systems. Therefore, we suggest that when processing objects, the human mind may rely on distinct reservoirs of knowledge, namely semantic, mechanical (i.e., technical reasoning) and sensorimotor knowledge. Notably, while the present approach is not aimed at dismissing an embodied-cognition view of cognition (e.g., Shapiro, 2019), it nonetheless reinforces the idea – recently emerged among scholars (e.g., Bar et al., 2006) – that semantic information might be activated earlier than lower-level perceptual information, hence affecting visual perception. However, while increasing evidence supports the action reappraisal idea, further studies are necessary to explore its neural correlates. Also, given the number of possible variables involved in the action reappraisal, future studies with larger samples should confirm our preliminary findings in more ecological contexts.
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