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SUMMARY

The discovery of clinical biomarkers requires large patient cohorts and is aided by a pooled data approach across institutions. In many countries, data protection constraints, especially in the clinical environment, forbid the exchange of individual-level data between different research institutes, impeding the conduct of a joint analyses. To circumvent this problem, only non-disclosive aggregated data is exchanged, which is often done manually and requires explicit permission before transfer, i.e., the number of data calls and the amount of data should be limited. This does not allow for more complex tasks such as variable selection, as only simple aggregated summary statistics are typically transferred. Other methods have been proposed that require more complex aggregated data or use input data perturbation, but these methods can either not deal with a high number of biomarkers or lose information. Here, we propose a multivariable regression approach for identifying biomarkers by automatic variable selection based on aggregated data in iterative calls, which can be implemented under data protection constraints. The approach can be used to jointly analyze data distributed across several locations. To minimize the amount of transferred data and the number of calls, we also provide a heuristic variant of the approach. When performing global data standardization, the proposed method yields the same results as pooled individual-level data analysis. In a simulation study, the information loss introduced by local standardization is seen to be minimal. In a typical scenario, the heuristic decreases the number of data calls from more than 10 to 3, rendering manual data releases feasible. To make our approach widely available for application, we provide an implementation of the heuristic version incorporated in the DataSHIELD framework.
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Highlights

• Introduction of a new distributed version of likelihood based boosting for regression modeling
• Automatic variable selection of biomarkers in a multivariate approach
• Introduction of a heuristic to ensure data parsimony
• Implementation within the DataSHIELD framework

In brief

In real-world applications, the number of potential biomarkers is often very high and an automated variable selection procedure for regression models is needed. One available approach is regularized regression based on componentwise likelihood-based boosting. We propose a distributed version of this approach. We also introduce a heuristic version which reduces the amount of shared information to ensure data parsimony.

Introduction

Motivation

There are many potential advantages of pooling data from several sources, such as in meta-analysis of clinical studies and epidemiological cohorts (e.g. [5, 21]), the joint analysis of routine data from several hospitals (e.g. [20, 13]), or the combined analysis of genomic data from several cohorts and several data types [22]. Beside an increase in statistical power, more complex statistical approaches can be used when the sample size is large, e.g. for selecting the most important markers from a large set of candidate markers for outcome prediction. A joint model across several source populations might also be more reliable.

Ideally, one would pool the data on the individual-level, but this is often not possible or desirable. Several reasons might hinder sharing, such as governance restrictions, e.g., concerning data protection, fear of loss of intellectual property [8], or logistic hurdles [9]. Although there is a recent discussion on how to alleviate such problems as consent and confidentiality when sharing data, e.g., [26, 27], e.g., by introducing a broad consent as in Germany [28], pooling of individual-level data will be problematic for years to come. Frequently, standard meta-analysis techniques are used, which rely on aggregated summary statistics that no longer reveal individual-level information, and therefore can be exchanged and pooled for joint results across data sets. One example is the MIRACUM (Medical Informatics for Research and Care in University Medicine) consortium [20], in which ten German university hospitals are working on joint analysis of their data, but the data must remain within each site as in general no
consent has been given to share the individual-level data with other sites. However, these standard meta-analysis approaches do not allow for more complex tasks, such as selecting important biomarkers in regression modeling with a large number of candidate biomarkers, as is needed in settings with genomic measurements or extensive characterization of cancer patients in routine data.

Proposed method

We propose a regularized regression approach based on componentwise likelihood-based boosting [24, 25] that can perform automatic variable selection in an iterative fashion while only requiring aggregated statistics. Thus, we are able to re-formulate the underlying mathematical calculations of a classical machine learning approach in such a way that we do not need direct access to individual-level data. More precisely, the approach is based on univariable effect estimates obtained from linear regression for the outcome of interest, and pairwise covariances of the potential markers. The method can be applied to continuous and binary outcomes, and can potentially be adapted to (competing) event times via pseudo values [1, 10, 31]. We further propose a heuristic version of the algorithm to reduce the required number of covariances. Although there is no way yet of reconstructing individual-level data from covariances in a high-dimensional setting, a reduction of shared information reduces the risk for the future as the same was believed for gradients until recently proven wrong [29]. The heuristic is furthermore combined with an approach for calling covariances in blocks to reduce the number of data calls, potentially rendering manual data release feasible. In addition, the approach can be used at a single site to grant data protected analysis access meaning that the scientist will only see non-disclosive aggregated data and the final result.

Related work

Some approaches already exist for obtaining regression models from data distributed across several sites under data protection constraints, but these are frequently limited in the number of candidate markers that can be taken into account. For example, He et al. proposed a sparse meta-analysis algorithm for high-dimensional data solely based on aggregated data [12]. The algorithm uses ordinary least-squares estimates, and thus the number of potential covariates needs to be smaller than or equal to the number of participants. Other methods implement data protection by input perturbation [23, 15], meaning that there is an information loss beforehand. Jones et al. proposed a generalized linear model based on aggregated data which yields the same result as the model based on individual-level data [14]. Lu et al. developed a similar approach in the setting of survival data for the Cox model [18], and Emam et al. derived the same result for logistic regression [7]. Similar approaches have also been implemented in the DataSHIELD software framework [9], which enables straightforward use in projects. Unfortunately, all of these approaches have in common that they cannot deal with the situation where the number of markers is larger than the total number of samples over all sites. While the method proposed by Li et al. can handle this kind of data in regularized logistic regression models [16], no automated variable selection to obtain a small set of potentially important markers is provided. Alternative methods reformulate the
problem into a separable form, but offer no guarantees for privacy protection [3]. Often, univariable meta-regression approaches are used. It has been shown that penalized multivariable regression approaches outperform single biomarker analysis while simultaneously selecting a sparse set of biomarkers (including most of the informative ones) and handling correlated data [2]. In general, sparse multivariable regression approaches have gained importance in the field of genomic data analysis [30, 17]. To the best of our knowledge, however, none of these approaches have yet been transferred to distributed data settings.

Structure

This paper is organized as follows. In section Methods, we introduce an approach for automated selection of markers in regression models for distributed data and its heuristic variant, and a simulation design for subsequent investigation. An evaluation is presented in the Results section, with a focus on variable selection, prediction performance, and number and size of data calls.

Methods

Stagewise regression

Let \( y_i \) denote the observed outcome and \( x_{i.} = (x_{i1}, \ldots, x_{ip})' \) the \( p \)-dimensional vector of covariates for individual \( i, i = 1, \ldots, n \). The notation \( x_{.j} \) will be used to indicate vectors \( x_{.j} = (x_{1j}, \ldots, x_{nj})' \), \( j = 1, \ldots, p \), containing the covariate information across all individuals for covariate \( j \).

We will use the following multivariable linear regression model:

\[
y_i = \beta_0 + x_{i.}'\beta + \epsilon, \quad i = 1, \ldots, n
\]

with \( \epsilon_i \sim N(0, \sigma^2) \) and \( \beta = (\beta_1, \ldots, \beta_p)' \) the \( p \)-dimensional parameter vector. Note that this model will be misspecified when dealing with other response types, e.g., a binary response, but we will nevertheless use it. In particular, the model might produce predicted values higher than 1 or lower than 0, but it is still useful for classification, hypothesis testing and, as in our case, variable selection [19]. To achieve the latter and also to allow for high-dimensional settings with \( p \gg n \), a regularized regression approach will be used to estimate \( \beta \). Regularized, or penalized, multivariable regression approaches have been shown to outperform single biomarker selection. In general, the most informative biomarkers are selected automatically while simultaneously the number of included biomarkers is kept low [2].

We specifically choose componentwise likelihood-based boosting [24, 25] as a regularized regression approach, which can be adapted for estimation with distributed data as will be shown below. Componentwise likelihood-based boosting is a stagewise regression approach [6], which can construct a stable risk score with respect to the outcome even in the presence of a large number of (potentially highly correlated) covariates [4, 11]. The approach belongs to the class of stagewise regression approaches and yields the same results as the more widely used LASSO method if the data are
orthogonal, but the variable selection is more stable for correlated data [11]. The basic idea is to initially set the estimated parameter vector to $\hat{\beta} = (0, \ldots, 0)'$, and to update this vector in a stagewise manner. In each of a potentially large number of steps $M$, one determines the covariate which most improves the model fit, using regularized estimation of candidate models and score statistics. Only the corresponding element of the estimated parameter vector $\hat{\beta}$ is updated, keeping all other elements fixed.

In the following, we will to assume that the outcome is centered, i.e., $1/n \sum_i y_i = 0$, and that the covariates are standardized such that $x'_{ij}x_{ij} = n^{-1}, j = 1, \ldots, p$, which is typical for regularized regression approaches. The detailed algorithm then is as follows:

1. Initialize the estimated parameter vector $\hat{\beta}^{(1)}$ to $\hat{\beta}^{(1)} = (0, \ldots, 0)'$, and the offset $\hat{\eta}_i^{(1)}$ to $\hat{\eta}_i^{(1)} = 0, \ i = 1, \ldots, n$. Set the shrinkage parameter $\nu$ to some small positive value, e.g., $\nu = 0.1$.

2. At each boosting step $m = 1, \ldots, M$:
   
   (a) Consider the $j = 1, \ldots, p$ potential candidate models $y_i = \hat{\eta}_i^{(m)} + x_{ij}\hat{\gamma}_j^{(m+1)} + \epsilon_i, \ i = 1, \ldots, n$.

   where the offset $\hat{\eta}_i^{(m)}$ incorporates the information from the previous boosting steps (more details in step 2.e).

   For each covariate $j$, the least-squares estimator is given by $\hat{\gamma}_j^{(m+1)} := \frac{1}{n-1} \sum_{i=1}^n x_{ij} (y_i - \hat{y}_i^{(m)})$ with $\hat{y}_i^{(m)}$ given by $\hat{y}_i^{(m)} = x_i' \hat{\beta}^{(m)}$.

   (b) Calculate $S_j^{(m+1)} = n^{-1} \sum_{i=1}^n x_{ij} (y_i - \hat{y}_i^{(m)}) \propto \hat{\gamma}_j^{(m+1)}$ is the score function, and determine the index $j^*$ by

   $$\arg \max_{j = 1, \ldots, p} \left( \left( S_j^{(m+1)} \right)^2 \right).$$

   (c) Set $\hat{\gamma}_j^{(m+1)} := \nu \hat{\gamma}_j^{(m+1)}$.

   (d) Update the estimated parameter vector:

   $\hat{\beta}_j^{(m+1)} = \begin{cases} \hat{\beta}_j^{(m)} + \hat{\gamma}_j^{(m+1)}, & \text{if} \ j = j^* \\ \hat{\beta}_j^{(m)}, & \text{else}. \end{cases}$

   (e) Update the offset:

   $\hat{\eta}_i^{(m+1)} = x_i' \hat{\beta}_j^{(m+1)}, \ i = 1, \ldots, n$.
Distributed Boosting

Intuitively, each site contributes to the score statistic independently of the other sites. The score statistic is a measure of the influence of adding a single variable to the existing model and describes the model improvement. By calculating the non-disclosive contribution separately for each site and combining the contribution in a central calculation, we are able to obtain the score statistic without direct access to the individual-level data.

An example of the algorithm is illustrated in Figure 1. The data are simulated; more details can be found in Section Simulation Design. We assume that the data are distributed across two sites with a sample size of 250 per site. In total, we simulated 2500 variables, of which only the variables 3, 8, 13, 18, 23, 28, 33, 38, 43, and 48 affect the binary outcome. Neighboring variables have a low correlation overall and a strong correlation in groups of five. At the beginning of the distributed boosting approach, the model contains no variables and we calculate the influence, i.e. the score statistic, of including each of the 2500 variables per site. If only one site is available, the variables 23 or 18, respectively, are selected as these variables improve the model fit the most. When we combine the score statistics of the two sites via the distributed boosting method, the above variables still have a high estimated influence, but variable 23 has the highest. Thus, we include variable 23 in the model by estimating its effect via the maximum likelihood method as in standard regression approaches. To avoid overfitting, we use a shrunken estimate rather than the full estimate, e.g., multiplied by 0.1. Consequently, we might underestimate the effect of variable 23, but if this is the case, the algorithm will again select the same variable at a later step. In the example, this happens at the second boosting step. At both steps, the score statistic of the complete block of highly correlated variables, i.e. variables 21 to 25, become smaller. This demonstrates that variables highly correlated with an effect bearing variable appear to influence the outcome of interest and that the boosting approach selects the one from this group with the highest estimated influence. This is also true for the two blocks directly placed beside this block as these variables are also correlated with variable 23, though to a lesser extent. At the third boosting step, variable 27, a variable with no effect on the outcome, has the highest estimated influence for site 1, whereas for site 2 this is still variable 18. By combining the two sites with our approach, variable 18 is correctly selected. Thus, either site can be most influential in the combined selection. At boosting step 4, site 1 still wrongly selects variable 27, but site 2 now switches to variable 8, another effect bearing variable. In the combination, variable 8 has the highest score and is selected. Although we would select variable 27 at the following boosting step for site 1 and variable 18 for site 2, variable 23 has the highest estimated influence in the combination. Thus, by combining the information from several sites we can gain additional information.
Figure 1. Demonstration of the first 5 steps of the distributed boosting approach for data distributed over two sites with a binary outcome. On the x-axis, 30 out of a total of 2500 correlated variables are shown, of which only the variables 3, 8, 13, 18, 23, 28, 33, 38, 43, and 48 affect the binary outcome. The correlation is higher between the 5 variables in each box. On the y-axis, the estimated influence of selecting each variable into the model at the next step is shown separately for the two sites and for the combination, whereas the values for the sites are estimated given the previous selection of the combined method. The darker the coloring, the higher the influence of including the variable at the next step and thus the greater the model improvement. The variables with the highest influence at each step are marked with small boxes separately for the combined method and the sites, whereas small white boxes represent the actual selected variables in the distributed boosting approach and small black boxes the variables which would have been selected at each step if only one site was available. The underlying data are simulated according to the simulation design described in Section Simulation Design with 250 individuals per site and one strong effect bearing variable per higher correlated group.

In the following, we will focus on the mathematical formulation to show how the algorithm introduced in Section Stagewise regression can be used with distributed data or without access to the individual-level data. It is important to note that the score function $S_j^{(m+1)}$, which is the basis for the score statistic and is used to decide which variable should be selected next, can be re-written as

$$S_j^{(m+1)} = \sum_{i=1}^{n} x_{ij} (y_i - \hat{y}_i^{(m)}) = \sum_{i=1}^{n} x_{ij} y_i - \sum_{k : |\beta_k^{(m)}| > 0} \beta_k^{(m)} \sum_{i=1}^{n} x_{ij} x_{ik}$$

(1)

This means that only the terms $\sum_{i=1}^{n} x_{ij} y_i$ and $\sum_{i=1}^{n} x_{ij} x_{ik}$ are needed for the calculation. These are aggregated across individuals, and can be passed on without revealing individual-level information. Taking into account centering and standardization...
as specified above, \( \sum_{i=1}^{n} x_{ij} y_i \) corresponds to the univariable regression coefficients, and \( \sum_{i=1}^{n} x_{ij} x_{ik} \) corresponds to pairwise covariances up to a constant factor. Thus, individual-level information is only needed at the beginning to calculate the univariable effect estimates and the pairwise covariances, and this calculation can be separated from the algorithm itself.

By sharing the above-stated summary statistics, it is possible to grant access to the information contained in the data without having to grant access to the individual-level data, permitting a joint analysis across several sites. Assume that the individuals are distributed over \( L \) sites with \( n_l \) being the sample size at site \( l, l = 1, \ldots, L \), such that \( \sum_{l=1}^{L} n_l = n \). We propose re-writing formula (1) in the following way

\[
S_j^{(m+1)} = \sum_{l=1}^{L} \left( \sum_{i=1}^{n_l} x_{ij} y_{il} - \sum_{k:|\beta_k^{(m)}|>0} \beta_k^{(m)} \sum_{i=1}^{n_l} x_{ij} x_{ik} \right)
\]

Consequently, the univariable regression coefficients and the pairwise covariances can be calculated for each data site and pooled afterwards without losing information.

Above we assumed centering of the outcome and standardization of the covariates. From the mathematical point of view, this would ideally be done based on a pooled calculation of the mean and the variance, but it will probably be more convenient to perform this separately for each site, both with respect to calculation effort and data protection. This will increase the standard error of the estimates, but as we are mostly interested in variable selection we will later evaluate the effect of this on the performance of our proposed method. Alternatively, one could also calculate the global mean and subsequently the global variance to perform global centering and standardization, requiring a high number of aggregated data transfers. It is up to the scientist to decide whether the additional calculation effort is worthwhile and whether the data needed for global centering and standardization can be shared for all variables.

The number of boosting steps can be fixed by the user either by setting the number of boosting steps to the maximum number of covariates to be included in the risk score, or by selecting the boosting step with the desired number of included covariates. Another possibility would be to determine the number of boosting steps by cross-validation based on the individual data at the biggest data site. In the following, we will only consider the first possibility of a fixed number of covariates included in the model.

**Heuristic Distributed Boosting**

The approach proposed above does not require transfer of the complete \( p \times p \) matrix of pairwise covariances, as only the covariances between variables already included in the model at each boosting step and all other variables are needed. Therefore, only a few rows of the covariance matrix need to be called from the data sites at each specific boosting step. In general, the number of covariates included in the model is rather
small, meaning that only a small number of rows of the whole covariance matrix will be transferred, but these rows might be very long in a high-dimensional setting. To further reduce the number of covariances to be called, one can use a heuristic that requires only a subset of the covariance matrix rows at each boosting step. In addition, the number of boosting steps at which data has to be called from the sites is decreased by adding a block data call approach. The details are given in the following.

We propose using a heuristic version of componentwise likelihood-based boosting introduced in [4]. The underlying idea is that the score statistics, which are used to determine the updates at each boosting step, typically decrease or at least stay the same from one boosting step to the next. Only in very rare situations, where highly correlated variables have opposing directions of effects, is the heuristic unreliable. [4] propose calculating new values of the score statistics at boosting step $m$ only for covariates with indices

$$\{j : \hat{\beta}_j^{(m-1)} \neq 0\} \cup \{j : S_j^{(1)} \geq \min_{l : \hat{\beta}_l^{(m-1)} \neq 0} S_l^{(m)}\}.$$  

Consequently, we need to calculate the actual score statistic for each covariate at the first boosting step, which is obtained via the univariable effect estimate. Subsequently, only a small fraction of the rows of the covariance matrix has to be transferred at each step.

To reduce the number of data calls, which might even render manual releases of data feasible, we consider an alternative version of the heuristic approach. Instead of calling only single values of the matrix of covariances, a whole block of covariances is called which are most likely to be needed at later boosting steps. Specifically, we increase the candidate set by the $w$ covariates with the highest score statistics $S_j^{(1)}$ and $S_j^{(1)} < \min_{l : \hat{\beta}_l^{(m-1)} \neq 0} S_l^{(m)}$ and call the complete covariance matrix of these covariates.

**Implementation in the DataSHIELD framework**

Figure 2 illustrates the proposed system structure for performing the analysis, which is the same as in the DataSHIELD project (see for example [9]). The analysis server has no direct access to the individual data and can only request aggregated data needed for the algorithm from the data sites, which could potentially be released and sent manually by each data site. The data sites do not share any information between each other and communicate only with the analysis server.

We have incorporated the version of our new algorithm into the DataSHIELD software framework, where the data needed for the (heuristic) distributed boosting can be obtained using already implemented DataSHIELD functions - `ds.glm()` for the univariable effect estimates and `ds.cov()` for the pairwise covariances. Correspondingly, we provide a readily accessible implementation of the proposed heuristic distributed boosting algorithm at `http://github.com/danielazoeller/ds_DistributedBoosting.jl`. Due to the current implementation of DataSHIELD, manual release by the data sites is not yet possible.
Figure 2. Proposed exemplary system structure to handle communication and data flow between the participating sites. The analysis server can request aggregated data from the data sites. If the data request is in line with the data protection constraints and the restrictions agreed by the participating parties, they calculate the aggregated data and send them back. The analysis server has no access to the individual-level data and the data sites are protected via firewalls.

Simulation Design

We evaluate the method using a simulation study which mimics the data structure as found, e.g., in genome-wide association studies, as this is one of the fields where the proposed approach for distributed identification of markers might be useful. Specifically, we simulate a large number of strongly correlated variables. As such structures might also be expected in other applications, such as analysis of routine data from several clinics, the simulation study results will also be relevant beyond a genome-wide association study setting. We focus on a binary endpoint, e.g., representing response yes/no, instead of a continuous one as we have shown that the method leads to exact results for the latter even with a large number of sites, and a simulation study is thus only needed to evaluate the effect of the mis-specification.

For $n = 500$ or $n = 1000$ individuals, respectively, $p = 2500$ covariates with values $-1$, 0 or 1 were generated. In a first scenario, the covariates are moderately correlated, where covariates with neighboring indices have the same value with a probability of 0.5. In a second and third scenario, we additionally group the covariates into sets of 5 with larger correlations. Within these groups, the probability of having the same value for two neighboring covariates is 0.75, while the probability remains 0.5 outside and between the groups. From the $p = 2500$, only 10 or 50 covariates, respectively, affect the binomially distributed endpoint, e.g., representing responses yes/no. The other covariates have an effect size of 0, and the method should thus exclude them from a
model for the response. The effect size of the 10 or 50 covariates with an effect is 1 or 0.2, respectively. There are either one or two true non-zero effects per more strongly correlated group. We distribute the effects over neighboring correlation groups, leaving at least two variables without an effect between every two variables with an effect. We evaluate the effect of the number of data sites by splitting the data set into either 1, 2, 5, 10 or 20 equally sized cohorts (or datasets). In total, we created 1000 independent simulation datasets per simulation setting.

We evaluate the results of the variable selection, the prediction performance with regard to the outcome, the number and the size of data calls. The main focus of the analysis is on the variable selection. In clinical practice, variables selected by a statistical method are validated, often using very elaborate experimental designs. If the variable selection is insufficient, limited resources are wasted. The variable selection is evaluated using the mean proportion of true positive selections of effect bearing covariates (i.e. non-zero effects) and false positive selected covariates overall. To determine the mean proportion of correctly selected covariates (i.e. true positives), we calculated the proportion of selection for each effect bearing covariate across all simulation runs and averaged these values across all effect bearing covariates. To obtain the mean proportion of covariates falsely selected (i.e. false positives), we calculated the mean proportion of covariates with no effect from the first 10 selected covariates. The prediction performance is evaluated using the AUC. The aim here is to evaluate if the distribution of the data over an increasing number of sites decreases the prediction performance of the final model compared to an analysis using pooled individual-level data. In both cases, we used the first 10 selected covariates, as a way to compare different approaches for a number of selected markers which might realistically be further explored, e.g., through validation steps, in real applications.

We compare the variable selection results of the proposed approach to the variable selection results based on a standard univariable approach, where univariable effect estimates are obtained using logistic regression models for each data site. These effect estimates are then combined using a fixed-effects meta-analytic model and the 10 covariates with the smallest p-values are regarded as successfully selected. Additionally, we contrast the results to those obtained using the boosting approach based on a correctly specified model concerning the endpoint ('Individual data - Binomial response' [24]) to evaluate the influence of the misspecification resulting from having a binary rather than a continuous response. The results of the boosting approach based on the individual data ('Individual data - Gaussian response' [24]) and based on the distributed, but globally standardized data, are also considered to verify that the proposed new approach does not lose information due to the use of aggregated and distributed data.

The main aim of the simulation study is to quantify the influence of the standardization mechanism by contrasting the results obtained after standardization of each data site to results obtained after a global standardization. In addition, we evaluate the classical and the block version of the heuristic distributed boosting method by measuring the number of called covariance values and the number of data calls needed for additional aggregated data in the above-described simulation scenarios. For this purpose, we calculate the distribution of the combination of these two quantities over 100 boosting steps and 100 independent simulations.
The simulation study was performed using the statistical environment R (version 3.4.4) with the GAMBoost package (version 1.2-3.) and the AUC package (version 0.3.0). For the proposed new approach, we used our implementation in the Julia language (version 0.4.7 and version 1.1.3).

Results

Evaluation of variable selection

In Figure 3, we present the mean proportion of true positives with respect to variable selection. Larger values correspond to better detection of covariates with true effects. The performance loss introduced by the misspecified endpoint is seen to be negligible in all scenarios. If one increases the number of boosting steps and thus the number of included covariates, the difference becomes somewhat larger, but overall the difference is small. In our experience, the maximum difference between the results obtained using the individual data and the correctly specified model (“Individual data – Binomial response”) and the individual data and the misspecified model (“Individual data – Gaussian response”) in the boosting approach is about 0.01 and thus very small (results not shown). As expected, the results using individual data based boosting (Gaussian response) and aggregated and potentially distributed data based boosting with a global standardization (Gaussian response) are equal, as basically the same method is used. Thus, the proposed method is a valid alternative to already established methods when one cannot pool the individual patient data.

If the number of cohorts, consortium partners, or data sites is smaller than 10, the results of the new method in combination with a local standardization only differ slightly from the results obtained with pooled individual data. Increasing the number of cohorts can decrease performance as the sample size becomes too small to achieve good estimates for the standardization process, but the decrease is only minimal even with only 25 individuals per data site and a high number of effect bearing covariates with small effects.
Figure 3. Mean proportion of true positive selection of effect bearing covariates for distributed data and different numbers of cohorts for the proposed method (boosting based on aggregated data) compared to univariable meta-regression and boosting based on individual patient data. The results are averages over 1000 simulated data sets per simulation setting. For each effect bearing covariate, the inclusion frequency was calculated and averaged over all simulation runs in one setting. Larger values correspond to a better true positive selection. The settings differ in the correlation structure (ungrouped covariates with a moderate correlation overall vs. grouped covariates in groups of 5 with a higher correlation), the number of effects per correlation group (1 vs 2), and the number of effect bearing covariates and effect sizes (10 covariates with an effect size of 0.8 vs 50 covariates with an effect size of 0.2). All other covariates have an effect size of 0.0. The sample size is n = 500 (solid line) or n = 1000 (dashed line), respectively. The results using the individual-level data (Binomial or Gaussian response) and the aggregated data with a global standardization are equal and are represented by the grey line. The results for the model with a Gaussian response using pooled individual patient data standardized locally are represented by squares. As a comparison, univariable meta-regression results are given (triangles).

Additionally, the new proposed method is seen to outperform univariable meta-regression considering the 10 covariates with the smallest p-values in all scenarios. The performance of the standard approach is comparable to the newly proposed method only if the number of individuals is large and there is only one data site. The difference between the methods becomes more apparent when the number of data sites is large.
Figure 4. Mean proportion of false positive selected covariates for distributed data and different numbers of cohorts for the proposed method (boosting based on aggregated data) compared to univariable meta-regression and boosting based on individual patient data. The results are averages over 1000 simulated data sets per simulation setting. For each simulation run, the proportion of false positive selected covariates is calculated for the first 10 selected covariates and averaged over one setting. Lower values correspond to a better false positive selection. The settings differ in the correlation structure (ungrouped covariates with a moderate correlation overall vs. grouped covariates in groups of 5 with a higher correlation), the number of effects per correlation group (1 vs. 2), and the number of effect bearing covariates and effect sizes (10 covariates with an effect size of 1.0 vs. 50 covariates with an effect size of 0.2). All other covariates have an effect size of 0.0. The sample size is $n = 500$ (solid line) or $n = 1000$ (dashed line), respectively. The results using the individual-level data (Binomial or Gaussian response) and the aggregated data with a global standardization are equal and are represented by the grey line. The results for the model with a Gaussian response using pooled individual patient data standardized locally are represented by squares. As a comparison, univariable meta-regression results are given (triangles).

A similar performance pattern is seen when considering the mean proportion of false positives with respect to variable selection, as displayed in Figure 4. A large value corresponds to poor variable selection performance. In the simulation scenarios with 10 effect bearing covariates, on average less than 30% of the 10 selected covariates are truly covariates with no effect. In settings with a sample size of 1000, the proportion is even lower and does not exceed 20%. Distributing the data over two cohorts is again
seen to have only a minimal impact, and the results are comparable to those obtained with the individual data. In particular, there is no increase in the average number of falsely selected covariates.

**Prediction performance**

In Figure 5, we present the results for prediction performance of the proposed distributed boosting approach. Overall, the mean AUC is above 0.85 in the setting with 10 strong effects and above 0.70 in the setting with 50 weak effects. The best prediction performance is obtained in the scenario with strongly correlated covariates and 2 covariates per strongly correlated covariate group. Thus, even if the boosting algorithm selects a covariate with no true effect, the wrongly selected covariate can explain some of the variance if this covariate is strongly correlated with an unselected covariate with an effect. If we distribute the data over a large number of cohorts and standardize the data locally, the AUC is only minimally decreased; otherwise we do not observe a decrease in the AUC. Consequently, and in combination with the results for the variable selection, the distribution does not significantly affect the size of the effect estimates.

**Figure 5.** Mean AUC for distributed boosting using locally standardized data on distributed data for different numbers of sites. The results are based on 1000 simulated data sets per setting. For each simulation run, the AUC is calculated and averaged over one setting. Higher values above 0.5 correspond to a better classification and 0.5 to a random classification. The settings differ in the correlation structure (ungrouped covariates with a moderate correlation overall vs. grouped covariates in groups of 5 with a higher correlation), the number of effects per correlation group (1 vs. 2), and the number of effect bearing covariates and effect sizes (10 covariates with an effect size of 1.0 (solid lines) vs. 50 covariates with an effect size of 0.2 (dashed lines)). All other covariates have an effect size of 0.0. The sample size is \( n = 500 \). The results for the globally standardized distributed boosting approach are shown by a grey line and are equal to what one would obtain using boosting on individual-level data. The results for the locally standardized distributed boosting approach are shown by black squares.
Number and size of data calls

In the following, we compare the number of data calls and their size between the classical and the block version of the proposed heuristic distributed boosting approach, in different scenarios with varying buffer sizes. We measure the data call size by the number of called covariances and the size of the data calls by the number of times the algorithm requires new data.

The minimum number of data calls is two: one data call for the univariable effect estimates to obtain the score statistics before the first boosting step, and one data call for the first required covariances. In the standard distributed boosting approach, the algorithm requires one row of the covariance matrix per data call. Thus, taking into account symmetry and a known diagonal due to standardized covariates, we would call $(p - \text{Number of covariates included in the model})$ covariances in each data call, independent of the covariance structure. We initialize a new data call if the algorithm adds a new covariate to the model, meaning that at worst one would need the same number of data calls as boosting steps. In the given simulation setting with $p = 2500$ and a maximum of 100 boosting steps, the number of values needed in each data call / boosting step for covariances ranges from 2400 to 2499. In the evaluation described above, we considered the first 10 included covariates. In total, we required 29945 covariate values called in 10 data calls to obtain these models. The heuristic and the block-heuristic versions aim to reduce both the number of required covariates as well as the number of data calls.

In Figures 6 and 7, smoothed frequencies of combinations of the total number of data calls and the total number of called covariances over 100 boosting steps and 100 simulation runs are shown for the classic heuristic distributed boosting approach and the block-heuristic version. A blue color corresponds to zero, and more yellowish coloring indicates a combination which occurs more frequently. The grey stars represent the mean values for specific boosting step numbers (before the slash) and corresponding model sizes (after the slash), i.e., the number of included covariates. Figure 6 focuses on the comparison between the heuristic and the block-heuristic approaches in a simulation setting with 10 covariates with a substantial effect, a moderate overall covariance, and a buffer of 20 for the block-heuristic approach. Figure 7 visualizes the performance of the block-heuristic approach in different simulation scenarios with varying buffer sizes. We show all results for $n = 500$ individuals distributed over five cohorts. The results for different sample sizes and a varying number of cohorts do not differ strongly.
Figure 6. Comparison of heuristic (panel a) vs. block-heuristic (panel b) version with buffer = 20 of in a scenario with 50 weak effects bearing covariates and a moderate overall covariance. The distribution of the total number of called covariances vs. the total number of data calls is calculated marginally over 100 boosting steps and 100 simulations. A blue color corresponds to zero, and the more yellow the color, the more often the specific combination occurs. The grey stars represent the mean number of data calls and called covariances for specific boosting step numbers (before the slash) and corresponding model sizes (after the slash).
Figure 7. Comparison of heuristic distributed boosting results in different simulation scenarios with varying buffer sizes. In panels a to c, we varied the simulation scenarios with a fixed buffer size of 20, and in panels d to f varied the buffer size in a fixed simulation setting. The distribution of the total number of called covariances vs. the total number of data calls is calculated marginally over 100 boosting steps and 100 simulations. A blue color corresponds to zero, and the more yellow the color, the more often the specific combination occurs. The grey stars represent the mean number of data calls and called covariances for specific boosting step numbers (before the slash) and corresponding model sizes (after the slash).
The results of the heuristic distributed boosting approach (Figure 6, panel a) indicate that this approach can reduce the number of covariates compared to the classic non-heuristic approach. Even if one performs 100 boosting steps to achieve a model size of about 50 covariates, one would need less than 10000 covariate values on average. If one additionally considers the desired model size of 10 covariates, less than 300 covariate values on average are called. Consequently, the amount of data needed can be reduced by about 99% compared to the standard non-heuristic distributed boosting approach. On the other hand, the heuristic increases the number of data calls. In the given simulation scenario the number of data calls is approximately twice as large as the number of included covariates. In other simulation scenarios, the factor differs, and the number of data calls can be comparable to the standard approach, but overall the number of data calls is increased.

The number and the size of the data calls in the block-heuristic approach strongly depend on the buffer size $w$. The larger the chosen buffer, the more data is called in one data call. Although some values might be called but never needed for the algorithm, the idea is that values may be needed later on are already transferred to the analysis server before they are needed, and thus the number of data calls can be reduced. In the simulation settings with 50 weak effect bearing covariates and a grouped covariance structure with one effect per group (Figure 7, panel d to f), one can see that for 100 boosting steps the number of called covariances increases from about 30000 (buffer $w = 10$) to about 40000 (buffer $w = 50$). On the other hand, the number of data calls is reduced to about 20 or 7, respectively. For a model size of 10 covariates, the increase in the number of called covariances is negligible (remaining smaller than 2,500), but the number of data calls is reduced to about 3 – 4. On average, a buffer size of $w = 20$ also requires about 3 data calls to achieve a model size of 10 covariates in the other simulation scenarios (Figure 7 panels a to c). With this buffer size the number of called covariances is increased compared to the heuristic version (Figure 6), but compared to the standard distributed boosting approach, the amount of called data was still reduced by at least 90% in all of the simulation settings considered. In our simulation setting, as expected, the buffer size $w$ does not strongly influence the results of the variable selection.

**Discussion**

The discovery and validation of biomarkers requires large patient cohorts and is aided by pooled and joint data approaches across institutions. The use of regularized regression techniques for selecting potentially important cancer biomarkers when jointly analyzing data from different data sources is hindered by data protection constraints, e.g., governance restrictions and fear of loss of intellectual property, which make pooling of individual-level data difficult or impossible. By re-formulating the statistics needed to perform componentwise likelihood-based boosting, we have proposed a method adequate for this situation. This proposed approach is solely based on univariable effect estimates and pairwise covariances, i.e. aggregated data. As the re-formulation involves no approximations, the results of standard componentwise likelihood-based boosting using individual-level data and the proposed alternative are the same if the
data are standardized globally.

In the given data situation, in which data are distributed over several cohorts, it is possible that the data need to be standardized at each data site. The loss of performance due to the distribution process was only minimal in the simulation settings we considered, in particular if the number of cohorts was smaller than 10. In addition, we showed empirically that the proposed method outperformed a standard univariable approach even for 20 cohorts. The loss in prediction performance was negligible overall.

Besides the fact that the full covariance matrix of all covariates might be too big to exchange without difficulty, one could argue that using the full covariance matrix risks reconstructing individual-level data as the number of shared values might exceed the number of originally collected values. To ameliorate this problem, we proposed using a heuristic approach. Instead of using the full covariance matrix, the heuristic approach can identify the most promising covariates and only needs these to perform the next step of the algorithm. Thereby, the amount of data required can be reduced by up to 99%. Unfortunately, the algorithm then needs to call for data more often, which might be problematic, e.g., if the data release is handled manually by the data sites. To address this problem, we propose an alternative heuristic approach which moderately increases the amount of called data. Instead of calling single values of the covariance matrix, it calls full blocks with an additionally added buffer $w$. From experience, a buffer size of $w = 20$ results in about 3 data calls for a model consisting of 10 covariates, and reduces the amount of called data by at least 90%. As a consequence, the proposed algorithm is fast and feasible for practical use, allowing even exploratory analysis to be performed. We also investigated alternative block-heuristic versions, where the buffer was set to zero or only added in one direction of the block. These versions performed worse, and are not discussed here.

However, the presented method has some limitations. First, some information is lost if the data is standardized locally, although the performance loss is negligible in realistic settings with consortia of up to 10 members. A larger number of members is also possible, but might lead to a greater difference between a global and a local standardization approach. On the other hand, standardization at each data site indirectly allows for different intercepts and thus prevalences, which is to be expected when combining different cohorts. The algorithm can also easily be extended to allow for different effect estimates, meaning that the combination of different cohorts is only used for variable selection and the analysis can be adjusted for baseline differences. Moreover, the choice of the buffer size $w$ is arbitrary. Nevertheless, in general this choice only influences the number and size of the data calls whereas the variable selection itself is stable. Only in situations where the heuristic itself should not be used, i.e. when highly correlated variables are expected to have opposing directions of effects, might the results differ. Furthermore, the simulation study only reflected rather simple settings. In particular, we did not vary the effect sizes, the number of individuals per cohort or the covariate distributions. Additionally, we only considered a binary endpoint although our proposed approach formally uses linear regression with a continuous outcome, but as the method is exact for the continuous outcomes, the performance loss due to the distribution of the data would be smaller.

Until now only a limited number of methods have been adapted to distributed data under data protection constraints. This paper provides evidence that even machine
learning approaches, which currently heavily depend on individual-level data, can be adapted to these settings. In order to achieve this, existing methods such as LASSO or random forest should be re-checked for potential ways to re-formulate the underlying mathematical calculations in such a way that non-disclosive aggregated data are sufficient. Such methods can increase data protection and grant access to data sources which would not otherwise be publicly available. The proposed method can identify covariates associated with a binary endpoint in large scale omics data and can construct statistical models solely based on aggregated, distributed data. By additionally using a block-heuristic approach, the algorithm is easily applicable in consortia. A readily accessible implementation of the proposed algorithm, using the DataSHIELD framework, is available as a package from https://github.com/danielazoeller/ds_DistributedBoosting.jl using the Julia language. An extension to (competing) event time analysis via direct binomial regression is possible, e.g., via pseudo values.

Conclusions

Statistical methods based on aggregated data are promising techniques to enable joint analysis of data under data protection constraints without pooling. We proposed a regularized multivariable regression approach for building prediction signatures using automatic variable selection based on summary statistics, namely univariable effect estimates and pairwise covariances. In consortia with less than ten participating sites, we can identify effect bearing covariates to a comparable extent as when pooling individual-level data. In large consortia, we would expect only a small performance loss. Additionally, we proposed a heuristic variant that can effectively reduce the number and size of data calls to enable a manual data release at participating data sites. Thus, we consider (heuristic) distributed boosting to be a valuable approach to support joint analysis of several data sources under data protection constraints. Importantly, our multivariable regression approach will foster and accelerate the discovery of new cancer biomarkers by facilitating the cross-institutional analysis of patient cohorts without limitations imposed by patient data or intellectual property requirements, thereby improving future cancer therapy and care. Other existing statistical and machine learning approaches should be evaluated for similar potential to re-formulate the underlying mathematical basis in such a way that non-disclosive aggregated data are sufficient to ensure data protection.
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