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We complete our recently introduced theoretical framework treating the double quantum dot system with a generalized form of Hubbard model. The effects of all quantum parameters involved in our model on the charge stability diagram are discussed in detail. A general formulation of the microscopic theory is presented, and truncating at one orbital per site, we study the implication of different choices of the model confinement potential on the Hubbard parameters as well as the charge stability diagram. We calculate the charge stability diagram keeping three orbitals per site and find that the effect of additional higher-lying orbitals on the subspace with lowest-energy orbitals only can be regarded as a small renormalization of Hubbard parameters, thereby justifying our practice of keeping only the lowest-orbital in all other calculations. The role of the harmonic oscillator frequency in the implementation of the Gaussian model potential is discussed, and the effect of an external magnetic field is identified to be similar to choosing a more localized electron wave function in microscopic calculations. The full matrix form of the Hamiltonian including all possible exchange terms, and several peculiar charge stability diagrams due to unphysical parameters are presented in the appendix, thus emphasizing the critical importance of a reliable microscopic model in obtaining the system parameters defining the Hamiltonian.
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I. INTRODUCTION

The idea of quantum computation, introduced two decades ago,[1] has attracted intense research interest because of its ability to provide novel solutions to certain problems that have been deemed intractable on a classical computer.[2] The fundamental unit of a quantum computer is the qubit, which is implemented using quantum two-level (and sometimes multi-level) systems. Many physical systems have been put forward as candidates on which qubits can be embedded, such as nuclear magnetic resonance,[3] cavity QED,[4] and trapped ions.[5] Among these proposals, the solid state systems based on semiconductor quantum dots stand out as most promising for the implementation of qubits,[6,9] since modern semiconductor industry allows great scalability for these systems.[10,13] Long coherence times have been experimentally achieved in both GaAs[14,15] and Si[16,17] semiconductor devices. One-qubit and two-qubit manipulations have been demonstrated in the GaAs quantum dot systems[18,19] and Si[19,20] semiconductor devices. One-qubit and two-qubit operations in the Loss-DiVincenzo proposal[6] (which uses single-electron spin-up/down states as the qubit). In the double dot singlet/triplet proposal, the exchange interaction controls the singlet-triplet level splitting thus, along with an inhomogeneous magnetic field, provides arbitrary rotation along the Bloch sphere and thereby achieves full single-qubit control.[21,22] In a three-dot scheme,[23] the need for an inhomogeneous magnetic field is eliminated, and the exchange interaction alone suffices for universal quantum computation.

The charge stability diagram is fundamental for spin-based quantum computation: it is the starting point for all subsequent qubit manipulation[21,23] and information readout.[24,25] Previous studies of the charge stability diagram have focused on the classical Coulomb effects using primarily the capacitance circuit model[26,27] which parametrizes the on-site and inter-site Coulomb interaction as capacitances. The charge stability diagram is found through the electrostatic energy for a given electron configuration on the double dot system. Although this classical theory has satisfactorily explained many aspects of experiments (especially the cases where the quantum fluctuations are weak), there are cases where the quantum effects, inevitably intertwining with the Coulomb interaction, lead to (sometimes substantial) deformation of the charge stability diagram from that predicted by the capacitance circuit model.[28,29,30] A theory capable of reconciling both the classical and quantum effects becomes necessary, which will not only help us understand the quantum aspect of the charge stability diagram, but will also substantially extend its usefulness.
Attempts to explain the quantum aspects of the charge stability diagram have been many. Most of them have employed the quantum-mechanical two-level model to study the tunneling of a single electron from one dot to the other,\footnote{[17][18][55]} and have applied the Hubbard model\footnote{[50][51]} to triple, but not double, quantum dot system.

In a previous publication\footnote{[50]}, we have introduced a generalized Hubbard model as a quantum generalization of the capacitance circuit model. We have shown that, with all quantum fluctuations suppressed, the generalized Hubbard model becomes the extended Hubbard model, which can be mapped to the classical capacitance circuit model exactly. The main advantage of our approach is that all terms allowed by symmetry arguments are kept in the Hamiltonian, which naturally accommodates all possible kinds of quantum fluctuations. We have further recognized that these quantum effects cannot be included in the capacitance model in any \textit{ad hoc} manner. Because the electron occupancies on each dot are no longer good quantum numbers, it breaks the basic assumption of the capacitance model that the electrostatic energy of the system is expressed in terms of electron occupancies on each dot, which are assumed to be integer numbers. Therefore, our generalized Hubbard model can be viewed as the quantum generalization of the classical capacitance circuit model, with the individual electron occupancy on each dot being a fluctuating quantum variable instead of being a fixed number as in the capacitance model.

The quantum fluctuations may perturb the charge stability diagram in a substantial way. In Ref.\footnote{[50]} we discussed in particular the rounding effect of the boundary lines due to the electron hopping (tunnel coupling) $t$. A microscopic calculation was outlined to control the parameters in the generalized Hubbard model, and we have shown how the charge stability diagram changes with the variation of quantum fluctuations induced by the deformation of the microscopic confinement potential. In Ref.\footnote{[51]} we applied our theory to quantitatively explain two set of experiments\footnote{[22][23]} on the silicon system and calculated, in particular, the tunnel coupling as a function of the height of the central potential barrier. The results are found to well describe the experimental data after appropriately choosing model parameters.

In this paper, we address problems that have not been fully explored in our previous publications.\footnote{[50][51]} The primary goal of this paper is to provide a comprehensive picture of the theoretical framework that we have introduced in Refs.\footnote{[50][51]} thereby completing this series of study on the charge stability diagram of the double quantum dot system. In Refs.\footnote{[50][51]} we have proposed that the quantum fluctuations are essential for a in-depth understanding of the charge stability diagram, and have focused our attention on the tunnel coupling as it is manifestly the most significant quantum parameter. However, other parameters such as the spin-exchange, pair-hopping and the occupation-modulated hopping are present as well, albeit with smaller amplitudes. One of the central aims of this paper is to quantitatively estimate the effect of all these quantum parameters, which define the full quantum Hubbard model, on the charge stability diagram. Moreover, although we have outlined the microscopic theory and performed calculation in some specific cases in Refs.\footnote{[50][51]} there are several problems that have not been sufficiently covered in the previous publications. First, Ref.\footnote{[50]} has focused on the biquadratic model potential and, since this model is rather special and involves only a few parameters, a dimensionless quantity $\eta$ combining the height of central potential barrier and the energy of electron states is identified to quantify the quantum fluctuations and completely determine the geometry of the charge stability diagram. In Ref.\footnote{[51]} the results calculated from both the biquadratic model and the Gaussian model confinement potentials have been compared to experiments side-by-side. However a direct comparison of the two models in terms of the Hubbard parameters is missing. Although experimentally the electrostatic potentials dominate quantitatively, the detailed form of the actual confinement potential is obviously unknown. Thus it is important to understand the consequences of different choices of model potentials, under similar electrostatic situations, on the Hubbard parameters as well as the charge stability diagram. We will therefore compare two models, biquadratic and Gaussian, in this paper with respect to the charge stability diagram. Second, all calculations presented in our previous publication\footnote{[50][51]} as well as most of this paper are done assuming that each dot contains a single orbital and is only allowed to hold up to two electrons. We will discuss the case where this constraint is lifted to allow three orbitals per site, and projecting to the single-orbital subspace we study the effect of additional higher-lying orbitals on this single-orbital subspace. Last, we will also discuss the role of the microscopic harmonic oscillator frequency in the Gaussian model potential, as well as the effect of external magnetic fields. All of these are new and not discussed in our previous publications.\footnote{[50][51]}

The remainder of this paper is organized as follows. In Sec.\footnote{[II]} we present a general microscopic formulation of the problem. In Sec.\footnote{[III]} we discuss in detail the generalized Hubbard model proposed in Ref.\footnote{[50]}. In Sec.\footnote{[IV]} we show charge stability diagrams calculated directly from...
the generalized Hubbard model and discuss the effect of various parameters on the stability diagram. In Sec. V we present a very detailed discussion on the microscopic calculation, including the effects of different choices of confinement potential, the additional higher-lying orbitals, the role of the harmonic oscillator frequency in the Gaussian model potential and the effect of the magnetic field. Sec. VI is the conclusion. The full matrix form of the Hamiltonian and several cases with extreme (and possibly unrealistic) parameters are shown in the appendices.

II. MICROSCOPIC THEORY: GENERAL FORMULATION

We start with the general Hamiltonian of a system with \( N \) electrons, which consists of three parts:

\[
H(N) = H_0 + H_C + H_Z. \tag{1}
\]

\( H_0 \) is the sum of the single-particle Hamiltonian for each electron, \( H_0 = \sum_{i=1}^{N} h(r_i) \). \( H_C \) is the Coulomb interaction between electrons,

\[
H_C = \sum_{i=1}^{N-1} \sum_{i'=i+1}^{N} \frac{ke^2}{|r_i - r_{i'}|}, \tag{2}
\]

where \( k = 1/(4\pi\varepsilon_0) \). \( H_Z \) is the Zeeman energy,

\[
H_Z = g^*\mu_B B \sum_{i=1}^{N} S_i^z = E_B S^z, \tag{3}
\]

where \( E_B = g^*\mu_B B \), \( S^z = \sum_{i=1}^{N} S_i^z \). We neglect the spin-orbit couplings for simplicity. We further note that in our work, we do not include the interaction between the electrons on the quantum dots and the environment. Therefore Eq. (1) is understood as describing the electrons on the quantum dots only. In fact, many environmental factors contribute to the decoherence process of the quantum dot system, such as the hyperfine interaction with the nuclear spin bath, the coupling to background impurities, and the phonon modes. In this work, we concentrate on the electronic interaction in the quantum dot system and highlight its consequence on the charge stability diagram. Therefore at this early stage of the theory we completely neglect the coupling to the environment. The elucidation of this problem is important in future studies.

The single-particle Hamiltonian \( h(r) \) can be written as

\[
h(r) = \frac{1}{2m^*} |p - eA(r)|^2 + V(r), \tag{4}
\]

where \( m^* \) is the effective mass of the electrons and \( V(r) \) is the potential (typically double-welled in the case of the triplet/singlet spin qubit) confining electrons on the \( xy \)-plane. We allow for a magnetic field \( B \) applied along the \( z \) axis, which couples to the electrons via the vector potential \( A \). Here we have assumed that all electrons are experiencing the same magnetic field (in actual experiments this may not be the case).

There are different choices of the detailed form of the confinement potential, but we assume that it is approximately parabolic around the minima of the potential well so that the ground state single-particle wave functions are harmonic oscillator states. In this case, the single-particle Hamiltonian \( h(r) \) can be written as the sum of the Fock-Darwin Hamiltonian \( H_{FD,j} \) and some non-harmonic potential \( W_j(r) \), \( h(r) = H_{FD,j} + W_j(r) \), with

\[
H_{FD,j} = \frac{1}{2m^*} |p - eA(r)|^2 + \frac{1}{2} m^* \omega_j^2 (r - r_j)^2, \tag{5}
\]

\[
W_j(r) = V(r) - \frac{1}{2} m^* \omega_j^2 (r - r_j)^2. \tag{6}
\]

Here, \( \omega_j \) is the corresponding harmonic oscillator frequency for dot \( j \). We denote \( r_j^x = r - r_j \) and express \( r_j^z \) as \( (r_j^z \cos \theta_j, r_j^z \sin \theta_j) \) in Cartesian coordinates. The eigenfunctions of the Fock-Darwin Hamiltonian at the \( j \)th dot are the Fock-Darwin states satisfying

\[
H_{FD,j} |\varphi_{j,n,j_0,m_j}(r_j^z)\rangle = \epsilon_{n_j,n_-} |\varphi_{j,n,j_0,m_j}(r_j^z)\rangle, \tag{7}
\]

where

\[
\epsilon_{n_j,n_-} = \hbar \omega_{j+} (n_{j+} + 1/2) + \hbar \omega_{j-} (n_{j-} + 1/2), \tag{8}
\]

\[
|\varphi_{j,n,j_0,m_j}(r_j^z)\rangle = \exp \left[-i(eB/2\hbar)(x_jy - y_jx)\right] \psi_{m_j}(\theta_j) R_{n_j,m_j}(r_j^z). \tag{9}
\]

with

\[
\psi_{m_j}(\theta_j) = e^{im_j\theta_j}/\sqrt{2\pi} \tag{10}
\]

and

\[
R_{n_j,m_j}(r_j^z) = \sqrt{2n_j!/(n_j + |m_j|)!/l_{j0}(r_j^z/l_{j0})^{m_j}} \cdot \exp \left[-r_j^2/(2l_{j0}^2)\right] L_{n_j}^{(m_j)} \left(r_j^x/l_{j0}, r_j^y/l_{j0}\right). \tag{11}
\]

The index \( n_j = 0, 1, \cdots \) is the principal quantum number, \( m_j = -n_j, -n_j + 2, \cdots, n_j - 2, n_j \) is the azimuthal quantum number, and \( r_j^z = (n_j - |m_j|)/2 \) is the radial quantum number. The pairs of quantum numbers \((n_j, m_j)\) and \((n_j, -m_j)\) are related by \( n_j = n_{j-} + n_{j+}, m_j = n_{j-} - n_{j+} \). \( L_{n_j}^{(m_j)} \) denotes the Laguerre polynomials, \( l_{j0} = \sqrt{\hbar/eB}/\sqrt{1/4 + \omega_j^2/\omega_c^2} \), and

\[
\omega_{j\pm} = \sqrt{\omega_c^2 + \omega_j^2/4 \pm \omega_c/2}, \tag{12}
\]

where the Larmor frequency \( \omega_c = eB/m^* \).

These Fock-Darwin states can be used either to solve the Hamiltonian approximately, or to generate an equivalent tight-binding model. In Ref. [10] we have obtained
a generalized Hubbard model using the Fock-Darwin states. There are infinitely many Fock-Darwin states, and it is impossible and unnecessary to keep all of them. For the M-dot system, we truncate the Fock-Darwin basis in each dot to ν levels, i.e., \(|\varphi_j \rangle = |\varphi_{j,n} \rangle\), where \(j\) labels quantum dots \((1 \leq j \leq M)\) and \(n\) denotes the number of energy levels that we have kept \((1 \leq n \leq \nu)\). We notice that the Fock-Darwin states within one dot are orthogonal to each other, \(|\langle \varphi_{j,n} | \varphi_{j,n'} \rangle| = 0\), but those from different dots are in general not orthogonal: \(|\langle \varphi_{j,n} | \varphi_{j',n'} \rangle| \neq 0\). We therefore build a new set of orthogonal bases by making the transformation\(^2\!\!2\)

\[
\left( |\Psi_1 \rangle \ |\Psi_2 \rangle \ \cdots \ |\Psi_{M\nu} \rangle \right)^T = O^{-1/2} \left( |\varphi_1 \rangle \ |\varphi_2 \rangle \ \cdots \ |\varphi_{M\nu} \rangle \right)^T.
\]

(13)

Here \(O\) is the overlap matrix \((O_{l\nu} = \langle \varphi_l | \varphi_\nu \rangle)\) generated by Fock-Darwin states in the single particle subspace. The new basis \(|\Psi_l \rangle\) actually corresponds to, in a second-quantized form, \(c_{l\sigma}^\dagger \) \(|0\rangle\) where \(c_{l\sigma}^\dagger\) creates an electron on site/orbital \(l\) with spin \(\sigma\). After the orthogonalization, the second quantized form of \(H_0\) and \(H_C\) can be built, in a standard way, as

\[
H'_0 = \sum_{l_1, l_2, \sigma} F_{l_1, l_2} c_{l_1, \sigma}^\dagger c_{l_2, \sigma},
\]

(14)

\[
H'_C = \sum_{l_1, l_2, l_3, l_4} \left[ G_{l_1, l_2, l_3, l_4}^{(1)} c_{l_1, \sigma}^\dagger c_{l_2, \sigma}^\dagger c_{l_3, \sigma} c_{l_4, \sigma} \right] + \sum_{\sigma} G_{l_1, l_2, l_3, l_4}^{(2)} \left[ c_{l_1, \sigma}^\dagger c_{l_2, \sigma}^\dagger c_{l_3, \sigma} c_{l_4, \sigma} \right].
\]

(15)

The coupling parameters are

\[
F_{l_1, l_2} = \int dr \Psi_{l_1}^* (r) h (r) \Psi_{l_2} (r),
\]

(16)

\[
G_{l_1, l_2, l_3, l_4}^{(1)} = - \int dr_1 dr_2 \Psi_{l_1}^* (r_1) \Psi_{l_2}^* (r_2) \frac{ke^2}{|r_1 - r_2|} \cdot \Psi_{l_3} (r_1) \Psi_{l_4} (r_2),
\]

(17)

\[
G_{l_1, l_2, l_3, l_4}^{(2)} = - \int dr_1 dr_2 \Psi_{l_1}^* (r_1) \Psi_{l_2}^* (r_2) \frac{ke^2}{|r_1 - r_2|} \cdot \left[ \Psi_{l_3} (r_1) \Psi_{l_4} (r_2) - \Psi_{l_4} (r_1) \Psi_{l_3} (r_2) \right].
\]

(18)

Then the full Hamiltonian can be written down in the second quantization form as \(H' = H'_0 + H'_C + H_Z\).

We note that the difference between our configuration interaction method and the traditional molecular orbital method\(^2\!\!2\) is that here we have transformed the eigenvalue problem with non-orthogonal basis to a standard eigenvalue problem with orthogonal basis.

### III. GENERALIZED HUBBARD MODEL

We now consider the specific case of a coupled double quantum dot system with each dot capable of holding up to two electrons. Effectively this means that we keep the s-orbital only, i.e. \(M = 2\) and \(\nu = 1\) in Sec. III. The case where the p-orbital comes into play will be discussed in Sec. IV.\(^9\) As discussed in our previous publication\(^1\) the system can be described by a generalized form of the Hubbard model which retains all terms allowed by symmetry: the total particle number \(N\) and the total spin \(S_\uparrow\) are conserved. The one-body part of the Hamiltonian can be written as:

\[
H_0 = \sum_{i\sigma} ( -\mu_i n_{i\sigma} ) + \sum_{\sigma} ( -t c_{1\sigma}^\dagger c_{2\sigma} + H.c. ),
\]

(19)

where \(n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}\), \(\mu_i\) denotes the chemical potential (or level energy) on site \(i\) \((i = 1, 2)\), and \(t\) denotes the interstate hopping (or tunnel coupling). The Zeeman term is

\[
H_Z = \frac{E_Z}{2} \left( n_{1\uparrow} - n_{1\downarrow} + n_{2\uparrow} - n_{2\downarrow} \right).
\]

(20)

The two-body part \(H'_C\) in general includes a Coulomb repulsion term \(H_U\):

\[
H_U = U_1 n_{1\uparrow} n_{1\downarrow} + U_2 n_{2\uparrow} n_{2\downarrow} + U_{12} (n_{1\uparrow} n_{2\downarrow} + n_{1\downarrow} n_{2\uparrow}) + (U_{12} - J_e) (n_{1\uparrow} n_{2\uparrow} + n_{1\downarrow} n_{2\downarrow}),
\]

(21)

and a term \(H_J\) including spin-exchange (denoted by \(J_e\), pair-hopping\(^2\!\!2\) (denoted by \(J_p\)), and occupation-modulated hopping terms\(^2\!\!2\) (denoted by \(J_t\)):

\[
H_J = -J_e c_{1\uparrow}^\dagger c_{2\downarrow} c_{2\uparrow} c_{1\downarrow} + J_p c_{1\uparrow}^\dagger c_{1\downarrow} c_{2\uparrow} c_{2\downarrow} - \sum_{i\sigma} J_{t\sigma} n_{i\sigma} c_{i\sigma}^\dagger c_{i\sigma} + H.c.,
\]

(22)

In the case with non-zero \(t\), \(U_1\) and \(U_2\) but all other parameters \((U_{12}, J_e, J_p, J_{t\uparrow}, J_{t\downarrow})\) being zero, one recovers the form of the usual Hubbard model\(^2\!\!2\) (on a lattice with only two sites). The inter-site Coulomb repulsion \(U_{12}\) was introduced in the study of the charge ordering in strongly correlated material\(^2\!\!2\) and the model including the \(U_{12}\) term is usually termed as the “extended Hubbard model”\(^2\!\!2\). In our previous work we have mapped the widely used capacitance model to the \(t = 0\) case of the extended Hubbard model and have argued that the extended Hubbard model is the minimal model that explains the experiment\(^2\!\!2\).

The spin-exchange and pair-hopping interaction\(^2\!\!2\)\(^2\!\!2\) have been studied in the context of orbital-selective Mott transition\(^2\!\!2\). For atomic orbitals simple relations exist between the parameters (e.g. for d-orbitals in free space, \(U_1 = U_2 = U, J_e = J_p = J, U_{12} = U - 2J\) and due to orthogonality \(t = J_t = 0\)). However, in the quantum dot system these relations need not hold since the system usually has much lower symmetry than the free space or a lattice. The occupation-modulated hopping term \(J_t\) has not been considered much in the literature except in certain aspects of superconductivity\(^2\!\!2\).

The full Hamiltonian is a 16 x 16 matrix for the four-electron two-dot system \((16 = 4^2\) since each of the two
dots allows four possible quantum states. Because the total electron number \(N\) and total spin \(S_z\) are conserved, it appears in a block-diagonal form. The details are presented in Appendix A. For a given \((\mu_2, \mu_1)\) one finds the ground state by diagonalizing the Hamiltonian matrix. The charge stability diagram, plotted on a plane with \(\mu_2\) and \(\mu_1\) as axes, shows how the ground state changes as \(\mu_2\) and \(\mu_1\) are varied. Experimentally, the chemical potentials of the dots are controlled by the gate voltages \(V_R\) and \(V_L\) and the charge stability diagram is plotted on the \(V_R-V_L\) plane.

In the case of \(t = J_e = J_p = J_{t1} = J_{t2} = 0\), the ground state can be labeled as \((n_1, n_2)\) since \(n_i\) (the electron occupancy on dot \(i\)) is a good quantum number. As one or more of the \(t\) and \(J\) parameters becomes finite, \(n_i\) ceases to be conserved and the ground state is a linear combination of \((n_1, n_2)\) states. The phase boundaries between blocks with different \(N\) and \(S_z\) are clearly defined as before since there is no mixing between them. Within an \((N, S_z)\) block we label the charge stability diagram using the \((n_1, n_2)\) state that dominates the ground state. For example, \(t\) mixes the \((1,0)\) and \((0,1)\) states. For \(\mu_1 > \mu_2\) the \((1,0)\) state is the majority state, and vice versa. We then regard the line \(\mu_1 = \mu_2\) as the phase separator between two regimes in which \((1,0)\) or \((0,1)\) are the majority states. Experimentally, these boundary lines separating different states within the same \(N\) block are difficult to observe due to the hybridization of those states. To fully reproduce this fading effect, a conductance calculation involving excited states is needed.

In our work we concentrate on the ground state feature so the fading of the boundary lines is beyond the scope of this work.

In this paper we assume \(U_1 = U_2 = U\) (except in the discussion of Fig. 3), and \(J_{t1} = J_{t2} = J_t\). This means that there is a 1,2-permutation symmetry and the charge stability diagram is symmetric with respect to the line \(\mu_1 = \mu_2\). Under this assumption plus a condition that \(J_t = 0\), the charge stability diagram has a particle-hole symmetry (symmetric with respect to the line \(\mu_1 + \mu_2 = U + 2U_{12} - J_e\)), as can be seen from the matrix form of the Hamiltonian in Appendix A. Inclusion of \(J_t\) effectively changes the values of \(t\) in high-occupancy states, thus breaking the particle-hole symmetry. Of course allowing \(U_1 \neq U_2\) would lead the stability diagram not being symmetric with respect to the line \(\mu_1 = \mu_2\).

The calculated stability diagram from the generalized Hubbard model will be discussed in the next section. Analysis of the stability diagram shows that some of the parameters can be extracted directly from experimental plots. Alternatively, all the parameters of the model can be calculated from the microscopic theory [Eqs. (16), (17), and (18)] using a microscopic confinement potential model. Therefore, the generalized Hubbard model establishes a quantitative correspondence between the microscopic theory and the experiments. Since the experiments take \(V_R\) and \(V_L\) as the basic variable, it is useful to relate \(V_R, V_L\) to \(\mu_2\) and \(\mu_1\). In the literature, \((\mu_2, \mu_1)\) are assumed to be linear combinations of \((V_R, V_L)\):

\[
\mu_1 = |e| (\alpha_1 V_L + \beta_1 V_R) + \gamma_1, \tag{23}
\]

\[
\mu_2 = |e| (\alpha_2 V_R + \beta_2 V_L) + \gamma_2; \tag{24}
\]

where \(\gamma_1\) and \(\gamma_2\) are constant energy shifts.

In our previous work we have presented a mapping between the capacitance model and the extended Hubbard model, which suggests that the coefficients in Eqs. (23) and (24) are related to the parameters by:

\[
\alpha_1 = \frac{(U_2 - U_{12}) U_1}{U_1 U_2 - U_{12}^2}, \quad \alpha_2 = \frac{(U_1 - U_{12}) U_2}{U_1 U_2 - U_{12}^2}, \tag{25}
\]

and \(\beta_{1,2} = 1 - \alpha_{1,2}\). When the two dots are symmetric, we define \(\alpha = \alpha_{1,2}, \beta = \beta_{1,2}\) and Eq. (25) reduces to:

\[
\alpha = \frac{U}{U + U_{12}}, \tag{26}
\]

and \(\beta = 1 - \alpha\).

We also note that the relation implied by Eqs. (23) and (24) is not a unitary transformation. Since we are primarily interested in the lengths of segments on lines \(\mu_1 - \mu_2 = \text{const.}\), the lengths do conserve, up to a factor of electron charge \(e\), upon transforming \((\mu_2, \mu_1) \rightarrow (V_R, V_L)\) in our theory. However, one must be cautious in fitting the experiment since the experimental values of the gate voltages should sometimes be rescaled by a factor in order to apply our theory. This uncertainty between the parameter sets \((\mu_2, \mu_1)\) and \((V_R, V_L)\) is unavoidable within the scope of our theory and can only be resolved with precise experimental information.

IV. RESULTS FROM THE GENERALIZED HUBBARD MODEL

In this section we present charge stability diagrams calculated directly from the generalized Hubbard model. The parameters \(U, U_{12}, t, J_e, J_p,\) and \(J_t\) are assumed to be independent of \(\mu_2\) and \(\mu_1\). This is different from the calculations from the microscopic theory where the overlap integrals of wave functions at different locations on the stability diagram are not guaranteed to be the same and the parameters indeed change slightly at different locations on the charge stability diagram. We also assume \(E_B = 0\) in this section for simplicity. Throughout this section we discuss the effect of various parameters in the generalized Hubbard model on the charge stability diagram. To facilitate the comparison we plot all figures within the same \(\mu_2, \mu_1\) range. We also note that although we set the unit of parameters to be meV (so that the results are comparable with experiments and the results from microscopic theory), it can essentially be arbitrarily chosen with the actual energetics being determined by the details of microscopic confinement.

The simplest case is the system of two decoupled quantum dots with on-site Coulomb interaction only, i.e.
$U_{12} = t = J_e = J_p = J_t = 0$. Its charge stability diagram has a checkerboard pattern which obviously does not fit the experiment. As mentioned in Ref. 51, the extended Hubbard model (with hopping terms neglected) is the minimal model that explains the experiment. Therefore we start with the case $0 < U_{12} < U$, while keeping $t = J_e = J_p = J_t = 0$. A typical calculation is shown in Fig. 1. The parameters $U$ and $U_{12}$ are chosen to be the same as Fig. 1 of Ref. 50 and the plot is identical to the solid line ($t = 0$ result) of Fig. 1(b) in Ref. 50.

We examine the charge stability diagram in detail, in particular we are interested in the form of the phase boundaries and the coordinates of the “triple points” as defined as the points on the diagram neighboring three different phases. In this case, all eigenenergies are linearly dependent on $\mu_1$, $U$, and $U_{12}$. Therefore all phase boundaries are straight lines, which can be seen clearly from Fig. 1. The triple points are lettered on the figure with notations that exhibit symmetry considerations. The 1,2-permutation symmetry does two things: First it ensures that triple-points $A$, $B$, $A'$, $B'$ lie on the line $\mu_1 = \mu_2$. Second it implies that the coordinates of $C$ and $C'$ can be found by interchanging indices 1 and 2 in the corresponding coordinates of $C$ and $C'$. The particle-hole symmetry implies that $\mu_{12}(X') = U + 2U_{12} - J_e - \mu_{2,1}(X)$, where $X = A, B, C, C'$.

The precise coordinates $(\mu_2, \mu_1)$ of the triple points can be readily calculated. We have $A(0,0)$, $B(U_{12}, U_{12})$, $C(U, U_{12})$, and $C'(U + U_{12}, U_{12})$. (Coordinates of other points can be found by symmetry.) We notice that the length of the line segments $AB = CC' = \sqrt{2}U_{12}$ and $BC = U$. In particular, the length of $AB$ and $CC'$ does not change upon transforming from $(\mu_2, \mu_1)$ to $(V_R, V_L)$. Therefore from the experimentally measured charge stability diagram, one can read off the value of $U_{12}$ from the length of the phase boundary between (1,1) and (0,2), as what we have done in Ref. 50. In Ref. 50 we have also extracted the value of $U$ from the slope of the phase boundary between (1,1) and (1,2), according to Eq. 26. We note that the readout of $U_{12}$ is implied by the extended Hubbard model per se, while the value of $U$ requires knowledge of the relation between $(\mu_2, \mu_1)$ and $(V_R, V_L)$. While the precise form of this relation is in general unknown, the mapping between the capacitance model and the Hubbard model provides one in the simple cases where all quantum fluctuations vanish. In the cases where the mapping is not necessarily valid, one must exercise caution.

The case $0 < U_{12} < U$ considered here is physically reasonable, which can be confirmed by calculations using the microscopic theory (see, e.g. Fig. 3). For completeness we also consider the case with $U_{12} > U$ and the results are shown in Appendix B.

In Fig. 2 we show the result calculated allowing $U_1 \neq U_2$. Both 1,2-permutation symmetry and particle-hole symmetry are broken. We have the coordinates $(\mu_2, \mu_1)$ of the triple points as $A(0,0)$, $B(U_{12}, U_{12})$, $C(U_2, U_{12})$, $C'(U_2 + U_{12}, 2U_{12})$, $C(U_1, U_1)$, $C'(2U_{12}, U_1 + U_{12})$, $B'(U_2 + U_{12}, U_1 + U_{12})$, and $A'(U_2 + 2U_{12}, U_1 + 2U_{12})$. Note that the lengths of line segments $AB$ and $CC'$ remain $\sqrt{2}U_{12}$. Since the experimental plot of Ref. 23 does not show the whole range of the stability diagram, the explanation of $U_1 \neq U_2$ is still consistent with the experiment, i.e., an alternative fit allowing $U_1 \neq U_2$ is still valid.

Fig. 3 presents a typical result calculated with a finite $t$ while $J_e = J_p = J_t = 0$. The data shown here is identical to that shown as the red dotted line in Fig. 1(b) of Ref. 50. The main effect of $t$ is to mix states with the same total electron number $N$, except $N = 0, 4$. In this case one needs to identify the dominant $(n_1, n_2)$ state in the true ground state to label the corresponding region on the charge stability diagram, as mentioned above. In Fig. 3 we use a star as a superscript of $(n_1, n_2)$ to indicate that this is the majority state in a linear combination rather than the true ground state. Most of the phase boundaries are curved and the one separating $(0,0)$ and $(1,0)/(0,1)$ complex can be identified as hyperbola.
\( \mu_1 \mu_2 = t^2 \). [The boundary between (2, 2) and \((2, 1)/(1, 2)\) complex can be found by particle-hole symmetry condition.] The singlet combination of the \((1, 1)\) states dominates the \((1, 1)\) component of the stability diagram [denoted by \((1, 1)S^*\) in the figure], whose energy eigenvalue can be found by diagonalizing Eq. (A-6) where simple analytical formula does not exist. The coordinates of \( A \) and \( B \) can be found analytically: \( \mu_2(A) = \mu_1(A) = -t \), \( \mu_2(B) = \mu_1(B) = t + (U + U_{12})/2 - \sqrt{t^2 + (U - U_{12})^2}/4 \), while the coordinates of \( C \) and \( C' \) cannot be found analytically. It is evident, however, that \( C'C' \) is stretched by the introduction of tunnel coupling \( t \).

To understand the effect of \( J_e \) we first switch off \( t \). Fig. 3(a) shows a typical charge stability diagram calculated at \( 0 < J_e < U_{12} \) with \( t = J_p = J_t = 0 \). Since the triplet combination of \((1, 1)\) state [labeled by \((1, 1)T\)] decouples from Eq. (A-5), all eigenenergies are again linear functions of \( U, U_{12}, \) and \( J_e \) thus the phase boundaries are linear. The coordinates \((\mu_2, \mu_1)\) of the triple points are \((0, 0), B(U_{12} - J_e, U_{12} - J_e), C(U, U_{12} - J_e), \) and \( C(U + U_{12}, 2U_{12} - J_e) \). The length of line segments \( AB = \sqrt{2(U_{12} - J_e)} \), \( BC' = \sqrt{2U_{12}} \). If the whole charge stability diagram is measured, one can read off the value of \( J_e \) immediately from the difference between the two segments \( AB \) and \( CC' \) (the effect of other parameters \( t, J_t \) must be assumed to be small, though). Typically \( J_e \) is smaller than \( U \) or \( U_{12} \) by at least an order of magnitude. Therefore the \( J_e = 1 \) meV (with \( U = 6.1 \) meV, \( U_{12} = 2.5 \) meV) shown in Fig. 3(a) is slightly exaggerated in order to make its effect clear. In actual systems one expects the effect of \( J_e \) on the charge stability diagram to be very small. For a brief discussion of the case \( J_e \geq U_{12} \), see Appendix [B].

The pair hopping interaction mixes the \((2, 0)\) and \((0, 2)\) states. If \( t + J_t \neq 0 \), it in addition mixes the \((1, 1)\) singlet with the \((2, 0)\) and \((0, 2)\) states, as can be seen from Eq. (A-6). Fig. 4(b) shows a case with a finite but small \( J_p \). Comparison to Fig. 4(a) reveals that the change imposed by \( J_p \) is very small. The boundaries of \((0, 2)^*\) and \((2, 0)^*\) region are indeed curved but the curvature is hardly detectable. The boundaries between \( N = 0, 1 \) blocks and \( N = 3, 4 \) blocks remain the same. The correction to the coordinates of the triple points \( C \) and \( C' \) (and their mirror \( C^* \) and \( C'^* \)) can be shown to be of order \( J_p^2/(U - U_{12}) \).

FIG. 3: Charge stability diagram calculated at \( t = 0.6 \) meV, \( U = 6.1 \) meV, \( U_{12} = 2.5 \) meV, \( J_e = J_p = J_t = 0 \).

FIG. 4: Charge stability diagram calculated at \( J_e = 1 \) meV and (a) \( J_p = 0 \), (b) \( J_p = 1 \) meV. \( U = 6.1 \) meV, \( U_{12} = 2.5 \) meV. \( t = J_t = 0 \).

FIG. 5: Charge stability diagram calculated at \( U = 6.1 \) meV, \( U_{12} = 2.5 \) meV, \( t = 0.6 \) meV, \( J_e = J_p = 0.2 \) meV. \( J_t = 0 \).
Comparison of Fig. 3 and Fig. 4(a) shows that the (1,1) component of the stability diagram has interesting behavior: for $t \gg J_e$, the singlet combination dominates the (1,1) block, while for $t \ll J_e$ the triplet combination dominates. This can be understood from the eigenvalues of Eq. (A-5). The triplet has energy $-\mu_1 - \mu_2 + U_{12} - J_e$ while the singlet has energy $-\mu_1 - \mu_2 + U_{12} + J_e$ plus contributions due to $t + J_i$. When $t + J_i$ is small the triplet has an energy $2J_e$ lower than the singlet, thus becoming the ground state. However when $t + J_i$ is large the correction due to $t + J_i$ exceeds $2J_e$, making the singlet the dominating ground state. One expects an intermediate value of $(t + J_i)/J_e$ such that the singlet and triplet co-exist. This situation is shown in Fig. 5 where the boundaries separating the singlet and the triplet are plotted as dashed lines. The condition that the singlet state dominates can be analytically obtained as:

$$(t + J_i)^2 > \frac{1}{2} J_e (J_e + J_p + U - U_{12}),$$

which is typically satisfied in most microscopic calculations of double quantum dots. The condition that the triplet dominates without having singlet regimes on its sides cannot be expressed analytically.

At the end of this section we turn on all parameters that we have discussed and consider the effect of $J_i$. Fig. 6(a) shows a case with all parameters being non-zero except $J_i$. The figure is essentially very similar to Fig. 3 since the values of $J_e$ and $J_p$ are very small and have little effect. The particle-hole symmetry is evident. Fig. 6(b) shows the effect of a relatively large $J_i$. First, the $N = 0, 1$ parts of the stability diagram remain unchanged. Second, the $N = 2$ parts $[(0,2)/(1,1)S/(2,0)]$ complex are slightly stretched towards the $N = 3$ block. The $N = 3$ block $[(2,1)/(1,2)]$ is deformed and both of its boundaries are substantially rounded and smoothened. We expect that this is due to the change of an effective $t$ to $t + J_i$ ($N = 2$) or $t + 2J_i$ ($N = 3$). Overall, it is clear that $J_i$ breaks the particle-hole symmetry, making the boundaries between high-occupancy states smoother.

### V. RESULTS FROM THE MICROSCOPIC THEORY

As discussed in Refs. [50] and [51], the microscopic calculation is required to constrain the parameters of the Hubbard model in the physically relevant regime. In other words, although the Hubbard model by itself can have arbitrary parameters, a given physical double-dot system is restricted by the realistic confinement potential which would severely restrict the physical Hubbard parameters for the system. The details of the application of microscopic theory to our model are described in Sec. [I]. In this section we discuss the application of the microscopic theory to our problem. We shall primarily use two different models of potential: a biquadratic form [Eq. (28)] and a Gaussian potential [Eq. (29)]. Both of these model potentials are reasonably realistic and used extensively in describing double-dot systems.

The biquadratic potential is defined as:

$V_Q(x,y) = \text{Min} \left\{ \frac{m\omega_0^2}{2}((x + a)^2 + y^2) - \mu_1, \frac{m\omega_0^2}{2}((x - a)^2 + y^2) - \mu_2 \right\},$  

(note that here the two dots are assumed to be symmetric) and the Gaussian potential reads

$V_G(x,y) = -V_1 \exp\left[ -\frac{(x + a)^2 + y^2}{l_{d1}^2} \right] - V_2 \exp\left[ -\frac{(x - a)^2 + y^2}{l_{d2}^2} \right] + V_6 \exp\left[ -\frac{x^2 + y^2}{l_b^2} \right].$  

Note that Eqs. (28) and (29) have slightly different forms than that in Ref. [51] in order to facilitate the comparison of the effect of different potentials on the charge stability diagram in Sec. [V.A]. This will be explained in Sec. [V.B]. Besides, we also consider the effects of the additional p-orbitals (Sec. [V.B]), and the role of the harmonic oscillator frequency in the calculation with the Gaussian model.
potential (part of Sec. VC). All calculations mentioned above are done without magnetic field, and we consider the influence of the magnetic field in Sec. [VC.

The dielectric constant for GaAs $\varepsilon = 13.1$ and the effective mass ($m^* = 0.067m_e$) are used throughout the microscopic calculation.

### A. Influence of model confinement potentials

In the microscopic calculation, the confinement potentials in the quantum dot systems are usually represented by models. Since one has several choices of models, it is useful to understand the consequences of different model potentials on the charge stability diagram. A similar comparison has been done for the exchange coupling in Ref. [90] but in light of the generalized Hubbard model we would like to understand the influence on the overall geometry of the charge stability diagram and the Hubbard parameters. We match the two models of potentials according to their minima and the central barrier (see Fig. 7 for examples at two different values of detuning energy), because these quantities are directly related to the electrostatic potentials that one can experimentally control. The biquadratic model potential is chosen first because it contains only two parameters. The chemical potentials $\mu_{1,2}$ enter the problem in two ways: first, they appear in the formal definition of the model [Eq. (28)]; second, the wave function solution to the Schrödinger equation implies the values of the chemical potential [see Eqs. (14)]
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**FIG. 7:** (Color online) Profiles of biquadratic (black solid line) and Gaussian (red dashed line) model potentials under two different values of detuning energy $\varepsilon = \mu_2 - \mu_1$. For the biquadratic potential, $\hbar\omega_0 = 3.956$ meV, $a = 33$ nm. The parameters of the Gaussian potential are derived from the biquadratic one. The gray dotted lines denote the energy reference values of the chemical potential.
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**FIG. 8:** (Color online) Charge stability diagrams calculated from biquadratic [panels (a) and (b)] and Gaussian [panels (c) and (d)] model potential different inter-dot distances. The parameters for the biquadratic model are $\hbar\omega_0 = 3.956$ meV, $a = 33$ nm (panels (a) and (c)), and $a = 28$ nm (panels (b) and (d)). The white crosses [indicating the points at which the comparison of Hubbard parameters (Fig. 9 is conducted] are located at $\mu_1 = \mu_2 = 9.743$ meV for panels (a) and (c), and $\mu_1 = \mu_2 = 10.095$ meV for panels (b) and (d).
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**FIG. 9:** (Color online) Parameters in the generalized Hubbard model as functions of half of the inter-dot distance $a$, calculated at the white crosses shown in Fig. 8 using both biquadratic and Gaussian potentials.
and (16). In our Hund-Mulliken calculation for the biquadratic potential, the chemical potentials defined in these two ways are approximately equal; while for the Gaussian model the chemical potential values calculated from the wave functions are different from \( V_1 \) and \( V_2 \) denoted in Eq. (29). Since we want to directly compare the results from the two models under the same electrostatic situations, we tune parameters \( (V_{1,2}) \) such that the calculated chemical potential values match. This is the main reason that Eq. (29) is written in a slightly different way than Ref. 51. Since the Gaussian model contains more parameters than the biquadratic model, some of the parameters in the Gaussian model have to be fixed: we fix \( l_h = 20 \text{nm} \). The reference energy values (shown as light gray dotted lines in Fig. 7) correspond to the zero of the chemical potential in Fig. 8. A close examination of Fig. 8 reveals that the main difference between the two models is that the Gaussian model has narrower potential wells. This implies stronger on-site Coulomb interaction and weaker inter-dot tunnelling, as shall be seen in the following discussion.

In Fig. 8 we compare the microscopically calculated charge stability diagram for different models of potentials and inter-dot distances. Note that all charge stability diagrams shown in this section have an overall energy shift relative to those shown in Sec. IV due to the zero point energy of the harmonic oscillator states. Panels (a) and (b) show the results calculated from the biquadratic potential, while the results from the Gaussian model are shown in panels (c) and (d). The value of \( a \) for panels (a) and (c) is \( a = 33 \text{ nm} \), while that for panels (b) and (d) is \( a = 28 \text{ nm} \). The parameters \( a \) and \( \omega_0 \) (given in the caption) are for biquadratic model, while those for the Gaussian model are derived hereby as explained above.

We see that the overall shapes are similar for all panels. Panels (c) and (d) are shown with a larger \( x \)- and \( y \)-range than panels (a) and (b), because the Gaussian model has a larger on-site Coulomb interaction than the biquadratic model at the same interdot distance, shifting the phase boundaries to higher energies. This is consistent with the qualitative argument above that the narrower potential wells of the Gaussian model lead to larger on-site Coulomb interactions. Moreover, the rounding effects near the triple points in panels (b) and (d) are more pronounced than panels (a) and (c), which originates from a smaller inter-dot distance \( 2a \), leading to stronger quantum fluctuations. These arguments will also be confirmed in the calculated Hubbard parameters below. We have noted that for the biquadratic model, the chemical potential values derived from Eqs. (14) and (16) are sometimes slightly different from the values in Eq. (28). This implies that in Fig. 8(a) and (b) some of the boundary lines, which are parallel to the \( x \)- or \( y \)-axis in the Hubbard model calculation, are slightly tilted relative to the axes. This effect is more pronounced for a smaller inter-dot distance \( 2a \) [Fig. 8(b)], since a stronger overlap between the wave functions in the two dots leads to a larger deviation of the calculated chemical potential values from the values directly implemented in the model. This tilting effect is not present in the Gaussian model calculation [Fig. 8(c) and (d)], as the chemical potential values are chosen to be the ones calculated from the wave functions.

We would also like to understand the Hubbard parameters as functions of half the inter-dot distance \( a \) for the two models. We choose one particular point on each charge stability diagram in a consistent way to compare the parameters. These points are represented as the white crosses in the (1,1) components of the charge stability diagrams in Fig. 8; they are defined as the mid-way point of the (1,1) segment of line \( \mu_1 = \mu_2 \) for biquadratic model calculations with different values of \( a \), and those coordinates are inherited in the Gaussian model calculations, in spite of the fact that they are not in the center of (1,1) regime any more (which is, again, a consequence of the more pronounced localization effect of the Gaussian potential). In Fig. 8 the white crosses are actually at the same location for panels (a) and (c), as for panels (b) and (d). We have calculated the Hubbard parameters at these points for a range of \( a \) values (which are bracketed by those shown in Fig. 8), and the results are summarized in Fig. 9. Fig. 9(a) reveals that the on-site Coulomb repulsion \( U \) is independent of the inter-dot distance, indicating that the wave functions are well localized. \( U \) is larger in the Gaussian model than in the biquadratic model by about 35%, which is a consequence of narrower potential wells in the Gaussian model: the electron wave function is more localized than the biquadratic model. For the same reason, all parameters characterizing the inter-dot interactions are smaller in the Gaussian model than in the biquadratic model, as quantitatively shown in Fig. 9(b)-(f). Fig. 9(b) shows that the inter-dot Coulomb interaction is only slightly decreased in the Gaussian model, while Fig. 9(c) and (e) show that the hopping (tunnel coupling) as well as the occupation-modulated hopping for the Gaussian model is decreased by more than 40% from that for the biquadratic model. This implies that the difference in the dimensionless ratio \( t/U \) can only be more pronounced, as shown in Fig. 9(f). In Fig. 9(d), one sees that the spin-exchange and pair-hopping interaction is substantially smaller in the Gaussian model: it is decreased by an order of magnitude from that for the biquadratic model.

Our results indicate that in modeling the double quantum dot systems, the particular choice of model confinement potential leads to quantitative changes in the Hubbard parameters, although the qualitative behaviors are similar. In a realistic study of these systems, the first-principles calculation of the exact form of the confinement potential from Poisson equation would be required. However, this demands higher precision in both experiments and theoretical calculations, which should be possible in future studies if more precise information about the lithographic gates creating the confinement potential is available.
FIG. 10: (Color online) Charge stability diagrams calculated from the Gaussian potential using (a) $s$-orbitals only and (b) $s$- and $p$-orbitals. The parameters corresponding to the bi-quadratic potential are $a = 30$ nm and $\hbar \omega_0 = 3.956$ meV. Panel (c) shows the full charge stability diagram including all 49 components, while panel (b) shows the stability diagram in the two-electron regime. Panel (b) is a replica of the area enclosed by the white frame in the lower left corner of panel (c).

B. Effect of additional $p$-orbitals

All of the calculations shown in this paper so far, as well as those shown in Refs. [50] and [51] bear the same feature that each quantum dot is only allowed to hold up to two electrons. This means that we have taken $M = 2$ and $\nu = 1$ in the general discussion in Sec. II, keeping the $s$-orbital (denoting the lowest-lying state) only. In the discussion of silicon devices, [51] a multi-electron multi-band situation is encountered. In Ref. [51] we have reduced the full multi-band problem to an effective two-electron regime and have argued that the multi-band effect can be regarded as a renormalization of Hubbard parameters. In this subsection, we examine this idea in a slightly different context: we consider the additional $p$-orbitals (which are doubly degenerate and can be labeled as $p_x$ and $p_y$ orbitals), the lowest excited states except the $s$-orbitals considered. This can be regarded as taking $M = 2$ but $\nu = 3$ in Sec. II. The full charge stability diagram has 49 components ranging from $(0, 0)$ to $(6, 6)$. We focus on the part with population up to two electrons per dot (2, 2), and study how some of the Hubbard parameters are renormalized by the additional orbitals.

Fig. 10 compares the charge stability diagram calculated keeping $s$-orbitals only and that calculated keeping both $s$- and $p$-orbitals. Panel (a) is the result of keeping the $s$-orbitals only. Panel (c) shows the full charge stability diagram for the case with both $s$- and $p$-orbitals, including all 49 components. Its lower left corner corresponds to the two-electron regime and we replicate the area enclosed by the white frame as panel (b) and compare that to panel (a) side-by-side. Strong similarity between panel (a) and panel (b) is evident and the differences are only in the details. In Fig. 10(b), the stability diagram are slightly shifted toward the origin, and the diamond of the $(1, 1)$ component shrinks its size. This means that the Coulomb interaction $U$ is renormalized to a smaller value by the additional orbitals.

To quantify this idea we study the “effective” on-site Coulomb interaction ($U_{1\text{eff}}$) and inter-site Coulomb interaction ($U_{12\text{eff}}$) in Fig. 11. The purpose of studying the effective Coulomb interactions is that we want to intro-
duce a method which may be useful for a reduction of the general multi-band problem to the two-electron regime. For the case studied here (retaining three orbitals) it is still possible to calculate all parameters in the generalized Hubbard model, but for a general multi-band problem this calculation is cumbersome and unnecessary, as all the qubit manipulations are done in the two-electron regime and it is sufficient to study the effect of the additional band on this regime.

For a general multi-band problem, the total electron number \( N \) and total spin \( S_z \) should still be conserved. The full Hamiltonian is block-diagonalized as per \( \{N, S_z\} \) and we denote the \( n^{th} \) lowest energy eigenvalues in each block as \( E_{n}^{\{N,S_z\}} \). Then when the \((2,0)\) or \((0,2)\) is the dominant ground state, the effective on-site Coulomb interaction can be defined as the energy difference between the doubly occupied state and the singly occupied state:

\[
U_{\text{eff}} = E_{1}^{(2,0)} - 2E_{1}^{(1,\pm \frac{1}{2})}.
\]  

(30)

Note that here we have used the fact that the two dots are symmetric. When they are asymmetric, Eq. (30) gives the Coulomb interaction on the first dot \( (U_1) \) when calculated at chemical potential values such that \( (2,0) \) dominates the ground state, and it gives \( U_2 \) when calculated in cases where the \((0,2)\) dominates the ground state.

Moreover, for cases where \((1,1)\) dominates the ground state, the effective inter-site Coulomb interaction \( U_{12}^{\text{eff}} \) is defined as the difference between the energy of the state with each dot holding one electron and the total energy of states that one electron is allowed to fill one and the other dot respectively. This means that in the \( \{N = 1, S_z = \pm \frac{1}{2}\} \) block both the lowest and the second lowest energy eigenvalues are involved, as we want the electron to occupy a different dot after one of the two dots is occupied. Then \( U_{12}^{\text{eff}} \) is expressed as

\[
U_{12}^{\text{eff}} = E_{1}^{(2,\pm 1)} - E_{1}^{(1,\pm \frac{1}{2})} - E_{2}^{(1,\pm \frac{1}{2})}.
\]  

(31)

In Fig. 10(a) and (b) we have drawn two diagonal lines in the \( N = 2 \) block of the charge stability diagram, as this is the regime which attracts the most interest. Along these lines we have calculated the effective on-site and inter-site Coulomb interaction as functions of the detuning energy \( \varepsilon = \mu_2 - \mu_1 \), and the results are shown in Fig. 11. The black solid lines in Fig. 11 show the case with \( s \)-orbitals only, corresponding to Fig. 10(a), while the red dashed lines show the case with \( s \) and \( p \)-orbitals, corresponding to Fig. 10(b). One must be cautious when interpreting Fig. 11 as the definitions of the effective Coulomb interaction Eqs. (30) and (31) is only valid for a selective range of parameters that some particular states dominates the ground state. In Fig. 11(a), the values shown in the range \( |\varepsilon| > 10 \text{ meV} \) gives the effective on-site Coulomb interaction: For the case with \( s \)-orbital only, \( U_{\text{eff}} = 10.38 \text{ meV} \). This is consistent with the value in the Hubbard model \( U = 10.38 \text{ meV} \). For the case with both \( s \) and \( p \)-orbitals, \( U_{\text{eff}} \) changes slightly with the detuning energy but is bound to a narrow range between 9.24 and 9.68 meV. This indicates that the main effect of the \( p \)-orbital is a renormalization of the effective on-site Coulomb interaction to a slightly smaller value, which has a very weak dependence on chemical potential values. The results shown in the range \( |\varepsilon| < 10 \text{ meV} \) are meaningless and will not be discussed here. Fig. 11(b) shows the calculated \( U_{12}^{\text{eff}} \) and the range \( |\varepsilon| < 6 \text{ meV} \) is directly relevant here. For the case with \( s \)-orbital only, \( U_{12}^{\text{eff}} = 1.88 \text{ meV} \), consistent with the value in the Hubbard model \( U_{12} = 1.88 \text{ meV} \). For the case with both \( s \) and \( p \)-orbitals, \( U_{12}^{\text{eff}} = 2.00 \text{ meV} \). Therefore the additional \( p \)-orbitals does not change effective value of \( U_{12} \) appreciably. The calculated values of \( U_{\text{eff}} \) and \( U_{12}^{\text{eff}} \) are also consistent with that extracted directly from Fig. 10(a) and (b). The main result in this subsection is that the effect of additional orbitals can be regarded as a small renormalization of the Hubbard parameters and the main physics is indeed captured in the two-site one-orbital Hubbard model.

We note, that in Fig. 11(b) the \( U_{12} \) value extracted from the range \( |\varepsilon| > 12 \text{ meV} \) is actually related to the Coulomb interaction between \( s \) and \( p \) orbitals (which can be denoted as \( U_{sp} \)), and this information is in principle encoded in the stability diagram of Fig. 10(c). In fact, the full characterization of the three-orbital charge stability diagram in Fig. 10(c) shows rich behavior: the components of the stability diagram generically have smaller area for highly occupied states than the one-orbital subspace we are considering, for example the \((3,3)\) and \((5,5)\) states spans a substantially smaller range on the charge stability diagram. This indicates that the on-site Coulomb interaction is weaker for higher-lying orbitals than the \( s \) orbitals. In fact, as the \( p \) orbitals are populated, the effective central potential barrier between the two dots are effectively lower since \( p \) orbitals themselves have higher energies, and the corresponding wave functions are less localized. This naturally leads to the fact that on-site Coulomb interaction for higher-lying orbitals is relatively smaller. Moreover, through the experimental observation of the charge stability diagram, one can in principle infer the effective microscopic confinement potential. The full understanding of this multi-orbital problem is, however, beyond the scope of the present work and is an interesting topic for future investigation.

C. **Harmonic oscillator frequency in the Gaussian model and the effect of external magnetic field**

In this subsection we study the role of the harmonic oscillator frequency in the Gaussian model and the effect of external magnetic field.

There are intrinsic difficulties when applying the Gaussian model potential in the Hund-Mulliken approximation: as the chemical potentials change their values, the two potential wells are deformed such that a harmonic-oscillator-type expansion of the confinement minima yields considerably different values of the harmonic os-
FIG. 12: (Color online) Charge stability diagrams calculated from Gaussian potential with $a = 30$ nm and $\hbar \omega_0 = 3.956$ meV. (a) $B = 0$, the zero-point energies of Fock-Darwin states are chosen according to the microscopic confinement potential at $\mu_1 = \mu_2 = 9.938$ meV (indicated by the white cross) with $\hbar \omega_{0G} = 6.487$ meV. (b) $B = 0$, the zero-point energies of Fock-Darwin states are $\hbar \omega_{0G} = 9.731$ meV. (c) $B = 0$, the harmonic oscillator frequencies of the Fock-Darwin states are chosen according to the microscopic potentials for each given $\mu_1$ and $\mu_2$. (d) $B = 6$ T, the zero-point energies of Fock-Darwin states are $\hbar \omega_{0G} = 6.487$ meV.

cillator frequencies. Since the harmonic oscillator frequency is the central variable for the Fock-Darwin states, its variance leads to a change in the Hubbard parameters as well as deformation of the charge stability diagram. Moreover, the values of the chemical potentials themselves rely on the calculated Fock-Darwin states, which further depend on how the harmonic oscillator frequency is selected. In our work we have circumvented these difficulties by closely following the biquadratic potential to determine the corresponding parameters of the Gaussian model, as noted in Sec. V A. A fixed harmonic oscillator frequency has been used throughout the calculation for a particular charge stability diagram, which corresponds to a point in the $(1,1)$ regime where the potential wells are symmetric. The motivation of this constraint is that the biquadratic model potential, with $\omega_0$ fixed, has been shown to well describe the experiment with much less number of independent variables than the Gaussian model. We believe that in order to gain physical insight it is sufficient to manipulate the few most important variables. A precise treatment for the Gaussian model, with the harmonic oscillator frequencies appropriately vary with the deformation of the potential well, gives results that are not quite different from the calculations keeping $\omega_0$ fixed in comparison to experiments. However, it is useful to briefly study how the charge stability diagram changes as the harmonic oscillator frequency is varied.

Fig. 12(a) shows the identical result as that shown in Fig. 10(a). The harmonic oscillator frequency (energy) has been chosen at the locus denoted by a white cross: $\hbar \omega_{0G} = 6.487$ meV. In the calculation of Fig. 12(b), we artificially multiply the harmonic oscillator energy by a factor of 1.5, thus further localizing the Fock-Darwin wave functions but leaving the confinement potential unchanged. Beside an overall shift in energy (due to the larger $\hbar \omega_0$), the $(1,1)$ component of the charge stability diagram clearly expands its area, meaning that in this case the on-site Coulomb interaction is increased. In Fig. 12(c), the charge stability diagram is calculated using Fock-Darwin states whose harmonic oscillator frequencies are carefully calculated according to the precise form of Gaussian model at each given point on the charge stability diagram. We see that the lower left components ($N < 2$) are quite similar to that of Fig. 12(a), while for $N > 2$ the spatial variation of the on-site Coulomb interaction $U$ is evident. The shape of the $(1,1)$ component of the charge stability diagram is abnormal: it shrinks its area in proximity to the $N = 3$ block, while its boundaries with the $N = 1$ block remain approximately the same. As a consequence, pairs of the boundaries of the $(1,1)$ regime are not parallel, in contrast to what observed in other calculations and in most experiments. This means that the case considered here, varying the harmonic oscillator frequency of the Fock-Darwin states as the potential wells are changing, is less relevant to experiments that we have considered. The good correspondence between Fig. 12(a) and (c) means that the approximation that we have employed is reasonable; Rather, the $\hbar \omega_0$ artificially chosen for Fig. 12(b) is too large to accurately reflect the actual solution. We therefore conclude, since the present calculations already have quantitative correspondence with experiments, that the method we have used in previous sections using Fock-Darwin states with fixed harmonic oscillator frequency is most suitable for our work.

In Fig. 12(d) we show a calculation with parameters same as Fig. 12(a) except that there is a finite external magnetic field $B = 6$ T. The reason that we group this result with others discussed in this section is that the magnetic field can be regarded to have very similar effect as increasing the harmonic oscillator frequency, as can be seen by similarities between Fig. 12(b) and (d). In fact, this can be straightforwardly understood from Eq. (12): A finite magnetic field leads to a finite Larmor frequency $\omega_j$, which consequently enters the energy of the Fock-Darwin states in a similar way as the harmonic oscillator frequency (at dot $j$) $\omega_j$. Therefore, a magnetic field effectively localizes the electron wave function, leading to stronger on-site Coulomb interactions and weaker inter-site Coulomb interactions.
VI. CONCLUSION

In this paper, along with our previous publications Refs. 50 and 51 we have developed a theoretical framework treating the coupled double quantum dot system with a generalized form of Hubbard model. The aim of our work is to establish conceptual and quantitative connections between experiments, existing theoretical approaches and the new theory (see Fig. 13), thus presenting a unified and transparent description of our current understanding of the double quantum dot system and allowing possibilities for studying more complicated situations in future work. The central object of these studies, which is invariably present in all these connections, is the charge stability diagram, the visualization of electron configurations in the double dot system. Given the essential role of semiconductor double quantum systems in solid state quantum computer architectures, our use of the generalized Hubbard model in describing the system is natural since the necessary entanglement effects are embedded in the interaction terms of the Hubbard model.

Experimentally, the charge stability diagram can be directly measured by a quantum point contact and it is therefore a genuine representation of electron states in the quantum dot system. It contains two kinds of information: the classical Coulomb effect and quantum fluctuations. The classical aspect of the charge stability diagram is well understood using the capacitance circuit model. On the other hand, microscopic calculations are usually carried out for other aspects of the quantum dot system but only rarely for the charge stability diagram. This means that our understanding of the quantum aspect of the charge stability diagram has largely been limited to the quantum-mechanical two-level model with only a few exceptions.

The generalized Hubbard model (see Sec. III), introduced in Ref. 50, has been naturally written down with only the simplest symmetry considerations in mind. It includes all terms allowed by symmetry, which therefore means that all possible quantum fluctuation effects are included. On one hand, when the quantum fluctuations are completely suppressed, the model is mapped exactly to the capacitance circuit model. On the other hand, quantum fluctuations perturb the charge stability diagram, which is observed both in experiment and in theoretical calculations (see Sec. V). The intrinsic assumption of the capacitance circuit model is that the electrostatic energy of a given system are functions of integer electron occupancies on the dots. We have argued that this assumption eliminates the possibility of directly including quantum fluctuations in the capacitance circuit model, as the electron occupancies cease to be good quantum numbers in the presence of quantum fluctuations. Therefore, the generalized Hubbard model is the most direct quantum generalization of the capacitance circuit model.

The generalized Hubbard model contains several parameters. Although their values are not determined by symmetry considerations, they can not be arbitrarily chosen, otherwise unphysical charge stability diagrams may occur (see Appendix B). On one hand, we calculate all parameters of the generalized Hubbard model through the microscopic theory, detailed in Sec. II. The microscopic calculation involves a numerical solution to the many-electron Schrödinger equation under some model confinement potential. The electron wave functions are approximated by linear combinations of the Fock-Darwin states through the configuration interaction method. On the other hand, some of the parameters can be extracted from experimentally measured charge stability diagrams, provided that the resolution is sufficiently high. Therefore the generalized Hubbard model acts as a bridge which quantitatively connects the experiments and the microscopic theory. These considerations, together with the connections to the capacitance model, are shown symbolically in Fig. 13. Fig. 13 implies that our work in this paper as well as Refs. 50 and 51 present a coherent and complete theoretical picture of our current understanding of the double quantum dot system including all effects of quantum fluctuations and entanglement.

In our previous works, we have introduced the generalized Hubbard model, elaborated the motivation and various simplifications, and applied it to explain several specific experiments. We consider the present paper as the concluding one of this three-paper series studying the charge stability diagram of double quantum dot system. In other words, the goal of this paper is to complete the theoretical framework that we have developed, providing detailed information that has not been covered by previous papers thus forming a comprehensive and coherent picture together with the previous works. First, in Refs. 50, 51 we have focused on one of the most important quantum parameters in the generalized Hubbard model, namely the tunnel coupling, but other quantum parameters are important as well. In this paper, we have studied the effect of all quantum parameters on the charge stability diagram (Sec. V), and several cases with extreme parameters are shown (Appendix B). Second, in Ref. 50 we have only used the biquadratic potential as...
the model confinement potential in the microscopic calculations. Although in Ref. 51 results from both the bi-quadratic and Gaussian models are shown, a direct comparison between the two models is missing. In this paper, we have directly compared the results of the charge stability diagram calculated using these two model potentials (Sec. V A). We have found that since the Gaussian model has narrower potential wells, the electron states are more localized, leading to a stronger on-site Coulomb interaction and weaker inter-site quantum fluctuations. Third, in all previous works we have retained the lowest-lying orbital only. In order to justify this simplification, in this paper we have studied the effect of higher-lying orbitals on the one-orbital subspace that we have previously considered (Sec. V B). We have found that the additional \( p \)-orbitals lead to a small renormalization of Coulomb interaction parameters while leaving the main physics unchanged. This justifies our practice of focusing on the one-orbital subspace. Last, we have studied the role of the harmonic oscillator frequency in the Gaussian model and the effect of external magnetic field (Sec. V C). We have found that the electron wave functions with fixed value of harmonic oscillator frequency is most suitable for comparison with experiments. The influence of an external magnetic field can be understood as effectively increasing the harmonic oscillator frequency in the Fock-Darwin wave function. Both of these are not covered by our previous works.

As discussed in Sec. 11, we have neglected the interaction of the quantum dot spin qubit with the environment because environmental decoherence, which is a huge subject by itself, is well beyond the scope of the current paper dealing with the qubit control and charge stability diagram in semiconductor quantum dots. Various environment factors contribute to the decoherence process, which include the charge noise, arising from the electromagnetic fluctuations in the surrounding gates and the dynamics in unintentional background impurities (Sec. V A), the hyperfine coupling to the surrounding nuclear spin bath (Sec. V B), spectral diffusion of the electron spin due to slow nuclear spin dynamics arising from the nuclear spin flip-flops due to dipolar coupling within the nuclear spin bath (Sec. V B), and phonon modes (Sec. V C). In many situations, the most important environmental factor is the effect of unintentionally introduced background charged impurities, since depending on the proximity between the impurities and the qubit, the interaction with the impurities could be of the same order of magnitude as the on-dot electronic interactions as both are mediated by the long-range Coulomb coupling. The environmental nuclear spin bath affects the electron spin both through a “direct” hyperfine interaction between the spin qubit and the nuclei, and an “indirect” coupling due to the spectral diffusion process resulting from the dipolar interaction between the nuclei. Recent experimental progresses15,23 have demonstrated control over the nuclear spin bath, making the nuclear spin bath less destructive and the effect of the impurities more prominent. In some systems such as Si or C, the direct hyperfine coupling can be eliminated by using isotropic purification of the nuclear elements.25 Phonon modes are the least important environmental factor for spin qubits working at low (∼100 mK) temperatures. Firstly, the coupling between the spin qubit and the phonon modes are orders of magnitude weaker than the effect of charged impurities and nuclear spin bath mentioned above. Secondly, the effect of phonon modes can be suppressed by cooling the system down to very low temperatures, while the effects due to charged impurities and the nuclear spin bath remain important even at low temperatures. In this paper, we focus on the electronic interaction within the quantum dot system and study its consequence on the charge stability diagram, and quantum decoherence due to environmental factors is beyond the scope of the current work.

Our work suggests several possible directions for future studies. First, it is useful to go beyond the model potential and Hund-Mulliken approximation, and develop a first-principles Poisson-Schrödinger approach for a realistic calculation of quantum dot confinement. This involves both extracting the detailed form of confinement potentials from experimentally fabricated devices, and an exact treatment of Schrödinger equation under this realistic confinement potential. However, this would require a precise experimental control of disorder and impurities during the fabrication, as well as the knowledge of the underlying Fermi sea. Moreover, the calculation expenses are much higher than what we have done in this work, although they are not necessarily prohibitive since modern numerical techniques, e.g. density functional theory, have already demonstrated their power in successfully explaining many aspects of complex materials as well as nano-scale systems. Second, although we have argued that the additional higher-lying orbitals pose no more than a renormalization of Coulomb parameters in the single-orbital subspace, the issue for the full multi-orbital multi-electron problem may not yet be settled. A detailed study of the realistic multi-orbital multi-electron problem would in particular greatly benefit our understanding of the silicon quantum dot system as this multi-electron effect may be one of the obstacles of realizing and manipulating the singlet/triplet qubit in silicon double quantum dot system. Last, we have focused on equilibrium properties of an isolated quantum dot system where the total electron number and the total spin are conserved. However, non-equilibrium effects are intertwined with the measurement of the charge stability diagram as well as the manipulation of qubits. The charge stability diagram is measured through a tunnelling current, which itself is a non-equilibrium property. In Ref. 81 a study of the charge stability diagram in terms of the microscopic conductance (admittance) is given, and much of our theory can also be applied along this direction. Of course, such a dynamical theory would be much more
complicated than what we have studied here, since the excited states must be considered in all non-equilibrium calculations. Moreover, the coupling of the quantum dot system to its environment, which has been neglected in this paper, is by no means insignificant. Therefore, the assumptions that we have made in this paper as well as Refs. [50][51] that the system is isolated and in equilibrium, should be lifted in future studies by extending the generalized Hubbard model. The theoretical approach that we have presented here provides a foundation for these future research directions.
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Appendix A: Matrix form of the generalized Hubbard model

The full Hamiltonian is a $16 \times 16$ matrix. Because the total particle number ($N$) and total spin ($S_z$) are conserved, it appears in a block-diagonal form, as follows.

1. $N = 0$, $S_z = 0$. On the basis $|0\rangle$,

$$H_1 = 0.$$  \hfill (A-1)

2. $N = 1$, $S_z = \frac{1}{2}$. On the basis $\{c_{1\uparrow}^+ |0\rangle, c_{2\uparrow}^+ |0\rangle\}$,

$$H_2 = \begin{pmatrix} -\mu_1 + E_B & -t \\ -t & -\mu_2 + E_B \end{pmatrix}. \hfill (A-2)$$

3. $N = 1$, $S_z = -\frac{1}{2}$. On the basis $\{c_{1\downarrow}^+ |0\rangle, c_{2\downarrow}^+ |0\rangle\}$,

$$H_3 = \begin{pmatrix} -\mu_1 - E_B & -t \\ -t & -\mu_2 - E_B \end{pmatrix}. \hfill (A-3)$$

4. $N = 2$, $S_z = 1$. On the basis $\{c_{1\uparrow}^+ c_{2\uparrow}^0 \rangle, c_{2\uparrow}^+ c_{1\uparrow}^0 \rangle\}$ (labeled as $T_+$),

$$H_4 = -\mu_1 - \mu_2 + U_{12} - J_e + 2E_B. \hfill (A-4)$$

5. $N = 2$, $S_z = 0$. On the basis $\{c_{1\uparrow}^+ c_{2\uparrow}^+ c_{1\downarrow}^0, c_{2\uparrow}^+ c_{1\uparrow}^0, c_{1\uparrow}^+ c_{1\downarrow}^0, c_{2\uparrow}^+ c_{2\downarrow}^0 \rangle\}$,

$$H_5 = \begin{pmatrix} -\mu_1 - \mu_2 + U_{12} & J_e & -(t + J_{11}) & -(t + J_{12}) \\ J_e & -\mu_1 - \mu_2 + U_{12} & -(t + J_{11}) & -(t + J_{12}) \\ -(t + J_{11}) & -(t + J_{11}) & -2\mu_1 + U_1 & J_p \\ -(t + J_{12}) & -(t + J_{12}) & J_p & -2\mu_2 + U_2 \end{pmatrix}. \hfill (A-5)$$

Note that the linear combinations $\{c_{1\uparrow}^+ c_{2\downarrow}^+ - c_{2\uparrow}^+ c_{1\downarrow}^+ \} / \sqrt{2}$ (labeled as $T_0$) and $\{c_{1\uparrow}^+ c_{2\uparrow}^+ + c_{2\uparrow}^+ c_{1\downarrow}^+ \} / \sqrt{2}$ (labeled as $S$) decouple the $T_0$ state with energy $-\mu_1 - \mu_2 + U_{12} - J_e$, thus forming a triplet which degenerate at zero magnetic field. The remaining $3 \times 3$ matrix reads

$$\tilde{H}_5 = \begin{pmatrix} -\mu_1 - \mu_2 + U_{12} + J_e & -\sqrt{2}(t + J_{11}) & -\sqrt{2}(t + J_{12}) \\ -\sqrt{2}(t + J_{11}) & -2\mu_1 + U_1 & J_p \\ -\sqrt{2}(t + J_{12}) & J_p & -2\mu_2 + U_2 \end{pmatrix}. \hfill (A-6)$$

6. $N = 2$, $S_z = -1$. On the basis $c_{1\downarrow}^+ c_{2\downarrow}^0 \rangle$ (labeled as $T_-$),

$$H_6 = -\mu_1 - \mu_2 + U_{12} - J_e - 2E_B. \hfill (A-7)$$

7. $N = 3$, $S_z = \frac{1}{2}$. On the basis $\{c_{1\uparrow}^+ c_{2\uparrow}^0 c_{1\downarrow}^0, c_{1\uparrow}^+ c_{2\downarrow}^0, c_{2\downarrow}^+ c_{1\uparrow}^0, c_{2\downarrow}^+ c_{2\downarrow}^0 \rangle\}$,

$$H_7 = \begin{pmatrix} -2\mu_1 - \mu_2 + U_1 + 2U_{12} - J_e + E_B & -(t + J_{11} + J_{12}) \\ -(t + J_{11} + J_{12}) & 2\mu_1 - \mu_2 + U_1 + 2U_{12} - J_e - E_B \end{pmatrix}. \hfill (A-8)$$

8. $N = 3$, $S_z = -\frac{1}{2}$. On the basis $\{c_{1\uparrow}^+ c_{2\uparrow}^0 c_{1\downarrow}^0, c_{2\uparrow}^+ c_{1\downarrow}^0, c_{2\downarrow}^+ c_{2\downarrow}^0 \rangle\}$,

$$H_8 = \begin{pmatrix} -2\mu_1 - \mu_2 + U_1 + 2U_{12} - J_e - E_B & -(t + J_{11} + J_{12}) \\ -(t + J_{11} + J_{12}) & 2\mu_1 - \mu_2 + U_1 + 2U_{12} - J_e + E_B \end{pmatrix}. \hfill (A-9)$$

9. $N = 4$, $S_z = 0$. On the basis $c_{1\uparrow}^+ c_{2\uparrow}^+ c_{1\downarrow}^0 c_{2\downarrow}^0 \rangle$,

$$H_9 = -2\mu_1 - 2\mu_2 + U_1 + U_2 + 4U_{12} - 2J_e. \hfill (A-10)$$

Appendix B: Several extreme cases of the parameters

In this section we present several extreme cases of parameters. As discussed above, $J_e < U_{12} < U$ in a typical
physical system. However it remains interesting to study the cases with $U_{12} \geq U$ or $J_\epsilon \geq U_{12}$. First, for completeness of the understanding of the charge stability diagram, these parameter regimes need be explored. Indeed, as shall be seen below, the topology of the charge stability diagram changes. Second, although the systems we are currently studying impose special limitations of parameters, this in general need not be true. For example, in our study $J_\epsilon \ll t$. However, in a lattice problem the orthogonality of atomic orbitals means that $t = 0$ while $J_\epsilon$ is still finite. Third, interesting physical phenomena happen in some of the parameter regimes, such as the $U_{12} > U$ case discussed in Ref. 96 which is at least of theoretical interest.

Fig. [14] shows a typical case for $U_{12} \geq U$. The coordinates $(\mu_2, \mu_1)$ of the triple points are given by $A(0,0), B(U, U), B'(2U_{12}, 2U_{12}), A'(U + 2U_{12}, U + 2U_{12})$. The $(1,1)$ component is completely ruled out from the charge stability diagram since the system always favors either $(0,2)$ or $(2,0)$ state which have smaller Coulomb repulsion than the $(1,1)$ state. This charge stability diagram is not observed experimentally, which means that it is reasonable to set $U_{12} < U$ for currently implemented double quantum dot systems.

In Fig. [15] we show the case with $J_\epsilon \geq U_{12}$ (but still $J_\epsilon < U$). Fig. [15]a shows the $J_\epsilon = U_{12}$ result, which can be understood as the limit of Fig. [14]. Fig. [15]b shows the result of $U_{12} < J_\epsilon < U$. The topology fundamentally changes in that the $(1,1)$ triplet state now shares a phase boundary directly with the $(0,0)$ state. The coordinates $(\mu_2, \mu_1)$ of the triple points are $A(U_{12} - J_\epsilon, 0), B(0, U_{12} - J_\epsilon)$, and $C(U, U_{12} - J_\epsilon)$, with others found by symmetry. Interestingly the length of line segment $AB$ is still $\sqrt{2}(J_\epsilon - U_{12})$ (which can be expressed as $\sqrt{2}|U_{12} - J_\epsilon|$ formally similar to that of Fig. [4].
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FIG. 15: Charge stability diagram calculated at $U = 6.1$ meV, $U_{12} = 2.5$ meV, (a) $J_s = 2.5$ meV = $U_{12}$ (b) $J_s = 4$ meV > $U_{12}$. $t = J_p = J_t = 0$.
