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Abstract

Virus diseases are a continued threat to human health in both community and healthcare settings. The current virus disease COVID-19 outbreak raises an unparalleled public health issue for the world at large. Wuhan is the city in China from where this virus came first and, after some time, the whole world was affected by this severe disease. It is a challenge for every country’s people and higher authorities to fight with this battle due to the insufficient number of resources. On-going assessment of the epidemiological features and future impacts of the COVID-19 disease is required to stay up-to-date of any changes to its spread dynamics and foresee needed resources and consequences in different aspects as social or economic ones. This paper proposes a prediction model of confirmed and death cases of COVID-19. The model is based on a deep learning algorithm with two long short-term memory (LSTM) layers. We consider the available infection cases of COVID-19 in India from January 22, 2020, till October 9, 2020, and parameterize the model. The proposed model is an inference to obtain predicted coronavirus cases and deaths for the next 30 days, taking the data of the previous 260 days of duration of the pandemic. The proposed deep learning model has been compared with other popular prediction methods (Support Vector Machine, Decision Tree and Random Forest) showing a lower normalized RMSE. This work also compares COVID-19 with other previous diseases (SARS, MERS, h1n1, Ebola, and 2019-nCoV). Based on the mortality rate and virus spread, this study concludes that the novel coronavirus (COVID-19) is more dangerous than other diseases.
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1. Introduction

To control the environment where humans are living is a challenging task. However, every living being has its specified boundaries (especially for human beings) where violation of the law of nature is prohibited. In the process of controlling the environment, humans constructed powerful instruments, which allow them to control the earth, air, and sea. Although they also succeed in violating fundamental laws of nature, that lead to many disasters. For example, due to personal benefits, human beings promote the creation of guns, bombs, etc.

Although nature has given many of the things like fruit, vegetables, etc., that may allow a human to survive, human beings eat sea living-being, some coming from seafood markets that are reservoirs of infectious diseases. Moreover, the human being has not stopped to eat sea living beings, but they do some sexual contact with them, causing new diseases. HIV is the example of that. HIV is a deadly virus disease that came into this world because of the genesis of Chimpanzees to humans [1]. Many more diseases came into existence in the earth due to the carelessness of the behavior of human beings. A few of the deadly virus diseases, as shown in Fig. 1 are discussed below.

1.1. Swine flu

Flu, also named as influenza, originated from birds and other animals such as pigs. Swine flu came in 1988 from the U.S., where it was found in the pig. This disease spread from animals (i.e., birds) to humans. Usually, a human does not get swine flu, but human infection can and does happen. In 2009, the swine flu strain called h1n1 infected people [2,3].
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Fig. 1. Classification of deadly virus diseases.

1.2. Ebola & hanta fever

Ebola is a deadly virus disease which comes from infected animals such as fruit bat [1]. Because of this virus disease, lots of human beings lost their lives. The family of these viruses includes one of the members of a virus called hantavirus, which mostly comes from rodents and could be a cause of diverse disease syndromes in people worldwide. Infection with any hantavirus can produce a hantavirus disease in people. Hantavirus-infected deer mice (Peromyscus maniculatus) can excrete the virus in their saliva, urine, and droppings [4].

1.3. Severe Acute Respiratory Syndrome (SARS)

SARS is a deadly virus disease caused by the coronavirus SARS-CoV, which also comes from an animal reservoir, especially bats, and it spreads from animals (i.e., civet cats) to human beings. This virus came from China in the year 2002. In the year 2003, the SARS-CoV spread worldwide within a few months, and due to this virus, many people lost their lives. This virus transmitted through the air where someone had the disease [5,6].

1.4. Middle East Respiratory Syndrome (MERS)

MERS is a family of novel coronavirus which was identified in Saudi Arabia in the year 2012 [7]. This disease is not transmitted from person to person easily. It only spreads through the carelessness of medical staff [8].

1.5. COVID-19 (novel coronavirus)

The COVID-19 is a deadly virus disease caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV2). This is a positive-sense single-stranded RNA virus, and it was first identified in a China city, Wuhan, in the year 2019. This pandemic has drastically changed human life which has been affected badly. The lifestyle and thought process of every individual has changed with the current situation. This is considered as a situation with unpredictability and uncertainty. This deadly virus disease already infected many people around the world, and thousands of people lost their lives [9]. As far, human beings have developed many vaccines for the above said diseases, but for COVID-19 the researchers are still finding vaccines to save human lives. COVID-19 outbreak raises an unparalleled public health issue for the world at large. It is a challenge for every country’s people and higher authorities to fight in this battle due to the insufficient number of resources such as doctors, hospitals, securities, nurses, etc. On-going assessment of the epidemiological features and future impacts of the COVID-19 disease is required to stay up-to-date of any changes to its spread dynamics, and foresee needed health resources as well as consequences in different aspects as social or economic ones.

1.6. Contribution of the paper

The main aim of this paper is to create a model that predicts the total number of infected and death cases due to this virus disease and to compare it with past epidemics. The model is built using a deep learning algorithm. There are other works predicting COVID-19 cases but they are limited by the inaccurate data available during the first months, when few tests for diagnostics were done. We consider the available infection cases of COVID-19 in India from January 22, 2020, till October 9, 2020, and parameterize the model. The proposed model is an inference to obtain predicted coronavirus cases and deaths for the next 30 days, taking the duration of the pandemic to a total of 260 days. Besides, this paper considers five different virus diseases (SARS, MERS, h1n1, Ebola, and 2019-nCoV) and performs a comparative analysis. Based on the mortality rate and high capacity to spread, the novel coronavirus (COVID-19) is more dangerous than other diseases. Also, the affected countries are far greater than those affected by Ebola, h1n1, SARS, and MERS. It is expected to rise further if the current trend continues. However, the mortality rate for Ebola was much higher (39.5%) against COVID-19 (1.55%) but the number of deaths is lower. This is primarily due to the lesser number of Ebola cases.

The contributions can be summarized as these three points:

- This paper considers five different virus diseases (SARS, MERS, h1n1, Ebola, and 2019-nCoV) to perform a comparative analysis and uses a COVID-19 prediction model built with a deep learning algorithm to predict the number of infected cases and deaths due to COVID-19.
- The proposed model is an inference to obtain predicted coronavirus cases and deaths for the next 30 days, taking the duration of the pandemic to a total of 260 days. This model concludes, based on the mortality rate, that the novel coronavirus (COVID-19) is more dangerous than other diseases.
- This paper focuses on a deep learning model based on LSTM networks to forecast future COVID cases.

Related work has been discussed in Section 2. The dataset used, the numerical model formulation and the experimental setup is explained in Section 3. Then, numerical results based on the data and model are discussed with comparative analysis in Section 4. Concluding remarks are provided in Section 5.

2. Related work

According to the World Health Organization (WHO) [10], COVID-19 is a beta coronavirus that affects the lower respiratory area. It is revealed as pneumonia in humans [11]. Despite severe global restraint and isolation efforts, the incidence of COVID-19 rises rapidly worldwide [12].

Two decades ago, looking for novel agents that caused respiratory infections, different novel respiratory viruses were discovered [13]. Coronavirus have large genomes and a high frequency of recombination. SARS-CoV-2 is the novel coronavirus
causing COVID-19, that has required the launching of new investigations. Given the severity of this disease and urgency of the situation, many studies have been developed by researchers in different areas. For example, a study [14] discussed the genome sequence of nCoV-2019, which is publicly shared for phylogenetic analysis. In this study authors find out the estimating origin of virus in the human body and impact of last coronavirus. A sero- logical method ELISA (Enzyme-Linked Immunosorbent Assays) with recombinant antigens inferred from the spike protein of SARS-CoV-2 is discussed in another research [15]. The negative control sample, which represents pre-COVID-19, has been con- sidered to develop these assays. The proposed model discussed in this work was invented for detecting the viral cause and diagnosis. COVID-19 patient’s data sample is considered in this work for analysis. Further, they examine samples for screening and identi- fication of COVID-19 using human serum (or plasma) some days post symptoms. They remark this examination does not require the handling of infection virus; even it can be adjusted to detect different antibody types and is adaptable to scaling. Moreover, these type of studies helps to identify previous exposure to the virus in persons, to identify donors for plasma therapy and discover correlates of protection. Due to low availability of the RNA extraction kits that are required to detect this disease, authors in another work [16] discuss the investigation of two commercial (RT-qPCR) kits and they test whether they are compatible in detecting SARS-CoV-2 virus disease from nasopharyngeal swab samples. As a result, they find that one of the kits tested was fully compatible with direct SARS-CoV-2 disease detection and diagnosis. Due to this difficulty to carry out the required tests to control the pandemic via the above mentioned kits, different researchers have proposed alternative methods to support diag- nosis, for example, those based on deep learning techniques that process X-ray images [17–19].

To discover the characteristics of the spread pattern of this disease, another research [20], which was undertaken in the first months of the appearance of the disease, considers the data of six persons of the same family, collecting their details about the clinical, laboratory, radiological, epidemiological, and microbiological findings. Five of these persons suffered an existence of unpredictable pneumonia after a visit to Wuhan, while another family member had not traveled to Wuhan. In their findings, they concluded that out of six people, five were infected from COVID-19. One person who did not visit Wuhan also became infected after a few days of contact with other family members. They concluded that COVID-19 is a deadly disease that spreads from person-to-person in family groups, hospitals, clinics, or any other geographical region. Another report [21] discusses the first case of 2019-nCov in the United States (US) and also about the identification, diagnosis, clinical course, and management of the case, including the evolution from first symptoms to a stage of pneumonia after 9 days of illness. This study also highlights the importance of close coordination between the clinic and public health authorities at the local, state, and federal level to overcome this spread of diseases. Further in another study [22], authors discuss the outbreak of COVID-19 in King County, Washington. From a first case identified, the researchers found that on March 18, 2020, 167 cases were confirmed positive from this disease. They concluded that proactive steps are required to prevent this disease. In another study the authors compare the clinical and immunologic characteristics of moderate versus severe COVID-19 impacts [23]. This study also characterizes the cytokine storm in severe COVID-19 and provides insights into the design of the vaccine.

From these first confirmed cases, as the disease spreads, more data is available worldwide, and different studies arise exploiting the data with different aims, as predicting its expansion or mor- tality rate. For example, one work [24] suggests an orthogonal approach with a limited number of parameters taken from data from different countries available at the John Hopkins database, a worldwide reference database. The author discusses the es- timation of lethality and undetected infection associated with SARS-cov2. He concludes that the apparent death rate of this outbreak can be extrapolated to infinite time after a few days from the starting of this disease. Another author worked on the impact of Coronavirus in Brazil, South America [25]. The author applies a susceptible–Infection–Quarantines–Recover model for collected data of patients from the health department of Brazil. In his analysis, he calculated the ratio of the confirmed cases and unidentified cases, and estimated the epidemic doubling time that is 2.72 days. According to another study [26], the basic reproduction number for COVID-19 can be estimated from data of some countries (China, Iran, South Korea, and Italy) using the SEIR type model with accurate results. The SEIR model is also used to simulate the spread of the epidemic under different intervention scenarios in different countries of Africa [27].

In [28], the authors discussed the impact of coronavirus-19 all over the world. After analyzing the rules followed by COVID-19 infected countries, especially China, applying a microsimulation model created to support pandemic influenza, they concluded that social distancing, home isolation, closure of industries, and institutions could help to suppress this transmission and rapidly reduce the incidence cases. Further, in [29], the authors consid- ered two cases of virus diseases such as moderate (i.e., SARS and HIV) and highly transmissible viruses (i.e., Smallpox and Pandemic influenza). They consider two health measures, which are isolating symptomatic individuals and quarantine their contacts, and use a mathematical model on the relative timing of infectiousness and the appearance of symptoms. As a result, they concluded that SARS and smallpox were easier to control by using simple health measures. But HIV and Pandemic influenza are infections that spread by person to person and have a high-risk factor. Machine learning methods have been used to assess the countries performance against COVID-19 and analyze influential parameters [30], finding that results of measures adopted are not affected by parameters as smoking rates or rate of diabetes patients.

A report estimates 4000 cases of COVID-19 in Wuhan city by January 18, 2020 [31]. This study discusses the delay time (i.e., ten days) of infection and the detection of this disease. For their analysis they assume that international travel is not related to the risk of exposure or to the infectious status. Another work [32] uses travel-based connectivity to estimate the potential risk and geographical range of COVID-19 spread within China and all over the world from January 20 to April 20, 2020. This study concludes that risk factors are high where the populations are traveling more. In another study [33], the authors worked on reported cases of COVID-19 infection within China, combining Bayesian inference, mobility data, and Networked Dynamic Meta popu- lation to understand acute epidemiological features associated with SARS-CoV2. They concluded that 86% of infection cases were undocumented before January 23, 2020, before travel restriction. Due to travel, these undocumented cases increased rapidly. This study indicates the restraints due to SARS-Cov-2 disease and their challenges. Later on, these authors discussed the outbreak of COVID-19 within China for documented and undocumented infection [34].

Other researchers discuss [35] the impacts of influenza in the United States and propose a forecast system predicting the spatial transmission of influenza in the United States. To generate patterns of spatial transmission, they develop a metapopulation model that uses people mobility data. They achieve to predict lo- cal outbreaks up to six weeks in advance at state level. Later on, in another work [36] these authors used the metapopulation model
in the United States to analyze the spread and growth of virus disease COVID-19. They considered the dataset from February 21 to March 13, 2020, and evaluated epidemiological constraints, including the fraction of undocumented infections and their contagiousness. They project the outbreak for 180 days after March 13, 2020, and evaluate the outcomes of social distancing and travel restrictions in the condition of the outbreak.

Other authors worked on COVID-19 infected patient’s cases in Hubei, mainland China collected from national and provincial health commissions on February 8, 2020, and on cases outside of mainland China collected from government or ministry of health websites [37]. They also considered dataset from media reports for 37 countries, as well as Hong Kong and Macau, until February 25, 2020. They calculate the fatality ratio of persons in different age group. Similarly, in another work [38], the authors consider the COVID-19 infected and death cases of Wuhan city from December 31 to January 28, 2020. The authors applied Markov Chain Monte Carlo methods for prediction and analysis of this acute disease. In another work [39], the authors considered the infected cases of coronavirus in Wuhan city and calculated the fatality risk of death and infected cases. Further other authors have studied about the occurrence of COVID-19 infected peoples in Wuhan, China [40]. This evaluation is done based on the infected and death cases over time by health authorities. The challenging task was to judge the level of severity of the collected information.

One difficulty in studies on new diseases is the insufficient amount of data, thus a methodology gathering data mining methods to augment data can be used [41] that has shown low prediction error in an experiment based on coronavirus outbreak when used together with a polynomial neural network with corrective feedback. Finally, other researchers [42] used a statistical method (i.e., purely data-driven) to evaluate the Case Fatality Rate (CFR) in the starting phase of the occurrence of COVID-19. Daily basis confirmed, and death cases due to COVID-19, were collected from January 10 to February 3, 2020, and segmented into three different clusters (i.e., City Wuhan, other cities of Hubei province, and other provinces of mainland China). Next, the authors applied a simple linear regression model to calculate the CFR from each cluster. As a result, they concluded that the CFR of COVID-19 is lower than the previous coronavirus epidemics caused by SARS-CoV and MERS-CoV.

Regarding other previous virus diseases, a study [43] reported the outbreak of Ebola in five countries of West Africa (i.e., Liberia, Senegal, Nigeria, Sierra Leone, and Guinea). The authors of this study considered the dataset of 3343 confirmed cases of Ebola and 667 probable cases. They used dynamic modeling and Bayesian inference to generate weekly forecasts of the outbreaks in the different countries, finding differences in accuracy per country.

Different researchers’ views have been discussed in this section for the deadly disease. We propose to use advance predicting techniques, as those based on deep learning, to create a prediction model of infected and death cases of COVID-19. Other different methods can be found in literature with similar objectives, some above mentioned. For example, a mathematical model named SIPHERD has also been used to predict the total number of confirmed, active and death cases in India [44]. Also focusing on the country level, other authors propose the ARIMA prediction model to forecast the expected daily number of COVID-19 cases in Saudi Arabia for the next four weeks, from the collected data of almost two months in the country [45]. Using a modified Susceptible Exposed Infected Recovered (SEIR) model, the spread of the epidemic under three intervention scenarios (suppression, mitigation, mildness) is simulated and predicted in South Africa, Egypt, Algeria, Nigeria, Senegal and Kenya, concluding in a series of epidemic controlling methods [27]. All these works focus on country level. At local level, by using a simple Multiple Linear Regression Model, from daily time series of confirmed cases and calls received in a call center, the number of daily confirmed cases locally are forecasted, to help decision makers that need to organize the resources at local level [46]. The accuracy of this and benchmark models decreases as forecast horizon increases from a few days to 3 weeks. Focusing on other works using deep learning models, a work [47] uses also a LSTM based technique to predict confirmed cases of COVID-19 in India, with data from 30th January to 4th April 2020, then suffering from the limited data available in the first days as limitation. Other above mentioned studies as [27,45,47] also are based on data of the first months of the pandemic. The data considered in our study extend from January until October, thus implicitly includes the effects of different restrictions along the different months of the duration of the pandemic. Besides this work compares the potential impact of this novel coronavirus disease with other moderate and severe virus diseases, to get a better result in predicting and analyzing the impact of these diseases on human beings worldwide.

3. Materials and methods

3.1. Datasets

We consider the dataset of five different virus diseases (i.e., Covid-19, Ebola, MERS, SARS, Swine flu (h1n1)). The Covid-19 dataset consists of daily statistics for coronavirus cases worldwide. Present data is taken from the web [48] from January 22, 2020 until October 9, 2020. In this, country-wise figure tally is provided for confirmed cases and deaths, along with recovered cases. With the help of this dataset, the number of affected cases and deaths were extracted to train our model for future predictions. Next, the second dataset considers data on Ebola outbreak in 2014 published on the web [49]. In this, a country-wise tally done for suspected and confirmed Ebola cases and deaths is provided. This dataset was deemed essential for our research to compare the mortality rates of the present pandemic. The next dataset of MERS is collected from the web [50]. This dataset considers several confirmed cases of MERS in the affected countries. The estimated deaths and mortality data were obtained from the CDC (Centres for Disease Control) [51] and WHO (World Health Organization) websites [52]. The fourth dataset of SARS is collected from the web [SARS: CDC [53]; SARS: WHO [54]]. The mortality rate was inferred from the death statistics provided. Finally, the dataset of Swine flu (i.e., h1n1) is collected from the web (Pandemic: WHO; H1N1: CDC) [55]. In this case, results are approximate as provided on the internet.

3.2. Model formulation

For model formulation, data has been collected from Github for coronavirus disease [48], and it was cleaned. A list was made to store the daily statistics for confirmed cases and deaths. We implemented a deep-learning-based time series prediction model to predict future cases.

The proposed model is an inference to obtain predicted coronavirus cases and deaths for the next days, taking the data of the pandemic of previous days. Fig. 2 shows the deep learning method for our proposed model. The “P” in Fig. 2 indicates data holders, which are variable and are set by the Deep Learning Framework (TensorFlow) when we provide the input data while training the model. Following, the mathematical equations used in the proposed model are shown:

\[
\text{input gate: } i(t) = \text{sigmoid} \left( w_i [a(t-1) \cdot x(t)] + b_i \right) \quad (1)
\]

\[
\text{forget gate: } f(t) = \text{sigmoid} \left( w_f [a(t-1) \cdot x(t)] + b_f \right) \quad (2)
\]
output gate: $o(t) = \text{sigmoid}(w_o + b_o)$  
\hspace{1cm} (3)

candidate: $\hat{C}(t) = \text{tanh}(w_c[a(t-1) \cdot x(t)] + b_c)$  
\hspace{1cm} (4)

cellstate: $c(t) = i(t) \ast \hat{C}(t) + f(t) \ast c(t)$  
\hspace{1cm} (5)

output: $a(t) = o(t) \ast \tanh(c(t))$  
\hspace{1cm} (6)

mean squared error $= \frac{1}{2} \ast m \ast \sum(y - \hat{y})^2$  
\hspace{1cm} (7)

$m = W \ast A(t) + b$  
\hspace{1cm} (8)

where, $w_i, w_f, w_o, \text{and } w_c$ represent the weights of input gate, forget gate, output gate and candidate cell, respectively; $b_i, b_f, b_o, \text{and } b_c$ represent the bias of input gate, forget gate, output gate and candidate cell, respectively; $a(t-1)$ represents the previous layer output and $x(t)$ represents the current input.

Eq. (1) shows that memory state receives the previous hidden state along with present input and it determines the usefulness of the present state. Eq. (2) is used to determine whether the previous memory state has to be propagated further or discarded. According to Eq. (3), the memory unit determines the next hidden state data. Eq. (4) is used to calculate the feasibility of the current input in determining the cell state. Using Eq. (5), we receive the input gate and forget gate data and use them to calculate the new cell state. Eq. (6) provides the final output prediction given by the LSTM cell. Further, Eq. (7) is used as an error matrix to calculate the deviation of our predictions with the actual results and use them to fine-tune our model.

Finally, the dense layer has been generated, as shown in Eq. (8). We infer the final results using a dense layer (denoted as $A(t)$), which receives an output from the time distributed dense layer. In this proposed model, we first consider the impacts of COVID-19 and further compare it with another deadly disease.

3.3. Experimental setup

The proposed model is implemented using TensorFlow to infer predicted coronavirus cases and deaths for the next 30 days, taking the data of the pandemic of previous 260 days (from January 22, 2020 till October 9) in India obtained from [48].

Fig. 3 shows the flowchart of the proposed model. It starts with the initial data where we consider the confirmed and death cases of coronavirus disease of dates January 22, 2020 and January 23, 2020. This data further is converted into a time sequence of length 1. An LSTM layer with size 128 is used to learn the sequences provided, as shown in Fig. 3. Time sequences are provided as input to this layer. Another LSTM layer with size 256 is used to fetch sequences from the 1st LSTM layer and stacked on top of it. A time distributed dense layer with size 16 is used to produce neurons further to train the sequence on our data. Finally, a dense layer is used to fetch the predictions. Two separate models were trained, one for prediction of confirmed cases, other for prediction of the number of deaths. The ratio of the predicted number of deaths over the total number of cases was calculated to infer the expected mortality rate for the near future.

The evaluation of the model is done by comparing the obtained results with the real data. To further show the robustness
Fig. 3. Flowchart for the proposed model formulation.

of the proposed model, Root Mean Squared Error (RMSE) values are calculated for predicted confirmed cases and number of deaths of COVID-19.

RMSE is a measure of error between actual and predicted values, and it is a measure of how those residuals are spread out. The formula for RMSE is given in Eq. (9).

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}$$ (9)

where \( N \) is the total number of observations which is 260 in our case, \( Y_i \) is the actual value, and \( \hat{Y}_i \) is defined as a predicted value. RMSE is finally normalized by mean normalization.

The RMSE will be used to compare the proposed deep learning model with other popular learning methods, namely Support Vector Machine [18], Decision Tree [56], and Random Forest [57].

4. Results

4.1. Prediction of confirmed cases and death cases of COVID-19 and comparison with previous diseases

An objective of this study is to predict virus-infected cases and death cases for the next 30 days, taking the duration of the pandemic to a total of 260 days. This work also aims to compare the present disease impact with other epidemic diseases.

Table 1 contains the previous epidemic data collected from the WHO and CDC sites and actual data of coronavirus collected from [48]. The data of coronavirus in Table 1 corresponds to India while the other data is global. A comparison with the same is made using our predictions for the on-going coronavirus epidemic. Our model predicts that in the upcoming 30 days, the confirmed cases will shoot up to 6,493,402 cases in India. Also, the deaths are expected to rise near about 100,563 steeply. Our model predicts the confirmed cases as well as the deaths similar to the current trend; hence our model can be used to calculate future predictions.

The mortality rate is calculated using Eq. (10) with these predicted values:

$$\text{Mortality Rate} = \left( \frac{\text{predicted deaths}}{\text{predicted confirmed cases}} \right) \times 100$$ (10)

The predicted mortality rate is 1.54 while actual mortality rate stands at 1.55.

The above data indicates that coronavirus is expected to have the worst death toll among the past epidemics and pandemics, although its mortality rate is lower than that of Ebola, SARS and MERS. The Ebola mortality rate was 39% due to the concentration of cases in the African subcontinent and less exposure to the rest of the world.

Fig. 4 gives a comparison of the real values of the number of current cases with the prediction of our model. Blue dots represent the actual values and orange line is for predicted values of the cases. Fig. 5 gives a comparison of the real values of the number of current deaths with the prediction of our model. Blue dots represent the actual number of deaths, whereas orange line represents our predicted values of deaths. The prediction graphs from our model depict that the model is performing close to the current scenario.

4.2. Spread in most infected countries of COVID-19 and previous diseases

Fig. 6 shows the box plot representation of the current number of cases in the Top 5 worst-affected countries, and Fig. 7 shows the box plot representation of the current number of deaths in Top 5 worst-affected countries. It is evident from these plots that the coronavirus is much more widespread than the 2014 Ebola outbreak. The Ebola outbreak was limited to the US and African subcontinent. Hence, the Covid-19 possesses a threat to the world at an extremely high magnitude. The worst affected country seems to be the US. Despite China being the origin of coronavirus, we can see that China is no longer the worst affected country.

In Fig. 8, we have plotted the spread of infection for the first 50 days for the diseases COVID-19, h1n1, MERS, and SARS. From this graph, we infer that the rate of spread of COVID-19 is much more disastrous than any other past pandemic. The maximum spread in the past was caused by h1n1 swine flu, which was still less than the current conditions.

In Fig. 9, we have plotted the total Ebola cases that occurred worldwide. The maximum number of cases seems to be limited to the African subcontinent, and some in Europe, with a minor spread towards the USA. We can see that the Ebola Virus was contained and not spread in many countries, as compared to the last coronavirus outbreak.

In Fig. 10 world map, we have plotted the current cases globally. The map indicates a concentration of cases in the USA, which has become the new hotspot of the virus. The previous hotspots in Europe — Italy, Spain, etc., still seem to have a higher number of
Fig. 4. Model Performance for predicting confirmed cases of Covid-19.

Fig. 5. Model performance for predicting the number of deaths of Covid-19.

Fig. 6. Number of cases in Worst affected countries.
cases in contrast with the rest of the world. Moreover, we infer from this map that coronavirus has spread in all the countries across the globe. Hence, we can conclude from these maps that the COVID-19 outbreak is more deadly than the Ebola outbreak.

4.3. Discussion

Firstly, a comparison of COVID-19 with previous epidemic diseases from data collected from the WHO and CDC site has been made. Then, as shown in Figs. 4 and 5, the proposed model predicts the confirmed cases as well as the deaths similar to the current trend; hence our model can be used to calculate future predictions. From COVID-19, h1n1, MERS, and SARS data, it is inferred that the rate of spread of COVID-19 is much more disastrous than any other past pandemic. The maximum spread in the past was caused by h1n1 swine flu, which was still less than the current conditions. In fact, against the 60.8M h1n1 cases, the number of cases for COVID-19 is 64.5M on December 3, 2020. The performance of the model depends on the data received from the online sources. One limitation is that the rate of testing varies, with less number of tests conducted in initial days. Hence, the confirmed cases were also less initially. The model is highly robust with the change of testing values in the later stages. For the model to work perfectly, the data must be accurate.

For comparison, RMSE values of other three algorithms, namely Support Vector Machine [18], Decision Tree [56], and Random Forest [57], are also calculated for the prediction of total confirmed cases and the number of deaths of COVID-19. For the SVM model, radial basis function has been used for prediction. The normalized RMSE values of these methods and the proposed one are shown in Table 2.

Random Forest Algorithm shows a little bit better performance than the Decision Tree in the validation as normalized RMSE values of 0.1108 and 0.1223 are obtained for the prediction of total confirmed cases and the number of deaths of COVID-19, respectively. These results are far better than those of SVM. From the validation results, it is concluded that the Random Forest and Decision Tree algorithms both hold good results in the prediction. Support vector machine shows the lowest accuracy. Among all, the proposed model outperforms others in both the cases with normalized RMSE values of 0.0766 and 0.0533 for the prediction of total confirmed cases and the number of deaths of COVID-19, respectively. This shows the higher robustness of the proposed method in prediction of both the cases.

In this paper we have proposed a prediction method based on deep learning techniques due to their good performance in time series prediction problems and due to not having a time or complexity requirement. Other different methods can be found

Table 1

| Outbreak           | Start year | End year | Actual confirmed cases | Actual deaths | Mortality |
|--------------------|------------|----------|------------------------|---------------|-----------|
| CoronaVirus (India)| 2019       | Ongoing  | 6,906,151              | 106,490       | 1.55      |
| Ebola              | 2014       | 2016     | 28,652                 | 11,325        | 39.5      |
| SARS               | 2003       | 2004     | 8096                   | 774           | 9.5       |
| MERS               | 2012       | 2019     | 2494                   | 858           | 34        |
| h1n1               | 2009       | 2010     | 60,800,000             | 151,700       | 0.25      |

Table 2

| Algorithm used                  | Confirmed cases | Number of deaths |
|---------------------------------|-----------------|------------------|
| Support Vector Machine          | 0.2801          | 0.4323           |
| Decision Tree                   | 0.1108          | 0.1645           |
| Random Forest                   | 0.1101          | 0.1223           |
| Proposed Method                 | 0.0766          | 0.0533           |

Fig. 7. Death Cases in Worst affected countries.
Fig. 8. First 50 days infection spread rate comparative analysis of Covid-19 vs. Ebola and SARS and h1n1.

Fig. 9. Ebola spread on the world map.

Fig. 10. Corona spread on the world map.
in literature with the same aim but using data obtained during the first months of the disease [27,45,47]. According to a research conducted at local level [46], the accuracy of the proposed model and benchmark models decreases as forecast horizon increases from a few days to 3 weeks. Our model shows accuracy even after 3 weeks working with data at country level. As shown in the experiments, our model performs better than other popular methods for prediction. Focusing on other works using deep learning models, the work [47] that uses also a LSTM based technique to predict confirmed cases of COVID-19 in India, with data from 30th January to 4th April 2020, suffers from the limited data available in the first days as limitation. The data considered in our study extend until October, thus implicitly includes the effects of different restrictions along the different months of the duration of the pandemic. Given that the coronavirus spread is higher than that of other diseases, the number of deaths are expected higher, although its mortality rate is not so high, as compared with other diseases. These results are in line with those obtained by other researchers that concluded that the CFR of COVID-19 is slower than previous coronavirus epidemics [42].

5. Conclusions

In this paper, we have compared the present coronavirus outbreaks with the previous epidemics according to the number of infected cases and total number of deaths. We built a deep learning model to learn the current trend of COVID-19 for the prediction of future cases. The proposed deep learning model has been compared with other popular prediction methods showing a lower RMSE. In our predictions, we found out that the numbers of cases are expected to increase rapidly in the next 30 days span. We compared this data (i.e., Covid-19) with the Ebola, MERS, SARS, and h1n1 data. COVID-19 has a huge spread in the initial days itself. Also, the affected countries are far greater than those affected by Ebola, h1n1, SARS, and MERS. Against the 60.8M h1n1 cases worldwide shown in Table 1, the number of cases for COVID-19 is 6,99M only for India. It is expected to rise further if the current trend continues. However, the mortality rate for Ebola was much higher (39.5%) against COVID-19 (1.55%) but the number of deaths for Ebola is lower. This is primarily due to the lesser number of Ebola cases. The present model has some limitations. The given model depends on the data received from the source, which relies on testing done in India. The rate of testing varies with a smaller number of tests conducted in initial days. Hence, the confirmed cases were also less initially. For the model to work perfectly, the data must be accurate. In the future, the model can be updated as the data grows with passing days. Also the proposed method can be applied to other countries to evaluate its performance with different datasets.
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