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Abstract—Deep Learning (DL) has revolutionized the capabilities of vision-based systems (VBS) in critical applications such as autonomous driving, robotic surgery, critical infrastructure surveillance, air and maritime traffic control, etc. By analyzing images, voice, videos, or any type of complex signals, DL has considerably increased the situation awareness of these systems. At the same time, while relying more and more on trained DL models, the reliability and robustness of VBS have been challenged and it has become crucial to test thoroughly these models to assess their capabilities and potential errors. To discover faults in DL models, existing software testing methods have been adapted and refined accordingly. In this article, we provide an overview of these software testing methods, namely differential, metamorphic, mutation, and combinatorial testing, as well as adversarial perturbation testing and review some challenges in their deployment for boosting perception systems used in VBS. We also provide a first experimental comparative study on a classical benchmark used in VBS and discuss its results.

I. INTRODUCTION

The performance of deep learning (DL) has been improving rapidly and the industrial deployment of DL models is increasing in various domains, such as computer vision, video analysis, natural language processing, speech analysis or any type of signal analysis. These domains especially benefit from the recent developments in vision-based systems (VBS) due to the wide availability of training data and their relevance for many downstream applications. DL models use deep multi-layer neural networks as a model to learn complex tasks from raw data, including the relevant features in this data.

As shown in Fig. 1, the construction of DL models has differences to the way software is traditionally developed [1], [2]. Instead of implementing the exact system behaviour, these models are derived from a dataset and the result is practically a black-box that cannot be analyzed and explained to the same degree as source code [3]. Nevertheless, DL models are of course software artifacts. It is important to note that DL models are usually not deployed as standalone systems, but are integrated with other software components and services, leading to another set of software artifacts within the overall system. Accordingly, established best practices of software engineering apply to the development of DL models, too, such as continuous integration, version control, reusable and organized source, and, leading to the focus of this article, software testing [1], [2], [4].

Still, DL models require the same degree of testing like any other software component to ensure they fulfill their functional and non-functional specifications. It has been observed that traditional software testing methods such as boundary value analysis and partition testing can be used to test DL models [5] but, in many cases, the testing of DL models only considers the performance on the test set, a set of previously unseen inputs and their correct outputs, using a set of evaluation metrics for the specific task. Common metrics include the accuracy in classification, i.e. how many samples of the test set were assigned the correct class label or the mean-squared error in regression tasks where continuous values are predicted. Due to the unique characteristics of DL models, exhaustive testing of these models is not achievable though performance measures are required to pick a model for deployment. However, these metrics alone are insufficient to be confident about the overall model quality. Additional criteria involve the generalization behaviour for real-world data when deployed, its robustness, as well as fairness, potential biases and interpretability respectively explainability of the model.

While all of these criteria deserve dedicated attention, we focus our interest in this paper mostly on test data quality and the robustness of the model w.r.t. new or manipulated inputs. Trivial or hidden changes in the input data can cause the model to change its predictions, such as shown in Fig. 2. Here, the change in the image should have no effect on the classification output as the content for the observer stays the same. Nevertheless, the classification result is different and, obviously, wrong. Evaluating these aspects is relevant for awareness of the limitations of the model, but also to gather
information for improvements in subsequent development. By training with more relevant training data, depending on the kind of weaknesses detected, the performance of the system will increase and the risk of failures will accordingly decrease. At the same time, while testing a software system, one concern is often on reducing the testing effort, e.g. using only a limited set of data to accelerate testing [6], and making best use of available resources for test execution.

This article reviews a selection of software testing methods that have shown to be especially suitable for testing DL models used in VBS. It is not an exhaustive literature review, but highlights selected methods that have shown to be interesting and promising approaches, according to the authors’ knowledge. For an exhaustive and thorough review of testing machine learning, we refer to [7]. Our discussion of testing is limited towards the validation of already trained models or models during training. We provide an initial experimental comparative analysis of different testing technique on a VBS-relevant case study. This experimental comparison allows us to draw initial conclusions on the necessity to combine testing techniques to strengthen the quality of trained DL models.

II. CHALLENGES IN TESTING DL MODELS

Despite significant progress in the field of DL practices [2], specific challenges exist for testing DL models. These challenges can be broadly categorized as those of:

1) Ensuring the quality of the model;
2) Ensuring the quality of the training dataset;
3) Predicting the exact output for a given input (a.k.a., the oracle problem);
4) Defining test adequacy criteria given a vast input space;
5) Protecting against adversarial attacks.

In the following, we assume that an appropriate model architecture has been chosen and hyperparameters have been tuned from experimentation. We focus here on model training and test data selection, as well as adversarial detection.

A. The Quality of the Model

During model training, errors can arise from inaccurate user requirements, or from the inappropriate selection of model. In particular, the choice of an inappropriate network architecture, i.e., non-fitting network size, can render unsuitable the model in its learning task. These errors are usually addressed by requirements engineering through both application and DL experts to understand the problem and how it translates to DL terminology and methodology. Furthermore, the hyperparameters for training need to be carefully chosen to lead to an efficient model. This issue is an aspect of ongoing research and the selection of the right hyperparameters for training can make the difference between a mediocre and a state-of-the-art model [5]. Common approaches are to start from a set of parameters used in research publications and manually adjust them until good performance is reached or to systematically search for a good set of hyperparameters using optimization techniques, such as random or grid search, or Bayesian optimization. A systematic evaluation of different hyperparameters is costly as it requires the repeated training of the model, but it also gives higher confidence in the quality of the model and its parameters.

B. The Quality of Training Data

The behavior of DL models follows the examples given in the training data. When collecting a training dataset for a new application, it is important that the data is diverse enough to cover all variances that are expected to be encountered by the deployed model, i.e. the data distribution for which and on which the model is trained. There are multiple potential errors here. First, the collected training data might be insufficient to train a model that can generalize to the real-world data. In this case, the training data should be expanded and the test set needs to be enriched by examples that the model does not generalize to.

Second, the training data might lead to a capable model for the real-world data, but over time the data encountered by the deployed model gradually changes and no longer fits the initial training distribution. This reduces the model performance and increases false predictions. An approach to address this challenge is to monitor the actual data encountered by the deployed model and measure how it differs from the training data. This monitoring is then followed by frequent model fine-tuning or retraining with an adjusted data set. Other failures are caused by not carefully selecting the data and thereby introducing, for example, redundant data, adversarial data, or biases into the dataset. In case of biases, these can lead to a model that does not make fair predictions, but is conditioned to repeat the biases encoded in the training data.

C. Test Input and Output Selection

DL models typically operate in application areas dealing with a large amount of data. This creates a vast test input space, and consequently a significant challenge of selecting an adequate set of inputs. Answering to the question “when to stop testing” leads to the definition of specific coverage criteria for DL models, which can guide the selection of inputs able to reveal false classification or incorrect regression during testing. This problem has been encountered in the software testing domain before, especially in the area of fuzzing [8].
Of further relevance is the oracle problem [9]. For systems with smaller input space, test cases can be specified with specific inputs to the system and expected outputs for these inputs, known as test oracles. However, as the number of allowable inputs is practically nearly infinite, it is practically impossible to exhaustively specify the expected output for all possible inputs against which the actual output can be compared in testing. Therefore the correctness of the output in testing DL models cannot be easily determined.

D. Adversarial Detection

DL models are shown to be vulnerable to input artifacts purposely designed to attack the DL model, called adversarial inputs, and its security and privacy [10]. Adversarial inputs can have different goals, such as forcing a misclassification of an input, to extract information about the model architecture, or the data used to train it, which might be personal information [10]. Other attacks poison the training data and cause the model to learn the wrong behaviour or overload the model to reduce its capacity.

Adversarial inputs are not unique to computer vision models, but in this domain the effect is especially well investigated. Defenses against adversarial inputs that make the models more robust as well as attacks to find new ways to generate adversarial inputs are an area of active research. Currently, there is no definite way to avoid or detect all adversarial inputs in neural networks and for every new defense, an attack that circumvents it is published shortly after. To handle and address these selected challenges of testing DL models, it is crucial to adapt established methods from software testing for the testing of DL models.

E. Fault Sources in DL models

DL models are affected from the same fault sources as other software systems, such as incomplete specification or implementation errors, but, because of being trained from data, an additional set of fault sources has to be considered. Errors can occur in the selection of data used to create training datasets. We distinguish in the following biased inputs from adversarial inputs.

a) Biased Inputs: Datasets are affected by many potential biases. Even though the problem of biases in datasets is largely documented for personal data [11], only few results are known regarding to biases in data used in VBS [12]. It is worth noticing that industrial datasets are usually created by monitoring the execution of VBS in their execution environment and historical biases tend to be silently incorporated into the datasets which are then used for training DL models. Detecting and removing these biases is an active research area known as anomaly detection, unfortunately not yet sufficiently focused on detecting errors in industrial datasets for VBS.

b) Adversarial Inputs: Adversarial inputs address a structural weakness of DL methods. By generalizing behaviors from training datasets, DL models are susceptible for manipulated inputs. These manipulations can generate adversarial inputs that mislead the DL model and falsify the predictions. Adversarial inputs are not specific to DL models, their effect is especially strong in this case as the changes are possible without being noticeable by human observers or controlling methods. When deploying software testing for DL trained models, there are actually two main issues: i) How to predict the expected output of a given test input (a.k.a., the oracle problem)? ii) How to select adequate test inputs in order to increase confidence in the model correctness (a.k.a., the test adequacy problem)?

III. Deep Learning Testing Techniques

This section presents test adequacy criteria specific to DL and reviews four potential techniques for testing DL models.

A. Test Adequacy Criteria for DL

To address the challenge mentioned above, test adequacy criteria have been proposed for DL. Inspired by traditional code coverage metrics such as statement or decision coverage, neuron coverage [13] counts the number of activated neurons in the neural network when test inputs are submitted for classification. The study reports that the higher the neuron activation coverage, the higher the chances of detecting wrong classifications. Other studies have confirmed this initial result and also extended the proposed structural criteria by distinguishing neuron-level criteria from layer-level coverage criteria [14]. Instead of looking at the network structure, a different criteria called surprise adequacy has been introduced for measuring the diversity in training data [15]. The surprise of an input is defined as the difference between the input and the training dataset w.r.t. the behavior of the DL model. It is then suggested to select inputs which are sufficiently surprising but still within the expected data distribution to compose an adequate test set. These criteria are specific to DL and can be used to guide the selection of test inputs, but techniques are needed to evaluate the correctness of results when test inputs are submitted to DL models, which we will discuss in the following.

B. Differential Testing (DT)

In Differential Testing (DT) the functionality of a system is assessed by comparing the behaviour of multiple implementations or models for the same task. All these systems are executed with the same inputs and the difference between their results is used to assess the correctness of the tested program. DT’s main issues are 1) how to identify the faulty system, as there is no way to determine which system provides the correct answer and 2) how to exploit a test set of sufficient quality to get confidence in the correctness of the tested system.

DeepXplore [13] was the first method to explore DT to test DL models. By using the publicly-available datasets MNIST (dataset for hand-written digits), ImageNet (dataset for general image classification), VirusTotal (dataset for malicious PDF documents), Udacity video dataset for driving, and Drebin (dataset for Android apps), DeepXplore tested state-of-the-art...
DL models and showed that neuron activation coverage coupled with DT can produce inputs depicting incorrect behaviors by selecting those inputs which lead to wrong classification for most models. Interestingly, these inputs can be used to re-instruct the tested model to enhance its accuracy. However, the accuracy attained for the MNIST dataset after employing the approach presented in DeepXplore was 98.96%, which is 0.95% less than the state-of-the-art model.

Whereas DeepXplore generates inputs via gradient ascent optimization, Chunyan Wang [16] proposed differential combination testing based on the selection of transformation functions in addition to the evaluation via DT.

C. Metamorphic Testing (MT)

Metamorphic Testing (MT) is an effective method to deal with programs for which an oracle is difficult or even impossible to define. In MT, known relations between the inputs and outputs of a program, called metamorphic relations (MR), can be used to find faults in the program [17]. For example, in Figure 2, a typical MR says that applying horizontal flipping over the image should not change its classification label, even though the correct label is unknown. Starting from an initial source test case, by using MRs, it is possible to generate follow-up test cases for which the expected result has to satisfy properties defined by the MRs. If the relation is violated, then a fault is revealed, even though we ignore where is the fault located and what is the correct expected output of the program. While an exact test oracle is usually impossible to get for DL, due to the stochastic nature of the predictions computed by the model, many MRs can often easily be identified and conjointly used to check the model outputs. As an example, consider an object detection system that detects a number of objects in an image, computes surrounding boxes on these objects and classifies them. For such a system, several MRs can be defined. For instance, flipping the images left-right or upside-down, shall lead obviously to the same label of the image, but the coordinates of computed surrounding boxes can also be easily predicted in the transformed image. Similarly, if the image is transformed by adding objects without overlapping or changing existing objects, then a relation can be established to verify that the number of detected objects must be greater than the number in the original image. Note that even though a difference between the results certainly reveals a fault, nothing guarantees that at least one of the two results is correct. In that sense, MT suffers from the same issue as DT.

Using MT to test learning models originates from [18], but only recent works have pushed MT to validate DL models by using dedicated metamorphic relations [19]–[21]. The proposed approaches have been used for identifying implementation bugs in ML based image classifiers, validating other DL frameworks used in diverse applications, and validating a DL classifier for automated organization of biological cell images. MT is relevant for testing DL frameworks as the training algorithms are complex and the training of DL models require huge amount of data. However, the identification of MRs, that is the most beneficial relations for testing a system, is challenging. In [20], many relations for image classifiers are proposed and experiments show that some of these metamorphic relations are able to identify 71% of the implementation bugs in average. This level of accuracy appear to be largely insufficient for considering the deployment if these models in safety-critical VBS. Recently, it was further proposed to use contextual bandits to select the most appropriate MR for image classification and object detection [22]. The attempt was to learn how to adapt the selection of the most promising MR for testing DL models. Even though, the approach of [22] was not deployed to test DL models embedded into VBS, the method reveals itself very powerful to select appropriate MRs.

On another research lead, the testing tool DeepTest [23] was proposed to detect inaccurate behavior of self-driving cars. Using data sources coming from dedicated sensors (e.g., LiDAR or camera), decision systems of self-driving cars have to be thoroughly tested in diverse driving conditions, because inaccurate behaviour might cause fatal collisions. DeepTest leverages neuron activation coverage and MT to create synthetic test images which represent realistic weather or lighting conditions. For example, for a given driving situation, the self-driving car’s steering angle should not change under any lighting-varying conditions. [23] suggests that MT is appropriate for testing DL-based decision systems of autonomous vehicles. Besides these work, little is still known on the deployment of MT to test DL models in VBS. It is a promising research area that has its own challenges.

Inspired from DeepTest, we designed some experiments to see how MT can be used to test trained DL models on MNIST dataset. However, we didn’t refer the DeepTest code because the method’s overall outcome was to forecast steering angle for autonomous automobiles rather than classification. As a result, we developed four MRs based on various rotations, image height and width changes, image shearing, and image zooming angles modifications. We conducted tests in three distinct approaches, the first of which included modifying the MRs separately (results shown in Table I). Second, merging two MRs (rotation, and width and height shift) and examining the results (as shown in Table II). Third, combine and tune three separate relations (rotation, width and height shift, and shearing), as shown in Table III. Finally, we used all four relations (rotation, width and height shift, shearing, and zooming) and tuned them to observe how they affect the final accuracy, as shown in Table IV.

We ran four types of tests to examine how these MRs impact the model. First, we look at the model’s accuracy on the test dataset without any train or test data augmentation (represented as Without Aug in Table IIV). Second, we ran tests to examine how the model responds to augmented training data while testing it on non-augmented test data (represented as only Train Aug in Table IIV). Third, we used original training data to train the model but then used augmented data to test it (represented as only Test Aug in Table IIV). Finally, we tested DL models that had been trained on augmented training data and tested them with augmented test data (represented as Train and Test Aug in Table IIV).
DeepMutation is a tool that allows the generation of mutants that can be used to test the robustness of machine learning models. It is based on the idea of modifying the system in a controlled way to assess its behavior and identify weaknesses. This is achieved by applying different types of mutations to the model, such as changing the training data, the model architecture, or the hyperparameters. The mutants generated by DeepMutation can then be used to evaluate the quality of a test suite and to generate fault-revealing test cases.

Combinatorial Testing (CT) is a software testing approach that uses the interaction of input parameters to generate test cases. It assumes that parameters often interact with each other and that certain tuples of values may actually lead to faults. CT follows the assumption that input parameters often interact, and its goal is to find combinations of values that lead to failures. This approach has been used in various fields, including machine learning, where it is referred to as mutational analysis. DeepMutation follows this approach by generating mutants that interact with each other, allowing for the detection of faults in the system.

In another study, DeepMutation was deployed for testing DL models in [26] with a tool called DeepMutation. The authors present both source-level and model-level mutation operators that manipulate the system robustness by reducing the spaces of runtime parameters. This approach can be used to assess the quality of test sets and to generate fault-revealing test cases.

We ran several tests on the MNIST dataset with the code provided by [26] to assess how well DeepMutation evaluates the model. In another example, we can observe that when the DL model is trained and evaluated using augmented data, it performs significantly better. Based on the acquired results, we discovered that the DL model works effectively when trained with either original or augmented data. However, if the DL model is not trained with augmented data but tested on augmented data, it struggles to predict the test set. In another example, we can observe that when the DL model is trained and evaluated using augmented data, it performs significantly better.

Table V, and VI. In another study [27], DeepMutation was deployed for testing DL models in [26] with a tool called DeepMutation. The authors present both source-level and model-level mutation operators that manipulate training data and code. A mutant is generated by applying one or multiple mutation operators on the original program, i.e., by only introducing minor changes in the data set or the model architecture [25]. A mutant is generated by applying one or multiple mutation operators on the original program and the goal is to evaluate a test suite by its ability to distinguish the original program from its mutants. A mutant is generated by applying one or multiple mutation operators on the original program and the goal is to evaluate a test suite by its ability to distinguish the original program from its mutants.
TABLE V
MUT OF DL MODELS USING DIFFERENT MODEL-LEVEL TUNING LIKE GAUSSIAN FUZZING, WEIGHT SHUFFLING, NEURON EFFECT BLOCK, NEURON ACTIVATION INVERSE, AND NEURON SWITCH.

| Type                  | Gaussian Fuzzing | Weight Shuffling | Neuron Effect Block | Neuron Activation Inverse | Neuron Switch |
|-----------------------|------------------|------------------|---------------------|--------------------------|---------------|
|                       | Accuracy         | Error            | Accuracy            | Error                     | Accuracy      |
| Mutation Ratio        | 96.39            | 3.61             | 96.97               | 3.03                      | 96.92         |
| 0.01                  | 0.1              | 90.1             | 9.9                 | 66.11                     | 33.89         |
| 0.2                   | 85.06            | 14.94            | 32.32               | 67.68                     | 16.38         |
| 0.4                   | 34.53            | 45.57            | 16.18               | 38.82                     | 16.83         |
| 0.5                   | 33.17            | 66.83            | 14.64               | 85.36                     | 11.12         |

TABLE VI
MUT OF DL MODELS USING DIFFERENT MODEL-LEVEL TUNING.

| Type                        | Accuracy | Error |
|-----------------------------|----------|-------|
| Layer Deactivation          | 7.17     | 92.83 |
| Layer Addition              | 0.07     | 99.93 |
| Activation Function Removal | 87.9     | 12.1  |

states. After each layer, their technique (DeepCT) analyzes the interactions between the neurons. The technique is useful in testing the large runtime states specifically neuron outputs in DL models. They proposed CT coverage guided test generation technique which was useful in detecting the defects at early stages. Furthermore, Lei Ma [31] explored the variable strength CT to test how each neuron present in the post layer is influenced by the combinatorial effect of all neurons present in pre-layer. To accomplish this, three different methods are introduced to establish variable strength CT interaction patterns for DNNs.

1) Combinatorial Smoke Testing: Smoke Testing (ST) is a degree of testing performed by developers on the first software builds to ensure that all of the basic/core features are operating properly. Due to a number of issues like configuration, regression, code, and environmental issues, the environment is not well served by the software builds. So, after the development team has completed the initial build, it is subjected to basic testing before being submitted to the next stage of testing. This initial level of testing is known as smoke testing. Using this testing technique, the authors of [32] performed experiments on both supervised (classification) and unsupervised (clustering) learning and they came up with universal smoke tests using techniques like boundary value analysis, and equivalence classes, which verifies the fundamental functions that can be performed without failing.

F. Adversarial Perturbation Testing (APT)

A technique developed to attack machine learning systems, known as adversarial perturbation can be tuned to serve the purpose of testing DL models. An adversarial example is an intentional attack created to fool a DL model with a test input which makes the system produce a wrong answer [10]. Interestingly, adversarial inputs are close to correctly classified inputs, so that they remain undetectable for human eyes or classical detection means. Adversarial Examples can be referred as an optical illusion but for machines (see Figure 3). Szegedy et al. [33], were one of the first to point out the existence of adversarial examples. They pointed that given an input (x) and a target (t), which comes out to be C(x) ≠ t, it is often possible to find similar inputs (x) which can result in C(x) = t yet both the inputs (x and x) are close according to some distance metric. This property is known as a targeted adversarial example. There are other less powerful attacks available in literature like untargeted adversarial examples which focuses on classifying (x) as any wrong target class. Nguyen et al. [34] have shown that an image can be certainly changed in a manner that the changes are unnoticeable to human eyes. Those changed images can cause the deep neural network to mislabel the image. It shows that it is easy to generate images unnoticeable to human (fooling images). However the neural network confidently classify it as a recognizable object with 99.9%. They have taken CNN networks to perform the perturbation on MNIST data sets or ImageNet, further finding images with algorithms or gradient ascent due to which DNN labels the image with high confidence as a member of recognizable group. They have shown that DNN models are fooled easily, to categorize unrecognizable images with high probabilities as a member of a recognizable group. The DNN considers the objects as nearly perfect samples of recognizable images. By generating adversarial examples, Adversarial Perturbation Testing (APT) can produce test cases which reveal wrongly classified inputs, by construction. For instance, to evaluate the robustness of DL models, CleverHans [35] is a state-of-the-art open source toolkit to automatically generate adversarial inputs for machine learning models. Where the authors have suggested a new algorithm to calculate the perturbations which efficiently fool DNN networks. This further helps to quantify the robustness of deep classifiers. DeepFool is built on the classifier being iteratively linearized to provide minimum perturbations that are adequate enough to modify classification labels. They did experiments on 3 data-sets and 8 classifiers, which showed the effective positive results in calculating the adversarial perturbations. The tool can calculate the least perturbed adversarial image and it can thus be converted into a APT tool, i.e., a method which generates test inputs able to push the DL model under test to produce wrongly classified images. The approach can be further refined by using Generative Adversarial Networks (GANs) which use a discriminating network to evaluate inputs produced by a
generative network. By learning how to produce adversarial examples, the discriminating network is by construction an APT tool able to produce test cases which lead to wrong classifications for the tested DL model. An example is given by the DeepRoad approach [21]. Here, GANs are combined with MT to produce adversarial examples for testing decision systems of self-driving cars. However, it is worth noting that GANs are difficult to train in practice with possible non-convergence issues, which has the side-effect to increase the complexity of the testing setup. In [20], they have presented a unique class of algorithms by formalizing the space of adversaries in neural networks. This novel class of algorithms has been introduced to craft the adversarial examples on the basis of accurate mapping understanding amongst DNNs input and output. When applied to a computer vision, their algorithm was able to produce the samples for human subjects, with 97% adversarial success rate, by modifying the input features on the average of only 4.02% per sample. They have shown the vulnerability of various samples to adversarial perturbations. They have also shown the vulnerability of various samples to adversarial perturbations by introduction of hardness measure.

IV. DISCUSSION

Generally speaking, it can be concluded from our initial experiments that MuT can be used to test both training and test data. MT, on the other hand, can be used to assess the correctness of machine learning models. DT can be used to select inputs leading to inaccurate classification and use those inputs to enhance the model accuracy. However, in cases where testing the DL models is time-constrained, MuT can be utilized to identify the model’s corner cases. Fig. 3 gives a schematic overview over all the presented testing techniques and their general workflow. As seen above, these techniques brings specific challenges when they are deployed to test DL models. Nevertheless they are complementary in their ability to cover the issues raised by the deployment of DL models. Tab. VII summarizes how testing techniques address the challenges of testing DL models. Model quality is addressed by MT, MuT, APT, and CT as these techniques stress the model and evaluate its correctness and performance. However, the training dataset quality is addressed exclusively by MuT and APT as only those techniques can modify or analyse the network structure. Conversely, only DT and MT tackle the oracle problem as the other techniques exclusively exploit the tested DL model by counting exclusively on an external oracle to evaluate the test results. Test input selection is addressed by MT, CT, and MuT because these techniques can generate systematic fault-revealing test cases. To some extent, APT has also some test inputs generation that but not at a great scale. Finally, only APT deals with adversarial detection because the technique itself is based on the creation of adversarial examples. In summary, Table VII shows that these testing techniques for DL are complementary and should be combined based on the peculiar targeted application. For instance, the combination of MT and APT, or DT, MuT and APT, offers us an ideal coverage of the five identified problems. Depending on the deployment context of the VBS, it can be the combination of several of these testing techniques that is the most relevant.

V. CONCLUSION

In this paper, we have presented techniques for testing DL models. We have seen that challenges such that quality of the model, quality of the training dataset, the oracle problem, the test input selection and adversarial detection can be effectively tackled by a combination of testing methods. Our conclusion is that methods from the traditional software testing area, when they are combined altogether, are suitable for the testing of DL models even though they bring specific challenges that need to be handled. In particular, differential testing, metamorphic

---

**Fig. 3. Schematic Overview of Testing Techniques for Deep Learning Systems**

**TABLE VII**

| Challenge                                      | DT | MT | MuT | APT | CT |
|------------------------------------------------|----|----|-----|-----|----|
| Quality of the Model                           | ✓  | ✓  | ✓   | ✓   | ✓  |
| Quality of Training Data                       | ✓  | ✓  | ✓   |     |    |
| Oracle Problem                                 | ✓  | ✓  |     |     |    |
| Test Input Selection                           | ✓  | ✓  |     |     | ✓  |
| Adversarial Detection                          |     |    |     |     | ✓  |

---
testing and adversarial perturbation testing attract interest due to their ability to mitigate the test oracle problem, e.g. by defining relations between source test cases and generated test cases, and their ability to detect adversarial attacks. However, the identification and selection of the most fault-revealing metamorphic relations is challenging for image classification and object detection systems. Mutation testing, on the other hand, allows one to focus on the consistency of a model towards variants of similar inputs. Its deployment for testing DL models is appealing even though the definition of mutation operators is not trivial. In the context of testing DL models, it can be used to analyze strengths and weaknesses of both the model and the datasets, without the manual creation of additional test cases. Combinatorial testing for DL models is interesting to evaluate the model robustness and adversarial perturbation testing evaluates security aspects of DL models.
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