When the energy-harvesting embedded system (EHES) is running, its available energy (harvesting energy and battery storage energy) seems to be sufficient overall. However, in the process of EHES task execution, an energy shortage may occur in the busy period such that system tasks cannot be scheduled. We call this issue the energy deception (ED) of the EHES. Aiming to address the ED issue, we design an appropriate initial energy level of the battery. In this paper, we propose three algorithms to judge the feasibility of the task set and calculate the appropriate initial energy level of the battery. The holistic energy evaluation (HEE) algorithm makes a preliminary judgment of the task set feasibility according to available energy and consumption energy. A worst-case response time-based initial energy level of the battery (WCRT-IELB) algorithm and an accurate cycle-initial energy level of the battery (AC-IELB) algorithm can calculate the proper initial battery capacity. We use the YARTISS tool to simulate the above three algorithms. We conducted 250 experiments on As Late As Possible (ALAP) and As Soon As Possible (ASAP) scheduling with the maximum battery capacities of 50, 100, 200, 300, and 400. The experimental results show that setting a reasonable initial energy level of the battery can effectively improve the feasibility of the task set. Among the 250 task sets, the HEE algorithm filtered 2.8% of them as infeasible task sets. When the battery capacity is set to 400, the WCRT-BIEL algorithm increases the success rates of the ALAP and ASAP by 17.2% and 26.8%, respectively. The AC-BIEL algorithm increases the success rates of the ALAP and ASAP by 18% and 26.8%, respectively.

1. Introduction

In recent years, embedded systems are fast becoming a key proportion of computer science and technology in different domains, such as driverless vehicles, medical implants, weather monitoring sensors, wearable devices, and so on [1–6]. Most embedded devices are battery-powered. The battery life determines the embedded system running time. However, the battery capacity is limited. Some embedded systems that are deployed in distant areas require long-term operation [7, 8]. In this case, these systems require periodic battery replacement to maintain running time. Battery replacement, however, is very difficult in general. Energy harvesting provides new insights into this issue. This technology harvests ambient energy and converts it into electrical energy for direct use in an embedded system or stores it in a storage module (i.e., battery) for future uses. The benefit of this approach is that it can increase system running time and eliminate the demand of battery replacement [9]. We refer to an embedded system that uses energy-harvesting technology as an energy-harvesting embedded system (EHES). The major problem in EHES is to ensure that the task calculation of the embedded system can obtain enough energy. The EHES generally consists of three parts, as shown in Figure 1, in which the energy source (such as sunlight, wind power, and vibration energy) is converted into electrical energy by the energy harvester and passed to the energy storage device (battery) for storage. Because of the unpredictability of the energy source (such as a period of overcast rain or the unavailability of solar power during the night), the task of harvesting energy is uncertain. Thus, the converted electrical energy cannot power the system stably.

In this work, we consider the issue of ED arising from scheduling algorithms in EHES. The main reason for ED is
that when the system carries out a hyperperiod task, the energy consumed is less than the energy stored in the battery plus the harvested energy, and the system will not stop because of the lack of energy; however, in this hyperperiod, the task may be executed very frequently during a certain period of time; at this time, the energy consumption is relatively large, and the harvested energy and the energy stored in the battery are insufficient to support this consumption, causing the system to stop running. This is very contradictory to the above situation. Through our research, we found that setting the proper initial energy level of the battery can effectively eliminate the ED issue. Setting the battery's initial energy can effectively eliminate the lack of energy in the process of task execution. We proposed an energy level judgment algorithm and two battery initial level calculation algorithms to solve this issue.

The contributions of this paper are as follows:

1. In this work, we conduct the system schedulability analysis and find the necessary condition for the viability of the EHES, designing a task scheduling pre-judgment method based on task set attributes and energy production power for EHES, which can filter out those task sets that are not globally feasible. Among the 250 task sets, we filtered 2.8% of them as infeasible task sets.

2. An analysis of the initial battery energy level issue of the battery is given in this work. The battery must have initial energy for some tasks to be schedulable. Based on the worst-case response time (WCRT) model, the WCRT-IELB algorithm is proposed, and the schedulability of the scheduling algorithm is effectively improved by setting the initial energy level. Simulations show that the introduction of the WCRT-IELB algorithm for ALAP and ASAP is better than that without the introduction of the WCRT-IELB algorithm, and when the battery capacity is set to 400, the success rate is increased by 17.2% and 26.8%, respectively.

3. An online AC-IELB algorithm is proposed, which is more accurate than the initial energy calculation method based on WCRT. Experiments show that the success rate of the AC-IELB algorithm based on ALAP and ASAP is increased by 28%, and 26.8%, respectively, compared with the original algorithm when the battery capacity is set to 400.

4. The experimental results show that the AC-IELB algorithm has higher successful rate than the WCRT-IELB algorithm. When the battery capacity is set to 400, the success rates of ALAP are increased by 0.8%.

The remainder of this paper is organized as follows. The related works are summarized in Section 2. In Section 3, we review the general model. Section 4 explains the research motivation, and we conduct system schedulability analysis in Section 5. Section 6 presents three algorithms and describes their rules in detail. Simulation results and discussions follow in Section 7. Finally, we conclude this work and provide some directions for future works in Section 8.

2. Related Work

In the past two decades, researchers began to address issues of minimizing energy consumption in scheduling. For EHES, many studies have focused on reducing energy consumption or optimizing battery storage efficiency under the premise of ideal battery capacity while ignoring the influence of battery capacity on the scheduling algorithm. In general, researchers focus on the following three points. There are many power management technologies; for instance, dynamic power management (DPM) [10–12] and dynamic voltage and frequency scaling (DVFS) [13–15] techniques are currently two well-known technologies. DPM selectively shuts down idle components in the process of system operation to achieve the purpose of energy savings. DVFS saves energy by reducing the CPU frequency and extending task execution times. When there is not enough energy to execute the task, these two technologies cannot be used, and they are difficult to use in energy-harvesting systems. The approach proposed by Balsamo et al. [16] has successfully solved this problem.

The strategy of battery energy storage and consumption is designed to extend battery life and achieve the purpose of extending system life. Most of the works use ideal battery and/or supercapacitor models; the current works consider more accurate battery and/or supercapacitor models. At the same time, it causes some very complex issues about prediction of harvestable energy and the battery and/or supercapacitor status. According to the current state of the system, the Highest/Lowest-Power-First (HLPF) real-time task scheduling algorithm proposed by Hasanloo et al. will store electrical energy in the system as much as possible to avoid waste, thereby increasing the life of the system. And
they proposed hybrid energy storage system (HESS) component scheduling [17] which has a similar function. Furthermore, in [18], Kwak et al. researched the impact of task scheduling on battery aging, and the main principle of minimizing battery aging was proposed based on results.

The feasible scheduling algorithm is designed to extend the system running time. Allavena and Mossé [19] first focused on embedded systems with battery charging and deadline constraints. They proposed a simple and effective task scheduling method in a frame-based system of maximum and minimum energy constraints. However, this method needs to be carried out under a very strict task model in which all tasks have the same period and implicit period. Then, Moser et al. [20] proposed an algorithm called the Lazy Scheduling Algorithm (LSA), which relies on the energy consumption of the task to change the CPU frequency, thereby adjusting the WCRT. However, the result of this work heavily relies on assumptions and energy consumption directly related to WCRT, which is unrealistic for embedded systems [21]. Abdeddaim et al. adopted the energy harvesting to address the energy and time constraint in the operation of embedded systems. They proposed two classic scheduling strategies, ASAP [22] and ALAP [23]. The ALAP delays the execution time of the task as much as possible and compresses the slack time as much as possible, enabling the systems to supplement the battery energy to the greatest extent. The ASAP algorithm judges whether the current energy level is sufficient to execute a time unit and if it can be executed, it will execute immediately. Otherwise, the systems will suspend a time unit to replenish energy and then judge. Abdeddaim et al. [22] proved that the ASAP algorithm is optimal on a non-concrete task set (a nonconcrete task set is a set of real-time tasks whose offset is only known at runtime). However, the ASAP algorithm will cause frequent switching of battery charge and discharge modes in order to perform tasks as much as possible, which will reduce battery life and thereby reduce system life. This is unrealistic. Afterward, Abdeddaim et al. [24] extended the ASAP algorithm by incorporating the idea of clairvoyance, proposing an algorithm called FPCASAP. The purpose is to find the optimal algorithm for the concrete task set. However, so far, the algorithm has not been proven to be optimal for the concrete task set. Moreover, the LSA considers the battery capacity as an ideal situation when designing the battery model and sets an initial battery capacity that is always equal to the maximum battery capacity, which is unrealistic [25]. Abdeddaim et al. [22, 26] evaluated two upper limits of the battery capacity of the fixed-priority scheduling algorithm by two tests. In general, it is difficult to calculate the minimum battery capacity performed by the system due to the consideration of environmental factors and the scheduling algorithm. In the first test, they considered that the ASAP algorithm can accurately obtain this value, since the energy replenished each time during the operation of the ASAP algorithm only needs to be equal to the energy consumed by the single time unit. In this case, the minimum battery capacity that is feasible to maintain the task set is the maximum energy consumption, that is, the maximum instantaneous energy consumption.

It is only necessary to ensure that the maximum battery capacity is not less than maximum instantaneous energy consumption to ensure the task set feasibility. For the second test, they consider that the maximum capacity of the battery is at least equal to the energy consumed by all tasks in the longest busy period of the priority n task. Such maximum battery capacity is equivalent to having unlimited battery capacity in terms of task execution; however, whether considering ASAP, ALAP, or FPCASAP, their battery capacity is unlimited, which is not realistic. Designing the proper battery capacity and initial battery capacity will increase the schedulability of the scheduling algorithm. Ghardaksaz et al. [27] first proposed the calculation method for the battery capacity of the EDF-ASAP algorithm, and simulation results verify that the proper battery capacity is an important issue affecting system task scheduling. To the best of our knowledge, there is no previous work in this era that gives computation methods for battery initial level. In this work, we propose two methods to compute battery initial levels (WCRT-IELB and AC-IELB).

3. Model

The EHES generally consists of two parts: the energy system and the real-time system. Correspondingly, we assume that our model also has two parts: the energy model and the task model. In this work, we consider every time interval as one time unit, while the energy unit depends on the real situation such as the type of energy, the rate of energy conversion, and the rate of energy harvesting.

3.1. Energy Model. In this work, the energy model of EHES consists of the energy production model and energy storage model. The available energy of EHES consists of harvesting energy and battery storage energy.

3.1.1. Energy Production Model. We suppose that ambient energy can be collected by a harvesting model to produce energy and convert it into electrical power with an instantaneous charging rate, denoted as $R_1(t)$. $R_2(t)$ is a function of time. The energy harvested during the time interval $[t_1, t_2]$ is denoted as $E_p(t_1, t_2) = \int_{t_1}^{t_2} R_p(t)dt$. Based on [20, 22, 23], we make $R_p(t)$ to be a constant function and denote it as $R$. The energy harvesting during the time interval $[t_1, t_2]$ is denoted as $E_p(t_1, t_2) = (t_2 - t_1) \times R$ in the following. In addition, since the method proposed in this work is a general method, we only consider the consumption of electrical energy after energy conversion. Therefore, if the new energy is applied to the method proposed in this work, only this energy production model needs to be replaced.

3.1.2. Energy Storage Model. A battery is generally used as an energy storage device in a real-time embedded system. We suppose storage energy cannot be more than battery maximum capacity $C_{max}$ and use an ideal storage model that stores as much energy as is harvested, ignoring all losses. The energy charge of the energy storage unit at time $t$ is expressed
as $E_s(t)$, and then $C_{\text{max}} \geq E_s(t) \geq 0$ at any time $t$, where $E_s(0)$ is the initial energy level. The energy of the energy storage unit in the time interval $\{t_1, t_2\}$ is denoted as $E_s(t_1, t_2) = E_s(t_2) - E_s(t_1)$. When $E_s(t_1, t_2)$ is positive, it indicates that the energy storage unit is in the charging mode during the time interval $\{t_1, t_2\}$. In contrast, when $E_s(t_1, t_2)$ is negative, it indicates that the energy storage unit is in the discharge mode during the time interval $\{t_1, t_2\}$.

3.2. Task Model. In this work, the models and analysis methods used in this article are all oriented to fixed real-time embedded systems. In general, to ensure real-time performance, this system will not add new tasks; therefore, we consider a real-time system $P = \{\tau_1, \tau_2, \ldots, \tau_n\}$ of $n$ independent tasks. Tasks in their task sets are periodic tasks. The task is a 5-tuple $(P_i, C_i, D_i, T_i, E_i)$, in which $P_i$ is the task priority (in this work, $P_i$ is expressed as the maximum priority), $C_i$ is the worst-case execution time, $D_i$ is the relative task deadline, $T_i$ is the task period, and $E_i$ is the worst-case energy consumption (WCCEC). A periodic task $\tau_i$ generates an infinite number of real-time jobs, and each job consumes $E_i$ energy units while executing $C_i$. The deadline of each period’s task is constrained or implicit (i.e., $D_i \leq T_i$). The periodic task set is priority-ordered, the task $\tau_1$ being the task with the highest priority task. In the time interval $\{t_1, t_2\}$, task consumption is denoted as $E_w(t_1, t_2)$. If the task can be scheduled in the time interval $\{t_1, t_2\}$, the task energy consumption $E_w(t_1, t_2)$ satisfies the following formula:

$$E_w(t_1, t_2) \leq E_s(t_1) + E_p(t_1, t_2).$$

(1)

4. Research Motivation

In this work, we focus on the ED issue of scheduling for EHES. When traditional time-constrained fixed-priority pre-emptive scheduling is directly leveraged by EHES, it may cause the originally feasible task set to become infeasible. We consider that after the system completes a hyperperiod task, the energy level variation has the following two cases:

(i) The replenished energy is lower than the total energy consumed. In this case, every time a hyperperiod passes, the stored energy will decrease until the task sequence is not feasible, causing the system to stop running.

(ii) The replenished energy is greater than or equal to the total energy consumed. In this case, every time a hyperperiod passes, storage energy will increase until reaching the maximum storage value of the storage unit.

However, in some situations, an ED issue may occur. For instance, we assume a task set includes two tasks $\tau_1 (P_1 = 1, C_1 = 1, D_1 = 4, T_1 = 4, E_1 = 2)$ and $\tau_2 (P_2 = 2, C_2 = 2, D_2 = 8, T_2 = 8, E_2 = 4)$, which are executed in a hyperperiod as shown in Figure 2. The task consumption power is $C_{\text{power}} = E_i/C_i$ (where $C_{\text{power1}} = 2/1 = 2$, $C_{\text{power2}} = 4/2 = 2$), and the system power consumption is ignored in the idle state, such that the energy production power $R = 1$. We can calculate that the total consumed energy (one hyperperiod) $E_t = 2 + 4 + 2 = 8$, and the production energy $E_p(0, 8) = (8 - 0) \times 1 = 8$. We can see that $E_t = E_p$, which appears as if the system will not stop due to insufficient energy. However, as shown in Figure 3, when we set the battery initial value $E_s(0) = 1$, at the time of $t = 2$, the system stops running because energy is exhausted. When we set the battery initial value $E_s(0) = 3$, the system can perform a complete hyperperiod task. Conclusively, although the total energy consumption is equal to the total production energy in some cases, it may still be insufficient energy due to overly frequent task executions in a busy period, or the energy consumption rate of a task is much greater than the energy generation rate. When the above problems occur, the system will stop running.

We found that setting the initial energy of the battery can effectively solve the above problems. Therefore, we propose HE, WCRT-IELB, and AC-IELB algorithms in Section 6. The HE algorithm is used to filter task sets that are not feasible under global energy. WCRT-IELB and AC-IELB algorithms are used to calculate the initial energy level of the battery to solve the task scheduling failure caused by the local energy shortage.

5. System Schedulability Analysis

The aim of this section is to characterize the system schedulability. Each task is mapped to a task process when implementing the scheduling. We assumed $\psi(i)$ is a mapping of the task $\tau_i$. This mapping task process is offline and maintains constant during running. A scheduling implementation can be defined as a 2-tuple $I = (\Pi, \psi)$ for a given system $S = \{\tau_1, \tau_2, \ldots, \tau_n\}$, where

(i) $\Pi: S \longrightarrow [1, \ldots, n]$ is a priority assignment for the tasks.

(ii) $\psi: S \longrightarrow [\psi(1), \ldots, \psi(n)]$ is a mapping of tasks into processes.

A scheduling implementation $I$ for a system $S$ is feasible if the WCRT $R$ for all tasks under the implementation $I$ is no more than their deadlines $D_i$. The schedulability is given by equation (2) [28]. Then, a system $S$ is said to be schedulable if there is a feasible implementation for it. In EHES, the WCRT is determined by the worst time requirement and the worst energy requirement together. The calculation is shown below.
Feasible \((I, P) \triangleq (\forall i \in [1, \ldots, n]) R_i(I) \leq D_i. \quad (2)\)

**Definition 1.** The time demand of the task \(t_i\) in the time interval \([0, t]\) is denoted as \(w_p(t)\) in the worst case, which is the execution time of \(t_i\) and the execution time of all tasks whose priority is higher than \(t_i\). It can be obtained by the following formula [22]:

\[
  w_p(t) = \sum_{j \leq i} \left\lfloor \frac{t}{T_j} \right\rfloor \times C_j.
\]

**Definition 2.** The energy demand of the task \(t_i\) in the time interval \([0, t]\) is denoted as \(w_e(t)\) in the worst case, which is the energy of executing \(t_i\) and the energy of executing all tasks whose priority is higher than \(t_i\). It can be obtained by the following formula:

\[
  w_e(t) = \sum_{1 \leq j \leq i} \left\lfloor \frac{t}{T_j} \right\rfloor \times E_j.
\]

**Definition 3.** The WCRT of the task \(t_i\) in the time interval \([0, t]\) on EHES is determined together by the time demand and energy demand of the task, and the biggest demand between them is the WCRT denoted as \(w_i(t)\). It can be obtained by the following formula:

\[
  w_i(t) = R_i(I) = \max \left( w_p(t), \frac{w_e(t)}{R} \right).
\]

**Theorem 1.** If after setting the initial battery level and each task of the task set \(P\) meets the demand \(w_i(t) \leq D_i\) in the worst case, the task set is feasible, then the system is schedulable.

**Proof of Theorem 1.** We consider the initial battery level \(E_s(0) \leq C_{\text{max}}\); then, energy demand in the worst case is

\[
  w_e(t) = \sum_{1 \leq j \leq i} \left\lfloor \frac{t}{T_j} \right\rfloor \times E_j - E_s(0).
\]

According to Definition 3, we know that

\[
  w_i(t) = \max \left( w_p(t), \frac{w_e(t)}{R} \right),
\]

and \([w_e(t)/R] \geq w_p(t)\) because in our model, \(E_s(0) \geq 0, E_i \geq C_i \times R\). This reveals the fact that in our model, we must have replenishment periods that increase task response time (only aim at scheduling algorithms of considering energy, while WCRT of the traditional fixed-priority scheduling algorithm only considers time).

Assume \(E_s(0) = 0\). Then,

\[
  t_s = w_i(t) = \left\lfloor \sum_{1 \leq j \leq i} \left\lfloor \frac{t}{T_j} \right\rfloor \times E_j \right\rfloor \times R.
\]

Similarly, assume \(E_s(0) > 0\). Then,

\[
  t_s = w_i(t) = \left\lfloor \sum_{1 \leq j \leq i} \left\lfloor \frac{t}{T_j} \right\rfloor \times E_j - E_s(0) \right\rfloor \times R.
\]

We obtain

\[
  t_s \geq t_s.
\]

While \(t_s > D_i\) indicating that the task missed the deadline, that is, the system is unschedulable, otherwise, the system is schedulable \((t_s \leq D_i)\). Therefore, \(t_s \geq D_i \geq t_s\) indicates that system is unschedulable while \(t_s \geq D_i \geq t_s\) indicates that the system is schedulable.

**Theorem 2.** In the worst case, the energy demand by the EHES is greater than or equal to 0 which is a necessary and insufficient condition for the system to be schedulable. It can be expressed by the following formula:

\[
  E(n) = n \times \left( h \times R - \sum_{1 \leq j \leq i} \left\lfloor \frac{h P}{T_j} \right\rfloor \times E_j \right) + E(0),
\]
where $hp$ denotes the hyperperiod and $n$ denotes the number of the hyperperiod.

**Proof of Theorem 2**

(1) Necessary condition: according to the above description, if the system is schedulable and all tasks must be completed before the deadline in the worst case, the system will not miss the deadline due to insufficient energy, that is, $E(n) \geq 0$, and the necessity is proved.

(2) Insufficient condition: when the production energy is less than the total consumption energy, it is not difficult to see that $E(n)$ is a monotonically decreasing function and that the battery level reduces as $n$ increases. EHES has sufficient energy in the first few hyperperiods; however, as $n$ increases, more tasks miss the deadline due to insufficient energy. Furthermore, even when $E(n) \geq 0$, the ED issue mentioned in the research motivation will stop the system, and the system is unschedulable. The insufficient condition is proved. □

6. Algorithms

In this section, we propose three algorithms to address the ED issue and improve the success rate of the task sets executed. The HEE algorithm aims at filtering the first case mentioned in the research motivation, while the WCRT-IELB and AC-IELB algorithms aim at adopting the initial mentioned in the research motivation, namely, the ED issue.

6.1. HEE Algorithm. HEE, which is shown in Algorithm 1, is a general judgment that can make a preliminary judgment on the task set, which the main relies on equation 11 to calculate. Lines 4–9 show the total energy consumption accumulated over a hyperperiod. Line 10 compares the total energy consumed and the total energy produced; if it returns true, then it indicates the total energy produced is equal or lower than the total energy consumed. This case does not completely guarantee that the task set has enough energy. However, if it returns false, it indicates that the set of tasks is infeasible.

Because HEE is a preliminary judgment, we require WCRT-IELB to judge further. Although HEE cannot accurately determine whether task sets can be scheduled, it can exclude the majority of cases that cannot be scheduled and improve the operation efficiency of the following two algorithms.

6.2. WCRT-IELB Algorithm. WCRT-IELB, which is shown in Algorithm 2, first calculates the WCRT of the set task by formula (5) [22] online 3 and then calculates the execution times of each task during the WCRT and the total energy consumption of each task (lines 5–10). Finally, the total energy consumption of each task is accumulated. The total energy consumption and production energy are compared in line 11; if the production energy is lower than the total consumption energy, the absolute value of the difference between production and consumption is returned. This absolute value is the initial value required by the battery, and this value is not more than the battery maximum capacity.

However, this value is still not the most appropriate in some extreme cases. We assume that a task set includes two tasks $t_1(P_1 = 1, C_1 = 1, D_1 = 4, T_1 = 4, E_1 = 3)$ and $t_2(P_2 = 2, C_2 = 2, D_2 = 8, T_2 = 8, E_2 = 4)$ and energy production power $P_c = 1$. We can calculate that the WCRT is 3, where $t_1$ and $t_2$ are executed once, and during this interval of time, the total energy consumption is $3 + 4 = 7$ and the energy production is $1 \times 3 = 3$. Therefore, the initial value calculated by WCRT-IELB is $|3 - 7| = 4$. However, when this initial value is set, $t_1$ will still stop running due to insufficient energy when it is executed in the second period (available energy $E_a = 4 + 5 = 9$ is less than consumption energy $E_c = 3 + 4 + 3 = 10$). Therefore, we propose a more accurate AC-IELB algorithm.

6.3. AC-IELB Algorithm. AC-IELB, which is shown in Algorithm 3, determines how to accurately calculate the initial value of the battery when a set of tasks is ready to run. AC-IELB first chooses the highest priority task and then calculates the task energy consumption at the time unit $(E_i/C_i)$ and compares it with the current energy level $(E(t))$ plus production energy $(R)$ at the time unit.

The AC-IELB can be divided into three cases. In the first case (lines 8–10), the available energy of the system is greater than energy consumption, and the system can perform tasks. In the second case (lines 11–14), the available energy is lower than the energy consumption, and the system does not have enough energy to perform tasks. AC-IELB will calculate the difference between the available energy and energy consumption and accumulate this difference to the initial battery level value, and AC-IELB will reset the initial battery level value and run again. In the third case (lines 15–18), the energy consumption at the time unit is equal to the energy production rate, and the current energy level is 0. At the next moment, we cannot guarantee that the system first consumes energy, produces energy, or both; therefore, we accumulate an additional single unit of energy to ensure the normal operation of the system. Then, the first task in the task set is deleted and the execution is repeated until all tasks in the task set have been executed. AC-IELB can address the cases where the initial value calculated by WCRT-IELB is not appropriate.

We consider a task set as shown in Table 1. In time intervals [0, 55], the scheduling result is shown in Figure 4. In this example, we set the energy production power $R = 15$, the battery initial value $E(0) = 20$, and the battery maximum capacity $C_M = 300$. Using the ALAP scheduling algorithm, the scheduling result is shown in Figure 4(a). At time $t = 9$, there is a shortage of available energy; therefore, the task $t_4$ stops executing. The initial value of the battery $E(0) = 12$ (the WCRT is 20) is calculated by WCRT-IELB, and the initial value of the battery is reset to run again. The
scheduling result is shown in Figure 4(b). When the system runs on time \( t = 8 \), the task \( \tau_1 \) stops executing due to a shortage of available energy. Until the most accurate AC-IELB is used to calculate the battery initial value \( E(0) = 158 \), the task set can be scheduled in the time interval \([0, 55]\). The scheduling result is shown in Figure 4(c).
7. Simulation and Evaluation

In this section, we describe the design and implementation of the experiment from the simulation tool, input data, simulation duration, evaluation metrics, and result analysis.

7.1. Simulation Tool. In this work, to evaluate the effectiveness of the battery initial value for scheduling algorithms, we randomly generated a large number of periodic task sets and verified them with the ALAP and ASAP. We used YARTISS [29, 30] as the simulation experiment environment and conducted secondary development on it. It provides a simulation framework and implements many scheduling algorithms that can simulate different task sets under different energy parameters for EHES.

7.2. Input Data. YARTISS uses an adapted version of the UUniFast-Discard algorithm [31] coupled with a limitation of the hyperperiod technique to generate task sets. We use this function to generate 250 task sets. Each task set contains 4 tasks, and the range of [0, 200] is selected for each attribute of the task. Task sets are time feasible.
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**Algorithm 3:** Accurate cycle-initial energy level of battery.

**Table 1: Task set \( \tau_i \).**

| \( \tau_i \) | \( C_i \) | \( E_i \) | \( T_i \) | \( D_i \) | \( P_i \) |
|---|---|---|---|---|---|
| \( \tau_1 \) | 3 | 150 | 36 | 36 | 1 |
| \( \tau_2 \) | 1 | 100 | 10 | 10 | 2 |
| \( \tau_3 \) | 2 | 20 | 24 | 24 | 3 |
| \( \tau_4 \) | 1 | 18 | 30 | 30 | 4 |
Figure 4: Continued.
7.3. Parameter Setting. In ALAP and ASAP, the influence of the battery initial value setting is compared. First, we vary the battery capacity to analyse the impact on the success rate. Second, we conducted 250 groups of experiments to observe the success rate of each algorithm under different battery capacities.

We set the same common parameters to ensure the correctness of the simulations. These parameters are set as follows: energy production power $R = 15$, the battery storage minimum energy $E_{\text{min}} = 0$, the battery maximum capacity $C_M = \{50, 100, 200, 300, 400\}$, and the simulation execution time $\text{Duration} = 2560$. We perform three types of simulations with different initial energy levels on ALAP and ASAP.

1. Setting a fixed initial energy level of the battery ($E(0) = 20$).
2. Setting the battery’s initial energy level based on WCRT-IELB.
3. Setting the battery’s initial energy level based on AC-IELB.

7.4. Evaluation Metrics

7.4.1. Average Success Rate. We define the average success rate $SR_a$ shown in equation (12) to evaluate the three algorithms, where $T_f$ denotes the number of feasible task sets and $T_a$ denotes the number of all task sets. We conducted 250 groups of experiments and calculated the success rate of each group ($SRG_{ai}$), evaluating the average by formula (13), where $T_{f,i}$ denotes the $i$th group of the number of the feasible task sets and $T_{a,i}$ denotes the $i$th group of the number of all task sets.

\[
SR_a = \frac{T_f}{T_a},
\]

\[
SRG_{ai} = \frac{1}{n} \sum_{i=0}^{n} \frac{T_{f,i}}{T_{a,i}}.
\]

7.4.2. Average Energy Level. The average energy level is the average energy percentage of the battery or capacitor during the simulation. The higher the average energy level, the lower the energy limit of the system.

7.4.3. Average Overhead. It is the average time taken to execute a scheduled event during the simulation. The greater the average overhead is, the more likely the task will miss the task deadline.

7.5. Result Analysis. We use the WCRT-IELB and AC-IELB algorithms to calculate the initial battery capacity of 250 task sets under ALAP and ASAP. Take ALAP as an example here, as shown in Figure 5. The maximum battery capacity is 50, 100, 200, 300, and 400. As depicted, since the calculation method of WCRT-IELB determines the initial battery level based on the size of the busy period, most of the initial battery levels have reached the maximum battery capacity; although the initial battery level calculated by the AC-IELB algorithm also accounts for a large part of the maximum
battery capacity, with the increase of the maximum battery capacity, this situation has eased. And the situation where the initial battery level is 0 is gradually increasing. This is because the ALAP scheduling algorithm is less affected by the initial battery level and is more affected by the maximum battery capacity. When the maximum capacity of the battery increases, the schedulability of the ALAP scheduling algorithm is gradually reduced by the initial level of the battery. Moreover, we found that when the battery capacity is 50, 100, and 200, the battery initial level calculated by the WCRT-IELB and AC-IELB algorithms has reached the maximum battery capacity in most cases, until the battery capacity is increased to 300 and 400. This situation began to ease. This is because according to the task set, it is calculated that the actual required battery initial level is greater than the maximum battery capacity. We have verified this in subsequent experiments. When the maximum battery capacity is 50, 100, and 200, the success rate of the task set is very low. It was not until the maximum battery capacity was increased to 300 and 400 that the success rate increased significantly. Most task sets did not achieve the proper initial battery level.

7.5.1. Average Success Rate. The 250 task sets were tested with the ALAP and ASAP in the following two scenarios.

Scenario 1: make 250 task sets run as a group with battery capacities of 50, 100, 200, 300, and 400.

Figure 6 shows the success rate of three different battery initial level-setting methods (fixed, WCRT-IELB algorithm calculation, and AC-IELB algorithm calculation) for ALAP and ASAP. The black line represents the scheduling algorithm that is set to run at a fixed initial battery level of 20, the red line represents the scheduling algorithm that uses WCRT-IELB to set the initial battery level, and the blue line represents the scheduling algorithm that uses AC-IELB to set the initial battery level.

The ALAP scheduling algorithm calculating the initial battery level based on the WCRT-IELB and AC-IELB algorithms. (a) WCRT-IELB algorithm. (b) AC-IELB algorithm.
As depicted, we propose AC-IELB and WCRT-IELB algorithm to apply the ALAP and ASAP that performance is better than scheduling algorithms based on fixed model settings. This is expected; as Section 4 describes, the scheduling algorithms on their busy period have the most energy consumption; however, using this method to calculate the initial battery level in some very extreme cases is not precise, in which case we adopt the AC-IELB for every task to calculate.

On the other hand, the ALAP scheduling algorithm is less affected by the initial battery level and is more affected by the maximum battery capacity, and with the increase of maximum battery capacity, the success rate increases. It has a big rise tendency from a battery capacity of 100 to a battery capacity of 400. Compared with the ALAP scheduling algorithm based on fixed model settings, the success rate of the WCRT-IELB algorithm under battery capacity of 400 increased by 17.2%, while the AC-IELB algorithm increased by 18%. For the ASLP scheduling algorithm, the scheduling algorithm based on fixed model settings remain stable success rate form battery capacity of 50 to 400, suffering rarely fluence from battery capacity, ALAP scheduling algorithm based on AC-IELB and WCRT-IELB algorithm under form battery capacity of 50 to 200, its success rate has a big rise. In addition, by a battery capacity of 300 and a battery capacity of 400, its success rate is basically the same. Compared with the ASAP scheduling algorithm based on fixed model settings, the success rate of the AC-IELB and WCRT-IELB algorithms under battery capacity of 400 increased by 26.8%.

Scenario 2: divide 250 task sets into five groups and run with battery capacities of 50, 100, 200, 300, and 400. Figure 7 compares the success rates of ALAP and ASAP using three different methods (fixed, WCRT-IELB algorithm calculation, and AC-IELB algorithm calculation) to obtain the initial battery capacity under five different maximum battery capacities. The black line represents the scheduling algorithm running at a fixed initial battery level of 20, the red line represents the scheduling algorithm that adopts the WCRT-IELB algorithm to set the initial battery level, and the blue line represents the scheduling algorithm that adopts the AC-IELB algorithm to set the initial battery level.

To begin with, for the ALAP scheduling algorithm, as depicted, the maximum capacity of the battery has a significant impact on the ALAP scheduling algorithm (the success rate of the ALAP scheduling algorithm with initial battery level increases as the maximum battery capacity increases). When the maximum battery capacity is 50, the success rate is low. Setting the battery’s initial level has little significance. This is because the ALAP scheduling algorithm is limited by the battery capacity. Through calculation, most of the initial battery levels that we obtain are more than 50. As the maximum battery capacity increases, the success rate gradually increases, and the effect of using the WCRT-IELB and AC-IELB algorithms to set the initial level continues to improve. Overall, the increase in the number of tasks has little effect on the success rate of the ALAP scheduling algorithm, fluctuating between 5% and 18%.

On the other hand, for the ASAP scheduling algorithm, considering the ASAP algorithm with the fixed initial level, the maximum battery capacity has little effect on it. This is due to the unique scheduling strategy of the ASAP algorithm, which causes the battery energy level to remain relatively low. When the battery capacity is 50 or 100, the success rate of the ASAP scheduling algorithm changes in the same way. When the battery capacity is 200, 300, and 400, compared with the ASAP scheduling algorithm based
on fixed model settings, the success rate of the ASAP scheduling algorithm based on the WCRT-IELB and AC-IELB algorithms to calculate the initial level is greatly improved, the success rate increases with the increase in number of task sets, and the task changes are relatively stable. Through experiments, we found that the overall energy level during the operation of the ASAP scheduling algorithm is low. If the busy period consumes large energy, there is not enough energy to run the task before the deadline, which requires a relatively large initial battery level. Therefore, when the battery capacity is high, the performance of the ASAP scheduling algorithm based on WCRT-IELB and AC-IELB is better than the ASAP scheduling algorithm with a fixed initial value.

7.5.2. Average Energy Level. As shown in Figure 8, we observe that the average energy level with adopting the WCRT-IELB and AC-IELB algorithm is higher than with fixed method settings on the ALAP (Figure 8(a)) and ASAP (Figure 8(b)), the primary reason is that we setting an initial battery level. Moreover, the increase of average energy level with the battery capacity increase. The average energy level of adopting AC-IELB algorithm is lower than...
adopting WCRT-IELB algorithm on the ASAP scheduling algorithm. Since compared with WCRT-IELB algorithm, AC-IELB algorithm calculate the initial battery level is more precise.

7.5.3. Average Overhead. As shown in Figure 9, we observe that the average overhead of adopting WCRT-IELB and AC-IELB algorithms is lower than that use initial battery level on ALAP (Figure 9a) and ASAP (Figure 9b)). Also, these two different methods have the same tendency, which reduces with the increase of battery capacity.

8. Conclusions and Future Works
In this work, we proposed a filter algorithm named HEE that aimed to remove the infeasible task set of EHES, and we proposed two algorithms named WCRT-IELB and AC-IELB that aimed to improve the success rate of the scheduling algorithm to use the battery initial level to solve the ED problem. From the experiment, we can see that the best performance of the three scheduling algorithms without a proper battery initial level is achieved by employing the ASAP scheduling algorithm, which has a success rate of 60% at the maximum battery capacity, while the success rate
reached 97.2% after introducing the WCRT-IELB and AC-IELB algorithms. We ascribe this case to two problems: ED and the limitation of the maximum battery capacity. As a result, we found that the proper battery initial level and maximum battery capacity could improve the success rate of scheduling algorithms of EHES; however, the effect of this improvement depends on the strategy of scheduling algorithms.

In future work, a valuable endeavour is to calculate a suitable maximum capacity of the battery by implementing the algorithm and combining it with the battery’s initial energy level to further improve the success of the scheduling algorithm. We will also try to build a real-world platform to collect real data and try to test the practicality of our proposed algorithms. Furthermore, the EHES computing unit based on multitask scheduling discussed in this work is a discrete computer system; hence, we will consider to research and discuss algorithms of this work on the continuous system.
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