Three-Dimensional Imaging of Individual Point Defects Using Selective Detection Angles in Annular Dark Field Scanning Transmission Electron Microscopy
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Abstract:

We propose a new scanning transmission electron microscopy (STEM) technique that can realize the three-dimensional (3D) characterization of vacancies, lighter and heavier dopants with high precision. Using multislice STEM imaging and diffraction simulations of $\beta$-Ga$_2$O$_3$ and SrTiO$_3$, we show that selecting a small range of low scattering angles can make the contrast of the defect-containing atomic columns substantially more depth-dependent. The origin of the depth-dependence is the de-channeling of electrons due to the existence of a point defect in the atomic column, which creates extra “ripples” at low scattering angles. We show that, by capturing the de-channeling signal with narrowly selected annular dark field angles (e.g. 20-40 mrad), the contrast of a column containing a point defect in the image can be significantly enhanced. The effect of sample thickness, crystal orientation, probe convergence angle, and experimental uncertainty will also be discussed. Our new technique can therefore create new opportunities for highly precise 3D structural characterization of individual point defects in functional materials.
1. Introduction

Recent advances in transmission electron microscopy (TEM), such as aberration correction, have enabled imaging of materials with sub-Angstrom resolution, and delivered significant impact to many disciplines of science. The next phase of electron microscopy must involve fully understanding the signal-generating mechanisms and developing new ways to extract maximal information about the materials’ structure from the data. One example is the characterization of point defects in materials. Point defects have played a major role in tuning the electronic and optical properties of semiconductors over the last few decades, and the ability to control individual point defects will continue to be an essential part of the development of the next-generation functional materials (e.g. [1, 2]). To control individual point defects, it is required to determine the exact location, distribution, segregation, or clustering of the point defects, and understand how they affect the local structure and functional properties. While there are indirect spectroscopic methods that can estimate point defect concentrations (e.g. [3]), establishing the direct relationship between the detailed structural aspects of point defects and the properties of the material has been challenging. With unmatched spatial resolution, TEM-based techniques, including scanning TEM (STEM) [4-10] and electron energy loss spectroscopy [11-14], have been able to detect the impurity atoms in crystals. The remaining important task is to obtain the exact depth information of the point defect along the beam direction in TEM. The depth information is required to determine the 3D positions of individual point defects, which, for example, is necessary to reveal their clustering or segregation at surfaces or interfaces that may decide whether they are electronically active or not. The aforementioned 3D information is also important to determine how the point defects are related to other important aspects in the structure, such as bonding distances, local lattice distortion, and extended defects in crystals. Acquiring the true 3D information of atomic scale defects using electron microscopy can therefore significantly advance our knowledge in many areas of materials research.

Efforts have been made to acquire the depth information of individual atoms in the past using STEM [6, 15-17]. In STEM, increasing the probe convergence angle should ideally increase the depth resolution and therefore STEM imaging using highly converged probes should be able to provide 3D
atomic scale information. However, even with the largest convergence half angle currently possible (~30 mrad), the depth resolution still remains above ~ 5 nm, far greater then the size of an atom. To increase the limit of depth information in STEM, focal series imaging with confocal configurations have been studied [18-22]. An alternative approach is to use the electron channeling effect in the crystal. When a converged probe enters a crystal matrix, the probe intensity oscillates as the electrons pass through the sample along the depth direction [6, 15, 23, 24]. The oscillation results in the difference in the amount of electron scattering that occurs at each atom position along the depth direction. Therefore the exact understanding of how probe channeling occurs in a certain crystal should allow for identifying the depth position of the atomic scale object based on the final image intensity. In other words, the probe oscillation can provide the ability to “resolve” the depth information of the atomic scale object. This method has been used to visualize the atomic structure buried at interfaces [25], and to determine the depth positions of the individual heavier dopants in a crystal [6, 26]. One of the key advantages of this method is that it only needs a single scan of the probe on the sample, hence it can prevent the complications that arise due to multiple scans of the probe in focal series imaging, such as sample drift or radiation damage. Furthermore, while a thin TEM sample is still necessary, the sample can be as thick as a few to ten nanometers, depending on the material [5, 6, 26, 27]. Recent reports have demonstrated that preparing such high quality thin TEM samples from a bulk (or thin film) would require the mechanical wedge polishing technique [6, 26, 27], rather than the use of the more popular focused ion beam method.

In general, the 3D characterization of point defects using electron channeling information should satisfy two main experimental requirements: (i) a fully quantitative comparison between the experimental and theoretical image intensities, and (ii) the exact knowledge about the thickness of the sample area that is being scanned. The former has been realized using the quantitative STEM technique [28] based on the exact calibration of the annular dark field (ADF) detector and multislice STEM simulations, and the latter is possible by simultaneously acquiring position averaged convergent electron beam diffraction patterns [29] during imaging. Recently, using probe channeling information combined with quantitative STEM, Hwang et al. have shown that the depth of individual Gd dopant atoms in the Sr columns of SrTiO$_3$ was
determined with depth uncertainty less than ±1 unit cell [6]. Among the atomic (Z) number based heavier dopant imaging, this has shown the smallest Z-number ratio between the dopant (64Gd) and the host (38Sr) so far. The authors also found that ultimately the dopant depth precision is limited by the experimental errors, which may include sample drift, surface roughness, scan distortion, and Poisson noise. A following report by Zhang et al. [26] has shown that the depth precision can be further increased using the signals from multiple ADF detection angles, as the dopants in different depths may scatter in different angles. These results have a couple of important implications: first, the ADF detection angles can be optimized to maximize the depth dependence of the point defect contrast in the image, and second, theoretical calculation of the image intensity and probe channeling behavior should play a critical role in the prediction and interpretation of the point defect imaging.

While detecting heavier dopants has been possible using Z-contrast imaging combined with probe channeling information, detecting vacancies and lighter dopants, including their 3D positions, has remained difficult, as the exact understanding of the contrast of the atomic columns including them has been lacking. In this paper, we report a new STEM imaging mode that can realize the 3D characterization of vacancies, lighter and heavier dopants. Using multislice STEM image and diffraction simulations, we show that selecting a small range of detection angles (with about 10 mrad in width) can make the contrast of the defect-containing atomic columns substantially more depth-dependent. We also show that the low angle ADF (LAADF) signals (e.g. 20-40 mrad) are particularly sensitive to the depth of vacancies and lighter dopants, while high angle ADF (HAADF) (e.g. 100-150 mrad) signals are more sensitive to the depth of heavier dopants. We will also discuss potential ways to realize such selective detection angles in real experimental setups, and consider the maximum experimental error range that can enable indisputable identification of the depth positions of individual point defects.

We used β-Ga2O3 and SrTiO3 for this simulation study. β-Ga2O3 is a transparent conductive oxide (TCO) with an ultra wide band gap (UWBG) of ~4.9 eV [30]. β-Ga2O3 is effectively a direct band gap material [31] that shows transparency up to ultraviolet (UV) regions [32] and has a high break down voltage [33]. It is also available as a high quality single crystal substrate that can be prepared using
conventional bulk growth methods [34]. Due to these unique advantages, $\beta$-Ga$_2$O$_3$ has recently gained significant attention for high-performance, high-efficiency UWBG applications, such as UV transparent electrodes, high-power and high-voltage field effect transistors, and photodetectors (e.g. [35, 36]). As in other TCOs, the transport and doping properties of $\beta$-Ga$_2$O$_3$ is significantly affected by the types of point defects in it [37]. Undoped $\beta$-Ga$_2$O$_3$ typically shows $n$-type behavior. Unlike in some other TCOs, however, the oxygen vacancies may not be the direct reason for the intrinsic $n$-type behavior because they are deep donors in $\beta$-Ga$_2$O$_3$ [31, 38, 39]. Instead, unintentionally doped (UID) impurity atoms, such as Si [40] and H [38, 41], may be the source of the $n$-type behavior. Such UID impurities can also have close relationship to cation (Ga) vacancies. Understanding the details of the point defect complexes and how they are connected to the local lattice distortion [42] and electronic properties can therefore open new possibilities of tuning the material’s properties for many important UWBG applications. From a structural point of view, the low-symmetry (monoclinic) structure of $\beta$-Ga$_2$O$_3$ provides a unique opportunity to study the effects of orientation on probe channeling and dopant contrast in the STEM image. Here we studied the change in the LAADF and HAADF intensities of the columns in $\beta$-Ga$_2$O$_3$ containing cation vacancies and substitutional Si and Nd [43] impurity atoms. Some of the important results that we acquired, such as the ripple effect at low scattering angles, were also confirmed using a more widely studied higher-symmetry crystal, SrTiO$_3$.

2. Simulation Details

All STEM ADF image simulations were performed using multislice algorithm [44] with thermal diffuse scattering (TDS) using the frozen phonon approximation at 298 K. The root mean square (RMS) deviation values of the thermal vibration of $\beta$-Ga$_2$O$_3$ were taken from Ahman et al. [45]. For each image simulation with TDS, ten images, each having twenty frozen phonon configurations, were first simulated, and then averaged to increase statistical reliability, unless stated otherwise. This should be statistically equivalent to simulating one image with two hundred phonon configurations, but ten times faster. The uncertainty of the averaging is presented with the standard deviation of the mean (SDOM) [46]. The
image simulations used 1024 by 1024 real and reciprocal space sampling, with the optical parameters of our probe corrected FEI Titan STEM ($C$s$_{x}$=0.002, $C$s$_{y}$=1.0). Two convergence half angles, 9.6 and 20.0 mrad, were tested. The convergent beam electron diffraction (CBED) simulations were performed with and without TDS. For CBEDs with TDS, 1,000 frozen phonon configurations were used.

Figure 1. Crystal structure of $\beta$-Ga$_2$O$_3$ in a (a) perspective view, along (b) [010]$_\text{m}$, (c) [001]$_\text{m}$, and (d) [100]$_\text{m}$ view. Green spheres are Ga atoms and red spheres are oxygen atoms.

$\beta$-Ga$_2$O$_3$ has space group $C$ 2/m (monoclinic) (Fig. 1a). Among the three <100> axes, we selected the monoclinic [010] (Fig. 1b) and [001] (Fig. 1c) (therefore [010]$_\text{m}$ and [001]$_\text{m}$, respectively) as the imaging orientations for this study. [100]$_\text{m}$ was not used because the atomic columns in the image would overlap significantly and may complicate the analysis (Fig. 1d). As shown in Fig. 1, the [010]$_\text{m}$ orientation will have the largest gap between the Ga atoms in the image (interatomic distance ~3.3 Å), but it will have a relatively short (3.04 Å) interatomic distance along the column (beam direction). The [001]$_\text{m}$ orientation has tighter distances between the columns in the image (Fig. 1c), but has longer interatomic distance along the beam direction (5.8 Å). As we will discuss in Section 3.4, the interatomic distance along the beam direction significantly affects the probe channeling oscillation and therefore affects the usable sample thickness range in point defect imaging. Ga atoms exist in two different positions in $\beta$-Ga$_2$O$_3$: one in the octahedral and the other in the tetrahedral (Fig. 1b). While such
distinction in Ga positions may be important for studying point defect complexes (e.g. [39]), it carries little importance for the present study as we found that those two positions do not show a significant difference in point defect contrast or probe channeling oscillation. Therefore we only show the results from the point defects positioned at the octahedral Ga positions in this paper. Sample thicknesses of 33 and 55 Å were used for [010]_m orientation, and 60 and 119 Å were used for [001]_m orientation.

Figure 2. (a) Schematic of β-Ga2O3 used in the simulation along the [010]_m beam direction. Vacancies were placed one-by-one at the positions indicated along the depth, 1 to 11. (b) An example simulated image using a HAADF detection angle (60-170 mrad). The arrow indicates the column containing the vacancy. The red dotted circle shows the area that we averaged to get the intensity of the column. The column intensity as a function of the vacancy depth position (red curve) was plotted against the intensity of the column without a vacancy (blue curve) for ADF angles (c) 60-170 mrad, (d) 100-150 mrad, and (e) 20-100 mrad. The error bars indicate the uncertainty (SDOM) generated from the averaging of ten simulated images, each of which used twenty frozen phonon configurations at 298 K. Probe convergence half angle = 9.6 mrad, and sample thickness = 33 Å.

3. Results

3.1. Achieving depth-dependent vacancy contrast using LAADF STEM

We first show the image simulation along the [010]_m orientation (Fig. 2). Simulations were carried out using different ADF detection angles for single vacancies placed in the Ga atomic column (Fig. 2a) at each depth position (1-11). An example of the resulting HAADF STEM image is shown in Fig. 2b. The white arrow indicates the column containing the vacancy. The dotted red circle indicates the
area where we averaged the intensity for the column. This column-averaged intensity is especially useful for the analysis of experimental images, as it tends to reduce the random experimental errors [6, 47]. Figures 2c to 2e show the column-averaged intensity as a function of the depth position of the vacancy along the column (red curve), as compared to the intensity of the column with no vacancy (blue curve). Figure 2c shows intensity vs. depth using the typical HAADF detection angle range, which is also the range used in previous quantitative STEM works [6, 26, 28] (the actual range used in the experiment was 60-380 mrad, but there is almost no intensity beyond 170 mrad). While the vacancy-containing column intensity is significantly lower than that of normal columns (without vacancy), the intensity profile is essentially independent of the vacancy depth position. This is in fact a problem, because it will be impossible to distinguish the vacancy in the bulk from the vacancy on the surface, which is not even distinguishable from the atomic scale surface roughness that may be present on the sample surface. The trend shown in Fig. 2c is also different from the heavier atom (Gd) in a lighter host (Sr) observed previously [6, 26], where the column intensity increases monotonically as a function of the dopant depth position. The dissimilar trends between the heavier dopant and vacancy is due to the difference in the way they affect the probe channeling oscillation, which we will discuss in Section 3.6. On the other hand, when using a smaller angle range in HAADF, 100 to 150 mrad (Fig. 2d), the profile becomes slightly more depth-dependent, showing a small decrease at ~24 Å depth. The amount of the intensity decrease is about 7%, which may be detectable depending on the amplitude of experimental errors. However, when LAADF angles (20-100 mrad) are used, the intensity decrease is more prominent than in HAADF. At ~20 Å depth, the intensity drops to about 10% of the intensity of the cases where the vacancies are positioned at either surface. This implies that, unlike detecting heavier dopants using HAADF imaging [5, 6, 16, 22, 26], vacancies in the bulk can be more easily detected using LAADF angles. In Section 3.2, we will show that the contrast of the defect-containing column can be further enhanced if we choose a smaller detection angle range in LAADF. But first, we will show why LAADF signal is more sensitive to vacancy depth position using CBED simulation.
The cause of the LAADF’s dependence on the vacancy depth can be found in CBED patterns simulated with the probe positioned at the Ga column (Fig. 3). We first look at the CBED patterns without TDS for columns (a) without a vacancy and (b) with a vacancy positioned at the 6\textsuperscript{th} position from the top (15 Å depth) along [010]\textsubscript{m} orientation. The two patterns show similar Higher Order Laue Zone (HOLZ) intensities beyond ~100 mrad, but show remarkably different patterns at lower angles (20-100 mrad). The extra “ripples” at lower angles shown in Fig. 3b must be the result of the de-channeling of the electron due to the existence of the vacancy in the column. It has been well known that any abnormality or defect (e.g. dislocation) in a crystal can result in the strong de-channeling of the electron, which can be captured using LAADF [48, 49]. The result here indicates that similar de-channeling can happen by the perturbation from the vacancy. When TDS is used in the simulations for the columns (c) without a vacancy and (d) with a vacancy, we see in both most of the HOLZ patterns are diffused, but the low angle
ripple effect caused by the vacancy still remains. Figures 3e and 3f show that the difference between the patterns with and without vacancy caused by the ripple effect is most significant in the angle range between 20 and 40 mrad. The CBED simulation result implies that, if the ADF detection angle is limited to 20-40 mrad, the contrast of the column containing a vacancy can be highly enhanced.

**Figure 4.** Column intensity as a function of vacancy depth position (red curve) compared to the column intensity without vacancy (blue curve) for detection angles (a) 0-5 mrad (bright field), (b) 5-9.6 mrad (annular bright field), (c) 10-20 mrad, (d) 20-30 mrad, (e) 30-40 mrad, and (f) 110-120 mrad, for imaging with [010]_m orientation. (g) is the simulated image with a vacancy placed at the 6th position (15 Å depth) from the top (see Fig. 2a) with 20-30 mrad detection angle. (h) is the simulated image with vacancy placed at the 9th position (25 Å depth) from the top with 30-40 mrad detection angle. All simulations used TDS and probe convergence half angle of 9.6 mrad, and sample thickness = 33 Å.
3.2. 3D imaging of individual vacancies using selective LAADF ranges

Here we show that accurate determination of the 3D position of individual vacancies should be possible using multiple, narrowly selected LAADF angles. Figures 4a to 4f show the intensities of the columns that contain the vacancy as a function of vacancy depth from the top surface (red curves) as compared to the intensity of the column without a vacancy (blue curves), all with 9.6 mrad probe convergence half angle but with different ADF detection angles. The result shows that, the bright field (Fig. 4a) and annular bright field (Fig. 4b) intensities show essentially no dependence on the vacancy depth, meaning the identification of bulk vacancy will be difficult if these angles are used. However, consistent to the CBED results shown in Fig. 3, the most variation in column intensity occurs when the detection angles are 20-30 mrad (Fig. 4d) and 30-40 mrad (Fig. 4e). With the 20-30 mrad angle range, the vacancy in the bulk can drop the column intensity to about 20% of the intensity of the column without a vacancy (blue curve) or the column with surface vacancies (both ends of the red curve), which means the accurate identification of bulk vacancies should be possible. However, the 20-30 mrad angle shows a symmetric profile along the vacancy depth, so distinguishing between the vacancy at the upper part and the vacancy at the lower part of the sample, for example, one placed at the 3rd position (6 Å depth) and the other at the 8th position (22 Å depth) from the top, may be difficult. However, incorporating the information from the 30-40 mrad angles can resolve this problem, because it shows significantly different intensities for those positions. The 30-40 mrad range in fact shows the most significant decrease in the intensity when the vacancy is at the 9th position from the top, where the intensity is almost half the intensity of the column without a vacancy (see Fig. 4h). It is also worth pointing out that, with 30-40 mrad angles, the intensity of the vacancy-containing column can even be higher than that of the column without vacancy, which happens near ~10 Å depth. This “contrast reversal” indicates that the signal intensity in this angle range is dominated by the channeling ripple effect shown in Fig. 3. In addition, the 20-30 mrad range may also be useful to study how the point defect changes the nearby Ga-O bonding, as the diffraction contrast reveals the oxygen positions well (Fig. 4g). The high diffraction contrast of oxygen columns at LAADF must be due to the complexity of the β-Ga2O3 structure that generates many
extra diffraction peaks. This is not the case, for example, in the image simulated for a higher symmetry crystal such as SrTiO$_3$, where the oxygen columns are nearly invisible when the 20-30 mrad detection angle range is used. The HAADF angle, 110-120 mrad (Fig. 4f), basically shows the same trend as the 100-150 mrad range (Fig. 2d), which indicates minimal dependence on the vacancy depth position. The result shows that the detection of the vacancy in the bulk with precise depth information should be possible by combining the information of multiple selective LAADF signals. We have proposed the idea of combining information from multiple ADF detectors to increase the depth precision in Zhang et al. [26], but the present work reveals that the depth sensitivity of the column intensity can be greatly increased by limiting the width of the annular detector to about 10 mrad and by optimizing the detection angle range depending on the type of point defects. Using LAADF signals is also beneficial because LAADF typically has much higher scattering intensity compared to HAADF, and therefore a greater signal-to-noise ratio can be achieved.

Figure 5. Column intensity as a function of vacancy depth position (red curve) compared to the column intensity without a vacancy (blue curve) for detection angles (a) 20-30 mrad, (b) 30-40 mrad, and (c) 100-150 mrad using 20 mrad probe half convergence angle. All simulations used TDS.

3.3. Effect of probe convergence angle

We tested how the high depth sensitivity of 20-40 mrad scattering angles changes when a higher probe half convergence angle, 20 mrad, is used (Fig. 5). The result shows that, while the absolute column intensities change with a higher convergence angle, the overall trend of the intensity versus the depth profile does not significantly vary (Fig. 5a and 5b) in comparison to the profiles with a 9.6 mrad half
convergence angle (Fig. 4d and 4e). The trend in HAADF signals with a 100-150 mrad detection range also does not change with respect to the convergence angle, showing limited dependence on the vacancy depth position (Fig. 5c). A similar ripple effect at the 20-40 mrad angle range was also observed in the CBED simulation using a 20 mrad convergence half angle (not shown). The results indicate that the higher probe convergence angle does not significantly affect the trend of the low angle ripple effect and therefore can also be used for vacancy depth imaging.

**Figure 6.** Column intensity as a function of vacancy depth position (red curve) compared to the column intensity without a vacancy (blue curve) for detection angles (a) 20-30 mrad and (b) 30-40 mrad, for imaging with [001]₁₉ orientation and sample thickness of 60 Å. (c) shows the image simulated for the vacancy placed at the 9ᵗʰ position (46 Å depth) from the top with a 30-40 mrad detection angle. The arrow indicates the column containing the vacancy. (d) Probe channeling oscillation along (top) [010]₁₉ (bottom) [001]₁₉ orientations in β-Ga₂O₃. (e) and (f) are the same simulations as (a) and (b), but with a sample twice as thick (119 Å). For (e) and (f), the intensities for every other vacancy positions were simulated.
3.4. Effect of crystal orientation and thickness

Here we show the vacancy-containing column intensities as compared to the normal column intensities using the other orientation, [001]m. As explained in Section 2, the interatomic distance along the depth direction of the [001]m orientation (5.8 Å) is nearly twice as long as the [010]m orientation (3.04 Å). Figure 6 shows the results simulated using the [001]m orientation with a sample thickness of 60 Å, which is almost twice as thick as the thickness used in the simulation along [010]m orientation shown in Fig. 4. However, the number of atoms along [001]m direction in this model is almost equal to the number of atoms along [010]m direction in the 33 Å thick sample shown in Fig. 4 because of the difference in the interatomic spacing. Despite the significant difference in sample thickness, the intensities simulated using detection ranges 20-30 mrad (Fig. 6a) and 30-40 mrad (Fig. 6b) along the [001]m orientation show similar trends as compared to the simulations along the [010]m orientation shown in Fig. 4. This can be explained through the simulation of the probe oscillation shown in Fig. 6d. The oscillation along the [010]m shows almost linear increase until the first maximum at a depth of ~35 Å, while the oscillation along [001]m shows the same trend until the maximum at a depth of ~65 Å. This indicates that the number of atoms directly affects the probe channeling oscillation along the depth, not the actual thickness of the sample. Therefore the simulations using 33 Å thick [010]m and 60 Å thick [001]m models must have similar de-channeling ripple effects, which results in similar trends in the depth dependence of the vacancy-containing column intensity, despite the differences in thickness. The result also suggests that, depending on which imaging orientation is chosen, the usable sample thickness for 3D vacancy imaging can increase, which is a benefit because thicker TEM samples are easier to prepare in general.

We also performed the same simulation using a 119 Å thick sample along the [001]m orientation (Figure 6e and 6f). The results show that the depth dependency of the vacancy-containing column intensity becomes rather complicated, especially in 30-40 mrad detection angles. Because of the complicated profile, the 119 Å thickness may be too thick for vacancy depth imaging.

The effect of thicker samples on the contrast of vacancy-containing columns were also tested using the [010]m orientation. Figure 7 shows the simulation that is identical to the one shown in Fig. 4,
but with a thicker sample (55 Å). The intensities of the vacancy-containing columns in both the 20-30 and 30-40 mrad detection ranges show a different and slightly more complex trend as compared to that of the 33 Å thick sample shown in Fig. 4. However, because the trends differ, together the individual profiles of both 10 mrad width detection ranges can be used to determine the vacancy depth position. Therefore, we conclude that the usable sample thickness for the 3D imaging of individual vacancies in β-Ga₂O₃ is about 6 nm, in both the [010]_m and [001]_m orientations.

Figure 7. Column intensity as a function of vacancy depth position (red curve) compared to the column intensity without a vacancy (blue curve) for detection angles (a) 20-30 mrad, and (b) 30-40 mrad, for imaging with [010]_m orientation and sample thickness of 55 Å. The intensities for every other vacancy position were simulated.

Figure 8. Column intensity as a function of Si depth position (red curve) compared to the column intensity without an impurity (blue curve) for detection angles (a) 20-30 mrad, (b) 30-40 mrad, and (c) 100-150 mrad, for imaging with [010]_m orientation. The data with a vacancy (red curve) is the same data presented in Fig. 4. All simulations used TDS and a probe convergence half angle of 9.6 mrad.
3.5. 3D imaging of lighter dopant atoms using LAADF angles

In the previous sections, we have demonstrated that the 3D imaging of vacancies should be possible using selective LAADF angles (20-40 mrad). Here we show that the 3D imaging of lighter dopants with accurate depth information should also be possible using the same selective LAADF angles. We chose Si as the lighter dopant, as it is one of the most commonly used dopants in β-Ga$_2$O$_3$ [40, 50], and controlling the unintentional doping of Si in pure β-Ga$_2$O$_3$ is also an important issue [38, 51]. Si has a Z-number that is less than a half of the host Ga atom (Z = 14 vs. 31). Figure 8 shows that the intensity profile along the [010]$_m$ direction as a function of Si dopant atom depth essentially follows the same trend as the vacancy case that we showed earlier. However, the absolute amplitude of the column intensity change is about half that of the vacancy cases in both the 20-30 and 30-40 mrad ranges. This means that, with the presence of experimental uncertainty, the accurate determination of the Si atom along the depth should be possible, but more challenging. It is also important to point out that, it may not be completely possible to determine whether the impurity is a Si dopant or vacancy, as their intensities in both detection ranges are too close to each other in some cases (for example, the positions at 3-6 Å depth range) as shown in Fig. 8a and 8b. In such cases, incorporating the signal from the 3rd detector can help the distinction between a Si dopant and vacancy. For example, if the 3rd detector is placed in a HAADF range 100-150 mrad, the intensity of the Si-containing column is consistently higher than that of the vacancy-containing column throughout the entire depth range (Fig. 8c).
Figure 9. Column intensity as a function of Nd dopant depth position (red curve) compared to the column intensity without a vacancy (blue curve) for detection angles (a) 20-30 mrad, and (b) 30-40 mrad, for imaging with [010]m orientation. (d) Probe channeling intensity profiles along the depth direction without point defects (black) and with point defects, including a vacancy (light blue) and a Nd dopant (light green), placed at the 5th position (13 Å depth) from the top.

3.6. 3D imaging of heavier dopant atoms in $\beta$-Ga$_2$O$_3$

Figure 9 shows the intensity as a function of the depth of a heavier dopant, Nd [43] in $\beta$-Ga$_2$O$_3$. Nd has $Z = 60$, which is about twice as heavy as Ga ($Z = 31$). The overall trends of the intensities in the 20-30 and 30-40 mrad ranges in Fig. 9 are different from the trends shown in Fig. 4 and 8. In comparison to the vacancy and Si cases, the first derivative of the graphs shows the opposite sign. This indicates that the de-channeling ripple effect still happens with heavier dopants but in a different way. The result shows that 3D imaging of heavier dopants should also be possible using the selective LAADF angles. However, the HAADF angle, shown in Fig. 9c, shows monotonic increase as a function of the dopant depth, and therefore the HAADF signal alone should be adequate to determine the dopant depth position. The monotonic increase in the intensity shown in Fig. 9c is consistent to the trend observed in Gd dopant...
placed in a SrTiO$_3$ host in the previous work [6]. As we have shown in the previous sections, the monotonic increase of HAADF signal as a function of defect depth does not happen in the vacancy and lighter dopant cases. The origin of this difference can be found in the probe channeling oscillation along the depth shown in Fig. 9d. As pointed out by Hwang et al. [6], the HAADF intensity strongly depends on the probe channeling oscillation along the depth. Here, the probe intensity as a function of depth in a perfect column (black) is compared to those containing Nd (light green) and vacancy (light blue). In the case of a heavier (Nd) point defect, the probe intensity increases at the position of the atom. This means that, while the Nd atom slightly alters the probe channeling profile in the column, the final image intensity will always be an additive sum of the scattering intensities from each atom positions, which result in the monotonic increase of HAADF signals up to the first maximum. However, when a vacancy is placed instead of the heavier dopant, the probe channeling intensity decreases right at the position of the vacancy, and the amount of the decrease is different depending the depth position of the vacancy. This results in a flat or even noisy trend in the final HAADF intensity profile, shown in Fig. 2c and 4f, rather than a monotonic change.

![Figure 10](image)

**Figure 10.** CBED simulated for the Sr column in SrTiO$_3$ with no vacancy, slice thickness = 1.953 Å and (a) $4 \times 4 \times 8$ (in x, y, and z) unit cells and 1024 $\times$ 1024 real space pixel sampling, and (b) $20 \times 20 \times 8$ unit cells and 2048 $\times$ 2048 pixel sampling. (c) and (d) are the same simulations as (a) and (b), respectively, but with a vacancy positioned in the middle of the column. (e and f) CBED simulated with no vacancy, and slice thickness of (e) 1.3 Å and (f) 0.98 Å. No TDS was used.
3.7. Verification of the low angle ripple effect and vacancy contrast

As previously shown, capturing the signals from the low angle extra ripple effect in the 20-40 mrad angle range can critically assist the 3D imaging of vacancies and lighter atoms. Here we verify the generality of the ripple effect by simulating the CBED patterns using a higher symmetry crystal, SrTiO$_3$, and also showing that the ripple effect is not a caused by any simulation artifacts. Figure 10 shows the CBED patterns simulated without TDS for the Sr position in SrTiO$_3$ (thickness = 19.5 Å) with no vacancy (Fig. 10a) and with a vacancy positioned in the middle of the column (Fig. 10c). The low angle de-channeling ripples become stronger in the CBED with a vacancy, which is consistent to the $\beta$-Ga$_2$O$_3$ case shown in Fig. 3b. The exact same change in ripples also occurs with a model that is laterally five times larger (Fig. 10b and 10d), indicating that the ripple effect is not an artifact caused by the use of a small real space model. The ripple patterns are also unaffected by the use of a smaller slice thickness in the multislice simulations (Fig. 10e and 10f).

![Figure 11](image)

**Figure 11.** Column intensity data with vs. without a vacancy shown in Fig. 4 (solid and dotted blue curves, respectively), as compared to the same simulation run with thermal vibration RMS value increased by 15% (solid and dotted red curves) for (a) 20-30 mrad, and (b) 30-40 mrad. (c) and (d) show the intensity ratio ($\frac{\text{with vacancy}}{\text{without vacancy}}$) for the normal RMS (pink) and RMS+15% (blue) data in (a) and (b), respectively.
We also tested the effect of the amplitude of thermal vibration to the contrast of the vacancy-containing column in selective LAADF imaging. As shown in Fig. 3, the ripple effect is present even when TDS is used, which is why the LAADF can distinguish the columns with bulk vacancies. However, we have to question if the RMS value for TDS used in the simulation is really an accurate one. The multislice code assumes isotropic thermal vibration in Cartesian coordinates (or just in x and y directions since the vibration along z will be typically smaller than the slice thickness and therefore becomes irrelevant) [44], but this may be erroneous due to the structural anisotropy of $\beta$-Ga$_2$O$_3$ [45]. Due to the anisotropic thermal vibration in $\beta$-Ga$_2$O$_3$ [45], we estimate that the isotropic RMS value that we used may be off by $\sim$15% depending on the imaging orientation. Therefore we tested whether the isotropic assumption could cause systematic error in the column intensity by increasing the thermal vibration RMS values by 15%. The result shows that the absolute column intensity values can decrease by 3-5% (Fig. 11a and 11b) due to the increase in RMS, which indicates that the use of accurate anisotropic TDS parameters will be required for a fully quantitative comparison between experimental and simulated images. Nevertheless, the ratio of the intensities between the columns with and without a vacancy does not change significantly (Fig. 11c and 11d), hence the relative contrast of the vacancy-containing column will not be affected by the potential error.

4. Discussion

4.1. Experimental realization of multiple, narrow ADF ranges

We demonstrated that, using small detection angle range in LAADF mode, such as 20-30 and 30-40 mrad ranges, can substantially enhance the contrast of the defect-containing column with its dependence on the defect depth information. Our result can therefore create new opportunities for imaging point defects in material with accurate 3D information, if the experiment uses the same detection angles presented in this work. Experimentally, the best option to achieve such narrow LAADF angle ranges with $\sim$10 mrad width would be using the direct electron detector with ultrafast read-out speed (e.g. [52]), which can acquire CBED patterns (such as the one shown in Fig. 3) for each probe position while
scanning the probe across the sample area. From the CBED patterns collected for every probe position, reconstructing the STEM images using the signals in multiple scattering angle ranges, for example, 20-30 and 30-40 mrad, and HAADF angles, should be possible. The experiment should also be possible using conventional STEM ADF detectors. The small LAADF angle range can be selected, for example, by using a normal ADF detector combined with the use of the shadow of an objective aperture onto the detector. In our FEI Titan STEM, using a camera length of 230 mm and an objective aperture with 100 µm diameter, the angle range of 20-27 mrad can be selected. In a similar manner, the 30-40 mrad angle range can be selected as well. Simultaneous acquisition of the two images may be difficult, but they can be acquired consecutively, as we have demonstrated in Zhang et al [26].

![Figure 12](image)

**Figure 12.** The difference ratio $R = \frac{I_{\text{vac}} - I_0}{I_0}$ between the column intensities with and without a vacancy along [010]$_m$ orientation as a function of vacancy depth. $I_{\text{vac}}$ is the intensity of the vacancy-containing column and $I_0$ is the intensity of the column without a vacancy.

4.2. Allowable experimental uncertainties

The determination of the depth of point defects will be ultimately limited by the experimental uncertainties in real imaging experiments [6]. Here we have estimated the maximum allowed experimental uncertainty based on the vacancy depth imaging case shown in Fig. 4. For 20-30 and 30-40 mrad data, we have calculated the difference ratio ($R$) between the column intensities with and without a vacancy using $R = \frac{|I_{\text{vac}} - I_0|}{I_0}$, where $I_{\text{vac}}$ is the intensity of the vacancy-containing column and $I_0$ is the intensity of the column without vacancy. The $R$ value changes as a function of the vacancy depth as
displayed in Fig. 12. For example, for the vacancy placed at the 5th position from the top, the $R$ value is 0.174 for the 20-30 mrad range, and 0.071 for the 30-40 mrad range. This means that if the experimental uncertainty is less than 0.071 (~7%), the accurate determination of the vacancy located at the 5th position should be possible. Throughout the whole thickness range, at least one of the 20-30 and 30-40 mrad data points is above the 5% uncertainty line (dashed line), indicating that the exact vacancy depth identification should be possible if the experimental uncertainty (in standard deviation) can be kept less than 5%. 5% is about half the uncertainty we previously reported with HAADF dopant imaging [6].

Since the LAADF detection angles have much higher signal, they should increase the signal-to-noise ratio, and if we assume that the experimental uncertainty only depends on the signal-to-noise ratio in the signal collection, the experimental error should decrease. However, the non-ideal sample conditions, such as surface roughness, can also contribute to the experimental uncertainty. This may be especially important because LAADF intensity is known to be more sensitive to surface features, although it is unclear whether this will still be the case when the narrower LAADF angle ranges are selected. Surface reconstruction may also complicate the image contrast, but no surface reconstruction in $\beta$-Ga$_2$O$_3$ has been reported [51, 53].

We must also note that the present work does not consider the relaxation or distortion of the atom positions that can potentially occur near the point defects. Such atomic displacements can also slightly alter the electron channeling, but it is difficult to guess how exactly they would occur prior to the experimental imaging. Therefore, while our results provide the initial guidelines to the optical and sample parameters for the point defect imaging, an additional simulation including the atomic displacement information may be required after experimental imaging to fully understand the details of the point defect structure.

5. Conclusion

In summary, we have shown that the 3D characterization of vacancies, lighter and heavier dopants can be determined from quantitative STEM imaging by optimizing the ADF detection angles.
The selection of a small range of LAADF signals can make the contrast of vacancy and lighter dopant-containing atomic columns more depth dependent, while HAADF signals are more sensitive to the depth of heavier dopants. Simulated CBED patterns revealed the cause of the LAADF’s dependence on the vacancy depth to be a ripple effect, which is the result of de-channeling of the electron due to the existence of the vacancy in the column. Capturing the de-channeling signal with a narrowly selected range of ADF angles critically assists the 3D imaging of vacancies and lighter atoms by enhancing the contrast of the point defect-containing columns. Using this method, we have shown that the probe convergence angle does not significantly change the overall trend of the profile and that depending on crystal orientation, thicker TEM foils can be used. However, the application of this method to determine the depth of point defects is ultimately limited by the experimental uncertainties in real imaging experiments. With the use of the detection angles presented, new opportunities for imaging point defects in materials with accurate 3D information can be created.
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