Ab initio-enabled phase transition prediction of solid carbon dioxide at ultra-high temperatures
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Carbon dioxide (CO₂) is one of the fundamental chemical species on Earth, but its solid-phase behavior at high pressures is still far from well understood and some phases remain uncertain or unknown, which increases the challenge to predict its structures. The difficulty of theoretical prediction arises from the high cost of structure screening and the low accuracy of applicable methods. In this study, we employed an ab initio computational study on solid carbon dioxide phases I and VII at high pressure and predicted their structures, energies and phase transition using the second-order Möller–Plesset perturbation (MP2) theory. Compared to the classical force field method and density-functional theory (DFT), MP2 is capable of describing covalent, ionic, hydrogen-bonds, and dispersion interactions accurately. The equation of state, vibrational spectra and Gibbs free energy were calculated, which agree well with the experimental results. We reproduced the structure of phase VII and the predicted phase boundary between phases I and VII occupying the reasonable region in the phase diagram.

1. Introduction

Carbon dioxide (CO₂) is an important chemical species in the Earth’s atmosphere, and its solid state form, dry ice, has plenty of chemical applications. Despite its abundance on Earth and other planets in its solid form, major gaps in the understanding of the solid-phase behaviors of CO₂ at high pressure still exist. Thus, in the past decades, many experimental and theoretical studies have been performed to determine the structures and stabilities of various phases of CO₂. The crystal structure of solid carbon dioxide phase I was investigated by Mark and Postland at ambient pressure in the mid-1920s using X-ray powder methods, followed by Simon and Peters at 1 bar, 150 K and Olinger at 296 K from 1 to 10 GPa. Early in 1985, a new high-pressure phase was detected by Hanson and this new structure was further identified as phase III by Aoki et al. via X-ray diffraction. Moreover, CO₂ phase VII, which is distributed at a higher temperature and high pressure region of the phase diagram, was identified to have the same structure as phase III both in space group and in atomic arrangements. Similar with phase III, phase VII can be obtained by the high pressure compression of phase I. Sontising et al. suggested that phases III and VII were likely identical and the structure of phase III was problematic based on the quasi-harmonic electronic structure calculations. For phase VII, only one experimental work has been reported at 726 K and 12.1 GPa, but not further confirmed yet, which makes its structural and stability exploration warranted.

The extreme conditions limit the structural explorations in the laboratory but open a window for theoretical study. In recent decades, great advances have been made in electronic structure methods for predicting molecular structure and crystal energy. Density functional theory (DFT) has been the standard method for handling solids and liquids due to its efficiency. However, its accuracy depends on the choice of density functionals, and there is currently no general procedure to systematically improve existing density functionals. To improve the calculation accuracy, the development of fragment-based electronic structure methods greatly extends the power of correlated wave function methods (such as the second-order Möller–Plesset perturbation (MP2) theory, and the coupled cluster singles, doubles, and perturbative triples (CCSD(T)) theory), into pharmaceutical and other chemically relevant molecular crystals.

Herein, we applied the MP2 algorithm, the simplest and most effective many-body theory, along with the electrostatically embedded generalized molecular fractionation (EE-GMF)-based quantum mechanical (QM) method to calculate the structures and Gibbs free energies of CO₂ phases I and VII at various temperatures and high pressures. MP2 is capable of describing covalent, ionic, hydrogen-bonds, and dispersion interactions, which makes the structure and stability prediction more accurate than the classical force field method and density-functional theory (DFT). The structures, equations of state, Raman spectra of phases I and VII, and their solid–solid phase transition were
systematically studied and compared. Our results suggest that the questioned structure of phase VII is correct and the predicted phase transition boundary between phases I and VII is consistent with the experiments, together with their lattice parameters and Raman spectra.

2. Results and discussion

2.1. Equations of state

Fig. 1 shows the crystal structures of solid carbon dioxide phases I and VII. For phases I and VII, their unit cells contain four ordered molecules, but the space group of phase I is $Pa3$ (atomic position: $C(4a) = (0.000, 0.000, 0.000)$, $O(8c) = (0.115, 0.115, 0.115)$), while the space group of phase VII is $Cmca$ (atomic position: $C(4a) = (0.000, 0.000, 0.000)$, $O(8c) = (0.000, 0.212, 0.109)$). We applied EE-GMF-based MP2/aug-cc-pVDZ to optimize the two crystal structures at $T = 0$. The detailed data is shown in Table 1, where the calculated lattice constants agree well with the experiments. At 11.8 GPa, the calculated lattice constants of phase I are $a = b = c = 4.934$ Å, while at 12.1 GPa, the calculated lattice constants of phase VII are $a = 4.703$ Å, $b = 4.328$ Å, $c = 5.982$ Å.

Fig. 2 shows the pressure-dependence volumes of phases I and VII compared to the experimental data. We noted that the predicted lattice volumes of both phases I and VII decrease as the pressure increases, in agreement with the experimental data. For phase I, MP2 with the aug-cc-pVDZ basis set predicted slightly more compact and stiffer solids than experiments, which may be due to the overestimation of the dispersion or quadrupole–quadrupole interactions or both in MP2. However, with an increase in pressure, the agreement between MP2 and experiments improves and becomes nearly exact. It is worth

![Fig. 1 Crystal structures of solid CO$_2$ phases I (a) and VII (b). The red circles represent O atoms, while the white circles represent C atoms.](image)

![Fig. 2 Calculated pressure dependence of the volume of CO$_2$ phases I and VII together with the experimental data. The red and blue curves are the calculated volumes of phases I and VII by EE-GMF-MP2/aug-cc-pVDZ, while the white and black dots are the experimental data of phases I and VII taken from Giordano et al., respectively.](image)

| Parameter | Expt. phase I$^{15}$ at 11.8 GPa | MP2 phase I at 11.8 GPa | Expt. phase VII$^{16}$ at 12.1 GPa | MP2 phase VII at 12.1 GPa |
|-----------|---------------------------------|------------------------|----------------------------------|--------------------------|
| $a$/Å     | 4.939                           | 4.934                  | 4.746                            | 4.703                    |
| $b$/Å     | 4.939                           | 4.934                  | 4.313                            | 4.328                    |
| $c$/Å     | 4.939                           | 4.934                  | 5.948                            | 5.982                    |
noting that there is a 1.44% volume reduction (the shade in Fig. 2) upon transition from phase I to phase VII, which is also consistent with the experimental data.\(^{16}\)

### 2.2. Vibrational spectra

The Raman spectrum is a chemical fingerprint unique to a particular molecule or material and can be used to quickly distinguish different materials. Therefore, Raman spectroscopy provides detailed information on the molecular structure, morphology, crystallinity, and molecular interactions of a material. Fig. 3 shows the calculated and observed Raman spectra of phase I at 11.7 GPa and phase VII at 12.6 GPa in the librational region. For the experimental Raman spectrum of phase I, there are three peaks located at 136.8, 175.9 and 264.5 cm\(^{-1}\), while the observed phase VII has four modes (namely, 219.9, 233.5, 244.0 and 282.0 cm\(^{-1}\))\(^{16}\) in this region. The present calculation reproduced these vibrational peaks with slight shifts, which appear at 128.8, 179.2 and 273.4 cm\(^{-1}\) for phase I, and 205.6, 237.3, 250.2, and 293.0 cm\(^{-1}\) for phase VII, respectively. The three lowest frequency peaks of phase VII are close and form a unique band. In Fig. 3, the agreement in peak positions between theory and experiment is quantitative and the agreement in intensities is also satisfactory, which renders strong computational support for the reliability and accuracy of the EE-GMF-based MP2/aug-cc-pVDZ method.

The calculated and experimental Raman frequencies for phases I (red curves) and VIII (blue curves) are displayed in Fig. 4. The predicted Raman-active frequencies reproduce the experimental data with certain accuracy. For phase I, the three red Raman modes in Fig. 4 correspond to the three Raman peaks in Fig. 3(a). For all three Raman peaks of phase I, the biggest difference in frequency between theory and experiment is 5.9%, which slightly changed with pressure. For phase VII, the three lowest frequency peaks in Fig. 4 correspond to the lower band in Fig. 3(b), while the highest frequency lattice mode is assigned to the Raman peak at 282.0 cm\(^{-1}\). The biggest difference in frequency between theory and experiment is 6.5%.

### 2.3. Gibbs free energy

We further calculated the Gibbs free energies of phases I and VII. Fig. 5 plots the free energy surfaces of phases I and VII. Fig. 6 shows the temperature dependence of the Gibbs free energy difference between phases I and VII with different pressures. In the low temperature region, the free energy of phase I (red) is lower and its structure is more stable than that of phase VII, as shown in Fig. 5. While at high temperature, the structure of phase VII is more stable. Specifically, the Gibbs free energy difference equals 0 at 11.0 GPa when the temperature reaches 822 K. When the pressure increases to 11.3 GPa, the phase transition temperature decreases to 726 K accordingly. Further increasing the pressure to 11.5, 11.7, and 12.0 GPa (as shown in Fig. 6), the phase transitions between CO\(_2\) phases I and VII take place at 664, 602, and 506 K, respectively.

![Fig. 3](image-url) Calculated and observed Raman spectra of phases I (a) and VII (b) in the librational region. The black curves denote the experimental Raman spectra for phase I at 11.7 GPa\(^{16}\) and phase VII at 12.6 GPa.\(^{16}\) Red and blue curves represent the calculated Raman spectra of phases I and VII, respectively, using the EE-GMF-MP2/aug-cc-pVDZ method.
Given the accurate structures and Gibbs free energy calculations of CO$_2$ phases I and VII, we predicted the phases transition as a function of temperature. Fig. 7 shows the phase diagram of solid CO$_2$, where the black curves are the experimental data and the green curve is the predicted phase boundary between phases I and VII by the EE-GMF-MP2/aug-cc-pVDZ method. Below 500 K, the free energy of phase I is always lower than that of phase VII within 0–10 GPa, which means that the low pressure

2.4. Phase transition

Fig. 4 Calculated and observed Raman frequencies of phases I and VII as a function of pressure. The red and blue curves are the predicted results by EE-GMF-MP2/aug-cc-pVDZ, while the red and blue dots are the experimental data from Olijnyk et al.$^{33}$ and Giordano et al.$^{16}$ respectively.

Fig. 5 Gibbs free energy surfaces of phases I (red) and VII (blue) from 11 to 12 GPa at 0–800 K. The intersection of red and blue surfaces denotes the phase transition boundary between phase I and phase VII, calculated by EE-GMF-MP2/aug-cc-pVDZ.

Fig. 6 Gibbs free energy difference between carbon dioxide phases I and VII (free energy of the phase I minus that of phase VII). The positive value means that phase VII is more stable. The calculations are performed at the EE-GMF-MP2/aug-cc-pVDZ level.

Fig. 7 Calculated phase boundaries between CO$_2$ phases I and VII, together with the experimental phase diagram of CO$_2$ (experimental data are from Iota et al.$^{10,17}$ Giordano et al.$^{16,34}$ and Litasov et al.$^{35}$).
and low temperature region in solid CO₂ phase diagram is occupied by phase I. However, at a higher pressure (~11–14 GPa), phase VII, replacing the phase I, becomes a stable structure at high temperature (~600–800 K). The predicted phase transition boundary between phases I and VII has a small temperature dependence, that is, the nearly vertical phase boundary takes places at 11.3 GPa and 726 K, 11.5 GPa at 664 K and 11.7 GPa at 602 K, respectively. Considering the good agreement between theory and experiment, the predicted phase transition boundary for phases I–VII falls within a reasonable region of the phase diagram.

3. Conclusions

The phase diagram of solid carbon dioxide exhibits a substantial array of stable and meta-stable crystalline phases, along with some undetermined structures, which make it necessary to find the phase boundaries of different phases accurately. We studied the carbon dioxide phases I and VII at various pressures between 0–20 GPa based on the EE-GMF-MP2/aug-cc-pVDZ method. The optimized structural parameters and phonon spectra were computed at the MP2 level with the aug-cc-pVDZ basis set. The compressions of phases I and VII were shown to have similar behavior to experimental data. We reproduced quantitatively the lattice constants, equation of state, and vibrational spectra of carbon dioxide phases I and VII, which match the experimental data very well. In this study, the predicted phase transitions based on the EE-GMF-MP2/aug-cc-pVDZ method are in excellent agreement with experiment. This study helps to elucidate the structural changes that carbon dioxide may go through at ambient and high pressure.

4. Methods

4.1. Free energy calculation

The Electrostatically Embedded Generalized Molecular Fractionation (EE-GMF) method was applied for the energy calculation of the molecular crystal, where each CO₂ molecule is assigned as a fragment. The energy of each fragment and the two-body interaction energy between two fragments that are spatially in close contact were computed by the QM method, whereas the interaction energies between two distant fragments were treated via pairwise charge-charge Coulomb interactions. According to the EE-GMF scheme, the energy per unit cell of the molecular crystal can be expressed as follows

\[
E_{\text{cell}} = \sum_i \tilde{E}_{i(0)} + \sum_{i \neq j}^{\text{all}} (\tilde{E}_{i(0)j(0)} - \tilde{E}_{i(0)} - \tilde{E}_{j(0)}) + \frac{1}{2} \sum_{k=1}^{S} (1 - \delta_{kk}) \sum_{i \neq j}^{\text{all}} (\tilde{E}_{i(0)k(0)} - \tilde{E}_{i(0)} - \tilde{E}_{j(0)}) - E_{\text{DC}} - E_{\text{LR}}
\]

where \(n\) is a three-integer index of a unit cell, \(S\) is the number of neighboring unit cells treated by QM, \(E_{i(n)}\) is the energy of the \(i\)th molecule in the \(n\)th unit cell and \(E_{i(0)j(n)}\) is the energy of the dimer consisting of the \(i\)th molecule in the central \((0)\) unit cell and the \(j\)th molecule in the \(n\)th unit cell. The QM energy calculations of monomer \(i(0)\) and dimer \(i(0)j(n)\) were performed in the embedded electrostatic fields of the rest of the system, represented by the Coulomb field of atomic charges, to account for the electronic polarization effect from the surrounding environment. \(E\) in eqn (1) denotes the sum of the self-energy of the fragment along with the interaction energy between the fragment and background charges of the remaining system.

The first term in eqn (1) includes the energy of each molecule in the central unit cell, and the second term is the local two-body QM interactions if the nearest distance between any two molecules in the central unit cell is less than or equal to a predefined distance threshold, λ (\(\lambda\) was set to 4 Å in this study). For the interactions between the central unit cell and the neighboring unit cells, we also calculated the local two-body QM interactions if any molecule in the central unit cell has close contact with other molecules in the neighboring unit cell, as expressed in the third term of eqn (1). In the case that the nearest distance between two molecules is larger than \(\lambda\), these long-range interactions were approximately described through charge-charge Coulomb interactions \((E_{\text{DC}}\text{, which is doubly counted in the previous three terms of eqn (1})\).

The dimers with dimensions of \(3 \times 3 \times 3\) unit cells (interaction with one CO₂ molecule in the central unit cell) were treated quantum mechanically when the distance between the dimer was within the distance threshold \(\lambda\). All QM calculations were performed at the EE-GMF-MP2/aug-cc-pVDZ level, in the electrostatic field of the rest of the crystal represented by the electrostatic potential (ESP) charges self-consistently determined through the EE-GMF approach at the HF/aug-cc-pVDZ level. We considered the background charges within the \(11 \times 11 \times 11\) supercell (i.e., \(S = 5\) in eqn (1)). In addition, the last term of eqn (1) \((E_{\text{LR}}\text{ represents the long-range interactions within the } 41 \times 41 \times 41\text{ supercell through Coulomb interactions for the central unit cell. All QM calculations were carried out using the Gaussian09 program.})

The EE-GMF method for periodic molecular crystals is similar to the binary-interaction method (BIM). The major difference in the BIM method is that in EE-GMF, the distant two-body interaction is treated by classical Coulomb interactions to achieve a linear scale for high-level \textit{ab initio} calculation. The Gibbs free energy per unit cell, \(G\), at temperature \(T\) was calculated by

\[
G = E + PV + U_T - TS\nu
\]

where \(E, V, U_\nu, S_\nu\) are the internal electronic energy, volume, zero-point vibrational energy and vibrational entropy per unit cell, respectively. For a molecular crystal, \(U_\nu\) and \(S_\nu\) were obtained using eqn (3) and (4) with the harmonic approximation,
The dipole moment r_{cell}^{EE-GMF} and the polarizability \alpha_{cell}^{ii} of the central unit cell were also derived based on the EE-GMF approach.
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