ABSTRACT

Annotating seismic data is expensive, laborious and subjective due to the number of years required for seismic interpreters to attain proficiency in interpretation. In this paper, we develop a framework to automate annotating pixels of a seismic image to delineate geological structural elements given image-level labels assigned to each image. Our framework factorizes the latent space of a deep encoder-decoder network by projecting the latent space to learned sub-spaces. Using constraints in the pixel space, the seismic image is further factorized to reveal confidence values on pixels associated with the geological element of interest. Details of the annotated image are provided for analysis and qualitative comparison is made with similar frameworks.

Index Terms— Self-supervised, Latent Space, Factorization, Projection Matrices

1. INTRODUCTION

In recent times, self-supervised learning research aims at teaching models to learn intrinsic information from dataset with as few labels as possible. Particularly, in image segmentation tasks, research efforts are geared towards training models to ‘understand’ the data and to generalize well on out-of-distribution data by ‘paying attention’ to correlations and distributions of deep intrinsic properties of the data. In parallel, similar research on unsupervised learning of seismic facies are well explored. In the seismic literature, attributes are extracted from the seismic volume to learn the physics of the seismic reflections [1, 2, 3, 4, 5]. Afterwards, an unsupervised learning algorithm - usually K-means and Kohonen’s self Organizing maps are used to cluster relevant attributes together [6, 7]. However, limited contribution has been made to self-learning geological structures or facies in deep learning frameworks. For instance, Alaudah et. al, [8] developed a weakly-labelled approach using Non-negative matrix factorization to find the best features that characterize image classes. Initially, a texture similarity image retrieval measure was used to extract $99 \times 99$ image data from the F3 block dataset. Four classes were extracted: Horizons, Faults, Chaotic and Salt Domes. These images were stretched into vectors and factorized using a Non-Negative Matrix Factorization (NMF) algorithm, to extract important features that separate them into individual classes. The authors then setup an optimization problem to find the best features that discriminate between the image classes. These features are then shown to delineate geological structures within the images. However, this was not a deep learning based framework.

Similarly, Shafiq et. al, [9] trained a sparse auto-encoder on a natural-image dataset and showed that the auto-encoder learns features that are similar to fine edges observed in seismic reflection images. These learned weights are then used to delineate the edges of a salt-dome, analogous to transfer learning in computer vision tasks. The property of learning weights that could be further tuned was demonstrated on the latent space of a 3-D encoder-decoder by [10] in which the latent space was projected to various subspaces and each subspace mapped to various parts of an object. Our framework differs from [10] considerably in that in [10] the projected subspaces were learned from strongly labelled parts. In our framework, the model figures out the annotated parts itself using imposed constraints and learns the relevant subspace simultaneously. In addition, we do not use a spatial transformation network in the model pipeline. The factorized parts of our image are managed carefully using training techniques discussed in the proposed model.

The summary of our contribution in this paper are as follows: first, we use two projection matrices to learn two orthogonal subspaces of the latent space of our encoder-decoder model. Then we map these learned subspaces to geological elements in the pixel space of our input images. The orthogonal subspaces were learned using self-supervision. Secondly, although our dataset source had image level labels provided,
we learn important geological models without using those labels (weak or strong) in our framework which makes our problem setup self-supervised.

2. PROPOSED MODEL

The dataset used in this paper is based off the four classes extracted in [3]. The source of the dataset is the F3 block volume obtained from the Offshore North Sea of the Netherlands and published by dGB Earth Sciences Inc. The dataset was pre-processed in [8] and applied to our model directly. First, few exemplar images of each class is selected and a similarity based technique is used to retrieve similar images. The similarity based technique is based on curvelet transforms introduced by [11]. Curvelet transforms are frequency-based fine strokes that capture fine-edges in the images while ignoring random noise efficiently. These coefficients are multi-scaled fine-strokes and they are particularly relevant in image de-noising problems. In textural images comparison, [12] demonstrated that curvelet coefficients achieve state-of-the-art metrics in differentiating texture images. Howbeit, post-migrated seismic images bear strong similarity to texture images and this was evidently demonstrated by [13]. As such, [3] selected 500 images for each class to make a total of 2000 training images. These 2000 images are part of 17000 images in the Landmass-1 dataset.

2.1. Our Deep Learning Framework

To learn pixel-level annotation that identifies a geologic element of interest, we propose a composite architecture. First, we assume each image contains a dominant geologic structure and the rest of the image is background. It is important to note that not all 2000 images are nicely cutout to feature only one geologic structure, but we make this safe assumption due to the label class assigned by our image retrieval technique. However, this labelled class could also be wrong in a few instances since its extraction is weakly-supervised.

The model comprises a 5-layer encoder (E) coupled with a 5-layer decoder (G). Each layer is a 2D-convolutional layer with a kernel size of 5 × 5 and a stride of 2 followed by a batch-norm layer. No MaxPool or UnPooling layers are used, neither are there any fully connected layers. Between the encoder and decoder, there is a bottleneck denoted by z, a 1024 × 1 latent vector; which is E’s output vector. During training, we pass in input image \( X_i \) to \( E(.) \) to obtain \( z \). We project \( z \) unto 2 subspaces using operators: \( \{P_1; P_2\} \in \mathbb{R}^{1024 \times 1024} \). We desire a learned \( \{P_1; P_2\} \) such that \( (P_1z)\top(P_2z) = 0 \). Fig 1 shows the projection of \( z \) unto orthogonal subspaces. We designate \( z_1 \) and \( z_2 \) to be the projected latent vectors. Each latent subspace is expected to embed features necessary to disentangle the background of \( X_i \) from its geologic features so we can isolate pixels that belong to background and geologic structure in the pixel space.

Fig. 1. Latent Space Projection using Matrices: \( P_1 \) and \( P_2 \)

3. ADVERSARIAL TRAINING AND LOSSES

To enhance our model, we introduce two adversarial training methods on the model. The intuition for adversarial training is obtained from [15] and a follow-up work on adversarial auto-encoders by [16]. The first adversarial method is setup to enhance the quality of our reconstructed image, \( R \). Essentially, a discriminator \( D_1 \) is associated with \( G \). \( G \) tries to fool \( D_1 \) with a reconstruction, \( R_i \) that is similar to an image from the input distribution of \( X_i \) while \( D_1 \) tries harder to differentiate \( X_i \) from \( R_i \). The second adversarial method is setup to
avoid a mode collapse problem popular with training Generative Adversarial Networks (GANs) by making $z$ spread out towards a uniform distribution other than a Gaussian distribution. This is done to avoid $z$ getting stuck on a major mode in the latent space but generalizes on the Gaussian modes in the latent space nicely. Basically, a discriminator $D_2$ is used to discriminate if the distribution of $z$ generated by $E$, is uniform in $[0,1]$ or it was generated from an arbitrary uniform distribution in $U[0,1]$ where $U$ is a uniform vector generator. We define the first adversarial loss as $L_{adv1}$:

$$
\min_G \max_D \mathbb{E}_{x \sim P_{data}} [\log(D_1(x))] + \mathbb{E}_{z \sim P_{z}} [\log(1 - D_1(G(z)))]
$$

(1)

where $G$ is the decoder/generator, and $D_1$ is the first discriminator associated with $G$. Equation (1) is the adversarial loss between the decoder and the discriminator.

The second adversarial loss is defined as $L_{adv2}$:

$$
\min_E \max_{D_2} \mathbb{E}_{z \sim P_{z}} [\log(D_2(z))] + \mathbb{E}_{u \sim U[0,1]} [\log(1 - D_2(u))]
$$

(2)

where $U[0,1]$ generates uniform vectors on $[0,1]$ and $E$ is the encoder. $L_{adv2}$ is the adversarial loss of not having a uniform latent space as opposed to a Gaussian one. The reconstruction loss on any $X_i$ is defined as:

$$
L_{rec} = \frac{1}{N} \sum_{i=1}^{N} (X_i - R_i)^2
$$

(3)

where $N$ is the total number of images. Equation (3) is the $MSE$ of reconstructing $X$. $L_{diff}$ is an $L_1$ loss imposed on $Y_1$ and $Y_2$ to ensure they are as different as possible, but in a sparse sense. Hence their difference is maximized by negating the minimization of the loss during training.

$$
L_{diff} = -1 \times \sum_{i=1}^{N} |Y_1 - Y_2|
$$

(4)

Lastly, we define $L_{proj}$ as the projection loss over projection matrices. A projection matrix is idempotent and we need both matrices to be orthogonal to each other. However, the projection of each matrix need not be orthogonal, though. Both idempotency and orthogonality are formulated as constraints as follows:

$$
L_{proj} = \sum_{i,j \neq j} P_i^T P_j + \sum_{i=1}^{2} (P_i^2 - P_i)
$$

(5)

Then, we train the composite model with these losses over 300 epochs. After each epoch we back-propagate the losses in the following order: $L_{rec}$ is back-propagated to update $E, G, P_1, P_2$. $L_{adv1}$ is back-propagated to update model $D_1, G$. While $L_{adv2}$ is back-propagated to update models $D_2$ and $E$. Finally, $L_{proj}$ and $L_{diff}$ losses are used to update $P_1, P_2$.

4. RESULTS AND DISCUSSION

Our dataset does not have ground-truth labels. Hence we cannot compute Mean Intersection over Union (MIoU) or similar segmentation metrics. Actually in seismic, to the best of our knowledge, there are no publicly available structurally annotated sections of the F3 block. As such, we make best effort at qualitative comparison. When the training is complete, the desired annotated image is the output of minimizing $L_{diff}$ in equation (4), which is the same as maximizing the $l_1$ loss between $Y_1$ and $Y_2$ over 300 epochs. In Fig.4 and Fig.6 the annotations (bottom right image) are confidence values, which reflects how much we trust that the corresponding pixel at that location belongs to a geological structure in the original image.

Fig. 3. A seismic image taken from a salt-dome region. The top left is the input Salt image. The top middle image is image $Y_1$ from operator $P_1$. The top right is image $Y_2$ from operator $P_2$. The bottom left image is the reconstructed image, $R$. The bottom middle image is the maximized $l_1$ sparse output from $Y_1$ and $Y_2$. The bottom right image is the output annotation showing confidence values for each pixel location. Notice that the $MSE$ loss between the original image and either $Y_1$ or $Y_2$ is less than that of the constructed image, $R$.

In Fig.5, we compare qualitative performance of our framework against results from [8] and instantaneous attributes calculated on the whole seismic volume. The results show that the confidence values associated with our predictions are more precise along the edges of the faulted region, salt, chaotic and horizons. For instance in Alaudah et. al., the whole image is annotated as horizon. In our corresponding horizon image, the lines of the horizon are neatly outlined.
addition, in our salt images, the annotations do not just trace the boundary of the salt as observed in Alaudah et. al., but identifies other non-conformities within the salt body. The instantaneous amplitude images are noisy and the annotations are blurry on the background compared to our annotations.

Fig. 5 shows more annotations on various classes in the dataset. Notice in the top 2 images in the Horizon class, there is wide annotation across the image. However, the algorithm designates areas of high confidence with yellow to red makers to indicate the confidence we have in an annotation.

In this paper, we annotated geological elements in seismic images without using strong annotated labels. We rely on defining constraints on a deep adversarial network, to force self-learning of geological regions of interest from the data. The results show that our algorithm annotates the geologically interesting regions of our image. Lastly, we qualitatively compare the results against Alaudah et. al. and a carefully selected seismic attribute (instantaneous attribute) and show how we perform compared to both.

5. CONCLUSION
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