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Abstract. We shall show that the stable categories of graded Cohen-Macaulay modules over quotient singularities have tilting objects. In particular, these categories are triangle equivalent to derived categories of finite dimensional algebras. Our method is based on higher dimensional Auslander-Reiten theory, which gives cluster tilting objects in the stable categories of (ungraded) Cohen-Macaulay modules.
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The aim of this paper is to discuss tilting theoretic aspects of representation theory of Cohen-Macaulay rings. Tilting theory is a generalization of Morita theory, and it has been fundamental in representation theory of associative algebras. While Morita theory realizes abelian categories as module categories over rings, tilting theory realizes triangulated categories as derived categories over rings. The key role is played by tilting objects in triangulated categories (Definition 1.1), and the tilting theorem due to Happel, Rickard and Keller asserts that an algebraic triangulated category having a tilting object is triangle equivalent to a derived category of a ring (Theorem 1.2).

In 1970s Auslander and Reiten initiated the representation theory of Cohen-Macaulay modules over orders, which generalize both finite dimensional algebras and commutative rings. The theory is based on the fundamental notions of almost split sequences, Auslander-Reiten duality and Auslander algebras, and has been developed by a number of commutative and non-commutative algebraists (see the books [ARS, ASS, CR1, CR2, Y]). One of the finest situations is given by Kleinian singularities $R$: Auslander
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and Herzog showed that $R$ is representation-finite (i.e. $R$ has only finitely many isomorphism classes of indecomposable Cohen-Macaulay modules), and that the Auslander-Reiten quiver of $R$ coincides with the McKay quiver of the corresponding group (algebraic McKay correspondence).

Recently not only representation theorists [AI, LP] but also people working on Kontsevich’s homological mirror symmetry conjecture [KST1, KST2, I1, I2] have studied the stable categories of graded Cohen-Macaulay modules over Gorenstein singularities, especially hypersurface singularities of dimension two. They proved that for certain singularities the stable categories contain tilting objects, and in particular that they are triangle equivalent to derived categories of some finite dimensional algebras.

Now it is natural to ask the following:

**Question 0.1.** Let $R$ be a graded Gorenstein ring. When does the stable category of graded Cohen-Macaulay $R$-modules contain a tilting object?

The aim of this paper is to show the existence of tilting objects for quotient singularities of arbitrary dimension (Theorem 1.7). Our method is to apply cluster tilting theory to show that a certain naturally constructed object $U$ is tilting. Cluster tilting theory is one of the most active areas in recent representation theory which is closely related to the notion of Fomin-Zelevinsky cluster algebras. It has an aspect of higher dimensional analogue of Auslander-Reiten theory, which is based on the notion of higher almost split sequences and higher Auslander algebras. It has introduced a quite new perspective in the representation theory of Cohen-Macaulay modules [BIKR, DH, KR1, KR2, KMY, I1, I2, IR, IY, IW, TV]. A typical example is given by quotient singularities of arbitrary dimension $d$. They have $(d-1)$-cluster tilting subcategories of the stable categories of Cohen-Macaulay modules (Theorem 4.2). In particular this means in the case $d = 2$ that Kleinian singularities are representation-finite. For quotient singularities, the skew group algebras are higher Auslander algebras, and the Koszul complexes are higher almost split sequences. They will play a crucial role in the proof of our main theorem.

The following is a picture we have in mind:

| generator | finite dimensional algebra | commutative ring |
|-----------|---------------------------|------------------|
| Tilting theory | tilting object | derived category $\text{CM}^<(R)$ |
| Cluster tilting theory | cluster tilting object | cluster category $\text{CM}(R)$ |

This suggests studying the connection between cluster categories and stable categories of (ungraded) Cohen-Macaulay modules. This will be done in [AIR] for cyclic quotient singularities.

The authors make this paper as self-contained as possible for the reader who is not an expert. In particular, we give detailed proofs for many important ‘folklore’ results, such as graded Auslander-Reiten duality (Theorem 2.2), the description of $\text{End}_R(S)$ as a skew group ring (Theorem 3.2) and the tilting theorem for algebraic triangulated categories (Theorem 1.2).

We refer to [ARS, ASS] for general background materials in non-commutative algebras, and to [BH, Ma, Y] for ones in commutative algebras.

**Conventions** All modules in this paper are left modules. The composition $fg$ of morphisms (respectively, arrows) means first $g$ next $f$. For a Noetherian ring $R$, we denote by $\text{mod}(R)$ the category of finitely generated $R$-modules, and by $\text{proj}(R)$ the category of finitely generated projective $R$-modules. If moreover $R$ is a $\mathbb{Z}$-graded ring, we denote by $\text{mod}^\mathbb{Z}(R)$ the category of finitely generated $\mathbb{Z}$-graded $R$-modules.

For an additive category $\mathcal{A}$ and a set $\mathcal{M}$ of objects in $\mathcal{A}$, we denote by $\text{add}(\mathcal{M})$ the full subcategory of $\mathcal{A}$ consisting of modules which are isomorphic to direct summands of finite direct sums of objects in $\mathcal{M}$. For a single object $M \in \mathcal{A}$, we simply write $\text{add}M$ instead of $\text{add}\{M\}$. When $\mathcal{A}$ is the category $\text{mod}(R)$ (respectively, $\text{mod}^\mathbb{Z}(R)$), we often denote $\text{add}M$ by $\text{add}_R M$ (respectively, $\text{add}^\mathbb{Z}_R M$).
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1. Our results

1.1. Preliminaries. Let us recall the notions of tilting objects \([R]\) and silting objects \([KV, AI]\) which play a crucial role in this paper.

**Definition 1.1.** Let \(\mathcal{T}\) be a triangulated category.

(a) For an object \(U \in \mathcal{T}\), we denote by \(\text{thick}(U)\) the smallest full triangulated subcategory of \(\mathcal{T}\) containing \(U\) and closed under isomorphism and direct summands.

(b) We say that \(U \in \mathcal{T}\) is tilting (respectively, silting) if \(\text{Hom}_\mathcal{T}(U, U[n]) = 0\) for any \(n \neq 0\) (respectively, \(n > 0\)) and \(\text{thick}(U) = \mathcal{T}\).

For example, for any ring \(\Lambda\), the homotopy category \(K^b(\text{proj}\, \Lambda)\) of bounded complexes of finitely generated projective \(\Lambda\)-modules has a tilting object \(\Lambda\). Moreover a certain converse of this statement holds for a triangulated category which is algebraic (see Appendix for the definition). Namely we have the following tilting theorem in algebraic triangulated categories \([Ke1\text{]}\) (cf. \([Bo]\)), where an additive functor \(F: \mathcal{T} \rightarrow \mathcal{T}'\) of additive categories is called an equivalence up to direct summands if it is fully faithful and any object \(X \in \mathcal{T}'\) is isomorphic to a direct summand of \(FY\) for some \(Y \in \mathcal{T}\).

**Theorem 1.2.** Let \(\mathcal{T}\) be an algebraic triangulated category with a tilting object \(U\). Then there exists a triangle equivalence \(\mathcal{T} \rightarrow K^b(\text{proj}\, \text{End}_\mathcal{T}(U))\) up to direct summands.

For the convenience of the reader, we shall give an elementary proof in Appendix.

Let \(R\) be a commutative Noetherian ring which is Gorenstein and \(Z\)-graded. We assume that \((R, m)\) is \(\ast\)local in the sense that the set of graded proper ideals of \(R\) has a unique maximal element \(m\). We denote by \(\text{mod}^Z(R)\) the category of finitely generated \(Z\)-graded \(R\)-modules. For \(X, Y \in \text{mod}^Z(R)\), the morphism set \(\text{Hom}^Z_R(X, Y)\) in \(\text{mod}^Z(R)\) consists of homogeneous homomorphisms of degree 0. Then \(\text{Hom}^Z_R(X, Y(i))\) consists of homogeneous homomorphisms of degree \(i\), and we have

\[
\text{Hom}_R(X, Y) = \bigoplus_{i \in \mathbb{Z}} \text{Hom}^Z_R(X, Y(i)).
\]

We call \(X \in \text{mod}^Z(R)\) graded Cohen-Macaulay if the following equivalent conditions are satisfied (e.g. \([BH\text{]}\text{ (1.5.6), (2.1.17) and (3.5.11)])).

- \(\text{Ext}_R^i(X, R) = 0\) for any \(i > 0\).
- \(X_m\) is a maximal Cohen-Macaulay \(R_m\)-module (i.e. \(\text{depth} X_m = d\) or \(X_m = 0\)).
- \(\text{Ext}_R^{i,m}(X_m, R_m) = 0\) for any \(i > 0\).
- \(X_p\) is a maximal Cohen-Macaulay \(R_p\)-module for any prime ideal \(p\) of \(R\).
- \(\text{Ext}_R^{i,p}(X_p, R_p) = 0\) for any \(i > 0\) and any prime ideal \(p\) of \(R\).

We denote by \(\text{CM}^Z(R)\) the category of graded Cohen-Macaulay \(R\)-modules.

We denote by \(\text{mod}^Z(R)\) the stable category of \(\text{mod}^Z(R)\) \([ABr\text{]}\). Thus \(\text{mod}^Z(R)\) has the same objects as \(\text{mod}^Z(R)\), and the morphism set is given by

\[
\text{Hom}^Z(R)(X, Y) := \text{Hom}^Z_R(X, Y)/P^Z(X, Y)
\]

for any \(X, Y \in \text{mod}^Z(R)\), where \(P^Z(X, Y)\) is the submodule of \(\text{Hom}^Z_R(X, Y)\) consisting of morphisms which factor through graded projective \(R\)-modules. For a full subcategory \(\mathcal{C}\) of \(\text{mod}^Z(R)\), we denote by \(\mathcal{C}\) the corresponding full subcategory of \(\text{mod}^Z(R)\). The following fact is well-known (see Appendix).

**Proposition 1.3.** Let \(R\) be a graded Gorenstein ring. Then \(\text{CM}^Z(R)\) is a Frobenius category and the stable category \(\text{CM}^Z(R)\) is an algebraic triangulated category.

In particular we can apply the tilting Theorem 1.2 for \(\text{CM}^Z(R)\).

Recall that an additive category is called Krull-Schmidt if any object is isomorphic to a finite direct sum of objects whose endomorphism rings are local. Krull-Schmidt categories are important since every object can uniquely be decomposed into indecomposable objects up to isomorphism. Another important property of \(\text{CM}^Z(R)\) is the following, which will be shown at the beginning of Section 6.
Proposition 1.4. Assume that $R_0$ is Artinian. Then the categories $CM^Z(R)$ and $CM^Z(R)$ are Krull-Schmidt.

1.2. Our results. Throughout this paper, let $k$ be a field of characteristic zero and let $G$ be a finite subgroup of $SL_d(k)$. We regard the polynomial ring $S := k[x_1, \ldots, x_d]$ as a $\mathbb{Z}$-graded $k$-algebra by putting $\deg x_i = 1$ for each $i$. Since the action of $G$ on $S$ preserves the grading, the invariant subalgebra $R := S^G$ forms a $\mathbb{Z}$-graded Gorenstein $k$-subalgebra of $S$. We denote by $m$ (respectively, $n$) the graded maximal ideal of $R$ (respectively, $S$).

Throughout this paper, we assume that $R$ is an isolated singularity (i.e. $R_p$ is regular for any prime ideal $p \neq m$ of $R$, or equivalently, any graded prime ideal $p \neq m$ of $R$). This is equivalent to saying that $G$ acts freely on $k^d \setminus \{0\}$ [IY, (8.2)]. One important property of the category $CM^Z(R)$ is the following graded Auslander-Reiten duality.

Theorem 1.5. There exists a functorial isomorphism $\text{Hom}_{R}(X, Y) \cong D \text{Hom}_{R}(Y, X)(-d)[d-1]$ for any $X, Y \in CM^Z(R)$.

This says that the triangulated category $CM^Z(R)$ has a Serre functor $(-d)[d-1]$ in the sense of Bondal-Kapranov [BK]. The graded Auslander-Reiten duality appears in [AR1] in the proof of existence theorem of almost split sequences. For the convenience of the reader we shall give in Section 2 a complete proof for graded Gorenstein isolated singularities (see Corollary 2.5 and Proposition 5.5).

Our first main result is the following.

Theorem 1.6. The $R$-module $T := \bigoplus_{p=0}^{d-1} S(p)$ is a silting object in $CM^Z(R)$. Moreover $\text{Hom}_{R}(T, T[n]) = 0$ holds for any $n < 2 - d$.

More strongly, we shall show that $\text{Hom}_{R}(S, S(i)[n]) = 0$ holds if $(n, i)$ does not belong to the following shadow areas (Proposition 6.5).

When $d = 2$, Theorem 1.6 implies that $T = S \oplus S(1)$ is a tilting object in $CM^Z(R)$, and so $CM^Z(R)$ is triangle equivalent to $K^b(\text{proj} \text{End}_{R}^Z(T))$. Moreover we shall show that $\text{End}_{R}^Z(T)$ is Morita equivalent to the path algebra of disjoint union of two Dynkin quivers (Example 7.14). Thus we recover a result due to Kajiwara, Saito and A. Takahashi [KST1]. Also Theorem 1.6 gives an analogue of a result of Ueda [U] based on Orlov’s theorem [O], where cyclic quotient singularities with different grading are treated.

When $d > 2$, the above $T$ is not necessarily a tilting object (see Example 7.16). Instead of $T$, we shall give a tilting object in $CM^Z(R)$ by using syzygies as follows.

For a graded $S$-module $X$, we denote by $\Omega_p X$ the kernel of the graded projective cover. For a graded $R$-module $X$, we denote by $[X]_{CM}$ the maximal direct summand of $X$ which is a graded Cohen-Macaulay $R$-module. Our second main result is the following.

Theorem 1.7. The $R$-module $U := \bigoplus_{p=1}^{d} [\Omega_p S_k(p)]_{CM}$
is a tilting object of $\mathbb{CM}^Z(R)$. In particular, we have a triangle equivalence
\[ \mathbb{CM}^Z(R) \to \mathbb{K}^b(\text{proj } \text{End}_R^Z(U)). \]

We shall give explicit descriptions of the algebras $\text{End}_R^Z(T)$ and $\text{End}_R^Z(U)$. Let $V := S_1$ be the degree 1 part of $S$. Let
\[ E := \bigoplus_{i \geq 0} E_i := \bigoplus_{i \geq 0} \wedge^i DV \]
be the exterior algebra of the dual vector space $DV$ of $V$.

**Definition 1.8.** (a) We define $k$-algebras $S^{(d)}$ and $E^{(d)}$ by
\[ S^{(d)} := \begin{bmatrix} S_0 & 0 & 0 & \cdots & 0 & 0 \\ S_1 & S_0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ S_{d-2} & S_{d-3} & S_{d-4} & \cdots & S_0 & 0 \\ S_{d-1} & S_{d-2} & S_{d-3} & \cdots & S_1 & S_0 \end{bmatrix}, \]
\[ E^{(d)} := \begin{bmatrix} E_0 & E_1 & E_2 & \cdots & E_{d-2} & E_{d-1} \\ 0 & E_0 & E_1 & \cdots & E_{d-3} & E_{d-2} \\ 0 & 0 & E_0 & \cdots & E_{d-4} & E_{d-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & E_0 & E_1 \\ 0 & 0 & 0 & \cdots & 0 & E_0 \end{bmatrix}. \]

(b) Let $A$ be a $k$-algebra and $G$ a group acting on $A$ (from left). We define the skew group algebra $A \rtimes G$ as follows: As a $k$-vector space, $A \rtimes G = A \otimes_k kG$. The multiplication is given by
\[ (a \otimes g)(a' \otimes g') = ag(a') \otimes gg' \]
for any $a, a' \in A$ and $g, g' \in G$. Similarly, for a $k$-algebra $A'$ and a group $G$ acting on $A'$ (from right), we define the skew group algebra $A' \rtimes G$.

The left action of $G$ on $V$ gives the right action of $G$ on $DV$. These actions induce actions of $G$ on the $k$-algebra $S^{(d)}$ from left and the $k$-algebra $E^{(d)}$ from right. Thus we have skew group algebras $S^{(d)} \rtimes G$ and $G \rtimes E^{(d)}$. Notice that they are Koszul dual to each other. Define idempotents of $kG$ by
\[ e := \frac{1}{\#G} \sum_{g \in G} g \quad \text{and} \quad e' := 1 - e. \tag{1} \]
These are idempotents of $S^{(d)} \rtimes G$ and $G \rtimes E^{(d)}$ since $kG$ is a subalgebra of $S^{(d)} \rtimes G$ and $G \rtimes E^{(d)}$ respectively. Now we have the following descriptions of the endomorphism algebras of $T$ and $U$.

**Theorem 1.9.** We have isomorphisms
\[ \text{End}_R^Z(T) \cong (S^{(d)} \rtimes G)/(e), \]
\[ \text{End}_R^Z(U) \cong e'(G \rtimes E^{(d)})e' \]
of $k$-algebras, where we denote by $\langle e \rangle$ the two-sided ideal generated by $e$. Moreover these algebras have finite global dimension.

As an immediate consequence, we have the following description of $\mathbb{CM}^Z(R)$ as a derived category of a finite dimensional algebra.

**Corollary 1.10.** We have triangle equivalences:
\[ \mathbb{CM}^Z(R) \to \mathbb{K}^b(\text{proj } e'(G \rtimes E^{(d)})e') \cong \mathbb{D}^b(\text{mod } e'(G \rtimes E^{(d)})e'). \]

Let us observe another consequence of Theorem 1.9.

**Definition 1.11.** Let $\mathcal{T}$ be a triangulated category. An object $X \in \mathcal{T}$ is called exceptional if $\text{Hom}_\mathcal{T}(X, X[n]) = 0$ for any $n \neq 0$ and $\text{End}_\mathcal{T}(X)$ is a division ring. A sequence $(X_1, \cdots, X_m)$ of exceptional objects in $\mathcal{T}$ is called an exceptional sequence if $\text{Hom}_\mathcal{T}(X_i, X_j[n]) = 0$ for any $1 \leq j < i \leq m$ and $n \in \mathbb{Z}$. An exceptional sequence is called strong if $\text{Hom}_\mathcal{T}(X_i, X_j[n]) = 0$ for any $1 \leq i, j \leq m$ and $n \neq 0$, and called full if $\text{thick}(\bigoplus_{i=1}^m X_i) = \mathcal{T}$.
Clearly an exceptional sequence \((X_1, \ldots, X_m)\) is full and strong if and only if \(\bigoplus_{i=1}^m X_i\) is a tilting object in \(\mathcal{T}\). Thus the previous theorems yield the result below.

**Corollary 1.12.**  
(a) There exists an ordering in the isomorphism classes of indecomposable direct summands of \(T\) which forms a full exceptional sequence in \(\text{CM}^Z(R)\).
(b) There exists an ordering in the isomorphism classes of indecomposable direct summands of \(U\) which forms a full strong exceptional sequence in \(\text{CM}^Z(R)\).

## 2. Graded Auslander-Reiten duality

In this section, we study the graded version of Auslander-Reiten duality. For the basic definitions and facts on graded rings, we refer to [BH §1.5 and §3.6].

Throughout this section, let \(R\) be a commutative Noetherian ring of Krull dimension \(d\) which is Gorenstein and graded. Moreover we assume that \((R, m, k)\) is a “local \(k\)-algebra. We denote by \((-)^*\) the \(R\)-dual functor.

\[
\text{Hom}_R(-, R) : \text{mod}^Z(R) \to \text{mod}^Z(R).
\]

For \(X \in \text{mod}^Z(R)\), take a graded free resolution

\[
\cdots \to F_1 \xrightarrow{f} F_0 \to X \to 0.
\]

We put \(\Omega X := \text{Im} f\). This gives the syzygy functor

\[
\Omega : \text{mod}^Z(R) \to \text{mod}^Z(R).
\]

Applying the functor \((-)^*\), we define \(\text{Tr} X \in \text{mod}^Z(R)\) by the exact sequence

\[
0 \to X^* \to F_0^* \xrightarrow{f^*} F_1^* \to \text{Tr} X \to 0.
\]

This gives the Auslander-Bridger transpose duality

\[
\text{Tr} : \text{mod}^Z(R) \xrightarrow{\sim} \text{mod}^Z(R).
\]

Note that \(\Omega^2 \text{Tr}(-) \simeq (-)^*\) as functors from \(\text{mod}^Z(R)\) to itself.

We denote by \(\text{fl}^Z(R)\) the category of graded \(R\)-modules of finite length. Then \(X \in \text{mod}^Z(R)\) belongs to \(\text{fl}^Z(R)\) if and only if \(X_p = 0\) for any prime ideal \(p \neq m\) (or equivalently, any graded prime ideal \(p \neq m\)). We denote by

\[
D = \text{Hom}_k(-, k) : \text{fl}^Z(R) \xrightarrow{\sim} \text{fl}^Z(R)
\]

the graded Matlis duality. Since \(R\) is Gorenstein, there exists an integer \(\alpha\) such that \(\omega := R(\alpha)\) satisfies an isomorphism

\[
\text{Ext}^i_R(-, \omega) \simeq \begin{cases} 
D & (i = d), \\
0 & (i \neq d)
\end{cases}
\]

of functors \(\text{fl}^Z(R) \to \text{fl}^Z(R)\). The integer \(\alpha\) is called the \(\alpha\)-invariant of \(R\) and the module \(\omega\) is called the \(\alpha\)-invariant module of \(R\). Note that \(-\alpha\) is often called the Gorenstein parameter of \(R\). In particular we have \(\text{Ext}^i(k, R) \simeq k(-\alpha)\).

The restriction of \(\Omega\) gives an equivalence

\[
\Omega : \text{CM}^Z(R) \xrightarrow{\sim} \text{CM}^Z(R),
\]

which gives the suspension functor \([-1]\) of the triangulated category \(\text{CM}^Z(R)\). We define the graded version of the Auslander-Reiten translation

\[
\tau : \text{CM}^Z(R) \xrightarrow{\Omega^d \text{Tr}} \text{CM}^Z(R) \xrightarrow{\text{Hom}_R(-, \omega)} \text{CM}^Z(R).
\]

**Definition 2.1.** [AR] We denote by \(\text{CM}^Z_p(R)\) the full subcategory of \(\text{CM}^Z(R)\) consisting of \(N \in \text{CM}^Z(R)\) such that \(N_p\) is \(R_p\)-free for any prime ideal \(p \neq m\) (or equivalently, any graded prime ideal \(p \neq m\)).

We shall show the following graded version of Auslander-Reiten duality [AR] (Y. (3.10)].
Theorem 2.2. There is a functorial isomorphism

\[ D \text{Hom}_R(M, N) \simeq \text{Ext}_R^1(N, \tau M) \]

of graded \( R \)-modules of finite length for any \( M \in \text{mod}^\mathbb{Z}(R) \) and \( N \in \text{CM}_{\mathbb{Z}}(R) \).

To prove this, we need the following graded version of [A2] (7.1) and [Y] (3.9).

Lemma 2.3. There is a functorial isomorphism

\[ \text{Hom}_R(M, N) \simeq \text{Tor}_1^R(\text{Tr} M, N) \]

of graded \( R \)-modules for any \( M, N \in \text{mod}^\mathbb{Z}(R) \).

Proof. The assignment \( \phi \otimes y \mapsto (x \mapsto \phi(x)y) \) makes a functorial homomorphism \( \lambda_{M,N} : M^* \otimes_R N \to \text{Hom}_R(M, N) \) of graded \( R \)-modules. Clearly \( \lambda_{M,N} \) is an isomorphism if \( M \) is a graded free \( R \)-module. Applying \( - \otimes_R N \) to (3) and \( \text{Hom}_R(\lambda, N) \) to (2) and comparing them, we have a commutative diagram

\[
\begin{array}{cccc}
M^* \otimes_R N & \xrightarrow{\lambda_{M,N}} & F_0^* \otimes_R N & \xrightarrow{F_1^*} \otimes_R N \\
0 & \xrightarrow{\text{Hom}_R(M(N)} & \text{Hom}_R(F_0, N) & \xrightarrow{} \text{Hom}_R(F_1, N)
\end{array}
\]

where the lower sequence is exact and the homology of the upper sequence is \( \text{Tor}_1^R(M, N) \). Since the image of \( \lambda_{M,N} \) is \( P(M, N) \), the cokernel of \( \lambda_{M,N} \) is \( \text{Hom}_R(M, N) \). Thus we have the desired isomorphism.

Now we shall prove Theorem 2.2 along the same lines as in the proof of [Y] (3.10). First we remark the following: Let \( X, Y, Z \in \text{mod}^\mathbb{Z}(R) \). Then the assignment \( \phi \mapsto (x \mapsto (y \mapsto \phi(x \otimes y))) \) makes a functorial isomorphism

\[ \text{Hom}_R(X \otimes_R Y, Z) \simeq \text{Hom}_R(X, \text{Hom}_R(Y, Z)) \]

of graded \( R \)-modules. This gives rise to an isomorphism

\[ R\text{Hom}_R(X \otimes_R Y, Z) \simeq R\text{Hom}_R(X, R\text{Hom}_R(Y, Z)) \]

in the derived category \( D(\text{mod}^\mathbb{Z}(R)) \) of \( \text{mod}^\mathbb{Z}(R) \).

Since \( \text{Ext}_R^i(N, \omega) = 0 \) for \( i > 0 \), we get isomorphisms

\[ R\text{Hom}_R(\text{Tr} M \otimes_R N, \omega) \simeq R\text{Hom}_R(\text{Tr} M, R\text{Hom}_R(N, \omega)) \simeq R\text{Hom}_R(\text{Tr} M, R\text{Hom}_R(N, \omega)) \]

in \( D(\text{mod}^\mathbb{Z}(R)) \). Thus there is a spectral sequence

\[ E_2^{i,j} = \text{Ext}_R^i(\text{Tor}_j^R(\text{Tr} M, N), \omega) \Rightarrow \text{Ext}_R^{i+j}(\text{Tr} M, R\text{Hom}_R(N, \omega)). \]

Since \( N_p \) is a free \( R_p \)-module for any prime ideal \( p \neq \mathfrak{m} \), we have \( \text{Tor}_j^R(\text{Tr} M, N)_p = \text{Tor}_j^R(\text{Tr} M, N) \) for \( j > 0 \). Thus \( \text{Tor}_j^R(\text{Tr} M, N) \) belongs to \( \text{fl}^\mathbb{Z}(R) \) for \( j > 0 \). By (4), we have \( E_2^{i,j} = 0 \) for \( j > 0 \) and \( i \neq d \). On the other hand, we have \( E_2^{i,j} = 0 \) for \( i > d \) since \( \omega \) has injective dimension \( d \). Consequently, we have an isomorphism

\[ \text{Ext}_R^d(\text{Tor}_1^R(\text{Tr} M, N), \omega) \simeq \text{Ext}_R^{d+1}(\text{Tr} M, R\text{Hom}_R(N, \omega)). \tag{5} \]

We have the desired assertion by

\[ D\text{Hom}_R(M, N) \simeq \text{Ext}_R^d(\text{Hom}_R(M, N), \omega) \xrightarrow{2.3} \text{Ext}_R^d(\text{Tor}_1^R(\text{Tr} M, N), \omega) \]

\[ \simeq \text{Ext}_R^{d+1}(\text{Tr} M, R\text{Hom}_R(N, \omega)) \simeq \text{Ext}_R^1(\text{Tr} M, R\text{Hom}_R(N, \omega)) \]

\[ \simeq \text{Ext}_R^1(N, R\text{Hom}_R(\Omega^d \text{Tr} M, \omega)) = \text{Ext}_R^1(N, \tau M). \]

\[ \square \]
Proposition 2.4. There is an isomorphism
\[ \tau \simeq \Omega^{2-d}(\alpha) \]
of functors \( \text{CM}^Z(R) \rightarrow \text{CM}^Z(R) \).

Proof. We only prove the proposition in the case \( d \geq 2 \), for it is easily proved in the cases \( d = 0, 1 \). There is an exact sequence
\[ 0 \rightarrow \Omega^{d-2}(M^*) \rightarrow F_{d-3} \rightarrow \cdots \rightarrow F_0 \rightarrow M^* \rightarrow 0 \]
of graded \( R \)-modules where each \( F_i \) is free. All modules appearing in this exact sequence are in \( \text{CM}^Z(R) \) because their localizations at \( \mathfrak{m} \) are maximal Cohen-Macaulay \( R_\mathfrak{m} \)-modules. Applying \( \text{Hom}_R(\cdot, \omega) \simeq (-)^*(\alpha) \), we obtain an exact sequence
\[ 0 \rightarrow M^{**}(\alpha) \rightarrow F_0^*(\alpha) \rightarrow \cdots \rightarrow F_{d-3}^*(\alpha) \rightarrow \tau M \rightarrow 0 \]
of graded \( R \)-modules, and there is an isomorphism \( M^{**} \simeq M \). This shows \( \tau M \simeq \Omega^{2-d}M(\alpha) \). \( \Box \)

Our graded Auslander-Reiten duality gives the Serre duality of the triangulated category \( \text{CM}^Z(R) \).

Corollary 2.5. There exists a functorial isomorphism
\[ \text{Hom}^Z_R(M, N) \simeq D \text{Hom}^Z_R(N, (M(\alpha)(d-1)) \]
for any \( M, N \in \text{CM}^Z(R) \). In other words, the category \( \text{CM}^Z(R) \) has a Serre functor \( (\alpha)[d-1] \).

Proof. We have only to take the degree zero parts of the graded isomorphisms
\[ D \text{Hom}_R(M, N) \xrightarrow{2.2} \text{Ext}_R^0(N, \tau M) \xrightarrow{2.4} \text{Ext}_R^0(N, \Omega^{2-d}M(\alpha)) \simeq \text{Hom}_R(N, (M(\alpha)(d-1))). \]
\( \Box \)

3. Skew group algebras

Throughout this section, let \( k \) be a field of characteristic zero and \( G \) a finite subgroup of \( \text{GL}_d(k) \). Let \( S := k[x_1, \cdots , x_d] \) be a polynomial algebra and \( R := S^G \) be an invariant subalgebra. The aim of this section is to give a description of \( \text{End}_R(S) \) as a skew group algebra \( S \ast G \) (see Definition 1.8). Recall that we regard \( S \) and \( R \) as graded algebras by putting \( \text{deg } x_i = 1 \) for each \( i \). We have a morphism
\[ \phi : S \ast G \rightarrow \text{End}_R(S), \quad s \circ g \mapsto (t \mapsto sg(t)) \]
of graded algebras, where we regard \( \text{End}_R(S) \) and \( S \ast G \) as graded algebras by putting \( \text{End}_R(S)_i := \text{Hom}^Z_R(S(S(i))) \) and \( (S \ast G)_i := S(G)_i \otimes kG \).

We will show that \( \phi \) is an isomorphism under the following assumption on \( G \).

Definition 3.1. We say that \( g \in \text{GL}_d(k) \) is a pseudo-reflection if the rank of \( g-1 \) is at most one. We call \( G \) small if \( G \) does not contain a pseudo-reflection except the identity.

For example, it is easily checked that any finite subgroup of \( \text{SL}_d(k) \) is small.

We have the following main result in this section.

Theorem 3.2. Let \( G \) be a finite small subgroup of \( \text{GL}_d(k) \). Then the map \( \phi : S \ast G \rightarrow \text{End}_R(S) \) is an isomorphism of graded algebras.

This is due to Auslander [AG] [AI]. Since there seem to be no convenient reference to a proof of this statement except Yoshino’s book [Y] for the special case \( d = 2 \), we shall include a complete proof for the convenience of the reader.

Before we start to prove, we give easy consequences.

Corollary 3.3. Let \( G \) be a finite small subgroup of \( \text{GL}_d(k) \). Then we have \( \text{Hom}^Z_R(S(S(i))) = 0 \) for any \( i < 0 \) and \( \text{End}^Z_R(S) \simeq kG \).

Proof. By Theorem 3.2 we have \( \text{Hom}^Z_R(S(S(i))) = \text{End}_R(S)_i \simeq (S \ast G)_i \). Since \( (S \ast G)_i = 0 \) for any \( i < 0 \) and \( (S \ast G)_0 = kG \), we have the assertions. \( \Box \)
Corollary 3.4. We have the following mutually quasi-inverse equivalences

\[
\text{mod}(kG) \xrightarrow{\text{proj } \text{End}_R^G(S)} \text{add}_R^Z S \quad \text{mod}(kG) \xrightarrow{\text{Hom}_R^G(\_,-)} \text{add}_R^Z S
\]

In particular, we have bijections between the isomorphism classes of simple \( kG \)-modules and the isomorphism classes of indecomposable direct summands of \( S \in \text{mod}_R^Z(R) \).

Proof. We only consider the left diagram. We have an equivalence for any \( x, y \).

On the other hand, we have \( x, y \) is a domain, (8) implies that \( \gamma(x, y) = 1 \), then there exists a morphism \( \phi : B \to B \otimes_A B \) of \( B \otimes_A B \)-modules such that \( m = 1_B \).

Let \( E := \text{End}_A(B) \). For \( f, f' \in E \), we define an element \( \gamma(f, f') \in E \) by the composition

\[
\gamma(f, f') : B \stackrel{\phi \otimes \phi}{\to} B \otimes_A B \stackrel{f \otimes f}{\to} B \otimes_A B \stackrel{m}{\to} B.
\]

Then the map \( \gamma : E \times E \to E \) is bilinear. Clearly we have \( \gamma(1_E, 1_E) = 1_E \).

For \( c \in B \rtimes G \), we simply denote \( \gamma(c, f) \) and \( \gamma(f, c) \) by \( \gamma(c, f) \) and \( \gamma(f, c) \) respectively.

(i) Let \( g \in G \) and \( f \in \text{End}_A(B) \). Since both \( \phi \) and \( m \) are morphisms of \( B \otimes_A B \)-modules, we have

\[
\gamma(g, f) = g(x) \cdot \gamma(g, f)(y) \quad \text{and} \quad \gamma(f, g) = \gamma(f, g)(x) \cdot g(y)
\]

for any \( x, y \in B \). In particular, we have \( \gamma(g, f)(x) = g(x) \cdot \gamma(g, f)(1_B) \), which means

\[
\gamma(g, f) = \phi(g)(1_B) \otimes g.
\]

On the other hand, we have

\[
\gamma(g, 1_E)(x) \cdot y = \gamma(g, 1_E)(xy) = g(y) \cdot \gamma(g, 1_E)(x)
\]

for any \( x, y \in B \). If \( g \neq 1 \), then there exists \( y \in B \) such that \( g(y) \neq y \) since the action of \( G \) on \( B \) is faithful. Since \( B \) is a domain, (3) implies that

\[
\gamma(g, 1_E) = 0 \quad \text{for any} \quad g \in G \setminus \{1\}.
\]

(ii) Assume \( \text{Im } f \subseteq A \). Then we have

\[
(B \otimes_A B \xrightarrow{f \otimes f} B \otimes_A B \xrightarrow{m} B) = (B \otimes_A B \xrightarrow{f \otimes 1_E} B \otimes_A B \xrightarrow{m} B \xrightarrow{f'} B').
\]

This implies

\[
\gamma(f, f') = f' \cdot \gamma(f, 1_E).
\]

(iii) We shall show \( f = \phi(\sum_{g \in G} \gamma(g, f)(1_B) \otimes g) \) for any \( f \in \text{End}_A(B) \). We have

\[
\phi(\sum_{g \in G} \gamma(g, f)(1_B) \otimes g) = \sum_{g \in G} \gamma(g, f) = \gamma(\sum_{g \in G} g, f)
\]

\[
f \cdot \gamma(\sum_{g \in G} g, 1_E) = \sum_{g \in G} f \cdot \gamma(g, 1_E) = f \cdot \gamma(1_E, 1_E) = f.
\]
Another key notion in the proof is the following.

**Definition 3.7.** Let \((A, m, k) \subset (B, n, \ell)\) be an extension of commutative Noetherian local rings with \(m = n \cap A\) such that \(B\) is finitely generated as an \(A\)-algebra. We say that \(A \subset B\) is an unramified extension if \(n = mB\) and \(k \subset \ell\) is a separable extension of fields.

This is related to separability of the \(A\)-algebra \(B\) (see [BR] (III.3.1) for more information).

**Proposition 3.8.** If \(A \subset B\) is unramified, then it is separable.

*Proof.* Let \(\Omega_B|A = 0\). By [Mu] (25.2), there is an exact sequence

\[
\frac{n}{n^2} \to \Omega_B|A \otimes_B \ell \to \Omega_{\ell|A} \to 0,
\]

where \(\alpha(\text{F}) = d_B(y) \otimes T\) for \(y \in n\). Since \(\Omega_B|A \ominus \Omega_B|k = 0\), the map \(\alpha\) is surjective. As \(n = mB\), the map \(\beta : m/m^2 \otimes_A B \to n/n^2\) sending \(y \otimes b\) to \(yB\) for \(y \in m\) and \(b \in B\), is surjective. We have \(\alpha \beta(y \otimes b) = x \cdot d_B(y) \otimes \text{F} = d_B(A)(y) \otimes \text{F} = 0\), hence \(\alpha \beta = 0\). Therefore \(\Omega_B|A \otimes_B \ell = 0\). Nakayama's lemma implies \(\Omega_B|A = 0\).

Now, we can prove the assertion of the proposition. There is an exact sequence

\[
0 \to I \to B \otimes_A B \xrightarrow{\alpha} B \to 0
\]
of \(B \otimes_A B\)-modules, where \(\mu(b \otimes b') = bb'\) for \(b, b' \in B\). We have \(I/I^2 = \Omega_B|A = 0\), so \(I = I^2\). Fix a prime ideal \(p\) of \(B \otimes_A B\). If \(p\) does not contain \(I\), then \(B_p \cong I_p\). Suppose \(p\) contains \(I\). We have \(I_p = I_p^2\). Since \(B\) is a finitely generated \(A\)-algebra, \(B \otimes_A B\) is a Noetherian ring. Hence we can apply Nakayama's lemma to see that \(I_p = 0\), which shows \(B_p \cong (B \otimes_R B)_{p}\). Consequently, \(B\) is locally free over \(B \otimes_A B\). This means that \(B\) is a projective \(B \otimes_A B\)-module. \(\square\)

Let \(L/K\) be a Galois extension of fields with the Galois group \(G\). Let \((B, \mathfrak{F})\) be a discrete valuation ring with the quotient field \(L\). Then \(A := B \cap K\) is a discrete valuation ring with the maximal ideal \(\mathfrak{p} := \mathfrak{F} \cap A\). The inertia group of \(\mathfrak{F}\) is defined by

\[
T(\mathfrak{F}) := \{g \in G \mid g(x) - x \in \mathfrak{F} \text{ for any } x \in B\}.
\]

We need the following basic result in algebraic number theory [S] (1.7.20).

**Proposition 3.9.** The order of \(T(\mathfrak{F})\) is equal to the length of the \(B\)-module \(B/\mathfrak{p}\).

In particular, the extension \(A \subset B\) is unramified if and only if \(T(\mathfrak{F}) = \{1\}\) holds and the field extension \(A/\mathfrak{p} \subset B/\mathfrak{F}\) is separable. Applying this observation for our setting, we have the following crucial result (cf. [Y] (10.7.2)).

**Proposition 3.10.** Let \(k\) be a field of characteristic zero and \(G\) a finite subgroup of \(\text{GL}_d(k)\). Let \(S := k[x_1, \cdots, x_d]\) and \(R := S^G\). Then the following conditions are equivalent.

(a) \(G\) is small.

(b) For any height one prime ideal \(\mathfrak{F}\) of \(S\), the extension \(R_{\mathfrak{F} \cap R} \subset S_{\mathfrak{F}}\) is unramified.

*Proof.* Let \(\mathfrak{p} := \mathfrak{F} \cap R\). Since the characteristic of \(k\) is zero, the field extension \(R_{\mathfrak{F}}/\mathfrak{p}R_{\mathfrak{F}} \subset S_{\mathfrak{F}}/\mathfrak{F}S_{\mathfrak{F}}\) is separable. By Proposition 3.9, we have only to show that the following conditions are equivalent for \(g \in G\).

(i) \(g\) is a pseudo-reflection.

(ii) There exists a height one prime ideal \(\mathfrak{F}\) of \(S\) such that \(g \in T(\mathfrak{F}S_{\mathfrak{F}})\).

Proof. Let \(\mathfrak{F} := (x_i)\) be a height one prime ideal. \(g(x_i) = x_i\) for any \(1 \leq i < d\) and \(g(x_d) = \zeta x_d\) for a root \(\zeta\) of unity. Let \(\mathfrak{F} := (x_d)\) be a height one prime ideal. Since \(g\) acts on \(S/(x_d)\) trivially, we have that \(g \in T(\mathfrak{F}S_{\mathfrak{F}})\).

(i)\(\Rightarrow\)(ii) By changing variables, we can assume that \(g(x_1) = x_1\) for any \(1 \leq i < d\) and \(g(x_d) = \zeta x_d\) for a root \(\zeta\) of unity. Let \(\mathfrak{F} := (x_d)\) be a height one prime ideal. \(g\) acts on \(S/(x_d)\) trivially, we have that \(g \in T(\mathfrak{F}S_{\mathfrak{F}})\).

(ii)\(\Rightarrow\)(i) Since \(S\) is a unique factorization domain, we can write \(\mathfrak{F} = (z)\) for \(z \in n\). Since \(g\) acts on \(S/(z)\) trivially, \(g\) acts on \(S/(z + n^2)\) trivially. Let \(n := (x_1, \cdots, x_d) \subset S\) and \(V := S_1 = n/n^2\). The image of the map \(g - 1 : V \to V\) is contained in \((z + n^2)/n^2 \subset V\), which is one dimensional over \(k\). Thus \(g\) is a pseudo-reflection. \(\square\)
Lemma 3.11. Let $A$ be a commutative Noetherian ring of dimension $d$ such that $\text{depth} A_m = d$ for any maximal ideal $m$ of $A$. Let $f : X \to Y$ be a homomorphism in $\text{mod} A$ such that $f_\mathfrak{P} : X_\mathfrak{P} \to Y_\mathfrak{P}$ is an isomorphism for any height one prime ideal $\mathfrak{P}$ of $A$. Then $f^* : Y^* \to X^*$ is an isomorphism. In particular, $f$ is an isomorphism if $X$ and $Y$ are reflexive $A$-modules.

Proof. Let $0 \to K \to X \xrightarrow{f} Y \to C \to 0$ be an exact sequence. By our assumption $\dim K$ and $\dim C$ are at most $d - 2$. By [Ma] (17.1 Ischebeck), we have $\text{Ext}^i_A(K, A) = 0 = \text{Ext}^i_A(C, A)$ for $i = 0, 1$. Applying $(-)^*$ to the above exact sequence, we have the assertion. □

Now we can prove Theorem 3.2.

The map $\phi : S * G \to \text{End}_R(S)$ is a homomorphism of reflexive $S$-modules. By Lemma 3.11, we have only to show that

$$\phi_\mathfrak{P} : S\mathfrak{P} * G \to \text{End}_{R_{\mathfrak{P} \cap R}}(S\mathfrak{P})$$

is an isomorphism for any height one prime ideal $\mathfrak{P}$ of $S$.

Let $A := R_{\mathfrak{P} \cap R}$ and $B := S\mathfrak{P}$, and let $K$ and $L$ be the quotient fields of $A$ and $B$ respectively. Since $G$ is small, we have by Proposition 3.10 that $A \subset B$ is an unramified extension of discrete valuation rings. By Proposition 3.3, $B$ is a separable $A$-algebra. By Proposition 3.6, $\phi_\mathfrak{P}$ is surjective. Since $\dim_K(L * G) = (\dim_K L)^2 = \dim_K \text{End}_K(L)$, we have that $\phi_\mathfrak{P}$ is bijective. □

4. Cluster tilting subcategories for quotient singularities

The notion of maximal orthogonal subcategories was introduced in [I1] as a domain of higher dimensional analogue of Auslander-Reiten theory, and later renamed cluster tilting subcategories in [KR1] in the context of categorification of Fomin-Zelevinsky cluster algebras. The notion of cluster tilting subcategories is an analogue of that of tilting objects. It was shown in [I1] that the categories $\text{CM}(R)$ for isolated quotient singularities $R$ of dimension $d$ have $(d - 1)$-cluster tilting subcategories. In this section we give a graded version of this observation, namely we show that the categories $\text{CM}^Z(R)$ have $(d - 1)$-cluster tilting subcategories. Results in this section will be used in the proofs of our main Theorems 1.6 and 1.7.

Let us start with introducing the notion of $n$-cluster tilting subcategories:

Definition 4.1. Let $\mathcal{T}$ be a triangulated category and let $n \geq 1$. We say that a full subcategory $\mathcal{C}$ of $\mathcal{T}$ is $n$-cluster tilting (or maximal $(n - 1)$-orthogonal) if the following conditions are satisfied:

(i) We have

$$\mathcal{C} = \{ X \in \mathcal{T} \mid \text{Hom}_\mathcal{T}(C, X[j]) = 0 \text{ for } 0 < j < n \} = \{ X \in \mathcal{T} \mid \text{Hom}_\mathcal{T}(C, X[j]) = 0 \text{ for } 0 < j < n \}.$$ 

(ii) $\mathcal{C}$ is a functorially finite subcategory of $\mathcal{T}$ in the sense that for any $X \in \mathcal{T}$, there exist morphisms $f : Y \to X$ and $g : X \to Z$ with $Y, Z \in \mathcal{C}$ such that the following are surjective.

$$(f) : \text{Hom}_\mathcal{T}(C, Y) \to \text{Hom}_\mathcal{T}(C, X), \quad (g) : \text{Hom}_\mathcal{T}(Z, C) \to \text{Hom}_\mathcal{T}(X, C).$$

The following main result in this section is a graded version of [I1] (2.5) (see also [Bu]).

Theorem 4.2. Let $k$ be a field of characteristic zero and $G$ a finite subgroup of $\text{SL}_d(k)$. Let $S := k[x_1, \ldots, x_d]$ and $R := S^G$. We regard $S$ and $R$ as graded algebras by putting $\deg x_i = 1$ for each $i$. If $R$ is an isolated singularity, then

$$S := \text{add}_{R}^Z(S(i) \mid i \in Z)$$

is a $(d - 1)$-cluster tilting subcategory of $\text{CM}^Z(R)$.

We include a complete proof here for the convenience of the reader though it is parallel to [I1] (2.5).

Let us recall some well-known results. The first one is a consequence of our assumption that $R$ is an isolated singularity.

Lemma 4.3. Let $X, Y \in \text{CM}^Z(R)$ and $n \in \mathbb{Z}$. There exist only finitely many $i \in \mathbb{Z}$ such that

$$\text{Hom}^n_R(X, Y(i)) \neq 0$$

(respectively, $\text{Ext}^n_R(X, Y(i)) \neq 0$, where $\text{Ext}^n_R(X, Y(i))_0$ denotes the degree zero part of $\text{Ext}^n_R(X, Y(i))$).
Proof. We have $\text{Hom}_R(X, Y) = \bigoplus_{i \in \mathbb{Z}} \text{Hom}^R_i(X, Y(i))$ and $\text{Ext}^n_R(X, Y) = \bigoplus_{i \in \mathbb{Z}} \text{Ext}^n_R(X, Y(i))_0$. Since $R$ is an isolated singularity, we have $\dim_k \text{Hom}^R_i(X, Y) < \infty$ and $\dim_k \text{Ext}^i_R(X, Y) < \infty$ for any $i > 0$ by [A3] (7.6) [cf. [Y] (3.3)]. Thus the assertion follows. \hfill \Box

The next one is a general result on graded modules.

Lemma 4.4. [AR2] (2.9) [Y] (15.2.2) Let $X$ and $Y$ be indecomposable objects in $\text{mod}^2(R)$. Then $X \simeq Y$ as $R$-modules if and only if $X \simeq Y(i)$ for some $i \in \mathbb{Z}$ as graded $R$-modules.

Proof of Theorem 4.2. For any $X \in \text{CM}^2(R)$, there are only finitely many $i \in \mathbb{Z}$ such that $\text{Hom}^R_i(X, S(i)) \neq 0$ (respectively, $\text{Hom}^R_i(S, X(i)) \neq 0$) by Lemma 4.3. One can easily verify that $S$ is a finitely generated $R$-module. Thus it holds that $\dim_k \text{Hom}^R_i(S, X) \leq d - 2$. These observations together with the above exact sequence imply $\text{proj. dim}_S \text{Ext}^i_R(S, S) \leq d - 1$. By Lemma 4.3, the $S$-module $\text{Ext}^i_R(S, S)$ has finite length. Since any non-zero finite length $S$-module has projective dimension $d$ by the Auslander-Buchsbaum equality at $\mathfrak{m}$, we have $\text{Ext}^i_R(S, S) = 0$.

(i) We shall show $\text{Hom}^R_i(S, S(i)[j]) = 0$ for any $i \in \mathbb{Z}$ and $0 < j < d - 1$. By Lemma 4.4, we have only to check $\text{Ext}^i_R(S, S) = 0$ for any $0 < i < j$. Let

$$0 \to \Omega^j_R S \to P_{j-1} \to \cdots \to P_0 \to S \to 0$$

be a projective resolution of the $R$-module $S$. Applying $\text{Hom}_R(-, S)$, one gets an exact sequence

$$0 \to \text{End}_R(S) \to \text{Hom}_R(P_0, S) \to \cdots \to \text{Hom}_R(P_{j-1}, S) \to \text{Hom}_R(\Omega^j_R S, S) \to \text{Ext}^j_R(S, S) \to 0$$

of $S$-modules since $\text{Ext}^j_R(S, S) = 0$ for any $0 < i < j$. Each $\text{Hom}_R(P_i, S)$ is a projective $S$-module, and so is $\text{End}_R(S)$ since there is an isomorphism $\text{End}_R(S) \simeq S \ast G$ by Theorem 4.2. Taking a projective presentation of the $R$-module $\Omega^j_R S$ and applying $\text{Hom}_R(-, S)$, we see that $\text{Hom}_R(\Omega^j_R S, S)$ is a second syzygy of a certain $S$-module. Thus it holds that $\text{proj. dim}_S \text{Hom}_R(\Omega^j_R S, S) \leq d - 2$. These observations together with the above exact sequence imply $\text{proj. dim}_S \text{Ext}^i_R(S, S) \leq d - 1$. By Lemma 4.3, the $S$-module $\text{Ext}^i_R(S, S)$ has finite length. Since any non-zero finite length $S$-module has projective dimension $d$ by the Auslander-Buchsbaum equality at $\mathfrak{m}$, we have $\text{Ext}^i_R(S, S) = 0$.

(ii) We shall show that any $X \in \text{CM}^2(R)$ satisfying $\text{Hom}^R_i(X, S(i)[j]) = 0$ for any $i \in \mathbb{Z}$ and $0 < j < d - 1$ belongs to $S$.

By Lemma 4.4, we have only to check $X \in \text{add}_R S$. We have $\text{Ext}^i_R(X, S) = 0$ for any $0 < i < j - 1$. Let

$$0 \to \Omega^{j-1} R X \to P_{j-2} \to \cdots \to P_0 \to X \to 0$$

be a projective resolution of the $R$-module $X$. Applying $\text{Hom}_R(-, S)$, we obtain an exact sequence

$$0 \to \text{Hom}_R(X, S) \to \text{Hom}_R(P_0, S) \to \cdots \to \text{Hom}_R(P_{j-2}, S) \to \text{Hom}_R(\Omega^{j-1} R S, S)$$

of $S$-modules since $\text{Ext}^j_R(X, S) = 0$ for any $0 < j < d - 1$. Again each $\text{Hom}_R(P_i, S)$ is a projective $S$-module, and $\text{proj. dim}_S \text{Hom}_R(\Omega^{j-1} R S, S) \leq d - 2$ holds as we have shown in (i). Consequently $\text{Hom}_R(X, S)$ is a projective $S$-module, and we get $\text{Hom}_R(X, S) \in \text{add}_R S$.

Since $cS = R$ holds for the idempotent defined in [11], one sees that $R$ is a direct summand of $S$ as an $R$-module. Thus we have $X^* \in \text{add}_R \text{Hom}_R(X, S) \subset \text{add}_R S$ and $X \simeq X^* \in \text{add}_R S^*$. Since $S^*$ is a Cohen-Macaulay $S$-module, it is a projective $S$-module. Thus $X \in \text{add}_R S$ holds, so the desired assertion follows.

(iii) We shall show that any $X \in \text{CM}^2(R)$ satisfying $\text{Hom}^R_i(X, S(i)[j]) = 0$ for any $i \in \mathbb{Z}$ and $0 < j < d - 1$ belongs to $S$.

By using graded AR duality (Corollary 2.5), we have $\text{Hom}^R_i(X, S(i)[j]) = 0$ for any $i \in \mathbb{Z}$ and $0 < j < d - 1$. Thus we have $X \in S$ by (ii). \hfill \Box

In particular, we have $\text{CM}^2(R) = S$ in the case $d = 2$. This is a graded version of a classical result due to Herzog [Her] and Auslander [A3].

The following property of $(d - 1)$-cluster tilting subcategories is the graded version of [11] (2.2.3).

Proposition 4.5. For any $X \in \text{CM}^2(R)$, there exists an exact sequence

$$0 \to C_{d - 2} \to \cdots \to C_0 \to X \to 0$$
in $\text{mod}^Z(R)$ with $C_i \in S$ such that the following sequence is exact:

$$0 \to \text{Hom}_R(S, C_{d-2}) \to \cdots \to \text{Hom}_R(S, C_0) \to \text{Hom}_R(S, X) \to 0.$$ 

Proof. Put $X_0 := X$. Inductively, we get an exact sequence $0 \to X_{i+1} \to C_i \to X_i \to 0$ in $\text{mod}^Z(R)$ with $C_i \in S$ such that

$$0 \to \text{Hom}_R(S, X_{i+1}) \to \text{Hom}_R(S, C_i) \to \text{Hom}_R(S, X_i) \to 0$$

is exact. Using $\text{Ext}^j_R(S, S) = 0$ for any $0 < j < d - 1$, we have $\text{Ext}^j_R(S, X_i) = 0$ for any $0 < j < i < d - 1$ inductively. By Theorem 4.2 we have $X_{d-2} \in S$. Putting $C_{d-2} := X_{d-2}$, we obtain a desired sequence. \hfill \Box

5. Koszul complexes are higher almost split sequences

The notion of Koszul complexes is fundamental in commutative algebra. They give projective resolutions of simple modules for regular rings $S$. In this section we study properties of the Koszul complex of $S$ as a complex of $R$-modules for a quotient singularity $R$. We will show that the Koszul complex of $S$ is a direct sum of higher almost split sequences for graded Cohen-Macaulay modules. This is an analogue of a result in [12] which assumes that $S$ is a formal power series ring. Results in this section will be used in the proof of our main Theorems 1.6 and 1.7.

Let $k$ be a field of characteristic zero and $G$ a finite subgroup of $\text{GL}_d(k)$. Let $S := k[x_1, \ldots, x_d]$ and $R := S^G$. We regard $S$ and $R$ as graded algebras by putting $\deg x_i = 1$ for each $i$. Let $V := S_1$ be the degree 1 part of $S$. We denote by

$$K = (0 \to S \otimes \bigwedge^d V \xrightarrow{\delta_d} S \otimes \bigwedge^{d-1} V \xrightarrow{\delta_{d-1}} \cdots \xrightarrow{\delta_2} S \otimes V \xrightarrow{\delta_1} S \to 0)$$

the Koszul complex of $S$, where $\otimes := \otimes_k$ and the map $\delta_i : S \otimes \bigwedge^i V \to S \otimes \bigwedge^{i-1} V$ is given by

$$s \otimes (v_1 \wedge \cdots \wedge v_i) \mapsto \sum_{j=1}^i (-1)^{j-1} s v_j \otimes (v_1 \wedge \cdots \hat{v}_j \cdots \wedge v_i).$$

We have a free resolution

$$\tilde{K} = (0 \to S \otimes \bigwedge^d V \xrightarrow{\delta_d} S \otimes \bigwedge^{d-1} V \xrightarrow{\delta_{d-1}} \cdots \xrightarrow{\delta_2} S \otimes V \xrightarrow{\delta_1} S \to k \to 0)$$

(11)

of the simple $S$-module $k$. We regard each $S \otimes \bigwedge^i V$ as a module over the group algebra $RG$ by

$$(rg)(s \otimes (v_1 \wedge \cdots \wedge v_i)) = rg(s) \otimes (g(v_1) \wedge \cdots \wedge g(v_i)).$$

We regard $V$ as a vector space of degree 1, and so $\bigwedge^i V$ as a vector space of degree $i$. Thus $S \otimes \bigwedge^i V$ is a direct sum of copies of $S(-i)$. Clearly (11) is an exact sequence of graded $RG$-modules.

We consider the decomposition of (11) as a complex of $R$-modules. Let $V_0 = k, V_1, \ldots, V_n$ be the isomorphism classes of simple $kG$-modules. Let $d_i$ be the dimension of $V_i$ over a division ring $\text{End}_{kG}(V_i)$. 

**Proposition 5.1.** As a complex of graded $R$-modules, the koszul complex (11) splits into a direct sum of $d_i$ copies of

$$\text{Hom}_{kG}(V_i, \tilde{K}) = (0 \to \langle \text{Hom}_{kG}(V_i, S \otimes \bigwedge^d V) \xrightarrow{\delta_d} \cdots \xrightarrow{\delta_2} \text{Hom}_{kG}(V_i, S) \to \text{Hom}_{kG}(V_i, k) \to 0 \rangle)$$

(12)

where $\text{Hom}_{kG}(V_i, k)$ if $i = 0$ and $\text{Hom}_{kG}(V_i, k) = 0$ otherwise.

Proof. Since $kG \simeq \bigoplus_{i=0}^n V_i^{d_i}$ as $kG$-modules, we have $\tilde{K} \simeq \bigoplus_{i=0}^n \text{Hom}_{kG}(V_i, \tilde{K})^{d_i}$ as complexes of graded $R$-modules. \hfill \Box

The following main result in this section is a graded version of [12] (6.1) asserting that the Koszul complex of $S$ gives a higher almost split sequence of $R$. 


Theorem 5.2. (a) The Koszul complex (11) induces an exact sequence
\[ 0 \to \text{Hom}_R^d(S(i), S \otimes \bigwedge^i V) \xrightarrow{\delta_1} \cdots \xrightarrow{\delta_i} \text{Hom}_R^d(S(i), S \otimes V) \xrightarrow{\delta_1} \text{Hom}_R^d(S(i), S) \]
for any \( i \in \mathbb{Z} \), where the right map \((\delta_1)\) is surjective if \( i \neq 0 \).
(b) The Koszul complex (11) induces an exact sequence
\[ 0 \to \text{Hom}_R^d(S, S(i)) \xrightarrow{\delta_1} \cdots \xrightarrow{\delta_d-1} \text{Hom}_R^d(S \otimes \bigwedge^{d-1} V, S(i)) \xrightarrow{\delta_1} \text{Hom}_R^d(S \otimes \bigwedge^d V, S(i)) \]
for any \( i \in \mathbb{Z} \), where the right map \((\delta_d)\) is surjective if \( i \neq -d \).

The first part is a consequence of the following observation.

Lemma 5.3. We have an isomorphism
\[
\begin{align*}
\text{K \otimes kG} = &
\begin{array}{cc}
\text{(S \otimes \bigwedge^i V \otimes kG) & (S \otimes \bigwedge^{i+1} V \otimes kG)} \\
\end{array}
\end{align*}
\]
\[
\begin{align*}
\text{Hom}_R(S, \text{K}) = &
\begin{array}{cc}
\text{(Hom}_R(S, S \otimes \bigwedge^i V) & (\text{Hom}_R(S, S \otimes \bigwedge^{i+1} V))}
\end{array}
\end{align*}
\]
of complexes of graded \( R \)-modules.

Proof. We define a map \( a_i : S \otimes \bigwedge^i V \otimes kG \to \text{Hom}_R(S, S \otimes \bigwedge^i V) \) by \( s \otimes w \otimes g \mapsto (t \mapsto tg(s) \otimes g(w)) \) (\( g \in G \)).

(i) We shall show that \( a_i \) is an isomorphism.
We can write \( a_i \) as a composition
\[
S \otimes \bigwedge^i V \otimes kG \xrightarrow{\delta_1} S \otimes kG \otimes \bigwedge^i V \xrightarrow{\phi \otimes 1} \text{End}_R(S) \otimes \bigwedge^i V \xrightarrow{1} \text{Hom}_R(S, S \otimes \bigwedge^i V),
\]
where \( c_i \) is defined by \( c_i(s \otimes w \otimes g) = s \otimes g \otimes g(w) \). Clearly \( c_i \) is an isomorphism, and so is \( \phi \otimes 1 \) by Theorem 3.2. Thus we have the assertion.

(ii) It is easily checked that both \((\delta_1 \cdot a_i)\) and \( a_i \cdot (\delta_1 \otimes 1)\) send \( s \otimes (v_1 \wedge \cdots \wedge v_i) \otimes g \) to
\[
t \mapsto \sum_{j=1}^i (-1)^{i+1} tg(s v_j) \otimes (g(v_1) \wedge \cdots \wedge g(v_{j-1}) \wedge g(v_j)).
\]
Thus the assertion follows. \( \square \)

The second part is a consequence of the following observation.

Lemma 5.4. We have an isomorphism
\[
\begin{align*}
\text{K \otimes kG} = &
\begin{array}{cc}
(S \otimes \bigwedge^i V \otimes kG & (S \otimes \bigwedge^{i+1} V \otimes kG)} \\
\end{array}
\end{align*}
\]
\[
\begin{align*}
\text{Hom}_R(S, \text{K}) = &
\begin{array}{cc}
(\text{Hom}_R(S, S) & (\text{Hom}_R(S, S \otimes V))}
\end{array}
\end{align*}
\]
of complexes of graded \( R \)-modules.

Proof. Fix an isomorphism \( \iota : \bigwedge^i V \to k \). We have a non-degenerate bilinear form
\[
\iota' : (\bigwedge^i V) \otimes (\bigwedge^i V) \to k, \quad w \otimes w' \mapsto \iota(w \wedge w').
\]
We define a map
\[
b_i : S \otimes \bigwedge^i V \otimes kG \to \text{Hom}_R(S \otimes \bigwedge^i V, S) \text{ by } s \otimes w \otimes g \mapsto (t \otimes w' \mapsto t g(s) \iota(g(w) \wedge w')).
\]
(i) We shall show that \( b_1 \) is an isomorphism.

We denote by \( \alpha : \Lambda^i V \to D(\Lambda^{d-i} V) \) the corresponding isomorphism to \( \epsilon' \). Since we can write \( b_1 \) as a composition

\[
S \otimes \bigwedge^i V \otimes kG \xrightarrow{\epsilon} S \otimes kG \otimes \bigwedge^i V \overset{\delta \otimes \alpha}{\longrightarrow} \operatorname{End}_R(S) \otimes D(\bigwedge^i V) \xrightarrow{\sim} \operatorname{Hom}_R(S \otimes \bigwedge^i V, S),
\]

we have the assertion by Theorem 3.2.

(ii) Using the relation

\[
\sum_{j=1}^{d+1} (-1)^{j+1} u_j \epsilon(u_1 \wedge \cdots \wedge u_{d+1}) = 0
\]

for any \( u_1, \cdots, u_{d+1} \in V \), we have that both \( (\epsilon \oplus e) b_i \) and \( b_i (\epsilon \oplus 1) \) send \( s \otimes (v_1 \wedge \cdots \wedge v_i) \otimes g \) to

\[
t \otimes (v'_1 \wedge \cdots \wedge v'_{d-i+1}) \mapsto \sum_{j=1}^{d-i+1} (-1)^{j+1} t v'_j g(s) \epsilon(g(v_1) \wedge \cdots \wedge g(v_i) \wedge v'_1 \cdots v'_{j-1} \wedge v'_{j+1} \cdots v'_{d-i+1})
\]

\[
= \sum_{j=1}^{d-i+1} (-1)^{j+1} t g(s v'_j) \epsilon(g(v_1) \wedge \cdots \wedge g(v_j) \wedge v'_1 \cdots v'_j \wedge v'_{d-i+1}).
\]

Thus the assertion follows.

Now we are ready to prove Theorem 5.2. The assertions follow from Lemmas 5.3 and 5.4 since the complex \( K \otimes kG \) is clearly exact.

We end this section by stating the following application of Theorem 5.2.

**Proposition 5.5.** We have \( \operatorname{Ext}^n_R(k, R) \simeq k(d) \) in \( \operatorname{mod}^Z(R) \). In particular the \( a \)-invariant of \( R \) is \(-d\).

**Proof.** This lemma follows from [BH] (6.4.9) and (6.4.11). As an application of the results stated above, we give a direct proof for the convenience of the reader. Since \( R \) is Gorenstein, we have \( \operatorname{Ext}^n_R(S, R) = 0 \) for any \( n > 0 \). Applying \( \operatorname{Hom}^n_Z(\cdot, R(-d)) \) to \( \langle \rangle \), we have an exact sequence

\[
\operatorname{Hom}^n_Z(S \otimes \bigwedge R, R) \to \operatorname{Hom}^n_Z(S \otimes \bigwedge^d V, R(-d)) \to \operatorname{Ext}^d_R(k, R(-d)) \to 0.
\]

Since \( R(-d) \) is a direct summand of \( S \otimes \bigwedge^d V \), we have \( \operatorname{Ext}^d_R(k, R(-d)) \neq 0 \) by Theorem 5.2. This implies the assertion.

\[ \square \]

6. **Proof of Main Results**

Before proving our main Theorems 1.6 and 1.7, we deduce Proposition 1.4 from the following well-known result.

**Proposition 6.1.** Let \( f : A \to B \) be a surjective homomorphism of finite dimensional algebras over a field. For any idempotent \( e \) of \( B \), there exists an idempotent \( e' \) of \( A \) such that \( e = f(e') \).

**Proof.** This is an easy consequence of the lifting idempotents property (e.g. [ASS] (I.4.4)).

Now we are ready to prove Proposition 1.4.

By our assumption \( \dim_R R_i < \infty \) for each \( i \), we know that \( \operatorname{End}^Z_R(X) \) and \( \operatorname{End}^Z_R(X) \) are finite dimensional \( k \)-algebras for any \( X \in \operatorname{CM}^Z(R) \). If a finite dimensional \( k \)-algebra does not have idempotents except 0 and 1, then it is local. Thus it is enough to show that idempotents split in \( \operatorname{CM}^Z(R) \) (respectively, \( \operatorname{CM}^Z(R) \)), i.e. for any idempotent \( e \in \operatorname{End}^Z_R(X) \) (respectively, \( \operatorname{End}^Z_R(X) \)), there exists an isomorphism \( f : X \xrightarrow{\sim} Y \oplus Z \) such that \( e = f^{-1}(0, 0) f \).

This is clear for \( \operatorname{End}^Z_R(X) \); just put \( Y := \operatorname{Im} e \) and \( Z := \operatorname{Ker} e \). For \( \operatorname{End}^Z_R(X) \), apply Proposition 6.1 to the surjective map \( \operatorname{End}^Z_R(X) \to \operatorname{End}^Z_R(X) \).

\[ \square \]
6.1. Proof of Theorem 1.6. We need the following application of results in the previous section.

**Lemma 6.2.** As a complex of graded $R$-modules, the sequence (11) has a direct summand

$$0 \to M_d \xrightarrow{g_d} M_{d-1} \xrightarrow{g_{d-1}} \cdots \xrightarrow{g_2} M_1 \xrightarrow{g_1} M_0 \to 0$$  \hspace{1cm} (13)

which is exact and satisfies the following conditions.

(a) $M_i \in \add S(-i)$ for any $0 \leq i \leq d$,
(b) $R \oplus M_0 = S$ and $R(-d) \oplus M_d = S(-d)$,
(c) Put $N_i := \Im g_i$. Then $N_i = [\Omega^i k]_{\CM}$ for any $0 < i < d$.
(d) We have an exact sequence

$$0 \to \Hom_Z^i(S(i), M_d) \xrightarrow{g_d} \Hom_Z^i(S(i), M_{d-1}) \xrightarrow{g_{d-1}} \cdots \xrightarrow{g_2} \Hom_Z^i(S(i), M_1) \xrightarrow{g_1} \Hom_Z^i(S(i), M_0)$$

for any $i \in \mathbb{Z}$, where the right map $(g_1 \cdot)$ is surjective if $i \neq 0$.
(e) We have an exact sequence

$$0 \to \Hom_Z^i(M_0, S(i)) \xrightarrow{g_1} \Hom_Z^i(M_1, S(i)) \xrightarrow{g_2} \cdots \xrightarrow{g_{d-1}} \Hom_Z^i(M_{d-1}, S(i)) \xrightarrow{g_d} \Hom_Z^i(M_d, S(i))$$

for any $i \in \mathbb{Z}$, where the right map $(g_d \cdot)$ is surjective if $i \neq -d$.

**Proof.** Immediate from Proposition 6.2 and Theorem 5.1. \hfill \square

We have the following consequence.

**Proposition 6.3.** thick$(T) = \CM^Z(R)$.

**Proof.** By (a) and (b) in Lemma 6.2, we have $S(i) \in \text{thick}(T)$ for any $i \in \mathbb{Z}$ by using the grade shifts of the exact sequence (15). By Proposition 5.5, we have thick$(T) = \CM^Z(R)$. \hfill \square

In the rest of this section, we simply write

$$(X,Y)^n := \Hom_Z^i(X,Y(i)[n]).$$

We have the following immediate consequence of Theorem 1.5.

**Lemma 6.4.** $(X,Y)^n \cong D(Y,X)^{d-1-n}_{d-1}$.

Theorem 1.6 follows immediately from the following proposition.

**Proposition 6.5.** Let $n, i \in \mathbb{Z}$.

(a) $(S,S)^n_i = 0$ if $n > 0$ and $dn + (d-1)i > 0$.
(b) $(S,S)^n_i = 0$ if $n < d-1$ and $dn + (d-1)i < 0$.

**Proof.** We use the exact sequence in Lemma 6.2.

(a) By Theorem 1.2, this is true for $0 < n < d-1$. Since $\Hom_R(S,S[n]) = \bigoplus_{i \in \mathbb{Z}} (S,S)^n_i$ is finite dimensional, this is also true for sufficiently large $i$. Now we take any $n \geq d-1$. We assume that $(S,S)^n_i = 0$ holds if the following (i) or (ii) is satisfied.

(i) $n > n' > 0$ and $dn' + (d-1)i' > 0$,
(ii) $n = n'$ and $i' > i$.

For any $2 \leq j \leq d$, we have a triangle

$$N_j \to M_{j-1} \to N_{j-1} \to N_j[1]$$  \hspace{1cm} (14)

in $\CM^Z(R)$. Since $n \geq n-j+2$ and $d(n-j+2) + (d-1)(i'+j'-1) = dn + (d-1)i' + (d-j+1) > dn + (d-1)i$, we have $(S,S)^{n-j+2}_i = 0$ and $(M_{j-1},S)^{n-j+1}_i = 0$ by our assumption of the induction. Applying $(-,S)^{n-j+1}_i$ to (14), we have an exact sequence

$$(M_{j-1},S)^{n-j+1}_i \to (N_j,S)^{n-j+1}_i \to (N_{j-1},S)^{n-j+2}_i \to (M_{j-1},S)^{n-j+2}_i = 0$$  \hspace{1cm} (15)

for any $2 \leq j \leq d$. Thus we have a sequence of surjections

$$(N_d,S)^{n-d+1}_i \to (N_{d-1},S)^{n-d+2}_i \to \cdots \to (N_2,S)^{n-1}_i \to (N_1,S)_i = (S,S)_i^n.$$  \hspace{1cm} (16)
Assume \( n > d - 1 \). Since \( n \geq n - d + 1 > 0 \) and \( d(n - d + 1) + (d - 1)(i + d) = dn + (d - 1)i > 0 \), we have \((S, S)^{n-d+1}_i = 0 \) and \((N_d, S)^{n-d+1}_i = 0 \) by the induction hypothesis. By (16), we have \((S, S)^n_i = 0 \).

Assume \( n = d - 1 \). Since we have that \( i \neq -d \) and that \((M_{d-1}, S)^n_i \rightarrow (N_d, S)^n_i \rightarrow 0 \) is exact by Lemma 6.2, it holds that \((N_{d-1}, S)^{n-d+1}_i \rightarrow 0 \) by (15) for \( j = d \). Again by (16), we have \((S, S)^n_i = 0 \).

(b) Since \( d - 1 - n > 0 \) and \( d(d - 1 - n) + (d - 1)(-d - i) = -dn - (d - 1)i > 0 \), the assertion follows from (a) and Lemma 6.4.

\[ \Box \]

6.2. Proof of Theorem 1.7. Let us begin with proving several propositions.

Proposition 6.6. \( \text{thick}(U) = \text{CM}^Z(R) \).

Proof. By Proposition 6.3, we only have to show \( i \in \text{thick}(U) \) for any \( 0 \leq i < d \).

Fix \( 0 \leq i < d \) and assume \( S(j) \in \text{thick}(U) \) for any \( 0 \leq j < i \). By Lemma 6.2, there is an exact sequence

\[ 0 \rightarrow [\Omega^k_{\mathcal{C}}(i)]_{\text{CM}} \rightarrow M_{i-1}(i) \rightarrow \cdots \rightarrow M_1(i) \rightarrow M_0(i) \rightarrow 0 \]

with \([\Omega^k_{\mathcal{C}}(i)]_{\text{CM}} \in \text{add} \ U \) and \( M_{i-1}(i), \ldots, M_1(i) \in \text{add} \bigoplus_{j=1}^{i-1} \text{S}(j) \). Thus we have \( S(i) = R(i) \oplus M_0(i) \in \text{thick}(U) \). The assertion is proved inductively.

We use the notation in Lemma 6.2. As a matter of convenience, set \( N_0 = N_{d+1} = 0 \). For integers \( n, i \) and \( 0 \leq p, q \leq d + 1 \), we set

\[ (p, q)^n_i := (N_{p}, N_q)^n_i = \text{Hom}_R^Z(N_p, N_q(i)[n]). \]

Let us prepare the following result.

Proposition 6.7. One has \((p, q)^n_i = 0 \) if either of the following holds.

(a) \((1, q)^{n+t}_{i+t+p-1-i} = 0 \) for any \( 0 \leq t \leq p - 1 \).

(b) \((1, q)^{n+t}_{i+t+p-1} = 0 \) for any \( 0 \leq t \leq d - p \).

Proof. For each integer \( 0 \leq j \leq d \) there is a triangle

\[ N_{j+1} \rightarrow M_j \rightarrow N_j \rightarrow N_{j+1}[1] \]

in \( \text{CM}^Z(R) \). Applying \((-, q)^n_i \) to this triangle, we get an exact sequence

\[ (j + 1, q)^{n-1}_i \rightarrow (j, q)^n_i \rightarrow (M_j, q)^n_i \rightarrow (j + 1, q)^n_i \rightarrow (j, q)^{n+1}_i \]

(17)

of \( R \)-modules, and \((M_j, q)^n_i \) is in \( \text{add}_R(1, q)^{n+j}_i \).

(a) By (17) and our assumption, we have a sequence of injections

\[ (p, q)^n_i \rightarrow (p - 1, q)^{n+1}_i \rightarrow \cdots \rightarrow (2, q)^{n+p-2}_i \rightarrow (1, q)^{n+p-1}_i = 0. \]

(b) By (17) and our assumption, we have a sequence of surjections

\[ 0 = (d, q)^{n-d+p}_i \rightarrow (d - 1, q)^{n-d+p+1}_i \rightarrow \cdots \rightarrow (p + 1, q)^{n-1}_i \rightarrow (p, q)^n_i. \]

\[ \Box \]

A dual version of Proposition 6.7 holds:

Proposition 6.8. One has \((p, q)^n_i = 0 \) if either of the following holds.

(a) \((p, 1)^{n-t}_{i-q+1+t} = 0 \) for any \( 0 \leq t \leq q - 1 \).

(b) \((p, 1)^{n-t}_{i-q-t} = 0 \) for any \( 0 \leq t \leq d - q \).

Proof. (a) By Lemma 6.3, we have \((1, p)^{d-1-n+t}_i = 0 \) for any \( 0 \leq t \leq q - 1 \). By Proposition 6.7(a), we have \((q, p)^{d-1-n}_i = 0 \). By Lemma 6.3, we have \((p, q)^n_i = 0 \).

(b) is shown dually.

The next lemma will play an essential role in the proof of Theorem 1.7.

Lemma 6.9. One has \((1, q)^n_i = 0 \) if either \( n \geq \max\{1, q - i\} \) or \( n \leq \min\{-1, q - i - 1\} \).
Proof. Let \( n \geq \max\{1, q - i\} \). Proposition 6.8(b) says that we have only to prove \((1, 1)_{t^-q-t}^{n+t} = 0\) for \(0 \leq t \leq d - q\). Since \( n \geq q - i \) and \( n + t \geq n + 1 \), we have
\[
d(n + t) + (d - 1)(i - q - t) = (d - 1)(n + i - q) + n + t \geq n + t > 0.
\]
Proposition 6.5(a) implies the lemma. A similar argument shows the assertion in the case \( n \leq \min\{-1, q - i - 1\}\). \(\square\)

Now we can prove Theorem 1.7. By Theorem 1.2, we have a triangle equivalence \(\mathbf{CM}^0(R) \to \mathbf{K}^0(\text{proj} \text{ End}_R(Z))\) up to direct summands. This is an equivalence since \(\mathbf{CM}^0(R)\) is Krull-Schmidt by Proposition 1.4. \(\square\)

7. Endomorphism algebras of \(T\) and \(U\)

In this section, we will give descriptions of the endomorphism algebras \(\text{End}_R^Z(T)\) and \(\text{End}_R^Z(U)\). In particular, we shall prove Theorem 1.8.

Let \(V_0, V_1, \ldots, V_n\) be the isomorphism classes of simple \(kG\)-modules. Let \(d_i\) be the dimension of \(V_i\) over a division ring \(\text{End}_{kG}(V_i)\). Let \(e_i\) be the central idempotent of \(kG\) corresponding to \(V_i\). Then we have \(e_i = \sum_{j=1}^{d_i} e_{ij}\) for primitive idempotents \(e_{ij}\) of \(kG\).

The endomorphism algebra \(\text{End}_R^Z(T)\) is rather easy to calculate.

**Theorem 7.1.** We have the following isomorphisms of \(k\)-algebras:
\[
\text{End}_R^Z(T) \cong S^{(d)} * G,
\]
\[
\text{End}_R^Z(T) \cong (S^{(d)} * G)/\langle e \rangle.
\]

**Proof.** By Theorem 3.2, there exist isomorphisms
\[
\text{Hom}_R^Z(S(p), S(q)) \cong \text{End}_R(S)_{q-p} \cong (S * G)_{q-p} = S_{q-p} * G.
\]

Thus we have the isomorphism \(\text{End}_R^Z(T) \cong S^{(d)} * G\).

Notice that \(\langle e \rangle\) consists of endomorphisms of \(T\) factoring through \(eT\). Since \(eT = \bigoplus_{i=0}^{d-1} R(i)\) is a maximal free direct summand of \(T\), we have \(\langle e \rangle \subset P^2(T, T)\). On the other hand, assume that for \(0 \leq p, q \leq d\), there exist non-zero maps \(S(q) \to R(r) \to S(p)\). Since \(R \in \text{add}_R S\), we have \(q \leq r \leq p\) by Corollary 6.3. Thus \(ba\) factors through \(eT\), and we have \(\langle e \rangle \supset P^2(T, T)\). \(\square\)

We give explicit information on the direct summands of \(T\). Let \(e_p\) be the idempotent of \(S^{(d)}\) whose \((p, p)\)-entry is 1 and the other entries are 0. Then
\[
\{e^{p}_{ij} := e_p \otimes e_{ij} \mid 1 \leq p \leq d, 0 \leq i \leq n, 1 \leq j \leq d_i\}
\]
gives a complete set of orthogonal primitive idempotents of \(S^{(d)} * G\). We put
\[
T_{pi} := \text{Hom}_{kG}(V_i, S)(p-1) \text{ for } (p, i) \in \{1, 2, \ldots, d\} \times \{0, 1, \ldots, n\}.
\]

**Proposition 7.2.**
(a) We have \(e^{p}_{ij}T \cong T_{pi}\) as graded \(R\)-modules.

(b) The isomorphism classes of indecomposable direct summands of \(T \in \text{mod}^Z(R)\) (respectively, \(T \in \text{CM}^0(R)\)) are \(T_{pi}\) for \((p, i) \in \{1, 2, \ldots, d\} \times \{0, 1, \ldots, n\}\) (respectively, \((p, i) \in \{1, 2, \ldots, d\} \times \{1, \ldots, n\}\)).

**Proof.**
(a) We have \(e^{p}_{ij}T \cong e_{ij}S(p-1) \cong \text{Hom}_{kG}((kG)e_{ij}, S(p-1)) \cong \text{Hom}_{kG}(V_i, S)(p-1)\).
(b) This is immediate from Theorem 1.4. \(\square\)
In the rest of this section we calculate the endomorphism algebra $\operatorname{End}_R^Z(U)$. We give a description of the endomorphism algebra of a bigger object

$$
\tilde{U} := \bigoplus_{p=1}^d \Omega_S^p k(p) \in \text{mod}^Z(R),
$$

which induces a description of $\operatorname{End}_R^Z(U)$.

**Theorem 7.3.** We have the an isomorphism $\operatorname{End}_R^Z(\tilde{U}) \simeq G * E^{(d)}$ of $k$-algebras.

Before proving Theorem 7.3, we give explicit information on the direct summands of $U$. Let $e_p$ be the idempotent of $E^{(d)}$ whose $(p,p)$-entry is 1 and the other entries are 0. Then

$$
\{ e_{ij}^p := e_{ij} \otimes e_p \mid 1 \leq p \leq d, \ 0 \leq i \leq n, \ 1 \leq j \leq d_i \}
$$
gives a complete set of orthogonal primitive idempotents of $G * E^{(d)}$. We put

$$
U_{pi} := \operatorname{Hom}_{kG}(V_i, \Omega_S^p k(p)) \quad \text{for} \quad (p,i) \in \{1,2,\ldots,d\} \times \{0,1,\ldots,n\}
$$

which is $\im(\delta_{pi})$ for the map $(\delta_{pi})$ in the complex (12).

**Proposition 7.4.** (a) We have $e_{ij}^p U \simeq U_{pi}$ as graded $R$-modules.

(b) The isomorphism classes of indecomposable direct summands of $\tilde{U} \in \text{mod}^Z(R)$ (respectively, $U \in \text{mod}^P(R)$) are $U_{pi}$ for $(p,i) \in \{1,2,\ldots,d\} \times \{0,1,\ldots,n\}$ (respectively, $(p,i) \in \{1,2,\ldots,d\} \times \{1,\ldots,n\}$).

The idea of the proof of Theorem 7.3 is to calculate $\operatorname{Hom}_R^Z(\Omega_S^p k(q), \Omega_S^q k(p))$ for any $1 \leq p,q \leq d$ by using the Koszul complex (11)

$$
K = (\cdots \rightarrow 0 \rightarrow S \otimes \bigwedge^d V \rightarrow S \otimes \bigwedge^{d-1} V \rightarrow \cdots \rightarrow S \otimes V \rightarrow S \rightarrow 0 \rightarrow \cdots)
$$

used in Section 5. We will construct the following isomorphisms.

$$
kG \otimes \bigwedge^{q-p} DV \xrightarrow{\sim} \operatorname{Hom}_{\mathcal{C}^{(\text{mod}^Z(R))}}(K(q)[-q], K(p)[-p]) \xrightarrow{\sim} \operatorname{Hom}_R^Z(\Omega_S^q k(q), \Omega_S^p k(p)).
$$

(21)

First we shall construct the right isomorphism of (21).

Since $\im \delta_p = \Omega_S^p k$, we have a map

$$
\operatorname{Hom}_{\mathcal{C}^{(\text{mod}^Z(R))}}(K(q)[-q], K(p)[-p]) \rightarrow \operatorname{Hom}_R^Z(\Omega_S^q k(q), \Omega_S^p k(p)),
$$

(22)

where $\mathcal{C}(\text{mod}^Z(R))$ is the category of chain complexes over $\text{mod}^Z(R)$.

**Proposition 7.5.** (1) The map (22) is an isomorphism.

(2) $\operatorname{Hom}_R^Z(\Omega_S^p k(q), \Omega_S^q k(p)) = 0$ for any $1 \leq q < p \leq d$.

**Proof.** (1) The key result in the proof is Theorem 5.2.

Fix any $f \in \operatorname{Hom}_R^Z(\Omega_S^p k(q), \Omega_S^q k(p))$. Using Theorem 5.2 repeatedly, we have commutative diagrams

$$
\begin{array}{ccccccc}
\cdots & \xrightarrow{\delta_{p+2}(q)} & S \otimes \bigwedge^{p+1} V(q) & \xrightarrow{\delta_{p+1}(q)} & S \otimes \bigwedge^p V(q) & \rightarrow & \Omega_S^p k(q) & \rightarrow 0 \\
& & S \otimes \bigwedge^{p+1} V(q) & \xrightarrow{\delta_{p+1}(q)} & S \otimes \bigwedge^p V(q) & \rightarrow & \Omega_S^p k(p) & \rightarrow 0, \\
0 & \rightarrow & \Omega_S^q k(q) & \rightarrow & S \otimes \bigwedge^{q-1} V(q) & \xrightarrow{\delta_{q-1}(q)} & S \otimes \bigwedge^{q-2} V(q) & \rightarrow \cdots \\
& & & & \xrightarrow{f} & & \\
0 & \rightarrow & \Omega_S^q k(p) & \rightarrow & S \otimes \bigwedge^{p-1} V(p) & \xrightarrow{\delta_{p-1}(q)} & S \otimes \bigwedge^{p-2} V(p) & \rightarrow \cdots
\end{array}
$$
of graded $R$-modules. They give a chain homomorphism $K(q)[-q] \to K(p)[-p]$, and the map (22) is surjective.

To show that (22) is injective, assume that the following diagram is commutative.

\[ \cdots \rightarrow \delta_{q+1}(q) \quad S \otimes \Lambda^{q+1} V(q) \xrightarrow{a_{q+1}} S \otimes \Lambda^q V(q) \xrightarrow{\delta_{q+1}(q)} S \otimes \Lambda^{q-1} V(q) \xrightarrow{a_q} S \otimes \Lambda^{q-2} V(q) \xrightarrow{\delta_{q-1}(q)} \cdots \]

\[ \cdots \rightarrow \delta_{p+1}(p) \quad S \otimes \Lambda^{p+1} V(p) \xrightarrow{a_{p+1}} S \otimes \Lambda^p V(p) \xrightarrow{\delta_{p+1}(p)} S \otimes \Lambda^{p-1} V(p) \xrightarrow{a_p} S \otimes \Lambda^{p-2} V(p) \xrightarrow{\delta_{p-1}(p)} \cdots \]

Since $\delta_p(p) \cdot a_q = 0$, the map $a_q$ factors through $\delta_{p+1}(p)$ by Theorem 5.2. Since $\operatorname{Hom}_F^2(S \otimes \Lambda^q V(q), S \otimes \Lambda^{p+1} V(p)) = 0$ by Corollary 5.3 we have $a_q = 0$. Repeating similar argument, we have $a_i = 0$ for any $i \geq q$.

Using the diagram below and Theorem 5.2 we have $a_i = 0$ for any $i < q$ by a similar argument.

Thus the map (22) is injective.

(2) By (1) we have only to show $\operatorname{Hom}_{C(mod^e(R))}(K(q)[-q], K(p)[-p]) = 0$. Fix any chain homomorphism

\[ S \otimes V(q) \xrightarrow{\delta_1(q)} S(q) \xrightarrow{a_1} S \otimes \Lambda^1 V(p) \xrightarrow{\delta_1(p)} S \otimes \Lambda^1 V(p) \xrightarrow{a_0} S \otimes \Lambda^0 V(p) \]

Since $\delta_{p-q}(p) \cdot a_0 \cdot a_1 = \delta_{p-q}(p) \cdot \delta_{p-q+1}(p) \cdot a_1 = 0$, we have $\delta_{p-q}(p) \cdot a_0 = 0$ by Theorem 5.2. Thus the map $a_0$ factors through $\delta_{p-q+1}(p)$ by Theorem 5.2. Since $\operatorname{Hom}_F^2(S(q), S \otimes \Lambda^{p+1} V(p)) = 0$ by Corollary 3.3 we have $a_0 = 0$. By the argument in the proof of (1), we have $a_i = 0$ for any $i$. \qed

Next we shall construct the left isomorphism in (21).

We need the following conventions: For a positive integer $p$, we put $[p] := \{1, 2, \ldots, p\}$. When we have an injective map $\sigma : X \to [p]$ from a subset $X$ of $[p]$, we extend $\sigma$ uniquely to an element $\sigma$ in the symmetric group $S_p$ by the rule

\[ \sigma(i) < \sigma(j) \] for any $i, j \in [p]\setminus\sigma(X)$ satisfying $i < j$.

We have a map

\[ \bigwedge^q DV \rightarrow \operatorname{Hom}_k(\bigwedge^{p+q} V, \bigwedge^p V) \] (23)

sending $f = f_1 \wedge f_2 \wedge f_1 \in \bigwedge^q DV$ to

\[ (v = v_1 \wedge v_2 \wedge \cdots \wedge v_{p+q} \mapsto f(v) = \sum_{\sigma \in [q] \rightarrow [p+q]} \operatorname{sgn}(\sigma) f_1(v_{\sigma(1)}) \cdots f_q(v_{\sigma(p)}) v_{\sigma(p+1)} \wedge \cdots \wedge v_{\sigma(p+q)}), \]

where $\sigma$ runs over all injective maps $\sigma : [q] \to [p+q]$, which are uniquely extended to elements in $S_{p+q}$. For the case $p = 0$, the above map gives an isomorphism

\[ \bigwedge^q DV \cong D(\bigwedge^q V) \] (24)
since \( \{ y_1 \land \cdots \land y_i \mid 1 \leq i_1 < \cdots < i_q \leq d \} \) is mapped to the dual basis of \( \{ x_1 \land \cdots \land x_i \mid 1 \leq i_1 < \cdots < i_q \leq d \} \). The map \( [23] \) gives a map

\[
kG \otimes \bigwedge^q DV \to \text{Hom}_{\mathbb{C}(R)}(S \otimes \bigwedge^{p+q} V(p+q), S \otimes \bigwedge^p V(p)).
\]  
(25)

For any \( 0 \leq q \leq d \) the following lemma gives a map

\[
kG \otimes \bigwedge^q DV \to \text{Hom}_{\mathbb{C}(mod^R(R))}(K(q)[-q], K)
\]  
(26)

which is the right map in \( [21] \).

**Lemma 7.6.** For any \( 0 \leq q \leq d \) and \( a \in kG \otimes \bigwedge^q DV \), we have a morphism

\[
\begin{align*}
S \otimes \bigwedge^d V(q) \xrightarrow{(-1)^{\delta_2}a} \cdots \xrightarrow{(-1)^{\delta_{q+2}}a} S \otimes \bigwedge^{q+1} V(q) \xrightarrow{(-1)^{\delta_{q+1}}a} S \otimes \bigwedge^q V(q) \\
S \otimes \bigwedge^{d-q} V(q) \xrightarrow{(-1)^{\delta_{d-q}}a} \cdots \xrightarrow{\delta_2} S \otimes V \xrightarrow{-\delta_1} S
\end{align*}
\]

of complexes of graded \( R \)-modules, where the vertical maps are the images of \( a \) by \( [25] \).

**Proof.** We will show that \((-1)^q \delta_p a = a \delta_{p+q}\). Fix any \( a = g \otimes (f_q \land \cdots \land f_1) \) in \( kG \otimes \bigwedge^q DV \) and \( x = s \otimes (v_1 \land \cdots \land v_{p+q}) \) in \( S \otimes \bigwedge^{p+q} V(q) \).

Then \( \delta_p(a(x)) \) is equal to

\[
\sum_{\sigma : [q] \to [p+q]} \sum_{\ell = 1}^p (-1)^{\ell+1}\text{sgn}(\sigma)g(s_{v_{\sigma(1)}}(x))f_1(v_{1}(x)) \cdots f_q(v_{\sigma(q)}(x))g(v_{\sigma(1)}v_1) \cdots \text{sgn}(\sigma)g(v_{\sigma(p+q)}v_{p+q}),
\]  
(27)

where \( \sigma \) runs over all injective maps \( \sigma : [q] \to [p+q] \), which are uniquely extended to elements in \( \mathfrak{G}_{p+q} \).

For a pair \((\sigma, \ell)\) appearing in the sum \( [27] \), we define an injective map \( \tau : [q+1] \to [p+q] \) by putting

- \( \tau(i) := \sigma(i) \) for any \( i \in [q] \),
- \( \tau(q + 1) := \sigma(q + \ell) \).

Since \((-1)^q \text{sgn}(\sigma) = \text{sgn}(\tau)\), the element \( [27] \) is equal to

\[
\sum_{\tau : [q+1] \to [p+q]} \text{sgn}(\tau)g(s_{v_{\tau(1)}}(x))f_1(v_{1}(x)) \cdots f_q(v_{\tau(q)}(x))g(v_{\tau(1)}v_1) \cdots \text{sgn}(\tau)g(v_{\tau(p+q)}v_{p+q}),
\]  
(28)

where \( \tau \) runs over all injective maps \( \tau : [q+1] \to [p+q] \), which are uniquely extended to elements in \( \mathfrak{G}_{p+q} \).

On the other hand, \( a(\delta_{p+q}(x)) \) is equal to

\[
\sum_{\ell = 1}^{p+q} \sum_{\sigma : [q] \to [p+q-1]} (-1)^{\ell+1}\text{sgn}(\sigma)g(s_{v_{\ell}}(x))f_1(v_{1}(x)) \cdots f_q(v_{\ell}(x))g(v_{\tau(1)}v_1) \cdots \text{sgn}(\sigma)g(v_{\ell}(x)v_{p+q-1}),
\]  
(29)

where \( \sigma \) runs over all injective maps \( \sigma : [q] \to [p+q-1] \), which are uniquely extended to elements in \( \mathfrak{G}_{p+q-1} \), and \( \ell \) is the unique bijection \( \ell : [p+q-1] \to [p+q] \setminus \{\ell\} \) which preserves the order on natural numbers. For a pair \((\ell, \sigma)\) appearing in the sum \( [29] \), we define an injective map \( \tau : [q+1] \to [p+q] \) by putting

- \( \tau(i) := \ell_i \sigma(i) \) for any \( i \in [q] \),
- \( \tau(q + 1) := \ell \).

Since \((-1)^{\ell+1} \text{sgn}(\sigma) = (-1)^q \text{sgn}(\tau)\), the element \( [29] \) is equal to

\[
\sum_{\tau : [q+1] \to [p+q]} (-1)^q \text{sgn}(\tau)g(s_{v_{\tau(1)}}(x))f_1(v_{1}(x)) \cdots f_q(v_{\tau(q)}(x))g(v_{\tau(1)}v_1) \cdots \text{sgn}(\tau)g(v_{\tau(p+q)}v_{p+q}),
\]  
(30)
where \( \tau \) runs over all injective maps \( \tau : [q + 1] \to [p + q] \), which are uniquely extended to elements in \( \mathfrak{S}_{p+q} \). Comparing (28) and (30), we have \((-1)^d \delta_p(a(x)) = a(\delta_{p+q}(x)) \). 

Using the previous lemma, we have the following result.

**Proposition 7.7.** The map (26) is an isomorphism for any \( 0 \leq q \leq d \).

**Proof.** Consider the composition

\[
\text{End}^R_q(U) \simeq \bigoplus_{1 \leq p \leq d} \text{Hom}^R_q(\Omega^p_k(q), \Omega^q_k(q)) \simeq \bigoplus_{1 \leq p \leq d} kG \otimes \bigwedge^q \text{DV} \simeq G * E^{(d)}
\]

of \( k \)-vector spaces. We have only to check compatibility with the multiplication.

The multiplication in \( G * E^{(d)} \) is given by the map

\[
(kG \otimes \bigwedge^q \text{DV}) \otimes (kG \otimes \bigwedge^r \text{DV}) \to (kG \otimes \bigwedge^{q+r} \text{DV}),
\]

\[
(g \otimes (f_q \wedge \cdots \wedge f_1)) \otimes (g' \otimes (f'_r \wedge \cdots \wedge f'_1)) \mapsto g g' \otimes (f_q g' \wedge \cdots \wedge f'_1) \wedge f'_r \wedge \cdots \wedge f'_1.
\]

We have the following compatibility result.

**Lemma 7.8.** We have a commutative diagram

\[
\begin{array}{ccc}
(kG \otimes \bigwedge^q \text{DV}) \otimes (kG \otimes \bigwedge^r \text{DV}) & \xrightarrow{\text{mult}} & kG \otimes \bigwedge^{q+r} \text{DV} \\
\text{Hom}^R_q(S \otimes \bigwedge^{p+q} \text{V}, S \otimes \bigwedge^p \text{V}) \otimes \text{Hom}^R_q(S \otimes \bigwedge^{p+q+r} \text{V}, S \otimes \bigwedge^p \text{V}) & \xrightarrow{\text{comp}} & \text{comp}
\end{array}
\]

where the vertical maps are given by (28) and the upper map is given by (31). 

**Proof.** Fix \( a = g \otimes (f_q \wedge \cdots \wedge f_1) \in kG \otimes \bigwedge^q \text{DV}, \) \( b = g' \otimes (f'_r \wedge \cdots \wedge f'_1) \in kG \otimes \bigwedge^r \text{DV} \) and \( x = s \otimes (v_1 \wedge \cdots \wedge v_{p+q+r}) \in S \otimes \bigwedge^{p+q+r} \text{V} \).

Since \( ab = gg' \otimes (f_q g' \wedge \cdots \wedge f'_r \wedge \cdots \wedge f'_1) \in kG \otimes \bigwedge^{q+r} \text{DV}, \) we have that \((ab)(x)\) equals to

\[
\sum_{\mu : [q+r] \to [p+q+r]} \text{sgn}(\mu)gg's \otimes f'_1(v_{\mu(1)}) \cdots f'_r(v_{\mu(r)})
\]

\[
\cdot f_q(g'v_{\mu(1)+r}) \cdots f_q(g'v_{\mu(q+r)}) (gg'v_{\mu(1+q+r)} \wedge \cdots \wedge gg'v_{\mu(p+q+r)}),
\]

where \( \mu \) runs over all injective maps \( \tau : [q+r] \to [p+q+r] \), which are uniquely extended to elements in \( \mathfrak{S}_{q+r} \).

On the other hand, \( a(b(x)) \) is equal to

\[
\sum_{\tau : [r] \to [p+q+r]} \sum_{\sigma : [q] \to [p+q]} \text{sgn}(\tau)\text{sgn}(\sigma)gg's \otimes f'_1(v_{\sigma(1)}) \cdots f'_r(v_{\sigma(r)})
\]

\[
\cdot f_q(g'v_{\tau(1)+r}) \cdots f_q(g'v_{\tau(q+r)}) (gg'v_{\tau(1+q+r)} \wedge \cdots \wedge gg'v_{\tau(p+q+r)}),
\]

\[
\text{(33)}
\]
where $\tau$ runs over all injective maps $\tau : [r] \to [p + q + r]$, which are uniquely extended to elements in $\mathfrak{S}_{p+q+r}$, and $\sigma$ runs over all injective maps $\sigma : [q] \to [p + q]$, which are uniquely extended to elements in $\mathfrak{S}_{p+q}$. For a pair $(\tau, \sigma)$ appearing in the sum \((33)\), we define an injective map $\mu : [q + r] \to [p + q + r]$ by putting

- $\mu(i) = \tau(i)$ for any $i \in [r]$,
- $\mu(i + r) = \tau(\sigma(i) + r)$ for any $i \in [q]$.

Then $\mu$ runs over all injective maps $\mu : [q + r] \to [p + q + r]$. Since $\text{sgn}(\mu) = \text{sgn}(\tau) \text{sgn}(\sigma)$, we have that \((33)\) is equal to \((32)\). Thus we have $(ab)(x) = a(b(x))$.

Now we have finished our proof of Theorem \(7.3\). Now Proposition \(7.4\) can be shown in a similar way to Proposition \(7.2\).

We shall prove Theorem \(7.9\). Let $e$ and $e'$ be the idempotents of $kG$ defined in \(11\). The following statements are easily checked from Proposition \(7.4\) and Theorem \(5.1\).

(i) $[e\tilde{U}]_{CM} = R$ and $[e'\tilde{U}]_{CM} = e'\tilde{U}$.

(ii) $e'\tilde{U}$ does not have a non-zero free direct summand.

From (i), we have $U = [\tilde{U}]_{CM} = R \oplus e'\tilde{U}$ and $\text{End}_{R_k}(U) \simeq \text{End}_{R_k}(e'\tilde{U})$. On the other hand,

$$\text{End}_{R_k}(e'\tilde{U}) \simeq e' \text{End}_{R_k}(\tilde{U})e' \simeq e'(G \ast E(d))e'$$

holds by Theorem \(7.3\). Thus it remains to show $\text{End}_{R_k}(e'\tilde{U}) = \text{End}_{R_k}(e'\tilde{U})$. Let $U_p := \Omega^p_{S_k}k(p)$ for $1 \leq p \leq d$. Then $e'\tilde{U} = \bigoplus_{p=1}^d e'U_p$, so we have only to show $P_{e'\tilde{U}}(e'U_p, e'U_q) = 0$. Assume that there are maps

$$e'U_p \xrightarrow{a} R(r) \xrightarrow{b} e'U_q$$

with $ba \neq 0$ for some $r \in \mathbb{Z}$. By Theorem \(5.2\) we have a commutative diagram

$$\begin{array}{ccc}
  e'U_p & \xrightarrow{a} & R(r) & \xrightarrow{b} & e'U_q \\
  \downarrow{e'(S \otimes \Lambda^p V)(p)} & & & & \downarrow{e'(S \otimes \Lambda^q V)(q)} \\
  e'(S \otimes \Lambda^p V)(p) & \xrightarrow{a'} & R(r) & \xrightarrow{b'} & e'(S \otimes \Lambda^q V)(q)
\end{array}$$

with $b'a' \neq 0$. Since $\text{End}_{R_k}(S) \simeq kG$ by Corollary \(3.3\), the map $a'$ is a split epimorphism of graded $R$-modules, and so is $a$. This contradicts to (ii) above. Thus the assertion follows.

### 7.1. Examples: Quivers of the endomorphism algebras

Throughout this subsection, we assume that $k$ is an algebraically closed field of characteristic zero. In this subsection, we give more explicit descriptions of the endomorphism algebras $\text{End}_{R_k}(T)$ and $\text{End}_{R_k}(U)$.

Let us start with recalling the quivers of finite dimensional algebras [ARS] [ASS].

**Definition 7.9.** Let $A$ be a finite dimensional $k$-algebra $A$ and $J_A$ the Jacobson radical of $A$. Let $\{e_{ij} \mid 1 \leq i \leq n, 1 \leq j \leq \ell_i\}$ be a complete set of orthogonal primitive idempotents of $A_0$ such that $A_0e_{ij} \simeq A_0e_{i'j'}$ as $A$-modules if and only if $i = i'$. The **quiver** $Q$ of $A$ is defined as follows: The vertices of $Q$ are $1, \cdots, n$. We draw $d_{ii'}$ arrows from $i$ to $i'$ for $d_{ii'} := \dim_k(e_{ii'}(J_A/J_A^2)e_{ij})$, which is independent of $j$ and $j'$.

**Remark 7.10.** The above definition is the opposite of [ASS]. An advantage of our convention is that the directions of morphisms are the same as those of arrows when we consider the quiver of an endomorphism algebra.

For our cases, the following quivers defined by the representation theory of $G$ are important.

**Definition 7.11.** Let $G$ be a finite subgroup of $\text{GL}_q(k)$. Let $V_0 = k, V_1, \cdots, V_n$ be the isomorphism classes of simple $kG$-modules. Let $V := S_1$ be the degree $1$ part of $S$. 

...
(a) The McKay quiver $Q$ of $G$ [A3 Mc Y] is defined as follows: The set of vertices is $\{0, 1, \ldots, n\}$. For each vertex $i$, consider the tensor product $V \otimes V_i$ which is a $kG$-module by the diagonal action of $G$. Decompose

$$V \otimes V_i \simeq \bigoplus_{i'=0}^n V_{i',i'}^{d_{i',i}} \quad (d_{i',i} \in \mathbb{Z}_{\geq 0})$$

as a $kG$-module and draw $d_{i',i}$ arrows from $i$ to $i'$. (b) We define the $d$-folded McKay quiver $Q^{(d)}$ as follows: The set of vertices is $\{0, 1, \ldots, d\} \times \{0, 1, \ldots, n\}$. For any arrow $a : i \to i'$ in $Q$ and $p \in \{1, 2, \ldots, d-1\}$, draw an arrow $a : (p, i) \to (p+1, i')$. (c) We define the $d$-folded stable McKay quiver $Q^{(d)}$ by removing the vertices $(p,0)$ for any $1 \leq p \leq d$.

These quivers are especially simple when $G$ is cyclic. Example 7.12. Let $G$ be a cyclic subgroup of $\text{SL}_d(k)$ generated by $g = diag(\zeta^a, \ldots, \zeta^a)$ for a primitive $m$-th root $\zeta$ of unity.

(a) The isomorphism classes of simple $kG$-modules are $V_i$ ($i \in \mathbb{Z}/m\mathbb{Z}$), where $V_i$ is a one-dimensional $k$-vector space with a basis $\{v_i\}$ such that $gv_i = \zeta^iv_i$. We have $V_i \otimes V_{i'} \simeq V_{i+i'}$ ($i, i' \in \mathbb{Z}/m\mathbb{Z}$) and $V \simeq V_{a_1} \oplus \cdots \oplus V_{a_d}$ as $kG$-modules.

Thus the McKay quiver $Q$ of $G$ has the vertices $\mathbb{Z}/m\mathbb{Z}$ and the arrows $x_j : i \to i + a_j$ for each $i \in \mathbb{Z}/m\mathbb{Z}$ and $1 \leq j \leq d$. (b) The $d$-folded McKay quiver $Q^{(d)}$ of $G$ has the vertices $\mathbb{Z}/m\mathbb{Z} \times \{0, 1, 2, \ldots, d\}$ and the arrows $x_j : (p, i) \to (p+1, i + a_j)$ for each $1 \leq p < d$, $i \in \mathbb{Z}/m\mathbb{Z}$ and $1 \leq j \leq d$. (c) The $d$-folded stable McKay quiver $Q^{(d)}$ of $G$ is obtained by removing all vertices in $\{1, 2, \ldots, d\} \times \{0\}$ from $Q^{(d)}$.

It is well-known that the quiver of $\text{End}_{kG}(S) \simeq S \ast G$ is given by the McKay quiver $Q$ of $G$ [A3 Mc Y]. Similarly we can draw easily the quivers of $\text{End}_{kR}(T)$, $\text{End}_{kR}(\bar{U})$ and $\text{End}_{kR}(U)$ as follows: Proposition 7.13. (a) The quiver of $\text{End}_{kR}(T) \simeq S^{(d)} \ast G$ is $Q^{(d)}$. (b) The quiver of $\text{End}_{kR}(\bar{U}) \simeq (S^{(d)} \ast G)/\langle e \rangle$ is $Q_e^{(d)}$. (c) The quiver of $\text{End}_{kR}(U) \simeq G \ast E^{(d)}$ is the opposite quiver $(Q^{(d)})^{op}$ of $Q^{(d)}$.

Proof. (a) We have

$$J_{S^{(d)} \ast G} = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 2 & 1 & 0 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ S_{d-3} & S_{d-4} & S_{d-5} & \cdots & 0 & 0 & 0 \\ S_{d-2} & S_{d-3} & S_{d-4} & \cdots & S_1 & 0 & 0 \\ S_{d-1} & S_{d-2} & S_{d-3} & \cdots & S_2 & S_1 & 0 \end{bmatrix} \otimes kG,$$

$$J_{S_{d-1}^{(d)} \ast G} = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 2 & 0 & 0 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ S_{d-3} & S_{d-4} & S_{d-5} & \cdots & 0 & 0 & 0 \\ S_{d-2} & S_{d-3} & S_{d-4} & \cdots & 0 & 0 & 0 \\ S_{d-1} & S_{d-2} & S_{d-3} & \cdots & S_2 & S_1 & 0 \end{bmatrix} \otimes kG.$$

Thus we have

$$S^{(d)} \ast G / J_{S^{(d)} \ast G} \simeq k^d \otimes kG \quad \text{and} \quad J_{S^{(d)} \ast G} / J_{S_{d-1}^{(d)} \ast G} \simeq V^{d-1} \otimes kG.$$

We have a complete set $\{I_{ij}\}$ of orthogonal primitive idempotents of $S^{(d)} \ast G / J_{S^{(d)} \ast G}$ such that $(S^{(d)} \ast G / J_{S^{(d)} \ast G})e_{ij} = (S^{(d)} \ast G / J_{S^{(d)} \ast G})e_{i'j'}$ if and only if $p = p'$ and $i = i'$. Thus the vertices of the quiver
of \( S(d) \ast G \) is \( \{1, 2, \ldots, d\} \times \{0, 1, \ldots, n\} \). Let us calculate the number of arrows from \((p, i)\) to \((p', i')\).

Clearly \( e_{ij}^{p'} (J_{S(d) \ast G}/J_{S(d) \ast G}^2) e_{ij}^{p} \neq 0 \) implies \( p' = p + 1 \). Moreover, we have

\[
e_{ij}^{p+1} (J_{S(d) \ast G}/J_{S(d) \ast G}^2) e_{ij}^{p} \simeq e_{i'j'} (V \otimes kG) e_{ij} \simeq e_{i'j'} (V \otimes V_i) \simeq \text{Hom}_{kG} (V_{i'}, V \otimes V_i) \simeq k^{d_i'},
\]

Thus we draw \( d_{ij} \) arrows from \((p, i)\) to \((p + 1, i')\), and we have the assertion.

(b) Immediate from (a).

(c) We can prove in a quite similar way to (a).

The quiver of \( \text{End}^Z_R(U) \) is much more complicated. In the rest of this section, we give some examples. Let us consider the simplest case \( d = 2 \). Notice that \( T \simeq U \) holds in \( \text{CM}^Z(R) \) in this case.

**Example 7.14.** Let \( d = 2 \). Then \( Q^{(2)} \) is a disjoint union of a Dynkin quiver \( Q \) and its opposite \( Q^{op} \). Moreover \( \text{End}^Z_R(T) \simeq \text{End}^Z_R(U) \) is isomorphic to the path algebra \( kQ^{(2)} \).

**Proof.** The first assertion is well-known [Mc] (see [A4, Y]). Since \( Q^{(2)} \) does not contain a path of length more than one, we have the second assertion.

Let us consider the case \( d = 3 \). In this case, our assumption that \( R \) is an isolated singularity implies that \( G \) is cyclic [KN]. We leave the proof of the following statements to the reader.

**Example 7.15.** Let \( G \) be a cyclic subgroup of \( \text{SL}_3(k) \) generated by \( \text{diag}(\zeta^{a_1}, \zeta^{a_2}, \zeta^{a_3}) \) for a primitive \( m \)-th root \( \zeta \) of unity and \( a_1, a_2, a_3 \in \mathbb{Z}/m\mathbb{Z} \).

(a) Assume \( a_1 = a_2 = a_3 \). Then the quiver of \( \text{End}^Z_R(U) \) is given in Example 7.16.

(b) Assume \( a_1 = a_2 \neq a_3 \). Then the quiver of \( \text{End}^Z_R(U) \) is given by adding an arrow \((a_1, 1) \rightarrow (-a_1, 3)\) to \( (Q^{(3)})^{op} \) (see Example 7.17).

(c) Assume that \( a_1, a_2 \) and \( a_3 \) are mutually distinct. Then the quiver of \( \text{End}^Z_R(U) \) is \( (Q^{(3)})^{op} \).

**Example 7.16.** Let \( G \) be a cyclic subgroup of \( \text{SL}_3(k) \) generated by \( \text{diag}(\omega, \omega, \omega) \) for a primitive third root \( \omega \) of unity. The McKay quiver \( Q \) of \( G \) is the following:

\[
\begin{array}{ccc}
0 & 1 & 2 \\
\rightarrow & \rightarrow & \rightarrow \\
(1, 0) & (1, 1) & (1, 2) \\
\end{array}
\]

The quivers \( Q^{(3)} \) and \( Q^{(3)} \) with relations of \( \text{End}^Z_R(T) \) and \( \text{End}^Z_R(T) \) are the following, where the vertex \((p, i)\) corresponds to the direct summand \( T_{pi} \) defined in [19].

\[
\begin{array}{ccc}
(1, 0) & (1, 1) & (1, 2) \\
(2, 0) & (2, 1) & (2, 2) \\
(3, 0) & (3, 1) & (3, 2) \\
\end{array}
\]

\[
\begin{array}{ccc}
(1, 1) & (1, 2) & \\
(2, 1) & (2, 2) & \\
(3, 1) & (3, 2) & \\
\end{array}
\]

\[
\begin{array}{ccc}
x_jx_j' = x_j'x_j & \text{End}^Z_R(T) : & (2, 1) \rightarrow (2, 2) \\
\end{array}
\]

On the other hand, the quiver \( (Q^{(3)})^{op} \) with relations of \( \text{End}^Z_R(\widetilde{U}) \) is the following, where the vertex \((p, i)\) corresponds to the direct summand \( U_{pi} \) defined in [20].

\[
\begin{array}{ccc}
(1, 0) & (1, 1) & (1, 2) \\
(3, 0) & (3, 1) & (3, 2) \\
\end{array}
\]

\[
\begin{array}{ccc}
y_jy_j + y_j'y_j' = 0 & \text{End}^Z_R(\widetilde{U}) : & (2, 0) \rightarrow (2, 1) \rightarrow (2, 2) \\
\end{array}
\]
The quiver of $\End^Z_R(U)$ with relations is the following:

$$\begin{align*}
\text{End}^Z_R(U) : \\
(1, 1) &\to (1, 2) \\
(2, 1) &\to (2, 2) \\
(3, 1) &\to (3, 2).
\end{align*}$$

In particular for the quiver $Q := [\bullet \leftarrow \bullet \leftarrow \bullet]$, we have a triangle equivalence

$$\text{CM}^Z(R) \simeq D^b(\text{mod} kQ) \times D^b(\text{mod} kQ) \times D^b(\text{mod} kQ).$$

Each factor corresponds to full subcategories $\text{CM}^{Z+1}(i)$ $(i \in \mathbb{Z}/3\mathbb{Z})$ of $\text{CM}^Z(R).

Our $R$ gives a non-vanishing example of $(S, S)_0$. Let $S_i := \bigoplus\limits_{j \geq 0} S_{j+i}$ for $i = 0, 1, 2$. For each integer $n$, set

$$(S_i)_n = \begin{cases} S_n & \text{if } n \equiv i \pmod{3}, \\ 0 & \text{otherwise}. \end{cases}$$

Then $S_i$ is a graded $R$-module. We have an exact sequence

$$0 \to S_i(-3) \to S_i(-2)^3 \to R(-1)^3 \to S_i \to 0$$

by (1). Thus we have a triangle $S_i(-3) \to S_i(-2)^3 \to S_i(-1) \to S_i(-3)[1]$ in $\text{CM}^Z(R)$. Applying $\Hom^Z_R(S_i(-2), -)$ and using $\Hom^Z_R(S_i(S, S(-1))) = 0$, we have

$$\Hom^Z_R(S_i, S_i(2)[1]) \neq 0,$$

hence $\Hom^Z_R(S_i, S_i(2)[1]) \neq 0$. In particular, $T = S(1) \oplus S(2)$ is not a tilting object. Note that this does not contradict to Proposition 6.5 since $dn + (d-1)i = 3 \cdot (-1) + 2 \cdot 2 = 1 > 0$.

**Example 7.17.** Let $G$ be a cyclic subgroup of $\text{SL}_3(k)$ generated by $\text{diag}(\zeta, \zeta^2, \zeta^2)$ for a primitive fifth root $\zeta$ of unity. The McKay quiver $Q$ of $G$ is the following:

![Quiver](attachment://quiver.png)

The quiver $Q^{(3)}$ of $\text{End}^Z_R(T)$ is the following, where the vertex $(p, i)$ corresponds to the direct summand $T_{ps}$ defined in (19).

$$\begin{align*}
(1, 0) &\to (1, 1) & (1, 2) &\to (1, 3) &\to (1, 4) \\
(2, 1) &\to (2, 2) & (2, 3) &\to (2, 4) &\to (2, 0) \\
(3, 2) &\to (3, 3) & (3, 4) &\to (3, 0) &\to (3, 1)
\end{align*}$$

$$x_jx_j' = x_j'x_j$$
The quiver $Q^{(3)}$ of $\text{End}^Z_R(T)$ is the following:

$$
\begin{align*}
(1,1) & \rightarrow (1,2) \rightarrow (1,3) \rightarrow (1,4) \\
(2,1) & \rightarrow (2,2) \rightarrow (2,3) \rightarrow (2,4) \\
(3,2) & \rightarrow (3,3) \rightarrow (3,4) \rightarrow (3,1)
\end{align*}
$$

$x_j x'_j = x_j x_j$

On the other hand, the quiver $(Q^{(3)})^{\text{op}}$ of $\text{End}^Z_R(\bar{U})$ is the following, where the vertex $(p, i)$ corresponds to the direct summand $U_{pi}$ defined in (20).

$$
\begin{align*}
(1,0) & \rightarrow (1,1) \rightarrow (1,2) \rightarrow (1,3) \rightarrow (1,4) \\
(2,1) & \rightarrow (2,2) \rightarrow (2,3) \rightarrow (2,4) \rightarrow (2,0) \\
(3,2) & \rightarrow (3,3) \rightarrow (3,4) \rightarrow (3,0) \rightarrow (3,1)
\end{align*}
$$

$y_j y_{j'} + y_{j'} y_j = 0$

The quiver of $\text{End}^Z_R(U)$ with relations is the following:

$$
\begin{align*}
(1,1) & \rightarrow (1,2) \rightarrow (1,3) \rightarrow (1,4) \\
(2,1) & \rightarrow (2,2) \rightarrow (2,3) \rightarrow (2,4) \\
(3,2) & \rightarrow (3,3) \rightarrow (3,4) \rightarrow (3,1)
\end{align*}
$$

$y_j y_{j'} + y_{j'} y_j = 0$

8. Appendix: Algebraic triangulated categories

In this section we give preliminaries on algebraic triangulated categories. Let us introduce the following basic notions.

**Definition 8.1.** [Ha][He] Let $\mathcal{A}$ be an abelian category and $\mathcal{B}$ a full subcategory of $\mathcal{A}$.

(a) We say that $\mathcal{B}$ is extension-closed if for any exact sequence $0 \to X \to Y \to Z \to 0$ with $X, Z \in \mathcal{B}$, we have $Y \in \mathcal{B}$. In this case, we say that $X \in \mathcal{B}$ is relative-projective if $\text{Ext}^1_{\mathcal{A}}(X, \mathcal{B}) = 0$ holds. Similarly we define relative-injective objects in $\mathcal{B}$.

(b) An extension closed subcategory $\mathcal{B}$ of an abelian category $\mathcal{A}$ is called Frobenius if the following conditions are satisfied:

(i) An object in $\mathcal{B}$ is relative-projective if and only if it is relative-injective.

(ii) For any $X \in \mathcal{B}$, there exist exact sequences $0 \to Y \to P \to X \to 0$ and $0 \to X \to I \to Z \to 0$ in $\mathcal{A}$ such that $P \in \mathcal{B}$ is relative-projective, $I \in \mathcal{B}$ is relative-injective and $Y, Z \in \mathcal{B}$.

(c) For a Frobenius category $\mathcal{B}$, we define the stable category $\mathcal{B}$ as follows: The objects of $\mathcal{B}$ are the same as $\mathcal{B}$, and the morphism set is given by

$$
\text{Hom}_B(X, Y) := \text{Hom}_B(X, Y)/P(X, Y)
$$

for any $X, Y \in \mathcal{B}$, where $P(X, Y)$ is the submodule of $\text{Hom}_B(X, Y)$ consisting of morphisms which factor through relative-projective objects in $\mathcal{B}$.

We refer to [Kc2] for an axiomatic definition of a Frobenius category, which is slightly more general when $\mathcal{B}$ is not small.

An important property of Frobenius categories found by Happel is the following.
Definition-Theorem 8.2. [Hn] [Ke2] The stable category $\mathcal{B}$ of a Frobenius category $\mathcal{B}$ has a structure of a triangulated category. Such a triangulated category is called algebraic.

One of the advantages of algebraic triangulated categories is that we can realize them as homotopy categories: Let $\mathcal{B}$ be a Frobenius category, and $\mathcal{P}$ the full subcategory of relative-projective objects in $\mathcal{B}$. Let $\mathcal{C}^{ac}(\mathcal{P})$ be the category of chain complexes over $\mathcal{P}$ which are obtained by gluing short exact sequences in $\mathcal{B}$. As usual, the homotopy category $K^{ac}(\mathcal{P})$ has a structure of a triangulated category.

Proposition 8.3. We have a triangle equivalence

$$Z^0 : K^{ac}(\mathcal{P}) \to \mathcal{B}.$$

8.1. Proof of Theorem 1.2. The tilting theorem for algebraic triangulated categories was given by Keller [Ke1] (4.3) (see also [Kr] (6.5)), and its weakest form is Theorem 1.2. We include a proof of Theorem 1.2 for the convenience of the reader.

First we need the following well-known observation.

Lemma 8.4. Let $F : \mathcal{T} \to \mathcal{T}'$ be a triangle functor of triangulated categories and $U \in \mathcal{T}$ an object. If $F_{U,U[n]} : \text{Hom}_{\mathcal{T}}(U, U[n]) \to \text{Hom}_{\mathcal{T}'}(FU, FU[n])$ is an isomorphism for any $n \in \mathbb{Z}$, then $F : \text{thick}_{\mathcal{T}}(U) \to \mathcal{T}'$ is fully faithful.

Next we need a general observation on chain complexes.

For an additive category $\mathcal{P}$, we denote by $\mathcal{C}(\mathcal{P})$ (respectively, $K(\mathcal{P})$) the category (respectively, homotopy category) of chain complexes over $\mathcal{P}$. For two complexes $X = (\cdots \to X^{n+1} \to \cdots)$ and $Y = (\cdots \to Y^{n+1} \to \cdots)$ in $\mathcal{C}(\mathcal{P})$, we have a complex

$$\text{Hom}(X,Y) = (\cdots \to \text{Hom}(X,Y)^n \to \text{Hom}(X,Y)^{n+1} \to \cdots)$$

where

$$\text{Hom}(X,Y)^n = \prod_{p \in \mathbb{Z}} \text{Hom}_{\mathcal{P}}(X^p,Y^{p+n})$$

and the differential is given by

$$d^n((\phi^p)_{p \in \mathbb{Z}}) = (d^{p+n}_Y \circ \phi^p - (-1)^n \phi^{p+1} d^p_X)_{p \in \mathbb{Z}}.$$

In particular $\text{Hom}(X,X)$ has a structure of a differential graded (=DG) algebra. It is easy to check

$$\text{Hom}_{\mathcal{C}(\mathcal{P})}(X,Y) \cong Z^0(\text{Hom}(X,Y)) \quad \text{and} \quad \text{Hom}_{K(\mathcal{P})}(X,Y) \cong H^0(\text{Hom}(X,Y)).$$

For a DG algebra $A$, we denote by $\mathcal{C}A$ (respectively, $KA, DA$) the category (respectively, homotopy category, derived category) of DG $A$-modules (see [Ke1] [Kr]). As usual we denote the subcategory $\text{thick}_{DA}(A)$ by per $A$. If $A$ is concentrated in degree 0, then per $A$ coincides with $K^0(\text{pro} A)$.

Lemma 8.5. For any complex $U = (\cdots \to U^n \to U^{n+1} \to \cdots) \in \mathcal{C}(\mathcal{P})$, define a DG algebra by $A := \text{Hom}(U,U)$. Then we have a triangle equivalence $\text{thick}_{K(\mathcal{P})}(U) \to \text{per} A$ up to direct summands.

Proof. We have a functor

$$\mathcal{C}(\mathcal{P}) \to \mathcal{C}A, \quad X \mapsto \text{Hom}(U,X).$$

Since this functor sends a null-homotopic morphism of complexes over $\mathcal{P}$ to a null-homotopic morphism of DG $A$-modules, we have a triangle functor $K(\mathcal{P}) \to KA$. Composing with the canonical functor $KA \to DA$, we have a triangle functor $K(\mathcal{P}) \to DA$. Since $U$ is sent to $A$, this induces a triangle functor $F : \text{thick}_{K(\mathcal{P})}(U) \to \text{thick}_{DA}(A) = \text{per} A$.

Since we have a commutative diagram

$$\begin{array}{ccc}
\text{Hom}_{K(\mathcal{P})}(U,U[n]) & \xrightarrow{F_{U,U[n]}} & \text{Hom}_{DA}(A,A[n]) \\
H^n(A) \downarrow & & \downarrow H^n(A) \\
H^n(A) & & 
\end{array}$$


for any \( n \in \mathbb{Z} \), the functor \( F \) is a triangle equivalence up to direct summands by Lemma \ref{lem:triangle equivalence per}. Thus we have the desired equivalence. \qed

Finally we need the following observation on quasi-isomorphisms of DG algebras.

**Lemma 8.6.** Let \( f : B \to A \) be a quasi-isomorphism of DG algebras. Then we have a triangle equivalence per \( A \to \text{per} \ B \).

**Proof.** Although this is elementary, we give a proof for the convenience of the reader.

Since any DG \( A \)-module (respectively, morphism of DG \( A \)-modules) can be regarded as a DG \( B \)-module (respectively, morphism of DG \( B \)-modules), we have a functor \( CA \to CB \). Since any null-homotopic morphism of DG \( A \)-modules is also null-homotopic as a morphism of DG \( B \)-modules, we have an induced functor \( KA \to KB \). Since any quasi-isomorphism of DG \( A \)-modules is also a quasi-isomorphism of DG \( B \)-modules, we get an induced functor \( G : \text{DA} \to \text{DB} \).

Since \( f : B \to A \) is an isomorphism in \( DB \), we have an isomorphism \( f[n]^{-1} : \text{Hom}_{DB}(A, A[n]) \to \text{Hom}_{DB}(B, B[n]) \) for any \( n \in \mathbb{Z} \). Since we have a commutative diagram

\[
\begin{array}{ccc}
\text{Hom}_{DA}(A, A[n]) & \xrightarrow{G_{A,A[n]}} & \text{Hom}_{DB}(A, A[n]) \\
H^n(A) & \xrightarrow{f[n]^{-1}} & H^n(B) \\
\end{array}
\]

the map \( G_{A,A[n]} : \text{Hom}_{DA}(A, A[n]) \to \text{Hom}_{DB}(A, A[n]) \) is an isomorphism for any \( n \in \mathbb{Z} \). Thus the functor per \( A \to \text{DB} \) is fully faithful by Lemma \ref{lem:fully faithful functor}. Since \( A \simeq B \) in \( DB \) by our assumption, we obtain a triangle equivalence per \( A \to \text{per} \ B \) up to direct summands. This is dense since we have \( X \simeq A \otimes_B X \) in \( \text{DA} \) for any \( X \in \text{DB} \). \qed

Now we are ready to prove Theorem \ref{thm:main theorem}.

We assume that \( \mathcal{T} = \mathbb{B} \) for a Frobenius category \( B \). Without loss of generality, we can assume \( \mathcal{T} = \text{K}^{\mathbf{ac}}(\mathcal{P}) \) by Proposition \ref{prop:K^ac}. For the tilting object \( U \in \mathcal{T} = \text{K}^{\mathbf{ac}}(\mathcal{P}) \), define a DG algebra by \( A := \text{Hom}(U, U) \). By Lemma \ref{lem:tilting object}, we have a triangle equivalence

\[
\mathcal{T} = \text{thick}_\mathcal{T}(U) \to \text{per} \ A
\]

up to direct summands. Thus we have

\[
H^n(A) \simeq \text{Hom}_{DA}(A, A[n]) \simeq \text{Hom}_{K(\mathcal{P})}(U, U[n]) = \begin{cases} 
0 & n \neq 0, \\
\text{End}_\mathcal{T}(U) & n = 0.
\end{cases}
\]

Now we denote by \( B \) the DG subalgebra of \( A \) defined by

\[
B^n := \begin{cases} 
A^n & n < 0, \\
\text{Ker} \ d_A^0 & n = 0, \\
0 & n > 0.
\end{cases}
\]

By \ref{prop:K^ac}, the natural inclusion \( B \to A \) is a quasi-isomorphism of DG algebras, and the natural surjection \( B^0 = \text{Ker} \ d_A^0 \to H^0(A) \) induces a quasi-isomorphism \( B \to H^0(A) \) of DG algebras, where we regard \( H^0(A) \) as a DG algebra concentrated in degree 0. By Lemma \ref{lem:triangle equivalence per}, we have triangle equivalences

\[
\text{per} \ A \to \text{per} \ B \leftrightarrow \text{per} \ H^0(A).
\]

Composing \ref{eq:triangle equivalence per} and \ref{eq:triangle equivalence B to H^0}, we have the desired triangle equivalence

\[
\mathcal{T} \to \text{per} \ H^0(A) = \text{K}^\mathbf{b}(\text{proj} \ \text{End}_\mathcal{T}(U))
\]

up to direct summands. \qed
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