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Abstract
The structure of aqueous CsCl solutions was investigated by classical molecular dynamics simulations (MD) at three salt concentrations (1.5, 7.5, and 15 mol %). Thirty interatomic potential sets, based on the 12-6 Lennard-Jones model, parametrized for non-polarizable water solvent molecules were collected and tested. Some basic properties, such as density, static dielectric constant, and self-diffusion coefficients, predicted by the force fields (FF), were compared with available experimental data. The simulated particle configurations were used to calculate the partial radial distribution functions (PRDF) and the neutron and X-ray total scattering structure factors (TSSF). The TSSFs were compared with experimental data from the literature, to find the best FF models, which describe the structure correctly. It was found that, though several of the thirty models failed in the tests, some models are compatible with the measured data. Values of the structural parameters consistent with the experiments were determined (such as water-ion distances, the average number of water molecules around the ions, average number, and distance between anion-cation contact ion pairs, water-water hydrogen bonds). It was shown, that in addition to models in which the number of contact ion pairs is too high, models in which this number is too low are also unable to reproduce the experimental data.
1. Introduction

Simulation techniques play an essential role in studying the properties of molecular liquids. The same applies to describing the structure of aqueous salt solutions. Since at least four constituting elements (O and H from water, anion and cation from the salt) are present in such solutions, there are ten partial radial distribution functions (PRDF). There should be ten independent (diffraction) experimental data sets to determine all the ten PRDFs, which is impossible. Thus the use of simulation techniques is necessary to determine the structure.

Computer simulation techniques have been applied for investigating molecular liquids for nearly 70 years [1]. Initially, Metropolis Monte Carlo (MC), classical molecular dynamics (MD), and reverse Monte Carlo (RMC) methods yielded the most publications on this topic; but today, MD simulations using more complex potential models and ab initio molecular dynamics (AIMD) simulations have come to the fore. However, the classic MD simulations, using rigid, non-polarizable models, are still widely used nowadays due to their widespread acquaintance and lower computational costs. Moreover, the development of such interatomic potential parameters also continues (see e. g., Ref. [2]).

The success of the classical MD simulations depends fundamentally on the interatomic potential model (force field, FF) chosen. It was shown for aqueous NaCl solutions that there are crucial differences in the performance of the force fields, even in similar types of models [3]. Some of the tested potential models gave false results even for basic properties such as the solubility range: precipitation was observed in the simulated system at concentrations below the (experimental) solubility limit. It was found in a recent paper that pairwise additive MD models give poor agreement with experimental EXAFS data on aqueous CsCl solutions [4]. The authors of that paper concluded that it is necessary to include many-body effects in the simulations to get the correct description of the structure. Since the usability of the classical models highly depends on the FF parameters, the validity of such a statement should be tested against more FFs, rather than just the one used in Ref. [4].

Our previous study investigated the applicability of 29 different 12-6 type Lennard-Jones potential models for highly concentrated aqueous solutions of LiCl [5]. The comparison of several FFs with experimental diffraction data made it possible to describe the structure of aqueous LiCl solutions: the hydrate sphere of the ions (number and distance of water molecules around the ions), as well as the presence of contact and solvent separated ion pairs [6]. This technique has been completed with the analysis of the hydrogen-bonded (H-bond) network of water molecules and chloride ions [7], showing that considering the halide anions to be part of the H-bonded network makes a more meaningful
interpretation of the structural details and is also helpful to separate better and worse performing potential models.

The structure of CsCl solutions and the hydrate sphere of Cs\(^+\) and Cl\(^-\) ions have been studied since 1967 [8] applying experimental and simulation techniques. Reviews of previous results are collected in Refs. [9 – 11]. Experimental techniques were applied in several papers, e. g.: X-ray diffraction (XRD) [8, 12, 13], neutron diffraction (ND) [12, 14, 15], inelastic neutron scattering [16], EXAFS [4, 17, 18], near infrared spectroscopy [19], pulse field gradient NMR [20]. Simulation techniques were applied in papers e.g.: classical MD [4, 12, 17, 21 – 26], QM/MM [22], RMC [12], EPSR [13], AIMD [4, 26, 27]. Some of the papers combined experimental data and simulation techniques, such as in Refs. [4, 12, 13, 17], which helps to obtain more realistic results.

According to the papers mentioned above, the hydrate sphere of Cs\(^+\) ions consists of 6 – 10 water molecules, with a Cs\(^+\)-O distance of about 3 – 3.3 Å. Around the Cl\(^-\) anions, 5 – 7 water molecules can be found with Cl\(^-\)-O distances of about 3.1 – 3.2 Å. The number of hydrating water molecules decreases while the formation of contact ion pairs increases with increasing salt concentration. The Cs\(^+\)-Cl\(^-\) coordination number is around 2 – 3 in the most concentrated solutions, with a Cs\(^+\)-Cl\(^-\) distance around 3.35 – 3.5 Å.

The values of the structural parameters found in the literature have a fairly broad distribution, either obtained by simulation or experimentally. Since the structural parameters cannot be measured directly, the interpretation of the measured data also influences the (so-called) experimental values. This also increases the uncertainty of these values. During the development of FFs, the appropriateness of targeted experimental data is crucial; hence it is necessary to provide more accurate target values.

Most FFs consist of complete parameter sets for all halogen and alkaline ions. The target properties of these FFs are different, but they are usually not the structural parameters of concentrated solutions. The ability of one model to describe the structure of one type of salt solution does not mean that the same FF will give correct values in the case of another solution. (It will be shown later, that FFs, which predict the structure of aqueous LiCl solution well, can completely fail for aqueous CsCl solution and vice versa).

30 different 12 – 6 Lennard-Jones type ionic interatomic potential models, developed for rigid, non-polarizable water models, are investigated in this study. They are used to simulate highly concentrated aqueous CsCl solutions. The appropriateness of the models is determined by comparing the simulated results with experimental data, concerning both the structure and some basic properties. PRDFs and total scattering structure factors (TSSF) are calculated from the obtained atomic configurations and are
compared with diffraction data. The structural results of the best models are further investigated to describe the structure in more detail.

The purpose of this study is twofold: (1) to ascertain which FF parameters are appropriate for the description of aqueous CsCl solutions and (2) to determine the structural parameters (bond lengths, coordination numbers) more precisely to get values, which can be targets for future FF-development.

2. Methods

2.1 Investigated concentrations, experimental ND and XRD diffraction data

Aqueous cesium chloride solutions were investigated at three concentrations, namely at 1.5, 7.5, and 15 mol %. Neutron and X-ray diffraction data are known for all these concentrations [12]. The exact concentrations (number of ions per water molecules) and the corresponding number densities were taken from Ref [12] and are shown in Table 1. Simulations were performed in cubic simulation boxes, using periodic boundary conditions, the box sizes were calculated from the number densities. The number of atoms in the boxes was around 10000; the exact number of ions and water molecules are summarized in Table 1.

2.2 Interatomic potentials (force field models)

Pairwise additive, non-polarizable potential models were investigated, in which the intermolecular interactions between atoms \( i \) and \( j \) are described by the 12-6 Lennard-Jones (LJ) interaction and the Coulomb potential:

\[
V_{ij}(r_{ij}) = \frac{1}{4\pi\varepsilon_0} \frac{q_i q_j}{r_{ij}} + 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right]
\]  

(1)

Here \( r_{ij} \) is the distance between two particles, \( i \) and \( j \), \( q_i \) and \( q_j \) are the point charges of the two particles, and \( \varepsilon_0 \) is the vacuum permittivity. \( \varepsilon_{ij} \) and \( \sigma_{ij} \) represent the energy and distance parameters of the LJ potential. The ionic \( \varepsilon_{ii}, \sigma_{ii}, \) and \( q_i \) values for the investigated models are collected in Table 2 (also shown in Fig. S1 in the Supplementary Material (SM)). The tested FFs apply one of the following water models: SPC/E [28], TIP3P [29], TIP4P [29], TIP4P-Ew [30] and TIP4P/2005 [31] (also shown in Table 2). All of these water models are rigid and non-polarizable, the first two are 3-site models (3 point-like atoms representing the oxygen and the two hydrogen atoms), the other three models use a fourth, virtual site also (the partial charge of the oxygen atom is located on the virtual site). The LJ parameters of the hydrogen atom are 0 for all of these water models; the other parameters are collected in Table 3.
The LJ parameters between unlike atoms (anion–cation and ion–oxygen) are calculated according to combination rules. Most tested models (except for one) use one of the following rules: a) the geometric combination rule (where both $\varepsilon_{ij}$ and $\sigma_{ij}$ are calculated as the geometric average of the homoatomic parameters) or b) the Lorentz-Berthelot combination rule (in which $\varepsilon_{ij}$ is calculated as geometric, while $\sigma_{ij}$ as the arithmetic average of the relevant parameters). The applied combination rules are shown in Table 2.

The tested interatomic potential sets are listed below. Several of the FFs studied here were also tested for aqueous LiCl solutions; a more detailed description of those FFs can be found in Ref. [5].

**Ion parameters with SPC/E water:**

- **Dang-Smith parameter set** (DS) [32, 33]: One of the most frequently used FFs, it was applied in Ref. [12] also.
- **Joung-Cheatham III set** (JC-S) [34]: Parameters were fitted for hydration free energies, lattice energies, and the lattice constants of salt crystals. The authors developed parameters for three different water models (all of them are tested here).
- **Horinek-Mamatkulov-Netz parameter sets** (6 models: HS-g, HS-LB, HM-g, HM-LB, HL-g, HL-LB) [35] Solvation free energies and solvation entropies were the targets of these models. The ion-oxygen parameters were determined, leaving the choice of the combination rule free. Therefore geometric and LB rules were also tested here. Three different parameter sets are given by the authors of Ref. [35]: with a small (S), intermediate (M), and large (L) LJ interaction strength.
- **Gee et all. FF** (Gee) [36]: This model was designed to reproduce Kirkwood-Buff integrals. It should be noted here that there is a typo in the original paper: the $\varepsilon_{\text{Cs-Cs}}$ parameter is correctly 0.065 [37]. For the $\varepsilon_{\text{Cs-O}}$ parameter they used a modified geometric combination rule: $\varepsilon_{\text{Cs-O}} = 0.95(\varepsilon_{\text{Cs-Cs}} \varepsilon_{\text{O-O}})^{1/2}$.
- **Reif-Hünenberger force fields** (RH, RM, RL) [38]: Three different hydration free energy values have been used for the determination of these FF parameters (high (H), medium (M), and low (L)).
- **Fyta-Nets force fields** (FN6, FN9) [39, 40]: These parameters were determined to reproduce the experimental free energy of solvation for a given single ion, the ion-pair properties were taken into account through fitting osmotic coefficients. For the cesium ion two different LJ-parameters are given, which were similarly appropriate in the criteria mentioned above; the notation of Ref. [39] is followed here, the numbers 6 and 9 are used to distinguish the two sets.
• **Deublein-Vrabec-Hasse** (DVH) [41] and **Reiser-Deublein-Vrabec-Hasse** (RDVH) [42] parameter sets: The $\sigma$ parameters of these models were determined to obtain good agreement with the reduced density as a function of the solution salinity. The $\epsilon$ parameters are fixed at a constant value for all ions: DVH and RDVH sets differ only in their $\epsilon$ values.

• **Li-Song-Merz FF** (Li-HFE-S, Li-IOD-S) [43]: Two 12-6 type LJ parameter sets are available in Ref. [43], they were fitted to hydration free energies (Li-HFE) and ion-oxygen distance (Li-IOD). Both of them were optimized to all three water models (see later).

### Ion parameters using TIP3P water model:

- **Joung-Cheatham III set** (JC-T3) [34]: Same as JC-S, adopted to TIP3P water.
- **Li-Song-Merz FF** (Li-HFE-T3) [43]: similar to Li-HFE-S.
- **Mamatkulov-Schwierz parameters** (MS) [44]: These parameters were developed to reproduce thermodynamic and kinetic properties simultaneously: namely the experimental solvation free energy, the activity derivative, and the characteristics of water exchange from the first hydration shell of the metal cations.

### Ion parameters for TIP4P water model:

- **Jensen-Jorgensen set** (JJ) [45]: A model developed with the purpose to create a consistent parameter set for the frequently used OPLS-AA [46] force field. The authors tried to fit the parameters to liquid-phase data: the experimental free energies of hydration and the locations of the first maxima of the ion-oxygen radial distribution functions.

### Interatomic potential sets using the TIP4P-Ew water model:

- **Joung-Cheatham III set** (JC-T) [34]: see above
- **Li-Song-Merz FF** (Li-HFE-T, Li-IOD-T) [43]: both the parameters for reproducing the hydration free energy (HFE) and the ion-oxygen distance (IOD) were calculated and tested with TIP4P-Ew water model.

### Solvent independent force field:

- **Mao-Pappu parameter set** [47] (MP-S, MP-T): A solvent-independent approach was used to calibrate the parameters based on crystal lattice properties. It was tested here using the SPC/E (MP-S) and TIP4P-Ew (MP-T) water models.

### Scaled-ionic-charge models:

- **Kann-Skinner models** (KS-RL, KS-Li-IOD-T) [48]: Kann and Skinner proposed a simple charge-scaling method to improve the diffusion trends of water. The method is based on the ratio of dielectric constants of the solvent calculated from simulation and experiment. The effect
of charge-scaling was tested with two previously presented models: RL (with SPC/E water) and Li-IOD-T (with TIP4P-Ew water) models.

- *Madrid-2029 force field* (Madrid) [2]: This model uses the TIP4P/2005 water model. The charges of the monovalent ions are scaled to $\pm 0.85e$. The target property of this FF is the density, even at high salt concentration. The parameters were determined in a way to avoid the formation of precipitation, thus keeping the number of contact ion pairs relatively low. The authors also reported improvements in the viscosity and self-diffusion coefficient values obtained by simulations using this model. The model does not use combination rules to calculate the LJ parameters between unlike atoms, all $\epsilon_{ij}$ and $\sigma_{ij}$ parameters are given one by one.

2.3 Molecular dynamics simulations

Classical molecular dynamics simulations were performed by the GROMACS software (version 2020.6) [49]. Ions and water molecules were initially placed into the boxes randomly. Water molecules were kept together rigidly by the SETTLE algorithm [50]. Van der Waals interactions were truncated at 10 Å, with added long-range corrections to energy and pressure [51]. Coulomb interactions were treated by the smoothed particle-mesh Ewald (SPME) method, using a 10 Å cutoff in the direct space [52, 53]. Energy minimization was carried out using the steepest descent method. After that, the leap-frog algorithm was used for integrating Newton’s equations of motion, using a 2 fs time step. Equilibration was carried out at constant volume and temperature (NVT) at $T = 300$ K. In the first equilibration stage, which was 200 ps long, the Berendsen thermostat [54] was used with a time constant $\tau_T = 0.1$, after that the Nose-Hoover thermostat [55, 56] was applied to keep the temperature constant, with $\tau_T = 2.0$. After a 4 ns long second equilibration stage, configurations were saved in every 2 ps during a 20 ns long production run. For density determination, a 4 ns long NpT simulation was carried out. The pressure was kept at $p = 10^5$ Pa by Parrinello-Rahman barostat [57, 58], using a $\tau_p = 2.0$ coupling constant. In these simulations the Nose-Hoover thermostat was used with $\tau_T = 0.5$ coupling.

2.4 Calculation of the partial radial distribution functions and the structure factors

Every 10th (altogether 1000) configurations were used for calculating the partial radial distribution functions (PRDF, $g_{ij}(r)$) with the ‘gmx rdf” program of the GROMACS package. The partial structure factors ($S_{ij}(Q)$) were calculated as
\[ S_{ij}(Q) = 4\pi\rho_0\int_0^\infty r(g_{ij}(r) - 1)\sin(Qr)dr. \]  

(2)

Here \( Q \) is the amplitude of the scattering vector, and \( \rho_0 \) is the average number density. The neutron and X-ray total scattering structure factors (TSSF) were obtained as

\[ S(Q) = \sum_{i\leq j} w_{ij}^{X,N}(Q)S_{ij}(Q). \]  

(3)

Here \( w_{ij}^{X,N} \) are the scattering weights for X-ray \( (w_{ij}^X) \) and neutron \( (w_{ij}^N) \), they are given by equations (4 and 5):

\[ w_{ij}^N = (2 - \delta_{ij}) \frac{c_i b_i \bar{b}_j}{\sum c_i c_j b_i b_j}. \]  

(4)

\[ w_{ij}^X(Q) = (2 - \delta_{ij}) \frac{c_i f_i(Q) f_j(Q)}{\sum c_i c_j f_i(Q) f_j(Q)}, \]  

(5)

where \( \delta_{ij} \) is the Kronecker delta, \( c_i \) denotes the atomic concentration, \( b_i \) is the coherent neutron scattering length, and \( f_i(Q) \) is the atomic form factor. The weighting factors for the investigated concentrations are shown in Fig. S2 (in the SM). In the experiments of Mile et al. [12], the hydrogen atoms of water molecules were isotopically substituted by deuterium (D), the weights are calculated accordingly. For simplicity, the related PRDFs (O-D, D-D, Cs+-D, Cl-D) will be noted as O-H, H-H, Cs+-H, Cl-H.

The comparison of measured and simulated TSSFs is performed by calculating the \( R \)-factors (‘goodness-of-fit’ values):

\[ R = \frac{\sqrt{\sum_{i}(S_{mod}(Q_i) - S_{exp}(Q_i))^2}}{\sqrt{\sum_{i}(S_{exp}(Q_i) - 1)^2}}. \]  

(6)

Here \( S_{mod} \) and \( S_{exp} \) are the model and experimental structure factors, and the summation is over the \( Q_i \) experimental points.

2.5 Hydrogen bond calculations

Every 100th (altogether 101) configurations were used for hydrogen bond analysis. Hydrogen bonds (HBs) were identified using energetic criteria: two water molecules are identified as H-bonded if the intermolecular distance between an oxygen and a hydrogen atom is less than 2.5 Å, and the interaction energy is less than -12 kJ/mol. A similar definition is used in the case of the chloride ion using the same energy boundary and a cut-off distance (H...Cl), which is defined as the first minimum value of the \( g_{CHH}(r) \) curve (it depends on the FF). Determination of the H-bonded molecules and the calculations
about the H-bonded network were performed by an in-house program based on the HBTOPOLOGY code [59].

3. Results and discussion

3.1 Precipitation
As was found for NaCl [3] and LiCl [5] solutions, if the parameters of a FF are not chosen appropriately, salt precipitation can appear in the models below the experimental solubility limit. It happened in the case of the CsCl solutions for the HS-LB FF: the presence of CsCl precipitate can be observed, even at the lowest investigated concentrations, see Fig. S3 (of the SM). This behavior is also apparent from the PRDFs of this model. The configuration, obtained by the HS-g model at 15 mol % concentration, is also precipitated. At the highest concentration, snapshots of some models (e. g., FN6, JC-S, MS) also show clustering of the ions; however, the other properties predicted by these FFs, do not indicate the presence of precipitation in these models so clearly.

3.2 Density, static dielectric constant, self-diffusion coefficients
These properties are calculated for each model; the results are shown in the Supplementary Material in more detail.

The experimental densities are well reproduced by the models (within 1-3 %); the differences are higher only in the case of the 15 mol % sample for some FFs: for the DS, RH, DVH, RDVH, and JJ models, where the simulated values are 5 – 7 % smaller than the experimental ones, see Fig. 1. Reducing the ionic charges cause lower density values.

The static dielectric constants are smaller than the experimental ones; the difference is higher at higher salt concentrations (10 – 38 % for the 1.5 mol % solution and 22 – 60 % for the 15 mol % sample), see Fig. 2. This difference is caused partly by the applied water models, which give values in the rather wide, 50 – 94 range for pure water (the experimental value is 78.5). Thus the reduced $\varepsilon/\varepsilon_{\text{water}}$ values are also calculated (Fig. S5 in the SM) to better evaluate the contribution of the ion parameter sets. The models which give results closer to the experimental values are HS-g, JC-S, RDVH, FN6, and DVH. The highest differences between experiential and simulated values are in models JC-T3, Li-HFE-T3, Madrid, MS, and RH. The scaled ionic charges result in higher static dielectric constant values.

The simulated self-diffusion coefficients are generally around the experimental values at the 1.5 mol % salt concentration, and they are significantly smaller than the experimental ones for higher concentrations. The FFs applying the TIP3P predict higher self-diffusion values than the other models.
The charge-scaled KS models perform slightly better than their full charge versions: all self-diffusion values (water, Cs, and Cl) increase with decreasing ionic charge. The ions in the HS-LB models do not move even at the 1.5 mol % salt concentration. The self-diffusion coefficients of ions and water are very low in RH and RM models. (See Figs. 3, S6, and S7 in the SM).

Another possibility offered by the detailed comparison of a multitude of FFs is to analyze subtle variations between members of model families in order to identify trends. Beside the effect of charge scaling, which was detailed previously, such example is the family of the Horinek models (HS, HM and HL). The analysis of these models show that the density and water self-diffusion values does not vary significantly between the HL-HM-HS models, but the static dielectric constant increases as the interaction strength decreases. At the same time the ionic mobility decreases and the tendency to precipitate increases.

3.3 Neutron and X-ray total scattering structure factors

Partial radial distribution functions were calculated from the obtained trajectories, they will be discussed in detail in the next section. Neutron and X-ray TSSFs were calculated from the PRDFs, and are compared with experimental results from Ref. [12]. Calculated $S^N(Q)$ and $S^X(Q)$ functions of some selected FFs are shown in Figs. 4 and 5. (The TSSFs obtained for the 15 mol % solution are presented in the SM (Figs. S8-S12 for all FFs.) Comparison with the experimental data is also made by calculating the $R$-factors, see (Eq. 6), which are shown for all FFs in Figs. 6 and 7.

In the case of the less concentrated composition (1.5 mol %), $S^N(Q)$ depends mainly on the applied water model: FFs using 4-site water models perform best, while the agreement with experimental data is the poorest for models using the TIP3P water. The $R$-factors for the FFs with 4-site water models are around 10 %, they are 16-18 % for the FFs with the SPC/E model, and more than 20 % for the models with the TIP3P water. At higher concentrations, the applied ionic parameters have more influence on the ND fits, and the $R$-factor has broader distribution: its value is between 10 % and 50 % for the 15 mol % sample. In general, the FFs with 4-site water models give better results. However, there are also significant differences between these FFs (see, for example, Li-HFE-T and Li-IOD-T models).

Concerning the FFs with 3-site water models, the role of the water model seems to be less important: there are huge differences between the FFs: see e.g. RH ($R = 52 \%$) and RL ($R = 17 \%$) models. The most significant deviations are at around $Q = 1 \text{ Å}^{-1}$ and $Q < 1 \text{ Å}^{-1}$. In the experimental curve, a small pre-peak emerges around $Q = 1 \text{ Å}^{-1}$, while in the simulated curves, this peak is missing for some FFs (e.g. FN9, DS, Gee) or has a much higher amplitude than the experimental value (e.g. RH, RM). For several simulated curves, $S^N(Q)$ increases as $Q \to 0$, e.g. DS, DVH, FN6, JC-S models. The best
models, which give good results for all concentrations investigated are Li-IOD-T and KS-Li-IOD-T, followed by models MP-T and JC-T. The best 3-site models are: Li-IOD-S, HL-g, MP-S, FN9, HL-LB, RL, KS-RL.

The $R$-factor values of the X-ray TSSFs ($S_X^X(Q)$ functions) obtained by simulations using different FFs are between 6% and 20% in the case of the 1.5 mol % solution, except the HS-LB model, which has an $R$-factor as high as 45 %. In the 15 mol % sample, the $R$-factors are between 6% and 38%, except the HS-LB model with 80% and the HS-g model with 67%. Beside the HS-LB model, which is definitely precipitated even at the lowest concentration, the HS-g model also has salt precipitations at 15 mol %.

Some other models show clustering of the ions at the highest concentration, e. g. JC-S or FN6 models, which FFs also produce high $R$-factors. The performance of the Madrid model is surprisingly poor, despite the absence of ion clusters in the configurations, which suggests that the lack of ion clusters is not sufficient, not even necessary to ensure a correct structural model for aqueous CsCl salt solutions.

In some simulated curves, there is a small pre-peak around $Q = 1 \text{ Å}^{-1}$, similarly to the ND curve, however, in the experimental data, only a shoulder can be seen. In the experimental curve, the 1$^{\text{st}}$ (or main) peak is around $Q = 2.1 \text{ Å}^{-1}$. A 2$^{\text{nd}}$ peak (for the 1.5 mol % solution) or a shoulder (for the 15 mol % solution) is at around $Q = 2.6 - 2.8 \text{ Å}^{-1}$, followed by a 3$^{\text{rd}}$ peak at about $4 - 4.5 \text{ Å}^{-1}$. Though these peaks are identifiable on the simulated curves, their positions and amplitudes vary from FF to FF. The ratio of the amplitudes of the 1$^{\text{st}}$ and 2$^{\text{nd}}$ peaks (at $Q = 2.1 \text{ Å}^{-1}$ and 2.8 $\text{ Å}^{-1}$) is also different.

Concerning the 1.5 mol % sample, there are 12 models with similarly good $R$-factors. As the concentration increases, the $R$-factor of some models remains nearly constant (e. g. DS, Li-HFE-T), but for some FFs the $R$-factor increases (e. g. MP-T, RDVH). In some cases, the more concentrated solution has a better fit (mostly for the models with TIP3P water, see e. g. Li-HFE-T3). The lowest $R$-factors belong to the following models: KS-Li-IOD-T, KS-RL, Li-IOD-S, Li-IOD-T, Li-HFE-T, RL. Since different partials play a significant role in the neutron and X-ray TSSFs, the most appropriate description of the structure is given by the models that have good results in both diffraction experiments. Thus the best models are KS-Li-IOD-T, Li-IOD-T, Li-IOD-S, KS-RL, and RL. It should be noted here that the JC-T model, which was one of the best in the case of aqueous LiCl solutions [6] and was also tested for experimental EXAFS data on CsCl solutions [4], is not among the best models concerning the structure of aqueous CsCl solutions. Thus the finding of ref. [4] that classical, non-polarizable MD models are not suitable for describing the structure of aqueous CsCl solutions is unfounded since there are classical models performing significantly better than the model they have chosen.
3.4. Structure determination via the comparison of FFs

3.4.1 Hydration shell of the anions (Cl\textsuperscript{-})

The \( g_{\text{ClH}}(r) \) and \( g_{\text{ClO}}(r) \) curves for some FFs are shown in Figs. 8 and 9. They have a well-defined 1\textsuperscript{st} peak, followed by a relatively deep minimum for all investigated FFs. This peak originates from the water molecules hydrating the anion. The positions of the first peaks (\( r_{\text{ClH}} \) and \( r_{\text{ClO}} \)) do not depend on salt concentration in the investigated concentration range, but they depend strongly on the applied ionic potential model, see Table 4 and Fig. 10. The position of the first minimum is well defined and concentration-independent for the Cl\textsuperscript{-}-H pairs. In the case of the Cl\textsuperscript{-}-O pairs, the first minimum is not as deep, it is indistinct, and slightly depends on concentration (see Tables S6 and S7).

The coordination numbers are calculated from the PRDFs as:

\[
N_{ij} = 4\pi r_0 c_j \int_0^R g_{ij} r^2 dr,
\]

where \( c_j \) is the concentration of the \( j \textsuperscript{th} \) species, and \( R \) is the upper limit of the coordination sphere. Usually, the upper limit of the integration is defined as the first minimum after the first peak. The \( N_{\text{ClH}}, N_{\text{ClO}} \) coordination numbers (calculated up to the first minima) are also collected in Table S6 and S7, and shown in Fig. 11.

The \( N_{\text{ClH}} \) and \( N_{\text{ClO}} \) coordination numbers are close to each other (within 10 \%), although \( N_{\text{ClO}} \) is slightly higher than \( N_{\text{ClH}} \). This shows that water molecules connect to Cl\textsuperscript{-} ions with only one of their H atoms. The water molecules are oriented with one of their H atoms towards the anion; the other H atoms of these first shell water molecules produce the 2\textsuperscript{nd} peak of the \( g_{\text{ClH}}(r) \) curve. This orientation is also verified by the Cl\textsuperscript{-}–H–O angle, which is nearly 180\textdegree, as shown for some models in Fig. S13. The slightly higher \( N_{\text{ClO}} \) coordination number can be an artifact, caused by the not-so-well defined minimum in \( g_{\text{ClO}}(r) \) and the slight overlap of the 1\textsuperscript{st} and 2\textsuperscript{nd} Cl\textsuperscript{-}O peaks (hydration shells). The 2\textsuperscript{nd} peak of the \( g_{\text{ClO}}(r) \) curves can originate from Cl\textsuperscript{-}O distances in Cl\textsuperscript{-}H-O-H...O motifs or Cl\textsuperscript{-}Cs\textsuperscript{+}-O connections.

For most models 5.7 – 7 water molecules can be found on the 1\textsuperscript{st} hydration shell of Cl\textsuperscript{-} ions at 1.5 mol \%, which number decreases to 4.8 – 6.5 for the 7.5 mol \% solution and 3.7 – 5.9 in the 15 mol \% sample. (For those models, in which precipitation appeared, the \( N_{\text{ClH}} \) coordination number is, of course, much lower.) The best model, the KS-Li-IOD-T, gives 6.15, 5.38, and 4.58 for 1.5, 7.5, and 15 mol \%, respectively.

The Cl\textsuperscript{-}-H bond lengths are distributed between 1.96 Å and 2.44 Å. Taking into account the performance of the FFs in reproducing the experimental total structure factors, it can be concluded that for the most appropriate FFs, the \( r_{\text{ClH}} \) distance is in the 2.11 – 2.23 Å range (for the KS-Li-IOD-T...
model this number is 2.23 Å). The $r_{\text{ClO}}$ distances are 3.1 – 3.18 Å for these models (3.17 Å for KS-Li-IOD-T). This finding is in good agreement with the experimental EXAFS results in Ref. [18], where $r_{\text{ClO}} = 3.15$ Å was obtained.

### 3.4.2 First hydration shell of the cations ($\text{Cs}^+$)

The first hydration shell of the cesium ions can be studied through the $g_{\text{CsO}}(r)$ curves; for some FFs, see Fig. 12. The upper limit of the first shell is not well defined, the minimum following the first maxima is not deep. At 1.5 mol %, in the case of some FFs, a broad and small 2nd peak represents the 2nd coordination shell, but for several FFs and at higher concentrations, the 2nd shell cannot be determined at all. The position of the 1st peak depends on the FF and is between 2.80 and 3.50 Å. The $r_{\text{CsO}}$ distance is in the 3.05 – 3.16 Å range in the most appropriate models (3.16 Å for KS-Li-IOD-T), which agrees well with the value 3.08 Å obtained in EXAFS measurement [4]. Because of the lack of a well-defined upper limit of the shell, the uncertainty of the $N_{\text{CsO}}$ coordination number is also high. The bond length and coordination numbers are shown in Tables 4 and S8, and Figs. 10 and 11. For most FFs, the $N_{\text{CsO}}$ coordination numbers are between 6.6 – 9, 6 – 8.5, and 5 – 8 for the 1.5, 7.5, and 15 mol % solutions, respectively. Some FFs give lower hydration numbers; these are the models with precipitations (HS-LB, HS-g). In contrast, there are two models with significantly higher $N_{\text{CsO}}$ values: the RH and RM models, which also have the longest bond distance; in these models, the 1st peak is strongly asymmetric with an elongated decrease, the limit of the 1st hydration shell cannot be reliably determined. For the best model, the KS-Li-IOD-T, $N_{\text{CsO}}$ is 8.56, 7.58, and 7.4 for 1.5, 7.5, and 15 mol % solutions, respectively.

### 3.4.3 Contact ion-pairing

The first peak of the $g_{\text{CsCl}}(r)$ curve (around 3.5 Å) originates from the Cs$^+$ – Cl$^-$ contact ion pairs (Fig. 13). It is a sharp, well-defined peak, followed by (for most models) a rather deep minimum (except Madrid FF, see below). The 2nd peak is small and broad; it is produced by those Cs$^+$ – Cl$^-$ distances, for which the ions are connected through a common water molecule (Cs$^+$ - O-H – Cl$^-$ motifs). The position of the 1st peak ($r_{\text{CsCl}}$) depends on the FFs, its value is in the 3.08 – 3.80 Å range, see Table 4 or Fig. 10. The most appropriate FFs give results between 3.45 – 3.60 Å (it is 3.55 Å for the KS-Li-IOD-T), which are close to the value obtained in EXAFS measurements (3.5 Å) [18]. The smallest values belong to the HS-LB, HS-g, JC-S, and FN6 models, showing that the ion-pairing and thus the tendency of ion clustering is strong in these models. At the other end of this range are the RH, RM, JJ, and RDVH models that all give $r_{\text{CsCl}} > 3.6$ Å.
The $N_{CsCl}$ coordination number (the number of contact ion pairs) is usually in the range of 0.16 – 0.48, 0.68 – 1.65, and 1.76 – 3 in the 1.5 mol %, 7.5 mol % and 15 mol % solutions, respectively, see Table S9 or Fig. 11. (The exceptions are HS-LB, which has $N_{CsCl} > 4$ in all solutions, HS-g in the 15 mol % sample, and Madrid, which is discussed later in detail.) In the most appropriate models, these numbers are 0.28 – 0.38, 0.99 – 1.35 and 1.86 – 2.42, KS-Li-IOD-T gives 0.38, 1.35 and 2.42 for the 1.5, 7.5 and 15 mol % solutions, respectively.

As the concentration increases the number of contact ion pairs increases, while the number of hydrating water molecules decreases. Around Cl$^-$ ions the total number of water molecules and contact ion pairs together ($N_{Cl} = N_{ClH} + N_{ClCs}$) is similar in all concentrations, the deviation from their average is below 4 %. ($N_{Cl}$ either slightly increases with the concentration or does not change monotonically, depending on the FF). The $N_{Cl}$ total coordination number depends on the FF and is usually $6.5 < N_{Cl} < 7.5$ (except Madrid and HS-LB, for which FFs $N_{Cl} = 5.8$). For the best models $N_{Cl}$ is between 6.75 and 7.2 (for KS-Li-IOD-T $N_{Cl} = 6.75$).

A similar rule holds for the Cs$^+$ ions: $N_{Cs} = N_{CsCl} + N_{CsO}$ is more or less constant: the difference is mostly below 5 %. The total coordination number of Cs$^+$ ions obtained by different FFs has a broad distribution, however, between 7 and 9.5. For the most appropriate models, it is $8.5 < N_{Cs} < 9.5$ (for the KS-Li-IOD-T, $N_{Cs}$ is 9.23).

The Madrid model is unique in this comparison because it was developed specifically to produce an extra-low number of ion pairs. The shape of the $g_{CsCl}(r)$ curve obtained by this FF is different from that of the other models (see Fig. 13). There is no sharp first peak in the $3 – 4$ Å region. The first visible peak is around $5$ Å, with a shoulder on the left side. The peak around $5$ Å originates from the solvent-separated ion pairs, while the shoulder represents the contact ion pairs. Since the contributions of contact and solvent-separated ion pairs overlap, the number of contact ion pairs cannot be determined precisely. The upper limit of the integration was chosen to be the slight minimum between the shoulder and the peak. The coordination numbers obtained that way are in line with the values of Ref. [2]; they are 0.06, 0.25, and 0.5 for the 1.5, 7.5, and 15 mol % solutions, respectively. Compared to other FFs, the number of ion pairs only slightly increases, and the number of hydrating water molecules around the ions only slightly decreases as the salt concentration increases. The total coordination numbers of ions are also smaller than for the other FFs ($N_{Cl} = 5.8$ and $N_{Cs} = 6.7$). For aqueous LiCl solutions, keeping the number of contact ion pairs as low as possible proved to be a promising strategy to generate appropriate models [6]. However, in the case of aqueous CsCl solutions, models with too high and too low number of contact ion pairs both result in poor agreement with diffraction data.
3.4.4 Neighborhood of water molecules

The environment of the water molecules can be deduced from the O-H (O-O), Cl-H, and Cs⁺-O PRDFs. The ion-water nearest neighbors were discussed in the previous sections. The water-water, hydrogen-bonded connections can be seen as the first intermolecular peak in the $g_{\text{OH}}(r)$, which is located around 1.8 Å (1.76 – 1.84 Å); the position of the peak depends only on the applied water model (Fig. 14). The $N_{\text{OH}}$ coordination numbers (which are uniformly determined up to 2.4 Å for all FFs) are collected in Table S10 and shown in Fig. 11. As the salt concentration increases, the number of water-ion connections increases and the number of H-bonded water pairs decreases. The water molecules connect with their H atoms to O atoms of other water molecules (H-bond) or to Cl⁻ ions. The $N_{\text{OH}}=N_{\text{HO}}+N_{\text{HCl}}$ coordination number is around 0.9 – 1 for all investigated FFs; the higher numbers belong to the higher concentrations, which means that nearly all of the H atoms of water molecules participate in H-bond or water – Cl⁻ connections.

In pure water, the oxygen atoms of water molecules link to two water molecules through H-bonds. In the salt solution, they lose one (or two) of their H-bonded water pairs to form water – Cs⁺ pairs instead. Since the upper limit of the hydration shell of Cs⁺ ions and thus the $N_{\text{Ocs}}$ coordination number has high uncertainty, the $N_{\text{O}} = N_{\text{OH}} + N_{\text{Ocs}}$ total coordination of O atoms is also quite uncertain. Its value is more or less around 2 for the 1.5 and 7.5 mol % solutions, but it is mostly higher than 2 in the 15 mol % solution. However, the lack of a well-defined minimum in the $g_{\text{CsO}}(r)$ can cause the overestimation of the $N_{\text{CsO}}$ coordination number.

The first peak in the $g_{\text{OO}}(r)$ PRDF (around 2.75 Å) originates mainly from the H-bonded water molecules (Fig. 15). However, the first minimum of this peak is not well-defined, and for the FFs applying the TIP3P water model, there are no minima at all. Thus the $N_{\text{OO}}$ coordination number was determined uniformly up to 3.2 Å for all FFs (Table S11). O – O distances up to this value still contain water pairs, which are not connected via H-bonds; this can be seen in the difference of the $N_{\text{OO}}$ and $2*N_{\text{OH}}$ coordination numbers, which are around 0.2 – 0.5.

In the 1.5 mol % solution, the 2nd peak in the $g_{\text{OO}}(r)$ is around 4.5 Å; these distances are the 2nd neighbors, the O – O pairs, which have a common H-bonded water molecule. In the 15 mol % solution, a small 2nd peak can be seen in the O-O PRDF at shorter distances, around 3.5 Å, while the pair distances around 4.5 Å are significantly less frequent. Distances of 3.5 Å may result from water pairs, which are paired to a common ion. (Water molecules, which are in the hydrate sphere of the same ion).

3.5 Structural origin of special features in the total scattering structure factors
The shapes of the total scattering structure factors depend on the applied potential model. The TSSFs are calculated from the PRDFs, so dissimilarities in TSSFs result from differences in PRDFs. In this section, two $Q$ regions are investigated to find the reason for the difference in TSSFs obtained by various FFs. Only the results and the main steps of these calculations are presented here; a detailed description can be found in the SM.

Two significant differences can be observed between the potential models in the $S^N(Q)$ curves of the 15 mol % solution at low $Q$ values: around $Q = 1 \text{ Å}^{-1}$ and below that value. At $Q = 1 \text{ Å}^{-1}$, there is a small peak in the experimental curve, it is usually called “pre-peak”, or “first sharp diffraction peak” (FSDP).

The presence of this peak is often associated with the medium range order in the system. The existence and height of this peak in the simulated curves highly depend on the applied potential model (see Fig. 4). Below the pre-peak region, as $Q \to 0$, some of the calculated $S^N(Q)$ functions begin to increase, which is in contrast to the behavior of the experimental curve (e.g. for the MS, Li-HFE-S, Li-HFE-T, Li-HFE-T3, DVH, RDVH, JC-S, and FN6 models). This behavior was observed previously (see Ref. [12]), in that study, the DS FF parameters were used in the MD simulation.

By comparing the structural predictions and calculated TSSFs of several different FFs, it is possible to determine the structure of the solutions more accurately [6]. Here this method is used to reveal the structural origin of the discrepancies in the $S^N(Q)$ curves at $Q = 1 \text{ Å}^{-1}$ and $Q = 0.5 \text{ Å}^{-1}$.

The amplitude of $S^N(Q)$ at a given $Q$ value is determined as a weighted sum of the partial $S_{ij}(Q)$ curves ($w_{ij}^N S_{ij}(Q)$), see Eq. 3. The comparison of the weighted partial structure factors at the pre-peak position ($Q = 1 \text{ Å}^{-1}$) shows that the main differences are in the Cl-H, H-H, and O-H partial structure factors, while at $Q = 0.5 \text{ Å}^{-1}$, the O-H and H-H partials cause the main difference. The $S_{ij}(Q)$ curves are determined as the integral of the $r^*(g_{ij}(r)-1)*\sin(Qr)$ function (Eq. 2), thus with calculating the latter at $Q = 0.5 \text{ Å}^{-1}$ and $Q = 1 \text{ Å}^{-1}$, one can find the $r$ regions, from which the main differences between the FFs originate. (These calculations for some selected FFs are shown in the SM.) It turned out that several $r$-regions, between 2 and 8 Å, have significant contributions to the differences (see more details below).

Concerning the $Q = 0.5 \text{ Å}^{-1}$ curves: a significant part of the discrepancies can be derived to come from the 2 – 4 Å region of the H-H and O-H PRDFs. It is caused mainly by the different numbers of H-bonded water molecules in the different FFs. In Fig. 16a the $S^N(Q)$ values of the FFs at $Q = 0.5 \text{ Å}^{-1}$ are shown as a function of the $N_{OH}$ coordination number predicted by the models. The FFs which give higher $S^N(Q=0.5 \text{ Å}^{-1})$ values are the same as the models that give a higher number of H-bonded water molecules. A similar relation can be observed between the $S^N(Q = 0.5 \text{ Å}^{-1})$ and the $N_{C\text{Cl}}$ coordination number (Fig. 16b). The clustering of the ions goes together with the decreasing number of ion-water pairs: the hydration shells of clustered ions are connected, they create a common hydrate shell. At the
same time, the smaller number of ion-water pairs eventuates that the water molecules can establish more H-bonds between themselves. This phenomenon causes the higher values observed in the structure factor at low Q values.

The origin of the pre-peak cannot be assigned to one r region or one structural motif: there are 3 – 4 regions between 2 and 8 Å where significant differences can be seen in the \( r^* (g_{ij}(r)-1) \* \sin(Qr) \) functions of different FFs (in the Cl-H, O-H, H-H partials). Some of the shortest distances can be associated with one structural motif, such as the differences of the FFs in Cl-H curves around 2 Å are caused by the different number and distance of the water molecules around the chloride ions. In most cases, however, these distances cannot be attributed to a single structural motif; e. g. even the first intermolecular peak of the H-H PRDFs can be the result, not just the H-H distances in H-bonded water molecules, but also the H-H pairs of water molecules hydrating the same chloride ion.

The values of \( S^N(Q = 1 \text{ Å}^{-1}) \), as a function of the short range order parameters (Cl-H, Cs\(^+\)-O, and Cs\(^+\)-Cl\(^-\) bond lengths, and the Cl\(^-\)-H, Cs\(^+\)-O, Cl\(^-\)-Cs\(^+\), and O-H coordination numbers) predicted by the models, were examined. Significant correlation was detectable only for one parameter: the \( S^N(Q = 1 \text{ Å}^{-1}) \) highly depends on the \( r_{\text{CsO}} \) bond-length predicted by the FF, see Fig. 17 and S24. This result is quite surprising since the contribution of \( S_{\text{CsO}} \) to \( S^N(Q = 1 \text{ Å}^{-1}) \) is not significant. However, the Cs\(^+\)-O distance affects other quantities, such as the number of Cs\(^+\)-O pairs, the H-bonded water molecules around Cs\(^+\) ions, the number of contact ion pairs, etc. The Cs\(^+\)-O distance changes the other partial \( S_{ij}(Q) \) functions through these quantities, including those with significant weight in the TSSF. This result also shows that many structural motifs cause the pre-peak of the S(Q) curve together; the presence of the FSDP cannot be assigned to one special motif in the solution.

### 3.6 H-bonded network

Traditionally, hydrogen bonding (H-bond) means the interaction between water molecules; however, an identical mechanism is responsible for the connection between the chloride ion and the hydrating water molecule. The halide ion can be considered a constituent of the hydrogen-bonded network, as was discussed in a previous paper [7]. Here the H-bonded network structure of aqueous CsCl solutions is investigated for some selected models.

The H-bonded water-water and water-chloride ion pairs were specified via an energetic definition of H-bonding, see section 2.5. The size distribution of H-bonded clusters for the water-anion system and the water subsystem (taking into account only the water-water connections) are shown in Figs. 18 and 19. Considering the water-anion system, the size of the most extended clusters are in the order of the number of water molecules plus Cl\(^-\) ions for all concentrations; only a slight decrease can be observed...
as the salt concentration increases. There are small differences between the FFs: the size of the longest clusters are slightly bigger for models in which the ion clustering is less frequent. The network of water molecules is percolating for the 1.5 and 7.5 mol % solutions; however, the size of the clusters decreases significantly as the salt concentration increases. There is a huge difference between the FFs in this regard: those models, in which there are more ion clusters, contain more water-water connections as well, and the water H-bonded network is percolating even for 15 mol % salt content. However, in models, which has a weak ion-pairing tendency, the size of the water clusters is significantly smaller than the total number of water molecules.

H-bonded chains whose first and last molecules are H-bonded together are called cyclic entities or cycles. The size of a cyclic entity can be defined as the shortest path through the H-bonded molecules in the cycle. A cyclic entity that cannot be decomposed into smaller cycles is called a primitive ring (or shortly, ring). The size distribution of the rings is shown in Fig. 20. A behavior similar to that of the cluster distribution can be seen: the main differences between the models are in the number of pure water rings in the 15 mol % solution. The most frequent ring size is the 6-membered ring in the 1.5 mol % solution, while at 15 mol % salt content, the 5-membered rings are the most frequent.

The compositions of rings (the number of water molecules and Cl\(^-\) ions in the ring) were also calculated for some FFs, see Figs. 21, S25, and S26 (in the SM). The purely water rings are the most frequent at the lowest investigated salt concentration in all tested models. As the salt concentration increases, the frequency of the rings containing 1 or 2 Cl\(^-\) ions increases. At 15 mol % salt content, there is a significant difference in the ring type distribution of different FFs. For FFs which give the best S(Q) fits (e.g. KS-Li-IOD-T model, Fig. 21), (5 and 6 membered) rings containing 1 or 2 Cl\(^-\) ions are nearly most frequent, their frequencies are nearly equal. In the models where ion clusters are present (such as the JC-S model, Fig. S25), rings with 1 Cl\(^-\) ion are the most common. However, in the models where the number of the ion pairs is smaller (e.g. the RH model, Fig. S26), the rings with 2 Cl\(^-\) ions are the most frequent types (the number of rings with 2 Cl\(^-\) ions and 3 water molecules is particularly high).

4. Conclusions

Aqueous CsCl solutions were investigated by classical MD simulations. Thirty interaction models, all of them using 12-6 LJ potentials and rigid, non-polarizable water molecules, were examined. The calculations were made at three different concentrations from 1.5 mol % to 15 mol %. Density, static dielectric constant, and self-diffusion predictions of simulations were compared to experimental values
from the literature. The partial radial distribution functions were calculated for all FFs, together with neutron and X-ray total scattering structure factors that were also compared with previous experimental results.

The simulated density values are close to the experimental values, the static dielectric constant values are smaller than the experimental ones. The self-diffusion coefficient values are close to the experimental ones at the lowest concentration; however, they are significantly smaller at the highest investigated concentration. Two FFs, namely HS-LB and HS-g, precipitate below the solubility limit.

The structure parameters predicted by the potential models were investigated in detail. There are huge differences between the models; however, comparing the calculated structure factors with those obtained in neutron and X-ray diffraction measurements made it possible to find the best performing models. Special features that appear in the structure factors calculated from different models also helped to classify the FFs and narrow down the possible values of bond distances and coordination numbers in the system.

It was found that there are models among the tested FFs, which appropriately describe the structure of aqueous CsCl solutions. The best models fit the diffraction data and even reproduce well the ion-oxygen distances obtained by EXAFS measurements. The best performing model is the charge scaled KS-Li-IOD-T model, closely followed by the Li-IOD-T, Li-IOD-S, KS-RL, and RL models.

It was found that the best models are those in which the Cl⁻ - O, Cs⁺ - O, and the Cl⁻ - Cs⁺ bond lengths are 2.17 ± 0.06 Å, 3.11 ± 0.05 Å, and 3.52 ± 0.07 Å, respectively.

Contact ion pairing is significant in aqueous CsCl solutions; however, it was found that the number of ion pairs should be limited (N_{CsCl} is around 0.4 for 1.5 mol % and 2.4 for 15 mol % solution). Potential models that result in a too high or too low number of contact ion pairs failed in the tests equally.

The number of water molecules and contact ion pairs together in the vicinity of a chloride ion is about 7, while around a cesium ion it is about 9, in all investigated concentrations – according to the best models. The water molecules are participating in 4 connections (two by their oxygen atoms and 1-1 with the two hydrogen atoms): H-bonding with other water molecules and ion hydration. As the number of ions increases, the number of H-bonded water molecules decreases. The H-bonded network of the water molecules transforms into a network of Cl⁻ ions and water molecules as the salt concentration increases. The H-bonded network formed by the water molecules and Cl⁻ ions together is percolating, even at the highest salt concentration; while the water subsystem contains somewhat smaller clusters in the 15 mol % solution.

Some additional comments about the performance of the models:
(i) The charge scaling is successful concerning both the physical properties and structural behavior. The density decreases, the static dielectric constant and the self-diffusion coefficients increase as the charge of the ions decreases.

(ii) The suitability of the models for one type of salt does not automatically mean their good performance for another salt.

(iii) Though the number of contact ion pairs should not be too high to avoid precipitation below the solubility limit, the experimental data clearly shows that some amount of such pairs is present in the CsCl solutions.

(iv) Structure parameters (bond length, coordination numbers) should also be taken into account during the development of force field models. Thus it is very important to determine them (using experimental and simulation techniques together) as accurately as possible.

(v) Despite the serious limitations of simple, non-polarizable, point charge classical potential models, they can be suitable to describe the structure of aqueous salt solutions, but it is necessary to use experimental diffraction data to find (or create) the best possible parameter sets for that purpose.
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Table 1 Investigated CsCl-water solutions. The number of ion pairs and water molecules and the respective densities are taken from Ref. [12]

| short name          | 1.5 mol % | 7.5 mol % | 15 mol % |
|---------------------|-----------|-----------|----------|
| Concentration [mol %] | 1.49      | 7.52      | 15.07    |
| $N_{Cs} = N_{Cl}$   | 50        | 257       | 529      |
| $N_{water}$         | 3300      | 3162      | 2981     |
| Number density [Å³] | 0.0978    | 0.0877    | 0.08071  |
| Box length [nm]     | 4.676     | 4.849     | 4.98547  |
Table 2 Parameters of the investigated potential models. (The ion charges are + for Cs\(^+\) and – for Cl\(^-\) ions, only the numbers are shown.) Combination rules: g: geometric, LB: Lorentz-Berthelot, mg: modified geometric (see text).

| Model     | \(\sigma_{CsCs}\) [nm] | \(\varepsilon_{CsCs}\) [kJ/mol] | \(\sigma_{ClCl}\) [nm] | \(\varepsilon_{ClCl}\) [kJ/mol] | \(q_{\text{ion}}\) [e] | Comb. rule | water model | Ref. |
|-----------|------------------------|-------------------------------|------------------------|-------------------------------|-----------------|------------|--------------|------|
| DS        | 0.3884                 | 0.4184                        | 0.4401                 | 0.4184                        | 1               | LB         | SPC/E       | [32,33]|
| JC-S      | 0.3601                 | 0.3760                        | 0.4930                 | 0.5035                        | 1               | LB         | SPC/E       | [34]  |
| HL-g      | 0.3340                 | 1.5400                        | 0.4520                 | 0.4200                        | 1               | g          | SPC/E       | [35]  |
| HL-LB     | 0.3330                 | 1.5400                        | 0.4400                 | 0.4200                        | 1               | LB         | SPC/E       | [35]  |
| HM-g      | 0.3440                 | 0.6500                        | 0.4520                 | 0.4200                        | 1               | g          | SPC/E       | [35]  |
| HM-LB     | 0.3430                 | 0.6500                        | 0.4400                 | 0.4200                        | 1               | LB         | SPC/E       | [35]  |
| HS-g      | 0.5490                 | 0.0006                        | 0.4520                 | 0.4200                        | 1               | g          | SPC/E       | [35]  |
| HS-LB     | 0.5170                 | 0.0006                        | 0.4400                 | 0.4200                        | 1               | LB         | SPC/E       | [35]  |
| Gee       | 0.4130                 | 0.0650                        | 0.4400                 | 0.4700                        | 1               | mg         | SPC/E       | [36]  |
| RH        | 0.5371                 | 0.0827                        | 0.3493                 | 1.7625                        | 1               | g          | SPC/E       | [38]  |
| RM        | 0.4548                 | 0.2242                        | 0.3771                 | 1.1137                        | 1               | g          | SPC/E       | [38]  |
| RL        | 0.3904                 | 0.5608                        | 0.4096                 | 0.6785                        | 1               | g          | SPC/E       | [38]  |
| KS-RL     | 0.3904                 | 0.5608                        | 0.4096                 | 0.6785                        | 0.9326          | g          | SPC/E       | [38,48]| |
| FN6       | 0.3490                 | 0.3250                        | 0.4400                 | 0.4168                        | 1               | LB         | SPC/E       | [39,40]| |
| FN9       | 0.3331                 | 1.5400                        | 0.4400                 | 0.4168                        | 1               | LB         | SPC/E       | [39,40]| |
| MP-S      | 0.3440                 | 2.0974                        | 0.4612                 | 0.1047                        | 1               | LB         | SPC/E       | [47]  |
| DVH       | 0.3580                 | 0.8314                        | 0.4410                 | 0.8314                        | 1               | LB         | SPC/E       | [41]  |
| RDVH      | 0.3580                 | 1.6629                        | 0.4410                 | 1.6629                        | 1               | LB         | SPC/E       | [42]  |
| Li-HFE-S  | 0.3480                 | 1.4507                        | 0.4112                 | 2.6931                        | 1               | LB         | SPC/E       | [43]  |
| Li-IOD-S  | 0.3564                 | 1.6294                        | 0.3852                 | 2.2240                        | 1               | LB         | SPC/E       | [43]  |
| JC-T3     | 0.3521                 | 1.7010                        | 0.4478                 | 0.1489                        | 1               | LB         | TIP3P       | [43]  |
| Li-HFE-T3 | 0.3542                 | 1.5838                        | 0.4013                 | 2.5227                        | 1               | LB         | TIP3P       | [43]  |
| MS        | 0.3549                 | 0.6040                        | 0.4410                 | 0.2840                        | 1               | LB         | TIP3P       | [43]  |
| JJ        | 0.6200                 | 0.0021                        | 0.4020                 | 2.9076                        | 1               | g          | TIP4P       | [45]  |
| JC-T      | 0.3364                 | 1.6503                        | 0.4918                 | 0.0488                        | 1               | LB         | TIP4P-Ew    | [43]  |
| MP-T      | 0.3440                 | 2.0974                        | 0.4612                 | 0.1047                        | 1               | LB         | TIP4P-Ew    | [47]  |
| Li-HFE-T  | 0.3450                 | 1.3863                        | 0.4136                 | 2.7309                        | 1               | LB         | TIP4P-Ew    | [43]  |
| Li-IOD-T  | 0.3564                 | 1.6294                        | 0.3852                 | 2.2240                        | 1               | LB         | TIP4P-Ew    | [43]  |
| KS-Li-IOD-T | 0.3564            | 1.6294                        | 0.3852                 | 2.2240                        | 0.9235          | LB         | TIP4P-Ew    | [43,48]| |
| Madrid    | 0.3521                 | 0.3760                        | 0.4699                 | 0.0769                        | 0.85            | –          | TIP4P/2005  | [2]   |

\(^{(a)}\) The Madrid FF do not use combination rule, every LJ parameters are given separately: \(\sigma_{CsO}=0.3663\), \(\varepsilon_{CsO}=0.1\), \(\sigma_{ClCl}=0.4319\), \(\varepsilon_{ClCl}=0.1616\), \(\sigma_{ClO}=0.4239\), \(\varepsilon_{ClO}=0.062\).
Table 3 Water potential models. For the 3 site models, the 3 point charges are in the positions of the atoms of the molecule (the positive charges in the H atoms, the negative charge in the O atom). In the case of the TIP4P, TIP4P-Ew, and TIP4P/2005 models, a fourth (virtual) site (M) is situated along the bisector of the H-O-H angle, coplanar with the oxygen and hydrogen atoms. The negative charge is placed in M.

|        | $\sigma_{OO}$ [nm] | $\varepsilon_{OO}$ [kJ/mol] | $q_H$ [e] | $d_{O-H}$ [nm] | $\theta_{H-O-H}$ [deg] | $d_{O-M}$ [nm] | Ref. |
|--------|--------------------|-----------------------------|-----------|----------------|------------------------|----------------|------|
| SPC/E  | 0.3166             | 0.6502                      | +0.4238   | 0.1            | 109.47                 | -              | [28] |
| TIP3P  | 0.3151             | 0.6364                      | +0.417    | 0.09572        | 104.52                 | -              | [29] |
| TIP4P  | 0.3154             | 0.6485                      | +0.52     | 0.09572        | 104.52                 | 0.015          | [29] |
| TIP4P-Ew | 0.3164           | 0.6809                      | +0.52422  | 0.09572        | 104.52                 | 0.0125         | [30] |
| TIP4P/2005 | 0.3159           | 0.7749                      | +0.5564   | 0.09572        | 104.52                 | 0.01546        | [31] |
Table 4 Position of the first maximum in the Cl−-H, Cl−-O, Cs+-O, and Cs+-Cl− partial radial distribution functions obtained in MD simulations (in Å). (The best models are in bold.)

|       | Cl−-H | Cl−-O | Cs+-O | Cs+-Cl− |
|-------|-------|-------|-------|---------|
| DS    | 2.24  | 3.21  | 3.12  | 3.50    |
| JC-S  | 2.14  | 3.13  | 2.96  | 3.25    |
| HL-g  | 2.23  | 3.21  | 3.00  | 3.45    |
| HL-LB | 2.23  | 3.21  | 3.00  | 3.43    |
| HM-g  | 2.23  | 3.22  | 2.94  | 3.39    |
| HM-LB | 2.23  | 3.21  | 2.94  | 3.35    |
| HS-g  | 2.24  | 3.22  | 2.81  | 3.21    |
| HS-LB | 2.25  | 3.22  | 2.83  | 3.08    |
| Gee   | 2.20  | 3.17  | 2.94  | 3.36    |
| RH    | 1.95  | 2.93  | 3.49  | 3.79    |
| RM    | 2.03  | 3.01  | 3.32  | 3.62    |
| **RL**| **2.11** | **3.09** | **3.15** | **3.51** |
| **KS-RL**| **2.13** | **3.11** | **3.18** | **3.55** |
| FN6   | 2.24  | 3.22  | 2.88  | 3.27    |
| FN9   | 2.24  | 3.21  | 3.00  | 3.42    |
| MP-S  | 2.13  | 3.11  | 3.09  | 3.45    |
| DVH   | 2.34  | 3.31  | 3.05  | 3.55    |
| RDVH  | 2.43  | 3.41  | 3.14  | 3.75    |
| Li-HFE-S | 2.35  | 3.31  | 3.07  | 3.59    |
| **Li-IOD-S** | **2.18** | **3.15** | **3.11** | **3.51** |
| JC-T3 | 2.18  | 3.12  | 3.09  | 3.43    |
| Li-HFE-T3 | 2.35  | 3.27  | 3.10  | 3.59    |
| MS    | 2.24  | 3.18  | 2.98  | 3.33    |
| JJ    | 2.32  | 3.24  | 3.19  | 3.79    |
| JC-T  | 2.21  | 3.15  | 3.02  | 3.41    |
| MP-T  | 2.17  | 3.11  | 3.10  | 3.45    |
| Li-HFE-T | 2.40  | 3.32  | 3.05  | 3.59    |
| **Li-IOD-T** | **2.21** | **3.15** | **3.14** | **3.53** |
| **KS-Li-IOD-T** | **2.23** | **3.17** | **3.16** | **3.55** |
| Madrid | 2.1   | 3.04  | 2.85  | 3.8?    |
Figure 1. Ratio of the simulated and experimental density values of the CsCl solutions. The experimental densities of 1.5 mol %, 7.5 mol % and 15 mol % solutions are 1102, 1460 and 1913 kg/m$^3$, respectively [12]. It should be noted that the experimental density of the 15 mol % sample in Ref [12] is somewhat higher than the value from other references (1840 kg/m$^3$ [60], 1870 kg/m$^3$ [61]). For the 15 mol % solution, the 1840 kg/m$^3$ value [60] is also shown for reference, as dashed line.
Figure 2. Ratio of simulated and experimental static dielectric constants. The experimental values at the given concentration were calculated using the formula of Ref. [62].
Figure 3. Self-diffusion coefficients of water molecules in aqueous CsCl solutions obtained in MD simulations. The experimental values are marked by dashed lines. The experimental $D_{H_2O}$ values were estimated using the data of Ref. [63] (2.42, 2.49, and $2.16 \times 10^{-9}$ m$^2$/s for 1.5 mol %, 7.5 mol %, and 15 mol % solutions, respectively). The experimental value corrected by the finite size effect (see detailed in the SM) is represented by dotted lines.
Figure 4 Neutron total structure factors of the (a) 1.5 mol % and (b) 15 mol % solutions obtained by simulations (lines) compared with the experimental curve (symbols) from Ref. [12].
Figure 5 X-ray total structure factors of the (a) 1.5 mol % and (b) 15 mol % solutions obtained by simulations (lines) compared with the experimental curve (symbols) from Ref. [12].
Figure 6 $R$-factors of the simulated neutron structure factors. (For the definition of $R$-factor, see text.)
Figure 7 $R$-factors of the simulated X-ray structure factors. (For the definition of $R$-factor, see text.)
Figure 8 Cl⁻ - H partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure 9 Cl\(^{-}\) - O partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure 10 (a) Cl⁻-H, (b) Cl⁻-O, (c) Cs⁺-O, and (d) Cs⁺-Cl⁻ bond lengths (first maxima of the respective $g_{ij}(r)$ curve) obtained in MD simulations with different interatomic potential models. (The positions of these first peaks were almost the same at all concentrations tested, and their averaged values are shown.)
Figure 11 (a) Cl−H, (b) Cs⁺-O, (c) Cs⁺-Cl⁻, and (d) O-H coordination numbers obtained in MD simulations with different interatomic potential models.
Figure 12 Cs\textsuperscript{+} - O partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure 13 Cs\(^+\) - Cl\(^-\) partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure 14 O – H partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure 15 O – O partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure 16 Neutron total structure factors ($S_N(Q)\) values at $Q = 0.5 \, \text{Å}^{-1}$ as a function of the (a) $N_{OH}$ and (b) $N_{CsCl}$ coordination numbers obtained in simulations using different force fields. (Note: models, where ion precipitation occurred under the solubility limit (HS-g and HS-LB), are not shown.)
Figure 17 Neutron total structure factors ($S^N(Q)$) values at $Q = 1 \text{ Å}^{-1}$ as a function of the $r_{\text{CsO}}$ bond distance obtained in simulations using different force fields. (Note: models, where ion precipitation occurred under the solubility limit (HS-g and HS-LB), are not shown.)
Figure 18 Cluster size distributions calculated for the atomic configurations obtained from some selected models at different salt concentrations. Both water molecules and chloride ions are taken into account. The x-axes are normalized with the number of water molecules and Cl\textsuperscript{-} ions in the configurations.
Figure 19 Cluster size distributions calculated for the atomic configurations obtained from some selected models at different salt concentrations. Only water molecules are taken into account. The x-axes are normalized with the number of water in the configurations. Note: the x-scales of (a) and (b) are different from that of (c)!
Figure 20 Size distribution of cyclic entities calculated for the atomic configurations obtained from some selected models at salt concentrations (a and b) 1.5 mol % and (c and d) 15 mol %. During the calculations (b and d) only water molecules and (a and c) water molecules and chloride ions together were taken into account.
Figure 21 Distribution of different types of rings (rings contain water molecules and Cl\(^{-}\) ions) normalized by the number of molecules (water + Cl\(^{-}\) ions) in the configurations at different salt concentrations obtained from the KS-Li-IOD-T model.
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1. Interatomic potential parameters

**Figure S1.** Graphical representation of the Lennard-Jones ($\varepsilon_{ij}$ and $\sigma_{ij}$) parameters of the investigated models. (Some of the points overlap; see the text for the values!) (The $\varepsilon_{ij}$ and $\sigma_{ij}$ parameters of the KS charge scaled models are the same as the original models.)
2. Contribution of partial structure factors to the neutron and X-ray weighted total scattering structure factors

![Graph showing contributions of partial structure factors](image)

**Figure S2.** (a-c) X-ray and (d) neutron scattering weights used for the calculations of the X-ray and neutron total structure factors.
3. Snapshots of atomic configurations obtained in molecular dynamics simulations

![Snapshots](image)

**Figure S3.** Snapshots of typical configurations obtained with different models at the concentrations (a-f) 15 mol %, and (g-i) 1.5 mol %. Red, gray, purple, and green balls represent oxygen, hydrogen, cesium, and chlorine atoms, respectively. (a) KS-Li-IOD-T 15 mol %, (b) Madrid 15 mol %, (c) RH 15 mol %, (d) JC-S 15 mol %, (e) FN6 15 mol %, (f) HS-g 15 mol %, (g) Li-IOD-T 1.5 mol %, (h) RH 1.5 mol %, and (i) HS-LB 1.5 mol %.
4. Calculation of basic properties: density, static dielectric constant, and self-diffusion coefficients

4.1 Density

A 4 ns long NpT simulation was carried out to determine the density predicted by the tested model. The pressure was kept at \( p = 10^5 \) Pa by Parrinello-Rahman barostat [S1,S2], using a \( \tau_p = 2.0 \) coupling constant. The Nose-Hoover thermostat was used in these simulations, with \( \tau_T = 0.5 \) coupling. Densities were calculated every 2 ps from 2 to 4 ns, and the average of the 1000 values was determined. Density values obtained by MD simulations are collected in Table S1. In Fig. 1 in the main article, the simulated/experimental density ratios are shown, where the experimental values are taken from Ref. [S3] (\( \rho \) values in Ref. [S3] refer to heavy water, the reported number densities were used here to calculate \( \rho \) values for H\(_2\)O.) For the lowest concentration, all models perform excellently: the simulated density values agree with the experimental ones within 1 %. For the 7.5 mol % solution, the discrepancies are in the 1 – 3 % range; the simulated values are, in most cases, higher than the experimental ones. In the case of the 15 mol % sample, the deviations are below 4 % for several models, the simulated values are lower than the experimental ones, and the highest difference is about 10 % (for JJ and RDVH models). It should be noted that the experimental density of the 15 mol % sample in Ref [S3] (1.91 g/cm\(^3\)) is somewhat higher than the value from other references (1.84 g/cm\(^3\) [S4], 1.87 g/cm\(^3\) [S5]).
Table S1 Densities of the investigated solutions obtained in MD simulations (in kg/m$^3$). Experimental values are also presented (in bold) for comparison.

| experiment[S3] | 1.5 mol % | 7.5 mol % | 15 mol % |
|----------------|-----------|-----------|----------|
| DS             | 1092      | 1464      | 1913     |
| JC-S           | 1105      | 1480      | 1860     |
| HL-g           | 1106      | 1483      | 1848     |
| HL-LB          | 1106      | 1483      | 1851     |
| HM-g           | 1105      | 1482      | 1851     |
| HM-LB          | 1105      | 1480      | 1853     |
| HS-g           | 1103      | 1472      | 1851     |
| HS-LB          | 1101      | 1485      | 1892     |
| Gee            | 1103      | 1475      | 1839     |
| RH             | 1097      | 1436      | 1746     |
| RM             | 1103      | 1469      | 1810     |
| RL             | 1106      | 1485      | 1848     |
| KS-RL          | 1099      | 1451      | 1788     |
| FN6            | 1105      | 1483      | 1865     |
| FN9            | 1106      | 1483      | 1852     |
| MP-S           | 1107      | 1491      | 1861     |
| DVH            | 1097      | 1434      | 1756     |
| RDVH           | 1092      | 1408      | 1700     |
| Li-HFE-S       | 1103      | 1466      | 1817     |
| Li-IOD-S       | 1110      | 1505      | 1894     |
| JC-T3          | 1095      | 1486      | 1866     |
| Li-HFE-T3      | 1094      | 1476      | 1844     |
| MS             | 1093      | 1475      | 1856     |
| JJ             | 1089      | 1412      | 1700     |
| JC-T           | 1104      | 1485      | 1856     |
| MP-T           | 1105      | 1493      | 1869     |
| Li-HFE-T       | 1101      | 1470      | 1825     |
| Li-IOD-T       | 1108      | 1508      | 1900     |
| KS-Li-IOD-T    | 1101      | 1476      | 1846     |
| Madrid         | 1098      | 1463      | 1835     |
4.2 Static dielectric constant

The static dielectric constant was calculated according to Eq. S1:

\[ \varepsilon = 1 + \frac{(M^2) - \langle M \rangle^2}{3\varepsilon_0 V k_B T}; \quad \text{(Eq. S1)} \]

where \( M \) is the total dipole moment, \( V \) is the volume of the system, \( k_B \) is the Boltzmann-constant, \( \varepsilon_0 \) is the vacuum permittivity, and \( T \) is the temperature. All saved configurations were used as an input for the calculations performed with the 'gmx dipole' program of the GROMACS software. The average of the \( \varepsilon \) values in the last 10 ns part of the \( \varepsilon(t) \) curves (10 ns – 20 ns) was determined and taken as the final result.

Some typical \( \varepsilon(t) \) curves are shown in Fig. S4. Long trajectories are necessary until the curves converge to the final \( \varepsilon \) values, as was previously demonstrated for pure water in Ref [S6]. A 6 ns long trajectory is enough for pure water, as was found in Ref [S6]. However, in concentrated salt solutions, \( \varepsilon(t) \) curves are not saturated even after 8 ns [S7]. Thus 20 ns long trajectories were used in this work; and the last 10 – 20 ns of the curves were averaged to determine the \( \varepsilon \) value. The 20 ns was sufficient for \( \varepsilon(t) \) to saturate at all concentrations tested, except for two FFs: HS-LB and HS-g.

\( \varepsilon \) values obtained from the simulations with different FFs are shown in Fig. 2 of the main text, and Table S2. The experimental values at the given concentration were calculated using the formula of Ref. [S8]. The simulated values are mostly smaller than the experimental ones. An exception is the HS-LB model, where the \( \varepsilon(t) \) curve for the 15 mol % concentration does not converge. The static dielectric constant values obtained by using the 3 FFs using the TIP3P water model (JC-T3, Li-HFE-T3, and MS) at 1.5 mol % concentration are higher than the experimental ones. It is not surprising considering that the TIP3P water model gives a simulated \( \varepsilon \) value significantly higher than the experimental one even for pure water (94 compared to 78.5) [S9]. For the remaining 26 FFs, the deviation from experimental value is 10 – 38 %, 18 – 50 %, and 22 – 60 % for the 1.5, 7.5, and 15 mol % solutions, respectively. The smaller values correspond to HS-g, JC-S, FN6, DVH, and RDVH models, while the worst-performing models are the RH, RM models and the FFs with the TIP4P and the TIP4P-Ew water model.
Figure S4. Convergence of the static dielectric constant for some selected models (Li-IOD-T, JC-S, HS-g, and HS-LB) for the 15 mol % solution. The curve is convergent for the Li-IOD-T and JC-S models, but it is still evolving at $t = 20$ ns for the HS-g (and maybe for the HS-LB) model.
Table S2 Static dielectric constants of the investigated solutions obtained in MD simulations. Experimental values are also presented (in bold) for comparison.

| Compound   | 1.5 mol % | 7.5 mol % | 15 mol % |
|------------|-----------|-----------|----------|
| DS         | 69.9      | 50.4      | 40.3     |
| JC-S       | 64.2      | 38.7      | 28.3     |
| HL-g       | 64.7      | 35.2      | 23.0     |
| HL-LB      | 59.2      | 36.3      | 24.5     |
| HM-g       | 59.6      | 36.0      | 24.5     |
| HM-LB      | 62.2      | 37.4      | 26.3     |
| HS-g       | 61.4      | 39.7      | 31.5     |
| HS-LB      | 69.0      | 51.9      | 40.2     |
| Gee        | 58.6      | 36.3      | 24.4     |
| RH         | 63.2      | 35.3      | 18.5     |
| RM         | 64.3      | 35.9      | 19.6     |
| RL         | 62.0      | 36.2      | 22.0     |
| KS-RL      | 60.0      | 38.1      | 25.4     |
| FN6        | 60.9      | 40.2      | 29.5     |
| FN9        | 61.1      | 37.5      | 24.3     |
| MP-S       | 60.6      | 34.8      | 22.2     |
| DVH        | 62.1      | 39.9      | 29.2     |
| RDVH       | 61.0      | 41.3      | 28.9     |
| Li-HFE-S   | 59.3      | 38.3      | 28.2     |
| Li-IOD-S   | 58.3      | 36.2      | 24.2     |
| JC-T3      | 78.9      | 40.4      | 25.5     |
| Li-HFE-T3  | 77.9      | 42.8      | 28.2     |
| MS         | 79.9      | 43.3      | 29.0     |
| JJ         | 43.3      | 25.0      | 15.3     |
| JC-T       | 56.9      | 32.2      | 21.0     |
| MP-T       | 57.3      | 30.8      | 20.3     |
| Li-HFE-T   | 54.4      | 34.2      | 24.3     |
| Li-IOD-T   | 54.0      | 33.4      | 20.6     |
| KS-Li-IOD-T| 57.0      | 35.5      | 23.7     |
| Madrid     | 48.6      | 29.4      | 15.5     |
The ratio of the static dielectric constant of the solution to that of pure water was also calculated to eliminate the effect of the water model and to focus on the differences between the FFs of the ions. The simulated $\varepsilon/\varepsilon_{\text{water}}$ values were compared with the same ratio for the experimental values. (The simulated values of the static dielectric constant of the pure water are: 50, 58, 66, 68, and 94 for TIP4P, TIP4P/2005, TIP4P-Ew, SPC/E, and TIP3P water models, respectively, while the experimental one is 78.5 (see e.g. [S9]).) The result of this comparison is shown in Fig. S5. The deviations of the simulated and experimental normalized dielectric permittivity are smaller: they are below 10% for the 1.5 mol% solution (except for the HS-LB model, which is 14%), 6–33% for the 7.5 mol% salt solution, and 10–48% for the 15 mol% sample. The difference averaged over the three investigated concentrations is a useful characteristic of the performance of the FFs; its value was 6–28% for the different models. According to this indicator, the 5 best models are HS-g, JC-S, RDVH, FN6, and DVH; the 5 worst performing models in this test are JC-T3, Li-HFE-T3, MS, RH, and MP-T models.

![Diagram showing the ratio of the simulated and experimental static dielectric constants normalized with the (simulated and experimental) $\varepsilon$ values of pure water.](image)

**Figure S5.** Ratio of the simulated and experimental static dielectric constants normalized with the (simulated and experimental) $\varepsilon$ values of pure water.
4.3 Self-diffusion coefficients

The self-diffusion coefficients were calculated from the mean-square displacement (MSD) using the Einstein-relationship (Eq. S2):

$$6D_A \cdot t = \lim_{t \to \infty} \langle \| r_i(t) - r_i(0) \|^2 \rangle_{i \in A}$$  \hspace{1cm} (Eq. S2)

Here $A$ refers to either Cs$^+$, Cl$^-$ ions, or water molecules. The full trajectories were used by restarting the MSD-calculation every 10 ps. The 'gmx msd' program of the GROMACS package was used for the calculations. The linear part of the MSD-$t$ curve was fitted to determine $D_A$. The MSD-$t$ curves of the water molecules were linear for the full 0 – 20 ns region; they were fitted in the 2 – 18 ns part. However, the curves obtained by calculating the displacement of the ions have non-linear segments in the high $t$ regime for several FFs, mostly at lower salt concentrations. Some of these curves already deviate from linear at 6 ns, others are linear up to 16 or 18 ns; only their linear segments were used to determine $D_A$.

The obtained self-diffusion coefficients are presented in Figs. 3, S6, S7, and in Tables S3-S5. Available experimental values are also shown; unfortunately, as far as we know, there is no experimental $D_{Cl^-}$ value for the highest salt concentration.

The simulated self-diffusion values can depend on the system sizes [S10]; the effect of the finite system size can be estimated by Eq. S3:

$$D = D_{PBC} + \frac{\xi k_B T}{6 \eta L}$$  \hspace{1cm} (Eq. S3)

Here $D$ is the diffusion coefficient in the infinite size limit, $D_{PBC}$ is the diffusion coefficient calculated from a simulation with periodic boundary conditions. For a cubic simulation box, $\xi=2.837297$, $L$ is the box length, and $\eta$ is the viscosity. The contributions of the finite size effect, calculated with the experimental viscosity values taken from Refs. [S11, S12] are 1.54, 1.49 and $1.13 \times 10^{-10}$ m$^2$/s for 1.5 mol %, 7.5 mol % and 15 mol % solution, respectively. After subtracting these corrections from the experimental results one can get “reduced experimental values”, which represent the target that an ideal FF using periodic boundary conditions should be able to reproduce. This reduced value is shown as dotted line in Figs. 3, S6, S7.

The simulated water self-diffusion coefficients are close to the experimental values for the 1.5 mol % solution, except for the models with TIP3P and TIP4P water models, which give higher self-diffusion values for pure water as well ($5.49$ and $3.89 \times 10^{-9}$ m$^2$/s, compare to the experimental $2.3 \times 10^{-9}$ m$^2$/s value). As the salt concentration increases, the simulated self-diffusion values decrease in contrast with the experimental results: the latter has a maximum at around 5 – 6 mol %. For the 7.5 mol % solution, only the JJ, JC-T3, MS, and Li-HFE-T3 models give values higher than the experimental results; the
models with SPC/E or TIP4P-Ew water show 8 – 45 % lower values. At the highest salt concentration, each FFs give self-diffusion values lower than the experiments. The deviation averaged over the three investigated concentrations is the smallest (the best) for the KS-Li-IOD-T and the Li-HFE-T models. The charge scaled KS models perform significantly better than the original models (17 % for KS-Li-IOD-T, 26 % for Li-IOD-T, and 24 % for KS-RL and 29 % RL). Water molecules move more slowly in the Reif-Hünenberger models (RL, RM, RH) than in the other models, $D_{\text{water}}$ obtained by the RH model is especially low ($D_{\text{RH}} < D_{\text{RM}} < D_{\text{RL}}$ for all concentrations).

**Table S3** Water self-diffusion coefficients of the investigated solutions obtained in MD simulations (in $10^{-9}$ m$^2$/s). (The simulated values shown are not corrected to finite size effect!) Experimental values are also presented (in bold) for comparison.

|                      | 1.5 mol % | 7.5 mol % | 15 mol % |
|----------------------|-----------|-----------|----------|
| experimental[S13]    | 2.43      | 2.49      | 2.16     |
| DS                   | 2.62      | 1.93      | 1.13     |
| JC-S                 | 2.43      | 1.90      | 1.20     |
| HL-g                 | 2.47      | 1.90      | 1.14     |
| HL-LB                | 2.55      | 1.97      | 1.16     |
| HM-g                 | 2.48      | 1.93      | 1.22     |
| HM-LB                | 2.58      | 1.93      | 1.20     |
| HS-g                 | 2.59      | 1.95      | 1.28     |
| HS-LB                | 2.59      | 1.87      | 1.25     |
| Gee                  | 2.49      | 1.92      | 1.20     |
| RH                   | 2.32      | 1.21      | 0.29     |
| RM                   | 2.43      | 1.51      | 0.58     |
| RL                   | 2.51      | 1.72      | 0.90     |
| KS-RL                | 2.54      | 1.89      | 1.12     |
| FN6                  | 2.52      | 1.94      | 1.21     |
| FN9                  | 2.55      | 1.94      | 1.15     |
| MP-S                 | 2.53      | 1.79      | 0.97     |
| DVH                  | 2.55      | 2.07      | 1.16     |
| RDVH                 | 2.60      | 2.05      | 0.95     |
| Li-HFE-S             | 2.59      | 2.06      | 1.16     |
| Li-IOD-S             | 2.54      | 1.80      | 1.01     |
| JC-T3                | 5.18      | 3.39      | 1.65     |
| Li-HFE-T3            | 5.15      | 3.62      | 1.73     |
| MS                   | 5.15      | 3.55      | 1.93     |
| JJ                   | 3.53      | 2.55      | 1.18     |
| JC-T                 | 2.43      | 1.73      | 1.08     |
| MP-T                 | 2.41      | 1.75      | 0.97     |
| Li-HFE-T             | 2.48      | 2.04      | 1.19     |
| Li-IOD-T             | 2.50      | 1.80      | 1.02     |
| KS-Li-IOD-T          | 2.51      | 2.13      | 1.32     |
| Madrid               | 2.09      | 1.64      | 1.06     |
The simulated cesium ion self-diffusion coefficients are mainly close to the experimental one (within 15%) for the 1.5 mol % solution, except for the models with TIP3P or TIP4P water, which models give higher values and the HS-LB model, in which both $D_{\text{Cs}^+}$ and $D_{\text{Cl}^-}$ are very low, meaning that the ions do not move in this model. As the salt concentration increases, the self-diffusion coefficients decrease for simulation and experiments alike, and the decrease is higher for the simulated values. The deviation is mostly 15 – 50% for the 7.5 mol % solution and 30 – 70% for the 15 mol % sample. According to the averaged deviation, the best models are the KS-Li-IOD-T, Gee, FN9, and HL-g models; the worst performing models are HS-LB, RH, Li-HFE-T3, RM, and MS.
Figure S6. Self-diffusion coefficients of Cs\(^{+}\) ions in aqueous CsCl solutions obtained in MD simulations. The experimental values are marked by dashed lines. Experimental \(D_{\text{Cs}^+}\) data (1.95, 1.72, and \(1.24 \times 10^{-9}\ \text{m}^2/\text{s}\) for 1.5 mol \%, 7.5 mol \%, and 15 mol \% solutions, respectively) were estimated taking into account the data in Refs. [S14-S16]. The experimental value corrected by the finite size effect is represented by dotted lines.
Table S4  Cs⁺ self-diffusion coefficients of the investigated solutions obtained in MD simulations (in \(10^{-9}\) m\(^2\)/s) (The simulated values shown are not corrected to finite size effect!) Experimental values are also presented (in bold) for comparison.

|              | 1.5 mol % | 7.5 mol % | 15 mol % |
|--------------|-----------|-----------|----------|
| experimental[S14-S16] | 1.95      | 1.72      | 1.24     |
| DS           | 1.97      | 1.27      | 0.49     |
| JC-S         | 1.67      | 1.07      | 0.45     |
| HL-g         | 1.84      | 1.25      | 0.62     |
| HL-LB        | 1.92      | 1.17      | 0.64     |
| HM-g         | 1.72      | 1.17      | 0.66     |
| HM-LB        | 1.75      | 1.25      | 0.60     |
| HS-g         | 1.64      | 1.11      | 0.26     |
| HS-LB        | 0.19      | 0.01      | 0.00     |
| Gee          | 1.84      | 1.33      | 0.62     |
| RH           | 1.57      | 0.72      | 0.12     |
| RM           | 1.54      | 0.92      | 0.31     |
| RL           | 1.59      | 1.14      | 0.51     |
| KS-RL        | 2.17      | 1.34      | 0.66     |
| FN6          | 1.65      | 1.09      | 0.44     |
| FN9          | 1.84      | 1.25      | 0.63     |
| MP-S         | 1.62      | 1.16      | 0.57     |
| DVH          | 1.70      | 1.19      | 0.49     |
| RDVH         | 1.66      | 1.23      | 0.39     |
| Li-HFE-S     | 1.88      | 1.21      | 0.47     |
| Li-IOD-S     | 1.53      | 1.07      | 0.54     |
| JC-T3        | 2.69      | 1.99      | 0.82     |
| Li-HFE-T3    | 3.27      | 1.90      | 0.70     |
| MS           | 3.35      | 1.74      | 0.85     |
| JJ           | 2.55      | 1.54      | 0.69     |
| JC-T         | 1.86      | 1.15      | 0.60     |
| MP-T         | 1.61      | 1.05      | 0.54     |
| Li-HFE-T     | 1.85      | 1.14      | 0.56     |
| Li-IOD-T     | 1.81      | 1.03      | 0.56     |
| KS-Li-IOD-T  | 1.91      | 1.36      | 0.72     |
| Madrid       | 1.65      | 1.23      | 0.74     |

Concerning the self-diffusion coefficients of the chloride ion, the tendencies are similar to that found for the cesium ion. As the available experimental data are insufficient, only a qualitative comparison can be made. The chloride ions in the HS-LB model do not move. In the 15 mol % solutions, the self-diffusion coefficients of chloride ions are very low for the RH and HS-g models. The mobility of ions is highest for the TIP3P models, and the charge scaling results in higher self-diffusion values of the chloride ions, similarly to the cesium ions.
Figure S7. Self-diffusion coefficients of Cl$^-$ ions in aqueous CsCl solutions obtained in MD simulations. The experimental values are marked by dashed lines. Experimental $D_{\text{Cl}^-}$ data ($1.95$ and $1.90 \times 10^{-9}$ m$^2$/s for 1.5 mol % and 7.5 mol % solutions, respectively) were estimated taking into account the data in Refs. [S14, S15]. The available experimental data concerning $D_{\text{Cl}^-}$ is incomplete and uncertain at high concentrations. The experimental value corrected by the finite size effect is represented by dotted lines.
Table S5  

Cl⁻ self-diffusion coefficients of the investigated solutions obtained in MD simulations (in $10^{-9}$ m²/s) (The simulated values shown are not corrected to finite size effect!) Experimental values are also presented (in bold) for comparison.

|        | 1.5 mol % | 7.5 mol % | 15 mol % |
|--------|-----------|-----------|----------|
| **Experimental[S14,S15]** | **1.95** | **1.9** | **--** |
| DS     | 1.92      | 1.06      | 0.55     |
| JC-S   | 1.48      | 1.00      | 0.47     |
| HL-g   | 1.54      | 1.15      | 0.67     |
| HL-LB  | 1.64      | 1.09      | 0.64     |
| HM-g   | 1.63      | 1.14      | 0.62     |
| HM-LB  | 1.64      | 1.07      | 0.59     |
| HS-g   | 1.41      | 0.92      | 0.27     |
| HS-LB  | 0.25      | 0.01      | 0.00     |
| Gee    | 1.46      | 1.11      | 0.62     |
| RH     | 1.29      | 0.61      | 0.16     |
| RM     | 1.25      | 0.86      | 0.35     |
| RL     | 1.31      | 1.04      | 0.54     |
| KS-RL  | 1.55      | 1.24      | 0.76     |
| FN6    | 1.37      | 1.05      | 0.42     |
| FN9    | 1.57      | 1.18      | 0.59     |
| MP-S   | 1.45      | 1.02      | 0.59     |
| DVH    | 1.62      | 1.13      | 0.55     |
| RDVH   | 1.64      | 1.26      | 0.38     |
| Li-HFE-S | 1.62    | 1.19      | 0.49     |
| Li-IOD-S | 1.39    | 1.04      | 0.55     |
| JC-T3  | 3.02      | 1.88      | 0.93     |
| Li-HFE-T3 | 3.21   | 1.90      | 0.77     |
| MS     | 2.83      | 1.89      | 0.90     |
| JJ     | 2.05      | 1.51      | 0.71     |
| JC-T   | 1.39      | 1.05      | 0.63     |
| MP-T   | 1.35      | 1.02      | 0.57     |
| Li-HFE-T | 1.72    | 1.18      | 0.54     |
| Li-IOD-T | 1.31    | 1.15      | 0.60     |
| KS-Li-IOD-T | 1.73  | 1.36      | 0.76     |
| Madrid | 1.47      | 1.03      | 0.62     |
5. Neutron and X-ray total scattering structure factors obtained for the 15 mol % solution

Figure S8. (a) Neutron and (b) X-ray total structure factors of the 15 mol % solutions obtained by simulations (lines) compared with the experimental curve (symbols) from Ref. [S3]. The simulated curves were obtained using the force fields: KS-Li-IOD-T, Li-IOD-T, Li-HFE-T, JC-T, MP-T, and Madrid.
Figure S9. (a) Neutron and (b) X-ray total structure factors of the 15 mol % solutions obtained by simulations (lines) compared with the experimental curve (symbols) from Ref. [S3]. The simulated curves were obtained using the force fields: FN6, FN9, JC-T3, Li-HFE-T3, MS, and JJ.
Figure S10. (a) Neutron and (b) X-ray total structure factors of the 15 mol % solutions obtained by simulations (lines) compared with the experimental curve (symbols) from Ref. [S3]. The simulated curves were obtained using the force fields: KS-RL, RL, RM, RH, DVH, and RDVH.
Figure S11. (a) Neutron and (b) X-ray total structure factors of the 15 mol % solutions obtained by simulations (lines) compared with the experimental curve (symbols) from Ref. [S3]. The simulated curves were obtained using the force fields: HL-g, HL-LB, HM-g, HM-LB, HS-g, and HS-LB.
Figure S12. (a) Neutron and (b) X-ray total structure factors of the 15 mol % solutions obtained by simulations (lines) compared with the experimental curve (symbols) from Ref. [S3]. The simulated curves were obtained using the force fields: DS, JC-S, Gee, MP-S, Li-HFE-S, and Li-IOD-S.
6. Structure of CsCl solutions: Partial radial distribution functions, bond angle distributions, coordination numbers

Table S6 Position of the first minimum of the \( \text{Cl}^-\text{H} \) PRDF and the \( N_{\text{CIH}} \) coordination numbers (calculated up to the first minimum) obtained in MD simulations. (The best models are in bold.)

|          | \( r_{\text{min}} \) [Å] | 1.5 mol % | 7.5 mol % | 15 mol % | 1.5 mol % | 7.5 mol % | 15 mol % |
|----------|--------------------------|-----------|-----------|----------|-----------|-----------|----------|
| DS       | 3                        | 3         | 3         | 6.46     | 5.35      | 4.32      |
| JC-S     | 2.96                     | 2.98      | 2.94      | 6.25     | 4.84      | 3.71      |
| HL-g     | 3                        | 3         | 3         | 6.66     | 5.89      | 5         |
| HL-LB    | 3                        | 3         | 3         | 6.62     | 5.74      | 4.76      |
| HM-g     | 3                        | 3         | 3         | 6.62     | 5.7       | 4.74      |
| HM-LB    | 3                        | 3         | 3         | 6.53     | 5.39      | 4.31      |
| HS-g     | 3                        | 3         | 3         | 6.38     | 4.87      | 2.69      |
| HS-LB    | 3                        | 3         | 3         | 1.79     | 1.25      | 1.18      |
| Gee      | 3                        | 3         | 3         | 6.64     | 5.74      | 4.81      |
| RH       | 2.74                     | 2.8       | 2.74      | 6.74     | 6.44      | 5.91      |
| RM       | 2.86                     | 2.86      | 2.84      | 6.74     | 6.25      | 5.65      |
| RL       | **2.92**                 | **2.94**  | **2.94**  | **6.69** | **6.07**  | **5.37**  |
| KS-RL    | **2.94**                 | **2.94**  | **2.9**   | **6.37** | **5.71**  | **4.91**  |
| FN6      | 3.04                     | 3.04      | 3.02      | 6.48     | 5.06      | 3.66      |
| FN9      | 3.04                     | 3.04      | 3.02      | 6.68     | 5.79      | 4.79      |
| MP-S     | 2.94                     | 2.96      | 2.94      | 6.59     | 5.9       | 5.11      |
| DVH      | 3.16                     | 3.12      | 3.04      | 6.72     | 5.52      | 4.3       |
| RVDH     | 3.24                     | 3.18      | 3.1       | 6.83     | 5.61      | 4.4       |
| Li-HFE-S | 3.16                     | 3.1       | 3.06      | 6.83     | 5.57      | 4.4       |
| Li-IOD-S | **2.98**                 | **3**     | **2.96**  | **6.74** | **5.88**  | **5**     |
| JC-T3    | 2.9                      | 2.92      | 2.94      | 6.71     | 5.86      | 5.04      |
| Li-HFE-T3| 3.06                     | 3.06      | 3.04      | 6.99     | 5.87      | 4.85      |
| MS       | 2.98                     | 2.98      | 2.96      | 6.71     | 5.43      | 4.37      |
| JJ       | 3.04                     | 3.04      | 3         | 6.97     | 6.52      | 5.78      |
| JC-T     | 3                        | 2.98      | 2.96      | 6.44     | 5.72      | 4.97      |
| MP-T     | 2.92                     | 2.94      | 2.92      | 6.4      | 5.82      | 5.15      |
| Li-HFE-T | 3.14                     | 3.14      | 3.06      | 6.57     | 5.55      | 4.47      |
| Li-IOD-T | **2.96**                 | **2.96**  | **2.92**  | **6.55** | **5.8**   | **5.02**  |
| KS-Li-IOD-T | **2.96**               | **2.96**  | **2.94**  | **6.15** | **5.38**  | **4.58**  |
| Madrid   | 2.88                     | 2.84      | 2.86      | 5.69     | 5.49      | 5.35      |
Table S7 Position of the first minimum of the Cl-O PRDF and the $N_{ClO}$ coordination numbers (calculated up to the first minimum) obtained in MD simulations. (The best models are in bold.)

|          | $r_{min}$ [Å] | 1.5 mol % | 7.5 mol % | 15 mol % | $N_{ClO}$ 1.5 mol % | 7.5 mol % | 15 mol % |
|----------|---------------|------------|------------|----------|----------------------|-----------|----------|
| DS       | 3.9           | 3.8        | 3.7        | 6.71     | 5.57                 | 4.45      |
| JC-S     | 3.8           | 3.7        | 3.64       | 6.48     | 4.9                  | 3.77      |
| HL-g     | 3.88          | 3.84       | 3.72       | 7.01     | 6.2                  | 5.15      |
| HL-LB    | 3.88          | 3.84       | 3.72       | 6.98     | 6.07                 | 4.93      |
| HM-g     | 3.88          | 3.8        | 3.72       | 7.04     | 5.92                 | 4.9       |
| HM-LB    | 3.88          | 3.8        | 3.72       | 6.9      | 5.64                 | 4.49      |
| HS-g     | 3.88          | 3.74       | 3.7        | 6.79     | 5.01                 | 2.78      |
| HS-LB    | 3.64          | 3.64       | 3.62       | 1.76     | 1.25                 | 1.17      |
| Gee      | 3.8           | 3.8        | 3.7        | 6.8      | 5.96                 | 4.92      |
| RH       | 3.6           | 3.6        | 3.52       | 6.88     | 6.52                 | 5.96      |
| RM       | 3.68          | 3.68       | 3.58       | 6.87     | 6.37                 | 5.7       |
| RL       | **3.76**      | **3.72**   | **3.64**   | **6.89** | **6.17**             | **5.42**  |
| KS-RL    | **3.76**      | **3.72**   | **3.64**   | **6.58** | **5.86**             | **5.06**  |
| FN6      | 3.88          | 3.78       | 3.7        | 6.83     | 5.25                 | 3.77      |
| FN9      | 3.88          | 3.84       | 3.74       | 6.98     | 6.07                 | 5         |
| MP-S     | 3.8           | 3.74       | 3.66       | 6.82     | 6                     | 5.18      |
| DVH      | 3.9           | 3.9        | 3.78       | 6.84     | 5.88                 | 4.64      |
| RDVH     | 4             | 3.96       | 3.8        | 7.11     | 6.12                 | 4.77      |
| Li-HFE-S | 3.96          | 3.9        | 3.8        | 7.24     | 6.03                 | 4.84      |
| Li-IOD-S | **3.8**       | **3.76**   | **3.66**   | **6.98** | **6.05**             | **5.07**  |
| JC-T3    | 3.8           | 3.78       | 3.7        | 7.13     | 6.19                 | 5.23      |
| Li-HFE-T3| 3.94          | 3.9        | 3.84       | 7.68     | 6.48                 | 5.5       |
| MS       | 3.86          | 3.78       | 3.7        | 6.85     | 5.72                 | 4.57      |
| JJ       | 3.84          | 3.86       | 3.76       | 7.28     | 6.93                 | 6.19      |
| JC-T     | 3.8           | 3.74       | 3.7        | 6.63     | 5.83                 | 5.13      |
| MP-T     | 3.8           | 3.74       | 3.66       | 6.71     | 5.98                 | 5.26      |
| Li-HFE-T | 3.94          | 3.84       | 3.78       | 7.04     | 5.79                 | 4.88      |
| Li-IOD-T | **3.74**      | **3.72**   | **3.66**   | **6.73** | **5.97**             | **5.2**   |
| KS-Li-IOD-T | **3.76**   | **3.74**   | **3.66**   | **6.46** | **5.67**             | **4.83**  |
| Madrid   | 3.6           | 3.68       | 3.66       | 5.69     | 5.69                 | 5.52      |
Table S8: Position of the first minimum of the Cs\textsuperscript{+}-O PRDF and the $N_{CsO}$ coordination numbers (calculated up to the first minimum) obtained in MD simulations. (The best models are in bold.)

|     | $r_{\text{min}}$ [Å] | $N_{CsO}$ 1.5 mol % | $N_{CsO}$ 7.5 mol % | $N_{CsO}$ 15 mol % | $N_{CsO}$ 1.5 mol % | $N_{CsO}$ 7.5 mol % | $N_{CsO}$ 15 mol % |
|-----|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| DS  | 4                    | 4                    | 4                    | 8.35                 | 7.06                 | 6.22                 |
| JC-S| 3.7                  | 3.7                  | 3.7                  | 6.9                  | 5.34                 | 4.31                 |
| HL-g| 3.8                  | 3.8                  | 3.84                 | 7.87                 | 6.88                 | 6.19                 |
| HL-LB| 3.8                  | 3.8                  | 3.84                 | 7.84                 | 6.72                 | 5.95                 |
| HM-g| 3.7                  | 3.7                  | 3.74                 | 7.26                 | 6.21                 | 5.47                 |
| HM-LB| 3.7                  | 3.7                  | 3.74                 | 7.16                 | 5.9                  | 5.04                 |
| HS-g| 3.6                  | 3.6                  | 3.54                 | 6.24                 | 4.81                 | 2.68                 |
| HS-LB| 3.5                  | 3.5                  | 3.5                  | 1.74                 | 1.23                 | 1.2                  |
| Gee | 3.7                  | 3.7                  | 3.74                 | 7                    | 6.02                 | 5.39                 |
| RH  | 4.5                  | 4.4?                 | 4.4?                 | 10.74                | 10.64                | 10.72                |
| RM  | 4.3                  | 4.2?                 | 4.2?                 | 9.67                 | 9.08                 | 8.87                 |
| RL  | 4.1                  |                      |                      | 4.14                 | 9.18                 | 7.81                 | 7.91                 |
| KS-R| 4.1                  | 4.1                  | 4.14                 | 9.16                 | 8.27                 | 7.87                 |
| FN6 | 3.7                  | 3.7                  | 3.64                 | 6.95                 | 5.44                 | 3.99                 |
| FN9 | 3.9                  | 3.8                  | 3.86                 | 8.23                 | 6.72                 | 6.02                 |
| MP-S| 3.9                  | 3.9                  | 3.9                  | 8.43                 | 7.43                 | 6.71                 |
| DVH | 3.9                  | 3.9                  | 3.84                 | 8.05                 | 6.75                 | 5.62                 |
| RDVH| 4                    | 4                    | 4.1                  | 8.73                 | 7.49                 | 7.01                 |
| Li-HFE-S| 4                  | 4                    | 3.9                  | 8.64                 | 6.87                 | 5.93                 |
| Li-IOD-S| 4                  | 4                    | 4                    | 8.78                 | 7.68                 | 6.95                 |
| JC-T3| 4                    | 4                    | 3.94                 | 8.88                 | 7.71                 | 6.69                 |
| Li-HFE-T3| 3.9               | 3.9                  | 4                    | 8.35                 | 7.11                 | 6.65                 |
| MS  | 3.9                  | 3.8                  | 3.86                 | 8.02                 | 6.24                 | 5.48                 |
| JJ  | 4                    | 4                    | 4.1                  | 8.12                 | 7.85                 | 8.13                 |
| JC-T| 3.8                  | 3.8                  | 3.8                  | 7.78                 | 6.86                 | 6.19                 |
| MP-T| 3.9                  | 3.9                  | 3.94                 | 8.27                 | 7.4                  | 6.98                 |
| Li-HFE-T| 4                  | 3.9                  | 3.9                  | 8.37                 | 6.84                 | 6.06                 |
| Li-IOD-T| 4                 | 4                    | 4                    | 8.6                  | 7.67                 | 7.09                 |
| KS-Li-IOD-T| 4                 | 4                    | 4.1                  | 8.56                 | 7.58                 | 7.4                  |
| Madrid| 3.64                 | 3.64                 | 3.72                 | 6.62                 | 6.26                 | 6.3                  |
Table S9 Position of the first minimum of the Cs\(^+\)-Cl\(^-\) PRDF and the \(N_{\text{CsCl}}\) coordination numbers (calculated up to the first minimum) obtained in MD simulations. (The best models are in bold.)

| Position | \(r_{\text{min}}\) [Å] | 1.5 mol % | 7.5 mol % | 15 mol % | 1.5 mol % | 7.5 mol % | 15 mol % |
|----------|-----------------|---------|---------|--------|---------|---------|--------|
| DS       | 4.5             | 4.6     | 4.56    | 0.45   | 1.55    | 2.69    |
| JC-S     | 4.2             | 4.2     | 4.3     | 0.48   | 1.65    | 2.74    |
| HL-g     | 4.3             | 4.4     | 4.3     | 0.26   | 1.05    | 1.99    |
| HL-LB    | 4.3             | 4.4     | 4.3     | 0.29   | 1.16    | 2.15    |
| HM-g     | 4.3             | 4.4     | 4.3     | 0.28   | 1.09    | 2.1     |
| HM-LB    | 4.2             | 4.4     | 4.3     | 0.35   | 1.37    | 2.4     |
| HS-g     | 4.1             | 4.2     | 4.2     | 0.41   | 1.57    | 3.53    |
| HS-LB    | 4.3             | 4.3     | 4.2     | 4.06   | 4.53    | 4.61    |
| Gee      | 4.2             | 4.3     | 4.3     | 0.28   | 1.1     | 2.04    |
| RH       | 4.5             | 4.5     | 4.66    | 0.16   | 0.68    | 1.83    |
| RM       | 4.5             | 4.5     | 4.48    | 0.23   | 0.87    | 1.76    |
| RL       | 4.5             | 4.4     | 4.4     | 0.28   | 0.99    | 1.86    |
| KS-RL    | 4.5             | 4.5     | 4.56    | 0.28   | 1.08    | 2.15    |
| FN6      | 4.2             | 4.26    | 4.3     | 0.41   | 1.57    | 2.85    |
| FN9      | 4.3             | 4.4     | 4.42    | 0.3    | 1.16    | 2.2     |
| MP-S     | 4.3             | 4.36    | 4.38    | 0.26   | 1.     | 1.92    |
| DVH      | 4.5             | 4.6     | 4.6     | 0.4    | 1.51    | 2.74    |
| RDVH     | 4.7             | 4.8     | 4.8     | 0.43   | 1.64    | 3.01    |
| Li-HFE-S | 4.6             | 4.6     | 4.6     | 0.44   | 1.59    | 2.82    |
| Li-IOD-S | 4.5             | 4.5     | 4.5     | 0.38   | 1.3     | 2.29    |
| JC-T3    | 4.3             | 4.4     | 4.4     | 0.26   | 1.13    | 2.07    |
| Li-HFE-T3| 4.6             | 4.6     | 4.6     | 0.37   | 1.46    | 2.58    |
| MS       | 4.3             | 4.4     | 4.4     | 0.34   | 1.43    | 2.44    |
| JJ       | 4.5             | 4.6     | 4.66    | 0.18   | 0.85    | 2.04    |
| JC-T     | 4.3             | 4.3     | 4.3     | 0.26   | 0.97    | 1.84    |
| MP-T     | 4.2             | 4.36    | 4.38    | 0.25   | 0.95    | 1.82    |
| Li-HFE-T | 4.6             | 4.5     | 4.6     | 0.47   | 1.49    | 2.68    |
| Li-IOD-T | 4.5             | 4.4     | 4.44    | 0.38   | 1.19    | 2.13    |
| KS-Li-IOD-T | 4.5 | 4.6     | 4.6     | 0.38   | 1.35    | 2.42    |
| Madrid   | 4?              | 4?      | 3.94?   | 0.06   | 0.25?   | 0.5?    |
Table S10  Position of the first minimum of the O-H PRDF and the $N_{OH}$ coordination numbers (calculated up to 2.4 Å) obtained in MD simulations. (The best models are in bold.)

|        | $r_{\text{min}}$ [Å] | 1.5 mol % | 7.5 mol % | 15 mol % | 1.5 mol % | 7.5 mol % | 15 mol % |
|--------|-----------------------|-----------|-----------|----------|-----------|-----------|----------|
| DS     | 2.4                   | 2.34      | 2.34      | 1.78     | 1.48      | 1.23      |
| JC-S   | 2.44                  | 2.42      | 2.34      | 1.78     | 1.5       | 1.29      |
| HL-g   | 2.4                   | 2.4       | 2.36      | 1.78     | 1.43      | 1.09      |
| HL-LB  | 2.44                  | 2.42      | 2.4       | 1.78     | 1.44      | 1.13      |
| HM-g   | 2.4                   | 2.4       | 2.38      | 1.78     | 1.43      | 1.12      |
| HM-LB  | 2.4                   | 2.4       | 2.34      | 1.78     | 1.46      | 1.2       |
| HS-g   | 2.4                   | 2.4       | 2.34      | 1.78     | 1.5       | 1.45      |
| HS-LB  | 2.4                   | 2.4       | 2.4       | 1.84     | 1.76      | 1.68      |
| Gee    | 2.4                   | 2.4       | 2.34      | 1.78     | 1.44      | 1.1       |
| RH     | 2.4                   | 2.4       | 2.34      | 1.78     | 1.43      | 0.97      |
| RM     | 2.4                   | 2.4       | 2.36      | 1.78     | 1.42      | 1         |
| RL     | 2.4                   | 2.38      | 2.3       | 1.78     | 1.43      | 1.04      |
| KS-RL  | 2.4                   | 2.4       | 2.32      | 1.79     | 1.46      | 1.12      |
| FN6    | 2.4                   | 2.4       | 2.36      | 1.78     | 1.49      | 1.3       |
| FN9    | 2.4                   | 2.4       | 2.34      | 1.78     | 1.44      | 1.13      |
| MP-S   | 2.44                  | 2.42      | 2.4       | 1.78     | 1.43      | 1.07      |
| DVH    | 2.4                   | 2.4       | 2.34      | 1.78     | 1.48      | 1.24      |
| RDVH   | 2.4                   | 2.38      | 2.3       | 1.79     | 1.49      | 1.27      |
| Li-HFE-S | 2.4               | 2.38      | 2.32      | 1.78     | 1.47      | 1.23      |
| Li-IOD-S | 2.44             | 2.42      | 2.38      | 1.78     | 1.44      | 1.11      |
| JC-T3  | 2.4                   | 2.38      | 2.34      | 1.71     | 1.35      | 1.04      |
| Li-HFE-T3 | 2.44           | 2.42      | 2.38      | 1.71     | 1.37      | 1.11      |
| MS     | 2.42                  | 2.42      | 2.36      | 1.71     | 1.38      | 1.13      |
| JJ     | 2.42                  | 2.42      | 2.36      | 1.79     | 1.39      | 0.99      |
| JC-T   | 2.44                  | 2.42      | 2.38      | 1.81     | 1.49      | 1.07      |
| MP-T   | 2.4                   | 2.4       | 2.36      | 1.81     | 1.43      | 1.04      |
| Li-HFE-T | 2.4               | 2.4       | 2.36      | 1.81     | 1.47      | 1.19      |
| Li-IOD-T | 2.42             | 2.42      | 2.36      | 1.81     | 1.43      | 1.08      |
| KS-Li-IOD-T | 2.4       | 2.4       | 2.36      | 1.82     | 1.47      | 1.17      |
| Madrid | 2.46                  | 2.44      | 2.42      | 1.79     | 1.44      | 1.99      |
|       | $r_{\text{max}}$ [Å] | $N_{\text{OH}}$ 1.5 mol % | $N_{\text{OH}}$ 7.5 mol % | $N_{\text{OH}}$ 15 mol % |
|-------|-----------------------|-----------------------------|-----------------------------|-----------------------------|
| DS    | 2.74                  | 3.82                        | 3.27                        | 2.94                        |
| JC-S  | 2.75                  | 3.83                        | 3.18                        | 2.58                        |
| HL-g  | 2.74                  | 3.81                        | 3.26                        | 2.92                        |
| HL-LB | 2.76                  | 3.83                        | 3.15                        | 2.55                        |
| HM-g  | 2.74                  | 3.81                        | 3.25                        | 3.25                        |
| HM-LB | 2.74                  | 3.81                        | 3.16                        | 2.66                        |
| HS-g  | 2.74                  | 3.81                        | 3.15                        | 2.61                        |
| HS-LB | 2.75                  | 3.93                        | 3.73                        | 3.62                        |
| Gee   | 2.74                  | 3.81                        | 3.21                        | 2.8                         |
| RH    | 2.74                  | 3.81                        | 3.17                        | 2.68                        |
| RM    | 2.75                  | 3.81                        | 3.15                        | 2.63                        |
| RL    | 2.73                  | 3.83                        | 3.16                        | 2.4                         |
| KS-RL | 2.73                  | 3.81                        | 3.13                        | 2.41                        |
| FN6   | 2.74                  | 3.81                        | 3.12                        | 2.48                        |
| FN9   | 2.74                  | 3.81                        | 3.13                        | 2.53                        |
| MP-S  | 2.76                  | 3.83                        | 3.14                        | 2.49                        |
| DVH   | 2.74                  | 3.83                        | 3.29                        | 3.01                        |
| RDVH  | 2.74                  | 3.84                        | 3.36                        | 3.2                         |
| Li-HFE-S | 2.74              | 3.82                        | 3.28                        | 2.98                        |
| Li-IOD-S | 2.76                      | 3.85                        | 3.28                        | 2.93                        |
| JC-T3 | 2.74                  | 3.81                        | 3.17                        | 2.64                        |
| Li-HFE-T3 | 2.76                     | 3.83                        | 3.17                        | 2.59                        |
| MS    | 2.77                  | 3.78                        | 3.12                        | 2.59                        |
| JJ    | 2.77                  | 3.8                        | 3.21                        | 2.85                        |
| JC-T  | 2.76                  | 3.85                        | 3.26                        | 2.78                        |
| MP-T  | 2.74                  | 3.81                        | 3.25                        | 2.98                        |
| Li-HFE-T | 2.74                     | 3.81                        | 3.17                        | 2.68                        |
| Li-IOD-T | 2.78                   | 3.79                        | 3.18                        | 2.78                        |
| KS-Li-IOD-T | 2.74                  | 3.82                        | 3.2                         | 2.66                        |
| Madrid | 2.78                 | 3.84                        | 3.11                        | 2.25                        |
Figure S13. Cosine distributions of the O-H-Cl⁻ angle, obtained by MD simulations using FFs KS-Li-IOD-T, RH, and JC-S.
**Figure S14.** Cs\(^+\)-H partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure S15. H – H partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
Figure S16. Cs\(^+\) - Cs\(^+\) partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
**Figure S17.** $\text{Cl}^- - \text{Cl}^-$ partial radial distribution functions, as calculated from MD simulations with different interatomic potential models. The curves are shown for (a) 1.5 mol % and (b) 15 mol % solutions.
7. Searching for the structural origin of special features in the total scattering structure factors

In Fig. 4 and 5 (in the main text) the main features of the total scattering structure factors can be seen, the experimental ones together with those obtained from simulations using some selected potential model. In the $S^N(Q)$ curve of the 15 mol % solution a peak can be seen about at 1 Å$^{-1}$, which is often called as pre-peak, or first sharp diffraction peak. The presence of this peak is often associated with the medium range order in the system. As it can be seen in Fig. 4 (in the main text), the presence and height of this peak in the simulated curves highly depends on the applied potential model. This can help us to investigate the structural origin of this peak. The amplitude of $S(Q)$ at a given $Q$ value is determined as a weighted sum of the partial $S_{ij}(Q)$ curves, which are calculated from the PRDFs (see Eqs. 2, 3 in the main text) The low $Q$ part of the $S^N(Q)$ curve and the neutron weighted partial structure factors ($w_{ij}^n S_{ij}(Q)$) of some selected FFs are shown in Fig. S18.

**Figure S18.** (a)-(d) Neutron weighted partial structure factors obtained in simulations using the (a) RH, (b) RL, (c) Gee, and (d) DS force fields. The weighted sum of the partial $S_{ij}(Q)$ curves (the $S^N(Q)$ curve) is shown in (e) together with the experimental curve.
The highest contribution at 1 Å\(^{-1}\) comes from the O-H, H-H, Cl-H partials (and the negative contribution of the Cs-H PRDF can also be significant). (As it was mentioned in Section 2 in the main text, in the diffraction experiments of Ref. [S3] the H atoms were replaced by D, in the calculation of \(w_{ij}^N\) the weight of D was taken into account accordingly.) The values of the weighted partial structure factors at the pre-peak position are compared at Fig. S19. The main difference at \(Q = 1\) Å\(^{-1}\) originates from the differences in the Cl-H, H-H and O-H partial structure factors, thus the Cl-H, H-H and O-H PRDFs.

**Figure S19.** Values of the weighted partial structure factors at \(Q = 1\) Å\(^{-1}\) for the selected force field. Note: the y-scales, although starting from different values, span the same range to make the comparison easier.
Figure S20. Differences in the $r^*(g(r)-1)\sin(Qr)$ functions of the selected force fields at $Q = 1$ Å⁻¹, for (a) Cl⁻-H, (b) O-H and (c) H-H partials.

According to Eq. 3 (of the main text), $S_{ij}(Q)$ is calculated as the integral of the $r^*(g(r)-1)\sin(Qr)$ function. To determine which part of the curves give significantly different contribution to the integral for different FFs, the curves were calculated at $Q = 1$ Å⁻¹ for the Cl⁻-H, H-H and O-H pairs, the differences of the curves obtained by the selected FFs are shown in Fig. S20. Concerning the Cl⁻-H partial, the main differences between the FFs are in the region around 2 Å, it originates from the position and height of the first peak of the $g_{ClH}(r)$ curves. Thus the height of the pre-peak is partly caused by the (high) number and positions of water molecules around chloride ions. In the H-H partials the differences are present in more (four) regions between 2 and 8 Å (around 2.25, 4.2, 5.5 and 7.5 Å), while in the O-H partials the main deviations can be found in the 3.5 – 7.5 Å region (around 3.9, 5.2 and 7.3 Å). These distances cannot be assigned simply to one structural motif. E. g. the first intermolecular peak of the H-H PRDFs is the result not only the H-H distances in H-bonded water molecules, but also the H-H pairs between water molecules hydrating the same chloride ion. Thus the
number of H-bonded water molecules, the $r_{\text{CIH}}$ bond lengths as well as the number of hydrating water molecules can affect the shape of the H-H PRDF and cause the pre-peak of $S^N(Q)$.

Another interesting part of the simulated $S^N(Q)$ curves is below the pre-peak region. As $Q \to 0$, some of the calculated $S^N(Q)$ functions begin to increase in contrast to the experimental curve (e.g. for the MS, Li-HFE-S, Li-HFE-T, Li-HFE-T3, DVH, RDVH, JC-S, and FN6 models). This behavior was observed previously in Ref. [S3] also, in that study the DS parameters were applied in the MD simulation. To investigate the origin of this discrepancies a comparison, similar to that detailed in the previous paragraph, was performed at $Q = 0.5 \text{ Å}^{-1}$.

**Figure S21.** Values of the weighted partial structure factors at $Q = 0.5 \text{ Å}^{-1}$ for the selected force field. Note: the y-scales, although starting from different values, span the same range to make the comparison easier.
**Figure S22.** Differences in the $r^*(g_{ij}(r)-1)\sin(Qr)$ functions of the selected force fields at $Q = 0.5$ Å$^{-1}$, for (a) O-H and (b) H-H partials.

Here the main differences between the FFs are in the H-H and O-H partial structure factors, whose effect is partly compensated by the Cl$^-$-H, Cs$^+$-H and Cl$^-$-O partials (Fig. S21). In the $r$-space, several regions contribute to the difference in the 2 – 8 Å regime, see Fig. S22. Let’s choose the DS and Gee FFs, which are significantly different at $Q = 0.5$ Å$^{-1}$, but are similar at higher $Q$ values. Comparison of the DS and Gee FFs shows, that the main difference between these two FFs is in the 2 – 4 Å region both in H-H and O-H PRDFs. As the Cl$^-$-H bond distance is similar in these models, the difference is mostly caused by the different number of H-bonded water molecules: the $N_{OH}$ coordination number is 1.23 for DS and 1.1 for Gee model. This difference seems to be moderate, however the shape of the $S^N(Q)$ curve is sensitive to the $N_{OH}$ coordination number. A comparison of the $N_{OH}$ coordination numbers and $S^N(Q = 0.5$ Å$^{-1}$) is shown in Fig. S23. The increase in the $S^N(Q)$ function at low $Q$ values coincides with higher number of H-bonded water molecules. A similar relation can be observed between the $S^N(Q = 0.5$ Å$^{-1}$) and the $N_{CsCl}$ coordination number. The clustering of the ions goes together
with the decrease of ion-water pairs (the hydration shells of ions are connected for clustered ions, they create a common hydrate shell), while the water molecules can establish H-bonds between themselves. This phenomenon leads to the increase in the structure factor at low Q values.

Figure S23. Neutron total structure factors ($S^N(Q)$) values at $Q = 0.5 \, \text{Å}^{-1}$ as a function of the (a) $N_{\text{OH}}$ and (b) $N_{\text{CsCl}}$ coordination numbers obtained in simulations using different force fields. (Note: models, where ion precipitation occurred under the solubility limit (HS-g and HS-LB), are not shown.)
Figure S24. Neutron total structure factors ($S^N(Q)$) values at $Q = 1$ Å$^{-1}$ as a function of the (a) $r_{ClH}$ and (b) $r_{CsCl}$ bond distances, (c) $N_{ClH}$, (d) $N_{CsO}$, (e) $N_{CsCl}$, and (f) $N_{OH}$ coordination numbers obtained in simulations using different force fields. (Note: models, where ion precipitation occurred under the solubility limit (HS-g and HS-LB), are not shown.)
8. Hydrogen bonded network: ring-type distributions of wrong models

Figure S25. Distribution of different types of rings (rings contain water molecules and Cl\textsuperscript{-} ions) normalized by the number of molecules (water + Cl\textsuperscript{-} ions) in the configurations at different salt concentrations obtained from the JC-S model.
Figure S26. Distribution of different types of rings (rings contain water molecules and Cl\textsuperscript{-} ions) normalized by the number of molecules (water + Cl\textsuperscript{-} ions) in the configurations at different salt concentrations obtained from the RH model.
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