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Abstract

We address the problem of adaptivity in the framework of reproducing kernel Hilbert space (RKHS) regression. More precisely, we analyze estimators arising from a linear regularization scheme $g_\lambda$. In practical applications, an important task is to choose the regularization parameter $\lambda$ appropriately, i.e. based only on the given data and independently on unknown structural assumptions on the regression function. An attractive approach avoiding data-splitting is the Lepskii Principle (LP), also known as the Balancing Principle in this setting. We show that a modified parameter choice based on (LP) is minimax optimal adaptive, up to $\log \log(n)$. A convenient result is the fact that balancing in $L^2(\nu)$-norm, which is easiest, automatically gives optimal balancing in all stronger norms, interpolating between $L^2(\nu)$ and the RKHS. An analogous result is open for other classical approaches to data dependent choices of the regularization parameter, e.g. for Hold-Out.

1 Introduction and Motivation

We study optimal recovery of the regression function $f_\rho$ in the framework of reproducing kernel Hilbert space (RKHS) learning. Here we are given random and noisy observations of the form

$$Y_j = f_\rho(X_j) + \epsilon_j, \quad j = 1, \ldots, n$$

at i.i.d. data points $X_1, \ldots, X_n$, drawn according to some unknown distribution $\nu$ on some input space $\mathcal{X}$, taken as a standard Borel space. More precisely, we assume that the observed data $(X_i, Y_i)_{1 \leq i \leq n} \in (\mathcal{X} \times \mathcal{Y})^n$ are sampled i.i.d. from an unknown probability measure $\rho$ on $\mathcal{X} \times \mathcal{Y}$, with $E[Y_i | X_i] = f_\rho(X_i)$, so that the distribution of $\epsilon_i$ may depend on $X_j$, while satisfying $E[\epsilon_j | X_j] = 0$. For simplicity, we take the output space $\mathcal{Y}$ as the set of real numbers, but this could be generalized to any separable Hilbert space, see [8].

In our setting, an estimator $\hat{f}$ for $f_\rho$ lies in an hypothesis space $H \subset L^2(\mathcal{X}, \nu)$, which we choose to be a separable reproducing kernel Hilbert space (RKHS), having a measurable positive semi-definite kernel $K : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$, satisfying $\sup_{x \in \mathcal{X}} K(x, x) \leq \kappa^2$. 
More precisely, we confine ourselves to estimators $\hat{f}^\lambda$ arising from the fairly large class of spectral regularization methods, see e.e. [12], [1], [10], [5]. This class of methods contains the well known Tikhonov regularization, Landweber iteration or spectral cut-off.

We recall that while tuning the regularization parameter $\lambda$ is essential for spectral regularization to work well, an a priori choice of the regularization parameter is in general not feasible in statistical problems since the choice necessarily depends on unknown structural properties (e.g. smoothness of the target function or behavior of the statistical dimension). This imposes the need for data-driven a-posteriori choices of the regularization parameter, which hopefully are optimal in some well defined sense. An attractive approach is (some version of) the balancing principle going back to Lepskii’s seminal paper [15] in the context of Gaussian white noise, having been elaborated by Lepskii himself in a series of papers and by other authors, see e.g. [16], [17], [13], [2], [19] and references therein.

Before we present our somewhat abstract approach, we shall motivate the general idea in a specific example. Denoting by

$$B : f \in \mathcal{H} \mapsto \int_X f(x) K(x, \cdot) d\nu(x) \in \mathcal{H}$$

the kernel integral operator associated to $K$ and the sampling measure $\nu$, we recall from [5] that the optimal regularization parameter (as well as the rate of convergence) is determined by the source condition assumption

$$\|B^s f_\rho - \hat{f}\|^\mathcal{H} \lesssim C_s(\eta) \lambda^s \left( R\Lambda^r + \frac{\sigma}{\sqrt{n}} \lambda^{-\frac{b+1}{2b}} \right),$$

holding with probability at least $1 - \eta$, for any $\eta \in (0, 1)$, provided $n$ is big enough. Here, the function $\lambda \mapsto R\Lambda^r$ is the leading order of an upper bound for the approximation error and $\lambda \mapsto \frac{\sigma}{\sqrt{n}} \lambda^{-\frac{b+1}{2b}}$ is the leading order of an upper bound for the sample error. We combine all parameters in a vector $(\gamma, \theta)$ with $\gamma = (\sigma, R) \in \Gamma = \mathbb{R}_+ \times \mathbb{R}_+$ and $\theta = (r, b) \in \Theta = \mathbb{R}_+ \times (1, \infty)$. The optimal regularization parameter $\lambda_{n,(\gamma, \theta)}$ is chosen by balancing the two leading error terms, more precisely by choosing $\lambda_{n,(\gamma, \theta)}$ as the unique solution of

$$R\Lambda^r = \sigma \lambda^{-\frac{b+1}{2b}},$$

leading to the resulting error estimate

$$\|B^s (f_\rho - \hat{f}^\lambda)\|_\mathcal{H} \lesssim 2C_s(\eta) \lambda^{s+r}_{n,(\gamma, \theta)},$$

with probability at least $1 - \eta$. The associated sequence of estimated solutions $(f^\lambda_{n,(\gamma, \theta)})_{n \in \mathbb{N}}$, depending on the regularization parameter $(\lambda_{n,(\gamma, \theta)})_{(n, \gamma)} \in \mathbb{N} \times \Gamma$ was called weak/ strong minimax optimal over the model family $(M_{(\gamma, \theta)})_{(\gamma, \theta)} \in \Gamma \times \Theta$ with rate of convergence given by
However, if the parameter \( r \) in the source condition or the intrinsic dimensionality \( b > 1 \) are unknown, an \textit{a priori} choice of the theoretically best value \( \lambda_{n,(r,b)} \) as in (1.2) is impossible. Therefore, it is necessary to use some \textit{a posteriori} choice of \( \lambda \), independent of the parameter \( \theta = (r,b) \in \Theta \). Our aim is to construct an estimator \( f_{\hat{\lambda}_{n,(r,b)}}^{\theta}(z) \), i.e. to find a sequence of regularization parameters \( (\hat{\lambda}_{n,(r,b)}^{\theta})_{n} \), without knowledge of \( \theta \in \Theta \), but depending on the data \( z \), on \( \gamma \in \Gamma \) and on the confidence level, such that \( f_{\hat{\lambda}_{n,(r,b)}}^{\theta}(z,\eta,\gamma) \) is \textit{(minimax) optimal adaptive} in the sense of Definition 3.1.

\textbf{Contribution:} More generally, we derive adaptivity in the case where the approximation error is upper bounded by some increasing unknown function \( \mathcal{A}(\cdot) \) and where

\[
\mathcal{S}(n, \lambda) = \sigma \sqrt{\frac{N(\lambda)}{n}}
\]

is an upper bound for the sample error. Crucial for our approach is a two-sided estimate of the effective dimension in terms of its empirical approximation. This in particular allows to control the spectral structure of the covariance operator through the given input data. In summary, our approach achieves:

1. A fully data-driven estimator for the whole class of spectral regularization algorithms, which does not use data splitting as e.g. Cross Validation.
2. Adaptation to unknown smoothness and unknown covariance structure.
3. One for all: Balancing in \( L^2 \) (which is easiest) automatically gives optimal balancing in the stronger \( H \)-norm (an analogous result is open for other approaches to data dependent choices of the regularization parameter).

The paper is organized as follows: In Section 2 we provide a two-sided estimate of the effective dimension by its empirical counterpart. The main results are presented in Section 3 followed by some specific examples in Section 4. A more detailed discussion is given in Section 5. The proofs are collected in the Appendix.

\section{Empirical Effective Dimension}

The main point of this subsection is a two-sided estimate on the effective dimension by its empirical approximation which is crucial for our entire approach. We recall the definition of the \textit{effective dimension} and introduce its empirical approximation, the \textit{empirical effective dimension}: For \( \lambda \in (0,1] \) we set

\[
\mathcal{N}(\lambda) = \text{Tr} \left[ (B + \lambda)^{-1}B \right], \quad \mathcal{N}_x(\lambda) = \text{Tr} \left[ (B_x + \lambda)^{-1}B_x \right],
\]

where we introduce the shorthand notation \( B_x := \kappa^{-2}B_x \) and similarly \( B := \kappa^{-2}B \). Here \( \mathcal{N}(\lambda) \) depends on the marginal \( \nu \) (through \( B \)), but is considered as deterministic, while \( \mathcal{N}_x(\lambda) \)
is considered as a random variable.

**Proposition 2.1.** For any \( \eta \in (0, 1) \), with probability at least \( 1 - \eta \)

\[
| N(\lambda) - N_X(\lambda) | \leq 2 \log(4\eta^{-1})(1 + \sqrt{N_X(\lambda)} \left( \frac{2}{\lambda n} + \sqrt{\frac{N(\lambda)}{n\lambda}} \right), \tag{2.2}
\]

for all \( n \in \mathbb{N}^* \) and \( \lambda \in (0, 1] \).

**Corollary 2.2.** For any \( \eta \in (0, 1) \), with probability at least \( 1 - \eta \), one has

\[
\sqrt{\max(N(\lambda), 1)} \leq (1 + 4\delta) \sqrt{\max(N_X(\lambda), 1)},
\]

as well as

\[
\sqrt{\max(N_X(\lambda), 1)} \leq (1 + 4(\sqrt{\delta} \vee \delta^2)) \sqrt{\max(N(\lambda), 1)},
\]

where \( \delta := 2 \log(4\eta^{-1})/\sqrt{n\lambda} \). In particular, if \( \delta \leq 1 \), with probability at least \( 1 - \eta \) one has

\[
\frac{1}{5} \sqrt{\max(N(\lambda), 1)} \leq \sqrt{\max(N_X(\lambda), 1)} \leq 5 \sqrt{\max(N(\lambda), 1)}.
\]

### 3 Balancing Principle

In this section, we present the main ideas related to the *Balancing Principle* and make the informal presentation from the Introduction more precise. Firstly a definition:

**Definition 3.1.** Let \( \Gamma, \Theta \) be sets and let, for \((\gamma, \theta) \in \Gamma \times \Theta \), \( M_{(\gamma, \theta)} \) be a class of data generating distributions on \( X \times Y \). For each \( \lambda \in (0, 1) \) let \((X \times Y)^n \ni z \mapsto f^\lambda_z \in \mathcal{H} \) be an algorithm. If there is a sequence \((a_{n, (\gamma, \theta)}^n)_{n \in \mathbb{N}} \) \((\gamma, \theta) \in \Gamma \times \Theta \) and a parameter choice \((\hat{\lambda}_{n, \gamma, \tau}(z))_{(n, \gamma) \in \mathbb{N} \times \Gamma} \) (not depending on \( \theta \in \Theta \)) such that

\[
\lim_{\tau \to \infty} \limsup_{n \to \infty} \sup_{\rho \in M(\gamma, \theta)} \rho \circ \mathbb{E} \left( \| \hat{B}^\lambda(f^\lambda_{z, \gamma, \tau}(z) - f_\rho) \|_{\mathcal{H}} \geq \tau a_{n, (\gamma, \theta)} \right) = 0 \tag{3.1}
\]

and

\[
\lim_{\tau \to \inf} \liminf_{n \to \infty} \sup_{\rho \in M(\gamma, \theta)} \rho \circ \mathbb{E} \left( \| \hat{B}^\lambda(f - f_\rho) \|_{\mathcal{H}} \geq \tau a_{n, (\gamma, \theta)} \right) > 0, \tag{3.2}
\]

where the infimum is taken over all estimators \( \hat{f} \), then the sequence of estimators \((f^\lambda_z)_{z \in \mathbb{N}} \) is called minimax optimal adaptive over \( \Theta \) and the model family \( (M_{(\gamma, \theta)}(\gamma, \theta) \in \Gamma \times \Theta \), with respect to the family of rates \((a_{n, (\gamma, \theta)}^n)_{(n, \gamma) \in \mathbb{N} \times \Gamma} \), for the interpolation norm of parameter \( s \in [0, \frac{1}{2}] \).

We remind the reader from [5] that upper estimates typically hold on a class \( M_{(\gamma, \theta)}^< \) and lower estimates hold on a possibly different class \( M_{(\gamma, \theta)}^> \), the model class \( M_{(\gamma, \theta)} \) in the above definition being the intersection of both.

To find such an adaptive estimator, we apply a method which is known in the statistical literature as *Balancing Principle*. Throughout this section we need
Assumption 3.2. Let \( \mathcal{M} \) be a class of models. We consider a discrete set of possible values for the regularization parameter

\[
\Lambda_m = \{ \lambda_j : 0 < \lambda_0 < \lambda_1 < \ldots < \lambda_m \} .
\]

for some \( m \in \mathbb{N} \). Let \( s \in [0, \frac{1}{2}] \) and \( \eta \in (0,1] \). We assume to have the following error decomposition uniformly over the grid \( \Lambda_m \):

\[
\| (\bar{B}_x + \lambda)^s (f_\rho - f_\rho^\Lambda) \|_\mathcal{H} \leq C_s(m, \eta) \lambda^s \left( \tilde{A}(\lambda) + \tilde{S}(n, \lambda) \right) , \tag{3.3}
\]

where

\[
C_s(m, \eta) = C_s \log^2(8|\Lambda_m|\eta^{-1}) , \quad C_s > 0 , \tag{3.4}
\]

with probability at least \( 1 - \eta \), for all data generating distributions from \( \mathcal{M} \). The bounds \( \tilde{A}(\lambda) \) and \( \tilde{S}(n, \lambda) \) are given by

\[
\tilde{S}(n, \lambda) = S(n, \lambda) + d_1(n, \lambda) , \quad S(n, \lambda) = \sigma \sqrt{\frac{\tilde{N}'(\lambda)}{n\lambda}} , \quad d_1(n, \lambda) = \frac{M}{n\lambda} ,
\]

with \( \tilde{N}'(\lambda) = \max(\mathcal{N}(\lambda), 1) \) and

\[
\tilde{A}(\lambda) = A(\lambda) + d_2(n) , \quad d_2(n) = \frac{C}{\sqrt{n}} ,
\]

where \( A(\lambda) \) is increasing, satisfying \( \lim_{\lambda \to 0} A(\lambda) = 0 \) and for some constants \( C < \infty, M < \infty \). We further define \( d(n, \lambda) := d_1(n, \lambda) + d_2(n) \).

We remark that it is actually sufficient to assume (3.3) for \( s = 0 \) and \( s = \frac{1}{2} \). Interpolation via inequality \( \| B^s f \|_\mathcal{H} \leq \| \sqrt{B} f \|_{\mathcal{H}}^{2s} \| f \|_{\mathcal{H}}^{1-2s} \) implies validity of (3.3) for any \( s \in [0, \frac{1}{2}] \).

Note that for any \( s \in [0, \frac{1}{2}] \), the map \( \lambda \mapsto \lambda^s S(n, \lambda) \) as well as \( \lambda \mapsto \lambda^s d_1(n, \lambda) \) are strictly decreasing in \( \lambda \). Also, if \( n \) is sufficiently large and if \( \lambda \) is sufficiently small, \( \tilde{A}(\lambda) \leq \tilde{S}(n, \lambda) \).

We let

\[
\lambda_{opt}(n) := \sup\{ \lambda : \tilde{A}(\lambda) \leq \tilde{S}(n, \lambda) \} .
\]

In this definition we have replaced \( A(\lambda), S(n, \lambda) \) by \( \tilde{A}(\lambda) \) and \( \tilde{S}(n, \lambda) \), thus including the remainder terms \( d_1(n, \lambda) \) and \( d_2(n) \) into our definition of \( \lambda_{opt}(n) \). It will emerge \( \text{a-posteriori} \), that the definition of \( \lambda_{opt}(n) \) is not affected, since the remainder terms are subleading. But \( \text{a priori} \), this is not known. A correct proof of the crucial oracle inequality in Lemma 3.8 below is much easier with this definition of \( \lambda_{opt}(n) \). It will then finally turn out that the remainder terms are really subleading.

The grid \( \Lambda_m \) has to be designed such that the optimal value \( \lambda_{opt}(n) \) is contained in \( [\lambda_0, \lambda_m] \).

The best estimator for \( \lambda_{opt}(n) \) within \( \Lambda_m \) belongs to the set

\[
\mathcal{J}(\Lambda_m) = \{ \lambda_j \in \Lambda_m : \tilde{A}(\lambda_j) \leq \tilde{S}(n, \lambda_j) \} .
\]
and is given by
\[
\lambda_s := \max \mathcal{J}(\Lambda_m) .
\]  
(3.5)

In particular, since we assume that \( \mathcal{J}(\Lambda_m) \neq \emptyset \) and \( \Lambda_m \setminus \mathcal{J}(\Lambda_m) \neq \emptyset \), there is some \( l \in \mathbb{N} \) such that \( \lambda_l = \lambda_s \leq \lambda_{opt}(n) \leq \lambda_{l+1} \). Note also that the choice of the grid \( \Lambda_m \) has to depend on \( n \).

Before we define the balancing principle estimate of \( \lambda_{opt}(n) \), we give some intuition of its possible choice: For any \( \lambda \leq \lambda_{opt}(n) \), we have \( \tilde{A}(\lambda) \leq \tilde{S}(n, \lambda) \). Moreover, for any \( \lambda_1 \leq \lambda_2 \) we have
\[
\| (\bar{B}_x + \lambda_1)^s f \|_\mathcal{H} \leq \| (\bar{B}_x + \lambda_2)^s f \|_\mathcal{H} .
\]
Finally, since \( \lambda \mapsto \lambda^s \tilde{S}(n, \lambda) \) is decreasing, Assumption 3.2 gives for any two \( \lambda, \lambda' \in \mathcal{J}(\Lambda_m) \) satisfying \( \lambda' \leq \lambda \), with probability at least \( 1 - \eta \)
\[
\| (\bar{B}_x + \lambda')^s (f^{\lambda'}_x - f^\lambda_x) \|_\mathcal{H} \leq \| (\bar{B}_x + \lambda)^s (f^{\lambda}_x - f^\lambda_x) \|_\mathcal{H} + \| (\bar{B}_x - \lambda')^s (f^{\lambda}_x - f^\lambda_x) \|_\mathcal{H} + \| (\bar{B}_x + \lambda')^s (f^{\lambda}_x - f^\lambda_x) \|_\mathcal{H} \\
\leq C_s(m, \eta)^s \left( \tilde{A}(\lambda') + \tilde{S}(n, \lambda') \right) + \left( \tilde{A}(\lambda) + \tilde{S}(n, \lambda) \right) \\
\leq 4C_s(m, \eta)^s \tilde{S}(n, \lambda') .
\]  
(3.6)

An essential step is to find an empirical approximation of the sample error. In view of Corollary 2.2 we define
\[
\tilde{S}_x(n, \lambda) = S_x(n, \lambda) + d_1(n, \lambda) , \quad S_x(n, \lambda) = \sigma \sqrt{\frac{\hat{N}_x(\lambda)}{n\lambda}} ,
\]
with \( \hat{N}_x(\lambda) = \max(N_x(\lambda), 1) \) and \( N_x(\lambda) \) the empirical effective dimension given in (2.1). Corollary 2.2 implies uniformly in \( \lambda \in \Lambda_m \)
\[
\frac{1}{5} \tilde{S}_x(n, \lambda) \leq \tilde{S}(n, \lambda) \leq 5 \tilde{S}_x(n, \lambda) ,
\]  
(3.7)

with probability at least \( 1 - \eta \), provided
\[
n\lambda_0 \geq 2 , \quad 2 \log(4|\Lambda_m|\eta^{-1}) \leq \sqrt{n\lambda_0} .
\]  
(3.8)

Substituting (3.7) into the rhs of the estimate (3.6) motivates our definition of the balancing principle estimate of \( \lambda_{opt}(n) \) as follows:

**Definition 3.3.** Given \( s \in [0, \frac{1}{2}] \), \( \eta \in (0, 1) \) and \( \mathbf{z} \in \mathbb{Z}^n \), we set
\[
\mathcal{J}^+_{\mathbf{z}}(\Lambda_m) = \{ \lambda \in \Lambda_m : \| (\bar{B}_x + \lambda')^s (f^{\lambda'}_x - f^\lambda_x) \|_\mathcal{H} \leq 20C_s(m, \eta/2)^s \tilde{S}_x(n, \lambda') , \forall \lambda' \in \Lambda_m , \lambda' \leq \lambda \}
\]
and define
\[
\hat{\lambda}_s(\mathbf{z}) := \max \mathcal{J}^+_{\mathbf{z}}(\Lambda_m) .
\]  
(3.9)
Notice that \( J_z^+ (\Lambda_m) \) as well as \( \hat{\lambda}_s (z) \) depend on the confidence level \( \eta \in (0, 1] \).

For the analysis it will be important that the grid \( \Lambda_m \) has a certain regularity. We summarize all requirements needed in

**Assumption 3.4. (on the grid)**

1. Assume that \( J (\Lambda_m) \neq \emptyset \) and \( \Lambda_m \setminus J (\Lambda_m) \neq \emptyset \).

2. (Regularity of the grid) There is some \( q > 1 \) such that the elements in the grid obey
   \[ 1 < \lambda_{j+1}/\lambda_j \leq q, \ j = 0, ..., m. \]

3. Choose \( \lambda_0 = \lambda_0 (n) \) as the unique solution of \( n\lambda = N (\lambda) \). We require that \( n \) is sufficiently large, such that \( N (\lambda_0 (n)) \geq 1 \) (so that the maximum in the definition of \( \tilde{N} (\lambda) \) can be dropped). We further assume that \( n\lambda_0 \geq 2 \).

Note that \( \lambda_0 (n) \to 0 \) as \( n \to \infty \). Then, since \( N (\lambda) \to \infty \) as \( \lambda \to 0 \), we get that this \( \lambda_0 = \lambda_0 (n) \) satisfies \( \lambda_0 n = N (\lambda_0) \to \infty \). Furthermore, a short argument shows that the optimal value \( \lambda_{opt} (n) \) indeed satisfies \( \lambda_0 \leq \lambda_{opt} (n) \), if \( n \) is big enough. Since \( A (\lambda) \to 0 \) as \( \lambda \to 0 \), we get \( \tilde{A} (\lambda_0 (n)) \to 0 \) as \( n \to \infty \).

Under the regularity assumption, we find that

\[
\tilde{S} (n, \lambda_j) < q \tilde{S} (n, \lambda_{j+1}), \quad j = 0, ..., m.
\]  \hspace{1cm} (3.10)

Indeed, while the effective dimension \( \lambda \to N (\lambda) \) is decreasing, the related function \( \lambda \to \lambda N (\lambda) \) is non-decreasing. Hence we find that

\[
q^{-1} N (\lambda) = (q\lambda)^{-1} \lambda N (\lambda) < (q\lambda)^{-1} (q\lambda) N (q\lambda) = N (q\lambda)
\]

and since \( q > 1 \)

\[
q^{-1} \tilde{N} (\lambda) = \max (q^{-1} N (\lambda), q^{-1}) < \max (N (q\lambda), 1) = \tilde{N} (q\lambda).
\]

Therefore

\[
q^{-1} \tilde{S} (n, \lambda_j) = \sigma \sqrt{\frac{q^{-1} \tilde{N} (\lambda_j)}{nq\lambda_j}} < \sigma \sqrt{\frac{\tilde{N} (\lambda_{j+1})}{n\lambda_{j+1}}} = \tilde{S} (n, \lambda_{j+1}).
\]

One also easily verifies that

\[
d_1 (n, \lambda_j) = \frac{M}{n\lambda_j} \leq \frac{qM}{n\lambda_{j+1}} = qd_1 (n, \lambda_{j+1}),
\]

implying (3.10).

**Remark 3.5.** The typical case for Assumption 3.4 to hold is given when the parameters \( \lambda_j \) follow a geometric progression, i.e., for some \( q > 1 \) we let \( \lambda_j := \lambda_0 q^j \), \( j = 1, ..., m \) and with
\( \lambda_m = 1 \). In this case we are able to upper bounding the total number of grid points \(|\Lambda_m|\) in terms of \( \log(n) \). In fact, since \( \lambda_m = 1 = \lambda_0 q^m \), simple calculations lead to

\[
|\Lambda_m| = m + 1 = 1 - \frac{\log(\lambda_0)}{\log(q)}.
\]

Recall that the starting point \( \lambda_0 \) is required to obey \( \mathcal{N}(\lambda_0) = n\lambda_0 \geq 2 \) if \( n \) is sufficiently large, implying \( -\log(\lambda_0) \leq -\log\left(\frac{2}{n}\right) \leq \log(n) \). Finally, we obtain for \( n \) sufficiently large

\[
|\Lambda_m| \leq C_q \log(n), \tag{3.11}
\]

with \( C_q = \log(q)^{-1} + 1 \).

We shall need an additional assumption on the effective dimension:

**Assumption 3.6.**

1. For some \( \gamma_1 \in (0, 1] \) and for any \( \lambda \) sufficiently small

\[
\mathcal{N}(\lambda) \geq C_1 \lambda^{-\gamma_1},
\]

for some \( C_1 > 0 \).

2. For some \( \gamma_2 \in (0, 1] \) and for any \( \lambda \) sufficiently small

\[
\mathcal{N}(\lambda) \leq C_2 \lambda^{-\gamma_2},
\]

for some \( C_2 > 0 \).

Note that such an additional assumption restricts the class of admissible marginals and shrinks the class \( \mathcal{M} \) in Assumption 3.2 to a subclass \( \mathcal{M}' \). Such a lower and upper bound will hold in all examples which we encounter in Section 4.

We further remark that Assumption 3.6 ensures a precise asymptotic behavior for \( \lambda_0 = n^{-1} \mathcal{N}(\lambda_0) \) of the form

\[
C_{\gamma_1} \left( \frac{1}{n} \right)^{\frac{1}{1-\gamma_1}} \leq \lambda_0(n) \leq C_{\gamma_2} \left( \frac{1}{n} \right)^{\frac{1}{1-\gamma_2}}, \tag{3.12}
\]

for some \( C_{\gamma_1} > 0, C_{\gamma_2} > 0 \).

### 3.0.1 Main Results

The first result is of preparatory character.

**Proposition 3.7.** Let Assumption 3.2 be satisfied. Define \( \lambda_* \) as in (3.5). Assume \( n\lambda_0 \geq 2 \). Then for any

\[
\eta \geq \eta_n := \min\left(1, 4|\Lambda_m| \exp\left(-\frac{1}{2} \sqrt{\mathcal{N}(\lambda_0(n))}\right) \right),
\]

uniformly over \( \mathcal{M} \), with probability at least \( 1 - \eta \)

\[
\left\| (\tilde{B}_X + \lambda_*)^\varepsilon (f_{\hat{\lambda}}(z) - f_\rho) \right\|_{\mathcal{H}} \leq 102 C_s(m, \eta/2) \lambda_*^\varepsilon \tilde{S}(n, \lambda_*).
\]
We shall need

**Lemma 3.8.** If Assumption 3.4 holds, then

\[
\lambda^*_s \tilde{S}(n, \lambda_s) \leq q^{1-s} \min_{\lambda \in [\lambda_0, \lambda_m]} \{ \lambda^s (\tilde{A}(\lambda) + \tilde{S}(n, \lambda)) \} .
\] (3.13)

We immediately arrive at our first main result of this section:

**Theorem 3.9.** Let Assumption 3.2 be satisfied and suppose the grid obeys Assumption 3.4. Then for any

\[
\eta \geq \eta_n := \min \left( 1, 4|\Lambda_m| \exp \left( -\frac{1}{2} \sqrt{\mathcal{N}(\lambda_0(n))} \right) \right),
\]

uniformly over \( \mathcal{M} \), with probability at least \( 1 - \eta \)

\[
\left\| \hat{B}^s \left( f^y_{\bar{\nu}}(z) - f_{\bar{\rho}} \right) \right\|_{\mathcal{H}} \leq q^{1-s} D_s(m, \eta) \min_{\lambda \in [\lambda_0, \lambda_m]} \{ \lambda^s (\tilde{A}(\lambda) + \tilde{S}(n, \lambda)) \},
\]

with

\[
D_s(m, \eta) = C'_s \log(2^{s+1}(16|\Lambda_m|\eta^{-1})�,
\]

for some \( C'_s > 0 \).

In particular, choosing a geometric grid and assuming a lower and upper bound on the effective dimension, we obtain:

**Corollary 3.10.** Let Assumption 3.2, Assumption 3.4 and Assumption 3.6 be satisfied. Suppose the grid is given by a geometric sequence \( \lambda_j = \lambda_0 q^j \), with \( q > 1 \), \( j = 1, \ldots, m \) and with \( \lambda_m = 1 \). Then for any

\[
\eta \geq \eta_n := 4C_q \log(n) \exp \left( -C_{\gamma_1, \gamma_2} n^{2(1+\gamma_2)} \right),
\]

uniformly over \( \mathcal{M}' \), with probability at least \( 1 - \eta \)

\[
\left\| \hat{B}^s \left( f^y_{\bar{\nu}}(z) - f_{\bar{\rho}} \right) \right\|_{\mathcal{H}} \leq \tilde{D}_{s,q}(n, \eta) \min_{\lambda \in [\lambda_0, 1]} \{ \lambda^s (\tilde{A}(\lambda) + \tilde{S}(n, \lambda)) \},
\]

with

\[
\tilde{D}_{s,q}(n, \eta) = C_{s,q} \log(2^{s+1}(\log(n))) \log(2^{s+1}(16\eta^{-1})�,
\]

for some \( C_{\gamma_1, \gamma_2} > 0 \) and some \( C_{s,q} > 0 \), provided \( n \) is sufficiently large.

Note that \( \eta_n \to 0 \) as \( n \to \infty \).

### 3.0.2 One for All: \( L^2 \)-Balancing is sufficient !

This section is due to an idea suggested by P. Mathé (which itself was inspired by the work [3]) which we have worked out in detail. We define the \( L^2(\nu) \)– balancing estimate \( \hat{\lambda}_{1/2}(z) \) according to Definition 3.3 by explicitly choosing \( s = \frac{1}{2} \) (in contrast to Theorem 3.9 where we choose \( \hat{\lambda}_s(z) \) depending on the norm parameter \( s \)). Our main result states that balancing in the \( L^2(\nu) \)– norm suffices to automatically give balancing in all other (stronger !) intermediate norms \( \| \cdot \|_s \), for any \( s \in [0, \frac{1}{2}] \).
Theorem 3.11. Let Assumption 3.2 and Assumption 3.4 be satisfied and suppose the grid obeys Assumption 3.4. Then for any
\[ \eta \geq \eta_n := \min \left( 1, \frac{4}{|\Lambda_m|} \exp \left( -\frac{1}{2} \sqrt{N(\lambda_0(n))} \right) \right), \]
uniformly over \( \mathcal{M} \), with probability at least \( 1 - \eta \)
\[ \| \tilde{B}^s(f_{\lambda^{1/2}}(\mathbf{x}) - f_{\rho}) \|_H \leq q^{1-s} \hat{D}_s(m, \eta) \min_{\lambda \in [\lambda_0, \lambda_m]} \{ \lambda^s (\tilde{A}(\lambda) + \tilde{S}(n, \lambda)) \}, \]
with
\[ \hat{D}_s(m, \eta) = C_s \log^{2(s+1)}(16|\Lambda_m|\eta^{-1}), \]
for some \( C'_s > 0 \).

In particular, choosing a geometric grid and assuming a lower and upper bound on the effective dimension, we obtain:

Corollary 3.12. Let Assumption 3.2, Assumption 3.4 and Assumption 3.6 be satisfied. Suppose the grid is given by a geometric sequence \( \lambda_j = \lambda_0 q^j \), with \( q > 1 \), \( j = 1, ..., m \) and with \( \lambda_m = 1 \). Then, for \( n \) sufficiently large and for any
\[ \eta \geq \eta_n := 4C_q \log(n) \exp \left( -C_{\gamma_1,\gamma_2} n^{\frac{\gamma_1}{2(1+\gamma_2)}} \right), \]
uniformly over \( \mathcal{M}' \), with probability at least \( 1 - \eta \)
\[ \| \tilde{B}^s(f_{\lambda^{1/2}}(\mathbf{x}) - f_{\rho}) \|_H \leq q^{1-s} \hat{D}_{s,q}(n, \eta) \min_{\lambda \in [\lambda_0, 1]} \{ \lambda^s (\tilde{A}(\lambda) + \tilde{S}(n, \lambda)) \}, \]
with
\[ \hat{D}_{s,q}(n, \eta) = C_{s,q} \log^{2(s+1)}(\log(n)) \log^{2(s+1)}(16\eta^{-1}), \]
for some \( C_{\gamma_1,\gamma_2} > 0 \) and some \( C_{s,q} > 0 \).

Note that \( \eta_n \to 0 \) as \( n \to \infty \).

Remark 3.13. Still, our choice for \( \lambda_0 \) is only a theoretical value which remains unknown as it depends on the unknown marginal \( \nu \) through the effective dimension \( N(\lambda) \). Implementation requires a data driven choice. Heuristically, it seems reasonable to proceed as follows. Let \( q > 1 \) and \( \tilde{\lambda}_j = q^{-j} \), \( j = 0, 1, ..., \) (we are starting from the right and reverse the order). Define the stopping index
\[ \hat{j}_0 := \min \{ j \in \mathbb{N} : S_{\lambda}(n, \tilde{\lambda}_j) \geq 5 \} \]
and let \( \Lambda = \{ \tilde{\lambda}_0 < ... < \tilde{\lambda}_1 = 1 \} \). Here, \( S_{\lambda}(n, \tilde{\lambda}_j) \) depends on the empirical effective dimension \( N_{\lambda}(\lambda) \), see (2.1), which by Corollary 2.2 is close to the unknown effective dimension \( N(\lambda) \). Thus we think that the above choice of \( \lambda_0 \) is reasonable for implementing the dependence of \( \lambda_0 \) on the unknown marginal. A complete mathematical analysis is in development.
4 Specific Examples

We proceed by illustrating some specific examples of our method as described in the previous section. In view of our Theorem 3.11 and Corollary 3.12 it suffices to only consider balancing in $L^2(\nu)$. We always choose a geometric grid as in Remark 3.5 satisfying $\lambda_m = 1$.

(1) The regular case

We consider the setting of [5], where the eigenvalues of $\bar{B}$ decay polynomially (with parameter $b > 1$), the target function $f_\rho$ satisfies a Hölder-type source condition $f_\rho \in \Omega_{\nu}(r,R) := \{ f \in \mathcal{H} : f = \bar{B}_\rho^r h, \| h \|_\mathcal{H} \leq R \}$ and the noise satisfies a Bernstein-Assumption

$$E[|Y - f_\rho(X)|^m | X] \leq \frac{1}{2} m! \sigma^2 M^{m-2} \nu - \text{a.s.}, \quad (4.1)$$

for any integer $m \geq 2$ and for some $\sigma > 0$ and $M > 0$. We combine all structural parameters in a vector $(\gamma, \theta) = (M, \sigma, R) \in \Gamma = \mathbb{R}_+^3$ and $(r, b) \in \Theta = (0, \infty) \times (1, \infty)$. We are interested in adaptivity over $\Theta$.

It has been shown in [5], that the corresponding minimax optimal rate is given by

$$a_n = a_{n,\gamma,\theta} = R \lambda_{n,\gamma,\theta}^r = R \left( \frac{\sigma^2}{R^2 n} \right)^{b(r+s) \over 2s(b+1)}. \quad (4.2)$$

We shall now check validity of our Assumption 3.2. In the following, we assume that the data generating distribution belongs to the class $\mathcal{M} = \mathcal{M}_{(\gamma,\theta)}$, defined in [5]. Recall that we let $\lambda_0(n)$ be determined as the unique solution of $N(\lambda) = n \lambda$. Then, we have uniformly for all data generating distributions from the class $\mathcal{M}$, with probability at least $1 - \eta$, for any $\lambda \in \Lambda_m$,

$$\| (\bar{B}_x + \lambda)^s (f_2^\lambda - f_\rho) \|_\mathcal{H} \leq C_s \log^2(8|\Lambda_m|\eta^{-1}) \lambda^s \left( \tilde{A}(\lambda) + \tilde{S}(n, \lambda) \right),$$

for $n$ sufficiently large, with

$$\tilde{A}(\lambda) = R \lambda^r + \frac{Rr}{\sqrt{n}} 1_{(1,\infty)}(r), \quad \tilde{S}(n, \lambda) = \sigma \sqrt{N(\lambda) \over n \lambda} + \frac{M}{n \lambda},$$

where $C_s$ does not depend on the parameters $(\gamma, \theta) \in \Gamma \times \Theta$. Remember that the optimal choice for the regularization parameter $\lambda_n$ is obtained by solving

$$\mathcal{A}(\lambda) = \sigma \sqrt{{\lambda^{-1/6} \over n \lambda}},$$

and belongs to the interval $[\lambda_0(n), 1]$. This can be seen by the following argument: If $n$ is sufficiently large

$$1 = \sqrt{N(\lambda_0(n)) \over n \lambda_0(n)} \geq C_{\beta,b} R \lambda_n^r = \sigma \sqrt{C_{\beta,b} \lambda_n^{-\frac{1}{6}}} \geq \sqrt{N(\lambda_n) \over n \lambda_n},$$
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which is equivalent to \( S(n, \lambda_0(n)) \geq S(n, \lambda_n) \). Since \( \lambda \mapsto S(n, \lambda) \) is strictly decreasing we conclude \( \lambda_n \geq \lambda_0(n) \). Here we use the bound \( \mathcal{N}(\lambda) \leq C_{\beta, b} \lambda^{-\frac{1}{\tau}} \).

Recall that we also have corresponding lower bound \( \mathcal{N}(\lambda) \geq C_{\alpha, b} \lambda^{-\frac{1}{\nu}} \), since \( \nu \in \mathcal{P}^>(b, \alpha) \), granting Assumption 3.6.

We adaptively choose the regularization parameter \( \lambda_1^{1/2}(\mathbf{z}) \) according to Definition 3.3 by \( L^2(\nu) \)-balancing (i.e. by choosing \( s = \frac{1}{2} \)) and independently from the parameters \( b > 1 \), \( r > 0 \). Corollary [3.12] gives for any \( s \in [0, \frac{1}{2}] \), if \( n \) is sufficiently large, with probability at least \( 1 - \eta \) (uniformly over \( \mathcal{M} \))

\[
\left\| \hat{B}^s(f_{\mathbf{z}}^{\hat{\lambda}_1^{1/2}}) - f_\rho \right\|_{\mathcal{H}} \leq C_{s, q} \eta \left( a_n + \lambda_n^s d(n, \lambda_n) \right),
\]

where

\[
C_s(\eta) = \log^{2(s+1)}(\log(n)) \log^{2(s+1)}(16 \eta^{-1}),
\]

provided that \( \eta \geq \eta_n = 4C_q \log(n) \exp \left( -C n^{2b+1} \right), \) for some \( C > 0 \), depending on \( \alpha, \beta \) and \( b \). Recall that \( \eta_n \to 0 \) as \( n \to \infty \).

In (4.2) we have used that

\[
\min_{\lambda \in [\lambda_0(n), 1]} \{ \lambda^s (A(\lambda) + \tilde{S}(n, \lambda)) \} \leq \lambda_n^s (A(\lambda_n) + \tilde{S}(n, \lambda_n)) = \lambda_n^s (A(\lambda_n) + S(n, \lambda_n) + d(n, \lambda_n)) .
\]

Then \( \lambda_n^s A(\lambda_n) \leq a_n \) and \( \lambda_n^s S(n, \lambda_n) \leq C_b a_n \) give equation (4.2).

It remains to show that for \( n \) sufficiently large, the remainder \( \lambda_n^s d(n, \lambda_n) \) is of lower order than the rate \( a_n \). One finds that

\[
\frac{M}{n \lambda_n} = o \left( C_b \sqrt{\frac{1}{n} \lambda_n^{b+1}} \right), \quad \frac{r}{\sqrt{n}} = o(\lambda_n^s).
\]

Summarizing the above findings gives

**Corollary 4.1** (from Corollary [3.12]). Let \( s \in [0, \frac{1}{2}] \). Choose the regularization parameter \( \lambda_1^{1/2}(\mathbf{z}) = \hat{\lambda}_{n, \gamma, \eta}(\mathbf{z}) \) according to Definition 3.3 by choosing \( s = \frac{1}{2} \). Then, if \( n \) is sufficiently large, for any

\[
\eta \geq \eta_n = 4C_q \log(n) \exp \left( -C n^{2b+1} \right),
\]

\( (r, b) \in \mathbb{R}_+ \times (1, \infty) \), \( (M, \sigma, R) \in \mathbb{R}^3 \)

\[
\sup_{\rho \in \mathcal{M}} \rho^{\otimes n} \left( \left\| \hat{B}^s(f_{\mathbf{z}}^{\hat{\lambda}_1^{1/2}}) - f_\rho \right\|_{\mathcal{H}} \right) \leq C_{s, q} \log^{2(s+1)}(16 \eta^{-1}) b_n \geq 1 - \eta,
\]

with \( b_n = \log^{2(s+1)}(\log(n)) a_n \).

Now defining \( \tau = C'_{s, q} \log^{2(s+1)}(16 \eta^{-1}) \) gives

\[
\eta = 16 \exp \left( - \left( \frac{\tau}{C'_{s, q}} \right)^{1/2(s+1)} \right),
\]
implying (3.1).

Observing that the results in [5] imply validity of the lower bound (3.2), this means:

**Corollary 4.2.** In the sense of Definition 3.1 the sequence of estimators \((f^\hat{\lambda}_{1/2}(z))^n_{n\in\mathbb{N}}\) is adaptive over \(\Theta\) (up to log-term) and the model family \((M_{(\gamma,\theta)})_{(\gamma,\theta)\in\Gamma\times\Theta}\) with respect to the family of rates \((a_n,\gamma,\theta))_{\gamma,\theta\in\Gamma\times\Theta}\), for all interpolation norms of parameter \(s\in[0,1/2]\).

(2) **General Source Condition, polynomial decay of eigenvalues**

Our approach also applies to the case where the smoothness is measured in terms of a general source condition, generated by some index function, that is, for some interpolation norms of parameter \(s\in[0,1/2]\).

We introduce the class of data-generating distributions

\[ M_{\gamma,\theta}^\leq = \{ \rho(dx,dy) = \rho(dy|x)\nu(dx); \rho(\cdot|\cdot) \in \mathcal{K}(\Omega_\nu(A)), \nu \in \mathcal{P}^{\leq}(b,\beta) \}, \]

\[ M_{\gamma,\theta}^\geq = \{ \rho(dx,dy) = \rho(dy|x)\nu(dx); \rho(\cdot|\cdot) \in \mathcal{K}(\Omega_\nu(A)), \nu \in \mathcal{P}^{\geq}(b,\alpha) \}, \]

where \(\mathcal{P}^{\leq}(b,\beta)\) and \(\mathcal{P}^{\geq}(b,\alpha)\) are exactly defined as in [5]. Then \(M = M_{(\gamma,\theta)}\) is defined as the intersection.

From [21] and [18] (in particular Proposition 4.3) one then gets that Assumption 3.2 is satisfied: Uniformly for all data generating distributions from the class \(M\), with probability at least \(1-\eta\),

\[ ||(\bar{B}_x + \lambda)^s(f^\hat{\lambda}_{z} - f_{\rho})||_H \leq C_x \log^2(8|\Lambda_m|\eta^{-1}) \lambda^s \left( \tilde{A}(\lambda) + \tilde{S}(n,\lambda) \right), \]

for \(n\) sufficiently large, with

\[ \tilde{A}(\lambda) = A(\lambda) + \frac{C}{\sqrt{n}}, \quad \tilde{S}(n,\lambda) = \sigma \sqrt{\frac{N(\lambda)}{n\lambda}} + \frac{M}{n\lambda} \]

and

\[ d(n,\lambda_n) = \frac{C}{\sqrt{n}} + \frac{M}{n\lambda}. \]

Assuming \(N(\lambda) \leq C_{b,\lambda}\lambda^{-1/b}\), which as above is implied by polynomial asymptotics of the eigenvalues of the covariance operator \(\bar{B}\) specified by the exponent \(b\), the sequence of estimators \((f^\hat{\lambda}_{z,A,b})_{n}\) (defined via some spectral regularization having prescribed qualification) using
the parameter choice
\[ \lambda_n := \lambda_{n,A,b} := \psi_{A,b}^{-1} \left( \frac{1}{\sqrt{n}} \right), \quad \psi_{A,b}(t) := A(t)t^{\frac{1}{2}\left(\frac{1}{b}+1\right)}, \]  

is then minimax optimal, in both \( H \)-norm (\( s = 0 \)) and \( L^2(\nu) \)-norm (\( s = 1/2 \)) (see [21], [18]), with rate
\[ a_n := a_{n,A,b} := \lambda_s n, A, b A(\lambda_{n,A,b}). \]  

This holds pointwisely for any \((A, b) \in \Theta = \mathcal{F} \times (1, \infty)\). The crucial observation is that equation (4.4) is precisely the result obtained by balancing the leading order terms for sample and approximation error.

Arguments similar to those in the previous example show that \( \lambda_n \in [\lambda_0(n), 1] \). Recall that \( N(\lambda) \leq C_{\beta, b} \lambda^{-\frac{1}{2}} \) and that \( A(\lambda) \to 0 \) as \( \lambda \to 0 \). Thus, if \( n \) is big enough
\[ 1 = \frac{N(\lambda_0(n))}{n\lambda_0(n)} \geq \sqrt{C_{\beta, b} A(\lambda_n)} = \sqrt{C_{\beta, b} \lambda_n^{\frac{1}{2}\left(\frac{1}{b}+1\right)}} \geq \sqrt{\frac{N(\lambda_n)}{n\lambda_n}}, \]  

which is equivalent to \( S(n, \lambda_0(n)) \geq S(n, \lambda_n) \). Since \( \lambda \mapsto S(n, \lambda) \) is strictly decreasing, we conclude that \( \lambda_n \geq \lambda_0(n) \).

Recall that we also have corresponding lower bound \( \hat{N}(\lambda) \geq C_{\alpha, b} \lambda^{-\frac{1}{2}} \), since \( \nu \in \mathcal{P}^>(b, \alpha) \), granting Assumption 3.6.

We again adaptively choose the regularization parameter \( \hat{\lambda}_{1/2}(z) \) according to Definition 3.3 by \( L^2(\nu) \)-balancing (i.e. by choosing \( s = \frac{1}{2} \)) and independently from the parameters \( b > 1, r > 0 \). Corollary 3.12 gives for any \( s \in [0, \frac{1}{2}] \), if \( n \) is sufficiently large, with probability at least \( 1 - \eta \) (uniformly over \( \mathcal{M} \))
\[ \left\| \hat{B}^s(f_{\hat{\lambda}_{1/2}(z)} - f_\rho) \right\|_H \leq C_{s, q} C_s(\eta) (a_n + \lambda_n^s d(n, \lambda_n)) , \]  

where
\[ C_s(\eta) = \log^{2(s+1)}(\log(n)) \log^{2(s+1)}(16\eta^{-1}) , \]  

provided that
\[ \eta \geq \eta_n = 4C_q \log(n) \exp\left(-C n^{-\frac{1}{2b+1}}\right) , \]  

for some \( C > 0 \), depending on \( \alpha, \beta \) and \( b \).

One readily verifies also in this case that the remainder term \( d(n, \lambda_n) \) is indeed subleading:
\[ n^{-1/2} = \psi_{A,b}(\lambda_n) = \lambda_n^{\frac{1}{2}\left(\frac{1}{b}+1\right)} A(\lambda_n) = o(A(\lambda_n)), \]  

and moreover
\[ \frac{M}{n\lambda_n} = o \left( C_b \sqrt{\frac{1}{n\lambda_n^{\frac{1}{2b+1}}}} \right) . \]  

From Theorem 3.12 in [21] one then obtains the lower bound (3.2).

Thus, we have proved:
Corollary 4.3 (from Corollary 3.12). Let $s \in [0, \frac{1}{2}]$. Choose the regularization parameter $\hat{\lambda}_{1/2}(z) = \lambda_{n,\gamma,n}(z)$ according to Definition 3.3 by $L^2(\nu)$-balancing. Then, if $n$ is sufficiently large, for any

$$\eta \geq \eta_n = 4C_q \log(n) \exp\left(-C_R^{\frac{1}{2}}\right),$$

$A \in \mathcal{F}$, $b > 1$ and $(M, \sigma, R) \in \mathbb{R}^3_+$ one has

$$\sup_{\rho \in \mathcal{M}(\gamma, \theta)} \rho \in \mathcal{M}(\gamma, \theta) \left(\left\| B^*(f_{\hat{\lambda}_{1/2}(z)} - f_\rho) \right\|_{\mathcal{H}} \leq C'_{\epsilon_q} \log^2(s+1)(16n^{-1}) b_n \right) \geq 1 - \eta,$$

with

$$b_n = \log^2(s+1)(\log(n)) a_n.$$

This means that in the sense of Definition 3.1 the sequence of estimators $(f_{\hat{\lambda}_{1/2}(z)})_{n \in \mathbb{N}} = (f_{\hat{\lambda}_{n,\gamma,n}(z)})_{n \in \mathbb{N}}$ is adaptive over $\Theta$ (up to log-term) and the model family $(\mathcal{M}(\gamma, \theta))_{(\gamma, \theta) \in \Gamma \times \Theta}$ with respect to the family of rates $(a_{n,\gamma,\theta})_{(n,\gamma,\theta) \in \mathbb{N} \times \Gamma}$ from [4.4], for all interpolation norms of parameter $s \in [0, \frac{1}{2}]$.

(3) Beyond the regular case

Recall the class of models considered in [4]: Let $\gamma = (M, \sigma, R) \in \Gamma = \mathbb{R}^3_+$, $\Theta = \{(r, \nu^*, \nu_*) \in \mathbb{R}_+ \times (1, \infty)^2; \nu^* \leq \nu_*\}$ and set

$$\mathcal{M}^<_{(\gamma, \theta)} := \{ \rho(dx, dy) = \rho(dy|x) \nu(dx) : \rho(\cdot | \cdot) \in \mathcal{K}(\Omega, \nu(r, R)), \nu \in \mathcal{P}^<(\nu^*) \} \quad (4.6)$$

$$\mathcal{M}^\geq_{(\gamma, \theta)} := \{ \rho(dx, dy) = \rho(dy|x) \nu(dx) : \rho(\cdot | \cdot) \in \mathcal{K}(\Omega, \nu(r, R)), \nu \in \mathcal{P}^\geq(\nu_*) \} \quad (4.7)$$

and denote by $\mathcal{M} = \mathcal{M}_{(\gamma, \theta)}$ the intersection.

We shall verify validity of our Assumption 3.2. In the following, we assume that the data generating distribution belongs to the class $\mathcal{M}$. Then, we have uniformly for all data generating distributions from the class $\mathcal{M}$, with probability at least $1 - \eta$, for any $\lambda \in \Lambda_m$,

$$\left\| (\hat{B}_X + \lambda)^s (f_{\hat{\lambda}} - f_\rho) \right\|_{\mathcal{H}} \leq C_{s,\nu^*} \log^2(8|\Lambda_m|\eta^{-1}) \lambda^s \left( \hat{A}(\lambda) + \hat{S}(n, \lambda) \right),$$

with

$$\hat{A}(\lambda) = R\lambda^r + \frac{R\eta}{\sqrt{n}} 1_{(1,\infty)}(r), \quad \hat{S}(n, \lambda) = \sigma \sqrt{\frac{\lambda^{2r}}{nG(\lambda)}} + \frac{M}{n\lambda}.$$

As usual, we shall investigate adaptivity on the parameter space $\Theta$.

We upper bound the effective dimension by applying results from [4], using the counting function $\mathcal{F}(\lambda)$ defined in equation (2.1). We obtain

$$\mathcal{N}(\lambda) \leq C_{\nu^*} \mathcal{F}(\lambda),$$

for any $\lambda$ sufficiently small. We now follow the discussion in Example (1) above, with $A(\lambda)$, $S(n, \lambda)$, $d_1(n)$, $d_2(n, \lambda)$ remaining unchanged. We shall only use the new upper bound on $S(n, \lambda)$ defined by

$$S_+(n, \lambda) = \sigma \sqrt{\frac{\mathcal{F}(\lambda)}{n\lambda}} = \sigma \sqrt{\frac{\lambda^{2r}}{nG(\lambda)}}.$$
This gives, equating \( R\lambda^r = S_+ (n, \lambda) \), for \( n \) sufficiently large

\[
\lambda_n = \lambda_{n, \theta} = \mathcal{G}^{-1} \left( \frac{\sigma^2}{R^2 n} \right).
\]

Also in this case, \( \lambda_n \) can shown to fall in the interval \([\lambda_0(n), 1]\). Indeed, if \( n \) is sufficiently large

\[
1 = \sqrt{\frac{N(\lambda_0(n))}{n \lambda_0(n)}} \geq \sqrt{C_{p^*} R \lambda_n^r} = \sqrt{C_{p^*} \sigma} \sqrt{\mathcal{F}(\lambda_n)} \geq \sigma \sqrt{\frac{N(\lambda_n)}{n \lambda_n}},
\]

which is equivalent to \( S(n, \lambda_0(n)) \geq S(n, \lambda_n) \). Since \( \lambda \mapsto S(n, \lambda) \) is strictly decreasing, we have \( \lambda_0(n) \leq \lambda_n \), provided \( n \) is big enough.

More refined bounds for the effective dimension follow from \([4]\). We have

\[
C_{\nu^*} \lambda^{-\frac{1}{\nu^*}} \leq N(\lambda) \leq C_{\nu^*} \lambda^{-\frac{1}{\nu^*}}
\]

and Assumption \([3.6]\) is satisfied.

We adaptively choose the regularization parameter \( \hat{\lambda}_{1/2}(z) \) according to Definition \([3.3]\) by \( L^2(\nu)-\)balancing, i.e. by choosing \( s = \frac{1}{2} \). Corollary \([3.12]\) gives for any \( s \in [0, \frac{1}{2}] \), if \( n \) is sufficiently large, with probability at least \( 1 - \eta \) (uniformly over \( \mathcal{M} \))

\[
\left\| \hat{B}^s(f_{\hat{\lambda}_{1/2}(z)} - f_{\rho}) \right\|_{\mathcal{H}} \leq C_{s, q} C_s(\eta) \left( a_n + \lambda_n^s d(n, \lambda_n) \right),
\]

where

\[
C_s(\eta) = \log^{2(s+1)}(\log(n)) \log^{2(s+1)}(16\eta^{-1}),
\]

provided that

\[
\eta \geq \eta_n = 4C_q \log(n) \exp \left( -C_{\nu^*, p^*} n^{\frac{\nu^*}{\nu^* + 1 + p^*}} \right).
\]

In (4.8) we have used that \( a_n = \lambda_n^{r+s} \) and

\[
\min_{\lambda \in [\lambda_0(n), 1]} \left\{ \lambda^s (\hat{A}(\lambda) + \hat{S}(n, \lambda)) \right\} \leq \lambda_n^s (\hat{A}(\lambda_n) + \hat{S}(n, \lambda_n))
= \lambda_n^s (\hat{A}(\lambda_n) + \hat{S}(n, \lambda_n) + d(n, \lambda_n)).
\]

As above, one readily checks that that the subleading term \( d(n, \lambda_n) \) is really subleading:

\[
n^{-\frac{1}{q}} = o(\lambda_n^r), \quad \frac{M}{n \lambda_n} = o \left( \sqrt{\frac{\lambda_n^{2r}}{n \mathcal{G}(\lambda_n)}} \right).
\]

Summarizing, we have proved

**Corollary 4.4** (from Corollary \([3.12]\)). Let \( s \in [0, \frac{1}{2}] \). Choose the regularization parameter \( \hat{\lambda}_{1/2}(z) = \lambda_{n, \gamma, \eta}(z) \) according to Definition \([3.3]\) by choosing \( s = \frac{1}{2} \). Then, if \( n \) is sufficiently large, for any

\[
\eta \geq \eta_n = 4C_q \log(n) \exp \left( -C_{\nu^*, p^*} n^{\frac{\nu^*}{\nu^* + 1 + p^*}} \right).
\]
for any \( r > 0, 1 < \nu^* \leq \nu_* \), \((M, \sigma, R) \in \mathbb{R}_+^3\), one has

\[
\sup_{\rho \in \mathcal{M}(\gamma, \sigma)} \rho \left\| B^s(f_\lambda^1(z) - f_\rho) \right\|_\mathcal{H} \leq C_{s,q} \log^{2(s+1)}(16\eta^{-1})b_n \geq 1 - \eta ,
\]

with

\[
b_n = \log^{2(s+1)}(\log(n)) a_n .
\]

Moreover, in the sense of Definition 3.1 the sequence of estimators \((f^n_\lambda(z))_{n \in \mathbb{N}} = (f^n_{\lambda, \gamma, \eta}(z))_{n \in \mathbb{N}}\) is adaptive over \( \Theta \) (up to log-term) and the model family \((\mathcal{M}(\gamma, \sigma))_{(\gamma, \sigma) \in \Gamma \times \Theta}\) with respect to the family of rates \((a_n, \gamma, \eta)_{(n, \gamma) \in \mathbb{N} \times \Gamma}\), for all interpolation norms of parameter \( s \in [0, \frac{1}{2}]\).

5 Discussion

1. We have shown that it suffices to prove adaptivity only in \( L^2(\nu)\)–norm, which is the weakest of all our interpolating norms indexed by \( s \in [0, 1/2]\). Similar results of this type (an estimate in a weak norm suffices to establish the estimate in a stronger norm) have been obtained e.g. in [3] and also in the recent paper of Lepskii, see [14], in a much more general context.

2. We shall briefly discuss where and how the presentation of the balancing principle in our work improves the results in the existing literature on the subject. The first paper on the balancing principle for kernel methods, [9], did not yet introduce fast rates, i.e. rates depending on the intrinsic dimensionality \( b \). Within this framework the results give - in the wording of the authors - an optimal adaptive choice of the regularization parameter for the class of spectral regularization methods. In the sense of our Definition 3.1 the obtained estimators are optimal adaptive on the parameter space \( \Theta = \mathbb{R}_+\) with respect to minimax optimal rates, which depend on \( r \) but not on \( b \) (or more general, not on the effective dimension \( \mathcal{N}(\lambda)\)). Technically, the authors of [9] define their optimal adaptive estimator as the minimum of 2 estimators, corresponding to 2 different norms, namely, setting

\[
J^+_s(\Lambda_m) = \left\{ \lambda_i \in \Lambda_m : \left\| B^s(f_\lambda^j - f_\rho) \right\|_\mathcal{H} \leq 4C_s(\eta) \lambda_j S(n, \lambda_j), j = 0, \ldots, i - 1 \right\}
\]

and defining \( \tilde{\lambda}_s(z) := \max J^+_s(\Lambda_m)\), their final estimator is given by

\[
\lambda_s(z) := \min \{ \tilde{\lambda}_s(z), \tilde{\lambda}_0(z) \} . \tag{5.1}
\]

We encourage the reader to directly compare this definition with our definition in (3.9). Using the minimum of two estimators in this way can be traced back to the use of an additive error estimate of the form

\[
\left\| B^s f \right\|_\mathcal{H} - \left\| B^s f \right\|_\mathcal{H} \leq \sqrt{6} \log(4/\eta) n^{-\frac{1}{2}} \left\| f \right\|_\mathcal{H} , \tag{5.2}
\]

holding for any \( f \in \mathcal{H}, s \in [0, 1/2] \) and \( \eta \in (0, 1)\), with probability at least \( 1 - \eta \). Here we have slightly generalized the original estimate in [9] to all values of \( s \in [0, 1/2]\).

In the setting of [9], where only slow rates are considered, the variance \( S(n, \lambda)\) is fully
known. However, when considering fast rates (polynomial decay of eigenvalues), \( S(n, \lambda) \) additionally depends on the unknown parameter \( b > 1 \) and we have to replace the variance by its empirical approximation \( S_x(n, \lambda) \). This can effectively achieved by our Corollary 2.2 where we provide a two sided bound

\[
\frac{1}{5} S_x(n, \lambda) \leq S(n, \lambda) \leq 5 S_x(n, \lambda).
\]

Our bound (in a slightly weaker form) is also used in [18] for bounding the variance by its empirical approximation.

In the preprint [18] the authors independently present the balancing principle for fast rates. More precisely, in the case of Hölder-type source conditions, it covers the range \( \Theta_{hs} \) of parameters \((r, b)\) of high smoothness where \( b > 1 \) and \( r \geq 1/2(1 - 1/b) \), which excludes the region of low smoothness. In addition, their results include more general types of source conditions. This work started independently from our work on the balancing principle. A crucial technical difference is that [18] is still based on using (5.2) in an essential way. However, the discussion proceeds essentially along the traditional lines of [9], using the above mentioned additive error estimates. This makes the region of low smoothness, i.e. \( r < 1/2(1 - 1/b) \), much less accessible and leads to an estimator obtained by balancing only on the restricted parameter space \( \Theta_{hs} \) (with respect to minimax optimal rates of convergence, which, however, are known on the larger parameter space \( \Theta = \mathbb{R}_+ \times (0, \infty) \)). As before, the final estimator is taken to be a minimum of 2 estimators corresponding to different norms.

Our modified definition of the estimator defined by balancing, avoiding the additive error estimate in equation (5.2), allows in the case of Hölder type source conditions to obtain an optimal adaptive estimator (up to log log\((n)\) term) on the parameter space \( \Theta = \mathbb{R}_+ \times (1, \infty) \). The final estimator is constructed somewhat more directly. It is not taken as a minimum of 2 separately constructed estimators. Furthermore, our discussion in Example (2) shows how the more general results of [18] on source conditions different from Hölder-type can naturally be recovered in our approach.

3. Finally we want to emphasize that this notion of optimal adaptivity is not quite the original approach of Lepskii. The paper [2] contains an approach to the optimal adaptivity problem in the white noise framework which is closer to the original Lepskii approach and thus somewhat stronger than the weak approach described above, where the optimal adaptive estimator depends on the confidence level. It seems to be a wide open question how to adapt this original approach to the framework of kernel methods, i.e. constructing an estimator which is optimal adaptive in Lepskii-sense (independent of the confidence level \( \eta \)) and satisfies

\[
\sup_{\theta \in \Theta} \sup_{\gamma \in \Gamma} \limsup_{n \to \infty} a_{n, (\gamma, \theta)}^{-1} R_n(\hat{f}^{\lambda_n, \gamma}(x), \gamma) < \infty, \tag{5.3}
\]

with \( R_n \) being the risk

\[
R_n(\hat{f}^{\lambda_n, (\gamma, \theta)}(x), \gamma) = \sup_{\rho \in M(\gamma, \theta)} \mathbb{E}_{\rho \in \mathcal{M}} \left[ \| \tilde{B}^s(f_\theta - \hat{f}^{\lambda_n, \gamma}(x)) \|_{\mathcal{H}}^p \right]^{1/p}, \quad p > 0, s \in [0, 1/2],
\]

and \( a_{n, (\gamma, \theta)} \) being a minimax optimal rate.
Here we always want to take $\Theta$ as the maximal parameter space on which one has minimax optimal rates. For slow rates, i.e. $\Theta = \{ r > 0 \}$, the supremum over $\Theta$ in equation (5.3) exists. For fast rates, the boundary of the open set $\{ b > 1 \}$ poses problems at $b = 1$, since one looses the trace class condition on the covariance operator $\bar{B}$ (in which case minimax optimality as in this thesis is not even proved). We remark that, trying to only use the effective dimension and parametrizing it by

$$N(\lambda) = O(\lambda^{-\frac{1}{b}}),$$

(thus redefining somewhat the meaning of $b$) possibly changes the nature of the boundary at $b = 1$ and might give existence of the sup. We leave this question for future research. Furthermore we remark that, trying to only use the effective dimension and parametrizing it by $N(\lambda) = O(\lambda^{-\frac{1}{b}})$, possibly changes the nature of the boundary at $b = 1$ and might give existence of the sup. We leave this question for future research.

A similar type of difficulty (related to the non-existence of the sup) has already been systematically investigated in [15] and [17]. In such a case Lepskii has introduced the weaker notion of the adaptive minimax order of exactness and he also discusses additional log terms. Such estimators (which are not optimally adaptive) are called simply adaptive. This is related to the situation which we encounter in this section. It is known that e.g. for point estimators, additional log terms are indispensable. Our situation, however, is different and one could expect to prove optimal adaptivity in future research.

### A Proofs of Section 2

By $S^1$ we denote the Banach space of trace class operators with norm $||A||_1 = \text{Tr} |A|$. Furthermore, $S^2$ denotes the Hilbert space of Hilbert-Schmidt operators with norm $||A||_2 = \text{Tr} [A^* A]^{1/2}$. By $||A||$ we denote the operator norm.

**Proof of Proposition 2.1** We formulate in detail all preliminary results, although they are in principle well known. There are always some subtleties related to inequalities in trace norm. For a proof of the following results we e.g. refer to [22], [11]:

1. If $A \in S^1$ is non-negative, then $||A||_1 = \text{Tr} [A]$.
2. $|\text{Tr} [A]| \leq ||A||_1$.
3. If $A$ is bounded and if $B \in S^1$ is self-adjoint and positive, then $|\text{Tr} [AB]| \leq ||A|| \ |\text{Tr} [B]|$.
4. If $A, B \in S^2$, then $||AB||_1 \leq ||A||_2 \ ||B||_2$.
5. If $A \in S^1$, then $||A||_2^2 = |\text{Tr} [A^* A]| = ||A^* A||_1 \leq ||A|| \ ||A||_1$.

Consider the algebraic equality

$$(\bar{B} + \lambda)^{-1} \bar{B} - (\bar{B}_x + \lambda)^{-1} \bar{B}_x = (\bar{B} + \lambda)^{-1}(\bar{B} - \bar{B}_x) + (\bar{B} + \lambda)^{-1}(\bar{B} - \bar{B}_x)(\bar{B}_x + \lambda)^{-1} \bar{B}_x$$

$$=: N_1(\lambda, x) + N_2(\lambda, x).$$

(A.1)
Hence,
\[
| \mathcal{N}(\lambda) - \mathcal{N}_x(\lambda) | \leq | \text{Tr}[N_1(\lambda, x)] | + | \text{Tr}[N_2(\lambda, x)] | .
\]

We want to estimate the first term in (A.2) by applying the Bernstein inequality, Proposition C.1. Setting \( \xi(x) = \text{Tr}[(\bar{B} + \lambda)^{-1}\bar{B}_x] \), \( x \in \mathcal{X} \), gives
\[
\frac{1}{n} \sum_{j=1}^{n} \xi(x_j) = \text{Tr}[(\bar{B} + \lambda)^{-1}\bar{B}_x] ,
\]
and thus
\[
\left| \frac{1}{n} \sum_{j=1}^{n} \xi(x_j) - \mathbb{E}[\xi] \right| = | \text{Tr}[N_1(\lambda, x)] | .
\]
Recall that \( \bar{B}_x \) is positive and \( \text{Tr}[(\bar{B}_x)] = \kappa^{-2}\|S_x\|^2_{HS} \leq 1 \). Using 3. leads to
\[
|\xi(x)| \leq \|[(\bar{B} + \lambda)^{-1}\text{Tr}[(\bar{B}_x)] | \leq \frac{1}{\lambda} \text{ a.s.}.
\]

Note that
\[
|\xi(x)| = |\text{Tr}[(\bar{B} + \lambda)^{-1}\bar{B}_x]| = |\text{Tr}[\bar{S}_x(\bar{B} + \lambda)^{-1}\bar{S}_x^*]| = \text{Tr}[AA^*]
\]
with \( A = \bar{S}_x(\bar{B} + \lambda)^{-1/2} \) and by 1., since \( AA^* \) is non-negative. Furthermore, using \( \mathbb{E}[\bar{B}_x] = \bar{B} \),
\[
\mathbb{E}[\|\xi\|^2] \leq \frac{1}{\lambda} \mathbb{E}[|\xi|] \leq \frac{1}{\lambda} \mathbb{E} \left[ \text{Tr} \left[ \bar{S}_x(\bar{B} + \lambda)^{-1}\bar{S}_x^* \right] \right] = \frac{1}{\lambda} \text{Tr} \left[ \mathbb{E}[(\bar{B} + \lambda)^{-1}\bar{B}_x] \right] = \frac{1}{\lambda} \mathcal{N}(\lambda) .
\]
As a result, with probability at least \( 1 - \frac{n}{2} \)
\[
|\text{Tr}[N_1(\lambda, x)] | \leq 2 \log(4\eta^{-1}) \left( \frac{2}{\lambda n} + \sqrt{\frac{\mathcal{N}(\lambda)}{n\lambda}} \right) . \quad (A.3)
\]
Writing \( H = (\bar{B}_x + \lambda)^{-1}\bar{B}_x \), we estimate the second term in (A.2) using 2. and 4. and obtain
\[
|\text{Tr}[N_2(\lambda, x)] | \leq \|N_2(\lambda, x)\|_1 \leq ||N_1(\lambda, x)||_2 \|H\|_2 .
\]
From Proposition 5.2. in [5], we have with probability at least \( 1 - \frac{n}{2} \),
\[

\|N_1\|_2 = ||(\bar{B} + \lambda)^{-1}(\bar{B} - \bar{B}_x)||_2 \leq 2 \log(4\eta^{-1}) \left( \frac{2}{\lambda n} + \sqrt{\frac{\mathcal{N}(\lambda)}{n\lambda}} \right) ,
\]
Finally, recalling that \( \|H\| \leq 1 \) we get from 5.
\[
\|H\|_2 \leq ||H||^{1/2} \|H\|^{1/2}_1 \leq \sqrt{\mathcal{N}_x(\lambda)} \quad \text{a.s} .
\]
where we used that \( \text{Tr}[H] = \text{Tr}[AA^*] \), with \( A = \bar{S}_x(\bar{B}_x + \lambda)^{-1/2} \) and point 1. . Collecting all pieces gives the result. \( \square \)
Proof of Corollary 2.2 Since \( \log(4\eta^{-1}) \geq 1 \), the inequality of Proposition 2.1 implies that with probability at least \( 1 - \eta \):

\[
|N(\lambda) - N_x(\lambda)| \leq \frac{2\log(4\eta^{-1})}{\sqrt{\lambda n}} (1 + \sqrt{\lambda n}) \left( \frac{2\log(4\eta^{-1})}{\sqrt{\lambda n}} + \sqrt{N(\lambda)} \right).
\]

Put \( A := \sqrt{N(\lambda)} \), \( B := \sqrt{N_x(\lambda)} \), and \( \delta := \frac{2\log(4\eta^{-1})}{\sqrt{\lambda n}} \), then one can rewrite the above as

\[
|A^2 - B^2| \leq \delta(1+B)(\delta + A).
\]

Consider the case \( A \geq B \). Then the above inequality is \( A^2 - A\delta(1+B) - (B^2 + \delta^2(1+B)) \leq 0 \). Observe that the larger root \( x^+ \) of the quadratic equation \( x^2 + bx + c \) (for \( b, c \leq 0 \)) is bounded as

\[
x^+ = \frac{-b + \sqrt{b^2 - 4c}}{2} \leq |b| + \sqrt{|c|},
\]

while the smaller root \( x^- \) is negative. Hence, for \( x \geq 0 \)

\[
(x - x^+)(x - x^-) \leq 0 \implies x \leq x^+ \leq |b| + \sqrt{|c|}.
\]

Applying this to the above quadratic inequality (solved in \( A \geq 0 \)), we obtain

\[
A \leq \delta(1+B) + \sqrt{B^2 + \delta^2(1+B)} \leq (1+\delta)B + \delta + \delta\sqrt{B} \leq (1+2\delta)(B \lor 1) + 2\delta.
\]

Similarly, if \( B \geq A \), the initial inequality becomes \( B^2 - B\delta(\delta + A) - (A^2 + \delta(\delta + A)) \leq 0 \) solving this in \( B \) and bounding as above we get

\[
B \leq \delta(\delta + A) + \sqrt{A^2 + \delta(\delta + A)} \leq (1+\delta)A + \delta^2 + \delta + \sqrt{\delta A} \leq (1+2(\delta \lor \sqrt{\delta}))(A \lor 1) + 2(\delta^2 \lor \delta).
\]

The rest of the proof follows by observing that \( 1 \leq B \lor 1, 1 \leq A \lor 1 \) and

\[
2(\delta \lor \sqrt{\delta}) + 2(\delta^2 \lor \delta) \leq 4(\sqrt{\delta} \lor \delta^2).
\]

\( \square \)

## B Proofs of Section 3

**Lemma B.1.** For any \( s \in [0, \frac{1}{2}] \) and \( \eta \in (0,1] \), with probability at least \( 1 - \eta \) we have \( \lambda_s \leq \lambda_s(z) \), provided \( 2\log(4\lambda_m|\eta^{-1}) \leq \sqrt{n\lambda_0} \) and \( n\lambda_0 \geq 2 \).

**Proof of Lemma B.1.** Let \( \lambda \in \Lambda_m \) satisfy \( \lambda \leq \lambda_+ \). We consider the decomposition

\[
\left\| (\bar{B}_x + \lambda)^s(f^\lambda_z - f^\lambda_\rho) \right\|_\mathcal{H} \leq \left\| (\bar{B}_x + \lambda)^s(f^\lambda_z - f^\lambda_\rho) \right\|_\mathcal{H} + \left\| (\bar{B}_x + \lambda)^s(f^\lambda_z - f^\lambda_\rho) \right\|_\mathcal{H}.
\]

From Assumption 3.2 and since \( \lambda \leq \lambda_+ \) we have

\[
\left\| (\bar{B}_x + \lambda)^s(f^\lambda_z - f^\lambda_\rho) \right\|_\mathcal{H} \leq C_s(m, \eta) \lambda^s (\tilde{A}(\lambda) + \tilde{S}(n, \lambda)) \leq 2C_s(m, \eta) \lambda^s \tilde{S}(n, \lambda),
\]

where

\[
\tilde{S}(n, \lambda) := \frac{1}{\lambda} \left\{ \frac{1}{n} \sum_{i=1}^n \left| \sum_{j=1}^m \lambda_j \right|^2 \right\}.
\]
with probability at least $1 - \eta$.

Since $\lambda \leq \lambda_*$ we have by Assumption 3.2 and by recalling the definition of $\lambda_*$ and recalling that $\lambda \mapsto \lambda^* S(n, \lambda)$ is decreasing

$$
\left\| (\bar{B}_x + \lambda)^s (f_{\lambda_*} - f_{\rho}) \right\|_H \leq C_s(m, \eta) \lambda_*^s (\bar{A}(\lambda_*) + \tilde{S}(n, \lambda_*)) \\
\leq 2C_s(m, \eta) \lambda_*^s \tilde{S}(n, \lambda_*) \\
\leq 2C_s(m, \eta) \lambda_*^s \tilde{S}(n, \lambda),
$$

with probability at least $1 - \eta$. As a result, using (3.7) if $2 \log(4|\Lambda_m|\eta^{-1}) \leq \sqrt{n\lambda_0}$ and $n\lambda_0 \geq 2$, with probability at least $1 - \eta$

$$
\left\| (\bar{B}_x + \lambda)^s (f_{\lambda_*} - f_{\lambda_*^*}) \right\|_H \leq 20C_s(m, \eta/2) \lambda_*^s \tilde{S}(n, \lambda),
$$

with $C_s(m, \eta/2) = C_s \log^2(16|\Lambda_m|\eta^{-1})$. Finally, from the definition (3.9) of $\hat{\lambda}_s(z)$ as a maximum, one has $\lambda_* \leq \hat{\lambda}_s(z)$ with probability at least $1 - \eta$.

\[ \square \]

**Proof of Proposition 3.7.** Let Assumption 3.2 be satisfied. Define $\lambda_*$ as in (3.5). is implied by the sufficient condition We write

$$
\left\| (\bar{B}_x + \lambda_*)^s (f_{\hat{\lambda}_s(z)} - f_{\rho}) \right\|_H \leq 20C_s(m, \eta/2) \lambda_*^s \tilde{S}(n, \lambda_*)
$$

and bound each term separately. By definition (3.9) of $\hat{\lambda}_s(z)$, by Lemma 3.1 and by (3.7), with probability at least $1 - \frac{\eta}{2}$

$$
\left\| (\bar{B}_x + \lambda_*)^s (f_{\hat{\lambda}_s(z)} - f_{\lambda_*^*}) \right\|_H \leq 20C_s(m, \eta/2) \lambda_*^s \tilde{S}(n, \lambda_*)
$$

By Assumption 3.2 and recalling the definition of $\lambda_*$ in (3.5) gives for the second term with probability at least $1 - \frac{\eta}{2}$

$$
\left\| (\bar{B}_x + \lambda_*)^s (f_{\lambda_*^*} - f_{\rho}) \right\|_H \leq C_s(m, \eta/2) \lambda_*^s (\bar{A}(\lambda_*) + \tilde{S}(n, \lambda_*) ) \\
\leq 2C_s(m, \eta/2) \lambda_*^s \tilde{S}(n, \lambda_*) .
$$

The result follows from collecting the previous estimates.

\[ \square \]

**Proof of Lemma 3.8.** Let Assumption 3.4, point 1. and 2. be satisfied. We distinguish between the following cases:
Case 1: $\lambda \geq q\lambda_s$
Since $\lambda \to A(\lambda)$ is increasing and by (3.10)

$$\lambda^s (A(\lambda) + \hat{S}(n, \lambda)) \geq \lambda^s A(\lambda) \geq (q\lambda_s)^s \hat{A}(q\lambda_s)$$
$$\geq (q\lambda_s)^s \hat{S}(n, q\lambda_s) \geq q^{s-1}\lambda_s \hat{S}(n, \lambda_s) .$$

Case 2: $\lambda \leq q\lambda_s$
Again, since $\lambda \to \lambda^s \hat{S}(n, \lambda)$ is decreasing and by (3.10) we have

$$\lambda^s (A(\lambda) + \hat{S}(n, \lambda)) \geq \lambda^s \hat{S}(n, \lambda) \geq (q\lambda_s)^s \hat{S}(n, q\lambda_s) \geq q^{s-1}\lambda_s \hat{S}(n, \lambda_s) .$$

The result follows.

Proof of Theorem 3.9. From Proposition 3.7 we have

$$\left\| \bar{B}^s(f_\rho - f_\lambda^s(z)) \right\|_H \leq 15\log^2(4|\Lambda_m|\eta^{-1}) \left\| (\bar{B}_x + \lambda_s)^s (f_\rho - f_\lambda^s(z)) \right\|_H$$
$$\leq D_s(m, \eta) \lambda_s \hat{S}(n, \lambda_s) ,$$

with probability at least $1 - \eta$, provided

$$\eta \geq \eta_n := \min \left( 1, 4|\Lambda_m| \exp \left( -\frac{1}{2} \sqrt{N(\lambda_0(n))} \right) \right)$$

and where $D_s(m, \eta) = C_q' \log^{2(s+1)}(16|\Lambda_m|\eta^{-1})$. The result follows by applying Lemma 3.8.

Proof of Corollary 3.10. The proof follows from Theorem 3.9 by applying (3.11) and by using the lower bound from Assumption 3.6. More precisely, the condition

$$\eta \geq \eta_n := \min \left( 1, 4|\Lambda_m| \log(n) \exp \left( -\frac{\sqrt{C_1}}{2} \lambda_0(n)^{\frac{1}{2}} \right) \right) ,$$

is implied by the sufficient condition

$$\eta \geq \eta_n := \min \left( 1, 4C_q \log(n) \exp \left( -\frac{\sqrt{C_1}}{2} \lambda_0(n)^{\frac{1}{2}} \right) \right) ,$$

which itself is implied by

$$\eta \geq \eta_n := C_q \log(n) \exp \left( -C_{\gamma_1, \gamma_2} n^{\frac{\gamma_1}{\gamma_1 + \gamma_2}} \right) ,$$

by using (3.12), provided $n$ is sufficiently large and with $C_{\gamma_1, \gamma_2} = \frac{\sqrt{C_1}}{2} C_{\gamma_2}^{\frac{1}{\gamma_2}}$. 
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Moreover, using $1 \leq \log(16\eta^{-1})$ for any $\eta \in (0, 1)$, we obtain
\[
q^{1-s} D_s(m, \eta) = q^{1-s} C'_s \log^{2(s+1)}(16\Lambda_m|\eta^{-1}) \\
\leq q^{1-s} C'_s (\log(C_q \log(n)) + \log(16\eta^{-1}))^{2(s+1)} \\
\leq q^{1-s} C'_s (\log(C_q \log(n)) + 1)^{2(s+1)} \log^{2(s+1)}(16\eta^{-1}) .
\]

Moreover, if $n$ is sufficiently large, we have
\[
\log(C_q \log(n)) \leq \log(C_q) + \log(n) \leq (1 + \log(C_q)) \log(n)
\]
and thus
\[
q^{1-s} D_s(m, \eta) \leq C_{s,q} \log^{2(s+1)}(\log(n)) \log^{2(s+1)}(16\eta^{-1}) =: \tilde{D}_{s,q}(n, \eta) ,
\]
with $C_{s,q} = q^{1-s} C'_s (1 + \log(C_q))^{2(s+1)}$.

\[\square\]

**Lemma B.2.** Assume $n\lambda_0 \geq 2$. With probability at least $1 - \eta$
\[
\|f_{\tilde{\lambda}_0(z)} - f_{\tilde{\lambda}_{1/2}(z)}\|_{\mathcal{H}} \leq D(m, \eta) \tilde{S}(n, \lambda_*) ,
\]
provided
\[
\eta \geq \eta^*_n := \min \left(1, 4|\Lambda_m| \exp \left( - \frac{1}{2} \sqrt{\mathcal{N}(\lambda_0(n))} \right) \right)
\]
and with $D(m, \eta) = 200 \max(C_{1/2, C_0}) \log^{2} (16|\Lambda_m|\eta^{-1})$.

**Proof of Lemma B.2.** Recall the definition of $\lambda_*$ in \([3.5]\) and write
\[
\|f_{\tilde{\lambda}_0(z)} - f_{\tilde{\lambda}_{1/2}(z)}\|_{\mathcal{H}} \leq \|f_{\tilde{\lambda}_0(z)} - f_{\lambda_*}\|_{\mathcal{H}} + \|f_{\lambda_*} - f_{\tilde{\lambda}_{1/2}(z)}\|_{\mathcal{H}} . \tag{B.1}
\]
By definition of $\tilde{\lambda}_0(z)$, Lemma B.1 and applying \([3.7]\) gives with probability at least $1 - \frac{\eta}{2}$
\[
\|f_{\tilde{\lambda}_0(z)} - f_{\lambda_*}\|_{\mathcal{H}} \leq 20C_0(m, \eta/2) \tilde{S}(n, \lambda_*) \\
\leq 100C_0(m, \eta/2) \tilde{S}(n, \lambda_*) . \tag{B.2}
\]
Using $\|f\|_{\mathcal{H}} \leq \lambda_*^{1/2} ||(\tilde{B}_x + \lambda_*)^{1/2} f||_{\mathcal{H}}$, Lemma B.1 and the definition of $\tilde{\lambda}_{1/2}(z)$ yields with probability at least $1 - \frac{\eta}{2}$
\[
\|f_{\lambda_*} - f_{\tilde{\lambda}_{1/2}(z)}\|_{\mathcal{H}} \leq \lambda_*^{1/2} ||(\tilde{B}_x + \lambda_*)^{1/2} (f_{\lambda_*} - f_{\tilde{\lambda}_{1/2}(z)})||_{\mathcal{H}} \\
\leq 20C_{1/2}(m, \eta/2) \tilde{S}(n, \lambda_*) \\
\leq 100C_{1/2}(m, \eta/2) \tilde{S}(n, \lambda_*) . \tag{B.3}
\]
In the last step we applied \([3.7]\) once more. Combining \([B.2]\) and \([B.3]\) with \([B.1]\) gives the result.

\[\square\]
Proof of Theorem 3.11. Assume \( n \) is sufficiently large and
\[
\eta \geq \eta_0 = \min\left(1, 4|\Lambda_m| \exp \left(-\frac{1}{2} \sqrt{N(\lambda_0(n))}\right)\right).
\]
Recall that \( C_s(m, \eta) = C_s \log^2(8|\Lambda_m|\eta^{-1}) \). We firstly show the result for the case where \( s = 0 \) and get the final one from interpolation. We write
\[
||f_{z_{1/2}}(\hat{\sigma}) - f_{\rho}||_{\mathcal{H}} \leq ||f_{z_{1/2}}(\hat{\sigma}) - f_{\hat{\sigma}}(\hat{\sigma})||_{\mathcal{H}} + ||f_{\hat{\sigma}}(\hat{\sigma}) - f_{\rho}||_{\mathcal{H}}
\]
and bound each term separately. From Proposition 3.7, with probability at least \( 1 - \frac{2}{7} \)
\[
||f_{\hat{\sigma}}(\hat{\sigma}) - f_{\rho}||_{\mathcal{H}} \leq 102C_0 \log^2(16|\Lambda_m|\eta^{-1})\tilde{S}(n, \lambda_s).
\]
Applying Lemma 3.2 yields with probability at least \( 1 - \frac{2}{7} \)
\[
||f_{\hat{\sigma}}(\hat{\sigma}) - f_{\hat{\sigma}}(\hat{\sigma})||_{\mathcal{H}} \leq D(m, \eta)\tilde{S}(n, \lambda_s),
\]
with \( D(m, \eta) = 200 \max(C_0, C_{1/2}) \log^2(16|\Lambda_m|\eta^{-1}) \). Collecting both pieces leads to
\[
||f_{z_{1/2}}(\hat{\sigma}) - f_{\rho}||_{\mathcal{H}} \leq D'(m, \eta)\tilde{S}(n, \lambda_s),
\]
with probability at least \( 1 - \eta \), where \( D'(m, \eta) = C \log^2(16|\Lambda_m|\eta^{-1}) \), \( C = 302 \max(C_0, C_{1/2}) \).

Using \( ||B^s f||_{\mathcal{H}} \leq ||\sqrt{B} f||_{\mathcal{H}}^{2s} ||f||_{\mathcal{H}}^{1-2s} \) for any \( s \in [0, \frac{1}{2}] \), applying Proposition 3.7 and (B.4) gives with probability at least \( 1 - \eta \)
\[
\left\| B^s(f_{\hat{\sigma}}(\hat{\sigma}) - f_{\rho}) \right\|_{\mathcal{H}} \leq C^{2s} \left( \log^3(16|\Lambda_m|\eta^{-1}) \sqrt{\lambda_s} \tilde{S}(n, \lambda_s) \right)^{2s} C^{1-2s} \left( \log^2(16|\Lambda_m|\eta^{-1}) \tilde{S}(n, \lambda_s) \right)^{1-2s} \leq C'_s \log^{2(s+1)}(16|\Lambda_m|\eta^{-1})\lambda_s^{s} \tilde{S}(n, \lambda_s),
\]
for some \( C'_s > 0 \). Finally, the result follows by applying Lemma 3.8.

Proof of Corollary 3.12. The proof follows by combining Theorem 3.11 and the argumentation in the proof of Corollary 3.10.

C Concentration Inequality

Proposition C.1. Let \((Z, B, \mathcal{P})\) be a probability space and \( \xi \) a random variable on \( Z \) with values in a real separable Hilbert space \( \mathcal{H} \). Assume that there are two positive constants \( L \) and \( \sigma \) such that for any \( m \geq 2 \)
\[
\mathbb{E} \left[ ||\xi - \mathbb{E}[\xi]||_{\mathcal{H}}^m \right] \leq \frac{1}{2} m! \sigma^2 L^{m-2}.
\]
If the sample \( z_1, \ldots, z_n \) is drawn i.i.d. from \( Z \) according to \( \mathbb{P} \), then, for any \( 0 < \eta < 1 \), with probability greater than \( 1 - \eta \)

\[
\left\| \frac{1}{n} \sum_{j=1}^{n} \xi(z_j) - \mathbb{E}[\xi] \right\|_{\mathcal{H}} \leq 2 \log(2\eta^{-1}) \left( \frac{L}{n} + \frac{\sigma}{\sqrt{n}} \right).
\]

(C.2)

In particular, (C.1) holds if

\[
\|\xi(z)\|_{\mathcal{H}} \leq \frac{L}{2} \quad \text{a.s.,}
\]

\[
\mathbb{E}\left[ \|\xi\|_{\mathcal{H}}^2 \right] \leq \sigma^2.
\]

**Proof.** See [6, 7], from the original result of [20] (Corollary 1). \( \square \)
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