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Abstract—Large-scale multiple-input multiple-output (MIMO) communication systems can bring substantial improvement in spectral efficiency and/or energy efficiency, due to the excessive degrees-of-freedom and huge array gain. However, large-scale MIMO is expected to deploy lower-cost radio frequency (RF) components, which are particularly prone to hardware impairments. Unfortunately, compensation schemes are not able to remove the impact of hardware impairments completely, such that a certain amount of residual impairments always exists. In this paper, we investigate the impact of residual transmit RF impairments (RTRI) on the spectral and energy efficiency of training-based point-to-point large-scale MIMO systems, and seek to determine the optimal training length and number of antennas which maximize the energy efficiency. We derive deterministic equivalents of the signal-to-noise-and-interference ratio (SINR) with zero-forcing (ZF) receivers, as well as the corresponding spectral and energy efficiency, which are shown to be accurate even for small number of antennas. Through an iterative sequential optimization, we find that the optimal training length of systems with RTRI can be smaller compared to ideal hardware systems in the moderate SNR regime, while larger in the high SNR regime. Moreover, it is observed that RTRI can significantly decrease the optimal number of transmit and receive antennas.

I. INTRODUCTION

Large-scale MIMO is regarded as a key enabler to boost the performance of future wireless communication networks [1]. This is achieved by deploying unconventionally large number of transmit and/or receive antennas and by exploiting channel reciprocity in time-division duplex (TDD) operation. It has been shown that extra antennas can greatly increase the spectral efficiency and, up to a certain limit, the energy efficiency [2], [3]. Moreover, large-scale MIMO systems are more robust compared to conventional MIMO systems, in the sense that they are more resilient to small-scale fading, inter-user interference, and to some extent, hardware impairments [4].

With large-scale MIMO, the hardware accuracy constraints can be relaxed [4]; thus, these systems can deploy lower-quality RF components which are particularly prone to hardware impairments (e.g., I/Q imbalance, amplifier nonlinearities, and phase noise). The impact of such individual hardware impairments is usually mitigated by using analog and digital signal processing algorithms [5]. However, these techniques are not able to completely remove hardware impairments, such that a certain amount of residual distortions always remains. These residual impairments stem from, for example, time-varying hardware characteristics which cannot be accurately parameterized and estimated, as well as, the randomness induced by different types of noise and imperfect compensation schemes. The impact of residual hardware impairments has been only scarcely investigated in few works recently. The authors in [5], [6] characterized and verified experimentally that the distortion caused by the impairments behaves as additive and independent Gaussian noise. This Gaussian behavior can be interpreted by the law of large numbers, when the residual distortions from many independent and different sources add up together. In [7], [8], the authors respectively showed that impairments fundamentally limit the MIMO channel capacity in the high signal-to-noise (SNR) regime, while for low transmit power such impact is negligible; however, these results are based on the assumption of perfect channel state information (CSI). In [4] the authors investigated large-scale MIMO systems with imperfect CSI, and showed that residual hardware impairments imposed an estimation floor regardless of the SNR values; nonetheless, it was shown that large-scale MIMO systems can still achieve relatively high spectral efficiency and energy efficiency. However, they did not pursue any resource allocation analysis, which is of pivotal importance for the performance optimization of training-based MIMO systems.

In this paper, we consider a training-based point-to-point large-scale MIMO system with RTRI. We focus on two system performance metrics, namely spectral efficiency and energy efficiency. In particular, we derive deterministic equivalents of the spectral efficiency and energy efficiency for systems with zero-forcing (ZF) receivers. These deterministic expressions are exact in the large system limit, but are accurate also for “not so large” systems. To maximize the energy efficiency, we perform an iterative sequential optimization of the training length, and the number of transmit and receive antennas. We show that RTRI have significant impact on the optimal values of training length, as well as the number of antenna elements. This work provides guidelines on designing these parameters.
in large-scale MIMO systems with hardware impairments.

Notation: Upper and lower case boldface letters denote matrices and vectors, respectively. The trace of a matrix is expressed by \( \text{tr} (\cdot) \). The \( n \times n \) identity matrix is represented by \( I_n \). The expectation operation is \( \mathbb{E} [\cdot] \). The superscripts \((\cdot)^H\), \((\cdot)^{-1}\) and \((\cdot)^\dagger\) stand for Hermitian transposition, matrix inverse and pseudo-inverse, respectively. The Frobenius norm and spectral norm are denoted by \( \| \cdot \|_F \) and \( \| \cdot \|_2 \), respectively. The symbol \( \mathcal{CN}(\mathbf{m}, \Sigma) \) denotes a circularly-symmetric complex Gaussian (CSCG) distribution with mean \( \mathbf{m} \) and covariance \( \Sigma \). For any matrix \( \mathbf{H} \in \mathbb{C}^{m \times n}, \mathbf{h}_i \) is the \( i \)-th column of \( \mathbf{H} \).

II. SIGNAL AND SYSTEM MODELS

In this paper, we consider a point-to-point link with a block fading channel of coherence length \( T \). During each block, the channel \( \mathbf{H} \in \mathbb{C}^{N_r \times N_t} \) is constant, and is a realization of the uncorrected Rayleigh fading model, where \( N_t \) and \( N_r \) are the numbers of transmit and receive antennas, respectively.

Each channel coherence block of length \( T \) is split into a channel training phase and a data transmission phase. A number of \( T_p \) channel uses (c.u.s) is devoted to channel training, while the rest \( T_d \triangleq T - T_p \) c.u.s are reserved for data transmission. During the training phase, each transmit antenna transmits known orthogonal pilot sequences to the receiver. However, due to the existence of transmit hardware impairments, there will be a mismatch between the intended training sequences and the actual transmitted signal. As a result, the receiver estimates the current channel realization based on a perturbed observation

\[
\mathbf{Y}_p = \sqrt{\frac{\rho}{N_t}} \mathbf{H} (\mathbf{S}_p + \Delta_p) + \mathbf{V}_p, \quad \text{tr} (\mathbf{S}_p \mathbf{H}^H) = N_t T_p, \tag{1}
\]

where \( \mathbf{S}_p \in \mathbb{C}^{N_t \times T_p} \) is the deterministic matrix of training sequences, which is known by the receiver. \( \mathbf{Y}_p \) is the \( N_r \times T_p \) received matrix, and \( \mathbf{V}_p \) is the receiver noise. Each element of \( \mathbf{H} \) and \( \mathbf{V}_p \) follows a \( \mathcal{CN}(0,1) \) distribution. The average SNR at each receive antenna is denoted by \( \rho \). The distortion caused by transmit hardware impairments is introduced by \( \Delta_p \in \mathbb{C}^{N_t \times T_p} \). From the discussion in Section II and [5], [6], it is known that \( \Delta_p \) can be well characterized by the following Gaussian model

\[
\delta_{p,i} \sim \mathcal{CN} \left( 0, \sigma^2_\delta \mathbf{I}_{N_t} \right), \quad \mathbb{E} \left[ \delta_{p,i} \delta_{p,j}^H \right] = 0, \tag{2}
\]

for \( i, j = 1, 2, \ldots, T_p, i \neq j \),

where the proportionality parameter \( \delta \) quantifies the level of residual transmit hardware impairments. Note that \( \delta \) appears in practical applications as the error vector magnitude (EVM) [9], which is commonly used to measure the quality of RF transceivers. For instance, 3GPP LTE has EVM requirements in the range \([0.08, 0.175]\) [9], where high spectral efficiency requires smaller EVMs. The relationship between \( \delta \) and EVM is defined as

\[
\text{EVM} \triangleq \sqrt{\frac{\mathbb{E}_{\Delta_p} \left\| \Delta_p \right\|_F^2}{\mathbb{E}_{\mathbf{S}_p} \left\| \mathbf{S}_p \right\|_F^2}} = \delta. \tag{3}
\]

Evidently, when \( \delta = 0 \), the system model simplifies to the ideal hardware case. From [10], we know that the linear minimum-mean-squared error (LMMSE) channel estimator is given by

\[
\hat{\mathbf{H}} = \mathbf{Y}_p \left( \mathbf{S}_p \mathbf{H}^H \mathbf{S}_p + (\beta^2 \rho + 1) \mathbf{I}_{T_p} \right)^{-1} \mathbf{S}_p^H, \tag{4}
\]

with \( \mathbf{S}_p \mathbf{H}^H = T_p \mathbf{I}_{N_t} \). It is also known that each element of \( \hat{\mathbf{H}} \) has variance \( \sigma^2_{\hat{H}} = \frac{\epsilon}{N_t (\rho^2 + 1)} \), where \( \epsilon \triangleq \frac{\rho^2 T_p}{N_t (\rho^2 + 1)} \). According to the orthogonality principle of LMMSE estimators, the variance of each element of the estimation error \( \mathbf{H} \) equals \( \sigma^2_H = 1 - \sigma^2_{\hat{H}} = \frac{1}{1 + \rho^2} \). For any given \( T_p \) and \( N_t \), as \( \rho \to \infty \), \( \sigma^2_{\hat{H}} \to 1/ (1 + T_p/N_t) \), which, in contrast to the case with ideal hardware, means that the variance of the estimation error converges to a non-zero value, thus an estimation error floor occurs; yet, we can still improve the estimation accuracy by increasing \( T_p \).

During the data transmission phase, RTRI affect the system as follows:

\[
\mathbf{Y}_d = \sqrt{\frac{\rho}{N_t}} \mathbf{H} (\mathbf{S}_d + \Delta_d) + \mathbf{V}_d, \quad \mathbb{E} \left[ \text{tr} \left( \mathbf{S}_d^H \mathbf{S}_d \right) \right] = N_t T_d, \tag{5}
\]

where \( \mathbf{S}_d \in \mathbb{C}^{N_t \times T_d} \) is the random matrix of data symbols with each entry following a \( \mathcal{CN}(0,1) \) distribution, and \( \mathbf{Y}_d \) is the \( N_r \times T_d \) received signal matrix. The distortion noise caused by transmit hardware impairments is characterized as

\[
\delta_{d,i} \sim \mathcal{CN} \left( 0, \sigma^2_\delta \mathbf{I}_{N_t} \right), \quad \mathbb{E} \left[ \delta_{d,i} \delta_{d,j}^H \right] = 0, \tag{6}
\]

for \( i, j = 1, 2, \ldots, T_d, i \neq j \). \tag{7}

III. SPECTRAL EFFICIENCY ANALYSIS

In this section, we analyze the spectral efficiency of the proposed system model with ZF receivers. Each column of the received signal \( \mathbf{y}_d \) in (5) can be written as follows

\[
\mathbf{y}_d = \sqrt{\frac{\rho}{N_t}} \left( \mathbf{H} \mathbf{s}_d + \mathbf{H} \delta_d + \mathbf{H} \hat{\delta}_d \right) + \mathbf{v}_d, \tag{8}
\]

for \( k = 1, 2, \ldots, N_t \), where \( s_{dk} \) is the transmitted data symbol from the \( k \)-th transmit antenna, and \( z_{dk} \) is the total effective noise plus interference on the \( k \)-th spatial stream. To recover the signal \( s_{dk} \), \( \mathbf{y}_d \) is multiplied by the \( k \)-th row of \( \mathbf{H}^H \). Since \( \mathbf{H}^H \) is known at the receiver, we can express the SINR of ZF receivers on the \( k \)-th spatial stream as

\[
\gamma_{k,\text{ZF}} = \frac{1}{\delta^2 + c_0 \left( \mathbf{H}^H \mathbf{H} \right)^{-1}_{k,k}}, \tag{9}
\]

where we have defined \( c_0 \triangleq \frac{N_t (\rho + p \delta^2 + 1 + \epsilon)}{\sigma_{\hat{H}}^2} \) for notational convenience. We also define \( \mathbf{H} \triangleq \frac{\rho}{\sigma_{\hat{H}}^2} \mathbf{H} \), which approximately has uncorrelated \( \mathcal{CN}(0,1) \) entries [10]. Then, the ergodic spectral efficiency can be evaluated as
\[ R_{ZF}(\gamma) = \frac{T_d}{T} \mathbb{E} \left[ \sum_{k=1}^{N_r} \log_2 \left( 1 + \gamma_{k,ZF} \right) \right]. \] (10)

For large-scale MIMO systems, we can derive deterministic equivalents of (10) with the help of the following lemma:

**Lemma 1:** ([17] Corollary 6.3) Let \( \mathbf{X} \) be composed of \( n < N \) columns of an \( N \times N \) Haar matrix and \( \mathbf{x} \) is an arbitrary column of \( \mathbf{X} \), and let \( \mathbf{A} \in \mathbb{C}^{N \times N} \) be independent of \( \mathbf{X} \) and have uniformly bounded spectral norm. Then, as \( N \) grows large, we have:

\[ \mathbf{x}^H \mathbf{A} \mathbf{x} - \frac{1}{N} \text{tr} (\mathbf{A}) \overset{a.s.}{\rightarrow} 0, \] (11)

where \( a.s. \) denotes almost sure convergence.

We now give the deterministic equivalent of the SINR of ZF receivers in the following theorem:

**Theorem 1:** As \( N_r, N_t \to \infty \), with a finite ratio \( \beta \equiv \frac{N_r}{N_t} \in (1, \infty) \), the SINRs of ZF receivers, converge almost surely to the right-hand side deterministic equivalent

\[ \gamma_{ZF}^{N_r, N_t} \overset{a.s.}{\rightarrow} \bar{\gamma}_{ZF} \equiv \frac{N_r - N_t}{\delta^2 N_r + (c_1 - \delta^2) N_t}, \] (12)

where \( c_1 \equiv \frac{\rho + \rho \delta^2 + 1 + \epsilon}{\rho \epsilon} \).

**Proof:** The singular value decomposition (SVD) of \( \mathbf{H} \) is denoted by \( \mathbf{H} = \mathbf{U} \Sigma \mathbf{V}^H \), where \( \mathbf{U} \) and \( \mathbf{V} \) are unitary matrices, while \( \Sigma \) is a \( N_r \times N_t \) diagonal matrix with the diagonal elements containing the singular values of \( \mathbf{H} \). Consequently, we have

\[ (\mathbf{H}^H \mathbf{H})^{-1} = [\mathbf{V} \Lambda \mathbf{V}^H]_{k,k} = \mathbf{v}_k^H \mathbf{A} \mathbf{v}_k \overset{a.s.}{\rightarrow} \frac{1}{N_r - N_t} \text{tr} (\mathbf{A}) \overset{a.s.}{\rightarrow} \frac{1}{N_r - N_t}, \]

where \( \Lambda \equiv (\Sigma^H \Sigma)^{-1} \). Note that \( \mathbf{v}_k \) is known to satisfy the conditions of \( \mathbf{x} \) in Lemma 1 ([12]), therefore (a) follows readily. Substituting the above result into the SINR expression with ZF in (9) completes the proof.

Theorem 1 yields a deterministic equivalent of the SINR with ZF in the large-antenna regime, which does not rely on random channel realizations, as long as the ratio \( \beta \) is fixed. This result is quite general and tractable and, as we will show later, is a very accurate approximation even for small number of antennas. Note that some practical interesting system setups, for instance, \( N_t \ll N_r \) (usually appearing in the multi-user massive MIMO uplink), which corresponds to \( \beta \to \infty \), can be treated as a special case of Theorem 1.

With the asymptotic SINRs, we proceed to derive the spectral efficiency. Using continuous mapping theorem ([13] Theorem 2.3) and dominated convergence theorem ([14] Theorem 16.4), we can show that the spectral efficiency with ZF receivers converges to the right-hand side deterministic equivalent

\[ R_{ZF}^{N_r, N_t} \overset{a.s.}{\rightarrow} R = \left( 1 - \frac{T_p}{T} \right) N_t \log_2 (1 + \bar{\gamma}_{ZF}). \] (13)

\(^1\)Due to page limit, we do not consider the case \( \beta = 1 \) \( (N_r = N_t) \). One can find a detailed study of this case, for example, in [12].

Figure 1 shows the spectral efficiency against the number of transmit antennas for both low and high SNR values. Interestingly, (13) is very accurate even for small number of antennas. At \( \rho = 20\text{dB} \), RTRI create an offset in spectral efficiency as compared to that of an ideal hardware system. The offset increases with the number of transmit antennas, as well as with the ratio \( \beta \). Therefore, we can infer that RTRI significantly affect the spectral efficiency of high-rate large-scale MIMO systems. However, in the low SNR regime, as we can see from the left subplot, RTRI have only negligible impact.

**IV. ENERGY EFFICIENCY ANALYSIS**

Based on the results on spectral efficiency, we proceed to analyze the energy efficiency. Our main goal herein is to find the optimal training length, as well as the optimal antenna configuration that maximize the energy efficiency. The energy efficiency of a communication system is measured in bit/Joule and equals the ratio between the spectral efficiency and the total power consumption. In general, the power consumption comes from, for instance, generation of RF power, operating static circuits, and feeding RF components that are attached to each transceiver chain. Motivated by [15], we model the total power consumption (in Joule/c.u.) as

\[ P_{\text{total}} = N_t P_{tx} + N_r P_{rx} + P_0 + P_{RF}/\eta, \]

where \( P_{tx} \) and \( P_{rx} \) are the powers of RF components (including antennas, filters, converters, etc.) at the transmitter and receiver, respectively, \( P_0 \) is the static circuit power consumption, \( P_{RF} \) is the RF power generated by the power amplifier, while \( \eta \) is the efficiency of the power amplifier. We now can define the energy efficiency for the case of ZF receivers as

\[ \text{EE} \equiv \frac{R_{ZF}}{P_{\text{total}}}. \] (14)

Replacing \( R_{ZF} \) with its deterministic equivalent in (13), we can well-approximate the energy efficiency as

\[ \text{EE} \approx \frac{\text{EE}}{R_{\text{total}}}. \] (15)

For an arbitrary SNR value, \( \text{EE} \) can be treated as a function of three parameters, \( N_t, N_r \) and \( T_p \). Intuitively, increasing a single value of the above parameters while keeping the other two fixed does not always increase the energy efficiency.
For example, we can increase the spectral efficiency $\bar{R}$ by deploying more transmit antennas; however, in the meantime, transmit RF components consume more power, and the energy efficiency may even decrease. Ideally, we would like to determine the optimal parameters through solving the following optimization problem:

$$\begin{align*}
\text{maximize} & \quad \EE(N_t, N_r, T_p) \\
\text{subject to} & \quad N_t \leq T_p \leq T, \\
& \quad 1 \leq N_r \leq T, \\
& \quad N_r > N_t.
\end{align*}$$

However, the above problem is very difficult to solve, and we reformulate it to an equivalent form. Let $T_a \triangleq T_p - N_t$, and substitute this into $\EE$, then we have

$$\EE = \left(1 - \frac{N_t T_a}{T}\right) N_t \log_2 \left(1 + \frac{\delta^2 (\beta - 1) + \frac{N_t}{\beta} (\delta^2 + 1/\rho) (\delta^2 + 1/\rho + 1/\rho)}{N_r P_{\text{tx}} + \beta \delta N_t P_{\text{tx}} + P_0 + P_{\text{RF}} / \eta}\right).$$

Therefore, the new optimization problem becomes

$$\begin{align*}
\text{maximize} & \quad \EE(N_t, \beta, T_a) \\
\text{subject to} & \quad 0 \leq T_a \leq T - N_t, \\
& \quad 1 \leq N_t \leq T, \\
& \quad \beta > 1.
\end{align*}$$

Unfortunately, it is still not tractable to perform a joint optimization to get the global optimum $(N_t^*, \beta^*, T_p^*)$. Nonetheless, we can use an iterative sequential optimization of $T_a$, $N_t$ and $\beta$, to find a set of suboptimal values which is very close to the global optimum. We will now establish the convexity of the objective function in (17) with respect to each parameter.

1) **Optimal $T_a$**: The composition rule in [16] Exercise 3.32 (b) indicates that the product of a positive decreasing linear function and a positive increasing concave function is also concave. It follows readily that $\EE$ is concave in $T_a$. Observing that $\EE(T_a = 0) > 0$ and $\EE(T_a = N_t - T_p) = 0$, we can always find $T_a^*$ by

$$T_a^* = \arg \left(\frac{\partial \EE}{\partial T_a} = 0\right), \quad \text{for } 0 \leq T_a \leq T - N_t,$$

where $\frac{\partial \EE}{\partial T_a}$ is the partial derivative of $\EE$ with respect to $T_a$.

2) **Optimal $\beta$**: The numerator of the objective function in (16) is strictly concave in $\beta$, and the denominator is an affine function; thus, we can easily show that $\EE$ is quasiconcave in $\beta$. Since $\EE$ equals zero as $\beta \to 1$ and $\beta \to \infty$, $\beta^*$ can always be found via

$$\beta^* = \arg \left(\frac{\partial \EE}{\partial \beta} = 0\right), \quad \text{for } \beta > 1.$$  

3) **Optimal $N_t$**: We cannot determine the convexity of $\EE(N_t)$ in the entire feasible set. However, it is straightforward to prove that $\EE(N_t)$ is quasiconcave for $N_t \leq \frac{T - T_a}{2}$, and monotonically decreasing for $N_t > \frac{T - T_a}{2}$. Therefore, the global optimum should satisfy the stationarity condition

$$N_t^* = \arg \left(\frac{\partial \EE}{\partial N_t} = 0\right), \quad \text{for } 1 \leq N_t \leq \frac{T - T_a}{2}.$$  

Given an arbitrary initial feasible set $(T_{p0}, \beta_0, N_{t0})$, the proposed iterative algorithm is implemented as follows:

1) Update $T_a$ according to (18).
2) Update $\beta^*$ using (19).
3) Update $N_t^*$ with the optimal value from (20).
4) Repeat 1)-3) until $\EE$ converges.

Each step in 1)-3) can be solved by implementing the bisection method. Convergence happens when the difference of $\EE$ in two consecutive steps is smaller than the threshold $\EE_{\text{th}}$. This algorithm is guaranteed to converge since the finite $\EE$ is nondecreasing with each parameter.

**TABLE I**

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| Coherence bandwidth: $B$ | 180 kHz | $P_b$ | 2 W-S |
| Coherence time: $T$ | 32 ms · B · c.u. | $P_{\text{rx}}$ | 1 W-S |
| Symbol time: $S$ | $\frac{1}{B_{\text{c.u.}}} = 10^{-26}$ s/c.u. | $P_{\text{tx}}$ | 0.3 W-S |
| Noise variance | | $\eta$ | 0.3 |

Figure 2 illustrates the optimal training length, and numbers of transmit and receiver antennas which maximize the energy efficiency. Our simulation parameters are inspired by [3], [15] and summarized in Table I. We choose the threshold $\EE_{\text{th}} = 10^{-10}$ bit/Joule. For systems with and without hardware impairments, we can clearly see the difference in the tradeoff between training and data transmission from moderate to high SNR values. We can interpret this by observing the energy efficiency in this specific SNR regime

$$\EE \approx \left(1 - \frac{T_a}{N_t}\right) N_t \log_2 \left(1 + \frac{\delta^2 (\beta - 1) + \frac{N_t}{\beta} (\delta^2 + 1/\rho) (\delta^2 + 1/\rho + 1/\rho)}{P_{\text{total}}(N_r t, N_t, \beta, \rho)}\right),$$

where we have ignored the minor terms $\delta^4, 1/\rho^2$ and $2\delta^2/\rho$. For systems with ideal hardware, which corresponds to $\delta = 0$, increasing $T_p$ cannot provide any gain in the SINR (the function inside the $\log_2(\cdot)$ term) in the high SNR regime, but monotonically decreases the ratio of coherence block assigned to data transmission. Thus, only $T_p = N_t$ c.u.s are needed for training as $\rho \to \infty$. For systems with RTRI, however, increasing $T_p$ always increases the channel estimation accuracy and, thus, the SINR, despite of the SNR value. The optimal training length $T_p^*$, obviously, depends on the SNR and the level of RTRI. In general, for systems with RTRI considered herein, to maximize the energy efficiency less training is needed at moderate SNR values, while more training is required at high SNR values, compared to ideal hardware systems.

The right-hand side subplot of Fig. 2 demonstrates the optimal numbers of antennas. For ideal systems, the optimal number of transmit antennas, $N_t^*$, increases monotonically as SNR increases, and the optimal number of receive antennas, $N_r^*$, is around 70 and does not vary too much, apart from at unrealistically high SNR values which are not depicted in this figure. For systems with RTRI, however, much less transmit and receive antennas are needed from moderate to high SNR values. This implies that, increasing the spectral efficiency by

\[\text{Note that the result varies for different power consumption parameters.}\]
adding more antennas can lead to a penalty in the energy efficiency for systems with RTRI. This can be understood by examining (21): due to the term $\delta^2(\beta - 1)$, the SINR of a system with RTRI is not increased with $N_r$ (or $\beta$) as fast as that of a system with ideal hardware, while the total power consumption still increases linearly with $N_r$. Therefore, much less numbers of receive antennas are needed to achieve the maximal energy efficiency. On the transmit side, adding more antennas in systems with RTRI at high SNR values decreases the SINR much more than in ideal systems; consequently, we should use fewer transmit antennas in hardware-impaired systems to guarantee a maximal energy efficiency.

In Fig. 3, we compare the globally optimal energy efficiency (achieved by extensive search) and the one achieved by our iterative sequential optimization. We see excellent match between these two algorithms, which validates the effectiveness of the proposed optimization scheme. We observe that RTRI decrease the energy efficiency significantly in the high SNR regime. Yet, for low SNR values, there is no substantial difference between ideal systems and systems with RTRI.

**V. CONCLUSION**

In this paper, we analyzed the performance of point-to-point training-based large-scale MIMO systems with residual transmit RF impairments. In particular, we derived deterministic equivalents of the SINR, spectral efficiency, and energy efficiency of ZF receivers. These asymptotic expressions were shown to provide very accurate approximations even for small number of antennas. Furthermore, we optimized the energy efficiency with respect to the training length, and the number of antennas, through an iterative sequential algorithm. We found that RTRI have significant impact on these parameters. More specifically, systems with RTRI required less training in the moderate SNR regime, while needed more training in the high SNR regime. Thus, a good tradeoff between training and data transmission is crucial to obtain the maximal energy efficiency. In addition, the optimal numbers of transmit and receive antennas were much smaller than those of systems with ideal hardware. Finally, we demonstrated an energy efficiency penalty caused by RTRI in the moderate and high SNR regime. This work provided guidelines for designing the optimal training length and number of antennas in point-to-point large-scale MIMO systems with hardware impairments.
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