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Abstract—Location based services, already popular with end users, are now inevitably becoming part of new wireless infrastructures and emerging business processes. The increasingly popular Deep Learning (DL) artificial intelligence methods perform very well in wireless fingerprinting localization based on extensive indoor radio measurement data. However, with the increasing complexity these methods become computationally very intensive and energy hungry, both for their training and subsequent operation. Considering only mobile users, estimated to exceed 7.4 billion by the end of 2025, and assuming that the networks serving these users will need to perform only one localization per user per hour on average, the machine learning models used for the calculation would need to perform $6.5 \times 10^{12}$ predictions per year. Add to this equation tens of billions of other connected devices and applications that rely heavily on more frequent location updates, and it becomes apparent that localization will contribute significantly to carbon emissions unless more energy-efficient models are developed and used. This motivated our work on a new DL-based architecture for indoor localization that is more energy efficient compared to related state-of-the-art approaches while showing only marginal performance degradation. A detailed performance evaluation shows that the proposed model produces only 58% of the carbon footprint while maintaining 98.7% of the overall performance compared to state of the art model external to our group. Additionally, we elaborate on a methodology to calculate the complexity of the DL model and thus the CO₂ footprint during its training and operation.
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I. INTRODUCTION

Location-based services (LBS) are software services that take into account a geographic location and even context of an entity [1] in order to adjust the content, information or functionality delivered. Entities can be people, animals, plants, assets and any other object. Perhaps the most widely used LBS is the Global Positioning System (GPS), which integrates data from satellite navigation systems and cell towers [2] and is used daily in navigation systems. Another popular application of LBS is locating tagged items and assets in indoor environments.

With 5G systems, accurate localization is no longer only important for the provision of more relevant information to the end user, but also for optimal operation and management of the network, e.g. for creating and steering the beams of antenna array-based radio heads [3]. As discussed in [3], the poor performance of fundamental geometry-based techniques in challenging indoor environments characterized by non line-of-sight (NLoS) and/or multipath propagation can be significantly improved by using higher mmWave frequency bands and steerable multiple-input multiple-output (MIMO) antennas along with advanced techniques such as cooperative localization, machine learning (ML) and user tracking. Given the ubiquitous presence of wireless networks and the associated availability of radio-frequency (RF) measurements, ML methods promise the highest accuracy, albeit at a higher deployment cost. In particular, in the offline training phase, ML methods use available RF measurements to create a fingerprint database of the wireless environment, hence we refer to this localization approach as wireless fingerprinting. The fingerprint database is then used in the online localization phase to compare the real-time RF measurement with the stored (measured or estimated) values associated with exact or estimated locations.

Recent advances in Deep Learning (DL) [4] have enabled particularly accurate localization, and such models trained with large amounts of data are considered the most promising enablers for the future LBS. However, the development and use of DL models involves additional technical complexity, increased energy consumption and corresponding environmental impacts. Recently, the impact of such technologies has received increased attention from regulators and the public, triggering related research activities [5]. One way to reduce the environmental impact of power-hungry AI technology is to increase the proportion of electricity from clean energy sources such as wind, solar and hydro. However, this must be complemented by further efforts to optimize energy consumption relative to the performance of existing and emerging technologies. Studies on estimating the energy consumption of ML models [6] show that the increasing complexity of models, manifested in the number of weights, the type of layers and their respective parameters, affects both their performance and energy efficiency. In DL architectures, one way to optimize the use of energy is to reduce the size of the filters, also referred to as kernels, that represent matrices used to extract features from the image. In these filters, we can adjust the amount of movement over the image by a stride. Another way is to adjust pools, which represent layers that resize the output of a filter and thus reduce the number of parameters passed to subsequent layers, making a model lighter and faster.
In this paper, we propose a new DL architecture that is an adaptation of ResNet18 for the indoor localization problem under consideration, and prove that its performance is comparable to the state of the art while being much more energy efficient. Our contributions are as follows:

- We design a new model with a kernel and a max pool that extract the most useful information from the subcarriers of a single antenna (e.g., those with the highest response), thus taking a different approach from the square kernel and pools of ResNet18.
- We elaborate on a methodology for computing computational complexity during training and operation of a DL architecture.
- In a carbon footprint study we show that the proposed DL model during training produces only 58% of the carbon footprint and maintains 98.7% of the overall performance.

The paper is organized as follows. Section II describes related work, Section III provides the problem statement, Section IV presents the proposed model and elaborates on methodological aspects, while Section V provides a comprehensive evaluation. Finally, Section VI concludes the paper.

II. Related Work

In this section, we first present some very recent related work on wireless fingerprinting for massive MIMO setups using deep learning, and then summarize the state of the art in energy-efficient design of ML models.

A. ML-based wireless fingerprinting

In [7], De Bast et al. proved that convolutional neural networks (CNNs) can be effectively used for wireless fingerprinting, and that more antennas significantly increase localization accuracy. They designed a model for a massive MIMO setup with 64 antennas, using stride 1 \( \times \) n (1D convolution). The model includes 13 convolutional layers and 3 dense layers, enhanced by skip-connection and drop-out layers. In [8], De Bast et al. proposed another model based on the dense convolutional network (DenseNet) [9] and evaluated its performance under LoS and NLoS conditions. They concluded that in addition to the direct signal paths, the model needs to exploit the multipath components for more robust and accurate positioning. The proposed dense blocks consist of 4 convolutional layers, skip-connection layers and concatenation layers. After each convolutional layer there is an average pooling layer and a batch normalization layer.

Using the same dataset as [7], Widmaier et al. [10] showed that objects that are in the line of sight can be localized better than those that are not. They also proved the robustness of their model by running it for a few days without any noticeable decrease in accuracy.

Cerar et al. [11] came to the same conclusion as [7], but on a different data set with a smaller MIMO array of 16 antennas. However, since they use 4 times fewer antennas than [7], [10] and [8], their results are less accurate.

Chin et al. [12] has proven that it is possible to use a MIMO setup with 16 antennas and channel state information (CSI) to fingerprint in the case of shielding, where GPS would not work. They have also shown how effective convolutional layers are compared to fully connected layers in DL. Also Sobhey et al. [13] designed their model for a MIMO setup with 16 antennas and used the k-nearest neighbors algorithm for wireless fingerprinting based on CSI, proving that the most reliable input feature is the magnitude.

Arnold et al. [14] used a MIMO orthogonal frequency division multiplex (OFDM) system for localization. By pre-training the neural network (NN) with LoS data, they significantly reduced the number of samples needed to achieve a good training result.

Finally, in [15] Foliadis et al. showed methods that allow reliable wireless fingerprinting when inconsistencies with the raw phase make CSI unreliable. They proved that developing a model that pooled over subcarriers rather than antennas was more appropriate, so in our architecture we also pool over subcarriers using a kernel of size 1 \( \times \) 4.

B. Carbon footprint

In [16], Hsueh analyzed the carbon footprint of machine learning algorithms and concluded that convolutional layers are power hungry because they operate in three dimensions, as opposed to fully connected layers which operate in two dimensions. The model with the fewest parameters (weights) showed the best trade-off between performance and carbon footprint. In [17], Verhelst et al. analyzed the complexity of CNNs and discussed hardware optimization techniques, mainly targeting the Internet of Things (IoT) and embedded devices.

In [18], Jurj et al. proposed four different metrics that account for different aspects of the trade-off between model performance and energy consumption, while in [6] Garcia et al. surveyed the energy consumption of various models. They proposed a taxonomy of power estimation models at the software and hardware levels and discussed existing approaches for estimating energy consumption. They stated that using the number of weights is not accurate enough and therefore calculating the number of floating-point operations (FLOPs) or multiply-accumulate operations (MACs) is required for accurate calculation of energy consumption. In our work, we also evaluate the carbon footprint of the compared models.

III. Problem Statement

Assuming a system with an antenna array of size \( N \times M \) receiving transmissions from an entity E located at a position \( p \) (x, y, z), we want to develop a model capable of estimating the spatial coordinates \( \hat{p} \) (\( \hat{x} \), \( \hat{y} \), \( \hat{z} \)) of E.

The model should be developed to predict the position \( \hat{p} \) of E as accurately as possible. We use two standard metrics to measure the distance between the actual position \( p \) and the estimated position \( \hat{p} \), namely the mean distance error \( MDE = E[|p - \hat{p}|_2^2] \) and the root mean square error \( RMSE = \sqrt{E[|p - \hat{p}|_2^2]} \).
At the same time, the model should consume less energy than the state-of-the-art models, subject to a minor performance degradation. To estimate the energy consumption for training a DL model, it is necessary to consider the number of FLOPs per type of layer used in the model architecture [6].

IV. PROPOSED DL NETWORK ARCHITECTURE

To achieve high localization performance and reduce energy consumption during training and operation of a DL model, we propose a multilayer model PirnatEco inspired by ResNet18 [19], shown in Figure 1. We chose ResNet18 because it is the least complex ResNet DL model and is more adaptable to less complex types of images constructed from time series, as is the case with localization. In Figure 1, each layer is visible and explained with its kernel size, type, number of nodes and in some cases stride and activation function.

1) Input: The first layer is a convolutional 2D layer (Conv2D) with a kernel size of 1 × 7 and a stride of 1 × 3, followed by a batch normalization and pooling layer with a pool size of 1 × 4. These kernels and pools are designed to move across the subcarriers of a single antenna, which is different from the square kernels and pools in ResNet18.

Next, we use adapted ResNet blocks with reduced number of weights, where the number of nodes doubles every four layers from 32 to 256, unlike ResNet18 which starts with 64. The kernel size in the blocks is 3 × 3, similar to ResNet18. Finally, PirnatEco uses LeakyReLU activation with a parameter alpha set to $10^{-3}$ at the fully connected (FC) layer with 1000 nodes, unlike ResNet18 which uses ReLU.

A. Methodology for calculating model complexity

Starting from the existing methods for calculating model complexity [17], we use the following equations to calculate the FLOPs for the layers and then the total FLOPs used by PirnatEco.

1) Fully connected layer: A fully connected (FC) layer performs MAC operations. Their number depends on the input size $I_e$ and the output size $O_s$. A MAC consists of 2 FLOPs. For layers that use rectifying linear units (ReLU), the output size has to be added to the results of the product, as shown in Eq. 1

$$F_{pe} = 2 I_e O_s + O_s$$ (1)

2) Convolutional layer: A convolutional layer consists of a set of filters of size $K_r \times K_c$ used to scan an input tensor of size $I_r \times I_c \times C$ with a stride $S$. Moreover, the number of all FLOPs per filter $F_{pf}$ is given by Eq. 2

$$F_{pf} = (\frac{I_r - K_r + 2P_r}{S_r} + 1)(\frac{I_c - K_c + 2P_c}{S_c} + 1)(2CK_c + 1)$$ (2)

The first term of the equation gives the height of the output tensor, where $I_r$ is the size of the input rows, $K_r$ is the height of the filter, $P_r$ is the padding and $S_r$ is the size of the stride. The second term represents the same calculation for the width of the output tensor, where the indices in $I_c$, $K_c$, $P_c$ and $S_c$ correspond to the input columns. The last term provides the number of computations per filter for each of the input channels $C$ that represent the depth of the input tensor and the bias.

The number of FLOPs used throughout the convolutional layer is equal to the number of filters times the flops per filter given in Eq. 2, i.e. $F_c = (F_{pf} + N_{pf}) N_f$. However, in the case where ReLU are used, one additional comparison and multiplication are required to calculate the number of FLOPs used in one epoch $F_{pe}$. We therefore added the number of FLOPs used for each filter and the number of instances for each filter and then multiplied by the number of all filters $N_f$:

$$F_c = (F_{pf} + (2CK_c + 1))N_f$$ (3)

3) Pooling layer: The pooling layer is responsible for downsampling the height and width of the input tensor. No padding is performed when pooling, and there is only one filter in it, therefore the number of FLOPs per pooling layer $F_p$ is given by:

$$F_p = (\frac{I_r - K_r}{S_r} + 1)(\frac{I_c - K_c}{S_c} + 1)(2CK_c + 1)$$ (4)

4) Final model: The process of training the model involves sequential forward and backward propagation through the different layers of the architecture. During forward propagation, the network computes the loss based on the initialized weights. During backward propagation, it updates the weights and
biases based on the gradients it computed against the loss. Training is carried out in epochs, where an epoch involves going forward and then backward through all available training samples. Prediction, on the other hand, requires only one forward pass through the network.

The number of operations in a DL architecture depends on the number and types of layers $L$ and can be computed as:

$$M_{FLOPs} = \sum_{i=1}^{L} F_i,$$  

(5)

where $F_i$ refers to the $i^{th}$ layer of the architecture and corresponds to a fully connected $F_{pe}$, convolutional $F_c$ or pooling $F_p$ layer. The energy consumed during the forward propagation $E(f_p)$ of the training process corresponds to the energy required for making a forward pass multiplied by the size of the training data $training\_samples$ and the number of epochs, as shown in Eq. [5]

$$E_{f_p} = \frac{M_{FLOPs}}{GPU\_performance} \times (training\_samples \times epochs)$$  

(6)

where $GPU\_performance$ is measured in FLOPS/Watt, and FLOPS stands for FLOPs per second. Computing the energy for backward propagation is a more challenging step, so we approximate it as $E_{bp} = 2 \times E_{f_p}$, since we know that backward propagation is generally more computationally intensive and on ResNet20 it takes about twice as long to compute as forward propagation [20]. Therefore the energy required for training $E_T$ is:

$$E_{training} = E_{f_p} + E_{bp} = 3 \times E_{f_p}$$  

(7)

Once we use the trained model in production, the energy required for prediction is equal to the energy required for a forward pass $E_{prediction} = M_{FLOPs}/GPU\_performance \times input$, where input is the number of input samples for the prediction.

B. Model training and evaluation methodology

To develop a localization model, we used CSI and GPS measurements from the publicly available CTW 2019 challenge[4] dataset. To train and test the model, we generated four different evaluation datasets with different splits between training and testing data areas in a 9 : 1 ratio, labelling the obtained evaluation sets as Random, Narrow, Wide and Within as in [11]. Thus, we trained and tested the model with 15723 and 1748 samples in batches of 32 samples, respectively. In each epoch, we went through 17471 x 32 samples. Weights were updated using stochastic gradient descent (SGD) with a learning rate of 0.01 and momentum of 0.9. We also ran tests with other learning rates (i.e. 0.04, 0.02, 0.005) and moments and selected the best values.

When calculating the computational cost of model training $E_{training}$ (Eq. [7]) and operation $E_{prediction}$, we considered the number of FLOPS per watt of power of the NvidiaT4 graphics cards, since they are used by Google Colab[5] on which we conducted our research. Furthermore, we calculate the carbon footprint assuming that electricity is produced with a footprint of 250 g of CO₂ equivalent per kilowatt hour, as determined for the west coast of the USA from electricitymap.org.

---

3https://data.ieeemlc.org/Ds1Detail

5https://colab.research.google.com/
in Figure 4 It can be seen that the performance improvement slows down after 85 epochs for the Random category and after 15 epochs for the Wide category. Accuracy for the Narrow category shows the worst results, with no obvious relation between accuracy and epochs, while for the Within category the best performance is obtained after 20 epochs and slightly deteriorates after 50 epochs. Considering these results, we used 85 epochs in the Random category, 15 epochs in the Narrow and Wide categories, and 20 epochs in the Within category. For comparison Chin et al. [7] needed 67, 30, 23 and 31 epochs, while Cerar et al. [11] needed 181, 32, 34 and 68 epochs, respectively.

Further insight into the quality of the proposed model is provided by the histograms in Figure 4 depicting the distribution of predictions as a function of MDE for different dataset splits. In the case of Random, the spread of MSE values is very narrow around very small values and shows high accuracy. In the case of Narrow, the dispersion is relatively large and forms a bell around 1.2 m. In the case of Wide, the bell is narrower and higher around 0.8 m with relatively few outliers above 1.5 m, while in the case of Within the spread is relatively large but still with most values below 1 m.

B. Performance comparison with the state of the art

Table I summarizes different proposed localization models in terms of number of weights and accuracy in the four considered evaluation categories. As explained in the previous subsection and also evident in the table, the most accurate localization was obtained using the Random category, where the training and test samples are much closer to each other and both distributed across the entire area of interest, thus reducing the effects of unbalanced training. The difference in the success of the neural network structures compared is quite large. The worst performing model, De Bast et al. [7], is more than a meter away from PirnatEco, but also has 7.75 times fewer weights. The best performing results are less than 2 cm away from ours and have at least four times more weights.

However the results were not as far apart in other evaluation categories. Our structure did not perform as well in the Within category, which was second in the overall localization accuracy achieved. We believe that this can also be explained by the aforementioned logic of balanced and unbalanced training. In this category, the differences were actually the smallest, and all models achieved accuracy within the range of 20 cm.

The worst results were obtained for the Narrow category, which had the largest difference between training and test datasets, followed by the Wide category with slightly more balanced training, but which still did not produce as accurate results as the Within or Random categories. However, our model was among the best performing also in the Narrow and Wide categories.

C. Environmental costs for training and prediction

Finally, we also evaluated the best performing models from Table I in terms of the carbon footprint for their training. The calculated carbon footprints for the selected models are
Table II: CO₂ footprint used in training

| Model    | carbon footprint | FLOPs | energy  |
|----------|------------------|-------|---------|
| PirnatEco| 10.6 g CO₂ eq.   | 345 · 10⁶ | 152 kJ  |
| Chin et al. [12] CNN | 18.3 g CO₂ eq. | 535 · 10⁶ | 264 kJ  |
| Cerar et al. [11] CNN4R | 176.9 g CO₂ eq. | 2479 · 10⁶ | 2547 kJ |

The results represent an average energy consumption and carbon footprint needed for training a model for one of the four presented categories. The results show that on average PirnatEco produces only 6% of the carbon footprint of CerarCNN4 and 58% of ChinCNN, while their performance is very comparable, i.e. our model achieves 99.4% of the performance of CerarCNN4 and 98.7% of the performance of ChinCNN.

In Figure 5, we plot the calculated CO₂ emissions as a function of the number of location predictions. The final number in the graph shows CO₂ emissions produced if we made only one prediction for each mobile user in 2025 when the estimate number of mobile users is supposed to exceed 7.4 billion.

![Figure 5: Carbon footprint vs predictions made in logarithmic scale](image)

VI. CONCLUSIONS

In this paper, we propose a new DL architecture used in the PirnatEco model for indoor positioning, paying special attention to energy efficiency during training and operation with only minor performance degradation compared to similar models. In developing the architecture, we started from the ResNet18 architecture and (i) reduced the size of the filters and (ii) adapted the pools, while being aware of the specificities of the data available for the problem. Since there is a paucity of work evaluating the energy efficiency and computational complexity of DL models, we also elaborated the methodology to benchmark the three best performing models in terms of their carbon footprint for training and prediction. We have shown that it is possible to develop DL models for wireless fingerprinting localization that optimize both accuracy and environmental cost, providing a viable alternative to models that focus only on accuracy.
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