Long hauling eco–driving: heavy–duty trucks operational modes control with integrated road slope preview

Gustavo R. Gonçalves da Silva¹ and Mircea Lazar¹

Abstract—In this paper, a complete eco–driving strategy for heavy–duty trucks (HDT) based on a finite number of driving modes with corresponding gear shifting is developed to cope with different route events and with road slope data. The problem is formulated as an optimal control problem with respect to fuel consumption and trip duration, and solved using a Pontryagin minimum principle (PMP) algorithm for a path search problem, such that computations can be carried out online, in real–time. The developed eco–driving assistance system (EDAS) provides a velocity profile and a sequence of driving modes (and gears) recommendation to the driver, without actively controlling the HDT (human in the loop) and, in practice, allows contextual feedback incorporation from the driver for safety. Simulation results show that the developed methodology is able to provide a velocity profile for a complete route based on known road events and slope information while satisfying all truck operational constraints.

Index Terms—Eco–driving, heavy–duty trucks, Pontryagin minimum principle, optimization, driving modes.

I. INTRODUCTION

In a continuous effort to reduce CO₂ emissions, advanced driver or eco–driving assistance systems (AD/EDAS) for heavy–duty vehicles (HDV)—which are responsible for about one quarter of the road transport CO₂ emissions in the European Union [1]—have been in the core of recent technology developments for fossil fuels consumption reduction [2], [3], [4], [5], [6], [7], [8], [9]. Besides, an increased fuel saving also provides a financial incentive, for both internal combustion engines (ICE) and electrical or hybrid motors (longer trips before recharging batteries).

Eco–driving (ED)—see the seminal survey paper [3]—is a driving strategy that aims to minimize fuel consumption (and, as consequence, emissions) by determining an optimal velocity profile, which can be defined as an optimal control problem (OCP). Strategies that pursue the direct control of engine and service breaks torques, and even gear positions, can be very powerful in the sense of fine control of the HDV dynamics, specially if considering active feedback in the loop; see, e.g., [3], [10], [11], [12], [13]. On the other hand, difficulties for real–time implementation of such strategies include safety issues, additional actuator costs and computational time of such optimization problems. Hence, this strategy is mostly applied in driving scenarios where minimum operation is required and automated driving is currently possible, such as adaptive/predictive cruising control (A/PCC) [14], [8]. Conversely, EDAS works as an adviser for the driver, which in turn decides to apply or not the advice based on contextual feedback—accounting for safety and no powertrain modifications—, such that one has a driver-in-the loop (DIL) control framework [2], [8], [15], [16]. These advice can be delivered utilizing speech, visual interfaces and haptic technology.

Recent studies [15], [8], [9] in which the low–level inputs OCP are abstracted into a driving modes (corresponding to actual operation points of the truck) problem have shown promising results for fuel savings and reduced computational complexity (in the order of less than 1 second for a given segment). This approach allows the computation of the eco–driving advice in real–time, triggered by data–driven events. In these works, optimization was carried either by implementation of Pontryagin minimum principle (PMP) or an event–triggered shrinking horizon model predictive control (MPC). These works mainly improved the truck longitudinal model and enlarged the set of possible control inputs, but they all considered only deceleration scenarios in a flat—or negligible slope—road.

In long–hauling situations the starting and ending points of the trip are usually known beforehand, and much of the route information can be obtained before the journey starts. In these cases, slope information can also be previewed and it can be pre–processed in order to obtain uphill, downhill and negligible slope sections (like PCC).

In this paper we extend the driving modes ED strategy to include slope preview in its solution, while still solving the corresponding hybrid optimization problem via a PMP [17], [18] approach. As a consequence of inclusion of road slopes in the control problem, addition of two other operational modes are required, namely: acceleration mode and downhill mode. Moreover, because of the addition of the acceleration mode, the developed EDAS is actually able to provide recommendations for the complete route instead of just a deceleration event. Hence, in this work we design a fully operational EDAS that can provide real–time optimized velocity profiles and driving modes advice to the HDT driver.

II. HEAVY–DUTY TRUCK MODELING

In this section we introduce the main modeling components of the HDT and the driving modes.
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A. Engine and retarder models

The engine speed (in RPM) as related to the wheel velocity is given by

\[ \omega_e = \begin{cases} \frac{30i_e i_t(y)}{\pi r_w}, & \text{if the gearbox is engaged} \\ \omega_{idle}, & \text{otherwise} \end{cases} \]  

where \( r_w \) is the wheel radius, the rear axle transmission ratio is \( i_e \) and \( i_t(y) \) is the transmission ratio at gear \( y \). When the gearbox is not engaged, the engine keeps revolving at a constant speed \( \omega_{idle} \).

The engine fuel map (in g/s) is the same as in [8] and the points are fitted with a second–order bivariate polynomial

\[ \dot{m}_f = \sum_{i=0}^{2} \beta_{i0} \omega_e^i + \sum_{j=1}^{2} \beta_{0j} T_e^j + \beta_{11} \omega_e T_e. \]  

The fitted surface is portrayed in Fig. 1. The corresponding maximum engine torque \( T_{e,m} \) and internal friction torque \( T_f \) (also called engine drag torque) are modeled as

\[ T_{e,m} = t_{c0} + t_{c1} \omega_e + t_{c2} \omega_e^2 \]  

\[ T_f = a_0 + a_1 \omega_e + a_2 \omega_e^2. \]  

B. Longitudinal dynamics

Since in our problem we are also interested in including road slope preview and this information is usually obtained in distance samples just like regular traffic events (like red lights, stop signs), let us first introduce the transformation from time–domain to space–domain:

\[ \frac{dv}{ds} = \frac{dv}{dt} \frac{dt}{ds} = \frac{dv}{dt} \frac{1}{v}. \]  

Thus the truck longitudinal dynamics can be modeled as

\[ \frac{dv}{ds} = \frac{1}{m + \frac{J_{yw}(y)}{r_e^2}} v \left( \frac{i_e i_t(y)}{r_w} (\eta(T_e - T_{fr}) - T_{eb}) - F_r \right), \]  

where \( m \) is total mass of the vehicle, \( J_{yw}(y) \) is the equivalent inertia of the rotational parts of the truck at gear \( y \), and \( \eta \) is the combined engine and gear efficiency. The total resistance force (rolling, gravitational and aerodynamic forces) \( F_r \) is given by

\[ F_r = mg(C_r \cos \alpha + \sin \alpha) + \frac{\rho C_{dA} v^2}{2}, \]  

in which \( C_r \) is the rolling coefficient, \( \alpha \) is the road air density and \( C_{dA} \) the combined air drag coefficient times the truck frontal area.

Optimal control problems based directly on (7) have the engine torque \( T_e \) and the retarder engine braking torque \( T_{eb} \) as continuous control inputs. Coupled with the integer gear decision variables \( y \), these problems become automatically a mixed integer non–linear OCP. This type of HOCP is inherently hard to solve and in many cases are not computationally feasible for real–time applications.

Besides, actual driver behavior imposes some additional deadlock input constraint. For instance, \( T_e \) and \( T_{eb} \) should not be active at the same time. Also, if \( y = 0 \), then \( T_{eb} \) should not be active and \( T_e \) is a constant; at the same time, this constant \( T_e \) should not produce any propulsion torque in the model. These constraints combined actually allow us to describe the driver and the truck behaviors into specific driving modes.

C. Driving modes

In this section we describe 6 different driving modes that cover, at least, all the driving behaviors required for the solution of our problem. Let \( i \in \{1, \ldots, 6\} = S_M \) be the set of driving modes and \( y \in \{0, \ldots, 12\} = S_G \) be the set of gears, where \( y = 0 \) means neutral. We then define the driving mode \( q \) as \( q : N_{\geq 1} \rightarrow S_M \times S_G =: Q \).

Each of these driving modes represent one realistic configuration of the truck (without any addition of further binary selection inputs) such that each one has its own fixed version of (7) described by \( f_q \). The translation of the possible dynamics into given driving modes is one step further into the problem type simplification, since for each mode the continuous input profile is fixed, which will render the problem a path search problem between the driving modes and their respective gear.

1) Cruising mode: In cruising mode the engine provides only enough power to keep the truck at a constant velocity. This implies that

\[ f_q = 0. \]
The requested engine torque to keep the truck at a constant velocity is computed such that

\[ T_e = \frac{r_w}{i_r i_t(y)\eta} F_r + T_{fr} \leq T_{e,m}, \tag{10} \]

and the fuel consumption is then given by \( \dot{m}_f(\omega_e, T_e) \).

Notice that because we are considering slope information, cruising itself (i.e., constant velocity driving) can be achieved in different ways. Thus, whenever we refer to cruising as a mode, this will imply that the engine needs to provide power to keep constant velocity.

2) Eco–rolling mode: Eco–roll mode is a special case of the gearbox state. In this case, the gear is set to neutral \((y = 0)\) and the HDT glides only on the resistance forces. Its dynamics are expressed by

\[ f_q = \frac{-F_r}{\left(m + \frac{J_m(y)}{r_e^2}\right)v}. \tag{11} \]

In this mode the engine operates at a constant engine speed \(\omega_{idle}\) and constant engine torque leading to a constant fuel consumption \(\dot{m}_f = m_{f, idle}\).

3) Coasting mode: In coasting mode, the gearbox is engaged in one of the gears \(y > 0\), such that the internal engine friction adds another resistant torque. This is expressed by

\[ f_q = \frac{-1}{\left(m + \frac{J_m(y)}{r_e^2}\right)v} \left(\frac{i_r i_t(y)}{r_w} \eta T_{fr} + F_r \right). \tag{12} \]

In this case, the engine revolves based on the wheel speed, so there is no fuel consumption, i.e., \(\dot{m}_f = 0\).

4) Engine breaking mode: In this mode, we consider that the retarder operates in its maximum torque line \(\S\) to deliver enough breaking force to the vehicle, such that the state dynamic is given by

\[ f_q = \frac{-1}{\left(m + \frac{J_m(y)}{r_e^2}\right)v} \left(\frac{i_r i_t(y)}{r_w} \eta T_{fr} + T_{eb,m} + F_r \right). \tag{13} \]

Moreover, because the retarder is coupled to the gearbox, and the engine revolves based on the wheel speed, then there is no fuel consumption \(\dot{m}_f = 0\).

5) Downhill mode: This is a special case of the engine breaking mode and it only applies when \(F_r < 0\). In this case, the available retarder torque, but not necessarily its maximum, is used to keep the vehicle in a constant velocity while going downhill, that is,

\[ f_q = 0. \tag{14} \]

In order to keep this constant velocity, the engine break torque is computed such that

\[ T_{eb} = -\frac{r_w}{i_r i_t(y)} F_r - \eta T_{fr} \leq T_{eb,m}. \tag{15} \]

Finally, there is also no fuel consumption \(\dot{m}_f = 0\).

6) Maximum torque acceleration mode: Even though acceleration can be achieved at many different engine torque points, in order to fix it as a driving mode, we will assume that it is done using the maximum torque line, i.e., \(T_e = T_{e,m}\) in \(\S\). This is suggested since full throttle acceleration is considered to be the most efficient way to gain speed \([19]\). Thus the longitudinal dynamics take the form

\[ f_q = \frac{1}{\left(m + \frac{J_m(y)}{r_e^2}\right)v} \left(\frac{i_r i_t(y)}{r_w} (\eta(T_{e,m} - T_{fr})) - F_r \right), \tag{16} \]

and the fuel consumption is then given by \(\dot{m}_f(\omega_e, T_{e,m})\).

D. Driveability and comfort constraints

For the envisioned EDAS advice to be well–received by the drivers and put to practice, then some practical driveability—the consumer perception of the vehicle—and comfort constraints (which can be very subjective) must also be taken into account. In this work, the main constraint will be placed on the maximum acceleration and deceleration of the truck (notice that \(v f_q\) gives acceleration in \(m/s^2\)).

These constraints usually depend on the type of driving: for example, maximum acceleration and jerk are analyzed for a Pulse and Glide behavior in \([20]\), whereas in \([21]\) acceleration is analyzed for comfort riding in a shuttle bus (which may include standing–up passengers), yielding \(a_{max} = 1.2 \, m/s^2\), and \(a_{min} = -0.7 \, m/s^2\). On the other hand, uphill scenarios may require additional acceleration. Thus, in this paper we imposed the following constraint

\[ a_{max} = -a_{min} = 2 \, m/s^2. \tag{17} \]

The formulation with driving modes also requires some attention: a solution that requires frequent mode switching may also not be practical. More specifically, we noticed a frequent switching from eco–rolling to coasting mode and back, when the truck is going down a hill while already at the maximum legal velocity. In order to avoid this behavior, we remove eco–rolling mode from the search if all three conditions below hold

1) \(\operatorname{sign}(F_r) = -\operatorname{sign}(f_{q2})\);
2) \((v_{lim} - v) < 1.5 \, km/h\);
3) previous mode not eco–rolling.

III. OPTIMAL CONTROL PROBLEM FORMULATION

The main goal in a eco–driving solution is to reduce the fuel consumption over the journey. However, if this is the only cost being minimized, then the optimal solution is always driving in low velocities. Or in the most degenerating case, not moving at all. Practical applications, especially in delivery situations, also penalize the trip duration. Hence, we formulate the cost function as

\[ J = \int_{s_0}^{s_f} \left( W_1 \frac{\dot{m}_f(q)}{v} + W_2 \frac{1}{v} \right) ds, \tag{18} \]

where \(W_1\) and \(W_2\) are fuel consumption and trip duration weights, respectively. Let \(J\) represents the mechanical work.
developed by the truck. This means that the integrand \( g_q(v) \) has units of newtons N, \( W_1 \) is \( m^2/s^2 \) and \( W_2 \) is \( kgm^2/s^3 \). Thus the ratio \( W_2/W_1 \) is \( kg/s \) which is a measure of the average fuel consumption per distance.

Hence, the OCP can be formulated as

\[
\min_{\{q\} \in \mathbb{N}[1, N]} J
\]

subject to \( \frac{dv}{ds} = f_q \)

\[
v_{\text{min}} \leq v \leq v_{\text{lim}} \\
a_{\text{min}} \leq \dot{v} \leq a_{\text{max}} \\
\omega_{\text{min}} \leq \omega \leq \omega_{\text{max}} \\
0 < T_e < T_{e,m} \\
0 < T_{eb} < T_{eb,m} \\
v(s_0) = v_Q \text{ and } v(s_f) = v_f.
\]

Notice that problem (19) is slightly reduced to a mode search over the feasible driving mode sequence, i.e., for \( q \in \mathbb{Q} \).

One way to solve problem (19) is via Pontryagin minimum principle (PMP) [17], [18], [15], [9], if constraints along the path are omitted, i.e., only the two–point boundary (TPB) constraints are considered. For that, we define the Hamiltonian for each subsystem \( q \) associated to the control problem as

\[
H_q = g_q(v) + \lambda f_q,
\]

where \( g_q(v) \) is defined in [18], \( f_q \) is one of [9], [11], [12], [13], [14], and the variable \( \lambda \) is known as costate [17], [18], [22]. Notice that with the discretization of the road segment, which implies discretization of the state dynamics, and the enumeration of the possible driving modes, our problem is transformed into path search problem such that constraint violation can be dealt with by simply removing the node from the path search.

The optimal \( q \) on distance sample \( s_k \) is found by:

\[
q^{k*} = \arg \min_{q \in \mathbb{Q}} H_q^{k+1}(v_{k+1}, \lambda_{k+1}),
\]

that is, at each distance sample \( s_k \), we compute the Hamiltonian for all subsystems (i.e., modes and respective gear), and select the mode/gear that yields the minimum of them all.

### A. Discrete HOCP

In order to further simplify the computational complexity of the OCP, the problem is discretized into \( N \) distance samples of length \( \Delta s = \frac{s_f - s_i}{N} \) on which it is assumed the driving mode \( q \) is piecewise constant on each interval \( s \in (s_k, s_{k+1}], k = 0, \ldots, N \) [15], [9]. The cost function then becomes

\[
J_d = \sum_{k=0}^{N-1} g_q^k(v_{k+1})\Delta s
\]

and the state and costate updates are given by

\[
v_k = v_{k+1} - \frac{\partial H^{k+1}_q}{\partial \lambda} \Delta s,
\]

\[
\lambda_k = \lambda_{k+1} + \frac{\partial H^{k+1}_q}{\partial v} \Delta s,
\]

\[
H_q^{k+1} = g_q^k(v_{k+1}) + \lambda_{k+1} f_q.
\]

Notice that with the discretization of the road segment, which implies discretization of the state dynamics, and the enumeration of the possible driving modes, our problem is transformed into path search problem such that constraint violation can be dealt with by simply removing the node from the path search.

The optimal \( q \) on distance sample \( s_k \) is found by:

\[
q^{k*} = \arg \min_{q \in \mathbb{Q}} H_q^{k+1}(v_{k+1}, \lambda_{k+1}),
\]

that is, at each distance sample \( s_k \), we compute the Hamiltonian for all subsystems (i.e., modes and respective gear), and select the mode/gear that yields the minimum of them all.

### B. Implementation issues

1. **Forward Euler discretization:** In previous works [15], [9] direct application of the forward Euler forms (25) and (26) were applied. However, in these same works, actual slope data was not considered. In order to improve numerical stability of the algorithm due to these variations on the slope data, updates (25) and (26) are performed using a Runge–Kutta type 4 integration method [23].

2. **Minimum velocity and convergence:** Notice that the velocity derivatives for every mode depend on the inverse of the current velocity. This imposes an undefined dynamics if the truck reaches standstill position, i.e., when \( v = 0 \). In order to avoid this issue, we imposed the following constraint

\[
v_{\text{min}} = 8 \text{ km/h}.
\]

This means that standstill velocity events, like red lights, are also treated as \( 8 \text{ km/h} \), and we assume the truck reaches \( 0 \text{ km/h} \) by its own inertia or short application of regular brakes.

Furthermore, since we solve the problem backwards in time, convergence to the initial velocity constraint \( v_0 \) is assessed via two error threshold of different magnitudes. We say the optimization has converged:

- if for every new \( \lambda^*_N \), the error \( |v_0 - v^*_0| \leq 0.01 \text{ km/h}; \)
- or
The second condition is useful to avoid new iterations, and thus longer optimization time, when the costate (and thus the optimized velocity profile) is only marginally changing.

3) Costate initialization: Note that the choice of $\lambda_N$ fully determines the state trajectory; however the value of $\lambda_N$ that leads to $v_0$ is initially unknown. Costate initialization in TPB value problems is a fundamental issue in shooting methods (and thus in PMP) [3], and there is no formal method that can address the initialization problem. For this work we applied the same approach in [9] where a bi–section search scheme based on the error sign is used.

4) Path constraints: In order to still apply PMP, path constraints are dealt with indirectly, as follows. During the backwards generation of the velocity profile and costate trajectory, path constraints are checked and if a violation is detected, the corresponding mode is not included in the Hamiltonian evaluation. In case no combination of mode/gear satisfy all the constraints at a given sample, either acceleration or cruising mode is selected in order to force an incorrect $v_0$, so $\lambda_N$ is updated in the next iteration. If any solution can be found, then no advice is given.

IV. ROUTE INFORMATION

In long–hauling situations the starting and ending points of the trip are usually known beforehand, and much of the route information can be obtained a priori. For example, static road events—and where they happen—like red lights, stop signs and changing in speed limit are easily available.

These static road events can be used to define the TPB value problem, where the initial velocity is the current HDT velocity and the final velocity is defined by the event type.

Furthermore, slope information can also be obtained and it can be pre–processed in order to obtain uphill, downhill and negligible slope sections. Determining uphill and downhill sections beforehand is very much alike what PCC—which is already installed in many HDT nowadays—does, so this also makes the information feel more “at home” for the driver. It also helps finding places where one can use the slope to accelerate or prepare for a steep uphill.

In this way, instead of finding the optimal velocity profile for the complete route at once, the profiles are obtained for each segment. This allows a procedure where, if the driver decides not to follow an advice for the current segment, we only need to recompute the next one.

An example of the output of such pre–processing is presented in Fig. 2 for a small route going from the United World College of Maastricht, Maastricht, The Netherlands to the entrance of Valkenburg, the Netherlands, via N590. The elevation profile is relative to the initial position, and changes in maximum speed tells the limit from that point onward.

V. ILLUSTRATIVE EXAMPLE

In this section we provide a simulation result of our proposed methodology using real route information for the route presented in Fig. 2. For the simulation, the truck parameters are given in Table I and the engine speed is limited between $\omega_{min} = 550$ rpm and $\omega_{max} = 2200$ rpm.

In this example we solve the OCP for each segment of the route in Fig. 2. For red lights we always assume the worst case scenario, such that the driver needs to stop. Notice that since this is an advice, if the driver sees that the red light is actually green as he approaches it, they can decide to overwrite the advice (for example, by pressing the throttle pedal again). We first provide a simple comparison with a solution using the continuous input model, and solved using CasADi/IPOPT, just like in [8]. We then provide the solution for the full route using our PMP approach.

A. Comparison with continuous inputs

For the comparison we chose to solve for the segment 14 (between 8 and 9 km approximately), where the truck leaves a turn at 36 km/h and should reach a speed of 50 km/h, while the maximum speed in the segment is 80 km/h. Furthermore, the slope distance points are rounded to a meter such that the solution with a small deviation at the when the the solution with IPOPT accelerates again. However, computational time for the first case was about 7 minutes with a cost function of $J = 2136$, while for PMP was 0.5 seconds with $J = 2011$. Although the difference in cost function value is non–significant and may differ only due to numerical integration, the computational time difference is large and shows that our approach is deemed to real–time implementation.
Fig. 3. Optimized velocity and gearshift profiles for the solution using the continuous-time inputs.

TABLE II

| segm. time | segm. time | segm. time | segm. time | segm. time |
|------------|------------|------------|------------|------------|
| 1          | 0.40       | 7          | 0.02       | 13         | 0.41       |
| 2          | 0.49       | 6          | 1.29       | 4          | 0.04       |
| 3          | 0.40       | 6          | 1.45       | 9          | 0.02       |

B. Full route solution with PMP

For the complete solution of the route, we have first reduced the discretized interval to $\Delta s = 1$ m, allowing better control of the driving modes changes. The combined velocity profile for each of the 15 segments and the respective driving mode is shown in Fig. 5. The computed fuel consumption for this route is 4.018 kg ($\approx 4.727$ L) with an estimated trip duration of 11.5 minutes.

Notice that, whenever possible, the optimized profile leads to accelerating to the maximum legal velocity, which is coherent with penalizing the trip duration. Besides, deceleration is always possible with one of the decelerating modes, so no disc–breaking is required. Furthermore, for approximately the last 2 km, almost no fuel is used, only for idling in eco–roll while gaining speed using the slope.

In Table III we show the computational time of the optimization in each segment, for the code running in MATLAB® in a Intel® Core™ i7-9750H CPU @ 2.60GHz. In [8], where only the deceleration scenario in a flat road is considered, computational time for a nonlinear MPC approach by direct torque optimization is on the order of 0.4 s. On the other hand, for the approach with driving modes, they obtained a computational time of 0.33 s using the IPOPT optimization toolbox with a much coarse grid of $\Delta s = 20$ m. In our case, with real slope data and a finer grid, the computation time stays below the mark of 2 seconds for every segment, which is already applicable in real–time. If further we consider the implementation in a dedicated ECU running a C/C++ code, it is expected this time can drop by at least 10 times [24].

It is worth to mention that it is also possible to achieve real–time feasible solutions to the eco–driving problem by analytic methods for solving the OCP without driving modes, as done in [3]. In fact, these methods, which involve certain problem specific simplifications/assumptions, could be adapted to our OCP problem with driving modes in order to

Fig. 4. Optimized velocity and gearshift profiles, and driving modes advice for the solution with the PMP approach.

Fig. 5. Optimized velocity and gearshift profiles, and driving modes sequence. The legend on the elevation plot is with respect to the velocity profile and gear shift plot; it was placed on the lower plot due to space constraints.
obtain a fast estimate of the initial costate/optimal velocity trajectory.

VI. CONCLUSIONS

In this paper, a complete eco–driving strategy based on a finite number of driving modes for HDTs in long–hauling scenarios was developed to cope with different route events and also real road slope data preview. The developed EDAS allows contextual feedback incorporation from the driver because it only provides a recommendation of driving modes, that can be computed in real–time. Simulation results showed that the developed methodology was able to provide a velocity profile for a complete route based on known road events and slope information while satisfying all truck operational constraints.

It is of interest to further validate the developed eco–driving methodology by using the VECTO tool [25] and further comparison with the corresponding OCP without the driving modes. Inclusion of real-time information such as current traffic, red light state, and preceding vehicle can also be considered.
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