Abstract
In the present work we formally extend the theory of port-Hamiltonian systems to include random perturbations. In particular, suitably choosing the space of flow and effort variables we will show how several elements coming from possibly different physical domains can be interconnected in order to describe a dynamic system perturbed by general continuous semimartingale. Relevant enough, the noise does not enter into the system solely as an external random perturbation, since each port is itself intrinsically stochastic. Coherently to the classical deterministic setting, we will show how such an approach extends existing literature of stochastic Hamiltonian systems on pseudo-Poisson and pre-symplectic manifolds. Moreover, we will prove that a power-preserving interconnection of stochastic port-Hamiltonian systems is a stochastic port-Hamiltonian system as well.
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1 Introduction

The mathematical formulation of port-Hamiltonian systems (PHS) and Dirac manifolds is long-standing. Starting from its first formulations (Courant 1990; Dalsmo and Van Der Schaft 1998; Dalsmo and Van der Schaft 1997), it has been generalized along years to cover a heterogeneous set of applications, spanning from passivity-based control of mechanical systems (Ortega et al. 2002), to process control (Ramirez et al. 2013), from mechatronics (Morselli and Zanasi 2008), to computer science applied to motors related problems (Yu et al. 2012).

From a mathematical point of view, the port-Hamiltonian framework is a combination of coordinate-free geometric Hamiltonian dynamics together with a port-modeling perspective. In particular, the equations of motion describing the dynamics of a physical system are given together with the interconnection structure of the network model which provides a geometric structure, known as the associated Dirac structure, representing the energetic topology of the system. In particular, a Dirac structure can be seen as a generalization of (pseudo) Poisson and pre-symplectic structures. This implies that PHS are primarily geometric objects, whose main and most general representation is implicit and based on a coordinate-free geometric formulation (Secchi et al. 2007; van der Schaft 2000; van der Schaft et al. 2014).

The classical approach to geometric mechanics is given via Poisson and symplectic structures (Holm et al. 2009; Holm 2008a, b). Dirac structures overcome both formulations, allowing to describe the underlying structure of the system via a mixed set of differential and algebraic constraints. Therefore, it is possible to formulate the general notion of implicit port-Hamiltonian system, the core of it being represented by the geometric notion of Dirac structure, describing the power interconnection of the system. This is the fundamental reason why the Dirac structure constitutes the key ingredient for the port-Hamiltonian formalism: it reflects both physical properties and invariants.
of the system. Moreover, they can also be used to study relevant problems related to *non-equilibrium thermodynamics* (Gay-Balmaz and Yoshimura 2018, 2020).

The main goal of the present research is to generalize port-Hamiltonian systems by formally introducing stochastic port-Hamiltonian systems (SPHS). The resulting class of stochastic systems will be shown to be general enough to include stochastic dynamics of (controlled) physical and mechanical systems in a random environment as well as systems characterized by parameters uncertainty that has to be modeled as random variables.

The need for the proposed SPHS generalization is twofold. On one side, even if a deterministic time evolution of a system is assumed, it is often unrealistic to accurately estimate the driving parameters characterizing it, so that we are forced to take measurement errors into account (Lázaro-Camí and Ortega 2008; Tsionas 2002). On the other side, a system typically interacts with an environment whose behavior and characteristics are not completely known. This results in a fundamental ignorance about the real influence of the environment on the system whose dynamics we want to describe. A possible solution to such an issue can be to analyze the external environment as described by a random vector field (Holm and Tyranowski 2016; Holm 2015; Lázaro-Camí and Ortega 2008). We would also like to mention that high sensitivity of some physical systems to certain parameters is often efficiently tackled via probabilistic methods (Bessaih and Flandoli 1999; Eyink 2001; Flandoli 2018).

The above reasons demand for a setting which allows to include stochastic Hamiltonian systems and stochastic dynamics on Poisson and symplectic manifolds. Poisson Hamiltonian dynamics has been first introduced in the stochastic case in Bismut (1982), and it has been generalized over the years, see Holm (2008b), Lázaro-Camí and Ortega (2008) and the references therein. In particular, such a treatment starts from classical deterministic Hamilton equations of motion that, on a Poisson manifold, read as

\[ \dot{x} = \{x, H\} =: X_H(x), \]

being \( \{., .\} \) the Poisson bracket, \( H \) the Hamiltonian of the system, representing the total energy, while \( X_H \) is called Hamiltonian flow. Thus, a random perturbation is added to the system considering a stochastic Hamiltonian of the form \( \hat{H} := H + h\dot{W} \), where \( h \) is a suitable function, typically referred to as stochastic potential, and \( \dot{W} \) is the formal time-derivative of a Brownian motion. In its most general formulation, as recently introduced in Lázaro-Camí and Ortega (2008), one can assume that the system is perturbed by a continuous semimartingale, so that the Hamilton equations of motion become

\[ \delta X_t = X_{\hat{H}}(X_t)\delta Z_t, \]

where the notation \( \delta X \) indicates that the (stochastic) integration is taken in the Stratonovich sense, see below for further details, while \( Z \) is a general semimartingale.

Stochastic port-Hamiltonian systems (SPHS) have been previously studied only in Haddad et al. (2018), Satoh (2017), Satoh and Fujimoto (2012), Satoh and Saeki (2014), Satoh and Fujimoto (2010), and more recently in Cordoni et al. (2021b, a, 2020,
Nonetheless, all of these results start considering an input–state–output formulation of the deterministic PHS, then extending the theory from the deterministic to the stochastic setting just adding a random perturbation represented by a standard Brownian motion. In particular, none of the mentioned papers address the founding core of the PHS theory, namely the Dirac structure. Therefore, to the best of our knowledge, no implicit formulation for SPHSs has been previously given in literature.

In what follows, we largely exploit the theory of stochastic differential equations on manifolds (Émery 2012; Hsu 2002), and in particular the tools from global stochastic analysis as introduced in Schwartz (1982), Meyer (1981), in connection with the analysis of stochastic Hamiltonian dynamics (Lázaro-Camí and Ortega 2008). In order to generalize the notion of Dirac structure and port-Hamiltonian system, we will follow an approach similar to the one used in Van Der Schaft and Maschke (2002), to generalize classical deterministic PHS to distributed parameters, so that flow and effort variables are defined by means of Stratonovich stochastic vector fields.

This allows us to generalize existing results on SPHS in several directions. First of all, our stochastic formulation will start at the very core of PHS, i.e., by modeling the Dirac structure and then by defining SPHS as a purely implicit and coordinate-free geometric object. Therefore, we will be able to recover the existing notion of SPHS as a particular case. Then we shall provide a description allowing the noise to affect the system in different ways. On one side, each port is by itself intrinsically stochastic and, on the other side, a stochastic port is added to the whole system, hence describing the noise as an external random vector field affecting the system. The latter description is equivalent to consider the system embedded in an external stochastic environment in which the system itself evolves. It is worth mentioning that such point of view constitutes the typical way in which the noise is considered to enter into systems, see, in particular, the input–state–output SPHS defined in Satoh (2017), Satoh and Fujimoto (2012), Satoh and Saeki (2014), Satoh and Fujimoto (2010), Cordoni et al. (2021b, a, 2020, 2022a, b), where the noise is modeled as an external random perturbation. Let us further note that our formulation also allows for a more general source of randomness. In fact, each element of the system can be considered to be a semimartingale. This means that the noise is not only a possible result of the interaction between the system and an external random environment: each port may provide its own random contribution to the whole system. In this sense, the power exchanged by any port of the SPHS can be a semimartingale itself. As a byproduct of such an approach, we are also able to treat the noise as an error about parameters.

In order to generalize the well-established theory of deterministic PHS to the stochastic case, we will consider flow variables to be stochastic random fields perturbed by a general semimartingale. In what follows we will also use the notation $\mathcal{X}_{Z^\alpha}(\mathcal{X})$, to indicate the space of (Stratonovich) vector fields perturbed by the semimartingale $Z^\alpha$ on the manifold $\mathcal{X}$, so that the flow variable $\delta f^\alpha_t \in \mathcal{X}_{Z^\alpha}(\mathcal{X})$ takes the particular form

$$\delta f^\alpha_t = e^\alpha (f^\alpha_t, Z^\alpha_t) \delta Z^\alpha_t .$$

Therefore, our setting generalizes classic deterministic treatment, allowing each port to be a general semimartingale. We remark that, as it is standard in stochastic analysis,
Eq. (1) has to be intended as the shorthand notation for

\[ f_t^\alpha - f_0^\alpha = \int_0^t e^{\alpha(f_s^\alpha, Z_s^\alpha)} \delta Z_s^\alpha, \]

being \( e^\alpha \) a suitable regular enough function referred to as \textit{Stratonovich operator} (Émery 2012). In what follows, even if not specified, we will always consider continuous semimartingale. Following (Émery 2012) it can be seen that the stochastic integral

\[ P_t := \int_0^t \langle e_s, \delta f_s \rangle, \]

is well-defined and called \textit{Stratonovich integral} of \( e \) along the semimartingale \( f \). The stochastic integral \( P_t \) is a real-valued semimartingale and, as standard in the PHS formalism, it represents the total power exchange through the port. We stress again that, one of the major contribution of the present work is the fact that in complete generality we allow the power exchanged by any port to be a semimartingale. It is worth remarking that, differently from the notation used in the deterministic context, we denote the flow variable by \( \delta f_t \), whereas \( f_t \) denotes the semimartingale that generates the flow \( \delta f_t \). This choice has been done to stress that the flow variable in the proposed setting can be a stochastic vector field integrated in the Stratonovich sense.

As stated above, the Stratonovich approach to stochastic calculus will be used. In general, when stochastic dynamics is described over general geometric structures, such as manifolds, many problems may arise. Between them, the choice of the most convenient or natural notion of integration to be used. We stress that within stochastic analysis framework, several notions of stochastic integration can be given. This means that, case by case, one usually chooses the most suitable one with respect to the specific mathematical scenario of interest. As a broad classification, and just to limit ourselves to consider the two most used stochastic theories of integration, it can be said that while \textit{Stratonovich integration} enjoys good geometric properties, the \textit{Itô integral} definition has good probabilistic properties, such as the martingale property of the Brownian motion. The geometric nature of Dirac structure suggests the choice of Stratonovich calculus. The general treatment will be thus carried out in such a setting. To make the treatment as general as possible, we will show how to translate Stratonovich stochastic integrals into the corresponding Itô formulation; we remark that the Itô formulation is extremely useful to obtain certain estimates, for instance to compute conserved physical quantities exploiting general probabilistic properties of the Itô integral. For such a reason, we will show how SPHS in Stratonovich sense can be converted into the corresponding Itô formulation. We refer the interested reader to Oksendal (2013) for a complete analysis of links and differences between the two different approaches to stochastic integration. Last but not least, let us also underline that some very recent works have appeared attempting to directly use the \textit{Itô integral} formulation from a geometric perspective, see, e.g., Armstrong and Brigo (2018) and the references therein.
The present work is structured as follows: in Sect. 2 we will introduce main facts and results on stochastic integration on manifolds used throughout the paper; in Sect. 3 we will recall the main results regarding the theory of deterministic explicit input–state–output port-Hamiltonian systems, starting from the deterministic PHS and then introducing explicit stochastic PHS in Sect. 3.2; Sect. 4 will be devoted to generalize previous results to formally define implicit port-Hamiltonian systems seen as power preserving interconnections of certain port elements. Section 4.2 presents the formal definition of stochastic implicit port-Hamiltonian systems and some results are introduced. Subsection 4.4 studies the interconnected stochastic port-Hamiltonian systems, while Sect. 4.2.3 shows how SPHS, previously considered from the Stratonovich point of view, can be equivalently defined in terms of Itô integral. Conclusions are drawn in Sect. 5.

2 Itô and Stratonovich Calculus on Manifolds

Before entering into details on the port-Hamiltonian formalism, to make the present work as much self-contained as possible, we will briefly recall the main definition and results on Itô and Stratonovich calculus on manifolds. It is worth stressing that this section does not want to be exhaustive on the topic: we refer the reader to Émery (2012), Elworthy (1982), Hsu (2002), Lázaro-Camí and Ortega (2008) for a detailed introduction to manifold-valued semimartingales and semimartingale driven Hamiltonian systems. In order to introduce semimartingale-driven SPHS, we will make extensive use of the global stochastic analysis as introduced in Schwartz (1982), Meyer (1981) and deeply investigated in Emery (2007).

Given a general manifold $\mathcal{X}$, we will denote by $T_x\mathcal{X}$ the space of tangent vector to $\mathcal{X}$ at $x \in \mathcal{X}$ and by $T\mathcal{X} := \bigcup_{x \in \mathcal{X}} T_x\mathcal{X}$ the tangent bundle. The section of the bundle $\mathcal{X} \to T\mathcal{X}$ is the space of (Stratonovich) vector fields $\mathfrak{X}(\mathcal{X})$. Moreover, $T^*_x\mathcal{X}$ is the space of cotangent vectors of $\mathcal{X}$ at $x$ and $T^*\mathcal{X} := \bigcup_{x \in \mathcal{X}} T^*_x\mathcal{X}$ represents the cotangent bundle. The section of the bundle $\mathcal{X} \to T^*\mathcal{X}$ is the space of one-forms $\Omega^1(\mathcal{X})$.

Further, a field of tangent vectors of order 2 to a manifold $\mathcal{X}$ at the point $x$ is a differential operator of order at most 2 with no constant term, that is $L : C^\infty(\mathcal{X}) \to \mathbb{R}$ such that

$$L[f^3](x) = 3 f(x)L[f^2](x) - 3 f^2(x)L[f](x).$$

The space of tangent vectors of order 2 at $x$ is denoted by $\tau_x\mathcal{X}$, and the second-order tangent bundle of $\mathcal{X}$ is denoted by $\tau\mathcal{X} := \bigcup_{x \in \mathcal{X}} \tau_x\mathcal{X}$. We will denote by $\mathfrak{X}_2(\mathcal{X})$ the space of vector fields of order 2 which is defined as the section of the tangent bundle $\tau\mathcal{X}$. Similarly, we can define forms of order 2 $\Omega_2(\mathcal{X})$ as smooth sections of the cotangent bundle $\tau^*\mathcal{X} := \bigcup_{x \in \mathcal{X}} \tau^*_x\mathcal{X}$. Then, for any function $f \in C^\infty(\mathcal{X})$, and $L \in \mathfrak{X}_2(\mathcal{X})$, we define the form of order 2 $d_2 f \in \Omega_2(\mathcal{X})$ as

$$d_2 f(L) := L[f].$$
We refer the interested reader to Emery (2007), Chapter 6 or also to Lázaro-Camí and Ortega (2008) for a detailed introduction to the topic. It can be immediately seen that standard tangent vectors are contained in the tangent vector of order 2, that is \( T \mathcal{X} \subset \tau \mathcal{X} \) (Emery 2007; Émery 2012).

Exactly as for classical tangent vectors of order 1, forms of order 2 are dual to the space of tangent vectors of order 2. Consequently, we can define a pairing operator \( \langle \theta, dX \rangle \) between a \( \theta \in \Omega^1(\mathcal{X}) \) and \( dX \in \mathcal{X}_2(\mathcal{X}) \). Thus, (Emery 2007), the map \( \theta \mapsto \int^t_0 \langle \theta, dX_s \rangle \) is well-defined, and the stochastic integral \( \int^t_0 \langle \theta_s, dX_s \rangle \) is called Itô integral of \( \theta \) along \( X \). Moreover, by Émery (2012), Theorem 6.24, it follows that there exists a unique linear map \( \theta \mapsto \int^t_0 \langle \theta_s, dX_s \rangle \) associating a continuous real-valued semimartingale to \( \theta \).

Thus, for \( \alpha \in \Omega^1(\mathcal{X}) \) and a semimartingale \( X \) on the manifold \( \mathcal{X} \), the Stratonovich integral \( \int^t_0 \langle \alpha, \delta X_s \rangle \) of \( \alpha \) along \( X \) is defined to be the semimartingale \( \int^t_0 \langle d\alpha, dX_s \rangle \). Concerning the case considered in the present work, it is relevant the \( T^*\mathcal{X} \)–valued semimartingales case, to consider stochastic Hamiltonians. In particular, the Stratonovich integral of a \( T^*\mathcal{X} \)–valued semimartingale \( \beta \) along \( X \) is the unique real-valued semimartingale such that the following equalities hold true

\[
\int^t_0 \langle df, \delta X_s \rangle = f(X_t) - f(X_0),
\]

\[
\int^t_0 \langle Z\beta, \delta X_s \rangle = \int^s_0 Z(X_s)\delta \left( \int^s_0 \langle \beta, \delta X_q \rangle \right),
\]

for any \( f \in C^\infty(\mathcal{X}) \) and any continuous semimartingale \( Z \).

Let us introduce the notion of Stratonovich Stochastic Differential Equations (SDE) on a manifold (Émery 2012). Let \( \mathcal{M} \) and \( \mathcal{N} \) be two manifolds; a Stratonovich operator from \( \mathcal{M} \) to \( \mathcal{N} \) is a family \( (e(x, z))_{z \in \mathcal{M}, x \in \mathcal{N}} \) such that \( e(x, z) : T_x \mathcal{M} \to T_z \mathcal{N} \) is a linear and smooth map. The adjoint of \( e(x, y) \) is \( e^*(x, z) : T^*\mathcal{N} \to T^*\mathcal{M} \). It is worth noticing that the Stratonovich operator \( e \) is a map from \( T\mathcal{M} \times \mathcal{N} \) to \( T\mathcal{N} \), and \( e \) is a section of the fiber bundle \( T^*\mathcal{M} \otimes T\mathcal{N} \) over \( \mathcal{M} \times \mathcal{N} \).

Given \( Z \) a \( \mathcal{M} \)–valued semimartingale, we will say that the \( \mathcal{N} \)–valued semimartingale \( X \) is the solution to the Stratonovich stochastic differential equation

\[
\delta X_t = e(X_t, Z_t)\delta Z_t,
\]

with initial condition \( X_0 \), if

\[
\int^t_0 \langle \theta, \delta X_s \rangle = \int^t_0 \langle e^*(X_s, Z_s)\theta, \delta Z_s \rangle,
\]

holds \( \forall \theta \in \Omega^1(\mathcal{N}) \), where \( \langle \cdot, \cdot \rangle \) denotes the standard pairing between a form \( \theta \) and a vector field \( v \), defined as

\[
\langle \theta, v \rangle = i_v \theta,
\]
denoting the insertion of the vector field \( v \) into the form \( \theta \) according to the standard rule of exterior calculus (Holm et al. 2009), being \( i \) the interior product or contraction (Holm 2008a, Ch. 3).

To treat SDE on manifolds in Itô sense, we will make use of the notion of Schwartz operator \( s \), that is a family \( (s(x, z))_{x \in \mathcal{X}, z \in \mathbb{R}^m} \) such that \( s(x, z) : \mathfrak{T}_x \mathcal{X} \to \mathbb{R}^m \), being \( \mathfrak{T}_x \mathcal{X} \) the vector space of tangent vectors of order 2 to \( \mathcal{X} \) at \( x \) see, Émery (2012), Ch. 6 and Lázaro-Camí and Ortega (2008), Appendix 6.

Similarly to the case of Stratonovich SDE on a manifold, we will say that, given a \( \mathcal{M} \)–valued semimartingale, the \( \mathcal{N} \)–valued semimartingale \( X \) is the solution to the Itô stochastic differential equation

\[
dX_t = s(X_t, Z_t) dZ_t ,
\]

with initial condition \( X_0 \), if

\[
\int_0^t \langle \theta, \delta X_s \rangle = \int_0^t \langle s^*(X_s, Z_s) \theta, \delta Z_s \rangle ,
\]

holds \( \forall \theta \in \Omega_2(\mathcal{N}) \).

It can be shown (Emery 2007), that to any Stratonovich operator \( e \) can be associated a Schwartz operator \( s \). Consider \( \gamma(t) = (x(t), y(t)) \in \mathcal{M} \times \mathcal{N} \) a smooth curve such that \( e(x(t), y(t))(\dot{x}(t)) = \dot{y}(t) \), we can define

\[
s(x(t), y(t))(L\ddot{x}(t)) := L\ddot{y}(t) ,
\]

where, for any \( h \in C^\infty(\mathcal{M}) \) and \( g \in C^\infty(\mathcal{N}) \), we get

\[
L\ddot{x}(t) \in \tau_{x(t)} \mathcal{M} , \quad L\ddot{x}(t)[h] := \frac{d^2}{dt^2} h(x(t)) ,
\]

\[
L\ddot{y}(t) \in \tau_{y(t)} \mathcal{N} , \quad L\ddot{y}(t)[g] := \frac{d^2}{dt^2} g(y(t)) .
\]

It can be seen that the relation (8) completely defines \( s \) and furthermore that the SDE (3) and (6) are equivalent.

3 Explicit Input–State–Output Port-Hamiltonian Systems on Manifolds

3.1 Explicit Input–State–Output Deterministic Port-Hamiltonian Systems

In order to provide a rigorous generalization of PHS able to take into account for stochastic perturbations, we first consider a geometric formulation of PHS. In particular, we exploit the coordinate-free definition of PHS in terms of Poisson or Leibniz brackets. We would like to underline that this is not the usual starting point in defining PHS; nevertheless, it emphasizes the main features and mathematical aspects.
that stochastic PHSs should enjoy, giving first insights into a general definition of implicit stochastic PHS. Therefore, within the present section, we are going to introduce Hamiltonian dynamics in Poisson and Liebniz manifolds. Since latter topic is well established in literature, we limit ourselves to recall the fundamental results to give the reader a self-contained treatment, while we refer to Gay-Balmaz and Ratiu (2008), Holm et al. (2009), Holm (2011), Olver (2000), Vaisman (2012) for an in-depth analysis of the topic from a pure deterministic perspective.

Consider a $n$-dimensional differentiable manifold $\mathcal{X}$ and the space of smooth real functions on $\mathcal{X}$, $C^\infty(\mathcal{X})$; we will denote by $\{\cdot, \cdot\} : C^\infty(\mathcal{X}) \times C^\infty(\mathcal{X}) \to C^\infty(\mathcal{X})$, the Poisson brackets satisfying bilinearity, skew-symmetry, Jacobi identity and Leibniz rule (Holm et al. 2009).

Properties of the Poisson bracket, and in particular the Leibniz rule, imply that the value $\{F, G\}(x)$, with $F, G \in C^\infty(\mathcal{X})$, $x \in \mathcal{X}$, depends on both arguments only through the derivative. We can thus associate to a Poisson bracket a controvariant skew-symmetric 2-tensor called Poisson tensor

$$B(x) : \Omega^1(\mathcal{X}) \times \Omega^1(\mathcal{X}) \to C^\infty(\mathcal{X}) ,$$

defined as

$$B(x)(dF, dG) = \{F, G\}(x) , \quad F, G \in C^\infty(\mathcal{X}) ,$$

where $dF := \partial_{x^i} F dx^i$ and $dG := \partial_{x^i} G dx^i$ are the exterior derivatives of the functions $F$ and $G \in C^\infty(\mathcal{X})$, respectively (Holm et al. 2009, Ch. 3), having shorthand denoted by $\partial_{x^i}$ the partial derivative w.r.t. $x^i$, i.e., $\partial_{x^i} := \frac{\partial}{\partial x^i}$, while by $\partial_x = (\partial_{x^1}, \ldots, \partial_{x^n})$ the gradient.

To a Poisson tensor we can associate a morphisms

$$B^\#(x) : T^*\mathcal{X} \to T\mathcal{X} ,$$

defined as

$$B(x)(dF, dG) = \langle dF(x), B^\#(dG(x)) \rangle .$$

A Hamiltonian system on a Poisson manifold $(\mathcal{X}, \{\cdot, \cdot\})$ with Hamiltonian function $H \in C^\infty(\mathcal{X})$ is thus defined by the differential equation

$$\dot{x} = [x, H] = B^\#(dH) =: X_H(x) .$$

Equation (10) is called Hamilton equations of motion and $X_H$ is called Hamiltonian vector field generated by the Hamiltonian $H$. In particular (Holm et al. 2009, Ch. 4), Eq. (10) is equivalent to requiring

$$F = \{F, H\} ,$$
for all differentiable functions $F : T^*\mathcal{X} \to \mathbb{R}$.

Hamilton equations of motion (10) can be further generalized to define an (explicit) input–state–output port-Hamiltonian system (PHS) on a Poisson manifold $(\mathcal{X}, \{\cdot, \cdot\})$ with Hamiltonian function $H \in C^\infty(\mathcal{X})$ as

$$
\begin{aligned}
\dot{x} &= X_H(x) + \sum_{i=1}^{m} u_i X_{H_{g_i}}(x), \\
y_i &= \{H, H_{g_i}\},
\end{aligned}
$$

with $x \in \mathbb{R}^n$ and where $X_{H_{g_i}}$ is the Hamiltonian vector field associated to the Hamiltonian $H_{g_i}$, $u_i \in U$ denotes the $i$–th input and $y_i \in U^*$ is the $i$–th output of the system (Leung and Qin 2001; Tabuada and Pappas 2003).

Using the properties of the Poisson bracket the (explicit) input–state–output port-Hamiltonian system PHS (12) can be expressed in local coordinates as

$$
\begin{aligned}
\dot{x} &= J(x) \partial_x H + \sum_{i=1}^{m} u_i g_i(x), \\
y_i &= g^T_i(x) \partial_x H,
\end{aligned}
$$

where $J$ is a skew-symmetric structure matrix of suitable dimensions and $g_i$ are $m$ suitable regular enough functions (Leung and Qin 2001).

We can further include dissipation into the PHS (12) by considering

$$
\begin{aligned}
\dot{x} &= X_H(x) + \sum_{i=1}^{m} u_i X_{H_{g_i}}(x) + u^R X_{H_{g^R}}, \\
y_i &= \{H, H_{g_i}\}, \\
y^R &= \{H, H_{g^R}\},
\end{aligned}
$$

where $u^R$ describes the dissipation relation $u^R = \tilde{R}(x)y^R$, with $\tilde{R}$ symmetric and positive semi-definite.

Defining the Leibniz bracket for $F, G \in C^\infty(\mathcal{X})$ as

$$
[F, G]_L = B(F, G) - \langle dF, \tilde{R}(x)\langle dG, g \rangle g \rangle,
$$

and setting the structure matrix as

$$
J(x) = (g^R(x))^T \tilde{R}(x) g^R(x),
$$

we can define the (explicit) input–state–output port-Hamiltonian system with dissipation to be

$$
\begin{aligned}
\dot{x} &= X^L_{H}(x) + \sum_{i=1}^{m} u_i X_{H_{g_i}}(x), \\
y_i &= \{H, H_{g_i}\},
\end{aligned}
$$

where $X^R_{H}$ is now the Hamiltonian vector field with dissipation defined by the Leibniz bracket

$$
X^L_{H}(\cdot) := [\cdot, H]_L.
$$
From Eq. (15) it can be seen that the Leibniz bracket is composed by a skew-symmetric part $B$ and a symmetric positive semi–definite part $\langle dF, \tilde{R}(x) \rangle \langle dG, g \rangle$. It thus follows, using Eq. (14), that

$$\dot{H}(x(t)) = [H, H]_L(x(t)) + \sum_{i=1}^{m} u_i \{H, H_{g_i}\}(x(t)) \leq y^T(t)u(t). \quad (18)$$

Equation (18) is known as the passivity property and broadly states that the energy variation of the system $\dot{H}(x(t))$ cannot be greater than the energy supplied to the system $y^T(t)u(t)$. Such property is crucial in several engineering systems and it is extensively used to control purposes see, e.g., van der Schaft (2000), Secchi et al. (2007). In the case of a purely skew–symmetric bracket, i.e., $\tilde{R} = 0$, the energy is conserved and we recover the controlled Poisson dynamics (12) so that the inequality in Eq. (18) becomes an equality. In such a case the system is said to be lossless. These properties are at the very core of port-Hamiltonian formulation and they cannot be straightforwardly generalizable to the stochastic case; indeed, particular care must be taken when noise enters into system.

From the structure matrix for the Leibniz bracket (16) we have that in local coordinates the PHS (17) becomes

$$\begin{align*}
\dot{x} &= (J(x) - R(x))\partial_x H(x) + \sum_{i=1}^{m} u_i g_i(x), \\
y_i &= g_i^T(x)\partial_x H(x),
\end{align*} \quad (19)$$

with $R(x) := (g^R(x))^T \tilde{R}(x) g^R(x)$.

### 3.2 Explicit Input–State–Output Stochastic Port-Hamiltonian Systems

We are now in position to generalize the notion of (explicit) input–state–output port-Hamiltonian systems to the (explicit) input–state–output stochastic port-Hamiltonian systems. We will consider a filtered and complete probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{R}_+}, \mathbb{P})$ satisfying standard assumptions, namely right-continuity and saturation by $\mathbb{P}$-null sets.

As stated in Sect. 2, we will denote by $\delta Z$ the integration in the sense of Stratonovich along the semimartingale $Z$, and by $dZ$ the integration in the sense of Itô. The primary motivation in using Stratonovich stochastic calculus is by its enjoyed good geometric properties, particularly concerning the fact that standard chain rule of calculus holds. This will allows us to prove one of the main properties characterizing port-Hamiltonian systems, namely: energy conservation. Further, it can be shown that any stochastic integral in Stratonovich form can be converted into a corresponding Itô integral. Therefore, in what follows we will show how an analogous treatment can be done using integration in the sense of Itô.

Manifold-valued SDE, as discussed briefly in Sect. 2, allows us to introduce the following generalization to consider semimartingale perturbed input–state–output PHS on a Poisson-manifold. Consider $(\mathcal{X}, \{\cdot, \cdot\})$ to be a Poisson manifold, an (explicit)
input–output stochastic port-Hamiltonian system with Hamiltonian function $H : \mathcal{X} \to \mathbb{R}$, stochastic potential $H_N : \mathcal{X} \to \mathbb{R}$ and driving stochastic martingales $Z, Z^N$ and $Z^g$, is defined as the solution to the manifold-valued SDE

$$\begin{align*}
\delta X_t &= X_H(X_t)\delta Z_t + uX_{Hg}(X_t)\delta Z^g_t + X_{HN}(X_t)\delta Z^N_t, \\
y_t &= \{H, H_g\},
\end{align*}$$

(20)

where the vector fields have been defined in terms of the Poisson bracket as with the deterministic input–state–output PHS (12)

$$\begin{align*}
X_H(\cdot) &:= \{\cdot, H\} , \\
X_{Hg}(\cdot) &:= \{\cdot, H_g\} , \\
X_{HN}(\cdot) &:= \{\cdot, H_N\} .
\end{align*}$$

Using the fact that $T_z\mathbb{R}^3 \simeq \mathbb{R}^3$, we can define the Stratonovich operator

$$e(x, z) : \mathbb{R}^3 \to T_x\mathcal{X},$$

$$e(x, z)(r_0, r_N, r_g) := r_0X_H(x) + r_NX_{HN}(x) + r_guX_{Hg}(x),$$

so that Eq. (20) can be compactly rewritten as

$$\begin{align*}
\delta X_t &= e(Z_t, X_t)\delta Z_t , \\
y_t &= \{H, H_g\} ,
\end{align*}$$

with $Z_t := (Z_t, Z^N_t, Z^g_t)$. The adjoint of the Stratonovich operator $e$ is given by

$$e^*(x, z) : T^*_x\mathcal{X} \to \mathbb{R}^3 ,$$

$$e^*(x, z)(\theta) := -d\hat{H}(B^\theta)(x),$$

where we have defined for short

$$\hat{H} := H + H_N + uH_g .$$

According to Eq. (7), the semimartingale solution $X$ to Eq. (20) must be intended as

$$\int_0^t \langle \theta, \delta X_s \rangle = -\int_0^t \langle d\hat{H}(B^\theta)(X_s)\theta, \delta Z_s \rangle ,$$

(21)

for any $\theta \in \Omega^1(\mathcal{X})$. 
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Remark 3.1 The generalization of Eq. (20) to the multi-input multi-output case yields

\[
\begin{align*}
\delta X_t &= X_H(X_t)\delta Z_t + \sum_{i=1}^m u_i X_{H_{s_i}}(X_t)\delta Z_{s_i}^t + \sum_{j=1}^l X_{H^i}\delta Z_{i}^t, \\
y_t^i &= \{H, H_{s_i}\}.
\end{align*}
\]  

(22)

As a very particular case, consider the case of an autonomous system, i.e., \(u \equiv 0\), so that Eq. (22) reads as

\[
\delta X_t = X_H(X_t)\delta Z_t + \sum_{j=1}^l X_{H^i}\delta Z_{i}^t.
\]  

(23)

As before, we can introduce the Stratonovich operator

\[
e(x, z)(r_0, r_N) := r_0 X_H(x) + \sum_{j=1}^m r_{N}^j X_{H^j}(x),
\]

and write Eq. (23) for short as

\[
\delta X_t = e(Z_t, X_t)\delta Z_t,
\]

with \(Z_t = (Z_t, Z^N_t)\). Equation (23) coincides exactly with the stochastic Hamilton equations of motion on a Poisson manifold as defined in Lázaro-Camí and Ortega (2008).

To take into account dissipation in the explicit SPHS, following (Ortega and Planas-Bielsa 2004), we can introduce a tensor map \(B_L : T^* X \times T^* X \to \mathbb{R}\) defined as

\[
B_L(dF, dG) := [F, G]_L,
\]

(24)

to which we can associate a vector bundle \(B^\#_L : T^* X \to T X\) by the relation

\[
B_L(dF, dG) = (dF, B^\#_L(dG)).
\]

(25)

Consider a Leibniz manifold \((X, [\cdot, \cdot]_L)\), an (explicit) stochastic input–state–output port-Hamiltonian system with dissipation and with Hamiltonian function \(H : X \to \mathbb{R}\), stochastic potential \(H_N : X \to \mathbb{R}\) and driving stochastic martingales \(Z, Z^N\) and \(Z^g\), is defined as the solution to the manifold-valued SDE

\[
\begin{align*}
\delta X_t &= X^L_H(X_t)\delta Z_t + u X^L_{H_g}(X_t)\delta Z^g_t + X^L_{H_N}(X_t)\delta Z_N^t, \\
y_t &= \{H, H_g\}.
\end{align*}
\]

(26)

where

\[
X^L_H(\cdot) := [\cdot, H]_L, \quad X^L_{H_g}(\cdot) := [\cdot, H_g]_L, \quad X^L_{H_N}(\cdot) := [\cdot, H_N]_L.
\]
Analogously as seen for the Poisson case, Eq. (26) can be written in terms of a Stratonovich operator $e$ whose adjoint is given by

$$e^*(x, z) : T^*_x \mathcal{X} \rightarrow \mathbb{R}^3,$$

$$e^*(x, z)(\theta) := -d\hat{H}(B_L^q(\theta))(x),$$

where

$$\hat{H} := H + H_N + uH_g.$$

According to (7), the solution semimartingale $X$ to (20) has to satisfy

$$\int_0^t \langle \theta, \delta X_s \rangle = -\int_0^t \langle d\hat{H}(B_L^q(\theta))(X_s)\theta, \delta Z_s \rangle,$$  \hspace{1cm} (27)

for any $\theta \in \Omega^1(\mathcal{X})$.

As in the deterministic case, from the structure matrix for the Leibniz bracket (16) we have that in local coordinates the SPHS (26) becomes

$$\begin{align*}
\delta X_t &= (J(X_t) - R(X_t))\partial_x H(X_t)\delta Z_t + ug(X_t)\delta Z^q_t + \xi(X_t)\delta Z^N_t, \\
y_t &= g^T(X_t)\partial_x H(X_t),
\end{align*}$$  \hspace{1cm} (28)

with $R(x) := (g^R(x))^T \tilde{R}(x)g^R(x)$.

**Example 3.1** In this example we compare the deterministic modeling of a $n-$degree of freedom ($n-$DOF) manipulator with its stochastic version where noise is included into the system.

(i) - **Deterministic $n-$DOF.** Let consider the $n$-degree of freedom ($n$-DOF) and gravity-compensated manipulator

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + R\dot{q} = u,$$  \hspace{1cm} (29)

where $q = (q^1, \ldots, q^n) \in \mathbb{R}^n$ is the set of generalized coordinates, $C$ is the Coriolis and centrifugal term and $u$ is the generalized command force (de Wit et al. 2012).

By introducing the generalized momentum $p = M(q)\dot{q}$, $p = (p^1, \ldots, p^n) \in \mathbb{R}^n$, the system (29) can be rewritten using the SPHS formalism (Secchi et al. 2007) as

$$\begin{align*}
\begin{pmatrix}
\dot{q}(t) \\
\dot{p}(t)
\end{pmatrix}
&= \begin{pmatrix}
0 & I \\
-I & -R(q, p)
\end{pmatrix}
\begin{pmatrix}
\partial_q H \\
\partial_p H
\end{pmatrix}
+ \begin{pmatrix} 0 \\
g \end{pmatrix}u, \\
\begin{pmatrix}
y(t)
\end{pmatrix}
&= \begin{pmatrix} 0 & g^T \end{pmatrix}
\begin{pmatrix}
\partial_q H \\
\partial_p H
\end{pmatrix}
= M^{-1}(q)p = \dot{q},
\end{align*}$$  \hspace{1cm} (30)

where $R(q, p)$ is the dissipation matrix and

$$H(q, p) = \frac{1}{2} p^T M^{-1}(q)p.$$
is the kinetic energy. Since the robot is gravity-compensated we do not have to consider the potential energy in the definition of the Hamiltonian $H$. It is trivial to see that Eq. (30) can be written in the form of Eq. (19) with $x := (q, p)$ as

$$\begin{align*}
\dot{x} &= (J(x) - R(x)) \partial_x H(x) + g(x) u, \\
y &= g^T(x) \partial_x H(x),
\end{align*}$$

(ii) Stochastic $n$–DOF Usually, the $n$–DOF system (29) interacts with an unknown external environment, so that a new term is added in the r.h.s. of Eq. (29). The effect of the environment on the system is often unknown so it can be modeled as a stochastic process. The most classical assumption is that the environment is described by a Brownian motion $W$ (Cordoni et al. 2021a), and Eq. (30) can be compactly written as

$$\begin{align*}
\delta x_t &= (J(X_t) - R(X_t)) \partial_x H(X_t) \delta t + g(X_t) u \delta t + \xi(X_t) \delta W_t, \\
y_t &= g^T(X_t) \partial_x H(X_t),
\end{align*}$$

(31)

where $X$ is the stochastic counterpart of $x$.

Such equation recovers, apart from the choice of integration, the classical definition of SPHS in Satoh (2017), Satoh and Fujimoto (2012), Satoh and Saeki (2014), Satoh and Fujimoto (2010), Cordoni et al. (2020), Cordoni et al. (2021a).

Nonetheless, more general types of noise can be considered so that a general semi-martingale $Z^N$ may replace the Brownian motion, obtaining

$$\begin{align*}
\delta x_t &= (J(X_t) - R(X_t)) \partial_x H(X_t) \delta t + g(X_t) u \delta t + \xi(X_t) \delta Z^N_t, \\
y_t &= g^T(X_t) \partial_x H(X_t).
\end{align*}$$

(32)

Equation (32) coincides with (28) where $Z$ and $Z^g$ are the deterministic processes given by $(t, \omega) \mapsto t$.

(iii) Stochastic $n$–DOF with stochastic Hamiltonian We can assume that also the energy of the system, and thus the Hamiltonian, is perturbed by a stochastic semi-martingale $Z$, so that we obtain the more general case of

$$\begin{align*}
\delta x_t &= (J(X_t) - R(X_t)) \partial_x H(X_t) \delta Z_t + g(X_t) u \delta t + \xi(X_t) \delta Z^N_t, \\
y_t &= g^T(X_t) \partial_x H(X_t).
\end{align*}$$

(33)

(iv) Stochastic $n$–DOF with stochastic Hamiltonian and stochastic control We can finally assume that also the control is perturbed by a stochastic noise recovering the most general formulation as in (28),

$$\begin{align*}
\delta x_t &= (J(X_t) - R(X_t)) \partial_x H(X_t) \delta Z_t + u g(X_t) \delta Z^g_t + \xi(X_t) \delta Z^N_t, \\
y_t &= g^T(X_t) \partial_x H(X_t).
\end{align*}$$

(34)
Before entering into details concerning the energy conservation property of SPHS, we prove the following change of variable formula.

**Proposition 3.2** Let $X$ be the solution to the SPHS (26), then for any $\varphi \in C^\infty(X)$ it holds

\[
\begin{align*}
\delta \varphi(X_t) &= \left[ \varphi, H \right]_L(X_t) \delta Z_t + u[\varphi, H_g]_L(X_t) \delta Z^g_t + \left[ \varphi, H_N \right]_L(X_t) \delta Z^N_t, \\
y_t &= \left[ H, H_g \right]_L.
\end{align*}
\]

(35)

**Proof** Notice that, using (Émery 2012, Prop. 7.4), it holds

\[
-\int_0^t \langle \mathbf{d}f, \delta X_s \rangle = f(X_t) - f(X_0).
\]

Taking thus $\theta = \mathbf{d}\varphi$ in Eq. (27), we have that

\[
\begin{align*}
-\int_0^t &\langle \mathbf{d}H \left( B^\#_L(\mathbf{d}\varphi) \right)(X_s), \delta Z_s \rangle \\
&= -\int_0^t \langle \mathbf{d}H, B^\#_L(\mathbf{d}\varphi) \rangle(X_s), \delta Z_s \rangle \\
&\quad - \int_0^t \langle \mathbf{d}H_N B^\#_L(\mathbf{d}\varphi) \rangle(X_s), \delta Z^N_s \rangle \\
&\quad - \int_0^t u \langle \mathbf{d}H_g B^\#_L(\mathbf{d}\varphi) \rangle(X_s), \delta Z^C_s \rangle \\
&= \left[ \varphi, H \right]_L(X_t) \delta Z_t + \left[ \varphi, H_N \right]_L(X_t) \delta Z^N_t + u[\varphi, H_g]_L(X_t) \delta Z^C_t,
\end{align*}
\]

where the last equality follows from Eqs. (24)–(25). \[\square\]

Concerning energy conservation and passivity discussed in Eq. (18) in the deterministic case, their generalizations to the stochastic case are not trivial. Broadly speaking, the noise can inject energy into the system so that specific conditions on the noise must be imposed to obtain losslessness and passivity. In particular, due to the presence of the semimartingale $Z$, SPHS (26) is not dissipative under standard requirement of the structure matrix $R$ being symmetric and positive semi-definite. This aspect will play a central role in developing some aspects of implicit SPHS and it will be clarified in subsequent sections. It is worth stressing that it is difficult to obtain specific conditions under which passivity or energy conservation holds for the general case; we will limit ourselves to underline the main aspects and more detailed will be given later on when implicit stochastic PHS will be introduced.

Three relevant considerations are in order regarding energy conservation and passivity:

(i) Consider the case of a stochastic system with no dissipation and no external control, so that we recover the case of an autonomous stochastic Hamiltonian system on a
Poisson manifold. From a physical point of view, it is natural to look for conditions under which $\mathbb{P}$-a.s. energy conservation holds, that is,

$$\delta H(X_t) = 0.$$ 

In the deterministic case, it is trivial to see that energy conservation holds due to the skew-symmetric property of the Poisson bracket. As deeply argued in Lázaro-Camí and Ortega (2008), the presence of a stochastic Hamiltonian can destroy the energy conservation property of the system, because

$$\delta H(X_t) = \{H, H_N\} \delta Z_t^N.$$

To obtain the energy conservation property the additional condition that the stochastic potential $H_N$ must be an involution w.r.t. the Hamiltonian $H$, meaning that $\{H, H_N\} = 0$, is required.

(ii) Concerning energy conservation, it is often more realistic to study when a weaker notion of energy conservation holds, named weak energy conservation and defined as

$$\mathbb{E} X_t - \mathbb{E} X_0 = 0.$$ \quad (36)

Weak energy conservation is easier to be satisfied in real application and for this reason it is the most natural definition of energy conservation usually considered for stochastic systems.

(iii) Consider now the case when no external noise is considered in Eq. (35), i.e., $H_N \equiv 0$, and the semimartingale perturbing the control is the trivial deterministic semimartingale $Z_t^g := t$. Recalling that the Leibniz bracket is decomposed in the present case into a purely skew-symmetric bracket $\{\cdot, \cdot\}_{\text{skew}}$ and a symmetric positive semi-definite bracket $\{\cdot, \cdot\}_{\text{sym}}$, that is,

$$[\cdot, \cdot]_L = [\cdot, \cdot]_{\text{skew}} - [\cdot, \cdot]_{\text{sym}}.$$

Then by, Eq. (35) with $\varphi = H$, we have

$$\begin{cases}
\delta H(X_t) &= -\{H, H\}_{\text{sym}}(X_t) \delta Z_t + u[\varphi, H_g]_L(X_t) \delta t, \\
y_t &= [\varphi, H_g]_L.
\end{cases}$$

From a control perspective, it is desirable to require the system to be $\mathbb{P}$-a.s. passive, that is,

$$\delta H(X_t) \leq y_t^T u_t \delta t.$$ 

Analogously to strong energy conservation, we will refer to the above condition as strong passivity. Notice that, even if $\{\cdot, \cdot\}_{\text{sym}}$ is symmetric positive semi-definite,
the presence of the semimartingale \(Z\) does not allow to infer that

\[
\{H, H\}_\text{sym}(X_t)\delta Z_t(\omega) \geq 0.
\] (37)

Condition (37) does not hold for the vast majority of relevant examples, where even the most trivial case of a Brownian motion \(B\) does not satisfy such inequality \(\mathbb{P}\)-a.s. Consequently, usually within the stochastic setting, a weaker notion, named \textit{weak passivity}, is considered

\[
\mathbb{E}X_t - \mathbb{E}X_0 \leq \mathbb{E}y_T^T u_t.
\] (38)

It is immediate to see that \textit{weak passivity} (38) is valid in a much broad range of situations and for this reason the weak notion is usually considered in literature.

This topic will be expanded and treated in more details later as it plays a key role in the implicit definition of a stochastic PHS.

### 3.3 Itô Explicit Input–State–Output Stochastic Port-Hamiltonian Systems

In the present Section we will show how the SPHS in the Stratonovich form can be converted into the corresponding SPHS in Itô form.

**Proposition 3.3** Let \(X\) be the solution to the Stratonovich PHS (35), and let \(Z, Z^N\) and \(Z^C\) such that

\[
\langle Z, Z^C \rangle_t = \langle Z, Z^N \rangle_t = \langle Z^N, Z^C \rangle_t = 0,
\] (39)

being \(\langle Z^i, Z^j \rangle_t\) the quadratic covariation between \(Z^i\) and \(Z^j\) at time \(t\). Then \(X\) admits an equivalent Itô formulation as

\[
\begin{cases}
    d\varphi(X_t) = [\varphi, H]_L(X_t)dZ_t + [[\varphi, H]_L, H]_Ld\langle Z, Z \rangle_t \\
    \quad + u[\varphi, H_g]_L(X_t)dZ^S_t + u[[\varphi, H_g]_L, H_g]_Ld\langle Z^S, Z^S \rangle_t \\
    y_t = [H, H_g]_L.
\end{cases}
\] (40)

**Remark 3.4** It is worth stressing that conditions (39) are not necessary to prove the Itô representation (40). In fact, a similar result holds dropping such conditions and adding cross terms to Eq. (40). The choice of assuming conditions (39) has been purely made to avoid heavy notation. \(\triangle\)
Proof Consider a second-order vector $L_{\bar{v}} \in \mathbb{R}^m$, so that we have

$$s(x, z)(L_{\bar{z}})[\varphi] = \left. \frac{d}{dt} \right|_{t=0} \langle d\varphi(x(t)), \dot{x}(t) \rangle = \left. \frac{d}{dt} \right|_{t=0} \langle d\varphi(x(t)), e(x(t), z(t))\dot{z}(t) \rangle$$

$$= \left. \frac{d}{dt} \right|_{t=0} \dot{z} \langle d\varphi(x(t)), X^L_H(x(t)) \rangle + \left. \frac{d}{dt} \right|_{t=0} \dot{z}^g \langle d\varphi(x(t)), X^L_{Hg}(x(t))u_t \rangle + \left. \frac{d}{dt} \right|_{t=0} \dot{z}^N \langle d\varphi(x), X^L_{HN}(x(t)) \rangle .$$

Let focus for the moment only on the first term in the right-hand side of the equation. We have

$$\left. \frac{d}{dt} \right|_{t=0} \dot{z} \langle d\varphi(x(t)), X^L_H(x(t)) \rangle = \dot{z}(0) \langle d\varphi(x(t)), X^L_H(x(t)) \rangle + \dot{x} \langle d\varphi(x(t)), X^L_H(x(t)) \rangle$$

$$= \dot{z}(0) \langle d\varphi(x(t)), X^L_H(x(t)) \rangle + \dot{z}(0) \langle d\varphi(x(t)), X^L_H(x(t)) \rangle, e(x(t), z(t))\dot{z}(t) \rangle$$

$$= \langle d\varphi(x(t)), X^L_H(x(t)) \rangle L_{\bar{z}} + \langle d\varphi(x(t)), X^L_H(x(t)) \rangle, X^L_H(x(t)) \rangle$$

$$= \langle d\varphi(x(t)), X^L_H(x(t)) \rangle L_{\bar{z}} + \langle d\varphi(x(t)), X^L_H(x(t)) \rangle, X^L_H(x(t)) \rangle.$$

Using now the fact that

$$\langle d\varphi(x(t)), X^L_H(x(t)) \rangle = [\varphi, H]_L(x(t)),$$

it follows from Eq. (42) that

$$\left. \frac{d}{dt} \right|_{t=0} \dot{z} \langle d\varphi(x(t)), X^L_H(x(t)) \rangle$$

$$= \langle [\varphi, H]_L(x(t)) + [[\varphi, H]_L, H]_L(x(t)), L_{\bar{z}} \rangle .$$

Similar computation holds for both the second and the third term in Eq. (41). Hence, evaluating $s^*(x, z)(d_2\varphi)$, for a given function $\varphi \in C^\infty(\mathcal{X})$, and exploiting Eqs. (41)–(42)–(43) together with condition (39), we have

$$\left\{ s^*(x, z)(d_2\varphi(x)), L_{\bar{z}} \right\} = \langle d_2\varphi(x), s(x, z)L_{\bar{z}} \rangle = s(x, z)(L_{\bar{z}})[\varphi]$$

$$= \langle [\varphi, H]_L(x(t)) + [[\varphi, H]_L, H]_L(x(t)), L_{\bar{z}} \rangle$$

$$+ \langle [\varphi, H_g]_L(x(t))u_t + [[\varphi, H_g]_L, H_g]_L(x(t)), L_{\bar{z}} \rangle$$

$$+ \langle [\varphi, H_N]_L(x(t)) + [[\varphi, H_N]_L, H_N]_L(x(t)), L_{\bar{z}} \rangle .$$
Therefore, we obtain, for any $\varphi \in C^\infty(\mathcal{X})$
\begin{align*}
  d\varphi(X_t) &= (d^2\varphi, dX_t) = \{s^*(X_t, Z_t) (d^2\varphi), dZ_t\} \\
  &= \{\varphi, H\}_{L}(X_t) dZ_t + [[\varphi, H]\_L, H\_L]d\langle Z, Z \_t \rangle \\
  &\quad + u[\varphi, H\_g]_L dZ\_g t + [[\varphi, H\_g]\_L, H\_g\_L]d\langle Z\_g, Z\_g \_t \rangle,
\end{align*}
(45)
and the claim follows.

\section{Implicit Port-Hamiltonian Systems}

\subsection{Implicit Deterministic Port-Hamiltonian Systems}

Having provided, in Sect. 3.1, a geometric formulation of PHS, we can generalize the given definition of PHS to introduce the notion of implicit PHS (Secchi et al. 2007; van der Schaft et al. 2014). As briefly mentioned, the definition of implicit PHS is based on the notion of Dirac structure, hence we first need to introduce some fundamental concepts (van der Schaft et al. 2014).

Let $F$ be a general finite-dimensional linear space and $E := F^*$ be its dual. The product space $E \times F$ is the space of power variables $P := \langle e, f \rangle$, $(f, e) \in F \times E$; where $\langle e, f \rangle$ denotes the duality product, while $F$ is usually referred to as the space of flows $f$, whereas $E$ is the space of efforts $e$. We can also introduce the following bilinear symmetric form

$$
\langle\langle (e_1, f_1), (e_2, f_2) \rangle\rangle := \langle e_1, f_2 \rangle + \langle e_2, f_1 \rangle = e_1^T f_2 + e_2^T f_1.
$$

In what follows, given a linear subspace $S \subset E \times F$, we will define the orthogonal complement $S^\perp$ to be

$$
S^\perp := \left\{ (e, f) \in E \times F : \langle\langle (e, f), (\tilde{e}, \tilde{f}) \rangle\rangle = 0, \quad \forall (\tilde{e}, \tilde{f}) \in E \times F \right\}.
$$

Therefore, we may describe a physical system as the interconnection of storage elements $(f_S, e_S) \in F_S \times E_S$, of resistive elements $(f_R, e_R) \in F_R \times E_R$ and the environment or the control system $(f_C, e_C) \in F_C \times E_C$. In this particular case the general space of flows is given by $F := F_S \times F_R \times F_C$ and the space of efforts $E := E_S \times E_R \times E_C$. The latter allows us to introduce the notion of separable Dirac structure (van der Schaft 2000, Ch. 6).

**Definition 4.0.1** A (constant) separable Dirac structure $\mathcal{D}$ on $F$ is a linear subspace $\mathcal{D} \subset F \times E$ such that $\mathcal{D} = \mathcal{D}^\perp$.  

@spinger
Consider for the moment the particular case where the relation between resistive elements can be written in input–output form, i.e., there exists a map \( F : \mathbb{R}^{nR} \rightarrow \mathbb{R}^{nR} \) such that

\[
f_R = -F(e_R), \quad e_R^T F(e_R) \geq 0.
\] (46)

Also, the interconnection of the energy storing elements to the storage port of the Dirac structure is obtained setting

\[
f_S = -\dot{x}, \quad e_S = \frac{\partial}{\partial x} H(x),
\] (47)

so that we obtain the following definition for the implicit PHS.

**Definition 4.0.2** (Implicit port-Hamiltonian system) Let \( \mathcal{F} \) be the space of flows and \( \mathcal{E} \) its dual; let \( H : \mathcal{X} \rightarrow \mathbb{R} \) be the Hamiltonian function representing the energy of the system, with \( \mathcal{D} \) a Dirac structure. Then an implicit port-Hamiltonian system is given by

\[
\left(-\dot{x}, \frac{\partial}{\partial x} H(x), -F(e_R), e_R, f_C, e_C\right) \in \mathcal{D}.
\]

**4.1.1 Implicit Deterministic Port-Hamiltonian Systems on Manifolds**

In this section we consider PHS with non-constant geometry. In order to achieve such a generalization, we will consider Dirac structure on differentiable manifolds.

Given a \( n \)–dimensional manifold \( \mathcal{X} \) with tangent bundle \( T\mathcal{X} \) and cotangent bundle \( T^*\mathcal{X} \) we will define \( T\mathcal{X} \oplus T^*\mathcal{X} \) to be the smooth vector bundle over \( \mathcal{X} \) with fiber at \( x \in \mathcal{X} \) given by \( T_x\mathcal{X} \times T^*_x\mathcal{X} \). We will say that \( (X, \theta) \) belongs to a smooth vector subbundle \( \mathcal{D} \subset T\mathcal{X} \oplus T^*\mathcal{X} \) if \( (X(x), \theta(x)) \in \mathcal{D}(x), \forall x \in \mathcal{X} \), thereafter using the shorthand notation \( (X, \theta) \in \mathcal{D} \).

We can also introduce the orthogonal complement w.r.t. the standard pairing between forms and vector fields as

\[
\mathcal{D}^\perp = \{(X, \theta) : \langle \theta, \tilde{X} \rangle + \langle \tilde{\theta}, X \rangle = 0, \forall (\tilde{X}, \tilde{\theta}) \in \mathcal{D}\},
\]

where \( \langle \cdot, \cdot \rangle \) denotes the standard duality pairing between forms and vector fields as defined in Eq. (5).

Therefore, we have the following definition, which generalizes Definition 4.0.1 (Dalsmo and Van Der Schaft 1998, Definition 2.1).

**Definition 4.0.3** (Generalized Dirac structure) A generalized Dirac structure \( \mathcal{D} \) on a smooth manifold \( \mathcal{X} \) is a smooth vector subbundle \( \mathcal{D} \subset T\mathcal{X} \oplus T^*\mathcal{X} \) such that \( \mathcal{D} = \mathcal{D}^\perp \).

Definition 4.0.3 implies that a generalized Dirac structure \( \mathcal{D} \) on a smooth manifold \( \mathcal{X} \) is a smooth vector subbundle \( \mathcal{D} \subset T\mathcal{X} \oplus T^*\mathcal{X} \) such that \( \mathcal{D}(x) \subset T^*_x\mathcal{X} \times T_x\mathcal{X} \) is
a constant Dirac structure, in the sense of Definition 4.0.1, for every \( x \in \mathcal{X} \), see van der Schaft et al. 2014, Sec. 3.

Notice that, taking \( \bar{X} = X \) and \( \bar{\theta} = \theta \) we immediately obtain that

\[
\langle \theta, X \rangle = 0, \quad \forall (X, \theta) \in D.
\]

We thus can introduce the following definition of *implicit port-Hamiltonian system*, with general space of flows \( \mathcal{F} \) and efforts \( \mathcal{E} \).

**Definition 4.0.4** (Implicit generalized port-Hamiltonian system) Let \( \mathcal{F} \) be the space of flows and \( \mathcal{X} \) be a smooth \( n \)-dimensional manifold \( \mathcal{X} \), \( H : \mathcal{X} \to \mathbb{R} \) be a Hamiltonian function and \( \mathcal{D} \) be a Dirac structure. The *implicit generalized port-Hamiltonian system* \((\mathcal{X}, \mathcal{F}, \mathcal{D}, H)\) is defined by

\[
\left(-\dot{x}, \frac{\partial H}{\partial x}(x), f, \mathcal{E}\right) \in \mathcal{D}(x).
\]

It can thus be shown that the explicit PHS with dissipation (19) is a PHS as defined in Definition 4.0.4.

**Proposition 4.1** Consider \( \mathcal{D} \) defined as

\[
\left(-X, \theta, f^R, e^R, f^C, e^C\right) \in \mathcal{D},
\]

if and only if

\[
\begin{cases}
X(x) = (J(x) - R(x)) \theta + g(x) f^C, \\
e^C = g^T(x) \theta,
\end{cases}
\]

such that \( J = -J^T \) and \( R \succeq 0 \), then \( \mathcal{D} \) is a Dirac structure.

**Proof** Let \( \left(-X, \theta, f^R, e^R, f^C, e^C\right) \in \mathcal{D}^\perp \) we have that

\[
-\langle \tilde{\theta}, X \rangle - \langle \theta, \tilde{X} \rangle + \langle \tilde{e}^R, f^R \rangle + \langle e^R, \tilde{f}^R \rangle + \langle \tilde{e}^C, f^C \rangle + \langle e^C, \tilde{f}^C \rangle = 0,
\]

for any \( \left(-\tilde{X}, \tilde{\theta}, \tilde{f}^R, \tilde{e}^R, \tilde{f}^C, \tilde{e}^C\right) \) satisfying (48).

Choosing \( \tilde{f}^C = \tilde{f}^R = 0, \) and setting

\[
\begin{cases}
e^R = \theta, \\
f^R = R(x)e^R, \\
f^C = u
\end{cases}
\]

we have that, \( \forall \tilde{\theta} \), it holds

\[
-\langle \tilde{\theta}, X \rangle - \langle \theta, J(x)\tilde{\theta} \rangle + \langle \theta, R(x)e^R \rangle + \langle g^T(x)\theta, u \rangle = 0.
\]
Thus, it immediately follows, with $\theta = \partial_x H(X_t)$ and $X = \dot{x}$,

$$\dot{x} = (J(x) - R(x)) \partial_x H(x) + gu,$$  \hspace{1cm} (51)

and inserting Eq. (51) into Eq. (50) we obtain

$$e^C = g^T(x) \partial_x H(x),$$

so that $(-\dot{x}, dH, f^R, e^R, f^C, e^C) \in \mathcal{D}$.

Proposition 4.1 motivates the following definition.

**Definition 4.1.1** (Input–state–output port-Hamiltonian system) Let $\mathcal{X}$ be a smooth $n$-dimensional manifold, and $H: \mathcal{X} \to \mathbb{R}$ be a Hamiltonian function, then

$$\begin{align*}
\dot{x} &= [J(x) - R(x)] \partial_x H(x) + g(x)u, \\
y &= g^T(x) \partial_x H(x),
\end{align*}$$  \hspace{1cm} (52)

with $J(x) = -J^T(x)$ and $R(x) = R^T(x) \succeq 0$, is called input–state–output port-Hamiltonian system.

Notice that

$$\frac{d}{dt} H = -\partial_x^T H(x) R(x) \partial_x H(x) + y^T u \leq y^T u,$$ \hspace{1cm} (53)

or equivalently in integral form

$$H(x(t)) - H(x(0)) = -\int_0^t \left( \partial_x^T H(x) R(x) \partial_x H(x) + y^T u \right) ds \leq \int_0^t y^T u ds.$$ \hspace{1cm} (54)

This equation states that the internal energy of the system is always less or equal to the external energy supplied to the system. In particular, Eq. (53) expresses what in literature is known as passivity property of PHS (see, e.g., van der Schaft 2000).

### 4.2 Implicit Stochastic Port-Hamiltonian Systems

The main goal of the present section is to formally introduce the definition of implicit stochastic port-Hamiltonian system (SPHS). We would like to underline that, to the best of our knowledge, no formulation of implicit SPHS has been provided in literature so far. We will show that our definition generalizes already existing definitions of explicit input–state–output SPHS as introduced in Sect. 3, see Haddad et al. (2018), Satoh (2017), Satoh and Fujimoto (2012), Satoh and Saeki (2014), Satoh and Fujimoto (2010), Cordoni et al. (2021b), Cordoni et al. (2020), Cordoni et al. (2021a), Cordoni et al. (2022b), as well as stochastic dynamics on Poisson manifolds, see Lázaro-Camí and Ortega (2008).
As done in Sect. 3, we will first introduce the general notion of explicit stochastic port-Hamiltonian system as a controlled Hamiltonian system on Poisson or Leibniz manifold. Then, inspired by the general theory of explicit SPHS on manifolds, we will generalize the theory to define implicit stochastic port-Hamiltonian system.

This section is devoted to generalize to the stochastic setting the definition of implicit port-Hamiltonian system of Sect. 4.1.1. We assume that the flow corresponding to each port is a semimartingale, so that the noise can enter into the system not only through a stochastic external random field but also as a random perturbation of any port connected to the system.

We use Stratonovich calculus since it allows us to exploit standard rules of differential calculus and exterior calculus on manifold. In what follows, we will consider $X: I \to \mathcal{X}$ to be an integral curve of a Stratonovich vector field $\delta X_t$ with initial condition $X_0$, being $I \subset \mathbb{R}_+$. We recall that (Émery 2012), for any differential 1-form $\theta$ on $\mathcal{X}$ we can associate in a unique way the real-valued semimartingale that represents the integration of $\theta$ along the vector field $\delta X$, denoted as

$$\int_0^t \langle \theta, \delta X_s \rangle.$$  \hfill (55)

The integral (55) is called Stratonovich integral of $\theta$ along $\delta X$.

We introduce the orthogonal complement of a bundle $\mathcal{D} \subset T\mathcal{X} \oplus T^*\mathcal{X}$ w.r.t. the above introduced pairing between forms and vector fields as

$$\mathcal{D}^\perp = \{ (\delta X_t, \theta) \subset T\mathcal{X} \oplus T^*\mathcal{X} : \int_0^t \langle \theta, \delta \tilde{X}_s \rangle + \int_0^t \langle \tilde{\theta}, \delta X_s \rangle = 0, \forall (\delta \tilde{X}_t, \tilde{\theta}) \in \mathcal{D}, t \in I \}.$$  \hfill (56)

The following definition generalizes Definition 4.0.3.

**Definition 4.1.2** (Generalized stochastic Dirac structure) A generalized stochastic Dirac structure $\mathcal{D}$ on a manifold $\mathcal{X}$ is a smooth vector subbundle $\mathcal{D} \subset T\mathcal{X} \oplus T^*\mathcal{X}$ such that $\mathcal{D} = \mathcal{D}^\perp$.

Notice that taking $\delta \tilde{X} = \delta X$ and $\tilde{\theta} = \theta$ we immediately obtain that

$$\int_0^t \langle \theta, \delta X_s \rangle = 0, \forall (\delta X_t, \theta) \in \mathcal{D}, \forall t \in I.$$  \hfill (57)

The following generalizes Definition 4.0.4.

**Definition 4.1.3** (Implicit generalized stochastic port-Hamiltonian system) Let $\mathcal{X}$ be an $n$-dimensional manifold $\mathcal{X}$ with generalized Dirac structure $\mathcal{D}$, $H : \mathcal{X} \to \mathbb{R}$ the Hamiltonian function perturbed by the semimartingale $Z$. An implicit generalized stochastic port-Hamiltonian system $(\mathcal{X}, Z, \mathcal{D}, H)$ on $\mathcal{X}$ is given by

$$(\delta X_t, dH(X_t)) \in \mathcal{D}(X_t), \forall t \in I.$$
Next examples highlight how this definition includes main cases considered in the deterministic setting.

**Example 4.1**

(i) Let \((X, B)\) be a Poisson manifold, with \(B^\# : T^*X \to TX\) the Poisson morphism introduced in Sect. 3, then

\[
D_B = \\{ (\delta X, \theta) : \delta X(x) = B^\# \theta(x) \delta Z, \ \theta \in T^*X \} ,
\]

defines a Dirac structure. In particular, the defined Dirac structure leads to the Hamilton equations

\[
\delta X_t = B^\#(dH)(X_t) \delta Z_t ,
\]

or, equivalently, in integral form

\[
X_t = X_0 + \int_0^t B^\#(dH)(X_s) \delta Z_s ;
\]

(ii) Let \((X, \omega)\) be a symplectic manifold, that is \(\omega\) is a closed (possibly degenerate) two-form, with \(\omega^\# : T^*X \to T^*X\) the canonical musical isomorphism, then

\[
D_\omega = \\{ (\delta X, \theta) : \theta \delta Z = \omega^\#(\delta X) , \ \delta X \in T^*X \} ,
\]

is a Dirac structure.

Since Definition 4.1.3 is based on both Stratonovich calculus and exterior calculus, it allows us to obtain the remarkable energy conservation property, which is one of the founding aspects of port-Hamiltonian systems. In particular, we have that

\[
H(X_t) - H(X_0) = \int_0^t \langle dH, \delta X_s \rangle , \tag{58}
\]

or in shorthand notation

\[
\delta H(X_t) = \langle dH, \delta X_t \rangle .
\]

We can thus introduce the port variables associated with internal storage \((\delta f^S_t, e^S_t)\), interconnecting the energy storing elements to the storage port of the Dirac structure by setting

\[
\delta f^S_t = -\delta X_t , \quad e^S_t = dH .
\]

The energy balance reads

\[
H(X_t) - H(X_0) = \int_0^t \langle dH, \delta X_s \rangle = -\int_0^t \langle e^S_s , \delta f^S_s \rangle , \tag{59}
\]
and the total energy is preserved along solutions of the Hamiltonian system. We remark that the particular notation $\delta f^S$ emphasizes the fact that the flow of the storage port is a Stratonovich vector field over $\mathcal{X}$.

The latter, implies one of the major novelty of the proposed approach. Since the flow variable $\delta X$ is a stochastic Stratonovich vector field, the power $P_t$ exchange through the port

$$P_t := \int_0^t \langle dH, \delta X_s \rangle,$$

is a real-values semimartingale. Therefore, as previously mentioned, in the considered setting each port element can be intrinsically stochastic.

**Remark 4.2** It is worth remarking that Definition 4.1.2 of Dirac structure has been called generalized to differentiate it to the original definition in Courant (1990) on Dirac manifold where a certain closeness assumption has been made. In particular, in later development of the theory, closeness assumptions was dropped, mainly with the aim of including non-holonomic constraints into the definition of Dirac structure. Using Definition 4.1.2 of generalized Dirac structure, we are able in Example 4.1 to consider a (pseudo)-Poisson bracket, that is a Poisson bracket that does not satisfy Jacobi identity, and pre-symplectic geometry considering a two-form that is not necessarily closed.

To recover the original definition in Courant (1990), we can require the closeness of the Dirac structure according to the next definition.

**Definition 4.2.1** ((Closed) Dirac structure) A generalized Dirac structure $\mathcal{D}$ on $\mathcal{X}$ is called (closed) Dirac structure if for arbitrary $(\delta X^1_t, \theta_1)$, $(\delta X^2_t, \theta_2)$ and $(\delta X^3_t, \theta_3)$, it holds

$$\langle \mathcal{L}_{\delta X^1_t} \theta_2, \theta_3 \rangle + \langle \mathcal{L}_{\delta X^2_t} \theta_3, \theta_1 \rangle + \langle \mathcal{L}_{\delta X^3_t} \theta_1, \theta_2 \rangle = 0,$$

being $\mathcal{L}_{\delta X_t}$ the Lie-derivative of the form $\theta$ along the Stratonovich vector field $\delta X_t$.

It is worth stressing that, due to the geometric nature of our definitions, the Lie-derivative of the form $\theta$ along the Stratonovich vector field $\delta X_t$ can be defined through the Cartan magic formula (Holm et al. 2009), as

$$\mathcal{L}_{\delta X_t} \theta = d(i_{\delta X_t} \theta) + i_{\delta X_t} d\theta.$$

4.2.1 Interconnection of the Dirac Structure with Other Ports

PHS’s are mainly seen as interconnection of different port elements, possibly representing different physical systems. In the present section we will introduce the general formalism needed to connect several ports through a stochastic Dirac structure. The
main idea follows what previously provided introducing the stochastic implicit PHS in Definition 4.1.3, and resembles how one can formally define distributed parameter PHS’s (Van Der Schaft and Maschke 2002). In order to be able to incorporate stochasticity into the implicit stochastic PHS, we will consider particular choice for effort and flow spaces.

In what follows, we will consider the flow space $F_{Z^\alpha} := \mathcal{X}_{Z^\alpha}(\mathcal{X})$ to be the space of Stratonovich vector fields on $\mathcal{X}$ perturbed by a general semimartingale $Z^\alpha$. As to emphasize that any flow element is in fact a Stratonovich vector field, we will denote any element belonging to $F_{Z^\alpha}$ as $\delta f^\alpha$. Similarly, we will consider the space of efforts to be the dual of the space of flows, so that $E := \Omega^1(\mathcal{X})$ is the space of 1−forms on $\mathcal{X}$. As already discussed above, to any element $(e, \delta f) \in E \times F_{Z^\alpha}$ we can associate a natural pairing (Holm et al. 2009). We stress that in general we can consider flow variables, resp. effort variables, to take values in the set of Stratonovich vector fields $\mathcal{X}(\mathcal{N})$, resp. 1-forms $\Omega(\mathcal{N})$, over a different manifold $\mathcal{N}$.

Let us underline that in the implicit SPHS, it is possible to consider other ports besides energy storage ones, such as resistive ports ($R$) and control ports ($C$). In the following we will thus denote by $F_{Z^\alpha}$ the space of Stratonovich vector fields on $\mathcal{X}$ generated by a semimartingale $Z^\alpha$, $\alpha = R$, $C$, and by $E^\alpha$, $\alpha = R$, $C$, be the space of 1-form on $\mathcal{X}$.

Remark 4.3 In the general implicit form, there is no need to specify the perturbing semimartingale $Z^\alpha$ for the port $\alpha$: since $\delta f^\alpha$ is a Stratonovich vector field, the whole theory would follow analogously. Nonetheless, we have chosen to specify the perturbing semimartingale also in the implicit form to emphasize the connection to explicit SPHS. △

A dissipation effect can be further taken into account by terminating the resistive port with a dissipation element satisfying an energy-dissipating relation $\mathcal{R}$. In general such a relation is defined as a subset

$$\mathcal{R} \subset F_{Z^R} \times E^R,$$

such that it holds

$$\int_0^t \langle e^R_s, \delta f^R_s \rangle \leq 0, \quad t \in I. \quad (60)$$

A relevant case is the one when the resistive relation can be expressed as the graph of an input–output map, so that, given a map $\delta \tilde{R} : \Omega^1(\mathcal{X}) \rightarrow \mathcal{X}_{Z^R}(\mathcal{X})$, we require

$$\int_0^t \langle e^R_s, \delta \tilde{R}(e^R_s) \rangle \geq 0, \quad (61)$$

and we can impose the following connection

$$\delta f^R_s := -\delta \tilde{R}(e^R_s).$$
Definition 4.3.1 (Implicit generalized stochastic port-Hamiltonian system) Let $\mathcal{X}$ be an $n$-dimensional manifold, $\mathcal{Z} = (Z, Z^R, Z^C)$ be a semimartingale, $H : \mathcal{X} \to \mathbb{R}$ be a Hamiltonian function and $\mathcal{D}$ be a generalized stochastic Dirac structure. Let also $\mathcal{F} := \mathcal{F}_{Z_R} \times \mathcal{F}_{Z_C}$ be the space of flows $\delta f$ and $\mathcal{E} = \mathcal{F}^*$ be the corresponding dual space of efforts. The implicit generalized port-Hamiltonian system $(\mathcal{X}, \mathcal{Z}, \mathcal{F}, \mathcal{D}, H)$, with resistive structure $\mathcal{R}$, is defined by

\[
\left(-\delta X_t, dH, \delta f^R_t, e^R_t, \delta f^C_t, e^C_t\right) \in \mathcal{D}(X_t),
\]

with the resistive relation

\[
\left(\delta f^R_t, e^R_t\right) \in \mathcal{R}(X_t).
\]

Since the resistive port is required to satisfy the dissipation relation (60), we obtain the power balance

\[
H(X_t) - H(X_0) = \int_0^t \langle dH, \delta X_s \rangle = \int_0^t \langle e^R_s, \delta f^R_s \rangle + \int_0^t \langle e^C_s, \delta f^C_s \rangle \leq \int_0^t \langle e^C_s, \delta f^C_s \rangle.
\]

Notice that the condition for the resistive port (60) is usually too strong to be satisfied in practice, since it requires that energy dissipation occurs along all possible realizations of the system. In order to weaken it, we introduce a different formulation of Dirac structure with the weaker resistive relation of requiring that the energy being dissipated in mean value.

The weak energy-dissipating relation $\mathcal{R}_W$ is defined as a subset

\[
\mathcal{R}_W \subset \mathcal{F}_{Z_R} \times \mathcal{E}_R,
\]

such that

\[
\mathbb{E} \int_0^t \langle e^R_s, \delta f^R_s \rangle \leq 0.
\] (62)

Similarly, if there exists a map $\delta \tilde{R} : \Omega^1(\mathcal{X}) \to \mathcal{X}(\mathcal{X})$, so that

\[
\mathbb{E} \int_0^t \langle e^R_s, \delta \tilde{R}(e^R_s) \rangle \geq 0,
\] (63)

we can obtain energy dissipation imposing the following interconnection,

\[
\delta f^R_s := -\delta \tilde{R}(e^R_s).
\]
Therefore, in the weak setting the resistive port is required to satisfy a weak dissipation condition of the form (62), and the mean power balance reads

\[
\mathbb{E} H(X_t) = \mathbb{E} H(X_0) + \mathbb{E} \int_0^t \langle dH, \delta X_s \rangle \\
= \mathbb{E} H(X_0) + \mathbb{E} \int_0^t \langle e^R_s, \delta f^R_s \rangle + \mathbb{E} \int_0^t \langle e^C_s, \delta f^C_s \rangle \\
\leq \mathbb{E} H(X_0) + \mathbb{E} \int_0^t \langle e^C_s, \delta f^C_s \rangle,
\]

implying that energy is required to be preserved and dissipated in mean value. We stress that we will always consider the weak relation since it is the most suitable to many applications, nonetheless similar arguments will still hold imposing strong energy dissipation relations.

4.2.2 The General Case

In order to generalize Hamilton equations (26), we augment the Dirac structure with a new type of port, that we will call noise port, with flow space \( F_{Z_N} \), the space of Stratonovich vector fields perturbed by \( Z_N \), and effort space \( E_N \). As it will be seen later on, within the explicit formulation, this port will play the role of external random field perturbing the system.

**Definition 4.3.2** Let \( \mathcal{X} \) be an \( n \)-dimensional manifold \( \mathcal{X} \), \( Z = (Z, Z^R, Z^C, Z^N) \) be a semimartingale, \( H : \mathcal{X} \to \mathbb{R} \) be a Hamiltonian function and \( D \) be a generalized stochastic Dirac structure. The implicit generalized port-Hamiltonian system \((\mathcal{X}, Z, F, D, H)\) is defined by

\[
\left(-\delta X_t, dH, \delta f^R_t, e^R_t, \delta f^C_t, e^C_t, \delta f^N_t, e^N_t \right) \in D(X_t).
\]

Figure 1 shows a graphical representation of this definition. We can also introduce the (weak) resistive relation

\[
\left( \delta f^R_t, e^R_t \right) \in \mathcal{R}_W(X_t),
\]

so that the, weak energy balance reads as

\[
\mathbb{E} H(X_t) - \mathbb{E} H(X_0) = \mathbb{E} \int_0^t \langle dH, \delta X_s \rangle \\
= \mathbb{E} \int_0^t \langle e^N_s, \delta f^N_s \rangle + \mathbb{E} \int_0^t \langle e^R_s, \delta f^R_s \rangle + \mathbb{E} \int_0^t \langle e^C_s, \delta f^C_s \rangle \\
\leq \mathbb{E} \int_0^t \langle e^N_s, \delta f^N_s \rangle + \mathbb{E} \int_0^t \langle e^C_s, \delta f^C_s \rangle,
\]
In many applications, we deal with passive systems, i.e., systems where the total (average) energy in the interval $[0, t]$ must be less or equal to the (average) energy injected into the system,

$$
\mathbb{E} H(X_t) - \mathbb{E} H(X_0) \leq \mathbb{E} \int_0^t \langle e_s^C, \delta f_s^C \rangle.
$$

In the deterministic case, imposing an energy dissipation relation is sufficient to guarantee the passivity of the PHS, whereas in the present case, in order to guarantee passivity, we are forced to further require the stronger condition that both the resistive port and the noise port satisfy a dissipativity condition. In particular, we can define an energy-dissipation relation

$$
\mathcal{R}_W^N \subset \mathcal{F}_{Z_R} \times \mathcal{F}_{Z_N} \times \mathcal{E}_R \times \mathcal{E}_N,
$$

such that it holds

$$
\mathbb{E} \int_0^t \langle e_s^R, \delta f_s^R \rangle + \mathbb{E} \int_0^t \langle e_s^N, \delta f_s^N \rangle \leq 0.
$$

(65)
Thus, endowing the stochastic PHS (64) with the (weak) energy-dissipation relation \( R_N \) we obtain the passivity property for the SPHS

\[
\mathbb{E} H(X_t) - \mathbb{E} H(X_0) = \mathbb{E} \int_0^t \langle dH, \delta X_s \rangle
\]

\[
= \mathbb{E} \int_0^t \langle e^N_s, \delta f^N_s \rangle + \mathbb{E} \int_0^t \langle e^R_s, \delta f^R_s \rangle + \mathbb{E} \int_0^t \langle e^C_s, \delta f^C_s \rangle
\]

\[
\leq \mathbb{E} \int_0^t \langle e^C_s, \delta f^C_s \rangle,
\]

(66)

As above, we can consider the situation where the general resistive relation can be expressed as the graph of an input–output map, so that, given two maps \( \delta \tilde{R} : \Omega^1(\mathcal{X}) \to \mathcal{X}(\mathcal{X}) \) and \( \delta \tilde{R}^N : \Omega^1(\mathcal{X}) \to \mathcal{X}(\mathcal{X}) \) we require

\[
\mathbb{E} \int_0^t \langle e^R_s, \delta \tilde{R}(e^R_s) \rangle + \mathbb{E} \int_0^t \langle e^N_s, \delta \tilde{R}^N(e^SH_s) \rangle \geq 0.
\]

(67)

By imposing the connection

\[
\delta f^R_s := -\delta \tilde{R}(e^R_s),
\]

\[
\delta f^N_s := -\delta \tilde{R}^N(e^N_s),
\]

we would thus obtain the (weak) passive relation (66).

**Remark 4.4** In Eq. (67) the joint dissipativity condition for both resistive and stochastic ports is more general than requiring that dissipativity holds for both ports separately. In fact, many concrete applications satisfy a dissipativity condition for the resistive port, at least in the weak setting. Nonetheless, it is much harder to find applications where also the stochastic port does satisfy a similar dissipativity condition, even if required to hold just in weak form. Nonetheless, Eq. (67) is more general since the dissipativity of the resistive port can "absorb" non-passive behaviors at the stochastic port so that the whole system remains passive; a similar reasoning has been used in Cordoni et al. (2021a) to define stochastic energy tanks in a bilateral teleoperation setting.

The next proposition gives an alternative representation for the Dirac structure.

**Proposition 4.5** Let \( \mathcal{F} := \mathcal{F}_{Z_R} \times \mathcal{F}_{Z_C} \times \mathcal{F}_{Z_N} \) be the space of flows \( \delta f \) and \( \mathcal{E} = \mathcal{F}^* \) be the corresponding dual space of efforts \( e \), set

\[
\mathcal{D} := \{ (\delta f^S_i, \delta f^R_i, \delta f^C_i, \delta f^N_i, e^S_i, e^R_i, e^C_i, e^N_i) \in \mathcal{F} \times \mathcal{E} : \delta f^S_i = -Je^S_i \delta Z_t - G_R \delta f^R_i - G_C \delta f^C_i - G_N \delta f^N_i, \quad e^R_i = G^*_R e^S_i, \quad e^C_i = G^*_C e^S_i, \quad e^N_i = G^*_N e^S_i \},
\]

(68)
where $G_\theta : \mathcal{F}_{Z_0} \rightarrow \mathcal{F}_{Z_0}$, $\theta = R, C, N$, such that

$$\langle e^S_t, G_\theta \delta f^\theta_t \rangle = \langle G^*_\theta e^S_t, \delta f^\theta_t \rangle,$$

and $J$ such that $J = -J^T$; then $\mathcal{D}$ is a Dirac structure.

**Proof** Let us first prove $\mathcal{D} \subset \mathcal{D}^\perp$. For the sake of brevity we will prove the case with $G_C = G_N = 0$, the general case being analogous. Let $(\delta f^S_t, \delta f^R_t, \bar{e}^S_t, \bar{e}^R_t)$ and $(\delta \bar{f}^S_t, \delta \bar{f}^R_t, \bar{\bar{e}}^S_t, \bar{\bar{e}}^R_t) \in \mathcal{D}$ be as defined in Eq. (68); since they belong to $\mathcal{D}$ it holds

$$\int_0^t \langle e^S_s, \delta \bar{f}^S_s \rangle + \int_0^t \langle \bar{e}^S_s, \delta f^S_s \rangle + \int_0^t \langle e^R_s, \delta \bar{f}^R_s \rangle + \int_0^t \langle \bar{e}^R_s, \delta f^R_s \rangle = 0.$$ (69)

Thus, we have that

$$\int_0^t \langle e^S_s, G_R \delta f^R_s \rangle = \int_0^t \langle G^*_R e^S_s, \delta f^R_s \rangle = \int_0^t \langle e^R_s, \delta f^R_s \rangle,$$

so (69) becomes, using the skew-symmetry of $J$,

$$\int_0^t \langle e^S_s, J \bar{e}^S_s \delta Z_s \rangle - \int_0^t \langle \bar{e}^S_s, J e^S_s \delta Z_s \rangle = 0,$$ (70)

and thus $(\delta f^S_t, \delta f^R_t, e^S_t, e^R_t) \in \mathcal{D}^\perp$.

Let us then prove that $\mathcal{D}^\perp \subset \mathcal{D}$; let $(\delta f^S_t, \delta f^R_t, e^S_t, e^R_t) \in \mathcal{D}^\perp$, then for all $(\delta \bar{f}^S_t, \delta \bar{f}^R_t, \bar{e}^S_t, \bar{e}^R_t) \in \mathcal{D}$ it holds

$$0 = \int_0^t \langle e^S_s, \delta \bar{f}^S_s \rangle + \int_0^t \langle \bar{e}^S_s, \delta f^S_s \rangle + \int_0^t \langle e^R_s, \delta \bar{f}^R_s \rangle + \int_0^t \langle \bar{e}^R_s, \delta f^R_s \rangle$$

$$= -\int_0^t \langle e^S_s, J \bar{e}^S_s \delta Z_s \rangle - \int_0^t \langle \bar{e}^S_s, J e^S_s \delta Z_s \rangle + \int_0^t \langle e^R_s, \delta f^R_s \rangle + \int_0^t \langle \bar{e}^R_s, \delta f^R_s \rangle.$$ (71)
Choosing $\bar{e}_s^S = 0, \bar{e}_s^R = 0$, it follows that

$$0 = - \int_0^t \langle e_s^S, G_R \delta f_s^R \rangle + \int_0^t \langle e_s^R, \delta f_s^R \rangle$$

$$= - \int_0^t \langle G_R^e e_s^S, \delta f_s^R \rangle + \int_0^t \langle e_s^R, \delta f_s^R \rangle = \int_0^t \langle e_s^R - G_R^e e_s^S, \delta f_s^R \rangle,$$

(72)

and from the non-degeneracy we get $e_s^R = G_R^e e_s^S$.

Still exploiting (71), choosing $\delta f_s^R = 0$ and since $(\delta \bar{f}_s^S, \delta \bar{f}_s^R, \bar{e}_s^S, \bar{e}_s^R) \in \mathcal{D}$, it follows

$$0 = - \int_0^t \langle e_s^S, J \bar{e}_s^S \delta Z_s \rangle + \int_0^t \langle \bar{e}_s^S, \delta f_s^S \rangle + \int_0^t \langle e_s^R, f_s^R \rangle$$

$$= \int_0^t \langle \bar{e}_s^S, \delta f_s^S \rangle + \int_0^t \langle \bar{e}_s^S, J e_s^S \delta Z_s \rangle + \int_0^t \langle \bar{e}_s^S, G_R^* \delta f_s^S \rangle$$

$$= \int_0^t \langle \bar{e}_s^S, \delta f_s^S + J e_s^S \delta Z_s + G_R^* \delta f_s^S \rangle,$$

(73)

where the last term in the second equality in Eq. (73) follows from the fact that since $(\delta \bar{f}_s^S, \delta \bar{f}_s^R, \bar{e}_s^S, \bar{e}_s^R) \in \mathcal{D}$ it holds

$$\bar{e}_s^R = G_R^e \bar{e}_s^S;$$

so that, again by non-degeneracy we end up with

$$\delta f_s^S = - J e_s^S \delta Z_s - G_R^* \delta f_s^S,$$

and the proof is thus complete. □

Let us consider the particular case with

$$\delta f_t^R = - \bar{R} e_t^R \delta Z_t, \quad \delta f_t^N = \xi_t \delta Z_t^N, \quad \delta f_t^C = u_t \delta Z_t^C,$$

such that

$$\mathbb{E} \int_0^t \langle e_s^R, \bar{R} e_s^R \delta Z_s \rangle - \mathbb{E} \int_0^t \langle e_s^N, f_s^N \delta Z_s^N \rangle \geq 0,$$

(74)

then the following definition can be given.

**Definition 4.5.1** (Stochastic input–state–output port-Hamiltonian system) Let $\mathcal{X}$ be an $n$-dimensional manifold $\mathcal{X}, Z = (Z, Z^R, Z^C, Z^N)$ be a semimartingale, $H : \mathcal{X} \to \mathbb{R}$ be a Hamiltonian function and $\mathcal{D}$ be a generalized stochastic Dirac structure. The
stochastic input–output port-Hamiltonian system with stochastic Dirac structure in Eq. (68) is given by

\[
\begin{aligned}
\delta X_t &= \left( \tilde{J} + G_R \tilde{G}^*_R \right) dH(X_t) \delta Z_t - G_{C} u_t \delta Z^C_t - G_{N} \xi_t \delta Z^N_t, \\
e^N_t &= G^*_N dH(X_t), \\
e^C_t &= G^*_C dH(X_t).
\end{aligned}
\]  

(75)

According to Émery (2012), we have denoted the Stratonotich operator as

\[ e(x, z) : T_z \mathbb{R}^m \to T_x \mathcal{X} \]

by identifying \( T_z \mathbb{R}^m \simeq \mathbb{R}^m \), for a given \( \mathbb{R}^m \)–valued semimartingale \( Z \), we can define the \( \mathcal{X} \)–valued SDE as

\[ \delta X_t = e(X_t, Z_t)Z_t, \quad t \in I. \]

Equation (75) can be rewritten in term of Stratonovich operator. Consider \( Z \) to be a \( \mathbb{R} \)–valued semimartingale, whereas \( Z^N_t \), resp. \( Z^C_t \), is a \( \mathbb{R}^nN \)–valued, resp. \( \mathbb{R}^nC \)–valued, semimartingale, with \( m = 1 + n^N + n^C \). Denote for short the vector fields

\[
\begin{aligned}
\left( \tilde{J} + G_R \tilde{G}^*_R \right) dH &= V^S, \\
G_{N} \xi_t &= \sum_{i=1}^{n^N} V^N_i(x), \quad G_{C} = \sum_{i=1}^{n^C} V^C_i(x),
\end{aligned}
\]

(76)

where \( V^\alpha_j, \alpha = S, N, C, \) are vector fields over \( \mathcal{X} \). Let \( \{ e^\alpha_i, \ldots, e^\alpha_{n^\alpha} \} \) be a basis for \( \mathbb{R}^{n^\alpha} \), \( \alpha = N, C \); for \( y = (y^S, y^N, y^C) \in \mathbb{R} \times \mathbb{R}^{n^N} \times \mathbb{R}^{n^C} \), we can define the Stratonovich operator as

\[
e(x, z)(y^S, y^N, y^C) = y^S V^S(x) - \sum_{i=1}^{n^N} y^N_i V^N_i(x) - \sum_{i=1}^{n^C} y^C_i V^C_i(x) u^i_t \]

\[ = e^S(x, z)(y^S) - e^N(x, z)(y^N) - e^C(x, z)(y^C), \]

(77)

so that Eq. (75) can be formally defined as a Stratonovich SDE over the manifold \( \mathcal{X} \) as

\[
\delta X_t = e^S(X_t, Z_t)\delta Z_t - e^N(X_t, Z^N_t)\delta Z^N_t - e^C(X_t, Z^C_t)\delta Z^C_t.
\]

(78)
Notice that, Eq. (78) implies that, for any $\varphi \in C^\infty(\mathcal{X})$,
\[
\varphi(X_t) - \varphi(X_0) = \int_0^t (V^S \varphi)(X_s) \delta Z_s - \sum_{i=1}^n \int_0^t (V^N_i \varphi)(X_s) \delta Z^N_{s;i} +
\sum_{i=1}^n \int_0^t (V^C_i u_i \varphi)(X_s) \delta Z^C_{s;i}.
\]
\[
(79)
\]
\[
\text{Example 4.2} \quad \text{(i) As in Example 4.1 let } (\mathcal{X}, B) \text{ be a Poisson manifold, with } B^\# : T^* \mathcal{X} \to T \mathcal{X} \text{ the Poisson morphism introduced in Sect. 3, then}
\]
\[
\mathcal{D}_B = \left\{ (B^\# \theta, \theta) : \theta \in T^* \mathcal{X} \right\}
\]
defines a Dirac structure which leads to the Hamilton equations
\[
\delta X_t = B^\# (dH)(X_t) \delta Z_t + B^\# (dH_N)(X_t) \delta Z^N_t + u B^\# (dH_C)(X_t) \delta Z^C_t.
\]
Notice that, in the autonomous case, namely when $u \equiv 0$, previous equation coincides with Hamilton dynamics on Poisson manifold as in Bismut (1982), Lázaro-Camí and Ortega (2008).

(ii) Let $(\mathcal{X}, B)$ be a Leibniz manifold, with $B^\# : T^* \mathcal{X} \to T \mathcal{X}$ the associated morphism as defined in Eq. (25), then
\[
\mathcal{D}_B = \left\{ (B^\#_L \theta, \theta) : \theta \in T^* \mathcal{X} \right\}
\]
defines a Dirac structure leading to
\[
\delta X_t = B^\#_L (dH)(X_t) \delta Z_t + B^\#_L (dH_N)(X_t) \delta Z^N_t + u B^\#_L (dH_C)(X_t) \delta Z^C_t,
\]
\[
(80)
\]
so that stochastic Hamilton dynamics introduced in Eq. (26) can be framed within the SPHS setting as well.

Therefore, we can prove that Definition 4.5.1 generalizes the classical deterministic PHS given in Eq. (19).

**Proposition 4.6** Consider $\mathcal{D}$ defined as
\[
\left( -\delta X_t, dH, \delta f^R_t, e^R, \delta f^C_t, e^C, \delta f^N_t, e^N \right) \in \mathcal{D}(X_t),
\]
if and only if
\[
\left\{ \begin{array}{l}
\delta X_t = (J(X_t) - R(X_t)) \partial_x H(X_t) \delta Z_t + g(X_t) u \delta Z^C_t + \xi(X_t) \delta Z^N_t,
\newline
e^C = g^T(X_t) \partial_x H(X_t),
\end{array} \right.
\]
\[
(81)
\]
with $J = -J^T$, then $\mathcal{D}$ defines a Dirac structure.

**Proof** Consider $(-\delta X_t, \theta, \delta f^R_t, e^R, \delta f^C_t, e^C, \delta f^N_t, e^N) \in \mathcal{D}^\perp$, we have that

$$-\langle \bar{\theta}, \delta X_t \rangle - \langle \theta, \delta \bar{X}_t \rangle + \langle \bar{e}^R, \delta f^R_t \rangle + \langle e^R, \delta \bar{f}^R_t \rangle + \langle \bar{e}^C, \delta f^C_t \rangle + \langle e^C, \delta \bar{f}^C_t \rangle + \langle \bar{e}^N, \delta f^N_t \rangle + \langle e^N, \delta \bar{f}^N_t \rangle = 0,$$

for any $(-\delta \bar{X}_t, \bar{\theta}, \delta \bar{f}^R_t, e^R, \delta \bar{f}^C_t, \bar{e}^C, \delta \bar{f}^N_t, e^N)$ satisfying (81).

If $\delta \bar{f}^C_t = \delta \bar{f}^N_t = 0$, we get

$$\left\{ \begin{array}{l}
e^R = \theta, \\
\delta f^R_t = R(X_t)e^R \delta Z_t, \\
\delta f^C_t = u_t \delta Z^C_t, \\
\delta f^N_t = \xi \delta Z^N_t \\
\end{array} \right. (82)$$

that, $\forall \bar{\theta}$, implies

$$-\langle \bar{\theta}, \delta X_t \rangle - \langle \theta, J(X_t) \bar{\delta} Z_t \rangle + \langle \bar{\theta}, R(x)e^R \delta Z_t \rangle + \langle g^T(X_t) \bar{\theta}, u_t \delta Z^C_t \rangle + \langle \xi^T(X_t) \bar{\theta}, \xi(X_t) \delta Z^N_t \rangle = 0. \quad (83)$$

Thus, it immediately follows, with $\theta = \partial_x H(X_t)$,

$$\delta X_t = (J(X_t) - R(X_t)) \partial_x H(X_t) \delta Z_t + g(X_t) u_t \delta Z^C_t + \xi(X_t) \delta Z^N_t, \quad (84)$$

and inserting Eq. (84) into Eq. (83) we obtain

$$\left\{ \begin{array}{l}
e^R = \partial_x H(X_t) \\
ge^C = g^T(x) \partial_x H(X_t), \\
\end{array} \right.$$

and thus $(-\delta X_t, \delta H, \delta f^R_t, e^R, \delta f^C_t, e^C, \delta f^N_t, e^N) \in \mathcal{D}$. \qed

### 4.2.3 On Itô Definition for Implicit Stochastic Port-Hamiltonian Systems

All results regarding implicit SPHS can be introduced exploiting the notion of tangent and cotangent bundle of order 2. The latter implies that the corresponding implicit stochastic Hamiltonian system is defined in Itô sense. In particular, Definition 4.0.3 can be directly generalized to consider Itô stochastic vector fields as follows.

**Definition 4.6.1** (Generalized stochastic Dirac structure of order 2) A generalized stochastic Dirac structure of order 2, $\mathcal{D}_2$, on a manifold $\mathcal{X}$ is a smooth vector subbundle $\mathcal{D} \subset \tau \mathcal{X} \oplus \tau^* \mathcal{X}$ such that $\mathcal{D}_2 = \mathcal{D}_2^\perp$, being $\mathcal{D}_2^\perp$ the orthogonal complement defined

\[ Springer \]
as

\[ D_2^\perp = \left\{ (dX_t, \theta) \subset \tau_\mathcal{X} \oplus \tau^*_\mathcal{X} : \int_0^t \langle \theta, d\bar{X}_s \rangle + \int_0^t \langle \bar{\theta}, dX_s \rangle = 0, \forall (d\bar{X}_t, \bar{\theta}) \in D_2, t \in I \right\}. \]

Then, exactly as in Sect. 4.2, we can connect different ports in a power preserving manner using Itô stochastic vector fields. In what follows, with a slight abuse of notation, we will denote for short by \( F_Z := \mathcal{X}_Z \) the space of Itô vector fields on \( \mathcal{X} \) perturbed by a general semimartingale \( Z \); to emphasize that any flow element is a Itô vector field, we will denote any element belonging to \( F_Z \) as \( df \). Consequently, \( \mathcal{E} := \Omega_2(\mathcal{X}) \) is the space of form of order 2 on \( \mathcal{X} \). Thus, to any element \((e, df) \in \mathcal{E} \times F_Z\) we can associate a natural pairing (Holm et al. 2009).

**Definition 4.6.2** Let \( \mathcal{X} \) be an \( n \)-dimensional manifold \( \mathcal{X} \), \( Z = (Z, Z^R, Z^C, Z^N) \) be a semimartingale, \( H : \mathcal{X} \to \mathbb{R} \) be a Hamiltonian function and \( D_2 \) be a generalized stochastic Dirac structure of order 2. The implicit generalized port-Hamiltonian system \((\mathcal{X}, Z, F, D_2, H)\) is defined by

\[
\left( -dX_t, d_2 H, df^R_t, e^R_t, df^C_t, e^C_t, df^N_t, e^N_t \right) \in D_2(X_t).
\]

This definition can be endowed with (weak) resistive relation (as in Definition 4.3.2) of the form

\[
\left( df^R_t, e^R_t, df^N_t, e^N_t \right) \in \mathcal{R}_W(X_t),
\]

requiring that

\[
\mathbb{E} \int_0^t \langle e^R_s, df^R_s \rangle + \mathbb{E} \int_0^t \langle e^N_s, df^N_s \rangle \leq 0.
\]

Same computation as in Proposition 4.5 allows us to obtain a input–state–output form as in Definition 4.5.1. We will omit details, for the sake of brevity, while showing how one can reformulate SPHS in Definition 4.5.1 in Itô form.

**Proposition 4.7** Let \( X \) be the solution to the Stratonovich SPHS (75), and let \( Z, Z^N \) and \( Z^C \) be such that

\[
\langle Z, Z^C \rangle_t = \langle Z, Z^N \rangle_t = \langle Z^N, Z^C \rangle_t = 0,
\]

\[
(85)
\]
where \( \langle Z^i, Z^j \rangle_t \) is the quadratic covariation between \( Z^i \) and \( Z^j \) at time \( t \). Then \( X \) admits an equivalent formulation in terms of Itô integration

\[
dX_t = V^S(X_t) dZ_t + \xi_{V^S} V^S(X_t) d\langle Z, Z \rangle_t \\
- \sum_{i=1}^{n_N} V^N_i(X_t) dZ^N_t - \frac{1}{2} \sum_{i, j=1}^{n_N} \xi_{V^N} V^N_i(X_t) d\langle Z^N_i, Z^N_j \rangle_t \\
- \sum_{i=1}^{n_C} V^C_i(X_t) u^i_t dZ^C_t - \frac{1}{2} \sum_{i, j=1}^{n_C} \xi_{V^C} V^C_i(X_t) u_t d\langle Z^C_i, Z^C_j \rangle_t.
\]

(86)

**Remark 4.8** The condition (85) is considered only to avoid heavy notation, a similar result being true also dropping it. △

**Proof** Recall that Eq. (75) is formulated in terms of the Stratonovich operator using (77) and for any \( \varphi \in C^\infty(\mathcal{X}) \) Eq. (79) holds.

Let us consider a second-order vector \( L_{\bar{u}} \in \mathbb{R}^m \), we thus have

\[
s(x, z)(L_{\bar{u}})[\varphi] = \frac{d}{dr} \bigg|_{r=0} (d\varphi(x(t)), \dot{x}(t)) = \frac{d}{dr} \bigg|_{r=0} (d\varphi(x(t)), e(x(t), z(t))\dot{z}(t)) \\
= \frac{d}{dr} \bigg|_{r=0} \dot{z}^S(d\varphi(x(t)), V^S) \\
- \frac{d}{dr} \bigg|_{r=0} \sum_{i=1}^{n_N} \dot{z}^N_i(d\varphi(x(t)), V^N_i) \\
- \frac{d}{dr} \bigg|_{r=0} \sum_{i=1}^{n_C} \dot{z}^C_i(d\varphi(x), V^C_i u^i_t).
\]

(87)

The first term in the right-hand side of Eq. (87) can be rewritten as

\[
\frac{d}{dr} \bigg|_{r=0} \dot{z}^S(d\varphi(x(t)), V^S(x(t))) \\
= \dot{z}^S(0)(d\varphi(x(t)), V^S(x(t))) + \dot{z}^S(0)(d(d\varphi(x(t)), V^S(x(t))), \dot{x}) \\
= \dot{z}^S(0)(d\varphi(x(t)), V^S(x(t))) + \dot{z}^S(0)(d(d\varphi(x(t)), V^S(x(t))), e(x(t), z(t))\dot{z}(t)) \\
= \dot{z}^S(0)(d\varphi(x(t)), V^S(x(t))) + \dot{z}^S(0)e(x(t), z(t))\dot{z}(t) \\
= \dot{z}^S(0)(d\varphi(x(t)), V^S(x(t))) + \dot{z}^S(0)d(d\varphi(x(t)), V^S(x(t))), V^S(x(t))) \\
= \left( d\varphi(x(t)), V^S(x(t))L_{\bar{u}} + (d(d\varphi(x(t)), V^S(x(t))), V^S(x(t))), L_{\bar{u}} \right).
\]

(88)

Similar computation holds for all the other terms in Eq. (87). Therefore, evaluating \( s^*(x, z)(d_2 \varphi) \), for a given function \( \varphi \in C^\infty(\mathcal{X}) \), we have, exploiting Eqs. (87)–(88)
together with condition (85), that

\[
\{ s^*(x, z)(d_2 \varphi(x)), L_{\bar{z}} \} = \langle (d_2 \varphi(x)), s(x, z)L_{\bar{z}} \rangle = s(x, z)(L_{\bar{z}})[\varphi]
\]

\[
= \langle (d\varphi, V^S), L_{\bar{z}} \rangle + \langle (d(d\varphi, V^S), V^S), L_{\bar{z}} \rangle
\]

\[
- \left\langle \sum_{i, j=1}^{n^N} \langle d\varphi, V^N_i \rangle, L_{\bar{z}} \right\rangle
\]

\[
- \left\langle \sum_{i, j=1}^{n^N} \langle d(d\varphi, V^N_i), V^N_j \rangle, L_{\bar{z}} \right\rangle
\]

\[
- \frac{1}{2} \left\langle \sum_{i, j=1}^{n^C} \langle d\varphi, V^C_i u^j \rangle, L_{\bar{z}} \right\rangle
\]

\[
- \frac{1}{2} \left\langle \sum_{i, j=1}^{n^C} \langle d(d\varphi, V^C_i u^j), V^C_j u^i \rangle, L_{\bar{z}} \right\rangle.
\]

Hence, for any \( \varphi \in C^\infty(\mathcal{X}) \), we obtain

\[
d\varphi(X_t) = \langle d_2 \varphi, dX_t \rangle = \{ s^*(X_t, Z_t)(d_2 \varphi), dZ_t \}
\]

\[
= \langle (d\varphi, V^S)(X_t), dZ_t \rangle + \langle (d\varphi, V^S)(X_t), V^S\rangle d\langle Z, Z \rangle_t
\]

\[
- \sum_{i=1}^{n^N} \langle d\varphi, V^N_i \rangle(X_t)dZ^N_i
\]

\[
- \frac{1}{2} \sum_{i, j=1}^{n^N} \langle d(d\varphi, V^N_i), V^N_j \rangle(X_t)d\langle Z^{N;i}, Z^{N;j} \rangle_t
\]

\[
- \sum_{i=1}^{n^C} \langle d\varphi, V^C_i \rangle(X_t)u^i dZ^C_i
\]

\[
- \frac{1}{2} \sum_{i, j=1}^{n^C} \langle d(d\varphi, V^C_i u^j), V^C_j u^i \rangle(X_t)d\langle Z^{C;i}, Z^{C;j} \rangle_t.
\]

Using the fact that for the Lie derivative of a function \( \varphi \) along a vector field \( V \) it holds, see Remark 4.2,

\[
\mathcal{L}_V \varphi = i_V d\varphi = (d\varphi, V),
\]
and considering \( \phi(X_t) = X_t \) in Eq. (91), we get finally

\[
dX_t = V^S(X_t)dZ_t + \mathcal{L}_{V^S}V^S(X_t)d\langle Z, Z \rangle_t
- \sum_{i=1}^{n^N} V^N_i(X_t)dZ^N_i - \frac{1}{2} \sum_{i,j=1}^{n^N} \mathcal{L}_{V^N_i}V^N_j(X_t)d\langle Z^N;i, Z^N;j \rangle_t
- \sum_{i=1}^{n^C} V^C_i(X_t)u^C_i dZ^C_i
- \frac{1}{2} \sum_{i,j=1}^{n^C} \mathcal{L}_{V^C_i}V^C_j(X_t)u^C_i d\langle Z^C;i, Z^C;j \rangle_t,
\]

and the claim is proved. \( \square \)

### 4.3 Passivity and Power-Preserving Property

We are now ready to address the energy conservation property, and more important in port-Hamiltonian systems, the passivity property. In particular, when one generalizes a deterministic input–output system to the stochastic case, the standard notion of passivity has several possible generalizations, leading to different possible definitions.

**Definition 4.8.1** (Strong/weak passivity) Let \( H \in C^\infty(\mathcal{X}) \) be the total energy of the system. The SPHS (26) \( X \) is strongly, resp. weakly, passive if

\[
H(X_t) \leq H(X_0) + \int_0^t u^T(s)y(s)\delta Z^C_s, \tag{92}
\]

resp.

\[
\mathbb{E}H(X_t) \leq \mathbb{E}H(X_0) + \mathbb{E} \int_0^t u^T(s)y(s)\delta Z^C_s, \tag{93}
\]

for all \( t \geq 0. \)

**Remark 4.9** In Eq. (93), we introduced the passivity property in the sense of Stratonovich integration. The choice is motivated by the intuition behind the definition of SPHS. In fact, passivity means that the total energy variation is equal or less to the total power supplied to the system, integrated along system trajectories. Since the system is formulated in terms of Stratonovich integral, we have to therefore consider the total power supplied perturbed by the corresponding control semimartingale \( Z^C \), in the sense of Stratonovich.

Nonetheless, we would like to underline that, particularly when one considers weak passivity, computing the expectation of a Stratonovich integral might be difficult. Therefore, as standard when dealing with energy conservation in stochastic Hamiltonian dynamics, the easiest way is to reformulate the Stratonovich integral in terms of the Itô integral so that one can exploit the good probabilistic properties of the Itô integral.
Assuming for instance the SPHS to be given as (81), so that it can be converted into the equivalent formulation in terms of Itô integral using Proposition 4.7, we thus have

\[ \mathbb{E} H(X_t) \leq \mathbb{E} H(X_0) + \mathbb{E} \int_0^t u(X_s) y(s) dZ^C_s \]

\[ + \frac{1}{2} \mathbb{E} \int_0^t \partial_s (g(X_s)u(X_s)) g(X_s)u(X_s) d(Z^C, Z^C)_s , \]

where we have denoted by \( u \) the control in feedback form as a function of the state \( X \).

The weakly passivity requires that the process

\[ \left( H(X_t) - \mathbb{E} \int_0^t u(s) \partial_s (g(X_s)u(X_s)) g(X_s)u(X_s) d(Z^C, Z^C)_s - \int_0^t u^T(s) y(s) dZ^C_s \right)_{t \in \mathbb{R}^+} , \]

is a super-martingale.

Clearly, in the trivial case of \( Z^C_t(\omega) := t \), passivity reduces to the classical requirement

\[ \mathbb{E} H(X_t) \leq \mathbb{E} H(X_0) + \mathbb{E} \int_0^t u^T(s) y(s) ds . \]

As briefly mentioned, strong passivity is a too strong assumption in many concrete situations. In fact, the presence of an external random noise implies that the system does not in general conserve energy. Lázaro-Camí and Ortega (2008) shows that, for Hamiltonian dynamics on a Poisson manifold, if the random perturbations are involution w.r.t. the energy of the system \( H \), that is \( \{H, H_N\} = 0 \), then the Hamiltonian system preserves the energy. In the present case, since we are considering Hamiltonian dynamics driven by the Leibniz bracket, even requiring that the stochastic Hamiltonian is an involution w.r.t the energy of the system \( H \), will not ensure neither energy conservation nor passivity of the system.

Differently to the deterministic case, where considering the dissipation matrix \( R \) to be positive definite allows to conclude that the PHS is passive, in the stochastic setting this is not the case since the noise driving the system may lead to an increase of the internal energy. To see that, it is enough to consider the energy conservation relation for a SPHS as given in Proposition 4.6 with \( \xi = 0 \)

\[ H(X_t) - H(X_0) = - \int_0^t \partial_s^T H(X_s) R(X_s) \partial_s H(X_s) \delta Z_s + \int_0^t u^T y \delta Z^C_s . \]  

(94)

Therefore, even requiring \( R \) to be strictly positive definite we could not infer from Eq. (94) the strongly passive condition

\[ H(X_t) - H(X_0) \leq \int_0^t u^T y \delta Z^C_s , \]
because, also by just considering the trivial case of diffusive semimartingale \( Z : (\omega, t) \mapsto (t + W_t(\omega)) \), \( W_t \) being a standard Brownian motion, the passivity fails.

In order to guarantee strong passivity for the SPHS, we would have to require the stronger condition

\[
\int_0^t \partial^T_x H(X_s) R(X_s) \partial_x H(X_s) \delta Z_s(\omega) \geq 0, 
\]

along all possible realizations \( \omega \).

This is the main motivation why energy dissipation is usually required to hold in mean value instead of \( \omega \)-wise. In fact, a positivity condition on the structural matrix \( R \) does not guarantee passivity, but the requirement

\[
\mathbb{E} \int_0^t \partial^T_x H(X_s) R(X_s) \partial_x H(X_s) \delta Z_s \geq 0, 
\]

is satisfied by a significantly larger number of semimartingales.

We stress that, due to the generality of the present setting, a complete characterization of the passivity property of SPHS is beyond the scope of the present work; in particular passivity will be object of further development in a future study. Nonetheless, next examples show that our definition of (weak) passivity leads, with some simplifications, to existent definitions of stochastic passivity.

**Example 4.3** (i) Let consider the particular case of \( Z_t(\omega) := t \), \( Z^C_t(\omega) := t \) and \( Z^N_t(\omega) := W_t(\omega) \) with \( W_t \) a standard Brownian motion. Then by (Protter 2005, Th. 32) it follows that the input–output SPHS

\[
\begin{align*}
\delta X_t &= [(J(X_t) - R(X_t)) \partial_x H(X_t) + g(X_t)u_t] \delta t + \xi(X_t) \delta W_t, \\
y_t &= g^T(X_t) \partial_x H(X_t).
\end{align*}
\]

is a Markov process. Using Proposition 4.7 we can derive the corresponding Itô formulation to be

\[
\begin{align*}
dX_t &= [(J(X_t) - R(X_t)) \partial_x H(X_t) + g(X_t)u_t + \frac{1}{2} (\partial_t \xi(X_t)) \xi(X_t)] dt + \xi(X_t) dW_t, \\
y_t &= g^T(X_t) \partial_x H(X_t).
\end{align*}
\]

Using the martingale property of \( W \) together with Itô formula, we obtain the relation

\[
\mathbb{E} X_t - X_0 = \int_0^t \mathbb{E} \mathcal{L} H(X_t) ds ,
\]
being $\mathcal{L}$ the infinitesimal generator associated to $X$ defined as

$$
\mathcal{L}H(x) := \partial_x^T H(x) \left( [J(x) - R(x)] \partial_x H(x) + g(x) u_t + \frac{1}{2} (\partial_x \xi(x)) \xi(x) \right) + \frac{1}{2} \xi^2(x) \partial_x^2 H(x),
$$

(97)

see, e.g., Oksendal (2013), Protter (2005).

By requiring

$$
\partial_x^T H(x) \left( R(x) \partial_x H(x) - \frac{1}{2} (\partial_x \xi(x)) \xi(x) \right) - \frac{1}{2} \xi^2(x) \partial_x^2 H(x) \geq 0,
$$

(98)

we would obtain the system to be weakly passive. Let us underline that condition (98) goes in the direction highlighted in Eq. (67) where a dissipation condition is imposed jointly on the resistive and stochastic ports.

(ii) Let consider stochastic perturbations for both resistive and storage port, with $Z_t(\omega) := t + B_t$, where $B$ is a standard Brownian motion independent of $W$. Therefore, Eq. (96) becomes

$$
\begin{cases}
    dX_t = \left[ [J(X_t) - R(X_t)] \partial_x H(X_t) + g(X_t) u_t + \frac{1}{2} (\partial_x \xi(X_t)) \xi(X_t) \right] dt \\
    + \frac{1}{2} (\partial_x [J(X_t) - R(X_t)] \partial_x H(X_t)) [J(X_t) - R(X_t)] \partial_x H(X_t) dt \\
    + [J(X_t) - R(X_t)] \partial_x H(X_t) dB_t + \xi(X_t) dW_t,
\end{cases}
$$

(99)

and denoting for short by $\mu$ the drift in Eq. (99), we obtain the infinitesimal generator of the form

$$
\mathcal{L}H(x) := \partial_x^T H(x) \mu(x) + \frac{1}{2} ([J(x) - R(x)] \partial_x H(x))^2 \partial_x^2 H(x) \\
+ \frac{1}{2} \xi^2(x) \partial_x^2 H(x).
$$

The condition

$$
\mathcal{L}H(x) \leq 0,
$$

guarantees that $X$ is weakly passive.

\[ \triangle \]

### 4.4 Interconnection of Stochastic Port-Hamiltonian Systems

The present section is devoted to prove that the composition of $N$ Dirac structures is again a Dirac structure. We will start showing that the composition of two Dirac
structures is again a Dirac structure; clearly this immediately generalize by induction to the fact the composition of $N$ Dirac structures is again a Dirac structure.

Let $\mathcal{D}_A \subset T \mathcal{X}_A \times T^* \mathcal{X}_A \times \mathcal{F} \times \mathcal{E}$ and $\mathcal{D}_B \subset T \mathcal{X}_B \times T^* \mathcal{X}_B \times \mathcal{F} \times \mathcal{E}$ be two Dirac structures perturbed by two semimartingales $Z_A$ and $Z_B$, being $\mathcal{X}_A$ and $\mathcal{X}_B$ two general manifolds. The particular form for the Dirac structures implies that $\mathcal{D}_A$ and $\mathcal{D}_B$ shares a common port $\mathcal{F} \times \mathcal{E}$, through which they are connected.

Equating flows and efforts through the shared port $\mathcal{F} \times \mathcal{E}$, i.e.,

$$\delta f_A = -\delta f_B, \quad e_A = e_B,$$

where $\delta f_A$ and $e_A$ are the flow and effort connected to the port $\mathcal{F} \times \mathcal{E}$ in $\mathcal{D}_A$ and similarly holds for $\mathcal{D}_B$, we have that the composition of the two Dirac structures, i.e.,

$$\mathcal{D}_A \circ \mathcal{D}_B := \left\{ \left( \delta X^A_t, \theta^A_t, \delta X^B_t, \theta^B_t \right) \in T \mathcal{X}_A \times T^* \mathcal{X}_A \times T \mathcal{X}_B \times T^* \mathcal{X}_B \right\},$$

is again a Dirac structure, see Fig. 2 for a graphical representation.

We have the following result.

**Proposition 4.10** Let $\mathcal{D}_A \subset T \mathcal{X}_A \times T^* \mathcal{X}_A \times \mathcal{F} \times \mathcal{E}$ and $\mathcal{D}_B \subset T \mathcal{X}_B \times T^* \mathcal{X}_B \times \mathcal{F} \times \mathcal{E}$ two Dirac structures, then $\mathcal{D}_A \circ \mathcal{D}_B \subset T \mathcal{X}_A \times T^* \mathcal{X}_A \times T \mathcal{X}_B \times T^* \mathcal{X}_B$ as defined in Eq. (100) is a Dirac structure.

**Proof** In what follows we will denote for short $\mathcal{D} := \mathcal{D}_A \circ \mathcal{D}_B$.

Let us first prove that $\mathcal{D} \subset \mathcal{D}^\perp$.

Let $(\delta X^A_t, \theta^A_t, \delta X^B_t, \theta^B_t) \in \mathcal{D}$, then for any $(\delta \tilde{X}^A_t, \tilde{\theta}^A_t, \delta \tilde{X}^B_t, \tilde{\theta}^B_t) \in \mathcal{D}$ we have that

$$\langle (\delta X^A_t, \theta^A_t, \delta X^B_t, \theta^B_t), (\delta \tilde{X}^A_t, \tilde{\theta}^A_t, \delta \tilde{X}^B_t, \tilde{\theta}^B_t) \rangle = \langle \delta X^A_t, \theta^A_t \rangle + \langle \delta \tilde{X}^A_t, \tilde{\theta}^A_t \rangle + \langle \delta X^B_t, \theta^B_t \rangle + \langle \delta \tilde{X}^B_t, \tilde{\theta}^B_t \rangle.$$

(101)

Since we have that $(\delta X^A_t, \theta^A_t, \delta X^B_t, \theta^B_t), (\delta \tilde{X}^A_t, \tilde{\theta}^A_t, \delta \tilde{X}^B_t, \tilde{\theta}^B_t) \in \mathcal{D}$, there exist $(\delta f, e)$ and $(\delta \tilde{f}, \tilde{e})$ such that

$$\left( \delta X^A_t, \theta^A_t, -\delta f, e \right) \in \mathcal{D}_A, \quad \left( \delta X^B_t, \theta^B_t, \delta f, e \right) \in \mathcal{D}_B,$$

$$\left( \delta \tilde{X}^A_t, \tilde{\theta}^A_t, -\delta \tilde{f}, \tilde{e} \right) \in \mathcal{D}_A, \quad \left( \delta \tilde{X}^B_t, \tilde{\theta}^B_t, \delta \tilde{f}, \tilde{e} \right) \in \mathcal{D}_B.$$  

(102)
Therefore, Eq. (101) can be rewritten as
\[
\langle \delta X_t^A, \bar{\theta}^A \rangle + \langle \delta \bar{X}_t^A, \theta^A \rangle + \langle \delta X_t^B, \bar{\theta}^B \rangle + \langle \delta \bar{X}_t^B, \theta^B \rangle = \langle \delta X_t^A, \bar{\theta}^A \rangle + \langle \delta \bar{X}_t^A, \theta^A \rangle - \langle \delta f, \bar{e} \rangle - \langle \delta \bar{f}, e \rangle + \langle \delta \bar{X}_t^B, \bar{\theta}^B \rangle + \langle \delta \bar{X}_t^B, \theta^B \rangle + \langle \delta \bar{f}, e \rangle = 0, \tag{103}
\]
where the last equality follows from Eq. (102) together with the fact that $\mathcal{D}_A$ and $\mathcal{D}_B$ are Dirac structures. Therefore, we have that $(\delta X_t^A, \theta^A, \delta X_t^B, \theta^B) \in \mathcal{D}^\perp$ and $\mathcal{D} \subset \mathcal{D}^\perp$ is proved.

Let us now prove conversely that $\mathcal{D}^\perp \subset \mathcal{D}$.

Let $(\delta X_t^A, \theta^A, \delta X_t^B, \theta^B) \in \mathcal{D}^\perp$, then
\[
0 = \langle \delta X_t^A, \bar{\theta}^A \rangle + \langle \delta \bar{X}_t^A, \theta^A \rangle + \langle \delta X_t^B, \bar{\theta}^B \rangle + \langle \delta \bar{X}_t^B, \theta^B \rangle, \tag{104}
\]
for all $(\delta \bar{X}_t^A, \bar{\theta}^A, \delta \bar{X}_t^B, \bar{\theta}^B) \in \mathcal{D}$, that is there exist $\bar{f}$ and $e$ such that
\[
(\delta \bar{X}_t^A, \bar{\theta}^A, -\delta \bar{f}, \bar{e}) \in \mathcal{D}_A, \quad (\delta \bar{X}_t^B, \bar{\theta}^B, \delta \bar{f}, \bar{e}) \in \mathcal{D}_B.
\]

By choosing $\delta \bar{X}_t^B = \bar{\theta}^B = 0$ Eq. (104) becomes
\[
\langle \delta X_t^A, \bar{\theta}^A \rangle + \langle \delta \bar{X}_t^A, \theta^A \rangle = 0.
\]
If $(\delta \bar{X}_t^A, \bar{\theta}^A, -\delta \bar{f}, \bar{e}) \in \mathcal{D}_A$ and $(\delta \bar{X}_t^A)', (\bar{\theta}^A)', -\delta \bar{f}, \bar{e}) \in \mathcal{D}_A, \text{ then we have }$
\[
(\delta \bar{X}_t^A - (\delta \bar{X}_t^A)', \bar{\theta}^A - (\bar{\theta}^A)', 0, 0) \in \mathcal{D}_A.
\]

Defining the linear operator $T^A$ as
\[
T^A \left( \delta \bar{X}_t^A, \bar{\theta}^A, -\delta \bar{f}, \bar{e} \right) := \langle \delta X_t^A, \bar{\theta}^A \rangle + \langle \delta \bar{X}_t^A, \theta^A \rangle,
\]
we have that
\[
T^A \left( \delta \bar{X}_t^A - (\delta \bar{X}_t^A)', \bar{\theta}^A - (\bar{\theta}^A)', 0, 0 \right) = 0,
\]
so that the linearity of $T$ in turn implies
\[
T^A \left( \delta \bar{X}_t^A, \bar{\theta}^A, -\delta \bar{f}, \bar{e} \right) = T^A \left( (\delta \bar{X}_t^A)', (\bar{\theta}^A)', -\delta \bar{f}, \bar{e} \right).
\]
Consequently, by the linearity of $T^A$, we infer that there exists $\delta f^A$ and $e^A$ such that
\[
T^A \left( \delta \bar{X}_t^A, \bar{\theta}^A, -\delta \bar{f}, \bar{e} \right) = \langle \delta f^A, \bar{e} \rangle + \langle \delta \bar{f}, e^A \rangle.
\]
or equivalently using the definition of $T^A$ we have that there exist $\delta f^A$ and $e^A$ such that

$$\langle \delta X^A_t, \bar{\theta}^A \rangle + \langle \delta \bar{X}^A_t, \theta^A \rangle + \langle \delta f^A, \bar{e} \rangle - \langle \delta \bar{f}, e^A \rangle = 0.$$  \hspace{1cm} (105)

Repeating the same reasoning, choosing $\delta \bar{X}^A = \bar{\theta}^A = 0$ we obtain

$$\langle \delta X^B_t, \bar{\theta}^B \rangle + \langle \delta \bar{X}^B_t, \theta^B \rangle + \langle \delta f^B, \bar{e} \rangle + \langle \delta \bar{f}, e^B \rangle = 0.$$  \hspace{1cm} (106)

Substituting now Eqs. (105)-(106) into Eq. (104) we get

$$0 = \langle \delta \bar{f}, e^A \rangle - \langle \delta f^A, \bar{e} \rangle - \langle \delta \bar{f}, e^B \rangle = \langle \delta \bar{f}, e^A - e^B \rangle,$$

so that we can conclude that $\delta f^A = -\delta f^B$ and $e^A = e^B$, and therefore, we have shown that $\mathcal{D}^\perp \subset \mathcal{D}$ and the proof is complete. \hfill \Box

This proposition can be generalized to consider $N$ implicit SPHS with state space $\mathcal{X}_i$, Hamiltonian $H_i$ and flows effort space $\mathcal{F}_i \times \mathcal{E}_i$, by defining the interconnection Dirac structure as

$$\mathcal{D}_I \subset \bigotimes_{i=1}^N (\mathcal{F}_i \times \mathcal{E}_i).$$

We thus have that $\mathcal{D} := \bigotimes_{i=1}^N \mathcal{D}_i$ is a Dirac structure on $\mathcal{X} := \bigotimes_{i=1}^N \mathcal{X}_i$, so that by Proposition 4.10 we have that $\mathcal{D} \circ \mathcal{D}_I$ is a Dirac structure on $\mathcal{X}$; Fig. 3 shows a representation of interconnected port-Hamiltonian systems.

**Proposition 4.11** The interconnection of $N$ SPHS with state space $\mathcal{X}_i$, Hamiltonian $H_i$ and flows effort space $\mathcal{F}_i \times \mathcal{E}_i$ connected through an interconnection Dirac structure $\mathcal{D}_I$ and perturbing semimartingale $\mathbf{Z}_i$, defines a SPHS with Dirac structure $\mathcal{D} \circ \mathcal{D}_I$ and Hamiltonian $H := \sum_{i=1}^N H_i$.

**Example 4.4** The interconnection of two port Hamiltonian systems of the form given in Eq. (81),

$$\begin{align*}
\delta X_t &= (J(X_t) - R(X_t)) \partial_x \tilde{H}(X_t) \delta Z_t - \sum_{i=1}^m \xi_i(X_t) \delta Z^{N;i}_t - g(X_t)u_t \delta Z^{C}_t, \\
\bar{y}_t &= g^T(X_t) \partial_x \tilde{H}(X_t), \\
\bar{\delta} \bar{X}_t &= (\bar{J}(\bar{X}_t) - \bar{R}(\bar{X}_t)) \partial_{\bar{x}} \tilde{H}(\bar{X}_t) \delta \bar{Z}_t - \sum_{i=1}^{\bar{m}} \bar{\xi}_i(\bar{X}_t) \delta \bar{Z}^{N;i}_t - \bar{g}(\bar{X}_t)\bar{u} \delta \bar{Z}^{C}_t, \\
\bar{\gamma}_t &= \bar{g}^T(\bar{X}_t) \partial_{\bar{x}} \tilde{H}(\bar{X}_t),
\end{align*}$$

through the power preserving connection

$$u = -\bar{u}, \quad y = \bar{y},$$
Fig. 3 Interconnection of implicit port-Hamiltonian system

leads to a stochastic PHS of the form

\[
\begin{align*}
\delta X_t &= (J(X_t) - R(X_t)) \partial_x H(X_t) \delta Z_t - \sum_{i=1}^{m} \xi_i(X_t) \delta Z_{i,t}^{N;i} - g(X_t)\lambda \delta Z_{C,t}, \\
\delta \bar{X}_t &= (\bar{J}(\bar{X}_t) - \bar{R}(\bar{X}_t)) \partial_{\bar{x}} \bar{H}(\bar{X}_t) \delta \bar{Z}_t - \sum_{i=1}^{m} \bar{\xi}_i(\bar{X}_t) \delta Z_{i,t}^{N;i} + \bar{g}(\bar{X}_t)\lambda \delta \bar{Z}_{C,t}, \\
g^T(X_t) \partial_x H(X_t) &= \bar{g}^T(\bar{X}_t) \partial_{\bar{x}} \bar{H}(\bar{X}_t).
\end{align*}
\]

Example 4.4 \(N\) explicit semimartingale port-Hamiltonian systems in local coordinates of the form (81), \(i = 1, \ldots, N\), on a general \(n_i\)-dimensional manifold \(X_i\).

In general, we could consider a power-preserving interconnection of the SPHS, that is a subspace

\[
I(X^1_t, \ldots, X^N_t) \subset \mathcal{F}^1 \times \cdots \times \mathcal{F}^N \times \mathcal{E}^1 \times \cdots \mathcal{E}^N,
\]

such that power is preserved, namely

\[
(\delta f^1_t, \ldots, \delta f^N_t, e^1_t, \ldots, e^N_t) \in I \Rightarrow \sum_{i=1}^{N} \int_0^t \langle e^i_s, \delta f^i_s \rangle = 0.
\]

Notice that the interconnection \(I\), as given above, defines a Dirac structure.
4.5 Examples

4.5.1 The Mass–Spring System

Consider the mass–spring system

\[ m \ddot{x} = -kx + F , \]  

(109)

where \( x \) is the position of the system, \( m \) its mass, \( F \) the applied force and \( k \) the stiffness of the spring. Defining \( p = m \dot{x} \) as the momentum and \( q = x \), it is easily seen that \( X = (p, q) \) defines a PHS with respect to the energy

\[ H(p, q) = \frac{1}{2} kq^2 + \frac{1}{2} \frac{p^2}{m} , \]

of the form

\[
\begin{align*}
\dot{X} &= J \partial_x H(X) + gF , \\
Y &= g^T \partial H(X) ,
\end{align*}
\]

with

\[ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} , \quad g = \begin{pmatrix} 0 \\ 1 \end{pmatrix} , \quad \partial_x H(X) = \begin{pmatrix} kq \\ \frac{p}{m} \end{pmatrix} . \]

Let \( Z_t(\omega) = t + W_t \), being \( W_t \) a standard Brownian motion, we can generalize Eq. (109) to consider a stochastic term

\[ \left( \delta q_t, \delta p_t \right) = \left( \frac{p_t}{m} - \frac{kq_t}{2m} + F \right) \delta t + \left( \frac{p_t}{m} - kq_t \right) \delta W_t ; \]

(110)

or in Itô form

\[ \left( dq_t, dp_t \right) = \left( \frac{p_t}{m} - \frac{kq_t}{2m}, -kq_t - \frac{k}{2m}p_t + F \right) dt + \left( \frac{p_t}{m} - kq_t \right) dW_t . \]

(111)

Denoting by

\[ \tilde{q}_t := \mathbb{E}q_t , \quad \tilde{p}_t := \mathbb{E}p_t , \]

we obtain, using the fact that the integral w.r.t. \( W_t \) is a martingale,

\[ \dot{\tilde{q}}_t = \frac{\tilde{p}_t}{m} - \frac{k}{2m} \tilde{q}_t , \]

\[ \dot{\tilde{p}}_t = -k\tilde{q}_t - \frac{k}{2m} \tilde{p}_t + F . \]
Since \( p = m \dot{q} \), we have
\[
m \dddot{q}_t = m \dddot{q}_t = -\frac{k}{2} \ddot{q}_t - k \dot{q}_t + F,
\]
which is the equation for a damped harmonic oscillator.

### 4.5.2 The \( n \)-DOF Robotic Arm

Consider a \( n \)-DOF fully actuated mechanical system with generalized coordinate \( q \), see Secchi et al. (2007) for the deterministic treatment; let \( p = M(q) \dot{q} \) be the generalized momenta, and \( H(p, q) \) be the Hamiltonian
\[
H(p, q) = \frac{1}{2} p^T M^{-1}(q) p + V(q),
\]
with the structure matrices
\[
J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}, \quad R = \begin{pmatrix} 0 & 0 \\ 0 & D(p, q) \end{pmatrix}, \quad g = \begin{pmatrix} 0 \\ B(q) \end{pmatrix}, \quad S = J - R.
\]

The stochastic \( n \)-DOF robot with model noise is
\[
\begin{cases}
\delta X_t = S(X_t) \partial_x H(X_t) \delta t + S(X_t) \partial_x H(X_t) \delta W_t + g(X_t) u_t \delta t + \xi(X_t) \delta B_t, \\
y_t = g^T(X_t) \partial_x H(X_t),
\end{cases}
\]
with \( X_t = (p_t, q_t) \) and where we considered the semimartingale \( Z_t(\omega) := t + \sigma W_t(\omega) \), being \( \sigma > 0 \) and \( W_t \) a standard Brownian motion, \( Z^N_t(\omega) := B_t \), with \( B_t \) a standard Brownian motion independent of \( W_t \), and \( Z^C_t(\omega) = t \).

Equivalently in Itô form we get
\[
\begin{cases}
dX_t = (S(X_t) \partial_x H(X_t) + \sigma^2 \partial_x (S(X_t) \partial_x H(X_t)) S(X_t) \partial_x H(X_t)) dt + \partial_x (\xi(X_t)) \xi(X_t) dt + g(X_t) u_t dt + S(X_t) \partial_x H(X_t) dW_t + \xi(X_t) dB_t, \\
y_t = g^T(X_t) \partial_x H(X_t),
\end{cases}
\]

### 4.5.3 The DC Motor

Consider a DC motor, that is \( \mathcal{X} = \mathbb{R}^2 \) and \( X = (\phi, p) \) with Hamiltonian
\[
H(p, \phi) = \frac{1}{2} \frac{p^2}{I} + \frac{1}{2} \frac{\phi^2}{L};
\]
and structure matrices
\[
J = \begin{pmatrix} 0 & K \\ -K & 0 \end{pmatrix}, \quad R = \begin{pmatrix} b & 0 \\ 0 & R \end{pmatrix}, \quad g = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad S = J - R,
\]
see Secchi et al. (2007) for the deterministic treatment.

The stochastic DC motor with noise is

\[
\begin{align*}
\delta X_t &= S(X_t)\partial_x H(X_t)\delta t + S(X_t)\partial_x H(X_t)\delta W_t + g(X_t)u_t\delta t + \xi(X_t)\delta B_t, \\
y_t &= g^T(X_t)\partial_x H(X_t),
\end{align*}
\]

(114)

with \( X_t = (p_t, \phi_t) \) and where the semimartingale \( Z_t(\omega) := t + \sigma W_t(\omega) \), being \( \sigma > 0 \) and \( W_t \) a standard Brownian motion, \( Z_t^N(\omega) := B_t \), with \( B_t \) a standard Brownian motion independent of \( W_t \), and \( Z_t^C(\omega) = t \).

Equation (114) can be rewritten in Itô form as

\[
\begin{align*}
dX_t &= \left( S(X_t)\partial_x H(X_t) + \frac{1}{2}S(X_t)\partial_x H(X_t)\partial_x (S(X_t)\partial_x H(X_t)) \right) dt + S(X_t)\partial_x H(X_t)dtW_t + g(X_t)u_tdt, \\
y_t &= g^T(X_t)\partial_x H(X_t),
\end{align*}
\]

(115)

4.5.4 The Van der Pol Oscillator

Consider a stochastic van der Pol oscillator of the form

\[
\begin{align*}
\delta x_1 &= x_2\delta t, \\
\delta x_2(t) &= \left( \mu(1-x_1^2)x_2(t) - x_1(t) \right)\delta t + \xi(x_2)\delta W_t.
\end{align*}
\]

or written for short as

\[
\delta X_t = (J(X_t) - R(X_t)) \partial_x H(X_t)\delta t + \xi(X_t)\delta dW_t,
\]

(116)

where the energy Hamiltonian function is

\[
H(X_t) = \frac{1}{2}X_t^TIX_t,
\]

with \( I \) the \( 2 \times 2 \) identity matrix, and dissipation structure

\[
R(X_t) = \begin{pmatrix} 0 & 0 \\ 0 & -\mu(1-x_1^2(t))x_2(t) \end{pmatrix}.
\]

This stochastic dynamics has been treated for instance in Cordoni and Di Persio (2015) or also in the more general form of a stochastic Fitz-Hugh Nagumo (FHN) model in Barbu et al. (2016), Cordoni and Di Persio (2018).
5 Conclusions

This work is the first step of a more general research program intended to rigorously study stochastic port-Hamiltonian systems. In the present paper we formally introduced the definition of *stochastic implicit port-Hamiltonian system*, showing how the considered setting generalizes existing notions of *stochastic Hamiltonian dynamics* as well as *deterministic port-Hamiltonian systems*. One of the main novelty of our approach consists in allowing the elements of the port-Hamiltonian to be stochastic vector fields, so that the power exchanged by the system is allowed to be a general semimartingale. In this sense, the noise does not enter the system solely as an external perturbation, the system itself being intrinsically stochastic. We further showed how the *stochastic implicit port-Hamiltonian system* can be equivalently formulated in terms of either Stratonovich or Itô integration. At last, an investigation on energy conservation, passivity and power-preserving interconnection of SPHS has been carried out.
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