Transcervical Ultrasound Image Guidance System for Transoral Robotic Surgery
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Abstract

Purpose: Trans-oral robotic surgery (TORS) using the da Vinci surgical robot is a new minimally-invasive surgery method to treat oropharyngeal tumors, but it is a challenging operation. Augmented reality (AR) based on intra-operative ultrasound (US) has the potential to enhance the visualization of the anatomy and cancerous tumors to provide additional tools for decision-making in surgery.

Methods: We propose and carry out preliminary evaluations of a US-guided AR system for TORS, with the transducer placed on the neck for a transcervical view. Firstly, we perform a novel MRI-transcervical 3D US registration study. Secondly, we develop a US-robot calibration method with an optical tracker and an AR system to display the anatomy mesh model in the real-time endoscope images inside the surgeon console.

Results: Our AR system reaches a mean projection error of 26.81 and 27.85 pixels for the projection from the US to stereo cameras in a water bath experiment. The average target registration error for MRI to 3D US is 8.90 mm for the 3D US transducer and 5.85 mm for freehand 3D US, and the average distance between the vessel centerlines is 2.32 mm.
2 Transcervical Ultrasound Image Guidance System for TORS

Conclusion: We demonstrate the first proof-of-concept transcervical US-guided AR system for TORS and the feasibility of transcervical 3D US-MRI registration. Our results show that transcervical 3D US is a promising technique for TORS image guidance.
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1 Introduction

The American Cancer Society estimates that there will be about 54,000 new cases and 11,230 deaths from cancer of the oral cavity and pharynx (throat) in the United States in 2022 [1]. The incidence rates increased by 0.8% per year from 2009 to 2018 while the mortality rate increased by 0.4% per year from 2010 to 2019 [1]. Oropharyngeal cancer is one of the commonest types of head and neck cancer, and was traditionally treated with either open surgery or radiotherapy. TORS is a new minimally invasive technique that allows surgeons to remove oropharyngeal cancers with fewer side effects, to help preserve the function of patients after treatment [2].

TORS, however, is challenging because surgeons need to work in a severely constrained environment, through the patient’s mouth, superior to the retracted tongue, without haptic feedback, requiring a profound knowledge of the oropharynx and parapharynx anatomy [3]. Image-guidance has the potential to improve TORS through anatomy and cancer visualization.

Current TORS image guidance approaches mostly use cross-sectional images to visualize preoperative computerized tomography (CT) or magnetic resonance imaging (MRI) [4–6]. CT is the most common intraoperative imaging modality. Comparisons between preoperative and intraoperative CT show that the former is insufficient to visualize the deformed anatomy, while the latter can improve fiducial localization accuracy and task efficiency [7, 8]. A tri-planar CT-based surgical navigation system is presented in [9]. Deformable registration from preoperative images to cone-beam CT to augment anatomy structures and surgical planning data in stereoscopic video is presented in [10]. However, intra-operative CT does introduce radiation risk.

US can provide real-time intra-operative imaging for TORS without radiation. In most previous research, the US transducer was placed in the patient’s oral cavity. Intra-oral US interferes with the TORS robot tools. These must either be removed [11, 12] or a miniaturized US transducer with limited scanning range must be used instead [13–15]. Shen [16] has proposed an intraoral 3D US-guided AR system for transoral surgery, using a head-mounted display with AR displaying the tumor model segmented in the 3D US to guide the tumor resection in an ex vivo tongue. To the best of our knowledge, this is the most similar system to our study, but it does not solve the problem of removing robot tools from the patient’s mouth to insert the US transducer. Therefore, to
mitigate this problem, we explore a different US transducer placement whose feasibility for TORS is still unknown.

Transcervical US, which places the US transducer outside the patient’s neck, can provide continuous US imaging during TORS. Transcervical 3D US has been used in head and neck procedures such as neck fine-needle puncture [17] and neck tumor dissection [18], as well as in oral cancer diagnosis [19–21], but its feasibility in TORS has not been studied.

While US is accessible and safe, US images are usually harder to interpret than CT or MRI. Furthermore, US imaging is subject to a severe tradeoff between imaging resolution and depth; larger depths require lower frequencies for penetration and therefore will have lower image resolution. US-preoperative image registration can combine the benefits of different image modalities to assist surgical planning. In particular, MRI provides high soft-tissue contrast and cancer imaging that can be exploited by MRI-US registration. MRI-US registration and real-time US have been used in other surgeries such as prostatectomy [22, 23]. We hypothesize that they can also be applied to TORS, but the feasibility of MRI-3D US registration in the oropharynx is not well studied. Chen et al. [24] conducted a feasibility study of MRI-3D US registration for TORS; their results show that the 3D images acquired by a low-frequency 3D transducer might not have sufficient resolution for image registration.

In this research, we propose a proof-of-concept AR system for TORS utilizing transcervical 3D US. To the best of our knowledge, our contributions include: (1) the first work evaluating the feasibility of MRI and freehand 3D US registration in the oropharynx, (2) the first work comparing the differences between two types of 3D US of the oropharyngeal region; (3) the first AR system utilizing both US and MRI in TORS.

2 Materials and Methods

Fig. 1 shows the proposed US-guided AR workflow. In the planning stage, preoperative MRI and US are collected for surgical planning and feasibility evaluation of US-guided TORS. Just before surgery, the AR system is calibrated and a preoperative freehand US scanning and MRI-US registration are carried out for an initial AR display of the anatomy model. During surgery, the patient’s tongue is retracted, and the surgeon can use the US transducer to scan the tumor side and visualize the US. A US-to-US intraoperative-to-preoperative registration generates the deformation field to update the anatomy model in AR. In this preliminary study, we evaluate the feasibility of the first and the second stage: MRI-US registration and system calibration.

2.1 System Hardware

Fig. 2 shows the components of our system. The da Vinci surgical system (Intuitive Surgical, Sunnyvale, CA) includes a patient side cart and a surgeon’s console, which provides the surgeon with an endoscope view. The US system is a BK3500 with a 14L3 linear 2D transducer (BK Medical, Burlington, MA).


A Polaris Spectra (Northern Digital, ON, Canada) tracks the US transducer. To enable US probe maneuvering by the surgeon using the da Vinci’s third manipulating arm, we designed a novel 3D-printed US transducer holder that allows the surgeon to grasp and move it with the da Vinci ProGrasp in the console, as in Fig. 3a.

2.2 System Calibration

Eq. 1 shows the transformations needed to project the US volume onto the camera image ($iT_{US}$). The endoscopic camera (ECM) location $DVTECM$ can be read from the da Vinci robot API and the marker on the probe can be tracked by the optical tracker $OT_{Probe}$. Therefore, the system calibration requires us to find the transformation from US image to the marker on the probe $Probe_{US}$, from optical tracker to robot $DVTO$T, and the camera projection matrix $M$.

$$iT_{US} = M \cdot ECM_{DV} \cdot DVTO \cdot OT_{Probe} \cdot Probe_{US}$$  (1)
Fig. 3: (a) Image showing the 3D-printed holder and how the robot grasps the US transducer. (b) Images of the system calibration. From left to right: (1) the tracked US transducer and stylus; (2) a US image of the stylus tip; (3) a robot tool holding our designed marker for robot-tracker calibration.

US to Optical Tracker Calibration. We used the PLUS toolkit [25] and SlicerIGT [26] for US-tracker calibration. A 3D-printed marker is attached to the US transducer to localize it in the tracker coordinate frame \( OT \). PLUS enables collecting time-synchronized transducer locations and US images. We first run the temporal calibration to correct the time offset, then we collect a tracked US video sequence imaging the tip of a tracked stylus pointer. The transformation \( Stylus_{tip} \) is known after a pivot calibration. We then use the fiducial registration in 3D Slicer to manually select the stylus tip location in the US images and to estimate a similarity transformation \( Probe_{US} \)

\[
Probe_{US} = \min_{\cdot} \left\| OT_{Stylus} Stylus_{tip} - OT_{Probe} US_{tip} \right\|_2
\]

where \( Probe \) is the coordinate frame of the marker attached to the US transducer.

Robot to Optical Tracker Calibration. We attach a customized marker with a known marker coordinate origin to the robot tooltip and collect the corresponding points in the tracker and robot coordinate frames. We then estimate a rigid transformation between the corresponding points for \( OT_{DV} \).

\[
OT_{DV} = \min_{\cdot} \left\| OT_{marker} - DV_{Tip} \right\|_2
\]

Camera Projection Matrix Calibration. We use the camera projection calibration algorithm in [23] to estimate the camera projection matrix \( M \), which includes the hand-eye calibration matrix (the transformation from ECM to the camera world coordinate system) and the camera intrinsic matrix. The algorithm automatically detects fourteen key points on the robot tool in the robot and image coordinates. By moving the robot tool we will get corresponding spatial 3D and 2D points to estimate \( M \).

2.3 MRI-3D US Registration

For MRI-US registration we need to find a spatial transformation \( MRI_{US} \). After the registration, we can map the MRI volume or the anatomy model
To simplify the transformation in the AR system, we assume $T_{MRI}^{US}$ is an affine transformation. We first manually rigidly pre-register the 3D US volume and axial T1 MRI based on the US transducer position and anatomy structures. Other MRI sequences can be used during this process. The Linear Correlation of Linear Combination (LC2)-based optimization [27] (ImFusion GmbH, Munich, Germany) is used to refine the affine transformation $T_{MRI}^{US}$. We evaluate the MRI-US registration for two different types of 3D US. We first used a 3D US transducer (xMATRIX X6-1, Philips Healthcare, Bothell, WA) to acquire 3D US of the oropharynx in five healthy volunteers and four patients with oropharyngeal cancer, referring the scanning protocol in Coquia et al. [28]. We then used the BK3500 US machine, 14L3 linear transducer and the optical tracker in Section 2.1 and PLUS to record the tracked US image sequences and reconstruct freehand 3D US for three healthy volunteers.

### 3 Experiments and Results

#### 3.1 System Evaluation

To evaluate the accuracy of the robot-tracker calibration, we collected 100 pairs of points and used 50% to estimate $DV^{T_{OT}}$ and 50% for testing. The mean projection error is 1.73 mm in the training data and 1.84 mm in the test data. We then measure the stylus-based calibration error by using 25 pairs of points to estimate $probe^{T_{US}}$ and the mean projection error is 0.59 mm. We used another 17 fiducial pairs for testing and the mean projection error is 0.78 mm.

We evaluated the system accuracy $T_{US}$ in a water-bath experiment, whose workflow is in Fig. 4. We used a 3D-printed structure and nylon wires to build 25 grid points, with nominal grid size of 10 mm, within the accuracy of the 3D printer. We used freehand 3D US to image the grids and thresholded by intensity to segment the wires. We then projected the wires from the US to the camera and labeled the grids. We put the structure in three different locations and collected 75 data points. The image size is 540 × 960, and the mean projection error is in Table 1. The final system demonstration is in Fig. 5, projecting the anatomy models segmented from the MRI to the camera with $T_{MRI}$ on a human subject. For the mannequin, we used the US to scan the surface and we registered the surface with the skin surface in MRI.

#### 3.2 Preliminary Evaluation of MRI-US Registration

MRI was acquired using a 3T Philips Elition MRI (Philips Healthcare, Bothell, WA) for healthy volunteers, with axial resolution in T1 images of 0.35 to 0.45 mm in the transverse plane and 3.6 to 4.5 mm in the axial direction.

### Table 1: Mean projection error of the points projected from US to the camera.

|                | Left Camera | Right Camera |
|----------------|-------------|--------------|
| Projection Error (pixel) | 27.85 ± 10.52 | 26.81 ± 9.03 |
**Fig. 4:** The water-bath experiment. From left to right: (1) original camera image; (2) 3D freehand US volume and wire segmentation; (3) projected segmentation in the camera image; (4) the labeled wires.

**Fig. 5:** Images of the AR guidance system viewed in the camera frame.

**Table 2:** The target registration error (TRE) (in mm) for patients or healthy volunteers (HV), and the average TRE for all the cases [24].

| Plane   | Transverse HVs | Transverse Patients | Axial HVs | Axial Patients | Total HVs | Total Patients |
|---------|----------------|---------------------|-----------|----------------|-----------|----------------|
|         | 7.29±6.50      | 6.45±3.47           | 5.94±6.23 | 8.26±7.41      | 9.63±5.91 |
| By Group| 6.89±5.32      | 4.39±5.49           |           |                |           |                |
| **All** |                |                     |           |                |           | 8.90±6.79      |

For participants with oropharyngeal cancer a Siemens Magnetom Espree 1.5T MRI (Siemens Healthcare, Erlangen, Germany) was used with a resolution of 0.375 mm in the transverse plane and 3.6 mm in the axial direction. A radiologist (EP) manually selected anatomical landmarks in US and MRI to evaluate the target registration error (TRE).

For the 3D transducer-collected US, the elevation angle is 45 – 90° and the image depth is 7-9 cm. The frequency range is 1-6MHz. The spatial resolution is around $0.3 \times 0.2 \times 0.4$ mm$^3$. The TRE for MRI-3D probe-collected US is in Table 2 and Fig. 6 shows two registration examples. For freehand 3D US, the image depth is 6 cm at 9 MHz and the US volume spacing is 0.1 mm for three axes. We scanned the participant’s neck from the common carotid to the submandibular gland, as in Fig. 7. We segmented the carotids that appeared in both MRI and US and used Slicer Vascular Modeling Toolkit [29] to extract the centerlines. The TRE and the average distance between the centerlines are in Table 3: we first interpolate each vessel branch into 1000 points and then calculate the average distance between the corresponding points.
Table 3: The target registration error (TRE) and the average distance of the vessel centerlines for MRI-freehand 3D US registration.

|     | Transverse | TRE (mm) | Axial | Average Distance (mm) |
|-----|------------|----------|-------|-----------------------|
| HV1 | 3.78±0.47  | 5.40±1.80| 6.63±1.73 | 2.15                  |
| HV2 | 3.18±0.84  | 0.89±1.56| 3.61±1.01 | 2.13                  |
| HV3 | 5.48±2.15  | 3.45±2.81| 7.33±0.86 | 2.67                  |
| Average | 4.34±1.88 | 2.88±2.79| 5.85±2.05 | 2.32±0.25             |

Fig. 6: Examples of MRI-US registration using a 3D US probe [24].

Fig. 7: Examples of MRI-freehand 3D US registration. (a) the scanning trajectory (models from [25]); (b) examples of 2D US, MRI-US overlay and re-sliced MRI; (c) MRI-US overlay of the reconstructed 3D US, MRI, re-sliced US, vessel segmentation and centerlines (yellow: MRI, red: US).

4 Discussion

We evaluate the accuracy of the system calibration in different steps. The US-tracker calibration and the robot-tracker calibration achieve a promising performance, and the water bath experiment shows that our system achieves comparative results with the previous system [23] with an additional optical tracker. Compared with the previous system, our system provides more degrees of freedom for the US transducer. This calibration technique can also be easily generalized to US guidance for other surgeries. The final system accuracy from the US to the camera is approximately 27 pixels, or 2.5% of the image diagonal. This error can be introduced by the calibration error and noise in the optical
tracking, and the wire segmentation and point labeling error in the freehand US. Wire segmentation is difficult because the wires cause artifacts in the US images and the noise in tracking introduces jitter in the reconstructed US.

We evaluate the feasibility of MRI-US registration for two different 3D US. The 3D transducer with low frequency can image the deeper oropharyngeal region, making the tongue surface and larynx easily visible for pre-registration. However, the details of the oropharynx are not clear, making the refinement and evaluation difficult. Freehand 3D US with higher frequency provides more details in the near-surface region and can scan a broader region. The common carotid artery, external carotid artery, and internal carotid artery are reliable landmarks for MRI-freehand 3D US registration. A future improvement is to detect these vessels automatically, with classical or learning-based techniques and use anatomy prior for pre-registration [30]. However, freehand 3D US has the disadvantage that the marker must be visible to the optical tracker during the scanning, making the process more complicated. The tracking reliability can be improved by better device space arrangement and careful marker design.

We find that the tissue deformation introduced by the forces applied on the participants during the US scanning increase the registration difficulty and error, and the visual offset in the AR display. Fig. 5 shows that the anatomy displayed on the mannequin is more realistic than on the human because the mannequin has a non-deformable surface that is similar to MRI. The participant’s poses are different in MRI and US scanning, and their tissue is deformable, making the registration less accurate. In a real surgery scene, the deformation will be more severe because the tongue is retracted. However, for the surgeon to recall where the vessels are located presents an additional mental load because it is complicated and patient-dependent. Therefore, even with the visual offset, our AR display can be valuable to surgical decisions intraoperatively. This result also demonstrates the importance of real-time US to provide intraoperative information. A future improvement is to use deformable registration to improve registration accuracy, and also explore the feasibility of intraoperative US-preoperative US registration to correct the anatomy model.

5 Conclusion

We demonstrate the first proof-of-concept for a transcervical US-guided AR system for TORS. We conduct a feasibility study of transcervical 3D US-MRI registration for two different types of 3D US, showing that 3D US has the potential to visualize the anatomy intraoperatively. We propose a new AR system for TORS and evaluate the system accuracy. Our results show that 3D US transcervical imaging is a promising approach for image guidance in TORS.
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