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Abstract  
We consider generalizations of nonlinear Schrödinger equations, which we call “Karpman equations,” that include additional linear higher-order derivatives. Singularly-perturbed Karpman equations produce generalized solitary waves (GSWs) in the form of solitary waves with exponentially small oscillatory tails. Nanoptera are a special type of GSW in which the oscillatory tails do not decay. Previous research on continuous third-order and fourth-order Karpman equations has shown that nanoptera occur in specific settings. We use exponential asymptotic techniques to identify traveling nanoptera in singularly-perturbed continuous Karpman equations. We then study the effect of discretization on nanoptera by applying a finite-difference discretization to continuous Karpman equations and examining traveling-wave solutions. The finite-difference discretization turns a continuous Karpman equation into an advance–delay equation, which we study using exponential asymptotic analysis. By comparing nanoptera in these discrete Karpman equations with nanoptera in their continuous counterparts, we show that the oscillation amplitudes and periods in the nanoptera tails differ in the continuous and discrete equations. We also show that the parameter values at which there is a bifurcation between nanopteron solutions and decaying oscillatory solutions depends on the choice of discretization. Finally, by comparing different higher-order
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discretizations of the fourth-order Karpman equation, we show that the bifurcation value tends to a nonzero constant for large orders, rather than to 0 as in the associated continuous Karpman equation.
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1 Introduction

Nonlinear Schrödinger (NLS) equations with higher-order dispersion terms, which we call “higher-order NLS equations,” arise in a variety of physical situations. In particular, recent experiments have demonstrated that higher-order dispersive effects are important in laser physics (Blanco-Redondo et al. 2016; Tam et al. 2019, 2020; Runge et al. 2020, 2021). Experimental and theoretical studies of laser pulses and optical fibers have revealed that fourth-order dispersion can produce both bright (Karpman 1991; Karpman and Shagalov 1991; Akhmediev et al. 1994; Karlsson and Höök 1994; Karpman 1994, 1996; Piché et al. 1996; Demirkaya and Stanislavova 2019; Posukhovskyi and Stefanov 2020; Bandara et al. 2021; Stefanov et al. 2022) and dark (Alexander et al. 2021) solitary waves in photonic systems, whereas third-order dispersion prevents stable solitary-wave behavior (Zakharov and Kuznetsov 1998). Solitary waves have also been observed in experiments in systems that are modeled by sixth-order, eighth-order, and tenth-order dispersion, and they have been studied numerically for even dispersion orders of up to sixteen (Runge et al. 2021).

Motivated by early studies of higher-order NLS equations by Karpman (1993a, b, 1994), we refer to NLS equations with linear higher-order derivative terms as “Karpman equations.” Karpman studied equations with third-order and fourth-order dispersion, and he showed that solutions to these higher-order NLS equations can possess “generalized solitary waves” (GSWs), including nanoptera. Calvo and Akylas (1997) studied a related singularly-perturbed third-order NLS equation that possesses both GSW and solitary-wave solutions.

We use the term GSW to describe a stationary or traveling wave with a central wave core and exponentially small oscillatory tails on one or both sides of the core (Boyd 1990, 1999, 2012). One type of GSW is a “nanopteron,” in which the oscillatory tails do not decay spatially but instead persist indefinitely with a non-vanishing amplitude. Karpman (1994) showed that stationary solutions of the fourth-order NLS equation can possess nanoptera. In the present paper, we use exponential asymptotic analysis to extend this result to non-stationary solutions. We then study the behavior of nanoptera and other GSWs in spatially and temporally discrete versions of Karpman equations. We refer to such systems as “discrete Karpman equations.”

A key motivation for our paper is to investigate the effects of discretization on exponentially small oscillations in GSWs. We find that discrete Karpman equations have a bifurcation parameter that determines whether or not their solutions have nanoptera. We also find that the choice of discretization affects the value at which this bifurcation occurs, the amplitude of the oscillatory tails, and the period of those tails.
1.1 Generalized Solitary Waves and Karpman Equations

We study GSWs in Karpman equations. In studies of GSWs, it is common to distinguish between nanoptera and radiatively decaying GSWs (Boyd 1999, 2012). Radiatively decaying GSWs have exponentially small oscillations that decay in space away from a wave core; therefore, they are exponentially localized in space. By contrast, nanoptera have exponentially small oscillations with an amplitude that does not decay in space, so nanoptera are not exponentially localized. Instead, they are localized up to algebraic powers of a parameter. We show schematic illustrations of these behaviors in Fig. 1. See Boyd (1999, 2012) for further details about GSWs. As discussed in Duncan et al. (1993), one can also think of a two-sided nanopteron as a solitary wave that is traveling on an oscillatory background.

GSWs typically occur in singularly-perturbed systems in which the associated unperturbed system has solitary-wave solutions (Boyd 1999); such systems can be differential equations or discrete (e.g., lattice) equations. For example, the cubic NLS differential equation

\[ \begin{align*}
  i \frac{\partial \psi}{\partial t} + \frac{1}{2} \frac{\partial^2 \psi}{\partial x^2} + |\psi|^2 \psi &= 0 (1)
\end{align*} \]

has solitary-wave solutions, such as a focusing solitary wave (which we describe in Sect. 2). A generalization of the cubic NLS equation is the continuous fourth-order Karpman equation (Karpman 1994)

\[ \begin{align*}
  i \frac{\partial \psi}{\partial t} + \frac{1}{2} \frac{\partial^2 \psi}{\partial x^2} + \frac{\epsilon^2 \lambda}{2} \frac{\partial^4 \psi}{\partial x^4} + |\psi|^2 \psi &= 0 . (2)
\end{align*} \]

This equation is a singularly-perturbed variant of the cubic NLS equation (1) because of its linear fourth-order derivative term. Karpman expanded its solution in the limit \( \epsilon \to 0 \) (Karpman 1994), and he found that solitary-wave solutions exist for \( \lambda < 0 \) and that nanopteron solutions exist for \( \lambda > 0 \). Karpman (1994) also derived an asymptotic description of the exponentially small oscillatory tails of the stationary nanopteron solutions.

GSWs have been studied both numerically (Karpman and Shagalov 1991, 1999) and analytically (Karpman 1991, 1993a, 1994, 1998) in various continuous Karpman equations. These studies derived asymptotic descriptions of nanoptera in various con-
tinuous Karpman equations; in each case, it was determined that nanoptera exist for an infinite set of parameter values.

Discrete NLS equations also support solitary waves and GSWs (Kivshar and Campbell 1993; Pelinovsky et al. 2005; Melvin et al. 2006, 2008, 2009; Dmitriev et al. 2007; Fitrakis et al. 2007; Oxtoby and Barashenkov 2007; Pelinovsky et al. 2007; Pelinovsky and Kevrekidis 2008; Rothos et al. 2008; Caveas et al. 2009; Syafwan et al. 2012; Zhang et al. 2012; Ma and Zhu 2017; Alfimov et al. 2019; Alfimov and Titov 2019; Ji et al. 2019; Zhu et al. 2020). See Kevrekidis et al. (2001) and Kevrekidis (2009) for reviews of discrete NLS equations. Motivated by the widespread application of discrete NLS equations, we study lattice Karpman equations that are discrete both in space and in time. In our investigation, we convert the lattice equations into advance–delay equations and examine the behavior of GSWs in the resulting systems. With this approach, we are able to explicitly study the effects of discretization on nanoptera.

We begin with a lattice equation

\[
\frac{i}{2\tau}(w_{m,n+1} - w_{m,n-1}) + \frac{1}{2h^2}(w_{m+1,n} - 2w_{m,n} + w_{m-1,n}) + |w_{m,n}|^2w_{m,n} \nonumber \\
+ \frac{\lambda\epsilon^2}{2h^4}(w_{m+2,n} - 4w_{m+1,n} + 6w_{m,n} - 4w_{m-1,n} + w_{m-2,n}) = 0, \quad m, n \in \mathbb{Z},
\]

(3)

where \(\tau, h, \epsilon,\) and \(\lambda\) are parameters. We refer to Eq. (3) as a “lattice fourth-order Karpman equation.”

Let \(t = \tau n\) and \(x = h m\) and write \(w_{m,n} = \psi(x,t)\), where \(x\) and \(t\) are continuous variables. These transformations yield the second-order central-difference fourth-order Karpman (CDK2) advance–delay equation

\[
\frac{i}{2\tau}\psi(x,t+\tau) - \psi(x,t-\tau) + \frac{1}{2}\left[\psi(x+h,t) - 2\psi(x,t) + \psi(x-h,t)\right] + |\psi(x,t)|^2\psi(x,t) \nonumber \\
+ \frac{\epsilon^2\lambda}{2h^4}\left[\psi(x+2h,t) - 4\psi(x+h,t) + 6\psi(x,t) - 4\psi(x-h,t) + \psi(x-2h,t)\right] = 0.
\]

(4)

One can also derive this equation by applying a central-difference discretization to the continuous fourth-order Karpman equation (2) with a temporal step size of \(\tau\) and a spatial step size of \(h\). We use the term “discrete Karpman equations” to refer to advance–delay equations that we obtain either by scaling a lattice equation or by applying a discretization to a continuous Karpman equation.

Joshi and Lustri (2019) showed that discretization typically results in singularly-perturbed advance–delay equations and found that GSWs in discrete Korteweg–de Vries (KdV) equations behave differently than GSWs in the continuous KdV equation. This observation motivates the question of whether or not GSWs depend on the choice of discretization. In particular, we seek to determine whether or not changing the discretization affects which parameter values have associated nanopteron solutions. We will study advance–delay equations that arise from several different finite-difference discretizations (in addition to the one in (4)), and we will compare the resulting GSWs.

The oscillatory tails of nanoptera are exponentially small in some asymptotic parameter, so they are inaccessible to standard asymptotic power-series methods. Researchers
use exponential asymptotic techniques to describe exponentially small behavior. These techniques have been employed to examine the exponentially small oscillatory tails of GSWs and nanoptera both in continuous systems and in discrete systems that arise from lattice equations. Prior research includes studies of GSWs in the KdV equation (Pomeau et al. 1988; Grimshaw and Joshi 1995; Grimshaw 2010; Trinh 2010; Joshi and Lustri 2019), Toda chains (Okada et al. 1990; Tabata 1996; Vainchtein et al. 2016; Lustri and Porter 2018), Fermi–Pasta–Ulam–Tsingou (FPUT) chains (Faver 2017; Hoffman and Wright 2017; Faver and Hupkes 2020; Lustri 2020), and woodpile chains (Kim et al. 2015; Xu et al. 2015; Deng et al. 2021; Deng and Lustri 2022). Several of these studies have demonstrated that the oscillatory tails of GSWs arise from the “Stokes phenomenon,” which describes the appearance and disappearance of exponentially small terms on the two sides of special curves that are known as “Stokes curves” (Trinh 2010; Lustri and Porter 2018; Alfiomov et al. 2019; Joshi and Lustri 2019; Lustri 2020).

An important application of GSWs arises in the study of the so-called “Peierls–Nabarro energy barrier” (Currie et al. 1980; Peyrard and Kruskal 1984; Aigner et al. 2003), which was introduced to explain the behavior of moving kinks in lattices. Suppose that one models a kink as a traveling solitary wave. In certain lattice systems, such a kink exists if and only if it travels at least as fast as some minimum speed. If a traveling wave moves slower than this speed, then it is a GSW that generates radiation and eventually stops moving. In the present paper, we demonstrate that our discrete Karpman equations have a parameter \( \lambda \) that has an analogous effect on traveling-wave solutions. In the CDK2 equation (4), traveling waves with \( \lambda \leq 1/4 \) do not produce radiation in the form of persistent exponentially small waves, so they can propagate indefinitely. However, if \( \lambda > 1/4 \), a traveling wave is a nanopteron that creates exponentially small oscillations in its wake, so it radiates energy and cannot persist forever.

In the present study of Karpman equations, we follow the exponential asymptotic procedure that was developed by Olde Daalhuis et al. (1995) and Chapman et al. (1998) and adapted for advance–delay equations by King and Chapman (2001) and Joshi and Lustri (2015). See Dingle (1973) and Berry (1988) for discussions of the theoretical foundation and applicability of these exponential asymptotic methods.

### 1.2 Exponential Asymptotic Analysis

We now outline how to use exponential asymptotic analysis to study GSWs in Karpman equations that include a small parameter \( \epsilon \). These Karpman equations include linear higher-order derivatives that are singularly perturbed as \( \epsilon \to 0 \). We aim to determine the asymptotic behavior of the exponentially small oscillations in the GSWs. Classical asymptotic power series cannot describe exponentially small terms, such as the oscillatory tails of GSWs, because they are smaller than any power of \( \epsilon \) in the limit \( \epsilon \to 0 \). If one instead uses exponential asymptotic methods to study such behavior, one finds that Stokes curves play an important role in the GSW dynamics.

Consider a singularly-perturbed Karpman equation, with a small parameter \( \epsilon \), that has a traveling wave that satisfies the cubic NLS equation (1) as its leading-order
behavior in $\epsilon$. We denote this solution by $\psi_0$. Analytically continuing this traveling wave reveals that this solution is singular at a set of points in the complex plane. These singular points are the endpoints of Stokes curves (Stokes 1864) in the solution of the Karpman equation. Stokes curves divide the domain of a solution into distinct regions, which have different exponentially small asymptotic behavior. If a Stokes curve crosses the real axis, exponentially small terms must appear in the solution on one or both sides of the curve, so the traveling wave must be a GSW.

If we examine solutions of a Karpman equation on the two sides of a Stokes curve, we observe a rapid “jump” in the size of the exponentially small oscillatory tails of a GSW. This behavior is known as “Stokes switching,” and one can use exponential asymptotic methods to explicitly compute the jump size of exponentially small terms across a Stokes curve. By understanding the behavior that arises from Stokes curves, one can calculate the asymptotic form of exponentially small oscillations in a GSW and determine when the GSW is a nanopteron.

In a singularly-perturbed system whose solutions have exponentially small terms, asymptotic power series typically diverge (Dingle 1973). One can use this observation to truncate the divergent series in a useful way. Choosing the truncation point to minimize the error of a power-series approximation typically results in an error that is exponentially small in the limit $\epsilon \to 0$ (Berry 1988, 1989; Boyd 1999). This process is known as “optimal truncation.” We denote the number of terms in an optimally truncated expansion by $N_{\text{opt}}$. Applying optimal truncation yields an expression that takes the form of a sum of an optimally truncated power series and an exponentially small remainder. The purpose of exponential asymptotics is to isolate the exponentially small remainder.

The exponential asymptotic approach that we use is similar to the approach of King and Chapman (2001), Joshi and Lustri (2015; 2019), and Joshi et al. (2017). See these studies for more general discussions of this approach. The present paper follows the approach that was developed by Olde Daalhuis et al. (1995) and Chapman et al. (1998), and it uses the modifications for discrete systems that were developed by King and Chapman (2001) and Joshi and Lustri (2015). To do exponential asymptotics, we first expand a solution as an asymptotic series

\[
\psi \sim \sum_{j=0}^{\infty} \epsilon^j \psi_j \quad \text{as} \quad \epsilon \to 0.
\]  

We obtain the leading-order term of the series by setting $\epsilon = 0$. In our case, the leading-order term satisfies the cubic NLS equation (1). To generate a GSW in a solution of a Karpman equation, the leading-order behavior must be a solitary wave. We select the focusing solitary wave (Sulem and Sulem 2007; Kevrekidis et al. 2015) of the cubic NLS equation as the leading-order solution (see (10)).

Inserting the series (5) into a Karpman equation and matching orders of $\epsilon$ produces a recurrence relation for $\psi_j$. Solving this recurrence relation requires differentiating and integrating earlier terms in the series. For series that include terms with singularities, this process causes a particular type of divergence that is known as a “factorial-over-power” divergence (Dingle 1973).
In nonlinear problems, it is difficult to obtain exact expressions for $\psi_j$. Knowing the functional form of the divergent behavior enables one to obtain an asymptotic description of $\psi_j$ as $j \to \infty$. One can capture the divergent behavior of these terms, which are called “late-order terms,” using an appropriate ansatz, such as in the form that was proposed by Chapman (1996) based on the work of Dingle (1973). In this procedure, one assumes that the asymptotic behavior of the late-order terms as $j \to \infty$ is a sum of terms of the form

$$\frac{\Psi \Gamma(\kappa j + \gamma)}{\chi^{\kappa j + \gamma}},$$

(6)

where $\Gamma$ is the gamma function, $\kappa$ is the number of times that one needs to differentiate $\psi_{j-1}$ minus the number of times that one needs to integrate $\psi_{j-1}$ to determine $\psi_j$, the scalar $\gamma$ is a constant, and $\Psi$ and $\chi$ are functions of the independent variables. Each term in the sum arises from a singularity of the leading-order solution $\psi_0$. In practice, one can determine the form of the factorial-over-power terms for each singularity independently; one then sums the resulting contributions (Dingle 1973).

The function $\Psi$ is known as the “prefactor” and the function $\chi$ is known as the “singulant.” We require $\psi_j$ to be singular at singular points of the leading-order solution $\psi_0$. This gives the condition that $\chi = 0$ at points where $\psi_0$ is singular. As we increase $j$, the order of the singularity in $\psi_j$ increases. We find the functions $\Psi$ and $\chi$ by substituting (6) into a Karpman equation and matching as $j \to \infty$. We select the value of $\gamma$ so that the late-order terms are consistent with the leading-order solution near the singularities.

We use the singulant of the late-order terms to locate Stokes curves in a solution. Dingle (1973) established that if a series has a power-series expression such as (5), then a Stokes curve that produces a jump in exponentially small behavior satisfies

$$\text{Im}\{\chi\} = 0, \quad \text{Re}\{\chi\} > 0.$$  

(7)

The first condition is an equal-phase condition, and the second condition ensures that the exponential contribution is exponentially small (rather than exponentially large).

Using the late-order behavior, we optimally truncate an asymptotic series. To determine the optimal truncation point $N_{\text{opt}}$, we apply a common heuristic that was described by Boyd (1999). According to this heuristic, the optimal truncation point typically occurs at the series term with the smallest magnitude. We express the optimally truncated series as

$$\psi = \sum_{j=0}^{N_{\text{opt}}-1} \epsilon^j \psi_j + \psi_{\exp},$$

(8)

where the remainder $\psi_{\exp}$ is exponentially small in the limit $\epsilon \to 0$. We obtain an expression for $\psi_{\exp}$ by substituting (8) into the original Karpman equation. Away from the Stokes curve, we approximate $\psi_{\exp}$ using the Liouville–Green (i.e., WKBJ) method (Bender and Orszag 2013). This approximation breaks down around the Stokes curve. Around the Stokes curve, we determine $\psi_{\exp}$ using the form

$$\psi_{\exp} \sim S \Psi e^{-\chi/\epsilon} \quad \text{as} \quad \epsilon \to 0,$$

(9)
where the Stokes multiplier $S$ is a function of the independent variables. The Stokes multiplier changes rapidly in a neighborhood of width $O(\sqrt{\epsilon})$ as $\epsilon \to 0$ around the Stokes curve. The Stokes multiplier tends to a different constant on the two sides of a Stokes curve, and it thereby captures the Stokes-switching behavior.

We determine the exponentially small term $\psi_{\text{exp}}$ explicitly by substituting (9) into the expression for $\psi_{\text{exp}}$ and using matched asymptotic expansions (Olde Daalhuis et al. 1995) to study the behavior of $\psi_{\text{exp}}$ in a region of width $O(\sqrt{\epsilon})$ around the Stokes curve.

From the form of the remainder $(9)$, we see that if $\text{Re}\{\chi_x\} = 0$, then the exponential term $\psi_{\text{exp}}$ is purely oscillatory; it does not grow or decay. If the prefactor is constant or oscillates slowly with a constant amplitude, as is the case for Karpman equations, then the remainder has non-vanishing oscillations. Throughout the present study, we will use this condition to classify exponentially small oscillations either as having a non-vanishing amplitude or as decaying in space. If the oscillations do not vanish, the associated GSW solution is a nanopteron.

The method of Olde Daalhuis et al. (1995) and Chapman et al. (1998) was developed originally to study ordinary differential equations. It was subsequently adapted by King and Chapman (2001) to study difference equations and differential–difference equations (such as Frenkel–Kontorova lattices); this adapted method was used by Joshi and Lustri (2015) and Joshi et al. (2017) to study one-dimensional discrete equations. The method of Olde Daalhuis et al. (1995) and Chapman et al. (1998) has also been extended to study partial differential equations (Body et al. 2005; Chapman and Mortimer 2005), which can exhibit a rich variety of behavior, such as higher-order Stokes phenomena (Howls et al. 2004). In the present paper, we build on ideas of Joshi and Lustri (2019), who adapted this exponential asymptotic method to study solutions of lattice equations, which they represented as two-dimensional advance–delay equations.

Another exponential asymptotic method that has been used to derive asymptotic approximations of solutions of singularly-perturbed NLS equations (see Calvo and Akylas (1997) and Yang (2010)) is based on analyzing solutions of the singularly-perturbed KdV equation in Grimshaw and Malomed (1993). This method involves expressing a wave as the solution of an ordinary differential equation and then studying it using Fourier transforms. (Similar methods were also employed by Boyd (2012).) In the present paper, we use the method of Olde Daalhuis et al. (1995) and Chapman et al. (1998) because it allows us to study solutions of our original partial differential equation, rather than an ordinary differential equation that is satisfied by a steady-state solution.

1.3 Outline of Our Paper

Our paper proceeds as follows. In Sect. 2, we describe the focusing solitary-wave solution of the cubic NLS equation. We use this solution as the leading-order solution for all variants of the Karpman equations that we consider in the present study. In Sect. 3, we do an asymptotic analysis of the oscillatory tails in GSWs of the continuous fourth-order Karpman equation (2). We also determine the conditions that permit GSWs to
exist. We compare our asymptotic results both with numerical solutions and with the results of Karpman (1994) and Karpman and Shagalov (1999). In Sect. 4, we generalize the results of Sect. 3 to a family of continuous higher-order Karpman equations. In Sect. 5, we determine the asymptotic behavior of GSW oscillatory tails in the CDK2 equation (4). We also determine the conditions that permit GSWs to exist. In Sect. 6.1, we extend the results of Sect. 5 to discrete higher-order Karpman equations. We then compare these results to the asymptotic solutions of the continuous Karpman equations from Sect. 4. We determine conditions for the existence of GSWs. In Sect. 6.2, we extend the results of Sect. 5 to arbitrary-order central-difference discretizations of the continuous fourth-order Karpman equation (2). In Sect. 7, we conclude and further discuss our results.

2 Focusing Solitary-Wave Solution of the Cubic NLS Equation

We consider Karpman equations in which the highest derivative includes a small parameter $\epsilon$ in its coefficient. In each of our examples, the leading-order solution $\psi_0$ satisfies the cubic NLS equation (1). We set the leading-order solution to be the focusing solitary wave

$$\psi_0 = A \text{sech}(A \times (x - Vt)) e^{i((A^2-V^2)t/2 + Vx)},$$

where $A$ is the amplitude and $V$ is the speed (Sulem and Sulem 2007; Kevrekidis et al. 2015).

To do exponential asymptotic analysis, we need to analytically continue the leading-order solution (10) into the complex plane; we then determine the locations of singularities. The solitary wave $\psi_0$ has singularities at

$$x_p = Vt + \frac{i\pi(2p-1)}{2A}, \quad p \in \mathbb{Z},$$

where $x \in \mathbb{C}$ because of the analytic continuation. From (9), we see that the exponentially small terms scale proportionally to $e^{-\text{Re}\{\chi\}/\epsilon}$ as $\epsilon \to 0$.

The late-order terms (6) are dominated by the contributions with the smallest $|\chi|$. Therefore, for real values of $x$, the dominant late-order behavior must arise from the singularities that are closest to the real axis. Consequently, we only consider contributions from the singularities with $p = 0$ and $p = 1$. We denote these singularity locations by

$$x_+ = Vt + \frac{i\pi}{2A} \quad \text{and} \quad x_- = Vt - \frac{i\pi}{2A}.$$ (12)

It is also helpful to obtain the asymptotic behavior of $\psi_0$ in the neighborhoods of the singular points. We use this information in our calculations of the late-order terms. Expanding $\psi_0$ about the singularities $x = x_\pm$ yields

$$\psi_0 \sim \mp \frac{i}{x - x_\pm} e^{i((A^2-V^2)t/2 + Vx_\pm)} \quad \text{as} \quad x \to x_\pm,$$ (13)
where the upper and lower sign choices correspond.

### 3 The Continuous Fourth-Order Karpman Equation

#### 3.1 Series Expansion

We now study the behavior of GSW solutions of the continuous fourth-order Karpman equation (2). We expand $\psi$ as an asymptotic power series in $\epsilon^2$ and write

$$
\psi(x, t) \sim \sum_{j=0}^{\infty} \epsilon^{2j} \psi_j(x, t) \quad \text{as} \quad \epsilon \to 0.
$$

We substitute (14) into (2) and match terms of size $O(\epsilon^{2j})$ as $\epsilon \to 0$; this gives a recurrence relation for $\psi_j$. This relation is

$$
i \frac{\partial \psi_j}{\partial t} + \frac{1}{2} \frac{\partial^2 \psi_j}{\partial x^2} + \frac{\lambda}{2} \frac{\partial^4 \psi_{j-1}}{\partial x^4} + \frac{1}{2} \sum_{k=0}^{j} \psi_{j-k} \sum_{l=0}^{k} (\overline{\psi}_{k-l} \psi_{l-k} + \overline{\psi}_{l} \psi_{k-l}) = 0, \quad (15)
$$

with $j \geq 1$, where bars denote complex conjugation and we note that $|\psi|^2 = \psi \overline{\psi}$.

#### 3.2 Late-Order Terms

We follow Chapman et al. (1998) and propose an ansatz for the series terms in the limit $j \to \infty$ using the factorial-over-power form in (6). This ansatz is a sum of terms of the form

$$
\psi_j(x, t) \sim \frac{\Psi(x, t) \Gamma(2j + \gamma)}{\chi(x, t)^{2j+\gamma}} \quad \text{as} \quad j \to \infty.
$$

We substitute the ansatz (16) into the recurrence relation (15) to obtain

$$
\frac{\Psi \Gamma(2j + \gamma + 2)}{\chi^{2j+\gamma+2}} \left( \frac{\lambda}{2} \chi_x^4 + \frac{1}{2} \chi_x^2 \right) - \frac{\Gamma(2j + \gamma + 1)}{\chi^{2j+\gamma+1}} \left( i \Psi \chi_t + \Psi_x \chi_x + \frac{1}{2} \Psi \chi_{xx} + 2\lambda \Psi \chi_x^3 + 3\lambda \Psi \chi_x^2 \chi_{xx} \right) + O(\psi_j) = 0 \quad \text{as} \quad j \to \infty,
$$

where the subscripts of $\chi$ and $\Psi$ denote partial differentiation.
3.2.1 Singulant Equation

Matching at the leading order (i.e., matching terms of size $O(\psi_j + 1)$ as $j \to \infty$) in (17) yields the equation $\lambda \chi_x^4 + \chi_x^2 = 0$. The singulant $\chi$ cannot be constant, so

$$\chi_x = \pm i \sqrt{1/\lambda}.$$  \hspace{1cm} (18)

The definition of the singulant requires that $\chi = 0$ at a singular point (see (11)) of the leading-order solution. We are interested in the singulants that are associated with the singularities $x = x_+$ and $x = x_-$ (see (12)). There is a singulant for each combination of sign choice and singularity location, so there are four singulants in total.

It is helpful to distinguish between solutions that are associated with positive values of $\lambda$ and those that are associated with negative values of $\lambda$. To help our presentation, we define the notation $\alpha = \sqrt{1/|\lambda|}$, where $\alpha \in \mathbb{R}^+$. If $\lambda > 0$, the singulants are

$$\chi_1 = i \alpha (x - x_+), \quad \chi_2 = -i \alpha (x - x_-),$$

$$\chi_3 = -i \alpha (x - x_+), \quad \chi_4 = i \alpha (x - x_-),$$

where $\chi_x$ is imaginary for each singulant. If $\lambda < 0$, the singulants are

$$\chi_1 = \alpha (x - x_+), \quad \chi_2 = \alpha (x - x_-),$$

$$\chi_3 = -\alpha (x - x_+), \quad \chi_4 = -\alpha (x - x_-),$$

where $\chi_x$ is real for each singulant.

The form of the exponentially small oscillations is (9). If $\text{Re}\{\chi_x\} \neq 0$ and $\text{Im}\{\chi_x\} \neq 0$, the singulants produce exponentially small oscillations that decay in space, so the solutions are radiatively decaying GSWs. If $\text{Re}\{\chi_x\} = 0$, the GSWs are nanoptera; they have exponentially small oscillations that do not decay in space, so they have non-vanishing amplitudes. Therefore, nanoptera exist only for $\lambda > 0$, which occurs when $\text{Re}\{\chi_x\} = 0$.

Because we are particularly interested in nanoptera, we now restrict our attention to the case $\lambda > 0$. From the condition on $\text{Re}\{\chi\}$ in (7), we see that only $\chi_1$ and $\chi_2$ satisfy $\text{Re}\{\chi\} > 0$ on the real axis. If $\lambda > 0$, these are thus the only singulants that generate the Stokes phenomenon. Therefore, they are the only singulants that generate exponentially small oscillations in a solution.

The singulant determines the locations of the Stokes curves (i.e., the “Stokes structure”) of a problem. From (7), we know that the Stokes curves satisfy $\text{Im}\{\chi\} = 0$, which occurs when $\text{Re}\{x\} = Vt$. We show a schematic illustration of the Stokes curves in Fig. 2. This figure also shows the Stokes multipliers (which we compute in Appendix A.2), which have different values on the two sides of the Stokes curves.

3.2.2 Prefactor Equation

Matching at the next-to-leading order (i.e., matching terms of size $O(\psi_j + 1/2)$ as $j \to \infty$) in (17) gives the prefactor equation. The singulant equation (18) implies that
Fig. 2  Stokes curves in the solution of the continuous fourth-order Karpman equation (2) with the leading-order focusing solitary-wave solution (10). The Stokes curves both follow the dashed line (so they overlap). Each Stokes curve arises from one singularity of the leading-order solution. These singularities are located at $x = Vt \pm i\pi/(2\lambda)$, which we show as red circles. The Stokes multipliers $S_1$ and $S_2$ take different values on the two sides of the Stokes curves. We shade one of these regions to distinguish between the two regions $\chi_{xx} = 0$, so the prefactor equation is

$$i\Psi' \chi_t + \Psi_x \chi_x + 2\lambda \Psi_x \chi_x^3 = 0.$$ \hfill (21)

Solving (21) yields

$$\Psi(x, t) = f(t)e^{-iVx},$$ \hfill (22)

where $f(t)$ is an arbitrary function that arises from integration with respect to $x$. We denote the prefactor and arbitrary function that are associated with $\chi_\nu$ for $\nu \in \{1, 2\}$ by $\Psi_\nu$ and $f_\nu$, respectively.

To determine $f(t)$, we match the late-order ansatz (16) with a local expansion of the solution near the singularity. We use the behavior in (13) as the leading order of the inner expansion; we then use the leading-order term to generate the full inner expansion. (See (67) in Appendix A.1.) This analysis is similar to that in previous studies (such as Chapman et al. (1998) and Joshi and Lustri (2019)) that used exponential asymptotic methods. One cannot apply this technique directly to (2) because of the absolute-value term, which is not analytic. We overcome this issue by instead studying a system of two equations in which all terms are analytic functions.

We rewrite the governing equation (2) as

$$i\frac{\partial \psi}{\partial t} + \frac{1}{2} \frac{\partial^2 \psi}{\partial x^2} + \frac{\epsilon^2 \lambda}{2} \frac{\partial^4 \psi}{\partial x^4} + \psi \overline{\psi} \psi = 0,$$ \hfill (23)

and we obtain a second equation by taking the complex conjugate of this equation. By rescaling the two equations and replacing $\overline{\psi}$ with a new variable, which equals the conjugate of $\psi$ on the real axis, we obtain a system of equations in which all terms are analytic. We then analytically continue the solution of the resulting coupled system to determine the behavior of the analytic continuation of $\psi$ in the complex plane. We present our detailed local analysis of the coupled system in Appendix A.1.
Our local analysis gives

\[ f_1(t) = \alpha \Lambda e^{i\left((A^2-V^2)t/2+2Vx_+\right)} \quad \text{and} \quad f_2(t) = \alpha \Lambda e^{i\left((A^2-V^2)t/2+2Vx_-\right)}, \tag{24} \]

where \( \Lambda \) is the limiting value of a recursive sequence. A computation gives \( \Lambda \approx 4.494 \).

The strength of the singularity in the late-order terms (16) must be consistent with the leading-order behavior (13) of the solitary-wave solution (10) as \( x \) approaches the singularities \( x = x_+ \) and \( x = x_- \). The singularities of the leading-order solution (10) are poles of order 1. The leading-order behavior (13) is consistent with the late-order terms (16) if and only if \( \gamma = 1 \).

The complete form of the late-order terms is

\[ \psi_j \sim \frac{\alpha \Lambda e^{i\left((A^2-V^2)t/2-V(x-2x_+)\right)}}{(i\alpha(x-x_+))^{2j+1}} \Gamma(2j+1) + \frac{\alpha \Lambda e^{i\left((A^2-V^2)t/2-V(x-2x_-)\right)}}{(-i\alpha(x-x_-))^{2j+1}} \Gamma(2j+1) \text{ as } j \to \infty. \tag{25} \]

### 3.3 Stokes Switching

We now follow the method that we described in Sect. 1.2; it is an application of the matched-asymptotic-expansion approach of Olde Daalhuis et al. (1995). We present complete details of our analysis in Appendix A.2. In this appendix, we show that the exponentially small contribution \( \psi_{\text{exp}} \) to the solution of (2) has non-vanishing oscillations of the form

\[ \psi_{\text{exp}} \sim S_1 \Psi_1 e^{-\chi_1/\epsilon} + S_2 \Psi_2 e^{-\chi_2/\epsilon} \text{ as } \epsilon \to 0, \tag{26} \]

where \( S_v \) and \( \Psi_v \), respectively, are the Stokes multiplier and prefactor that are associated with \( \chi_v \) for \( v \in \{1, 2\} \). We show a schematic illustration of this Stokes structure in Fig. 3.

Evaluating (26) yields

\[
\psi_{\text{exp}} \sim -\frac{i\pi \alpha \Lambda}{\epsilon} \text{erf} \left( \sqrt{\frac{\alpha |x-Vt-i\pi/(2A)|}{2\epsilon}} \right) \text{Arg} \left[ i\alpha \left( x-Vt-i\pi \frac{2A}{2A} \right) \right] \\
\times e^{-\alpha \pi/(2\Lambda \epsilon)} e^{i\left((A^2+3V^2)t/2-Vx\right)} \mu(x, t) \text{ as } \epsilon \to 0, \tag{27} \]

where

\[
\mu(x, t) = \sinh \left( \frac{V \pi}{A} \right) \cos \left( \frac{\alpha}{\epsilon} (x-Vt) \right) + i \cosh \left( \frac{V \pi}{A} \right) \sin \left( \frac{\alpha}{\epsilon} (x-Vt) \right) \tag{28} \]

\( \text{erf} \) is the error function.
Stokes structure of a GSW solution $\psi$ of (2). The singularities are endpoints of the Stokes curves. The Stokes curves are lines that are parallel to the imaginary axis; they move with velocity $V$ along with the core of a GSW. The Stokes multipliers $S_1$ and $S_2$ change their values in a neighborhood of width $O(\sqrt{\epsilon})$ around the Stokes curves and "Arg" denotes the principle argument. The asymptotic behavior of the exponentially small oscillations as $\epsilon \to 0$ for real $x$ is

$$\psi_{\exp} \sim \begin{cases} \frac{i\pi \alpha \Lambda}{\epsilon} e^{-\alpha \pi/(2A\epsilon)} e^{i((A^2+3V^2)t/2-Vx)} \mu(x, t), & x < Vt \\ -\frac{i\pi \alpha \Lambda}{\epsilon} e^{-\alpha \pi/(2A\epsilon)} e^{i((A^2+3V^2)t/2-Vx)} \mu(x, t), & x > Vt \end{cases}$$

where the transition between the two asymptotic behaviors occurs in a narrow region of width $O(\sqrt{\epsilon})$ around the Stokes curves.

3.4 Comparison of Results

3.4.1 Numerical Comparison

To validate the asymptotic description (27) of a GSW, we compare its oscillation amplitude with the oscillation amplitude in numerical simulations of the continuous fourth-order Karpman equation (2). We adapt a split-step method that was developed originally to solve the cubic NLS equation (Weideman and Herbst 1986). In each time step, split-step methods divide a computation into substeps for an equation’s linear and nonlinear parts. To do this, we write the continuous fourth-order Karpman equation as

$$\frac{\partial \psi}{\partial t} = i\mathcal{L}(\psi) + i\mathcal{N}(\psi),$$

where the linear part $\mathcal{L}$ and the nonlinear part $\mathcal{N}$ are

$$\mathcal{L}(\psi) = \frac{1}{2} \frac{\partial^2 \psi}{\partial x^2} + \frac{\lambda}{2} \frac{\partial^4 \psi}{\partial x^4}$$

and

$$\mathcal{N}(\psi) = |\psi|^2 \psi.$$
The only difference from the approach in Weideman and Herbst (1986) is the presence of an extra fourth-order derivative term in the linear operator $L$.

Our initial condition $\psi_0(x, 0)$ takes the form (10). We evolve the solution in time on a spatially periodic domain. We adjust the domain parameters for each simulation (see Table 1). We use a spatial domain that is large enough so that finite-domain effects do not affect the nanopteron dynamics during our simulations. We show an example solution with $\epsilon = 0.1$ in Fig. 4. The leading-order solitary wave propagates to the right, and the solution’s transient radiation propagates to the left. Exponentially small oscillations with a slowly varying amplitude occur between these features and trail the leading-order solitary wave. We run our simulations for enough time to ensure that transient radiation does not affect a behavior of a solution’s oscillations.

The oscillatory tail of the asymptotic solution (27) has a slowly varying periodic amplitude

$$|\psi_{\text{exp}}| \sim \frac{\pi \alpha A}{\epsilon} e^{-\alpha \pi/(2A\epsilon)} \sqrt{\sinh^2 \left( \frac{V \pi}{A} \right) \cos^2 \left( \frac{\alpha}{\epsilon} (x - Vt) \right) + \cosh^2 \left( \frac{V \pi}{A} \right) \sin^2 \left( \frac{\alpha}{\epsilon} (x - Vt) \right)}$$

as $\epsilon \to 0$.

To compare the theoretical oscillation amplitude from (32) with our numerical results, we average the oscillation amplitude at the end of a simulation over two slowly-varying spatial periods. We denote the averaged amplitude by $|\psi_{\text{exp}}|_{\text{avg}}$. We show our asymptotic and numerical results in Fig. 5 for $\lambda = 1$, $A = 1$, and $V = 1$ and a range of values of $\epsilon$. Our numerical simulations are consistent with our asymptotic estimates.

### 3.4.2 Relation of our asymptotic solution to the results of Karpman (1994) and Karpman and Shagalov (1999)

In Sect. 3.3, we found that the continuous fourth-order Karpman equation (2) has nanopteron solutions only for $\lambda > 0$. Many years ago, Karpman (1994) derived the same condition for the existence of stationary nanopteron solutions of the continuous fourth-order Karpman equation (2).

The amplitude (32) of the oscillatory tails (27) of the traveling nanoptera varies slowly. Each oscillatory tail of one of these nanoptera has four periodic modes, with two each in space and time. The spatial modes have periods of $2\pi/V$ and $2\pi \epsilon/\alpha$, and the temporal modes have periods of $4\pi/(A^2 + 3V^2)$ and $2\pi \epsilon/(V\alpha)$, where $V \neq 0$ is the nanopteron speed. Previous research on stationary nanopteron solutions (i.e.,
Fig. 4 Simulated solution of the continuous fourth-order Karpman equation (2) for $\epsilon = 0.1$ and an initial condition $\psi_0(x, 0)$ that is given by (10). We show the solution at $t = 0$ and at four evenly-spaced points in time (which we round to two decimal places). The vertical scale is for the solution at $t = 159.32$. We vertically offset the solutions at other times to clearly convey the wave propagation. The solution has a leading-order solitary wave that propagates to the right and transient radiation that propagates to the left. Exponentially small oscillations, which we magnify in the inset, form behind the leading-order solitary wave.

Fig. 5 The averaged amplitude $|\psi_{\text{exp}}|_{\text{avg}}$ of the exponentially small oscillatory tails of the asymptotic and numerical GSWs for $\lambda = 1, A = 1,$ and $V = 1$. We present the results on logarithmic axes. The asymptotic and numerical results are consistent, and the asymptotic estimate becomes more accurate as $\epsilon \to 0$.

with $V = 0$) of the continuous fourth-order Karpman equation (2) (Karpman 1994) showed that the amplitude of the oscillations is constant, with only one oscillatory mode in each of space and time, with a spatial period of $2\pi \epsilon / \alpha$ and a temporal period of $4\pi / A^2$. This is consistent with the asymptotic result (27); we recover the result from Karpman (1994) by taking the limit $V \to 0$. One temporal mode and one spatial mode disappear in this limit because the associated periods become infinitely large.

A similar Karpman equation was studied numerically with $V \neq 0$ by Karpman and Shagalov (1999), who observed exponentially small oscillations with periodic amplitudes. This is consistent with the behavior of the asymptotic solution (27), which has the slowly varying periodic amplitude (32).
4 Continuous Higher-Order Karpman Equations

We study a family of continuous Karpman equations that we index by a parameter $k$. Each example of this equation, which we call the “continuous higher-order Karpman equation,” has a singularly-perturbed linear term with a higher-order derivative. This equation is

$$i \frac{\partial \psi}{\partial t} + \frac{1}{2} \frac{\partial^2 \psi}{\partial x^2} - \frac{\lambda \epsilon k^k}{2} \frac{\partial^{k+2} \psi}{\partial x^{k+2}} + |\psi|^2 \psi = 0 \quad \text{as} \quad \epsilon \to 0. \quad (33)$$

This equation reduces to the continuous fourth-order Karpman equation (2) when $k = 2$. Solutions of Eq. (33) with $k = 1$ were examined by Wai et al. (1986, 1990), Karpman (1993a, b), and Calvo and Akylas (1997), with each study finding that the solutions have exponentially small oscillations. For example, Karpman (1993a) found that nanoptera occur for all $\lambda \neq 0$.

To determine which values of $k$ allow (33) to support GSWs, we compute the singulant for all positive integers $k$. Contributions for which $\chi_x$ is imaginary have solutions with exponentially small non-vanishing oscillations. Therefore, the associated GSWs are nanoptera.

We follow a similar method as in Sect. 3.1 and expand the solution of (33) as an asymptotic power series in $\epsilon^k$. The leading-order solution $\psi_0$ satisfies the cubic NLS equation, and we select the focusing solitary wave (10) as the leading-order behavior. Matching terms of size $O(\epsilon^kj)$ as $\epsilon \to 0$ produces a recurrence relation for the terms in the asymptotic series. As in Sect. 3.2, we determine the late-order terms using the ansatz

$$\psi_j(x, t) \sim \frac{\Psi(x, t) \Gamma(kj + \gamma)}{\chi(x, t)^{kj+\gamma}} \quad \text{as} \quad j \to \infty. \quad (34)$$

The singulant equation has $k$ solutions, which satisfy

$$\chi_x^k = \begin{cases} 
\frac{i^k}{\lambda}, & k \text{ is even} \\
\frac{-i^k}{\lambda}, & k \text{ is odd}
\end{cases} \quad (35)$$

We show values of $\chi_x$ from (35) for $\lambda > 0$ and $\lambda < 0$ in Figs. 6 and 7, respectively.

For even $k$ and $\lambda > 0$, there are always imaginary values of $\chi_x$ that satisfy (35); these values are $\chi_x = \pm i/\lambda^{1/k}$. We show this for $k = 2$, $k = 4$, and $k = 6$ in Fig. 6. Any traveling-wave solution of (33) for even values of $k$ with $\lambda > 0$ must be a nanopteron. If $k \geq 4$, there are also complex values of $\chi_x$ with nonzero real parts that satisfy (35). The imaginary values of $\chi_x$ yield non-decaying oscillations, and the other complex values of $\chi_x$ yield radiatively decaying oscillations. The solutions are nanoptera because of the presence of the non-decaying oscillations.

For even $k$ and $\lambda < 0$, there are no purely imaginary values of $\chi_x$ that satisfy (35); all values of $\chi_x$ are real or complex with nonzero real parts. We show this for $k = 2$, $k = 4$, and $k = 6$ in Fig. 7. These parameter values do not permit nanopteron solutions of (33). Instead, all exponentially small terms in traveling-wave solutions of (33) decay exponentially in space away from a wave core.
Fig. 6 Solutions of the singular equation (35) for $\chi_x$ with $\lambda > 0$ for several values of the parameter $k$. We show imaginary values of $\chi_x$ as filled circles; these values are associated with non-vanishing exponentially small oscillations in the solution of (33). The crosses and open circles indicate real and complex values of $\chi_x$, respectively. These contributions lead to exponential decay in space.

Fig. 7 Solutions of the singular equation (35) for $\chi_x$ with $\lambda < 0$ for several values of the parameter $k$. We show imaginary values of $\chi_x$ as filled circles; these values are associated with non-vanishing exponentially small oscillations in the solution of (33). The crosses and open circles indicate real and complex values of $\chi_x$, respectively. These contributions lead to exponential decay in space.

For odd $k$ and any $\lambda$, there is one imaginary value of $\chi_x$ that satisfies (35). We show this for $k = 1, k = 3$, and $k = 5$ in Figs. 6 and 7. If $\lambda > 0$, then $\chi_x = i/\lambda^{1/k}$ satisfies (35); if $\lambda < 0$, then $\chi_x = -i/\lambda^{1/k}$ satisfies (35). Therefore, for odd $k$, any traveling-wave solution is a nanopteron. If $k \geq 3$, there are also complex values of $\chi_x$. 

 Springer
Fig. 8 Bifurcation diagram of the traveling-wave solutions of the continuous higher-order Karpman equation (33) for different values of $k$ and $\lambda$, where the order of the differential equation is $k + 2$. If $k$ is odd, we obtain nanoptera for all $\lambda$. If $k$ is even, we obtain nanoptera only for $\lambda > 0$. The solution behavior changes at the bifurcation value $\lambda = 0$.

$\chi_x$ that have nonzero real parts and satisfy (35). These solutions are associated with oscillations that decay radiatively in space away from a wave core.

We summarize the wave behavior of the continuous higher-order Karpman equation (33) in Fig. 8. For $k = 1$, these results are consistent with previous research (Wai et al. 1986, 1990; Karpman 1993a, b) that found nanopteron solutions when $k = 1$. It also confirms the observation in Karpman (1993a) that there are no bifurcations in $\lambda$ when $k = 1$.

5 The Second-Order Central-Difference Fourth-Order Karpman (CDK2) Equation

Joshi and Lustri (2019) studied the behavior of a discrete KdV equation and found that discretization can alter the parameter values that permit nanopteron solutions. In this section, we study this phenomenon in advance–delay equations that arise from lattice Karpman equations. We determine whether or not we can recover the nanopteron solutions of continuous Karpman equations in a discrete system. We first study the discrete fourth-order Karpman equation (4) that we obtain by discretizing the continuous fourth-order Karpman equation (2) using second-order central differences in time and space. We denote a time step by $\tau$ and a space step by $h$. We use the shorthand “CDK2” to refer to the discrete Karpman equation (4).

To retain both time and space terms in a discrete Karpman equation, we require the temporal and spatial increments of the discretization to have the same order as $\tau \to 0$ and $h \to 0$. The CDK2 equation (4) has a small parameter $\epsilon$, so it is natural to set $h = \epsilon$. To ensure that the temporal and spatial increments have the same order, we introduce a scaling parameter $\sigma$ so that $\tau = \sigma \epsilon$. In the limit $\epsilon \to 0$, we perform a Taylor expansion about $\epsilon = 0$ to obtain the infinite-order singularly-perturbed partial
differential equation
\[ i \sum_{r=0}^{\infty} \frac{(\sigma \epsilon)^{2r}}{(2r+1)!} \frac{\partial^{2r+1}}{\partial t^{2r+1}} \psi + (1 - 4\lambda) \sum_{r=0}^{\infty} \frac{\epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2}}{\partial x^{2r+2}} \psi \]
\[ + \lambda \sum_{r=0}^{\infty} \frac{2^{2r+2} \epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2}}{\partial x^{2r+2}} \psi + |\psi|^2 \psi = 0. \] (36)

5.1 Series Expansion

We insert the asymptotic expansion of \( \psi \) from (14) into Eq. (36) and match terms of size \( O(\epsilon^0) \) as \( \epsilon \to 0 \) As before, \( \psi_0 \) satisfies the cubic NLS equation (1), and we again select the focusing solitary wave (10) as the leading-order behavior.

Matching terms of size \( O(\epsilon^2) \) as \( \epsilon \to 0 \) in (36) produces a recurrence relation for \( j \geq 1 \). It is
\[ \sum_{r=0}^{\infty} \frac{\sigma^{2r}}{(2r+1)!} \frac{\partial^{2r+1}}{\partial t^{2r+1}} \psi_{j-r} + (1 - 4\lambda) \sum_{r=0}^{\infty} \frac{\epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2}}{\partial x^{2r+2}} \psi_{j-r} \]
\[ + \lambda \sum_{r=0}^{\infty} \frac{2^{2r+2} \epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2}}{\partial x^{2r+2}} \psi_{j-r} + \frac{1}{2} \sum_{r=0}^{j} \psi_{j-r} \sum_{l=0}^{r} \left( \psi_{l+1} \overline{\psi}_{r-l} + \overline{\psi}_{l} \psi_{r-l} \right) = 0. \] (37)

5.2 Late-Order Terms

To determine the asymptotic behavior of the series terms, we use the late-order ansatz (16) that we used in Sect. 3.2. Inserting the ansatz into (37) and retaining the terms with the two largest orders as \( j \to \infty \) yields
\[ \Psi \Gamma(2j + \gamma + 2) \left( 1 - 4\lambda \right) \sum_{r=0}^{j} \frac{\chi_x^{2r+2}}{(2r+2)!} + \lambda \sum_{r=0}^{j} \frac{(\chi_x)^{2r+2}}{(2r+2)!} \right) \]
\[ - \Psi \Gamma(2j + \gamma + 1) \frac{\chi_x}{\chi_x^{2j+\gamma+1}} \left[ \frac{i}{\sigma} \sum_{r=0}^{j} \frac{(\sigma \chi_{t})^{2r+1}}{(2r+1)!} \right] \]
\[ + \frac{\Psi_x}{\Psi} \left( 1 - 4\lambda \right) \sum_{r=0}^{j} \frac{\chi_x^{2r+1}}{(2r+1)!} + 2\lambda \sum_{r=0}^{j} \frac{(\chi_x)^{2r+1}}{(2r+1)!} \right) + O(\psi_j) = 0. \] (38)
5.2.1 Singulant Equation

Matching at the leading order (i.e., matching terms of size $O(\psi_{j+1})$ as $j \to \infty$) in (38) gives the following equation for the singulant:

$$\sum_{r=0}^{j} \frac{x^{2r+2}}{(2r+2)!} + \lambda \sum_{r=0}^{j} \frac{(2x)^{2r+2}}{(2r+2)!} = 0.$$  

Equation (39) holds in the asymptotic limit $j \to \infty$ because we are considering the behavior of late-order terms. Extending the upper bounds of the sums to infinity introduces an exponentially small error into the singulant (King and Chapman 2001). From the form of the remainder term (9), we see that this introduces an error into $\psi_{\exp}$ that is exponentially small in comparison to the already exponentially small oscillations. The final expression for the exponentially small oscillations has asymptotic errors that are larger than this in the limit $\epsilon \to 0$, so extending the summation range is valid asymptotically.

Extending the range of summation in (39) and evaluating the sums yields the singulant equation

$$2\lambda \cosh^2(x) + (1 - 4\lambda) \cosh(x) + 2\lambda - 1 = 0.$$  

Solving (40) gives

$$x = 2\pi i q \quad \text{and} \quad x = 2\pi i q \pm \cosh^{-1}\left(\frac{2\lambda - 1}{2\lambda}\right), \quad \text{with} \quad q \in \mathbb{Z}. \quad (41)$$

Recall from Sect. 3.2 that nanoptera exist only if $x$ is imaginary. The singulants with $x = 2\pi i q$ satisfy this condition; however, we will show in Sect. 5.2.2 that the prefactors that are associated with these singulants must vanish. Consequently, these terms do not contribute to the asymptotic expression of the solution of the CDK2 equation (4).

The second set of values of $x$ from (41) are imaginary if $\lambda > 1/4$; otherwise, they have nonzero real parts. Therefore, the CDK2 equation has nanopteron solutions when $\lambda > 1/4$. (The amplitude vanishes when $\lambda = 1/4$; we denote this critical value by $\lambda_c$.) This situation differs from that in the continuous fourth-order Karpman equation, which has nanopteron solutions when $\lambda > 0$. The discretization changes the minimum value of $\lambda$ at which traveling-wave solutions are nanoptera. We are interested primarily in nanoptera, so we focus on $\lambda \geq 1/4$.

There are an infinite number of possible values of $x$; we index them by $q$. The dominant asymptotic behavior of the late-order terms is determined by the value of $q$ that maximizes the late-order terms (16). For real $x$, this value is $q = 0$. Therefore, for the rest of our analysis, we focus on the two contributions from the second set of solutions in (41) with $q = 0$. 
To facilitate our presentation, we define $\beta = \text{Im}\{\cosh^{-1}((2\lambda - 1)/\lambda)\}$; note that $0 < \beta \leq \pi$ for $\lambda \geq 1/4$. The two relevant singulants are

$$
\chi_1 = i\beta(x - x_+) \quad \text{and} \quad \chi_2 = -i\beta(x - x_-).
$$

The singulants determine the Stokes structure of a solution. As we indicated in Eq. (7), Stokes curves satisfy $\text{Im}\{\chi\} = 0$ and $\text{Re}\{\chi\} > 0$. Each singularity produces a Stokes curve along the line $\text{Re}\{x\} = Vt$. In Fig. 9, we show a schematic illustration of the Stokes structure of solutions of (4) with leading-order behavior (10). This figure also shows the Stokes multipliers (which we compute in Appendix B.2), which take different values on the two sides of the Stokes curves.

5.2.2 Prefactor Equation

Matching at the next-to-leading order (i.e., matching terms of size $O(\psi_{j+1/2})$ as $j \to \infty$) in (38) gives the prefactor equation

$$
\frac{i\Psi}{\sigma} \sum_{r=0}^{j} (\sigma \chi_x)^{2r+1} + \Psi_x \left( 1 - 4\lambda \sum_{r=0}^{j} (2r+1)! \chi_x^{2r+1} + 2\lambda \sum_{r=0}^{j} (2\chi_x)^{2r+1} (2r+1)! \right) = 0.
$$

We again extend the upper bounds of the sums to infinity; this approximation introduces only an exponentially small error into the prefactor. We then obtain

$$
- \frac{i\Psi}{\sigma} \sinh(\sigma V \chi_x) + \Psi_x \sinh(\chi_x) (1 - 4\lambda + 4\lambda \cosh(\chi_x)) = 0.
$$
For the first set of singulants in (41), Eq. (44) implies that Ψ = 0. For the second set of singulants (which includes χ₁ and χ₂) in (41), Eq. (44) simplifies to

\[ \frac{i\Psi}{\sigma} \sinh(\sigma V \chi_x) + \Psi_x \sinh(\chi_x) = 0. \] (45)

We solve Eq. (45) to obtain

\[ \Psi(x, t) = f(t) \exp\left(-\frac{i}{\sigma} \frac{\sinh(\sigma V \chi_x)}{\sinh(\chi_x)} x\right), \] (46)

where \( f(t) \) is an arbitrary function that arises from integrating with respect to \( x \). We denote the prefactor and arbitrary function that are associated with \( \chi_\nu \) for \( \nu \in \{1, 2\} \) by \( \Lambda_1 \) and \( f_\nu \), respectively.

We determine \( f(t) \) by matching the late-order terms with the leading-order solution near the singularities. (See Appendix B.1 for the details of this analysis.) This yields the prefactors

\[ f_1(t) = \Lambda e^{i\left[\left(\frac{A^2 - V^2}{2}\right)t + \left(V + \frac{\sin(\sigma V \beta(\lambda))}{\sigma \sin(\beta(\lambda))}\right)x_+\right]}, \]

\[ f_2(t) = \Lambda e^{i\left[\left(\frac{A^2 - V^2}{2}\right)t + \left(V + \frac{\sin(\sigma V \beta(\lambda))}{\sigma \sin(\beta(\lambda))}\right)x_-\right]}, \] (47)

where \( \Lambda \) depends only on \( \lambda \). We approximate the value of \( \Lambda \) using a numerical computation. We show our approximation procedure in Appendix B.1 for \( \lambda = 1 \). In this case, we obtain \( \Lambda \approx 7.3 \).

The strength of the singularity of the late-order terms (16) must be consistent with that of the leading-order behavior of the solitary-wave solution (10) as \( x \) approaches the associated singularity. Recall that we are determining the late-order terms that arise from the singularities \( x = x_+ \) and \( x = x_- \). The singularities of the leading-order solution (10) are poles of order 1. For this behavior to be consistent with the late-order terms, we need \( \gamma = 1 \). The complete form of the late-order terms is thus

\[ \psi_j \sim \frac{\Lambda \exp\left(i\left(\frac{(A^2 - V^2)x_+}{2} + Vx_+ - \frac{\sin(\sigma V \beta(\lambda))}{\sigma \sin(\beta(\lambda))}(x - x_+))\right)\Gamma(2j + 1)}{(i\beta(x - x_+))^{2j+1}} \]

\[ + \frac{\Lambda \exp\left(i\left(\frac{(A^2 - V^2)x_-}{2} + Vx_- - \frac{\sin(\sigma V \beta(\lambda))}{\sigma \sin(\beta(\lambda))}(x - x_-))\right)\Gamma(2j + 1)}{(-i\beta(x - x_-))^{2j+1}} \] as \( j \to \infty \). (48)

### 5.3 Stokes Switching

We now use the matched-asymptotic-expansion approach of Olde Daalhuis et al. (1995) to determine the form of the exponentially small oscillations. We outlined this method in Sect. 1.2, and we give its technical details in Appendix B.2. From this analysis, we find that the asymptotic behavior of the exponentially small oscillations
for real \( x \) in the limit \( \epsilon \to 0 \) is

\[
\psi_{\text{exp}} \sim \begin{cases} 
\frac{i\pi \beta \Lambda}{\epsilon \sin(\beta)} e^{-\frac{\beta \pi}{2\pi} i \left( (A^2 + V^2) \frac{t}{2} - \frac{\sin(\sigma V \beta)}{\sigma \sin(\beta)} (x - V t) \right)} \mu(x, t), & x < V t \\
-\frac{i\pi \beta \Lambda}{\epsilon \sin(\beta)} e^{-\frac{\beta \pi}{2\pi} i \left( (A^2 + V^2) \frac{t}{2} - \frac{\sin(\sigma V \beta)}{\sigma \sin(\beta)} (x - V t) \right)} \mu(x, t), & x > V t,
\end{cases}
\]

\( \text{(49)} \)

where

\[
\mu(x, t) = \sinh \left( \frac{\pi}{2A} \left( V + \frac{\sin(\sigma V \beta)}{\sigma \sin(\beta)} \right) \right) \cos \left( \frac{\beta}{\epsilon} (x - V t) \right) + i \cosh \left( \frac{\pi}{2A} \left( V + \frac{\sin(\sigma V \beta)}{\sigma \sin(\beta)} \right) \right) \sin \left( \frac{\beta}{\epsilon} (x - V t) \right).
\]

\( \text{(50)} \)

The transition between the two asymptotic behaviors occurs in a narrow region of width \( O(\sqrt{\epsilon}) \) around the Stokes curves.

### 6 Families of Discrete Central-Difference Karpman Equations

By comparing the results of Sects. 3 and 5, we see that the discretization changes both the form of the exponentially small oscillations in a solution and the critical value of \( \lambda \) at which such oscillations appear. To understand such changes, we examine two families of discrete Karpman equations.

We fix the order of the finite-difference approximation of (33) and study the effect of discretization on solutions of discrete higher-order Karpman equations. We obtain these discrete equations by scaling lattice equations, and we then study the resulting advance–delay equations using exponential asymptotics. This allows us to compare solutions of each discrete Karpman equation with those of the associated continuous higher-order Karpman equation (33) (see Sect. 4). We then determine how the order of the equation affects the critical value of \( \lambda \).

We then consider different discretizations of the continuous fourth-order Karpman equation (2) to determine whether or not increasing the order of the finite-difference discretization produces solution behavior that tends to the behavior that we observed for the continuous system in Sect. 3.

#### 6.1 Discrete Higher-Order Karpman Equations

In Sect. 4, we studied solutions of the continuous higher-order Karpman equation (33) and determined when they are nanoptera. We now discretize Eq. (33) using a second-order central-difference discretization to study how the critical value of \( \lambda \) changes as a result of discretization. We consider both odd and even values of \( k \) in Eq. (33). One can calculate the finite-difference coefficients for odd values of \( k \), but their general form is more complicated than the coefficients for even values of \( k \). However, although those coefficients have a more complicated form, the analysis follows the same steps. Therefore, we present explicit calculations for even values of \( k \) and present only the results of such calculations for odd values of \( k \).
A lattice analogue of the continuous higher-order Karpman equation (33) with even \( k \) is
\[
\frac{i}{2\tau} (w_{m,n+1} - w_{m,n-1}) + \frac{1}{2h^2} (w_{m+1,n} - 2w_{m,n} + w_{m-1,n}) \\
+ |w_{m,n}|^2 w_{m,n} + \frac{i k \lambda}{2h^4} \sum_{l=0}^{k+2} (-1)^l \binom{k+2}{l} w_{m+k/2+1-l,n} = 0. \tag{51}
\]
We apply a spatial scaling of \( x = hm \) and a temporal scaling of \( t = \tau n \), and we then let \( w_{m,n} = \psi(x, t) \) to obtain an advance–delay equation. We then set \( h = \epsilon \) and \( \tau = \sigma \epsilon \) to obtain
\[
\frac{i}{2\sigma \epsilon} \psi(x, t + \sigma \epsilon) - \psi(x, t - \sigma \epsilon) + \frac{1}{2} \frac{\partial}{\partial \epsilon^2} \left( \psi(x, t) - 2\psi(x, t) + \psi(x - \epsilon, t) \right) \\
- \frac{i k \lambda}{2\epsilon^2} \sum_{l=0}^{k+2} (-1)^l \binom{k+2}{l} \psi(x + \lfloor k/2 + 1 - l \rfloor \epsilon, t) + |\psi(x, t)|^2 \psi(x, t) = 0. \tag{52}
\]
One can obtain (52) directly by applying a second-order central difference discretization to the continuous higher-order Karpman equation (33). Expanding in a Taylor series about \( \epsilon = 0 \) yields the infinite-order partial differential equation
\[
i \sum_{r=0}^{\infty} \frac{(\sigma \epsilon)^{2r}}{(2r + 1)!} \frac{\partial^{2r+1}}{\partial t^{2r+1}} \psi(x, t) \\
+ \sum_{r=0}^{\infty} \frac{\epsilon^{2r}}{(2r + 2)!} \frac{\partial^{2r+2}}{\partial x^{2r+2}} \psi(x, t) + |\psi(x, t)|^2 \psi(x, t) \\
- i k \lambda \sum_{l=0}^{k+2} (-1)^l \binom{k+2}{l} \sum_{r=0}^{\infty} \frac{(\epsilon)^{2r}}{(2r + 2)!} \frac{\partial^{2r+2}}{\partial x^{2r+2}} \psi(x, t) = 0. \tag{53}
\]
We follow the same method as in Sect. 5.1 and expand \( \psi \) as an asymptotic power series in \( \epsilon^2 \). The leading-order solution \( \psi_0 \) satisfies the cubic NLS equation (1), and we again take \( \psi_0 \) to be the focusing solitary-wave solution (10). Matching terms of size \( O(\epsilon^2) \) as \( \epsilon \to 0 \) in (53) produces a recurrence relation for the subsequent terms in the asymptotic series. We determine the late-order terms as in Sect. 5.2 using the late-order ansatz (16) to obtain the singulant equation
\[
cosh(\chi_x) - 1 + i^{k/2} \lambda \sum_{l=0}^{k/2} (-1)^l \binom{k+2}{l} (\cosh([k/2 + 1 - l] \chi_x) - 1) = 0. \tag{54}
\]
Solving (54) yields \( k + 2 \) values of \( \chi_x \).
Nanopteron solutions of (52) exist if and only if there are purely imaginary values of \( \chi_x \). There is a critical value \( \lambda_c \) of \( \lambda \) that determines whether or not such values exist.
Fig. 10 Bifurcation diagram of the traveling-wave solutions of the second-order central-difference discrete higher-order Karpman equation (52) for different values of \( k \) and \( \lambda \), where the order of the equation is \( k + 2 \). If \( k \) is odd, nanoptera exist for all \( \lambda \). If \( k \) is even, nanoptera exist only when \( \lambda > 1/2^k \); there is a bifurcation at \( \lambda = 1/2^k \) for all even \( k \). The circles mark the bifurcation points.

By solving (54), we find that nanoptera occur for \( \lambda > \lambda_c \) and that the critical value is

\[
\lambda_c = \frac{2}{\sum_{l=0}^{k/2} (-1)^l \binom{k+2}{l} (\cosh(\pm i\pi[k/2 + 1 - l]) - 1)} = \frac{1}{2^k}.
\]

(55)

When \( \lambda > 1/2^k \), there are imaginary values of \( \chi_x \) that satisfy Eq. (54); the associated traveling-wave solutions of (52) are nanoptera. For \( k \geq 4 \), the nanopteron solutions of (52) have radiatively decaying exponential contributions in addition to the non-decaying oscillations. When \( \lambda < 1/2^k \), all exponentially small contributions of (52) are radiatively decaying; one thus obtains exponentially localized waves. We summarize these results for even-order equations in Fig. 10.

When \( k \) is odd, the equations for the central-difference coefficients are more complicated than those in (52). By a direct calculation, one can show that at least one of the \( k + 2 \) values of \( \chi_x \) is always imaginary. Therefore, second-order central-difference discrete higher-order Karpman equations with odd order have nanopteron solutions for all \( \lambda \). We summarize these results for odd-order equations in Fig. 10.

By comparing the bifurcation values for the continuous (33) and discrete (52) higher-order Karpman equations, we see that the critical value of \( \lambda \) that permits nanopteron solutions is different for the continuous and discrete equations if the order of these equations is even. In the continuous equations, nanoptera exist when \( \lambda > 0 \) (see Fig. 8). However, for the discrete equations, nanoptera exist only when \( \lambda > 1/2^k \) (see Fig. 10). If \( k \) is odd, the continuous Karpman equation does not have such a bifurcation point. This is also true for the second-order central-difference discrete higher-order Karpman equation (52).
6.2 Higher-Order Finite-Difference Discretizations of the Continuous Fourth-Order Karpman Equation

The exponentially small oscillations \((29)\) in nanopteron solutions of the continuous fourth-order Karpman equation \((2)\) differ from the exponentially small oscillations \((49)\) in solutions of the second-order central-difference fourth-order Karpman equation \((4)\), even for solutions in which the leading-order solitary wave is given by the same expression (e.g., the focusing solitary wave \((10)\)). Motivated by this observation, we study the effect of discretization on the behavior of the oscillatory tails in nanopteron solutions of \((2)\) as we increase the order of the discretization.

We gave the form of the exponentially small contributions of the nanoptera in \((9)\). The singulant, prefactor, and Stokes multiplier determine the asymptotic behavior of the oscillatory tails in these nanoptera. Therefore, the effect of discretization on a nanopteron depends on how the singulants, prefactors, and Stokes multipliers change when we discretize a system.

Consider the advance–delay equation that we obtain from \((2)\) by applying a finite-difference discretization with spatial step size \(\epsilon\) and temporal step size \(\sigma\epsilon\). We approximate the derivative terms using central-difference approximations with an accuracy order of \(2q\), where \(q\) is a positive integer. We obtain the central-difference approximation using a “stencil,” which gives an approximation of the derivative terms. The stencil for finding partial derivatives of a function \(y\) with respect to \(x\) is
\[
\frac{\partial^p y}{\partial x^p} \approx \frac{1}{\epsilon^p} \sum_{r=-q}^{q} C_{p,2q,r} y(x + r\epsilon),
\]
(56)

where \(C_{p,2q,r}\) is a constant that depends on \(p, 2q,\) and \(r\). We show a selection of values of \(C_{p,2q,r}\) in Table 2. The order-2\(q\) central-difference discretization of the fourth-order Karpman equation \((2)\) is
\[
\frac{i}{\sigma\epsilon} \sum_{r=-q}^{q} C_{1,2q,r} \psi(x, t + r\sigma\epsilon) + \frac{1}{2\epsilon^2} \sum_{r=-q}^{q} C_{2,2q,r} \psi(x + r\epsilon, t)
\]
\[
+ \frac{\lambda}{2\epsilon^2} \sum_{r=-(q+1)}^{q+1} C_{4,2,r} \psi(x + r\epsilon, t) + |\psi(x, t)|^2 \psi(x, t) = 0.
\]
(57)

We expand \((57)\) in the limit \(\epsilon \rightarrow 0\) to obtain
\[
2i \sum_{r=1}^{q} C_{1,2q,r} \sum_{k=0}^{\infty} r^{2k+1}(\sigma\epsilon)^{2k} \frac{\partial^{2k+1}}{\partial t^{2k+1}} \psi
\]
\[
+ \sum_{r=1}^{q} C_{2,2q,r} \sum_{k=0}^{\infty} r^{2k+2} \epsilon^{2k} \frac{\partial^{2k+2}}{\partial x^{2k+2}} \psi
\]
\[
+ \lambda \sum_{r=1}^{q} C_{4,2q,r} \sum_{k=0}^{\infty} r^{2k+2} \epsilon^{2k} \frac{\partial^{2k+2}}{\partial x^{2k+2}} \psi + |\psi|^2 \psi = 0.
\]
(58)
Table 2 Finite-difference coefficients $C_{p,2q,r}$ of the $r$th stencil term in the central-difference approximation of a $p$th derivative with an accuracy order of $2q$

| Derivative ($p$) | Accuracy ($2q$) | Stencil term ($r$) |
|-----------------|----------------|-------------------|
|                 |                | −4  | −3  | −2  | −1  | 0   | 1   | 2   | 3   | 4   |
| 2               | −1/2           | 1/2 |
| 1               | 1/2            | −2/3 | 2/3 | −1/12 |
| 6               | −1/60          | 3/20 | −3/4 | 3/4 | −3/20 | 1/60 |
| 2               | 1              | −2  | 1   |
| 2               | −1/12          | 4/3  | −5/2 | 4/3 | −1/12 |
| 6               | 1/90           | −3/20 | 3/2  | −49/18 | 3/2 | −3/20 | 1/90 |
| 2               | 1              | −4  | 6   | −4  | 1   |
| 4               | −1/6           | 2   | −13/2 | 28/3 | −13/2 | 2   | −1/6 |
| 6               | 7/240          | −2/5 | 169/60 | −122/15 | 91/8 | −122/15 | 169/60 | −2/5 | 7/240 |
12

Fig. 11 A comparison of the singulants for several central-difference discretizations of the continuous fourth-order Karpman equation (2). These discretizations have accuracy orders of \(2q\) for different values of \(q\). We also include the singulant of the continuous fourth-order Karpman equation in the figure. As the accuracy order \(2q\) becomes large, the critical value \(\lambda_c\) for the existence of nanoptera approaches \(1/\pi^2\). When \(\lambda > \lambda_c\), the behavior of the singulants of the discretizations approaches that of the singulant of the continuous equation as one increases \(q\).

Following the method in Sect. 5.1, we expand \(\psi\) as an asymptotic power series in \(\epsilon^2\). The leading-order solution \(\psi_0\) satisfies the cubic NLS equation (1), and we again take \(\psi_0\) to be the focusing solitary-wave solution (10). Matching terms of size \(O(\epsilon^{2j})\) as \(\epsilon \to 0\) in (58) yields a recurrence relation for the subsequent terms in the asymptotic series. As in Sect. 5.2, we determine the late-order terms using the ansatz (16).

6.2.1 Singulants

The singulant equation is

\[
\sum_{r=1}^{q} C_{2,2q,r} (\cosh (r \chi_x) - 1) + \lambda \sum_{r=1}^{q+1} C_{4,2q,r} (\cosh (r \chi_x) - 1) = 0. \tag{59}
\]

It is satisfied by imaginary values of \(\chi_x\) when

\[
\lambda \geq \lambda_c = \frac{\sum_{r=1}^{q} C_{2,2q,r} (1 - (-1)^r)}{\sum_{r=1}^{q+1} C_{4,2q,r} ((-1)^r - 1)}. \tag{60}
\]

Therefore, when \(\lambda > \lambda_c\), traveling-wave solutions of (57) are nanoptera. When \(\lambda < \lambda_c\), there are no imaginary values of \(\chi_x\), so all exponentially small contributions to traveling-wave solutions of (57) decay radiatively; the traveling-wave solutions are exponentially localized in space.

When \(\lambda > \lambda_c\), there are two imaginary values of \(\chi_x\); they differ only in their sign. In Fig. 11, we show the value of \(\chi_x\) with a positive imaginary part as a function of \(\lambda\) for the
continuous and discrete fourth-order Karpman equations. From this figure, we make two important observations. First, for singularants of the discrete equation, we observe that the critical value $\lambda_c$ approaches $1/\pi^2$ as we increase the order of the discretization. We further support this observation by directly calculating $\chi_x$ using (59) for larger values of $q$. (For readability, we omit these values from Fig. 11.) This differs from the continuous case, for which $\lambda_c = 0$. Second, when $\lambda > \lambda_c$, the singularant behavior of the discrete fourth-order Karpman equation (57) tends to the singularant behavior of the continuous fourth-order Karpman equation (2) as we increase the order of the discretization.

These observations demonstrate that a change in the critical value of $\lambda$ is an unavoidable result of discretization that persists even when one increases the accuracy of a central-difference approximation. However, when $\lambda > \lambda_c$, one recovers the singularant behavior of the continuous fourth-order Karpman equation (2) in the limit of large finite-difference accuracy order.

6.2.2 Prefactors

The prefactor equation is

$$\frac{2i\Psi}{\sigma} \sum_{r=1}^{q} C_{1,2q,r} \sinh(r\sigma \chi_t)$$

$$+ \Psi_x \left( \sum_{r=1}^{q} rC_{2,2q,r} \sinh(r\chi_x) + \lambda \sum_{r=1}^{q+1} rC_{4,2q,r} \sinh(r\chi_x) \right) = 0. \quad (61)$$

When $\lambda > \lambda_c$, the prefactor that is associated with the singularities $x_{\pm}$ has the form

$$\Psi(x, t) = \Lambda(\lambda) e^{i\left(A^2 - V^2\right)t/2 + g(\lambda)(x - x_{\pm}) + Vx_{\pm}}, \quad (62)$$

where $g(\lambda)$ and $\Lambda(\lambda)$ are the only parts of (62) that depend on the discretization. The prefactor of the continuous fourth-order Karpman equation (2) also has the form (62). By comparing (62) with (25), we see that $g(\lambda) = -V$ in the prefactors of the series terms for the continuous fourth-order Karpman equation. The function $g(\lambda)$ in the prefactors of the late-order terms for the discrete Karpman equation (57) has the form

$$g(\lambda) = -\frac{2 \sum_{r=1}^{q} C_{1,2q,r} \sinh(r\sigma V \chi_x)}{\sigma \left( \sum_{r=1}^{q} rC_{2,2q,r} \sinh(r\chi_x) + \lambda \sum_{r=1}^{q+1} rC_{4,2q,r} \sinh(r\chi_x) \right)}. \quad (63)$$

In Fig. 12, we compare $g(\lambda)$ for the continuous and discrete Karpman equations with $V = 2$.

When $\lambda > \lambda_c$, we see that $g(\lambda) \to -V$ as $q$ increases; this is the value of $g(\lambda)$ for the continuous fourth-order Karpman equation. As $\lambda$ approaches $\lambda_c$ from above, $g(\lambda)$
Fig. 12 A comparison of the prefactor term $g(\lambda)$ for several central-difference discretizations of the continuous fourth-order Karpman equation (2) with different discretization accuracy orders $2q$, a speed of $V = 2$, and $\sigma = 1.1$, where $\sigma$ is the temporal step size divided by the spatial step size. We also show the prefactor term for the continuous fourth-order Karpman equation. As we increase the order of the central-difference approximation, when $\lambda > \lambda_c$, the functional form of the prefactor term for the discrete fourth-order Karpman equation (57) approaches the functional form of the prefactor term (see the solid black line) for the continuous fourth-order Karpman equation. As $\lambda$ approaches the critical value $\lambda_c$ from above, $g(\lambda)$ first increases and then decreases, with $g(\lambda) \to -\infty$ as $\lambda \to \lambda_c$ moves away from $-V$ before decreasing, with $g(\lambda) \to \pm\infty$ as $\lambda \to \lambda_c$, where the sign depends on the value of $\sigma$ and the sign of $V$. We show an example of this behavior in Fig. 12. As $q \to \infty$, this limiting behavior occurs in a progressively narrower region. Therefore, when $\lambda > \lambda_c$, the behavior of the prefactor for the discrete fourth-order Karpman equation (57) tends to the behavior of the prefactor for the continuous fourth-order Karpman equation as we increase the order of the finite difference.

One can show that $\Lambda(\lambda)$ in (62) tends to the corresponding value for the continuous Karpman equation (2) by following the same steps as in the local analysis in Appendix B.1. One can also show that increasing the order $2q$ of the approximation removes terms that appear in the inner expansion that we use for the analysis in Appendix B.1. In the limit $q \to \infty$, the remaining terms in the inner expansion are exactly the terms from the local analysis of the continuous fourth-order Karpman equation (see Appendix A.1). Therefore, when $\lambda > \lambda_c$, the prefactor of the late-order terms in the discrete Karpman equation (57) tends to the prefactor of the late-order terms in the continuous fourth-order Karpman equation (2) as we increase the order of the discretization.

6.2.3 Exponentially Small Terms

Using a similar exponential asymptotic analysis as the one in Appendix B.2, one can show that if $\lambda > \lambda_c$, then the Stokes multipliers $S$ for the discrete Karpman equation (57) approach the analogous expressions for the continuous fourth-order Karpman equation (2) as $q \to \infty$. Therefore, when $\lambda > \lambda_c$, the late-order terms and the exponentially small oscillations tend to the continuous results in (25) and (85), respectively, as $q \to \infty$. 
The results of the analysis of the discrete Karpman equation (57) allow us to draw the following conclusions:

• In the discrete Karpman equation (57), there is a nonzero critical value \( \lambda_c \) (see (60)) of \( \lambda \) that approaches \( 1/\pi^2 \) as we increase the order of the discretization. It is impossible to obtain nanoptera when \( \lambda < 1/\pi^2 \) even for large values of \( q \).

• As we showed in Figs. 11 and 12, if \( \lambda > \lambda_c \), then the late-order terms and the associated exponentially small oscillations tend to the corresponding continuous behavior as \( q \to \infty \).

7 Conclusions and Discussion

We examined nanopteron solutions of continuous and discrete Karpman equations, and we investigated the effects of discretization on such solutions. We studied the asymptotic behavior of the exponentially small oscillations in both situations, and we determined that discretization alters both the oscillatory behavior and the critical parameter values at which oscillations appear.

Our analysis of Karpman equations used exponential asymptotic methods that were developed by Olde Daalhuis et al. (1995), Chapman et al. (1998), King and Chapman (2001), Joshi and Lustri (2015, 2019), and Joshi et al. (2017). We found that the solutions of these equations have Stokes curves that produce exponentially small contributions in the solutions and thus result in GSWs. If \( \lambda \) is above some critical value, these GSWs are nanoptera because their oscillatory tails do not decay in space.

We first studied nanopteron solutions of the continuous fourth-order Karpman equation (2). (Stationary nanopteron solutions of this equation were studied previously in Karpman (1994).) When \( \lambda > 0 \), we found that the solution has two Stokes curves, which produce non-decaying oscillations; therefore, the traveling-wave solution is a nanopteron. We analyzed the asymptotic behavior (29) of these oscillatory tails, and we verified our asymptotic results using numerical computations. We found that the stationary nanoptera agree with the results of Karpman (1994) and that traveling nanoptera have a slowly varying periodic amplitude, which is consistent with the numerical computations of Karpman and Shagalov (1999).

We then considered solutions of the continuous higher-order Karpman equation (33). We found that if the highest-order derivative is odd, then traveling-wave solutions are always nanoptera. By contrast, if the highest-order derivative is even, we found that traveling-wave solutions are nanoptera only when \( \lambda > 0 \). Our results for the third-order derivative are consistent with previous studies of the continuous third-order Karpman equation (Wai et al. 1986, 1990; Karpman 1993a, b). We are not aware of studies of nanoptera in continuous Karpman equations with odd orders of at least five.

We then studied a second-order central-difference approximation (4) of the continuous fourth-order Karpman equation (2). We obtained this equation by scaling a lattice analogue of (2). When \( \lambda < 0 \), we found that solutions of (4) have no exponentially small oscillations. When \( \lambda \in (0, 1/4) \), we found that solutions of (4) are GSWs that decay radiatively in space, so they are exponentially localized. When \( \lambda > 1/4 \), we
Table 3  Comparison of the bifurcation values for nanoptera in continuous and discrete higher-order Karpman equations. Discretization changes the critical value of $\lambda$ for Karpman equations if the highest derivative is even, but it does not change the critical value if the highest derivative is odd

| Order of highest derivative | Continuous equation | Discrete equation |
|----------------------------|---------------------|------------------|
| Odd (order = $k + 1$)      | Always nanoptera    | Always nanoptera  |
| Even (order = $k + 2$)     | Nanoptera for $\lambda > 0$ | Nanoptera for $\lambda > 1/2^k$ |

found that solutions of (4) are nanoptera. We derived an asymptotic description (49) of these nanoptera and found that their exponentially small oscillations have different amplitudes and periods than the nanopteron solutions of (2). These results demonstrate that discretization alters both the critical value of the bifurcation parameter $\lambda$ and the behavior of the exponentially small oscillations.

We found similar results for second-order central-difference discretizations of higher-order Karpman equations. In particular, discretizing these systems also alters the critical value of the bifurcation parameter. If the highest-order derivative is even, the critical value of $\lambda$ has a nonzero positive value in $(0, 1/4]$. This differs from the situation for continuous higher-order Karpman equations whose highest-order derivative is even; these equations have a bifurcation at $\lambda = 0$. We summarize these results in Table 3.

We studied the effects of discretization on nanoptera using arbitrary-order central-difference discretizations of the continuous fourth-order Karpman equation (2). We summarize these effects in Fig. 13. Notably, we found that nanoptera are not possible in our discrete Karpman equations when $\lambda < 1/\pi^2$ for any order of the central-difference discretization that we used to obtain the discrete equations. Consequently, all traveling waves in our discrete Karpman equations with $\lambda < 1/\pi^2$ are exponentially localized in space.

As we noted in Sect. 1.1, the existence of critical values of $\lambda$ that separate nanopteron and solitary-wave solutions is analogous to the Peierls–Nabarro energy barrier, which limits the existence of traveling kink solutions in certain lattice systems (Currie et al. 1980; Peyrard and Kruskal 1984; Aigner et al. 2003). For example, the speed of any kinks in these systems must exceed some critical value. Kinks that travel slower than this critical speed generate radiation, and they thus eventually slow down and stop. Our traveling-wave solutions of (57) for $\lambda \in (0, \lambda_c)$ are traveling solitary waves; they correspond to traveling kink solutions. When $\lambda > \lambda_c$, traveling-wave solutions of (57) are one-sided nanoptera, which radiate energy as exponentially small oscillations. Two-sided nanopteron solutions of (57) are possible; they correspond to stable solutions on an oscillatory background. It is known that such solutions also exist in lattices with a Peierls–Nabarro barrier (Duncan et al. 1993). These similarities between traveling kink behavior in systems with a Peierls–Nabarro energy barrier and traveling-wave behavior in discrete Karpman equations indicate that one can use exponential asymptotics to give insights into the Peierls–Nabarro barrier. The fact that $\lambda_c$ depends on the choice of discretization supports the observation of Kevrekidis et al. (2002) that the Peierls–Nabarro barrier is not the same in continuous wave equations and their discretizations.
Fig. 13 Comparison of traveling-wave solutions of the continuous fourth-order Karpman equation (2) and the discrete fourth-order Karpman equation (57) with a central-difference discretization order of 2q. The continuous Karpman equation has nanopteron solutions when $\lambda > 0$, and the behavior of the exponentially small oscillations of its solutions is given by terms of the form $\psi_{\text{exp, cont}} = \mathcal{S}\psi e^{-\lambda/\epsilon}$. The discrete Karpman equation has nanopteron solutions when $\lambda > \lambda_c$, where $1/\pi^2 < \lambda_c \leq 1/4$ and $\lambda_c \to 1/\pi^2$ as $q \to \infty$. When $\lambda > \lambda_c$, the behavior of its solution’s exponentially small oscillations, which is given by $\psi_{\text{exp, disc}}$, tends to the continuous behavior $\psi_{\text{exp, cont}}$ as $q \to \infty$. However, when $\lambda < 1/\pi^2$, the discrete Karpman equation cannot yield nanopteron solutions for any value of $q$. This is an unavoidable difference between traveling waves in the continuous and discretized Karpman equations.

Appendix A: Detailed Calculations for the Continuous Fourth-Order Karpman Equation

We now give detailed calculations to obtain the late-order terms and exponentially small contributions for the continuous fourth-order Karpman equation (2).

A.1 Local Analysis Near the Singularities

We match the late-order terms (16) with the inner behavior near the singularities $x = x_+$ and $x = x_-$ to determine the time-dependent prefactor $f(t)$ in (22). The asymptotic expansion (14) fails to be asymptotic if $\epsilon^{2j} \psi_j \sim \epsilon^{2j+2} \psi_{j+1}$ as $\epsilon \to 0$; this occurs when $x - x_\pm = \mathcal{O}(\epsilon)$. We rescale the variables in (2) by setting $\epsilon \eta = x - x_\pm$ and $\phi(\eta, t) = \epsilon \psi(x, t)$. We retain the leading-order terms as $\epsilon \to 0$; these terms have
size $\mathcal{O}(\epsilon^{-3})$. Near the singularities, the rescaled version of Eq. (2) is

$$
\frac{1}{2} \frac{\partial^2 \phi}{\partial \eta^2} + \frac{\lambda}{2} \frac{\partial^4 \phi}{\partial \eta^4} + \phi \bar{\phi} \phi = 0, \quad (64)
$$

where the neglected terms are at most $\mathcal{O}(\epsilon^{-2})$ as $\epsilon \to 0$.

We cannot directly apply the local analysis of Chapman et al. (1998) to the inner expansion (64) because the conjugation operation in (64) is not analytic. Instead, we define two new analytic functions, $U$ and $V$, with $U = \phi(x, t)$ and $V = \bar{\phi}(x, t)$ for $x \in \mathbb{R}$. This allows us to obtain a coupled system, whose solution we analytically continue away from the real axis.

We conjugate (64) to obtain a second equation, and we then study the coupled system

$$
\frac{1}{2} \frac{\partial^2 U}{\partial \eta^2} + \frac{\lambda}{2} \frac{\partial^4 U}{\partial \eta^4} + U^2 V = 0, \quad (65)
$$

$$
\frac{1}{2} \frac{\partial^2 V}{\partial \eta^2} + \frac{\lambda}{2} \frac{\partial^4 V}{\partial \eta^4} + U V^2 = 0. \quad (66)
$$

We use the asymptotic expansions

$$
U(\eta, t) \sim \sum_{j=0}^{\infty} \frac{u_j(t)}{\eta^{2j+1}} \text{ as } |\eta| \to \infty,
$$

$$
V(\eta, t) \sim \sum_{j=0}^{\infty} \frac{v_j(t)}{\eta^{2j+1}} \text{ as } |\eta| \to \infty. \quad (67)
$$

To obtain $u_0$ and $v_0$, we need to determine the leading-order behavior (from (13)) of the outer solutions $\psi_0$ and $\bar{\psi}_0$ near the singularities. The leading-order behavior of $\bar{\psi}_0$ near the singularities is

$$
\bar{\psi}_0(x, t) \sim \mp \frac{i}{x - x_{\pm}} e^{-i((A^2-V^2) t/2 + V x_{\pm})} \text{ as } x \to x_{\pm}, \quad (68)
$$

where the upper and lower sign choices correspond.

Using Van Dyke’s matching principle (Van Dyke 1964), we match (13) and (68) in the inner limits as $x \to x_+$ and $x \to x_-$ with the inner expansions (67) in the outer limit $|\eta| \to \infty$. This gives the first terms in the series that match the leading-order behaviors of the inner and outer regions. These terms are

$$
u_0(t) = \mp i e^{i((A^2-V^2) t/2 + V x_{\pm})},
$$

$$
u_0(t) = \mp i e^{-i((A^2-V^2) t/2 + V x_{\pm})}, \quad (69)
$$

where the upper and lower sign choices correspond.
We substitute the expansions (67) into equations (65) and (66), and we match terms of size $O(\eta^{-2j-3})$ as $\eta \to \infty$. This gives the following system of recurrence relations:

\[
\begin{split}
\left( \frac{1}{2} \frac{(2j+2)!}{(2j)!} + 2u_0v_0 \right) u_j + u_0^2 v_j &= -\frac{\lambda}{2} \frac{(2j+2)!}{(2j-2)!} u_{j-1} \\
&\quad - \sum_{k=1}^{j-1} \sum_{l=0}^{k} u_l v_{k-l} u_{j-k} - \sum_{l=1}^{j-1} u_l v_{j-l} u_0 , \\
\end{split}
\]

\[
(70)
\]

\[
\begin{split}
v_0^2 u_j + \left( \frac{1}{2} \frac{(2j+2)!}{(2j)!} + 2u_0v_0 \right) v_j &= -\frac{\lambda}{2} \frac{(2j+2)!}{(2j-2)!} v_{j-1} \\
&\quad - \sum_{k=1}^{j-1} \sum_{l=0}^{k} v_l u_{k-l} v_{j-k} - \sum_{l=1}^{j-1} v_l u_{j-l} v_0 . \\
\end{split}
\]

\[
(71)
\]

Solving Eqs. (70) and (71) yields

\[
\begin{split}
u_j &= (-1)^j \lambda^j c_j u_0 \quad \text{and} \quad v_j = (-1)^j \lambda^j c_j v_0 , \\
\end{split}
\]

\[
(72)
\]

where

\[
\begin{split}
c_j \left( \frac{1}{2} \frac{(2j+2)!}{(2j)!} - 3 \right) &= \frac{1}{2} \frac{(2j+2)!}{(2j-2)!} c_{j-1} + \sum_{k=1}^{j-1} \sum_{l=0}^{k} c_l c_{k-l} c_{j-k} + \sum_{l=1}^{j-1} c_l c_{j-l} , \\
\end{split}
\]

\[
(73)
\]

with $c_0 = 1$ and $c_1 = 4$.

Motivated by comparing the prefactor (22) to (72) and to the first term (69) in the recurrence relation (70)–(71), we set

\[
\begin{split}
f(t) &= \alpha e^{i((A^2-V^2)t/2+Vx_\pm)} , \\
\end{split}
\]

\[
(74)
\]

where we include the constant $\alpha$ for subsequent algebraic convenience and we determine the constant $\Lambda$ using asymptotic matching between the outer and inner solutions. By matching the behavior of the late-order terms (16) in the limit that they approach the singularity with the series terms of the inner expansions (72), we see that $\Lambda = \lim_{j \to \infty} c_j / \Gamma(2j+1)$. We approximate $\Lambda$ by computing $c_j$ for large $j$. In Fig. 14, we show the results of this approximation up to $j = 120$. We compute values of $c_j$ up to $j = 1400$; this is sufficient to obtain three decimal places of accuracy in the asymptotic approximation, which gives $\Lambda \approx 4.494$.

We determine $f(t)$ by matching the inner solution (67) in the outer limit $\eta \to \infty$ with the late-order terms (16) in the inner limit $j \to \infty$ and $x \to x_\pm$. For the two singularities $x = x_+$ and $x = x_-$, we obtain

\[
\begin{split}
f_1(t) &= \alpha \Lambda e^{i((A^2-V^2)t/2+Vx_+)} \quad \text{and} \quad f_2(t) = \alpha \Lambda e^{i((A^2-V^2)t/2+Vx_-)} . \\
\end{split}
\]

\[
(75)
\]

\[
\text{Springer}
\]
We have now completely determined the form of the prefactors, so we have derived expression (25) for the asymptotic behavior of the late-order terms for the continuous fourth-order Karpman equation (2).

A.2 Calculation of Remainders

A.2.1 Optimal Truncation

To perform exponential asymptotic analysis, we need to determine the optimal truncation point of an asymptotic series expansion. An asymptotic series (14) breaks down when consecutive terms in the series have the same size in the asymptotic limit. This typically occurs after an asymptotically large number of term (Boyd 1999). Therefore, we determine the optimal truncation point using the late-order terms (16). We find that $N_{\text{opt}} \sim |\chi|/2\epsilon$ as $\epsilon \to 0$, which validates the assumption that $N_{\text{opt}} \to \infty$ as $\epsilon \to 0$. Therefore, we set $N_{\text{opt}} = |\chi|/2\epsilon + \omega$, where we choose $\omega \in [0, 1)$ to ensure that $N_{\text{opt}}$ is an integer.

A.2.2 Stokes-Switching Analysis

Optimally truncating the asymptotic series (14) gives

$$\psi(x, t) = \sum_{j=0}^{N_{\text{opt}}-1} \epsilon^{2j} \psi_j(x, t) + R(x, t),$$

(76)

where $R$ is exponentially small as $\epsilon \to 0$. We insert (76) into the continuous fourth-order Karpman equation (2) to obtain

$$i \frac{\partial R}{\partial t} + \frac{1}{2} \frac{\partial^2 R}{\partial x^2} + \frac{\lambda \epsilon^2}{2} \frac{\partial^4 R}{\partial x^4} = -i \sum_{j=0}^{N_{\text{opt}}-1} \epsilon^{2j} \frac{\partial \psi_j}{\partial t} - \frac{1}{2} \sum_{j=0}^{N_{\text{opt}}-1} \epsilon^{2j} \frac{\partial^2 \psi_j}{\partial x^2} - \frac{\lambda \epsilon^2}{2} \sum_{j=0}^{N_{\text{opt}}-1} \epsilon^{2j} \frac{\partial^4 \psi_j}{\partial x^4}.$$
\[-\left| \sum_{j=0}^{N_{\text{opt}}-1} \left( \epsilon^{2j} \psi_j + R \right) \right|^{2} \sum_{j=0}^{N_{\text{opt}}-1} \left( \epsilon^{2j} \psi_j + R \right).\]  

(77)

We now use the recurrence relation (15) to simplify (77). In the limit \( \epsilon \to 0 \), we obtain the leading-order terms

\[
\frac{i}{\epsilon} \frac{\partial R}{\partial t} + \frac{1}{2} \frac{\partial^2 R}{\partial x^2} + \frac{\lambda \epsilon^2}{2} \frac{\partial^4 R}{\partial x^4} \sim \frac{\epsilon^{2N_{\text{opt}}}}{2} \frac{\partial^2 \psi_{N_{\text{opt}}}}{\partial x^2},
\]

(78)

where the omitted terms are at most \( O(\epsilon^{2N_{\text{opt}}+1}) \) in this limit and thus do not contribute to the subsequent analysis.

The optimal truncation point \( N_{\text{opt}} \) becomes large as \( \epsilon \to 0 \), so we insert the late-order ansatz (16) into (78) and obtain

\[
\frac{i}{\epsilon} \frac{\partial R}{\partial t} + \frac{1}{2} \frac{\partial^2 R}{\partial x^2} + \frac{\lambda \epsilon^2}{2} \frac{\partial^4 R}{\partial x^4} \sim \frac{\epsilon^{2N_{\text{opt}}}}{\psi_1} \frac{\psi(2N_{\text{opt}}+3)}{\chi^{2N_{\text{opt}}+3}} \chi^2 x^2 \chi^2 N_{\text{opt}}^2 + 3 \chi \epsilon \psi_1 \text{ as } \epsilon \to 0.
\]

(79)

The term on the right-hand side of (79) is smaller than the terms on the left-hand side everywhere except in a neighborhood of width \( O(\sqrt{\epsilon}) \) around the curve \( \text{Im}\{\chi\} = 0 \). This is a Stokes curve.

We determine the behavior away from the Stokes curve by solving the homogeneous equation

\[
\frac{i}{\epsilon} \frac{\partial R}{\partial t} + \frac{1}{2} \frac{\partial^2 R}{\partial x^2} + \frac{\lambda \epsilon^2}{2} \frac{\partial^4 R}{\partial x^4} = 0.
\]

(80)

Using a Liouville–Green (i.e., WKBJ) analysis of Eq. (80) allows us to determine the behavior of the remainder around the Stokes curve using the ansatz

\[
R(x, t) \sim S(x, t) \psi(x, t)e^{-\chi(x, t)/\epsilon} \text{ as } \epsilon \to 0,
\]

(81)

where \( S(x, t) \) is the Stokes multiplier, which varies rapidly in a region around the Stokes curve that is associated with \( \chi \); it tends to a different constant on the two sides of the Stokes curve. We use \( S_\nu \) to denote the Stokes multiplier that is associated with the singulant \( \chi_\nu \) for \( \nu \in \{1, 2\} \).

Substituting the ansatz (81) into (79) gives

\[
\frac{1}{\epsilon^2} \left( \frac{\lambda}{2} \chi_x^4 + \frac{1}{2} \chi_x^2 \right) \psi S - \frac{1}{\epsilon} \left( i \psi \chi_t + \psi_x \chi_x + 2 \lambda \psi_x \chi_x^3 \right) S
- \frac{1}{\epsilon} \left( \chi_x + 2 \lambda \chi_x^3 \right) \psi \frac{\partial S}{\partial x} \sim \frac{\epsilon^{2N_{\text{opt}}}}{2} \frac{\psi \Gamma(2N_{\text{opt}}+3)}{\chi^{2N_{\text{opt}}+3}} \chi^2 e^{\chi/\epsilon} \text{ as } \epsilon \to 0.
\]

(82)
We simplify the expression (82) by using the singulant equation (18) and prefactor equation (21) to obtain

\[
\frac{\partial S}{\partial x} \sim \frac{\epsilon^{2N_{opt}+1}}{2} \frac{\Gamma(2N_{opt}+3)\chi x}{\chi^{2N_{opt}+3}} e^{\chi/\epsilon} \quad \text{as} \quad \epsilon \to 0.
\] (83)

It is useful to change variables to make $\chi$ the independent variable. We write $S_x = S_\chi \chi x$, where the subscripts indicate partial differentiation. Equation (83) then becomes

\[
\frac{\partial S}{\partial \chi} \sim \frac{\epsilon^{2N_{opt}+1}}{2} \frac{\Gamma(2N_{opt}+3)}{\chi^{2N_{opt}+3}} e^{\chi/\epsilon} \quad \text{as} \quad \epsilon \to 0.
\] (84)

The optimal truncation point is $N_{opt} = |\chi|/2\epsilon + \omega$. Substituting the optimal truncation point into (84) shows that the right-hand side is exponentially small everywhere except in a small region around $\text{Arg}(\chi) = 0$, which is the Stokes curve.

Following Olde Daalhuis et al. (1995), we define a region of width $\mathcal{O}(\sqrt{\epsilon})$ around the Stokes curve and obtain the inner behavior of $S$ in this region. Solving (84) gives

\[
S \sim \frac{i\pi}{2\epsilon} \text{erf} \left( \sqrt{\frac{|\chi|}{2\epsilon}} \text{Arg}(\chi) \right) + C \quad \text{as} \quad \epsilon \to 0,
\] (85)

where $C$ is an arbitrary integration constant.

Crossing the Stokes curve for $\chi_1$ from the left (i.e., when $\text{Arg}(\chi_1) < 0$) to the right (i.e., when $\text{Arg}(\chi_1) > 0$) causes the Stokes multiplier to jump by a finite value. We denote the change in the multiplier $S_1$ by

\[
[S_1]_+^− \sim \frac{i\pi}{\epsilon} \quad \text{as} \quad \epsilon \to 0,
\] (86)

where the notation $[w]_+^−$ indicates the change in the quantity $w$ from crossing the Stokes curve. Crossing the Stokes curve for $\chi_2$ from the left (i.e., when $\text{Arg}(\chi_2) > 0$) to the right (i.e., when $\text{Arg}(\chi_2) < 0$) causes the Stokes multiplier $S_2$ to jump by

\[
[S_2]_+^− \sim -\frac{i\pi}{\epsilon} \quad \text{as} \quad \epsilon \to 0.
\] (87)

Therefore, the changes in the remainder terms (81) from crossing the Stokes curves from left to right are

\[
[R_1]_+^− \sim \frac{i\pi \alpha A}{\epsilon} e^{-\alpha \pi/(2A\epsilon)} e^{i(A^2+V^2)t/2} e^{-V \pi/A} \quad \text{as} \quad \epsilon \to 0,
\] (88)

\[
[R_2]_+^− \sim -\frac{i\pi \alpha A}{\epsilon} e^{-\alpha \pi/(2A\epsilon)} e^{i(A^2+V^2)t/2} e^{V \pi/A} \quad \text{as} \quad \epsilon \to 0.
\] (89)

In Fig. 2, we showed the jumps in the Stokes multipliers from crossing the Stokes curves.
Appendix B: Detailed Calculations for the CDK2 Equation

We now give detailed calculations to obtain the late-order terms and exponentially small contributions for the CDK2 equation (4).

B.1 Local Analysis Near the Singularities

We determine the behavior of the term $f(t)$ in the prefactor (46) of the late-order terms (16) of the CDK2 equation (4) by matching the late-order terms (16) to an inner problem near each singularity $x = x_{\pm}$. The late-order terms (16) break down in the expansion (14) if $\epsilon^{2j} \psi_j \sim \epsilon^{2j+2} \psi_{j+1}$ as $\epsilon \to 0$. This occurs when $x - x_{\pm} = O(\epsilon)$. We define inner variables by setting $\epsilon \eta = x - x_{\pm}$ and $\phi(\eta, t) = \epsilon \psi(x, t)$. We retain the leading-order terms, which are of size $O(\epsilon^{-3})$ as $\epsilon \to 0$. The rescaled CDK2 equation (36) near the singularities is

$$
(1 - 4\lambda) \sum_{r=0}^{\infty} \frac{1}{(2r+2)!} \frac{\partial^{2r+2}}{\partial \eta^{2r+2}} \phi + \lambda \sum_{r=0}^{\infty} \frac{2^{2r+2}}{(2r+2)!} \frac{\partial^{2r+2}}{\partial \eta^{2r+2}} \phi + \phi \frac{\partial \phi}{\partial \eta} = 0, \tag{90}
$$

where the neglected terms are at most $O(\epsilon^{-2})$.

We define new variables $U(\eta, t)$ and $V(\eta, t)$ in the same fashion as in Appendix A.1, and we obtain a coupled system of equations that is similar to (65) and (66). Expanding these variables using the series in (67) and matching terms of size $O(\eta^{-2j-3})$ as $\eta \to \infty$ gives a system of recurrence relations for $u_j$ and $v_j$. The solution of these recurrence relations is

$$
u_j(\lambda) = (-1)^j c_j(\lambda) u_0 \quad \text{and} \quad v_j(\lambda) = (-1)^j c_j(\lambda) v_0, \tag{91}
$$

where $u_0$ and $v_0$ are given in Eq. (69) and $c_j(\lambda)$ satisfies the recurrence relation

$$
c_j(\lambda) = \frac{\sum_{k=1}^{j} (-1)^k \frac{(j+2k+2j)!}{(2k+2)!(2j+2k)!} c_{j-k}(\lambda) + \sum_{k=1}^{j-1} \sum_{l=0}^{k} c_l(\lambda) c_{j-l}(\lambda) c_{j-k-l}(\lambda) + \sum_{l=1}^{j-1} c_l(\lambda) c_{j-l}(\lambda)}{2^{(2j+2)} - 3}, \tag{92}
$$

with $c_0 = 1$ and $c_1 = (1 + 12\lambda)/3$.

Motivated by comparing the prefactor (22) to (47) and using $u_0$ and $v_0$ from (69), we set

$$
f(t) = \Lambda(\lambda) \exp \left\{ \frac{\left( A^2 - V^2 \right)^2}{2} \right\} t + \left( V + \frac{\sin(\sigma V \beta(\lambda))}{\sin(\sigma \beta(\lambda))} \right) x^+ \right\}. \tag{93}
$$

We introduce a new variable $\Lambda_j(\lambda) = c_j(\lambda) \beta(\lambda) 2^{j+1}/\Gamma(2j + 1)$. We can now numerically evaluate the limit $\Lambda(\lambda) = \lim_{j \to \infty} \Lambda_j(\lambda)$ for any given $\lambda$. In Fig. 15, we demonstrate our numerical evaluation of $\Lambda_j$ for $\lambda = 1$ up to $j = 120$. We compute values of $\Lambda_j(1)$ up to $j = 800$; this is sufficient to obtain one decimal place of accuracy in the asymptotic approximation, which gives $\Lambda \approx 7.3$.
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Fig. 15 Our asymptotic approximation of the limit \( \Lambda = \lim_{j \to \infty} \Lambda_j(t) \) for progressively larger values of \( j \) demonstrates that the approximation converges to the constant \( \Lambda \approx 7.3 \).

We determine \( f(t) \) by matching the inner solution (67) in the outer limit \( \eta \to \infty \) with the late-order terms (16) in the inner limit \( j \to \infty \) and \( x \to x_{\pm} \). We obtain

\[
\begin{align*}
 f_1(t) &= \Lambda(\lambda) \exp \left\{ i \left[ \left( \frac{A^2 - V^2}{2} \right) t + \left( V + \frac{\sin(\sigma V \beta(\lambda))}{\sigma \sin(\beta(\lambda))} \right) x_+ \right] \right\}, \\
 f_2(t) &= \Lambda(\lambda) \exp \left\{ i \left[ \left( \frac{A^2 - V^2}{2} \right) t + \left( V + \frac{\sin(\sigma V \beta(\lambda))}{\sigma \sin(\beta(\lambda))} \right) x_- \right] \right\}.
\end{align*}
\] (94)

We now have completely determined the form of the prefactors. This yields expression (48) for the asymptotic behavior of the late-order terms for the CDK2 equation (4).

B.2 Calculation of Remainders

B.2.1 Stokes-Switching Analysis

As in Appendix A.2.1, we apply the optimal-truncation heuristic and determine that the optimal truncation point of the series (5) is \( N_{\text{opt}} = |\chi|/2\epsilon + \omega \), where we choose \( \omega \in [0, 1) \) to ensure that \( N_{\text{opt}} \) is an integer.

Substituting the optimally truncated series (8) into the CDK2 equation (36) yields

\[
\begin{align*}
 i \sum_{r=0}^{\infty} \frac{(\sigma \epsilon)^{2r}}{(2r + 1)!} \sum_{j=0}^{N_{\text{opt}}-1} (e^{2j} \psi_j + R) &+ (1 - 4\lambda) \sum_{r=0}^{\infty} \frac{e^{2r}}{(2r + 2)!} \sum_{j=0}^{N_{\text{opt}}-1} \frac{\partial^2 x_{2r+2}}{\partial x^{2r+2}} (e^{2j} \psi_j + R) \\
 &+ \lambda \sum_{r=0}^{\infty} \frac{2^{2r+2} e^{2r}}{(2r + 2)!} \sum_{j=0}^{N_{\text{opt}}-1} \frac{\partial^2 x_{2r+2}}{\partial x^{2r+2}} (e^{2j} \psi_j + R) \\
 &+ \sum_{j=0}^{N_{\text{opt}}-1} (e^{2j} \psi_j + R) \sum_{j=0}^{N_{\text{opt}}-1} (e^{2j} \psi_j + R) = 0. \quad (95)
\end{align*}
\]
Using the recurrence relation (37) to simplify (95) gives the leading-order equation

\[
\sum_{r=0}^{\infty} \frac{(\sigma \epsilon)^{2r}}{(2r+1)!} \frac{\partial^2}{\partial t^{2r+1}} \frac{R}{\partial t} + (1 - 4\lambda) \sum_{r=0}^{\infty} \frac{\epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2} R}{\partial x^{2r+2}} + \lambda \sum_{r=0}^{\infty} \frac{2^{2r+2} \epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2} R}{\partial x^{2r+2}} \sim \frac{\epsilon^{2N} \partial^2 \psi_{\text{opt}}}{2} \quad \text{as} \quad \epsilon \to 0,
\]

(96)

where the omitted terms are at most \(O(\epsilon^{2N_{\text{opt}}+1})\) in the limit \(\epsilon \to 0\) and do not contribute to our subsequent analysis.

We substitute the late-order ansatz (16) into (96) to obtain

\[
\sum_{r=0}^{\infty} \frac{(\sigma \epsilon)^{2r}}{(2r+1)!} \frac{\partial^2}{\partial t^{2r+1}} \frac{R}{\partial t} + (1 - 4\lambda) \sum_{r=0}^{\infty} \frac{\epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2} R}{\partial x^{2r+2}} + \lambda \sum_{r=0}^{\infty} \frac{2^{2r+2} \epsilon^{2r}}{(2r+2)!} \frac{\partial^{2r+2} R}{\partial x^{2r+2}} \sim \frac{\Psi \Gamma(2N_{\text{opt}} + 3)\chi^2}{\chi^{2N_{\text{opt}}+3}} \quad \text{as} \quad \epsilon \to 0.
\]

(97)

We determine the behavior away from the Stokes curve (as in Appendix A.2.2) using a Liouville–Green (i.e., WKBJ) analysis of the homogeneous version of (97). This Liouville–Green analysis indicates that we can use the ansatz (81) to determine the behavior near the Stokes curve.

We insert the ansatz (81) into (97), and we then collect terms in powers of \(\epsilon\) to obtain

\[
\frac{1}{\epsilon^2} \psi \left( (1 - 4\lambda) \sum_{r=0}^{\infty} \frac{\chi^{2r+2}}{(2r+2)!} + \lambda \sum_{r=0}^{\infty} \frac{(2\chi_{x})^{2r+2}}{(2r+2)!} \right) - \frac{1}{\epsilon} \left( \frac{i \psi}{\sigma} \sum_{r=0}^{\infty} \frac{(\sigma \chi_{x})^{2r+1}}{(2r+1)!} + \Psi x \left( (1 - 4\lambda) \sum_{r=0}^{\infty} \frac{\chi_{x}^{2r+1}}{(2r+1)!} + 2\lambda \sum_{r=0}^{\infty} \frac{(2\chi_{x})^{2r+1}}{(2r+1)!} \right) \right) \sim \frac{\epsilon^{2N_{\text{opt}}}}{2} \frac{\chi_{x}^2 \Psi \Gamma(2N_{\text{opt}} + 3)\epsilon^{\chi/\epsilon}}{\chi^{2N_{\text{opt}}+3}} \quad \text{as} \quad \epsilon \to 0.
\]

(98)

where the omitted terms are small in comparison to the retained terms. We simplify (98) using our equations for the singulant (39) and prefactor (43). Evaluating the infinite sums in (98) gives

\[
\frac{\partial S}{\partial x} \sinh(\chi_{x}) \sim \frac{\epsilon^{2N_{\text{opt}}+1}}{2} \frac{\chi_{x}^2 \Gamma(2N_{\text{opt}} + 3)\epsilon^{\chi/\epsilon}}{\chi^{2N_{\text{opt}}+3}} \quad \text{as} \quad \epsilon \to 0.
\]

(99)
We make $\chi$ the independent variable. We write $S_x = S_x(\chi_x)$, where subscripts denote partial differentiation. Equation (99) becomes

$$
\frac{\partial S}{\partial \chi} \sim \frac{e^{2N_{opt} + 1} \chi_x}{2 \sinh(\chi_x)} \Gamma(2N_{opt} + 3)e^{\chi/e} \chi^{2N_{opt} + 3} \text{ as } \epsilon \to 0.
$$

(100)

We now substitute the optimal truncation value $N_{opt} = |\chi|/2\epsilon + \omega$ into (100). The right-hand side of (100) is exponentially small everywhere except near the Stokes curve $\text{Arg}(\chi) = 0$. We again define an inner region of width $O(\sqrt{\epsilon})$ around the Stokes curve, and we obtain an expression for $S$ in this region. Solving this inner expression and using matched asymptotic expansions to produce consistent behavior in $S$ away from the Stokes curve gives

$$
S \sim \frac{i\pi \chi_x}{2\epsilon \sinh(\chi_x)} \text{erf} \left( \sqrt{\frac{|\chi|}{2\epsilon}} \text{Arg}(\chi) \right) + C \text{ as } \epsilon \to 0,
$$

(101)

where $C$ is an arbitrary integration constant.

Crossing the Stokes curve for $\chi_1$ from the left (i.e., when $\text{Arg}(\chi_1) < 0$) to the right (i.e., when $\text{Arg}(\chi_1) > 0$) causes the Stokes multiplier $S_1$ to jump by

$$
[S_1]^{+} \sim \frac{i\pi \beta}{\epsilon \sin(\beta)} \text{ as } \epsilon \to 0.
$$

(102)

Crossing the Stokes curve for $\chi_2$ from the left (i.e., when $\text{Arg}(\chi_2) > 0$) to the right (i.e., when $\text{Arg}(\chi_2) < 0$) causes the Stokes multiplier $S_2$ to jump by

$$
[S_2]^{+} \sim -\frac{i\pi \beta}{\epsilon \sin(\beta)} \text{ as } \epsilon \to 0.
$$

(103)

Therefore, the changes in the remainder terms (81) from crossing the Stokes curves from left to right are

$$
[R_1]^{+} \sim \frac{i\pi \beta \Lambda(\lambda)}{\epsilon \sin(\beta)} e^{-\beta \pi/(2A \epsilon)} e^{i(A^2 + V^2)t/2} e^{-\pi(V + \sin(\sigma V) / \sin(\beta))/(2A)} \text{ as } \epsilon \to 0,
$$

(104)

$$
[R_2]^{+} \sim -\frac{i\pi \beta \Lambda(\lambda)}{\epsilon \sin(\beta)} e^{-\beta \pi/(2A \epsilon)} e^{i(A^2 + V^2)t/2} e^{\pi(V + \sin(\sigma V) / \sin(\beta))/(2A)} \text{ as } \epsilon \to 0.
$$

(105)

Combining these expressions for the remainders gives the expression for $\psi_{\text{exp}}$ in (49).
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