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Abstract: There has been extensive work in query optimization since the early ‘70s. It is hard to capture the breadth and depth of this large body of work in a short work. Therefore, we have decided to focus primarily on the optimization of SQL queries in relational database systems. The goal of this chapter is not to be comprehensive, but rather to explain the foundations and present samplings of significant work in this area. Relational query languages provide a high-level “declarative” interface to access data stored in relational databases. Over time, SQL has emerged as the standard for relational query languages. Two key components of the query evaluation component of a SQL database system are the query optimizer and the query execution engine.
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I. INTRODUCTION
We refer to such operators as physical operators since they are not necessarily tied one-to-one with relational operators. The simplest way to think of physical operators is as pieces of code that are used as building blocks to make possible the execution of SQL queries. An abstract representation of such an execution is a physical operator tree, as illustrated in Figure 1.

The edges in an operator tree represent the data flow among the physical operators. We use the terms physical operator tree and execution plan (or, simply plan) interchangeably. The execution engine is responsible for the execution of the plan that results in generating answers to the query. Therefore, the capabilities of the query execution engine determine the structure of the operator trees that are feasible.¹

¹
We refer the reader to for an overview of query evaluation techniques. The query optimizer is responsible for generating the input for the execution engine. It takes a parsed representation of a SQL query as input and is responsible for generating an efficient execution plan for the given SQL query from the space of possible execution plans.

1) The task of an optimizer is nontrivial since for a given SQL query, there can be a large number of possible operator trees:
   a) The algebraic representation of the given query can be transformed into many other logically equivalent algebraic representations: e.g., Join(Join(A,B),C)= Join(Join(B,C),A)
   b) For a given algebraic representation, there may be many operator trees that implement the algebraic expression, e.g., typically there are several join algorithms supported in a database system.
   c) Furthermore, the throughput or the response times for the execution of these plans may be widely different. Therefore, a judicious choice of an execution by the optimizer is of critical importance. Thus, query optimization can be viewed as a difficult search problem.2

2) In order to solve this problem, we need to provide:
   a) A space of plans (search space).
   b) A cost estimation technique so that a cost may be assigned to each plan in the search space. Intuitively, this is an estimation of the resources needed for the execution of the plan.
   c) An enumeration algorithm that can search through the execution space.

3) A desirable optimizer is one where
   a) The search space includes plans that have low cost
   b) The costing technique is accurate
   c) The enumeration algorithm is efficient.

Each of these three tasks is nontrivial and that is why building a good optimizer is an enormous undertaking. We begin by discussing the System-R optimization framework since this was a remarkably elegant approach that helped fuel much of the subsequent work in optimization.

II. SYSTEM-R OPTIMIZER

The System-R project significantly advanced the state of query optimization of relational systems. The ideas have been incorporated in many commercial optimizers continue to be remarkably relevant. This study will present a subset of those important ideas here in the context of Select-Project-Join (SPJ) queries. The class of SPJ queries is closely related to and encapsulates conjunctive queries, which are widely studied in Database Theory.3

The search space for the System-R optimizer in the context of a SPJ query consists of operator trees that correspond to linear sequence of join operations, e.g., the sequence Join(Join(Join(A,B),C),D) is illustrated in Figure 2(a). Such sequences are logically equivalent because of associative and commutative properties of joins. A join operator can use either the nested loop or sort-merge implementation. Each scan node can use either index scan (using a clustered or non clustered index) or sequential scan. Finally, predicates are evaluated as early as possible. The cost model assigns an estimated cost to any partial or complete plan in the search space. It also determines the estimated size of the data stream for output of every operator in the plan.

1) It Relies On
   a) A set of statistics maintained on relations and indexes, e.g., number of data pages in a relation, number of pages in an index, number of distinct values in a column
   b) Formulas to estimate selectivity of predicates and to project the size of the output data stream for every operator node. For example, the size of the output of a join is estimated by taking the product of the sizes of the two relations and then applying the joint selectivity of all applicable predicates.

3 Query optimization by simulated annealing. In Proc. ACMSIGMOD Conference on the Management of Data, pages 9{22, San Francisco, CA, May 2012.
Formulas to estimate the CPU and I/O costs of query execution for every operator. These formulas take into account the statistical properties of its input data streams, existing access methods over the input data streams, and any available order on the data stream (e.g., if a data stream is ordered, then the cost of a sort-merge join on that stream may be significantly reduced). \(^4\)

2) In addition, it is also checked if the output data stream will have any order. The cost model uses (a)-(c) to compute and associate the following information in a bottom-up fashion for operators in a plan:
   a) The size of the data stream represented by the output of the operator node.
   b) Any ordering of tuples created or sustained by the output data stream of the operator node.
   c) Estimated execution cost for the operator (and the cumulative cost of the partial plan so far).

The enumeration algorithm for System-R optimizer demonstrates two important techniques: use of dynamic programming and use of interesting orders. The essence of the dynamic programming approach is based on the assumption that the cost model satisfies the principle of optimality.

Specifically, it assumes that in order to obtain an optimal plan for a SPJ query Q consisting of k joins, it suffices to consider only the optimal plans for sub-expressions of Q that consist of (k-1) joins and extend those plans with an additional join. In other words, the suboptimal plans for sub-expressions of Q (also called sub-queries) consisting of (k-1) joins do not need to be considered further in determining the optimal plan for Q.

Accordingly, the dynamic programming based enumeration views a SPJ query Q as a set of relations \{R_1,..,R_n\} to be joined. The enumeration algorithm proceeds bottom-up. At the end of the j-th step, the algorithm produces the optimal plans for all sub-queries of size j. To obtain an optimal plan for a sub-query consisting of (j+1) relations, we consider all possible ways of constructing a plan for the sub-query by extending the plans constructed in the jth step.

For example, the optimal plan for \{R_1,R_2,R_3,R_4\} is obtained by picking the plan with the cheapest cost from among the optimal plans for:
   a) Join([R_1,R_2,R_3],R_4)
   b) Join([R_1,R_2,R_4],R_3)
   c) Join ([R_1,R_3,R_4],R_2)
   d) Join([R_2,R_3,R_4], R_1).

The rest of the plans for \{R_1,R_2,R_3,R_4\} may be discarded. The dynamic programming approach is significantly faster than the naïve approach since instead of O(n!) plans, only O(n2n -1) plans need to be enumerated. The second important aspect of System R optimizer is the consideration of interesting orders. Let us now consider a query that represents the join among \{R_1,R_2,R_3\} with the predicates R_1.a = R_2.a = R_3.a. Let us also assume that the cost of the plans for the sub-query \{R_1,R_2\} are x and y for nested-loop and sort-merge join respectively and x < y. In such a case, while considering the plan for \{R_1, R_2, R_3\}, we will not consider the plan where R1 and R2 are joined using sort-merge. \(^5\)

However, note that if sort-merge is used to join R1 and R2, the result of the join is sorted on a. The sorted order may significantly reduce the cost of the join with R3. Thus, pruning the plan that represents the sort merge join between R1 and R2 can result in sub-optimality of the global plan. The problem arises because the result of the sort merge join between R1 and R2 has an ordering of tuples in the output stream that is useful in the subsequent join. However, the nested-loop join does not have such ordering. Therefore, given a query, System R identified ordering of tuples that are potentially consequential to execution plans for the query (hence the name interesting orders).

Furthermore, in the System R optimizer, two plans are compared only if they represent the same expression as well as have the same interesting order. The idea of interesting order was later generalized to physical properties and is used extensively in modern optimizers. Intuitively, a physical property is any characteristic of a plan that is not shared by all plans for the same logical expression, but can impact the cost of subsequent operations. Finally, note that the System-R’s approach of taking into account physical properties demonstrates a simple mechanism to handle any violation of the principle of optimality, not necessarily arising only from physical properties.

\(^4\) Query optimization in database systems. ACM Computing Surveys, 16(2):111{152, June 2010

\(^5\) Randomized Algorithms for Query Optimization. PhD thesis, University of Wisconsin, Madison, May 2011.
Despite the elegance of the System-R approach, the framework cannot be easily extended to incorporate other logical transformations (beyond join ordering) that expand the search space. This led to the development of more extensible optimization architectures. However, the use of cost-based optimization, dynamic programming and interesting orders strongly influenced subsequent developments in optimization.

III. METHODOLOGY

Query optimization is the process of identifying an efficient way to execute the given query, so that with less time complexity we can obtain efficient results.

In general, (Nikose et al. 2012) query optimization is performed by splitting the query into number of small query parts and execute them in different orders in such a way to reduce the time complexity.

However, the query parts have different dependencies between them and the earlier methods do not handle this issue to reduce the time complexity and to improve the performance of query optimization.

To overcome this issue, we have proposed a query tree based method which identifies the query parts and their dependencies between them. Then, we generate dependency rules that produces a sequence for query execution. In this section we have discussed about how we generate dependency rules to perform query optimization.

In this section, we have discussed about some of the methods that were taken for comparative analysis with the proposed method. Finally, we have also described a general framework for the query optimizer so that it would help in building an extensible optimizer.

A. Proposed Method

After the analysis of various query optimization techniques and search strategies, we understand that query optimization explores different alternative query execution plans for the same query and chooses one of them as the best candidate for subsequent execution.

To create different alternatives, to compare them and to select one of them in an efficient way makes query optimization complicated. However, there are many approaches that have been discussed earlier, but suffer from the problem of dimension and we could not find any efficient approach to perform query optimization. Thus, we propose a query tree based method which generates dependency rules to perform query optimization.

The proposed method generates the query tree using bottom-up approach. Each object from the query is identified first and then the relational objects are identified. The identified baseline attributes are placed at the leaf level and then from the input query, a distinct part of query is identified.

For each distinct part of the query, we identify the objects or attributes of each sub query and constructed as a tree. From a generated query tree, we generate dependency rules and based on generated rules, we generate set of sequence of rules to be processed. For each sequence identified, we compute the query completion time and based on completion time, a least processing sequence will be selected as the most efficient one.

In general, the input query consists of N number of objects or databases or data sets. Each data set has its own schema and number of tables or relational objects where the original information is stored. Each relational object has number of properties or attributes which constructs the rows of a table.

For any simple execution of a small query, the query execution module has to posses the schema of the relational object and has to identify which object is necessary to perform the execution of input query.

The overall query execution time is the problem here and the query optimizer has to decide which part of the query has to be executed first. To overcome this problem we have proposed a method which helps us to generate an order of query execution so that the time complexity involved in query execution can be minimized.

An algorithm for pre-processing the given user query is shown in Figure 2

In this stage, the given user input query is split into number of small queries according to the presence of brackets, keywords, commas and functions which are identify with the help of database schema.
B. Algorithm for Query Tree Construction

This algorithm illustrates the construction of query tree using the preprocessed query set. From the preprocessed query set, we identify the objects or attributes of each sub query. Based on identified sub queries, the optimizer generates root nodes which specifies the data object as the parent node. Algorithm for query tree construction is described in Figure 3.
The Figure 4 shows the architecture of multi-level relational mapping approach for dependency rule generation and its functional components. The multi-level relational mapping approach reads the input query and parses them to identify the relational objects first. Then the method splits the input query into a number of subset queries. Then for each input query, the method performs the relational mapping to identify the number of relations a single query has. Finally, the method performs the multi-level relational mapping to produce the dependency rule.

![Architecture of multi-level relational mapping](image)

**IV. EXPERIMENTAL RESULTS**

We used the synthetic dataset, HR employee database for the experimental study. This dataset was used as source tables. The code implementation of the optimizer framework was done using the Java NetBeans IDE (Integrated Development Environment) 7.0. NetBeans IDE is an open-source project dedicated to enable software development products quickly. The employee database consisting of 2000 tuples was used as the input relation for our experiments and the schema for the database is given in the figure 5.

![Employee Database Schema](image)

The data tables used in the database are described as follows:

Employee: { Employee_ID, First_Name, Last_Name, Email, Phone_Number, Hire_Date, Job_ID, Salary, Manager_ID, Department_ID }

The Employee table with sample rows are shown in Table 1.
Department :  \{ \text{Department\_ID}, \text{Department\_Name}, \text{Manager\_ID}, \text{Location\_ID} \}

The Department table with sample rows are shown in Table 2.

| DEPARTMENT\_ID | DEPARTMENT\_NAME | MANAGER\_ID | LOCATION\_ID |
|----------------|-----------------|-------------|--------------|
| 100            | Finance         | 108         | 1700         |
| 90             | Executive       | 100         | 1700         |
| 80             | Sales           | 145         | 2500         |
| 70             | Public Relations| 204         | 2700         |
| 60             | IT              | 103         | 1400         |

Jobs :  \{ \text{Job\_ID}, \text{Job\_Title}, \text{Min\_Salary}, \text{Max\_Salary} \}

The Jobs table with sample rows are given in Table 3.

| JOB\_ID | JOB\_TITLE               | MIN\_SALARY | MAX\_SALARY |
|---------|--------------------------|-------------|-------------|
| AD\_PRES | President               | 20000       | 40000       |
| AD\_VP  | Administration Vice President | 15000     | 30000       |
| AD\_ASST | Administration Assistant | 3000       | 6000        |
| FI\_MGR | Finance Manager         | 8200        | 16000       |
| FI\_ACCOUNT | Accountant       | 4200         | 9000        |
Jobs_History : { Employee_ID, Start_Date, End_Date, Job_ID, Department_ID }

The Jobs_History table with sample rows are given in Table 4

| EMPLOYEE_ID | START_DATE | END_DATE       | JOB_ID  | DEPARTMENT_ID |
|-------------|------------|----------------|---------|---------------|
| 102         | 1/13/1993  | 7/24/1998      | IT_PROG | 60            |
| 101         | 9/21/1989  | 10/27/1993     | AC_ACCOUN | 110          |
| 101         | 10/28/1993 | 3/15/1997      | AC_MGR  | 110           |
| 201         | 2/17/1996  | 12/19/1999     | MK_REP  | 20            |
| 114         | 3/24/1998  | 12/31/1999     | ST_CLERK| 50            |

V. CONCLUSION

Query optimization has received a particular attention in different types of database systems (e.g., central, distributed, and multi database). Indeed, the ultimate goal of any database system is to allow efficient querying. Unsurprisingly, data integration systems over the web do not escape to that objective. Query optimization is also central to the deployment of data integration systems over the web. It has been deemed as more challenging due to the very nature of the web (large heterogeneity spectrum, strict autonomy, large user base, dynamic behavior, etc.). Queries over web information sources may be answered in various ways. Each alternative outputs usually the same results. However, alternatives may differ widely in terms of efficiency. This may relate to response time, network resources, number of information sources involved, quality of the information being accessed, quality of returned results, users’ satisfaction, and so on. Consequently, query optimization techniques for the web need to be carefully crafted. Devising the right techniques would necessitate addressing a large spectrum of issues. Optimization Paradigm: Optimizing queries amounts usually to minimizing the response time. This is the objective function driving most optimizers. Although, this is still desirable on the web, some applications may require the use of different parameters in the objective function. These include fees to access information sources, quality of the data (e.g., freshness), number of sources to access, etc. Devising an optimizer requires to first set up an adequate objective function that is relevant to web applications. Heterogeneous and Autonomy: Data integration faces a far more incongruent environment than in the pre web era. Heterogeneity can happen at different levels of the data integration system. The time and resources required to bridge that heterogeneity may have an important impact on the optimization process.
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