High blood pressure prediction based on AAA++ using machine-learning algorithms
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Abstract: The heart pumps the blood around the body to supply energy and oxygen for all the tissues of the body. In order to pump the blood, heart pushes the blood against the walls of arteries, which creates some pressure inside the arteries, called as blood pressure (BP). If this pressure is more than the desired level, we treat it as high blood pressure (HBP). Present days, HBP victims are growing in number across the globe. BP may be elevated because of change in biological or psychological state of a person. In this paper, we considered attributes such as age, anger, and anxiety (AAA) and obesity (+), cholesterol level (+) of a person to predict whether a person is prone to HBP or not. Obesity and cholesterol levels are considered as post-increment of AAA, where obesity as one +, and total blood cholesterol as another + because experimental results reveal that their impact is less comparatively AAA. In our technique, we used different classifiers for prediction, where each classifier considers the impact of each A in AAA along with obesity and cholesterol level of a person to predict whether a person becomes a victim of HBP or not. Random forest algorithm has shown 87.5% accuracy in prediction.
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1. Introduction
Blood pressure (BP) is represented as systolic blood pressure (SBP) over diastolic blood pressure (DBP). If SBP exceeds 140 mm Hg or DBP exceeds 90 mm Hg on repeated measurements then it is treated as high blood pressure (HBP) (Alwan, 2011). Nowadays, HBP is one of the prime causes of...
heart stroke and brain stroke. It may not be a serious problem if it is diagnosed and treated earlier, but undiagnosed HBP may cause a serious health problem. There are many reasons which may elevate the BP, like unhealthy diet, lack of physical exercise, excess bad cholesterol, obesity, age, anger, anxiety, etc (Anchala, Kannuri, & Pant, 2014; Forouzanfar et al., 2015). But in this paper, we focused on the impact of age, anger, anxiety, obesity level, and total blood cholesterol levels in elevating the BP. HBP is mainly affected by the cardiac output (CO) and total peripheral resistance (TPR) (Global action plan for the prevention and control of noncommunicable diseases 2013–2020, 2013). Mathematically, it can be written as

\[
BP = CO \times TPR
\]

(1)

where CO is affected by increased venous return or stroke volume or heart rate or sympathetic activity (Peltokangas, Vehkaoja, & Verho, 2017). TPR is affected by the resistance that acts against the blood flow in the arteries (National Heart, Lung and Blood Institute). The arteries may show resistance to blood flow because of a blood clot in blood vessels or presence of fat inside the blood vessels or damaged blood vessels. CO affects the SBP, whereas TPR affects the DBP (Gupta, Lo Gerfo, Raingsey, & Al, 2013).

\[
BP = \text{systolic/diastolic}
\]

(2)

We collected age, obesity level, and total blood cholesterol levels of persons from Doctor C, in a medical diagnostic center Hyderabad, India. Although stress, anger, and anxiety may not spike BP for the longer duration of time (Peltokangas et al., 2017) but uncontrolled anger may affect relationships, career, mental and physical health. Anger and anxiety levels are measured using the response of an individual for the set of predefined questions. For anger measurement, we set 10 predefined questions and for anxiety measurement, we set 20 predefined questions. A total of 1000 people were interviewed and their response is noted on a scale of 0 to 3. The mean value of the response, for all the questions on anger and anxiety, is used in the prediction process along with age, obesity, and total blood cholesterol levels. Table 1 represents the level of hypertension (Alwan, 2011; Global action plan for the prevention and control of noncommunicable diseases 2013–2020, 2013).

1.1. Background work
This section reveals the existing work carried on each parameter in AAA++, which is the main reason for the elevation of BP. Age: Arteries become stiff and narrowed due to aging and the elasticity nature of arteries also gets decreased (Takazawa et al., 1998; Vishram, Borglykke, Andreasen, Jeppesen, & Ibsen, 2012). Obesity: HBP problems are more common among the patients with schizophrenia, mainly due to weight gain or obesity (Millasseau, Kelly, & Ritter, 2003). Cholesterol: Increase in cholesterol levels is able to influence BP, at least during sympathetic stimulation (Sakurai et al., 2011). Anger and anxiety: The American Institute of Stress reports that “stress,” “pressure,” “tension,” and “anxiety” are often synonymous. US National Library of Medicine reports that our body produces a surge of hormones when we are in an anxious situation. These hormones increase your BP by causing your heart to beat faster and our blood vessels to narrow (Global action plan for the prevention and control of noncommunicable diseases 2013–2020, 2013). Though several researchers have addressed, how BP is elevated based on physical and psychological factors but these approaches suffer from the following drawbacks.

| Table 1. Blood pressure range |
|------------------------------|
| **BP** | **Low** | **Normal** | **Borderline** | **High** |
| Systolic | <90 | 90–130 | 131–140 | 140 |
| Diastolic | <60 | 60–80 | 81–90 | >90 |
• Fail to find the exact risk of age in elevating BP (Peltokangas et al., 2017; Vishram et al., 2012)
• Fail to find the exact risk of obesity in elevating BP (Richard, 2009; World Health Organization)
• Fail to find the exact risk of total blood cholesterol in elevating BP (Ferrara, Guida, Iannuzzi, Celentano, & Lionello, 2002; Kalyan & Kanitkar, 2015)
• Fail to find the exact risk of the combined effect of age, obesity, and total blood cholesterol in elevating BP (A Global Brief on Hypertension, 2013; Sugathan, Soman, & Sankaranarayanan, 2008)
• Fail to find the exact risk of psychological factors such as anger and anxiety in elevating BP (Global action plan for the prevention and control of noncommunicable diseases 2013–2020, 2013; World Health Organization, 2018)

In this paper, our focus is on the combined effect of AAA++ in elevating the BP.

2. Impact factors
BP of a person is elevated because of biological and psychological changes. Biological changes are like age, increase in obesity level, and total blood cholesterol. Psychological changes are such as anger, anxiety, stress, depression, and fear. But the exact influence of each of these factors is left for research. In this paper, we considered AAA++ to predict whether a person is prone to HBP or not. The rest of this section discusses how each A and + in AAA++ elevates the BP.

2.1. Impact of age
Aging is inevitable, although a person has a healthy diet and exercise regularly. It affects the heart performance in pumping blood. Heartbeats are regulated by the natural pacemaker system in the heart. If the age of a person increases then pathways of the heart’s pacemaker system deposits fat, which will affect the heart performance while pumping the blood (Vishram et al., 2012). When we age, the elasticity nature of arteries also decreases, they become stiff (Millasseau et al., 2003; Takazawa et al., 1998). In such a situation, to pump the blood throughout the body through arteries, the heart has to push the blood using more force, this may, in turn, elevate the BP.

2.2. Impact of anger
Anger may be the result of impatience, frustration, irritation, and many others. It may be positive emotion at some time but most of the time it is not good for health and state of mind. The way how anger is handled has a significant effect on heart and mind. Frequent explosive anger may lead to serious consequences like elevated BP, the rise in a heartbeat, and pulse rate. If a person gets angry, then the fight or flight mode of sympathetic nervous system gets activated (Global action plan for the prevention and control of noncommunicable diseases 2013–2020, 2013). As a response, nerves send more blood to muscles and brain, which elevates the BP (Gupta et al., 2013). Though suppressing and ignoring the anger is not good for health, but letting it go is also not good. So everyone should master anger in a way that the impact of it to be as minimal as possible. The questionnaire used for anger measurement is as shown in Table 2.

2.3. Impact of anxiety
Stress and anxiety are slightly different, even they represented on the same scale. The active form of stress may be considered as anxiety, and the active form of anxiety may be considered as depression. Nowadays, stress is one of the key factors that impact the quality of our regular life. If stress is chronic that happens frequently, it may become anxiety. Anxiety response creates specific thought pattern in mind, which gets executed repeatedly (Global action plan for the prevention and control of noncommunicable diseases 2013–2020, 2013). The person, who is a victim of anxiety, thinks again and again about the worst possible outcome of an ambiguous situation, where the possibility of happening best is more. Factors such as negative thinking, fear, insecurity, lack of something compared to others, thinking about a specific thing that may happen in future, lack of confidence, doing wrong things which are not ethical, not getting things right as per his or
her perception, expectations from friends, relatives and closed ones, etc. may be the triggering factors for anxiety. When a person is anxious, fight or flight mode of sympathetic nervous system gets activated (A Global Brief on Hypertension, 2013; Sugathan et al., 2008). As said earlier, it elevates the BP. However, anxiety and long-term HBP may not be linked. The body produces a surge of hormones such as adrenaline and cortisol, when we are in an anxious situation. This, in turn, may tighten the arteries. Our experimental analysis also reveals that there is a significant impact of anxiety, in raising the BP. The questionnaire used for anxiety measurement is as shown in Table 3.

2.4. Impact of obesity
Body mass index (BMI) is used to measure to find where you fall on the scale of obesity. BMI is a measure of weight proportionate to height. If the BMI value is in between 18.5 and 24.9 is treated as normal. If BMI value is greater than 25 and less than or equal to 30, then it is treated as overweight (National Heart, Lung and Blood Institute, 2016). If the BMI value is more than 30, then the person is treated as obese. Obesity is considered as increased fatty tissue in the body (Kalyan & Kanitkar, 2015; Mertens & Van Gaal., 2000; Richard, 2009). So for the livelihood of increased fatty tissues, heart pumps the blood with some additional force to reach newly formed body tissues, which may spike the BP.

2.5. Impact of cholesterol
Although for the birth and development of body tissues, cholesterol is needed, but too much cholesterol is not good for the well-being of human body. Lipoproteins (small packages) are transporters of cholesterol in the human body. Lipoproteins are two types, LDL (low-density lipoprotein) cholesterol which is worst cholesterol which is not needed for the body (Kanai et al., 1990). HDL (high-density lipoprotein) cholesterol is called good cholesterol. HDL is the most required cholesterol for the functioning of many hormones of the human body. HDL carries cholesterol from all parts of the body back to the liver, where cholesterol is filtered and sent out from the body. If LDL is high, this forms fatty substance inside the arteries. This fatty substance reduces the diameter of arteries and raising the BP.

3. Proposed methodology
Although anger and anxiety elevate the BP temporarily, but repeated activation of these two may lead to long-term BP also. Different factors that influence BP of a person directly or indirectly are shown in Figure 1. It represents how each A and + in AAA++ elevates BP. It also represents an increase in blood volume or increase in heart rate or increase in stroke volume also increases BP. These are normally influenced by sympathetic and parasympathetic nervous system of human body.
In this paper, we used a data-mining classification technique. Classification is the technique used to predict the class label of a data record or to represent a descriptive analysis of data record for taking effective decisions (Satyanarayana, Ramalingaswamy, & Ramadevi, 2014). It is also called as supervised approach. The classification model consists of two stages: In stage 1, training

| Q. No | Question                                                                 |
|-------|---------------------------------------------------------------------------|
| 1     | Is there constant fear of anything?                                       |
| 2     | Is there often breathing difficulty?                                      |
| 3     | Feeling missing something in life                                         |
| 4     | The feeling of not having the desired thing in life                       |
| 5     | Always compares with others                                               |
| 6     | The feeling of no interest in life                                        |
| 7     | Always expecting right things from dear ones according to your perception |
| 8     | Often scared without clear reason                                         |
| 9     | Aware of heartbeat in the absence of physical exercise                    |
| 10    | The feeling of not doing worth noted                                      |
| 11    | The feeling of not confident of doing something                           |
| 12    | The sense of dryness in the mouth                                         |
| 13    | The feeling of not getting relaxed                                        |
| 14    | Feeling of sleeplessness                                                  |
| 15    | The feeling of loss of energy levels without doing any physical exercise |
| 16    | The feeling of shaking in hands                                           |
| 17    | Thinking about situations that are not in your hand                       |
| 18    | Thinking about the worst side of the result of the ambiguous situation    |
| 19    | Tended to overreact to the situations                                     |
| 20    | Intolerant of people criticism                                            |

Figure 1. Block diagram of the proposed approach and different parameters influencing the blood pressures.
stage, the model is trained by a set of records, whose class labels are already known. In stage 2, testing stage, the model goes to predict class labels of a set of records, whose class labels are unknown, also called as test records. There are various classifiers but for experimental analysis, we used classifiers supported by WEKA (Waikato Environment for Knowledge Analysis). WEKA supports various machine-learning (ML) algorithms. ML algorithms can be broadly classified into two groups: supervised and unsupervised algorithms. Supervised are categorized as classification and regression algorithms. As we have compared our experimental results with J48, Naïve Bayes and simple logistic regression classifiers, rest of this section discusses these ML algorithms (Satyanarayana et al., 2014).

Experimental analysis is done on real-time dataset consisting of 1000 records, which is collected from Doctor C, in a medical diagnostic center, Hyderabad, India. Each record consists of age, anger level, anxiety level, obesity level, total blood cholesterol level, and SBP and DBP of a person. We used 60% records to train the model, and 40% records to test the model. Random forest algorithm results showed 87.5% accuracy, which is higher in prediction compared to other ML algorithms.

3.1. Anger measurement

The literature says anger and BP may not associate for a longer period of time (World Health Organization). But our experimental results show that there is a significant effect of anger along with the anxiety of a person in elevating the BP. Our proposed technique measures the level of anger by using the responses obtained from the predefined questionnaire as listed in Table 2. Sample questions used for anger measurement are like waiting for anything annoys me, gets angry for the delay in completion of any assignment, gets angry if things won’t go on my path, and I find difficult to forgive people who did wrong to me. We used 10 such questions and for each question, the answer is marked as one of the following options (a) no, never; (b) yes, rarely; (c) yes, often; (d) yes, most of the time. In the data-preprocessing phase, option a is considered as 0, option b is considered as 1, option c is considered as 2, and option d is considered as 3. Based on the mean value of all the answers, we considered either floor value or ceil value of mean for experimental analysis.

3.2. Anxiety measurement

Our proposed technique measures the level of anxiety by using the responses obtained from the predefined questionnaire as listed in Table 3. Sample questions used for anxiety measurement are like the existence of constant fear about something, facing breathing difficulty often, feeling of not having desired things in life, often scared without the clear reason, often aware of the heartbeat without doing physical exercise, and sense of dryness in the mouth. We used 20 such questions and for each question, the answer is marked as one of the following options: (a) no, never; (b) yes, rarely; (c) yes, often; (d) yes, most of the time. In the data-preprocessing phase, option a is considered as 0, option b is considered as 1, option c is considered as 2, and option d is considered as 3. Based on the mean value of all the answers, we considered either floor value or ceil value of mean for experimental analysis.

3.3. J48 algorithm

J48 is a decision tree based WEKA implemented C4.5 classification algorithm. A decision tree based classifier classifies the input instances by passing it through the tree starting at the top and getting down till to the leaf node (Satyanarayana et al., 2014). A leaf node value represents the predicted output value for a given input instance. Initially, information gain (IG) is calculated for each attribute of input instance. The attribute with highest IG is selected as splitting attribute. Recursive approach is used to divide the remaining instance at each node. IG of an attribute A is calculated at the selected node using

\[
IG(S, A) = Entropy(S) - \sum_{v \in Values(A)} \left( \frac{|S_v|}{|S|} \cdot Entropy(S_v) \right)
\]

where S is the set of instances at that node, and |S| is its cardinality, and S_v is the subset of S for which attribute A has value v. The entropy of the set S is calculated using the following equation:
Entropy \( S \) is defined by:

\[
\text{Entropy}(S) = \sum_{i=1}^{n} -p_i \log_2 p_i
\]

where \( p_i \) is the probability of instances in \( S \) which belongs to the \( i \)th class, and \( n \) is the number of classes.

### 4. Naïve Bayes classifier

This is a simple probabilistic classifier based on Bayes theorem. It constructs a classification model by learning the conditional probabilities of each input attribute (Satyanarayona et al., 2014). The same model is used to predict the class membership of input instance using the following equation:

\[
P(x|y) = \frac{P(y|x)P(x)}{P(y)}
\]

where \( P(x|y) \) is defined as the probability of observing \( x \), given that \( y \) occurs. \( P(x|y) \) is called posterior probability \( P(y|x) \), \( P(x) \), and \( P(y) \) are called prior probabilities.

#### 4.1. Simple logistic regression algorithm

The linear regression algorithm of WEKA calculates standard least squares to find a linear relationship in the training data. Standard linear regression is applied to the input attributes to get the predicted the output, which is calculated as

\[
w_0 + w_1 a_1 + \ldots + w_k a_k = \sum_{j=0}^{k} w_j a_j
\]

where \( a_j \) are the input attributes, and \( w_j \) are the weights associated with them (Vishram et al., 2012).

### 5. Performance measures used for classifier evaluation

The classifier performance is measured using the following measures which are represented in Table 4. Accuracy is used to find the proportion of correct classifications from an overall number of cases. Error rate represents percentage of wrong predictions. Precision represents the proportion of correct positive classifications from the cases that are predicted positive. The recall represents the proportion of correct positive classifications from the cases that are actually positive. F-measure is a weighted harmonic mean of precision and recall.

In Table 4, \( P \) is the total number of positive records, \( N \) is the total number of negative records, TP refers to the positive records which are correctly labeled by the classifier, TN is the negative records which are correctly labeled by the classifier, FP is the negative records which are improperly labeled as positive, and FN is the positive records which are incorrectly labeled as negative.

### 6. Experimental results and analysis

We collected data from 1000 people. Each person’s data are considered as one record, for each record age of a person, anger level, anxiety level, obesity, blood cholesterol, SBPs, and DBPs are
recorded. If anger level and anxiety level are below 1, we considered their floor value, and for more than 1, we considered their ceil value for the better prediction. Table 5 is used to convert SBP and DBP values to get the class label attribute. For performance of classifier (Satyanarayana et al., 2014), the details of the dataset are as shown in Tables 6–10. For anger measurement and

| Attribute number | Attribute          | Minimum | Maximum | Mean    | Standard deviation | Attribute type |
|------------------|--------------------|---------|---------|---------|--------------------|----------------|
| 1                | Age                | 20      | 65      | 37.898  | 11.021             | Numeric        |
| 2                | Anger level        | 0       | 3       | 1.797   | 0.618              | Numeric        |
| 3                | Anxiety level      | 0       | 3       | 1.141   | 0.664              | Numeric        |
| 4                | Obesity level      | 15.5    | 37      | 24.307  | 3.959              | Numeric        |
| 5                | Cholesterol level  | 102     | 258     | 168.129 | 31.39              | Numeric        |

Table 5. Details of attributes

| Class            | TP rate | FP rate | Precision | Recall | F-Measure |
|------------------|---------|---------|-----------|--------|-----------|
| YES              | 0.544   | 0.194   | 0.620     | 0.544  | 0.580     |
| NO               | 0.806   | 0.456   | 0.753     | 0.806  | 0.779     |

Table 6. Classwise accuracy details using simple logistic regression

| Class            | TP rate | FP rate | Precision | Recall | F-Measure |
|------------------|---------|---------|-----------|--------|-----------|
| YES              | 0.415   | 0.194   | 0.555     | 0.415  | 0.475     |
| NO               | 0.806   | 0.585   | 0.703     | 0.806  | 0.751     |

Table 7. Classwise accuracy details using Naïve Bayes theorem

| Class            | TP rate | FP rate | Precision | Recall | F-Measure |
|------------------|---------|---------|-----------|--------|-----------|
| YES              | 0.816   | 0.154   | 0.755     | 0.816  | 0.784     |
| NO               | 0.846   | 0.184   | 0.888     | 0.846  | 0.866     |

Table 8. Classwise accuracy details using J48 algorithm

| Class            | TP rate | FP rate | Precision | Recall | F-Measure |
|------------------|---------|---------|-----------|--------|-----------|
| YES              | 0.741   | 0.182   | 0.703     | 0.741  | 0.722     |
| NO               | 0.818   | 0.259   | 0.845     | 0.818  | 0.831     |

Table 9. Classwise accuracy details using rep tree algorithm

| Class            | TP rate | FP rate | Precision | Recall | F-Measure |
|------------------|---------|---------|-----------|--------|-----------|
| YES              | 0.837   | 0.103   | 0.826     | 0.837  | 0.831     |
| NO               | 0.897   | 0.163   | 0.904     | 0.897  | 0.901     |

Table 10. Classwise accuracy details using random forest algorithm
anxiety measurement, data collection is done manually by interacting with the people using the predefined questionnaire as shown in Tables 2 and 3. We have used a data-mining tool WEKA (Waikato Environment for Knowledge Analysis) for experimental analysis. It is open source software, consisting of many ML and data-mining algorithms. WEKA processes the input data using ARFF (attribute file format). So data collected are converted into an ARFF file in the data-preprocessing phase.

Figure 2 represents age on the X-axis, where the minimum age is 20, the maximum age is 65. The Y-axis represents the anger level, where the minimum anger level is 0, and the maximum anger level is 3. Here, red “x” represents data records that are predicted as YES, black “x” represents data records that are predicted as NO.

Figure 3 represents age on the X-axis, where the minimum age is 20, the maximum age is 65. The Y-axis represents the anxiety level, where the minimum anger level is 0, and the maximum anxiety level is 3. Here, red “x” represents data records which are predicted as YES, black “x” represents data records which are predicted as NO.

Figure 4 represents anxiety level on the X-axis, where the minimum age is 0, the maximum age is 3. The Y-axis represents the anger level, where the minimum anger level is 0, and the maximum anger level is 3. Here, red “x” represents data records which are predicted as YES, black “x” represents data records which are predicted as NO. Figure 5 represents obesity level on the X-axis, where the minimum age is 15.5, the maximum age is 37. The Y-axis represents cholesterol level, where the minimum cholesterol level is 102 and the maximum cholesterol level is 258. Here
red "x" represents data records which are predicted as YES, black "x" represents data records which are predicted as NO.

7. Conclusion and future work
In this paper, we used age, anger, anxiety, obesity, and cholesterol levels of a person to predict whether a person is prone to HBP or not. We used different classifiers to predict whether a person becomes a victim of HBP or not. Among all classification algorithms used for experimental analysis,

| S. Number | Algorithm       | Accuracy (%) | MAE     | RMSE   | RAE %    |
|-----------|-----------------|--------------|---------|--------|----------|
| 1         | Simple logistic regression | 71           | 0.3988  | 0.4486 | 84.0592  |
| 2         | Naive Bayes theorem | 66.25        | 0.3849  | 0.4547 | 81.1298  |
| 3         | J48 algorithm    | 83.5         | 0.1984  | 0.3427 | 41.8241  |
| 4         | REP tree         | 79           | 0.2777  | 0.3986 | 58.5367  |
| 5         | Random forest    | 87.5         | 0.222   | 0.3086 | 46.7793  |

MAE: Mean absolute error; RMSE: root mean squared error; RAE: relative absolute error.
random forest algorithm (Table 11) has shown better accuracy. Particularly, it has shown better performance in classifying negative records. It also outperformed, in terms of precision, recall, and F-measure comparatively with other classification algorithms, such as simple logistic regression, Naïve Bayes, J48, and REP tree algorithms. In future; we would like to consider other attributes such as gender, smoking, alcohol consumption, job satisfaction, and marital status to improve the prediction performance of the classifiers.

Funding
The authors received no direct funding for this research.

Author details
Satyanarayana Nimmala1
E-mail: satyan234@gmail.com
ORCID ID: http://orcid.org/0000-0002-9433-1489
Y. Ramadevi2
E-mail: yrdsce.cbit@gmail.com
R. Sahith1
E-mail: sahith.indian@gmail.com
Ramalingaswamy Cheruku3
E-mail: mlswamygoud@gmail.com
1 Department of CSE, CVRCE, Hyderabad, India.
2 Department of CSE, CBIT, Hyderabad, India.
3 Department of CSE, MECE, Hyderabad, India.

Citation information
Cite this article as: High blood pressure prediction based on AAA+ using machine-learning algorithms, Satyanarayana Nimmala, Y. Ramadevi, R. Sahith & Ramalingaswamy Cheruku, Cogent Engineering (2018), 5: 1497114.

References
Aliwan, A. (2011). Global status report on noncommunicable diseases 2010. Geneva: World Health Organization.
Anchala, R., Kannuri, N. K., & Pant, H. (2014). Hypertension in India: A systematic review and meta-analysis of prevalence, awareness, and control of hypertension. Journal of Hypertension, 32, 1170–1177. doi:10.1097/HJH.0000000000000146
Ferrara, L. A., Guido, L., Iannuzzi, R., Celentano, A., & Lionello, F. (2002). Serum cholesterol affects blood pressure regulation. Journal of Human Hypertension, 16(5), 337–343. doi:10.1038/sj.jhh.1001388
Forouzanfar, M., Dajani, H. R., Groza, V. Z., Bolic, M., Rojan, S., & Botkin, I. (2015). Oscillometric blood pressure estimation: Past, present, and future. IEEE Reviews in Biomedical Engineering, 8, 44–61. doi:10.1109/RBME.2015.2434215
Global action plan for the prevention and control of non-communicable diseases 2013–2020. (2013). Report by the Secretariat. World Health Organisation, Genève.
A Global Brief on Hypertension. (2013). The silent killer, global public health crisis. World Health day. Geneva: World Health Organization.
Gupta, V., Lo Gerfo, J. P., Roinssey, P. P., & Al, F. (2013). The prevalence and associated Factors for Prehypertension and hypertension in Cambodia. Heart Asia, 5, 253–258. doi:10.1136/heartasia-2013-010394
Kolyan, M., & Konitkar, S. A. (2015). Ultrasonographic assessment of abdominal fat and its correlation with blood pressure. International Journal of Biomedical and Advance Research, 6, 259–263. doi:10.7439/ijbar.v6i3.1815
Kanai, H., Matsuzawa, Y., Katoni, K., Keno, Y., Kobatake, T., & Nagai, Y. (1999). Close correlation of intra abdominal fat accumulation to hypertension in obese women. Hypertension, 16, 484–490.
Mertens, I. L., & Van Gaal, L. F. (2000). Overweight, obesity, and blood pressure: The effects of modest weight reduction. Obesity Research, 8, 270–278.
Millasseau., S. C., Kelly, P. R., & Ritter, J. M. (2003). The vascular impact of aging and vasoactive Drugs: Comparison of two digital volume pulse measurements. American Journal of Hypertension, 16, 467–471.
National Heart, Lung and Blood Institute. (2016). Retrieved from https://www.nhlbi.nih.gov/health-topics/high-blood-Cholesterol
Peltokangas, M., Vehkaoja, A., & Verho, J. (2017). Age dependence of arterial pulse wave parameters extracted from dynamic blood pressure and blood volume pulse waves. IEEE Journal of Biomedical and Health Informatics, 21, 142–149. doi:10.1109/JBHI.2015.2503889
Richard, N. Re (2009). Obesity-related hypertension. The Ochsner Journal, 9, 133–136.
Sakurai, M., Stamler, J., Miura, K., Brown, I. J., Nakagawa, H., Elliott, P., & Zhao, L. (2011, February). Relationship of dietary cholesterol to blood pressure: The INTERMAP study. Journal of Hypertension, 29(2), 222–228. doi:10.1097/JHJ.0b013e3283469a05
Satyanarayana, N., Ramalingaswamy, C. H., & Ramadevi, Y. (2016). Survey of classification techniques in data mining. International Journal of Innovative Science, Engineering & Technology, 1, 268–278.
Sugathan, T. N., Soman, C. R., & Sankaranarayanan, K. (2008). Behavioural risk factors for noncommunicable diseases among adults in Kerala. India Indian Journal Medical Researcher, 127(6), 555–563.
Tokazawa, K., Tanaka, N., Fujito, M., Matsuo, O., Saiki, T., Aikawa, M., . . . Lubkiam, C. (1998). Assessment of vasoactive agents and vascular aging by the second derivative of photoplethysmogram waveform. Hypertension, 32, 365–370.
Vishram, J. K. K., Borglykke, A., Andreassen, A. H., Jeppesen, J., & Ibsen, H. (2012). Impact of age on the importance of systolic and diastolic blood pressures for stroke risk. Hypertension, 60, 1117–1123. doi:10.1161/HYPERTENSIONAHA.112.201440
World Health Organization. (2018). Retrieved from http://www.who.int/gho/ncd/risk_factors/blood_pressure_prevale_text/en/
