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SUMMARY This paper proposes an encryption-then-compression (EtC) system-friendly data hiding scheme for images, where an EtC system compresses images after they are encrypted. The EtC system divides an image into non-overlapping blocks and applies four block-based processes independently and randomly to the image for visual encryption. The proposed scheme hides data to a plain image and can take hidden data out from the image encrypted by the EtC system. Moreover, whereas the data hiding process must know the block size of the marked image whereas the scheme once distorts unmarked image for hiding data to the image. The proposed scheme copes with the three of four processes in the EtC system, namely, block permutation, rotation/flipping of blocks, and inverting brightness in blocks, whereas the conventional schemes for the system do not cope with the last one. In addition, these conventional schemes have to identify the encrypted image so that image-dependent side information can be used to extract embedded data and to restore the unmarked image, but the proposed scheme does not require such identification. Experimental results show the effectiveness of the proposed scheme.
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1. Introduction

As cloud computing and various network services become popular nowadays, information media such as images take a much more important role for information transmission and retrieval over the Internet. In addition, popularization of high resolution image and video acquisition makes image compression techniques further important for high speed and efficiency transmitting/storing images. On the other hand, there is serious concern about privacy and copyright protection of image contents, so encryption of images before transmission becomes common.

Since existing image compression techniques are mainly developed for natural images, highly efficient compression of encrypted images is not easy. Thus, compression-then-encryption systems\(^{(1, 2)}\) are widely used at this time where a system encrypts compressed images. However, new systems which serve efficient compression of encrypted images and/or compression-resilient encryption have been realized these days\(^{(3–9)}\). This paper focuses on the latter, i.e., encryption-then-compression (EtC) systems.

Regardless of whether images are encrypted, several applications require image-related information and/or image-accompanied information for image/information processing\(^{(10, 11)}\). Thus, data hiding schemes have been proposed\(^{(12–16)}\) where each scheme imperceptibly hides data into an unmarked image and takes hidden data out from the marked image whereas the image is encrypted. For the EtC system which divides an image into blocks and visually encrypts the image based on blocks\(^{(9)}\), data hiding schemes have been proposed\(^{(15, 16)}\).

This EtC system\(^{(9)}\) visually encrypts an image by independent and random applying block permutation, rotation/flipping blocks, inverting luminance in blocks, and so on to the image. Conventional data hiding schemes for this EtC system cope with block permutation and rotation/flipping blocks\(^{(15, 16)}\) but not with inverting luminance in blocks, whereas luminance inversion is one of the essence of the difficulty in estimating the original image in the EtC system\(^{(9, 17)}\). Moreover, these schemes have to know the block size for encryption to hide data to the image. Furthermore, these schemes have to identify the encrypted image to extract hidden data and to recover the unmarked image from the image.

This paper proposes a new data hiding scheme which copes with the EtC system\(^{(9)}\). The proposed scheme is a reversible data hiding scheme as well as conventional schemes\(^{(15, 16)}\) where a reversible data hiding scheme can recover the unmarked image from a marked image\(^{(18, 19)}\). This scheme copes with inverting luminance in blocks as well as block permutation and rotation/flipping blocks, whereas conventional schemes does not cope with. In addition, the scheme does not have to know the block size for encryption and has a feature that no identification of the image is required for data extraction and image recovery\(^{(20, 21)}\).

2. Preliminaries

The EtC system\(^{(9)}\) and the EtC system-friendly conventional reversible data hiding schemes\(^{(15, 16)}\) are mentioned in this section with the assumption that grayscale images are used for the fundamental and essential study hereafter.
2.1 The EtC System

This section briefly describes the block-based EtC system [9] shown in Fig. 1.

**Step 1.** Divide $X \times Y$-sized grayscale image $I$ to $B_x \times B_y$-sized non-overlapping blocks.

**Step 2.** Permute blocks randomly.

**Step 3.** Rotate and flip each block randomly.

**Step 4.** Invert luminance in each block randomly.

**Step 5.** Blocks form $X \times Y$-sized grayscale encrypted image $I'$.

Subsequent sections explain Steps 2, 3, and 4.

2.1.1 Block Permutation

By using a pseudo random number generator (PRNG) with key $K_1$, blocks are permuted. Figure 2 shows an example of block permutation.

2.1.2 Block Rotation/Flipping

By using a PRNG with key $K_2$, each block is rotated and flipped. As shown in Fig. 3, a block can be rotated either $0^\circ$, $90^\circ$, $180^\circ$, or $270^\circ$ under the condition $B_x = B_y$ and four flipping patterns exist; no flipping, flipping horizontally, flipping vertically, and flipping horizontally and vertically.

2.1.3 Luminance Inversion

By using a PRNG with key $K_3$, luminance value of pixels are inverted in randomly chosen blocks. Luminance inversion is done by

$$p' = \begin{cases} p, & r(i) = 0 \\ A - p, & r(i) = 1 \end{cases}, \quad (1)$$

where $p'$, $p$, $r(i)$, and $A$ represent luminance value of a pixel in the $i$-th block of the image after Step 4, that before Step 4, pseudo randomly generated integer for the $i$-th block, and the dynamic range of luminance of image $I$ and $I'$ ($A = 2^8 - 1 = 255$ for 8-bit grayscale images), respectively. Figure 4 shows the image in which the luminance value is inverted in all pixels.

2.2 Conventional Reversible Data Hiding Schemes for the EtC System

Conventional schemes [15], [16] for the EtC System [9] are based on the histogram shifting-based reversible data hiding scheme [22]. Let $h(v)$ denote the frequency of occurrence for luminance value $v$ in a grayscale image where $v \in \{0, 1, \ldots, A\}$. Histogram shifting-based schemes use pixel luminance values $v_{\text{min}} = \arg\min h(v)$ and $v_{\text{max}} = \arg\max h(v)$ for hiding data into the image. Schemes need these parameters to distinguish marked area from unmarked area in the image for taking hidden data out from the marked image and for recovering the unmarked image from the marked image, so exact parameters should be needed for correct data extraction and right image recovery.

These parameters, however, depend on the image, so schemes aiming to extract hidden data from a marked and encrypted image firstly need to identify the target image whereas the target image is encrypted. The larger the number of images encrypted by the EtC system, the higher identification costs, and identification of the unmarked and unencrypted image from the marked and encrypted image is quite difficult.

In addition, these schemes [15], [16] cope with block permutation and block rotation and flipping, but they do...
not cope with luminance inversion of blocks. Furthermore, these schemes hide data to an image based on blocks whose size are the same as the block size for encryption. So, the next section proposes a new reversible data hiding scheme to overcome above mentioned problems in conventional schemes.

3. Proposed Scheme

This section proposes a reversible data hiding scheme which hides data into plain, i.e., unencrypted image and takes hidden data out from the image encrypted by the EtC system [9]. This scheme copes with block permutation and block rotation/flipping of the EtC system as well as conventional schemes do [15], [16], the scheme further copes with luminance inversion. Moreover, the proposed scheme does not need either the block size in the EtC system or identification of the image. For Requirement A, the scheme divides an image into non-overlapping blocks where the block size is much smaller than that for encryption. Moreover, the scheme uses the difference between main diagonal elements of small blocks for hiding data into the image because hidden data are required to survive through block rotation and flipping by the EtC system.

For Requirement B, the scheme embeds a parameter to the image as well as data. There are two ways for realizing this feature; embedding the parameter by using one embedding mechanism and by employing another reversible data hiding scheme. The proposed scheme take the former way, so no other reversible data hiding scheme is employed.

Based on the above mentioned strategies, successive sections describes an implementation example of data hiding, data extraction, and image recovery. It is assumed that \( L \) of \( 2^M \)-ary data symbols, \( w = \{ w_l | w_l \in [0, \ldots, 2^M - 1] \} \) where \( M \geq 1 \) and \( l = 1, \ldots, L \), i.e., \( L \) \( M \) bits data, are hidden into grayscale image \( I \) whose luminance values are in \([0, 1, \ldots, A]\) and \( B_z \) and \( B_y \) in the EtC system are the same even numbers.

3.2 Data Hiding

The algorithm for data hiding shown in Fig. 5 is explained here.

**Step 1.** Divide grayscale image \( I \) into \( B \) of \( 2 \times 2 \)-sized blocks.

**Step 2.** Derive the difference between main diagonal elements and that between antidiagonal elements in each block, as

\[
d_{b,1} = g_{b,1} - g_{b,4}, \quad \text{and} \\
d_{b,2} = g_{b,2} - g_{b,3},
\]

where \( g_{b,1}, g_{b,2}, g_{b,3}, \) and \( g_{b,4} \) are luminance values in the \( b \)-block, c.f., Fig. 6, and \( b = 1, 2, \ldots, B \).

**Step 3.** Find maximum absolute difference \( d \) as

\[
d = \max |d_{a,b}|,
\]

where \( a \in \{1, 2\} \).

**Step 4.** Parameter \( M \) is firstly hidden to the image as \( 2^M \); Randomly find \( 2^M \) of blocks which satisfy either

\[
d_{b,1} = 1, \quad \text{and} \\
g_{b,1} \leq A - k, \quad \text{and} \\
g_{b,4} \geq k
\]

or

\[
d_{b,1} = -1, \quad \text{and} \\
g_{b,1} \geq k, \quad \text{and} \\
g_{b,4} \leq A - k,
\]

where \( k = \left\lfloor \frac{A}{2} \right\rfloor \).

**Step 5.** Hide \( M \) into the image by applying following equations to selected \( 2^M \) blocks.

---

**Fig. 5** Proposed data hiding algorithm.

**Fig. 6** The \( b \)-th 2 \( \times \) 2-sized block in the proposed scheme. Gray main diagonal pixels are used for data hiding.
\[ \hat{g}_{b,1} = g_{b,1} + d_{b,1}k, \text{ and} \]
\[ \hat{g}_{b,4} = g_{b,1} - d_{b,1}k, \]  

where \( \hat{g}_{b,1} \) and \( \hat{g}_{b,4} \) are marked version of \( g_{b,1} \) and \( g_{b,4} \), respectively.

**Step 6.** To hide \( L \) of \( 2^M \)-ary symbols \( w \) to the image where \( L = A - d - 4 \) (c.f., Fig. 7 and Sect. 3.5), repeat Step 7 to Step 9 unless \( l > L \). Set \( l := 1 \).

**Step 7.** Continue to Step 9 if \( w_l = 0 \). If \( w_l > 0 \), set \( k = \left\lceil \frac{A - l}{2} \right\rceil \). If \( A - l \) is even, randomly find \( w_l \) of unmarked blocks which satisfy
\[ d_{b,1} = 0, \]  
\[ g_{b,1} \leq A - k, \text{ and} \]
\[ g_{b,4} \geq k. \]

If \( A - l \) is odd, randomly find \( w_l \) of unmarked blocks which satisfy either Eqs. (5), (6), and (7), or Eqs. (8), (9), and (10).

**Step 8.** If \( A - l \) is even, hide \( w_l \) into the image by applying following equations to selected \( w_l \) blocks.
\[ \hat{g}_{b,1} = g_{b,1} + k, \text{ and} \]
\[ \hat{g}_{b,4} = g_{b,1} - k. \]

If \( A - l \) is odd, hide \( w_l \) into the image by applying Eqs. (11) and (12) to selected \( w_l \) blocks.

**Step 9.** Set \( l := l + 1 \). Back to Step 7 unless \( l > L \).

**Step 10.** Randomly find \( 2^M \) of blocks by Step 7 and hide \( M \) into the image by Step 8 under the condition \( k = d + 2 \).

**Step 11.** All blocks form the marked image \( I \).

### 3.3 Data Extraction

This algorithm can take out embedded \( L \) of \( 2^M \)-ary symbols from the image encrypted by the EtC system [9].

**Step 1.** Divide marked grayscale image \( I \) into \( B \) of \( 2 \times 2 \)-sized blocks.

**Step 2.** Derive the difference between main diagonal elements and that between antidiagonal elements in each block, as
\[ \delta_{b,1} = \hat{g}_{b,1} - g_{b,4}, \text{ and} \]
\[ \delta_{b,2} = \hat{g}_{b,2} - g_{b,3}. \]

**Step 3.** From \( \delta_{b,a} \) where \( a \in \{1, 2\} \), derive \( \hat{h}(\nu) \), the frequency of occurrence for absolute difference \( \nu = |\delta_{b,a}| \), where \( \nu \in \{0, 1, \ldots, A\} \).

**Step 4.** Extract parameter \( M \) from the image as \( M = \log_2 \hat{h}(A) \).

**Step 5.** Find \( d \) as \( d = \delta \) where \( \hat{h}(\delta + 1) = 0, \hat{h}(\delta + 2) = 2^M, \) and \( \hat{h}(\delta + 3) = 0 \). If multiple \( \delta \)s are found, choose the maximum one as \( \delta \).

**Step 6.** Extract \( L \) of \( 2^M \)-ary symbols \( w \). The \( l \)-th symbol \( w_l \) is extracted as \( w_l = \hat{h}(A - l) \) for \( l = 1, \ldots, L \) where \( L = A - d - 4 \).

#### 3.4 Image Recovery

The algorithm for image recovery is described here.

**Step 1.** Do Steps 1, 2, 3, 4, and 5 of the above described data extraction algorithm.

**Step 2.** Find \( \hat{h}(A) \) of blocks whose absolute difference of main diagonal or antidiagonal elements is \( A \) and identify the marked diagonal, i.e., main diagonal or antidiagonal, to recover the original state of blocks. If \( d_{b,1} \) given by Eq. (18) is equal to \( A \), main diagonal elements are marked. Otherwise, antidiagonal elements are marked because of block rotation/flipping in the EtC system. To recover the unmarked blocks, apply
\[ g_{b,1} = \hat{g}_{b,1} - \text{sign}(\hat{g}_{b,1} - g_{b,4})k, \text{ and} \]
\[ g_{b,4} = \hat{g}_{b,4} + \text{sign}(\hat{g}_{b,1} - g_{b,4})k, \]

to blocks whose main diagonal elements are marked, or apply
\[ g_{b,2} = \hat{g}_{b,2} - \text{sign}(\hat{g}_{b,2} - g_{b,3})k, \text{ and} \]
\[ g_{b,3} = \hat{g}_{b,3} + \text{sign}(\hat{g}_{b,2} - g_{b,3})k, \]
to blocks whose antidiagonal elements are marked, where \( \text{sign}() \) returns the positive and negative sign of the input and \( k = \left\lceil \frac{A - l}{2} \right\rceil \).

**Step 3.** Recover the original state of blocks by applying Eqs. (20) and (21) to blocks whose absolute difference of main diagonal elements is \( A - l \), or by applying Eqs. (22) and (23) to blocks whose absolute difference of antidiagonal elements is \( A - l \), where \( k = \left\lceil \frac{A - l}{2} \right\rceil \) and \( l = 1, \ldots, L \).

**Step 4.** Do Step 3, but absolute difference is \( d + 2 \) and \( k = \left\lceil \frac{d + 2}{2} \right\rceil \).

**Step 5.** Recovered blocks form unmarked image \( I \).

### 3.5 Features

This section summarizes the features of the proposed scheme from the viewpoint of requirements described in Sect. 3.1.

#### 3.5.1 Coping with the EtC System [9]

To cope with block permutation in the EtC system, the proposed scheme expands the difference between main diagonal elements of blocks as Eqs.(11), (12), (16), and (17)
to map $2^M$-ary symbols to the histogram of the image, c.f., Fig. 7. Different from ordinary difference expansion-based schemes [18], [19], [23] needing an image-dependent location map which indicates the location of marked/unmarked pairs in the image for data extraction and image recovery, the proposed scheme easily identifies marked blocks by the difference of diagonal elements of blocks as Steps 2, 3, and 4. Furthermore, the scheme does not have to identify marked blocks as Step 6 of the data extraction algorithm. So, it concludes the proposed scheme is invariant for block permutation.

Here, the absolute difference instead of the difference between main diagonal elements of blocks is used for data hiding, because the scheme copes with luminance inversion in the EtC system. For a non-inverted blocks, absolute difference is

$$ |\hat{d}_{b,1}| = |\hat{g}_{b,1} - \hat{g}_{b,4}|, \quad (24) $$

and that for an inverted block is

$$ |\hat{d}_{b,1}| = \left| (A - \hat{g}_{b,1}) - (A - \hat{g}_{b,4}) \right| = |\hat{g}_{b,4} - \hat{g}_{b,1}|. \quad (25) $$

As they result in the same value, it is explicit that the scheme is invariant for luminance inversion.

In addition, the absolute difference of main diagonal and antidiagonal elements of blocks is used for data extraction and image recovery to cope with block rotation/flipping in the EtC system, as Step 3 of data extraction algorithm and Steps 1, 2, 3, and 4 of the image recovery algorithm. Figure 8 shows rotated/flipped version of the block shown in Fig. 6. It is shown that original main diagonal elements can become antidiagonal elements in transformed blocks, the scheme, however, can uniquely identify marked diagonal elements. Since the absolute difference between antidiagonal elements in an original block does not exceed $d$, c.f., Step 3 of data hiding algorithm, marked diagonal elements whose absolute difference is larger than $d$ can be easily distinguished from unmarked diagonal elements. Thus, it is concluded that this scheme is invariant for block rotation/flipping.

It is noteworthy that the proposed scheme can hide data to the image encrypted by the EtC system [9] and can take hidden data from the decrypted image as well as conventional schemes [15], [16], whereas the detailed explanation is omitted.

### 3.5.2 Processing without Image Identification

The proposed scheme hides parameter $M$ into the image twice as Steps 4, 5, and 10 of data embedding algorithm. Steps 4 and 5 of data embedding algorithm transmits parameter $M$ itself from the data hiding part to the data extraction and image recovery part as Step 4 of data extraction algorithm and Step 1 of image recovery algorithm. Step 10 of data hiding algorithm inserts a guard portion between marked and unmarked blocks to distinguish marked blocks from unmarked blocks as Step 5 of data extraction algorithm and Step 1 of image recovery algorithm. Since all $w_i$'s are less than $2^M$ and condition that $h(d + 1) = 0$, $h(d + 2) = 2^M$, and $h(d + 3) = 0$ rarely occurs, it is easily determine the guard portion. Consequently, it is confirmed that the scheme does not need image identification.

### 4. Experimental Results

By using 24 of 8-bits 512 x 512-sized grayscale images (or converted to grayscale images) [24], maximum absolute difference between diagonal elements, $d$'s are listed in Table 1. There are images whose $d$ is equal to $A$, and the proposed scheme does not hide data into these images.

Table 2 shows the maximum embeddable payload size for images whose $d$ is less than $A$. The payload size is not so large but it could be enough for some applications like labeling, tagging, and so on. It is noted that the proposed scheme find blocks for data hiding based on criteria given by Eqs. (5), (6), (7), (8), (9), (10), (13), (14), and (15), so no block satisfying the required condition can be found dependently on images, i.e., the maximum embeddable payload size results in zero bits, similarly to other reversible data hiding schemes [26], [27].
Table 4 lists compression ratios of JPEG 2000 sequences are hidden to 11 embeddable images. In addition, binary symbols that are converted from equiprobable binary sequences are used for evaluating correlation. From Table 4 (b), it is found that the proposed scheme keeps the randomness of encrypted images from the correlation coefficient, the 1/Bx x 1/By-sized downsampld image is generated from an encrypted image where Bx = By = 8 here. From the downsampld image, 2000 pixels are randomly selected and those adjacent pixels in horizontal, vertical, and diagonal dimensions are used for evaluating correlation. From Tables 3 (a) and (b), it is found that the proposed scheme keeps the randomness of encrypted images, where 50 different 2M-ary symbols that are converted from equiprobable binary sequences are hidden to 11 embeddable images. In addition, Table 4 lists compression ratios of JPEG 2000 [28] lossless compression for 11 images, where the compression ratio is given by the uncompressed file size over the compressed file size, so the better compression is achieved, the larger compression ratio becomes. It is found again the proposed scheme keeps the randomness of encrypted images from the fact that the compression ratios for marked and encrypted images are almost the same as those for encrypted images as shown in Tables 4 (a) and (b).

The performance of the proposed scheme itself is investigated for reference because the proposed scheme is independent from the EtC system. Averaged peak signal-to-noise ratios (PSNR’s) and averaged structural similarities [25] (SSIM’s) of marked image are listed in Table 5. Hiding binary data into the image (M = 1) serves the small embeddable payload size but better image quality, c.f., Fig. 9 (d). Since the scheme embeds 2M-ary symbols by the pulse amplitude modulation-like manner, i.e., large differences could be given to images by data hiding, for achieving data extraction and image recovery without image identification as described in Sect. 3.5.2. Thus, under some conditions, the naturalness (Tables 3 (c) and (d)), compression ratios (Tables 4 (c) and (d)), and quality (Table 5) of marked images are much degraded. Further development/sophistication of the scheme is expected for making the better use of the scheme’s independence from the EtC system.

5. Conclusions

This paper has proposed a reversible data hiding scheme for the EtC system. This scheme hides data to unencrypted image and takes hidden data out from the image encrypted by the system, as well as conventional schemes. In contrast with conventional schemes, the proposed scheme cope with luminance inversion in the EtC system as well as block permutation and block rotation/flipping. In addition, this scheme does not have to identify the target image to take hidden data out from the image, whereas conventional schemes need to do.
Further works include increasing the maximum embeddable payload size, improvement of the image quality of marked image, and security enhancement for other applications.

Table 3  Correlation coefficients between two horizontal (H), vertical (V), and diagonal (D) blocks for 11 embeddable images, c.f., Table 2, where marked images convey those maximum embeddable payloads.

(a) Average for encrypted.

| Image | SSIM | Image | SSIM | Image | SSIM | Image | SSIM |
|-------|------|-------|------|-------|------|-------|------|
| 4.2.01 | 0.78 | 4.2.03 | 0.58 | 4.2.04 | 0.66 | 4.2.05 | 0.72 |
| 4.2.06 | 0.86 | 4.2.07 | 0.69 | 4.2.08 | 0.66 | 4.2.09 | 0.79 |
| 7.1.02 | 0.74 | 0.97 | 0.54 | 0.53 | 0.71 | 0.62 | 0.20 |

(b) Average for marked and encrypted (the maximum embeddable payload is hidden to an image).

| Image | SSIM | Image | SSIM | Image | SSIM | Image | SSIM |
|-------|------|-------|------|-------|------|-------|------|
| 4.2.01 | 0.78 | 4.2.03 | 0.58 | 4.2.04 | 0.66 | 4.2.05 | 0.72 |
| 4.2.06 | 0.86 | 4.2.07 | 0.69 | 4.2.08 | 0.66 | 4.2.09 | 0.79 |
| 7.1.02 | 0.74 | 0.97 | 0.54 | 0.53 | 0.71 | 0.62 | 0.20 |

(c) Original.

| Image | SSIM | Image | SSIM | Image | SSIM | Image | SSIM |
|-------|------|-------|------|-------|------|-------|------|
| 4.2.01 | 0.78 | 4.2.03 | 0.58 | 4.2.04 | 0.66 | 4.2.05 | 0.72 |
| 4.2.06 | 0.86 | 4.2.07 | 0.69 | 4.2.08 | 0.66 | 4.2.09 | 0.79 |
| 7.1.02 | 0.74 | 0.97 | 0.54 | 0.53 | 0.71 | 0.62 | 0.20 |

(d) Average for marked (the maximum embeddable payload is hidden to an image).

| Image | SSIM | Image | SSIM | Image | SSIM | Image | SSIM |
|-------|------|-------|------|-------|------|-------|------|
| 4.2.01 | 0.78 | 4.2.03 | 0.58 | 4.2.04 | 0.66 | 4.2.05 | 0.72 |
| 4.2.06 | 0.86 | 4.2.07 | 0.69 | 4.2.08 | 0.66 | 4.2.09 | 0.79 |
| 7.1.02 | 0.74 | 0.97 | 0.54 | 0.53 | 0.71 | 0.62 | 0.20 |

Table 4  Compression ratios of JPEG 2000 [28] lossless compression for 11 embeddable images, c.f., Table 2.

(a) Average for encrypted.

| Image | Ratio | Image | Ratio | Image | Ratio | Image | Ratio |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 4.2.01 | 1.56 | 4.2.03 | 1.19 | 4.2.04 | 1.48 | 4.2.05 | 1.47 |
| 4.2.06 | 1.29 | 4.2.07 | 1.40 | 5.2.09 | 1.29 | 7.1.01 | 1.49 |
| 7.1.02 | 1.61 | boat | 1.37 | house | 1.41 | |

(b) Average for embedded and encrypted (the maximum embeddable payload is hidden to an image).

| Image | Ratio | Image | Ratio | Image | Ratio | Image | Ratio |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 4.2.01 | 1.53 | 4.2.03 | 1.18 | 4.2.04 | 1.41 | 4.2.05 | 1.45 |
| 4.2.06 | 1.29 | 4.2.07 | 1.38 | 5.2.09 | 1.29 | 7.1.01 | 1.40 |
| 7.1.02 | 1.61 | boat | 1.36 | house | 1.40 | |

(c) Original.

| Image | Ratio | Image | Ratio | Image | Ratio | Image | Ratio |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 4.2.01 | 2.35 | 4.2.03 | 1.32 | 4.2.04 | 1.99 | 4.2.05 | 2.23 |
| 4.2.06 | 1.61 | 4.2.07 | 1.81 | 5.2.09 | 1.62 | 7.1.01 | 1.76 |
| 7.1.02 | 2.38 | boat | 1.72 | house | 2.08 | |

(d) Average for marked (the maximum embeddable payload is hidden to an image).

| Image | Ratio | Image | Ratio | Image | Ratio | Image | Ratio |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 4.2.01 | 1.97 | 4.2.03 | 1.26 | 4.2.04 | 1.49 | 4.2.05 | 1.95 |
| 4.2.06 | 1.54 | 4.2.07 | 1.65 | 5.2.09 | 1.53 | 7.1.01 | 1.36 |
| 7.1.02 | 2.14 | boat | 1.57 | house | 1.82 | |

Table 5  Image quality of marked images for 11 embeddable images, c.f., Table 2, where the maximum embeddable payload is hidden to an image.

(a) Averaged peak signal-to-noise ratios (PSNR’s) [dB].

(b) Averaged structural similarities (SSIM’s) [25].
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