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Abstract

In-phase/quadrature-phase (I/Q) imbalance is one of the most important hardware impairments in communication systems. It arises in the analogue parts of direct conversion radio frequency (RF) transceivers and can cause severe performance losses. In this paper, I/Q imbalance (IQI) aware widely-linear (WL) channel estimation and data detection schemes for uplink multi-cell massive multiple-input multiple-output (MIMO) systems are proposed. The resulting receiver is a WL extension of the minimum mean square error (MMSE) receiver and jointly mitigates multi-user interference and IQI by processing the real and the imaginary parts of the received signal separately. The IQI arising at both the base station (BS) and the user terminals (UTs) is then taken into account. The considered channel state information (CSI) acquisition model includes the effects of both estimation errors and pilot contamination, which is caused by the reuse of the same training sequences in neighboring cells. We apply results from random matrix theory to derive analytical expressions for the achievable sum rates of the proposed IQI aware and conventional IQI unaware receivers. Our simulation results show that the performance of the proposed IQI aware WLMMSE receiver in a system with IQI is close to that of the MMSE receiver in an ideal system without IQI. Moreover, our results for the sum rate of the IQI unaware MMSE receiver reveal that the performance loss due to IQI can be large and, if left unattended, does not vanish for large numbers of BS antennas.
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I. INTRODUCTION

MULTIPLE-input multiple-output (MIMO) techniques have become a central part of modern communication systems such as Long Term Evolution (LTE) and WiMAX. With MIMO technology, high throughput and transmission reliability can be achieved. An emerging research field in wireless communications are so-called massive MIMO systems [1], [2]. Massive
MIMO systems employ a large number of antennas, e.g. one hundred antennas or more at the base station (BS), and can achieve very high spectral and energy efficiencies [3]. Moreover, in massive MIMO systems, the transmit power of the BS and the user terminals (UTs) can be decreased by increasing the number of antennas at the BS [3]. These and other desirable features render massive MIMO a promising technology for future wireless communication systems. In this paper, we consider the uplink of a multi-cell massive MIMO system. In an uplink single-cell massive MIMO system, which embodies a multiple access channel (MAC), successive interference cancellation (SIC) is the optimal detection scheme [4]. Nevertheless, since SIC is not feasible in most practical systems due to its high computational complexity, linear detectors such as matched filter (MF) and minimum mean square error (MMSE) detectors are often preferred as they provide a good trade-off between performance and complexity [2], [3].

However, hardware (H/W) impairments, which exist in all practical systems, can severely degrade the performance of linear detectors. One of the most important H/W impairments in digital communication systems is in-phase/quadrature-phase (I/Q) imbalance, which arises in direct conversion transceivers [5]. In such systems, the real and imaginary parts of the received RF signal are mixed with the high-frequency carrier signal and its $90^\circ$ phase-shifted version, respectively, to produce the baseband signal. Ideally, the phase difference between the carrier signal and its phase-shifted version is exactly $90^\circ$ and the mixers for the real and the imaginary part have the same amplitude gain. However, in practical systems, both amplitude and phase mismatches between the real and imaginary parts occur, which leads to an I/Q imbalance (IQI) in each antenna branch at the base station and in the RF chain of each UT, and impair the received data vectors [6], [7]. Thus, for reliable detection, besides the mitigation of multi-user interference, IQI compensation is necessary as well. One approach to overcome the negative effects of IQI is to measure and compensate the individual IQIs in each antenna branch. However, this solution becomes very costly in massive MIMO systems, where the BS may be equipped with several hundred RF chains. Another approach, which we consider in this paper, is joint data detection and IQI mitigation. In this case, the equivalent channel, which comprises the actual channel and the IQI, is estimated at the BS. For this estimation, we exploit the received training sequence and the channel statistics which also include the effect of IQI. The detection matrix is then constructed based on this equivalent channel estimate and can be used for joint data detection and IQI mitigation. To the best of the authors’ knowledge, the problem of joint channel
estimation, data detection, and IQI mitigation for uplink multi-cell massive MIMO systems has not been investigated yet.

Recently, a WLMMSSE beamformer for systems with IQI has been proposed in [8]. Here, the authors propose a beamforming scheme, where a multi-antenna receiver suffering from IQI detects signals coming from a specific direction while suppressing signals arriving from other directions. Another related work is [9], where the authors propose a detection scheme for uplink single-cell multi-user-MIMO (MU-MIMO) systems impaired by IQI. In [10], the authors model the residual H/W impairments, which remain after compensation, in massive MIMO systems as an additive Gaussian impairment and derive a capacity bound. Moreover, in our recent work [11], we have proposed an IQI aware precoder for downlink single-cell massive MIMO systems assuming perfect CSI and IQI present only at the BS. Another recent work is [12], where the authors consider the uplink of a single-cell massive MIMO system with IQI present only at the BS. In this paper, we propose a widely-linear MMSE (WLMMSE) receiver for CSI acquisition and data detection in an uplink multi-cell massive MIMO system, where both the BS and the UTs are impaired by IQI and both the received data and training signals for channel estimation are affected by IQI. WL filtering was introduced in [13] and is used to estimate complex signals by filtering the real and imaginary parts separately. Several works have employed WL filtering in single-user MIMO systems, cf. [14], [15]. WL processing results in a higher performance than strictly linear processing, if rotationally variant signals are involved, which is the case when IQI is present. This motivates the use of WL filtering for channel estimation and data detection at the BS of uplink multi-cell massive MIMO systems suffering from IQI.

In contrast to [8], [9], and [11], where a single-cell system with perfect CSI was considered, in this paper, a more sophisticated system model is adopted, which includes the effects of multi-cell interference and CSI imperfection originating from pilot contamination, channel estimation errors, and IQI. Furthermore, contrary to [12], where a single-cell system with ideal UTs was considered, our system model includes multi-cell interference and takes IQI at both the UTs and the BSs into account. Moreover, as opposed to [10], where the residual H/W impairments were modelled by an additional additive Gaussian noise term and a non-augmented system model was employed, we adopt an augmented system model, which is essential for the analysis and mitigation of IQI. In addition, we use results from random matrix theory and provide analytical results for the sum rate performance of the proposed IQI aware (IQA) and conventional IQI
unaware (IQU) receivers.

This paper is organized as follows. In Section II, the system model is presented. In Section III the conventional IQU-MMSE receiver is investigated and an analytical expression for its sum rate in the presence of IQI is derived. In Section IV we introduce the proposed IQA-WLMMSE receiver, and present an analytical expression for the corresponding sum rate. Numerical results are provided in Section V, and conclusions are drawn in Section VI.

**Notation:** Boldface lower and upper case letters represent column vectors and matrices, respectively. \( \text{blockdiag} (Q_1, \ldots, Q_N) \) is a block diagonal matrix with matrices \( Q_1, \ldots, Q_N \) on its main diagonal. \( I_K \) denotes the \( K \times K \) identity matrix and \([A]_{k,:}\), \([A]_{:,l}\), and \([A]_{k,l}\) stand for the \( k \)th row, the \( l \)th column, and the element in the \( k \)th row and the \( l \)th column of matrix \( A \), respectively. \( (\cdot)^* \) denotes the complex conjugate and \( \det(\cdot) \), \( \|\cdot\|_F \), \( \text{tr}(\cdot) \), \( (\cdot)^T \), and \( (\cdot)^H \) are the determinant, Frobenius norm, trace, transpose, and Hermitian transpose of a matrix, respectively. \( \mathbb{R}\{\cdot\} \) and \( \mathbb{I}\{\cdot\} \) denote the real and imaginary parts of a complex number, respectively. \( \mathbb{E}\{\cdot\} \) stands for the expectation operator and \( \mathcal{CN}\left(u, \Phi\right) \) denotes a circular symmetric complex Gaussian distribution with mean vector \( u \) and covariance matrix \( \Phi \). Moreover, a.s. stands for almost sure convergence.

## II. System Model

In this paper, we consider the uplink of a multi-cell massive MIMO system with universal frequency reuse. The number of cells is denoted by \( L \), and in each cell, \( K \) single-antenna UTs simultaneously transmit data to a BS with \( N \) antennas. \( K \) and \( N \) are assumed to be very large with their ratio \( \beta = K/N \) being constant. Furthermore, we assume a block fading channel.

The channel matrix between the UTs in the \( l \)th cell and the BS in the \( i \)th cell is denoted by \( H_{i,l} = [h_{i,l,1} \ldots h_{i,l,K}] \in \mathbb{C}^{N \times K} \). Here, \( h_{i,l,k} = \bar{R}_{i,l,k} \nu_{i,l,k} \in \mathbb{C}^{N \times 1} \) is the channel vector between the \( k \)th UT in the \( l \)th cell and the BS in the \( i \)th cell, where \( \nu_{i,l,k} \sim \mathcal{CN}\left(0, I_N\right) \) and \( R_{i,l,k} = \mathbb{E}\{h_{i,l,k}h_{i,l,k}^H\} = \bar{R}_{i,l,k} \bar{R}_{i,l,k}^H \) represents the channel covariance matrix. Since the detection schemes considered in this paper, i.e., IQU-MMSE and IQA-WLMMSE detection, have fundamentally different structures, we adopt two different representations for the system model, namely a complex-valued and a real-valued representation, which are presented in the following subsections.
A. Complex-Valued Representation

In this subsection, the complex representation of the system model, which is used for the IQU-MMSE detector, is introduced. The transmitted data symbols of the $K$ UTs in the $l$th cell are stacked into a vector, which is denoted by $d_l = [d_{l,1}, \ldots, d_{l,K}]^T \sim \mathcal{CN}(0, I_K)$, where $d_{l,k}$ is the data symbol transmitted by the $k$th UT in the $l$th cell. The received signal at the $i$th BS can be modeled as

$$r_i = \Psi_{A,i} \left( \sum_{l=1}^{L} \sqrt{\rho_{UL}} H_{i,l} \left( \Xi_{A,i} d_l + \Xi_{B,l} d_l^\ast \right) + z_i \right) + \Psi_{B,i} \left( \sum_{l=1}^{L} \sqrt{\rho_{UL}} H_{i,l}^\ast \left( \Xi_{A,i}^\ast d_l^\ast + \Xi_{B,l}^\ast d_l \right) + z_i^\ast \right),$$

(1)

where $\rho_{UL}$ denotes the uplink transmit signal-to-noise ratio (SNR), and $\Xi_{A,i} = \text{diag}(\xi_{A,i,1}, \ldots, \xi_{A,i,K})$ and $\Xi_{B,i} = \text{diag}(\xi_{B,i,1}, \ldots, \xi_{B,i,K})$ with $\xi_{A,i,k} = \cos \left( \theta_{l,k} / 2 \right) + j \tilde{\epsilon}_{l,k} \sin \left( \theta_{l,k} / 2 \right)$ and $\xi_{B,i,k} = \tilde{\epsilon}_{l,k} \cos \left( \theta_{l,k} / 2 \right) - j \sin \left( \theta_{l,k} / 2 \right)$ representing the IQI at the $k$th UT in the $l$th cell. $\theta_{l,k}$ and $\tilde{\epsilon}_{l,k}$ denote the phase and amplitude imbalances at the corresponding UT, respectively. The IQI at the $i$th BS is modelled by diagonal matrices $\Psi_{A,i} = \text{diag}(\psi_{A,i,1}, \ldots, \psi_{A,i,N})$ and $\Psi_{B,i} = \text{diag}(\psi_{B,i,1}, \ldots, \psi_{B,i,N})$, where $\psi_{A,i,n} = \cos \left( \theta_{i,n} / 2 \right) + j \epsilon_{i,n} \sin \left( \theta_{i,n} / 2 \right)$ and $\psi_{B,i,n} = \epsilon_{i,n} \cos \left( \theta_{i,n} / 2 \right) - j \sin \left( \theta_{i,n} / 2 \right)$ with $\theta_{i,n}$ and $\epsilon_{i,n}$ being the phase and amplitude imbalances at the $n$th antenna branch of the $i$th BS, respectively. If IQI is absent, we have $\epsilon_{i,n} = 0, \theta_{i,n} = 0, \forall i \in \{1, \ldots, L\}, \forall n \in \{1, \ldots, N\}$ and $\tilde{\epsilon}_{l,k} = 0, \tilde{\theta}_{l,k} = 0, \forall l \in \{1, \ldots, L\}, \forall k \in \{1, \ldots, K\}$. $z_i \sim \mathcal{CN}(0, I_N)$ represents the complex additive white Gaussian noise (AWGN) at the $i$th BS.

B. Augmented Real-Valued Representation

Since IQI affects the real and imaginary parts of a signal differently, IQA channel estimation and data detection should allow for processing the real and imaginary parts of received signals individually. Hence, we use an augmented representation for the IQA system model, where the real and imaginary parts of the signals are stacked together. More precisely, the real and imaginary parts of the independent and identically distributed (i.i.d.) zero-mean complex Gaussian transmit data symbols of the $K$ UTs in the $l$th cell are stacked into the augmented vector $d_l = [d_{l,1}, \ldots, d_{l,2K}]^T = [d_{R,l}^T, d_{I,l}^T]^T \in \mathbb{R}^{2K}$, where $d_{R,l} = [d_{R,l,1}, \ldots, d_{R,l,K}]^T$ and $d_{I,l} = [d_{I,l,1}, \ldots, d_{I,l,K}]^T$ contain the real and imaginary parts of the $K$ complex transmit data symbols in the $l$th cell, respectively, and $\Xi \left\{ d_l^T d_l^\ast \right\} = 0.5 I_{2K}$. The augmented data vector
received at the \(i\)th BS, \(\tilde{\mathbf{r}}_i \in \mathbb{R}^{2K}\), from all UTs in the \(L\) cells can be expressed as
\[
\tilde{\mathbf{r}}_i = \left[ \mathbf{r}_{R,i}^T \, \mathbf{r}_{I,i}^T \right]^T = \tilde{\mathbf{\Psi}}_i \left( \sum_{l=1}^{L} \sqrt{\rho_{UL} H_{i,l}} \tilde{\Xi}_i \mathbf{d}_l + \tilde{\mathbf{z}}_i \right),
\]
(2)
where \(\mathbf{r}_{R,i}\) and \(\mathbf{r}_{I,i}\) are the real and the imaginary parts of the received signal \(\mathbf{r}_i\) in (1), respectively. Here, the augmented real-valued channel matrix \(H_{i,l}\) is given by
\[
\begin{bmatrix}
H_{R_{i,l}} & -H_{I_{i,l}} \\
H_{I_{i,l}} & H_{R_{i,l}}
\end{bmatrix} \in \mathbb{R}^{2N \times 2N}
\]
with \(H_{R_{i,l}}\) and \(H_{I_{i,l}}\) being the real and imaginary parts of the complex-valued channel matrix \(H_{i,l} = H_{R_{i,l}} + jH_{I_{i,l}}\), respectively. The augmented real-valued vector \(\tilde{\mathbf{z}}_i = \left[ z_{R,i}^T \, z_{I,i}^T \right]^T \in \mathbb{R}^{2N}\) contains the real and imaginary parts of the complex-valued AWGN vector \(\mathbf{z}_i = \left[ z_{i,1}, \ldots, z_{i,N} \right]^T = z_{R,i} + jz_{I,i} \sim \mathcal{CN}(0, \mathbf{I}_N)\) at the \(i\)th BS, respectively. \(\tilde{\mathbf{\Psi}}_i = \mathbf{\Pi}\tilde{\mathbf{\Psi}}_i\mathbf{\Pi}^{-1} \in \mathbb{R}^{2N \times 2N}\) models the IQI at the \(i\)th BS. Here, \(\tilde{\mathbf{\Psi}}_i\) is a permuted version of \(\tilde{\mathbf{\Psi}}_i = \text{blockdiag}(\mathbf{A}_{i,1}, \ldots, \mathbf{A}_{i,N})\), where \(\mathbf{A}_{i,n}, n \in \{1, \ldots, N\}\), represents the IQI of the \(n\)th RF branch of the \(i\)th BS and is given by
(6)
\[
\mathbf{A}_{i,n} = \begin{bmatrix}
\mathbb{R}\{\psi_{A,i,n} + \psi_{B,i,n}\} & \mathbb{I}\{\psi_{B,i,n} - \psi_{A,i,n}\} \\
\mathbb{I}\{\psi_{A,i,n} + \psi_{B,i,n}\} & \mathbb{R}\{\psi_{A,i,n} - \psi_{B,i,n}\}
\end{bmatrix}.
\]
(3)
The elements of permutation matrix \(\mathbf{\Pi} \in \mathbb{R}^{2N \times 2N}\) are defined as
\[
[\mathbf{\Pi}]_{p,q} = \begin{cases}
1 & \text{if } p = 2n - 1, q = n, \forall n \in \{1, \ldots, N\}, \\
1 & \text{if } p = 2n, q = n + N, \forall n \in \{1, \ldots, N\}, \\
0 & \text{otherwise}.
\end{cases}
\]
(4)
This permutation is required, since the stacked received data vector \(\tilde{\mathbf{r}}_i\) contains the in-phase and quadrature-phase components in its upper and lower parts, respectively. Moreover, in (2), \(\tilde{\Xi}_l = \tilde{\mathbf{\Psi}}_l\tilde{\Xi}_l\mathbf{\Pi}^{-1} \in \mathbb{R}^{2K \times 2K}\) denotes the stacked IQIs of the \(K\) UTs in the \(l\)th cell, where the permutation matrix \(\tilde{\mathbf{\Pi}}\) is similarly defined as \(\mathbf{\Pi}\) and is obtained by replacing \(N\) with \(K\) and \(n\) with \(k\) in (4). Furthermore, \(\tilde{\Xi}_l = \text{blockdiag}(\Xi_{l,1}, \ldots, \Xi_{l,K})\), where \(\Xi_{l,k} \in \mathbb{R}^2\) is the IQI matrix of the \(k\)th UT in the \(l\)th cell, which can be expressed as
\[
\Xi_{l,k} = \begin{bmatrix}
\mathbb{R}\{\xi_{A,l,k} + \xi_{B,l,k}\} & \mathbb{I}\{\xi_{B,l,k} - \xi_{A,l,k}\} \\
\mathbb{I}\{\xi_{A,l,k} + \xi_{B,l,k}\} & \mathbb{R}\{\xi_{A,l,k} - \xi_{B,l,k}\}
\end{bmatrix}.
\]
(5)
III. IQI UNAWARE MMSE RECEIVER

In this section, as a performance benchmark, the sum rate of a conventional IQU-MMSE receiver comprising an IQU-MMSE channel estimator and an IQU-MMSE data detector is investigated in the presence of IQI. For IQU estimation and detection, we adopt the conventional MMSE estimator and detector, respectively, which are not designed for IQI mitigation.

A. Channel Estimation

In this subsection, channel estimation for an IQU system in the presence of IQI is presented. For channel estimation, at the beginning of every coherence interval, training sequences are transmitted by all UTs to their serving BS. Due to the limited length of the coherence interval, there are not enough orthogonal training sequences for all UTs in all cells. Hence, UTs with the same index in different cells use the same training sequence \[ x_k \in \mathbb{R}^{T \times 1} \], where \( T \) is the length of the training sequence. The received training signal at each BS is multiplied by the original transmitted training sequence to eliminate the interference caused by other UTs. Considering (1), and the orthonormality of the training sequences, i.e., \( x_k^T x_k = 1 \), \( x_k^T x_j = 0 \), \( k \neq j \), we have the following expression for the received training sequence of the \( k \)th UT in the \( i \)th cell

\[
y_{i,k} = y_{i} x_k = \Psi_{A,i} \left( \sum_{l=1}^{L} \sqrt{\rho_{TR}} h_{i,l,k} (\xi_{A,i,k} + \xi_{B,i,k} + \tilde{w}_i) + \Psi_{B,i} \left( \sum_{l=1}^{L} \sqrt{\rho_{TR}} h_{i,l,k}^* (\xi_{A,i,k}^* + \xi_{B,i,k}^*) + \tilde{w}_i^* \right) \right),
\]

where \( y_i \in \mathbb{C}^{N \times T} \) is the received training signal at the \( i \)th BS. Here, \( \rho_{TR} \) is the transmit training signal-to-noise ratio (SNR) and \( \tilde{w}_i = W_i x_k \sim \mathcal{CN} (0, I_N) \), where \( W_i \in \mathbb{C}^{N \times T} \) is the AWGN at the \( i \)th BS during the training period. In this paper, for IQU channel estimation, we assume that the estimator tries to estimate \( g_{i,i,k} = \xi_{A,i,k} \Psi_{A,i} h_{i,i,k} \) as the desired channel between the \( k \)th UT in the \( i \)th cell and the \( i \)th BS. Since the IQU estimator does not process the real and imaginary parts of the received training sequence separately, it can consider only one component, i.e., \( \xi_{A,i,k} \Psi_{A,i} h_{i,i,k} \) of the equivalent channel vector. We note that with the conventional complex-valued system model, which is assumed for the IQU-MMSE estimator, it is not possible to fully
model the equivalent channel vector, which comprises both the actual channel and IQI. Taking this into account and considering \( y_{i,k} \) as the observation, the MMSE channel estimate can be expressed as [17]

\[
\hat{g}_{i,i,k} = \Phi_{g_{i,i,k}y_{i,k}}^{-1} y_{i,k},
\]

where \( \Phi_{g_{i,i,k}y_{i,k}} \) is the cross-correlation matrix of the desired channel estimate and the observation, and given by

\[
\Phi_{g_{i,i,k}y_{i,k}} = \mathbb{E}\{g_{i,i,k}y_{i,k}^H\} = \sqrt{\rho_{TR}} \xi_{A,i,k}(\xi_{A,i,k} + \xi_{B,i,k}) \Psi_{A,i} \mathbf{R}_{i,i,k} \Psi_{A,i}^H.
\]

The auto-correlation matrix of the received signal in (6) can be expressed as

\[
\Phi_{y_{i,k}y_{i,k}} = \mathbb{E}\{y_{i,k}y_{i,k}^H\} = \sum_{l=1}^{L} \rho_{TR} (|\xi_{A,l,k} + \xi_{B,l,k}|^2 \Psi_{A,i} \mathbf{R}_{i,l,k} \Psi_{A,i}^H + |\xi_{A,l,k} + \xi_{B,l,k}|^2 \Psi_{B,i} \mathbf{R}_{i,l,k}^* \Psi_{B,i}^H)
\]

\[
\times \Psi_{B,i}^H + \Psi_{A,i} \Psi_{A,i}^H + \Psi_{B,i} \Psi_{B,i}^H.
\]

Now, we substitute (8) and (9) into (7) and obtain the following expression for IQU-MMSE estimation of the \( k \)th UT’s channel vector

\[
\hat{g}_{i,i,k} = \Omega_{i,k} \left( \Psi_{A,i} \left( \sum_{l=1}^{L} h_{i,l,k}(\xi_{A,l,k} + \xi_{B,l,k}) + \frac{1}{\sqrt{\rho_{TR}}} \mathbf{w}_i \right) + \Psi_{B,i} \left( \sum_{l=1}^{L} h_{i,l,k}^*(\xi_{A,l,k}^* + \xi_{B,l,k}^*) + \frac{1}{\sqrt{\rho_{TR}}} \mathbf{w}_i^* \right) \right),
\]

where deterministic matrix \( \Omega_{i,k} \) is given by

\[
\Omega_{i,k} = \xi_{A,i,k}(\xi_{A,i,k} + \xi_{B,i,k}) \Psi_{A,i} \mathbf{R}_{i,i,k} \Psi_{A,i}^H \left( \sum_{l=1}^{L} (|\xi_{A,l,k} + \xi_{B,l,k}|^2 \Psi_{A,i} \mathbf{R}_{i,l,k} \Psi_{A,i}^H + |\xi_{A,l,k} + \xi_{B,l,k}|^2 \Psi_{B,i} \mathbf{R}_{i,l,k}^* \Psi_{B,i}^H) \right)^{-1}.
\]

If pilot contamination is absent, (10) reduces to

\[
\hat{g}_{i,i,k} = \Omega_{i,k}' \left( \Psi_{A,i} \left( h_{i,i,k}(\xi_{A,i,k} + \xi_{B,i,k}) + \frac{1}{\sqrt{\rho_{TR}}} \mathbf{w}_i \right) + \Psi_{B,i} \left( h_{i,i,k}^*(\xi_{A,i,k}^* + \xi_{B,i,k}^*) + \frac{1}{\sqrt{\rho_{TR}}} \mathbf{w}_i^* \right) \right),
\]

where the deterministic matrix \( \Omega_{i,k}' \) is equal to \( \Omega_{i,k} \) if we set \( L = 1 \) and \( l = i \) in (11).
B. Data Detection

In this subsection, we investigate IQU-MMSE data detection. The IQU-MMSE detector adopted here is the conventional single-cell MMSE detector. The IQU-MMSE detection vector for the \( k \)th UT at the \( i \)th BS is given by

\[
u_{i,k} = \hat{g}_{i,i,k}^H \left( \hat{G}_{i,i} \hat{G}_{i,i}^H + \frac{1}{\rho_{UL}} I_N \right)^{-1},\]

(13)

where the \( k \)th column of the estimated channel matrix \( \hat{G}_{i,i} \) is \( \hat{g}_{i,i,k} \) and given in (10) and (12) for the cases with and without pilot contamination, respectively. Thus, the detected signal corresponding to the \( k \)th UT in the \( i \)th cell at the output of the IQU-MMSE detector of the \( i \)th BS can be expressed as

\[
\hat{d}_{i,k}^{\text{IQU}} = \nu_{i,k} r_i = \nu_{i,k} \left( \sum_{l=1}^{L} \Psi_{A,i} \left( \sqrt{\rho_{UL}} H_{i,l} \left( \Xi_{A,l} d_l + \Xi_{B,l} d_l^* \right) + z_i \right) + \Psi_{B,i} \left( \sqrt{\rho_{UL}} H_{i,l}^* \left( \Xi_{A,l}^* d_l^* + \Xi_{B,l}^* d_l \right) + z_i^* \right) \right).
\]

(14)

C. Asymptotic Sum Rate Analysis

The performance metric considered in this paper is the ergodic sum rate, which is a commonly used metric for performance evaluation of wireless communication systems. For the \( i \)th cell, the ergodic sum rate is given by

\[
\bar{R}_i^{\text{IQU}} = \sum_{k=1}^{K} \mathbb{E} \left\{ \log_2 \left( 1 + \text{SINR}_{i,k}^{\text{IQU}} \right) \right\},
\]

(15)

where the expectation is taken with respect to the channel realizations. \( \text{SINR}_{i,k}^{\text{IQU}} \) is the signal-to-noise-plus-interference ratio (SINR) for the \( k \)th UT in the \( i \)th cell at the \( i \)th BS and given by

\[
\text{SINR}_{i,k}^{\text{IQU}} = \frac{S_{i,k}^{\text{IQU}}}{I_{i,k}^{\text{IQU}} + Z_{i,k}^{\text{IQU}}},
\]

(16)

where \( S_{i,k}^{\text{IQU}} \), \( I_{i,k}^{\text{IQU}} \), and \( Z_{i,k}^{\text{IQU}} \) are the useful signal power, interference power, and noise power for the \( k \)th UT in the \( i \)th cell, respectively. In this paper, using results from random matrix theory, first, an analytical expression for \( \text{SINR}_{i,k}^{\text{IQU}}^\circ \), the asymptotic value of \( \text{SINR}_{i,k}^{\text{IQU}} \) for large numbers of antennas \( N \), is derived. Then, using \( \text{SINR}_{i,k}^{\text{IQU}}^\circ \), the asymptotic sum rate is calculated as

\[
R_i^{\text{IQU}} = \sum_{k=1}^{K} \log_2 \left( 1 + \text{SINR}_{i,k}^{\text{IQU}}^\circ \right).
\]

(17)
In the following Theorem, we provide an analytical expression for the asymptotic SINR of the IQU-MMSE detector.

**Theorem 1:** In an uplink multi-cell massive MIMO system employing an IQU-MMSE receiver at the BS in the presence of IQI, the asymptotic SINR corresponding to the $k$th UT in the $i$th cell for $N \to \infty$ is given by

$$
\text{SINR}_{i,k}^{\text{IQU}} = \frac{S_{i,k}^{\text{IQU}}}{I_{i,k}^{\text{IQU}} + Z_{i,k}^{\text{IQU}}},
$$

(18)

where the asymptotic useful signal power, $S_{i,k}^{\text{IQU}}$, the asymptotic interference power, $I_{i,k}^{\text{IQU}}$, and the asymptotic noise power, $Z_{i,k}^{\text{IQU}}$, are given by

$$
S_{i,k}^{\text{IQU}} = \lim_{N \to \infty} S_{i,k}^{\text{IQU}} = \frac{\rho_{UL}}{1 + \delta_{i,k}} \left( \left| \xi_{A,i,k}^{(A)} \right|^2 + \left| \xi_{B,i,k}^{(B)} \right|^2 \right),
$$

(19)

$$
I_{i,k}^{\text{IQU}} = \lim_{N \to \infty} I_{i,k}^{\text{IQU}} = \frac{\rho_{UL}}{1 + \delta_{i,k}} \left( \left| \xi_{B,i,k}^{(A)} \right|^2 + \left| \xi_{A,i,k}^{(B)} \right|^2 + \sum_{q = 1}^{K} \sum_{l = 1}^{L} \left( |\xi_{A,l,q}|^2 + |\xi_{B,l,q}|^2 \right) \left( \lambda_{i,l,q}^{(A)} + \lambda_{i,l,q}^{(B)} \right) \right) \times \left( \theta_{i,l,q}^{(A)} + \theta_{i,l,q}^{(B)} \right) + \sum_{l=1}^{L} \left( |\xi_{A,l,k}|^2 + |\xi_{B,l,k}|^2 \right) \left( \lambda_{i,l,k}^{(A)} + \lambda_{i,l,k}^{(B)} \right).
$$

(20)

$$
Z_{i,k}^{\text{IQU}} = \lim_{N \to \infty} Z_{i,k}^{\text{IQU}} = \frac{1}{N^2 (1 + \delta_{i,k})^2} \left( \text{tr} \left( \Theta_{i,k} \left( \Gamma_{i,k}^{(A)} + \Gamma_{i,k}^{(B)} \right) \right) \right).
$$

(21)

Here, $\delta_{i,k}$, $\lambda_{i,k}^{(A)}$, $\lambda_{i,k}^{(B)}$, and $\theta_{i,l,q}^{(A)}$ are defined as

$$
\delta_{i,k} \triangleq \frac{1}{N} \text{tr} \left( \Theta_{i,k} \Gamma_i \right),
$$

(22)

$$
\lambda_{i,l,k}^{(A)} \triangleq \frac{1}{N} \left( \xi_{A,l,k}^{*} + \xi_{B,l,k}^{*} \right) \text{tr} \left( \Psi_{A,i} R_{i,l,k} \Psi_{A,i}^H \Omega_{i,k} \Gamma_i \right),
$$

(23)

$$
\lambda_{i,l,k}^{(B)} \triangleq \frac{1}{N} \left( \xi_{A,l,k} + \xi_{B,l,k} \right) \text{tr} \left( \Psi_{B,i} R_{i,l,k}^{*} \Psi_{B,i}^H \Omega_{i,k} \Gamma_i \right),
$$

(24)

$$
\theta_{i,l,q}^{(A)} \triangleq \frac{1}{N^2} \text{tr} \left( R_{i,l,q} \Psi_{A,i}^H \Gamma_{i,k}^H \Psi_{A,i} \right) + \frac{\left| \lambda_{i,l,q}^{(A)} \right|^2 \text{tr} \left( \Theta_{i,q} \Gamma_{i,k}^H \right)}{N^2 (1 + \delta_{i,q})^2} - 2 \text{Re} \left\{ \lambda_{i,l,q}^{(A)} \xi_{A,l,q} \text{tr} \left( R_{i,l,q} \Psi_{A,i}^H \Gamma_{i,k}^H \Omega_{i,k} \Psi_{A,i} \right) \right\},
$$

(25)

and $\theta_{i,l,q}^{(B)}$ is identical to $\theta_{i,l,q}^{(A)}$ after replacing in (25) superscript $(A)$ by $(B)$ and $R_{i,l,q}$ by $R_{i,l,q}^{*}$. 


Furthermore, for the case of pilot contamination, $\Theta_{i,i,k} = \mathbb{E}\left\{\hat{g}_{i,i,k}\hat{g}_{i,i,k}^H\right\}$ is obtained as

$$\Theta_{i,i,k} = \sum_{l=1}^{L} \left( |\xi_{A,i,k} + \xi_{B,i,k}|^2 \Omega_{i,k} \Psi_{A,i} R_{i,i,k} \Psi_{A,i}^H \Omega_{i,k}^H + |\xi_{A,i,k} + \xi_{B,i,k}|^2 \Omega_{i,k} \Psi_{B,i} R_{i,i,k}^* \Psi_{B,i}^H \Omega_{i,k}^H \right) + \frac{1}{\rho_{\text{TR}}} \left( \Omega_{i,k} \Psi_{A,i} \Psi_{A,i}^H \Omega_{i,k}^H + \Omega_{i,k} \Psi_{B,i} \Psi_{B,i}^H \Omega_{i,k}^H \right), \quad (26)$$

and for the case without pilot contamination, we have

$$\Theta_{i,i,k} = |\xi_{A,i,k} + \xi_{B,i,k}|^2 \Omega'_{i,k} \Psi_{A,i} R_{i,i,k} \Psi_{A,i}^H \Omega'_{i,k}^H + |\xi_{A,i,k} + \xi_{B,i,k}|^2 \Omega'_{i,k} \Psi_{B,i} R_{i,i,k}^* \Psi_{B,i}^H \Omega'_{i,k}^H + \frac{1}{\rho_{\text{TR}}} \left( \Omega'_{i,k} \Psi_{A,i} \Psi_{A,i}^H \Omega'_{i,k}^H + \Omega'_{i,k} \Psi_{B,i} \Psi_{B,i}^H \Omega'_{i,k}^H \right), \quad (27)$$

Moreover, $\Gamma_i$ is given by $T$ in Lemma 3 in Appendix A for $\Delta_k = \Theta_{i,i,k}/N$, $\alpha = 1/(N\rho_{\text{UL}})$, and $B = 0_N$. Furthermore, $\Gamma'_{i,k}, \Gamma'_{i,A},$ and $\Gamma'_{i,B}$ are given by $T'$ in Lemma 4 in Appendix A after setting $\Delta_k = \Theta_{i,i,k}/N$ and replacing $C$ with $\Theta_{i,i,k}$, $\Psi_{A,i}\Psi_{A,i}^H$, and $\Psi_{B,i}\Psi_{B,i}^H$, respectively.

**Proof:** Please refer to Appendix B.

**D. Asymptotic Sum Rate Analysis for Single-Cell Case**

Due to the very general setting considered in Theorem 1, the obtained analytical expression for the asymptotic SINR of the IQU-MMSE detector is quite involved. Nevertheless, using these analytical results for performance evaluation is still much more convenient than performing lengthy Monte-Carlo simulations. However, to get some insight for system design, in this subsection, we provide analytical results for the simplified single-cell case with i.i.d. channel vectors and perfect CSI. In particular, we investigate the impact of the IQI at the BS and at the UTs separately to determine whether the IQI at the BS or at UTs is more harmful.

**Corollary 1:** In an uplink single-cell massive MIMO system with i.i.d. channel vectors, perfect CSI, and IQI only at the BS, the asymptotic SINR of the $k$th UT for the IQU-MMSE detector for $K, N \to \infty$, $K \ll N$, and $\epsilon_n, \theta_n \ll 1$, is given by

$$\text{SINR}_{\text{IQU-BS}}^\circ = \frac{N^2\rho_{\text{UL}}}{N\rho_{\text{UL}}\beta} \frac{\left(1 + \sum_{n=1}^{N} (\epsilon_n^2 - 1) \sin^2 \frac{\theta_n}{2}\right)^2}{\left(\epsilon_n^2 + \frac{1}{2} \sin^2 \theta_n\right) + \sum_{n=1}^{N} (1 + (\epsilon_n^2 - 1) \sin^2 \frac{\theta_n}{2})^2}, \quad (28)$$

where $\epsilon_n$ and $\theta_n$ are the amplitude and phase imbalances of the RF chain of the $n$th antenna at the BS.

**Proof:** Please refer to Appendix C.
**Remark 1:** For identical IQI at all BS antenna branches, i.e., \( \epsilon_n = \epsilon, \theta_n = \theta, \forall n \), the asymptotic SINR of the IQU-MMSE receiver for \( K, N \rightarrow \infty \), \( K \ll N \), and \( \epsilon_n, \theta_n \ll 1 \), is given by

\[
\text{SINR}_{IQU-BS}^o = \frac{N\rho_{UL}}{K\rho_{UL} \left( \epsilon^2 + \frac{1}{4}\theta^2 \right) + 1}.
\] (29)

**Proof:** Substituting \( \epsilon_n = \epsilon, \theta_n = \theta, \forall n \) into (28) and considering \( \epsilon, \theta \ll 1 \) leads to (29).

Remark 1 reveals that for a fixed number of users \( K \), the SINR increases with increasing number of BS antennas \( N \).

**Remark 2:** In the absence of IQI, the asymptotic SINR of the IQU-MMSE receiver for \( K, N \rightarrow \infty \), \( K \ll N \), is given by \( \text{SINR}_{No-IQI}^o = N\rho_{UL} \), which is obtained by setting \( \epsilon = \theta = 0 \) in (29).

**Corollary 2:** The asymptotic SINR loss of an IQU-MMSE receiver due to IQI in the uplink massive MIMO system defined in Corollary 1 and for \( \epsilon_n = \epsilon \ll 1, \theta_n = \theta \ll 1, \forall n \in \{1, \ldots, N\} \), is given by

\[
\lim_{\beta \to 0} \Delta_{\text{SINR}}^o = \lim_{\beta \to 0} \frac{\text{SINR}_{No-IQI}^o}{\text{SINR}_{IQU}^o} = K\rho_{UL} \left( \epsilon^2 + \frac{1}{4}\theta^2 \right) + 1.
\] (30)

**Proof:** Considering (28), Remark 2, and performing simple mathematical manipulations yields (30).

From (30), it can be seen that the SINR loss of the IQU-MMSE detector compared to the ideal case without IQI does not vanish even in the asymptotic scenario where the number of the BS antennas is much larger than the number of the UTs. This motivates the need for a receiver, which mitigates both multi-user interference and IQI, cf. Section IV.

**Corollary 3:** In an uplink single-cell massive MIMO system with i.i.d. channel vectors, perfect CSI, IQI only at the UTs, and equal amplitude and phase mismatches, i.e., \( \bar{\epsilon}_k = \bar{\epsilon}, \bar{\theta}_k = \bar{\theta}, \forall k \), the asymptotic SINR of the \( k \)th UT for the IQU-MMSE detector for \( K, N \rightarrow \infty \), \( K \ll N \), and \( \bar{\epsilon}, \bar{\theta} \ll 1 \), is given by

\[
\text{SINR}_{IQU-UT}^o = \frac{N\rho_{UL}}{N\rho_{UL} \left( \bar{\epsilon}^2 + \frac{1}{4}\bar{\theta}^2 \right) + 1}.
\] (31)

**Proof:** Please refer to appendix D.

From Corollary 3 we observe that, in an uplink massive MIMO system with IQI only at the UTs, for \( N \rightarrow \infty \), the SINR does not increase with increasing number of BS antennas. Moreover, by comparing (31) and (29) we conclude that assuming identical values for the amplitude and phase imbalances at the BS and the UTs, and \( K \ll N \), the SINR of a massive MIMO system
with IQI only at the BS is higher than that of a massive MIMO system with IQI only at the UTs. Thus, if not compensated, IQI at the UTs is more harmful than IQI at the BS.

IV. I/Q IMBALANCE AWARE WLMMSE RECEIVER

In this section, the proposed IQA-WLMMSE receiver, which comprises an IQA-WLMMSE channel estimator and an IQA-WLMMSE data detector, is presented. The IQA-WLMMSE channel estimator and detector process the real and imaginary parts of the received signals separately. The widely-linear filtering is necessary for mitigation of the IQI, since the real and imaginary parts of the signals are affected differently by the IQI.

A. Channel Estimation

The proposed IQA-WLMMSE channel estimation scheme is the widely-linear extension of the strictly-linear IQU-MMSE channel estimator introduced in Section III-A and performs joint IQI compensation and MMSE channel estimation. Since we assume full pilot reuse, UTs in different cells with the same UT index $k$ use the same training sequence $x_k$ resulting in the same augmented training sequence

$$\tilde{X}_k = \begin{bmatrix} \Re \{ x_k \} & -\Im \{ x_k \} \\ \Im \{ x_k \} & \Re \{ x_k \} \end{bmatrix} \in \mathbb{R}^{2T \times 2}$$

in the augmented system model. In order to mitigate the interference from other UTs, the received training signal, $\tilde{Y}_i$, is multiplied by the augmented training sequence $\tilde{X}_k$. Considering (2), and taking into account the orthonormality of the pilot sequences, the training signal of the $k$th UT received at the $i$th BS is given by

$$\tilde{Y}_{i,k} = \tilde{Y}_i \tilde{X}_k = \sum_{l=1}^{L} \sqrt{\rho_{\text{TR}}} \tilde{\Psi}_i \tilde{H}_{i,l,k} \tilde{\Xi}_{l,k} + \tilde{\Psi}_i \tilde{W}_i \tag{32}$$

with $\tilde{W}_i = \tilde{W}_i \tilde{X}_k$, where $\tilde{W}_i \in \mathbb{C}^{2N \times 2T}$ is the augmented AWGN matrix at the $i$th BS. In (32), $\tilde{H}_{i,l,k} \in \mathbb{R}^{2N \times 2}$ represents the augmented channel between the $k$th UT in the $l$th cell and the $i$th BS and is defined as

$$\tilde{H}_{i,l,k} = \begin{bmatrix} \Re \{ h_{i,l,k} \} & -\Im \{ h_{i,l,k} \} \\ \Im \{ h_{i,l,k} \} & \Re \{ h_{i,l,k} \} \end{bmatrix} = \tilde{R}_{i,l,k} \begin{bmatrix} \Re \{ \nu_{i,l,k} \} & -\Im \{ \nu_{i,l,k} \} \\ \Im \{ \nu_{i,l,k} \} & \Re \{ \nu_{i,l,k} \} \end{bmatrix}, \tag{33}$$

where $\nu_{i,l,k} \sim \mathcal{C}\mathcal{N}(0, I_N)$ and $\tilde{R}_{i,l,k}$ is the square root of the augmented channel covariance matrix between the $k$th UT in the $l$th cell and the $i$th BS. Here, $\tilde{R}_{i,l,k} \in \mathbb{R}^{2N \times 2N}$ is given by

$$\tilde{R}_{i,l,k} = \begin{bmatrix} \Re \{ R_{i,l,k} \} & -\Im \{ R_{i,l,k} \} \\ \Im \{ R_{i,l,k} \} & \Re \{ R_{i,l,k} \} \end{bmatrix}. \tag{34}$$
The proposed WLMMSE channel estimator estimates the equivalent augmented channel matrix of the $k$th UT, which is given by

$$\hat{g}_{i,i,k} = \left[ \bar{g}_{i,i,k} \ g_{i,i,k+K} \right] = \hat{\Psi}_i \hat{H}_{i,i,k} \Xi_{i,k},$$

where $\hat{\Psi}_i$, $\hat{H}_{i,i,k}$, and $\Xi_{i,k}$ represent the IQI at the $i$th BS, the actual augmented channel of the $k$th UT, and the IQI at the $k$th UT, respectively. Note that for the IQA-WLMMSE detector, both $\bar{g}_{i,i,k}$ and $\hat{g}_{i,i,k+K}$ are required and are used for detection of the real and imaginary parts of the data signal, respectively, c.f. Section IV-B. The proposed WLMMSE channel estimate is given by

$$\Phi_{Y_i,\tilde{Y}_i,k} = \hat{\Phi}_{G_{i,i,k}} \tilde{Y}_i,k \left( \hat{\Phi}_{Y_i,k} \tilde{Y}_i,k \right)^{-1} \tilde{Y}_i,k,$$

where $\hat{\Phi}_{Y_i,k} \tilde{Y}_i,k$ is the auto-correlation matrix of the received training sequence $\tilde{Y}_i,k$ and is given by

$$\hat{\Phi}_{Y_i,k} \tilde{Y}_i,k \triangleq \mathbb{E} \left\{ \tilde{Y}_i,k \tilde{Y}_i,k^T \right\} = \rho_{TR} \sum_{l=1}^L \hat{\Psi}_i \mathbb{E} \left\{ \tilde{H}_{i,l,k} \Xi_{l,k} \Xi_{l,k}^T \tilde{H}_{i,l,k}^T \right\} \hat{\Psi}_i^T + 0.5 \hat{\Psi}_i \hat{\Psi}_i^T \xrightarrow{\text{a.s. \ } N \rightarrow \infty} \rho_{TR} \sum_{l=1}^L \hat{\Psi}_i \mathbb{Y}_{l,l,k} \hat{\Psi}_i^T + 0.5 \hat{\Psi}_i \hat{\Psi}_i^T. $$

Here, $\mathbb{Y}_{l,l,k} \triangleq \mathbb{E} \left\{ \tilde{H}_{i,l,k} \Xi_{l,k} \Xi_{l,k}^T \tilde{H}_{i,l,k}^T \right\}$ is obtained as

$$\mathbb{Y}_{i,l,k} = \hat{\mathbb{R}}_{i,l,k} \mathbb{E} \left\{ \tilde{V}_{i,l,k} \Xi_{l,k} \Xi_{l,k}^T \tilde{V}_{i,l,k}^T \right\} \hat{\mathbb{R}}_{i,l,k}^T \xrightarrow{\text{a.s. \ } N \rightarrow \infty} 0.5 \| \Xi_{l,k} \|^2_2 \hat{\mathbb{R}}_{i,l,k},$$

where $\tilde{V}_{i,l,k} = \begin{bmatrix} \Re \{ \nu_{i,l,k} \} \\ \Im \{ \nu_{i,l,k} \} \end{bmatrix}$ and the last step involved Lemma I and straightforward mathematical operations. In (35), $\Phi_{G_{i,i,k}} \tilde{Y}_i,k$ is the cross-correlation between the received training sequence and the desired channel estimate, and is given by

$$\Phi_{G_{i,i,k}} \tilde{Y}_i,k \triangleq \mathbb{E} \left\{ \hat{g}_{i,i,k} \tilde{Y}_i,k \tilde{Y}_i,k^T \right\} = \rho_{TR} \hat{\Psi}_i \mathbb{E} \left\{ \tilde{H}_{i,i,k} \Xi_{i,k} \Xi_{i,k}^T \tilde{H}_{i,i,k}^T \right\} \hat{\Psi}_i^T \xrightarrow{\text{a.s. \ } N \rightarrow \infty} 0.5 \rho_{TR} \| \Xi_{i,k} \|^2_2 \hat{\Psi}_i \hat{\mathbb{R}}_{i,i,k} \hat{\Psi}_i^T, $$

Substituting (38) and (36) into (35) leads to the following expression for the IQA-WLMMSE estimate of the channel between the $k$th UT in the $l$th cell and the $i$th BS

$$\begin{bmatrix} \hat{g}_{i,i,k} \\ \hat{g}_{i,i,k+K} \end{bmatrix} = \hat{\Omega}_{i,k} \left( \sum_{l=1}^L \sqrt{\rho_{TR}} \hat{\Psi}_i \tilde{H}_{i,l,k} \Xi_{i,k} + \hat{\Psi}_i \tilde{W}_i \right), $$

(39)
where the IQA-WLMMSE channel estimator $\hat{\Omega}_{i,i,k} = \Phi \hat{G}_{i,i,k} \hat{Y}_{i,k}(\Phi \hat{Y}_{i,k})^{-1}$ can be expressed as

$$\hat{\Omega}_{i,i,k} = \|\varepsilon_{i,k}\|^2_F \hat{\Psi}_{i,i,k} \hat{\Psi}^T_i \left( \sum_{l'=1}^L \|\varepsilon_{l',k}\|^2_F \hat{\Psi}_{i,i,l',k} \hat{\Psi}^T_i + \frac{1}{\rho_{TR}} \hat{\Psi}_{i} \hat{\Psi}^T_i \right)^{-1}.$$  \hspace{1cm} (40)

**Remark 3:** One of the main features of the proposed IQA-WLMMSE channel estimator is that it does not require the explicit knowledge of the IQI at the BS and UTs; indeed, only the equivalent channel covariance matrix and the autocorrelation matrix of the received training signal are needed. This can be observed from (39), where the augmented channel estimate is obtained by filtering the received training signal, i.e., the term in parenthesis, with the IQA-WLMMSE estimator $\hat{\Omega}_{i,i,k}$. The IQA-WLMMSE estimator comprises two components: $\Phi \hat{G}_{i,i,k}$ and $\Phi \hat{\Psi}_{i,i,k}$, which is given in (38), can be rewritten as $\rho_{TR} \mathbb{E} \{ \tilde{g}_{i,i,k} \tilde{g}_{i,i,k}^T \}$, which is the product of the training SNR and the covariance matrix of the augmented equivalent channel $\tilde{g}_{i,i,k}$, and both can be estimated using SNR estimation techniques and channel statistics estimation techniques, respectively. The second component in the IQA-WLMMSE channel estimator is $\Phi \hat{Y}_{i,k}$, which is the autocorrelation of the received training signal.

For the case without pilot contamination, the IQA-WLMMSE channel estimates are given in (39) after setting $L = 1$ and $l = l' = i$ by (39) and (40).

**B. Data Detection**

The proposed IQA-WLMMSE data detector is the widely-linear extension of the conventional MMSE detector considered in Section III-B and employs the estimate of the equivalent channel, $\hat{G}_{i,i} = \left[ \hat{g}_{i,i,1}, \ldots, \hat{g}_{i,i,2K} \right]$, which comprises the actual channel, the IQI at the BS, and the IQI at the UT. The IQA-WLMMSE detector includes the filter vectors for the real and imaginary parts of the signal of the $k$th UT at the $i$th BS and is given by

$$\begin{bmatrix} \hat{u}_{i,k} \\ \hat{u}_{i,k}^{+K} \end{bmatrix} = \begin{bmatrix} \hat{g}_{i,i,k}^T \\ \hat{g}_{i,i,k+K}^T \end{bmatrix} \left( \hat{G}_{i,i} \hat{G}_{i,i}^T + \frac{1}{\rho_{UL}} I_{2N} \right)^{-1},$$

\hspace{1cm} (41)

where $\hat{g}_{i,i,k}$ and $\hat{g}_{i,i,k+K}$ are the $k$th and the $(k + K)$th columns of the estimated augmented channel matrix $\hat{G}_{i,i}$, respectively, and are given in (39). Hence, the decision variable at the output
of the IQA-WLMMSE detector at the $i$th BS corresponding to the $k$th UT can be expressed as
\begin{equation}
\hat{d}_{i,k}^{\text{IQA}} = \tilde{u}_{i,k} \left( \sum_{l=1}^{L} \sqrt{\rho_{UL}} \tilde{\Psi}_{i,j} \tilde{\Xi}_{l} \tilde{d}_{l} + \tilde{\Psi}_{i} \tilde{z}_{i} \right) + j \tilde{u}_{i,k+K} \left( \sum_{l=1}^{L} \sqrt{\rho_{UL}} \tilde{\Psi}_{i,j} \tilde{\Xi}_{l} \tilde{d}_{l} + \tilde{\Psi}_{i} \tilde{z}_{i} \right). \tag{42}
\end{equation}

### C. Asymptotic Sum Rate Analysis

The ergodic sum rate of the IQA-WLMMSE receiver is given by
\begin{equation}
\bar{R}_i^{\text{IQA}} = \sum_{k=1}^{K} \mathbb{E} \left\{ \log_2 \left( 1 + \text{SINR}_{i,k}^{\text{IQA}} \right) \right\}, \tag{43}
\end{equation}
where the expectation is taken with respect to channel realizations. Here, $\text{SINR}_{i,k}^{\text{IQA}}$ is the SINR of the $k$th UT in the $i$th cell at the $i$th BS and is defined as
\begin{equation}
\text{SINR}_{i,k}^{\text{IQA}} = \frac{S_{i,k}^{\text{IQA}}}{I_{i,k}^{\text{IQA}} + Z_{i,k}^{\text{IQA}}}, \tag{44}
\end{equation}
where $S_{i,k}^{\text{IQA}}$, $I_{i,k}^{\text{IQA}}$, and $Z_{i,k}^{\text{IQA}}$ are the useful signal power, interference power, and noise power of the $k$th UT at the $i$th BS, respectively. Using again results from random matrix theory, we will show that the asymptotic sum rate of the IQA-WLMMSE detector can be expressed as
\begin{equation}
\bar{R}_i^{\text{IQA}^\circ} = \sum_{k=1}^{K} \log_2 \left( 1 + \text{SINR}_{i,k}^{\text{IQA}^\circ} \right), \tag{45}
\end{equation}
where the asymptotic SINR expression $\text{SINR}_{i,k}^{\text{IQA}^\circ}$ is provided in the following theorem. In Section [V], we show that the derived asymptotic sum rate accurately predicts the ergodic sum rate, which is obtained through lengthy Monte-Carlo simulations.

**Theorem 2:** In an uplink multi-cell massive MIMO system employing an IQA-WLMMSE receiver, for $N \to \infty$, the asymptotic SINR of the $k$th UT in the $i$th cell is given by
\begin{equation}
\text{SINR}_{i,k}^{\text{IQA}^\circ} = \frac{S_{i,k}^{\text{IQA}^\circ}}{I_{i,k}^{\text{IQA}^\circ} + Z_{i,k}^{\text{IQA}^\circ}}, \tag{46}
\end{equation}
where the asymptotic useful signal power, $S_{i,k}^{\text{IQA}^\circ}$, the asymptotic interference power, $I_{i,k}^{\text{IQA}^\circ}$, and the asymptotic noise power, $Z_{i,k}^{\text{IQA}^\circ}$, are given by
\begin{equation}
S_{i,k}^{\text{IQA}^\circ} = \lim_{N \to \infty} S_{i,k}^{\text{IQA}} = 0.5 \rho_{UL} \left( \frac{|\tilde{X}_{i,k}|^2}{(1 + \tilde{\delta}_{i,k})^2} + \frac{|\tilde{X}_{i,k+K}|^2}{(1 + \tilde{\delta}_{i,k+K})^2} \right). \tag{47}
\end{equation}
Furthermore, by Here, we use \( \bar{\delta}_{i,k} \), \( \bar{\lambda}_{i,l,q} \), and \( \bar{\kappa}_{i,i,q}' \) are the solutions to the following fixed-point equations

\[
\begin{align*}
\bar{\delta}_{i,k} &\triangleq \frac{1}{2N} \text{tr} \left( \Phi_{i,i,k}^{(1)} \right) \left( \frac{1}{2N} \sum_{k=1}^{K} \left( \frac{\Phi_{i,i,k}^{(1)}}{1 + \bar{\delta}_{i,k}} + \frac{\Phi_{i,i,k+K}^{(1)}}{1 + \bar{\delta}_{i,k+K}} \right) + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1}, \\
\bar{\lambda}_{i,l,q} &\triangleq \frac{1}{2N} \sum_{l=1}^{L} \text{tr} \left( \Phi_{i,i,l,k}^{(1)} \right) \left( \frac{1}{2N} \left( \frac{\Phi_{i,i,l,k}^{(1)}}{1 + \bar{\delta}_{i,k}} + \frac{\Phi_{i,i,l,k+K}^{(1)}}{1 + \bar{\delta}_{i,k+K}} \right) + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1}, \\
\bar{\kappa}_{i,i,q}' &\triangleq \frac{1}{2N} \sum_{l=1}^{L} \text{tr} \left( \Phi_{i,i,l,k}^{(1)} \right) \left( \frac{1}{2N} \left( \frac{\Phi_{i,i,l,k}^{(1)}}{1 + \bar{\delta}_{i,k}} + \frac{\Phi_{i,i,l,k+K}^{(1)}}{1 + \bar{\delta}_{i,k+K}} \right) + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1}. 
\end{align*}
\]

Moreover, \( \zeta_{i,l,q}, \bar{\kappa}_{i,i,q}' \), and \( \tilde{\phi}_{i,i,q}' \) in (48) are given by \( \text{tr} \left( B \tilde{\Gamma}_{i,q}' \right) / (4N^2) \), where \( B \) is equal to \( \tilde{R}_{i,l,q}, \tilde{\Phi}_{i,i,k}^{(1)} \), and \( \bar{\Omega}_{i,k} \tilde{R}_{i,l,q} \), respectively, and \( \tilde{\Gamma}_{i,q}' \) is given by \( \Gamma' \) in Lemma 4 after replacing \( N \) by \( 2N \) and setting \( T = \tilde{\Gamma}_i, C = \tilde{\Phi}_{i,i,k}^{(1)} \), and \( \Delta_k = \Phi_{i,i,k}^{(1)}/(2N) \). Similarly, \( \tilde{\zeta}_{i,l,q}, \bar{\kappa}_{i,i,q}' \), and \( \tilde{\phi}_{i,i,q}' \) are given by \( \text{tr} \left( B \tilde{\Gamma}_{i,q}' \right) / (4N^2) \), where \( B \) is equal to \( \tilde{R}_{i,l,q}, \tilde{\Phi}_{i,i,k}^{(1)} \), and \( \bar{\Omega}_{i,k} \tilde{R}_{i,l,q} \), respectively,
and $\tilde{\Gamma}_{i,q}''$ is equal to $T'$ in Lemma 4 after replacing $N$ by $2N$ and setting $T = \tilde{\Gamma}_i$, $C = \tilde{\Phi}^{(1)}_{i,i,k+K}$, and $\Delta_k = \tilde{\Phi}^{(1)}_{i,i,k+K}/(2N)$. Furthermore, $\tilde{\Gamma}_{i,q}'''$ in (49) is equal to $T'$ in Lemma 4 after replacing $N$ by $2N$ and setting $T = \tilde{\Gamma}_i$, $C = \tilde{\Psi}_i$, and $\Delta_k = \tilde{\Phi}^{(1)}_{i,i,k}/(2N)$. We note that if pilot contamination is not present, $l$ and $L$ in (51) are set to $i$ and 1, respectively, and $\tilde{\Omega}_{i,i,k}$ is obtained from (40) after setting $l' = i$ and $L = 1$.

**Proof:** Please refer to Appendix E.

\[ \text{D. Asymptotic Sum Rate Analysis for the Single-Cell Case} \]

Although the provided asymptotic sum rate expression is easy to evaluate numerically, since Theorem 2 considers a very general case, it does not offer much insight for system design. Hence, in order to get some insight regarding the influence of IQI on the performance of uplink massive MIMO systems employing the IQA-WLMMSE receiver, similar to the analysis for the conventional IQU-MMSE receiver, we consider the simpler single-cell case with perfect CSI, and i.i.d. channels for all UTs. In particular, in order to investigate the influence of the IQI on the performance, the cases with IQI present only at the BS and only at UTs are analyzed separately and their asymptotic SINRs and the corresponding improvements compared to the conventional IQU-MMSE receivers are evaluated in the following Corollaries.

**Corollary 4:** In an uplink single-cell massive MIMO system with i.i.d. channel vectors, perfect CSI, and IQI only at the BS, the asymptotic SINR of the $k$th UT for the proposed IQA-WLMMSE receiver for $K, N \to \infty$, $K \ll N$, and $\epsilon_n, \theta_n \ll 1$, is given by

\[
\text{SINR}_{k}^{\text{IQA-BS}} = \frac{N\rho_{UL} \left(1 + \frac{1}{N} \sum_{n=1}^{N} \epsilon_n^2\right)^2}{1 + \frac{1}{N} \sum_{n=1}^{N} \left(\frac{(6 - 2 \sin^2 \theta_n)}{\epsilon_n^2 + \sin^2 \theta_n}\right)},
\]

where $\epsilon_n$ and $\theta_n$ are the amplitude and phase imbalances of the RF chain of the $n$th antenna at the BS.

**Proof:** Please refer to Appendix F.

**Remark 4:** For the system described in Corollary 4 and identical IQI at all BS antenna branches, i.e., $\epsilon_n = \epsilon, \theta_n = \theta, \forall n$, the asymptotic SINR is given by

\[
\text{SINR}_{k}^{\text{IQA-BS}} = \frac{N\rho_{UL} (1 + \epsilon^2)^2}{1 + (6 - 2 \sin^2 \theta) \epsilon^2 + \sin^2 \theta}.
\]

Substituting $\epsilon = \theta = 0$ into (56) leads to $\text{SINR}_{k}^{\text{IQA}} = N\rho_{UL}$ for an ideal system without IQI. From (56), we observe that with increasing number of BS antennas, the sum rate of the proposed
IQA-WLMMSE receiver increases too. In particular, it can be shown that for $\epsilon_n, \theta_n \ll 1$, which is valid for typical IQI values, the asymptotic SINR in (56) is smaller than but very close to $N\rho_{UL}$, i.e., the sum rate of the ideal system without IQI. In addition, comparing the SINR of the IQA-WLMMSE receiver with IQI present only at the BS given in (56) and the corresponding SINR of the conventional IQU-MMSE receiver given in (29), the following asymptotic SINR loss can be obtained

$$\lim_{\beta \to 0} \Delta^\circ_{\text{SINR-BS}} = \frac{\text{SINR}^\circ_k_{\text{IQA-BS}}}{\text{SINR}^\circ_k_{\text{IQU-BS}}} = \frac{(1 + \epsilon^2)^2 (K\rho_{UL} (\epsilon^2 + \frac{1}{4}\theta^2) + 1)}{1 + (6 - 2 \sin^2 \theta) \epsilon^2 + \sin^2 \theta}. \quad (57)$$

From (57), it can be observed that for systems with IQI only at the BS, the SINR loss increases with increasing SNR and increasing number of UTs.

**Corollary 5:** In an uplink single-cell massive MIMO system with i.i.d. channel vectors, perfect CSI, IQI only at the UTs, and equal amplitude and phase mismatches, i.e., $\hat{\epsilon}_k = \hat{\epsilon}, \hat{\theta}_k = \hat{\theta}, \forall k$, the asymptotic SINR of the $k$th UT for the proposed IQA-WLMMSE receiver for $K, N \to \infty$, $K \ll N$, and $\hat{\epsilon}, \hat{\theta} \ll 1$, is given by

$$\text{SINR}^\circ_k_{\text{IQA-UT}} = \frac{N\rho_{UL} (1 + 2\epsilon^2 (1 - 2\cos^2 \hat{\theta}))}{2 (1 + \epsilon^2)} \left( \left( \frac{N\rho_{UL} (1 + 2\epsilon)}{1 + N\rho_{UL} (1 + 2\epsilon)} \right)^2 + \left( \frac{N\rho_{UL} (1 - 2\epsilon)}{1 + N\rho_{UL} (1 - 2\epsilon)} \right)^2 \right). \quad (58)$$

**Proof:** Please refer to appendix G.

Substituting typical values for $\hat{\epsilon}$ and $\hat{\theta}$ into (58), it can be observed that similar to the system with IQI only at the BS, the asymptotic sum rate of the system with IQI only at the UTs increases with increasing number of BS antennas, and is smaller than but almost identical to the sum rate of an ideal system without IQI for $\hat{\epsilon}, \hat{\theta} \ll 1$ and $\rho_{UL} \gg 1$. Moreover, considering (58) and (31), we obtain the following asymptotic SINR loss of the conventional IQU-MMSE receiver compared to the IQA-WLMMSE receiver in a system, where the IQI is only present at the UTs

$$\lim_{\beta \to 0} \frac{\text{SINR}^\circ_k_{\text{IQA-UT}}}{\text{SINR}^\circ_k_{\text{IQU-UT}}} = \frac{N\rho_{UL} (\epsilon^2 + \frac{1}{2} \theta^2)}{2 (1 + \epsilon^2)} \left( \left( \frac{N\rho_{UL} (1 + 2\epsilon)}{1 + N\rho_{UL} (1 + 2\epsilon)} \right)^2 + \left( \frac{N\rho_{UL} (1 - 2\epsilon)}{1 + N\rho_{UL} (1 - 2\epsilon)} \right)^2 \right). \quad (59)$$

From (59), we observe that, if IQI is present only at the UTs, the SINR loss of the conventional IQU-MMSE receiver compared to the IQA-WLMMSE receiver increases with increasing number of BS antennas, $N$. Substituting typical values for $\hat{\epsilon}$ and $\hat{\theta}$, it can also be observed that the SINR
loss of the conventional IQU-MMSE receiver compared to IQA-WLMMSE receiver in systems with IQI only at the UTs is slightly larger than the corresponding loss in systems, where the IQI is present only at the BS. We validate this observation in Section V for multi-cell systems and more general settings.

V. NUMERICAL RESULTS

In order to evaluate the performance of the proposed IQA-WLMMSE receiver and to validate our analytical results, Monte-Carlo simulations have been performed. Here, we assume a system consisting of seven hexagonal cells with a normalized cell radius of one. Without loss of generality, we further assume that the central cell is the target cell. In each cell, there is a BS in the cell center and there are $K$ UTs, which are uniformly distributed on a circle with a radius of $2/3$. The channel model used here comprises path-loss, antenna correlation, and Rayleigh fading. Moreover, we assume that the BS employs a uniform linear array (ULA) and adopt the ULA channel correlation model used in [18]. In particular, we have $\hat{R}_{i,l,k} = c_{i,l,k}^{-3/2} \begin{bmatrix} B_{0} \otimes (N-M) \end{bmatrix}$, where $c_{i,l,k}$ is the distance between the $k$th UT in the $l$th cell and the $i$th BS, and $B = [b(\phi_{1}), \ldots, b(\phi_{M})]$, the steering vector $b(\phi_{m})$ is defined as $b(\phi_{m}) = [1, \ldots, e^{-2\pi j \gamma(N-1) \sin(\phi_{m})/\lambda}]^{T} / \sqrt{M}$ with $\phi_{m} = -\pi/2 + (m-1)\pi/M$ being the $m$th angle of arrival (AoA), and $\gamma$ and $\lambda$ being the antenna spacing and the wavelength, respectively [18].

In Fig. I the ergodic sum rates of the IQA-WLMMSE receiver, the IQU-MMSE receiver, the MMSE receiver in the absence of IQI, and the MMSE receiver in an ideal system with perfect CSI are depicted. Here, we assume $\rho_{UL} = 15$ dB and $\rho_{TR} = 10$ dB, and we further assume that the IQI is present at both the BS and the UTs. Moreover, except for the perfect CSI case, full pilot contamination is assumed. The number of UTs is set to $K = 10$ and the amplitude and phase mismatches at the UTs and the different antenna branches of the BSs are randomly and uniformly distributed in the range of $0.15 \leq \hat{\epsilon}_{l,k}, \epsilon_{i,n} \leq 0.2$, $1^\circ \leq \hat{\theta}_{l,k}, \theta_{i,n} \leq 2^\circ$, $\forall k \in \{1, \cdots, K\}, i \in \{1, \cdots, N\}, l \in \{1, \cdots, L\}$, respectively. As can be observed from Fig. I even small amplitude and phase mismatches lead to a high sum rate loss of the IQU-MMSE receiver compared to the ideal system without IQI. As expected from the analysis of the simplified single-cell channel model in Section III-D the rate loss associated with IQI does not
vanish even if the number of BS antennas is much larger than the number of UTs. For example, for \( N = 80 \), the rate loss of the IQU-MMSE receiver compared to the system without IQI is approximately 60%. Furthermore, as expected from the analysis of the simplified single-cell channel model in Section V-D, the proposed IQA-WLMMSE receiver achieves a substantially higher sum rate than the IQU-MMSE receiver and closely approaches the sum rate of the MMSE receiver in an ideal system without IQI. In Fig. 1 we also present analytical results for the asymptotic sum rates of the IQU-MMSE receiver and the IQA-WLMMSE receiver given in (17) and (45), respectively. For large \( N \), a perfect match between analytical and simulation results is observed for all receivers. Nevertheless, even for small numbers of BS antennas, the match between asymptotic and simulation results is good.

In Fig. 2 we investigate whether IQI at the UTs or IQI at the BSs is more harmful. To do so, we compare the sum rate performance of systems with IQI only at the BS (BS-IQI), IQI only at the UTs (UT-IQI), and IQI at both BSs and UTs (BSUT-IQI). For clarity of presentations, only analytical results are shown in Fig. 2. However, all results were verified by simulations. Here, we consider a system without pilot contamination but with channel estimation errors, and \( \rho_{UL} = 15 \text{ dB} \) and \( \rho_{TR} = 10 \text{ dB} \). The amplitude and phase mismatches are generated in the same
Fig. 2. Sum rate vs. number of BS antennas $N$ for $K = 10$, $\rho_{UL} = 15$ dB, $\rho_{TR} = 10$ dB, and no pilot contamination.

manner as for Fig. [1]. From Fig. [2] we observe that if the IQU-MMSE receiver is employed, the system with IQI at both UTs and BSs yields the lowest sum rate, as expected. Furthermore, the system with IQI only at the BSs achieves a higher sum rate than the system with IQI only at the UTs. We note that this effect could also be observed in Section III-D, where analytical expressions for the asymptotic SINRs in the simplified single-cell system were derived. In fact, the sum rate of the system with IQI both at the BSs and the UTs approaches the sum rate of the system with IQI only the UTs for large numbers of BS antennas. A similar behavior can be observed for the sum rate performance of the IQA-WLMMSE receiver. Again, the system with IQI only at the BSs achieves the highest sum rate followed by the system with IQI only at the UTs and the system with IQI both at the UTs and the BSs. We note that this behavior supports the results in [10], where the authors claim that in the asymptotic regime, where the number of BS antennas is very large, H/W imperfections at the UTs are more harmful than those at the BS.

In Fig. [3] the influence of the amplitude mismatch $\epsilon$ on the sum rate of the conventional IQU-MMSE and the proposed IQA-WLMMSE receivers is investigated. For convenience, we assume that all UTs and BS antenna branches have the same phase and amplitude mismatches, i.e., $\tilde{\epsilon}_{l,k} = \epsilon_{i,n} = \epsilon$, $\tilde{\theta}_{l,k} = \theta_{i,n} = \theta = 2^\circ$, $\forall k \in \{1, \ldots, K\}, i \in \{1, \ldots, N\}, l \in \{1, \ldots, L\}$. The
number of BS antennas and the number of UTs are set to $N = 100$ and $K = 10$, respectively. Moreover, we assume full pilot contamination and we further assume that the transmit data and training SNRs are $\rho_{UL} = 15$ dB and $\rho_{TR} = 10$ dB, respectively. From Fig. 3, it can be seen that the sum rate of the IQU-MMSE receiver rapidly decreases with increasing amplitude mismatch.
The proposed IQA-WLMMSE receiver performs significantly better than the IQU-MMSE receiver and its performance loss compared to the ideal system without IQI is small even for large amplitude mismatches.

The impact of phase mismatch on the sum rate performance is depicted in Fig. 4. The same simulation parameters as for Fig. 3 are adopted. However, now the amplitude mismatch at all UTs and BS antenna branches is set to $\epsilon = 0.02$, and the performance is evaluated for different values of phase mismatch $\theta$. Similar to Fig. 3, it can be observed that the sum rate of the IQU-MMSE receiver decreases rapidly with increasing mismatch. Moreover, the proposed IQA-WLMMSE receiver has a substantially higher performance than the IQU-MMSE receiver and its performance loss compared to the ideal system without IQI is negligible even for large phase mismatches.

VI. Conclusion

We have proposed an IQA-WLMMSE receiver for uplink multi-cell massive MIMO systems suffering from IQI at both the BS and the UTs. In the considered system, CSI acquisition and data detection are affected by IQI, pilot contamination, and multi-cell interference. The proposed receiver comprises a channel estimator and a data detector and processes the real and imaginary parts of the received signal separately. Our simulation and analytical results show that, if left unattended, IQI causes severe performance losses even if the number of BS antennas is much larger than the number of UTs. The proposed IQA-WLMMSE receiver yields a substantially higher sum rate than the IQU-MMSE receiver and approaches the performance of the MMSE receiver in an ideal system without IQI. Furthermore, we observed that for the conventional IQU-MMSE receiver, IQI at the UTs is more harmful than IQI at the BS. We validated our simulation results by providing analytical expressions for the asymptotic sum rate using tools from random matrix theory.

Appendix A - Some Useful Lemmas

Lemma 1 ([19, Theorem 7]): Let $p, q \in \mathbb{C}^{N \times 1}$ have mutually independent, i.i.d. zero-mean unit variance Gaussian distributed elements and $A \in \mathbb{C}^{N \times N}$ be a Hermitian matrix with bounded spectral norm, whose elements are independent of $p$ and $q$. Then,

$$
\frac{1}{N} q^H A q \xrightarrow{a.s.} \frac{1}{N} \text{tr} (A) \quad (60)
$$
\[
\frac{1}{N} \mathbf{p}^H \mathbf{A} \mathbf{q} \xrightarrow{\text{a.s.}} 0. \tag{61}
\]

**Lemma 2 (\cite{20} Rank-1 Perturbation Lemma):** Let \( \mathbf{A} \in \mathbb{C}^{N \times N} \), \( \mathbf{q} \in \mathbb{C}^{N \times 1} \), and \( \mathbf{B} \in \mathbb{C}^{N \times N} \) be a Hermitian nonnegative definite matrix. Moreover, let \( \alpha \) and \( \alpha' \) be positive real numbers. Then,

\[
\left| \text{tr} \left( \mathbf{A} (\mathbf{B} + \alpha \mathbf{I}_N)^{-1} - \mathbf{A} (\mathbf{B} + \alpha' \mathbf{q} \mathbf{q}^H + \alpha \mathbf{I}_N)^{-1} \right) \right| \leq \frac{\| \mathbf{A} \|}{\alpha}. \tag{62}
\]

**Lemma 3 (\cite{21} Theorem 1):** Let \( \mathbf{A} \in \mathbb{C}^{N \times N} \) and \( \mathbf{B} \in \mathbb{C}^{N \times N} \) be Hermitian nonnegative definite and \( \mathbf{G} \in \mathbb{C}^{N \times K} \) have random column vectors \( \mathbf{g}_k \sim \mathcal{CN}(0, \Delta_k) \). Moreover, \( \mathbf{A} \), \( \mathbf{B} \), and \( \Delta_k, \forall k = 1, \ldots, K \), have bounded spectral norms. Then, for positive \( \alpha \),

\[
\frac{1}{N} \text{tr} \left( \mathbf{A} (\mathbf{G} \mathbf{G}^H + \mathbf{B} + \alpha \mathbf{I}_N)^{-1} \right) \xrightarrow{\text{a.s.}} \frac{1}{N} \text{tr} (\mathbf{A}^T), \tag{63}
\]

where \( T \) is given by

\[
T = \left( \frac{1}{N} \sum_{k=1}^{K} \frac{\Delta_k}{1 + \delta_k} + \mathbf{B} + \alpha \mathbf{I}_N \right)^{-1}, \tag{64}
\]

with \( \delta_k \) being the solution to the fixed-point equation

\[
\delta_k = \frac{1}{N} \text{tr} \left( \Delta_k \left( \frac{1}{N} \sum_{j=1}^{K} \frac{\Delta_j}{1 + \delta_j} + \mathbf{B} + \alpha \mathbf{I}_N \right)^{-1} \right). \tag{65}
\]

**Lemma 4 (\cite{21}):** Let \( \mathbf{A} \in \mathbb{C}^{N \times N} \), \( \mathbf{B} \in \mathbb{C}^{N \times N} \), and \( \mathbf{G} \in \mathbb{C}^{N \times K} \) be defined as in Lemma 3. Then, for Hermitian nonnegative definite \( \mathbf{C} \in \mathbb{C}^{N \times N} \) with bounded spectral norm,

\[
\frac{1}{N} \text{tr} \left( \mathbf{A} (\mathbf{G} \mathbf{G}^H + \mathbf{B} + \alpha \mathbf{I}_N)^{-1} \mathbf{C} (\mathbf{G} \mathbf{G}^H + \mathbf{B} + \alpha \mathbf{I}_N)^{-1} \right) \xrightarrow{\text{a.s.}} \frac{1}{N} \text{tr} (\mathbf{A}^T), \tag{66}
\]

where \( T' \) is defined as

\[
T' = TCT + \frac{1}{N} T \sum_{k=1}^{K} \frac{\Delta_k \delta_k'}{(1 + \delta_k)^2} T, \tag{67}
\]

where \( T \) and \( \delta_k \) are given by (64) and (65), respectively and \( \delta' = [\delta'_1, \ldots, \delta'_K]^T = (\mathbf{I}_K - \mathbf{Y})^{-1} \mathbf{x} \), where the elements of \( \mathbf{Y} \in \mathbb{C}^{K \times K} \) and \( \mathbf{x} \in \mathbb{C}^{K \times 1} \) are given by

\[
[y]_{k,q} = \frac{1}{N} \text{tr} (\Delta_k T \Delta_q T) \quad \text{and} \quad [x]_k = \frac{1}{N} \text{tr} (\Delta_k TCT). \tag{68}
\]


APPENDIX B - PROOF OF THEOREM 1

According to [14], for the IQU-MMSE receiver, the useful signal of the $k$th UT received at the $i$th BS can be expressed as

$$
\hat{d}_{i,k} = \left( \sqrt{\rho_{UL}} \xi_{A,i,k} \hat{g}_{i,i,k}^H (\hat{G}_{i,i} \hat{G}_{i,i}^H + \frac{1}{\rho_{UL}} I_N)^{-1} \Psi_{A,i} h_{i,i,k} + \sqrt{\rho_{UL}} \xi^*_{B,i,k} \hat{g}_{i,i,k}^H (\hat{G}_{i,i} \hat{G}_{i,i}^H + \frac{1}{\rho_{UL}} I_N)^{-1} \times \Psi_{B,i} h_{i,i,k} \right) d_{i,k}.
$$

(69)

Thus, in the large system limit for $N \to \infty$, the useful signal power of the $k$th UT received at the $i$th BS converges to

$$
S_{IQU}^{i,k} = \lim_{N \to \infty} \rho_{UL} \left( \left( \frac{\xi_{A,i,k} \hat{g}_{i,i,k}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{1}{N \rho_{UL}} I_N \right)^{-1} \Psi_{A,i} h_{i,i,k} \right)^2 + \left| \frac{\xi^*_{B,i,k} \hat{g}_{i,i,k}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{1}{N \rho_{UL}} I_N \right)^{-1} \Psi_{B,i} h_{i,i,k} \right|^2 \right).
$$

(70)

Applying the matrix inversion lemma [22], Lemmas 1, 2, and 3, the first term on the right hand side of (70) can be rewritten as

$$
\left| \frac{\xi_{A,i,k} \hat{g}_{i,i,k}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{1}{N \rho_{UL}} I_N \right)^{-1} \Psi_{A,i} h_{i,i,k} \right|^2 = \frac{\xi_{A,i,k} \lambda_{i,k}^{(A)}}{1 + \frac{1}{N \rho_{UL}} \Lambda_{i,k}^{-1} \Psi_{A,i} h_{i,i,k}}^2 \xrightarrow{a.s.} N \to \infty \left| \frac{\xi_{A,i,k} \lambda_{i,k}^{(A)}}{1 + \delta_{i,k}} \right|^2,
$$

(71)

where $\Lambda_{i,k}$ is defined as

$$
\Lambda_{i,k} = \frac{1}{N} \hat{G}_{i,i} \hat{G}_{i,i}^H - \frac{1}{N \rho_{UL}} \hat{g}_{i,i,k} \hat{g}_{i,i,k}^H + \frac{1}{N \rho_{UL}} I_N,
$$

(72)

$\delta_{i,k}$ is given in (22), and $\lambda_{i,k}^{(A)}$ is given in (23) for $l = i$. Similarly, the second term on the right hand side of (70) can be expressed as

$$
\left| \frac{\xi^*_{B,i,k} \hat{g}_{i,i,k}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{1}{N \rho_{UL}} I_N \right)^{-1} \Psi_{B,i} h_{i,i,k} \right|^2 \xrightarrow{a.s.} N \to \infty \left| \frac{\xi^*_{B,i,k} \lambda_{i,k}^{(B)}}{1 + \delta_{i,k}} \right|^2,
$$

(73)

where $\lambda_{i,k}^{(B)}$ is given in (24) for $l = i$. Next, we derive an analytical expression for the asymptotic value of the interference power for $N \to \infty$. According to (14), the interference part of the received signal of the $k$th UT at the $i$th BS is given by

$$
\sqrt{\rho_{UL}} \sum_{l=1}^{L} \sum_{q=1}^{K} \xi_{A,l,q} \hat{g}_{i,i,l,q}^H \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{1}{N \rho_{UL}} I_N \right)^{-1} \Psi_{A,i} h_{i,l,q} + \xi^*_{B,l,q} \hat{g}_{i,i,l,q}^H \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{1}{N \rho_{UL}} I_N \right)^{-1} \times \Psi_{B,i} h_{i,l,q}.
$$
In the asymptotic regime, when \( N \to \infty \), the interference power in (74) converges to

\[
I_{i,k}^\intercal = \lim_{N \to \infty} \rho_{UL} \sum_{l=1}^{L} \sum_{q=1}^{K} \left( \frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right)^2 + \left( \frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right)^2 + \left( \frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right)^2 + \left( \frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right)^2.
\]

(75)

The first term on the right hand side of (75) can be rewritten as [18]

\[
\sum_{l=1}^{L} \sum_{q=1}^{K} \left( \frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right)^2 + \sum_{l=1}^{L} \sum_{q=1}^{K} \left( \frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right)^2 + \sum_{l=1}^{L} \sum_{q=1}^{K} \left( \frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right)^2.
\]

(76)

Applying the matrix inversion Lemma [22] and Lemmas [123] and [3] yields

\[
\frac{\xi_{A,l,q} \hat{G}_{i,i}^H}{N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \xrightarrow{\text{a.s.}} \xi_{A,l,k} \left( \xi_{A,k} + \xi_{B,l,k} \right) \text{tr} \left( \Psi_{A,i} R_{i,i,k} \Psi_{A,i}^H \Omega_{i,k} \Gamma_i \right) \frac{N}{1 + \delta_{i,k}}
\]

(77)

where \( \delta_{i,k} \) and \( \chi_{i,k}^{(A)} \) are given in [22] and [23], respectively. On the other hand, for the second term on the right hand side of (76), we define \( \Theta_{i,i,k} = \mathbb{E} \left\{ \hat{g}_{i,i,k} \right\} \), apply the matrix inversion Lemma [22] and Lemmas [123] and [4] and obtain [18]

\[
\left| \frac{1}{N} \xi_{A,l,q} \hat{G}_{i,i,k} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right|^2 = \left| \frac{1}{N} \xi_{A,l,q} \hat{G}_{i,i,k} \hat{h}_{i,l,q} \Psi_{A,i} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^H}{N} + \frac{I_N}{N \rho_{UL}} \right)^{-1} \hat{G}_{i,i} \hat{h}_{i,l,q} \right|^2 = \left| \frac{1}{N} \xi_{A,l,q} \hat{G}_{i,i,k} \hat{h}_{i,l,q} \Psi_{A,i} \hat{G}_{i,i} \hat{G}_{i,i}^{-1} \hat{G}_{i,k} \hat{h}_{i,l,q} \right|^2 = \left| \frac{1}{N} \xi_{A,l,q} \hat{G}_{i,i,k} \hat{h}_{i,l,q} \Psi_{A,i} \hat{G}_{i,i} \hat{G}_{i,i}^{-1} \hat{G}_{i,k} \hat{h}_{i,l,q} \right|^2.
\]
\[
\frac{|\xi_{A,l,q}|^2}{(1 + \delta_{i,q})^2} \left( \frac{h_{i,l,q}^H \Psi_{i,l,q}^H \Lambda_{i,l,q}^{-1} \Theta_{i,l,q} \Lambda_{i,l,q}^{-1} \Psi_{i,l,q} h_{i,l,q}}{N^2} + \frac{|h_{i,l,q}^H \Psi_{i,l,q}^H \Lambda_{i,l,q}^{-1} \Theta_{i,l,q} \Lambda_{i,l,q}^{-1} \Psi_{i,l,q} h_{i,l,q}|^2}{N^2 (1 + \delta_{i,q})} \right) \bigg|_{N \to \infty} \xrightarrow{a.s.} \frac{|\xi_{A,l,q}|^2}{(1 + \delta_{i,q})^2} \left( \frac{\kappa_{i,l,q}}{1 + \delta_{i,q}} \right)^2 - 2 \Re \left\{ \frac{\lambda_{i,l,q}^A}{1 + \delta_{i,q}} \right\} = \frac{|\xi_{A,l,q}|^2}{(1 + \delta_{i,q})^2} \left( \frac{\kappa_{i,l,q}}{1 + \delta_{i,q}} \right)^2,
\]
where \( \kappa_{i,l,q} \) and \( \lambda_{i,l,q}^A \) are obtained by replacing \( k \) with \( q \) in (22) and (23), respectively. In (78), \( s_{i,l,q} \), \( \kappa_{i,l,q} \), and \( \phi_{i,l,q}^A \) are defined as
\[
\frac{1}{N^2} h_{i,l,q}^H \Psi_{i,l,q}^H \Lambda_{i,l,q}^{-1} \Theta_{i,l,q} \Lambda_{i,l,q}^{-1} \Psi_{i,l,q} h_{i,l,q} \xrightarrow{a.s.} \frac{1}{N^2} \text{tr} \left( R_{i,l,q} \Psi_{i,l,q}^H \Gamma'_{i,l,q} \Psi_{i,l,q} \right) \triangleq \chi_{i,l,q} \quad (80)
\]
\[
\frac{1}{N^2} g_{i,l,q}^H \Lambda_{i,l,q}^{-1} \Theta_{i,l,q} \Lambda_{i,l,q}^{-1} g_{i,l,q} \xrightarrow{a.s.} \frac{1}{N^2} \text{tr} \left( \Theta_{i,l,q} \Gamma'_{i,l,q} \right) \triangleq \kappa_{i,l,q} \quad (81)
\]
\[
\frac{1}{N^2} h_{i,l,q}^H \Psi_{i,l,q}^H \Lambda_{i,l,q}^{-1} \Theta_{i,l,q} \Lambda_{i,l,q}^{-1} g_{i,l,q} \xrightarrow{a.s.} \frac{1}{N^2} \text{tr} \left( R_{i,l,q} \Psi_{i,l,q}^H \Gamma'_{i,l,q} \Omega_{i,l,q} \Psi_{i,l,q} \right) \triangleq \phi_{i,l,q} \quad (82)
\]
where \( \Gamma'_{i,l,q} \) is given by T' in Lemma 4 with A, B, T, C, and \( \Delta_k \) being set to \( \Omega_{i,l,q} \Psi_{i,l,q}^H \Lambda_{i,l,q}^{-1} \Psi_{i,l,q} \), \( \Omega_{i,l,q} \), \( \Theta_{i,l,q} \), \( \Theta_{i,l,q} \), and \( \Theta_{i,l,q} / N \), respectively, where \( \Omega_{i,l,q} \) is an all-zero \( N \times N \) matrix. Considering (76)-(82), and performing similar mathematical operations for the remaining terms in (75), we obtain the expression in (20) for the interference power of the kth UT received at the ith BS. Furthermore, applying the matrix inversion lemma [22], the asymptotic noise power at the output of the IQU-MMSE detector corresponding to the kth UT in the ith cell is obtained as
\[
Z_{i,k}^{IQU} = \lim_{N \to \infty} \frac{g_{i,k,i}^H \Lambda_{i,k,i}^{-1} \Psi_{i,k,i} \Lambda_{i,k,i}^{-1} \Psi_{i,k,i} g_{i,k,i}}{N^2 (1 + \frac{1}{N} g_{i,k,i}^H \Lambda_{i,k,i}^{-1} g_{i,k,i})^2} + \frac{g_{i,k,i}^H \Lambda_{i,k,i}^{-1} \Psi_{i,k,i} \Lambda_{i,k,i}^{-1} \Psi_{i,k,i} g_{i,k,i}}{N^2 (1 + \frac{1}{N} g_{i,k,i}^H \Lambda_{i,k,i}^{-1} g_{i,k,i})^2}.
\]
Then applying Lemmas 1-4, the asymptotic expression for the noise power at the output of the IQU-MMSE detector in (21) is obtained from (83). This completes the proof.

**Appendix C - Proof of Corollary 1**

Applying the matrix inversion lemma [22], and Lemmas 1, 2, and 3, the useful signal power of the kth UT for IQU-MMSE detector in a single-cell uplink massive MIMO system with i.i.d.
Furthermore, the interference power of the MIMO system can be expressed as

\[ S_{i,k}^{\text{IQI}} = \lim_{N \to \infty} \rho_{UL} \left| \frac{1}{N} h_{i,k}^H \Psi_A^H \Lambda_i^{-1} \Psi_A h_{i,k} \right|^2 = \lim_{N \to \infty} \frac{\rho_{UL} \left| \frac{1}{N} h_{i,k}^H \Psi_A^H \Lambda_i^{-1} \Psi_A h_{i,k} \right|^2}{(1 + \frac{1}{N} \left| \frac{1}{N} h_{i,k}^H \Psi_A^H \Lambda_i^{-1} \Psi_A h_{i,k} \right|^2)} = \frac{\rho_{UL} \delta^2}{(1 + \delta)^2}, \]

where \( \Lambda_i \triangleq \frac{1}{N} G_i G_i^H + \frac{1}{N \rho_{UL}} I_N \), and \( \delta \) is defined as

\[ \delta = \lim_{N \to \infty} \frac{1}{N} h_{i,k}^H \Psi_A^H \Lambda_i^{-1} \Psi_A h_{i,k} = \lim_{N \to \infty} \frac{1}{N} \text{tr} \left( \Psi_A \Psi_A^H \Gamma \right), \]

and \( \Gamma \) is given by

\[ \Gamma = \left( \beta \Psi_A \Psi_A^H \frac{\delta}{1 + \delta} \frac{1}{N \rho_{UL} I_N} \right)^{-1}. \]

Assuming \( \beta \ll 1, \delta \gg 1 \), and applying Taylor series expansion, (85) can be rewritten as

\[ \Gamma \approx N \rho_{UL} \left( I_N - \frac{N \rho_{UL} \beta \Psi_A \Psi_A^H}{1 + \delta} \right). \]

Substituting (84) into (86) and considering \( \beta \ll 1 \) and \( \delta \gg 1 \), the following quadratic equation is obtained

\[ \delta^2 + (1 - N \rho_{UL} \mu) \delta + \left( N^2 \rho_{UL}^2 \beta \mu' - N \rho_{UL} \mu \right) = 0, \]

where \( \mu = \text{tr} \left( \Psi_A \Psi_A^H \right) / N \) and \( \mu' = \text{tr} \left( \left( \Psi_A \Psi_A^H \right)^2 \right) / N \). Solving (87) and assuming \( \beta \to 0 \) leads to

\[ \delta = \frac{N \rho_{UL}}{2} \left( \mu + \sqrt{\mu^2 + 4 \beta \mu'} \right) \overset{\beta \to 0}{\longrightarrow} N \rho_{UL} \mu. \]

Now, substituting (88) into (86) and considering \( \beta \ll 1 \) yields

\[ \Gamma \overset{\beta \to 0}{\longrightarrow} N \rho_{UL} I_N. \]

Furthermore, the interference power of the kth UT in the considered single-cell uplink massive MIMO system can be expressed as

\[ I_{i,k}^{\text{IQI}} = \sum_{q=1, q \neq k}^{K} \rho_{UL} \left| \frac{1}{N} h_{i,i,k}^H \Psi_A^H \Lambda_i^{-1} \Psi_A h_{i,i,q} \right|^2 + \sum_{q=1}^{K} \rho_{UL} \left| \frac{1}{N} h_{i,i,k}^H \Psi_A^H \Lambda_i^{-1} \Psi_B h_{i,i,q} \right|^2. \]

Using the matrix inversion lemma [22], and Lemmas 1 2 and 3 the first term on the right hand side of (90) can be expressed as

\[ \sum_{q=1, q \neq k}^{K} \rho_{UL} \left| \frac{1}{N} h_{i,i,k}^H \Psi_A^H \Lambda_i^{-1} \Psi_A h_{i,i,q} \right|^2 \overset{\text{a.s.}}{\longrightarrow} \frac{\beta \rho_{UL} \delta'}{(1 + \delta)^4}. \]
Here, $\delta'$ is given by

$$
\delta' = \frac{1}{N} \text{tr} \left( \Psi_A \Psi_A^H A_i^{-1} \Psi_A \Psi_A^H A_i^{-1} \right) = \frac{1}{N} \text{tr} \left( \left( \Psi_A \Psi_A^H \Gamma \right)^2 \right) = \frac{1 - \frac{\beta}{(1 + \delta)^2} \frac{1}{N} \text{tr} \left( \left( \Psi_A \Psi_A^H \Gamma \right)^2 \right)}{\beta \rightarrow 0} \mu' N^2 \rho_{UL}^2,
$$

(92)

where we used Lemma 4 and (89). Following a similar procedure, and considering $\delta \gg 1$, the second term on the right hand side of (90) can be approximated as

$$
\sum_{q=1}^{K} \rho_{UL} \left| \frac{1}{N} h_{i,k}^H \Psi_A A_i^{-1} \Psi_B h_{i,q}^* \right|^2 = \sum_{q=1}^{K} \frac{1}{N^2} \rho_{UL} h_{i,k}^H \Psi_B A_i^{-1} \Psi_A h_{i,k} h_{i,q}^H \Psi_A A_i^{-1} \Psi_B h_{i,q}
$$

a.s. $\frac{\beta \rho_{UL} \delta''}{N \rightarrow \infty} \frac{1}{(1 + \delta)^2},$

(93)

where $\delta''$ is given by

$$
\delta'' = \lim_{N \rightarrow \infty} \frac{1}{N} \text{tr} \left( \Psi_A \Psi_A^H A_i^{-1} \Psi_B \Psi_B A_i^{-1} \right) = \frac{1}{N} \text{tr} \left( \left( \Psi_A \Psi_A^H \Gamma \Psi_B \Psi_B^H \Gamma \right) \right) = \frac{1 - \frac{\beta}{(1 + \delta)^2} \frac{1}{N} \text{tr} \left( \left( \Psi_A \Psi_A^H \Gamma \right)^2 \right)}{\beta \rightarrow 0} \mu'' N^2 \rho_{UL}^2,
$$

(94)

with $\mu'' = \text{tr} \left( \Psi_A \Psi_A^H \Psi_B \Psi_B^H \right) / N$ and we used Lemma 4 and (89). Moreover, considering (14) for $L = 1$, perfect CSI, and no IQI at the UTs, applying the matrix inversion lemma [22] and Lemmas 1, 2, and 3 the received noise power corresponding to the $k$th UT is given by

$$
Z_{k}^{1}\mu \frac{a.s.}{N \rightarrow \infty} \frac{\delta' + \delta''}{N (1 + \delta)^2}.
$$

(95)

Furthermore, considering the definition of $\Psi_A$ and $\Psi_B$ in Section II-A, $\epsilon_{i,n}, \theta_{i,n} \ll 1$, and performing simple algebraic operations yields $\mu = 1 + \sum_{n=1}^{N} (\epsilon_n^2 - 1) \sin^2 \frac{\theta_n}{2}, \mu' = \sum_{n=1}^{N} (1 + (\epsilon_n^2 - 1) \sin^2 \frac{\theta_n}{2}) / N, \mu'' = \sum_{n=1}^{N} \left( \frac{1}{2} \sin^2 \theta + \epsilon_n^2 \right) / N$. This completes the proof.

**APPENDIX D - PROOF OF COROLLARY 3**

Applying the matrix inversion lemma [22], and Lemmas 1, 2, and 3, the useful signal power of the $k$th UT for the IQU-MMSE detector in a single-cell uplink massive MIMO system with i.i.d. channels, IQI only at the UT, and perfect CSI (i.e., with $\hat{g}_{i,i,k} = \xi_A h_{i,i,k}$) is obtained as

$$
S_{k}^{1}\mu \frac{a.s.}{N \rightarrow \infty} \frac{\rho_{UL} \left| \frac{1}{N} h_{i,k}^H \xi_A A_i^{-1} \xi_A h_{i,i,k} \right|^2}{(1 + \delta)^2} = \frac{\rho_{UL} \left| \frac{1}{N} h_{i,k}^H \xi_A A_i^{-1} \xi_A h_{i,i,k} \right|^2}{(1 + \delta)^2},
$$

(96)

where $\Lambda_i \triangleq \frac{1}{N} G_{i,i} G_{i,i}^H + \frac{1}{N_{j,N}} I_N$, $\Lambda_{i,k} \triangleq \Lambda_i - \frac{1}{N} g_{i,i,k} g_{i,i,k}^H$ and $\delta$ is defined as

$$
\delta = \lim_{N \rightarrow \infty} \frac{1}{N} h_{i,k}^H \xi_A A_i^{-1} \xi_A h_{i,i,k} = \lim_{N \rightarrow \infty} \frac{\left| \xi_A \right|^2}{N} \text{tr} \left( \Gamma \right),
$$

(97)
and $\Gamma$ is given by
\[
\Gamma = \left( \frac{\beta|\xi_A|^2}{1 + \delta} + \frac{1}{N\rho_{UL}} \right)^{-1} I_N. \tag{98}
\]
Applying similar techniques as in the proof of Corollary 1, we obtain
\[
\delta \xrightarrow{\beta \to 0} |\xi_A|^2 N\rho_{UL}, \tag{99}
\]
\[
\Gamma \xrightarrow{\beta \to 0} N\rho_{UL} I_N. \tag{100}
\]
Furthermore, the interference power of the $k$th UT in the considered single-cell uplink massive MIMO system can be expressed as
\[
I_{\text{IQU}}^{i,k} = \sum_{q=1,q\neq k}^K \rho_{UL} \left| \frac{1}{N} h_{i,i,k}^H \xi_A^{-1} \xi_A h_{i,i,q} \right|^2 + \sum_{q=1}^K \rho_{UL} \left| \frac{1}{N} h_{i,i,k}^H \xi_A^{-1} \xi_A h_{i,i,q} \right|^2. \tag{101}
\]
Using the matrix inversion lemma [22] and Lemmas 1, 2, and 3, the first term on the right hand side of (101) can be expressed as
\[
\sum_{q=1,q\neq k}^K \rho_{UL} \left| \frac{1}{N} h_{i,i,k}^H \xi_A^{-1} \xi_A h_{i,i,q} \right|^2 \xrightarrow{\beta \to 0} \beta\rho_{UL}\delta' \left( 1 + \delta \right)^4. \tag{102}
\]
Here, $\delta'$ is given by
\[
\delta' = \frac{1}{N} \text{tr} \left( |\xi_A|^4 \Lambda_1^{-2} \right) = \frac{1}{N} \text{tr} \left( |\xi_A|^4 \Gamma^2 \right) \xrightarrow{\beta \to 0} |\xi_A|^4 N^2 \rho_{UL}^2, \tag{103}
\]
where we used Lemma 4 and (100). Following a similar procedure, and considering $\delta \gg 1$, the second term on the right hand side of (101) can be approximated as
\[
\sum_{q=1}^K \rho_{UL} \left| \frac{1}{N} h_{i,i,k}^H \xi_A^{-1} \xi_A h_{i,i,q} \right|^2 \xrightarrow{N \to \infty} \rho_{UL} \delta^2 \left( 1 + \delta \right)^2 |\xi_B|^2. \tag{104}
\]
Moreover, considering (14) for $L = 1$, perfect CSI, and no IQI at the BS and applying the matrix inversion lemma [22] and Lemmas 1, 2, and 3 the received noise power of the $k$th UT is given...
by

\[ Z_{i,k}^{IQU} = \left| \frac{1}{N} h_{i,i,k}^H \xi_A \Lambda_i^{-1} z_i \right|^2 \xrightarrow{\text{a.s.}} \frac{|\xi_A|^2}{N} \left(\frac{1}{N} \text{tr} (\Lambda_i^{-2}) \right) \xrightarrow{\text{a.s.}} \frac{\rho_{UL}^2 |\xi_A|^2}{N (1 + \delta)^2} \approx \frac{1}{N} |\xi_A|^2. \]

(105)

Considering (96) (101), (102) (104), (105), and performing straightforward algebraic simplifications yields (31). This completes the proof.

**APPENDIX E - PROOF OF THEOREM 2**

According to (42), for the IQA-WLMMSE detector, the useful signal power corresponding to the \( k \)th UT in the \( i \)th cell is given by

\[ S_{i,k}^{IQA} = 0.5 \rho_{UL} \left| \frac{\hat{g}_{i,i,k}^T}{2N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^T}{2N} + \frac{1}{2N \rho_{UL}} I_{2N} \right) \right|^{-1} \left| \frac{\hat{g}_{i,i,k}}{2N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^T}{2N} + \frac{1}{2N \rho_{UL}} I_{2N} \right) \right|^{-1} \]

\[ \times \left| \hat{g}_{i,i,k+1} \right|^2, \quad (106) \]

where the first and second terms on the right hand side represent the power of the real and imaginary parts of the useful signal, respectively. Applying the matrix inversion lemma [22], we obtain the following expression for the first term on the right hand side of (106)

\[ \left| \frac{\hat{g}_{i,i,k}^T}{2N} \left( \frac{\hat{G}_{i,i} \hat{G}_{i,i}^T}{2N} + \frac{1}{2N \rho_{UL}} I_{2N} \right) \right|^{-1} \left| \hat{g}_{i,i,k} \right|^2 = \left| \frac{1}{2N} \hat{g}_{i,i,k}^T \tilde{\Lambda}_{i,k}^{-1} \hat{g}_{i,i,k} \right|^2, \quad (107) \]

where \( \tilde{\Lambda}_{i,k} \) is given by

\[ \tilde{\Lambda}_{i,k} = \frac{1}{2N} \hat{G}_{i,i} \hat{G}_{i,i}^T - \frac{1}{2N} \hat{g}_{i,i,k} \hat{g}_{i,i,k}^T + \frac{1}{2N \rho_{UL}} I_{2N}. \]

(108)

Considering (39) and applying Lemmas 12 and 3 yields

\[ \left| \frac{1}{2N} \hat{g}_{i,i,k}^T \tilde{\Lambda}_{i,k}^{-1} \hat{g}_{i,i,k} \right| \xrightarrow{\text{a.s.}} \frac{|\tilde{\chi}_{i,k}|^2}{\left(1 + \tilde{\delta}_{i,k}\right)^2}, \]

(109)

where \( \tilde{\chi}_{i,k} \) and \( \tilde{\delta}_{i,k} \) are defined as

\[ \tilde{\delta}_{i,k} \triangleq \frac{1}{2N} \text{tr} \left( \hat{\Phi}_{i,i,k}^{(1)} \hat{\Gamma}_i \right) = \lim_{N \to \infty} \frac{1}{2N} \hat{g}_{i,i,k}^T \tilde{\Lambda}_{i,k}^{-1} \hat{g}_{i,i,k}, \quad (110) \]

\[ \tilde{\chi}_{i,k} \triangleq \frac{1}{2N} \text{tr} \left( \hat{\Phi}_{i,i,k}^{(2)} \hat{\Gamma}_i \right) = \lim_{N \to \infty} \frac{1}{2N} \hat{g}_{i,i,k}^T \tilde{\Lambda}_{i,k}^{-1} \hat{g}_{i,i,k}. \]

(111)
Moreover, $\Phi_{i,i,k}^{(1)}$ and $\Phi_{i,i,k}^{(2)}$ are given by

$$
\Phi_{i,i,k}^{(1)} = \Omega_{i,i,k} \left( 0.5 \sum_{l=1}^{L} ([\Xi_{l,k}]_{1,1}^{2} + [\Xi_{l,k}]_{2,2}^{2}) \Psi_{i} \tilde{R}_{i,l,k} \Psi_{i}^{T} + \frac{1}{2 \rho_{TR}} \bar{\Psi}_{i} \bar{\Psi}_{i}^{T} \right) \Omega_{i,i,k}^{T} \quad (112)
$$

$$
\Phi_{i,i,k}^{(2)} = 0.5 \left( [\Xi_{l,k}]_{1,1}^{2} + [\Xi_{l,k}]_{2,2}^{2} \right) \Omega_{i,i,k} \tilde{\Psi}_{i} \tilde{R}_{i,l,k} \tilde{\Psi}_{i}^{T},
$$

and $\tilde{\Gamma}_{i}$ is determined as

$$
\tilde{\Gamma}_{i} = \left( \frac{1}{2N} \sum_{k=1}^{K} \left( \frac{\Phi_{i,i,k}^{(1)}}{1 + \delta_{i,k}} + \frac{\Phi_{i,i,k+K}^{(1)}}{1 + \delta_{i,k+K}} \right) + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1},
$$

where $\tilde{\Phi}_{i,i,k+K}^{(1)}$ is defined as

$$
\tilde{\Phi}_{i,i,k+K}^{(1)} = \Omega_{i,i,k} \left( 0.5 \sum_{l=1}^{L} ([\Xi_{l,k}]_{1,1}^{2} + [\Xi_{l,k}]_{2,2}^{2}) \Psi_{i} \tilde{R}_{i,l,k} \Psi_{i}^{T} + \frac{1}{2 \rho_{TR}} \bar{\Psi}_{i} \bar{\Psi}_{i}^{T} \right) \Omega_{i,i,k},
$$

and $\delta_{i,k}$ and $\delta_{i,k+K}$ are the solutions to the following fixed-point equations

$$
\tilde{\delta}_{i,k} = \frac{1}{2N} \text{tr} \left( \tilde{\Phi}_{i,i,k}^{(1)} \left( \frac{1}{2N} \sum_{q=1}^{K} \left( \frac{\tilde{\Phi}_{i,i,q}^{(1)}}{1 + \delta_{i,q}} + \frac{\tilde{\Phi}_{i,i,q+K}^{(1)}}{1 + \delta_{i,q+K}} \right) + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1} \right) \quad (116)
$$

$$
\tilde{\delta}_{i,k+K} = \frac{1}{2N} \text{tr} \left( \tilde{\Phi}_{i,i,k+K}^{(1)} \left( \frac{1}{2N} \sum_{q=1}^{K} \left( \frac{\tilde{\Phi}_{i,i,q}^{(1)}}{1 + \delta_{i,q}} + \frac{\tilde{\Phi}_{i,i,q+K}^{(1)}}{1 + \delta_{i,q+K}} \right) + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1} \right). \quad (117)
$$

Similarly, the second term on the right hand side of (106) can be expressed as

$$
\frac{1}{2N} \left| \tilde{g}_{i,i,k+K}^{T} \left( \frac{1}{2N} \tilde{G}_{i,i}^{T} \tilde{G}_{i,i} + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1} \tilde{g}_{i,i,k+K} \right|^{2} = \left( \frac{1}{2N} \tilde{g}_{i,i,k+K}^{T} \tilde{G}_{i,i,k+K} \tilde{g}_{i,i,k+K} + \frac{1}{2N \rho_{UL}} I_{2N} \right)^{-1} \right) \quad (118)
$$

where $\tilde{\delta}_{i,k+K}$ is given in (117) and $\tilde{\chi}_{i,k+K}$ is defined as

$$
\tilde{\chi}_{i,k+K} = \frac{1}{2N} \text{tr} \left( \tilde{\Phi}_{i,i,k+K}^{(2)} \tilde{\Gamma}_{i} \right) \quad (119)
$$

with

$$
\tilde{\Phi}_{i,i,k+K}^{(2)} = 0.5 \left( [\Xi_{l,k}]_{1,1}^{2} + [\Xi_{l,k}]_{2,2}^{2} \right) \Omega_{i,i,k} \tilde{\Psi}_{i} \tilde{R}_{i,l,k} \tilde{\Psi}_{i}^{T}. \quad (120)
$$
Considering (106), (109), and (118) the asymptotic useful signal power can be expressed as

\[
S^{\text{IQA}}_{i,k} = \lim_{N \to \infty} S^{\text{IQA}}_{i,k} = 0.5 \rho_{\text{UL}} \left( \frac{|\tilde{X}_{i,k}|^2}{1 + \tilde{\delta}_{i,k}} + \frac{|\tilde{X}_{i,k} + \tilde{K}|^2}{1 + \tilde{\delta}_{i,k} + \tilde{K}} \right). \tag{121}
\]

According to (22), the interference power of the signal corresponding to the kth UT observed at the output of the IQA-WLMMSE detector of the ith BS is given by

\[
I_{i,k}^{\text{IQA}} = \frac{0.5 \rho_{\text{UL}}}{4N^2} \sum_{l=1}^{L} \sum_{q=1}^{K} \left( |\hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q}|^2 + |\hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q} + \sum_{q=1}^{K} \left( |\hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q}|^2 + \right)
\]

where \( \tilde{\Lambda}_i = \frac{1}{2N} \Gamma_{i,i,k} \hat{g}^T_{i,i,k} + \frac{1}{2N \rho_{\text{UL}}} I_{2N} \). The first term on the right hand side of (122) can be reformulated as

\[
\sum_{l=1}^{L} \sum_{q=1}^{K} \left( |\hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q}|^2 \right) = \sum_{l=1}^{L} \left( |\hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q}|^2 \right) + \sum_{q=1}^{K} \left( |\hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q}|^2 \right). \tag{123}
\]

Applying the matrix inversion lemma [22], Lemmas 1-3, and considering (110) yields

\[
\frac{1}{2N} \hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q} = \frac{\frac{1}{2N} \hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q}}{1 + \frac{1}{2N} \hat{g}^T_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,l,q}} \xrightarrow{\text{a.s.}} \frac{\text{tr} \left( \Phi^{(2)}_{i,i,k} \Gamma_{i} \right)}{2N \left( 1 + \tilde{\delta}_{i,k} \right)} = \tilde{\lambda}_{i,l,k}, \tag{124}
\]

where \( \tilde{\lambda}_{i,l,k} \) is defined as

\[
\tilde{\lambda}_{i,l,k} = \frac{1}{2N} \text{tr} \left( \Phi^{(2)}_{i,i,k} \Gamma_{i} \right), \tag{125}
\]

and \( \Phi^{(2)}_{i,i,k} \) is given by (113). On the other hand, for the second term on the right hand side of (123), using matrix the inversion lemma [22] and Lemmas 1-3 yields (18)

\[
\frac{1}{1 + \tilde{\delta}_{i,k}} = \frac{1}{4N^2} \left( 1 + \tilde{\delta}_{i,k} \right)^2 \frac{\text{tr} \left( \Phi^{(1)}_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,i,q} \right)}{\text{tr} \left( \Phi^{(1)}_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,i,q} \right) + \text{tr} \left( \Phi^{(1)}_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,i,q} \right) + \text{tr} \left( \Phi^{(1)}_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,i,q} \right)} - 2 \text{Re} \left( \frac{\text{tr} \left( \Phi^{(1)}_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,i,q} \right) \text{tr} \left( \Phi^{(1)}_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,i,q} \right)}{1 + \tilde{\delta}_{i,k}} \right) \xrightarrow{\text{a.s.}} \frac{1}{1 + \tilde{\delta}_{i,k}} \frac{\text{tr} \left( \Phi^{(1)}_{i,i,k} \tilde{\Lambda}^{-1}_{i} \hat{g}_{i,i,q} \right)}{1 + \tilde{\delta}_{i,k}}.
Applying the matrix inversion lemma \cite{22}, and Lemmas 1-3 in (106), the asymptotic power of the useful signal of the $k$th UT in a single-cell uplink massive MIMO system with perfect CSI and IQI only at the BS is given by

$$S_{i,k}^{\text{IQA}} = \frac{0.5\rho_{\text{UL}} \left| \mathbf{g}_{i,k}^{\text{T}} \Lambda_{i,k}^{-1} \mathbf{g}_{i,k} \right|^2}{4N^2 \left( 1 + \frac{1}{2N} \mathbf{g}_{i,k}^{\text{T}} \Lambda_{i,k}^{-1} \mathbf{g}_{i,k} \right)^2} + \frac{0.5\rho_{\text{UL}} \left| \mathbf{g}_{i,k}^{\text{T}} \Lambda_{i,k}^{-1} \mathbf{g}_{i,k+k} \right|^2}{4N^2 \left( 1 + \frac{1}{2N} \mathbf{g}_{i,k+k}^{\text{T}} \Lambda_{i,k+k}^{-1} \mathbf{g}_{i,k+k} \right)^2} = \rho_{\text{UL}} \bar{\rho}^2 \left( 1 + \delta_i \right)^2,$$

(132)
where
\[
\tilde{\delta} = \frac{1}{2N} \text{tr} \left( \tilde{\Psi} \tilde{\Psi}^T \tilde{\Gamma} \right),
\] (133)
and \( \tilde{\Gamma} \) is given by
\[
\tilde{\Gamma} = \left( \frac{\beta \tilde{\Psi} \tilde{\Psi}^T}{1 + \delta} + \frac{1}{2N\rho_{UL}} I_{2N} \right)^{-1}.
\] (134)
Assuming \( \beta \ll 1 \), \( \tilde{\delta} \gg 1 \), and applying Taylor series expansion, (134) can be rewritten as
\[
\tilde{\Gamma} \approx 2N\rho_{UL} \left( I_{2N} - \frac{2N\rho_{UL} \beta \tilde{\Psi} \tilde{\Psi}^T}{1 + \delta} \right).
\] (135)
Substituting (133) into (135) and considering \( \beta \ll 1 \), the following quadratic equation is obtained
\[
\tilde{\delta}^2 + (1 - 2N\rho_{UL}\tilde{\mu}) \tilde{\delta} + \left( 4N^2\rho_{UL}^2 \beta \tilde{\Psi} \tilde{\Psi}^T \right) = 0,
\] (136)
where \( \tilde{\mu} = \text{tr} \left( \tilde{\Psi} \tilde{\Psi}^T \right) / (2N) \) and \( \tilde{\mu} = \text{tr} \left( \left( \tilde{\Psi} \tilde{\Psi}^T \right)^2 \right) / (2N) \). Solving (136) and applying further straightforward simplifications leads to
\[
\tilde{\delta} = 2N\rho_{UL} \frac{\tilde{\mu} + \sqrt{\tilde{\mu}^2 + 4\beta \tilde{\mu}}}{2} \rightarrow 2N\rho_{UL}\tilde{\mu}.
\] (137)
Substituting (137) into (135) and considering \( \beta \ll 1 \) yields
\[
\tilde{\Gamma} = 2N\rho_{UL} I_{2N}.
\] (138)
Now, we evaluate the interference power of the \( k \)th UT in the considered single-cell uplink massive MIMO system, which can be expressed as
\[
I_{iQA}^{i\text{U}} = \sum_{k=1}^{2K} \frac{0.5\rho_{UL}}{4N^2} \left( \left| \hat{g}_{i,k}^T \tilde{\Lambda}_i^{-1} \hat{g}_{i,k} \right|^2 + \left| \tilde{g}_{i,k}^T \tilde{\Lambda}_i^{-1} \tilde{g}_{i,k} \right|^2 \right) = \frac{\rho_{UL}}{8N^2} \sum_{k=1}^{2K} \sum_{q=1,q \neq k} \hat{g}_{i,k}^T \tilde{\Lambda}_i^{-1} \hat{g}_{i,q} \tilde{\Lambda}_i^{-1} \hat{g}_{i,k} + \frac{\rho_{UL}}{8N^2} \sum_{k=1,q \neq k} \hat{g}_{i,k}^T \tilde{\Lambda}_i^{-1} \hat{g}_{i,q} \tilde{\Lambda}_i^{-1} \hat{g}_{i,k} \overset{a.s.}{\underset{N \rightarrow \infty}{\longrightarrow}} \frac{\rho_{UL} \beta \tilde{\delta}'}{(1 + \delta')^4},
\] (139)
where we applied the matrix inversion lemma \[22\] and Lemmas 1 and 2. Here, \( \tilde{\delta}' \) is given by
\[
\tilde{\delta}' = \frac{1}{2N} \text{tr} \left( \tilde{\Psi} \tilde{\Psi}^T \tilde{\Lambda}_i^{-1} \tilde{\Psi} \tilde{\Psi}^T \tilde{\Lambda}_i^{-1} \right) = \frac{1}{2N} \text{tr} \left( \left( \tilde{\Psi} \tilde{\Psi}^T \tilde{\Lambda}_i^{-1} \right)^2 \right) \left( 1 - \frac{\beta}{(1 + \delta')^2} \frac{1}{2N} \text{tr} \left( \left( \tilde{\Psi} \tilde{\Psi}^T \tilde{\Lambda}_i^{-1} \right)^2 \right) \right),
\] (140)
where we used Lemma 3. Assuming \( \beta \ll 1 \) leads to
\[
\tilde{\delta}' = 4N^2\rho^2 \tilde{\tilde{\mu}}.
\] (141)
Moreover, the received noise power corresponding to the $k$th UT is given by

$$Z_{i,k}^{\text{IQA}} = \frac{1}{2N} \epsilon_{i,k}^T A_i^{-1} \Psi z_i^2 + \frac{1}{2N} \epsilon_{i,k+k}^T A_i^{-1} \Psi z_i^2 = \frac{1}{4N^2} g_{i,k}^T A_i^{-1} \Psi z_i^2 \Psi z_i^T A_i^{-1} g_{i,k} + $$

$$+ \frac{1}{4N^2} \bar{g}_{i,k+k}^T A_i^{-1} \bar{z}_i^T \Psi \bar{z}_i \Psi A_i^{-1} g_{i,k+k} +$$

$$\frac{1}{4N^2} \bar{g}_{i,k+k}^T A_i^{-1} \bar{z}_i^T \Psi \bar{z}_i \Psi A_i^{-1} g_{i,k+k} +$$

where we applied the matrix inversion lemma \cite{22} and Lemmas 1-4. Now, combining (132), (139), (142), and $\bar{\delta} \gg 1$ yields

$$\text{SINR}_{i,k}^{\text{IQA}} = \frac{\rho_{\text{UL}}^2 \tilde{\mu}^4}{\beta \tilde{\mu} N + \rho_{\text{UL}} \tilde{\mu}^2}. \quad (143)$$

Next, we derive closed-form expressions for $\tilde{\mu} = \text{tr} \left( \tilde{\Psi} \tilde{\Psi}^T \right) / 2N$ and $\tilde{\mu} = \text{tr} \left( \tilde{\Psi} \tilde{\Psi}^T \right) / 2N$. It can be easily shown that $\text{III}^T = \text{I}_{2N}$. Considering this and using (3), we obtain $\tilde{\mu} = \sum_{n=1}^N ||A_n||^2 / 2N = 1 + \frac{1}{N} \sum_{n=1}^N \epsilon_n^2$. Similarly, $\tilde{\mu}$ is obtained as $\tilde{\mu} = \frac{1}{2N} \sum_{n=1}^N (1 + \epsilon_n)^4 + (1 - \epsilon_n)^4 + 2 (1 - \epsilon_n^2) \sin^2 \theta_n$. Using $\epsilon_n \ll 1$ and performing simple algebraic operations yields $\tilde{\mu} = 1 + \frac{1}{2N} \sum_{n=1}^N (12 - 4 \sin^2 \theta_n) \epsilon_n^2 + 2 \sin^2 \theta_n$. This completes the proof.

APPENDIX G - PROOF OF COROLLARY 5

From (106), the matrix inversion lemma \cite{22}, and Lemmas 1-3, we obtain the asymptotic power of the useful signal of the $k$th UT in a single-cell uplink massive MIMO system with perfect CSI and IQI only at the UT as

$$S_{i,k}^{\text{IQA}} = \frac{\rho_{\text{UL}}}{2N} \left( \frac{1}{2N} \bar{g}_{i,k}^T A_i^{-1} g_{i,k} \right)^2 + \frac{\rho_{\text{UL}}}{2N} \left( \frac{1}{2N} \bar{g}_{i,k+k}^T A_i^{-1} g_{i,k+k} \right)^2 \xrightarrow{N \to \infty} \frac{\rho_{\text{UL}} \tilde{\delta}_k^2}{2 \left( 1 + \tilde{\delta}_k^2 \right)^2}, \quad (144)$$

where

$$\tilde{\delta}_k = \frac{[\Xi_{i,k}]_{1,1}^2 + [\Xi_{i,k}]_{2,1}^2}{4N} \text{tr} \left( \tilde{\Gamma} \right), \quad (145)$$

$$\tilde{\delta}_{k+K} = \frac{[\Xi_{i,k}]_{1,2}^2 + [\Xi_{i,k}]_{2,2}^2}{4N} \text{tr} \left( \tilde{\Gamma} \right). \quad (146)$$

Applying similar techniques as in the proof of Corollary 4, we obtain

$$\tilde{\delta}_k \xrightarrow{\beta \to 0} N \rho_{\text{UL}} \left( [\Xi_{i,k}]_{1,1}^2 + [\Xi_{i,k}]_{2,1}^2 \right), \quad (147)$$
Performing straightforward algebraic manipulations leads to
\[
\delta_{k+K} \xrightarrow{\beta \to 0} N \rho_{UL} \left( [\Xi_{i,k}]^2_{1,2} + [\Xi_{i,k}]^2_{2,2} \right),
\] (148)
\[
\tilde{\Gamma} \xrightarrow{\beta \to 0} 2N \rho_{UL} I_{2N}.
\] (149)

Substituting (147) and (148) into (144) yields
\[
S^\text{IQA} \xrightarrow{0} 0.5 \rho_{UL} \left( \frac{N \rho_{UL} (1 + 2\epsilon)}{1 + N \rho_{UL} (1 + 2\epsilon)} \right)^2 + \left( \frac{N \rho_{UL} (1 - 2\epsilon)}{1 + N \rho_{UL} (1 - 2\epsilon)} \right)^2.
\]
(150)

Performing straightforward algebraic manipulations leads to
\[
S^\text{IQA} = 0.5 \rho_{UL} \left( \frac{N \rho_{UL} (1 + 2\epsilon)}{1 + N \rho_{UL} (1 + 2\epsilon)} \right)^2 + \left( \frac{N \rho_{UL} (1 - 2\epsilon)}{1 + N \rho_{UL} (1 - 2\epsilon)} \right)^2.
\]
(151)

Applying similar techniques as in the proof of Corollary 4, the asymptotic interference power of the \( k \)th UT in the considered single-cell uplink massive MIMO system can be expressed as
\[
\rho_{UL} \sum_{q=1,q\neq k}^{2K} \left( \left( \tilde{g}^T_{i,i,k} \tilde{A}_i^{-1} \tilde{g}_{i,q} \right)^2 + \left( \tilde{g}^T_{i,i,k+K} \tilde{A}_i^{-1} \tilde{g}_{i,q} \right)^2 \right) = \rho_{UL} \sum_{q=1,q\neq k}^{2K} \left( \frac{g^T_{i,i,k} \Lambda^{-1}_{i,k} g_{i,q}}{8N^2 (1 + \delta_k)^2} \right)^2 \xrightarrow{N \to \infty} \frac{\beta \rho_{UL}}{2 \left(1 + \delta_k \right)^2} + \frac{\beta \rho_{UL}}{2 \left(1 + \delta_{k+K} \right)^2}.
\]
(152)

Similar to the proof of Corollary 4, the asymptotic noise power of the \( k \)th UT can be written as
\[
Z^\text{IQA} = \frac{1}{2N} \tilde{g}^T_{i,i,k} \tilde{A}_i^{-1} \tilde{z}_i \xrightarrow{N \to \infty} \frac{1}{2N} \tilde{g}^T_{i,i,k+K} \tilde{A}_i^{-1} \tilde{z}_i = \frac{1}{4N^2 (1 + \delta_k)^2} \left( [\Xi_{i,k}]^2_{1,1} + [\Xi_{i,k}]^2_{2,1} \right) \text{tr} \left( \hat{\Gamma}_i \right) \xrightarrow{N \to \infty} \frac{1}{16N^2 (1 + \delta_k)^2} \left( [\Xi_{i,k}]^2_{1,2} + [\Xi_{i,k}]^2_{2,2} \right) \text{tr} \left( \hat{\Gamma}_i \right)
\]
(153)
Observing (152) and (153) and considering $\beta \ll 1$ and $\tilde{\delta}_k, \tilde{\delta}_{k+K} \gg 1$ the interference power vanishes and the only remaining disturbance is the noise power. Taking this into account and performing straightforward algebraic operations leads to (58). This completes the proof.

REFERENCES

[1] T. L. Marzetta, “Noncooperative Cellular Wireless with Unlimited Numbers of Base Station Antennas,” *IEEE Trans. Wireless Commun.*, vol. 9, no. 11, pp. 3590–3600, Nov. 2010.

[2] F. Rusek, D. Persson, B. K. Lau, E. Larsson, T. Marzetta, O. Edfors, and F. Tufvesson, “Scaling up MIMO: Opportunities and Challenges with Very Large Arrays,” *IEEE Signal Process. Mag.*, vol. 30, no. 1, pp. 40–60, Jan. 2013.

[3] H. Ngo, E. Larsson, and T. Marzetta, “Energy and Spectral Efficiency of Very Large Multiuser MIMO Systems,” *IEEE Trans. Commun.*, vol. 61, no. 4, pp. 1436–1449, Feb. 2013.

[4] S. Verdu, *Multiuser Detection*. Cambridge University Press, 1998.

[5] B. Razavi, *RF Microelectronics*. Englewood Cliffs, NJ: Prentice-Hall, 1998.

[6] A. Tarighat and A. Sayed, “MIMO OFDM Receivers for Systems With IQ Imbalances,” *IEEE Trans. Signal Process.*, vol. 53, no. 9, pp. 3583–3596, Sep. 2005.

[7] V. Gottumukkala and H. Minn, “Capacity Analysis and Pilot-Data Power Allocation for MIMO-OFDM With Transmitter and Receiver IQ Imbalances and Residual Carrier Frequency Offset,” *IEEE Trans. Veh. Technol.*, vol. 61, no. 2, pp. 553–565, Feb. 2012.

[8] A. Hakkarainen, J. Werner, K. Dandekar, and M. Valkama, “Widely-Linear Beamforming and RF Impairment Suppression in Massive Antenna Arrays,” *Journal Commun. Netw.*, vol. 15, no. 4, pp. 383–397, Aug. 2013.

[9] A. Hakkarainen, J. Werner, K. R. Dandekar, and M. Valkama, “Analysis and Augmented Spatial Processing for Uplink OFDMA MU-MIMO Receiver Under Transceiver I/Q Imbalance and External Interference.” [Online]. Available: [http://arxiv.org/abs/1407.0524](http://arxiv.org/abs/1407.0524).

[10] E. Björnson, J. Hoydis, M. Kountouris, and M. Debbah, “Massive MIMO Systems With Non-Ideal Hardware: Energy Efficiency, Estimation, and Capacity Limits,” *IEEE Trans. Inf. Theory*, vol. 60, no. 11, pp. 7112–7139, Nov. 2014.

[11] S. Zarei, W. Gerstacker, and R. Schober, “I/Q Imbalance Aware Widely-Linear Precoding for Downlink Massive MIMO Systems,” in *Proc. Globecom Workshops (GC Wkshps)*, Dec. 2014, pp. 301–307.

[12] N. Kolomvakis, M. Matthaiou, J. Li, M. Coldrey, and T. Svensson, “Massive MIMO with IQ Imbalance: Performance Analysis and Compensation,” in *Proc. IEEE ICC*, 2015.

[13] B. Picinbono and B. Chevalier, “Widely Linear Estimation with Complex Data,” *IEEE Trans. Signal Process.*, vol. 43, no. 8, pp. 2030–2033, Aug. 1995.

[14] D. Darsena, G. Gelli, L. Paura, and F. Verde, “Widely-Linear Beamforming/Combining Techniques for MIMO Wireless Systems,” in *Proc. ISCCSP*, May 2012, pp. 1–5.

[15] D. Darsena, G. Gelli, and F. Verde, “Widely-Linear Precoders and Decoders for MIMO Channels,” in *Proc. ISWCS*, Aug. 2013, pp. 1–5.

[16] J. Jose, A. Ashikhmin, T. Marzetta, and S. Vishwanath, “Pilot Contamination Problem in Multi-Cell TDD Systems,” in *Proc. IEEE ISIT*, Jun. 2009, pp. 2184–2188.
[17] S. M. Kay, *Fundamentals of Statistical Signal Processing, Volume I: Estimation Theory*. Prentice Hall, 1998.

[18] J. Hoydis, S. ten Brink, and M. Debbah, “Massive MIMO in the UL/DL of Cellular Networks: How Many Antennas Do We Need?” *IEEE J. Sel. Areas Commun.*, vol. 31, no. 2, pp. 160–171, Feb. 2013.

[19] J. Evans and D. N. C. Tse, “Large System Performance of Linear Multiuser Receivers in Multipath Fading Channels,” *IEEE Trans. Inf. Theory*, vol. 46, no. 6, pp. 2059–2078, Sep. 2000.

[20] R. Couillet and M. Debbah, *Random Matrix Methods for Wireless Communications*. Cambridge University Press, 2011.

[21] S. Wagner, R. Couillet, M. Debbah, and D. T. M. Slock, “Large System Analysis of Linear Precoding in Correlated MISO Broadcast Channels Under Limited Feedback,” *IEEE Trans. Inf. Theory*, vol. 58, no. 7, pp. 4509–4537, Jul. 2012.

[22] R. A. Horn and C. R. Johnson, *Matrix Analysis*. Cambridge University Press, 2013.