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Abstract

Foundation Models (FMs) have demonstrated unprecedented capabilities including zero-shot learning, high fidelity data synthesis, and out of domain generalization. However, as we show in this paper, FMs still have poor out-of-the-box performance on expert tasks (e.g. retrieval of car manuals technical illustrations from language queries), data for which is either unseen or belonging to a long-tail part of the data distribution of the huge datasets used for FM pre-training. This underlines the necessity to explicitly evaluate and finetune FMs on such expert tasks, arguably ones that appear the most in practical real-world applications. In this paper, we propose a first of its kind FETA benchmark built around the task of teaching FMs to understand technical documentation, via learning to match their graphical illustrations to corresponding language descriptions. Our FETA benchmark focuses on text-to-image and image-to-text retrieval in public car manuals and sales catalogue brochures. FETA is equipped with a procedure for completely automatic annotation extraction (code would be released upon acceptance), allowing easy extension of FETA to more documentation types and application domains in the future. Our automatic annotation leads to an automated performance metric shown to be consistent with metrics computed on human-curated annotations (also released). We provide multiple baselines and analysis of popular FMs on FETA leading to several interesting findings that we believe would be very valuable to the FM community, paving the way towards real-world application of FMs for practical expert tasks currently “overlooked” by standard benchmarks focusing on common objects.

1 Introduction

Foundation Models (FMs) is a broad term, relating to models that through their training on huge data acquire “skills” going beyond the base training objectives [6]. They are commonly trained using hundreds of millions of data points and a collection of base tasks either uni-modal, e.g. only language, or multi-modal, e.g. text-image pairs. Remarkably, the skills acquired by FMs demonstrate very good transferability to a wide variety of new downstream tasks, many times with very limited or no data for the target task. Since their introduction in the Natural Language Processing (NLP) domain [6, 13, 47], FMs have been applied to uni-modal [8, 13, 47] and multi-modal [1, 5, 22, 21, 32, 33, 46, 53, 61, 64, 65] Vision & Language (V&L) scenarios, as well as demonstrated unprecedented capabilities for high fidelity data synthesis [41, 48, 50] and out of domain generalization [49]. However, despite the tremendous progress in FMs many gaps still remain open with regards to reaching human level performance in some mundane tasks [57], as well as in many human expert ones. In particular, for many types of ‘specialized’ data (e.g. illustrated technical, scientific documentation, medical, or other expert domains data), which are of the utmost interest for many real-world applications, FM performance is still lacking in many respects due to: (i) specialized
Figure 1: We introduce FETA, a novel dataset and benchmark for evaluating and improving Foundation (V&L) Models performance on expert data tasks. In contrast to mainstream benchmarks used to evaluate FMs, FETA does not focus on common objects captured with consumer cameras (left), instead providing a completely automatic pipeline for extracting (mostly other visual domains) expert data from publicly available technical and other documentation. Also, as opposed to original CLIP, FETA’s MIL-CLIP method can learn from multiple-hypothesis data automatically extracted from complex document’s pages (see right) comprised of multiple images and texts without apparent 1:1 association.

data may not be present in the web-crawled internet-scale datasets [17, 46, 51] used to train FMs; (ii) even if specialized data is present, it is deep in the long-tail of the data distribution statistics, meaning that due to the limited capacity, or the information bottleneck [58], of the FM models, useful representation features for this data are not significant in the FMs’ learned representation space; (iii) commonly, a large domain gap exists between natural image common-objects biased data and the accompanying text used for FM training and sketch-like / synthetic / non-consumer-camera imagery commonly appearing in expert data scenarios. This suggests that to be utilized for expert data applications, FMs need to be tuned to better represent this data, driving the under-represented features that are necessary for such data to emerge. But how can one analyze and tune for such effects?

Our proposed Foundation models for Expert Task Applications (FETA) benchmark and dataset is intended to bridging the gap between the ‘common object’ oriented benchmarks (e.g. ImageNet) currently used to evaluate V&L FM performance and more complex specialized objects (e.g. an engine diagram, or a car mechanical part) typical to many real-world applications targeting expert tasks. To the best of our knowledge, the FETA is the first benchmark aiming at evaluating and improving the FMs performance in the expert data domains. The first version of FETA focuses on Text-to-Image (T2I) & Image-to-Text (I2T) retrieval in technical documentation, specifically diverse car service manuals from multiple manufacturers, and sales (currently IKEA annual) catalogues. Our proposed automatic annotation process is general and can support ingestion of any variety of programmatic PDF documents with illustrations, making FETA easily extensible to additional expert tasks and content domains, either by us (in future versions of FETA) or by other members of the community. The FETA is also equipped with our proposed method for automatic extraction of text-image pairs both for fine-tuning the models as well as for automatic performance evaluation. Our method is based on establishing multiple-hypothesis text-image correspondence via co-location of images and surrounding text on the pages of the processed PDFs. Although completely non-curated, we

1 our code for automatic ingestion and generating V&L text-image pairs supervision for arbitrary collection of programmatic PDFs with illustrations will be released upon acceptance
show how comparative metrics established by our proposed automatic annotation technique translate consistently to a metric established via manually curated ground truth data, thus indicating the utility of the proposed automatic metric which, as explained above, effortlessly extends to any arbitrary expert tasks and content domains we expect to be added to FETA in the future. Finally, we provide a large set of interesting baselines on our collected FETA data including popular off-the-shelf FMs, various methods for finetuning FMs on the train set of FETA, as well as some interesting application of a combination of Locked and Multiple-Instance-Learning fine-tuning schemes demonstrating significantly superior performance on both automatic as well as manually curated metrics of FETA, paving the way to real practical applications of the proposed fine-tuning techniques.

To summarize, our key contributions are as follows: (i) We propose Foundation models for Expert Task Applications (FETA) - first of its kind dataset and benchmark - targeting the evaluation and improvement of the Foundation Models performance on expert data domain tasks prevalent in real-world applications; (ii) We propose and release an automatic text-image pairs extraction pipeline fitting any collection of illustrated programmatic PDFs or even broader documents data, making our proposed FETA easily extensible to new content domains and expert data applications drawing from this abundant source of expert V&L data; (iii) We propose an automatic evaluation metric for FMs on expert tasks using our proposed data extraction pipeline and show this metric leads to consistent performance results relatively to the ones resulting from a manually curated metric (also released in FETA) (iv) We provide a large collection of baselines on FETA including out-of-the-box FMs, FETA tuned-FMs, and a novel combination of Low Ranked Adaptor finetuning using Multiple Instance Learning schemes reaching the best performance by a large margin; (v) Our findings corroborate our proposition that out-of-the-box FMs performance drops significantly when moving away from common object benchmarks and entering expert domains, underlining the value of our proposed FETA benchmark for future research towards paving the way to real-world practical applications of FMs in expert domains. The FETA dataset is available for download here 2.

2 Dataset Collection

2.1 Source and Description

Documents are a natural data-source to find text-image pairs, since images in documents have either captions or at the minimum are related to their surrounding textual content. In order to obtain real-world images, and not schematics or scientific figures, we chose documents related to consumer goods such as product catalogues and manuals. Such documents typically provide both images of the product and a textual description. This specific data was chosen due to several important criteria. First, the data is abundant with a large variety of text and images. Second, the data includes images which are not "natural" domain and belong to the long-tail distribution of the training data for the FMs. Finally, when collecting the data we considered the legal and privacy issues such that the data is freely available without any legal claims limiting its distribution. We downloaded 349 car service manuals from https://www.workshopservicemanual.com/ each comprising 20 to 1602 pages. The documents were then processed, such that all text and images were automatically extracted. In the following sections we will describe in detail the automatic processing and annotation flow. Additionally, FETA also includes IKEA yearly catalogues data. The data was published by [69] for semantic based sentence recognition in images, the data is available for download 3. The IKEA data was processed identically to the car-manuals dataset and is detailed in the supplementary material.

2.2 Data Conversion

The product-related source documents are in PDF format, which is notoriously hard to extract data from. In the past years, tools 4 and cloud-services 5 have been developed to convert PDF documents 3 55 to JSON semantically, meaning that structural elements of the document (e.g. title, paragraphs, section-headers, tables, images, etc) are extracted semantically and easily accessible in the final JSON document. This semantic conversion is achieved by leveraging pre-trained ML methods for Layout-Segmentation 34 43 & Table-Understanding 40. In the Layout-Segmentation, document components such as text-blocks, tables and images are visually identified using state-of-

---

2 https://ai-vision-public-datasets.s3.eu.cloud-object-storage.appdomain.cloud/FETA/feta.tar.gz
3 https://github.com/ivc-yz/SSR
4 https://github.com/DS4SD/deepsearch-toolkit
5 https://deepsearch-experience.res.ibm.com
Table 1: **Dataset Statistics.** In total, the first version of FETA contains around 56K extracted images and around 89K pieces of extracted image related text. Additional statistics are available in Section 2 of the supplementary material.

| Manufacturer | Docs | Avg. Pages/Doc | Avg. Images/Doc | Avg. Texts/Doc |
|--------------|------|----------------|----------------|---------------|
| Nissan       | 275  | 149            | 138            | 249           |
| Toyota       | 24   | 107            | 122            | 180           |
| Mazda        | 9    | 149            | 413            | 657           |
| Chevrolet    | 31   | 169            | 92             | 128           |
| Renault      | 10   | 169            | 385            | 596           |
| Entire data  | 349  | 149            | 147            | 254           |

The latter allows us to geometrically link images to text via a heuristic geometric closeness relationship. The output JSON undergoes extended post processing, aiming to reduce parsing noise. For example: merge spatially close texts by finding connected components in a graph made by the texts. More information available in Section 1 of the supplementary material.

2.3 **Automatic Annotation**

In the spirit of Multiple Instance Learning (MIL), we defined the automatic matching of each extracted image with a set of up to five pieces of texts from the same page. Every image was paired with the most probable text block from the left, right, top, and bottom of the figure, when available. We also selected a text box if it was overlapping with the image. We found that in the majority of the cases, at least one of these blocks of text is related to the image. This inherently creates the many-to-many MIL scenario where each image is associated with multiple text instances and vice-versa. We further found that in some cases, an image can appear in several places within the document. Since our automatic annotation is based on the co-location of the image and text within the same page, these cases can hurt retrieval metrics when disregarded. We thus applied a filtering process to merge all occurrences of the same image within a single document (see Section 1.2 of the supplementary material).

2.4 **Manual Annotation**

Since both training and test data were automatically annotated, we chose to manually annotate a small subset of the data in order to validate the results. For this manually annotated set we randomly selected 15 documents and manually paired a single image with a single text within every page of each document. The manual annotation was done using the annotation tool of the DeepSearch cloud service, based on the automatic extraction of images and texts. As can be seen from Table 2 and Table 3, the results on the automatic and manual annotated set are highly correlated, thus strengthening the validity of our proposed automatic annotation for testing, and underlining the scalability of our approach in terms of adding data and future inclusion of additional expert domains.

2.5 **Statistics**

The Car-Manuals dataset consists of a total of 349 PDF documents from 5 car manufacturers, namely Nissan, Toyota, Mazda, Renault, Chevrolet. Table 1 details the statistics of the dataset by manufacturer. The IKEA-catalogues dataset contains 26 documents with 7366 pages total, approximately 9574 images and 23927 texts automatically extracted from those pages. More details on the IKEA-catalogues dataset, as well as analysis of the performance of our rich set of baselines on that dataset and further data statistics is provided in Section 2 of the supplementary material.

3 **Baselines**

3.1 **Background**

Our main out-of-the-box FM baseline is the most widely used and readily available V&L FM, CLIP [46]. CLIP was trained using a contrastive loss applied to the similarity of the textual and visual features of all image-text pairs within each batch. This simple yet effective method has proven to work fantastically on natural images when supplied with a huge amount (400M) of image-text pairs collected from the Web. However, as we show in our experiments (Table 2), CLIP’s performance on the document data based expert task is far from sufficient. This underlines the need to fine-tune models such as CLIP on expert tasks in order to adapt the model to practical use in expert applications.
But what is the best and most scalable way to fine-tune in this case? In the case of the automatic document data annotation, where there are no image-text pairs but rather sets of text associated to each image and sets of images associated with each text, we argue that the original contrastive loss can not be used, and the proposed MIL variants, inspired by [38] from the video domain, should be used instead. Additionally, expert data is quite diverse and significantly small compared to the tremendous volumes of pre-training data used to make CLIP. We therefore also explore different constrained fine-tuning strategies based on encoder-locking ideas from [66].

CLIP. The CLIP model is comprised of an image encoder and a text encoder. Let $M_I$ and $M_T$ be the image and text encoders respectively. For a given image $I_i$, and a piece of text $T_i$, we define the image and the text embedding vectors as the outputs of $M_I$ and $M_T$, respectively:

$$x_i = M_I(I_i), \quad y_i = M_T(T_i) \quad (1)$$

Standard supervised learning assumes that the samples and targets are paired, $\{x_i, y_i\}^N_{i=1}$, where N is the size of the dataset. For a given batch of samples, $B$, the standard CLIP loss is a cross-entropy loss defined as:

$$L_{CLIP} = -\frac{1}{2B} \sum_i^B \log \frac{\exp(x_i^T y_i / \sigma)}{\sum_{j=1}^B \exp(x_i^T y_j / \sigma)} + \frac{1}{B} \sum_{i,j=1}^B \log \frac{\exp(y_i^T x_i / \sigma)}{\sum_{j=1}^B \exp(y_i^T x_j / \sigma)} \quad (2)$$

where $\sigma$ is a normalization factor, often set as a learned parameter.

We propose an extension to the CLIP contrastive loss, adapting it to a MIL setting where we know that at least on of the texts is a positive match to the image and vice versa.

3.2 MIL-CLIP

The MIL setting, relaxes the paired assumption and defines a "bag" of $M$ targets $\{y_i^m\}^M_{m=0}$ such that at least one of the targets (e.g. texts) is a positive match to the sample (e.g. image). This weak annotation aligns perfectly with our automatic annotation framework.

There are several ways to modify the original loss (Eq. 2) to the MIL setting. Next, we will present a few plausible baselines.

MIL-Max. A simple yet effective method for MIL is by selecting the positive example as the maximum value over the bag of labels. Defining $\hat{m}_i = \arg \max_m x_i^T y_i^m$:

$$L_{MAX} = -\frac{1}{B} \sum_i^B \log \frac{\exp(x_i^T y_{\hat{m}_i}^m / \sigma)}{\sum_j^B \exp(x_i^T y_j^m / \sigma)}$$

$$-\frac{1}{B} \sum_i^B \max_m \log \frac{\exp(y_i^T x_i / \sigma)}{\sum_j^B \exp(y_j^m x_i / \sigma)} \quad (3)$$

MIL-SoftMax. A small modification to the MIL-Max loss is replacing the maximum with a SoftMax weighted average of the nominator of the loss function. For convenience we first define the SoftMax weights with scaling factor $\sigma_{sm}$ as:

$$S_i^m = \frac{\exp(x_i^T y_i^m / \sigma_{sm})}{\sum_{n=1}^M \exp(x_i^T y_n^m / \sigma_{sm})} \quad (4)$$

and define the MIL-SoftMax variant as:

$$L_{SM} = -\frac{1}{B} \sum_i^B \log \frac{\sum_m S_i^m \exp(x_i^T y_i^m / \sigma)}{\sum_m \exp(x_i^T y_i^m / \sigma)}$$

$$-\frac{1}{B} \sum_i^B \max_m \log \frac{\exp(y_i^T x_i / \sigma)}{\sum_j^B \exp(y_j^m x_i / \sigma)} \quad (5)$$

MIL-NCE. Recently the MIL-NCE [38] approach was proposed for visual representation learning from uncurated videos. We adapt the MIL-NCE loss to fit the clip, contrastive loss as follows:

$$L_{NCE} = -\frac{1}{B} \sum_i^B \log \frac{\sum_m \exp(x_i^T y_i^m / \sigma)}{\sum_{j=1}^B \sum_m \exp(x_i^T y_j^m / \sigma)} \quad (6)$$
Following the ablation study presented in the supplementary material, unless stated otherwise we chose the MIL-NCE version in all our experiments.

### 3.3 CLIP-LoRA

LoRA [18] proposed Low-Rank Adapters for large language models. LoRA locks the original weights of a pretrained model and adds trainable low rank residual adapters to different model layers. LoRA build upon the observation that in many cases learned layer weight matrices are in fact of low-rank, hence adapting them with a low-rank constraint on the change leads to good results also increasing efficiency and reducing over-fitting. We defer in our use of LoRA adapters both from the original work of [18], as well as from the only reported use of this tool for V&L models so far: [56]. As opposed to [18] and [56] that injected LoRA only into query/value projections of transformer MHSA blocks ([18]) or introduced them only to the text encoder ([56]), we found that also using LoRA weights in all nn.Conv2d, nn.Linear and nn.Embedding layers, results in significantly bigger performance gains. Additionally, we also apply LoRA outside just the transformer models - also to the CLIP ResNet50 backbone image encoder where applicable.

### 3.4 Implementation Details

We base our code on the open project [19](https://github.com/mlfoundations/open_clip). All our experiments used ResNet50 backbone models using the original CLIP [46]-pre-trained models (400M image-text pairs). All fine-tuning experiments were run with 5e-05 learning rate, 64 batch size, and 20 epochs, using PyTorch DDP. We provide our code, including our automatic data annotation and all the baselines, in the supplementary and will release it upon acceptance. All the models were trained using either an Nvidia A100 or V100 GPU, with 8 GPUs per experiment.

### 4 Experiments

#### 4.1 Data Splits

In all of the following experiments the data was split into five folds for each manufacturer and the results presented are an average over the results of the five-fold training and testing regime. The results are further averaged across manufacturers. Our folds are splitting on complete documents, not on document pages, so pages from the same document never appear in both train and test. We next present a detailed set of baseline experiments under four different settings: (i) **Many-Shot**: training on four folds of a Nissan manufacturer, as it contains the largest collection of documents, and testing on the remaining fifth fold; (ii) **Zero-Shot**: training on all data of all but one manufacturer, testing on all the data of the left-out manufacturer; (iii) **One-shot**: similar to Zero-Shot but adding one document of the left-out manufacturer, testing on the remaining data of the left-out manufacturer, this is repeated five times with a different document each time; (iv) **Few-shot**: similar to One-Shot but adding one fold of the left-out manufacturer, testing on the remaining folds of the left-out manufacturer, this is repeated five times with a different document each time.

#### 4.2 Baseline Methods

In addition to our MIL-CLIP method we evaluate three simple CLIP-based baselines: (i) **CLIP**: We test the pre-trained CLIP400M model without any further training. (ii) **Concatenate**: During training we concatenate all texts from the MIL “bag” into one long text and set it as the positive example and train using the original CLIP loss (Eq. 2). (iii) **Choose-One**: During training we randomly select one of the texts from the MIL “bag” as the positive example and train using the original CLIP loss (Eq. 2). For both Concatenate and Choose-One we test both Locked and non-Locked variants. Additional information on the evaluation of FLAVA [53], ALBEF [32], and ViLT [26] is available in Section 4.3 of the supplementary material.

#### 4.3 Results

Table 2 presents the comparison of three baseline methods (also with or without Locking) under four different data split settings. These empirical results lead to several interesting conclusions. **First**, the CLIP model under-performs with respect to all the fine-tuning methods in the Zero-Shot and other settings, strengthening our hypothesis that FMs indeed need to be fine-tuned for expert domain (practical) applications such as explored in FETA, and their massive-scale pre-training is not sufficient for this tasks on its own. **Second**, fine-tuning using automatically collected V&L annotations induces significant performance improvements in many cases, especially in the Many-Shot case, which is arguably the most practical scenario, as the annotations are automatic hence the train data can scale
Table 2: **Main Results**: Image-to-Text and Text-to-Image retrieval accuracy for different baselines under three different data-split settings. Our baselines include out-of-the-box CLIP (additional FM results provided in Supplementary), several variants of its non-MIL and MIL fine-tuning variants. Our experimental settings include Many-Shot (train and test on same manufacturer data with lots of train samples), Zero-Shot (train and test on different manufacturers data), One-Shot (like Zero-Shot, but include a single document of the tested manufacturer in training), and Few-Shot (like Zero-Shot, but include a single fold of the tested manufacturer data in training). Results are averaged across manufacturers. All the experiments were performed on the automatically annotated data using five-folds and (naturally) without any overlap between train and test (on the level that pages of the same document *never appear* in both train and test). The "Locked" column refers to versions trained with locked (frozen) parameters of the image encoder $M_I$. For reference, in FETA - the random chance probabilities for guessing the correct text match or the correct image match are 1.14% and 0.67% respectively. Numbers in **bold**/**blue** mark the best and second-best results, respectively.

| Name       | Locked | Image-to-Text | Text-to-Image | Image-to-Text | Text-to-Image |
|------------|--------|---------------|---------------|---------------|---------------|
|            |        | Rec@1 | Rec@5 | Rec@10 | Rec@1 | Rec@5 | Rec@10 |
| Zero-Shot  | CLIP [46] | 9.7%  | 26.6% | 38.1% | 10.1% | 26.7% | 39.5% |
|            | FLAVA [53] | 4.0%  | 16.6% | 29.7% | 5.5%  | 19.8% | 34.5% |
|            | ViT [26] | 2.9%  | 11.5% | 22.0% | 3.5%  | 14.3% | 26.7% |
|            | ALBEF [32] | 3.9%  | 16.6% | 26.7% | 4.4%  | 18.4% | 31.2% |
|            | Concatenate | 6.5%  | 20.4% | 31.5% | 7.1%  | 25.0% | 38.4% |
|            | Concatenate | 9.4%  | 25.0% | 36.7% | 8.1%  | 24.0% | 37.6% |
|            | Choose-One | 10.4% | 26.7% | 39.3% | 9.20% | 25.6% | 37.9% |
|            | CLIP-MIL | ✓ | 11.0% | 29.2% | 40.0% | 9.7% | 28.1% | 40.6% |
| One-Shot   | CLIP [46] | 9.7%  | 26.6% | 38.1% | 10.1% | 26.7% | 39.4% |
|            | FLAVA [53] | 4.0%  | 16.6% | 29.7% | 5.5%  | 19.8% | 34.5% |
|            | ViT [26] | 2.9%  | 11.5% | 22.0% | 3.5%  | 14.3% | 26.7% |
|            | ALBEF [32] | 3.9%  | 16.6% | 26.7% | 4.4%  | 18.4% | 31.2% |
|            | Concatenate | 10.3% | 27.3% | 39.2% | 9.5%  | 27.0% | 40.8% |
|            | Concatenate | 8.7%  | 24.4% | 37.0% | 7.9%  | 25.1% | 38.5% |
|            | Choose-One | 10.3% | 27.2% | 39.5% | 9.4%  | 27.5% | 41.6% |
|            | CLIP-MIL | ✓ | 11.0% | 30.3% | 43.2% | 9.9% | 27.9% | 40.9% |
| Few-Shot   | CLIP [46] | 8.6%  | 25.6% | 37.2% | 9.2%  | 24.3% | 36.6% |
|            | FLAVA [53] | 3.9%  | 16.7% | 30.1% | 5.2%  | 18.5% | 32.7% |
|            | ViT [26] | 2.8%  | 11.1% | 21.6% | 3.2%  | 13.3% | 25.4% |
|            | ALBEF [32] | 3.9%  | 13.1% | 25.5% | 4.2%  | 17.4% | 29.6% |
|            | Concatenate | 9.0%  | 26.5% | 40.3% | 10.3% | 29.6% | 44.7% |
|            | Concatenate | 8.4%  | 24.5% | 38.5% | 10.5% | 29.0% | 41.8% |
|            | Choose-One | 11.2% | 30.5% | 44.2% | 13.1% | 31.3% | 46.4% |
|            | CLIP-MIL | ✓ | 14.1% | 36.7% | 48.9% | 15.0% | 35.2% | 50.0% |
| Many-Shot  | CLIP [46] | 13.8% | 31.2% | 41.6% | 13.6% | 36.4% | 50.7% |
|            | FLAVA [53] | 4.2%  | 16.1% | 27.8% | 6.6%  | 24.4% | 41.0% |
|            | ViT [26] | 3.1%  | 13.3% | 23.4% | 4.4%  | 18.3% | 32.0% |
|            | ALBEF [32] | 3.8%  | 15.8% | 26.6% | 5.5%  | 22.4% | 37.5% |
|            | Concatenate | 18.4% | 37.8% | 49.9% | 15.9% | 42.1% | 58.3% |
|            | Choose-One | 20.7% | 39.7% | 51.3% | 16.2% | 41.2% | 56.2% |
|            | CLIP-MIL | ✓ | 27.7% | 52.7% | 64.1% | 21.6% | 52.1% | 66.5% |
|            | Choose-One | 27.7% | 52.7% | 64.1% | 21.6% | 52.1% | 66.5% |
|            | CLIP-MIL | ✓ | 32.6% | 56.2% | 66.7% | 27.8% | 59.0% | 72.3% |
|            | CLIP-MIL | ✓ | 34.5% | 56.8% | 66.1% | 27.2% | 57.9% | 70.7% |
Table 3: **Results on manually curated data:** Image-Text retrieval accuracy results. Models trained on automatically annotated data in the same way as in table 2 excluding the manually annotated docs. Models are tested on a small manually annotated subset of the data in order to verify the results of Table 2 that were measured using our automatic annotation. Numbers in **bold/blue** mark the best and second-best results, respectively.

| Name       | Locked | Image-to-Text | Text-to-Image |
|------------|--------|---------------|---------------|
|            |        | REC@1 | REC@5 | REC@10 | REC@1 | REC@5 | REC@10 |
| Zero-Shot  |        |       |       |        |       |       |        |
| CLIP [46]  | ✓      | **14.3%** | **39.3%** | **55.6%** | **14.7%** | **36.4%** | **57.0%** |
| Concatenate|        | **14.2%** | **40.2%** | **61.6%** | **11.5%** | **33.6%** | **51.9%** |
| Choose-One | ✓      | 9.8%  | 39.1%  | 59.9%  | **13.3%** | 38.2%  | **59.9%** |
| CLIP-MIL   | ✓      | **14.4%** | **40.1%** | **67.8%** | **16.2%** | **40.4%** | **62.6%** |

| One-Shot   |        |       |       |        |       |       |        |
| CLIP [46]  | ✓      | 14.3%  | 39.3%  | 55.6%  | 14.7%  | 36.4%  | 57.0%  |
| Concatenate| ✓      | 15.7%  | **41.9%** | **63.3%** | 12.1%  | 39.1%  | 60.8%  |
| Choose-One | ✓      | 12.4%  | 37.7%  | 54.1%  | 13.0%  | 35.3%  | 54.9%  |
| CLIP-MIL   | ✓      | **16.1%** | **42.7%** | **66.2%** | 14.6%  | **43.6%** | **64.0%** |

| Few-Shot   |        |       |       |        |       |       |        |
| CLIP [46]  | ✓      | 12.8%  | 37.3%  | 51.7%  | 12.5%  | 32.1%  | 53.0%  |
| Concatenate| ✓      | 12.0%  | 38.3%  | 58.9%  | 11.0%  | 32.5%  | 54.7%  |
| Choose-One | ✓      | 8.2%   | 33.0%  | 55.4%  | 8.8%   | 28.9%  | 51.3%  |
| CLIP-MIL   | ✓      | **13.4%** | **41.3%** | **61.9%** | 12.7%  | 38.2%  | 60.5%  |

| Many-Shot  |        |       |       |        |       |       |        |
| CLIP [46]  | ✓      | 20.0%  | 47.2%  | 71.3%  | 23.7%  | 53.4%  | 72.9%  |
| Concatenate| ✓      | 36.8%  | 66.6%  | 84.1%  | 24.5%  | 56.5%  | 80.5%  |
| Choose-One | ✓      | 29.9%  | 61.6%  | 81.1%  | 28.8%  | 56.4%  | 76.3%  |
| CLIP-MIL   | ✓      | 34.6%  | 70.6%  | 83.5%  | 33.7%  | 68.3%  | 82.6%  |
| CLIP-MIL   | ✓      | **43.1%** | **71.4%** | **83.8%** | **40.7%** | **67.6%** | **86.5%** |

Easily with adding more documents. This further highlights the benefit of automatic annotation pipeline proposed in FETA for supporting low annotation cost adaptation of V&L models to expert domains defined by corpora of documents with illustrations. **Third,** training with the MIL paradigm consistently boost performance with respect to other (non-MIL) baselines indicating the utility of using MIL and variants. **Fourth,** locked image encoder variants demonstrate interesting trade-offs with unlocked ones in different scenarios. We have further evaluated this in a more thorough ablation study of this aspect in Section 4.4 also discovering the benefit of very interesting intermediate locking options using low-rank residual adapters tuning, constituting a very exciting direction for future work. **Fifth,** overall performance levels of all baselines still leave a lot of room for improvement for future research towards practical application of FMs to (abundant) real-world expert domain application tasks. Furthermore, Table 3 validates the results in Table 2 by measuring the performance of the same baselines using a manually curated annotated documents set. The results are validated by observing the consistent performance trends between the baselines in the two tables.

### 4.4 Additional Ablation Study - Parameter Locking

Following [66], we evaluated the performance on our CLIP-MIL method under several parameter-locking as well as “intermediate” states. We refer to locked parameters as parameters that do not change during training. The five different options are: (i) **Unlocked:** Let both $M_I$ and $M_T$ train during fine-tuning. (ii) **Locked Image:** Lock $M_I$ and only let $M_T$ train. (iii) **Locked Text:** Lock $M_T$
Table 4: **Parameter Locking Ablation.** This table explores different variants of locking the model parameters during MIL finetuning. We test locking the image encoder, the text encoder, or both excluding the text projection layers (Locked*) and the use of Low-Rank Adapters (LoRA) \[18\]. We show the interpolation between the Unlocked (rank \(r = 512\)) and the Locked Image (rank \(r = 0\)) variants by changing the rank of the added residual adapters weight matrices. This exploration clearly shows the trade-offs between locking and unlocking the image encoder \(M_I\), with up to 2.1% relative improvements in some cases. Numbers in **bold**/blue mark the best and second-best results, respectively.

| Baseline | Image-to-Text | Text-to-Image |
|----------|----------------|---------------|
|          | Rec@1 | Rec@5 | Rec@10 | Rec@1 | Rec@5 | Rec@10 |
| CLIP-MIL |        |        |        |        |        |        |
| Unlocked | 32.6% | 56.2% | 66.7%  | 27.8% | 59.0% | 72.3%  |
| Locked Image | 34.5% | 56.8% | 66.1%  | 27.2% | 57.9% | 70.2%  |
| Locked Text | 30.6% | 54.4% | 64.6%  | 27.8% | 59.0% | 71.6%  |
| Locked* | 30.1% | 52.4% | 63.1%  | 25.0% | 55.7% | 69.1%  |
| LoRA\[18\] r=4 | 33.8% | 57.3% | 67.6%  | 28.9% | 61.4% | 74.1%  |
| LoRA\[18\] r=32 | **35.6%** | **58.3%** | **68.1%** | 30.7% | **62.6%** | **74.6%** |
| LoRA\[18\] r=256 | 35.5% | 57.7% | 67.8%  | 30.8% | 62.4% | 74.4%  |

and only let \(M_I\) train. (iv) **Locked*.** Lock both \(M_I\) and \(M_T\) except the last “text projection” layer in \(M_T\). (v) CLIP-LoRA as detailed in \[18\] sub section. Table 4 clearly shows the trade-offs between locking and unlocking the image encoder \(M_I\), with up to 2.1% relative improvements in some cases. More importantly this could be further significantly improved by low-rank intermediate variants with up to 2-3% additional improvement. Notice that no parameters are added as these adapters are only used for training and are fully collapsed into the model parameters at inference time. We believe that this shows that some adaptation to the full model can help.

### 4.5 IKEA results

Table 5 presents the results for the proposed baselines trained and tested on the IKEA dataset. For a full review of IKEA dataset see appendix section \[B\] in. For a discussion about the results, see appendix section \[D.5\].

Table 5: **Results on IKEA dataset** using 5-fold cross-validation protocol on the entire IKEA US early manuals data. MIL based baselines obtain significant advantages over other baselines. Numbers in **bold** mark the best results while numbers in blue mark the second-best.

| Name | Image-to-Text | Text-to-Image |
|------|----------------|---------------|
|      | Locked | Rec@1 | Rec@5 | Rec@10 | Rec@1 | Rec@5 | Rec@10 |
| All-Data |        |        |        |        |        |        |        |
| CLIP \([46]\) | 22.9% | 43.3% | 54.2%  | 25.5% | 46.8% | 59.5%  |
| Concatenate | 6.7% | 13.7% | 18.2%  | 13.2% | 27.0% | 35.9%  |
| Concatenate ✓ | 8.1% | 15.6% | 20.6%  | 14.0% | 26.9% | 35.3%  |
| Choose-One | 15.1% | 30.2% | 38.5%  | 17.9% | 36.2% | 46.4%  |
| Choose-One ✓ | 14.1% | 28.0% | 35.3%  | 16.4% | 32.3% | 41.8%  |
| CLIP-MIL | 26.8% | **47.7%** | **57.8%** | 30.1% | **54.4%** | **66.2%** |
| CLIP-MIL ✓ | 24.4% | 44.4% | 54.7%  | 27.0% | 49.9% | 60.5%  |

### 5 Related Work

**Vision and Language.** Many studies have recently addressed the problem of vision and language on a broad scale. Some of them focused more on text-image, such as \([1, 15, 22, 31, 32, 33, 46, 53, 61, 64, 65]\), while others explored text-conditional image generation \([41, 48, 50]\). Other approaches learn strong representations from video-textual descriptions \([38, 39]\) with or without the need for any manual annotation. The goal of these works is to learn foundational language and vision representations that are required for language and vision understanding. Unlike these works, we demonstrate here that even strong models are incapable of performing basic retrieval capabilities in technical documentation as humans do, such as diverse car service manuals and sales catalogs.
Multiple Instance Learning. Over the years, multiple instance learning methods have been applied to a variety of weakly supervised problems including: images \cite{21, 42, 45, 54, 62, 70}, videos \cite{5, 11, 30, 37, 38, 52}. Typically, MIL methods are using different principles such as max-pooling \cite{14}, support vector machine \cite{2}, discriminative clustering \cite{4}, or even attention-based neural networks \cite{20}. In this work, we present MIL-CLIP, an approach that combines the standard contrastive learning from CLIP \cite{46} with multiple instance learning \cite{14, 24, 35}. We demonstrate how this combination leads to the best performance and allows for practical applications of FMs in expert domains.

Image-Text Retrieval. Image-text retrieval has been a long and well-known task with real-life applications. The two main and dominate tasks are: image retrieval and text retrieval, depending on which modality is used as the retrieved target. Previous works embedded the image and text features into a joint embedding space to calculate the similarities between them. Most of these works were trained by ranking loss \cite{27, 59, 60}, while more recent architectures and pre-training approaches \cite{12, 46, 67} have demonstrated the potential of transformer-based models and contrastive objectives to learn image representations from text. In this work, we release a dataset containing manuals of cars and sale catalogs, showing that even large models cannot perform well on retrieval tasks, such as image retrieval and text retrieval. We hope it would pave the way for real practical applications of FMs in expert domains.

Technical and expert domains with non-natural image data. While the majority of CV literature focuses on natural images and common objects, some works have extended CV and V&L techniques to technical and expert domains (e.g., localization for autonomous driving \cite{7}, etc.). These works can be divided into works with mostly (i.) uni-modal focus, with such tasks as deep normal prediction in design sketches \cite{16}, image-to-image retrieval in patents \cite{28, 44} (interestingly \cite{44} also show that textual side-information can facilitate retrieval), scientific-figures classification \cite{23}, or text-to-text generation for patent claims \cite{29}; (ii.) multi-modal works focusing on image+text reasoning tasks such as VQA on figures and InfoGraphics \cite{10, 25, 36}. In contrast, FETA focuses on a more direct multi-modal V&L evaluation of out-of-the-box and fine-tuned, large-scale pre-trained, V&L models using text-to-image and image-to-text retrieval tasks, which are better aligned with the commonly used contrastive objectives used to pre-train V&L models. Moreover, FETA is open-ended, offering a convenient ingestion pipeline for producing automatic annotation and for the evaluation and fine-tuning of expert domains available as document corpora. This pipeline enables relatively straightforward future extensions to expert domains such as patents, figures and info-graphics.

6 Conclusion

We have proposed the first of its kind Foundation models for Expert Task Applications (FETA) benchmark and dataset focused on evaluating Foundation Models on expert data tasks. In our first release, FETA focuses on expert data from technical and other documents. It is accompanied with an automatic data extraction pipeline allowing for easy extension of the benchmark to larger data scales, other expert domains, and additional visual modalities by ingesting public PDF documents – an abundant data resource. FETA is accompanied with an extensive set of baselines and ablations on different training setups and finetuning strategies allowing us to conclude that: (i) Although strong on benchmarks containing common objects captured with consumer cameras, FMs still struggle with expert domain data, both due to its natural domain gap as well as absence or statistical insignificance of such data in the distribution of the massive datasets used to pre-train FMs; (ii) While our baselines still leave a lot of room for improvement contingent on future research, as expected of any good and challenging benchmark, in some situations such as many-shot fine-tuning, our best baseline performance suggests a possibility of practical application; (iii) Our diverse experimental settings help establishing best practices for fine-tuning FMs under different data regimes, and our code is easily extendable to evaluate any arbitrary FM in a similar collection of settings; (iv) Our automatic annotation pipeline and associated automatic performance metric lead to similar conclusions with regards to relative performance comparisons between different models and fine-tuning strategies, as the metric computed on the manually curated data, once again suggesting the scalability of the proposed approach to grow to larger data and additional expert tasks.

Limitations & Future Work. While the first version of FETA includes close to 150K images and texts, it is still a drop in the ocean of available technical documentation and other documents available for yet unexplored set of different expert V&L data domains. Luckily, FETA's automatic data extraction and annotation pipeline allows to scale FETA easily. Future work includes expanding FETA to additional domains and continually evaluating new FMs as they are released to the community.
Appendix A  Data Collection Details

A.1  Data Download and Conversion

**Car Manuals:** The car manuals data was downloaded from [https://www.workshopservicemanual.com](https://www.workshopservicemanual.com). Table 1 of the original paper details the amount of documents downloaded by car manufacturers. The documents contained an average of 149 pages per document.

**IKEA Catalogs:** The IKEA catalogs data was initially presented in [69] and downloaded from [https://github.com/ivc-yz/SSR]. The data in consisted of 29 IKEA US catalogs between the years 1986 and 2005, each document contained an average of 283 pages.

The downloaded documents were processed by the DeepSearch tool [https://ds4sd.github.io](https://ds4sd.github.io) which extracted the images and the texts. The extracted texts were further processed to create large, consecutive chunks of texts. We removed bad characters artifacts created during PDF parsing, we also filtered improbable boxes and failed boxes, finally we merged together spatially close text boxes.

The final result of our data conversion can be seen in Figures 6-8 for examples from the IKEA dataset and Figures 9-11 for examples from the Car-Manuals dataset. Red boxes mark extracted text blocks, blue boxes mark extracted images.

A.2  Identical Image Detection Process

We found that the car manual data includes images which reappear in several different locations within the same manual. Since our automatic annotation links images and texts which are located in the same page, retrieving a correct image but from a different page can artificially lower the test results. As our goal was to keep the flow unsupervised as much as possible, in order to overcome this issue we processed the images in three steps. First, we trained a self-supervised network on all the data in order to get meaningful image features. For that we used DINO [9], which we have found to create good image representations due to its loss function which inherently produces good clusters in the embedded space. As a second step, for each image we selected the top ten nearest neighbors in the embedded space. Lastly we performed Normalized Cross Correlation [63] filtering on the selected images and selected images with correlation higher than $t > 0.7$. These images were treated as identical images during test time. For the retrieval tests, the sets of texts matching to identical images were merged (by their union), and there was no penalty when retrieving an identical image from a different page. It is important to note that the DINO model used for identical images filtering was used only for that and not used in our experiments in any other way.

A.3  Text bounding box merging

OCR engines sometimes fail in parsing full paragraphs and end up splitting them to numerous bounding boxes. In order to lessen the effect such OCR errors has on FETA, we use a mechanism to merge adjacent bounding boxes into one bounding box. The process has 2 stages, in the first stage we employ a dilation technique in which we increase the length of each of the box’s horizontal edges by a constant which is a percentage of the page’s horizontal length (we used 1%), we also increase the length of each box’s vertical edge by a bigger constant (4* times the horizontal constant) as text bounding boxes tend to be wide and short. This creates some overlaps between neighboring boxes. In the second stage we merge all the boxes which has any kind of overlap between them. Each group of overlapping boxes are merged into a bounding box that minimally contains the boxes being merged.

A.4  Manual Annotation Statistics

We created manual annotations for part of the Car Manuals dataset. Our manually labeled data consists of 15 documents and has 449 image-text pairs. We randomly selected these 15 documents, making sure to select at least two documents from each manufacturer. We then manually selected up to 50 images per document and manually generated (by a human expert) the image description using the information on the page as technical reference. This annotation was used to both validate the test results obtained on the automatically curated data and demonstrate that pre-training on automatically curated data indeed improves results on manually annotated data (Table 3 in the main paper).
Tables 2 and 3 in the main paper show that the same trends in terms of relative performance of different baselines appear both on the manual and the automatically curated data.

A.5 Further details on the automatic annotation

Figure 2 show the main steps in creating our automatic annotation of images - texts bags, the figure demonstrate the automatic process from a zip of PDFs to bags annotations which enable MIL training and test on the data. The steps are shown on an example pages from the cars dataset. The images above the flow chart show the creation of image-texts bags, while the images below the flow chart shot the creation of text-images bags.

Figure 2: Simplified figure explaining the automatic annotation process showed using an example page from the cars dataset.

Appendix B Additional data analysis

B.1 Automatic vs manual text annotations cover

In order to asses the quality of the automatic annotations, we compare here between the manual annotations and automatic annotations. In this test we consider only the manually annotated documents. We report the percentage of the times, when looking at a specific image, the manually annotated text is contained within the automatically extracted texts for that same image (with a significant overlap). Over the cars data the cover is 93 percent. This high overlap is aligned with the Multiple Instance Learning setting where the MIL bag is assumed to contain at least one true sample. We consider the remainder or 7% as annotation noise. In the future versions of FETA it would be possible to increase this coverage by considering extracting text from adjacent pages, as well as using PDF sections parsing results.

B.2 Data quality check

We have asked three external reviewers to go over a subset of the automatic annotations. Each reviewer was asked to rate the annotation as good or bad, we present the findings of this experiment in Table 6.

| Good (out of 3) | Automatic annotations |
|----------------|-----------------------|
| 1+             | 93.6%                 |
| 2+             | 90.2%                 |
| 3              | 82.3%                 |

Table 6: Data quality check of automatic annotations
B.3 Data statistics and comparison to other datasets

In order to further demonstrate the difference and resemblance between cars and IKEA data sets to each and to other popular data sets, we show some data statistics in Table 7 all tokens data was calculated by us using CLIP’s tokenizer. Word count to vocabulary size was calculated as the number of words occurrences in the entire dataset divided by a set of all unique words, present in the dataset, all number except CC3M(taken from original paper) were calculated by us. Image-page ratio reports the ratio between image area to entire page area in the dataset.

Table 7: Data Statistics In this table we compare the statistics of the texts in the Car-Manuals and IKEA datasets to common V&L datasets, i.e COCO, Flickr30K and CC3M

| Measure                     | Cars     | IKEA     | Flickr30k | COCO    | CC3M    |
|-----------------------------|----------|----------|-----------|---------|---------|
| Mean tokens per caption     | 44.2     | 59.1     | 15.7      | 13.5    | 10.3    |
| Std tokens per caption      | 67.3     | 83.9     | 5.6       | 2.7     | 4.5     |
| Unique tokens               | 11152    | 14942    | 15351     | 17624   | 51201   |
| Average words per image     | 79.5     | 208.9    | 66.9      | 53      | 51.5    |
| Word count to vocabulary size| 48.3     | 14.3     | 87.4      | 97.2    | 804.8   |
| Total images number         | 52119    | 9574     | 31783     | 82783   | 3318333 |

B.4 Common nouns and adjectives in data

To further understand the difference between the Car-Manuals and IKEA datasets to each other and to other popular datasets we report the most common nouns and adjectives present in each dataset sorted by appearance count. As can be seen in Figures and in Tables and the nouns and adjectives from Flickr30K, COCO, CC3M are very similar and all three include nouns such as: person, beach etc. also, they all use the same adjectives such as white, young, etc. It seems that those 3 very popular datasets all reside in a very close domain and treat the same kind of popular data of natural images. When looking at the nouns and adjectives in Cars and IKEA, we see nouns such as: engine, connector, table, cotton which are specific to the expert domain each dataset deals with. We also see adjectives like, diagnostic, new, solid, adjustable which are again a strong characteristic of the expert domains of Cars and IKEA. The resemblance between Flickr30K, COCO and CC3M, coupled with the difference between them to our Cars and IKEA datasets, further strengthen our claim that FETA can indeed be useful in order to expand current FMs research to new under studied domains of expert V&L tasks which may provide noticeable value for practical real world applications.

Table 8: Most common nouns by dataset ordered by count from left to right.

| Dataset | Most Common Nouns                                      |
|---------|--------------------------------------------------------|
| Cars    | engine, switch, connector, control, front, harness, oil, air, fuel, installation, system, rear, caution, ignition, position, vehicle, side, ground, terminal, brake, door, unit, cylinder. |
| IKEA    | table, steel, bed, cotton, glass, frame, cover, storage, designer, pine, finish, unit, design, sofa, chair, shelf, cabinet, plastic, birch, veneer, wall, door, seat, lamp, set |
| Flickr30K| man, woman, people, shirt, girl, boy, men, dog, street, child, women, person, water, children, group of people, hat, background, beach, ball, sidewalk. |
| COCO    | man, people, woman, group, table, street, tennis, train, dog |
| CC3M    | person, actor, artist, player, premiere, football, woman, beach, game, girl |

B.5 Choice of evaluation metric

We chose the text-to-image and image-to-text retrieval task for two main reasons: This metric is directly aligned with the popular contrastive training objective used for most of V&L models (e.g. CLIP or FLA V A) and as such should be their strongest suit. We however show that even under this metric CLIP under performs on FETA expert tasks compared to its performance demonstrated for e.g. photos of common objects. This metric is also possible to compute when regarding the automatic annotation process. In our automatic process, little is known a priori about the data. The assumption that co-location of text and images is strongly correlated with the semantics is a relatively general
### Table 9: Most common adjectives by dataset ordered by count from left to right.

| Dataset  | Most Common Adjectives                                                                 |
|----------|---------------------------------------------------------------------------------------|
| Cars     | new, open, diagnostic, necessary, short, upper, main, idle, high, other, normal, low,  |
|          | electric, manual, same, negative, positive, active, foreign, hot, old                 |
| IKEA     | white, solid, black, clear, easy, adjustable, new, red, available, high, limited, green, |
|          | washable, removable, extra, natural, low, last, soft, other, different, full, good,   |
| Flickr30K| young, white, black, blue, red, little, green, other, large, yellow, small, brown, older, |
|          | several, asian, gray, old, many, blond, dark                                          |
| COCO     | white, two, large, small, front, red, young, black, young,                             |
| CC3M     | white, young, day, black, red, blue, old, new, night, green, first, front              |

Figure 3: A Visual representation of the most common nouns in the Car-Manuals and IKEA datasets, compared to COCO, Flickr30K, and CC3M

Assumption. As shown in our Results in section 4.3 and in Table 3 of the main paper, our choice of automatic metric is valid as it gives the same conclusions using the same models and baselines performance as evaluated on the manually annotated and curated data.

Figure 4: A Visual representation of the most common adjectives in the Car-Manuals and IKEA datasets, compared to COCO, Flickr30K, and CC3M
Appendix C Additional Implementation Details

Training Epochs: In general we train all MIL variants for 20 epochs, however we found that for the Zero-Shot and Few-Shot settings of the car manuals data we found that this amount results in over-fitting. We thus trained these two settings with only two epochs which we found to yield the best results.

Appendix D Additional results

D.1 MIL Variants Ablation

In Section 3.2 of the paper we discussed several options for training CLIP under the MIL setting. Table 10 shows the performance for the three MIL variants on the Few-Shot and Many-Shot test settings. These results confirm that in the majority of the cases, MIL-NCE achieves the highest performing results. We therefore chose to use this MIL variant in all of experiments in the main paper where the MIL baselines are evaluated.

Table 10: MIL Variant Ablations: Image-to-Text and Text-to-Image retrieval accuracy for three MIL fine-tuning baseline variants under two different data-split settings. Our experimental settings is the same as Table 2 from the main paper but only include Many-Shot and Few-Shot (the more practical settings). The "Locked" column refers to versions trained with locked (frozen) parameters of the image encoder $M_I$. Numbers in **bold** mark the best results while numbers in blue mark the second-best.

| Name               | Locked | Image-to-Text | Text-to-Image |
|--------------------|--------|---------------|---------------|
|                    | Rec@1  | Rec@5         | Rec@10        | Rec@1  | Rec@5   | Rec@10       |
| Few-Shot           |        |               |               |        |         |               |
| CLIP-MIL-SOFTMAX   | ✓      | 14.6%         | 34.4%         | 47.5%  | 13.4%   | 34.7%         | 47.8%         |
| CLIP-MIL-SOFTMAX   |        | 13.4%         | 33.5%         | 46.6%  | 12.2%   | 34.1%         | 47.8%         |
| CLIP-MIL-MAX       | ✓      | 13.7%         | 34.5%         | 47.8%  | **15.7%** | **34.8%** | **48.4%** |
| CLIP-MIL-MAX       |        | 13.5%         | 33.9%         | 46.4%  | 12.3%   | 34.7%         | **48.5%** |
| CLIP-MIL-NCE       | ✓      | **14.1%**     | **36.7%**     | **48.9%** | 15.0%   | **35.2%**     | **50.0%**     |
| CLIP-MIL-NCE       |        | **13.8%**     | 33.7%         | 47.5%  | 11.6%   | 33.0%         | 47.0%         |
| Many-Shot          |        |               |               |        |         |               |
| CLIP-MIL-SOFTMAX   |        | 32.0%         | 54.8%         | 65.7%  | 26.5%   | 58.1%         | 71.3%         |
| CLIP-MIL-SOFTMAX   | ✓      | 34.1%         | 56.5%         | **66.4%** | 26.7%   | 58.0%         | 70.3%         |
| CLIP-MIL-MAX       |        | 34.4%         | 56.7%         | 66.2%  | 27.3%   | 57.9%         | 71.1%         |
| CLIP-MIL-MAX       | ✓      | 31.2%         | 54.7%         | 65.7%  | 26.2%   | 58.1%         | 71.3%         |
| CLIP-MIL-NCE       |        | 32.6%         | 56.2%         | **66.7%** | **27.8%** | **59.0%**     | **72.3%**     |
| CLIP-MIL-NCE       | ✓      | **34.5%**     | **56.8%**     | 66.1%  | 27.2%   | 57.9%         | 70.7%         |

D.2 CLIP Architecture

In this section we present equivalent results to Table 2 from the main paper, using the ViT-L/14 backbone instead of ResNet50. Table 11 shows consistent baseline relative comparison results with the results presented in Table 2 of the main paper. As we can see from Table 11 using the ViT-L/14 backbone leads to higher performance (compared to ResNet50) with the CLIP-MIL options maintaining their significant gains under this stronger backbone.

D.3 Evaluating Additional Foundation Model

In Table 2 of the main paper we have added the evaluation of three of the strongest performing and the most recent of the openly available foundation models - FLAVA [53], ALBEF [32] and ViT [26] to our set of Car-Manuals data evaluations comparing it to CLIP and our MIL baselines. For FLAVA, We used the released pre-trained FLAVA model available on Huggingface: https://huggingface.co/docs/transformers/model_doc/flava We used facebook/flava-full pre-trained model. We evaluated both contrastive and ITM matching scores available in FLAVA and report results for the contrastive score, as it produced better results in all evaluations. We observe that stronger
Table 11: **Results using ViT-L/14 backbone** pre-trained by CLIP. Using the ViT-L/14 backbone leads to higher performance (compared to ResNet50) with the CLIP-MIL options maintaining their significant gains under this stronger backbone. Numbers in **bold** mark the best results while numbers in **blue** mark the second-best.

| Name       | Locked | Rec@1 | Rec@5 | Rec@10 | Rec@1 | Rec@5 | Rec@10 |
|------------|--------|-------|-------|--------|-------|-------|--------|
| Zero-Shot  |        |       |       |        |       |       |        |
| CLIP [46]  | 11.8%  | 29.5% | 41.1% | 12.0%  | 32.6% | 46.6% |        |
| Concatenate|        |       |       |        |       |       |        |
| Concatenate✓| 12.2%  | 32.0% | 44.6% | 10.6%  | 30.8% | 44.5% |        |
| Choose-One |        |       |       |        |       |       |        |
| Choose-One✓| 12.8%  | 31.6% | 44.6% | 11.2%  | 31.6% | 45.3% |        |
| CLIP-MIL   |        |       |       |        |       |       |        |
| CLIP-MIL✓  | 13.6%  | 32.9% | 46.5% | **13.2%** | 34.2% | **47.8%** |        |
| One-Shot   |        |       |       |        |       |       |        |
| CLIP [46]  | 11.8%  | 29.5% | 41.1% | 12.0%  | 32.6% | 46.6% |        |
| Concatenate|        |       |       |        |       |       |        |
| Concatenate✓| 13.3%  | 33.8% | 46.2% | 11.2%  | 31.4% | 45.2% |        |
| Choose-One |        |       |       |        |       |       |        |
| Choose-One✓| 13.2%  | 32.9% | 44.6% | 11.7%  | 32.4% | 46.6% |        |
| CLIP-MIL   |        |       |       |        |       |       |        |
| CLIP-MIL✓  | 14.2%  | 34.4% | 46.8% | **13.7%** | 35.1% | **49.2%** |        |
| Few-Shot   |        |       |       |        |       |       |        |
| CLIP [46]  | 10.7%  | 28.7% | 40.6% | 11.2%  | 30.8% | 44.9% |        |
| Concatenate|        |       |       |        |       |       |        |
| Concatenate✓| 12.0%  | 31.5% | 44.9% | 13.0%  | 34.1% | 48.7% |        |
| Choose-One |        |       |       |        |       |       |        |
| Choose-One✓| 14.7%  | 37.7% | 51.7% | 13.8%  | 36.3% | 51.3% |        |
| CLIP-MIL   |        |       |       |        |       |       |        |
| CLIP-MIL✓  | **19.1%** | **44.2%** | **56.8%** | **15.8%** | 41.0% | **56.1%** |        |
| Many-Shot  |        |       |       |        |       |       |        |
| CLIP [46]  | 15.7%  | 32.8% | 43.2% | 15.5%  | 39.7% | 53.5% |        |
| Concatenate|        |       |       |        |       |       |        |
| Concatenate✓| 15.1%  | 32.1% | 44.7% | 14.3%  | 39.4% | 54.8% |        |
| Choose-One |        |       |       |        |       |       |        |
| Choose-One✓| 20.8%  | 37.6% | 49.3% | 19.0%  | 45.6% | 60.3% |        |
| CLIP-MIL   |        |       |       |        |       |       |        |
| CLIP-MIL✓  | **31.2%** | **55.2%** | **66.2%** | **27.3%** | 60.1% | **73.3%** |        |

(relative to CLIP) common-objects performance reported by FLAVA, does not translate to improved numbers on FETA expert car manuals task. For ALBEF and ViT we have used the the VL-Checklist git repository [68]. We have used their code in order to obtain image-text scores between all image texts pairs in each document and used them in our retrieval test. As with FLAVA, the results for ALBEF and ViT are lower than CLIP and these models struggle in zero-shot performance on our data. We believe that this further supports our hypothesis that FMs need to be fine-tuned on the expert tasks as their out-of-the-box performance on these tasks is low. This is most likely due to bias towards common as is stated in the main paper. These experiments underline the need for our proposed FETA benchmark in order to improve the applicability of FMs to practical real-world problems often involving specialized expert V&L data.

**D.4 Pre-trained CLIP vs Training from Scratch**

All of the experiments presented in the main paper and the supplementary material initialize the training from a pre-trained CLIP model trained on 400M image-text pairs. In this section we examine the effect of training the ResNet50 CLIP model from scratch on the car manuals dataset. Table 12 shows the result and compares the same model trained from scratch vs starting from a pre-trained CLIP model. We also include the locked and unlocked versions of the visual encoder. The advantage of starting from a strong pre-trained model is clear and raises the assumption that starting from a
better pre-trained model will yield better results, also verified by the experiments using ViT-L/14 CLIP architecture in section D.2.

Table 12: Initializing with a Pre-trained CLIP400M VS from Scratch. Numbers in **bold** mark the best results while numbers in _blue_ mark the second-best.

| Name            | Pre-traind | Locked | Image-to-Text | Text-to-Image |
|-----------------|------------|--------|---------------|---------------|
|                 |            |        | Rec@1 | Rec@5 | Rec@10 | Rec@1 | Rec@5 | Rec@10 |
| Zero-Shot CLIP-MIL | ✓          | ✓      | 10.5% | 34.0% | 48.5% | 11.7% | 32.9% | 47.9% |
|                 |            | ✓      | 11.0% | 39.2% | 40.0% | 9.7%  | 28.1% | 40.6% |
|                 |            | ✓      | 3.4%  | 13.5% | 23.0% | 3.2%  | 16.3% | 30.1% |
|                 |            | ✓      | 4.2%  | 14.3% | 24.6% | 3.9%  | 18.3% | 31.0% |
| One-Shot CLIP-MIL | ✓          | ✓      | 11.0% | 30.3% | 43.2% | 9.9%  | 27.9% | 40.9% |
|                 |            | ✓      | 11.9% | 30.3% | 42.5% | 10.9% | 29.4% | 43.2% |
|                 |            | ✓      | 5.2%  | 16.9% | 28.1% | 4.4%  | 19.2% | 32.9% |
|                 |            | ✓      | 5.3%  | 16.9% | 27.4% | 4.3%  | 17.8% | 31.0% |
| Few-Shot CLIP-MIL | ✓          | ✓      | 14.1% | 36.7% | 48.9% | 15.0% | 35.2% | 50.0% |
|                 |            | ✓      | 13.8% | 33.7% | 47.5% | 11.6% | 33.0% | 47.0% |
|                 |            | ✓      | 8.4%  | 25.1% | 37.8% | 6.7%  | 25.0% | 39.0% |
|                 |            | ✓      | 8.5%  | 24.9% | 36.0% | 6.1%  | 23.4% | 36.6% |
| Many-Shot CLIP-MIL | ✓          | ✓      | 32.6% | 56.2% | 66.7% | 27.8% | 59.0% | 72.3% |
|                 |            | ✓      | 34.5% | 56.8% | 66.1% | 27.2% | 57.9% | 70.7% |
|                 |            | ✓      | 29.1% | 48.6% | 58.1% | 25.0% | 52.3% | 65.2% |
|                 |            | ✓      | 24.7% | 44.5% | 54.7% | 19.3% | 46.6% | 61.4% |

D.5 IKEA US yearly catalogues

The IKEA data represents a different expert task - one of large-scale sales inventory (thousands of items). As with the technical documentation, sales catalogues naturally populate the long-tail of the common-objects biased data distributions used to train foundation models. Table 5 presents the results for the proposed baselines trained and tested on the IKEA dataset. Since in this case there are no distinct manufacturers and we did not like to partition on different yearly fashion styles due to their inconsistent nature, we followed a simple 5-fold cross-validation protocol using the entire IKEA data. Notably the IKEA dataset was processed using the same pipeline as the car manuals verifying the scalability of the proposed automatic annotation approach. As for the car manuals, also on IKEA data MIL based baselines obtaining significant advantages over other baselines. Interestingly, on IKEA data we also observe that both strategies that avoid direct use of the multiple annotation hypotheses (Concatenate and Choose-One) not only under-perform the MIL baselines, but also worsen the results relative to the CLIP baseline. This is likely due to sharper distinction between different associated text hypotheses, with only one of them being correct and other not only unrelated, but even belonging to other objects on the same (commonly densely packed) page. In such situation, non-MIL solutions are in significant disadvantage since as opposed to MIL, they do not consider all the options at once with the logically accurate OR relation between possible labels, thus leading the model astray with wrongful gradient updates using losses computed with incorrect labels.

D.6 Single fold reference results for quicker evaluation by future benchmark users

All experiments in the paper and other parts of this supplementary were performed using 5-fold cross-validation. Yet it is time consuming to evaluate many models 5 times. Therefore, as a service to the future users of our proposed FETA benchmark, we also provide reference results for a single fold out of the 5 we defined for the full evaluation. Single fold results for our Car-Manuals dataset is presented in Table 13 and for our IKEA dataset is presented in Table 14. As can be seen from the tables, the relative performance trends are preserved also in this single fold evaluation and hence it can serve as a reference for quicker evaluation for future users, before they run the full evaluation that takes 5 times longer. We provide a script to run this exact fold split in our code package for reproducibility.
Table 13: **Car-Manuals dataset single fold reference results for quicker evaluation by future benchmark users.** Provided as a service to the future users of our proposed FETA benchmark by stating a 5 times faster (then full 5-fold cross val.) benchmark to compute reproducible evaluation reference point. Intended to facilitate faster evaluation & debugging of new methods. The exact split is enclosed in the benchmark code. Numbers in **bold** mark the best results while numbers in **blue** mark the second-best.

| Name         | Locked | Image-to-Text | Text-to-Image |
|--------------|--------|---------------|---------------|
| **Zero-Shot**|        |               |               |
| CLIP [46]    | 9.7%   | 26.8%         | **10.2%**     |
| Concatenate  | 6.5%   | 20.4%         | 7.1%          |
| Concatenate  | ✓      | **9.4%**      | 8.1%          |
| Choose-One   | 7.2%   | 21.1%         | 6.3%          |
| Choose-One   | ✓      | 7.1%          | 6.6%          |
| CLIP-MIL     | **11.7%** | **29.8%** | **10.8%**     |
| CLIP-MIL     | ✓      | 11.0%         | 9.7%          |
| **One-Shot** |        |               |               |
| CLIP [46]    | 9.7%   | 26.8%         | 10.2%         |
| Concatenate  | 7.3%   | 22.0%         | 7.6%          |
| Concatenate  | ✓      | **7.1%**      | 6.9%          |
| Choose-One   | 6.8%   | 23.3%         | 6.1%          |
| Choose-One   | ✓      | 8.3%          | 6.4%          |
| CLIP-MIL     | **10.1%** | **28.5%** | **10.8%**     |
| CLIP-MIL     | ✓      | 9.7%          | 9.0%          |
| **Few-Shot** |        |               |               |
| CLIP [46]    | 8.7%   | 25.6%         | 9.3%          |
| Concatenate  | 6.9%   | 24.8%         | 10.7%         |
| Concatenate  | ✓      | **9.6%**      | 10.3%         |
| Choose-One   | 14.4%  | 32.3%         | 10.7%         |
| Choose-One   | ✓      | 12.4%         | 11.6%         |
| CLIP-MIL     | **16.1%** | **40.7%** | **14.1%**     |
| CLIP-MIL     | ✓      | 14.6%         | 12.6%         |
| **Many-Shot**|        |               |               |
| CLIP [46]    | 13.8%  | 31.2%         | 13.7%         |
| Concatenate  | 18.9%  | 38.1%         | 16.9%         |
| Concatenate  | ✓      | 19.2%         | 15.8%         |
| Choose-One   | 21.6%  | 47.1%         | 19.9%         |
| Choose-One   | ✓      | 26.9%         | 21.0%         |
| CLIP-MIL     | **33.2%** | **56.0%** | **28.0%**     |
| CLIP-MIL     | ✓      | **34.5%**     | **28.0%**     |

D.7 Median Results of Main Table 2

For completion we add the results of Few-Shot and Many-Shot settings from table 2 of the main manuscript with the difference of using Median instead of average. Results are presented in [15] As can be seen the results follow the same trend as table 2 from the main manuscript.

D.8 Illustrative explanation of our MIL variants

In Figure [5] we give an illustrative explanation of our MIL methods. Our MIL variant is composed of many to many MIL, many images to many texts, for the sake of simplicity we show here one to many MIL, image to texts MIL. Text to images MIL is very similar and thus not displayed. Each MIL block in the figure receives as inputs one image and many texts, a bag of positive texts chosen by our automatic annotation process and many negative texts taken from other pages the dataset. The output is detailed in Figure [5] and is used for the calculation of the loss. The figure is a schematic flowchart created for the purpose of intuition, the exact specifications of those losses are explained in Section 3 of the main paper.
Table 14: **IKEA dataset single fold results** Numbers in **bold** mark the best results while numbers in **blue** mark the second-best.

| Name        | Locked | Rec@1 | Rec@5 | Rec@10 | Rec@1 | Rec@5 | Rec@10 |
|-------------|--------|-------|-------|--------|-------|-------|--------|
| All-Data    |        |       |       |        |       |       |        |
| CLIP [46]   |        | 22.9% | 43.3% | 54.3%  | 25.5% | 46.9% | 59.5%  |
| Concatenate | ✓      | 8.4%  | 15.1% | 18.7%  | 13.6% | 27.2% | 36.7%  |
| Choose-One  | ✓      | 15.5% | 32.4% | 41.7%  | 18.1% | 35.5% | 45.0%  |
| CLIP-MIL    |        | **28.0%** | **49.4%** | **59.0%** | **28.6%** | **53.5%** | **65.4%** |
| CLIP-MIL    | ✓      | 9.8%  | 17.4% | 21.9%  | 14.9% | 27.1% | 35.6%  |
| Choose-One  | ✓      | 29.6% | 38.0% | 46.3%  | 16.6% | 32.3% | 41.8%  |

Table 15: **Median results of Table 2 of the manuscript** Image-to-Text and Text-to-Image retrieval accuracy, same models and settings as in Table 2 but using median instead of average. Numbers in **bold** mark the best results while numbers in **blue** mark the second-best.

| Name        | Locked | Rec@1 | Rec@5 | Rec@10 | Rec@1 | Rec@5 | Rec@10 |
|-------------|--------|-------|-------|--------|-------|-------|--------|
| Few-Shot    |        |       |       |        |       |       |        |
| CLIP [46]   |        | 9.1%  | 25.5% | 36.2%  | 9.9%  | 23.7% | 35.6%  |
| Concatenate |        | 8.5%  | 24.2% | 39.8%  | 10.2% | 29.8% | 45.1%  |
| Concatenate | ✓      | 8.4%  | 23.3% | 37.2%  | 10.0% | 27.8% | 40.6%  |
| Choose-One  | ✓      | 11.1% | 29.9% | 44.3%  | 12.1% | 33.4% | 46.2%  |
| Choose-One  | ✓      | 11.7% | 31.2% | 44.2%  | 10.0% | 29.6% | 43.7%  |
| CLIP-MIL    |        | **11.9%** | **33.9%** | **50.9%** | **14.3%** | **35.3%** | **53.1%** |
| CLIP-MIL    | ✓      | 10.6% | 31.3% | 46.9%  | 9.9%  | 30.9% | 47.4%  |

| Many-Shot   |        |       |       |        |       |       |        |
| CLIP [46]   |        | 13.8% | 31.2% | 41.6%  | 16.6% | 36.4% | 50.7%  |
| Concatenate |        | 18.4% | 38.1% | 49.3%  | 16.1% | 43.4% | 59.6%  |
| Concatenate | ✓      | 20.2% | 40.1% | 51.2%  | 16.5% | 41.8% | 59.9%  |
| Choose-One  | ✓      | 24.6% | 50.9% | 62.9%  | 21.1% | 53.0% | 67.6%  |
| Choose-One  | ✓      | 28.0% | 53.3% | 64.8%  | 22.2% | 52.9% | 67.1%  |
| CLIP-MIL    |        | **31.8%** | **56.0%** | **66.7%** | **27.9%** | **59.4%** | **72.3%** |
| CLIP-MIL    | ✓      | 34.3% | 56.3% | 66.1%  | 27.3% | 58.4% | 71.2%  |

**Appendix E License**

This dataset is freely available: it can be redistribute under the terms of the GNU General Public License (version 3) as published by the Free Software Foundation.
Figure 5: **Illustrative explanation of our MIL variants**: An example of one way MIL, from one image to a bag of texts. The figure is added for intuition only, the accurate details are in main paper section 3.

Figure 6: **Examples from the IKEA dataset**: In this example we can see the bounding box of all the detected texts withing the page marked in a red box. The images are marked in a blue box.
Figure 7: **Examples from the IKEA dataset**: In this example we can see the bounding box of all the detected texts within the page marked in a red box. The images are marked in a blue box.

Figure 8: **Examples from the IKEA dataset**: In this example we can see the bounding box of all the detected texts within the page marked in a red box. Only the images are marked in a blue box.
Figure 9: **Examples from the expert car manuals dataset**: In this example we can see the bounding box of all the detected texts withing the page marked in a **red** box. The images are marked in a **blue** box.
iDrive

Vehicle equipment
In this chapter, all production, country, and optional equipment that is offered in the model range is described. For this reason, descriptions will be given of some equipment that may not be available in a vehicle, for example due to the special options or national-market version selected. This also applies to safety related functions and systems.

The concept
iDrive integrates the functions of a large number of switches. This allows these functions to be operated from a single central position.

Make entries only when traffic and road conditions permit; otherwise, you may endanger vehicle occupants and other road users by being distracted.

Controls at a glance

Controls

Figure 10: Examples from the expert car manuals dataset: In this example we can see the bounding box of all the detected and associated texts within the page marked in a red box. The images are marked in a blue box.
The warning lamp in the instrument cluster lights up while the engine is running: the remote control is no longer inside the vehicle. After the engine is switched off, the engine can only be restarted within approx. 10 seconds.

The indicator lamp in the instrument cluster lights up and a message appears on the Control Display: replace the battery in the remote control.

### Replacing the battery
The remote control for Comfort Access contains a battery that will need to be replaced from time to time.

1. Take the integrated key out of the remote control, refer to page 30.
2. Remove the cover.
3. Insert the new battery with the plus side facing up.
4. Press the cover on to close.
5. Dispose of the old battery at a collection point or at your BMW center.

### Windows
To prevent injuries, watch the windows while closing them.

Take the remote control with you when you leave the car; otherwise, children could operate the electric windows and possibly injure themselves.

### Coupe: opening, closing
- Press the switch to the resistance point: The window opens as long as you press the switch.
- Press the switch beyond the resistance point: The window opens automatically. Press the switch again to stop the opening movement.

You can close the windows in the same manner by pulling the switch. The rear windows do not close automatically.

### Convertible: opening, closing

#### Individually
- Press the switch to the resistance point: The window opens as long as you press the switch.
- Press the switch beyond the resistance point: The window opens automatically. Press the switch again to stop the opening movement.

You can close the windows in the same manner by pulling the switch. The rear windows do not close automatically.

---

**Figure 11:** *Examples from the expert car manuals dataset:* In this example we can see the bounding box of all the detected and associated texts within the page marked in a red box. One image is marked in a blue box.
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