Surviving The Barren Plateau in Variational Quantum Circuits with Bayesian Learning Initialization
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Variational quantum-classical hybrid algorithms are seen as a promising strategy for solving practical problems on quantum computers in the near term. While this approach reduces the number of qubits and operations required from the quantum machine, it places a heavy load on a classical optimizer. While often under-appreciated, the latter is a computationally hard task due to the barren plateau phenomenon in parameterized quantum circuits. The absence of guiding features like gradients renders conventional optimization strategies ineffective as the number of qubits increases. Here, we introduce the fast-and-slow algorithm, which uses Bayesian Learning to identify a promising region in parameter space. This is used to initialize a fast local optimizer to find the global optimum point efficiently. We illustrate the effectiveness of this method on the Bars-and-Stripes (BAS) quantum generative model, which has been studied on several quantum hardware platforms. Our results move variational quantum algorithms closer to their envisioned applications in quantum chemistry, combinatorial optimization, and quantum simulation problems.

I. INTRODUCTION

Quantum-classical hybrid algorithms are based on parameterized quantum circuits (PQC) that can prepare different quantum states through variable gate parameters. These algorithms can be adapted to different hardware environments and are, in principle, capable of solving a vast array of problems [1]. This is achieved by outsourcing some of the computational complexity from the quantum device (QPU) to a classical processor (CPU). This keeps the quantum circuits shallow and amenable to noisy devices.

These ideas have been used for developing variational quantum algorithms (VQAs) [2], such as the Variational Quantum Eigensolver (VQE) [3], the Quantum Approximate Optimization Algorithm (QAOA) [4], and Quantum Neural Network (QNN) architectures [5–7]. The original problem is mapped to finding the PQC parameters that minimize a cost function, which is evaluated by performing measurements on the circuit output of the QPU. The results are then provided to the CPU, which employs a classical optimization, or learning, algorithm to find the next set of parameters to feed back to the QPU in an iterative loop. Multiple demonstrations of this quantum-classical hybrid scheme have been realized on small systems [3] [8] [13]. The limitations are usually attributed to imperfect quantum hardware, but some of the work points out the importance of the CPU itself [14].

The classical part of the algorithm is challenging for several reasons. The stochastic nature of QPU readout makes the measured cost function value fluctuate even for a fixed set of parameters. In addition, as the Hilbert space size and the parameter space size increase, the difficulty of finding the global minimum increases exponentially. This indicates that much like non-trivial NP-hard optimization problems, getting trapped in a local minimum is very likely [15] [16].

Additionally, finding the optimal point is made even more difficult by a phenomenon called the "barren plateau" which means that far from any minima, the cost function provides no features to guide the optimization. It can arise for many circuit architectures, including ansatze with a global cost function [17], highly expressive ansatze circuits [18], highly entangled [19] or noisy circuits [21] [22], and the majority of dissipative perceptron-based Quantum Neural Networks (QNN) [23]. It also provides a challenge for parameter initialization, since random initialization of VQAs leads to exponentially small gradients [24].

The existing optimization approaches can generally be divided into gradient-based and gradient-free methods. In the former, the gradient information can be obtained via the parameter shift rule [25] [27], or by directly measuring the first- or higher-order partial derivative on the quantum hardware [28] [29]. The optimization is then performed using algorithms such as Stochastic Gradient Decent (SGD) [30], Quantum Natural Gradient Decent [31] [32], meta learning [33], and Simultaneous Perturbation Stochastic Approximation (SPSA) [34]. The latter only uses the value of the cost-function and includes methods such as Nelder-Mead, COBYLA, Powell’s, and Bayesian based methods [14] [35] [39]. Experiments have revealed the vulnerability of both gradient-based and gradient-free methods to barren plateaus [17] [19] [21] [23] [24] [28] [37] [40] [42]. While strategies to mitigate or avoid the barren plateau have been proposed [16] [18] [42] [44], their efficiency in general scenarios remains untested. Others require the circuit to be over-parametrized [16], which might not be feasible, or demand exponentially scaling resources [40].
now highly likely to reach the global optimum, since we start in the correct region and there is no longer a barren plateau [49].

There is a trade-off between the number of queries devoted to the global and local optimizers. Too many queries in the slow part waste resources that should be spent on local optimization, while too few queries increase the chance to switch over in a region containing only a local minimum. The latter might lead to failure since there is no guarantee for a local optimizer to converge to the global optimum after random initialization, regardless of the number of iterations [50]. In practice, the BO shows a distinctive cost function drop after a certain number of iterations for a given circuit. We use this phenomenological criterion as the change-over point in our protocol (see below). Additionally, around this point, the standard deviation of the cost function calculated for multiple batches of the experiment decreases significantly. Note that in general, we expect the switching point to be problem-dependent. The code is for the fast-and-slow algorithm used for this work available on GitHub [51].

III. RESULTS

To evaluate our method, we simulate the optimization of BAS circuits on four and six qubits on a classical computer. The BAS [52] maps qubit states in the computational basis to a two-dimensional array of black or white pixels, see appendix B for details. This problem is a good test case since its convergence behavior has been studied on a trapped ion system and it was found to be very well captured by a simple finite-sampling noise model [14].

Specifically, we consider the ensembles BAS(2, 2) and BAS(2, 3) with input $|\psi\rangle = |0\rangle^\otimes n$ for $n = 2 \times 2$ and $n = 2 \times 3$, respectively. The circuit design follows [14] with qubits connectivity given by star-graph, and uses a gate set native to trapped ions. The first layer consists of single-qubit $X$ and $Z$ rotation operators. The following layer applies $XX$ entangling gates to all pairs of qubits. The unitary operator associated with the mentioned circuits, for a total number of layers $L$, can be written as:

$$U(\theta) = \prod_{k=1}^{L} U_k(\theta_k) = \prod_{\ell=1}^{L} \prod_{j=2}^{n} R_{x_1 x_j}(\phi_j^{\ell}) R_{x_1 x_j}(\phi_j^{\ell})$$

(1)

where we explicitly identify $U_k$ and $\theta_k$ corresponding to one and two qubit gates and their parameters in layer $\ell$ with

$$R_{x_1 x_j}(\phi_j^{\ell}) = e^{-i\phi_j^{\ell}X_1 X_j}$$

$$R_{x_1 x_j}(\phi_j^{\ell}) = e^{i\phi_j^{\ell}X_1 X_j}$$

(2)

(3)

Expressed in this gate set, the quantum circuits for BAS(2,2) and BAS(2,3) have 26 and 41 variational parameters, respectively.

II. THE FAST-AND-SLOW METHOD

In this paper, we introduce and evaluate a new technique, for finding the global optimum in VQAs, which we call fast-and-slow following Ref. [45]. It employs Bayesian learning, which is gradient-free, as an initialization procedure for subsequent gradient-based optimization, combining global and local information of the parameter landscape. We first describe this method and then test it for different local optimizers on the Bars-and-Stripes (BAS) quantum generative model [14, 46]. BAS is a quantum machine learning algorithm, which can be used as a benchmark to study the performance and capabilities of PQCs, and which shows barren plateaus.

In the first, slow, part we initialize the parameters to zero and perform Bayesian optimization using Gaussian processes. This method is well-suited for this task, since querying the QPU is expensive and results in noisy outputs [47]. The computational complexity of Bayesian optimization increases as the number of samples $n$ gathered from the QPU accumulates, due to the $O(n^3)$ scaling of the calculation of the co-variance matrix inverse [48]. Therefore, this method is not suited for a detailed local search.

In the second, fast, part we use the best parameter set from the slow part to initialize a local optimizer. This is now highly likely to reach the global optimum, since we
Figure 2. Comparison of different optimization methods for the BAS(2, 2) problem with 4 qubits and 26 circuit parameters. The main graph shows the cost function (4) against the number of executed circuit instances on the simulated QPU for different combinations of initialization and optimization methods: Nelder-Mead (NM), Stochastic Gradient Descent (SGD), Neural Network (LSTM), and Bayesian Optimization (BO). The fast-and-slow method corresponds to "NM with BO Initialization." For each method, the average value (solid line) and standard deviation based on five repetitions (shaded region) are shown. The output distribution is sampled $N_s = 1024$ times to add statistical errors. The insets show the output distribution at three stages of optimization: 1) after 45 iterations (left), which is the switching point from BO to NM in the fast-and-slow method, 2) after 100 iterations (bottom), when the cost function of fast-and-slow is plateauing, and 3) after 300 iterations (right).

To ease comparison with [14], the Kullback–Leibler (KL) divergence is used as the cost function, which is a standard metric to compare two distributions [53]:

$$L_{KL}(\theta) = KL\left(\text{Tr}(OU^\dagger(\theta)\rho U(\theta))||\rho_{\text{BAS}})\right). \quad (4)$$

Since the variance of the cost function gradient, $\text{Var}[\frac{\partial}{\partial \mu} L] = \langle (\frac{\partial}{\partial \mu} L)^2 - \langle \frac{\partial}{\partial \mu} L \rangle^2 \rangle$, is exponentially suppressed as a function of qubit number,

$$\text{Var}[\frac{\partial}{\partial \mu} L] \leq \frac{1}{2m} f(O, \rho, \rho_{\text{BAS}}) \quad (5)$$

there exists a barren plateau in the optimization landscape (see appendix A).

To study the performance of the fast-and-slow method, we compare it against strategies with only local or only global optimizers. Specifically, for the pure local schemes, we use the Stochastic Gradient Decent (SGD) [30, 54, 55] and Nelder-Mead (NM) algorithm [56] with random initialization. As a global scheme we consider BO with parameters initialized to zero. For the fast-and-slow method, we employ the slow BO phase as discussed above, followed by either NM or SGD. Additionally, we consider another hybrid algorithm introduced in Ref. [39], that utilizes a Long Short Term Memory (LSTM) recurrent neural network for initialization followed by NM.

The results are shown for four qubits in Fig. III and six qubits in Fig. III. The effectiveness of a classical optimizer for VQAs is typically only assessed by the convergence rate of the cost-function without taking account the quality of the output circuit [39, 43, 57–60]. However, this does not in general make clear when the algorithm gets trapped in a local minimum [61]. For comparison with the target distributions, we show the state populations at different stages of training as figure insets.

The results show that the fast-and-slow algorithm (NM with BO initialization) outperforms the other methods based on the convergence behavior, the final value of the
Figure 3. Comparison of different optimization methods for the BAS(2, 3) problem with six qubits and 41 circuit parameters (see text): Nelder-Mead (NM), Stochastic Gradient Descent (SGD), Neural Network (LSTM), and Bayesian Optimization (BO). The fast-and-slow method "NM with BO Initialization" is still the best strategy and produces the correct output distribution, but the convergence is slower than for the four-qubit case. The insets show the output distribution at three stages of optimization: 1) after 400 iterations (left), which is the switching point from BO to NM in the fast-and-slow method, 2) after 900 iterations (bottom), and 3) after 1800 iterations (right), which is beyond the range shown in the main plot.

Our results show that the fast-and-slow method of initialization and optimization is highly promising since it reduces the number of queries to the QPU substantially and makes training the VQA more practical for a larger number of qubits. The simulated experiment, while well-motivated by being a generic circuit and allowing the comparison with a recent experimental implantation on quantum hardware, only represents a single example problem. Going forward, we will evaluate the method on different kinds of circuits on physical, rather than simulated, quantum hardware.

Furthermore, the fast-and-slow algorithm introduced here represents only the simplest form of a combined scheme with a single switching point and fixed switching criterion. More complex problems might require a dynamical alternation between the fast and slow parts, which has been shown to be beneficial for some problems in classical optimization [45]. Further study is needed to find appropriate methods for determining the switching point and problem-specific adaptations, which will make...
this method even more powerful.
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Appendix A: The Barren Plateau in VQAs

Variational circuits can be described as a unitary operation, $U(\theta)$, with a set of parameters $\theta = \{\theta_i\}_{i=1}^m$. For a given observable $O_i$, and a fixed initial state $\rho$, the expectation value can be estimated by executing repetitive measurements on the QPU. In general, these measurements can be used to calculate the cost function defined as

$$L(\theta) = \sum_i h_i f_i \left( \text{Tr} \left( O_i U(\theta) \rho U(\theta)^\dagger \right) \right),$$

where $\{h_i \in \mathbb{R}, f_i : \mathbb{R} \to \mathbb{R} \}$ encodes the problem.

The goal of VQAs is to find the optimum set of parameters that minimizes the cost function:

$$\theta^* = \arg \min_{\theta} L(\theta).$$

In general, the ansatz can be described with a unitary $U(\theta)$ as

$$U(\theta) = \prod_{i=1}^m U_i(\theta_i),$$

where $U(\theta_i) = e^{-i \theta_i \sigma_i}$, and $\sigma_j$ is a Hermitian 1- or 2-qubit operator and $\sigma_2^2 = I$. In this representation we assume the parameters are independent of each other. To study behaviour of a specific parameter $\theta_\mu$, $1 \leq \mu \leq m$, we can split the $U(\theta)$ into a left and right part:

$$U(\theta) = U_R(\theta_R) U_L(\theta_L).$$

where right and left operators are defined as $U_R(\theta_R) = \prod_{\mu=1}^m U_i(\theta_i)$ and $U_L(\theta_L) = \prod_{\mu=m+1}^m U_i(\theta_i)$, respectively. The derivative of $U(\theta)$ can be written as $\partial_\theta U(\theta) = U_R(-\frac{i}{2} \sigma_\mu) U_L$ and $\partial_{\theta_\mu} U(\theta) = U_L^\dagger (\frac{i}{2} \sigma_\mu) U_R^\dagger$.

The cost function of our generative model is based on the Kullback–Leibler (KL) divergence function in Eq. (4) in the main text. We define $C_i := \text{Tr}(O_i U \rho U^\dagger)$, $q_i := \text{Tr}[O_i \rho_{\text{BAS}}]$, and let $O_i \in \{|i\rangle \langle i|\}_{i=1}^{2^n-1}$. Note that $\partial_{\theta_\mu} \sum_i C_i = 0$. Therefore, the derivative of the cost-function with respect to a single parameter, $\theta_\mu$, is given by

$$\partial_\mu L(\theta) = \sum_{i=0}^{2^n-1} \partial_{\theta_\mu} C_i \log(C_i / q_i),$$

where the derivative of $C_i$ respect to the parameter $\theta_\mu$ can be written as $[17]$

$$\partial_\mu C_i = \frac{-i}{2} \text{Tr}(U_R^\dagger O_i U_R[\sigma_\mu, U_L \rho U_L^\dagger]) = \frac{i}{2} \text{Tr}(U_L \rho U_L^\dagger[\sigma_\mu, U_R^\dagger O_i U_R]).$$

In order to calculate the average value of the gradient, $\langle \partial_\mu L(\theta) \rangle = \sum_i \langle \partial_{\theta_\mu} C_i \log(C_i / q_i) \rangle$, we can consider three cases: either $U_L$, $U_R$, or both satisfy the 2-design property. This allows us to simplify certain terms in the average by an integral over the Haar measure. A t-design unitary defined as a finite set of unitary operator $\{U_k\}_{k=1}^K \in \mathcal{U}(d)$ with an arbitrary function $P_{(t,l)}(U)$ (which acts at each element of matrix $U$ and $U^\dagger$ with polynomial degree at most $t$) such that it satisfies the following relation

$$\frac{1}{K} \sum_{k=1}^K P_{(t,l)}(U_k) = \int_{\mathcal{U}(d)} d\mu(U) P_{(t,l)}(U),$$

where $d\mu(\cdot)$ is a Haar measure over the unitary group $\mathcal{U}(d)$. In general, for a random unitary matrix $U = (U_{ij})_{i \leq j \leq d}$, the expectation of the following form with respect to the Haar measure over a unitary group $\mathcal{U}(d)$ is given by

$$E[U_{i_1 j_1} U_{i_2 j_2} \cdots U_{i_m j_m}] U_{i_n j_n}^* U_{i_m j_m}^* U_{i_2 j_2}^* U_{i_1 j_1}^*] = \sum_{\sigma, r \in S_n} \delta_{i_1 i_n}^{\sigma(1)} \cdots \delta_{i_m i_n}^{\sigma(m)} \delta_{j_1 j_n}^{\lambda(1)} \cdots \delta_{j_m j_n}^{\lambda(m)} W_{\text{G}}^{U}(\sigma^{-1}, d)

\begin{equation}
= \sum_{\sigma, r \in S_n} \delta_{\sigma(i, i')} \delta_{\tau(j, j')} W_{\text{G}}^{U}(\sigma^{-1}, d),
\end{equation}

where $S_n$ is the symmetric group [63,64]. The $W_{\text{G}}(\cdot, d)$ is Weingarten function defined on $S_d$ with the following Fourier expansion:

$$W_{\text{G}}^{U}(\sigma, d) = \frac{1}{d!} \sum_{\lambda \vdash n, \ell(\lambda) \leq d} \prod_{i=1}^{\ell(\lambda)} f^{\lambda}_i \chi^{\lambda}(\sigma),$$

such that for a given $\lambda$, $\chi^\lambda$ is the irreducible character of $S_d$ associated with it. $f^\lambda$ is the degree of $\chi^\lambda$ and $\lambda \vdash n$ is the sum over all partitions of $\lambda$ defined by Young diagram $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_l)$ of $d$ and $l = \ell(\lambda)$. Applying this theorem for first and second moment of $U$, over the Haar measure $d\mu(U)$, provides the following identities based
on the calculation over $S_1$ and $S_2$ group:
\[
\int U_{ij} U_{jk}^* d\mu(U) = \frac{\delta_{ip} \delta_{jk}}{d} \tag{A10}
\]
\[
\int U_{ij} U_{jk}^* d\mu(U) = \frac{\delta_{ij} \delta_{jk}}{d^2 - 1}
\]
For $U \in \mathcal{U}(d = 2^n)$ the above identities can be re-written in the form of
\[
\int \text{Tr}(UXU^+Y)d\mu(U) = \frac{1}{2^n} \text{Tr}(X) \text{Tr}(Y) \tag{A11}
\]
\[
\int \text{Tr}(UXU^+Y) \text{Tr}(UZU^+W)d\mu(U) = \text{Tr}(X) \text{Tr}(Y) \text{Tr}(Z) \text{Tr}(W) + \text{Tr}(XZ) \text{Tr}(YW)
\]
\[
- \text{Tr}(XZ) \text{Tr}(Y) \text{Tr}(W) + \text{Tr}(X) \text{Tr}(Z) \text{Tr}(YW)
\]
\[
\frac{2^{2n} - 1}{2^{3n} - 2^n}
\]
\[
\int \text{Tr}(UXU^+Y) d\mu(U)
\]
\[
= \frac{\text{Tr}(O_i) \text{Tr}(\rho)}{2^n} = \frac{1}{2^n},
\]
and
\[
\text{E}[C_i] = \int \text{Tr}(O_i U \rho U^+) d\mu(U)
\]
\[
= \frac{\text{Tr}(O_i) \text{Tr}(\rho)}{2^n} = \frac{1}{2^n},
\]
and
\[
\text{E}[C_i C_j] = \frac{\text{Tr}(O_i) \text{Tr}(O_j)}{2^{2n} - 1} \text{Tr}(\rho) - \frac{\text{Tr}(\rho^2)}{2^n}
\]
\[
= \frac{1 + \delta_{ij}(1 - 2^{-n})}{2^{2n} - 1}
\]

for observable in the form of $O^{ik}_l = \delta_{ij} \delta_{ik}$ for $2^n$, we have $\text{Tr}(O_l) = \text{Tr}(O^2_l) = 1$ and $\sum_{j=0}^{2^n-1} \text{Tr}(O_j) = 2^n$. A similar calculation can be repeated for the $\text{E}[\partial_{\mu} C_i]$:
\[
\text{E}[\partial_{\mu} C_i] = \frac{i}{2} \int \text{Tr}(U_L \rho U_R^+[\sigma^\mu, U_R^1 O_i U_R]) d\mu(U_L) d\mu(U_R)
\]
\[
= \frac{i \text{Tr}(\rho|\sigma^\mu) \text{Tr}(O_i)}{2^{2n+1}} = 0,
\]
and therefore $\text{E}[\partial_{\mu} C_i \log q_i] = 0$. Similarly the expectation value of the second moment can be calculated as a follows:
\[
\text{E}[\partial_{\mu} C_i \partial_{\mu} C_j] = -\frac{1}{4} \int \text{Tr}(U_L \rho U_R^+[\sigma^\mu, U_R^1 O_i U_R])
\]
\[
\times \text{Tr}(U_L \rho U_R^+[\sigma^\mu, U_R^1 O_j U_R]) d\mu(U_L, U_R)
\]
\[
= \frac{\text{Tr}(\rho^2)}{2^{2n} - 1}
\]
\[
- \text{Tr}(\rho^2) \text{Tr}(O_i) \text{Tr}(O_j)
\]
\[
\frac{1}{2^n} \text{Tr}(\rho^2) \text{Tr}(O_i) \text{Tr}(O_j)
\]
\[
\times \left(\frac{-\text{Tr}(\rho^2) + 2^{-n}}{2^n - 1}\right).
\]
\[
\text{A17}
\]
To obtain an upper-bound on $|\langle \partial_{\mu} \mathcal{L} \rangle|$ we use the Cauchy-Schwarz inequality and the property of logarithmic functions, where for a two random variable $x$ and $y$, we have $\text{E}[x \log y] \leq \text{E}[xy] - \text{E}[x]$. Applying this identity to calculate $\text{E}[\partial_{\mu} C_i C_j / q_i]$ leads to the following inequality:
\[
\text{E}[\partial_{\mu} C_i log \frac{C_i}{q_i}] \leq \text{E}[\partial_{\mu} C_i C_i / q_i] - \text{E}[\partial_{\mu} C_i] = \text{E}[\partial_{\mu} C_i C_i / q_i] - \text{E}[\partial_{\mu} C_i]
\]
\[
\leq q_i^{-1} \sqrt{\text{E}[(\partial_{\mu} C_i)^2] \text{E}[(C_i)^2]}.
\]
\[
\text{A18}
\]
To avoid the divergence in the numerical calculation of KL divergence we replace the $q_i, \text{BAS}$ with the clipper function $\max[c, q_i, \text{BAS}]$ for arbitrary small $c := \Lambda^{-1}$. By using the result of Eq. \text{(A17)} and Eq. \text{(A13)} and adding all terms from Eq. \text{(A15)} we can derive the following upper bound on the magnitude of expectation value gradient of the cost function:
\[
|\langle \partial_{\mu} \mathcal{L} \rangle| \leq \sqrt{\frac{2(2^n - 1)(\Lambda + 2^n + 2\Lambda - 4)^2}{2^{2n}(2^n + 1)(2^{2n} - 1)^2}} \sim O(2^{-2n}).
\]
\[
\text{A19}
\]
In the next step, to find the expectation value of the variance of the gradient of the cost function with respect to a parameter $\theta_{\mu}$, $\text{Var}[\partial_{\mu} \mathcal{L}]$, we start with the its definition and use Cauchy-Schwarz to get an upper bound on
To calculate the fourth moment expressions in the right-hand side of the inequality, we assume the both $U_R$ and $U_L$ satisfy the 4-design property. This assumption is motivated by the observation that random local quantum circuits with a depth that grows polynomially in the number of qubits form an approximate unitary $t$-design, and conjectured to be valid for logarithmic-depth circuits as well \cite{Bartlett2005, Brandao2016, Brandao2017}. Based on the 4-design assumption, according to Eq. (A15):

\begin{align}
\text{Var}[\partial_{\mu} L] &= \langle (\partial_{\mu} L)^2 \rangle - \langle \partial_{\mu} L \rangle^2 \\
&= \sum_{i,j} E[\partial_{\mu} C_i \log \frac{C_i}{q_i} \partial_{\mu} C_j \log \frac{C_j}{q_j}] \\
&- \sum_{i,j} E[\partial_{\mu} C_i \log \frac{C_i}{q_i}]^2 \\
&\leq \sum_{i,j} \left( q_i q_j \right)^{-1} \left( E[(\partial_{\mu} C_i)^4] E[(\partial_{\mu} C_j)^4] E[C_i^4] E[C_j^4] \right)^{\frac{1}{4}}.
\end{align}

(A20)

Consequently, by substituting the Eq. (A21) and Eq. (A22) in the Eq. (A20) we find the variance $\text{Var}[\partial_{\mu} L]$, is exponentially suppressed as a function of qubits number since

\begin{align}
\text{Var}[\partial_{\mu} L] \leq \frac{C}{d^{2n}} \sum_{i,j=1}^{2^n} (q_i q_j)^{-1} \sum_{\sigma,\tau \in S_4} \sum_{\alpha,\beta} \sum_{\sigma',\tau' \in S_4} \sum_{\alpha',\beta'} \text{Tr}_{\sigma,\tau} (\sigma^\mu, O^i, \rho) \text{Tr}_{\sigma',\tau'} (\sigma'^\mu, O'^i, \rho) \text{Tr}_{\sigma,\tau} (\rho, O^j) \text{Tr}_{\sigma',\tau'} (\sigma'^\mu, O'^j, \rho) \left( C^4 \right)^{\frac{1}{4}}.
\end{align}

(A23)

Appendix B: Bars and Strips ensemble

The Bars and Stripes (BAS) \cite{Berg2018} ensemble is one of the standard benchmarks used to study the performance of unsupervised generative models. For a given $(n,m)$, this data set, BAS$(n,m)$, can be constructed based on the two-dimensional grid with $n$ rows and $m$ columns where each plaquette can be black (filled) or white (empty) with total number of possible configurations of $2^{nm}$. Each sample of BAS belongs to a specific subset of these states which the grids are filled to make exclusively i filled columns ($0 \leq i \leq m$) or exclusively $j$ rows ($0 \leq j \leq n$), i.e. bars and stripes, respectively. Therefore, the total number of possible BAS samples is $N_{BAS(n,m)} = \binom{n}{k} + \binom{m}{p} - 2 = 2^n + 2^m - 2$. The ratio of total to valid BAS patterns decreases exponentially as $2^{-\min(n,m)}$. To evaluate the performance of a quantum system to generate BAS states, a qBAS score was introduced \cite{Steiger2020}. It is defined as $qBAS = \frac{2^r}{2^{pr}}$, where $r$ is the recall number, i.e. the ability to generate all patterns of BAS$(n,m)$, and $p$ is the ability to retrieve states belongs to BAS$(n,m)$. In order to observe the whole spectrum of BAS$(n,m)$ patterns, we need to handful of measurements from the circuit. Since each pattern occurs with probability $1/N_{BAS(n,m)}$, we
need to do $N_M = N_{\text{BAS}}(m,n)(1 + \frac{1}{2} + \cdots \frac{1}{N_{\text{BAS}}(m,n)}) \approx 2^{\max(m,n)}(\max(m,n)+\gamma)$ measurements where $\gamma$ is Euler-Macheroni constant.
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