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\section*{ABSTRACT}

This paper combines deep Q network (DQN) with long and short-term memory (LSTM) and proposes a novel hybrid deep learning method called DQN-LSTM framework. The proposed method aims to address the prediction of five Chinese agricultural commodities futures prices over different time duration. The DQN-LSTM applies the strategy enhancement of deep reinforcement learning to the structural parameter optimization of deep recurrent networks, and achieves the organic integration of two types of deep learning algorithms. The new framework has the capacity of self-optimization and learning of parameters, thus improving the performance of prediction by its own iteration, which shows great prospects for future application in financial prediction and other directions. The performance of the proposed method is evaluated by comparing the effectiveness of the DQN-LSTM method with that of traditional predicting methods such as auto-regressive integrated moving average (ARIMA), support vector machine (SVR) and LSTM. The results show that the DQN-LSTM method can effectively optimize the traditional LSTM structural parameters through policy iteration of the deep reinforcement learning algorithm, which contributes to a better long and short-term prediction accuracy. In particular, the longer the prediction period, the more obvious the advantage of prediction accuracy of a DQN-LSTM method.

\section*{1. Introduction}

As an important performance indicator of agricultural market price, agricultural commodities futures prices not only provide people engaged in the agricultural production and operation with more accurate information on long-term price fluctuations, but also serves as an important basis for hedging decisions for those involved in the agricultural industry chain. However, while performing their market functions, agricultural futures are subject to the inherent high risk characteristics of derivatives. On the one hand, agricultural commodities futures prices are affected by many factors such as economic globalization, financial crisis, climate change and oil price fluctuations, being highly complex and non-linear, which makes accurate prediction of agricultural commodities futures prices extremely challenging. On the other hand, margin trading and forced liquidation systems make agricultural futures price fluctuation exponentially more profitable for hedgers and speculators. If mishandled, it can easily lead to extreme risks in financial markets and undermine agricultural production and management activities. Therefore, an in-depth analysis of agricultural futures price fluctuations and accurate analysis and prediction of trends of agricultural commodities futures prices are important for hedgers in the agricultural industry chain to hedge price risks, and for speculators to invest rationally and guide agricultural production and resource allocation.

Recently, deep learning, especially deep recurrent neural networks have been widely used in many fields [1, 2, 3, 4]. But for the the late start of the commodity futures market, the existing literature exploring the prediction of agricultural commodity futures prices is relatively limited. However, there have been many attempts by scholars to apply a variety of modeling approaches to financial time series prediction. Early scholars mainly applied the statistical analysis models to predict agricultural products and agricultural commodities futures prices based on statistical theory. Commonly used models include Autoregressive model[5], Moving Average model [6], Exponential Smoothing model [7, 8], Autoregressive Moving Average model [9], and Autoregressive Conditional Heteroskedasticity model[10, 11, 12]. However, the factors affecting agricultural commodities futures prices are complex and variable, while the data are non-linear and time-varying. Although the traditional statistical methods have good theoretical support and valid
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With the flourishing of machine learning, the application of artificial intelligence is gradually extended. Compared with econometric methods, machine learning methods are widely used in financial time series prediction as they can mine valuable information directly from data without pre-formulated assumptions and machine learning can better handle non-linear data. [13] and [14] used Convolutional Neural Network (CNN) and Back Propagation Neural Network (BPNN) respectively to predict ETF prices. [15] used the BAT algorithm to predict copper price fluctuations. The experimental results showed that the BAT algorithm outperformed the classical prediction method. [16] and [17] used Decision Tree Algorithm and Support Vector Machine(SVM) to predict price of copper futures in London Metal Exchange, respectively. Although traditional neural networks have good prediction capability, their accuracy is still not satisfactory when faced with dynamic and non-linear time series data.

In recent years, deep recurrent neural network such as LSTM has presented prominent performance in time series prediction. Unlike traditional RNNs, LSTM introduce memory units where the memory of previous inputs can be persistently stored in the internal states of the network, thus allowing LSTM network to explore serial data such as time series. LSTM network with a better prediction ability can also explore the abstract features inherent in the data, grasp the hidden structure constants in the data, and then process the time series. [18] used LSTM network to predict the monthly closing prices of stocks and used the prediction results to determine portfolio weights. [19] used EMD (Empirical Mode Decomposition) and LSTM to predict stock prices and introduced a factor of Investor Sentiment to further improve the prediction accuracy. [20] combined LSTM with various GARCH and proposed a new hybrid LSTM method for predicting price volatility of stocks. These studies show that LSTM has good performance in learning the dependencies between complex non-linear time series. However, as research on deep learning methods applied to financial markets deepens, the limitations of methods such as LSTM have also been revealed, such as overfitting of LSTM network in the prediction of time-series data, which affects the prediction accuracy[21]. The Dropout operation is a common means to address the problem of overfitting, as overfitting can be effectively solved by selecting reasonable Dropout parameters[22]. However, there is no systematic research on the selection of such parameters and the patterns are not yet summarized. In addition, it is a sequential decision problem for deep LSTM network as to which part of the structure should the Dropout parameters be applied and what is its proper value, which cannot be solved effectively by conventional means. Deep reinforcement learning is an artificial intelligence method widely used in industrial manufacturing [23], path planning[24], and gaming[25], which can solve the challenge of sequential decision making in the selection of Dropout parameters to some extent[26]. DQN is the earliest one using deep neural networks among the many deep reinforcement learning algorithms, which has the advantages of simple structure, relatively low hyperparameter proficiency and easy implementation, and has been widely used in multiple fields.

In response to low prediction accuracy caused by overfitting in the process of LSTM algorithm time series prediction and the randomness faced by the selection of Dropout parameters to solve the overfitting problem, this paper proposes a hybrid prediction method (called DQN-LSTM) combining DQN and LSTM by intelligently deciding the Dropout parameters in the structure of LSTM network through DQN algorithm, which can effectively improve the generalization and robustness of the method. Specifically, with the running status of LSTM network as the observation value of the DQN algorithm and the Dropout parameters value option as the action value of the DQN algorithm, the two is fitted using a deep reinforcement learning network. The correlation between the training data is destroyed and the independent homogeneous distribution of the method training data is improved by establishing a priority experience replay mechanism and fixed-target mechanism. The method’s performance on predicting the prices of agricultural commodities is effectively improved through iterative training.

The possible contributions of this paper are summarized as follows: (1) A novel framework for predictions of agricultural commodities futures prices is proposed by combining DQN and LSTM network. The DQN-LSTM method can tap into the hidden high-level interdependencies in data of agricultural commodities futures prices and has better prediction performance by addressing the problem of differences in the performance of traditional LSTM algorithm in the training set and test set. (2) The DQN algorithm is embedded in the operation of the LSTM algorithm to make decisions on the algorithm parameters, while the overall LSTM prediction process is used as the single-act learning process of the DQN algorithm, achieving the deep coupling of the two algorithms. (3) Based on DQN’s intelligent decision-making capability, the LSTM algorithm with dynamic parameters is realized, which outperforms traditional LSTM algorithm with fixed parameters. Deeper levels of deep learning methods such as LSTM help to improve the feature extraction capability of the method, while the application of fixed parameter methods limits the performance
of the method. The manual tuning of parameters or building an optimised method involves a huge workload, while artificial intelligent tuning of parameters achieves fast and dynamic calculation of optimal operating parameters.

2. Methodology

This section describes the basic architecture of DQN and LSTM network, on the basis of which the general framework of the DQN-LSTM method is introduced to explore the theoretical basis and feasibility of establishing a DQN-LSTM prediction method for agricultural commodities futures prices time series data.

2.1. The deep Q network algorithm

The deep Q network algorithm (DQN) is a technique that combines reinforcement learning and deep neural networks. A schematic representation of the DQN algorithm is shown in Fig. 1. This network acts as an approximation function fitting the non-linear relationship between system observations and system actions. Given a state variable s, the action value (or Q-value) of all actions in that state is calculated as an estimate of the future cumulative reward, and the action with the highest action value is then selected using the epsilon-greedy mechanism. The optimal action policy for the problem is achieved through continuous optimization of the neural network parameters. The approximation function is denoted as \( Q(s, a; w) \), where \( w \) is the set of weights of the network. When used as a controller, the action with the largest Q value (or target value) in the current state \( S \) is executed for the system as a control signal. The DQN algorithm has two important techniques, namely fixed-target and experience-replay, which are to increase the speed of convergence and improve the effectiveness of the results [25]. The target Q-network is an isolated network used to generate temporal differential signals during training. Instead of being updated at each training step, the target Q-network is updated at a fixed period to avoid the frequent follow-through of the temporal differential signal due to updates of the neural network parameters. Then the target value function of the DQN is demonstrated in Equ. 1.

\[
U_i = R_i + \gamma \max_a Q(S'_i, a; w_{\text{target}})
\]

In the Eq. 1, the time differential target value of the DQN is given, the reward \( R_i \) is obtained from the current step, and \( \gamma \) is the discount factor. \( S'_i \) is the state at the next time step and \( a \) the action taken. \( w_{\text{target}} \) is the target Q-network at time \( t \). In this way, the training process for the DQN evaluation parameters from each extracted experience \( i \) can be expressed as Equ. 2.

\[
w' = w + \frac{\alpha}{|B|} \sum_{i \in B} [U_i - q(S_i, A_i; w)] \nabla q(S_i, A_i; w)
\]

where \( w \) is the parameter of the evaluation network, \( \alpha \) is the learning rate, and \( B \) is the batch size data sampled from an experience base consisting of all experiences.

As for experience replay, the data for DQN training is randomly drawn from an experience memory pool [27]. This pool stores the results of the operation system, as the empirical data is highly continuous and correlated, which affects the training convergence of DQN because it does not satisfy the requirement of neural network parameter training regarding the independent identical distribution of the training data, and the experience replay method can reduce the correlation of the data samples. In order to make use of high-quality experience more effectively, [28] proposed a priority experience replay mechanism, which firstly assigns a certain priority to all experiences according to their performance, then ranks the experiences according to their priority, and prioritizes the experiences with higher priority for neural network training when performing experience replay.

2.2. The long short-term memory network

LSTM, an extended version of the recurrent neural network architecture, improves on the memory module in traditional RNN model, i.e. a single tanh or sigmoid layer, and addresses the problem of not being able to preserve valid historical information in the long term due to the influence of continuous data input. It is able to deal with the long-term dependence of time-series data by introducing a gating mechanism to replace the nodes in RNNs.

The basic structure of the LSTM network is made up of a series of recurrently connected sub-networks (i.e. memory modules), each with an internal configuration (as shown in Fig. 2). A memory module is basically a memory store,
and each memory module contains of three types of gates: an input gate, a forget gate and an output gate. The LSTM network computes a mapping from the historical inputs, in which equence $x$ to a predicted output sequence $y = (y_1, y_2, ..., y_T)$, from $t = 1$ to $T$, where $T$ is the prediction period, iteratively performing the following steps:

First, the input gate determines what new information should be stored in the unit state and creates new candidates that may be added to the state $\hat{C}_t$.

$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i)$$ (3)

$$\hat{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c)$$ (4)

Then the forget gate determines which information should be cleared from the unit state.

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f)$$ (5)

The old unit state $C_{t-1}$ is updated to the new unit state $C_t$ by discarding some of the information from the old unit and adding filter candidates.

$$C_t = f_t \odot C_{t-1} + i_t \odot \hat{C}_t$$ (6)

Finally, the output gate filters the unit state and calculates the required information, with the final output shown as following:

$$o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o)$$ (7)

$$h_t = o_t \odot \tanh(C_t)$$ (8)

$$y_t = \phi(W_y h_t + b_y)$$ (9)

where $C_t$ is the unit state, $\hat{C}_t$ is the new state after the update, $h_t$ is the hidden layer state, i.e. the activation of the memory block. $W_i, W_f, W_c, W_o$ and $W_y$ denote the corresponding weight matrices, while $b_i, b_f, b_c, b_o$ and $b_y$ denote the corresponding deviation vectors, which can be determined by the back-propagation algorithm. Additionally, $\sigma$ and $\tanh$ are the Sigmoid function and Hyperbolic tangent function respectively, where $\odot$ is the element product of the vectors and $\phi$ is the network output activation function.
2.3. The DQN-LSTM method

In view of the advantages of DQN and LSTM, this paper combines DQN and LSTM to build a new hybrid prediction algorithm: the DQN-LSTM method. LSTM is used as the prediction core of the proposed prediction mechanism, where the input data contains two sets of features, time and closing price, and the original data is reconstructed into 2-D data by sliding time step to decompose the input signal and output signal, after which their components are modeled and predicted.

The DQN-LSTM method consists of two main components, the DQN and the LSTM network, which are connected through observation signals and action signals, as the Fig. 3 shows. DQN consists of two structurally identical neural networks for training. The parameters of one are for strategy evaluation while the parameters of the other are for the computation of temporal differential signals and maintaining the parameters fixed for a given simulation step. Both neural network structures contain two hidden layers, each with 128 and 256 hidden neural units, respectively, and both neural networks receive observations from LSTM and output the decision Dropout parameters for transmission to the LSTM network as action parameters for DQN. The DQN method also includes an experience playback pool, where DQN does not perform training during the experience accumulation phase, but includes all collected observation-
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The LSTM network consists of four LSTM layers, four Dropout layers and one fully-connected layer. LSTM receives pre-processed 2-D data on agricultural commodities futures prices and processes and output them through the LSTM network to generate predictions of futures prices of agricultural products for the next time window. Each Dropout layer triggers the observed value generation program to send observed value to the DQN for making decisions on the dynamic parameters of the LSTM, and the Dropout parameters decided by DQN are passed back to the pending LSTM program to continue the price prediction. The inverse of the mean square error of LSTM price prediction is used as a reward signal for DQN to improve its performance in decision making. The LSTM algorithm acts as a dynamical environment for the DQN algorithm to provide direction for the iterative evolution of DQN, while the Dropout parameters of the DQN decision in turn enhance the prediction capability of LSTM, resulting in competitive iteration and co-evolution between the pair. Specifically, Algorithm 1 shows the complete program of the given DQN-LSTM framework.

Algorithm 1 DQN-LSTM algorithm

Input: Historical futures prices of agricultural commodities $x(t)$
Output: Predicted futures prices of agricultural commodities $y(t)$

1: # Initializing;
2: Step 1: Determine the hyperparameters of DQN and LSTM networks;
3: Step 2: Normalize the price data;
4: Step 3: Construct the feature-label pair of training data according to the size of the prediction window $N$;
5: Step 4: Shuffle the training data
6: # Forward propagation;
7: # DQN-based Dropout parameter decision;
8: While $l$ in layers:
9: Step 1: Prediction via LSTM: $y_t = \phi(W_h + b_h)$;
10: Step 2: Determine Dropout via DQN: $Dropout = \text{argmax}_r (\cdot, \omega)$;
11: Step 3: Update state: $l = l + 1$;
12: Step 4: Calculate the loss and obtain the reward $r$;
13: Step 5: Pack the experience $(l, Dropout, r, l')$ and send the experience into the pool;
14: End While
15: # Backward propagation:
16: Step 1: Calculate the gradients via $\frac{\partial J}{\partial y_t} \frac{\partial J}{\partial c_{t+1}} \frac{\partial J}{\partial d_{t+1}} \frac{\partial J}{\partial f_{t+1}} \frac{\partial J}{\partial i_{t+1}} \frac{\partial J}{\partial o_{t+1}}$
17: Step 2: Update the parameters of LSTM;
18: Step 3: Sample the batch data $B$ from the experience pool;
19: Step 4: Update $w$ via: $w = w + a \frac{1}{n} \sum_{i=1}^{n} (U_i - q(S, A_i; w)) \nabla q(S, A; w)$.

3. Raw data discussion and evaluation criteria

3.1. Description of the data

This paper selects daily data on the closing prices of five agricultural commodity futures, including soybean No. 1, cotton, soybean meal, soybean oil and corn, which are representative of the Chinese market and can reflect the overall fluctuation of the market they are in. As can be seen from Fig.4, due to the sharp fluctuations in the original agricultural commodities futures prices series, the data distribution is highly variable and irregular, with very obvious complex features such as non-linearity and non-smoothness. Therefore, the data series of five agricultural commodity futures prices selected by this paper can evaluate the effectiveness and practicality of the proposed method more comprehensively and systematically than a single data series. The sample has 3519 sets of data in total, which is selected from 9 January 2006 to 24 June 2020, excluding the effects of holidays and other factors, and were obtained from The Wind Information Financial Terminal. In addition, in order to observe the effects of different prediction methods on short-term, medium-term and long-term predictions, the last 20, last 60 and last 365 trading days of the overall futures prices data set are taken as the test sets for short-term, medium-term and long-term predictions respectively, while the eliminated from the test set forms the training set. The training set is used to train the method parameters (e.g. weight matrix $W$) and the test set is used to evaluate the generalization ability of the trained method (i.e. to evaluate the prediction ability of out-of-sample time series data).
3.2. Evaluation criteria

It is essential to apply a variety of performance metrics when evaluating the predictive capability of the method developed. In this paper, two evaluation criteria are used: horizontal and directional prediction. In order to improve the horizontal prediction accuracy, \( MAE, MAPE \) and \( RMSE \) evaluation metrics are used, among which, \( MAE \) is the mean absolute error, \( MAPE \) the mean absolute percentage error and \( RMSE \) the root mean square error. The specific calculation formulas are demonstrated through Equ. 10 to Equ. 12.

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \tag{10}
\]

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\% \tag{11}
\]

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2} \tag{12}
\]

where \( N \) is the number of predicted data, \( y_i \) and \( \hat{y}_i \) are the actual and predicted values. Generally, the smaller the values of the evaluation metrics of \( RMSE, MAE \) and \( MAPE \), the closer the predicted value of the method is to the true value, which means that the method has a higher prediction accuracy. From an economic point of view, the ability to predict the correct direction is even more important than the accuracy of the directional predictions. It can
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Table 1
Optimization results of DQN-LSTM with different combinations of the Dropout parameters

| Time-span | Dropouts of layers (action) | Reward | MAE  | MAPE(%) | RMSE  | D$_\text{stat}$(%) |
|-----------|----------------------------|--------|------|---------|-------|-------------------|
| Short-term| (2, 2, 1, 1)                | 0.029  | 8.481| 1.349   | 12.120| 96.234           |
|           | (1, 1, 1, 1)                | 0.027  | 10.059| 1.412   | 13.851| 92.590           |
|           | (2, 2, 0, 0)                | 0.024  | 13.044| 5.754   | 15.950| 93.641           |
|           | (0, 0, 0, 0)                | 0.021  | 15.894| 5.801   | 18.457| 91.381           |
|           | (0, 0, 0, 1)                | 0.003  | 17.160| 6.102   | 18.590| 89.332           |
| Medium-term| (0, 0, 2, 2)                | 0.029  | 8.832 | 1.500   | 12.260| 92.372           |
|           | (2, 2, 2, 2)                | 0.028  | 11.365| 1.579   | 14.641| 90.590           |
|           | (2, 2, 0, 0)                | 0.026  | 12.990| 4.760   | 17.873| 89.524           |
|           | (0, 0, 0, 0)                | 0.017  | 15.533| 5.149   | 19.653| 88.330           |
|           | (0, 0, 1, 1)                | 0.003  | 17.570| 5.247   | 21.740| 83.730           |
| Long-term | (2, 2, 0, 0)                | 0.029  | 10.648| 4.617   | 13.570| 90.623           |
|           | (1, 1, 1, 1)                | 0.027  | 12.56 | 4.888   | 14.251| 84.930           |
|           | (0, 0, 1, 1)                | 0.024  | 19.127| 5.072   | 16.045| 82.852           |
|           | (0, 0, 0, 0)                | 0.003  | 24.658| 5.184   | 21.067| 78.275           |
|           | (1, 1, 0, 0)                | 0.001  | 25.064| 6.355   | 26.739| 75.340           |

be measured by the directional statistic $D_{\text{stat}}$. It is usually defined as Equ.13, where the $A_i$ can be further expressed as Equ.14

$$D_{\text{stat}} = \frac{1}{N} \sum_{i=1}^{N} A_i$$

$$A_i = \begin{cases} 1, & (y_{i+1} - y_i)(\hat{y}_{i+1} - y_i) \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

4. Empirical results and analysis

4.1. Optimization results of the DQN-LSTM method

The optimization algorithm for the LSTM network training in this paper uses the DQN algorithm to make decisions on the Dropout parameters. To prevent over-fitting of method training, the training process further employs Dropout to eliminate certain hidden units in the hidden layer. Table.1 lists the DQN-LSTM results for different parameter combinations. In order to save space, this paper only lists the DQN-LSTM optimization results of prediction of short-term futures prices of corn with different parameter combinations. It can be seen that the different Dropout parameters combinations significantly affect the prediction performance, where the higher the reward value, the higher the prediction accuracy. The best Dropout parameters combination (2, 2, 1, 1) improves the $MAE$, $MAPE$, $RMSE$ and $D_{\text{stat}}$ values by 8.679\%, 4.753\%, 6.470\% and 6.902\% respectively compared with the worst parameter combination (0, 0, 0, 1). Therefore, in the following analysis, this paper selects the highest $\text{REW A RD}$ value dropout parameters combinations for further comparative analysis.

4.2. Comparative analysis of short-term prediction results

This paper measures the short-term performance of four prediction methods, namely the DQN-LSTM method, the SVR method, the ARIMA method and the LSTM network, using a time duration of 20 trading days. Table.2 reports the comparison of prediction results of short-term agricultural commodities futures prices of different prediction methods. In terms of horizontal prediction accuracy, overall, the DQN-LSTM method has the best prediction accuracy, which is followed by the LSTM method, the SVR method, while the lowest prediction accuracy is from the ARIMA method.
The LSTM method only slightly outperforms the DQN-LSTM method in terms of $MAE$ value for soybean meal. The $MAE$, $MAPE$ and $RMSE$ values of the method are 8.481, 1.349 and 12.120, an increase of 84.322, 3.751 and 81.776 respectively compared with the ARIMA method; an increase of 3.865, 0.354 and 4.289 respectively compared with the SVR method; and an increase of 1.718, 0.028 and 0.410 respectively compared with the LSTM method.

In terms of directional prediction accuracy, the $D_{stat}$ value of the DQN-LSTM method are all higher than those of the other three prediction methods, followed by the LSTM network method, the SVR method, and the ARIMA method with the lowest directional prediction accuracy. The $D_{stat}$ value of the DQN-LSTM method is 96.234%, which is 7.722% higher than that of ARIMA method, 22.502% higher than that of the SVR method and 2.822 higher than that of the LSTM method. Based on the successful combination of these two algorithms, the proposed DQN-LSTM method has the best prediction results among all the methods considered due to the unique advantages of DQN and LSTM in terms of parameter self-iterations and time series processing, respectively. The pattern of variation are generally consistent in the prediction of futures prices of soybean meal, soybean oil, soybean and cotton, reflecting the robustness of the prediction method.

### 4.3. Comparative analysis of medium-term prediction results

Also, this work measures the medium-term performance of above mentioned four prediction methods using a time duration of 60 trading days. Table 3 reports a comparison of the medium-term agricultural commodities futures prices prediction results of the different prediction methods.

In terms of horizontal prediction accuracy, overall, the DQN-LSTM method has the best prediction accuracy, which is followed by the LSTM network method, the SVR method, and the ARIMA method with the lowest prediction accuracy. The LSTM only slightly outperforms the DQN-LSTM method in terms of $RMSE$ value for soybean meal. Taking the corn futures prices prediction results as an example, the $MAE$, $MAPE$ and $RMSE$ values of the DQN-LSTM method are 8.832, 1.496 and 12.260, an increase of 89.269, 3.725 and 86.674 respectively compared with the ARIMA method; and an increase of 3.865, 0.354 and 12.526 respectively compared with the SVR method. Compared with the LSTM method, the increase are 2.71, 0.142 and 0.240 respectively.

In terms of directional prediction accuracy, overall, the DQN-LSTM method has the highest $D_{stat}$ value, followed
Table 3
Medium-term agricultural commodities futures prices prediction results

| Futures varieties | Method  | MAE   | MAPE(%) | RMSE  | D_{stat}(%) |
|-------------------|---------|-------|---------|-------|-------------|
|                   | ARIMA   | 98.101| 5.221   | 98.934| 84.398      |
|                   | SVR     | 24.786| 1.705   | 26.936| 67.874      |
|                   | LSTM    | 11.542| 1.638   | 14.500| 90.270      |
|                   | DQN-LSTM| 8.832 | 1.496   | 12.260| 92.372      |
| Corn              | ARIMA   | 61.961| 2.201   | 64.918| 78.936      |
|                   | SVR     | 30.429| 7.840   | 42.918| 81.152      |
|                   | LSTM    | 20.157| 2.114   | 26.820| 89.438      |
|                   | DQN-LSTM| 19.858| 2.101   | 28.080| 92.561      |
| Soybean meal      | ARIMA   | 50.114| 4.970   | 63.664| 59.195      |
|                   | SVR     | 63.096| 12.176  | 65.496| 79.669      |
|                   | LSTM    | 47.566| 1.496   | 63.540| 85.679      |
|                   | DQN-LSTM| 39.855| 0.927   | 56.340| 89.448      |
| Soybean oil       | ARIMA   | 122.299| 4.001   | 126.754| 78.997    |
|                   | SVR     | 66.225| 4.497   | 75.705| 56.549      |
|                   | LSTM    | 32.651| 3.982   | 44.130| 83.384      |
|                   | DQN-LSTM| 24.564| 3.927   | 38.460| 90.662      |
| Soybean           | ARIMA   | 246.793| 3.886   | 268.620| 70.857  |
|                   | SVR     | 201.713| 14.660  | 224.880| 50.598    |
|                   | LSTM    | 134.126| 3.554   | 178.630| 83.709   |
|                   | DQN-LSTM| 128.902| 1.131   | 168.996| 88.582   |

by the LSTM method and ARIMA method, and the SVR method with the lowest directional prediction accuracy. The DQN-LSTM method has a $D_{stat}$ value of 92.372%, which is 7.974% higher than that of the ARIMA method, 24.498% higher than that of the SVR method, and 2.102 higher than that of the LSTM method. This pattern also applies in the predictions of the futures prices of soybean meal, soybean oil, soybean and cotton, reflecting the robustness of the prediction method. It can be seen that the DQN-LSTM method is clearly superior for medium-term prediction of agricultural commodities futures prices, and can improve the accuracy of medium-term prediction of most agricultural commodities futures prices.

4.4. Comparative analysis of long-term prediction results

In this paper, a time duration of 365 trading days is used to measure the long-term performance of four prediction methods, namely the DQN-LSTM method, the SVR method, the ARIMA method and the LSTM network. Table 4 reports a comparison of the long-term agricultural commodities futures prices prediction results of the different prediction methods.

In terms of horizontal prediction accuracy, overall, the DQN-LSTM method has the best prediction accuracy, which is followed by the LSTM method, the SVR method, and the ARIMA method with the lowest prediction accuracy. The LSTM method only slightly outperforms the DQN-LSTM method in terms of $MAE$ and $RMSE$ values for cotton. Taking the predictions of the futures prices of corn as an example, the $MAE$, $MAPE$ and $RMSE$ values of the DQN-LSTM method are 10.648, 4.612 and 13.570, an increase of 97.354, 0.619 and 95.008 respectively compared with the ARIMA method, and an increase of 18.188, 0.135 and 17.088 respectively compared with the SVR method, and an increase of 6.228, 0.005 and 6.04 respectively compared with the LSTM method.

In terms of directional prediction accuracy, overall, the DQN-LSTM method has the highest $D_{stat}$ value, followed by the LSTM and ARIMA methods, while the SVR method has the lowest directional prediction accuracy. The LSTM method only has a slightly higher $D_{stat}$ value than the DQN-LSTM method for soybean meal. Taking the prediction results of futures prices of corn as an example, the $D_{stat}$ value of the DQN-LSTM method is 90.618%, an increase of 19.987% compared with the ARIMA method; 21.164% compared with the SVR method; and 3.281% compared with the LSTM method. The above patterns of variation are largely consistent across futures prices predictions of...
Table 4
Long-term agricultural commodities futures prices prediction results

| Futures varieties | Method   | MAE   | MAPE(%) | RMSE   | D_{stat}(%) |
|-------------------|----------|-------|---------|--------|-------------|
| Corn              | ARIMA    | 108.002 | 5.231 | 108.578 | 70.631       |
|                   | SVR      | 28.836  | 4.747  | 30.658  | 69.454       |
|                   | LSTM     | 16.876  | 4.617  | 19.610  | 87.337       |
|                   | DQN-LSTM | **10.648** | **4.612** | **13.570** | **90.618** |
| Soybean meal      | ARIMA    | 63.444  | 2.299  | 68.901  | 76.091       |
|                   | SVR      | 36.591  | 8.071  | 50.636  | 78.263       |
|                   | LSTM     | 21.133  | 5.552  | 28.850  | 86.178       |
|                   | DQN-LSTM | **20.307** | **5.481** | **52.820** | **85.896** |
| Soybean oil       | ARIMA    | 51.159  | 6.359  | 68.157  | 74.674       |
|                   | SVR      | 63.721  | 12.999 | 67.512  | 78.769       |
|                   | LSTM     | 101.181 | 2.734  | 94.521  | **86.118**   |
|                   | DQN-LSTM | **40.079** | **0.865** | **56.050** | **87.361** |
| Soybean           | ARIMA    | 116.451 | 4.945  | 120.525 | 67.687       |
|                   | SVR      | 57.218  | 4.667  | 66.764  | 79.895       |
|                   | LSTM     | 36.409  | 3.867  | 55.370  | 83.128       |
|                   | DQN-LSTM | **34.309** | **3.188** | **43.980** | **93.659** |
| Cotton            | ARIMA    | 336.682 | 8.823  | 375.900 | 66.980       |
|                   | SVR      | 223.080 | 14.757 | 248.199 | 67.769       |
|                   | LSTM     | **137.763** | **6.310** | **180.320** | **84.148** |
|                   | DQN-LSTM | **138.687** | **5.770** | **188.800** | **84.148** |

soybean meal, soybean oil, soybean and cotton, reflecting the robustness of the prediction method. In terms of the overall level of long-term prediction of agricultural commodities futures prices, the DQN-LSTM method outperforms the other three control methods in terms of both horizontal and directional prediction accuracy. It can be seen that the DQN-LSTM method has exponential long-term prediction superiority.

4.5. Comparative analysis of method prediction effects at different durations

To show the prediction effects of different methods more intuitively, Fig.5 further presents the prediction effects of the DQN-LSTM method and other prediction methods on the dynamic trends of agricultural commodities futures prices at different durations. As can be seen from Fig.5, compared with the three single-method prediction methods of ARIMA, SVR and LSTM, all the curves of the DQN-LSTM method prediction results are roughly close to their true values, despite the different degrees of volatility of different agricultural commodities futures prices, further confirming the applicability and effectiveness of the DQN-LSTM method for agricultural commodities futures prices data prediction, and showing that the DQN-LSTM method has excellent generalization ability in prediction of agricultural commodities futures prices.

In addition, Fig.5, in conjunction with the above data specifically, shows that in terms of horizontal prediction accuracy, for example, for futures prices of corn, the DQN-LSTM method improves prediction accuracy by 84.322 (short term), 89.269 (medium term) and 97.354 (long term), respectively, compared with the ARIMA method under the evaluation criteria of $MAE$. Compared with the SVR method, the prediction accuracy of the DQN-LSTM method improved by 3.865 (short term), 15.954 (medium term) and 18.188 (long term), respectively. Compared with the LSTM method, the prediction accuracy of the DQN-LSTM method improved by 1.718 (short term), 2.71 (medium term) and 6.228 (long term), respectively. In terms of directional prediction accuracy, the $D_{stat}$ value obtained by the DQN-LSTM method ARE 96.234% (short-term), 92.372% (medium-term) and 90.618% (long-term), which are all higher than the other three prediction methods, i.e. the DQN-LSTM method has better directional prediction ability than the other three methods. Compared with the ARIMA method, the DQN-LSTM method increases the directional prediction accuracy by 7.722% (short-term), 24.498% (medium-term) and 19.987% (long-term), respectively. Compared with the SVR method, the increases are 22.502% (short-term), 24.498% (mid-term) and 2.102% (long-term), respectively.
Figure 5: Agricultural commodities futures prices, 9 January 2006 to 24 June 2020.
Compared with the LSTM method, the increases are 2.822% (short term), 2.10% (medium term) and 3.281% (long term) respectively. It can be seen that the longer the prediction time period of each method, the more severe the method failure. DQN-LSTM can effectively control the fluctuation of the prediction error, and thus the longer the prediction period, the more obvious the advantage of prediction accuracy of the DQN-LSTM method is compared with other prediction methods.

5. Conclusion and Discussion

The changes in agricultural commodities futures prices have a bearing on agriculture and even the national economy. To improve the prediction accuracy of agricultural commodities futures prices, this paper proposes a new DQN-LSTM prediction method. The proposed method solves the over-fitting problem of LSTM for time-series data learning and prediction by intelligently deciding the Dropout parameters in the structure of the LSTM method through the DQN algorithm. Such mechanism effectively improves the generalization and robustness in predicting the agricultural commodities futures prices. In order to examine the prediction performance of the method, this paper selects daily data of futures prices of corn, soybean meal, soybean oil, soybean and cotton for testing experiments. The prediction results are compared with those of three methods, ARIMA, SVR and LSTM, for three different duration of short, medium and long term. The results show that the DQN-LSTM method exhibits excellent long-term and short-term prediction accuracy in both horizontal and directional predictions. In particular, the longer the prediction duration, the better the accuracy of the DQN-LSTM method compared with other methods. In addition, the prediction accuracy of the DQN-LSTM method for the futures prices of five agricultural commodities is relatively stable, indicating that the method has the generalization ability in prediction agricultural commodities futures prices.

This paper proactively explores the cutting edge technology of deep learning in financial prediction, and verifies the powerful self-learning capability, excellent generalization ability and high adjustability of the DQN-LSTM method. In view of the highly adjustable nature of the neural network, this paper can be improved in various directions, such as setting the network depth, the number of hidden units and the learning rate in LSTM as parameters to be decided by reinforcement learning, so that the automatic artificial intelligence design of the LSTM network can be realized. A variety of non-homogeneous information can be added as input to the neural network, with data such as wavelet decomposition or principal component analysis and other pre-processing techniques for method optimization being supplemented. Additionally, the neural network can be further optimized structurally. The application of deep learning technology in financial prediction is only the first step in the development of financial intelligence, and can be furthered in two major themes. First, the introduction of deep neural network cutting-edge methods in the field of financial risk management, taking the advantages of big data to effectively conduct risk identification and risk measurement. Second, the application of deep learning methods in the field of investment can help financial institutions to quickly identify investment opportunities and promote the development of intelligent investment in financial market.
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