Study of the propagation, in situ signatures, and geoeffectiveness of shear-induced coronal mass ejections in different solar winds
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ABSTRACT

Aims. Our goal is to propagate multiple eruptions—obtained through numerical simulations performed in a previous study—to 1 AU and to analyse the effects of different background solar winds on their dynamics and structure at Earth. We also aim to improve the understanding of why some consecutive eruptions do not result in the expected geoeffectiveness, and how a secondary coronal mass ejection (CME) can affect the configuration of the preceding one.

Methods. Using the 2.5D magnetohydrodynamics (MHD) package of the code MPI-AMRVAC, we numerically modelled consecutive CMEs inserted in two different solar winds by imposing shearing motions onto the inner boundary, which in our case represents the low corona. In one of the simulations, the secondary CME was a stealth ejecta resulting from the reconfiguration of the coronal field. The initial magnetic configuration depicts a triple arcade structure shifted southward, and embedded into a bimodal solar wind. We triggered eruptions by imposing shearing motions along the southernmost polarity inversion line, and the computational mesh tracks them via a refinement method that applies to current-carrying structures, and is continuously adapted throughout the simulations. We also compared the signatures of some of our eruptions with those of a multiple coronal mass ejection (MCME) event that occurred in September 2009 using data from spacecraft around Mercury and Earth. Furthermore, we computed and analysed the Dst index for all the simulations performed.

Results. The observed event fits well at 1 AU with two of our simulations, one with a stealth CME and the other without. This highlights the difficulty of attempting to use in situ observations to distinguish whether or not the second eruption was stealthy, because of the processes the flux ropes undergo during their propagation in the interplanetary space. We simulate the CMEs propagated in two different solar winds, one slow and another faster one. In the first case, plasma blobs arise in the trail of eruptions. The faster solar wind simulations create no plasma blobs in the aftermath of the eruptions, and therefore we interpret them as possible indicators of the initial magnetic configuration, which changes along with the background wind. Interestingly, the Dst computation results in a reduced geoeffectiveness in the case of consecutive CMEs when the flux ropes arrive with a leading positive Bz. When the Bz component is reversed, the geoeffectiveness increases, meaning that the magnetic reconnections with the trailing blobs and eruptions strongly affect the impact of the arriving interplanetary CME.
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1. Introduction

Coronal mass ejections (CMEs) are among the most energetic solar phenomena, where magnetized plasma is expelled into interplanetary space, with masses of up to 1016 g (Schwenn 2006; Chen 2011). A commonly associated triggering mechanism consists of shearing motions of photospheric plasma, usually of opposite magnetic polarities. The frozen-in condition forces the overlying coronal loops to twist, become unstable, reconnect, and erupt as CMEs. Most of the time during solar maximum, these ejections are related with other solar events or features such as flares, coronal dimmings, filament eruptions, extreme ultraviolet (EUV) waves, or post-flare loops (Hudson & Cliver 2001), which are good indicators of the source region of the CMEs. However, during solar minimum the percentage of eruptions correlated with a clear source region is much lower (Ma et al. 2010), as is the overall number of CMEs. Those events observed in coronagraph images but difficult to trace back to their origin without any image processing techniques are called ‘stealth’ CMEs. Such an eruption was first studied by Robbrecht et al. (2009), who described a slow streamer blowout that had no obvious low coronal signatures. The study of D’Huys et al. (2014) confirmed a characteristically slow nature for these stealth CMEs, along with a small angular width, by analysing a sample of 40 events. Alzate & Morgan (2017) applied image-processing techniques to the list identified by D’Huys et al. (2014) and found some form of low coronal signatures for most of them, concluding that the lack of characteristic features from this type of eruptions is the result of observational limitations. Palmerio et al. (2021) also employed a multitude of imaging and geometric techniques, using various spacecraft images to identify the source of four stealth CMEs occurring throughout all the stages of the solar cycle. Several other authors such as Kilpua et al. (2014) and Nitta & Mulligan (2017) studied comprehensive sets of stealth CMEs, as well as their interplanetary counterparts, and even their effect on Earth’s magnetosphere, which
reached the level of intense geomagnetic storm. A particular subset of these eruptions consists of stealthy blob-like structures that trail a CME whose source region could be identified. This kind of configuration has been numerically simulated by Zuccarello et al. (2012), Bemporad et al. (2012), and Talpeau et al. (2020), who were motivated by a multiple coronal mass ejection (MCME) observed on 21-22 Sept 2009. In the latter paper (from now on referred to as paper I), the authors debate whether or not the second eruption is indeed a stealth CME, because their simulations are more consistent with a scenario of an eruption driven by shearing motions from the inner boundary. The present study is a follow-up of paper I; we model the propagation of their multiple eruptions to 1 AU in different background solar winds, compare in situ signatures, and compute the hypothetical induced geoeffectiveness. Numerical simulations are important in studying the propagation of multiple consecutive CMEs, because it is known that these can interact with each other and also with the background solar wind via magnetic reconnection and deflection (e.g., Manchester et al. 2017). Most of the time, the observational resources available to study these processes consist of remote-sensing images and in situ data at 1 AU. The limited information accessible between Sun and Earth means that numerical simulations are extremely useful in further understanding these interactions, as well as anticipating the morphology of interplanetary CMEs (ICMEs) arriving at Earth. Motivated by the above, we simulate the propagation of consecutive slow CMEs inserted in different solar winds in an attempt to further understand how such eruptions interact, and how the magnetic structure is distorted during the propagation. If these factors are reliably modelled, then it may be possible to compute the geomagnetic impact of the CMEs hours or even days ahead. We will assess this impact using the $D_{st}$ index, which measures changes in the horizontal component of the magnetic field at ground level (Sugiura & Kamide 1991). Several authors have developed ways of $D_{st}$ prediction using solar wind parameters, which take into consideration different effects and mechanisms, from the first and simplest model of Burton et al. (1975) to some of the most complex semi-empirical algorithms of Temerin & Li (2002, 2006). In the final step of our analysis, we use a modified version of the method outlined by O’Brien & McPherron (2009) to compute the geoeffectiveness of our simulated CMEs. We chose this method because of its relative simplicity and fast computational speed.

2. Observations

The observed event modelled here consists of a multiple coronal mass ejection (MCME; Bemporad et al. 2012) that was seen on 21-22 Sept 2009. The source of the first CME (hereafter CME1) was an Earth-directed small prominence eruption seen on the western limb of the Sun by SECCi-Extreme UV Imager (EUVI; Wuelser et al. 2004) on board the STEREO-B spacecraft. At that time, the angular separation between STEREO-B and Earth was 55.6°. The prominence departed from an approximate latitude of 37° south and exited the EUVI field of view at 19:37 UT on 21 Sept 2009 (Fig. 1). As STEREO-B was east of Earth, the right-hand side of Fig. 1 is Earth-directed, as is the prominence. During its eruption, this slow CME strongly deflected northward and reached the equatorial plane within several solar radii of the surface of the Sun. The reader can find detailed EUV and coronagraph observations and kinematics information of this event in paper I. Underlying the prominence was an active region at approximately 38°S and 15°W (as seen from Earth), although it did not have a NOAA number assigned. We performed the visual analysis from the vantage point of STEREO-B, as the event showed no clear signatures as seen from Earth. Almost 8 hours after CME1, on 22 Sept 2009 at ~04:05 UT, a second eruption (hereafter CME2) appeared in the COR1-B (Thompson et al. 2003; Howard et al. 2008) coronagraph field of view at a height of $\approx 2 R_s$. After a thorough investigation of the remote-sensing images in different wavelengths, the authors of paper I could not indicate a clear source region for CME2. This reason, along with the fact that CME2 was only seen at high distances from the solar surface, motivated these latter authors to consider the second eruption a stealth CME. Despite having a smaller angular width and being weaker in white-light brightness as compared to CME1, CME2 followed a similar path to its predecessor and was also strongly deflected towards the equator. This behaviour was explained and numerically simulated by Zuccarello et al. (2012) and in paper I, where a more detailed description of the discussion phase of the eruptions can be found.

In paper I, the deprojected velocities of the CMEs have been calculated along with the propagation lifetimes, and the results were $257 \pm 69$ km s$^{-1}$ and 5.82 W for CME1, and 349 \pm 70 km s$^{-1}$ and 6.7 W for CME2. The second eruption was faster than the first one because of the depletion of solar wind material caused by the passage of its precursor. As both ejections were Earth-directed and there were no major CMEs before or after them, one can assume that in the absence of strong erosion forces during their propagation, the flux ropes could have arrived at our planet. Their low speeds also led to the expectation that the CMEs would arrive at Earth with almost the same speed as the solar wind into which they were inserted because of the drag forces exerted onto them. This speed was calculated in paper I, and was assumed to remain constant throughout the propagation, resulting in an average of $\approx 330$ km s$^{-1}$ (Fig. 2) and providing an arrival date at 1 AU of between 27 and 28 Sept 2009. In the present follow-up paper, we investigate possible ICME signatures at Mercury and Earth, and find a clear jump in total magnetic field, as well as a smooth rotation of the B$_z$ component in MESSENGEX data. As it was such a weak event, the signatures at 1 AU were not as clear, but still distinguishable from the background noise, and they are presented and compared with our simulations in Section 3.

3. Numerical MHD code and methods

In this follow-up study, our goal is to propagate the CMEs simulated in paper I out to 1 AU, and therefore the numerical setup and code are very similar. In addition, we investigate the effect of an increase in speed of the background solar wind on the dynamics and resulting geoeffectiveness of the eruptions, which we discuss further below. We performed numerical magnetohydrodynamics (MHD) simulations using the Message Passing Interface - Adaptive Mesh Refinement - Versatile Advection Code (MPI-AMRVAC; Keppens et al. 2012; Porth et al. 2014; Xia et al. 2018), with a 2D spherical axisymmetric solution. The computational domain spans from the low corona until 1.5 AU, and from the north solar pole to the south solar pole, that is ($\theta$, $\phi$) $\in [1, 322] R_s \times [0°, 180°]$, where $r$ is the radial distance from the centre of the Sun and $\theta$ is the heliographic colatitude. We extend the outer boundary by 0.5 AU as compared to the previous study because here we analyse the in situ signatures at Earth and we want to avoid possible artificial boundary effects. This change does not influence the initiation phase of the CMEs or the early propagation phase discussed in paper I. The 2D logarithmically stretched grid has an initial resolution of 516 $\times$ 240 cells in the $r$ and $\theta$ directions, and the number of cells is increased by up
magnitude of the electrical current passing through the surface $S$ of contour length $C$ to the sum of the absolute value of all of its components. Therefore, the parameter $c$ can have values of between 0 and 1 depending on the magnetic field and its non-potentiality. Depending on the magnitude of $c$ in each block, the grid is either refined for values of $c > 0.02$, or coarsened to a lower level if $c < 0.01$, because there are no strong current-carrying structures in that region and there is no need to use extra computational resources. If $c$ lies in the interval delimited by these two values, then the grid remains at the resolution imposed by the AMR routine in the previous time-step. The blocks are also refined to the maximum of two levels close to the inner boundary in a region that encompasses the coronal magnetic structures in order to avoid diffusivity changes and artificial dynamics during the initiation phase of the CMEs. This region is dependent on the background solar wind and is defined regardless of the parameter $c$. The logarithmic stretching of the grid keeps the scale of the cells constant, and the ratio between the widths or heights of the furthest cell to those of the closest cell in the same grid level of refinement is $\approx 321$.

The MHD equations are spatially discretized using the total variation diminishing Lax-Friedrichs (TVDLF) scheme, and temporally discretized using a two-step predictor corrector suitable for the aforementioned finite-volume method. The slope limiter minmod was used in combination with a Courant-Friedrichs-Lewy (CFL) number of 0.3, giving a very diffusive and stable configuration. In order to maintain a divergence-free magnetic field solution, a new variable is introduced in the system that smooths and transports the unphysical monopoles that might be created to the outer boundary of the computational domain; this method is called the generalised Lagrange multiplier (GLM; Dedner et al. 2002).

The initial conditions into which we are erupting CMEs consist of a bimodal background solar wind symmetric in the $\phi$ direction and obtained by introducing extra source terms to the momentum and energy equation that account for gravity and heating mechanisms. The bimodality is expressed as a function of latitude, with faster solar wind at high latitudes, consistent with the data obtained by the Solar Wind Observations Over the Poles of the Sun (SWOOPS, Bame et al. 1992) instrument on board Ulysses spacecraft (McComas et al., 1998), as well as with interplanetary scintillation (IPS, Hewish et al. 1964) observations at solar minimum. This type of solar wind model was used by Jacobs et al. (2005), Chané et al. (2006), Chané et al. (2008), and Hosteaux et al. (2019), and in paper I. The volumetric heating function that defines the separation between slow and fast wind was introduced by Groth et al. (2000) and Manchester et al. (2004) and has the following empirical form:

$$Q = \rho q_0 (T_0 - T) \exp \left[ -\frac{(r - 1R_\odot)^2}{\sigma_0^2} \right],$$

where $\rho$ is the mass density, $q_0$ is the amplitude of the volumetric heating and has a value of $10^6$ ergs $\text{g}^{-1} \text{s}^{-1} \text{K}^{-1}$, $T$ (K) is the temperature, and $r$ ($R_\odot$) is the distance from the centre of the Sun. The parameter $\sigma_0$ ($R_\odot$) represents the heating scale height, and is defined as a function of the value of a critical angle, $\theta_0$ (measured from the North pole), as follows: $\sigma_0 = 4.5 \times 2 - \sin^2(\theta)/\sin^2(\theta_0) R_\odot$. For a more accurate solar wind description, $\theta_0$ is also dependent on the distance from the Sun, as follows:
\[
\sin^2(\theta_0) \\
\left\{ \begin{array}{ll}
\sin^2(17.5°) + \cos^2(17.5°)(r - 1R_\odot)/8R_\odot, & \text{for } r < 7R_\odot \\
\sin^2(61.5°) + \cos^2(61.5°)(r - 7R_\odot)/40R_\odot, & \text{for } 7R_\odot \leq r < 47R_\odot \\
1, & \text{for } 47R_\odot \leq r.
\end{array} \right.
\]

The parameter \( T_0 \) (K) represents the target temperature through which we can adjust the momentum of the background wind, and therefore its speed as well. We used the same temperature as in paper I in order to propagate the same solar eruptions, but also a higher value in order to obtain a separate faster solar wind. The aim here is to investigate whether the plasma blobs occurring in the aftermath of eruptions are influenced by the speed of the background wind, but also whether or not the initial magnetic configuration, eruption dynamics, propagation, and geoeffectiveness of CMEs are affected in any way. Therefore, we refer from now on to our two configurations and separate simulations as slow wind and faster wind, and not as composite latitudinal parts of the same solar wind. The two individual types of winds (separate simulations) are determined by \( T_0 \) in the following way: from \( \theta_0 \) towards the equator, \( T_0 = 1.32 \times 10^6 \) K for the slow wind and \( T_0 = 1.5 \times 10^6 \) K for the faster wind, and from \( \theta_0 \) towards the pole, \( T_0 = 2.31 \times 10^6 \) K for the slow wind, and \( T_0 = 2.625 \times 10^6 \) K for the faster wind. This results in the following minimum and maximum speeds at 1 AU: 330.6 km s\(^{-1}\) and 735 km s\(^{-1}\) for the slow wind, and 375.7 km s\(^{-1}\) and 786.3 km s\(^{-1}\) for the faster wind. The minimum value of the speed is found in the equatorial current sheet, which is shifted northward because of the initial asymmetric magnetic configuration described later on. The maximum value is found at the north pole (90° latitude), and the speed profile of both background winds at 1 AU can be seen in Fig. 3.

![Fig. 3: Total speed of the simulated slow (black line) and faster (red line) background solar winds, calculated at 1 AU.](image)

The mass density and temperature are fixed at the inner boundary to \( 1.66 \times 10^{-16} \) g cm\(^{-3}\) for both winds, and to \( 1.32 \times 10^6 \) K for the slow wind, and to \( 1.5 \times 10^6 \) K for the faster wind. The latitudinal component of the speed \( v_\theta \) is set to zero at the inner boundary, whereas the radial component of the momentum is extrapolated in the ghost cells. The differential rotation of the Sun is also reproduced through the azimuthal component of the speed \( v_\phi \). The simple solar dipole field is created by fixing \( r^2B_r \) at the inner boundary, and by extrapolating \( r^2B_\theta \) and \( B_\phi \) from the first inner cell. The variables \( r^2\rho, r^2\rho v_r, \rho v_\phi, rv_\phi, r^2B_r, B_\theta, rB_\phi \), and \( T \) are also continuous at the outer supersonic boundary.

A very common magnetic field structure present on the Sun resembles a triple arcade system embedded in a helmet streamer; this was previously simulated and used by Karpen et al. (2012) to study a breakout event, and by Bemporad et al. (2012) and Zuccarello et al. (2012) to analyse the dynamics and deflection of the same multiple eruption event as ours. These latter authors modelled this structure through the following vector potential:

\[
A_\phi = A_0 \frac{\cos^2 \left( \frac{180^\circ(\lambda + 11.5^\circ)}{2\Delta a} \right)}{r^2 \sin \theta},
\]

where \( \Delta a = 37.2^\circ \) represents half the width of the arcade system, \( \lambda = 90^\circ - \theta \) the solar latitude, \( A_0 = 0.73 \) G \( \cdot \) R\(_\odot\), and the entire arcade system is shifted to the south by 11.5°. These values are similar to those obtained by Zuccarello et al. (2012) and were adjusted such that the resultant magnetic configuration resembles the coronal extrapolation they performed from magnetogram data taken on 19 Sept 2009.

In the current study, we introduce such an arcade model through the magnetic field components obtained by taking the curl of the vector potential \( \mathbf{A} \) defined by Eq. 4 (the other components of \( \mathbf{A} \) are zero):

\[
B_r = \frac{A_0}{r^2 \sin \theta} \frac{\cos \left( \frac{180^\circ(\lambda + 11.5^\circ)}{2\Delta a} \right) \sin \left( \frac{180^\circ(\lambda + 11.5^\circ)}{2\Delta a} \right)}{\Delta a},
\]

\[
B_\theta = \frac{3A_0}{r^2 \sin \theta} \frac{\cos^3 \left( \frac{180^\circ(\lambda + 11.5^\circ)}{2\Delta a} \right)}{2\Delta a}.
\]

These extra components were only added to the dipole magnetic field in the latitude interval \( \lambda \in [-48.7^\circ, 25.8^\circ] \). This configuration is applied on both solar winds and provides a radial magnetic field strength of 1.8 G (or \( 1.8 \times 10^7 \) nT) at the poles, and a maximum arcade strength of 1.57 G (or \( 1.57 \times 10^7 \) nT). These values were measured at the first cell of the domain, and even though they are extremely similar for both slow and faster background solar winds, the resultant magnetic configurations are not identical, as can be seen in Fig. 4. The similarity can be seen clearly in the top left panel of Fig. 5. This interesting result is discussed further below.

![Fig. 4: Initial magnetic field configuration - \( B_r \) (colour scale) and selected magnetic field lines in the meridional plane for the slow solar wind (left side) and faster solar wind (right side).](image)

In order to propagate two of the eruptions obtained in paper I, we created CMEs in the same manner, by applying the same shearing motions and amplitudes onto the inner boundary in the
azimuthal direction, summed with the differential rotation previously mentioned. The additional time-dependent \( \phi \) component of the speed was introduced only after the solar winds reached a steady-state solution, and has the following profile:

\[
v_\phi = v_0 (\alpha^2 - \Delta \theta^2)^2 \sin \alpha \sin[180^\circ(t - t_0)/\Delta t],
\]

(7)

with \(\alpha = \lambda - \lambda_0\). This flow spans over \(2\Delta \theta = 17.2^\circ\) and is centred at \(\lambda_0 = -40.7^\circ\), which is approximately equal to the latitude of the southernmost polarity inversion line inside the southernmost arcade. The shear starts at \(t_0 = 0\) h and is applied for \(\Delta t = 16\) h, exhibiting a slow increase and decrease in order to not introduce shocks in the system and reaching a maximum half way through this interval. The scaling factor \(v_0\) was chosen such that \(v_\phi\) does not exceed 10% of the local Alfvén speed in either of the simulations.

4. Simulated eruptions and solar winds

The slow solar wind case in the current study is almost identical to the background wind in paper I, with the two differences that the outer boundary of the computational domain is extended until 1.5 AU, and that the refined grid area close to the Sun is enlarged such that it encompasses the entire arcade system. However, these changes had no effect on reproducing two of the eruptions in paper I in order to propagate them to Earth.

We obtain an initial interesting result simply from comparing the two background solar wind simulations (Fig. 5). As mentioned above, the same magnetic boundary conditions in combination with a hotter, denser, and faster wind resulted in a very different magnetic configuration, as shown in Fig. 5. The initial helmet streamer (indicated by the black bracket on the left side of Fig. 5) breaks up into a northern smaller arcade (red bracket, right-hand side of Fig. 5) and a southern pseudostreamer (blue bracket, right-hand side of Fig. 5), as a result of the applied change in temperature and ultimately in speed, as seen in the bottom right panel of Fig. 5. The values shown in Fig. 5 are extracted from the first cell of the computational domain, and \(B_{\text{total}}\) and \(v_{\text{total}}\) are calculated by taking the square root of the sum of the squares of all their respective components. The numerous latitudinal variations in total speed occur because of the plasma changes at the boundaries of each magnetic arcade, and at the two (northern and southern) interfaces between slow and fast wind contained in the same magnetic configuration/simulation. Surprisingly enough, the radial component of the magnetic field is not affected by the modified temperature, as indicated by the overlapping curves in the top left panel of Fig. 5 and yet a different configuration is created. As a result, the only influence on the total magnetic field, and therefore on the overall arcade configuration, is provided by the \(B_\theta\) component (because \(B_\phi\) has a value of 0 at the inner boundary), which changes along with other plasma parameters. At higher distances, all the magnetic field components change due to the higher speed and density of the faster solar wind configuration, which determine a different coronal and heliospheric structure.

Once both solar winds relaxed to a steady state and no more changes occurred in the magnetic field at the outer boundary, we created CMEs by applying an additional \(v_\phi\) component to the inner boundary, approximately along the southernmost polarity inversion line as described in the previous section. The shearing motions applied to the arcade in the slow wind case are the same as those that resulted in double and stealth eruptions in paper I, where they are described in more detail. Briefly, in paper I the authors numerically simulated three different types of consecutive solar eruptions by varying the shearing motions applied at the inner boundary by only 1%. The two cases of interest for the current study are comprised of a first CME triggered in all the cases by the shearing motions, and a second eruption which was generated either by the shear (double eruption case) or by the reconfiguration of the coronal magnetic field (stealth eruption case). Inside the current sheet that followed the eruptions, plasma blobs were created via magnetic reconnection in all the scenarios. In order to analyse the effects of the trailing eruptions on the first CME, we also performed a simulation with a single flux rope formation by decreasing the amplitude of \(v_0\) and implicitly that of \(v_\phi\).

In numerically simulating a faster solar wind by increasing its temperature, we aim to investigate the occurrence of plasma blobs in the trailing current sheet of CMEs in a different plasma environment. In order to recreate the eruptions that led to the presence of blobs in their aftermath, we applied the amplitudes of \(v_0\) that resulted in stealth ejecta and single eruptions in the slow wind case to the inner boundary of the newly simulated faster wind. Below, we refer to these current simulations (same \(v_0\) but different background wind) as the stealth speed case (unrelated to the stealth ejecta formation mechanism) and the single eruption case, respectively. Even though the same amplitudes of \(v_0\) applied in the ghost cells did not produce the exact same values of \(v_\phi\) inside the computational domain, we kept the same numbers of \(v_0\) for consistency, and the actual values measured in the first cell of the domain can be seen in Table I taken at half (at 8h) the length of shearing time (16 h).

In total, we performed five simulations and for each of them Fig. 5 shows three snapshots in time of the propagation of the erupting structures through the solar wind; these are accompanied by supplementary videos available online. For easier visual inspection, the grey scale indicates the density of the current time-step snapshot relative to the relaxed wind state, similar to base difference images created from coronagraph images (lighter shading indicates denser plasma). In all cases, the first flux rope is formed by the applied azimuthal flow through the same physical processes. The additional \(v_\phi\) firstly increases the magnetic...
Fig. 6: Simulated relative density (grey scale) and selected magnetic field lines during the eruption of all CMEs, in the case of: first row – single eruption (ejected into the slow wind (SW)); second row – eruption + stealth (slow wind); third row – double eruption (slow wind); fourth row – single eruption (faster wind); fifth row – eruptions in the faster wind resulting from applying the same shearing speed that created a stealth ejecta in the slow wind case. The relative density is $\rho_{\text{rel}} = \frac{\rho(t) - \rho_0}{\rho_0}$, where $\rho_0$ is the density of the initial relaxed state before the shear. The time $t_{\text{sim}}$ is counted from the start of shear. The arrows are used in the text to indicate plasma blobs.
Table 1: Maximum shearing speeds in absolute value for both solar winds in all simulation cases, taken from the first cell of the computational domain.

| Background wind | Eruption type | $|v_{\text{max}}|\text{ [km s}^{-1}\text{]}$ |
|-----------------|---------------|------------------------------------------|
| Slow wind       | double er.    | 37.43                                    |
|                 | stealth er.   | 37                                       |
|                 | single er.    | 21.95                                    |
| Faster wind     | stealth speed | 36.77                                    |
|                 | single er.    | 22.33                                    |

...pressure inside the southernmost arcade, expanding it and making it rise. As a consequence, an imbalance is created between the magnetic tension and pressure gradient which leads to a local compression of the magnetic field. The numerical resistivity allows the sides of the arcade to reconnect, thus creating the flux rope, which begins to erupt. The southern polar magnetic pressure deflects it towards the equator, until it starts propagating radially inside the equatorial current sheet from several solar radii onwards, depending on each scenario. The secondary eruptions (if any) differ for each case, and the five numerical simulations can be briefly described as follows (including the first CME):

1. Single eruption (slow wind): Given the low amplitude of the shearing motions, only one flux rope is formed 12 h after the start of the shear, which slowly erupts and gets deflected towards the equatorial plane, creating the main CME (Fig. 6a,b). The current sheet formed in the wake of this eruption magnetically reconnects and thus five plasma blobs arise, of which only one survives during their journey to Earth and is indicated by the white arrow in Fig. 6c. An extra blob forms much later during this propagation (84 h after the start of the shear) and is indicated by the black arrow in Fig. 6c. The rest of the blobs magnetically reconnect with the first CME, because they are created in a depleted solar wind environment which allows them to easily catch up with their precursor.

2. Eruption + stealth (slow wind): After the formation of the first flux rope (8 h after the shear start) triggered by shearing motions, and the ejection of the associated CME (Fig. 6d), a second flux rope (stealth ejecta) is created from the reconfiguration of the coronal magnetic field and erupts in the trail of the preceding eruption (Fig. 6e, indicated by the white arrow), also being deflecting towards the equator. Two plasma blobs arise in this case as well (apart from the stealth ejecta) and maintain their magnetic structure until 1 AU. Similarly to the previous case, an extra blob is created 82 h after the start of the shear, and so when the CME arrives at Earth, there are three trailing flux ropes, as the stealth ejecta magnetically reconnect with the first eruption.

3. Double eruption (slow wind): After the first CME (Fig. 6f,g), a second flux rope also erupts (Fig. 6h), both triggered by the shear applied at the boundary. During their propagation to 1 AU, the slow nature of both eruptions allows the second CME to reconnect with the first one, arriving as one entity at Earth, as seen in Fig. 6i. From the five plasma blobs created, only two remain after 115 h, but the second one disappears shortly after that. Following the other two cases, another blob arises in the trailing current sheet 87 h after the start of the shear.

4. Single eruption (faster wind): An erupting flux rope is formed 10 h after the start of the shear, and is deflected northward into the equatorial current sheet, into which it propagates almost radially after ≈20 h (Fig. 6j,k). Interestingly enough, there are no plasma blobs created after the CME, which arrives at Earth after ≈109 h as one pancaked flux rope, followed by the trailing streamer current sheet forming again in its wake (Fig. 6l).

5. Stealth speed (faster wind): A first flux rope is formed much faster than in the single eruption case (similarly to the slow wind scenarios), namely 7 h after the start of shear, and a second one only 12 h after the start of shearing, both being deflected northward into the equatorial current sheet (Fig. 6m). The second flux rope is no longer created from the reconnection of the coronal magnetic field, but is a result of the imposed shearing motions. Their faster formation and eruption speeds led to a much earlier merging between the two CMEs, propagating as one entity as of 19 h from the start of shear (Fig. 6n). Their quick reconnection created a very similar pancaked flux rope to that of the single eruption case at 1 AU (Fig. 6o), but not the same magnitude of magnetic field, as will be shown in the following two sections (7. and 6). Interestingly, in this case there were also no plasma blobs created, making their formation dependent on the initial magnetic configuration rather than the magnitude of the shearing speed.

The first two columns of Fig. 6 are snapshots of simulations taken at the same time in order to show a comparison between the formation and eruption of the CMEs created in the two different background winds. We note the difference in density, for instance in the single eruption cases. The flux rope in the slow wind is filled with plasma, whereas in the faster wind, the front is more compressed due to the higher speed, and therefore is denser than the core. However, this ratio is not kept during the propagation to 1 AU, probably due to the drag forces exerted by the background wind and by the different initial densities as a result of higher temperatures.

5. Comparison with in situ signatures

Simulations should show some agreement with observations if they are to help us understand the physics of actual events. Once the simulation is realistic, it is interesting to investigate how different variables influence the eruption itself and the propagation through the interplanetary space, because one particular event is not representative of the multitude of eruptions and solar parameters. Fortuitously, the MCMC described in Section 4 erupted on 21-22 Sept 2009, and encountered spacecraft at Mercury and Earth, allowing us to compare our simulation results with in situ observations at these locations.

The comparison close to the Sun between these two simulations and the event was performed in paper I, and here we are focusing on the interplanetary part and in situ signatures. We took 1D slices in our 2.5D simulations on the equatorial plane and extracted the data at 75 R⊙ and 215 R⊙ in order to compare with measured values at Mercury and Earth. As this eruption takes place at the time of the equinox, the equatorial and ecliptic plane coincide, and so no latitudinal correction is needed. On 23 Sept 2009 (when the CME arrived at Mercury), the MESSENGER spacecraft was at an angle of only ≈11° westward from the Sun–Earth line at a distance of ≈75 R⊙ from the Sun and not in Mercury’s magnetosphere. This makes the onboard Magnetometer (Anderson et al. 2007) instrument ideal for in situ magnetic field data comparison with our simulations. The in situ values at Earth (L1) were taken from the OMNI database, which combines...
data measured by the WIND (Ogilvie et al. 1995, Lepping et al. 1995) and ACE (Stone et al. 1998) spacecraft to provide near-continuous solar wind observations. The cadence of the data used was 1 min for MESSENGER and 5 min for OMNI, both averaged over 20 minute intervals in order to reduce fluctuations that are on much smaller scales than those produced in the simulation, but also to ease inspection of the structures of interest. For a proper comparison with the in situ data, we also averaged our simulation values over 20 minutes, because even though they lack the small-scale structures, the amplitude of the investigated flux ropes are also affected by the averaging, and we wish to be consistent in our study. We mention that the simulation time has been matched with the observed time at the moment when the dark cavity of the first CME was still just within the COR1-B field of view, at 23:00 on 21 Sept 2009. From then on, we no longer adjust the simulation time. This process was required because the simulation time starts counting at the start of shear when \( t_{sim} = 0 \) h, and it needs to be given a real date, otherwise the data cannot be compared.

**Fig. 7:** In situ measured components of the magnetic field taken by MESSENGER (black line), and simulation data in the eruption + stealth (red line) and double eruption (blue line) cases, propagated in the slow wind and taken at 75 R⊙. The green highlighted area approximately delimits the observed ICME. The cyan and grey dashed lines indicate the separation between the two flux ropes in the simulated double eruption case, and observed data, respectively. The dates on the X axis are from the year 2009.

In Fig. 7 the ICME can be distinguished in MESSENGER data by the increase in total magnetic field and \( B_y \), as well as the fairly smooth rotation in the \( B_z \) component, criteria based on which the green area has been delimited. The simulation data show similar trends for both cases, eruption + stealth and double eruption, as well as a perfect arrival time (at Mercury). The second flux rope can still be differentiated from the first one in the observed data, and it starts at the dip in the total magnetic field and in the \( B_y \) component on 24 Sept at \( \approx 08:00 \), delimited by the grey dashed line. The simulations also show a second flux rope, which is much more pronounced in the double eruption case (separation indicated by the cyan dashed line), because the second CME in this scenario is wider and has a stronger magnetic field than the stealth CME. However, the main difference
between MESSENGER and AMRVAC data is that the observed signatures of total magnetic field and the $B_y$ component last almost twice as long.

During the propagation until 1 AU, the influence of the real solar wind exhibits a larger impact than closer to the Sun and its drag force is dominant as compared to other forces, which distorts the signatures. This effect can be seen in the magnetic field components measured near Earth and shown by the black lines in Fig. 3 in the top three panels. The arrival time at Earth in simulations is also affected by the faster background solar wind speed at the equator ($340\, \text{km s}^{-1}$), as compared to the very localised minimum speed recorded in the northward-shifted current sheet ($330.6\, \text{km s}^{-1}$, Fig. 3). We noticed in AMRVAC data the well-known and thoroughly studied pancaking effect of the frontal flux rope, but also the merging of both secondary flux ropes with the first one, as they are ejected into a depleted solar wind from the passage of the first CME. Even though the first two flux ropes are reconnected, the signature of the previously present second CME is stronger in the double eruption case than in the stealth ejecta, as you can see in the evolution of the $B_y$ component (blue and red lines, second panel in Fig. 3). After $B_y$ turns negative, it increases again but no longer changes sign, which also affects the minimum value of this component. As the CME arrives at Earth with a positive front $B_z$, the negative trailing magnetic field is diminished due to the reconnection with the following flux ropes, leading to an increased (closer to zero) value of the negative part. Some plasma blobs can still be distinguished by the small oscillations in the trail of the ICMEs.

The compressed front of the first CME evident in observations is reproduced well in simulations, as seen in the first peak of the dynamic pressure ($P_{\text{dyn}}$ panel in Fig. 5), which is defined as half the mass density multiplied by the square of the total speed of the solar wind. The observed proton temperature also presents an increase in the frontal part, followed by the usual lower values inside the flux rope, a signature observed in a large percentage of ICMEs (Richardson & Cane 1995; Zurbuchen & Richardson 2006). The simulations do not show such an extended interval of low temperatures due to the trailing plasma blobs, but they do exhibit the decrease in temperature. The final panel of Fig. 5 describes the expansion of the magnetic cloud through the faster front and lower speed of the tail.

The arrival time of the fronts of the CMEs at 1 AU is very similar for both simulated cases (double eruption and eruption + stealth), with a difference of only 20 min in magnetic field components, which is given by the slightly different eruption times. This is expected because the different eruption times of the CMEs are a consequence of the extremely small variation in the triggering shearing speed when there is a similar background wind and a higher amplitude of $y_x$ resulting in a faster flux rope formation and ejection. The difference in arrival time between the simulations and observations is $\approx 10$ hours, which is introduced by the differently modelled background solar wind speed, but seems to be a typical error for such simulations; see for example Mays et al. (2015). Nevertheless, this is a surprisingly good result considering that the wind was 2.5D simulated to only approximately match the 1 AU in situ measured speed. Furthermore, all the extracted parameters qualitatively fit the observed variables.

The fact that the two discussed simulations show good correlation with observations suggests that the initial setup is realistic enough to further investigate other eruptive scenarios. We are also interested in analysing how the second CME influences its precursor, and to do so we simulated a single erupting flux rope, as previously described in Section 1. Furthermore, we investigated how a faster background solar wind would influence the propagation of such shear-induced CMEs, and we focus in the next part of this section on the five simulations as an independent result, rather than comparing them with the observations. The five discussed scenarios are illustrated in Section 5.

For each of these simulations, the magnetic field components were extracted in the equatorial plane at 75 $R_\odot$, (Fig. 3) and at 215 $R_\odot$ (1 AU, Fig. 9). For an easier comparison, the curves have been shifted in time and aligned with those of the last arriving CME, which occurs in the slow wind, single eruption case. $B_{\text{total}}$ and $B_z$ have their fronts aligned, whereas $B_y$ is aligned at the point where the values change sign inside the first main CME.

![Fig. 9: Magnetic field components simulated in all five cases, taken on the equatorial plane at 75 $R_\odot$. All simulation data are aligned at their fronts, and all curves are aligned at their minima. Plasma beta is defined as the ratio between plasma pressure and magnetic pressure. The process of aligning the curves leads to a loss of the information of arrival time, which is why the curves appear more spread out.](image-url)
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time at the respective distances, and so we note those explicitly
in Table 2.
Table 2 was created using the arrival times of the minimum
of the small dip that is created in front of the total magnetic field
due to turbulence and compression of the equatorial current sheet
ahead of the CME, and therefore this dip might not correlate pre-
cisely with the front of CMEs. We used this feature because of its
precision, as compared to the magnetic field enhancement which
would require a subjective choice of starting time. However, the
time difference is insignificant, namely of the order of tens of
minutes.
The total magnetic field taken at 75 R⊙ presents some ma-
or differences between the eruptions inserted in the slow and
faster wind, namely in the widths of the ICMEs and the pres-
ence or absence of following plasma blobs. The double erup-
tion case exhibits the widest ICME structure due to the yet-to-
be-reconnected second CME, whereas the single eruption in the
faster wind is the shortest in time. However, the stealth speed
case has the largest total magnitude of magnetic field, which is
also the case at 1 AU (top panel of Fig. 10). The weakest mag-
netic field is found in the single eruption case of the slow wind,
both at Mercury and Earth. The signatures seem to be sharper in
the faster wind cases than in the slow wind ones, which is probably
related to the compression of the front attributed to the higher
speed of CMEs and denser background solar wind. The second
flux rope is still present in both double eruption and stealth ejecta
cases, but can only be clearly distinguished in Btotal and Bz in the
first case. On the other hand, Bx (middle panel of Fig. 9) shows a
larger variation and more clearly indicates the flux ropes erupt-
ing in the trail of the first CME in the slow wind cases.
The plasma blobs appear to be well defined in the Bz compo-
nent, but in By there is almost no difference in the tail between
the slow and faster wind cases, and so the blobs are not visible
in this component either at 75 R⊙ (bottom panel of Fig. 9) or at
215 R⊙ (third panel of Fig. 10). We propose a possible explanation for the absence of plasma
blobs in the faster wind scenarios. The first CME is deflected
towards the equator in all simulations, thereby compressing the
northern arcade. In the faster wind configuration, this structure
does not extend as far as in the slow wind, and is not affected
as much by the CME; therefore, it does not relax to the initial
state, because it was not as perturbed. In the slow wind cases,
the height of the northern arcade is greatly reduced during the
deflection of the first CME, and in the process of returning to its
initial state, it compresses the current sheet, inducing reconnec-
tion and creating plasma blobs just above the streamer cusp.
This suggests the blobs may be indicators of more closed mag-
netic structures in the source region before the eruption.
It is interesting to note that the negative Bz components are
smaller for the faster solar wind cases than for the slower wind
scenarios, and that the weakest negative Bz is found in the stealth
speed simulation and is due to the second shear-triggered CME
that reconnects with the trailing part of the first one. Comparing
this to the total magnetic field, we can see that the contribution
of Bz is not as significant as the other components, in particular
Bφ. In this 2D visualisation, the Bz component is equivalent to
Bφ, and is the axial or toroidal magnetic field along the centre of
the flux rope, while Bz is the azimuthal field (twist or poloidal
component). Therefore, Bz is a consequence of the shear com-

| Eruption type       | Arr. time at 75 R⊙ | Arr. time at 215 R⊙ |
|---------------------|--------------------|---------------------|
| Single er. SW       | 52.6 h             | 124.8 h             |
| Stealth er. SW      | 48.13 h            | 119.2 h             |
| Double er. SW       | 48.13 h            | 118.53 h            |
| Single er. FW       | 49.4 h             | 113.93 h            |
| Stealth speed FW    | 45.4 h             | 109.67 h            |

Fig. 10: Magnetic field components simulated in all five cases,
taken on the equatorial plane at 1 AU. The magnetic field com-
ponents are overlapped in the same way as in Fig. 9 and we
overlapped the minima of the plasma beta curves with the curve
of the slow wind, single eruption case.
ponent of the magnetic field introduced by the \( v_\parallel \) boundary motions, whereas \( B_\perp \) originates from the reconnection of overlying streamer flux with itself, in the process of creating the twisted flux rope. The overlying streamer flux is larger in scale than the low-lying shear component, and therefore has lower field magnitude, which is also true in many flux rope models used to fit in situ data (e.g. Lepping et al. 1990; Burlaga 1988). This also explains the presence of the second peak in \( B_z \) in the double eruption case, because the second CME is triggered by the shearing motions and its flux rope is created close to the inner boundary. This characteristic of showing an axial field magnitude larger than the twist field magnitude also propagates to 1 AU, and is an important factor in estimating the geoeffectiveness of the simulated CMEs in Section 6.

The interaction with the background solar wind until 1 AU and the latitudinal expansion and radial compression of the flux ropes led to several changes in the ICME signatures. The \( B_z \) components in the faster wind cases are more symmetric with respect to the centre of their flux ropes, but they still carry the lowest absolute values of all the simulations, as can be seen in the second panel of Fig. 10. The last panel shows the ICMEs lengths through the plasma beta parameter, which usually shows a decrease inside the magnetic cloud due to the enhanced magnetic field (Lepping et al. 2006), and it is clearly seen that the single eruption inserted in the faster wind is the most compressed and short flux rope, followed by the stealth speed case. The slow wind simulations present larger flux ropes, as well as plasma blobs following the main eruptions, distinguished by the peaks and oscillations in plasma beta. Some curves might present stronger peaks than others, but this only indicates that the selected trajectory through the simulation runs close to the centre of these flux ropes, or almost through the null points between flux ropes, where there is approximately zero magnetic field. The well-known decrease in plasma beta inside the main ICME (Manchester et al. 2017) occurs in all simulations.

6. Geoeffectiveness

The last topic of this paper is our investigation of the potential impact of the simulated CMEs on Earth’s magnetosphere. One way of quantifying the geoeffectiveness of CMEs is through the \( Dst \) index, which measures changes in the horizontal component of the magnetic field at ground level (Sugiura & Kamei 1991), and can be predicted from solar wind parameters using various empirical models. Depending on the number of mechanisms and parameters taken into consideration, these models can be rather rudimentary (Burton et al. 1975), or fairly comprehensive, as in the algorithm of Temerin & Li (2002, 2006). We chose to compute our simulated \( Dst \) using an intermediate model introduced by O’Brien & McPherron (2000), which achieves a sufficient level of accuracy when compared to the measured values of \( Dst \) taken from the World Data Center at Kyoto University.1 The three main parameters that contribute, in this description, to the geoeffectiveness of interplanetary structures are the speed of the incoming solar wind, the N-S component of the magnetic field, and the dynamic pressure (Srivastava & Venkatakrishnan 2004). Depending on the sign of \( B_z \), the product between the first two variables provides the \( y \) component of the solar wind convective electric field \( (VB_z) \) in geocentric solar magnetospheric (GSM) coordinates (Thompson 2009), as follows:

\[
VB_z [\text{mV m}^{-1}] = \begin{cases} 
|VB_z|, & B_z < 0 \\
0, & B_z \geq 0 
\end{cases}
\]  

(8)

This electric field uniquely determines the rate of ring current injection function \( Q \):

\[
Q [\text{nT h}^{-1}] = \begin{cases} 
(a(VB_z - E_c) + VB_z > E_c \\
0, & VB_z \leq E_c 
\end{cases}
\]  

(9)

where \( a = -4.4 \text{ nT m h}^{-1} \text{mV}^{-1} \) and \( E_c = 0.49 \text{ mV m}^{-1} \). The corrected \( Dst \) index \((Dst^*)\) is defined as:

\[
Dst^* = Dst - b \sqrt{P_{\text{dyn}}} + c,
\]  

(10)

where \( b \) is a pressure correction term of value 7.26 nT(nPa)^{-1/2} and \( c \) is a constant that accounts for the quiet day currents. The approximate evolution in time of the corrected \( Dst \) index is given by the discrete form of the Burton equation:

\[
Dst^*(t + \Delta t) \approx Dst^*(t) + \frac{Q(t)}{\tau} \Delta t,
\]  

(11)

where \( \tau \) is the recovery storm time and was considered by O’Brien & McPherron (2000) to show the best fit to data in the following form:

\[
\tau (\text{hours}) = 2.4 \exp \left[ \frac{9.74}{4.69 + VB_z} \right].
\]  

(12)

The change in the dynamic pressure term determines the sudden commencement (the initial positive excursion in \( Dst \) at the start of the storm) amplitude, as \( Dst^*(t + \Delta t) \) should increase because of the difference in this correction term.

In the case of our simulations, the steady background solar wind should produce no change in the \( Dst \) index, such that \( Dst^*(t + \Delta t) = Dst^*(t) \), and the initial value before the start of the ICME effect should also be zero. From these conditions, we find two separate \( c \) constants (from Eq. 10) for our simulations, with values of 10.44 nT for the slow wind and 15.77 nT for the faster wind. These values differ from the ones computed by Burton et al. (1975) and O’Brien & McPherron (2000), of namely 20 nT and 11 nT, respectively, because of the different observed datasets used in their studies. This discrepancy is not unexpected because our winds are uniform in time whereas the in situ measured data reveal a wind that varies greatly over time. We used the simulated data (speed, \( B_z \) and dynamic pressure) in all of the above equations and computed a predicted \( Dst \) index that our CMEs would create. Figure 11 shows a comparison between the OMNI hourly \( Dst \) index and the hourly averaged \( Dst \) computed from simulation data extracted every 4 min, in the slow wind cases of eruption + stealth and double eruption. Given the weakness of the observed CMEs (slow speed and only brief intervals of modest southward \( B_z \) (Fig. 8)), the corresponding ICME did not create a geomagnetic storm \((Dst \leq -30 \text{ nT})\) (Loewe & Prölls 1997; Gonzalez et al. 1994), reaching a minimum measured \( Dst \) of only -16 nT. As mentioned in Sect. 5 the simulated trailing flux ropes reconnected with the tail of the first CME, and therefore the negative \( B_z \) component in the double eruption case was not as strong as in the eruption + stealth scenario (see Fig. 8 and 10). It is well known that a strong decrease in the negative \( B_z \) results in a stronger \( Dst \) (e.g. Tsurutani et al. 1988). In accordance with this correlation, the double eruption case resulted in a less geoeffective ICME.

\footnote{1 http://wdc.kugi.kyoto-u.ac.jp/dstdir/}
than the eruption + stealth scenario, with $Dst$ values resembling those recorded at Earth (see Fig. 11).

Most previous studies on this topic concluded that more intense geomagnetic storms were associated with multiple interacting CMEs, rather than single CMEs (Burlaga et al. [1987], Zhang et al. [2007], Gopalswamy et al. [2007] and many others). Surprisingly, our simulations highlight that the presence of interacting CMEs does not necessarily imply strong geoeffectiveness, at least in the case of slow CMEs. In our simulations, the eruption + stealth scenario is predicted to create a weak geomagnetic storm (minimum $Dst = -30.83$ nT), whereas the double eruption is predicted to be even less geoeffective, with minimum $Dst = -18.6$ nT. However, this does not necessarily contradict the previous studies, quite the contrary. Their direction of analysis was mainly starting from a geomagnetic storm back to its origin on the Sun, which means that our simulated scenarios would not even fit in their studied cases. In the opposite direction, i.e. trying to predict the impact that CMEs would have on Earth, starting from remote sensing observations, these simulations could explain some issues in the current models.

One example of such a study is the model of Dumbović et al. (2015) which uses solar parameters to assess the occurrence probability of geomagnetic storms, which also contains false alarms, that is, CMEs that have the potential to impact Earth but did not produce any storm. Our simulations might be able to explain some of these false positive events, which should not be disregarded from a forecasting point of view, despite their lower-than-usual geoeffectiveness.

![Fig. 11: Comparison of hourly $Dst$ index from observed database (black line) with modelled $Dst$ using simulation data, in the eruption + stealth (red line) and double eruption (blue line) cases, propagated into the slow solar wind. The green highlighted area approximately delimits the ICME arrival. The dates on the X axis are from the year 2009.](image)

In order to analyse the different contributions of the solar wind parameters to the computed $Dst$, we plotted the evolution in time at 1 AU in the equatorial plane of the simulated $B_z$ magnetic field component, dynamic pressure, and $Dst$ in Fig. 12. The first feature that reaches Earth is a jump in pressure caused by an increase in speed in the first part of the ICME, which creates a compressed front. This small sudden storm commencement (SSC; e.g. Mayaud [1975], Curto et al. [2007]) can also be seen in the OMNI data in Fig. 11 during the hours ahead of the green highlighted area. Before $B_z$ turns negative, the only contribution to the $Dst$ is given by the dynamic pressure, with the amplitude of $bA_{dyn}^P$, as also described initially by Burton et al. (1975). Once $B_z$ turns negative and the interplanetary electric field ($V_{Bz}$) overcomes the 0.49 mV m$^{-1}$ threshold, the injection function $Q$ becomes negative and starts decreasing the $Dst$, creating the main phase of the storm. We note the oscillations in $Dst$ after its minimum value in the left panel of Fig. 12 which are imposed by the variations in $B_z$. On the other hand, in the right-hand plot, the decrease in $Dst$ just after SSC and increase during the main phase are both imposed by the profile of the dynamic pressure, which increases in response to plasma pile-ups. This contribution is indicated by the black arrows and can be more easily observed in the recovery phase of the storm, when $B_z$ is positive again and the energy injection from the solar wind into the magnetosphere has ended.

We computed and compared the $Dst$ indices for all the simulations, and their evolution is shown in the left panel of Fig. 13. The interplay between the two important aforementioned parameters slightly changes the order of the strength of the geomagnetic storms as compared to the $B_z$ minima plotted in Fig. 10. The only difference is that the single eruption inserted into the faster wind becomes slightly more geoeffective than the double eruption in the slow wind. The least negative $B_z$ (faster wind, stealth speed case) still creates the weakest geoeffectiveness, whereas the most negative $B_z$ (slow wind, eruption + stealth case) induces a weak geomagnetic storm with the lowest $Dst$ of all the simulations.

Our proposed explanation for the overall low geoeffectiveness of the simulated eruptions is the reduction in the negative trailing $B_z$ component due to the magnetic reconnection with flux ropes appearing in the wake of the first CME. To test this hypothesis, we reversed the polarity of $B_z$ in the slices taken at 1 AU, such that the first CME would impact Earth with the negative front, and the reconnected part would be the positive one. We recomputed the $Dst$ using this new magnetic configuration, but keeping the same dynamic pressure and speed; the resulting values are plotted in the right panel of Fig. 13. As expected, in all simulations the frontal CME becomes more geoeffective, and all eruptions inserted into the slow wind produce weak geomagnetic storms, with an emphasis on the double eruption which now presents the lowest $Dst$ minimum. Interestingly, the strength of the storms is exactly correlated with the positive amplitude of the $B_z$ component in Fig. 10 which would now become the negative front. Another aspect is the abrupt decrease in $Dst$ immediately after the SSC, meaning that the dynamic pressure did not exhibit a contribution as important as in the previous case, which is because the energy injection function turned negative as soon as the flux ropes arrived at Earth. This also led to a smaller variation in the index values between the simulations as well as during each individual storm. A final detail that can be extracted from Fig. 13 is that even though the single eruption inserted into the faster wind was the only one that presented no following flux ropes and therefore lacked the trailing magnetic reconnection, it still changed geoeffectiveness along with the $B_z$ reversal of sign. Our understanding of these simulation results is that the frontal part of a CME has more impact on Earth’s magnetosphere than the elongated tail and, as previously noted (e.g. Fenrich & Luhmann [1998]), this is exacerbated when it arrives with a negative N-S component of the magnetic field.

### 7. Summary and Discussion

In this paper, we describe and analyse five simulations performed using the code MPI-AMRVAC, of which three were propagated into a slow wind, and two were inserted into a faster and denser background wind. The model configuration is based...
on an MCME event on 21-22 Sept 2009 that erupted approximately towards Mercury and Earth, providing an opportunity to compare the in situ data between simulations and two spacecraft. Initial simulations of this event were presented in paper I, where good agreement was found between coronal remote sensing observations and the double eruption and eruption + stealth scenarios ejected into the slow wind. In this paper, we propagate these two cases out to 1 AU. At 0.3 AU, the eruption with the stealth ejecta shows the best fit to in situ data taken from MESSENGER, which is surprising when compared to the results of paper I where we found a better fit of white-light coronagraph observations with the double eruption scenario. This can be attributed to our 2.5D setup, as the slices are not affected by the longitudinal difference between CME propagation and spacecraft, and therefore in the MESSENGER data some flux ropes might be missed due to their narrow dimensions. The stealth ejecta is also partially missed in simulations, which is attributed to the slice being taken at the equator, while the current sheet in which the CME propagates is slightly shifted northward. At Earth, the differences between the two simulations are even smaller because of the influence of the solar wind throughout the propagation.

Taking all these factors into consideration, it is difficult to distinguish the triggering mechanism responsible for the second observed CME, making the distinction between stealth ejecta and source CMEs even more unclear. This highlights the need for better remote sensing instruments with higher resolution and cadence, which may in the future be able to observe much fainter structures, allowing us to better understand these stealth CMEs. We also analyse the influence of the solar wind on the eruptions by numerically simulating two more scenarios of shear-induced CMEs in a faster and denser background wind. A first observation we extracted from this new configuration was a change in the initial magnetic structure, even though we have not interfered with the magnetic components, leading to an opening of the overall streamer. Even if our magnetic solution is not originating from a potential field, this could still indicate a non-unique solution for extrapolations that compute the coronal magnetic field solely from line-of-sight magnetic field converted to $B_z$, as in the potential field source surface (PFSS, Schatten et al. 1969) model. The PFSS solution also depends on both lower and upper boundary conditions of the other non-radial components of the magnetic field, and according to those, one can obtain dif-

---

**Fig. 12:** Modelled $Dst$ using simulation data (black line, left axis), the $B_z$ component of the magnetic field (red line, right axis), and the dynamic pressure (blue line, right axis) in the case of the slow wind - double eruption (left side) and faster wind - stealth speed (right side). The curves have not been overlapped, and so they indicate the actual simulated arrival time. The grey dashed line shows the polarity reversal of $B_z$.

**Fig. 13:** Modelled $Dst$ using simulation data (left side) and using the $B_z$ component with the reversed sign (right side). The minima of the curves have been aligned onto that of the last occurring minimum, which was the case of the single eruption in the slow wind.
ferent resulting magnetic configurations. In order to better reproduce the field lines in the solar atmosphere, one might need to better constrain the plasma solution by providing the other B components, or other parameters such as density and/or temperature from observations. Judge et al. (2021) described a method of inversion of spectropolarimetric data from observed coronal plasma at the limb of the Sun in order to obtain the magnetic field lines in the solar atmosphere, one might need different resulting magnetic configurations. In order to better re-produce the field lines in the solar atmosphere, one might need to better constrain the plasma solution by providing the other B components, or other parameters such as density and/or temperature from observations. Judge et al. (2021) described a method of inversion of spectropolarimetric data from observed coronal plasma at the limb of the Sun in order to obtain the magnetic field lines in the solar atmosphere, one might need different resulting magnetic configurations. In order to better re-

The Dst index used in this paper was provided by the WDC for Geomagnetism, Kyoto.
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