hSMAL: Detailed Horse Shape and Pose Reconstruction for Motion Pattern Recognition
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Abstract

In this paper we present our preliminary work on model-based behavioral analysis of horse motion. Our approach is based on the SMAL model [21], a 3D articulated statistical model of animal shape. We define a novel SMAL model for horses based on a new template, skeleton and shape space learned from 37 horse toys. We test the accuracy of our hSMAL model in reconstructing a horse from 3D mocap data and images. We apply the hSMAL model to the problem of lameness detection from video, where we fit the model to images to recover 3D pose and train an ST-GCN network [17] on pose data. A comparison with the same network trained on mocap points illustrates the benefit of our approach.

1. Introduction

In this paper, we address the task of automatically detecting lameness in horses from video. We propose to extract rich 3D information of the horse’s shape and pose and perform lameness analysis on this representation. Motion information is easy to capture in the form of 2D image keypoints, or, in the case of multi-view calibrated images, as 3D keypoints in space. Here, we go one step further, taking a model-based approach and encoding horse motion as temporal sequences of 3D pose data from the model. We argue that such an animal-centric representation is suited for pattern recognition tasks like lameness detection.

For 3D reconstruction, we employ the SMAL [21] model, a 3D model for quadruped animals. SMAL defines a 3D articulated mesh, where the animal shape is generated with a low-dimensional linear model as a vertex deformation from a reference template. The SMAL shape space is learned on a set of quadrupeds of various species. While powerful in the inter-species representation, SMAL is not suited for a detailed intra-species analysis, as the number of training set samples for a specific species is deficient.

In this study, we present a horse-specific version of the SMAL model, which we call hSMAL. The model is based on an accurate basic horse body model and trained with scans of horse toys depicting horses of different breeds and ages. In order to verify if a 3D statistical shape model learned on toy horses can be an accurate representation for real horses, we investigate the 3D reconstruction accuracy of the hSMAL model using a dataset of horses with simultaneous 3D motion capture and multi-view video. Our analysis shows that hSMAL can reconstruct the 3D shape of a real animal with an average error of about 7 cm. In comparison, the average error with the more generic SMAL model is about 14 cm.

We apply the hSMAL model to detect lameness, a pattern recognition task of large relevance to animal welfare. Lameness is defined as “an irregularity or defect in the function of locomotion” [9], with asymmetry patterns in the movement caused by the horse’s reflex to reduce the weight on the lame limb. Forelimb lameness can be observed through the difference in the head’s up-down motion between steps. Hindlimb lameness is more difficult to observe but can be detected through asymmetries in the pelvis motion pattern. The lameness detection is performed with the spatial and temporal graph convolution network (ST-GCN) [17]. We train with sequences of horse motions represented with: hSMAL pose parameters (relative 3D angles of body parts); 3D joint locations of the model; 3D markers positions obtained with a mocap system. The comparison between the network’s performance in the different input settings supports our hypothesis that a 3D-model-based representation of 3D pose facilitates the detection of motion patterns.
2. Related Work

Animal 3D reconstruction. Our work builds on the SMAL model [21], which can represent different quadruped species with a unified shape space. SMAL has been used by Biggs et al. for dog tracking from video [3] and canine 3D pose and shape estimation [2], where they add scale parameters to the SMAL model’s limbs to perform end-to-end dog reconstruction from monocular images. Zuffi et al. [19] propose an end-to-end reconstruction method also exploiting animal appearance. Badger et al. [1] focus on capturing the shape and pose of birds, and Kearney et al. [8] present a method for dog pose estimation from RGB-D images, introducing a novel dog model with an improved body skeleton where shoulders joints have a translation parameter to adapt to different dog breeds.

Animal lameness detection. Lameness is a pressing welfare problem for horses as it is a common disease symptom in the species. Accurate and early recognition is important, but has proven to be a challenge also for veterinary experts. While lameness traditionally is diagnosed via visual subjective judgement by a veterinarian, there has been a recent development of automatic methods using accelerometers [16] and gyroscopes [7, 18] mounted on the animal. RGB-D imaging has been used for cattle lameness detection [6], and radar data has also been used [15] in horse lameness detection.

The method proposed here takes a step further by employing a much richer shape and pose model, thus modeling the animal motion on a more detailed level.

Human gait analysis. On the human side, there has been a more extensive development of methods for gait analysis and action recognition. Our lameness detection approach is inspired from the human action recognition work of Yan et al. [17], which proposes ST-GCN. ST-GCN can be considered the state-of-the-art approach for human action recognition from skeleton representations.

The method proposed here is the first to perform this type of detailed gait analysis from video in an animal setting.

3. Method

The hSMAL model. The hSMAL model is the horse-specific version of the SMAL model. It defines a 3D mesh as a template deformation, modeling the shape variation, followed by skeleton-based articulation with Linear Blend Skinning (LBS) [11, 21]. The model is described as a function \( M(\beta, \theta, \gamma) \), where \( \beta \) is the shape variable, representing the coefficients of the linear space that defines the vertex-based shape deformations; \( \theta \) is the pose parameter, which denotes the relative 3D joint rotations; \( \gamma \) is the model translation. In contrast to the original SMAL model, we use a new horse template with 1,497 vertices and 36 body segments. We learn the model from a set of 37 horse toys using the procedure described in [21]. Fig. 2 shows the shape space of the hSMAL model. The first, second and third component mainly capture the body size, the size of tail and the neck of the model, respectively. Moreover, differently from the SMAL model and similarly to [8], the skeleton joint positions are manually defined to better represent the animal anatomy (Fig. 1).

Model fitting. In our experiments, we fit the hSMAL model to images, 2D keypoints and 3D motion capture (mocap) data. The fitting to images follows the procedure described in [21, 20], which comprises estimating the body shape \( \beta \), the pose \( \theta \), the global translation \( \gamma \) given all the data, minimizing an energy objective function composed by silhouette and 2D keypoint data terms, and shape and pose regularization terms:

\[
F(\beta, \theta, \gamma) = \min_{\lambda \in \text{kpsil}, \beta, \theta} \sum_{\lambda \in \text{kpsil}} \omega_{\lambda} E_{\lambda}(\gamma),
\]  

where \( E_{\text{kps}} \) is the 2D keypoint loss, \( E_{\text{sil}} \) is the silhouette loss, \( E_{\beta} \) is the shape prior obtained from the models fitted to the horse toys, and \( E_{\theta} \) is the pose prior obtained from the models fitted to example animations acquired together with the base horse model. The shape and pose priors are obtained following the same procedure as for the SMAL model [21, 20]. In our experiments, 2D body keypoints are obtained as projections of 3D mocap markers or using
DeepLabCut (DLC) [12, 13]. DLC keypoints are always used for the tail, for which mocap markers are not available. Moreover, we exploit 3D mocap data, adding the mocap loss $E_{\text{mocap}}$ to Eq. (1):

$$E_{\text{mocap}}(\beta, \theta, \gamma) = \sum_j \rho \left( \frac{1}{2} \sum_{i=1}^{3} \lambda_j V_j - C Q_j \right)^2,$$

where $\rho$ is the Geman-McClure robust error function [5] and $C Q$ is the mocap data expressed in the camera 3D reference system. For each mocap marker, we express a manually selected corresponding point on the hSMAL model surface with barycentric coordinates: $\sum_i \lambda_i V_i$. For multi-view reconstruction, silhouette loss terms corresponding to each additional view are added to Eq. (1).

In previous work, SMAL is used with single images [21, 20], while we here consider videos. Our strategy for model fitting to videos consists of a per-frame fitting without temporal smoothing, with a fixed body shape for the whole sequence estimated on a subset of video frames.

Lameness detection. We now utilize the hSMAL model for a challenging pattern recognition task, lameness detection. We classify a pose sequence as lameness or not using spatio-temporal graph convolution networks (ST-GCN) [17], which has the benefit, compared to other classification methods, that it efficiently captures the information from the skeleton graph structure in both spatial and temporal dimensions for action recognition. It takes the human skeleton as a graph and connects the same joints on consecutive frames through time.

To feed the mocap data into ST-GCN, we form the graph in spatial domain Fig. 3a, where the nodes are the mocap markers and the edges are based on the horse structure. For the pose data from the hSMAL model, the graph in the spatial domain is based on the kinematic tree inside the model(Fig. 3b), where each node is the joint of the model without ears and mouth. The same joints are connected on consecutive frames for both graphs.

The input to the ST-GCN networks are the hSMAL pose parameters, the hSMAL 3D joint coordinates and mocap 3D coordinates, respectively. We utilize the ST-GCN model with four layers of ST-GCN units, and each layer has 64 channels for output. The learning rates are 0.005, 0.1, 0.01, respectively. The random feature dropout rate is 0.4 after each ST-GCN unit to avoid overfitting. We train each network for 30 epochs. And we use the model with the highest validation accuracy on the test data. The ST-GCN trained with the raw mocap marker positions from the same sequences is the baseline.

4. Experiments and Results

Dataset. Our data-driven approach requires access to collected observations of horses with and without lameness. It should be noted that there is a trade-off in collecting as little data as possible and developing as effective methods as possible using that data, which will be of future help for earlier detection and treatment of lameness.

The Horse Treadmill Dataset is collected by the University of Zürich [14]. There are video recordings of 10 horse subjects trotting on a treadmill, recorded by calibrated and synchronized video from two angles and by optical 3D motion capture. Three of the subjects are discarded due to camera calibration problems, leaving seven subjects. Each horse is recorded several times without and with lameness induced by applying pressure to the sole of one hoof per recording (leading to a “stone in the shoe” type of pain). The classification labels are set according to which leg was affected. This leads to label uncertainty since different individuals experience the pressure differently and may also present with mild baseline motion pattern asymmetries – a complicating factor for using this classification dataset for method evaluation.

Data preprocessing. The One-Shot Video Object Segmentation (OSVOS) framework [4] is applied to obtain the silhouettes from each video frame, using five annotated frames per video. The mocap data is moreover projected to the side view creating accurate 2D marker positions (here called pseudo 2D keypoints). DeepLabCut is used to obtain noisier 2D keypoints for all visible joint locations in the side view, corresponding to a realistic markerless scenario (here called DLC 2D keypoints). The tail is also tracked with DLC, giving a pointset DLC 2D tails.

We evaluate hSMAL at recovering the horse compared to SMAL, and determine the effect of different observations. We then inspect hSMAL to lameness detection.

Testing hSMAL model accuracy. To test the accuracy of hSMAL in representing a real horse, we choose one recording and select 20 representative frames by using K-means.

---

1Ethical approval for the collection of this dataset (permission number 51/2013) is granted by The Animal Health and Welfare Commission of the canton of Zurich after evaluating the study protocol, and the horse owners gave informed consent for the inclusion of their animals.
We first evaluate hSMAL and SMAL by comparing the average distance between their reconstructed models and the mocap data over the whole recording. The fitting procedure is performed by using 2D keypoints and 3D mocap points, without silhouette adjustment. The shape parameter is first calculated by averaging shape parameters among the 20 selected frames, and kept fixed. The average (over point and frame index) distance is calculated between the mocap points and their corresponding points on the model. This procedure is repeated for the more generic SMAL model where model fitting is performed using an equine shape prior. The results in Fig. 4 indicate that although the mocap points on the hind limb are difficult for both models to match, hSMAL adapts better to a real horse than SMAL.

We then proceed to compare the accuracy of hSMAL reconstruction from different inputs. The reconstruction error is now measured in terms of the Intersection over Union (IOU) between the projected silhouette from the reconstructed model and the silhouette from OSVOS in both views. We compare the following input settings: 3D mocap data + DLC 2D tails + side-view silhouette, 3D mocap data + DLC 2D tails, pseudo 2D keypoints + DLC 2D tails + side-view silhouette and DLC 2D keypoints + side-view silhouette. In all the experiments, body shape is fixed to the value estimated from mocap data, 2D keypoints and side-view silhouettes. Results over the whole recording are shown in Fig. 5a. As can be expected, the side-view IOUs for reconstructions using side-view silhouette are higher than those without silhouette. Moreover, the front-view IOU is indeed higher when the mocap data is used than when only 2D keypoints are observed. Reconstruction examples are shown in Fig. 6, along with a link to a video of the entire sequence. We also compare the accuracy of single-view and multi-view reconstruction over the same recording (Fig. 5b). The results confirm the expectation that silhouette input improves reconstruction accuracy also for the front-view.

**Lameness detection.** We now evaluate the hypothesis that hSMAL provides good representation for motion pattern analysis. This is done by training separate ST-GCN classifiers, on the sequence of raw 3D mocap point posi-
Figure 6: Reconstruction results for different inputs. Second row from left to right, result for 3D mocap data (blue) and projected silhouette (pink) with the silhouette from OSVOS (white), result for pseudo 2D keypoints and silhouette comparison, result for DLC 2D keypoints and silhouette comparison. DLC 2D tails and side-view silhouette are moreover used in all cases. First row from left to right, video frame, corresponding keypoints in different observation. Video is available on https://vimeo.com/showcase/8402057 and also in the Supplementary Material.

Table 1: Accuracy (%) of five-class (no, front/hind, left/right) lameness classification for seven subjects. Pose is expressed as mocap point / model pose parameters and joint positions.

| Subject | Mocap | hSMAL pose parameter(θ) | hSMAL joint positions |
|---------|-------|-------------------------|-----------------------|
|         | No augmentation | Augmentation | No augmentation | Augmentation | No augmentation | Augmentation |
| 1       | 47.8 ± 9.3    | 36.0 ± 12.0  | 33.7 ± 6.1    | 35.1 ± 4.2    | 19.3 ± 6.2    | 19.2 ± 3.7 |
| 2       | 38.4 ± 9.5    | 43.6 ± 6.8   | 33.9 ± 6.2    | 32.8 ± 8.1    | 38.9 ± 8.9    | 46.6 ± 15.8 |
| 3       | 34.7 ± 13.8   | 28.7 ± 7.8   | 25.4 ± 4.5    | 35.4 ± 4.5    | 29.6 ± 3.4    | 40.4 ± 3.8 |
| 4       | 20.1 ± 5.5    | 17.1 ± 9.0   | 23.5 ± 5.9    | 27.2 ± 4.2    | 27.5 ± 7.8    | 28.0 ± 5.1 |
| 5       | 24.5 ± 4.4    | 26.6 ± 9.4   | 34.0 ± 10.4   | 44.1 ± 6.5    | 29.4 ± 6.8    | 31.3 ± 7.5 |
| 6       | 29.9 ± 8.8    | 38.8 ± 6.1   | 23.6 ± 4.7    | 22.0 ± 4.7    | 18.6 ± 9.3    | 23.9 ± 7.3 |
| 7       | 22.6 ± 3.9    | 36.4 ± 11.0  | 31.9 ± 6.5    | 32.4 ± 6.1    | 37.1 ± 8.1    | 41.5 ± 6.5 |
| Average | 31.1 ± 12.5   | 32.5 ± 12.3  | 29.4 ± 8.0    | 32.7 ± 8.5    | 28.6 ± 10.4   | 33.0 ± 12.4 |
| Average (Without Subject1) | 28.4 ± 10.7 | 31.9 ± 12.2 | 28.7 ± 8.1 | 32.3 ± 9.0 | 30.2 ± 10.1 | **35.3 ± 11.8** |

Table 1 shows the results with and without data augmentation. Firstly, we can see that data augmentation in general gives a slightly better performance, most probably since this increases the amount of training data.

Secondly, we observe that the hSMAL model, represented either in terms of the pose parameters or joint positions, gives the same or slightly better classification performance as the 3D mocap keypoints. This indicates that the hSMAL model fitted to 3D mocap captures all aspects of horse motion encoded in the 3D mocap keypoints, that are of relevance to a challenging pattern classification task such as lameness classification.

Thirdly, although not confirmable from the results, a possible reason for the slight improvement with hSMAL compared to mocap, could be that the hSMAL model not...
5. Discussion and Conclusion

This study sets out to capture the detailed shape and pose of real horses through the hSMAL model, and to use the pose data from the model to detect motion patterns indicating lameness. Our preliminary results indicate that the hSMAL model can reconstruct horse shape more accurately than its predecessor, SMAL, and also that the hSMAL pose estimate provides a good representation for challenging motion pattern recognition tasks such as lameness detection and classification.

Future work includes optimizing the marker selection on the mesh as in [10] to obtain more accurate locations relative to the mesh. Furthermore, we can improve the current shape space, which is learnt from the toys, with the 3D scan data from real horses, which will help us establish a more accurate hSMAL model. Last, our goal is to apply the model in less constrained settings without any mocap data, to provide a marker-free and more flexible alternative to the more intrusive wearable sensor approaches that are currently used for motion pattern analysis in horses.

References

[1] Marc Badger, Yufu Wang, Adarsh Modh, Ammon Perkes, Nikos Kolotouros, Bernd G Pfrommer, Marc F Schmidt, and Kostas Daniilidis. 3D bird reconstruction: a dataset, model, and shape recovery from a single view. arXiv preprint arXiv:2008.06133, 2020.

[2] Benjamin Biggs, Oliver Boyne, James Charles, Andrew Fitzgibbon, and Roberto Cipolla. Who left the dogs out? 3D animal reconstruction with expectation maximization in the loop. In European Conference on Computer Vision, 2020.

[3] Benjamin Biggs, Thomas Roddick, Andrew Fitzgibbon, and Roberto Cipolla. Creatures great and small: Recovering the shape and motion of animals from video. In Asian Conference on Computer Vision, 2018.

[4] Sergi Caelles, Kevis-Kokitsi Maninis, Jordi Pont-Tuset, Laura Leal-Taixé, Daniel Cremers, and Luc Van Gool. One-shot video object segmentation. In IEEE Conference on Computer Vision and Pattern Recognition, 2017.

[5] Stuart Geman. Statistical methods for tomographic image reconstruction. Bull. Int. Stat. Inst., 4:5–21, 1987.

[6] Khalid Abdul Jabbar. 3D video based detection of early lameness in dairy cattle. Technical report, University of the West of England, 2017.

[7] Jasmeet Kaler, Jurgen Mitsch, Jorge Vazquez Diosdado, Nicola Bollard, Tania Dottorini, and Keith Ellis. Automated detection of lameness in sheep using machine learning approaches: novel insights into behavioural differences among lame and non-lame sheep. Royal Society Open Science, 7:190824, 2020.

[8] Sinéad Kearney, Wenbin Li, Martin Parsons, Kwang In Kim, and Darren Cosker. RGBD-dog: Predicting canine pose from RGBD sensors. In IEEE Conference on Computer Vision and Pattern Recognition, 2020.

[9] Alexandre F A Liatard. Lameness of horses and diseases of the locomotory apparatus. WR Jenkins, 1888.

[10] Matthew Loper, Naureen Mahmood, and Michael J Black. Mosh: Motion and shape capture from sparse markers. ACM Transactions on Graphics, 33(6):1–13, 2014.

[11] Matthew Loper, Naureen Mahmood, Javier Romero, Gerhard Pons-Moll, and Michael J Black. Smpl: A skinned multi-person linear model. ACM Transactions on Graphics, 34(6):1–16, 2015.

[12] Alexander Mathis, Pranav Mamidanna, Kevin M Cury, Taiga Abe, Venkatesh N Murthy, Mackenzie W Mathis, and Matthias Bethge. DeepLabCut: markerless pose estimation of user-defined body parts with deep learning. Nature Neuroscience, 21(9):1281–1289, 2018.

[13] Tanmay Nath, Alexander Mathis, An Chi Chen, Amir Patel, Matthias Bethge, and Mackenzie W Mathis. Using DeepLabCut for 3D markerless pose estimation across species and behaviors. Nature Protocols, 14(7):2152–2176, 2019.

[14] Marie Rhodin, Emma Persson-Sjödin, Agneta Egnenvall, Filipe M Serra Bragança, Thilo Pfau, Lars Roepstorff, Michael A Weishaupt, Maj H Thomsen, P René van Weeren, and Elin Hernlund. Vertical movement symmetry of the withers in horses with induced forelimb and hindlimb lameness at trot. Equine Vet. Journal, 50(6):818–824, 2018.

[15] Aman Shrestha, Julien Le Kernec, Francesco Fioranelli, John F Marshall, and Lance Voute. Gait analysis of horses for lameness detection with radar sensors. Technical report, IET, 2017.

[16] Mohit Taneja, John Byabazaire, Nikita Jalodia, Alan Davy, Cristian Olariu, and Paul Malone. Machine learning based fog computing assisted data-driven approach for early lameness detection in dairy cattle. Computers and Electronics in Agriculture, 171:105286, 2020.

[17] Sijie Yan, Yuanjun Xiong, and Dahua Lin. Spatial temporal graph convolutional networks for skeleton-based action recognition. In AAAI Conf. Artificial Intell., 2018.

[18] Tarik Yigit, Feng Han, Ellen Rankins, Jingang Yi, Kenneth McKeever, and Karyn Malinowski. Wearable IMU-based early limb lameness detection for horses using multi-layer classifiers. In IEEE International Conference on Automation Science and Engineering, 2020.

[19] Silvia Zuffi, Angjoo Kanazawa, Tanya Berger-Wolf, and Michael J Black. Three-D Safari: Learning to estimate zebra pose, shape, and texture from images" in the wild". In IEEE International Conference on Computer Vision, 2019.

[20] Silvia Zuffi, Angjoo Kanazawa, and Michael J Black. Lions and tigers and bears: Capturing non-rigid, 3D, articulated shape from images. In IEEE Conference on Computer Vision and Pattern Recognition, 2018.

[21] Silvia Zuffi, Angjoo Kanazawa, David W Jacobs, and Michael J Black. 3d menagerie: Modeling the 3d shape and pose of animals. In IEEE Conference on Computer Vision and Pattern Recognition, 2017.