Cross-product of Bessel functions: Monotonicity patterns and functional inequalities
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1. Introduction and preliminaries

Bessel and modified Bessel functions of the first kind play an important role in the theory of special functions because they are useful in many problems of applied mathematics. These functions have been studied by many researchers, and their study goes back to famous scientists like Bessel, Euler, Fourier, and others. Motivated by their appearance as eigenvalues in the clamped plate problem for the ball, Ashbaugh and Benguria [3] have conjectured that the positive zeros of the cross-product of Bessel and modified Bessel functions of the first kind, defined by

\[ W_v(z) = J_v(z)I'_v(z) - J'_v(z)I_v(z) = J_{v+1}(z)I_v(z) + J_v(z)I_{v+1}(z), \]
where \( J_\nu \) and \( I_\nu \) stand for the Bessel and modified Bessel functions of the first kind, increase with \( \nu \) on \([−\frac{1}{2}, \infty)\). Lorch [17] verified this conjecture and presented some other properties of the zeros of the above cross-product of Bessel and modified Bessel functions. See also the paper by Ashbaugh and Benguria [3] for more details. Recently, Alkharsani et al. [1] pointed out that the above monotonicity property is valid on \((−\frac{1}{2}, \infty)\) and proved that for \( \nu > −1 \) and \( z \in \mathbb{C} \), the power series representation

\[
W_\nu(z) = 2 \sum_{n \geq 0} \frac{(-1)^n (\frac{z}{\nu})^{2\nu+4n+1}}{n!\Gamma(\nu+n+1)\Gamma(\nu+2n+2)}
\]

and the infinite product representation

\[
W_\nu(z) = 2^{2\nu}z^{-2\nu-1}\Gamma(\nu+1)\Gamma(\nu+2)W_\nu(z) = \prod_{n \geq 1} \left( 1 - \frac{z^4}{\gamma_{\nu,n}^4} \right)
\]

are valid, see [1] for more details. In this paper, we would like to continue the study of the properties of the cross-product of Bessel and modified Bessel functions of the first kind by showing a series of new results. We also consider another special combination of Bessel functions, namely, the so-called Dini functions \( d_\nu : \mathbb{C} \to \mathbb{C} \), defined by

\[
d_\nu(z) = (1 - \nu)J_\nu(z) + zJ_\nu'(z) = J_\nu(z) - zJ_{\nu+1}(z),
\]

and the modified Dini function \( \xi_\nu : \mathbb{C} \to \mathbb{C} \), defined by

\[
\xi_\nu(z) = i^{-\nu}d_\nu(iz) = (1 - \nu)I_\nu(z) + zI_\nu'(z) = I_\nu(z) + zI_{\nu+1}(z).
\]

For \( \nu > -1 \) and \( z \in \mathbb{C} \), the Weierstrassian factorization of Dini functions is [7]

\[
\mathcal{D}_\nu(z) = 2^\nu\Gamma(\nu+1)z^{-\nu}d_\nu(z) = \prod_{n \geq 1} \left( 1 - \frac{z^2}{\alpha_{\nu,n}^2} \right)
\]

and the Weierstrassian factorization of modified Dini function is [8]

\[
\mathcal{L}_\nu(x) = 2^\nu\Gamma(\nu+1)x^{-\nu}\xi_\nu(x) = \prod_{n \geq 1} \left( 1 + \frac{x^2}{\alpha_{\nu,n}^2} \right),
\]

where \( \alpha_{\nu,n} \) stands for the \( n \)-th positive zero of the Dini function \( d_\nu \).

The paper is organized as follows: section 2 contains the main results on the cross-product of Bessel functions, Dini functions and their zeros. Section 3 is devoted to the proofs of the main results. In our proofs, we use a series of methods: Mittag–Leffler expansions, Laguerre separation theorem, Laguerre inequality for entire functions, differential equation for the Dini function, monotone form of L’Hospital’s rule, and representations of logarithmic derivatives of Dini functions and cross-product of Bessel functions via the spectral zeta functions of the zeros of the above functions.
2. Main results

2.1 Monotonicity properties

Our first set of results are some monotonicity and concavity properties of cross-product of Bessel and modified Bessel functions of first kind.

**Theorem 1.** Let \( v > -1 \) and define \( S = S_1 \cup S_2 \), where \( S_1 = \bigcup_{n \geq 1} [-\gamma_{v,2n}, -\gamma_{v,2n-1}] \), \( S_2 = \bigcup_{n \geq 1} [\gamma_{v,2n-1}, \gamma_{v,2n}] \) and \( \gamma_{v,n} \) denotes the \( n \)-th positive zero of the function \( W_v \). Then the following assertions hold true:

(a) The function \( x \mapsto W_v(x) \) is negative on \( S \) and it is strictly positive on \( \mathbb{R} \setminus S \);
(b) The function \( x \mapsto W_v(x) \) is strictly increasing on \((-\gamma_{v,1}, 0]\) and strictly decreasing on \([0, \gamma_{v,1}]\);
(c) The function \( x \mapsto W_v(x) \) is strictly log-concave on \( \mathbb{R} \setminus S \) and strictly geometrically concave on \((0, \infty) \setminus S_2\);
(d) The function \( x \mapsto W_v(x) \) is strictly log-concave on \((0, \infty) \setminus S_2\) for all \( v \geq -\frac{1}{2} \);
(e) The function \( v \mapsto W_v(x) \) is increasing on \((-1, \infty)\) for all \( x \in (-\gamma_{v,1}, \gamma_{v,1}) \) and the function \( v \mapsto xW_v(x)/W_v(x) \) is increasing on \((-1, \infty)\) for all \( x \in \mathbb{R} \);
(f) The function \( x \mapsto ( -\log W_v(\sqrt{x}) )^\nu \) and the function \( x \mapsto 1/W_v(\sqrt{x}) \) are absolutely monotonic on \((0, \gamma_{v,1}^4)\) for all \( v > -1 \).

2.2 Interlacing of positive real zeros of Bessel and related functions

Let us recall Dixon’s theorem [20, p. 480] which states that, when \( v > -1 \) and \( a, b, c, d \) are constants such that \( ad \neq bc \), then the positive zeros of \( x \mapsto a J_v(x) + bx J'_v(x) \) are interlaced with those of \( x \mapsto c J_v(x) + dx J'_v(x) \). Therefore if we choose \( a = 1 - v \), \( b = c = 1 \) and \( d = 0 \), then for \( v > -1 \), we have

\[
\hat{j}_{v,n-1} < \alpha_{v,n} < \hat{j}_{v,n}, \quad \text{where } n \in \mathbb{N},
\]

with the convention that \( \hat{j}_{v,0} = 0 \). Here \( \hat{j}_{v,n} \) stands for the \( n \)-th positive zero of the Bessel function \( J_v \). In [1], among other things, the following interlacing inequality has been proved for \( v > -1 \),

\[
\hat{j}_{v,n} < \gamma_{v,n} < \hat{j}_{v,n+1}, \quad \text{where } n \in \mathbb{N}.
\]

Taking into account the above two interlacing inequalities, it is natural to ask whether the zeros of Dini functions and of the cross-product of Bessel functions satisfy some interlacing property. The next theorem will answer this question.

**Theorem 2.** For \( v > -1 \), the zeros of Dini functions and of the cross-product of Bessel functions are interlacing, that is, they satisfy the following interlacing inequality:

\[
\alpha_{v,n} < \gamma_{v,n} < \alpha_{v,n+1}, \quad \text{where } n \in \mathbb{N}.
\]

Thus, combining the inequalities (2.1), (2.2) and (2.3), we have the following:

\[
\alpha_{v,n} < \hat{j}_{v,n} < \gamma_{v,n} < \alpha_{v,n+1} < \hat{j}_{v,n+1}, \quad \text{where } n \in \mathbb{N}.
\]
As an immediate consequence of the above interlacing properties, we have the following upper and lower bounds for the cross-product of Bessel functions and consequently we can get bounds for ratio of modified Bessel and Bessel functions of the first kind. The normalized Bessel and modified Bessel functions of the first kind, defined by

\[ J_{\nu}(x) = \frac{2^\nu \Gamma(\nu + 1)}{\Gamma(\nu + 1)} x^{-\nu} J_{\nu}(x) \quad \text{and} \quad I_{\nu}(x) = \frac{2^\nu \Gamma(\nu + 1)}{\Gamma(\nu + 1)} x^{-\nu} I_{\nu}(x) , \]

play an important role in one of these results and also in the sequel.

**COROLLARY 1**

If \( \nu > -1 \), then the following inequalities hold:

\[ D_{\nu}(x) \lambda_{\nu}(x) < W_{\nu}(x) < \frac{e^{j_{\nu,1}^2 x^2}}{j_{\nu,1}^2} \quad \text{for} \quad |x| < j_{\nu,1}, \quad \text{(2.4)} \]

\[ J_{\nu}(x) I_{\nu}(x) < W_{\nu}(x) < \frac{j_{\nu,1}^4}{j_{\nu,1}^4 - x^4} J_{\nu}(x) I_{\nu}(x) \quad \text{for} \quad |x| < j_{\nu,1}, \quad \text{(2.5)} \]

and

\[ e^{\frac{x^2}{2(\nu+1)}} < \frac{I_{\nu}(x)}{J_{\nu}(x)} < \left( \frac{j_{\nu,1}^2 + x^2}{j_{\nu,1}^2 - x^2} \right)^{\frac{j_{\nu,1}^2}{4(\nu+1)}} \quad \text{for} \quad 0 < x < j_{\nu,1}. \quad \text{(2.6)} \]

The reverse inequalities in (2.6) holds for \( -j_{\nu,1} < x < 0 \).

In view of the inequality \( \alpha_{\nu,n} < j_{\nu,n} \) where \( n \in \mathbb{N} \), we observe that the left-hand side inequality of (2.5) is better than the left-hand side inequality of (2.4) while the right-hand side inequality of (2.4) is better than the right-hand side inequality of (2.5).

Moreover, the next interlacing properties are also valid.

**Theorem 3.** If \( \nu > -1 \), then the following interlacing properties are valid:

(a) The zeros of the function \( z \mapsto D'_{\nu}(z) \) are interlaced with those of the function \( z \mapsto \mathcal{D}_\nu(z) \).

(b) The zeros the function \( z \mapsto W'_{\nu}(\sqrt{z}) \) are interlaced with those of the function \( z \mapsto \mathcal{W}_\nu(\sqrt{z}) \).

(c) For \( \nu > 0 \), the zeros of the function \( z \mapsto d'_{\nu}(z) \) are interlaced with those of the function \( z \mapsto d_{\nu}(z) \).

Now, we present an identity for zeros of Dini functions and zeros of cross-product of Bessel functions which is analogous to the identity of Calogero for the zeros of Bessel functions of the first kind, see [6] for more details.

**Theorem 4.** Let \( \nu > -1 \), \( k \in \mathbb{N} \) and \( \gamma_{\nu,k}' \) denote the k-th positive zero of the function \( W_{\nu}' \). Then the following identities are valid:

\[ \sum_{n \geq 1, n \neq k} \frac{1}{\alpha_{\nu,n}^2 - \alpha_{\nu,k}^2} = \frac{1}{4\alpha_{\nu,k}^2} \left[ 2\nu + 1 - \frac{\alpha_{\nu,k}^2 + 2\nu - 1}{\alpha_{\nu,k}^2 - 2\nu + 1} \right], \quad \text{(2.7)} \]
\[
\sum_{n \geq 1, n \neq k} \frac{1}{\alpha_{v,n}^4 - \alpha_{v,k}^4} = \frac{1}{8\alpha_{v,k}^4} \left[ 2v + 3 - \frac{\alpha_{v,k}^2 + 2v - 1}{\alpha_{v,k}^2 - 2v + 1} \right] - \frac{1}{2\alpha_{v,k}^2} \sum_{n \geq 1} \frac{1}{\alpha_{v,n}^2 + \alpha_{v,k}^2}
\]  
(2.8)

and

\[
\sum_{n \geq 1, n \neq k} \frac{1}{\gamma_{v,n}^4 - \gamma_{v,k}^4} = \frac{1}{8\gamma_{v,k}^4} \left[ 2v + 5 + \sum_{n \geq 1} \frac{4\gamma_{v,k}^4}{\gamma_{v,n}^4 - \gamma_{v,k}^4} \right].
\]  
(2.9)

### 2.3 Rayleigh functions

Before we state our next result, let us define the Rayleigh functions (or spectral zeta functions) for the zeros of Dini function and for the zeros of cross-product of Bessel and modified Bessel functions by

\[
\eta_{2m}(\nu) = \sum_{n \geq 1} \frac{1}{\alpha_{v,n}^{2m}}
\]  
(2.10)

and

\[
\zeta_{4m}(\nu) = \sum_{n \geq 1} \frac{1}{\gamma_{v,n}^{4m}},
\]  
(2.11)

respectively, where \( \nu > -1 \) and \( m \in \mathbb{N} \). Note that for \( m = 1 \), we have [7]

\[
\eta_2(\nu) = \sum_{n \geq 1} \frac{1}{\alpha_{v,n}^2} = \frac{3}{4(\nu + 1)}.
\]  
(2.12)

By using the series (1.1), one gets

\[
\frac{1}{4} \left( 2v + 1 - \frac{zW'_{\nu}(z)}{W_{\nu}(z)} \right) = \sum_{n \geq 1} \frac{z^4}{\gamma_{v,n}^4 - z^4},
\]

and taking limit \( z \to 0 \) followed by dividing with \( z^4 \) on each side, we obtain

\[
\zeta_4(\nu) = \sum_{n \geq 1} \frac{1}{\gamma_{v,n}^4} = \frac{1}{16(\nu + 1)(\nu + 2)(\nu + 3)} = \frac{1}{2^4(\nu + 1)^3}.
\]  
(2.13)

For the sake of brevity, we denote \((\nu + 1)(\nu + 2)(\nu + 3)\) by \((\nu + 1)_3\) using the well-known Pochhammer (Appell) symbol defined by \((\alpha)_0 = 0\) for \( \alpha \neq 0 \) and

\[
(\alpha)_n = \alpha(\alpha + 1)(\alpha + 2) \cdots (\alpha + n - 1), \quad \text{for } n \geq 1.
\]

In general, for any \( m \in \mathbb{N} \), the Rayleigh function \( \zeta_{4m}(\nu) \) can be obtained by comparing the coefficients of \( z^{4m} \) on both sides of (2.19). For example, by comparing the coefficients
of \( z^4 \) on both sides of (2.19), one can get (2.13) and by comparing the coefficients of \( z^8 \) on both sides of (2.19) yields

\[
\zeta_8(\nu) = \frac{5\nu + 17}{256(\nu + 1)^2(\nu + 2)^2(\nu + 2)^2(\nu + 4)(\nu + 5)} = \frac{5\nu + 17}{2^8(\nu + 1)(\nu + 1)_5}.
\]

(2.14)

Alternatively, taking into account the power series (1.1) and infinite product representation (1.2) one can extract the Rayleigh function \( \zeta_{4m}(\nu) \) by using the Euler–Rayleigh method (see [14, p. 3]). Namely, let \( f(z) \) be an entire function with power series representation

\[
f(z) = 1 + \sum_{n \geq 1} a_n z^n
\]

and an infinite product representation

\[
f(z) = \prod_{n \geq 1} \left(1 - \frac{z}{z_n}\right),
\]

where it is assumed that \( \sum_{n \geq 1} |z_n|^{-1} < \infty \). Then the Rayleigh function

\[
S_m = \sum_{k \geq 1} \frac{1}{\omega_m z_k}
\]

is given by the following formula

\[
S_n = -na_n - \sum_{i=1}^{n-1} a_i S_{n-i}.
\]

Therefore, by taking \( f(z) = \mathcal{W}_\nu(\sqrt{z}) \), from (1.1) and (1.2), we have

\[
a_n = \frac{(-1)^n \Gamma(\nu + 1)\Gamma(\nu + 2)}{2^{4n}n!\Gamma(\nu + n + 1)\Gamma(\nu + 2n + 2)}
\]

and hence \( S_1 = \zeta_4(\nu) = -a_1, S_2 = \zeta_8(\nu) = -2a_2 - a_1 S_1 = -2a_2 + a_1^2 \) and so on.

Now, we present the Euler–Rayleigh inequalities for zeros of Dini functions and cross-product of Bessel functions, which will be used in the sequel.

**Lemma 1.** Let \( \nu > -1 \) and \( m \in \mathbb{N} \). Then

\[
[\eta_{2m}(\nu)]^{-1/m} < \alpha_{\nu,1}^2 < \frac{\eta_{2m}(\nu)}{\eta_{2m+2}(\nu)}
\]

and

\[
[\zeta_{4m}(\nu)]^{-1/m} < \gamma_{\nu,1}^4 < \frac{\zeta_{4m}(\nu)}{\zeta_{4m+4}(\nu)}.
\]

(2.15)

(2.16)

The above inequalities can be verified easily by using the definition of \( \eta_{2m}(\nu) \), \( \zeta_{4m}(\nu) \) and the order relations \( 0 < \alpha_{\nu,1} < \alpha_{\nu,2} < \cdots < \alpha_{\nu,n} < \cdots \) and \( 0 < \gamma_{\nu,1} < \gamma_{\nu,2} < \cdots < \gamma_{\nu,n} < \cdots \).
An immediate consequence of the above inequality will give the lower and upper bounds for the smallest positive zero of the cross-product of Bessel functions.

**Theorem 5.** Let $\nu > -1$ and $\gamma_{\nu, 1}$ denote the smallest positive zero of the cross-product of Bessel functions $W_\nu(z)$. Then we have the following bounds:

\[
\frac{2^4(\nu + 1)}{\sqrt{5\nu + 1}} \frac{3\sqrt{(\nu + 4)(\nu + 5)}}{5\nu + 17} < \gamma_{\nu, 1}^4 < \frac{2^4(\nu + 1)}{\sqrt{5\nu + 17}}.
\] (2.17)

Note that using (2.13) and (2.14), the left-hand side of the inequality (2.17) follows from the left-hand side of (2.16) by taking $m = 2$, while the right-hand side of the inequality (2.17) can be extracted from the right-hand side of (2.16) by taking $m = 1$. So we omit the proof of Theorem 5.

Observe that for $m = 1$, the left-hand side of (2.16) gives the inequality

\[\gamma_{\nu, 1}^4 > 2^4(\nu + 1),\]

which is weaker than the left-hand side of (2.17).

The power series representation [7]

\[
\frac{zd_\nu'(z)}{d_\nu(z)} = \nu - 2 \sum_{m \geq 1} \eta_2m(\nu)z^{2m}
\]

which is valid for $\nu > -1, z \in \mathbb{C}$ such that $|z| < \alpha_{\nu, 1}$, can be rewritten as

\[
\frac{zD_\nu'(z)}{D_\nu(z)} = -2 \sum_{m \geq 1} \eta_2m(\nu)z^{2m},
\] (2.18)

where $D_\nu(z) = 2^\nu \Gamma(\nu + 1)z^{-\nu}d_\nu(z)$. Therefore, the function $x \mapsto -\frac{xD_\nu'(x)}{D_\nu(x)}$ is absolutely monotonic on $(0, \alpha_{\nu, 1})$ for all $\nu > -1$. The next theorem is analogous to this result.

**Theorem 6.** Let $\nu > -1$ and $z \in \mathbb{C}$ such that $|z| < \gamma_{\nu, 1}$. Then

\[
\frac{zW_\nu'(z)}{W_\nu(z)} = -4 \sum_{m \geq 1} \zeta_4m(\nu)z^{4m}.
\] (2.19)

Moreover, the function

\[x \mapsto -\frac{xW_\nu'(x)}{W_\nu(x)}\]

is absolutely monotonic on $(0, \gamma_{\nu, 1})$ for all $\nu > -1$.

In addition, the next result is valid.

**Theorem 7.** Let $\mu \geq \nu > -1$. Then the functions $f_{\mu, \nu}, g_{\mu, \nu}, h_\nu, q_\nu : [0, \gamma_{\nu, 1}^4) \to (0, \infty)$, defined by
\[ f_{\mu,\nu}(x) = \log \left( x^{\frac{\nu - \mu}{2}} e^{\frac{x}{16} \left( \frac{1}{(\nu + 1)3} - \frac{1}{(\nu + 1)3} \right)} \frac{W_{\mu} (\sqrt[4]{x})}{W_{\nu} (\sqrt[4]{x})} \right)' , \]

\[ g_{\mu,\nu}(x) = x^{\frac{\nu - \mu}{2}} e^{\frac{x}{16} \left( \frac{1}{(\mu + 1)3} - \frac{1}{(\nu + 1)3} \right)} \frac{W_{\mu} (\sqrt[4]{x})}{W_{\nu} (\sqrt[4]{x})} , \]

\[ h_{\nu}(x) = \left[ \log \left( x^{\frac{\nu}{2}} e^{\frac{x}{16(\nu + 1)3}} \right) \right]' \]

and

\[ q_{\nu}(x) = \frac{x^{\frac{\nu}{2}} e^{\frac{x}{16(\nu + 1)3}}}{W_{\nu} (\sqrt[4]{x})} \]

are absolutely monotonic.

Observe that the above absolutely monotonicity of \( q_{\nu} \) can be used to find the upper bound for the cross-product of Bessel and modified Bessel functions. Namely, we have the following inequality.

**COROLLARY 2**

If \( \nu > -1 \) and \( x \in [0, \gamma_{\nu,1}) \), then

\[ W_{\nu}(x) \leq \frac{x^{2\nu + 1} e^{-\frac{x^4}{16(\nu + 1)3}}}{2^{2\nu} \Gamma(\nu + 1) \Gamma(\nu + 2)} . \]

### 2.4 Redheffer-type inequalities

We continue with another set of results, namely Redheffer-type inequalities. In the literature, the inequality

\[ \frac{\sin x}{x} \geq \frac{\pi^2 - x^2}{\pi^2 + x^2} , \quad \text{where} \quad x \in \mathbb{R} , \]

is known as Redheffer inequality, see [18]. In [4], the author extended the above Redheffer type inequalities for the normalized Bessel functions of the first kind \( J_{\nu}(x) = 2^\nu \Gamma(\nu + 1)x^{-\nu} J_{\nu}(x) \) and the normalized modified Bessel function \( I_{\nu}(x) = 2^\nu \Gamma(\nu + 1)x^{-\nu} I_{\nu}(x) \).

For more details about Redheffer type inequalities, one can refer to [10,11,21] and references therein. Recently in [8], Redheffer-type inequalities for modified Dini functions were studied. In this subsection, we study Redheffer type inequalities for Dini functions and cross-product of Bessel and modified Bessel functions. Motivated by the result from [21, Theorem 1], we extend and sharpen the Redheffer-type inequalities for modified Dini functions [8, Theorem 7].

**Theorem 8.** Let \( \alpha_{\nu,n} \) and \( \gamma_{\nu,n} \) denote the \( n \)-th positive zero of \( d_{\nu} \) and \( W_{\nu} \), respectively. The following Redheffer-type inequalities are valid:

\[ \text{...} \]
(a) If \( \nu > -1 \) and \( \Psi_\nu(n) = \alpha_{v,n+1} - \alpha_{v,n} \alpha_{v,n+1} \geq 0 \) for \( n \in \mathbb{N} \), then

\[
\mathcal{R}_\nu(x) \geq \frac{\alpha_{v,1} - x^2}{\alpha_{v,1} + x^2} \quad \text{for all} \quad |x| \leq \delta_\nu = \min_{n \geq 1, \nu > -1} \left\{ \alpha_{v,1}, \sqrt{\Psi_\nu(n)} \right\}.
\]  

(2.20)

(b) If \( \nu \in (-1, 8) \), then

\[
\mathcal{R}_\nu(x) \leq \left( \frac{\alpha_{v,1} - x^2}{\alpha_{v,1} + x^2} \right)^{m_\nu} \quad \text{for all} \quad x \in (-\alpha_{v,1}, \alpha_{v,1}),
\]

where \( m_\nu = \frac{3\alpha_{v,1}^2}{8(v+1)} \) is the best possible constant.

(c) If \( \nu > -1 \) and \( \Omega_\nu(n) = \gamma_{v,n+1}^4 - \gamma_{v,n}^2 \gamma_{v,n+1} \gamma_{v,n+2} \geq 0 \) for \( n \in \mathbb{N} \), then

\[
\mathcal{W}_\nu(x) \geq \frac{\gamma_{v,1}^4 - x^4}{\gamma_{v,1}^4 + x^4} \quad \text{for all} \quad |x| \leq \epsilon_\nu = \min_{n \geq 1, \nu > -1} \left\{ \gamma_{v,1}, \sqrt{\Omega_\nu(n)} \right\}.
\]

(2.22)

(d) If \( \nu \in (-1, r) \), where \( r = \frac{1+\sqrt{57}}{2} \) is the positive root of \( \nu - \nu^2 + 14 = 0 \), then

\[
\mathcal{W}_\nu(x) \leq \left( \frac{\gamma_{v,1}^4 - x^4}{\gamma_{v,1}^4 + x^4} \right)^{n_\nu} \quad \text{for all} \quad x \in (-\gamma_{v,1}, \gamma_{v,1}),
\]

where \( n_\nu = \frac{\gamma_{v,1}^4}{32(v+1)^3} \) is the best possible constant.

The corresponding result for the modified Dini functions reads as follows.

**Theorem 9.** Let \( r \in (0, \infty), |x| < r, \nu > -1 \) and \( \lambda_\nu \) be the modified Dini function defined by (1.4). Then the following Redheffer-type inequality

\[
\left( \frac{r^2 + x^2}{r^2 - x^2} \right)^{\alpha} \leq \lambda_\nu(x) \leq \left( \frac{r^2 + x^2}{r^2 - x^2} \right)^{\beta}
\]

holds if and only if \( \alpha \leq 0 \) and \( \beta \geq \frac{3\alpha_{v,1}^2}{8(v+1)} \).

We would like to take the opportunity to correct a mistake in the paper [10]. In the final expression for \( \varphi'_\nu(x) [10, \text{p.} 263], \frac{1}{j_{m-2}} \) should be replaced by \( \frac{1}{j_{m-1}} \), where \( j_{v,1} \) stands for the first positive zero of the Bessel function \( J_v \). With this change, the following inequalities in [10, p. 259] may not hold true for all \( \nu \geq -7/8 \):

\[
\mathcal{J}_\nu(x) \leq \left( \frac{j_{v,1}^2 - x^2}{j_{v,1}^2 + x^2} \right)^{\beta_\nu} \quad \text{for all} \quad |x| < j_{v,1}
\]

(2.25)
and
\[
\frac{J_{\nu+1}(x)}{J_{\nu}(x)} \geq \left( \frac{j_{\nu,1}^2 + x^2}{j_{\nu,1}^2 - x^2} \right)^{\gamma_{\nu}} \text{ for all } |x| < j_{\nu,1},
\]
(2.26)

where \( \beta_{\nu} = \frac{j_{\nu,1}^2}{8(\nu+1)} \) and \( \gamma_{\nu} = \frac{j_{\nu,1}^2}{8(\nu+1)(\nu+2)} \) are the best possible constants. Nevertheless, the above inequalities are valid for \( \nu \in (-1, \nu_0) \) and \( |x| < j_{\nu,1} \), where \( \nu_0 \in (1, 2) \) is the unique root of the equation \( j_{\nu,1}^2 = 8(\nu + 1) \). Before we prove the above inequalities, let us recall [10, Lemma 1], which will be useful in the sequel.

Lemma 2. Let \( \nu > -1 \) and \( j_{\nu,1} \) be the first positive zero of the Bessel function \( J_{\nu} \). Then the equation \( j_{\nu,1}^2 = 8(\nu + 1) \) has exactly one positive root \( \nu_0 \in (1, 2) \). Moreover,

\[
\begin{cases}
j_{\nu,1}^2 \leq 8(\nu + 1) & \text{for } \nu \in (-1, \nu_0], \\
j_{\nu,1}^2 \geq 8(\nu + 1) & \text{for } \nu \geq \nu_0.
\end{cases}
\]

Now, taking into account the above correction in the expression \( \varphi'_{\nu}(x) \) [10], we have

\[
\varphi'_{\nu}(x) = \frac{1}{2(\nu + 1)} x - \frac{1}{j_{\nu,1}^2 + x^2} \sum_{m \geq 2} \left[ 4(\nu + 1) j_{\nu,1}^2 \sigma_{\nu}(2m) \right. \\
+ 4(\nu + 1) \sigma_{\nu}(2m-2) - \left. \frac{1}{j_{\nu,1}^{2m-4}} \right] x^{2m} \\
\geq \frac{1}{2(\nu + 1)} x - \frac{1}{j_{\nu,1}^2 + x^2} \sum_{m \geq 2} \left[ 8(\nu + 1) j_{\nu,1}^2 \sigma_{\nu}(2m) - \frac{1}{j_{\nu,1}^{2m-4}} \right] x^{2m} \\
= \frac{1}{2(\nu + 1)} x - \frac{1}{j_{\nu,1}^2 + x^2} \sum_{m \geq 2} \left[ \frac{8(\nu + 1) j_{\nu,1}^{-2} j_{\nu,1}^{2m} \sigma_{\nu}(2m) - 1}{j_{\nu,1}^{2m-4}} \right] x^{2m} \\
\geq \frac{1}{2(\nu + 1)} x - \frac{1}{j_{\nu,1}^2 + x^2} \sum_{m \geq 2} \left[ \frac{8(\nu + 1) j_{\nu,1}^{-2} - 1}{j_{\nu,1}^{2m-4}} \right] x^{2m},
\]

which in view of Lemma 2 gives
\[
\varphi'_{\nu}(x) \geq 0 \text{ for } \nu \in (-1, \nu_0].
\]

Here we have used the Euler–Rayleigh inequalities [20, p. 502]

\[(\sigma_{\nu}(2m))^{-1/m} < j_{\nu,1}^2 < \frac{\sigma_{\nu}(2m)}{\sigma_{\nu}(2m+2)},\]
(2.27)

which are valid for \( m \in \mathbb{N} \) and \( \nu > -1 \), where

\[
\sigma_{\nu}(2m) = \sum_{n \geq 1} \frac{1}{j_{\nu,n}^{2m}}
\]
is the Rayleigh function of order \( 2m \). The rest of the proof is same as in [10, p. 263].

It is also interesting to note that for \( \nu \geq \nu_0 \), the following new Redheffer type inequalities hold.
Theorem 10. Let \( \nu \geq \nu_0 \), where \( \nu_0 \in (1, 2) \) is the unique root of the equation \( j_{v,1}^2 = 8(v + 1) \). Then the following new Redheffer type inequalities are valid:

\[
J_v(x) \leq \frac{j_{v,1}^2 - x^2}{j_{v,1}^2 + x^2} \quad \text{for all } |x| < j_{v,1} \quad (2.28)
\]

and

\[
J_{v+1}(x) \geq \left( \frac{j_{v,1}^2 + x^2}{j_{v,1}^2 - x^2} \right)^{\frac{1}{v+2}} \quad \text{for all } |x| < j_{v,1}. \quad (2.29)
\]

2.5 Bounds for logarithmic derivative of Bessel related functions

In this section, we investigate the bounds for logarithmic derivative of Dini functions and the logarithmic derivative of cross-product of Bessel and modified Bessel functions. The idea of these results come from [22].

Theorem 11. Let \( \nu > -1 \), \( A_n = \alpha_{v,1}^2 \eta_{2n+2}(v) - \eta_{2n}(v) \), \( n \in \mathbb{N} \). Then for \( n \in \mathbb{N} \), the following inequality holds true for all \( 0 < |x| < \alpha_{v,1} \):

\[
\frac{R_{2n}(x) + \frac{4}{3}(v + 1)ax^{2n+2}}{\alpha_{v,1}^2 - x^2} < -\frac{2(v + 1)}{3x} \cdot \frac{\mathcal{D}_{v}'(x)}{\mathcal{D}_{v}(x)} < \frac{R_{2n}(x) + \frac{4}{3}(v + 1)bx^{2n+2}}{\alpha_{v,1}^2 - x^2},
\]

where

\[
a = \frac{1}{\alpha_{v,1}^{2n+2}} \left( 1 - \frac{3\alpha_{v,1}^2}{4(v + 1)} - \sum_{m=1}^{n} A_m \alpha_{v,1}^{2m} \right), \quad b = A_{n+1} \quad \text{and}
\]

\[
R_{2n}(x) = \alpha_{v,1}^2 + \frac{4(v + 1)}{3} \sum_{m=1}^{n} A_m x^{2m}.
\]

Moreover, \( a \) and \( b \) are sharp.

Theorem 12. Let \( \nu > -1 \), \( B_n = \gamma_{v,1}^4 \zeta_{4n+4}(v) - \zeta_{4n}(v) \), \( n \in \mathbb{N} \). Then for \( n \in \mathbb{N} \), the following inequality holds true for all \( 0 < |x| < \gamma_{v,1} \),

\[
\frac{S_{4n}(x) + 16(v + 1)x^{4n+4}}{\gamma_{v,1}^4 - x^4} < -\frac{4(v + 1)}{3x} \cdot \frac{\mathcal{W}_{v}'(x)}{\mathcal{W}_{v}(x)} < \frac{S_{4n}(x) + 16(v + 1)3x^{4n+4}}{\gamma_{v,1}^4 - x^4},
\]

where
where
\[ r = \frac{1}{\gamma_{v,1}^{4n+4}} \left( 1 - \frac{\gamma_{v,1}^4}{16(v + 1)^3} - \sum_{m=1}^{n} B_m \gamma_{v,1}^{4m} \right), \quad s = B_{n+1} \] and
\[ S_{4n}(x) = \gamma_{v,1}^4 + 16(v + 1)^3 \sum_{m=1}^{n} B_m x^{4m}. \]

Moreover, \( r \) and \( s \) are sharp.

3. Proofs of main results

In this section, we prove our main results.

Proof of Theorem 1.

(a) By using the infinite product representation (1.2) and the order relation
\[ 0 < \gamma_{v,1} < \gamma_{v,2} < \cdots < \gamma_{v,n} < \cdots, \]
we note that if \( x \in [\gamma_{v,2n-1}, \gamma_{v,2n}] \) or \( x \in [-\gamma_{v,2n}, -\gamma_{v,2n-1}] \) then the first \((2n-1)\) terms of the product (1.2) are negative and the remaining terms are strictly positive. Therefore \( \mathcal{W}_v(x) \) becomes negative on \( S \). Now if \( x \in (-\gamma_{v,1}, \gamma_{v,1}) \), then each terms of the product (1.2) are strictly positive and if \( x \in (\gamma_{v,2n}, \gamma_{v,2n+1}) \) or \( x \in (-\gamma_{v,2n+1}, -\gamma_{v,2n}) \), then the first \( 2n \) terms are strictly negative while the remaining terms are strictly positive. Therefore, \( \mathcal{W}_v(x) > 0 \) on \( \mathbb{R} \setminus S \).

(b) From part (a), we have \( \mathcal{W}_v(x) > 0 \) for \( x \in (-\gamma_{v,1}, \gamma_{v,1}) \). Therefore the infinite product representation (1.2) gives
\[ (\log \mathcal{W}_v(x))' = \frac{\mathcal{W}_v'(x)}{\mathcal{W}_v(x)} = -\sum_{n \geq 1} \frac{4x^3}{\gamma_{v,n}^4 - x^4} \]
and hence the function \( x \mapsto \mathcal{W}_v(x) \) is strictly increasing on \((-\gamma_{v,1}, 0]\) and strictly decreasing on \([0, \gamma_{v,1})\).

(c) By using the above equation and part (a) of this theorem, we have
\[ (\log \mathcal{W}_v(x))'' = \left( \frac{\mathcal{W}_v'(x)}{\mathcal{W}_v(x)} \right)' = -\sum_{n \geq 1} \frac{4x^2(3\gamma_{v,n}^4 + x^4)}{(\gamma_{v,n}^4 - x^4)^2} \]
and
\[ \left( \frac{x \mathcal{W}_v'(x)}{\mathcal{W}_v(x)} \right)' = -\sum_{n \geq 1} \frac{16x^3 \gamma_{v,n}^4}{(\gamma_{v,n}^4 - x^4)^2}. \]

From this, we conclude that the function \( x \mapsto \mathcal{W}_v(x) \) is strictly log-concave on \( \mathbb{R} \setminus S \) and strictly geometrically concave on \((0, \infty) \setminus S_2\).
(d) Since the function \( x \mapsto x^{2v+1} \) is log-concave on \((0, \infty)\) for all \( v \geq -\frac{1}{2} \) and from part (c) the function \( x \mapsto \mathcal{W}_v(x) \) is strictly log-concave on \( \mathbb{R} \setminus S \), we conclude that the functions

\[
x \mapsto W_v(x) = \frac{x^{2v+1} \mathcal{W}_v(x)}{2^{2v} \Gamma(v+1) \Gamma(v+2)}
\]

is strictly log-concave on \((0, \infty) \setminus S_2\) for all \( v \geq -\frac{1}{2} \). Here we used the fact that product of a log-concave function and a strictly log-concave function is strictly log-concave.

(e) By using again the infinite product representation (1.2), we get

\[
\frac{\partial}{\partial \nu} \left( \log \mathcal{W}_v(x) \right) = \sum_{n \geq 1} \frac{4x^4 \frac{\partial}{\partial \nu} (\gamma_{v,n})}{\gamma_{v,n} (\gamma_{v,n}^4 - x^4)}
\]

and

\[
\frac{\partial}{\partial \nu} \left( x \mathcal{W}_v'(x) \right) = \frac{\partial}{\partial \nu} \mathcal{W}_v(x) = \sum_{n \geq 1} \frac{16x^4 \gamma_{v,n}^3 \frac{\partial \gamma_{v,n}}{\partial \nu}}{(\gamma_{v,n}^4 - x^4)^2}.
\]

From these expressions and the result [1, Lemma 4], \( v \mapsto \gamma_{v,n} \) is increasing on \((-1, \infty)\), and the desired conclusion follows.

(f) From the infinite product representation (1.2), we have

\[
\left( - \log \mathcal{W}_v(\sqrt{x}) \right)' = \sum_{n \geq 1} \frac{1}{\gamma_{v,n}^4 - x},
\]

which is absolutely monotonic on \((0, \gamma_{v,1}^4)\) for all \( v > -1 \). Since the exponential of a function having an absolutely monotonic derivative is absolutely monotonic, we conclude that the function \( x \mapsto 1/\mathcal{W}_v(\sqrt{x}) \) is absolutely monotonic on \((0, \gamma_{v,1}^4)\) for all \( v > -1 \). \( \square \)

Proof of Theorem 2. By using the inequalities (2.1) and (2.2), we have

\[
\tilde{j}_{v,n-1} < \alpha_{v,n} < \tilde{j}_{v,n} < \gamma_{v,n} < \tilde{j}_{v,n+1},
\]

where \( n \in \mathbb{N} \) and hence the left-hand side of the inequality (2.3) follows. To prove the right-hand side of the inequality (2.3), observe that the zeros of the cross-product of Bessel functions (1.1) are the roots of the equation

\[
\frac{zJ''_v(z)}{J_v(z)} = \frac{zI''_v(z)}{I_v(z)}
\]

(3.1)

and the zeros of Dini function \( z \mapsto (1 - v)J_v(z) + zJ'_v(z) \) are roots of the equation

\[
\frac{zJ'_v(z)}{J_v(z)} = v - 1.
\]

(3.2)
Now in view of the infinite product representations of Bessel and modified Bessel functions of the first kind, namely,

\[ 2^{\nu}\Gamma(\nu + 1)x^{-\nu}J_{\nu}(x) = \prod_{n\geq 1} \left( 1 - \frac{x^2}{j_{\nu,n}^2} \right) \] and

\[ 2^{\nu}\Gamma(\nu + 1)x^{-\nu}I_{\nu}(x) = \prod_{n\geq 1} \left( 1 + \frac{x^2}{j_{\nu,n}^2} \right), \]

we obtain

\[ \left( \frac{xJ'_{\nu}(x)}{J_{\nu}(x)} \right)' = -\sum_{n\geq 1} \frac{4xj_{\nu,n}^2}{(j_{\nu,n}^2 - x^2)^2} \] and

\[ \left( \frac{xI'_{\nu}(x)}{I_{\nu}(x)} \right)' = \sum_{n\geq 1} \frac{4xj_{\nu,n}^2}{(j_{\nu,n}^2 + x^2)^2}, \]

respectively. Therefore, for \( \nu > -1 \), the function \( x \mapsto \frac{xJ'_{\nu}(x)}{J_{\nu}(x)} \) is strictly decreasing on each interval \((j_{\nu,n}, j_{\nu,n+1})\), \( n \in \mathbb{N} \) and the function \( x \mapsto \frac{xI'_{\nu}(x)}{I_{\nu}(x)} \) is strictly increasing on \((0, \infty)\). This implies that there exists a unique root \( \gamma_{\nu,n} \) of the equation (3.1) and a unique root \( \alpha_{\nu,n+1} \) of the equation (3.2) in each interval \((j_{\nu,n}, j_{\nu,n+1})\) for all \( n \in \mathbb{N} \). Since the function \( x \mapsto \frac{xJ'_{\nu}(x)}{J_{\nu}(x)} \) is strictly decreasing on each interval \((j_{\nu,n}, j_{\nu,n+1})\), \( n \in \mathbb{N} \) and we have the limit

\[ \lim_{x \to 0} \frac{xI'_{\nu}(x)}{I_{\nu}(x)} = \nu > \nu - 1, \]

we conclude that \( \gamma_{\nu,n} < \alpha_{\nu,n+1} \) for all \( n \in \mathbb{N} \) (this interlacing property is illustrated in figure 1 for \( \nu = 2 \) and \( x \in (0, j_{2,4}) \)). This completes the proof.

\[ \square \]

**Proof of Corollary 1.** Using (2.3), we have for all \( x \in (-\gamma_{\nu,1}, \gamma_{\nu,1}) \)

\[ \prod_{n\geq 1} \left( 1 - \frac{x^4}{\alpha_{\nu,n}^4} \right) < \prod_{n\geq 1} \left( 1 - \frac{x^4}{\gamma_{\nu,n}^4} \right) < \prod_{n\geq 1} \left( 1 - \frac{x^4}{\alpha_{\nu,n+1}^4} \right), \]

which on using (1.2), (1.3) and (1.4) gives the inequality (2.4). Similarly, by using the interlacing inequality (2.2) one can extract the inequality (2.5). To prove the inequality (2.6), observe that the inequality (2.5) can be rewritten as

\[ 1 < \frac{(\nu + 1)}{x} \left( \frac{I_{\nu+1}(x)}{I_{\nu}(x)} + \frac{J_{\nu+1}(x)}{J_{\nu}(x)} \right) < \frac{j_{\nu,1}^4}{j_{\nu,1}^4 - x^4} \quad \text{for} \quad |x| < j_{\nu,1}, \]

which in view of the formulas

\[ \mathcal{J}_{\nu}'(x) = 2^{\nu}\Gamma(\nu + 1)(x^{-\nu}I_{\nu}(x))' = 2^{\nu}\Gamma(\nu + 1)x^{-\nu}I_{\nu+1}(x) \]
Figure 1. Interlacing of zeros of Dini functions and cross-product of Bessel functions: the graph of the functions $x \mapsto f_2(x) = \frac{\nu J_2(x)}{J_2(x)}$ and $x \mapsto g_2(x) = \frac{\nu I_2(x)}{I_2(x)}$ on $[0, 14]$. 

and

$$J'_\nu(x) = 2^\nu \Gamma(\nu + 1)(x^{-\nu} J_\nu(x))' = -2^\nu \Gamma(\nu + 1)x^{-\nu} J_{\nu+1}(x),$$

is equivalent to

$$1 < \frac{(\nu + 1)}{x} \left( \frac{J'_\nu(x)}{J_\nu(x)} - \frac{J'_\nu(x)}{J_\nu(x)} \right) < \frac{j_{\nu,1}^4}{j_{\nu,1}^4 - x^4} \quad \text{for } |x| < j_{\nu,1},$$

(3.3)

Now for $x \in (0, j_{\nu,1})$, integrating (3.3) we obtain

$$\int_0^x \frac{t}{(\nu + 1)} \frac{d}{dt} \left( \frac{J'_\nu(t)}{J_\nu(t)} - \frac{J'_\nu(t)}{J_\nu(t)} \right) dt < \frac{j_{\nu,1}^4}{(\nu + 1)} \int_0^x \frac{t}{j_{\nu,1}^4 - t^4} dt,$$

which implies that

$$e^{2(\nu + 1)} < \frac{J_\nu(x)}{J'_\nu(x)} < \left( \frac{j_{\nu,1}^2 + x^2}{j_{\nu,1}^2 - x^2} \right)^{\frac{j_{\nu,1}^2}{\nu + 1}}.$$

This proves the inequality (2.6). □
Proof of Theorem 3. (a), (b). The normalized Dini function \( z \mapsto \mathcal{D}(z) \) and the cross-product of Bessel and mod-
ified Bessel functions \( z \mapsto \mathcal{W}_v(\sqrt{z}) \) are entire functions of order 1/2 and 1/4, respectively (see [7], [1]). Therefore the genus of the entire functions \( z \mapsto \mathcal{D}_v(z) \) and \( z \mapsto \mathcal{W}_v(\sqrt{z}) \) is 0, as the genus of the entire function of order \( \rho \) is \([\rho]\) when \( \rho \) is not an integer [12, p. 34]. We also note that the zeros of \( z \mapsto \mathcal{D}_v(z) \) and \( z \mapsto \mathcal{W}_v(\sqrt{z}) \) are all real when \( v > -1 \). Now recall Laguerre’s theorem on separation of zeros [12, p. 23] which states that, if \( z \mapsto f(z) \) is a non-constant entire function, which is real for real \( z \) and has only real zeros, and is of genus 0 or 1, then the zeros of \( f' \) are also real and separated by the zeros of \( f \). Therefore in view of Laguerre’s theorem the conclusions follow.

(c) Since for \( v > -1 \) the function \( \mathcal{D}_v \) belongs to Laguerre–Pólya class of entire functions, it satisfies the Laguerre inequality [19]

\[
[\mathcal{D}_v^{(m)}(x)]^2 - [\mathcal{D}_v^{(m-1)}(x)][\mathcal{D}_v^{(m+1)}(x)] \geq 0.
\]

Using the derivative formulas

\[
\mathcal{D}_v'(x) = 2^v \Gamma(v+1)x^{-v-1}[(x\mathcal{D}_v'(x)) - vd_v(x)]
\]

and

\[
\mathcal{D}_v''(x) = 2^v \Gamma(v+1)x^{-v-2}[x^2\mathcal{D}_v''(x) - 2\nu xd_v(x) + \nu(v+1)d_v(x)],
\]

the above inequality for \( m = 1 \) is equivalent to

\[
2^v \Gamma^2(v+1)x^{-2v-2}[x^2(d_v'(x))^2 - \nu^2d_v^2(x) - x^2d_v(x)d_v''(x)] \geq 0
\]

which implies that

\[
(d_v'(x))^2 - d_v(x)d_v''(x) \geq \frac{\nu}{x^2}d_v^2(x) > 0
\]

for \( v > 0 \) and \( x \in \mathbb{R}, x \neq 0 \). Therefore the function \( x \mapsto \frac{d_v'(x)}{d_v(x)} \) is strictly decreasing on \((0, \infty) \setminus \{a_{v,n} \mid n \in \mathbb{N}\}\). In view of [9, Lemma 2.2], all zeros of \( d_v(x) \) are real and simple and hence \( d_v'(x) \neq 0 \) at \( x = a_{v,n}, n \in \mathbb{N} \). Thus, for a fixed \( n \in \mathbb{N} \), we have the limit \( \lim_{x \searrow a_{v,n}} \frac{d_v'(x)}{d_v(x)} = \infty \) and \( \lim_{x \nearrow a_{v,n}} \frac{d_v'(x)}{d_v(x)} = -\infty \). Since the function \( x \mapsto \frac{d_v'(x)}{d_v(x)} \) is strictly decreasing on \((0, \infty) \setminus \{a_{v,n} \mid n \in \mathbb{N}\}\), it follows that in each interval \((a_{v,n-1}, a_{v,n})\) there exists a unique zero \( a_{v,n}' \) of \( d_v'(x) \). Here we used the convention that \( a_{v,0} = 0 \).

Proof of Theorem 4. From the infinite product representations (1.2), (1.3) and (1.4), it is easy to verify that for all \( v > -1 \), the functions \( \mathcal{W}_v, \mathcal{D}_v \) and \( \lambda_v \) satisfy the following identities (in other words, Mittag–Leffler expansions):

\[
\frac{\mathcal{W}_v'(x)}{\mathcal{W}_v(x)} = \sum_{n \geq 1} \frac{-4x^3}{v_{v,n}^4 - x^4}, \tag{3.6}
\]

\[
\frac{\mathcal{D}_v'(x)}{\mathcal{D}_v(x)} = \sum_{n \geq 1} \frac{-2x}{\alpha_{v,n}^2 - x^2}, \tag{3.7}
\]
and
\[
\frac{\lambda'_v(x)}{\lambda_v(x)} = \sum_{n \geq 1} \frac{2x}{\alpha^2_{v,n} + x^2}. \tag{3.8}
\]

In view of the above logarithmic derivative (3.7) of Dini functions $\mathcal{D}_v$, we obtain
\[
\Theta_1 = \sum_{n \geq 1, n \neq k} \frac{1}{\alpha^2_{v,n} - \alpha^2_{v,k}} = \lim_{x \to \alpha_v,k} \left[ -\frac{1}{2x} \cdot \frac{\mathcal{D}'_v(x)}{\mathcal{D}_v(x)} - \frac{1}{\alpha^2_{v,k} - x^2} \right] = -\frac{1}{2\alpha_{v,k}} \lim_{x \to \alpha_v,k} \left[ \mathcal{D}_v(x)(\alpha^2_{v,k} - x^2) + 2x\mathcal{D}_v(x) \right].
\]

Now, by applying the Bernoulli–L’Hospital rule twice and using the derivative formulas (3.4) and (3.5), we have
\[
\Theta_1 = -\frac{1}{4\alpha_{v,k}} \lim_{x \to \alpha_v,k} \left[ \frac{d''_v(x)}{d'_v(x)} - \frac{(2v + 1)}{x} \right].
\]

Using the differential equation [13, p. 13]
\[
x^2(x^2 - 2v + 1)d''_v(x) - x(x^2 + 2v - 1)d'_v(x)
- [(x^2 - v^2)(x^2 - 2v + 1) + 2(1 - v)x^2]d_v(x) = 0,
\]

satisfied by the Dini function $d_v$, we obtain
\[
\lim_{x \to \alpha_v,k} \frac{d''_v(x)}{d'_v(x)} = \frac{\alpha^2_{v,k} + 2v - 1}{\alpha_{v,k}(\alpha^2_{v,k} - 2v + 1)}, \tag{3.9}
\]

and hence
\[
\Theta_1 = -\frac{1}{4\alpha_{v,k}} \left[ \frac{\alpha^2_{v,k} + 2v - 1}{\alpha_{v,k}(\alpha^2_{v,k} - 2v + 1)} - \frac{2v + 1}{\alpha_{v,k}} \right].
\]

Therefore the relation (2.7) is indeed true.

To prove the identity (2.8), we appeal to the formulas (3.7) and (3.8) to obtain
\[
\Theta_2 = \sum_{n \geq 1, n \neq k} \frac{1}{\alpha^4_{v,n} - \alpha^4_{v,k}} = \lim_{x \to \alpha_v,k} \left[ -\frac{1}{4x^3} \cdot \frac{\mathcal{D}'_v(x)}{\mathcal{D}_v(x)} + \frac{\lambda'_v(x)}{\lambda_v(x)} \right] - \frac{1}{\alpha^4_{v,k} - x^4} = -\frac{1}{4\alpha_{v,k}} \frac{\lambda'_v(\alpha_{v,k})}{\lambda_v(\alpha_{v,k})} - \lim_{x \to \alpha_v,k} \frac{1}{4x^3} \left( \frac{\mathcal{D}'_v(x)}{\mathcal{D}_v(x)} + \frac{4x^3}{\alpha^4_{v,k} - x^4} \right).
\]
\[ \Theta_2 = - \frac{1}{2\alpha_{v,k}} \sum_{n \geq 1} \frac{1}{\alpha_{v,n}^2 + \alpha_{v,k}^2} - \frac{1}{4\alpha_{v,k}^3} \lim_{x \to \alpha_{v,k}} \left( \frac{\mathcal{D}_v'(x)(\alpha_{v,k}^4 - x^4) + 4x^3 \mathcal{D}_v(x)}{\mathcal{D}_v(x)(\alpha_{v,k}^4 - x^4)} \right). \]

Now, by applying again the Bernoulli–L’Hospital rule twice and using the derivative formulas (3.4) and (3.5), we obtain

\[ \Theta_2 = - \frac{1}{2\alpha_{v,k}} \sum_{n \geq 1} \frac{1}{\alpha_{v,n}^2 + \alpha_{v,k}^2} - \frac{1}{4\alpha_{v,k}^3} \lim_{x \to \alpha_{v,k}} \left[ \frac{1}{2} \cdot \frac{d''_v(x)}{d'_v(x)} - \frac{(2v + 3)^7}{2x} \right], \]

which on using the limit (3.9) gives (2.8).

To prove the identity (2.9), first we will show that for \( \nu > -1 \) and \( z \in \mathbb{C} \), we have

\[ \frac{2^{2v} \Gamma(v + 1)\Gamma(v + 2)}{(2v + 1)} z^{-2v} W'_v(z) = \prod_{n \geq 1} \left( 1 - \frac{z^4}{\gamma_{v,n}^4} \right). \]  

(3.10)

To deduce the above Hadamard factorization of \( W'_v \), it is enough to show that

\[ \frac{2^{2v} \Gamma(v + 1)\Gamma(v + 2)}{(2v + 1)} z^{-v} W'_v(\sqrt{z}) = \prod_{n \geq 1} \left( 1 - \frac{z^2}{\gamma_{v,n}^4} \right). \]  

(3.11)

Now, by using the power series representation (1.1), we have

\[ \frac{2^{2v} \Gamma(v + 1)\Gamma(v + 2)}{(2v + 1)} z^{-v} W'_v(\sqrt{z}) = 1 + \sum_{n \geq 1} (-1)^n (2v + 4n + 1)\Gamma(v + 1)\Gamma(v + 2)z^{2n}. \]

This is an entire function of growth order \( \frac{1}{4} \), since

\[ \lim_{n \to \infty} \frac{n \log n}{\log \Gamma(n + 1) + \log \Gamma(v + n + 1) + \log \Gamma(v + 2n + 1) + \log \frac{2^{2n}(2v + 1)}{\Gamma(v + 1)\Gamma(v + 2)} - \log (2v + 4n + 1)} = \frac{1}{4}, \]

where this limit follows easily on considering the limit

\[ \lim_{n \to \infty} \frac{\log \Gamma(an + b)}{n \log n} = a, \quad \text{where } a, b > 0. \]

By applying Hadamard’s theorem [16, p. 26], it follows that (3.11) is indeed valid and consequently we get (3.10).
Now, we use the formula (3.6) and we get
\[
\Theta_3 = \sum_{n \geq 1, n \neq k} \frac{1}{y_{v,n}^4 - y_{v,k}^4} = \lim_{x \to y_{v,k}} \left[ -\frac{1}{4x^3} \cdot \frac{\mathcal{W}'(x)}{\mathcal{W}(x)} - \frac{1}{y_{v,k}^4 - x^4} \right]
\]
\[
= -\frac{1}{4y_{v,k}^3} \lim_{x \to y_{v,k}} \left( \frac{\mathcal{W}'(x)(y_{v,k}^4 - x^4) + 4x^3 \mathcal{W}(x)}{\mathcal{W}(x)(y_{v,k}^4 - x^4)} \right),
\]
which on applying the Bernoulli–L’Hospital rule twice gives
\[
\Theta_3 = -\frac{1}{8y_{v,k}^3} \lim_{x \to y_{v,k}} \left[ 3 - \frac{\mathcal{W}''(x)}{\mathcal{W'}(x)} \right].
\]
The logarithmic differentiation of (3.10) gives
\[
\frac{\mathcal{W}''(x)}{\mathcal{W}'(x)} = \frac{2v}{x} - \sum_{n \geq 1} \frac{4x^3}{y_{v,n}^4 - x^4}.
\]
Now, using the following derivative formulas which follow easily from (1.2), we obtain
\[
\mathcal{W}'(x) = 2^\nu \Gamma(v + 1) \Gamma(v + 2)x^{-2v-2} \left[ x \mathcal{W}'(x) - (2v + 1) \mathcal{W}(x) \right]
\]
and
\[
\mathcal{W}''(x) = 2^\nu \Gamma(v + 1) \Gamma(v + 2)x^{-2v-3} \left[ x^2 \mathcal{W}''(x) - (4v + 2)x \mathcal{W}'(x) + (2v + 1)(2v + 2) \mathcal{W}(x) \right],
\]
from which we get
\[
\Theta_3 = -\frac{1}{8y_{v,k}^3} \left[ 2v + 5 \sum_{n \geq 1} \frac{4y_{v,k}^4}{y_{v,n}^4 - y_{v,k}^4} \right].
\]
This completes the proof of equation (2.9). \qed

Proof of Theorem 6. Again using (1.2), we have
\[
\frac{z \mathcal{W}'(z)}{\mathcal{W}(z)} = -\sum_{n \geq 1} \frac{4z^4}{y_{v,n}^4 - z^4} = -4 \sum_{n \geq 1} \frac{z^4 / y_{v,n}^4}{1 - z^4 / y_{v,n}^4}
\]
\[
= -4 \sum_{n \geq 1} \sum_{m \geq 1} \frac{z^{4m}}{y_{v,n}^4} = -4 \sum_{m \geq 1} \left( \sum_{n \geq 1} \frac{1}{y_{v,n}^4} \right) z^{4m},
\]
which is valid for \(|z| < y_{v,1}\) and \(v > -1\). Hence the conclusion follows. \qed
Proof of Theorem 7. The infinite product representation (1.2) yields

\[
[\log(x^{-\frac{2\nu}{1}}W_\nu(\sqrt{x}))]' = \sum_{n \geq 1} \frac{1}{x - \gamma_{\nu,n}^4}.
\]

This gives

\[
f_{\mu,\nu}(x) = \sum_{n \geq 1} \left( \frac{1}{\gamma_{\nu,n}^4 - x} - \frac{1}{\gamma_{\mu,n}^4 - x} \right) + \frac{1}{16} \left( \frac{1}{(\mu + 1)_3} - \frac{1}{(v + 1)_3} \right)
\]

and hence on differentiating \(m\) times, we get

\[
f_{\mu,\nu}^{(m)}(x) = \sum_{n \geq 1} \left( \frac{m!}{(\gamma_{\nu,n}^4 - x)^{m+1}} - \frac{m!}{(\gamma_{\mu,n}^4 - x)^{m+1}} \right) \geq 0,
\]

for all \(m \in \mathbb{N}, \mu \geq \nu > -1\) and \(x \in [0, \gamma_{\nu,1}^4]\). Here we used the monotonicity of zeros of cross-product of Bessel functions [1], namely \(\nu \mapsto \gamma_{\nu,n}\) is increasing on \((-1, \infty)\) for \(n \in \mathbb{N}\) fixed. Therefore, for all \(n, m \in \mathbb{N}, \mu \geq \nu > -1\) and \(x \in [0, \gamma_{\nu,1}^4]\), we have \((x - \gamma_{\nu,n}^4)^{m+1} \leq (x - \gamma_{\mu,n}^4)^{m+1}\) and consequently the above inequality follows. Since \(f_{\mu,\nu}\) is increasing on \([0, \gamma_{\nu,1}^4]\) for all \(\mu \geq \nu > -1\) and in view of (2.13), \(f_{\mu,\nu}(0) = 0\) we obtain that \(f_{\mu,\nu}(x) \geq f_{\mu,\nu}(0) = 0\). Therefore \(x \mapsto f_{\mu,\nu}(x)\) is absolutely monotonic on \([0, \gamma_{\nu,1}^4]\) for all \(\mu \geq \nu > -1\).

Now, consider

\[
h_\nu(x) = \left[ \log \left( \frac{x^{\nu + \frac{1}{2}} e^{-\frac{x}{2}}}{W_\nu(\sqrt{x})} \right) \right]' = -\frac{1}{16(\nu + 1)_3} + \sum_{n \geq 1} \frac{1}{\gamma_{\nu,n}^4 - x}.
\]

Therefore by differentiating \(m\) times, we have

\[
h_\nu^{(m)}(x) = \sum_{n \geq 1} \frac{m!}{(\gamma_{\nu,n}^4 - x)^m} \geq 0
\]

for all \(m \in \mathbb{N}, \nu > -1\) and \(x \in [0, \gamma_{\nu,1}^4]\). Hence \(h_\nu\) is increasing on \([0, \gamma_{\nu,1}^4]\) for all \(\nu > -1\) and in view of (2.13), \(h_\nu(0) = 0\), we obtain that \(h_\nu(x) \geq h_\nu(0) = 0\). This proves the absolute monotonicity of \(x \mapsto h_\nu(x)\) on \([0, \gamma_{\nu,1}^4]\) for all \(\nu > -1\).

Finally, by using the fact that the exponential of a function having an absolutely monotonic derivative is absolutely monotonic, we conclude that \(x \mapsto g_{\mu,\nu}(x)\) and \(x \mapsto q_\nu(x)\) are absolutely monotonic on \([0, \gamma_{\nu,1}^4]\). \(\square\)

Proof of Corollary 2. Since \(x \mapsto q_\nu(x)\) is absolutely monotonic on \([0, \gamma_{\nu,1}^4]\), it is increasing. Therefore from (1.2), we get

\[
q_\nu(x) \geq q_\nu(0) = 2^{2\nu} \Gamma(\nu + 1) \Gamma(\nu + 2),
\]
which implies that
\[
W(\sqrt[4]{x}) \leq \frac{x^{2\nu+1}}{2^{2\nu} \Gamma(\nu+1)\Gamma(\nu+2)} e^{-\frac{x}{\nu+1}}.
\]
Hence by changing \(x\) to \(x^4\) we get the required inequality. \(\square\)

**Proof of Theorem 8.**

(a), (c). To prove the inequality (2.21), it is enough to establish the following inequality:
\[
D_\nu(x) \geq 1 - \frac{x^2}{1 + x^2} \text{ for all } |x| \leq \delta_\nu \frac{1}{\alpha_\nu}.
\]
Taking into account the infinite product representation (1.3), we have that
\[
D_\nu(x \alpha_\nu, 1) = 1 - \frac{x^2}{1 + x^2} \left(1 + x^2 \lim_{n \to \infty} F_{\nu,n}(x)\right),
\]
where
\[
F_{\nu,n}(x) = \prod_{k=2}^{n} \left(1 - \frac{x^2 \alpha_{\nu,1}^2}{\alpha_{\nu,k}^2}\right).
\]
Making use of the principle of mathematical induction, we show that the following inequality
\[
(1 + x^2) F_{\nu,n}(x) \geq 1 + \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,n}}
\]
is valid for all \(\nu > -1, n \geq 2\) and \(|x| \leq \delta_\nu \frac{1}{\alpha_\nu} \). For \(n = 2\), the inequality (3.13) follows from the assumption in the statement of the theorem. Namely, we have
\[
(1 + x^2) F_{\nu,2}(x) - \left(1 + \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,2}}\right) = \frac{x^2}{\alpha_{\nu,2}^2} \left(\Psi_\nu(1) - \alpha_{\nu,1}^2 x^2\right) \geq 0.
\]
Now, let us assume that the inequality (3.13) holds for some \(m \geq 2\). Therefore
\[
(1 + x^2) F_{\nu,m+1}(x) - \left(1 + \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,m+1}}\right)
\]
\[
= (1 + x^2) F_{\nu,m}(x) \left(1 - \frac{x^2 \alpha_{\nu,1}^2}{\alpha_{\nu,m+1}^2}\right) - \left(1 + \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,m+1}}\right)
\]
\[
\geq \left(1 + \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,m}}\right) \left(1 - \frac{x^2 \alpha_{\nu,1}^2}{\alpha_{\nu,m+1}^2}\right) - \left(1 + \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,m+1}}\right)
\]
\[
= \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,m} \alpha_{\nu,m+1}^2} \left(\Psi_\nu(m) - \alpha_{\nu,1}^2 x^2\right) \geq 0.
\]
Hence, by the principle of mathematical induction, inequality (3.13) holds for all \( n \geq 2 \).

Now taking limit \( n \to \infty \) in (3.13), we get

\[
\lim_{n \to \infty} (1 + x^2) F_{\nu,n}(x) \geq \lim_{n \to \infty} \left( 1 + \frac{x^2 \alpha_{\nu,1}}{\alpha_{\nu,n}} \right) = 1,
\]

which in view of (3.12) gives the inequality (2.20).

To prove the inequality (2.22), similar to part (a), it is enough to prove the inequality

\[
\mathcal{W}_\nu(x) \geq \frac{1 - x^4}{1 + x^4} \quad \text{for all } \ |x| \leq \frac{\epsilon_{\nu}}{\gamma_{\nu,1}}.
\]

Now using (1.2), we have

\[
\mathcal{W}_\nu(x \gamma_{\nu,1}) = \frac{1 - x^4}{1 + x^4} \left[ (1 + x^4) \lim_{n \to \infty} G_{\nu,n}(x) \right], (3.14)
\]

where

\[
G_{\nu,n}(x) = \prod_{k=2}^{n} \left( 1 - \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,k}^2} \right).
\]

Using the principle of mathematical induction, we show that the inequality

\[
(1 + x^4) G_{\nu,n}(x) \geq 1 + \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,n}^2} \quad \text{(3.15)}
\]

holds for all \( \nu > -1, n \geq 2 \) and \( |x| \leq \frac{\epsilon_{\nu}}{\gamma_{\nu,1}} \). For \( n = 2 \), (3.15) follows from the assumption of the theorem. Hence we have

\[
(1 + x^4) G_{\nu,2}(x) - \left( 1 + \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,2}^2} \right) = \frac{x^4}{\gamma_{\nu,2}^2} (\Omega_{\nu}(1) - \gamma_{\nu,1}^4 x^4) \geq 0.
\]

Now, let us assume that the inequality (3.15) holds for some \( m \geq 2 \). Therefore,

\[
(1 + x^4) G_{\nu,m+1}(x) - \left( 1 + \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,m+1}^2} \right) \geq \left( 1 + \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,m}^2} \right) \left( 1 - \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,m+1}^2} \right) - \left( 1 + \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,m+1}^2} \right) 
\]

\[
= \frac{x^4 \gamma_{\nu,1}^2}{\gamma_{\nu,m}^2} (\Omega_{\nu}(m) - \gamma_{\nu,1}^4 x^4) \geq 0.
\]
Consequently, by the principle of mathematical induction, inequality (3.15) holds for all 
\( n \geq 2 \). Now taking the limit \( n \to \infty \) in (3.15), we get

\[
\lim_{n \to \infty} (1 + x^4) G_{v,n}(x) \geq \lim_{n \to \infty} \left( 1 + \frac{x^4 \gamma_{v,1}^2}{\gamma_{v,n}^2} \right) = 1,
\]

which in view of (3.14) gives the inequality (2.22).

(b) Since the functions appear in the inequality (2.21) are even in \( x \), it is enough to prove the inequality (2.21) for \( x \in [0, \alpha_{v,1}] \). Let us define a function \( \phi_v : [0, \alpha_{v,1}] \to \mathbb{R} \) by

\[
\phi_v(x) = \frac{3\alpha_{v,1}^2}{8(v + 1)} \log \left( \frac{\alpha_{v,1}^2 - x^2}{\alpha_{v,1}^2 + x^2} \right) - \log D_v(x),
\]

which in view of (2.12), (2.15) and (2.18) yields

\[
\phi'_v(x) = -\frac{3\alpha_{v,1}^2}{8(v + 1)} \cdot \frac{4x\alpha_{v,1}^2}{\alpha_{v,1}^4 - x^4} - \frac{\phi'_v(x)}{D_v(x)}
\]

\[
= -2x \eta_2(v) \cdot \frac{\alpha_{v,1}^4}{\alpha_{v,1}^4 - x^4} + \frac{2}{x} \sum_{m \geq 1} \eta_2 m(v)x^{2m}
\]

\[
= \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \cdot \left[ \frac{(\alpha_{v,1}^2 + x^2)}{\eta_2(v)} \sum_{m \geq 1} \eta_2 m(v)x^{2m} - \frac{\alpha_{v,1}^4 x^2}{\alpha_{v,1}^2 - x^2} \right]
\]

\[
= \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \cdot \left[ \alpha_{v,1}^2 x^2 + \frac{\alpha_{v,1}^4}{\eta_2(v)} \sum_{m \geq 2} \eta_2 m(v)x^{2m} \right]
\]

\[
+ \frac{1}{\eta_2(v)} \sum_{m \geq 1} \eta_2 m(v)x^{2m+2} - \sum_{m \geq 0} \frac{x^{2m+2}}{\alpha_{v,1}^{2m}}\right]
\]

\[
= \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \cdot \left[ \alpha_{v,1}^2 x^2 + \frac{\alpha_{v,1}^4}{\eta_2(v)} \sum_{m \geq 2} \eta_2 m(v)x^{2m} \right]
\]

\[
+ \frac{1}{\eta_2(v)} \sum_{m \geq 2} \eta_2 m(v)x^{2m} - \sum_{m \geq 2} \frac{x^{2m}}{\alpha_{v,1}^{2m-4}}\right]
\]

\[
= \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \cdot \left[ \sum_{m \geq 2} \left( \frac{\alpha_{v,1}^2 \eta_2 m(v)}{\eta_2(v)} + \frac{\eta_2 m-2(v)}{\eta_2(v)} - \frac{1}{\alpha_{v,1}^{2m-4}} \right) x^{2m} \right]
\]

\[
= \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \cdot \left[ \sum_{m \geq 2} \left( \frac{2\alpha_{v,1}^2 \eta_2 m(v)}{\eta_2(v)} - \frac{1}{\alpha_{v,1}^{2m-4}} \right) x^{2m} \right]
\]

\[
= \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \cdot \left[ \sum_{m \geq 2} \left( \frac{2\alpha_{v,1}^2 \eta_2 m(v)}{\eta_2(v) \alpha_{v,1}^{2m-4}} \right) x^{2m} \right]
\]
\[
\left[\sum_{m \geq 2} \left( \frac{2\alpha_{v,1}^{-2} - \eta_2(v)}{\eta_2(v)\alpha_{v,1}^{2m-4}} \right) \chi^{2m} \right] = \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \left[ \sum_{m \geq 2} \left( \frac{8(v+1)\alpha_{v,1}^{-2} - 1}{\alpha_{v,1}^{2m-4}} \right) \chi^{2m} \right] > \frac{2\eta_2(v)}{x(\alpha_{v,1}^2 + x^2)} \left[ \sum_{m \geq 2} \left( \frac{8 - v}{9(v+2)\alpha_{v,1}^{2m-4}} \right) \chi^{2m} \right] > 0.
\]

Here in last inequality we have used the upper bound for the smallest positive zero of the Dini function (see \[14, \text{p. 11}\] with \(\alpha + \nu = 1\))

\[
\alpha_{v,1}^2 = x_1^2 < \frac{4(\alpha + \nu + 2)(\nu + \alpha)(\nu + 1)(\nu + 2)}{(\alpha + \nu)^2 + 4\alpha + 8\nu + 8} = \frac{12(\nu + 1)(\nu + 2)}{13 + 4\nu}.
\]

Therefore for \(\nu \in (-1, 8)\), the function \(\varphi_\nu\) is increasing on \([0, \alpha_{v,1}]\) and hence \(\varphi_\nu(x) \geq \varphi_\nu(0) = 0\) and consequently the inequality (2.21) holds.

Now, by using the L'Hospital rule (2.12) and (3.7), we have the limit

\[
\lim_{x \to 0} \frac{\log D_\nu(x)}{\log \left( \frac{\alpha_{v,1}^2 - x^2}{\alpha_{v,1}^2 + x^2} \right)} = \lim_{x \to 0} \frac{D'_\nu(x)}{D_\nu(x)} \cdot \frac{x^4 - \alpha_{v,1}^4}{4x\alpha_{v,1}^2} = \frac{3\alpha_{v,1}^2}{8(\nu + 1)} = m_\nu.
\]

This implies that indeed the constant \(m_\nu\) is best possible.

(d) Similar to the proof of part (b) of this theorem, it is enough to prove the inequality (2.23) for \(x \in [0, \gamma_{v,1}]\). Let us define a function \(\Phi_\nu : [0, \gamma_{v,1}] \to \mathbb{R}\) by

\[
\Phi_\nu(x) = \frac{\gamma_{v,1}^4}{32(\nu + 1)^3} \log \left( \frac{\gamma_{v,1}^4 - x^4}{\gamma_{v,1}^4 + x^4} \right) - \log \mathcal{W}_\nu(x),
\]

which on using (2.13), (2.16) and (2.19) gives

\[
\Phi'_\nu(x) = -\frac{\gamma_{v,1}^4}{32(\nu + 1)^3} \cdot \frac{8x^3\gamma_{v,1}^4}{\gamma_{v,1}^8 - x^8} \mathcal{W}_\nu'(x) - \mathcal{W}_\nu'(x) - \frac{4}{x} \sum_{m \geq 1} \xi_4(m) \nu_{v,1} x^{4m}
\]

\[
= \frac{4\xi_4(v)}{x(\gamma_{v,1}^4 + x^4)} \left[ \frac{\gamma_{v,1}^4 + x^4}{\xi_4(v)} \sum_{m \geq 1} \xi_4(m) \nu_{v,1} x^{4m} - \frac{\gamma_{v,1}^4 x^4}{\gamma_{v,1}^4 - x^4} \right]
\]

\[
= \frac{4\xi_4(v)}{x(\gamma_{v,1}^4 + x^4)} \left[ \gamma_{v,1}^4 x^4 + \frac{\gamma_{v,1}^4}{\xi_4(v)} \sum_{m \geq 2} \xi_4(m) \nu_{v,1} x^{4m} \right]
\]

\[
+ \frac{1}{\xi_4(v)} \sum_{m \geq 1} \xi_4(m) \nu_{v,1} x^{4m+4} - \frac{1}{\xi_4(v)} \sum_{m \geq 0} \frac{x^{4m+4}}{\gamma_{v,1}^4 - x^4} \right].
\]
Proof of Theorem 9. Since all the functions appearing in inequality (2.24) are even in \( x \), it is enough to prove the inequality (2.24) for \( x \geq 0 \) and hence the inequality (2.23) holds.

Now using the L’Hospital rule (2.13) and (3.6), we have the limit

\[
\lim_{x \to 0} \frac{\log \mathcal{W}_v(x)}{\log \left( \frac{\gamma_{v,1}^4}{\gamma_{v,1}^4 + x^4} \right)} = \lim_{x \to 0} \frac{\mathcal{W}_v'(x)}{\mathcal{W}_v(x)} \cdot \frac{x^8 - \gamma_{v,1}^8}{8x^3\gamma_{v,1}^4} = \frac{\gamma_{v,1}^4}{32(v + 1)_3} = n_v.
\]

This implies that indeed the constant \( n_v \) is best possible. \( \square \)

Proof of Theorem 9. Since all the functions appearing in inequality (2.24) are even in \( x \), it is enough to prove the inequality (2.24) for \( x \in (0, r) \) for any given \( r \in (0, \infty) \). Let us define a function \( Q_v : (0, r) \to \mathbb{R} \) by

\[
Q_v(x) = \frac{\log \lambda_v(x)}{\log \left( \frac{r^2 + x^2}{r^2 - x^2} \right)} = \frac{f(x)}{g(x)}.
\]

Making use of the infinite product representation (1.4), we obtain

\[
\frac{f'(x)}{g'(x)} = \frac{1}{2r^2} \sum_{n \geq 1} \frac{r^4 - x^4}{\alpha_{v,n}^2 + x^2}.
\]
Now, it is not difficult to verify that each term of the above series is decreasing on \((0, r)\) as a function of \(x\). Thus, \(x \mapsto \frac{f'(x)}{g'(x)}\) is decreasing on \((0, r)\) and consequently with the help of monotone form of L'Hospital's rule [2, Lemma 2.2], we conclude that \(x \mapsto Q_v(x)\) is decreasing on \((0, r)\). Moreover,

\[
\alpha = \lim_{x \to r} Q_v(x) < Q_v(x) < \lim_{x \to 0} Q_v(x) = \beta.
\]

This completes the proof of (2.24).

**Proof of Theorem 10.** In order to prove the inequalities (2.28) and (2.29), it is enough to consider the case \(x \in (0, j_{v,1})\) as all the functions appear in (2.28) and (2.29) are even in \(x\). Define a function \(k_v : [0, j_{v,1}) \to \mathbb{R}\) by

\[
k_v(x) = \log J_v'(x) - \log \left( \frac{j_{v,1}^2 - x^2}{j_{v,1}^2 + x^2} \right).
\]

Now we recall Kishore's formula [15]

\[
\frac{x}{2} \frac{J_{v+1}(x)}{J_v(x)} = \sum_{m \geq 1} \sigma_v(2m) x^{2m}
\]

which in view of the identity \(\frac{J_v'(x)}{J_v(x)} = -\frac{J_{v+1}(x)}{J_v(x)}\) can be re-written as

\[
\frac{x}{2} \frac{J_v'(x)}{J_v(x)} = -\sum_{m \geq 1} \sigma_v(2m) x^{2m}.
\]

Therefore on using the above equation for \(k_v(x)\), we have

\[
k_v'(x) = \frac{J_v'(x)}{J_v(x)} \left[ \frac{4x j_{v,1}^2}{(j_{v,1}^2 + x^2)(j_{v,1}^2 - x^2)} \right] = -\frac{2}{x} \sum_{m \geq 1} \sigma_v(2m) x^{2m} + \frac{4x}{j_{v,1}^2 + x^2} \sum_{m \geq 0} \frac{x^{2m}}{j_{v,1}^{2m}}
\]

\[
= \frac{2}{x(j_{v,1}^2 + x^2)} \left[ -(j_{v,1}^2 + x^2) \sum_{m \geq 1} \sigma_v(2m) x^{2m} + 2 \sum_{m \geq 0} \frac{x^{2m+2}}{j_{v,1}^{2m}} \right]
\]

\[
= \frac{2}{x(j_{v,1}^2 + x^2)} \left[ x^2 \left( 2 - j_{v,1}^2 \sigma_v^{(2)} \right) - \sum_{m \geq 2} j_{v,1}^2 \sigma_v(2m) x^{2m} - \sum_{m \geq 1} \sigma_v(2m) x^{2m+2} + 2 \sum_{m \geq 1} \frac{x^{2m+2}}{j_{v,1}^{2m}} \right]
\]

\[
= \frac{2}{x(j_{v,1}^2 + x^2)} \left[ x^2 \left( 2 - \frac{j_{v,1}^2}{4(v+1)} \right) \right].
\]
\[
+ \sum_{m \geq 2} \left( \frac{2}{j_{v,1}^{2m-2}} - j_{v,1}^2 \sigma^{(2m)} - \sigma^{(2m-2)} \right) x^{2m}
\]
\[
= \frac{2}{x(j_{v,1}^2 + x^2)} \left[ x^2 \left( \frac{8(\nu + 1) - j_{v,1}^2}{4(\nu + 1)} \right)
\right.
\]
\[
+ \sum_{m \geq 2} \left( (1 - j_{v,1}^2 \sigma^{(2m)}) + (1 - j_{v,1}^{2m-2} \sigma^{(2m-2)}) \right) \frac{x^{2m}}{j_{v,1}^{2m-2}} \right]
\]
\[\geq 0,\]

where \( \nu \geq \nu_0 \). Here we have used Lemma 2 and the left-hand side of Rayleigh inequality (2.27). Therefore the function \( k_\nu \) is decreasing on \( [0, j_{v,1}) \) for all \( \nu \geq \nu_0 \). Consequently, \( k_\nu(x) \leq k_\nu(0) = 0 \) and hence the inequality (2.28) follows.

Now, taking into account the inequality (2.28), the following inequality [5, Theorem 3]

\[
\left[ J_{\nu + 1}(x) \right]^{\nu+2} \geq \left[ J_\nu(x) \right]^{\nu+1},
\]

which is valid for all \( \nu > -1 \) and \( x \in (-j_{v,1}, j_{v,1}) \) gives

\[
\frac{J_{\nu + 1}(x)}{J_\nu(x)} \geq \left[ J_\nu(x) \right]^{\nu+1} - 1 = \left[ J_\nu(x) \right]^{1/(\nu+2)} \geq \left( \frac{j_{v,1}^2 + x^2}{j_{v,1}^2 - x^2} \right)^{1/(\nu+2)}.
\]

Hence the inequality (2.29) is indeed true. \( \square \)

**Proof of Theorem 11.** Let \( \nu > -1 \) and \( 0 < |x| < \alpha_{v,1} \). Then we first prove the following identity:

\[
A_\nu(x) = -\frac{2(\nu + 1)}{3} \cdot \frac{\alpha_{v,1}^2 - x^2}{x} \cdot \frac{\mathcal{D}_\nu'(x)}{\mathcal{D}_\nu(x)} = \alpha_{v,1}^2 + \frac{4(\nu + 1)}{3} \sum_{m \geq 1} A_m x^{2m},
\]

where \( A_m = \alpha_{v,1}^2 \eta_{2m+2}(\nu) - \eta_{2m}(\nu) \).

To prove (3.16), we appeal to equations (2.12) and (2.18) to obtain

\[
A_\nu(x) = \frac{4(\nu + 1)}{3} \frac{\alpha_{v,1}^2 - x^2}{x^2} \left( -x \mathcal{D}_\nu'(x) \right) \mathcal{D}_\nu(x)
\]
\[
= \left\{ \frac{1}{\eta_2'(\nu)} \right\} \alpha_{v,1}^2 \frac{\alpha_{v,1}^2 - x^2}{x^2} \sum_{m \geq 1} \eta_{2m}(\nu) x^{2m}
\]
\[
= \frac{\alpha_{v,1}^2}{\eta_2'(\nu)} \left( \eta_2(\nu) + \sum_{m \geq 2} \eta_{2m}(\nu) x^{2m-2} \right) - \frac{1}{\eta_2'(\nu)} \sum_{m \geq 1} \eta_{2m}(\nu) x^{2m}
\]
\[
\alpha_{v,1}^2 + \frac{1}{\eta_2(v)} \sum_{m \geq 1} (\alpha_{v,1}^2 \eta_{2m+2}(v) - \eta_{2m}(v)) x^{2m}
\]

\[
= \alpha_{v,1}^2 + \frac{4(v + 1)}{3} \sum_{m \geq 1} A_m x^{2m}.
\]

Now, for a given \( n \in \mathbb{N} \), let us consider

\[
A(x) = \frac{1}{x^{2n+2}} \left( \frac{A_v(x) - \alpha_{v,1}^2}{4(v + 1)} - \sum_{m=1}^n A_m x^{2m} \right),
\]

which in view of (3.16) can be rewritten as

\[
A(x) = \sum_{m \geq n+1} A_m x^{2m-2n-2} = \sum_{m \geq 0} A_{n+1+m} x^{2m}.
\]

Taking into account the right-hand side of (2.15), \( A_n < 0 \) for all \( n \in \mathbb{N} \) and consequently from the above expression, \( x \mapsto A(x) \) is strictly decreasing on \((0, \alpha_{v,1})\), which implies that

\[
a = \lim_{x \to \alpha_{v,1}^-} A(x) < A(x) < \lim_{x \to 0^+} A(x) = b,
\]

where \( b = A_{n+1} \) and in view of the limit \( \lim_{x \to \alpha_{v,1}^-} A_v(x) = \frac{4(v + 1)}{3} \), we have

\[
a = \frac{1}{\alpha_{v,1}^{2n+2}} \left( 1 - \frac{3\alpha_{v,1}^2}{4(v + 1)} - \sum_{m=1}^n A_m \alpha_{v,1}^{2m} \right).
\]

This completes the proof. \( \square \)

**Proof of Theorem 12.** Let \( v > -1 \) and \( 0 < |x| < \gamma_{v,1} \). Then we need to prove the identity

\[
B_v(x) = -4(v + 1)^{\frac{3}{4}} \gamma_{v,1}^4 x^4 \frac{\mathcal{A}_v^2(x) - x^4}{x^3} \frac{\mathcal{A}_v'(x)}{\mathcal{A}_v(x)}
\]

\[
= \gamma_{v,1}^4 + 16(v + 1)^{\frac{3}{4}} \sum_{m \geq 1} B_m x^{4m},
\]

(3.17)

where \( B_m = \gamma_{v,1}^4 \zeta_{4m+4}(v) - \zeta_{4m}(v) \). In order to prove (3.17), we use the equations (2.13) and (2.19) and obtain

\[
B_v(x) = 16(v + 1)^{\frac{3}{4}} \gamma_{v,1}^4 x^4 \frac{\mathcal{A}_v^2(x) - x^4}{x^3} \frac{\mathcal{A}_v'(x)}{4\mathcal{A}_v(x)}
\]

\[
= \frac{1}{\zeta_4(v)} \gamma_{v,1}^4 x^4 \sum_{m \geq 1} \zeta_{4m}(v) x^{4m}.
\]
\[
= \frac{\gamma_{v,1}^4}{\zeta_4(v)} \left( \zeta_4(v) + \sum_{m \geq 2} \zeta_{4m}(v)x^{4m-4} \right) - \frac{1}{\zeta_4(v)} \sum_{m \geq 1} \zeta_{4m}(v)x^{4m}
\]
\[
= \gamma_{v,1}^4 + \frac{1}{\zeta_4(v)} \sum_{m \geq 1} \left( \gamma_{v,1}^4 \zeta_{4m+4}(v) - \zeta_{4m}(v) \right) x^{4m}
\]
\[
= \gamma_{v,1}^4 + 16(v + 1) \sum_{m \geq 1} B_m x^{4m}.
\]

Now, for a given \( n \in \mathbb{N} \), consider
\[
\mathcal{B}(x) = \frac{1}{x^{4n+4}} \left( \frac{B_v(x) - \gamma_{v,1}^4}{16(v + 1) - \sum_{m=1}^{n} B_m x^{4m}} \right),
\]
which in view of (3.17) can be rewritten as
\[
\mathcal{B}(x) = \sum_{m \geq n+1} A_m x^{4m-4n-4} = \sum_{m \geq 0} A_{n+1+m} x^{4m}.
\]

Using the right-hand side of (2.16), \( B_n < 0 \) for all \( n \in \mathbb{N} \) and hence from the above expression, \( x \mapsto \mathcal{B}(x) \) is strictly decreasing on \((0, \gamma_{v,1})\). From this, we obtain
\[
r = \lim_{x \to \gamma_{v,1}^+} \mathcal{B}(x) < \mathcal{B}(x) < \lim_{x \to 0^+} \mathcal{B}(x) = s,
\]
where \( s = B_{n+1} \) and by taking into account the limit \( \lim_{x \to \gamma_{v,1}^-} B_v(x) = 16(v + 1) \), one has
\[
r = \frac{1}{\gamma_{v,1}^{4n+4}} \left( 1 - \frac{\gamma_{v,1}^4}{16(v + 1) - \sum_{m=1}^{n} B_m \gamma_{v,1}^{4m}} \right).
\]
This completes the proof. \( \square \)

Acknowledgements

The first author was supported by the János Bolyai Research Scholarship of the Hungarian Academy of Sciences. The third author was supported by a fellowship of the University Grants Commission, India. The authors are grateful to Prof. Tibor K Pogány for fruitful discussion on the zeros of the cross-product of Bessel functions during his visit to Indian Statistical Institute, Chennai Centre in February 2015.

References

[1] Alkharsani H A, Baricz Á and Pogány T K, Starlikeness of a cross-product of Bessel functions, *J. Math. Inequal.*, 10(3) (2016) 819–827

[2] Anderson G D, Vamanamurthy M K and Vuorinen M, Inequalities for quasiconformal mappings in space, *Pacific J. Math.*, 160(1) (1993) 1–18
[3] Ashbaugh M S and Benguria R D, On Rayleigh’s conjecture for the clamped plate and its
generalization to three dimensions, *Duke Math. J.*, 78(1) (1995) 1–17

[4] Baricz Á, Redheffer type inequality for Bessel functions, *J. Inequal. Pure Appl. Math.*, 8(1)
(2007) Art. 11, 6 pp. (electronic)

[5] Baricz Á, Functional inequalities involving Bessel and modified Bessel functions of the first
kind, *Expo. Math.*, 26(3) (2008) 279–293

[6] Baricz Á, Maširević D J, Pogány T K and Szász R, On an identity for zeros of Bessel functions,
*J. Math. Anal. Appl.*, 422(1) (2015) 27–36

[7] Baricz Á, Pogány T K and Szász R, Monotonicity properties of some Dini functions, Proceedings
of the 9th IEEE International Symposium on Applied Computational Intelligence and
Informatics, May 15–17 (2014) (Romania: Timișoara) pp. 323–326

[8] Baricz Á, Ponnusamy S and Singh S, Modified Dini functions: monotonicity patterns and
functional inequalities, *Acta Math. Hungar.*, 149(1) (2016) 120–142

[9] Baricz Á and Szász R, The radius of convexity of normalized Bessel functions of the first kind,
*Anal. Appl.*, 12 (2014) 485–509

[10] Baricz Á and Wu S, Sharp exponential Redheffer-type inequalities for Bessel functions, *Publ.
Math. Debrecen*, 74(3–4) (2009) 257–278

[11] Chen C P, Zhao J W and Qi F, Three inequalities involving hyperbolically trigonometric
functions, *RGMIA Res. Rep. Coll.*, 6(3) (2003) 437–443, Art. 4

[12] Boas R P, Entire functions (1954) (New York: Academic Press Inc.)

[13] Erdélyi A, Magnus W, Oberhettinger F and Tricomi F, Higher transcendental functions, vol. 2
(1954) (New York: McGraw Hill)

[14] Ismail M E H and Muldoon M E, Bounds for the small real and purely imaginary zeros of
Bessel and related functions, *Methods Appl. Anal.*, 2(1) (1995) 1–21

[15] Kishore N, The Rayleigh function, *Proc. Amer. Math. Soc.*, 14 (1963) 527–533

[16] Levin B Ya, Lectures on Entire Functions, Transl. Math. Monographs, vol. 150, Amer. Math.
Soc. (1996)

[17] Lorch L, Monotonicity of the zeros of a cross-product of Bessel functions, *Methods Appl.
Anal.*, 1(1) (1994) 75–80

[18] Redheffer R, Problem 5642, *Amer. Math. Monthly*, 76 (1969) 422

[19] Skovgaard H, On inequalities of the Turán type, *Math. Scand.*, 2 (1954) 65–73

[20] Watson G N, A Treatise on the Theory of Bessel Functions (1922) (Cambridge: Cambridge
University Press)

[21] Zhu L, Extension of Redheffer type inequalities to modified Bessel functions, *Appl. Math.
Comput.*, 217 (2011) 8504–8506

[22] Zhu L, Sharp Becker–Stark-type inequalities for Bessel functions, *J. Inequal. Appl.*, (2010)
Art. ID 838740

**Communicating Editor:** E K Narayanan