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ABSTRACT
Sequential recommendation is a popular task in academic research and close to real-world application scenarios, where the goal is to predict the next action(s) of the user based on his/her previous sequence of actions. In the training process of recommender systems, the loss function plays an essential role in guiding the optimization of recommendation models to generate accurate suggestions for users. However, most existing sequential recommendation techniques focus on designing algorithms or neural network architectures, and few efforts have been made to tailor loss functions that fit naturally into the practical application scenario of sequential recommender systems.

Ranking-based losses, such as cross-entropy and Bayesian Personalized Ranking (BPR) are widely used in the sequential recommendation area. We argue that such objective functions suffer from two inherent drawbacks: i) the dependencies among elements of a sequence are overlooked in these loss formulations; ii) instead of balancing accuracy (quality) and diversity, only generating accurate results has been over emphasized. We therefore propose two new loss functions based on the Determinantal Point Process (DPP) likelihood, that can be adaptively applied to estimate the subsequent item or items. The DPP-distributed item set captures natural dependencies among temporal actions, and a quality vs. diversity decomposition of the DPP kernel pushes us to go beyond accuracy-oriented loss functions. Experimental results using the proposed loss functions on three real-world datasets show marked improvements over state-of-the-art sequential recommendation methods in both quality and diversity metrics.

CCS CONCEPTS
• Information systems → Recommender systems.

KEYWORDS
Sequential Recommendation, Determinantal Point Process, Loss Function, Diversity

1 INTRODUCTION
Traditional recommender systems, e.g., Top-N recommendation [8, 21], strive to model users’ preferences towards items based on historical interactions between users and items. The modeling process only depends on static interactions and ignores sequential dependencies with the assumption that all user-item interactions are equally important. However, this might not hold in real-world scenarios [9], where the next action(s) of a user are generated according to his/her previous behavioral sequence. To model users’ evolving interests and adjust recommendation methods to real applications, the customized time-relevant recommender system (i.e., sequential recommendation) is proposed and has become a popular topic in academic research and online applications.

Sequential dependencies among items are relevant for next item(s) prediction. For example, if it is known that a user has browsed “shirt, hat and watch” (as shown in Figure 1), the conventional recommender typically provides content-similar or category-similar items [28], such as more watches or clothes. As for sequential recommendation, considering dependencies and the temporal order of a previous behavioral sequence, the recommendation model tends to capture the temporal dependency of previous actions on target items (i.e., sequence dependence), and thereby determines that the user is actually trying to find clothing accessories (e.g., headphones and glasses) in this period of time.

The core consideration of recommending the item or items is the user preference-based ranking of items. Similar to most learning-to-rank tasks (e.g., Web search and question answering), commonly used ranking-based loss functions such as pointwise ranking (cross-entropy) and pairwise ranking (BPR) are widely deployed for the training of recommendation models. In this paper, we argue the insufficiency of applying ranking-based loss functions in sequential recommendation from three aspects.

Firstly, we regard estimating the next $T$ items (i.e., target items in Figure 1) as a task of predicting the temporally subsequent set, according to the historical sequence. In this scenario, the dependency among targets is noteworthy. However, the ranking-based objective function independently compares each target to its true label (pointwise ranking), to a negative item (pairwise ranking), or...
to a perfect ordering list (listwise ranking). This manipulation neglects the dependency among targets (targets dependency), thereby affecting the set prediction capacity of sequential recommendations. For example, based on the previous sequence in Figure 1, the loss calculated assuming independent targets (headphones or glasses) merely makes sequential models capture the dependencies in two sequences {shirt, hat, watch, headphones} or {shirt, hat, watch, glasses}. This means that part of the sequence dependency is neglected, due to the omission of targets dependency. On the other hand, the inherent goal of next-item recommender systems is to select or generate personalized item sets for specific users. However, ranking-based loss functions enforce the rank or estimated score of targets, leading sequential recommendations to provide high-scored items (i.e., top-N prediction), without considering the feasibility of selecting whole targets as a generated set. In this work, instead of stressing on enhancing the likelihood of target sets, i.e., endowing the target set with a high probability of being selected/recommended.

Based on the Determinantal Point Process (DPP) [23, 24], we propose the DPP Set Likelihood-based loss function (DSL). We regard the temporal set prediction task as drawing a subset from a user-sequence specified ground set (denoted as \( \mathcal{Y}^{(u,t)} \) in Figure 1) according to the DPP probability measure. \( \gamma^{(u,t)} \) is the combination of target items and negative samples for each user’s sequence at time step \( t \). It means that the drawn subset represents the probability of inclusion for user-preferred targets and exclusion for non-relevant items. In this way, the set likelihood-based loss function considers the correlations among observed targets, and enforces that the chance of suggesting the target set should be higher than that of selecting the negative one.

Secondly, existing sequential recommendations that try to capture the sequence dependency (on the entire sequence) e.g., {shirt, hat, watch, headphones, glasses} in Figure 1, mainly focus on modeling the dependency in neural layers [22, 39] or Markov chains [15, 33]. However, in a more challenging part, i.e., the training loss, the dependencies among temporal actions are neglected. DSL considers targets dependency modeling in loss calculation, but the dependency between previous actions and targets is not directly modeled. Specifically, DSL is proposed for the scenario of predicting the next items (i.e., \( T > 1 \) in Figure 1).

To model the entire dependency of a sequence and generalize DPP likelihood-based loss to next item(s) estimation (i.e., predicting next one or more targets in training), a new Conditional DPP Set Likelihood (CDSL) objective is designed. We condition a DPP on the event that elements (items) in the previous set are observed. Specifically, given the previous actions, the target item(s) subset is selected (distributed as a DPP) and negative samples are excluded. In this case, the user-sequence specified ground set contains items of the entire sequence (\( L + T \)) and corresponding negative samples \( Z \). Conditioning a DPP on observed previous items helps recommendation models capture more correlations is more powerful for subset drawing. Experiments on different datasets demonstrated these intuitions.

Thirdly, ranking-based losses mainly aim at improving the relevance score of target items, whereas they account little for the diversity that is an important factor for avoiding users being bored with the narrow scope of topics of recommendations. This causes recommender systems to unduly lean on accuracy recommendations [46] while ignoring the diversity.

The Determinantal Point Process (DPP), as an elegant probabilistic model, is endowed with the property of modeling the repulsive correlations (dissimilarity) of elements in a subset. This property makes DPP a natural choice for diversity-promoting recommender systems, as it facilitates providing items that are diversified. Unlike previous studies that apply DPP for diversification in the process of building model architectures [11, 43, 44] or generating diverse and relevant items by maximum a posteriori (MAP) inference [4, 46], we embed the recommendation diversity in the set likelihood-based loss functions by employing the quality (accuracy or relevance) vs. diversity decomposition of DPP kernel.

We summarize the contributions of this work as follows:

- A new perspective (i.e., set selection/prediction instead of ranking items) on loss functions for sequential recommendations is contributed.
- Two objective functions, DSL and CDSL bring targets dependency and sequence dependency into training loss and fit naturally into the next items and item(s) prediction.
- The diverse kernel \( K \) learned from the observed item sets and personalized relevance scores predicted by the sequential model play roles of diversity and quality in the diversity-aware loss functions, respectively.

### 2 PROPOSED LOSS FUNCTIONS

The simplified illustration of DPP set likelihood-based loss functions (DSL and CDSL) is shown in Figure 1. The most apparent difference between the commonly used pointwise ranking loss (binary cross entropy) and the proposed loss functions (DSL and CDSL) is that the cross entropy is a type of accuracy comparison loss [32], i.e., measuring the probability error between estimated scores and true labels, whereas DSL and CDSL calculate the loss measure by DPP...
sigmoid activation function.

where \( r \) is the next targets scenario, diversity kernel is represented using the low-rank factorization as

\[
\Phi = \mathbf{V}^\top \mathbf{U}
\]

where \( \mathbf{V} \) and \( \mathbf{U} \) are D-dimensional vectors of normalized diversity features (in practice, it is usually represented by feature vectors) [24]. In sequential recommendations, user preferences on items of a sequence can be naturally treated as the quality measure. On the other hand, we need a diversity kernel to capture the diversity of items, which can be learned from the observed diverse item sets [12]. To reduce the computational complexity of calculating a diversity kernel \( K \), we use a low-rank factorization as

\[
K = \mathbf{V}^\top \mathbf{V}
\]

where \( \mathbf{V} \) is a \( M \times D \) matrix and \( D << |\mathcal{Y}| \). From now on we use \( \mathbf{K} \) to denote the diversity kernel, and \( \mathbf{L} \) is the final kernel that is balanced by quality and diversity.

We first learn diversity kernel \( \mathbf{K} \) from observed interactions (instances in training datasets) before training sequential models. To

set distribution comparison, i.e., the comparison between inclusion probability for targets and exclusion probability for negative samples. In addition, the proposed DSL and CDSL directly apply the output results of sequential models to calculate the proposed losses and no specific changes to the model framework are required. This indicates that DSL and CDSL can be flexibly employed in different sequential models.

2.1 Preliminaries

Before we present the proposed loss functions, we briefly review the preliminaries of ranking-based losses and DPP.

2.1.1 Ranking-based losses. Like other learning to rank tasks, the core of recommender systems is the relevance-based ranking of items[18]. Ranking can be pointwise, pairwise, or listwise.

There are different types of pointwise-based losses, such as cross-entropy, squared loss, and MRR optimization [37]. In this section, we present the binary cross-entropy loss. Different pointwise-based losses share the similar concept and cross-entropy is the most common and representative one [16].

The binary cross-entropy loss for next items (T targets) prediction is defined as

\[
\ell = \sum_{u} \sum_{t \in \mathcal{C}^u} \sum_{i \in \mathcal{D}^u_t} -\log \left( \sigma \left( r_i^{(u,t)} \right) \right) + \sum_{j \notin \mathcal{D}^u_t} -\log \left( 1 - \sigma \left( r_j^{(u,t)} \right) \right),
\]

where \( r_i^{(u,t)} \) is the estimated preference score of user \( u \) on target item \( i \) in the sequence of time step \( t \), and \( \sigma \) usually represents the sigmoid activation function. \( \mathcal{C}^u \) is a collection of specific time steps of user \( u \). To make it applicable to next items prediction, \( \mathcal{D}^u_t \) is used to denote the next \( T \) target items. The cross-entropy format can be derived from the likelihood function

\[
p(S \mid \Theta) = \prod_u \prod_{t \in \mathcal{C}^u} \prod_{i \in \mathcal{D}^u_t} \sigma \left( r_i^{(u,t)} \right) \prod_{j \notin \mathcal{D}^u_t} \left( 1 - \sigma \left( r_j^{(u,t)} \right) \right)
\]

by taking the negative logarithm. From this equation we see that the cross-entropy loss independently estimates the ranking or score, ignoring dependency among target items.

Pairwise ranking (BPR) [32] is also widely used in learning-to-rank tasks, formulated as:

\[
\ell = \sum_{u} \sum_{t \in \mathcal{C}^u} \sum_{i \in \mathcal{D}^u_t} -\ln \sigma \left( r_i^{(u,i,j)} - r_j^{(u,i,j)} \right),
\]

where \( r_i^{(u,i,j)} = r_i^{(u,j)} - r_j^{(u,i,j)} \). Item \( j \) is an item that user \( u \) shows no interest. This formulation is derived from the maximum a posteriori (MAP) estimator of the model parameters (\( \Theta \)):

\[
\arg\max_{\Theta} \prod_u \prod_{t \in \mathcal{C}^u} \prod_{i,j \in \mathcal{D}^u_t} p \left( i > u, t, j \mid \Theta \right) p(\Theta),
\]

based on the Bayesian formulation and the independence assumption of targets and users. This means that pairwise ranking loss also takes no account of targets dependency and sequence dependency. The above formulations are defined in the next \( T \) targets scenario, which can be easily transformed for the next item task.

Instead of treating either each rating (cross-entropy) or each pairwise comparison (BPR) as an independent instance, listwise-based ranking [2] directly assigns a loss to an entire item list (or a Top-N list) by employing the cross-entropy to measure the distance between a predicted list and perfect ordering. The listwise learns a ranking dependent on the position of items in the relevance score-ordered lists. However, as interactions in recommender systems are usually of binary relevance (with no perfect ordering list) and the permutation probabilities are computationally expensive, listwise ranking is not used often [18] in sequential recommendations. Therefore, listwise ranking is not compared with here.

2.1.2 Determinantal Point Process. DPP is known and widely used within the machine learning community, e.g., diversity-promoting recommendations [46] and neural conversation [36]. It provides tractable and efficient means to balance quality and diversity within a subset. Formally, a determinantal point process \( \mathcal{P} \) on a discrete set \( \mathcal{Y} = \{1, 2, ..., M\} \) is a probability measure on \( 2^{\mathcal{Y}} \), the set of all subsets of \( \mathcal{Y} \). When \( \mathcal{P} \) gives nonzero probability to the empty set, there exists a matrix \( \mathbf{L} \in \mathbb{R}^{M \times M} \) such that for every subset \( \mathcal{Y} \subseteq \mathcal{Y} \), the probability is \( \mathcal{P}(\mathcal{Y}) \propto \det (\mathbf{L}_Y) \), where \( \mathcal{L} \) is a real, positive semi-definite kernel matrix indexed by the elements of \( \mathcal{Y} \). In the context of sequential recommendation, \( \mathcal{Y} \) is the entire item (movies or products) catalog, and \( \mathcal{L} \) is the subset of items that users interact with. The notation \( \mathcal{L}_Y \) denotes the submatrix of kernel \( \mathcal{L} \) restricted to only those rows and columns which are indexed by \( \mathcal{Y} \).

The marginal probability of including one element \( S_i \) is \( \mathcal{P}(S_i) = \mathcal{L}_{i,j} \). That is, the diagonal of \( \mathcal{L} \) gives the marginal probabilities of inclusion for individual elements of \( \mathcal{Y} \). The probability of selecting two items \( S_i \) and \( S_j \) is \( \mathcal{L}_{i,j} \mathcal{L}_{j,i} - \mathcal{L}_{i,j}^2 = \mathcal{P}(S_i) \mathcal{P}(S_j) - \mathcal{L}_{i,j}^2 \). The entries of the kernel \( \mathcal{L} \) usually measures similarity between pairs of elements in \( \mathcal{Y} \). Thus, highly similar elements are unlikely to appear together. In this way, repulsive correlations (i.e., diversity) with respect to a similarity measure are captured. However, an important factor — personalized relevance to items in recommendations are not reflected in the similarity-based kernel matrix. To adapt DPP to user preferences- and diversity-aware sequential recommendation tasks, we bring a quality vs. diversity decomposition of the DPP kernel by independently modeling diversity and quality.

2.2 Quality vs. Diversity Kernel

Similarity measures reflect the primary qualitative characterization of the DPP as diversifying processes. However, in practical recommendations, diversity needs to be balanced against underlying user preferences (quality) for different items. The decomposition of the DPP kernel \( \mathcal{L} \) offers an intuitive trade-off between quality of items in \( \mathcal{Y} \) and a global model of diversity, whose entries can be written

\[
\mathcal{L}_{i,j} = q_i q_j^\top \phi_i \phi_j, \quad q_i \in \mathbb{R}^D \text{ is a quality term of item } i \text{ and } \phi_i \in \mathbb{R}^D \text{ is a D-dimensional vector of normalized diversity features (in practice, it is usually represented by feature vectors)}.
\]

In sequential recommendations, user preferences on items of a sequence can be naturally treated as the quality measure. On the other hand, we need a diversity kernel to capture the diversity of items, which can be learned from the observed diverse item sets [12]. To reduce the computational complexity of calculating a diversity kernel \( K \), we use a low-rank factorization as

\[
K = \mathbf{V}^\top \mathbf{V}, \text{ where } \mathbf{V} \text{ is a } M \times D \text{ matrix and } D << |\mathcal{Y}|.
\]

From now on we use \( \mathbf{K} \) to denote the diversity kernel, and \( \mathbf{L} \) is the final kernel that is balanced by quality and diversity.

We first learn diversity kernel \( \mathbf{K} \) from observed interactions (instances in training datasets) before training sequential models. To
We first introduce the intuitive idea of using DPP set likelihood to capture the co-occurrence of diverse items, we use the following diverse sets generation process to diversify item sets: i) before sequentially selecting items for a diverse set, we assign each item in a user’s interaction list with the same probability of being selected; ii) every time an item is selected, its category $c_i$ will be stored. The probability of all items in $c_i$ will decay (decay = 0.5). Because items are randomly selected according to their corresponding probabilities, the decay setting facilitates generating item sets with different categories (i.e., diversity). Five distinct items are selected for each item subset; iii) repeat the last step until the observable positive items of the user have all been selected at least once.

For each positive item set, a corresponding negative set is sampled, which contains negative items that share the same categories with items of the positive set, but have no interaction with the user.

Based on these ground-truth diverse sets, the diversity kernel $K$ can be learned following [43], with the log-likelihood formulation:

$$
\ell = \sum_{(T^{(+)}, T^{(-)}) \in \mathcal{T}} \log \det (K_{T^{(+)}}) - \log \det (K_{T^{(-)}}),
$$

where $T^{(+)}$ is an observed diverse set and $T^{(-)}$ represents the corresponding set that contains negative items and $\mathcal{T}$ denotes the set of paired sets used for training.

In sequential recommendation, the training loss is calculated by accumulating the difference comparison between targets and predictions from each sequence of users in a batch. To make the likelihood between the true set and negative set in each sequence, we define the following user-specific diversity kernel:

$$
L_{(u,t)} = \text{Diag} \left( R_{(u,t)} \right) \cdot K_{(u,t)} \cdot \text{Diag} \left( R_{(u,t)} \right),
$$

where $R_{(u,t)}$ represents user $u$’s preferences on specific items (sequence ground set, i.e., $Y_{(u,t)}$ in Figure 1) depending on the observed sequence of time step $t$, and $K_{(u,t)}$ is the submatrix of diversity kernel indexed by the sequence ground set. Similarly, $L_{(u,t)}$ is used to denote the submatrix of DPP kernel. We name it as sequence kernel, as it is confined to a user sequence. As a shorthand, we will remove the superscript $(u,t)$ that represents a specific ground set associated to a user sequence when the meaning is clear.

### 2.3 DPP Set Likelihood-Based Loss

We first introduce the intuitive idea of using DPP set likelihood comparison as a loss function for sequential recommendations. Given a sequence, the targets and negative items can be regarded as the user-sequence specified ground set, and we can treat the measurement of loss as the negative log probability of selecting targets as a DPP. This means that the target set is supposed to receive a higher probability of being drawn by $\mathcal{P}$ (mentioned in Section 2.1.2) than that of negative items. The normalization constant for $\mathcal{P}$ follows from the observation that $\sum_{Y \subseteq Y} \mathcal{P}(L_{Y}) = \det (L + I)$, where $I$ is the identity matrix [12]. The probability of $\det (L_{Y})$ is normalized by all possible item sets $Y \subseteq Y$. Therefore, we have the following probability of inclusion for target set $Y_T$ in a user sequence:

$$
\mathcal{P}(Y_T) = \frac{\det (L_{Y_T})}{\det (L + I)}.
$$

The ground set of this sequence is $Y_{(u,t)}$ as shown in the DSL part of Figure 1. $Y_T$ denotes target items set in a sequence. More precisely, $I$ is identity matrix of the sequence ground set, i.e., with ones in the diagonal positions. It represents a $|Y_{(u,t)}| \times |Y_{(u,t)}|$ matrix. In DSL, sequence ground set contains targets and negative samples in a user’s sequence instance.

Based on the introduction above, we can see that DSL is expected to capture the dependency among targets. In this work, DSL is only applied to the next items (target items $T > 1$) estimation. This is to the fact that if only one item is in the target set, the significance of considering targets dependency is lost. Besides, DSL ignores the sequence dependency (correlations between previous items and targets). To make the DPP-based loss function more viable, we further propose CDSL.

### 2.4 Conditional DPP Set Likelihood-Based Loss

To capture entire sequence dependency in loss functions, we try to formulate the motivation of drawing a DPP set ($T$ targets) conditioning on the observed previous set ($L$ items). Given the previous items ($Y_L$) in a user-specified sequence, we want to obtain the probability of drawing an entire sequence ($Y_{L\cup T}$), i.e., $L$ previous items and $T$ targets, which is formulated as:

$$
\mathcal{P}(Y_{L\cup T} | Y_L) = \frac{\det (L_{Y_{L\cup T}})}{\det (L + I_{Y_{L}})},
$$

where $L$ is actually the sequence kernel on $Y_{(u,t)}$ that is composed of previous items, targets and negative samples (as shown in the CDSL part of Figure 1). $I_{Y_L}$ is the matrix with ones in the diagonal entries indexed by elements of $Y_{(u,t)} - Y_L$ and zeros everywhere else. This conditional distribution is derived according to [1, 24]. If you are interested, you can learn more from the literature. From this equation, we can see that even if $T$ equals 1 (next item scenario), CDSL can still be applied to utilize the dependency by calculating DPP set ($Y_{L\cup T}$) probability. This means that CDSL is more adaptable.

Based on Equation (7) and Equation (8), DSL and CDSL loss functions for next $T$ targets and next target(s) estimations can be obtained by taking the negative log-likelihood.

### 3 EXPERIMENTS

We comprehensively evaluate the proposed DSL and CDSL loss functions in terms of i) recommendation quality, ii) diversification, and iii) training efficiency.\(^1\)

#### 3.1 Datasets

We evaluate our methods on three datasets from three real world applications. MovieLens\(^2\) is a widely used benchmark movie rating dataset. We use the version (ML-1M) that includes one million user ratings to 18 categories of movies. Amazon contains a series of

| Dataset   | #Users | #Items | #Interactions | #Categories |
|-----------|--------|--------|---------------|-------------|
| ML-1M     | 6.0k   | 3.4k   | 1.0M          | 18          |
| Anime     | 73.5k  | 12.2k  | 1.0M          | 43          |
| Beauty    | 52.0k  | 57.2k  | 0.4M          | 213         |

\(^1\)Our source code can be found at https://github.com/l-lyl/DPPLikelihoods4SeqRec.

\(^2\)https://grouplens.org/datasets/movielens/1m/
datasets introduced in [30], comprised of a large corpora of product reviews crawled from Amazon.com. We consider Beauty category in this work, which is notable for its high sparsity and variability. There are 213 categories of Beauty products. Anime\(^1\) consists of user ratings to anime in myanimelist.net. All items in Anime are grouped into 43 categories. The statistics of the datasets are shown in Table 1. The reasons why we select these three datasets are: i) they are common public datasets in the sequential recommendation field. In particular, Beauty and ML-1M are also chosen as experimental datasets in two state-of-the-art baselines [22, 39] analyzed in this work. Selecting them helps to keep the comparison as fair as possible; ii) the diversity (category coverage of recommended items) is also considered in the proposed loss functions. To evaluate the diversity metric, we need to choose datasets that contain the category attribute of items. As the category attribute is not considered in the selected baselines, we process the datasets by closely following their settings, instead of directly requiring the processed datasets from the authors. For all datasets, we use timestamps to determine the sequence order of actions. We use the 10-core setting for experiments to ensure the quality of the dataset.

Referring to previous work [14, 22, 33], the most recent \(T\) actions (last \(T\) items) in each user’s sequence are used for testing. The remaining actions (except the \(T\) items) are split into two parts: i) first 90\% of them as the training set and ii) the next 10\% of actions as the validation set. To better imitate the real-world sequential recommendation scenario and evaluate DSL and CDSL more comprehensively, the test set size of each dataset is not fixed but changes with the number of targets (i.e., \(T\) in Figure 1) in training sequences. For instance, when considering the single next target (\(T = 1\)) in training, we only leave the last item of each user’s interactions for testing, and the remaining actions are used for training and validating. Similarly, when \(T = 3\), the test set contains each user’s last three items.

### 3.2 Baselines

As mentioned in Section 2, the proposed loss functions can be flexibly deployed in various sequential recommendation methods without modifying their model architecture. Under the same experimental settings, if the performance of reworked models (replacing a baseline’s original loss function with DSL or CDSL) is improved, the superiority of our loss functions is demonstrated. In this paper, three baselines are taken into consideration: Caser [39]: A CNN-based method that applies convolutional operations on the embedding matrix of some most recent items, achieves the state-of-the-art sequential recommendation performance. The binary cross-entropy loss is used for one or more targets. MARank [51]: A multi-order attentive neural model to extend user’s general preference by fusing individual- and union-level temporal item-item correlations is designed for next-item recommendation. BPR loss for one target is adopted. SASRec [22]: This is a state-of-the-art self-attention based next-item recommendation model, which adaptively assigns weights to previous items at each time step. The binary cross-entropy loss is calculated for each fixed-length sequence. If the length of a user’s sequence is less than the maximum length \(n\), ‘padding’ \(^2\) items will be added. This means that the targets and previous items in a fixed-length sequence are both considered when calculating loss.

The above description provides three reasons for the selection of these baselines: i) they are recently proposed state-of-the-art sequential recommendation methods; ii) they are representative works, and many new models are built based on them [26, 27, 38, 49]; and iii) different settings of loss function are used. As our loss functions are designed for the sequential recommendation scenario with the intuition of capturing sequential dependencies, general recommendation models are not selected as baselines. In addition, it has been demonstrated that non-sequential models that neglect the sequence order of actions are inferior to sequential models in dealing with sequential recommendation tasks [39, 51].

### 3.3 Performance Comparison

To explore the influences of sequence dependency and targets dependency, as well as to analyze performances of the proposed loss functions in coping with different length of targets (next item and next items), we set different numbers of last items (i.e., \(T\) ) of the training sequence instances as targets that receive estimated relevance scores for loss calculation. The target length \(T\) is in \(\{1, 2, 3, 5\}\). As mentioned before, we divide datasets according to the target length. For each real-world dataset (ML-1M, Anime, or Beauty), the last 1, 2, 3, and 5 items of each user’s temporal interactions are left for testing, and remaining actions for training and validation. Therefore we obtain four groups (1, 2, 3, and 5 unobserved items) of divided data (test, training, and validation) from each real-world dataset. Correspondingly, four groups of diverse item sets are observed from different training data of each dataset, which are separately used to learn the corresponding diverse kernel matrix \(K\). In this setting, we imitate the scenarios of next item and next \(T\) items recommendation, as well as test the ability of DSL and CDSL to cope with different sizes of missing actions.

Three groups of evaluation metrics are adopted for the comprehensive analysis of the recommendation performance: Quality. We use two common Top-N metrics, Recall@N (Re) and NDCG@N (Nd) to evaluate the quality (relevance) of top-scored results, \(N \in \{3, 5, 10\}\).

Diversity. Diversification is also considered in the proposed loss functions. Therefore, we evaluate the recommendation diversity by the widely used metric — category coverage (CC), which is calculated by the number of categories covered by top-N items divided by the total number of categories available in the dataset [31, 46]. A higher value of CC@N means the Top-N items are more diverse.

Trade-off. To evaluate the overall performance in quality and diversity, a harmonic F-score metric (F) is employed [5], where 

\[
F@N = \frac{2 \times \text{quality@N} \times \text{diversity@N}}{\text{quality@N} + \text{diversity@N}}
\]

And quality@N represents the mean of Re@N and Nd@N, and diversity@N denotes CC@N.

Following previous work [29, 41, 42], an early stopping strategy is applied to avoid overfitting. i.e., for each experiment we stop training if Nd@5 on the validation set does not increase for 10 successive epochs. To demonstrate the superior effectiveness of our loss functions that aim at sequential recommendation tasks, we deploy DSL and CDSL in three representative works (baselines). Table 2 reports the comparison of experimental results between the reworked models and Caser under different settings of target length.

---

\(^{1}\)https://www.kaggle.com/CooperUnion/anime-recommendations-database

\(^{2}\)Padding items to the specified length
Table 2: Performance comparison based on Caser. Significant improvements over Caser under the same setting are designated as * > 5%, ** > 10%, and *** > 20%. The bold values, marked _ and _ denote the Caser achieves better performance than DSL and CDSL, than DSL and than CDSL, respectively.

| Dataset | Method | Quality | Diversity | Trade-off |
|---------|--------|---------|-----------|-----------|
|         |        | Re@3   | Re@5     | Re@10    | Ndc@3    | Ndc@5    | Ndc@10   | CC@3     | CC@5     | CC@10    | Fg@3     | Fg@5     | Fg@10    |
| ML-1M   | T=1    | 0.0595 | 0.0892   | 0.1398   | 0.0430   | 0.0551   | 0.0713   | 0.2493    | 0.3493   | 0.5086   | 0.0850   | 0.1196   | 0.1748   |
|         | DSL    | -      | -        | -        | -        | -        | -        | -         | -        | -        | -         | -        | -         | -         |
|         | CDSL   | 0.0636 | 0.0905   | 0.1388   | 0.0460   | 0.0571   | 0.0724   | 0.2618    | 0.3632   | 0.5277   | 0.0906   | 0.1227   | 0.1760   |
|         | T=3    | 0.0506 | 0.0768   | 0.1313   | 0.1034   | 0.1294   | 0.1634   | 0.2391    | 0.3498   | 0.5645   | 0.1177   | 0.1593   | 0.2281   |
|         | DSL    | 0.0551 | 0.0825   | 0.1369   | 0.1129   | 0.1400   | 0.1756   | 0.2505    | 0.3466   | 0.4969   | 0.1258   | 0.1684   | 0.2377   |
|         | CDSL   | 0.0561 | 0.0783   | 0.1329   | 0.1151   | 0.1626   | 0.1718   | 0.2581    | 0.3570   | 0.5118   | 0.1285   | 0.1649   | 0.2348   |
|         | T=5    | 0.0432 | 0.0678   | 0.1131   | 0.1467   | 0.1805   | 0.2210   | 0.2549    | 0.3460   | 0.5371   | 0.1383   | 0.1852   | 0.2560   |
|         | DSL    | 0.0458 | 0.0723   | 0.1204   | 0.1513   | 0.1878   | 0.2284   | 0.2533    | 0.3604   | 0.5346   | 0.1419   | 0.1911   | 0.2630   |
|         | CDSL   | 0.0459 | 0.0694   | 0.1195   | 0.1553   | 0.1861   | 0.2296   | 0.2585    | 0.3616   | 0.5326   | 0.1448   | 0.1888   | 0.2629   |

Table 3: Performance comparison based on MARank. Significant improvements over MARank under the same setting are designated as * > 5%, ** > 10%, and *** > 20%. The bold values, marked _ and _ denote the MARank achieves better performance than DSL and CDSL, than DSL and than CDSL, respectively.

| Dataset | Method | Quality | Diversity | Trade-off |
|---------|--------|---------|-----------|-----------|
|         |        | Re@3   | Re@5     | Re@10    | Ndc@3    | Ndc@5    | Ndc@10   | CC@3     | CC@5     | CC@10    | Fg@3     | Fg@5     | Fg@10    |
| ML-1M   | T=1    | 0.2381 | 0.3231   | 0.4443   | 0.1829   | 0.2179   | 0.2572   | 0.2548    | 0.3517   | 0.4947   | 0.2305   | 0.3058   | 0.4105   |
|         | DSL    | -      | -        | -        | -        | -        | -        | -         | -        | -        | -         | -        | -         | -         |
|         | CDSL   | 0.2700 | 0.3452   | 0.4681   | 0.2115   | 0.2423   | 0.2820   | 0.2519    | 0.3400   | 0.4866   | 0.2462   | 0.3152   | 0.4236   |
|         | T=3    | 0.1667 | 0.2326   | 0.3332   | 0.3533   | 0.3770   | 0.4144   | 0.2348    | 0.3463   | 0.4858   | 0.2579   | 0.3242   | 0.4225   |
|         | DSL    | 0.1814 | 0.2567   | 0.3643   | 0.3588   | 0.4035   | 0.4397   | 0.2636    | 0.3606   | 0.4971   | 0.2668   | 0.3447   | 0.4445   |
|         | CDSL   | 0.1846 | 0.2636   | 0.3841   | 0.3736   | 0.4190   | 0.4589   | 0.2591    | 0.3539   | 0.4877   | 0.2687   | 0.3474   | 0.4522   |
|         | T=5    | 0.1456 | 0.1977   | 0.2917   | 0.4226   | 0.4636   | 0.4990   | 0.2581    | 0.3451   | 0.4971   | 0.2705   | 0.3420   | 0.4404   |
|         | DSL    | 0.2532 | 0.2134   | 0.3170   | 0.4575   | 0.4984   | 0.5292   | 0.2550    | 0.3546   | 0.4979   | 0.2777   | 0.3552   | 0.4575   |
|         | CDSL   | 0.2535 | 0.2410   | 0.3160   | 0.4601   | 0.5043   | 0.5320   | 0.2551    | 0.3590   | 0.4926   | 0.2786   | 0.3591   | 0.4557   |

(T) DSL and CDSL in Table 2 represent the reworked models that are constructed through replacing the original binary cross-entropy loss of Caser by DSL and CDSL, respectively. Similarly, Table 3 and 4 present performance comparisons based on MARank and SASRec, respectively. Under a setting T of a dataset, experiments of the baseline and reworked models are carried out using the same training instances and divided data.

Based on these three tables, we aim to demonstrate that deploying DSL or CDSL in existing sequential recommendation models can achieve better performance than using other loss functions,
thus indicating the superiority of our loss functions. Therefore, tuning model parameters is not one of our focuses. In each comparison, we directly use the default model parameters of the baseline. This means that we keep the comparison fair. As Figure 1 shows, the number of negative samples (Z) is an important component of the user sequence ground set, which is also necessary for the selected baselines and most other related models [15, 20, 38] to calculate the loss. For all experiments of baselines and reworked models, we set Z = 2 when T = 1 and Z = T in other cases. The effects of Z on performance are also analyzed and compared based on Figure 2. Besides, the previous item length L equals 5 when T = 1, and L = 6 when T > 1 to ensure that there are enough training sequences.

In Table 2-4, some important results are marked for clear comparison and emphasis. The value in bold means that a baseline achieves better performance than both DSL and CDSL on an experimental dataset under the setting of T (T test items and T targets). Besides, the marker _ of a result denotes that a baseline only achieves the higher value than DSL and CDSL, and the underline means that a baseline beats CDSL under a specific setting. The superscripts *, **, and *** indicate that a reworked model (DSL or CDSL) improves by >5%, >10%, and >20%, respectively over the corresponding baseline w.r.t. a metric (in the same column) under a target length T. For instance, in Table 2 when T = 3 of ML-1M dataset, the Re@3 result of CDSL (Caser with CDSL loss) shows 0.0561, which is 10.87% higher than baseline Caser’s Re@3 result (0.0506). Therefore 0.0561** is presented.

We can see that there is no DSL result when T = 1 in Table 2-4. This is because DSL is designed for the next T targets estimation as explained in Section 2.3. When there is only one target in loss calculation, DSL cannot capture the targets dependency for model training, which is the core intuition of DSL. Therefore, it is not necessary to test DSL when T = 1. As for CDSL, even if there is only one target in the training sequence, the conditional set likelihood can be treated as the probability of selecting a DPP-distributed item set (previous items and a target) given the previous items. This means that only sequence dependency is considered when T = 1, and both sequence dependency and targets dependency are taken into account when T > 1. The main observations from Table 2-4 are as follows:

- Aligning these three tables, we can see that deploying DSL or CDSL on the state-of-the-art sequential recommendation models significantly improves recommendation quality (recall and NDCG) w.r.t. different Top-N on different datasets. This suggests that set likelihood-based objective functions that consider sequence dependency and targets dependency are more adaptable to sequential recommendation tasks than commonly used ranking-based loss functions.
- In only one case — MARank model on Beauty dataset when T = 3, the value of trade-off metric F@10 is slightly higher than DSL and CDSL. Under two settings (ML-1M dataset when T = 3 and Anime dataset when T = 3), SASRec outperforms the reworked DSL or CDSL version w.r.t. trade-off metric. In addition to these three cases, DSL and CDSL achieve better trade-off performance than the original loss functions of baselines. In some cases, the reworked models outperform baselines in F-score by a large margin (over 20%), e.g., reworked MARank on Anime when T = 3. These demonstrate that DSL and CDSL can better handle the balance between quality and diversity by DPP kernel decomposition, i.e., facilitating recommending relevant and diverse results.
- When the original models achieve better diversification (CC metric) than their reworked versions, e.g., experiments on Anime dataset (T = 1) in Table 2, their corresponding quality performances (Recall and NDCG at the same top N) are clearly inadequate. This observation shows that state-of-the-art baselines sacrifice recommendation relevance for diversity (i.e., sub-optimally trade-off between quality and diversity).
- In those few instances that baseline obtains better recommendation quality than DSL or CDSL in three tables, they are all at

| Dataset      | Method       | Quality (ML-1M) | Diversity | Trade-off |
|--------------|--------------|-----------------|-----------|-----------|
|              |              | Re@3 | Re@5 | Re@10 | Ndc@3 | Ndc@5 | Ndc@10 | CC@3 | CC@5 | CC@10 | F@3 | F@5 | F@10 |
| ML-1M        | SASRec       | 0.0484 | 0.0725 | 0.1208 | 0.0351 | 0.0442 | 0.0601 | 0.2526 | 0.3325 | 0.4616 | 0.0717 | 0.0993 | 0.1513 |
|              | DSL          | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     |
|              | CDSL         | 0.0490 | 0.0730 | 0.1217 | 0.0354 | 0.0449 | 0.0604 | 0.2732** | 0.3522** | 0.4755 | 0.0731 | 0.1010 | 0.1528 |

| Anime        | SASRec       | 0.0330 | 0.0501 | 0.0891 | 0.0596 | 0.0792 | 0.1110 | 0.2656 | 0.3480 | 0.4084 | 0.0789 | 0.1090 | 0.1656 |
|              | DSL          | 0.0350* | 0.0519 | 0.0888 | 0.0658** | 0.0827 | 0.1131 | 0.2665 | 0.3511 | 0.4847 | 0.0848* | 0.1129 | 0.1671 |
|              | CDSL         | 0.0331 | 0.0507 | 0.0869 | 0.0613 | 0.0794 | 0.1089 | 0.2707 | 0.3543 | 0.4880 | 0.0804 | 0.1098 | 0.1631 |

| Beauty       | SASRec       | 0.2628 | 0.3593 | 0.5108 | 0.2007 | 0.2402 | 0.2888 | 0.2293 | 0.3093 | 0.4336 | 0.2305 | 0.3045 | 0.4160 |
|              | DSL          | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     |
|              | CDSL         | 0.2777* | 0.3881* | 0.5235 | 0.2160* | 0.2611* | 0.3049* | 0.2339 | 0.3165 | 0.4459 | 0.2402 | 0.3205* | 0.4295 |

| Anime        | SASRec       | 0.1677 | 0.2324 | 0.3303 | 0.2540 | 0.2985 | 0.3809 | 0.2331 | 0.3152 | 0.4462 | 0.2255 | 0.2882 | 0.4197 |
|              | DSL          | 0.1749 | 0.2334 | 0.3705* | 0.2413 | 0.2855 | 0.3642 | 0.2406 | 0.3250 | 0.4419 | 0.2232 | 0.2885 | 0.4012 |
|              | CDSL         | 0.1865** | 0.2413 | 0.3530 | 0.2654 | 0.3086 | 0.3761 | 0.2384 | 0.3223 | 0.4493 | 0.2320** | 0.2967 | 0.4025 |

| Beauty       | SASRec       | 0.0873 | 0.1238 | 0.2079 | 0.0665 | 0.0815 | 0.1086 | 0.0379 | 0.0527 | 0.0782 | 0.0508 | 0.0696 | 0.1047 |
|              | DSL          | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     | -     |
|              | CDSL         | 0.1032** | 0.1421** | 0.2286 | 0.0804*** | 0.0962** | 0.1239** | 0.0386 | 0.0507 | 0.0780 | 0.0543* | 0.0711 | 0.1081 |

Table 4: Performance comparison based on SASRec. Significant improvements over SASRec under the same setting are denoted as * >5%, ** >10%, and *** >20%. The bold values, marked _ and _ indicate the SASRec achieves better performance than DSL and CDSL, than DSL and than CDSL, respectively.
Among all observations, there is no comparison between the performances of any two methods under the same setting but in different tables. This is because our purpose of presenting Table 2-4 is to demonstrate the superiority of DSL and CDSL through analyzing the performance improvement brought by using DSL or CDSL compared to the corresponding baseline with its original loss function under the same setting. Therefore, there is no need to compare the results of different tables. In the design of Caser, \( T \) targets are considered in loss calculation, so we can directly feed training instances of \( L \) previous items and \( T \) targets into its \emph{binary cross-entropy loss}. Although the loss functions in MARank and SASRec are designed only for next one target, we still can deploy DSL or CDSL in them by modifying the training sequences and expand the original losses that consider one target to comparing \( T \) targets (Equation 1 and Equation 3) when \( T > 1 \). As the architecture of baselines is not altered, performance comparisons are still fair. Essentially, we only compare the loss functions.

We use Figure 2 to investigate the effect of negative sample length \( Z \) on ML-1M and Beauty datasets. It shows that for all models (Caser and its reworked versions — DSL and CDSL) on ML-1M and Beauty under the setting of \( T = 2 \) and \( L = 5 \), with the increase of \( Z \) the overall trend is that the NDCG@5 performance grows rapidly at first and then gradually drops. For all experiments reported in Table 2-4, \( Z \) is set according to the target length \( T \) like most recommendation models do, instead of searching the optimal value of \( Z \) by tuning \( Z \). This helps to keep the comparisons fair and the training efficient. In most cases, DSL and CDSL perform better than Caser and the improvement over Caser increases as the value of \( Z \) gets larger. When \( Z \) equals 1, the performance of CDSL on ML-1M is not better than Caser. This may be because there is not enough pattern/correlation for learning a competent DPP probability measure, when conditioning on 5 previous items for drawing a DPP set with 7 items \( (L + T) \) that almost equals the item number of the ground set \( (L + T + Z = 8) \). These observations indicate that negative samples are not only important for the original loss function but also for DSL and CDSL.

Figure 3 shows the test performance (Recall@3) of each training epoch of three models with different learning rates (1\( r \)) on Beauty. Figure 4 presents the same type of performance comparison on Anime. The value of 0.001 is the default setting of \( \text{lr} \) for Beauty. The figure shows that the performances of the models improve as the learning rate increases, with DSL and CDSL generally outperforming Caser. This reinforces the importance of considering sequence dependency and targets in the loss function, which helps to achieve better performance overall.
solid circle on a performance curve of each subfigure indicates the best performance before the early stopping. In Figure 3 and 4, we use Recall@3 metric to judge whether the early stopping strategy is triggered instead of using NDCG@5 as mentioned above. The solid circle has the same color as the corresponding model’s performance curve. Two main observations can be made: i) the proposed loss functions achieve better performance almost at any epoch in six subfigures (three lr settings on two datasets) compared to the baseline, indicating the superiority of our loss functions in a more detailed way; ii) in general, the proposed loss functions prefer a smaller learning rate compared to the original loss, and they learn faster (i.e., trigger the early stopping earlier) in most cases. As the reworked models of other baselines share similar trends with Caser on different datasets, other subfigures with different settings are not presented.

Table 5 shows the training efficiency comparison between MARank (using pairwise loss) and reworked models with our loss functions on two datasets under different settings of target length. In the table, Time means average training time per epoch (in seconds), and #Epochs represents the number of epochs needed to converge (achieve best NDCG@5 performance before early stopping). Total records the total time used in a training process Time × #Epochs. Besides, pct. denotes the percent change between our reworked models and the baseline. All experiments in Table 5 are conducted using a single Tesla K40 GPU under the same setting. We can see that the reworked models with DSL or CDSL take more time per epoch than MARank, but converge faster (fewer epochs are needed in training process) and perform better (shown in Table 3). This observation is also made in Figure 3 and 4. In general, DSL and CDSL only need around 10% more time to coverage than that of MARank, but significant improvements are achieved (as shown in Table 2-4). In our experiments, when we compare the training efficiency based on Caser or SASRec (using pointwise ranking), similar observations to those of Table 5 are made. Therefore, comparisons based on other baselines and datasets are not presented.

From the analysis of Table 2-4 and Figure 2, we can draw a clear conclusion about how to make a choice between DSL and CDSL in certain circumstances. If a sequential recommender system emphasizes relevance and training efficiency, DSL is a better choice. On the other hand, in the case where overall performance between quality and diversity is the main concern (e.g., diversity-promoting recommendation [28, 46]) and training efficiency is not the primary factor, choosing CDSL is more advisable.

## 4 RELATED WORK

Three lines of work are closely related to ours, which are listed as follows.

### Sequential Recommendation.

The main factor that sets the sequential recommendation apart from conventional recommender systems (e.g., Top-N recommendation and collaborative filtering) is the consideration of sequential dependency. To capture sequential dependency for the user interaction sequence completion, Markov Chains based [15, 33] and Recurrent Neural Networks based [22,
38, 39] methods have dominated the literature and real-word applications. In this paper, we propose DSL and CDSL loss functions targeting next target(s) estimation. The next-item recommendation is a common task [39, 52] that calculate a loss based on next one target in the training process. The ‘next items’ in this paper actually means the next \( T \) targets for estimation in training. By preparing user sequences with \( L \) previous items and \( T \) targets for training, we aim to introduce the targets dependency into the loss formulation, and then facilitate recommendation models providing users with a set of relevant results. In this setting, next items recommendation is not the same as next-basket recommendation that predicts the next basket for a user based on a set of sequential baskets (e.g., shopping baskets or transactions), as the basket length (number of products/items in basket) is not fixed. The session-based recommendation [18, 25] is a kind of non-personalized sequential recommendation, which uses sequential session data without user profile/identifier for recommendation. We believe that our loss functions are also adaptive to next-basket and session-based recommendations (both consider the temporal dependency), which will be explored in the future.

Loss Functions in Sequential Recommendation. In the sequential recommendation literature, two types of loss functions are widely employed, *i.e.*, binary cross-entropy and pairwise ranking (BPR). Many different variations are also developed based on these two loss functions, *e.g.*, softmax cross-entropy [7] and pairwise hinge loss [19]. BPR is usually limited to having only one target and one negative sample at each time step [35, 39, 51], but some studies have expanded the BPR formulation to a set-wise Bayesian approach [35, 40] to consider more comparisons. The seminal session-based recommendation model GRU4Rec [18] proposes the TOP1 loss which is similar to the BPR loss and an improved version GRU4Rec* [17] further boosts the recommendation performance using a special case of binary cross-entropy, *i.e.*, categorical cross-entropy. Recently, inspired by the widely used contrastive loss [13, 50] in the computer vision tasks, a line of work [47, 48] employs the contrastive loss in sequential recommendation models, which is defined similarly to the softmax cross entropy loss. The nature of the above-mentioned loss functions is still the relevance-based ranking [17], and the dependencies in sequence and among targets are ignored. In addition, the temporal dependency is complex [45], merely considering the dependency of items’ ranking positions in a list (e.g., list-wise ranking) is not enough [3]. Therefore, we treat the sequential recommendation as a task of set selection using the elegant probabilistic model — DPP, instead of directly comparing the rankings of items.

Determinantal Point Process. Employing DPP to diversify recommendations is a sensible choice, as DPP can measure the diversity of a set by describing the probability for all subsets of entire items. However, the main application of DPP that uses the maximum a posteriori (MAP) to generate diverse elements is NP-hard and thus computationally expensive [28]. With the development of a novel algorithm that accelerates MAP inference for DPP based on the fast inference method [4], some practical DPP-based diversity-promoting methods [10, 46] are proposed to facilitate traditional recommendations providing diverse and relevant results. In addition to using MAP inference for item generation, there are some works [43, 44] proposed to parameterize the DPP kernel on entire items and then learn the kernel matrix as item representations for recommendation. This work is quite different from previous studies, as we directly propose two types of loss functions (DSL and CDSL) based on the likelihoods of DPP set. By considering special dependency correlations in temporal sequences, DSL and CDSL can fit naturally into different sequential recommendation pipelines.

### 5 CONCLUSION

In this work, we proposed two novel DPP set likelihood-based loss functions (DSL and CDSL) aiming at sequential recommendations, which enlighten a new perspective (set selection) to formulate the temporal training objectives. As such, the *sequence dependency* and *targets dependency* are considered in the loss formulations. In addition, through pre-learning a diverse kernel from observed browsing history and using the quality vs. diversity decomposition of user-sequence specified DPP kernel, the proposed loss functions are pushed to be diversity-aware. By simply replacing the original loss of state-of-the-art sequential recommendation models with our DSL or CDSL objective functions, significant improvements can be received, which demonstrates the superiority and flexibility of the proposed loss functions. Experimental results help us analyze the different advantages of the two loss functions and provide insight into making selection between them in different circumstances. DSL and CDSL can also be applied to other temporal sequence related tasks, such as clinical events prediction [6, 20] and next-basket recommendation, which will be explored in the future.
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| Datasets | MA Rank | DSL | CDSL |
|----------|---------|-----|------|
|          | Time | #Epochs | Total | Time | #Epochs | Total | pct. | Time | #Epochs | Total | pct. |
| Anime    | T=1  | 22.03  | 35 | 771.05 | 48.67 | 17 | 827.39 | 7.30% |
|          | T=3  | 25.37  | 38 | 964.06 | 55.15 | 19 | 1047.85 | 8.69% |
| Beauty   | T=1  | 1.02   | 40 | 40.80  | 1.88 | 23 | 44.24  | 5.88% |
|          | T=3  | 1.06   | 42 | 44.52  | 1.98 | 25 | 49.50  | 11.19% |

Table 5: Training efficiency comparison on two datasets.
