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Abstract—The spectrum efficiency (SE) and security of the secondary users (SUs) in the cognitive radio networks (CRNs) have become two main issues due to the limitation interference to the primary users (PUs) and the shared spectrum with the PUs. Intelligent reflecting surface (IRS) has been recently proposed as a revolutionary technique which can help to enhance the SE and physical layer security of wireless communications. This paper investigates the application of IRS in an underlay CRN, where a multi-antenna cognitive base station (CBS) utilizes spectrum assigned to the PU to communicate with a SU via IRS in the presence of multiple coordinated eavesdroppers (Eves). To achieve the trade-off between the secrecy rate (SR) and energy consumption, we investigate the secrecy energy efficiency (SEE) maximization problem by jointly designing the transmit beamforming at the CBS and the reflect beamforming at the IRS. To solve the non-convex problem with coupled variables, we propose an iterative alternating optimization algorithm to solve the sub-problems alternately, by utilizing an iterative penalty function based algorithm for sub-problem 1 and the difference of two-convex functions method for sub-problem 2. Furthermore, we provide a second-order-cone-programming (SOCP) approximation approach to reduce the computational complexity. Finally, the simulation results demonstrate that IRS can help significantly improve the SE and enhance the physical layer security in the CRNs. Moreover, the effectiveness and superiority of our proposed algorithm in achieving the trade-off between the SR and energy consumption are verified.
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I. INTRODUCTION

COGNITIVE radio network (CRN) has been proposed as an effective way to enhance the spectrum efficiency (SE) [1]. In a typical underlay CRN, secondary users (SUs) can use the spectrum authorized to the primary users (PUs), unless the PU’s quality of service (QoS) is crucially affected [2]. However, there are two main problems in CRNs. One problem is that the SE of the SUs is limited by the interference temperature (IT) constraint imposed on PUs, meaning that the performance improvements for the PU and the SU are conflicting [3]–[6]. Specifically, increasing the transmit power at the cognitive base station (CBS) to enhance the signal strength will bring increased interference towards the PU. In this situation, many power allocation and beamforming approaches have been studied to support the optimal transmission [7]–[9]. Besides, in order to satisfy the interference limitation constraint, it is another approach to make the SU signals aloof from the PU by adopting multiple antennas. However, the performance improvement of these approaches is limited when the direct link from the CBS to the SU is blocked or very weak. In addition, spectrum management is an effective way from another perspective to enhance SE in CRNs. Based on this, the authors of [10] and [11] investigated the learning-based spectrum management on cognitive radio network. However, neither [10] nor [11] considers the security issue, and it is relatively difficult to implement spectrum management to deal with security issues in CRNs.

The other problem is that the characteristics of cognitive radios can introduce security threats and challenges in networks. Compared with the traditional wireless networks without using cognitive radios, security issue in the CRNs becomes more complex since SU is allowed to share the spectrum with the PU [12]–[15]. Users within the coverage area of the SU’s transmitter can eavesdrop the confidential information. To deal with the problem, some physical layer security (PLS) technologies can be utilized to ensure the secure transmission. The key point of PLS lies in that when the transmission rate of the legitimate link is greater than that of the wiretap link, good security can be achievable and the rate difference between the legitimate link and the wiretap link is defined as the secrecy rate (SR) [16]. In order to further promote the secure transmission, some technologies have been put forward and combined with PLS to reduce the security risks of eavesdropping, such as cooperative relaying [17], beamforming [18], zero-forcing-based beamforming [19], and artificial noise (AN) injection [20]. However, these existing approaches exist two main drawbacks. First, deploying active relays or other auxiliary helpers for security transmission will lead to high hardware cost and consumes additional energy. Second, in the adverse wireless transmission environment, it is difficult to ensure satisfactory secrecy performance even if AN or jamming signals are used.

The aforementioned problems in the CRNs mentioned above can be well solved by introducing an intelligent reflecting surface (IRS) into CRNs. IRS has received significant attention from both academia and industry as a promising technology to significantly increase the energy efficiency (EE) and SE in 6G communications [21], due to full-duplex transmission...
and low power consumption. It is a new cost-effective and energy efficient technology which is capable of shaping the radio propagation environment and is very suitable for the case in which the direct link from the CBS to the SU is blocked or very weak. The signals reflected by IRS can be superimposed with the signals from the line-of-sight (LoS) paths to enhance the desired signal power at the SUs, and destructively with the signals from the LoS paths to reduce the signal power received at the PUs and eavesdroppers (Eves) through jointly optimizing the transmit beamforming at the CBS and the reflect beamforming at the IRS. The existing contributions have demonstrated benefits brought by introducing an IRS into wireless communication systems. For example, some certain performance criterions such as channel capacity or received signal power [22]–[28], secrecy rate [29]–[34], transmit power [35]–[37], energy efficiency [38] are effectively optimized by jointly designing the transmit beamforming at the base station (BS) and the reflect beamforming at the IRS.

However, there is a paucity of research in the transmit and reflect beamforming design for the IRS-assisted CRNs so far. In [39], the authors investigated the downlink transmit power minimization problem for the IRS-assisted single-cell CRN coexisting with a single-cell primary radio network, by jointly optimizing the transmit beamformers at the SU transmitter and the phase shift matrix at the IRS. The authors of [40] investigated the robust beamforming design based on the statistical channel state information (CSI) error model for PU-related cascaded channels in IRS-assisted CRNs to minimize the SU’s total transmit power. Since the power minimization problem may be infeasible due to the conflicting constraints of SU’s QoS requirements and PU’s limited interference imposed by the SU, the achievable rate of SU maximization problem subject to the total transmit power constraint of CBS and the interference temperature constraints of PUs has been studied in [41]–[43].

It should be pointed out that the aforementioned works in the IRS-assisted CRNs aimed at maximizing the transmission rate of SUs [41]–[43] or minimizing the transmit power [39]–[40]. All of these related works in the IRS-assisted CRNs ignored the security issue. Based on this, the authors of [44] studied an IRS-assisted spectrum sharing underlay cognitive radio wiretap channel, and aimed at enhancing the secrecy rate of SU in this channel. However, greedily pursuing the optimization of transmission rate [41]–[44] could likely lead to excessive energy consumption, which is detrimental to limited energy devices. Similarly, greedily pursuing the minimization of transmit power [39]–[40] may in turn affect the transmission rate. Thus, both the security issue and the mutual restriction issue of transmission rate and power consumption should be considered. It is imperative to balance the secrecy rate and the energy consumption. To this end, secrecy energy efficiency (SEE), defined as the ratio of the SR to the total power consumption, has been proposed in [45] to evaluate the available secret bits per unit energy cost. To our best knowledge, we have not found related studies yet in SEE design in the IRS-assisted CRNs. This observation motivates our work in this paper. In summary, our main contributions are listed as follows:

- This is the first research on studying the performance trade-off between the energy consumption and secure transmission rate in the IRS-assisted CRNs. Specifically, we propose a new framework to maximize the SEE by jointly optimizing the transmit beamforming at the CBS and the reflect beamforming at the IRS subject to the maximum transmit power of CBS, the minimum SR of SU, the limited interference temperature of PU and the unit modulus constraint of IRS. The problem is challenging to solve due to its non-convexity and coupling of the transmit beamforming at the CBS with the reflect beamforming at the IRS, for which an iterative alternating optimization algorithm is proposed to solve the non-convex problem.
- In order to optimize the reflect beamforming at the IRS, we introduce an auxiliary variable and convert the original non-convex problem into a semi-definite programming (SDP) problem with rank-1 constraint, and then propose an iterative penalty function based algorithm to implement the optimal reflect beamforming.
- In order to optimize the transmit beamforming at the CBS, we first convert the original problem into an equivalent subtractive form. Then, as for the rank-1 constraint, we prove that the rank-1 optimal solution always exists. After relaxing the rank-1 constraint, we transform the equivalent subtractive form objective function into a convex optimization function by employing the difference of convex functions (D.C.) method. Furthermore, to reduce the computational complexity, we provide a second-order-cone-programming (SOCP) approximation approach by introducing an auxiliary variable to transform the logarithmic function into the linear function.
- The simulation results show that IRS can help significantly improve the SE and enhance the physical layer security in the CRNs and demonstrate that the proposed algorithm can achieve the highest SEE among all the benchmark methods, indicating that our algorithm can achieve a good trade-off between the SR and energy consumption in the IRS-assisted CRNs. Moreover, we address that there exists a critical value for the minimum acceptable SR threshold of our proposed algorithm, which further indicates that both the SEE and SR of the proposed algorithm can be maximized under the condition that the minimum acceptable SR constraint is met.

The rest of the paper is organized as follows. Section II introduces the system model followed by the problem formulation. The optimization problem is decoupled into two sub-problems, and is solved in section III. Section IV provides a SOCP approach to reduce the computational complexity of the algorithm that solve the transmit beamforming at the CBS. The simulation results are presented in Section V, and this paper is concluded in Section VI.

Notations: Vectors and matrices are represented by lowercase and uppercase bold typeface letters, respectively. \((\cdot)^T\) and \((\cdot)^H\) indicate the transpose and Hermitian transpose operation, respectively. \(\|\cdot\|\) represents the Euclidean norm of a vector. \(\|\cdot\|\) is the absolute value. \(\text{tr}(\mathbf{X}), \text{rank}(\mathbf{X}), |\mathbf{X}|\) and \(\lambda_{\max}(\mathbf{X})\)
denote the trace, the rank, the determinant and the maximum eigenvalue of matrix $X$, respectively. $\text{diag}(x)$ represents the diagonal matrix with $x$ on its main diagonal. $I_N$ is the $N \times N$ identity matrix. $[X]_{i,j}$ is the $(i, j)$-th element of $X$. $X \succeq 0$ indicates that $X$ is a positive semi-definite matrix. $(X, Y) = tr^{(X^H Y)}$. $\log_2(\cdot)$ denotes the logarithmic function. $E(\cdot)$ represents the expectation operator. $C_{M \times N}$ stands for the complex space of $M \times N$.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig.1, we consider an IRS-assisted CRN: a CBS utilizes spectrum assigned to the PU to communicate with a SU via IRS, where $K$ coordinated Eves attempt to intercept the CBS-SU transmission. Suppose that CBS is equipped with $N$ antennas, and SU, PU, and Eves own single antenna. For enhancing the PLS and SE of the CRN, an IRS is deployed on the facade of a tall building. The IRS is composed of $L$ passive reflecting elements, each of which can flexibly adjust the phase of the incident electromagnetic wave. Due to the large path loss, the power of the signals reflected by IRS twice or more is negligible [42].

All channels in our considered network are supposed to undergo quasi-static flat-fading. The channel coefficients from the CBS to IRS, from the CBS to SU, from the CBS to PU, from the CBS to the $k$-th Eve, from the IRS to SU, from the IRS to PU, and from the IRS to the $k$-th Eve are denoted as $H_{C,I} \in \mathbb{C}^{L \times N}$, $h_{C,S} \in \mathbb{C}^{N \times 1}$, $h_{C,P} \in \mathbb{C}^{N \times 1}$, $h_{C,E} \in \mathbb{C}^{N \times 1}$, $h_{I,S} \in \mathbb{C}^{L \times 1}$, $h_{I,P} \in \mathbb{C}^{L \times 1}$, and $h_{I,E} \in \mathbb{C}^{L \times 1}$. In addition, by assuming the scenario that the Eves are active users yet untrusted by the legitimate user, the CSIs of the wiretap links can be obtained [46]. The computation of resource allocation is executed in CBS, and then the CBS needs to convey the resource allocation results (reflection matrix of the IRS) to IRS, whose phased shifts are controlled by an attached controller. Therefore, the CBS can transmit the reflection matrix to controller via a dedicated separate wireless control link. In order to describe the performance limit of the IRS-assisted CRN, we suppose that perfect CSIs a of all channels are available.

When the CBS transmits signal $x$ to SU via IRS. The interference from primary base station (PBS) to SU and Eves can be regarded as noises due to the long distance between PBS and CRN. The signals received at the SU, PU, and the $k$-th Eve can be uniformly written as

$$y_v = \left(h^H_{I,v} Q H_{C,I} + h^H_{C,v} \right)wx + n_v, \quad v \in \{S, P, E_k\},$$

(1)

where $x$ is the transmit signal following $E(\|x\|^2) = 1$. $w$ represents the transmit beamforming at the CBS. $Q = \text{diag}(\beta_1 e^{j\theta_1}, \cdots, \beta_s e^{j\theta_s}, \cdots, \beta_L e^{j\theta_L})$ is the phase shift matrix of the IRS. $\theta_i$ and $\beta_i \in [0, 1]$ are the phase shift and the amplitude reflection coefficient of the $l$-th reflecting element, respectively. Theoretically, the reflection amplitude of each element can be adjusted for different purposes such as channel estimation, energy harvesting, and performance optimization [21]. However, in practice, it is costly to implement independent control of the reflection amplitude and phase shift simultaneously. Thus, each element is usually designed to maximize the signal reflection for simplicity [24], [49]-[51]. As such, we assume $\beta_i = 1, \forall l$, in the sequel of this paper. $n_v$ is the additive complex white Guassian noise, in which the entries are with zero-mean and variance $\sigma_v^2$

Briefly, we denote $H_v = \left[\begin{array}{l} h^H_{I,v} \\ h^H_{C,v} \end{array}\right]$. Therefore, (1) can be further expressed as

$$y_v = q^H H_v w x + n_v,$$

(2)

where $q = \left[\begin{array}{l} e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_L}, 1 \end{array}\right]^H$. Accordingly, the signal-to-noise ratio (SNR) at the receiver can be expressed as

$$\gamma_v = \frac{|q^H H_v w|^2}{\sigma_v^2}.$$  

(3)

Assuming that $K$ Eves eavesdrop on the signal sent by the CBS coordinately. The achievable SR at the SU can be expressed as

$$R_{sec} = R_S - R_E = \log_2 \left(1 + \gamma_S\right) - \log_2 \left(1 + \sum_{k=1}^{K} \gamma_{E_k}\right) = \log_2 \left(1 + \frac{|q^H H_S w|^2}{\sigma_S^2}\right) - \log_2 \left(1 + \frac{\sum_{k=1}^{K} |q^H H_{E_k} w|^2}{\sigma_{E_k}^2}\right).$$  

(4)

where $R_S$ and $R_E$ represent the transmission rate at SU and Eve, respectively.

The energy consumed by the CBS includes the transmit power $\|w\|^2$ and the circuit power $P_{IRS}$. Denote the power consumed by the IRS as $P_{IRS} = P_{Sta} + LP_{Dyn}$ [52], where $P_{Sta}$ and $P_{Dyn}$ are the static power required to maintain the basic circuit operations of the IRS and the dynamic power per reflecting component, respectively. Generally, $P_{Dyn} \ll P_{Sta}$. Since we focus on small IRS, $LP_{Dyn}$ can be ignored and thereby $P_{IRS}$ can be set a constant, i.e.,
\( P_{IRS} = P_{Sta} \). As such, the total power consumption of the considered network is expressed as \([38]\)

\[
P_{tot} = \zeta \|w\|^2 + P_{CBS} + P_{IRS},
\]

(5)

where \( \zeta \) represents the amplifier coefficient.

In order to keep a balance between the SR and total power consumed by the system, we employ SEE \([45]\) as the performance metric to calculate the secret bits per unit energy and bandwidth during the transmission, which can be expressed as

\[
\eta_{SEE} = \frac{R_{sec}}{P_{tot}} \text{ (bit/Joule/Hz)}.
\]

(6)

At the same time, during the cognitive transmission, the interference temperature to PU must be lower than a predefined threshold \( I_p \) to ensure the QoS of PU, i.e.,

\[
I_p = |q^H H_p w|^2 \leq I_p^i.
\]

(7)

Based on the above description, we establish a SEE maximization (SEE-Max) problem under the premise that the secure transmission requirement of SU and the transmit power of cognitive transmission are ensured, the leakage interference to PU restricted under a predefined threshold, as well as the unit modulus constraint of IRS, namely,

\[
\begin{align*}
\max_{w, q} & \quad \frac{R_{sec}}{\zeta \|w\|^2 + P_{CBS} + P_{IRS}} \\
\text{s.t.} & \quad R_{sec} \geq R_{sec}^{min}, \quad (8b) \\
& \quad |[q]|_l = 1, \forall l \in \{1, \ldots, L + 1\} = L, \quad (8c) \\
& \quad |q^H H_p w|^2 \leq I_p^i \quad \text{and} \quad \|w\|^2 \leq P_c^{max}, \quad (8d)
\end{align*}
\]

where \([q]_l\) denotes the \(l\)-th element of \(q\). L represents the set for all \(l\). \(R_{sec}^{min} \geq 0\) stands for the minimum acceptable SR threshold, aiming to ensure certain level of SU’s secure transmission according to the user’s requirement. From the perspective of information theory, if the channel instantaneous SR is larger than the minimum acceptable SR threshold, the required secrecy level will be guaranteed. Otherwise, the confidentiality of information secrecy will be threatened. \(P_c^{max}\) represents CBS’s maximum transmit power.

By means of two new variables \(\Theta = qq^H\) and \(W = ww^H\), problem (8) thereby can be equivalently expressed as

\[
\begin{align*}
\max_{W, \Theta} & \quad R_{sec}(W, \Theta) \\
\text{s.t.} & \quad R_{sec}(W, \Theta) \geq R_{sec}^{min}, \quad (9b) \\
& \quad \Theta \succeq 0, \quad \text{rank}(\Theta) = 1, \quad \text{and} \quad |[\Theta]|_l, l = 1, \forall l \in L, \quad (9c) \\
& \quad W \succeq 0, \quad \text{rank}(W) = 1, \quad \text{and} \quad tr(W) \leq P_c^{max}, \quad (9d) \\
& \quad tr(\Theta H_p WH_p^H) \leq I_p^i, \quad (9e)
\end{align*}
\]

where

\[
R_{sec}(W, \Theta) = \log_2 \left(1 + \frac{tr(\Theta H_s WH_s^H)}{\sigma_s^2}\right) - \log_2 \left(1 + \frac{K}{K} \frac{\sum_{k=1}^{K} tr(\Theta H_{Ek} WH_{Ek}^H)}{\sigma_{Ek}^2}\right).
\]

Obviously, both of the two new variables \(\Theta\) and \(W\) are rank-1 symmetric positive semi-definite matrices. Note that problem (9) is non-convex over \(\Theta\) and \(W\), making it challenging to deal with problem (9).

III. ITERATIVE ALTERNATING OPTIMIZATION ALGORITHM

In this section, we propose an iterative alternating optimization algorithm to optimize \(\Theta\) and \(W\) alternatively by fixing the other as constant. Thus, problem (9) is decoupled into two sub-problems, i.e., (10) with given \(W\) and (18) with given \(\Theta\).

A. Sub-Problem 1: Optimizing \(\Theta\) With Given \(W\)

Since \(W\) has been fixed, we can ignore the denominator part of the objective function \((9a)\). Thus, we can write sub-problem 1 as

\[
\begin{align*}
\max_{\Theta} & \quad \log_2 \left(1 + \frac{tr(\Theta H_s WH_s^H)}{\sigma_s^2}\right) - \log_2 \left(1 + \frac{K}{K} \frac{\sum_{k=1}^{K} tr(\Theta H_{Ek} WH_{Ek}^H)}{\sigma_{Ek}^2}\right) \\
\text{s.t.} & \quad (9b), (9c), (9e).
\end{align*}
\]

Note that \((9b)\) is a constraint on the objective optimization function, and constraint \((9b)\) can be temporarily ignored. We only need to check constraint \((9b)\) after solving sub-problem 1. As such, sub-problem 1 can be further written as

\[
\begin{align*}
\min_{\Theta} & \quad \frac{1 + \sum_{k=1}^{K} tr(\Theta H_{Ek} WH_{Ek}^H)}{1 + \frac{K}{K} \frac{\sum_{k=1}^{K} tr(\Theta H_{Ek} WH_{Ek}^H)}{\sigma_{Ek}^2}} \\
\text{s.t.} & \quad (9b), (9e).
\end{align*}
\]

Then, by means of two introduced variables \(t\) and \(a\), a positive semi-definite matrix \(A\) meeting \(A = a\Theta\), and employing the Charnes-Cooper transformation \([53]\), we are able to easily transform the sub-problem 1 into a SDP problem, given by

\[
\begin{align*}
\min_{A \succeq 0, a \geq 0} & \quad t \\
\text{s.t.} & \quad a + \frac{tr(\Theta H_s WH_s^H)}{\sigma_s^2} \geq 1, \quad (12b) \\
& \quad a + \frac{K}{K} \frac{\sum_{k=1}^{K} tr(\Theta H_{Ek} WH_{Ek}^H)}{\sigma_{Ek}^2} \leq t, \quad (12c) \\
& \quad tr(\Theta H_p WH_p^H) \leq a I_p^i, \quad (12d) \\
& \quad |[A]|_l,l = a, \forall l \in L, \quad (12e) \\
& \quad \text{rank}(A) = 1. \quad (12f)
\end{align*}
\]

Proposition 1: The optimization problem \((12)\) is completely equivalent to the problem \((11)\), indicating that the solutions of problems \((11)\) and \((12)\) are the same, given by \(\Theta^* = A^*/a^*\).

Proof: Appendix A.

It is obvious that the constraint \((12f)\) makes the optimization problem hard to solve. In the traditional semi-definite relaxation (SDR) method, \((12f)\) is usually ignored to simplify the
problem, and the optimal solution selected among randomly generated rank-1 feasible solutions can be regarded as an approximately best solution [54]. However, there is probably no optimal solution to the initial SDP problem among the feasible solutions in random space. Even if there is, the chosen rank-1 solution is very likely to be a sub-optimal solution. What’s worse, the obtained solution may deviate greatly with the optimal solution. Considering the above issues, we can rewrite (12f) as

$$\min_{A \succeq 0, a \succeq 0, t} t + \rho (tr (A) - \lambda_{\max} (A))$$

(13a)

$$\text{s.t. } (12b) - (12c),$$

(13b)

$$tr (A) - \lambda_{\max} (A) \leq 0.$$  

(13c)

**Proposition 2:** The optimization problem (13) is equivalent to the optimization problem (12).

**Proof:** Appendix B.

Note that the inequality $tr (A) \geq \lambda_{\max} (A)$ always holds for any matrix $A \succeq 0$. Thus, our purpose is to make $tr (A) - \lambda_{\max} (A)$ as small as possible (approaching zero). With the help of penalty item method, we can incorporate the constraint (13c) into (13a), yielding

$$\min_{A \succeq 0, a \succeq 0, t} t + \rho (tr (A) - \lambda_{\max} (A))$$

(14a)

$$\text{s.t. } (12b) - (12c),$$

(14b)

where the penalty coefficient $\rho$ should be large enough to obtain small values of $tr (A) - \lambda_{\max} (A)$. As we can see, the objective function (14a) is concave, making the problem (14) a concave function minimization problem over a convex set, i.e., a concave programming. Moreover, considering that $\lambda_{\max} (A)$ is a non-smooth function, we can adopt the subgradient of the non-smooth function, which is defined as $\partial \lambda_{\max} (X) = x_{\max} x^T_{\max}$. Then, we have [55]

$$\lambda_{\max} (X) - \lambda_{\max} (A) \geq \langle a_{\max}, X - A \rangle, \forall X \succeq 0.$$  

(15)

where $a_{\max}$ is the eigenvector corresponding to the maximum eigenvalue of $A$.

Then, by employing the maximum eigenvalue as well as the corresponding unit eigenvector $a^{(n)}$ to initialize the feasible solution $A^{(n)}$, which satisfies the constraint (14b), a SDP problem can be written as

$$\min_{A \succeq 0, a \succeq 0, t} t + \rho \left[ tr (A) - \langle a^{(n)} a^{(n)T}, A \rangle \right]$$

(16a)

$$\text{s.t. } (12b) - (12c),$$

(16b)

The problem (16) can provide the optimal solution for $A^{(n+1)}$, which produces a smaller objective value (16a) than that produced by $A^{(n)}$. In specific, we suppose that $A^{(n+1)}$ is the optimal solved solution of (16), then we can obtain

$$F \left( A^{(n+1)} \right) = t + \rho \left[ tr (A^{(n+1)}) - \lambda_{\max} (A^{(n+1)}) \right]$$

$$\leq t + \rho \left[ tr (A^{(n+1)}) - \lambda_{\max} (A^{(n)}) \right]$$

$$- \langle a^{(n)} a^{(n)T}, A^{(n+1)} - A^{(n)} \rangle$$

$$= t + \rho \left[ tr (A^{(n+1)}) - \langle a^{(n)} a^{(n)T}, A^{(n+1)} \rangle \right]$$

$$+ \langle a^{(n)} a^{(n)T}, A^{(n)} - \lambda_{\max} (A^{(n)}) \rangle$$

$$\leq t + \rho \left[ tr (A^{(n)}) - \lambda_{\max} (A^{(n)}) \right]$$

$$+ \langle a^{(n)} a^{(n)T}, A^{(n)} - \lambda_{\max} (A^{(n)}) \rangle$$

$$= t + \rho \left[ tr (A^{(n)}) - \lambda_{\max} (A^{(n)}) \right] = F (A^{(n)}),$$

(17)

which verifies the iterative procedure.

As a result, we can obtain the optimal solution to problem (16) by means of CVX solvers quickly and accurately. The selection of the penalty coefficient $\rho$ is important for the computational efficiency. Algorithm 1 shows the detailed solution process of sub-problem 1, which includes the choice of the penalty coefficient $\rho$.

**B. Sub-Problem 2: Optimizing $W$ With Given $\Theta$**

Next, we optimize $W$ with the solved $\Theta$. Sub-problem 2 can be formulated as

$$\max_W \frac{R_{\sec} (W)}{\zeta tr (W) + P_{CBS} + P_{IRS}}$$

(18)

$$\text{s.t. } (9b), (9d), (9e),$$

where

$$R_{\sec} (W) = \log_2 \left( 1 + \frac{tr (\Theta H_s W H_s^T)}{\sigma_g^2} \right)$$

$$- \log_2 \left( 1 + \sum_{k=1}^{K} \frac{tr (\Theta E_k W H_s^T)}{\sigma_k^2} \right).$$

**Algorithm 1:** The Algorithm for Solving Sub-Problem 1

1. **Input:** $W, H_s, H_p, H_{Ek}, P_{\max, c}, R_{\sec}, P_{th}$
2. **Output:** $\Theta^*$
3. Initialize $n = 0, t^0 = 0, \rho = 10$
4. Calculate $A^{(0)}$ satisfying (14b)
5. While $|tr (A^{(n)}) - \lambda_{\max} (A^{(n)})| > \varepsilon$
6. Find the optimal solution $A^{(n+1)} = \rho (\sigma^{(n)}, \rho^{(n+1)})$
7. $\text{if } A^{(n+1)} \approx A^{(n)} \text{ then}$
8. $\text{Set } \rho := 2\rho$
9. $\text{else}$
10. $\text{Set } n := n + 1$
11. **end**
12. Calculate $\Theta^* = A^{(n)}/\rho^{(n)}$. 


By means of an auxiliary variable $\varphi \geq 1$, we can reformulate the sub-problem 2 as

$$\max_{W \succeq 0, \varphi \geq 1} \log_2 \left( 1 + \frac{\text{tr} \left( \Theta H_S W_S H_S^H \right)}{\sigma_S^2} \right) - \log_2 \varphi$$

(19a)

subject to

$$\log_2 \left( 1 + \frac{\text{tr} \left( \Theta H_{Ek} W_{Ek} H_{Ek}^H \right)}{\sigma_{Ek}^2} \right) = \log_2 \varphi,$$

(19b)

$$\log_2 \left( 1 + \frac{\text{tr} \left( \Theta H_{S} W_{S} H_{S}^H \right)}{\sigma_S^2} \right) - \log_2 \varphi \geq R_{\text{sec}}^{\min},$$

(19c)

$$\text{tr} (W) \leq P_c^{\max},$$

(19d)

$$\text{tr} \left( \Theta H_{P} W_{P} H_{P}^H \right) \leq t^h,$$

(19e)

$$\text{rank} (W) = 1.$$  

(19f)

Rewriting (19b) as

$$\log_2 \left( 1 + \frac{\sum_{k=1}^{K} \text{tr} \left( \Theta H_{Ek} W_{Ek} H_{Ek}^H \right)}{\sigma_{Ek}^2} \right) \leq \log_2 \varphi$$

does not change the optimal solution of (19), which can be explained as follows: assume that $(W^*, \varphi^*)$ is the optimal solution satisfying

$$\log_2 \left( 1 + \frac{\sum_{k=1}^{K} \text{tr} \left( \Theta H_{Ek} W_{Ek} H_{Ek}^H \right)}{\sigma_{Ek}^2} \right) \leq \log_2 \varphi^*.$$  

Then, there definitely exists a certain value $0 < \beta < 1$, enabling us to choose a feasible point $(\bar{W}, \bar{\varphi}) = (W^*, \beta \varphi^*)$ to make

$$\log_2 \left( 1 + \frac{\sum_{k=1}^{K} \text{tr} \left( \Theta H_{Ek} W_{Ek} H_{Ek}^H \right)}{\sigma_{Ek}^2} \right) = \log_2 \bar{\varphi}.$$  

Obviously, $(\bar{W}, \bar{\varphi})$ meets the constraints (19c)-(19f) and $(\bar{W}, \bar{\varphi})$ can be proved to provide a larger optimization value (19a) than that provided from $(W^*, \varphi^*)$, which is in contradiction with the assumption that $(W^*, \varphi^*)$ is the optimal solution. Therefore, we can rewrite the constraint (19b) as

$$\log_2 \left( 1 + \frac{\sum_{k=1}^{K} \text{tr} \left( \Theta H_{Ek} W_{Ek} H_{Ek}^H \right)}{\sigma_{Ek}^2} \right) \leq \log_2 \varphi,$$  

which is a convex constraint after removing the logarithmic sign. Then, (19) can be reformulated as

$$\max_{W \succeq 0, \varphi \geq 1} \log_2 \left( 1 + \frac{\text{tr} \left( \Theta H_S W_S H_S^H \right)}{\sigma_S^2} \right) - \log_2 \varphi$$

(20a)

subject to

$$\sum_{k=1}^{K} \text{tr} \left( \Theta H_{Ek} W_{Ek} H_{Ek}^H \right) - \varphi + 1 \leq 0,$$

(20b)

$$\frac{\text{tr} \left( \Theta H_{S} W_{S} H_{S}^H \right)}{\sigma_S^2} - 2R_{\text{sec}}^{\min} \varphi + 1 \geq 0,$$

(20c)

$$\text{tr} (W) \leq P_c^{\max},$$

(20d)

$$\text{tr} \left( \Theta H_{P} W_{P} H_{P}^H \right) \leq t^h,$$

(20e)

$$\text{rank} (W) = 1.$$  

(20f)

It is not hard to observe that the objective function (20a) is in the form of a fraction, which makes the optimization problem (20) non-convex. To tackle this difficulty, we transform the problem (20) into an equivalent subtractive one by using the Dinkelbach’s method [56], given by

$$\max_{W \succeq 0, \varphi \geq 1} \log_2 \left( 1 + \frac{\text{tr} \left( \Theta H_S W_S H_S^H \right)}{\sigma_S^2} \right) - \log_2 \varphi$$

(21a)

subject to

$$- \eta (\text{tr} (W) + P_{CBS} + P_{IR}) - \eta (\text{tr} (W) + P_{CBS} + P_{IR}),$$

(21b)

where $\eta$ is a non-negative parameter. As for the non-convex rank-1 constraint (20f), we can introduce the proposition 3 to relax it.

**Proposition 3:** Assuming that $W^*$ is the optimal solution of the optimization problem (21), it always satisfies $\text{rank}(W^*) = 1$.

**Proof:** Appendix C.

By applying the proposition 3, the rank-1 constraint (20f) can be ignored since the optimal solution of problem (21) always satisfies the rank-1 condition. Thus, by defining

$$f_1 (W, \eta) = \log_2 \left( 1 + \frac{\text{tr} \left( \Theta H_S W_S H_S^H \right)}{\sigma_S^2} \right)$$

(22)

$$- \eta (\text{tr} (W) + P_{CBS} + P_{IR}),$$

(23)

we can rewrite the optimization problem (21) as

$$\max_{W \succeq 0, \varphi \geq 1} f_1 (W, \eta) - f_2 (\varphi)$$

(24a)

subject to

$$\text{tr} (W) - (20b) - (20e).$$

(24b)

Considering that $f_1 (W, \eta)$ and $f_2 (\varphi)$ are two concave functions, the objective optimization function (24a) can be equivalently transformed into a convex function with the help of the D.C. programming approach [57]. To solve the non-convex objective function, we apply the Taylor series expansion to approximate the concave function $f_2 (\varphi)$ by a linear form. Supposing that $\bar{\varphi}$ is a feasible solution satisfying the constraints of the optimization problem (24), $f_2 (\varphi)$ can be approximated by its first-order Taylor series expansion, i.e.,

$$f_2 (\varphi) \leq f_2 (\bar{\varphi}) + \nabla f_2 (\bar{\varphi}) (\varphi - \bar{\varphi}),$$

(25)

where $\nabla f_2 (\bar{\varphi})$ is the gradient of the function $f_2 (\varphi)$ with respect to $\varphi$ at point $\bar{\varphi}$, given by

$$\nabla f_2 (\bar{\varphi}) = 1 / (\bar{\varphi} \ln 2).$$

(26)

Then, by substituting (26) into (25), we can obtain

$$f_2 (\varphi) \leq f_2 (\bar{\varphi}) + \frac{\varphi - \bar{\varphi}}{\bar{\varphi} \ln 2}.$$  

(27)

Consequently, according to (27), the optimal solution to problem (24) can be achieved via the iterative process as follows

$$(W^i, \bar{\varphi}^{i+1})$$

$$\max_{W \succeq 0, \varphi \geq 1} f_1 (W, \eta) - f_2 (\bar{\varphi}^i) - \frac{\varphi - \bar{\varphi}^i}{\bar{\varphi}^i \ln 2}$$

(28a)

subject to

$$\text{tr} (W) - (20b) - (20e).$$

(28b)
Algorithm 2: The Algorithm for Solving Sub-Problem 2

Input: $\Theta$, $H_s$, $H_p$, $H_{Ek}$, $P_{max}$, $R_{min}$, $I_p$  
Output: $W^*$  

Function $OuterIteration$

1. Initialize $i = 0$, $\eta^0 = 0$;  

2. repeat
   (i) Call Function $InnerIteration$ with $\eta^i$ to solve the optimal solution $(W^*, \varphi^*) = (W^n, \varphi^{n+1})$;  
   (ii) Update $\eta^{i+1} := \text{log}_2 \left( \frac{1 + \frac{1}{r^2} (\Theta H_s W^* H_{Ek}^H)}{\zeta_{tr}(W^*) + P_{CBS} + P_{IRS}} \right)$;  
   (iii) Set $i := i + 1$;  
3. until $|\eta^i - \eta^{i-1}| \leq \varepsilon$;  
4. Obtain the maximum SEE $\eta^* = \eta^i$ and the optimal solution $W^*$.

end

Function $InnerIteration(\eta)$

1. Initialize $n = 0$;  
2. repeat
   (i) Find the optimal solution $(W^{n+1}, \varphi^{n+2})$ of problem (28) for obtained $(W^n, \varphi^{n+1})$ by using CVX;  
   (ii) Compute $f^{n+1} := f_1(W^{n+1}, \eta) - f_2(\varphi^{n+2})$;  
   (iii) Set $n := n + 1$;  
3. until $|f^n - f^{n-1}| \leq \varepsilon$;  

end


where $(W^i, \varphi^{i+1})$ represents the solution of the $i$-th iteration. Now, the optimization problem (28) has satisfied the form of the convex optimization problem, whose optimal solution therefore can be obtained with the help of CVX.

Proposition 4: The iterative solution process of problem (28) produces a sequence of better solutions that converges to the best solution of problem (24).

Proof: Appendix D.

By employing the Propositions 3-4 and the D.C. approach, we propose an iterative algorithm for solving sub-problem 2 to obtain the optimal transmit beamforming at the CBS, summarized in Algorithm 2.

C. The Overall Algorithm for Solving Problem (8)

With the help of Charnes-Cooper transformation, penalty function, as well as D.C. programming, we propose an iterative alternating optimization algorithm to find the optimal solution $(w^*, q^*)$ of problem (8) among feasible solutions. Algorithm 3 illustrates the flow of the overall algorithm.

Remark 1: In the scenario of non-cooperative Eves, the SR of SU can be written as $R_{sec} = \text{log}_2 \left( 1 + \frac{r (\Theta H_s W^* H_{Ek}^H)}{\zeta_{tr}(W^*) + \Theta H_s W^* H_{Ek}^H} \right)$, where the key solution process of the SEE maximization problem remains the same as that in the scenario of cooperative Eves. Thus, our proposed algorithm can be easily extended to the scenario of non-cooperative Eves.

Algorithm 3: Iterative Alternating Optimization Algorithm for Solving Problem (8)

Input: $H_s$, $H_p$, $H_{Ek}$, $P_{max}$, $R_{min}$, $I_p$  
Output: $w^*$, $q^*$

1. Initialize $W^* = \sqrt{\frac{P_{max} h_{CD}^H h_{CS}^H}{h_{CS}^2}}, j = 0$, $SEE^0 = 0$;

2. repeat
   (i) Call Function $OuterIteration$ with $\Theta^*$ to obtain the optimal solution $(W^*, \varphi^*)$;  
   (ii) Update $\gamma_j = \frac{1}{\zeta_{tr}(W^*) + P_{CBS} + P_{IRS}}$;  
   (iii) Set $j := j + 1$;
3. until $|SEE^j - SEE^{j-1}| \leq \varepsilon$.

IV. A LOW-COMPLEXITY METHOD FOR SUB-PROBLEM 2

Note that the objective optimization function (28a) is in the logarithmic form, which means that the optimization problem (28) is nonlinear. As we know, the time of solving the nonlinear convex optimization problem is longer than that of the linear convex optimization problem. Considering this issue, we herein present an approximate method to convert (28) into a SOCP form. With the help of an auxiliary variable $s$, we reformulate problem (28) as

$$(W^i, \varphi^{i+1}) = \max_{W \in \mathcal{B}, \varphi \geq 1} s - \eta (\zeta_{tr}(W) + P_{CBS} + P_{IRS})$$

- $\log_2 \left( \varphi^i \right) - \frac{\varphi^i - \varphi^i}{\zeta_{tr}(W^*) + P_{CBS} + P_{IRS}} \ln 2$ \hspace{1cm} (29a)
- $\ln \left( 1 + \frac{\Theta H_s W^H H_{Ek}^H}{\zeta_{tr}(W^*) + P_{CBS} + P_{IRS}} \right) \geq s \ln 2$ \hspace{1cm} (29b)

(20a) - (20c).

By employing the identity given in [58], (29b) can be approximated with a series of second order cone constraints,
namely,
\[
\begin{align*}
1 + k_1 & \geq \left\|1 - k_1, 2 + s \ln 2/2^M + 1 \right\|, \\
1 + k_2 & \geq \left\|1 - k_2, 5/3 + s \ln 2/2^M \right\|, \\
1 + k_3 & \geq \left\|1 - k_3, 2k_1 \right\|, \\
k_4 & \geq k_2 + k_3/24 + 19/72, \\
1 + k_m & \geq \left\|1 - k_m, 2k_{m-1} \right\|, m = 5, \ldots, M + 3, \\
1 + k_{M+4} & \geq \left\|1 - k_{M+4}, 2k_{M+3} \right\|, \\
1 + \frac{\text{tr}(\Theta H W^H)}{\sigma^2_k} & \geq k_{M+4},
\end{align*}
\]
(30)

where \(k_m (m = 1, \ldots, M + 4)\) are auxiliary variables. \(M\) represents the approximation accuracy.

By replacing (29b) with (30), we can convert problem (29) into a SOCP form approximately, which can be written as
\[
\begin{align*}
& (W^{n+1}, \varphi^{n+1}) = \max_{w \geq 0, \varphi \geq 1} \quad s - \eta (\zeta tr (W) + P_{BS} + P_{IRS}) \\
& - \log_2 \left( \frac{\varphi - \varphi^{n}}{\varphi^{n}} \right) \ln 2 \\
& \text{s.t.} \quad (20b) - (20c), (30).
\end{align*}
\]
(31a)
\[
(31b)
\]

Different from the nonlinear optimization problem (28), the optimization problem (31) is linear, which is beneficial for reducing the time of solving the optimization problem.

V. SIMULATION RESULTS

In this section, simulation results are provided to validate the effectiveness of our proposed algorithm. We consider the simulation scenario as shown in Fig. 2: the PU, CBS, IRS and SU are located at (0, 0), (50, 0), (100, 0) and (80, 0) in meters, respectively. Also, the \(K\) Eves are positioned uniformly along the line from (80, 0) to (90, 0) in meters. The channel coefficients are generated according to \(h_{mn} = \sqrt{G_0 d_{mn}^{-\gamma}} g_{mn} (m \in \{C, I\}, n \in \{I, S, P, E_k\}, m \neq n)\), where \(G_0 = 30\) dB denotes the path loss (PL) of the reference point [32]. \(g_{mn}\) and \(c_{mn}\) stand for the Rayleigh channel fading and PL exponent between \(m\) and \(n\), respectively. The PL exponents are set as \(c_{CI} = c_{IS} = c_{IP} = c_{IEk} = 2.2, c_{CS} = c_{CP} = c_{CEk} = 3.75\) [30]. The other parameters are set as \(N = 4\), \(L = 60\), \(K = 2\), \(\sigma^2_k = \sigma^2_{E_k} = -100\) dBm [44], \(\zeta = 1\), \(P_{CBS} = 23\) dBm, \(P_{IRS} = 20\) dBm, \(I_{y}^h_0 = 7\) dB [43], \(R_{\text{max}}^{\min} = 0.5\) bit/s/Hz, \(x_{IRS} = 100\) m and \(\varepsilon = 10^{-3}\), unless otherwise stated. From Fig. 3 to Fig. 13, except that Fig. 4 is the result generated by single channel realization, all the other results are averaged over 200 channel realizations.

Fig. 3 shows the feasibility rate versus the maximum transmit power of CBS \(P_{c}^{\text{max}}\) under different minimum acceptable SR thresholds \(P_{\text{sec}}^{\text{min}}\). The feasibility rate is defined as the ratio of the number of feasible channel realizations to the total number of channel realizations, where the feasible channel realization means that there exists a feasible solution to the constrained problem with this channel realization. As we can see, with the increase of \(P_{c}^{\text{max}}\), the feasibility rate of all algorithms increases. In addition, with a given \(P_{c}^{\text{max}}\), the increase of minimum acceptable SR threshold \(P_{\text{sec}}^{\text{min}}\) will reduce the feasibility rate. These interesting phenomena can be explained that small \(P_{c}^{\text{max}}\) or large \(P_{\text{sec}}^{\text{min}}\) may make QoS constraint unsatisfied, thereby reducing the feasibility rate. When \(R_{\text{sec}}^{\min} = 0.5\) bit/s/Hz, our proposed SEE maximization algorithm can achieve a relatively high feasibility rate even with a small \(P_{c}^{\text{max}} = 12\) dBm. When \(R_{\text{sec}}^{\min}\) becomes larger (e.g., 1 bit/s/Hz), the feasibility rate of our proposed SEE maximization algorithm under small \(P_{c}^{\text{max}}\) reduces significantly. In this case, \(P_{c}^{\text{max}}\) has to be greater than 16 dBm to ensure an acceptable feasibility rate. Furthermore, we can find that the feasibility rate of SR maximization algorithm is the highest among all algorithms under the same condition. This is because that the QoS constraint and objective optimization function of the SR maximization algorithm have a consistent optimization trend, meaning that the algorithm has fewer infeasible areas, resulting in a higher feasibility rate. Compared with other benchmarks, our proposed SEE maximization algorithm can achieve a high feasibility rate, which is a bit smaller than that of SR maximization algorithm. However, our proposed algorithm can achieve a good trade-off between SR and power consumption.

Fig. 4 presents the convergence of our proposed algorithm when \(P_{c}^{\text{max}} = 30\) dBm. As we can see, the SEE solved from the approximate SOCP form (31) has a perfect match with the SEE solved from (28), verifying the good precision of the SOCP approach. In addition, SEE increases with the iteration number, and finally reaches a stable value. It is
shown that SEE converges to the optimal SEE within 15 iterations and good SEE performance can be achieved with only 4 iteration rounds, which demonstrates the effectiveness of our proposed algorithm. Moreover, a larger converged SEE value is reached with larger IRS elements, which can be explained that the IRS tends to reflect the signal stronger in the expected direction with more IRS elements. However, since the optimization variables increase with the increase of $L$, more IRS elements will bring a heavier computation burden, which is demonstrated in the form of a slower convergence speed with more phase shifts. Furthermore, we can find that when $I^H_p$ grows from -7dB to 7dB, the SEE increases. This can be explained that PU has the ability to bear larger interference fromCBS for a larger $I^H_p$, meaning that the beamforming design of CBS and IRS has a greater degree of freedom to improve the SEE performance.

Fig. 5. Average convergence time of the proposed algorithm.

Fig. 6. SEE versus CBS’s maximum transmit power $P_{c_{max}}$.

Fig. 7. SR versus CBS’s maximum transmit power $P_{c_{max}}$. As we can see, there is almost no difference between our proposed SEE maximization algorithm and SR maximization scheme in terms of SEE performance when $12\text{dBm} \leq P_{c_{max}} \leq 22\text{dBm}$. This is because that both of the algorithms try to transmit the signal at the maximum transmit power provided by CBS. Nevertheless, when $P_{c_{max}}$ becomes larger further, our proposed SEE maximization algorithm only employs part of $P_{c_{max}}$ for transmission to ensure the maximum SEE to achieve a good trade-off between the SR and power consumption, while the SR maximization scheme continues to adopt all power provided by CBS to ensure the maximum SR, but ignores the reduction of SEE. Furthermore, we can find that the IRS-assisted schemes above are better than that without IRS, which verifies the effectiveness of the IRS introduced in the CRNs. This is because that the LoS path can be superimposed with the reflection signal with the same phase to enhance the signal, and with the opposite phase to weaken the signal in the expected directions. The SEE of the power minimization algorithm stays least. This can be interpreted as follows: the goal of the power minimization algorithm is to make the power consumption minimization. Therefore, in order to save energy, the transmit power only needs to meet the QoS requirements, i.e., to keep the SR at the minimum SR threshold $R_{sec}^{min}$. Under this circumstance, the SEE and SR are both relatively small.

Fig. 7 depicts the SR versus CBS’s maximum transmit power $P_{c_{max}}$. It is demonstrated that our proposed SEE time of convergence is no more than 20 seconds under small maximum transmit power of CBS $P_{c_{max}}$. In addition, as $L$ increases, the time of reaching convergence also increases. The reason is that the increasing $L$ leads to the expansion of selection range for optimization, which results in a longer time to search for the optimal solution. What’s more, the average convergence time of the proposed approximate SOCP is less, which lies in that the time consumed to solve the linear convex optimization problem is shorter than that of the nonlinear convex optimization problem.
maximization algorithm can achieve a comparable SR performance with SR maximization scheme when $P_{c}^{\text{max}} \leq 22\text{dBm}$. As $P_{c}^{\text{max}}$ grows further, the SR maximization scheme still adopts all power to ensure that SR is still at its maximum. However, our proposed algorithm can realize the trade-off between the SR and power consumption at the sacrifice of a little SR performance, which is in line with the idea of green communication in 6G. In addition, it is easy to find that the SR performance of the proposed algorithm is far better than that of the SEE maximization scheme without IRS, confirming the effectiveness of IRS in improving the SE and PLS in the CRNs. These curves show that the SEE maximization algorithm can realize a relatively high SR while ensuring SEE maximized. As for the power minimization method, the SR keeps at a lowest level, which owes to the fact that the purpose of this scheme is to make the power consumption minimization, causing the SR being the minimum SR threshold $R_{\text{sec}}^{\text{min}}$ to save power.

Fig. 8 and Fig. 9 depict the SEE and SR versus SU’s minimum acceptable SR threshold $R_{\text{sec}}^{\text{min}}$.
Since the CBS under the SR maximization scheme consumes almost all power to ensure that SR reaches the maximum value no matter what the value of the minimum SR threshold $R_{\text{min}}$ is, the SR will remain unchanged and the SR achieved by this scheme is the highest among all the schemes. Due to the unchanged SR and the almost all available power consumed by CBS, the SEE of this scheme also keeps constant. Moreover, the SEE of the power minimization scheme first increases, and then begins to decline when $P_{\text{sec}}^{\text{min}}$ is greater than 3.5 bits/s/Hz. To explain this, we depict the SR and total power (TP) versus the minimum acceptable SR threshold for power minimization algorithm in Subfig. 1 of Fig. 10, where the red curve is based on the ordinate scale on the left, and the blue curve is based on the ordinate scale on the right. Based on Subfig. 1, we give the growth rate curves of SR and TP in Subfig. 2, defined as $GR = \frac{\text{SR}_{c}(\text{TP}_c) - \text{SR}_{p}(\text{TP}_p)}{\text{SR}_{p}(\text{TP}_p)} \times 100\%$, where GR, $\text{SR}_{c}(\text{TP}_c)$ and $\text{SR}_{p}(\text{TP}_p)$ represent the growth rate, the current SR (TP) value, and the previous SR (TP) value, respectively. Obviously, when the SR threshold is no more than 3.5 bits/s/Hz, the growth rate of SR is larger than that of TP, that is to say, SEE = $\frac{\text{SR}}{\text{TP}}$ will show an increasing trend. Under this circumstance, the increase of SR will make a greater contribution to the improvement of SEE performance. However, when the SR threshold is larger than 3.5 bits/s/Hz, the growth rate of SR is smaller than that of TP, which means that SEE = $\frac{\text{SR}}{\text{TP}}$ will show a downward trend. In this case, even if the SR is large, the contribution to the SEE performance is far less than the impact of the large TP, resulting in a decrease in SEE performance. The analysis above also shows that there is a trade-off between the SR and power consumption. Additionally, since the power minimization method aims to minimize the transmit power, the SR of the method is definitely the SR threshold, without wasting any power to increase the SR, which is coincide with the observation in Fig. 9 that the SR of the power minimization method increases with the minimum SR threshold linearly.

Fig. 11 and Fig. 12 depict the SEE and SR versus the number of reflecting elements $L$ with $P_{c}^{\text{max}} = 30$dBm. Obviously, the SEE of our proposed SEE maximization algorithm significantly improves as $L$ increases. This can be explained that a greater number of reflecting elements can enhance the desired signals for SU more flexibly, which further achieves a better SEE performance. Moreover, the SEE increasing gain of our proposed algorithm is higher than those obtained by other benchmarks, indicating that our proposed algorithm can effectively exploit IRS to assist the secure transmission. In addition, we can find that although our proposed algorithm can guarantee the secure transmission requirement of the system, the SR of our proposed algorithm is lower than that of SR maximization algorithm. Since the maximum transmit power of CBS $P_{c}^{\text{max}}$ is large, our proposed SEE maximization algorithm will sacrifice some SR performance in exchange for SEE performance, thereby ensuring a trade-off between SR and power consumption.

Fig. 13 demonstrates the SEE versus the number of Eve with $P_{c}^{\text{max}} = 30$dBm. With the increase of the number of wiretap links, the SEE obtained by the proposed algorithm is
higher than other benchmarks, which shows that the proposed algorithm can effectively achieve a good trade-off between the secure transmission and power consumption. Moreover, as the number of Eve increases, the SEE of the proposed algorithm shows a downward trend. The result is reasonable since with the restriction of secrecy rate constraint, the increase of Eve shows a downward trend. The result is reasonable since with the restriction of secrecy rate constraint, the increase of Eve number will reduce the degree of freedom of CBS and IRS beamforming vectors, resulting in a decrease of SR, which further reduces the SEE performance.

Fig. 14 depicts the SEE versus the location of IRS with $P_{\text{max}} = 30$dBm, where the blue curves are based on the ordinate scale on the left, and the red curves are based on the ordinate scale on the right. It is shown that there are two optimal locations in this figure, i.e., $x_{\text{IRS}} = 50$m and $x_{\text{IRS}} = 100$m, which are the optimal locations in both the proposed algorithm and the benchmarks. Furthermore, the IRS should not be deployed in the middle location between the CBS and SU. Actually, the worst case occurs when the IRS is far away from SU and close to the PU. These results indicate that, in order to obtain a higher SEE, the IRS should be deployed in the vicinity of the CBS or SU.

VI. CONCLUSION

This paper has studied an IRS-assisted CRN to improve SU’s SEE. To this end, we investigated a SEE maximization problem by jointly optimizing the transmit beamforming at the CBS and reflect beamforming at the IRS under the premise that certain SR of SU and power of cognitive transmission are guaranteed, and the leakage interference to PU restricted under a predefined threshold. To deal with the complicated non-convex form, we proposed an iterative alternating optimization algorithm by decoupling the original problem into two sub-problems. Besides, for the purpose of decreasing the computational complexity, we provided a SOCP approximation approach. The simulation results showed that IRS can help significantly improve the SE and enhance the PLS in the CRNs and demonstrated that the proposed algorithm can achieve the highest SEE among all the benchmark methods, indicating that our algorithm can achieve a good trade-off between the SR and energy consumption in the IRS-assisted CRNs. In addition, it is interesting to find that there exists a critical value for the minimum acceptable SR threshold of our proposed algorithm, which further indicates that both the SEE and SR can be maximized under the condition that the minimum acceptable SR constraint is satisfied. Our proposed algorithm can be extended to the case with multiple SUs and PUs when the CBS transmits the same signal to the SUs. However, when the CBS transmits different signals to corresponding SU, there will exist inter-user interference, which will be the content of our follow-up research.

APPENDIX A

PROOF OF PROPOSITION 1

Rewrite the problem (11) as

$$\min_{\Theta} \frac{1 + \sum_{k=1}^{K} tr(\Theta H_k W_k^H)}{1 + \sum_{k=1}^{K} \frac{tr(\Theta H_k W_k^H)}{\sigma_k^2}}$$

$$\text{s.t.} \quad tr(\Theta H_k W_k^H) \leq I_p^{th}, \quad \Theta \succ 0, \quad \text{rank}(\Theta) = 1, \quad \text{and} \quad [\Theta]_{l,l} = 1, \forall l \in \mathbb{L}.$$  

With the help of the auxiliary variable $A = a\Theta$, $a > 0$, (32) can be further reformulated as

$$\min_{A \succeq 0, a \geq 0} a + \sum_{k=1}^{K} \frac{tr(A H_k W_k^H)}{\sigma_k^2}$$

$$\text{s.t.} \quad tr(A H_p W_p^H) \leq a I_p^{th}, \quad \text{rank}(A) = 1, \quad \text{and} \quad [A]_{l,l} = a, \forall l \in \mathbb{L},$$

which can be equivalently written as

$$\min_{A \succeq 0, a \geq 0} a + \sum_{k=1}^{K} \frac{tr(A H_k W_k^H)}{\sigma_k^2}$$

$$\text{s.t.} \quad tr(A H_p W_p^H) \leq a I_p^{th}, \quad \text{rank}(A) = 1, \quad \text{and} \quad [A]_{l,l} = a, \forall l \in \mathbb{L}.$$  

Rewriting (34b) as $a + \frac{tr(A H_p W_p^H)}{\sigma_k^2} \geq 1$ does not change the optimal solution of (34), which can be explained as follows: assume that $(A^*, a^*)$ is the optimal solution satisfying $a^* + \frac{tr(A^* H_p W_p^H)}{\sigma_k^2} > 1$. Then, there definitely exists a certain value $0 < \beta < 1$, enabling us to choose a feasible point $(\tilde{A}, \tilde{a}) = (\beta A^*, \beta a^*)$ to make $\frac{tr(\tilde{A} H_p W_p^H)}{\sigma_k^2} + \tilde{a} = 1$. Obviously, $(\tilde{A}, \tilde{a})$ meets the constraints (34c)-(34d) and $(\tilde{A}, \tilde{a})$ can be proved to provide a smaller optimization value (34a) than that provided from $(A^*, a^*)$, which is in contradiction with the assumption that $(A^*, a^*)$ is the optimal solution. Therefore,
we can rewrite the constraint (34b) as 
\[ a + \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} \geq 1, \]
which is a convex constraint. Based on the analysis above, (34) can be further expressed as

\[
\begin{align*}
\min_{A \geq 0, a \geq 0} & \quad a + \sum_{k=1}^{K} \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} \\
\text{s.t.} & \quad a + \sum_{k=1}^{K} \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} \geq 1, \\
& \quad [A]_{i,l} = a, \forall l \in \mathbb{L}. \tag{35d}
\end{align*}
\]

To simplify the objective function, we introduce the auxiliary variable \( t \). Then, (35) can be further written as

\[
\begin{align*}
\min_{A \geq 0, a \geq 0} & \quad t \\
\text{s.t.} & \quad a + \sum_{k=1}^{K} \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} \geq 1, \\
& \quad a + \sum_{k=1}^{K} \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} = t, \\
& \quad [A]_{i,l} = a, \forall l \in \mathbb{L}. \tag{36a}
\end{align*}
\]

Noting that the objective function is to minimize \( t \), we can rewrite the non-convex constraint (36c) as a convex constraint

\[
a + \sum_{k=1}^{K} \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} \leq t, \tag{36b}
\]

when the optimal solution of (36) are obtained. Therefore, we can formulate the problem (36) as

\[
\begin{align*}
\min_{A \geq 0, a \geq 0} & \quad t \\
\text{s.t.} & \quad a + \sum_{k=1}^{K} \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} \geq 1, \\
& \quad a + \sum_{k=1}^{K} \frac{\text{tr}(A_{Ek}WH_{Ek}^H)}{\sigma_{Ek}^2} \leq t, \\
& \quad [A]_{i,l} = a, \forall l \in \mathbb{L}. \tag{36c}
\end{align*}
\]

**APPENDIX B**

**Proof of Proposition 2**

In order to prove the equivalence of problems (12) and (13), we just need to prove the correctness of \( \text{rank}(A) = 1 \iff \text{tr}(A) - \lambda_{\text{max}}(A) \leq 0 \).

Firstly, we will prove \( \text{rank}(A) = 1 \Rightarrow \text{tr}(A) - \lambda_{\text{max}}(A) \leq 0 \). Since \( \text{rank}(A) = 1 \), the rank of the column vector group of \( A \) is 1. Assume that the first column of \( A \) is \( \mathbf{x} = (x_1, x_2, \cdots, x_L)^T \neq 0 (x_1 \neq 0) \), and the other columns can be represented by \( \mathbf{x} \) linearly, so \( A \) can be represented as 
\[ A = (y_1x, y_2x, \cdots, y_Lx) = xy^T, \] where \( y_1 = 1, \)

\[ y = (y_1, y_2, \cdots, y_L)^T. \] Then, the characteristic polynomials of the matrix \( A \) can be expressed as

\[
\begin{align*}
|\lambda \mathbf{I}_L - A| &= \begin{vmatrix}
\lambda - x_1y_1 & -x_2y_1 & \cdots & -x_Ly_1 \\
-x_1y_2 & \lambda - x_2y_2 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
-x_1y_L & -x_2y_L & \cdots & \lambda - x_Ly_L \\
\end{vmatrix} \\
&= \begin{vmatrix}
\lambda - x_1y_1 & -x_1y_2 & \cdots & -x_1y_L \\
-x_2y_1 & \lambda - x_2y_2 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
-x_Ly_1 & -x_Ly_2 & \cdots & \lambda \\
\end{vmatrix} \\
&= \lambda L - 1 \left( \lambda - \sum_{i=1}^{L} x_iy_i \right), \tag{38}
\end{align*}
\]

where \( r_i \) and \( c_i \) represent the \( i \)-th row and column of the matrix \( \lambda \mathbf{I}_L - A \), respectively. By letting \( |\lambda I - A| = 0 \) be zero, we can obtain the eigenvalues of \( A \) as \( \lambda_1 = \lambda_2 = \cdots = \lambda_{L-1} = 0 \), \( \lambda_L = \sum_{i=1}^{L} x_iy_i \). Thus, we have

\[
\text{tr}(A) - \lambda_{\text{max}}(A) = \sum_{i=1}^{L} \lambda_i = \lambda_1 = \lambda_2 = \cdots = \lambda_{L-1} = 0 \tag{39}
\]

Next, we will prove \( \text{tr}(A) - \lambda_{\text{max}}(A) \leq 0 \Rightarrow rank(A) = 1 \). Due to the fact that \( \text{tr}(A) - \lambda_{\text{max}}(A) \geq 0 \) always holds for any matrix \( A \geq 0 \), \( \text{tr}(A) - \lambda_{\text{max}}(A) \leq 0 \) can be written as \( \text{tr}(A) - \lambda_{\text{max}}(A) = 0 \) equivalently. Denote the eigenvalues of \( A \geq 0 \) as \( \lambda_1, \lambda_2, \cdots, \lambda_L (0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_L) \), and we have

\[
\begin{align*}
\text{tr}(A) - \lambda_{\text{max}}(A) &= \sum_{i=1}^{L} \lambda_i - \lambda_{\text{max}}(A) = 0 \\
\Rightarrow \sum_{i=1}^{L} \lambda_i &= \lambda_{\text{max}}(A) \Rightarrow \lambda_L + \sum_{i=1}^{L-1} \lambda_i = \lambda_L \tag{40}
\end{align*}
\]

Since \( \lambda_L \geq 0 \), we can further obtain \( \lambda_1 = \lambda_2 = \cdots = \lambda_{L-1} = 0 \). If \( \lambda_L = 0 \), the positive semi-definite matrix \( A \) will be a zero matrix, which cannot be an optimal solution. Thus, \( \lambda_L \) must be positive, meaning that the positive semi-definite matrix \( A \) has one and only one non-zero eigenvalue, i.e. \( rank(A) = 1 \).

**APPENDIX C**

**Proof of Proposition 3**

Let \( \lambda_i \geq 0 (i = 1, 2, 3, 4) \) and \( X \) be the dual variables of the constraints (20b)-(20e) and \( W \) respectively, then the La-
the rank-

\[\text{Lag} = -\log_2 \left(1 + \frac{\text{tr} (\Theta H_S W H_S^H)}{\sigma_S^2}\right) + \log_2 \varphi \]

+ \eta \left(\text{tr} (W) + P_{CBS} + P_{IRS}\right) 

+ \lambda_1 \left(\sum_{k=1}^{K} \frac{\text{tr} (\Theta H_E W H_E^H)}{\sigma_E^2} - \varphi + 1\right)

+ \lambda_2 \left(2R_{\text{sec}}^\min \varphi - \frac{\text{tr} (\Theta H_S W H_S^H)}{\sigma_S^2} - 1\right)

+ \lambda_3 \left(\text{tr} (\Theta H_p W H_p^H) - I_p\right)

+ \lambda_4 \left(\text{tr} (W) - P_{c}^{\max} - \text{tr} (XW)\right).

According to KKT conditions, we have

\[X^* = -\left(\frac{1}{\sigma_S^2 + \text{tr} (\Theta H_S W H_S^H)} + \lambda_i^* \frac{\sigma_S^2}{\sigma_E^2}\right) H_S^H \Theta H_S \]

\[+ \lambda_1^* \sum_{k=1}^{K} \frac{H_E^k \Theta H_E^k}{\sigma_E^2} + \lambda_3^* H_p^H \Theta H_p + (\eta \zeta + \lambda_4^*) I_N,\]

\[W^* = 0,\]

\[W^* \geq 0, \quad \lambda_i^* \geq 0 (i = 1, 2, 3, 4),\]

where \(W^*, X^*, \) and \(\lambda_i^*\) are the optimal solutions of \(W, X,\) and \(\lambda_i,\) respectively.

By substituting (42) into (43), we can obtain

\[\left(\lambda_1^* \sum_{k=1}^{K} \frac{H_E^k \Theta H_E^k}{\sigma_E^2} + \lambda_3^* H_p^H \Theta H_p + (\eta \zeta + \lambda_4^*) I_N\right) W^* \]

\[= \left(\frac{1}{\sigma_S^2 + \text{tr} (\Theta H_S W H_S^H)} + \lambda_2^* \frac{\sigma_S^2}{\sigma_S^2}\right) H_S^H \Theta H_S W^*.\]

Since \(\lambda_1^*, \lambda_3^*, \lambda_4^* \geq 0,\) and

\[\lambda_1^* \sum_{k=1}^{K} \frac{H_E^k \Theta H_E^k}{\sigma_E^2} + \lambda_3^* H_p^H \Theta H_p + (\eta \zeta + \lambda_4^*) I_N \]

is a full rank matrix, we can attain

\[\text{rank} (W^*) = \text{rank} \left(\left(\lambda_1^* \sum_{k=1}^{K} \frac{H_E^k \Theta H_E^k}{\sigma_E^2} + \lambda_3^* H_p^H \Theta H_p + (\eta \zeta + \lambda_4^*) I_N\right) W^*\right) \]

\[= \text{rank} \left(\left(\frac{1}{\sigma_S^2 + \text{tr} (\Theta H_S W H_S^H)} + \lambda_2^* \frac{\sigma_S^2}{\sigma_S^2}\right) H_S^H \Theta H_S W^*\right) \]

\[\leq \text{rank} (\Theta) = 1.\]

Since \(\eta > 0, W^* = 0\) is unlikely to be the optimal solution. Therefore, we can obtain \(\text{rank} (W^*) = 1.\)
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