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Abstract

We propose the first probabilistic approach to modeling cross-lingual semantic similarity (CLSS) in context which requires only comparable data. The approach relies on an idea of projecting words and sets of words into a shared latent semantic space spanned by language-pair independent latent semantic concepts (e.g., cross-lingual topics obtained by a multilingual topic model). These latent cross-lingual concepts are induced from a comparable corpus without any additional lexical resources. Word meaning is represented as a probability distribution over the latent concepts, and a change in meaning is represented as a change in the distribution over these latent concepts. We present new models that modulate the isolated out-of-context word representations with contextual knowledge. Results on the task of suggesting word translations in context for 3 language pairs reveal the utility of the proposed contextualized models of cross-lingual semantic similarity.

1 Introduction

Cross-lingual semantic similarity (CLSS) is a metric that measures to which extent words (or more generally, text units) describe similar semantic concepts and convey similar meanings across languages. Models of cross-lingual similarity are typically used to automatically induce bilingual lexicons and have found numerous applications in information retrieval (IR), statistical machine translation (SMT) and other natural language processing (NLP) tasks. Within the IR framework, the output of the CLSS models is a key resource in the models of dictionary-based cross-lingual information retrieval (Ballesteros and Croft, 1997; Lavrenko et al., 2002; Levow et al., 2005; Wang and Oard, 2006) or may be utilized in query expansion in cross-lingual IR models (Adriani and van Rijsbergen, 1999; Vulić et al., 2013). These CLSS models may also be utilized as an additional source of knowledge in SMT systems (Och and Ney, 2003; Wu et al., 2008). Additionally, the models are a crucial component in the cross-lingual tasks involving a sort of cross-lingual knowledge transfer, where the knowledge about utterances in one language may be transferred to another. The utility of the transfer or annotation projection by means of bilingual lexicons obtained from the CLSS models has already been proven in various tasks such as semantic role labeling (Padó and Lapata, 2009; van der Plas et al., 2011), parsing (Zhao et al., 2009; Durrett et al., 2012; Täckström et al., 2013), POS tagging (Yarowsky and Ngai, 2001; Das and Petrov, 2011; Täckström et al., 2013a; Ganchev and Das, 2013), verb classification (Merlo et al., 2002), inducing selectional preferences (Peirsman and Padó, 2010), named entity recognition (Kim et al., 2012), named entity segmentation (Ganchev and Das, 2013), etc.

The models of cross-lingual semantic similarity from parallel corpora rely on word alignment models (Brown et al., 1993; Och and Ney, 2003), but due to a relative scarceness of parallel texts for many language pairs and domains, the models of cross-lingual similarity from comparable corpora have gained much attention recently.

All these models from parallel and comparable corpora provide ranked lists of semantically similar words in the target language in isolation or invariably, that is, they do not explicitly iden-
tify and encode different senses of words. In practice, it means that, given the sentence “The coach of his team was not satisfied with the game yesterday,” these context-insensitive models of similarity are not able to detect that the Spanish word entrenador is more similar to the polysemous word coach in the context of this sentence than the Spanish word autocar, although autocar is listed as the most semantically similar word to coach globally/invariably without any observed context. In another example, while Spanish words partido, encuentro, cerilla or correspondencia are all highly similar to the ambiguous English word match when observed in isolation, given the Spanish sentence “She was unable to find a match in her pocket to light up a cigarette.”, it is clear that the strength of semantic similarity should change in context as only cerilla exhibits a strong semantic similarity to match within this particular sentential context.

Following this intuition, in this paper we investigate models of cross-lingual semantic similarity in context. The context-sensitive models of similarity target to re-rank the lists of semantically similar words based on the co-occurring contexts of words. Unlike prior work (e.g., (Ng et al., 2003; Prior et al., 2011; Apidianaki, 2011)), we explore these models in a particularly difficult and minimal setting that builds only on co-occurrence counts and latent cross-lingual semantic concepts induced directly from comparable corpora, and which does not rely on any other resource (e.g., machine-readable dictionaries, parallel corpora, explicit ontology and category knowledge). In that respect, the work reported in this paper extends the current research on purely statistical data-driven distributional models of cross-lingual semantic similarity that are built upon the idea of latent cross-lingual concepts (Haghighi et al., 2008; Daumé III and Jagarlamudi, 2011; Vulić et al., 2011; Vulić and Moens, 2013) induced from non-parallel data. While all the previous models in this framework are context-insensitive models of semantic similarity, we demonstrate how to build context-aware models of semantic similarity within the same probabilistic framework which relies on the same shared set of latent concepts.

The main contributions of this paper are:

- We present a new probabilistic approach to modeling cross-lingual semantic similarity in context based on latent cross-lingual semantic concepts induced from non-parallel data.
- We show how to use the models of cross-lingual semantic similarity in the task of suggesting word translations in context.
- We provide results for three language pairs which demonstrate that contextualized models of similarity significantly outscore context-insensitive models.

## 2 Towards Cross-Lingual Semantic Similarity in Context

### Latent Cross-Lingual Concepts

Latent cross-lingual concepts/senses may be interpreted as language-independent semantic concepts present in a multilingual corpus (e.g., document-aligned Wikipedia articles in English, Spanish and Dutch) that have their language-specific representations in different languages. For instance, having a multilingual collection in English, Spanish and Dutch, and then discovering a latent semantic concept on Soccer, that concept would be represented by words (actually probabilities over words $P(w|z_k)$), where $w$ denotes a word, and $z_k$ denotes $k$-th latent concept): \{player, goal, coach, \ldots\} in English, balón (ball), futbolista (soccer player), equipo (team), \ldots\} in Spanish, and \{wedstrijd (match), elftal (soccer team), doelpunt (goal), \ldots\} in Dutch. Given a multilingual corpus $\mathcal{C}$, the goal is to learn and extract a set $\mathcal{Z}$ of $K$ latent cross-lingual concepts $\{z_1, \ldots, z_K\}$ that optimally describe the observed data, that is, the multilingual corpus $\mathcal{C}$. Extracting cross-lingual concepts actually implies learning per-document concept distributions for each document in the corpus, and discovering language-specific representations of these concepts given by per-concept word distributions in each language.

$Z = \{z_1, \ldots, z_K\}$ represents the set of $K$ latent cross-lingual concepts present in the multilingual corpus. These $K$ semantic concepts actually span a latent cross-lingual semantic space. Each word $w$, irrespective of its actual language, may be represented in that latent semantic space as a $K$-dimensional vector, where each vector component is a conditional concept score $P(z_k|w)$.

A number of models may be employed to induce the latent concepts. For instance, one could use cross-lingual Latent Semantic Indexing (Dumais et al., 1996), probabilistic Principal Component Analysis (Tipping and Bishop, 1999), or a probabilistic interpretation of non-negative matrix
factorization (Lee and Seung, 1999; Gaussier and Goutte, 2005; Ding et al., 2008) on concatenated documents in aligned document pairs. Other more recent models include matching canonical correlation analysis (Haghighi et al., 2008; Daumé III and Jagarlamudi, 2011) and multilingual probabilistic topic models (Ni et al., 2009; De Smet and Moens, 2009; Mimno et al., 2009; Boyd-Graber and Blei, 2009; Zhang et al., 2010; Fukumasu et al., 2012).

Due to its inherent language pair independent nature and state-of-the-art performance in the tasks such as bilingual lexicon extraction (Vulić et al., 2011) and cross-lingual information retrieval (Vulić et al., 2013), the description in this paper relies on the multilingual probabilistic topic modeling (MuPTM) framework. We draw a direct parallel between latent cross-lingual concepts and latent cross-lingual topics, and we present the framework from the MuPTM perspective, but the proposed framework is generic and allows the usage of all other models that are able to compute probability scores \( P(z_k|w) \). These scores in MuPTM are induced from their output language-specific \textit{per-topic word distributions}. The multilingual probabilistic topic models output probability scores \( P(w^S_i|z_k) \) and \( P(w^T_j|z_k) \) for each \( w^S_i \in V^S \) and \( w^T_j \in V^T \) and each \( z_k \in \mathcal{Z} \), and it holds \( \sum_{w^S_i \in V^S} P(w^S_i|z_k) = 1 \) and \( \sum_{w^T_j \in V^T} P(w^T_j|z_k) = 1 \). The scores are then used to compute scores \( P(z_k|w^S_1) \) and \( P(z_k|w^T_1) \) in order to represent words from the two different languages in the same latent semantic space in a uniform way.

\textbf{Context-Insensitive Models of Similarity.} Without observing any context, the standard models of semantic word similarity that rely on the semantic space spanned by latent cross-lingual concepts in both monolingual (Dinu and Lapata, 2010a; Dinu and Lapata, 2010b) and multilingual settings (Vulić et al., 2011) typically proceed in the following manner. Latent language-independent concepts (e.g., cross-lingual topics or latent word senses) are estimated on a large corpus. The \( K \)-dimensional vector representation of the word \( w^S_1 \in V^S \) is:

\[
\text{vec}(w^S_1) = [P(z_1|w^S_1), \ldots, P(z_K|w^S_1)]
\]

Similarly, we are able to represent any target language word \( w^T_1 \) in the same latent semantic space by a \( K \)-dimensional vector with scores \( P(z_k|w^T_1) \). Each word regardless of its language is represented as a distribution over \( K \) latent concepts. The similarity between \( w^S_1 \) and some word \( w^T_2 \in V^T \) is then computed as the similarity between their \( K \)-dimensional vector representations using some of the standard similarity measures (e.g., the Kullback-Leibler or the Jensen-Shannon divergence, the cosine measure). These methods use only global co-occurrence statistics from the training set and do not take into account any contextual information. They provide only \textit{out-of-context word representations} and are therefore able to deliver only context-insensitive models of similarity.

\textbf{Defining Context.} Given an occurrence of a word \( w^S_1 \), we build its context set \( \text{Con}(w^S_1) = \{cw^S_1, \ldots, cw^S_r\} \) that comprises \( r \) words from \( V^S \) that co-occur with \( w^S_1 \) in a defined \textit{contextual scope} or granularity. In this work we do not investigate the influence of the context scope (e.g., document-based, paragraph-based, window-based contexts). Following the recent work from Huang et al. (2012) in the monolingual setting, we limit the contextual scope to the \textit{sentential context}. However, we emphasize that the proposed models are designed to be fully functional regardless of the actual chosen context granularity. e.g., when operating in the sentential context, \( \text{Con}(w^S_1) \) consists of words occurring in the same sentence with the particular instance of \( w^S_1 \). Following Mitchell and Lapata (2008), for the sake of simplicity, we impose the \textit{bag-of-words} assumption, and do not take into account the order of words in the context set as well as context words’ dependency relations to \( w^S_1 \). Investigating different context types (e.g., dependency-based) is a subject of future work.

By using all words occurring with \( w^S_1 \) in a context set (e.g., a sentence) to build the set \( \text{Con}(w^S_1) \), we do not make any distinction between “informative” and “uninformative” context words. However, some context words bear more contextual information about the observed word \( w^S_1 \) and are stronger indicators of the correct word meaning in that particular context. For instance, in the sentence “The coach of his team was not satisfied with the game yesterday”, words game and team are strong clues that coach should be translated as entrenador while the context word yesterday does not bring any extra contextual information that could resolve the ambiguity.

Therefore, in the final context set \( \text{Con}(w^S_1) \) it is useful to retain only the context words that re-
ally bring extra semantic information. We achieve
that by exploiting the same latent semantic space
to provide the similarity score between the ob-
erved word \( w_1^S \) and each word \( cw_i^S, i = 1, \ldots, r \)
from its context set \( \text{Con}(w_1^S) \). Each word \( cw_i^S \)
may be represented by its vector \( \text{vec}(cw_i^S) \) (see eq.
(1)) in the same latent semantic space, and there
we can compute the similarity between its vec-
or \( \text{vec}(w_1^S) \). We can then sort the similarity
scores for each \( cw_i^S \) and retain only the top scoring
\( M \) context words in the final set \( \text{Con}(w_1^S) \). The
procedure of context sorting and pruning should
improve the semantic cohesion between \( w_1^S \) and
its context since only informative context features
are now present in \( \text{Con}(w_1^S) \), and we reduce the
noise coming from uninformative contextual fea-
tures that are not semantically related to \( w_1^S \). Other
options for the context sorting and pruning are
possible, but the main goal in this paper is to il-
strate the core utility of the procedure.

3 Cross-Lingual Semantic Similarity in
Context via Latent Concepts

Representing Context. The probabilistic frame-
work that is supported by latent cross-lingual con-
cepts allows for having the \( K \)-dimensional vector
representations in the same latent semantic space
spanned by cross-lingual topics for: (1) Single
words regardless of their actual language, and (2)
Sets that comprise multiple words. Therefore, we
are able to project the observed source word, all
target words, and the context set of the observed
source word to the same latent semantic space
spanned by latent cross-lingual concepts.

Eq. (1) shows how to represent single words in
the latent semantic space. Now, we present a way
to address compositionality, that is, we show how
to build the same representations in the same latent
semantic space beyond the word level. We need to
compute a conditional concept distribution for the
context set \( \text{Con}(w_1^S) \), that is, we have to compute the
probability scores \( P(z_k|\text{Con}(w_1^S)) \) for each
\( z_k \in Z \). Remember that the context \( \text{Con}(w_1^S) \)
is actually a set of \( r \) (or \( M \) after pruning) words
\( \text{Con}(w_1^S) = \{ cw_1^S, \ldots, cw_r^S \} \). Under the single-
topic assumption (Griffiths et al., 2007) and fol-
lowing Bayes’ rule, it holds:

\[
P(z_k|\text{Con}(w_1^S)) = \frac{P(\text{Con}(w_1^S)|z_k)P(z_k)}{P(\text{Con}(w_1^S))} = \frac{P(cw_1^S, \ldots, cw_r^S|z_k)P(z_k)}{\sum_{z_i=1}^{Z} P(cw_1^S, \ldots, cw_r^S|z_i)P(z_i)} \tag{2}
\]

Note that here we use a simplification where we
assume that all \( cw_j^S \in \text{Con}(w_1^S) \) are condition-
ally independent given \( z_k \). The assumption of the
conditional independence of unigrams is a stan-
dard heuristic applied in bag-of-words model in
NLP and IR (e.g., one may observe a direct ana-
gly to probabilistic language models for IR where
the assumption of independence of query words
is imposed (Ponte and Croft, 1998; Hiemstra,
1998; Lavrenko and Croft, 2001)), but we have
to forewarn the reader that in general the equation
\( P(cw_1^S, \ldots, cw_r^S|z_k) = \prod_{j=1}^{r} P(cw_j^S|z_k) \) is
not exact. However, by adopting the conditional
independence assumption, in case of the uniform
topic prior \( P(z_k) \) (i.e., we assume that we do not
possess any prior knowledge about the importance
of latent cross-lingual concepts in a multilingual
corpus), eq. (3) may be further simplified:

\[
P(z_k|\text{Con}(w_1^S)) \approx \frac{\prod_{j=1}^{r} P(cw_j^S|z_k)}{\sum_{i=1}^{Z} \prod_{j=1}^{r} P(cw_j^S|z_i)P(z_i)} \tag{4}
\]

The representation of the context set in the latent
semantic space is then:

\[
\text{vec}(\text{Con}(w_1^S)) = [P(z_1|\text{Con}(w_1^S)), \ldots, P(z_K|\text{Con}(w_1^S))] 
\]

We can then compute the similarity between
words and sets of words given in the same latent
semantic space in a uniform way, irrespective of
their actual language. We use all these properties
when building our context-sensitive CLSS mod-
elts.

One remark: As a by-product of our modeling
approach, by this procedure for computing repre-
sentations for sets of words, we have in fact paved
the way towards compositional cross-lingual mod-
els of similarity which rely on latent cross-lingual
concepts. Similar to compositional models in
monolingual settings (Mitchell and Lapata, 2010;
Rudolph and Giesbrecht, 2010; Baroni and Zamp-
parelli, 2010; Socher et al., 2011; Grefenstette
and Sadrzadeh, 2011; Blacoe and Lapata, 2012;
Clarke, 2012; Socher et al., 2012) and multilingual
settings (Hermann and Blunsom, 2014; Kočiský
et al., 2014), the representation of a set of words
(e.g., a phrase or a sentence) is exactly the same
as the representation of a single word; it is simply
a K-dimensional real-valued vector. Our work on
inducing structured representations of words and
text units beyond words is similar to (Klementiev et al., 2012; Hermann and Blunsom, 2014; Kočiský et al., 2014), but unlike them, we do not need high-quality sentence-aligned parallel data to induce bilingual text representations. Moreover, this work on compositionality in multilingual settings is only preliminary (e.g., we treat phrases and sentences as bags-of-words), and in future work we will aim to include syntactic information in the composition models as already done in monolingual settings (Socher et al., 2012; Hermann and Blunsom, 2013).

**Intuition behind the Approach.** Going back to our novel CLSS models in context, these models rely on the representations of words and their contexts in the same latent semantic space spanned by latent cross-lingual concepts/topics. The models differ in the way the contextual knowledge is fused with the out-of-context word representations.

The key idea behind these models is to represent a word \( w_1^S \) in the latent semantic space as a distribution over the latent cross-lingual concepts, but now with an additional modulation of the representation after taking its local context into account. The modulated word representation in the semantic space spanned by \( K \) latent cross-lingual concepts is then:

\[
\text{vec}(w_1^S, \text{Con}(w_1^S)) = [P'(z_1|w_1^S), \ldots, P'(z_K|w_1^S)] \tag{5}
\]

where

\[
P'(z_k|w_1^S) \text{ denotes the recalculated (or modulated) probability score for the conditional concept/topic distribution of } w_1^S \text{ after observing its context } \text{Con}(w_1^S). \]

For an illustration of the key idea, see fig. 1. The intuition is that the context helps to disambiguate the true meaning of the occurrence of the word \( w_1^S \). In other words, after observing the context of the word \( w_1^S \), fewer latent cross-lingual concepts will share most of the probability mass in the modulated context-aware word representation.

**Model I: Direct-Fusion.** The first approach makes the conditional distribution over latent semantic concepts directly dependent on both word \( w_1^S \) and its context \( \text{Con}(w_1^S) \). The probability score \( P'(z_k|w_1^S) \) from eq. (5) for each \( z_k \in \mathbb{Z} \) is then given as

\[
P'(z_k|w_1^S) = P(z_k|w_1^S, \text{Con}(w_1^S)).
\]

We have to estimate the probability \( P(z_k|w_1^S, \text{Con}(w_1^S)) \), that is, the probability that word \( w_1^S \) is assigned to the latent concept/topic \( z_k \) given its context \( \text{Con}(w_1^S) \):

\[
P(z_k|w_1^S, \text{Con}(w_1^S)) = \frac{P(z_k, w_1^S|\text{Con}(w_1^S))}{\sum_{z_i=1}^{K} P(z_i, w_1^S|\text{Con}(w_1^S))} \tag{6}
\]

Since \( P(z_k, w_1^S) = P(w_1^S|z_k)P(z_k) \), if we closely follow the derivation from eq. (3) which shows how to project context into the latent semantic space (and again assume the uniform topic prior \( P(z_k) \)), we finally obtain the following formula:

\[
P'(z_k|w_1^S) \approx \frac{P(w_1^S|z_k)\prod_{l=1}^{L} P(\text{vec}(w_l^S)|z_k)}{\sum_{l=1}^{K} P(w_l^S|z_l)\prod_{l=1}^{L} P(\text{vec}(w_l^S)|z_l)} \tag{7}
\]

The ranking of all words \( w_2^T \in V^T \) according to their similarity to \( w_1^S \) may be computed by detecting the similarity score between their representation in the \( K \)-dimensional latent semantic space and the modulated source word representation as given by eq. (5) and eq. (7) using any of the existing similarity functions (Lee, 1999; Cha, 2007).

The similarity score \( \text{Sim}(w_1^S, w_2^T, \text{Con}(w_1^S)) \) between some \( w_2^T \in V^T \) represented by its vector \( \text{vec}(w_2^T) \) and the observed word \( w_1^S \) given its context \( \text{Con}(w_1^S) \) is computed as:

\[
\text{sim}(w_1^S, w_2^T, \text{Con}(w_1^S)) = SF(\text{vec}(w_1^S, \text{Con}(w_1^S)), \text{vec}(w_2^T)) \tag{8}
\]

where \( SF \) denotes a similarity function. Words are then ranked according to their respective similarity scores and the best scoring candidate may be selected as the best translation of an occurrence of the word \( w_1^S \) given its local context. Since the contextual knowledge is integrated directly into the estimation of probability \( P(z_k|w_1^S, \text{Con}(w_1^S)) \), we name this context-aware CLSS model the Direct-Fusion model.

**Model II: Smoothed-Fusion.** The next model follows the modeling paradigm established within the framework of language modeling (LM), where the idea is to “back off” to a lower order N-gram in case we do not possess any evidence about a higher-order N-gram (Jurafsky and Martin, 2000). The idea now is to smooth the representation of a word in the latent semantic space induced only by the words in its local context with the out-of-context type-based representation of that word induced directly from a large training corpus. In other words, the modulated probability score \( P'(z_k|w_1^S) \) from eq. (5) is calculated as:

\[
P'(z_k|w_1^S) = \lambda_1 P(z_k|\text{Con}(w_1^S)) + (1 - \lambda_1) P(z_k|w_2^T) \tag{9}
\]

where \( \lambda_1 \) is the interpolation parameter, \( P(z_k|\text{Con}(w_1^S)) \) is the out-of-context conditional concept probability score as in eq. (1), and \( P(z_k|\text{Con}(w_1^S)) \) is given by eq. (3). This model compromises between the pure contextual word representation and
The coach of his team was not satisfied with the game yesterday.

The coach of his team was not satisfied with the game yesterday.

The coach of his team was not satisfied with the game yesterday.

Figure 1: An illustrative toy example of the main intuitions in our probabilistic framework for building context-sensitive models with only three latent cross-lingual concepts (axes $z_1$, $z_2$ and $z_3$): A change in meaning is reflected as a change in a probability distribution over latent cross-lingual concepts that span a shared latent semantic space. A change in the probability distribution may then actually steer an English word coach towards its correct (Spanish) meaning in context.

the out-of-context word representation. In cases when the local context of word $w_1^S$ is informative enough, the factor $P(z_k|Con(w_1^S))$ is sufficient to provide the ranking of terms in $V^T$, that is, to detect words that are semantically similar to $w_1^S$ based on its context. However, if the context is not reliable, we have to smooth the pure context-based representation with the out-of-context word representation (the factor $P(z_k|w_1^S)$). We call this model the Smoothed-Fusion model.

The ranking of words $w_2^T \in V^T$ then finally proceeds in the same manner as in Direct-Fusion following eq. (8), but now using eq. (9) for the modulated probability scores $P'(z_k|w_1^S)$.

**Model III: Late-Fusion.** The last model is conceptually similar to Smoothed-Fusion, but it performs smoothing at a later stage. It proceeds in two steps: (1) Given a target word $w_2^T \in V^T$, the model computes similarity scores separately between (i) the context set $Con(w_1^S)$ and $w_2^T$, and (ii) the word $w_1^S$ in isolation and $w_2^T$ (again, on the type level); (2) It linearly combines the obtained similarity scores. More formally, we may write:

$$
\begin{align*}
Sim(w_1^S, w_2^T, Con(w_1^S)) &= \lambda_2 SF(\text{vec}(Con(w_1^S)), \text{vec}(w_2^T)) \\
&\quad + (1 - \lambda_2) SF(\text{vec}(w_1^S), \text{vec}(w_2^T)) \\
&\quad (10)
\end{align*}
$$

where $\lambda_2$ is the interpolation parameter. Since this model computes the similarity with each target word separately for the source word in isolation and its local context, and combines the obtained similarity scores after the computations, this model is called Late-Fusion.

4 Experimental Setup

**Evaluation Task: Suggesting Word Translations in Context.** Given an occurrence of a polysemous word $w_1^S \in V^S$ in the source language $L_S$ with vocabulary $V^S$, the task is to choose the correct translation in the target language $L_T$ of that particular occurrence of $w_1^S$ from the given set $T = \{t_1^T, \ldots, t_q^T\}$, $T \subseteq V^T$, of its $q$ possible translations/meanings (i.e., its translation or sense inventory). The task of suggesting a word translation in context may be interpreted as ranking the $q$ translations with respect to the observed local context $Con(w_1^S)$ of the occurrence of the word $w_1^T$. The best scoring translation candidate in the ranked list is then the suggested correct translation for that particular occurrence of $w_1^S$ after observing its local context $Con(w_1^S)$.

**Training Data.** We use the following corpora for inducing latent cross-lingual concepts/topics, i.e., for training our multilingual topic model: (i) a collection of 13,696 Spanish-English Wikipedia article pairs (Wiki-ES-EN), (ii) a collection of 18,898 Italian-English Wikipedia article pairs, (iii) a collection of 7,612 Dutch-English Wikipedia article pairs (Wiki-NL-EN), and (iv) the Wiki-NL-EN corpus augmented with 6,206 Dutch-English document pairs from Europarl (Koehn, 2005) (Wiki+EP-NL-EN). The corpora were previously used in (Vulić and Moens, 2013). No explicit use is made of sentence-level alignments in Europarl.
1. I primi calci furono prodotti in legno ma recentemente...
2. In caso di osteoporosi si verifica un eccesso di rilascio di calcio dallo scheletro...
3. La crescita del calcio femminile professionistico ha visto il lancio di competizioni...
4. Il calcio di questa pistola (Beretta Modello 21a, calibro .25) ha le guance in materiale...

Table 1: Example sentences from our IT evaluation dataset with corresponding correct translations.

| Spanish | Italian | Dutch |
|---------|---------|-------|
| Ambiguous word | Ambiguous word | Ambiguous word |
| (Possible senses/translations) | (Possible senses/translations) | (Possible senses/translations) |
| 1. estación | 1. raggio | 1. toren |
| (station; season) | (ray; radius; spoke) | (rook; tower) |
| 2. ensayo | 2. accordo | 2. beeld |
| (essay; rehearsal; trial) | (chord; agreement) | (image; statue) |
| 3. núcleo | 3. moto | 3. blade |
| (core; kernel; nucleus) | (motion; motorcycle) | (blade; leaf; magazine) |
| 4. vela | 4. calcio | 4. fusie |
| (sail; candle) | (calcium; football; stock) | (fusion; merger) |
| 5. escudo | 5. terra | 5. stam |
| (escudo; escutcheon; shield) | (earth; land) | (stem; trunk; tribe) |
| 6. papa | 6. tavola | 6. koper |
| (Pope; potato) | (board; panel; table) | (copper; buyer) |
| 7. cola | 7. campione | 7. bloem |
| (glue; coke; tail; queue) | (champion; sample) | (flower; flour) |
| 8. cometa | 8. carta | 8. spanning |
| (comet; kite) | (card; paper; map) | (voltage; tension; stress) |
| 9. disco | 9. piano | 9. root |
| (disco; discus; disk) | (floor; plane; plan; piano) | (note; nut) |
| 10. banda | 10. disco | 10. akkoord |
| (band; gang; strip) | (disco; discus; disk) | (chord; agreement) |
| 11. cinta | 11. instruzione | 11. munt |
| (ribbon; tape) | (education; instruction) | (coin; currency; mint) |
| 12. banco | 12. gabinetto | 12. pool |
| (bank; bench; shoal) | (cabinet; office; toilet) | (pole; pool) |
| 13. frente | 13. torre | 13. band |
| (forehead; front) | (rook; tower) | (band; tyre; tape) |
| 14. fuga | 14. campo | 14. kern |
| (escape; fugue; leak) | (camp; field) | (core; kernel; nucleus) |
| 15. gota | 15. gomma | 15. kop |
| (gout; drop) | (rubber; gum; tyre) | (cup; head) |

Table 2: Sets of 15 ambiguous words in Spanish, Italian and Dutch from our test set accompanied by the sets of their respective possible senses/translations in English.

All corpora are theme-aligned comparable corpora, i.e., the aligned document pairs discuss similar themes, but are in general not direct translations (except for Europarl). By training on Wiki+EP-NL-EN we want to test how the training corpus of higher quality affects the estimation of latent cross-lingual concepts that span the shared latent semantic space and, consequently, the overall results in the task of suggesting word translations in context. Following prior work (Koehn and Knight, 2002; Haghighi et al., 2008; Prochasson and Fung, 2011; Vulić and Moens, 2013), we retain only nouns that occur at least 5 times in the corpus. We record lemmatized word forms when available, and original forms otherwise. We use TreeTagger (Schmid, 1994) for POS tagging and lemmatization.

Test Data. We have constructed test datasets in Spanish (ES), Italian (IT) and Dutch (NL), where the aim is to find their correct translation in English (EN) given the sentential context. We have selected 15 polysemous nouns (see tab. 2 for the list of nouns along with their possible translations) in each of the 3 languages, and have manually extracted 24 sentences (not present in the training data) for each noun that capture different meanings of the noun from Wikipedia. In order to construct datasets that are balanced across different possible translations of a noun, in case of q different translation candidates in T for some word wT, the dataset contains exactly 24/q sentences for each translation from T. In total, we have designed 360 sentences for each language.
pair (ES/IT/NL-EN), 1080 sentences in total. We have used 5 extra nouns with 20 sentences each as a development set to tune the parameters of our models. As a by-product, we have built an initial repository of ES/IT/NL ambiguous words. Tab. 1 presents a small sample from the IT evaluation dataset, and illustrates the task of suggesting word translations in context.

Evaluation Procedure. Our task is to present the system a list of possible translations and let the system decide a single most likely translation given the word and its sentential context. Ground truth thus contains one word, that is, one correct translation for each sentence from the evaluation dataset. We have manually annotated the correct translation for the ground truth by inspecting the discourse in Wikipedia articles and the interlingual Wikipedia links. We measure the performance of all models as Top 1 accuracy (Acc1) (Gaussier et al., 2004; Tamura et al., 2012). It denotes the number of word instances from the evaluation dataset whose top proposed candidate in the ranked list of translation candidates from $\mathcal{T}$ is exactly the correct translation for that word instance as given by ground truth over the total number of test word instances (360 in each test dataset).

Parameters. We have tuned $\lambda_1$ and $\lambda_2$ on the development sets. We set $\lambda_1 = \lambda_2 = 0.9$ for all language pairs. We use sorted context sets (see sect. 2) and perform a cut-off at $M = 3$ most descriptive context words in the sorted context sets for all models. In the following section we discuss the utility of this context sorting and pruning, as well as its influence on the overall results.

Inducing Latent Cross-Lingual Concepts. Our context-aware models are generic and allow experimentations with different models that induce latent cross-lingual semantic concepts. However, in this particular work we present results obtained by a multilingual probabilistic topic model called bilingual LDA (Mimno et al., 2009; Ni et al., 2009; De Smet and Moens, 2009). The BiLDA model is a straightforward multilingual extension of the standard LDA model (Blei et al., 2003). For the details regarding the modeling, generative story and training of the bilingual LDA model, we refer the interested reader to the aforementioned relevant literature.

We have used the Gibbs sampling procedure (Geman and Geman, 1984) tailored for BiLDA in particular for training and have experimented with different number of topics $K$ in the interval $300 - 2500$. Here, we present only the results obtained with $K = 2000$ for all language pairs which also yielded the best or near-optimal performance in (Dinu and Lapata, 2010b; Vulić et al., 2011). Other parameters of the model are set to the typical values according to Steyvers and Griffiths (2007): $\alpha = 50/K$ and $\beta = 0.01$.  

Models in Comparison. We test the performance of our Direct-Fusion, Smoothed-Fusion and Late-Fusion models, and compare their results with the context-insensitive CLSS models described in sect. 2 (No-Context). We provide results with two different similarity functions: (1) We have tested different SF-s (e.g., the Kullback-Leibler and the Jensen-Shannon divergence, the cosine measure) on the $K$-dimensional vector representations, and have detected that in general the best scores are obtained with the Bhattacharyya coefficient ($BC$) (Cha, 2007; Kazama et al., 2010), (2) Another similarity method we use is the so-called Cue method (Griffiths et al., 2007; Vulić et al., 2011), which models the probability that a target word $t_i^T$ will be generated as an association response given some cue source word $w_i^S$. In short, the method computes the score $P(t_i^T|w_i^S) = P(t_i^T|z_k)P(z_k|w_i^S)$. We can use the scores $P(t_i^T|w_i^S)$ obtained by inputting out-of-context probability scores $P(z_k|w_i^S)$ or modulated probability scores $P'(z_k|w_i^S)$ to produce the ranking of translation candidates.

5 Results and Discussion

The performance of all the models in comparison is displayed in tab. 3. These results lead us to several conclusions:

(i) All proposed context-sensitive CLSS models suggesting word translations in context significantly outperform context-insensitive CLSS models, which are able to produce only word translations in isolation. The improvements in results when taking context into account are ob-

---

1Available at http://people.cs.kuleuven.be/~ivan.vulic/software/
served for all 3 language pairs. The large improvements in the results (i.e., we observe an average relative increase of 51.6% for the BC+Direct-Fusion combination, 64.3% for BC+Smoothed-Fusion, 64.9% for BC+Late-Fusion, 49.1% for Cue+Direct-Fusion, 76.7% for Cue+Smoothed-Fusion, and 64.5% for Cue+Late-Fusion) confirm that the local context of a word is essential in acquiring correct word translations for polysemous words, as isolated non-contextualized word representations are not sufficient.

(ii) The choice of a similarity function influences the results. On average, the Cue method as SF outperforms other standard similarity functions (e.g., Kullback-Leibler, Jensen-Shannon, cosine, BC) in this evaluation task. However, it is again important to state that regardless of the actual choice of SF, context-aware models that modulate out-of-context word representations using the knowledge of local context outscore context-insensitive models that utilize non-modulated out-of-context representations (with all other parameters equal).

(iii) The Direct-Fusion model, conceptually similar to a model of word similarity in context in monolingual settings (Dinu and Lapata, 2010a), is outperformed by the other two context-sensitive models. In Direct-Fusion, the observed word and its context are modeled in the same fashion, that is, the model does not distinguish between the word and its surrounding context when it computes the modulated probability scores $P(z_k | w^S_1)$ (see eq. (7)). Unlike Direct-Fusion, the modeling assumptions of Smoothed-Fusion and Late-Fusion provide a clear distinction between the observed word $w^S_1$ and its context $Con(w^S_1)$ and combine the out-of-context representation of $w^S_1$ and its contextual knowledge into a smoothed LM-inspired probabilistic model. As the results reveal, that strategy leads to better overall scores. The best scores in general are obtained by Smoothed-Fusion, but it is also outperformed by Late-Fusion in several experimental runs where BC was used as SF. However, the difference in results between Smoothed-Fusion and Late-Fusion in these experimental runs is not statistically significant according to a chi-squared significance test ($p < 0.05$).

(iv) The results for Dutch-English are influenced by the quality of training data. The performance of our models of similarity is higher for models that rely on latent-cross lingual topics estimated from the data of higher quality (i.e., compare the results when trained on Wiki and Wiki+EP in tab. 3). The overall quality of our models of similarity is of course dependent on the quality of the latent cross-lingual topics estimated from training data, and the quality of these latent cross-lingual concepts is further dependent on the quality of multilingual training data. This finding is in line with a similar finding reported for the task of bilingual lexicon extraction (Vulić and Moens, 2013).

(v) Although Dutch is regarded as more similar to English than Italian or Spanish, we do not observe any major increase in the results on both test datasets for the English-Dutch language pair compared to English-Spanish/Italian. That phenomenon may be attributed to the difference in size and quality of our training Wikipedia datasets. Moreover, while the probabilistic framework proposed in this chapter is completely language pair agnostic as it does not make any language pair dependent modeling assumptions, we acknowledge the fact that all three language pairs comprise languages coming from the same phylum, that is, the Indo-European language family. Future extensions of our probabilistic modeling framework also include porting the framework to other more distant language pairs that do not share the same roots nor the same alphabet (e.g., English-Chinese/Hindi).

**Analysis of Context Sorting and Pruning.** We

| Direction: ES—EN | IT—EN | NL—EN (Wiki) | NL—EN (Wiki+EP) |
|------------------|-------|-------------|------------------|
| **Model**        | $A_{CC_1}$ (SF=BC) | $A_{CC_1}$ (SF=Cue) | $A_{CC_1}$ (SF=BC) | $A_{CC_1}$ (SF=Cue) | $A_{CC_1}$ (SF=BC) | $A_{CC_1}$ (SF=Cue) | $A_{CC_1}$ (SF=BC) | $A_{CC_1}$ (SF=Cue) |
| No-Context       | .406  | .406        | .408             | .408              | .433           | .433         | .433           | .433         |
| Direct-Fusion    | .617  | .575        | .714             | .697              | .603           | .592         | .606           | .636         |
| Smoothed-Fusion  | .664  | .703*       | .731             | .789*             | .669           | .712*        | .692           | .761*        |
| Late-Fusion      | .675  | .667        | .742             | .728              | .667           | .644         | .683           | .722         |

Table 3: Results on the 3 evaluation datasets. Translation direction is ES/IT/NL—EN. The improvements of all contextualized models over non-contextualized models are statistically significant according to a chi-square statistical significance test ($p < 0.05$). The asterisk (*) denotes significant improvements of Smoothed-Fusion over Late-Fusion using the same significance test.
also investigate the utility of context sorting and pruning, and its influence on the overall results in our evaluation task. Therefore, we have conducted experiments with sorted context sets that were pruned at different positions, ranging from 1 (only the most similar word to \(w^S_1\) in a sentence is included in the context set \(\text{Con}(w^S_1)\)) to \(\text{All}\) (all words occurring in a same sentence with \(w^S_1\) are included in \(\text{Con}(w^S_1)\)). The monolingual similarity between \(w^S_1\) and each potential context word in a sentence has been computed using BC on their out-of-context representations in the latent semantic space spanned by cross-lingual topics. Fig. 2 shows how the size of the sorted context influences the overall results. The presented results have been obtained by the Cue+Smoothed-Fusion combination, but a similar behavior is observed when employing other combinations.

Fig. 2 clearly indicates the importance of context sorting and pruning. The procedure ensures that only the most semantically similar words in a given scope (e.g., a sentence) influence the choice of a correct meaning. In other words, closely semantically similar words in the same sentence are more reliable indicators for the most probable word meaning. They are more informative in modulating the out-of-context word representations in context-sensitive models. We observe large improvements in scores when we retain only the top \(M\) semantically similar words in the context set (e.g., when \(M=5\), the scores are 0.694, 0.758, 0.717, and 0.767 for ES-EN, IT-EN, NL-EN (Wiki) and NL-EN (Wiki+EP), respectively; while the same scores are 0.572, 0.703, 0.639 and 0.672 when \(M=\text{All}\)).

6 Conclusions and Future Work

We have proposed a new probabilistic approach to modeling cross-lingual semantic similarity in context, which relies only on co-occurrence counts and latent cross-lingual concepts which can be estimated using only comparable data. The approach is purely statistical and it does not make any additional language-pair dependent assumptions; it does not rely on a bilingual lexicon, orthographic clues or predefined ontology/category knowledge, and it does not require parallel data.

The key idea in the approach is to represent words, regardless of their actual language, as distributions over the latent concepts, and both out-of-context and contextualized word representations are then presented in the same latent space spanned by the latent semantic concepts. A change in word meaning after observing its context is reflected in a change of its distribution over the latent concepts. Results for three language pairs have clearly shown the importance of the newly developed modulated or “contextualized” word representations in the task of suggesting word translations in context.

We believe that the proposed framework is only a start, as it ignites a series of new research questions and perspectives. One may further examine the influence of context scope (e.g., document-based vs. sentence-based vs. window-based contexts), as well as context selection and aggregation (see sect. 2) on the contextualized models. For instance, similar to the model from Ó Séaghdha and Korhonen (2011) in the monolingual setting, one may try to introduce dependency-based contexts (Pado and Lapata, 2007) and incorporate the syntax-based knowledge in the context-aware CLSS modeling. It is also worth studying other models that induce latent semantic concepts from multilingual data (see sect. 2) within this framework of context-sensitive CLSS modeling. One may also investigate a similar approach to context-sensitive CLSS modeling that could operate with explicitly defined concept categories (Gabrilovich and Markovitch, 2007; Cimiano et al., 2009; Hassan and Mihalcea, 2009; Hassan and Mihalcea, 2011; McCrae et al., 2013).
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