Well–posedness of the three–dimensional NLS equation with sphere–concentrated nonlinearity
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Abstract
We discuss strong local and global well–posedness for the three–dimensional NLS equation with nonlinearity concentrated on $S^2$. Precisely, local well–posedness is proved for any $C^2$ power–nonlinearity, while global well–posedness is obtained either for small data or in the defocusing case under some growth assumptions. With respect to point–concentrated NLS models, widely studied in the literature, here the dimension of the support of the nonlinearity does not allow a direct extension of the known techniques and calls for new ideas.
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1. Introduction

NLS equation is well known to provide an effective model for the description of microscopic systems on a macroscopic/mesoscopic scale, as for instance Bose–Einstein Condensates (e.g. [33]). However it is also employed with totally different physical meaning in nonlinear optics, plasma waves, neurosciences (FitzHugh–Nagumo model), etc (e.g. [55] and references therein). In particular, several attempts have been made to adapt this model to the case of quantum many body systems in presence of defects or impurities with a spatial scale much smaller than the dispersion of the wave function.

Two different singular equations have been suggested in the last decades to address this problem. The former arises perturbing the laplacian in the NLS equation with a singular point potential of delta type (see [64,67]). Available results concern here mainly the 1D case, where local/global well–posedness and existence/stability of standing waves is now well understood (e.g. [8–10, 13, 51]). In 2D and 3D, on the contrary, first well–posedness results have been obtained in [22], whereas standing waves have been discussed in [1,2,38].

On the other hand, the latter arises formally multiplying the nonlinear term of the NLS equation by a point potential of delta type, thus causing a concentration of the nonlinearity. This model has been first proposed to describe phenomena such as charge accumulation in semiconductor interfaces or heterostructures (e.g. [21,46,56–58,63]), nonlinear propagation in defected Kerr–type media (e.g. [72,73,78]) and Bose–Einstein condensates in optical lattices with laser beams generated defects (e.g. [35,52]). Local and global well–posedness, blow–up and existence/stability of the standing waves for this equation are nowadays almost completely understood in 1D (e.g. [7,14,26,42,43]) and 3D (e.g. [5,6,11,12]), whereas a better understanding of the 2D case has been obtained only in the last years by [3,4,25,27]. Note, finally, that also a non-autonomous variant of this model have been widely studied in the last twenty years (e.g. [20,29–31])

In this paper we present the first discussion, to the best of our knowledge, on a generalized model where the actual physical dimension of the defect in the concentrated model is taken into account. Indeed, in real cases defects and impurities are more likely to be modeled by smooth and closed manifolds \( M \) embedded in \( \mathbb{R}^3 \), rather than zero–dimensional objects like points.

More in detail, such model can be formally expressed by the initial value problem

\[
\begin{align*}
\frac{\partial \psi}{\partial t} &= -\Delta \psi + \beta |\psi|^{2\sigma} \psi \delta_{M} \quad \text{in} \quad \mathbb{R}^+ \times \mathbb{R}^3 \\
\psi(0, \cdot) &= \psi_0 \quad \text{in} \quad \mathbb{R}^3, 
\end{align*}
\]

(1)

or, equivalently, by the nonlinear initial-boundary value problem

\[
\begin{align*}
\frac{\partial \psi}{\partial t} &= -\Delta \psi \\
\psi^+ &= \psi^- \quad \text{in} \quad \mathbb{R}^+ \times M \\
\frac{\partial \psi^+}{\partial n} - \frac{\partial \psi^-}{\partial n} &= \beta |\psi|^{2\sigma} \psi \\
\psi(0, \cdot) &= \psi_0 \quad \text{in} \quad \mathbb{R}^3,
\end{align*}
\]

(2)

where \( \psi^+ \) is the restriction of \( \psi \) to the region outside \( M \), while \( \psi^- \) is the restriction of \( \psi \) to the region inside \( M \).
However, even though this new model provides a more accurate description of physically–relevant cases, it involves several challenging mathematical obstacles. Indeed, the main advantage of classical point models, which is the complexity reduction to a zero–dimensional time–integral equation, here is completely lost. In this case, the model reduces to a time–space integral equation supported on the manifold where the nonlinearity is placed.

Such difference calls for new ideas in the proofs of both local and global well–posedness. For this reason, in this paper we limit ourselves to the case of the unit sphere, i.e. \( M = S^2 \). In this way, it is possible to develop a strategy relying on the spherical harmonics decomposition that allows to overcome the complexity generated by the physical dimension of the defect. On the other hand, although the simplification of the geometry of the manifold makes the problem more manageable, it still shares all the intrinsic issues connected to manifolds of codimension one, thus representing a suitable paradigm for future research.

Remark 1.1. Besides representing a more accurate description of real world phenomena, the study of (1) (or (2)) may be seen as the first step of a new justification for the point models mentioned at the beginning. Indeed, in place of considering concentrated nonlinearities as concentration limits of spread nonlinear potentials (e.g. [23, 24]), one could obtain them as singular limits of manifold–concentrated nonlinearities when the manifold shrinks to a point.

1.1. The linear case

As for the point models, in order to give a precise meaning to (1) (or (2)), one has to begin by rigorously defining the linear case, which has been studied in [15] (for more general geometries see, e.g. [17–19], while for different singular potentials see, e.g. [44, 68]).

Formally, for any fixed \( \alpha \in \mathbb{R} \) it reads

\[
\begin{cases}
\frac{\partial \psi}{\partial t} = (-\Delta + \alpha \delta_{S^2}) \psi & \text{in } \mathbb{R}^+ \times \mathbb{R}^3 \\
\psi(0, \cdot) = \psi_0 & \text{in } \mathbb{R}^3
\end{cases}
\]

where \( \delta_{S^2} \) denotes the superficial Dirac delta distribution supported on the unit sphere of \( \mathbb{R}^3 \), denoted by \( S^2 \), i.e.

\[
\langle h \delta_{S^2}, \varphi \rangle := \int_{S^2} h(y) \varphi(y) \, dS(y), \quad \forall \varphi \in C_0^\infty(\mathbb{R}^3).
\]

However, in order to state it in a more consistent way, according to quantum mechanics, it is necessary to define \(-\Delta + \alpha \delta_{S^2}\) as suitable self–adjoint operator \( \tilde{H}_\alpha \) that extends in a nontrivial way \(-\Delta|_{C_0^\infty(\mathbb{R}^3 \setminus S^2)}\) via the von Neumann–Krein theory of self–adjoint extensions.

To this aim, for any fixed \( \lambda > 0 \), denote first by \( G^\lambda \) the Green potential associated with the unit sphere of the operator \(-\Delta + \lambda\) in \( \mathbb{R}^3 \), i.e.

\[
G^\lambda h(x) := \int_{S^2} G^\lambda(x - y) h(y) \, dS(y), \quad \forall h : S^2 \to \mathbb{C}, \quad \forall x \in \mathbb{R}^3,
\]

where \( G^\lambda \) is the Green function of \(-\Delta + \lambda\) in \( \mathbb{R}^3 \), i.e.

\[
G^\lambda(x) := \frac{e^{-\sqrt{\lambda}|x|}}{4\pi|x|}.
\]
In view of this, \( \mathcal{H}_\alpha : L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3) \) can be defined as the operator with domain

\[
\mathcal{D}(\mathcal{H}_\alpha) := \left\{ u \in L^2(\mathbb{R}^3) : \exists \lambda > 0 \text{ s.t. } u + \alpha G^\lambda u_{|_{\mathbb{S}^2}} =: \phi^\lambda \in H^2(\mathbb{R}^3) \right\}
\]  
(5)

and action

\[
\mathcal{H}_\alpha u = -\Delta \phi^\lambda + \alpha \lambda G^\lambda u_{|_{\mathbb{S}^2}}, \quad \forall u \in \mathcal{D}(\mathcal{H}_\alpha).
\]  
(6)

In other words, functions \( u \in \mathcal{D}(\mathcal{H}_\alpha) \) can be decomposed in a regular part \( \phi^\lambda \), on which the action of the operator coincides with that of the standard Laplacian, and in a singular part \( -\alpha G^\lambda u_{|_{\mathbb{S}^2}} \), on which the action of the operator is the multiplication times \(-\lambda\).

We highlight that \( \lambda \) is a dummy parameter as it does not actually affect the definition of \( (\mathcal{H}_\alpha, \mathcal{D}(\mathcal{H}_\alpha)) \). To check this, consider \( u \in \mathcal{D}(\mathcal{H}_\alpha) \). By definition, there exist \( \lambda > 0 \) such that \( u = \phi^\lambda - \alpha G^\lambda u_{|_{\mathbb{S}^2}} \), with \( \phi^\lambda \in H^2(\mathbb{R}^3) \). Fix, now, \( \nu > 0, \nu \neq \lambda \). By (3)

\[
(G^\nu u_{|_{\mathbb{S}^2}} - G^\lambda u_{|_{\mathbb{S}^2}})(x) = \int_{\mathbb{S}^2} u_{|_{\mathbb{S}^2}}(y) (G^\nu(x - y) - G^\lambda(x - y)) \, dS(y),
\]  
(7)

and thus, differentiating (7) and recalling that (4) entails \( G^\nu - G^\lambda \in H^2(\mathbb{R}^3) \), one can prove that \( G^\nu u_{|_{\mathbb{S}^2}} - G^\lambda u_{|_{\mathbb{S}^2}} \in H^2(\mathbb{R}^3) \) in turn. To this aim, it is sufficient to note that \( u_{|_{\mathbb{S}^2}} \in H^{1/2}(\mathbb{S}^2) \) (as pointed out by remark 1.2) and check that, if \( f \in L^2(\mathbb{S}^2) \) and \( g \in C^0(\mathbb{S}^2) \) then \( h := f \ast g_{|_{\mathbb{S}^2}} \in L^2(\mathbb{S}^2) \). This is a consequence of Jensen’s inequality and Fubini’s theorem, since

\[
\|h\|^2_{L^2(\mathbb{R}^3)} = \int_{\mathbb{R}^3} \left| \int_{\mathbb{S}^2} f(x - y) g(y) \, dS(y) \right|^2 \, dx

\leq 4\pi \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} |f(x - y)|^2 |g(y)|^2 \, dS(y) \, dx

= 4\pi \int_{\mathbb{S}^2} |g(y)|^2 \left( \int_{\mathbb{R}^3} |f(x - y)|^2 \, dx \right) \, dy

= 4\pi \|g\|^2_{L^2(\mathbb{S}^2)} \|f\|^2_{L^2(\mathbb{R}^3)}.
\]

Moreover, if \( f \in H^2(\mathbb{R}^3) \) and \( g \in C^0(\mathbb{S}^2) \), then \( h \in H^2(\mathbb{R}^3) \) since \( \Delta h = \Delta f \ast g_{|_{\mathbb{S}^2}} \), and thus the claim follows setting \( f = G^\nu - G^\lambda \) and \( g = u_{|_{\mathbb{S}^2}} \).

As a consequence, if one sets \( \phi^\nu := \phi^\lambda + \alpha(G^\nu u_{|_{\mathbb{S}^2}} - G^\lambda u_{|_{\mathbb{S}^2}}) \), then \( \phi^\nu \in H^2(\mathbb{R}^3) \). On the other hand, as \(-\Delta(G^\nu u_{|_{\mathbb{S}^2}} - G^\lambda u_{|_{\mathbb{S}^2}}) = \lambda G^\lambda u_{|_{\mathbb{S}^2}} - \nu G^\nu u_{|_{\mathbb{S}^2}} \), one finds that \(-\Delta \phi^\lambda + \alpha \lambda G^\lambda u_{|_{\mathbb{S}^2}} = -\Delta \phi^\nu + \alpha \nu G^\nu u_{|_{\mathbb{S}^2}} \), so that one can conclude that the decompositions with \( \lambda \) and \( \nu \) are completely equivalent.

**Remark 1.2.** Another way to see the independence of \( \lambda \) is given by the possibility to rewrite (5) and (6) as follows:

\[
\mathcal{D}(\mathcal{H}_\alpha) := \left\{ u \in L^2(\mathbb{R}^3) : u^+ \in H^2(\mathbb{R}^3 \setminus \mathbb{B}_1(0)), u^- \in H^2(\mathbb{B}_1(0)), \right. \\
u^+_{|_{\mathbb{S}^2}} = u^+_{|_{\mathbb{S}^2}} - \frac{\partial u^+}{\partial n} \bigg|_{\mathbb{S}^2} - \frac{\partial u^-}{\partial n} \bigg|_{\mathbb{S}^2} = \alpha u^-_{|_{\mathbb{S}^2}}, \\
\left. \mathcal{H}_\alpha u(x) := -\Delta u(x), \quad \forall x \in \mathbb{R}^3 \setminus \mathbb{S}^2, \right.
\]
where \( B_1(0) \) is the unit ball centred at the origin and

\[
\begin{align*}
& u^+ : \mathbb{R}^3 \setminus B_1(0) \to \mathbb{C} \quad \text{such that} \quad u^+(x) = u(x), \quad \forall x \in \mathbb{R}^3 \setminus B_1(0), \\
& u^- : B_1(0) \to \mathbb{C} \quad \text{such that} \quad u^-(x) = u(x), \quad \forall x \in B_1(0).
\end{align*}
\]

(8)

Such formulation is useful also for two further reasons. On the one hand, it shows, by standard Trace theory, that \( u_{\partial}\in H^{1/2}(\mathbb{S}^2) \), which is useful in the previous computations on the independence of \( \lambda \). On the other hand, it yields that \( \nabla u = (\nabla u^+) I_{\mathbb{R}^3 \setminus B_1(0)} + (\nabla u^-) I_{B_1(0)} \), which entails that \( \nabla u \in L^2(\mathbb{R}^3) \). However, throughout the paper we prefer the form with the decomposition for \( \lambda > 0 \), as it makes several computations easier.

By Stone’s theorem, self–adjointness of \( \mathcal{H}_\alpha \) yields global well–posedness in \( L^2(\mathbb{R}^3) \) of

\[
\begin{align*}
& \frac{\partial \psi}{\partial t} = \mathcal{H}_\alpha \psi \quad \text{in} \quad \mathbb{R}^+ \times \mathbb{R}^3 \\
& \psi(0,:) = \psi_0 \quad \text{in} \quad \mathbb{R}^3
\end{align*}
\]

(9)

for every \( \psi_0 \in L^2(\mathbb{R}^3) \). In addition, it is usual to represent the solution of (9) by means of the Duhamel formula, i.e.

\[
\psi(t,x) = U_t\psi_0(x) - \alpha \int_0^t \int_{\mathbb{S}^2} U(t-s,x-y) \psi_{\partial y}(s,y) dS(y) \, dx,
\]

(10)

where \( U_t \) denotes the free Schrödinger propagator of \( \mathbb{R}^3 \), i.e. the operator with integral kernel

\[
U(t,x) := \frac{e^{-i|\xi|^2}}{(4\pi it)^{3/2}}.
\]

In particular, (10) clearly shows that the governing quantity of the problem is the function

\[
q := \psi_{\partial y} : [0, +\infty) \times \mathbb{S}^2 \to \mathbb{C}, \quad \text{which is usually called charge, and which allows to reconstruct the whole \( \psi \) using (10) as a definition. In order to find the evolution equation for \( q \) it is sufficient to trace (10) on \( \mathbb{S}^2 \), thus obtaining

\[
q(t,x) = (U_t\psi_0)_{\partial y}(x) - \alpha \int_0^t \int_{\mathbb{S}^2} U(t-s,x-y) q(s,y) dS(y) \, ds, \quad t \geq 0, \ x \in \mathbb{S}^2.
\]

(11)

Finally, we also mention that it is often convenient to rewrite (11) in a more compact and operatorial way. To this aim, first, one introduces the function \( \mathcal{I} : \mathbb{R}^+ \times \mathbb{S}^2 \times \mathbb{S}^2 \to \mathbb{C} \) defined by

\[
\mathcal{I}(t,x,y) := \frac{e^{\pm i|\xi|^2}}{(4\pi it)^{3/2}},
\]

(12)

which allows to construct the family of operators \( (I_t)_{t \geq 0} \) that associates any integrable function \( g : \mathbb{S}^2 \to \mathbb{C} \) with the function \( I_t g : \mathbb{S}^2 \to \mathbb{C} \) such that

\[
I_t g(x) := \int_{\mathbb{S}^2} \mathcal{I}(t,x,y) g(y) \, dS(y), \quad \forall x \in \mathbb{S}^2.
\]

(13)
Then, one introduces the operator \( \Lambda \) that associates any function \( g : [0, +\infty) \times S^2 \rightarrow \mathbb{C} \) with the function \( \Lambda(g) : [0, +\infty) \times S^2 \rightarrow \mathbb{C} \) such that

\[
\Lambda g (t, \mathbf{x}) := \int_0^t \left( I_t - g(s, \cdot) \right)(\mathbf{x}) \, ds
\]

and set

\[
F_0 (t, \mathbf{x}) := (U_t \psi_0)|_{S^2}(\mathbf{x}),
\]

so that (11) reads

\[
q(t, \mathbf{x}) + \alpha (\Lambda q)(t, \mathbf{x}) = F_0(t, \mathbf{x}).
\]

1.2. Setting and main results

Now, to define the nonlinear analogous of (9) it is sufficient to set

\[
\alpha = \alpha (\psi) := \beta |\psi|_{S^2}^{2\sigma} = \beta |q|^{2\sigma} \quad \beta \in \mathbb{R}, \quad \sigma > 0.
\]

As a consequence (9) is replaced by

\[
\begin{cases}
\frac{\partial \psi}{\partial t} = H \psi & \text{in } \mathbb{R}^+ \times \mathbb{R}^3 \\
\psi(0, \cdot) = \psi_0 & \text{in } \mathbb{R}^3,
\end{cases}
\]

where \( H \) is no more a linear self–adjoint operator, but a nonlinear map (again independent of \( \lambda \)) with domain

\[
\mathcal{D}(H) := \left\{ u \in L^2(\mathbb{R}^3) : \exists \lambda > 0 \text{ s.t. } u + \mathcal{G}^\lambda \nu(u)|_{S^2} =: \phi^\lambda \in H^2(\mathbb{R}^3) \right\}
\]

\[
= \left\{ u \in L^2(\mathbb{R}^3) : \exists \lambda > 0, q : S^2 \rightarrow \mathbb{C} \text{ s.t. } u + \mathcal{G}^\lambda \nu(q) =: \phi^\lambda \in H^2(\mathbb{R}^3) \text{ and } q = u|_{S^2} \right\}
\]

and action

\[
Hu = -\Delta \phi^\lambda + \lambda \mathcal{G}^\lambda \nu(q), \quad \forall u = \phi^\lambda - \mathcal{G}^\lambda \nu(q) \in \mathcal{D}(H),
\]

where

\[
\nu : \mathbb{C} \rightarrow \mathbb{C}, \quad \nu(z) := \beta |z|^{2\sigma} \quad \forall z \in \mathbb{C}.
\]

The Cauchy Problem in (17) thus represents the rigorous formulation of (1) and (2).

In this paper we study (17) in \( \mathcal{D}(H) \), that is in a strong sense, obtaining the following results.

**Theorem 1.3 (Local Well–Posedness).** Let \( \beta \in \mathbb{R}, \ \sigma \geq 1/2 \) and \( \psi_0 = \phi^\lambda_0 - \mathcal{G}^\lambda \nu(q_0) \in \mathcal{D}(H) \). Then:

(i) there exists \( T > 0 \) such that (17) admits a unique strong solution

\[
\psi \in C^0([0, T], \mathcal{D}(H)) \cap C^1([0, T], L^2(\mathbb{R}^3));
\]
(ii) mass and energy are preserved along the flow, namely for all \( t \in (0, T] \)

\[
M[\psi(t, \cdot)] := \|\psi(t, \cdot)\|_{L^2(\mathbb{R}^3)}^2 = M[\psi_0]
\]

and

\[
E[\psi(t, \cdot)] := \|\nabla \psi(t, \cdot)\|_{L^2(\mathbb{R}^3)}^2 + \frac{\beta}{\sigma+1} \|q(t, \cdot)\|_{L^{2\sigma+2}(\mathbb{R}^3)}^{2\sigma+2} = E[\psi_0].
\]

**Remark 1.4.** Note that \( \mathcal{D}(\mathcal{H}) \) is not a vector space. Nevertheless, \( C^0([0, T]; \mathcal{D}(\mathcal{H})) \) is meant as the set of those functions \( \psi : [0, T] \times \mathbb{R}^3 \to \mathbb{C} \) such that \( \psi(t, \cdot) \in \mathcal{D}(\mathcal{H}) \), for every \( t \in [0, T] \), and such that \( \|\psi(t+h, \cdot) - \psi(t, \cdot)\|_{\mathcal{D}(\mathcal{H})} \to 0 \), as \( h \to 0 \), for every \( t \in [0, T] \), where \( \| \cdot \|_{\mathcal{D}(\mathcal{H})} := \| \cdot \|_{L^2(\mathbb{R}^3)} + \|\mathcal{H}(\cdot)\|_{L^2(\mathbb{R}^3)} \).

**Remark 1.5.** Note also that the energy is well defined for functions \( u \in \mathcal{D}(\mathcal{H}) \). Indeed, the potential part is well defined by Sobolev embeddings in \( \mathbb{S}^2 \) (see section 2.1); whereas, arguing as in the linear case (see remark 1.2), one may rewrite (18)–(20) as

\[
\mathcal{D}(\mathcal{H}) := \left\{ u \in L^2(\mathbb{R}^3) : u^+ \in H^2\left( \mathbb{R}^3 \setminus B_1(0) \right), u^- \in H^2(B_1(0)) , \right. \\
\left. u^+_{|\mathbb{S}^2} = u^-_{|\mathbb{S}^2} = u_{|\mathbb{S}^2}, \frac{\partial u^+}{\partial n}_{|\mathbb{S}^2} = -\frac{\partial u^-}{\partial n}_{|\mathbb{S}^2} = \nu(u_{|\mathbb{S}^2}) \right\},
\]

\[
\mathcal{H}u(x) := -\Delta u(x), \quad \forall x \in \mathbb{R}^3 \setminus \mathbb{S}^2,
\]

where \( B_1(0) \) is the unit ball centred at the origin and \( u^+, u^- \) are defined as in (8), and thus \( \nabla u \in L^2(\mathbb{R}^3) \). Furthermore, definition (25) clearly shows the connection between (17) and (2).

**Remark 1.6.** Note finally that, combining (23), (24) and proposition 4.1, one immediately finds that

\[
\psi \in C^0([0, T]; H^1(\mathbb{R}^3))
\]

on any interval \([0, T]\) on which (17) is well–posed.

**Theorem 1.7 (Global Well–Posedness).** Let \( \beta \in \mathbb{R} \), \( \sigma \geq 1/2 \) and \( \psi_0 = \phi_0^k - G_0^{1/2} \nu(q_0) \in \mathcal{D}(\mathcal{H}) \). Let also

\[
T^* := \sup \{ T > 0 : \text{item (i) or (ii) of theorem 1.3 hold} \}.
\]

Then:

(i) there exists \( \varepsilon > 0 \) such that, if \( \|\phi_0\|_{H^1(\mathbb{R}^3)} < \varepsilon \), then \( T^* = +\infty \); 
(ii) if \( \beta > 0 \) and \( \sigma < 4/5 \), then \( T^* = +\infty \).

**Remark 1.8.** Note that the smallness assumption on the regular part of \( \psi_0 \), displayed by item (i) of theorem 1.7, tacitly implies a smallness assumption on the initial charge \( q_0 \) too. Indeed, by (63) with \( \eta = \phi_\lambda_{|\mathbb{S}^2} \) and standard Trace inequalities, one can see that

\[
\|q_0\|_{H^{1/2}(\mathbb{S}^2)} \leq 2\|\phi_\lambda_{|\mathbb{S}^2}\|_{H^{1/2}(\mathbb{S}^2)} \leq C\|\phi_\lambda\|_{H^1(\mathbb{R}^3)} \leq C\varepsilon
\]
The proofs of theorems 1.3 and 1.7 is based on a discussion of the features of the function $\psi$ defined by the nonlinear analogous of (10), i.e.

$$
\psi(t,x) = U_t\psi_0(x) - \int_0^t \int_{\mathbb{S}^2} \nu(t-s,x-y) \nu(q(s,y)) \, dS(y) \, ds,
$$

whenever the charge $q$ is the solution of the nonlinear analogous of (16), i.e.

$$
q(t,x) + \iota(\Lambda \nu(q))(t,x) = F_0(t,x),
$$

a.k.a. *charge equation*, which thus arises as the governing equation of the model and is the centre of our investigation.

Some further comments are in order. As for the point delta models, local well–posedness and conservation laws are proved both for the defocusing case, i.e. $\beta > 0$, and for the focusing case, i.e. $\beta < 0$. Unfortunately, in contrast to those model, here a lower bound on the power of the nonlinearity is required. This is due to the fact that one cannot apply the Fixed Point theorem to (28) with a sufficiently low spacial regularity to allow non $C^2$–nonlinearities, even using the well known metric–weakening trick by Kato (introduced by [47, 48]). More details are provided by remark 4.3. We are not able to establish whether this is only a technical issue due to our use of the decomposition in spherical harmonics or not. Our guess is that the former guess is true, but its overcoming is out of reach at the moment.

On the other hand, also the results on the global well–posedness displays restrictions that are not present in the point delta models. Indeed, although for small initial data it is possible to prove it without further assumptions on $\beta$ and $\sigma$, for general data we have to limit ourselves to the defocusing case and, moreover, we have to require an upper bound on the power of the nonlinearity. The reason lies again in the technical issues connected to the physical dimension of the support of the nonlinearity, which makes more difficult the use of the classical blow–up alternative argument.

More precisely, in the defocusing case, unless one assumes $\sigma < 4/5$, the energy conservation yields a–priori estimates on the time growth of the charge with respect to spatial regularities that are weaker with respect to the required one for the blow–up alternative in $D(\mathcal{H})$, which is $H^{1/2}(\mathbb{S}^2)$ (as we will see in section 6). At the moment it is not clear whether this threshold is optimal or not. Again, the guess coming from point delta models is that globality should hold for any power in the defocusing case. However, in contrast to point delta models, here the spatial regularity of the charge plays a crucial role and requires different strategies, which cannot be straightforwardly extended to all the powers (more details are provided by remark 6.2). On the other hand, even if unlikely, it is not possible to exclude in principle that the non dimensionless of the support of the delta give rise to phenomena of loss of regularity along the flow (which thus would prevent global well–posedness in $D(\mathcal{H})$). We plan to study in future papers the scattering and the possible existence of blow–up solutions in order to better understand the behaviour of the problem for long times.

Finally, we also mention that theorem 1.7 does not address the focusing case for general initial data. Here the missing tool is a suitable version of the Gagliardo–Nirenberg inequality that estimate the potential energy, which is concentrated on the sphere, by means of the mass and the kinetic energy, which are spread on the whole $\mathbb{R}^3$. Once more, this is an issue strongly related to the non dimensionless nature of the support of the nonlinearity. Also this problem will be addressed by our future research.

**Remark 1.9.** Note that we focus on power nonlinearities for the sake of simplicity and because they are the most relevant ones from a physical point of view. However, also more general
types of nonlinearities could be considered with our strategy (as in [49] for the standard NLS equation).

1.3. Organization of the paper

The paper is organized as follows.

- In section 2 we recall some classical topics of analysis on $S^2$ in order to fix notations; precisely:
  - section 2.1 concerns spherical harmonics and Sobolev spaces on $S^2$;
  - section 2.2 concerns Sobolev spaces for functions of time and space, where the space variable varies on a sphere;
  - section 2.3 concerns Bessel functions, the Bessel–Fourier transform and its connection with the Fourier transform.
- In section 3 we discuss some preliminary tools that are necessary for the proofs of the main results; precisely:
  - section 3.1 addresses the properties (of the operators $I_t$ defined by (13)—lemmas 3.1 and 3.2—and of the operator $\Lambda$ defined by (14) (propositions 3.3, 3.7 and 3.8 and corollary 3.10);
  - section 3.2 addresses the regularity of the trace on $S^2$ of functions in $D(H)$ (proposition 3.11);
  - section 3.3 addresses the regularity of the source term of the charge equation defined by (15) (proposition 3.14).
- In section 4 we prove local well–posedness of (17), that is item (i) of theorem 1.3, thanks to a careful analysis of the properties of the charge equation (28) (proposition 4.1).
- In section 5 we show conservation of mass and energy along the flow, that is item (ii) of theorem 1.3.
- In section 6 we deal with global well–posedness of (17), that is theorem 1.7; precisely,
  - section 6.1 studies the case of small initial data (i.e. item (i));
  - section 6.2 studies the defocusing case for general initial data (i.e. item (ii)) via a blow–up alternative argument (lemma 6.1).

Furthermore, appendix A presents the proof of (35), which is a crucial tool throughout the paper, whereas appendix B presents the proof of (81), which is necessary to prove the regularity transfer from the charge $q$ to the function $\psi$ defined by (27) (proposition 4.4).

2. Basics of analysis on $S^2$

Before starting any discussion of the results stated in section 1.2, it is worth fixing some notation and recalling some well known facts about the analytical tools usually involved in the study of problems on $S^2$.

2.1. Sobolev spaces on $S^2$

A crucial role for the definition of Sobolev spaces on $S^2$ is played by the so–called spherical harmonics (see, e.g. [60]). For every fixed $\ell \in \mathbb{N}$ and every fixed $m \in \{-\ell, \ldots, 0, \ldots, \ell\}$, the spherical harmonic of order $\ell$ and $m$, which we denote by $Y_{\ell,m}$, is the function $Y_{\ell,m} : S^2 \to \mathbb{C}$, defined by
where \( \theta \in [0, \pi] \) and \( \phi \in [0, 2\pi] \) are the colatitude and the longitude (respectively) associated with \( x \), and \( P_{\ell,m} \) is the associated Legendre polynomial of order \( \ell \) and \( m \), namely the smooth solution of
\[
(1 - s^2)P'_{\ell,m}(s) - 2sP_{\ell,m}(s) + \left[ \ell(\ell + 1) - \frac{m^2}{1 - s^2} \right] P_{\ell,m}(s) = 0.
\]
Such functions are known to be the eigenfunctions of the Laplace–Beltrami operator on \( S^2 \), i.e.
\[
-\Delta_{S^2} Y_{\ell,m} = \ell(\ell + 1) Y_{\ell,m},
\]
with
\[
\Delta_{S^2} := \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2},
\]
and an orthonormal basis of \( L^2(S^2) \), so that for every \( g \in L^2(S^2) \)
\[
g = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} g_{\ell,m} Y_{\ell,m},
\]
\[
\|g\|_{L^2(S^2)}^2 := \int_{S^2} |g(x)|^2 \, dS(x) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} |g_{\ell,m}|^2,
\]
with
\[
g_{\ell,m} := \langle g, Y_{\ell,m} \rangle_{L^2(S^2)} := \int_{S^2} g(x) Y_{\ell,m}(x) \, dS(x).
\]
Consequently (see, e.g. [45, section 1.7]), for every \( \mu \in \mathbb{R} \setminus \{0\} \) one can define the Sobolev spaces \( H^\mu(S^2) \) equivalently as
\[
H^\mu(S^2) := \left\{ g \in L^2(S^2) : \|g\|_{H^\mu(S^2)}^2 := \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \ell^{2\mu} |g_{\ell,m}|^2 < \infty \right\},
\]
\[
H^\mu(S^2) := \left\{ g \in L^2(S^2) : \|g\|_{H^\mu(S^2)}^2 := \|(-\Delta_{S^2})^{\mu/2} g\|_{L^2(S^2)}^2 < \infty \right\},
\]
where \((-\Delta_{S^2})^{\mu/2}\) can be easily deduced by (29), endowed with the natural norm \( \|g\|_{H^\mu(S^2)}^2 := \|g\|_{L^2(S^2)}^2 + \|g\|_{H^\mu(S^2)}^2 \). Note that in the following we often use the further equivalent norm \( \|g\|_{H^\mu(S^2)}^2 := \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell + \ell^2)^{\mu} |g_{\ell,m}|^2 \), where \( \langle \cdot \rangle \) denotes the Japanese brackets (i.e. \( \langle \ell \rangle := \sqrt{1 + \ell^2} \)).
However, there is also another definition of \( H^\mu(S^2) \), which reads as follows (see again [45, section 1.7]). Let \( U_1, U_2 \) be two open sets of \( S^2 \) containing the northern and the southern emispheres of \( S^2 \), respectively, and let \( \varphi_j : U_j \to B, j = 1, 2, \) be two smooth diffeomorphisms, where \( B \) denotes the unit ball of \( \mathbb{R}^2 \). Then,

\[
H^\mu(S^2) = \left\{ g \in L^2(S^2) : \pi_j [\chi_j g] \in H^\mu(\mathbb{R}^2), j = 1, 2 \right\},
\]

with

\[
\|g\|_{H^\mu(S^2)}^2 := \|\pi_1[\chi_1 g]\|_{H^\mu(\mathbb{R}^2)}^2 + \|\pi_2[\chi_2 g]\|_{H^\mu(\mathbb{R}^2)}^2,
\]

where

\[
\pi_j[v](x) := \begin{cases} 
\nu(\varphi_j^{-1}(x)), & \text{if } x \in B, \\
0, & \text{otherwise},
\end{cases}
\]

and \( \{\chi_1, \chi_2\} \) is a partition of the unity associated with the two emispheres of \( S^2 \) and such that \( \text{supp}\{\chi_j\} \subset U_j, j = 1, 2 \). This definition does not depend on \( U_j, \varphi_j \) or \( \chi_j \), in the sense that different choices yield equivalent norms, and is equivalent to (30) and (31) (see, e.g. [45, 54]). However, it has the advantage that, using partitions of unity and change of coordinates by the diffeomorphisms \( \varphi_1, \varphi_2 \), one can easily extend the usual embedding theorems for Sobolev spaces from \( \mathbb{R}^2 \) to \( S^2 \) (see, e.g. [34, 45]). Moreover, it also allows to prove directly some classical Schauder estimates. More precisely, when \( \mu > 1 \), recalling (21) and using

\[
\|g\|_{L^\infty(S^2)} \leq c\|g\|_{H^\mu(S^2)}, \quad \forall g \in H^\mu(S^2),
\]

one can check that

\[
\|\nu(g)\|_{H^\mu(S^2)} \leq c_\mu \|g\|_{L^\infty(S^2)} \|g\|_{H^\mu(S^2)}, \quad \forall g \in H^\mu(S^2),
\]

whenever \( \sigma \geq \frac{\mu}{2} \), whence

\[
\|\nu(g)\|_{H^\mu(S^2)} \leq c_\mu \|g\|_{H^\mu(S^2)}^{\sigma + 1}
\]

(the proof is reported in appendix A for the sake of completeness).

**Remark 2.1.** In the following we will equivalently use \( L^2(S^2) \) and \( H^\mu(S^2) \) in order to denote the space of the square integrable functions on the unit sphere of \( \mathbb{R}^3 \), since this does not give rise to misunderstandings.

Finally, we recall that it is also possible to prove that definitions (31) and (32) can be also extended to general \( W^{m,p}(S^2) \) spaces with \( p \in (1, +\infty) \), i.e.

\[
W^{m,p}(S^2) := \left\{ g \in L^p(S^2) : [g]_{W^{m,p}(S^2)}^p := \|(-\Delta_{S^2})^{m/2} g\|_{L^p(S^2)}^p < \infty \right\}
\]

\[
= \left\{ g \in L^p(S^2) : \pi_j [\chi_j g] \in W^{m,p}(\mathbb{R}^2), j = 1, 2 \right\}
\]

(see, e.g. [75, sections 1.5 and 1.6] and [16, 65, 71]).
2.2. Function spaces on $I \times \mathbb{S}^2$

As the main focus of the paper is the study of the time–dependent problem (17), it is also convenient to recall Sobolev spaces for functions of time and space, where the space variable varies on the unit spheres; that is, Sobolev spaces for functions $g : I \times \mathbb{S}^2 \to \mathbb{C}$, with $I$ an interval of the real line.

Exploiting definitions mentioned in the previous section, one can immediately define, for every $\mu \in \mathbb{R}$ and $\alpha > 0$ fixed,

$$L^2(I, H^\mu(\mathbb{S}^2)) := \left\{ g \in L^2(I \times \mathbb{S}^2) : \|g\|^2_{L^2(I, H^\mu(\mathbb{S}^2))} := \int_I \|g(t)\|_{H^\mu(\mathbb{S}^2)}^2 \, dt < +\infty \right\},$$

and

$$H^\alpha(I, H^\mu(\mathbb{S}^2)) := \left\{ g \in L^2(I, H^\mu(\mathbb{S}^2)) : \left[ g^{(j)} \right]_{H^{\alpha-j}(\mathbb{S}^2)} < +\infty \right\}, \quad \text{if } \alpha \notin \mathbb{N},$$

where

$$[g]^2_{H^{\alpha-j}(I, H^\mu(\mathbb{S}^2))} := \int_{I \times I} \frac{\|g(t) - g(s)\|^2_{H^\mu(\mathbb{S}^2)}}{|t-s|^{1+2(\alpha-j)}} \, ds \, dt$$

and $g(t) = g(t, \cdot) : \mathbb{S}^2 \to \mathbb{C}$ denotes the function that one obtains fixing the value of $t$. Note that these are Hilbert spaces when endowed with the natural norm.

It is also worth mentioning that the order in which the seminorms are considered can be exchanged. That is, for instance,

$$[g]^2_{H^{\alpha}(I, H^\mu(\mathbb{S}^2))} = \left\{ \int_{I \times I} \frac{[g(t) - g(s)]^2_{H^\mu(\mathbb{S}^2)}}{|t-s|^{1+2\alpha}} \, ds \, dt \right\} = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \ell^{2\mu} \left[ g_{\ell, m} \right]^2_{H^\mu(\mathbb{R})}, \quad \text{if } \alpha \in (0, 1),$$

and similarly when $\alpha > 1$, where $g_{\ell, m} : \mathbb{R} \to \mathbb{C}$ are the functions defined by

$$g_{\ell, m}(t) := \langle g(t), Y_{\ell, m} \rangle_{L^2(\mathbb{S}^2)}.$$

Moreover, whenever $I = \mathbb{R}$, one may write time Sobolev regularity by means of the Fourier transform with respect to the time $t$, i.e.

$$\hat{g}(\omega, x) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-i\omega t} g(t, x) \, dt,$$
and thus
\[ \|g\|_{H^p(\mathbb{R}^d)}^2 = \int_{\mathbb{R}^d} |\omega|^{2\alpha} |\hat{g}(\omega)|^2 d\omega = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \ell^{2\mu} \int_{\mathbb{R}} |\omega|^{2\alpha} |\hat{g}_{\ell,m}(\omega)|^2 d\omega. \] (39)

Finally, we also recall that
\[ C^0(I,H^\mu(S^2)) := \left\{ \begin{array}{c} g : I \times S^2 \to \mathbb{C} : \lim_{t \to s} \|g(t) - g(s)\|_{H^\mu(S^2)} = 0, \forall s \in I \end{array} \right\} \]
\[ L^\infty(I,H^\mu(S^2)) := \left\{ \begin{array}{c} g : I \times S^2 \to \mathbb{C} : \text{esssup}_{t \in I} \|g(t)\|_{H^\mu(S^2)} < +\infty \end{array} \right\}, \]
endowed with the natural norms. The definition of \( C^\alpha(I,H^\mu(S^2)) \) and \( W^{n,\infty}(I,H^\mu(S^2)) \) with \( n \in \mathbb{N} \) is straightforward.

### 2.3. Bessel functions and Bessel–Fourier transform

The last reminder concerns Bessel functions and the interaction between the spherical harmonics decomposition and the Fourier transform of \( \mathbb{R}^3 \), i.e.
\[ \mathcal{F}g(k) := \frac{1}{(2\pi)^2} \int_{\mathbb{R}^3} e^{-ix \cdot k} g(x) \, dx. \]

First, recall the definition of the Bessel function of the first kind of order \( \eta \) (see, e.g. [60]):
\[ J_\eta(t) := \left( \frac{t}{2} \right) ^\eta \sum_{j=0}^{\infty} \frac{(-1)^j}{\Gamma(j+1) \Gamma(j+\eta+1)} \left( \frac{t}{2} \right) ^{2j}. \]

Note that, when \( \eta \) is real and positive, Bessel functions satisfy the following estimates:
\[ |J_\eta(x)| \leq \frac{c}{|x|^\frac{\eta}{2}}, \quad \forall \eta > 0, x \in \mathbb{R} \] (40)
\[ |J_\eta(x)| \leq \frac{c}{\eta}, \quad \forall \eta > 0, x \in \mathbb{R} \] (41)
with \( c \) independent of \( \eta \) and \( x \) (see [50] and [69, p 357]). Note that, allowing an \( \eta \)-dependence of \( c \) in (40), one could establish a stronger estimate in \( |x| \), i.e.
\[ |J_\eta(x)| \leq \frac{c_1(\eta)}{|x|^\frac{\eta}{2}}, \quad \forall x > 0, \] (42)
with \( c_1(\eta) \) with a power–like growth at infinity (see, e.g. [61]). However, as the uniformity of the constant with respect to \( \eta \) is one on the main tools used throughout the paper, we will always prefer (40) to (42).

We recall, now, that the Fourier transform preserves the orthogonal decomposition given by \( (Y_{\ell,m})_{\ell,m} \). More precisely, using the Jacobi–Anger expansion of the plane wave in \( \mathbb{R}^3 \), i.e.
\[ e^{ix \cdot y} = (2\pi)^\frac{3}{2} (|x||y|)^\frac{1}{2} \sum_{\ell=0}^{\infty} \ell^{\frac{2}{3}} J_{\ell+\frac{1}{3}}(|x||y|) \sum_{m=-\ell}^{\ell} Y_{\ell,m} \left( \frac{x}{|x|} \right) Y_{\ell,m}^* \left( \frac{y}{|y|} \right) \] (43)
(see, e.g. [37]), one can prove that, whenever \( g(x) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} f_{\ell,m}(|x|) Y_{\ell,m}(x/|x|) \), there results

\[
\mathcal{F} g(k) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (-i)^{\ell} \tilde{g}_{\ell,m}(|k|) Y_{\ell,m}\left(\frac{k}{|k|}\right),
\]

where

\[
\tilde{g}_{\ell,m}(k) := \int_{0}^{+\infty} \frac{J_{\ell+1/2}(kr)}{\sqrt{kr}} r^2 g_{\ell,m}(r) \, dr
\]
is, up to the extra factor \( r^2/\sqrt{r} \), Bessel–Fourier transform of \( f \), a.k.a. the Hankel transform of \( g \) (see also [70], ch IV.3). By analogous computations one can also see that

\[
\mathcal{F}^{-1} g(x) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} i^{\ell} \tilde{g}_{\ell,m}(|x|) Y_{\ell,m}\left(\frac{x}{|x|}\right).
\]

In addition, exploiting the orthogonality of the Bessel functions in \( L^2([0, +\infty), r \, dr) \) (for an easy proof see [62]), one can also show that \( \|\tilde{g}_{\ell,m}\|_{L^2([0, +\infty), r^2 \, dr)} = \|g_{\ell,m}\|_{L^2([0, +\infty), r^2 \, dr)} \), i.e. the Bessel–Fourier transform is unitary on \( L^2([0, +\infty), r^2 \, dr) \), and that \( \tilde{g}_{\ell,m} = g_{\ell,m} \), i.e. the Bessel–Fourier transform is involutory.

Finally, we note that (44) implies:

(i) \((\mathcal{F} g)_{\ell,m}(|k|) = (-i)^{\ell} \tilde{g}_{\ell,m}(|k|)\) and, for every borel function \( \varphi : \mathbb{R} \to \mathbb{R} \),

\[
(\mathcal{F} \varphi(-\Delta) g)_{\ell,m}(|k|) = (-i)^{\ell} \varphi(|k|^2) \tilde{g}_{\ell,m}(|k|),
\]

where \( \varphi(-\Delta) \) is defined by standard Functional Calculus;

(ii) whenever \( h : S^2 \to \mathbb{C} \) is sufficiently smooth, as it can be identified with the measure \( h \delta_{\mathbb{S}^2} \), its Fourier transform \( \mathcal{F} h := \mathcal{F} h \delta_{\mathbb{S}^2} : \mathbb{R}^3 \to \mathbb{C} \) is well defined and smooth and there results

\[
(\mathcal{F} h)_{\ell,m}(|k|) = (-i)^{\ell} \tilde{h}_{\ell,m} = (-i)^{\ell} \frac{h_{\ell,m}}{|k|} J_{\ell+1/2}(|k|),
\]

which amounts to [66, equation (3.5.91)]; in particular \( \mathcal{F} \delta_{\mathbb{S}^2}(k) = \frac{J_{\ell+1/2}(|k|)}{|k|} \) (see [66, theorem 3.5.13 and following remark]).

3. Preliminary results

In this section we establish some technical results, which are required in the proofs of theorems 1.3 and 1.7:

(i) the mapping properties of the operator \( \Lambda \) present in the charge equation (28), and defined by (14);
(ii) the regularity of the trace on \( S^2 \) of the functions in the domain of the nonlinear map \( \mathcal{H} \), defined by (18) (or (19));
(iii) the regularity of the source term of (28), defined by (15).
3.1. Properties of the operator $\Lambda$

The behaviour of the solutions of (28) is strongly affected by the features of the operator $\Lambda$ defined by (14). In particular, for our purposes the most relevant ones are the mapping properties between the function spaces defined in section 2.2.

As a first step, we establish an $L^p(S^2) - L^q(S^2)$ estimate for the family of operators $(I_t)_{t > 0}$ defined by (13). Preliminarily, we note that, using the Jacobi–Anger expansion of the plane wave of $\mathbb{R}^3$ given by (43), it is possible to check that $I_t$ acts as a multiplication operator with respect to the decomposition in spherical harmonics. Precisely,

$$\langle I_t g \rangle_{\ell,m} = \rho(t, \ell) g_{\ell,m}, \quad \text{with} \quad \rho(t, \ell) = \frac{(-i)^{\ell+3/2} e^{\pi J_{\ell+1/2}}}{2t} \left( \frac{1}{2t} \right).$$

(47)

This is not surprising since the integral kernel $I(t, x, y)$ only depends on $x \cdot y$ and such kernels are well known to give rise to convolution operators, which thus can be diagonalized by a suitable transform. In the following we will often refer to $\rho(t, \ell)$ as the symbol of the operator $I_t$. Note also that such a symbol could be also computed by the Funk–Hecke formula (see, e.g. [32]).

Lemma 3.1. Let $t > 0$, $p \in [1, 2]$ and $r \in [2, +\infty]$, with $p^{-1} + r^{-1} = 1$. Then, there exists $c > 0$, independent of $p$ and $r$, such that

$$\|I_t g\|_{L^r(S^2)} \leq c \frac{\|g\|_{L^p(S^2)}}{\rho'(p)} \|g\|_{L^p(S^2)}, \quad \forall g \in L^p(S^2),$$

(48)

with

$$\delta(p) := \frac{5}{3p} - \frac{1}{6}.$$ 

(49)

Proof. First, combining (47) and (40), there results

$$\|I_t g\|_{L^r(S^2)} \leq \sup_{\ell \in \mathbb{N}} |\rho(t, \ell)| \|g\|_{L^p(S^2)} \leq c \frac{\|g\|_{L^p(S^2)}}{\rho'(p)} \|g\|_{L^p(S^2)}.$$ 

(50)

On the other hand, by (12) it is straightforward that

$$\|I_t g\|_{L^\infty(S^2)} \leq c \left( \frac{2}{\delta(p)} \right)^{1/2} \|g\|_{L^p(S^2)}.$$ 

Thus, by the Riesz–Thorin theorem (see, e.g. [53, theorem 2.1]), one obtains (48). \qed

In addition, we can also prove that the operators $I_t$ display a regularizing effect with respect to the Sobolev spatial regularity.

Lemma 3.2. Let $t > 0$, $\mu \in \mathbb{R}$ and $z \in [0, 1]$. Then, there exists $c > 0$, independent of $\mu$ and $z$, such that

$$\|I_t g\|_{H^{\mu+z}(S^2)} \leq c \frac{\|g\|_{H^\mu(S^2)}}{t^{1-z/2}} \|g\|_{H^\mu(S^2)}, \quad \forall g \in H^\mu(S^2).$$

(51)

Proof. First, interpolating (40) and (41), there results

$$|I_t^{\ell+1/2}(x)| \leq c \frac{1}{|x|^{1/2}}.$$
with $c$ independent of $\mu$ and $z$. Hence
\[ |\rho(\ell,t)| \leq \frac{c}{t^{1/3} \langle \ell \rangle^{1-\frac{r}{3}}}, \]
which immediately implies (51).

Now, we discuss the properties of the operator $\Lambda$ (defined by (14)) in the next three propositions.

**Proposition 3.3.** Let $\mu \in \mathbb{R}, z \in (0,1], r \in \left(\frac{3}{2}, +\infty\right]$ and $T > 0$. Then, there exists $C > 0$, independent of $\mu, z, r$ and $T$, such that
\[ \|\Lambda g\|_{L^\infty([0,T],H^{\mu+z}\mathbb{R}^d)} \leq \frac{C(3(r-1))^{-\frac{1}{r+1}}}{T^{\frac{1}{r} - \frac{z}{r+1}}} \|g\|_{L^1([0,T],H^{\mu}\mathbb{R}^d)} \] (52)
for every $g \in L^1([0,T],H^{\mu}\mathbb{R}^d)$. Moreover $\Lambda g \in C^0([0,T],H^{\mu+z-\frac{3}{r}}\mathbb{R}^d)$.

**Proof.** Using (51), one sees that for a.e. $t \in (0,T]$
\[ \|\Lambda g(t)\|_{H^{\mu+z-\frac{3}{r}}\mathbb{R}^d} \leq \int_0^t \|I_{t-s}g(s)\|_{H^{\mu+z-\frac{3}{r}}\mathbb{R}^d} \, ds \leq C \int_0^t \frac{1}{|t-s|^{1-z/r}} \|g(s)\|_{H^{\mu}\mathbb{R}^d} \, ds. \] (53)
Thus, (52) follows from Hölder inequality.

It is then left to prove that $\Lambda g$ is continuous in $t$ with values in $H^{\mu+z-\frac{3}{r}}$. First, easy computations yield
\[ \Lambda g(t+h,x) - \Lambda g(t,x) = \int_0^h (I_{t+h-s}g(s))(x) \, ds + \int_0^t (I_{t-s}(g(s+h)-g(s)))(x) \, ds. \]
Hence, arguing as before, one finds that
\[ \|\Lambda g(t+h) - \Lambda g(t)\|_{H^{\mu+z-\frac{3}{r}}\mathbb{R}^d} \leq C \left\{ \frac{3(r-1)}{r^2 - 3} \right\} \|g\|_{L^1([0,h],H^{\mu}\mathbb{R}^d)} \] (53)
and, above all, $\frac{1}{r} - \frac{3-z}{r} > 0$ are positive.

**Remark 3.4.** Note that by the assumptions on $z$ and $r$, $\frac{3(r-1)}{r^2 - 3}$ and, above all, $\frac{1}{r} - \frac{3-z}{r}$ are positive.

**Remark 3.5.** The mean continuity property is a well known property of $L^p$-spaces of functions with real values (see, e.g. [59]). However, it can be easily generalized to Bochner spaces using the density of smooth functions with respect to time (see, e.g. [36, section 5.2.9]).
Remark 3.6. As they play a crucial role throughout the paper, we single out the extremal cases of Proposition 3.3, i.e. \( r = +\infty \) and \( \varepsilon = 1 \):
\[
\| \Lambda g \|_{C^1([0,T],H^{r\varepsilon-1/2}([S^2]))} \leq \frac{3C}{\varepsilon} T^{\frac{1}{r}} \| g \|_{L^\infty([0,T],H^{r\varepsilon}([S^2]))},
\]
and, for \( r > 3 \),
\[
\| \Lambda g \|_{C^1([0,T],H^{p\varepsilon}([S^2]))} \leq C \left( \frac{3r-3}{r-3} \right) T^{\frac{1}{r-3}} \| g \|_{L^1([0,T],H^{r\varepsilon}([S^2]))},
\]
Clearly, combining the two results one obtains
\[
\| \Lambda g \|_{C^1([0,T],H^{p\varepsilon}([S^2]))} \leq 3C T^{1/3} \| g \|_{L^\infty([0,T],H^{r\varepsilon}([S^2]))},
\]

Proposition 3.7. Let \( \alpha, \mu \geq 0 \) and \( T > 0 \). If \( g \in H^\alpha (\mathbb{R}, H^\mu ([S^2])) \), with \( \text{supp}\{g\} \subseteq [0,T] \times S^2 \), then \( \Lambda g \in L^2_{\text{loc}} (\mathbb{R}, H^\mu ([S^2])) \cap H^{\alpha+1/7} (\mathbb{R}, H^\mu ([S^2])) \).

Proof. We can split the proof in two parts.

Part (i): \( \Lambda g \in L^2_{\text{loc}} (\mathbb{R}, H^\mu ([S^2])) \). It is sufficient to fix arbitrary \( T_1 < T_2 \) and prove that \( \Lambda g \in L^2([T_1,T_2],H^\mu ([S^2])) \). By (47), we have
\[
(\Lambda g(t))_{\ell,m} = \int_0^t \rho (t-s, \ell) g_{\ell,m} (s) \, ds.
\]
As a first consequence, since \( \text{supp}\{g\} \subseteq [0,T] \times S^2 \), when \( T_2 \leq 0 \) the claim is straightforward. Fix, then, \( T_2 > 0 \). Using again that \( \text{supp}\{g\} \subseteq [0,T] \times S^2 \), on can write \( (\Lambda g(t))_{\ell,m} \) as
\[
(\Lambda g(t))_{\ell,m} = \int_0^{T_2} H(t-s) \rho (t-s, \ell) g_{\ell,m} (s) \, ds, \quad \forall t \in [0,T_2]
\]
where \( H(t) \) is Heavyside function. Now, observing that, by (40), \( |H(t-s)\rho (t-s, \ell)| \leq c |t-s|^{-2/3} \), with \( c \) independent of \( \ell \) and \( m \), one can use the Schur test between \( L^2(0,T_2) \) and \( L^2(T_1,T_2) \) (see, e.g. [41]), with test functions identically equal to 1, to get that
\[
\| (\Lambda g(\cdot))_{\ell,m} \|_{L^2(T_1,T_2)} \leq c_{T_1,T_2} \| g_{\ell,m} \|_{L^2(0,T_2)},
\]
with \( c_{T_1,T_2} \) still independent of \( \ell \) and \( m \). As a consequence,
\[
\| \Lambda g \|_{L^2([T_1,T_2],H^\mu ([S^2]))} \leq \int_{T_1}^{T_2} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)^{2\mu} \| (\Lambda g(t))_{\ell,m} \|^2 \, dt
\]
\[
= \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)^{2\mu} \int_{T_1}^{T_2} \| (\Lambda g(t))_{\ell,m} \|^2 \, dt
\]
\[
\leq c_{T_1,T_2}^2 \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)^{2\mu} \| g_{\ell,m} \|_{L^2([0,T_2])}^2
\]
\[
\leq c_{T_1,T_2}^2 \| g \|_{L^2([0,T_2],H^\mu ([S^2]))}^2 < +\infty.
\]

Part (ii): \( \Lambda g \in H^{\alpha+1/7} (\mathbb{R}, H^\mu ([S^2])) \). Combining (56) with \( T_2 = T \) and the fact that \( \text{supp}\{g\} \subseteq [0,T] \), there results that
\[(\Lambda g(t))_{\ell,m} = ((H\rho(\cdot, \ell)) * g_{\ell,m})(t),\]

so that the Fourier transform with respect to time reads
\[(\hat{\Lambda}g(\cdot))_{\ell,m}(\omega) = \mathcal{F}H\rho(\cdot, \ell)(\omega) \hat{g}_{\ell,m}(\omega).\]

Let us discuss \(H\rho(\cdot, \ell)\). By definition
\[
H\rho(\cdot, \ell)(\omega) = \frac{(-i)^{\ell+3/2}}{\sqrt{8\pi}} \int_{0}^{+\infty} e^{-i\omega t} e^{i/2t} J_{\ell+1/2} \left(\frac{1}{2t}\right) \frac{dr}{t},
\]
and thus
\[
|H\rho(\cdot, \ell)(\omega)| \leq c \left( \int_{0}^{1} J_{\ell+1/2} \left(\frac{1}{2t}\right) \left|\frac{dr}{t}\right| + \int_{1}^{+\infty} J_{\ell+1/2} \left(\frac{1}{2t}\right) \left|\frac{dr}{t}\right| \right).
\]

Now, by (40), it is straightforward that \(I_1 \leq c\), with \(c\) independent of \(\ell\). On the other hand, since from [60, equation (10.9.4)] there results that
\[
\left|J_{\ell+1/2} \left(\frac{1}{2t}\right)\right| \leq \frac{c}{4^{\ell+1/2} (\ell+1)! t^{\ell+1/2}},
\]
one can check that \(I_2 \leq c\), with \(c\) independent of \(\ell\), as well, and thus
\[
|H\rho(\cdot, \ell)(\omega)| \leq c, \quad \forall \omega \in \mathbb{R}.
\] (57)

On the other hand, an easy change of variable yields
\[
H\rho(\cdot, \ell)(\omega) = \frac{(-i)^{\ell+3/2}}{\sqrt{8\pi}} \int_{0}^{+\infty} e^{i\omega t} e^{-i/2t} J_{\ell+1/2}(\omega t) \frac{dt}{t},
\]
so that, for any fixed \(a > 0\), \(H\rho(\cdot, \ell)(\omega) = \varphi_1(\omega) + \varphi_2(\omega)\), with
\[
\varphi_1(\omega) := \frac{(-i)^{\ell+3/2}}{\sqrt{8\pi}} \int_{0}^{a} e^{i\omega t} e^{-i/2t} J_{\ell+1/2}(\omega t) \frac{dt}{t},
\]
\[
\varphi_2(\omega) := \frac{(-i)^{\ell+3/2}}{\sqrt{8\pi}} \int_{a}^{+\infty} e^{i\omega t} e^{-i/2t} J_{\ell+1/2}(\omega t) \frac{dt}{t}.
\]

Using again (40), one immediately obtains
\[
|\varphi_2(\omega)| \leq \frac{c}{(a |\omega|)^{1/3}}.
\]
Moreover, integrating by parts, since \((-2te^{-1/2t})' = e^{-1/2t}/t^2\), we have
\[
\int_0^\infty e^{\omega t} e^{-1/2t} J_{\ell+1/2} (\omega t) \frac{dt}{t} = -2\omega e^{-1/(2\alpha)} + \omega \alpha J_{\ell+1/2} (\omega) \tag{58}
\]
\[
+ 2i \int_0^\infty e^{\omega t} e^{-1/2t} J_{\ell+1/2} ('\omega t) \frac{dt}{t} \tag{59}
\]
\[
- 2\omega \int_0^\infty e^{i\omega t} e^{-1/2t} J_{\ell+1/2} (\omega t) \frac{dt}{t} \tag{60}
\]
\[
+ 2\omega \int_0^\infty e^{i\omega t} e^{-1/2t} J_{\ell+1/2} ('\omega t) \frac{dt}{t}. \tag{61}
\]
and thus \(\varphi_1 = \varphi_1^1 + \varphi_1^2 + \varphi_1^3 + \varphi_1^4\), with \(\varphi_1^4\) given by the multiplication between \((\omega) - \frac{1}{\sqrt{2\pi}}\) and the rhs of (58)–(61), respectively. By (41), one immediately sees that
\[
|\varphi_1^1(\omega)| \leq c, \quad |\varphi_1^2(\omega)| \leq c \alpha \quad \text{and} \quad |\varphi_1^3(\omega)| \leq c\omega a^2, \quad \forall \omega \in \mathbb{R},
\]
while, in order to estimate \(\varphi_1^4\) one first recalls that
\[
2J_{\ell+1/2} = J_{\ell+3/2} - J_{\ell-1/2},
\]
(see, e.g. [40, equation (8.47.2)]) and then argues as before obtaining
\[
|\varphi_1^4(\omega)| \leq c\omega a^2, \quad \forall \omega \in \mathbb{R}.
\]
Therefore, setting \(a = |\omega|^{-1/2}\), one finds that
\[
|H\rho(\cdot, \ell)(\omega)| \leq c \left( \frac{1}{|\omega|^{1/2}} + \frac{1}{|\omega|^{1/2}} \right), \quad \forall \omega \in \mathbb{R},
\]
and thus, combining with (57), there results
\[
|H\rho(\cdot, \ell)(\omega)| \leq \frac{c}{|\omega|^{1/2}}, \quad \forall \omega \in \mathbb{R}.
\]
Summing up,
\[
[Ag]_{H^{\alpha+1/2}(\mathbb{R}, H^\mu(S^2))}^2 = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)^{2\mu} \left| (Ag(\cdot))_{\ell,m} \right|^2_{H^{\alpha+1/2} (\mathbb{R})}
\]
\[
= \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)^{2\mu} \int_{\mathbb{R}} |\omega|^{2\alpha} \left| (Ag(\cdot))_{\ell,m} (\omega) \right|^2 d\omega
\]
\[
\leq c \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)^{2\mu} \int_{\mathbb{R}} |\omega|^{2\alpha} |g_{\ell,m}(\omega)|^2 d\omega = c \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)^{2\mu} \|g_{\ell,m}\|_{H^\mu (\mathbb{R})}^2
\]
\[
= c \|g\|_{H^\mu (\mathbb{R}, H^\mu (S^2))}^2 < +\infty,
\]
which completes the proof. \(\square\)

**Proposition 3.8.** Let \(\alpha, \mu \geq 0\) and \(T > 0\). Let also \(g \in H^\alpha ([0, T], H^\mu (S^2))\). Then, whenever one of the following conditions is satisfied:
(i) $0 \leq \alpha < 1/2$,
(ii) $1/2 < \alpha < 3/2$ and $g(0) = g(T) = 0$.

there results that $\Lambda g \in H^{\alpha+1/7}(0, T; H^\mu(S^2))$. Moreover, in both cases, there exists $c(T) > 0$, only depending $T$, such that

$$\|\Lambda g\|_{H^{\alpha+1/7}(0, T; H^\mu(S^2))} \leq c(T) \|g\|_{H^\mu([0, T], H^\mu(S^2))}.$$ 

**Remark 3.9.** Note that the condition $g(0) = g(T) = 0$ is well defined since

$$H^\mu([0, T], H^\mu(S^2)) \hookrightarrow C^0([0, T], H^\mu(S^2)),$$

(where such embedding is established, e.g. in [28, section 1.7] in the integer case and can be proved, e.g. by using [34, theorem 8.2] on the components $g_{\ell,m}(\cdot)$ in the fractional case).

**Proof.** First, we define the function $G : \mathbb{R} \times S^2 \to \mathbb{C}$ such that

$$G(t, x) := \begin{cases} g(t, x) & \text{if } (t, x) \in [0, T] \times S^2 \\ 0 & \text{otherwise.} \end{cases}$$

As a consequence,

$$G_{\ell,m}(t) := \begin{cases} g_{\ell,m}(t) & \text{if } t \in [0, T] \\ 0 & \text{otherwise.} \end{cases}$$

Note also that, whenever $1/2 < \alpha < 3/2$ and $\|g(0)\|_{H^\mu(S^2)} = \|g(T)\|_{H^\mu(S^2)} = 0$, $g_{\ell,m}(0) = g_{\ell,m}(T) = 0$ for every $\ell$ and $m$, so that $G_{\ell,m}(0) = G_{\ell,m}(T) = 0$ for every $\ell$ and $m$. Then, by [24, lemma 2.1], we have that $G_{\ell,m} \in H^\alpha(\mathbb{R})$ with $\|G_{\ell,m}\|_{H^\alpha(\mathbb{R})} \leq c \|g_{\ell,m}\|_{H^\mu([0, T])}$ ($c$ being independent of $\ell$ and $m$). Thus $G \in H^\alpha(\mathbb{R}, H^\mu(S^2))$ and

$$\|G\|_{H^\alpha(\mathbb{R}, H^\mu(S^2))} \leq c \|g\|_{H^\mu([0, T], H^\mu(S^2))}.$$ 

Now, since by construction $\text{supp}\{G\} \subseteq [0, T]$, $G$ satisfies the assumptions of proposition 3.8 and so $\Lambda G \in H^{\alpha+1/7}([0, T], H^\mu(S^2))$. Finally, since again by construction $\Lambda G(t, x) = \Lambda g(t, x)$ for all $(t, x) \in [0, T] \times S^2$, the proof is complete. \hfill \Box

Such a proposition has the following immediate corollary, which claims that one can actually drop the assumption $g(T) = 0$ in the condition (ii).

**Corollary 3.10.** Let $\alpha, \mu \geq 0$ and $T > 0$. Let also $g \in H^\mu([0, T], H^\mu(S^2))$. Then, whenever one of the following conditions is satisfied:

(i) $0 \leq \alpha < 1/2$,
(ii) $1/2 < \alpha < 3/2$ and $g(0) = 0$,

there results that $\Lambda g \in H^{\alpha+1/7}([0, T], H^\mu(S^2))$. Moreover, in both cases, there exists $c(T) > 0$, only depending $T$, such that

$$\|\Lambda g\|_{H^{\alpha+1/7}([0, T], H^\mu(S^2))} \leq c(T) \|g\|_{H^\mu([0, T], H^\mu(S^2))}.$$ 


Proof. Consider the function $G: \mathbb{R} \times S^2 \to \mathbb{C}$ defined by

$$G(t, x) := \begin{cases} g(t, x) & \text{if } (t, x) \in [0, T] \times S^2 \\ g(2T-t, x) & \text{if } (t, x) \in [T, 2T] \times S^2 \\ 0 & \text{otherwise.} \end{cases}$$

so that,

$$G_{t,m}(t) := \begin{cases} g_{t,m}(t) & \text{if } t \in [0, T] \\ g_{t,m}(2T-t) & \text{if } t \in [T, 2T] \\ 0 & \text{otherwise.} \end{cases}$$

As a consequence, one can check that $\|G_{t,m}\|_{H^r([0,2T])} \leq c \|g_{t,m}\|_{H^r([0,T])}$, $c$ being independent of $\ell$ and $m$ (the proof is straightforward when $\alpha \in [0,1] \setminus \{\frac{1}{2}\}$, whereas it requires to argue as in the proof of [24, lemma 2.1] to estimate the ‘off–diagonal’ terms when $\alpha \in [1, \frac{3}{2})$). Thus $G \in H^\alpha([0,2T], H^\alpha(S^2))$, whence it satisfies the assumptions of proposition 3.8 on the interval $[0,2T]$, which implies $\Delta G \in H^{\alpha+1/2}([0,2T], H^{\alpha}(S^2))$. Then, one concludes observing again that, by construction, $\Delta G(t, x) = \Delta g(t, x)$ for all $(t, x) \in [0, T] \times S^2$.

3.2. Regularity of the trace on $S^2$ of functions in $D(H)$

Here we discuss the regularity of $u_{|S^2}$ for functions $u \in D(H)$, or equivalently, the regularity of $q$ in (19).

The natural guess, descending from the linear case, is that $q \in H^{1/2}(S^2)$. To this aim, since the trace operator is bounded and surjective from $H^2(\mathbb{R}^3)$ to $H^{1/2}(S^2)$, it is sufficient to prove that for any given function $\eta \in H^{1/2}(S^2)$, there exists a unique $q \in H^{1/2}(S^2)$ that solves, for some value of $\lambda > 0$,

$$q(x) + G^\lambda \nu(q)(x) = \eta(x), \quad \forall x \in S^2;$$

that is,

$$q(x) + \int_{S^2} T^\lambda(x,y) \nu(q(y)) \, dS(y) = \eta(x), \quad \forall x \in S^2, \quad (62)$$

where $T^\lambda(x,y) := G^\lambda(x-y)$ for every $x, y \in S^2$. Therefore, we state the following result.

**Proposition 3.11.** Let $\beta \in \mathbb{R}$, $\sigma \geq 1/2$ and $\eta \in H^{\beta/2}(S^2)$. Then, there exists $\lambda > 0$ such that there exists a unique $q \in H^{\beta/2}(S^2)$ that solves (62). In addition

$$\|q\|_{H^{\beta/2}(S^2)} \leq 2\|\eta\|_{H^{\beta/2}(S^2)}.$$

**Proof.** Preliminarily, we denote by $T^\lambda$ the operator defined by the integral kernel $T^\lambda(x,y)$. Then, we may divide the proof in three steps.

**Step (i):** $L^\infty(S^2)$–estimate for $T^\lambda$. We aim at proving

$$\|T^\lambda g\|_{L^\infty(S^2)} \leq \frac{c}{\sqrt{\lambda}} \|g\|_{L^\infty(S^2)}, \quad \forall g \in L^\infty(S^2). \quad (64)$$
Since by (4) $T^\lambda(x, y) \geq 0$, it is sufficient to prove that
\[ \int_{S^2} T^\lambda(x, y) \, dS(y) \leq \frac{c}{\sqrt{\lambda}} \quad \text{for a.e. } x \in S^2. \]

For any fixed $x \in S^2$, choosing the angle between $x$ and $y$ as the colatitude $\theta$, there results
\[
\int_{S^2} T^\lambda(x, y) \, dS(y) = \frac{1}{2\sqrt{2}} \int_0^\pi e^{-\sqrt{2\lambda(1-\cos \theta)}} \sin \theta \, d\theta = \frac{1}{2\sqrt{2}} \int_0^2 e^{-\sqrt{2\lambda a}} \, da
\]
\[
\leq \frac{1}{2\sqrt{2}} \int_0^{+\infty} e^{-\sqrt{2\lambda a}} \, da = \frac{\sqrt{\pi}}{4\sqrt{\lambda}},
\]
which, thus, proves (64).

**Step (ii):** $H^\mu(S^2)$–estimates for the operator defined by $T^\lambda$. We aim at proving
\[
\|T^\lambda g\|_{H^\mu(S^2)} \leq c\lambda^{-1/3} \|g\|_{H^\mu(S^2)}, \quad \forall g \in H^\mu(S^2),
\]
for any fixed $\mu \in (1,2)$. As we made for $I_t$ in section 3.1, we start by establishing a suitable representation of the operator with respect to the decomposition in spherical harmonics. First, by (45) we have that
\[
F(-\Delta + \lambda)^{-1} u(k) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (-1)^\ell \frac{k_{\ell,m}}{|x|+\lambda} Y_{\ell,m} \left( \frac{k}{|k|} \right).
\]
Furthermore, using (43) and the $L^2(S^2)$–orthonormality of the spherical harmonics, there results
\[
(-\Delta + \lambda)^{-1} u(x) = F^{-1} F (-\Delta + \lambda)^{-1} u(x)
\]
\[
= \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} Y_{\ell,m} \left( \frac{x}{|x|} \right) \int_0^{+\infty} \frac{k_{\ell,m}}{\sqrt{|k|}} J_{\ell+1/2}(k|x|) \tilde{u}_{\ell,m}(k) \frac{dk}{k^2+\lambda}
\]
and thus
\[
(-\Delta + \lambda)^{-1} u_{\ell,m}(x) = \int_0^{+\infty} \frac{k_{\ell,m}^2}{\sqrt{|k|}} J_{\ell+1/2}(k|x|) \tilde{u}_{\ell,m}(k) \frac{dk}{k^2+\lambda}. \quad (66)
\]
Now, since by standard potential theory and (3)
\[
(-\Delta + \lambda) G^\lambda g = g\delta_{S^2}
\]
and since (arguing as at the end of section 2.3) (66) can be proved also for $u = g\delta_{S^2}$ with $g \in H^\mu(S^2)$, using (46) there results
\[
(G^\lambda g)_{\ell,m}(x) = \frac{R_{\ell,m}}{|x|} \int_0^{+\infty} \frac{k J_{\ell+1/2}(k) J_{\ell+1/2}(k|x|)}{|k| k^2+\lambda} \, dk.
\]
Finally, since $T^\lambda g(x) = G^\lambda g_{S^2} (x)$, for every $x \in S^2$, we have that
\[
(T^\lambda g)_{\ell,m} = T^\ell R_{\ell,m}, \quad \text{with } \quad T^\ell := \int_0^{+\infty} \frac{k J_{\ell+1/2}(k) J_{\ell+1/2}(k|x|)}{|k| k^2+\lambda} \, dk.
\]
As a consequence, using (40) we obtain
\[
|T^\lambda_k| \leq c \int_0^{+\infty} \frac{k^{1/3}}{\left(k^2 + \lambda\right)} \, dk \leq c \lambda^{-1/3},
\]
with \(c\) independent of \(\ell\), which immediately yields (65).

**Step (iii): claim of the proposition.** In order to complete the proof it is sufficient to show that there exists \(\lambda > 0\) such that the map
\[
\tau^\lambda(q) := -T^\lambda(\nu(q)) + \eta
\]
is a contraction in
\[
X := \left\{ q \in H^{3/2}(S^2) : \|q\|_{H^{3/2}(S^2)} \leq 2\|\eta\|_{H^{3/2}(S^2)} \right\},
\]
with respect to a proper metric which make \(X\) complete. Let us prove, first, that \(X\) is preserved by \(\tau^\lambda\). By (65) and (36), we have that
\[
\|\tau^\lambda(q)\|_{H^{3/2}(S^2)} \leq c_{\beta, \sigma} \left(2\|\eta\|_{H^{3/2}(S^2)} \right)^{2\sigma+1} \lambda^{-1/3} + \|\eta\|_{H^{1/2}}, \quad \forall q \in X,
\]
and, thus, the claim is proved for a sufficiently large \(\lambda\). It is left to discuss contractivity with respect to a suitable metric. Consider the \(L^\infty(S^2)\)–one. It is not difficult to see that it makes \(X\) complete. Indeed, an \(L^\infty(S^2)\)–Cauchy sequence in \(X\) converges in \(L^\infty(S^2)\) to a limit which has to belong to \(X\) since the sequence is also weakly convergent in \(H^{3/2}(S^2)\) by Banach–Alaoglu. Then, fix arbitrary \(q_1, q_2 \in (X, \|\cdot\|_{L^\infty(S^2)})\). Since
\[
\tau^\lambda(q_1) - \tau^\lambda(q_2) = T^\lambda(\nu(q_2) - \nu(q_1)),
\]
combining (65), (34) and the fact that
\[
|z_1^{2\sigma}z_1 - |z_2|^{2\sigma}z_2| \leq c (|z_1|^{2\sigma} + |z_2|^{2\sigma}) |z_1 - z_2|, \quad \forall z_1, z_2 \in \mathbb{C},
\]
one can check that
\[
\|\tau^\lambda(q_1) - \tau^\lambda(q_2)\|_{L^\infty(S^2)} \leq c \lambda^{-1/3} \|\nu(q_1) - \nu(q_2)\|_{L^\infty(S^2)} \leq c_{\beta, \sigma} \lambda^{-1/3} \|q_1 - q_2\|_{L^\infty(S^2)}.
\]
Hence, \(\tau^\lambda\) is contractive again for \(\lambda\) large enough.

**Remark 3.12.** Note that, since \(\nu(q) \in H^{3/2}(S^2)\) whenever \(q \in H^{3/2}(S^2)\) (from (35)), one can argue as in the linear case to prove that \(\mathcal{D}(\mathcal{H})\) is independent of \(\lambda\).

**Remark 3.13.** Note also that, combining proposition 3.11 with the fact that the \(H^{3/2}(S^2)\)–regularity is preserved by \(\nu\) (again by (35)), the knowledge of the regular part of \(u \in \mathcal{D}(\mathcal{H})\) for some fixed \(\lambda\) allows to reconstruct \(q\), and thus \(u\) itself. Note that the converse is false in general (as a consequence of remark 3.12).
3.3. Regularity of the source term of (28)

Here we discuss the regularity of the source term $F_0$ of (28), defined by (15). Clearly, since $\psi_0 \in D(H)$, for any fixed $\lambda > 0$ we can decompose it as $F_0 = F_{0,1} + F_{0,2}$, where

$$
\begin{aligned}
F_{0,1}(t, x) &= (U_t \phi_0^\lambda)(x), \\
F_{0,2}(t, x) &= -(U_t G^\lambda \nu(q_0))(x),
\end{aligned}
$$

with $\phi_0^\lambda \in H^2(\mathbb{R}^3)$ and (by proposition 3.11) $q_0 \in H^{3/2}(S^2)$.

As in the previous results, it is convenient to decompose these quantities with respect to the basis of the spherical harmonics. Using (43), (45) and (46) and the $L^2(S^2)$-orthonormality of the spherical harmonics as in Step (ii) of the proof of proposition 3.11, and recalling that by functional calculus $U_t = e^{-t\Delta}$ and $U_t G^\lambda \nu(q_0) = (e^{-t\Delta}(-\Delta + \lambda)^{-1})\nu(q_0)\delta_{S^2}$, one can check that

$$
(F_{0,1})_{t,m}(t) = \int_0^{+\infty} r^{3/2} e^{-ur^2} J_{t+1/2}(r) \left( \phi_0^\lambda \right)_{t,m}(r) \, dr
$$

$$
(F_{0,2})_{t,m}(t) = f_{2,t}(t)(\nu(q_0))_{t,m}, \quad \text{with} \quad f_{2,t}(t) = \int_0^{+\infty} r e^{-ur^2} F^2_{t+1/2}(r) \, dr.
$$

In addition, note that, since $q_0 := \psi_{0|S^2}$ and $U_0 = 1$, one has $F_0(0) \equiv q_0$.

**Proposition 3.14.** Let $\beta \in \mathbb{R}$, $\sigma \geq 1/2$ and $\psi_0 = \phi_0^\lambda - G^\lambda \nu(q_0) \in D(H)$. Then, for any fixed $\lambda > 0$,

$$
\|F_0\|_{C^0([0,T], H^{3/2}(S^2))} \lesssim \lambda \left( \|\phi_0^\lambda\|_{H^3(\mathbb{R}^3)} + \|q_0\|_{H^{3/2}(S^2)}^{2\sigma+1} \right),
$$

$$
\|f_0\|_{H^\sigma([0,T], H^{3/2}(S^2))} \lesssim \lambda T \left( \|\phi_0^\lambda\|_{H^3(\mathbb{R}^3)} + \|q_0\|_{H^{3/2}(S^2)}^{2\sigma+1} \right),
$$

$$
\|f_0 - \lambda^{-1} A \nu(q_0)\|_{H^\sigma([0,T], H^{3/2}(S^2))} \lesssim \lambda T \left( \|\phi_0^\lambda\|_{H^3(\mathbb{R}^3)} + \|q_0\|_{H^{3/2}(S^2)}^{2\sigma+1} \right),
$$

for every $T > 0$ and every $\alpha \in (0, \frac{3}{14})$.

**Remark 3.15.** Although $\Lambda$ is defined in (14) for functions of time and space, the extension to functions of space only is straightforward. In particular

$$
(\Lambda \nu(q_0))(t, x) := \int_0^t (R_{t-s} \nu(q_0))(x) \, ds.
$$

**Proof.** We divide the proof in three parts according to the three claims of the statement.

**Part (i): proof of (70).** On the one hand, since $\phi_0^\lambda \in H^2(\mathbb{R}^3)$, by the Stone’s theorem $U_t \phi_0^\lambda \in C^0(\mathbb{R}, H^2(\mathbb{R}^3))$ with $\|U_t \phi_0^\lambda\|_{C^0([0,T], H^{3/2}(S^2))} \lesssim \|\phi_0^\lambda\|_{H^3(\mathbb{R}^3)}$, for every $T > 0$. Hence, by standard Trace theory, $F_{0,1} \in C^0([0,T], H^{3/2}(S^2))$ with $\|F_{0,1}\|_{C^0([0,T], H^{3/2}(S^2))} \lesssim \|\phi_0^\lambda\|_{H^3(\mathbb{R}^3)}$, for every $T > 0$. On the other hand, arguing as in (67), one can see that $f_{2,t}$ are continuous functions such that

$$
\|f_{2,t}(t)\| \leq c_\lambda, \quad \forall t \in \mathbb{R},
$$

with $c_\lambda$ independent from $t$. As a consequence, for every fixed $t \in \mathbb{R}$, $\|F_{0,2}(t+h) - F_{0,2}(t)\|_{H^{3/2}(S^2)} \to 0$, as $h \to 0$, by dominated convergence and, furthermore,

$$
\|F_{0,2}(t)\|_{H^{3/2}(S^2)} \leq c_\lambda \|\nu(q_0)\|_{H^{3/2}(S^2)} \leq c_\lambda \|q_0\|_{H^{3/2}(S^2)}, \quad \forall t \in \mathbb{R},
$$
thus proving (70) (one could actually prove that \( F_{0,2} \in C^\delta (\mathbb{R}, H^{1/2}(S^2)) \), for all \( \delta \in (0, 1/2) \), but this goes beyond the aims of the proof).

Part (ii): proof of (72). Preliminarily, we note that, since \( F_0(0) \equiv q_0 \), we can rewrite \( F_0 \) as

\[
F_0(t, x) - q_0(x) - \imath (\Lambda \nu(q_0)) (t, x) = G_1(t, x) + G_2(t, x), \quad \forall (t, x) \in \mathbb{R} \times S^2,
\]

with

\[
G_1(t) := F_{0,1}(t, x) - F_{0,1}(0, x) \quad \text{and} \quad G_2(t, x) := F_{0,2}(t, x) - F_{0,2}(0, x) - \imath (\Lambda \nu(q_0))(t, x).
\]

Again, the main tool is to establish the decomposition of these quantities with respect to the basis of the spherical harmonics. A straightforward computation shows that

\[
(G_1)_{\ell, m}(t) = \int_0^{+\infty} r^{1/2} \left( e^{-\imath \nu^2} - 1 \right) J_{\ell + 1/2}(r) \left( \phi_0 \right)_{\ell, m}(r) \, dr,
\]

while for \((G_2)_{\ell, m}(t)\) some further effort is required. First we see that

\[
(F_{0,2})_{\ell, m}(t) - (F_{0,2})_{\ell, m}(0) = (\nu(q_0))_{\ell, m} \int_0^{+\infty} r \left( e^{-\imath \nu^2} - 1 \right) J_{\ell + 1/2}(r) \, dr.
\]

In addition, from the Spectral theorem we have that

\[
-\imath \int_0^x U_{i-1} \, ds = (U_t - \mathbb{I}) (-\Delta + \varepsilon)^{-1} - \imath \varepsilon \int_0^x U_{i-1} (-\Delta + \varepsilon)^{-1} \, ds,
\]

for any fixed \( \varepsilon > 0 \), while, from (14), (13) and (12), we have that

\[
-\imath (\Lambda \nu(q_0))(t, \cdot) = \left( -\imath \int_0^t (U_{i-1} (\nu(q_0) \delta_{\mathbb{R}^2})) (x) \, ds \right) \bigg|_{\mathbb{R}^2}.
\]

Thus, combining the two relations, there results

\[
-\imath (\Lambda \nu(q_0))(t, \cdot) = \left( (U_t - \mathbb{I}) G^0 \nu(q_0) \right) \bigg|_{\mathbb{R}^2}.
\]

Hence, since

\[
F_{0,2}(t, \cdot) - F_{0,2}(0, \cdot) = - \left( (U_t - \mathbb{I}) G^\lambda \nu(q_0) \right) \bigg|_{\mathbb{R}^2},
\]

one obtains

\[
F_{0,2}(t, \cdot) - F_{0,2}(0, \cdot) - \imath (\Lambda \nu(q_0))(t, \cdot) = - \left( (U_t - \mathbb{I}) (G^\lambda \nu(q_0) - G^0 \nu(q_0)) \right) \bigg|_{\mathbb{R}^2},
\]

whence

\[
\left\{ \begin{array}{l}
(G_2)_{\ell, m}(t) = g_{2, \ell}(t) (\nu(q_0))_{\ell, m} \\
g_{2, \ell}(t) := \int_0^{+\infty} r \left( e^{-\imath \nu^2} - 1 \right) J_{\ell + 1/2}(r) \left( \frac{1}{r^2 + \lambda} - \frac{1}{r^2} \right) \, dr \\
= -\lambda \int_0^{+\infty} \frac{J_{\ell + 1/2}^2(r)}{r (r^2 + \lambda)} \left( e^{-\imath \nu^2} - 1 \right) \, dr.
\end{array} \right.
\]
Now, using (69) and changing variables, there results

$$
(F_{0,1})_{\ell,m}(t) = \frac{1}{2} \int_0^{+\infty} e^{-\nu \omega^{1/4}} J_{\ell+1/2}(\sqrt{\omega}) \left( \phi_0^\lambda \right)_{\ell,m}(\sqrt{\omega}) \, d\omega = \tilde{g}_{\ell,m}(t),
$$

with

$$
\tilde{g}_{\ell,m}(\omega) := \sqrt{\frac{\pi}{2}} I_{[0, +\infty)}(\omega)|\omega|^{1/4} J_{\ell+1/2}(\sqrt{\omega})(\phi_0^\lambda)_{\ell,m}(\sqrt{\omega}),
$$

so that, by (39), (41) and (44),

$$
\| F_{0,1} \|_{L^2(\mathbb{R}, H^{1/2}(\mathbb{S}^2))}^2 = \frac{\pi}{2} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)!^2 \int_0^{+\infty} |\omega|^2 |\sqrt{\omega} J_{\ell+1/2}(\sqrt{\omega})| \left( \phi_0^\lambda \right)_{\ell,m}(\sqrt{\omega})^2 \, d\omega
$$

$$
= \frac{\pi}{2} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\ell)!^2 \int_0^{+\infty} (k^2 + k^5 \lambda^2) J_{\ell+1/2}(k) \left( \phi_0^\lambda \right)_{\ell,m}(k)^2 \, dk
$$

$$
\leq c \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^{+\infty} (k^2 + k^5) \left( \phi_0^\lambda \right)_{\ell,m}(k)^2 \, dk = c\| \phi_0^\lambda \|_{L^2(\mathbb{R}^3)}^2.
$$

Since, in addition, $F_{0,1}(0, \cdot) = \phi_0^\lambda |_{\mathbb{S}^2}$, we have that

$$
\| F_{0,1}(0, \cdot) \|_{H^1(\mathbb{S}^2)}^2 \leq cT\| \phi_0^\lambda \|_{L^2(\mathbb{R}^3)}^2
$$

and thus

$$
\| G_1 \|_{H^1([0, T], H^{1/2}(\mathbb{S}^2))} \leq c\sqrt{1 + T}\| \phi_0^\lambda \|_{L^2(\mathbb{R}^3)}, \quad \forall T > 0. \quad (73)
$$

It is, then, left to estimate $\| G_2 \|_{H^1([0, T], H^{1/2}(\mathbb{S}^2))}$. First, one can check by dominated convergence that

$$
g_{2,\ell}(t) = t \lambda \int_0^{+\infty} \frac{r^2 J_{\ell+1/2}(r)}{(r^2 + \lambda)} e^{-\nu r^2} \, dr,
$$

so that, by (40),

$$
\| g_{2,\ell} \|_{C^1([0, T], H^{1/2}(\mathbb{S}^2))} \leq c_N \int_0^{+\infty} \frac{r^2 J_{\ell+1/2}(r)}{r^2 + \lambda} \, dr \leq c_N < +\infty, \quad \forall T > 0.
$$

Hence, arguing as in Part (i) and using (36), there results that $\| G_2 \|_{C^1([0, T], H^{1/2}(\mathbb{S}^2))} \leq c_N\| q_0 \|_{H^{2p+1}(\mathbb{S}^2)}$, for every $T > 0$, and thus, as

$$
C^1 \left([0, T], H^{1/2}(\mathbb{S}^2)\right) \hookrightarrow H^1 \left([0, T], H^{1/2}(\mathbb{S}^2)\right) \hookrightarrow H^1 \left([0, T], H^{3/2}(\mathbb{S}^2)\right),
$$

one obtains

$$
\| G_2 \|_{H^1([0, T], H^{1/2}(\mathbb{S}^2))} \leq c_N\| q_0 \|_{H^{2p+1}(\mathbb{S}^2)}, \quad \forall T > 0,
$$

which combined with (73) completes the proof.
Part (iii): proof of (71). Combining (72) with
\[ H^{3/2}(\mathbb{S}^2) \hookrightarrow H^{\gamma/3}(\mathbb{S}^2) \quad \text{and} \quad H^{\gamma}(\mathbb{S}^2) \hookrightarrow H^1\left([0,T],H^{\gamma/3}(\mathbb{S}^2)\right), \]
onone can see that it is sufficient to estimate \( \|\Lambda \nu (q_0)\|_{H^\gamma([0,T],H^{\gamma/2}(\mathbb{S}^2))} \). First we note that, for any function \( g \in H^{3/2}(\mathbb{S}^2) \), \( g \equiv \chi_{[0,T]}^\gamma g \) on \([0,T] \times \mathbb{S}^2\). Moreover, since
\[ \chi_{[0,T]}^\gamma (\omega) = \frac{1}{\sqrt{2\pi}} \frac{e^{-i\omega T} - 1}{\omega}, \]
for every \( \gamma \in \left(0, \frac{1}{2}\right) \). Hence, by corollary 3.10,
\[ \|Ag\|_{H^{\gamma+1/\gamma}(\mathbb{S}^2)} \leq c_{\beta,T} \|g\|_{H^{\gamma/2}(\mathbb{S}^2)}, \quad \forall \beta \in \left(0, \frac{1}{2}\right), \]
and thus, setting \( g = \nu(q_0) \), there results
\[ \|\Lambda \nu (q_0)\|_{H^{\gamma}(\mathbb{S}^2)} \leq c_{\alpha,T} \|q_0\|_{H^{\gamma/2}(\mathbb{S}^2)}, \quad \forall \alpha \in \left(0, \frac{3}{2}\right), \]
which completes the proof. \( \square \)

4. Local well–posedness: proof of theorem 1.3—item (i)

The main tool for the proof of local well–posedness of (17) in \( \mathcal{D}(\mathcal{H}) \) is establishing existence and uniqueness of the solutions of (28) with a suitable regularity.

**Proposition 4.1.** Let \( \beta \in \mathbb{R}, \sigma \geq 1/2 \) and \( \psi_0 = \phi_0^\beta - G^\lambda \nu(q_0) \in \mathcal{D}(\mathcal{H}) \). Then:

(i) there exists \( T_0 > 0 \) for which there is a unique solution of (28) in \( C^0 \left([0,T_0],H^{3/2}(\mathbb{S}^2)\right) \);

(ii) if \( q \) is the unique solution of (28) in \( C^0 \left([0,T],H^{3/2}(\mathbb{S}^2)\right) \), for some \( T > 0 \), then \( q \in H^1 \left([0,T],L^2(\mathbb{S}^2)\right) \).

**Proof.** It is convenient to divide the proof in two steps.

**Step (i).** It is sufficient to show that, for \( T > 0 \) sufficiently small, the map
\[ \mathcal{L}(q) := -i\Lambda \nu (q) + F_0, \quad (74) \]
is a contraction in
\[ X := \left\{ q \in L^\infty \left([0,T],H^{3/2}(\mathbb{S}^2)\right) : \|q\|_{L^\infty ([0,T],H^{3/2}(\mathbb{S}^2))} \leq R \right\} \]
for a fixed \( R > \|F_0\|_{L^\infty ([0,T],H^{3/2}(\mathbb{S}^2))} \), with respect to a proper metric that make \( X \) complete. Continuity can be easily established afterwards combining (54) and (70).

Using again (54), (70) and (36), we find that
\[ \|\mathcal{L}(q)\|_{L^\infty ([0,T],H^{3/2}(\mathbb{S}^2))} \leq c T^{1/3} R^{2\sigma + 1} + \|F_0\|_{L^\infty ([0,T],H^{3/2}(\mathbb{S}^2))}; \quad \forall q \in X, \]
and thus \( X \) is preserved by \( \mathcal{L} \) for \( T \) small enough. It is left to discuss contractivity with respect to a suitable metric. Consider the \( L^\infty \left([0,T],L^2(\mathbb{S}^2)\right) \)–Cauchy sequence in \( X \) converges in \( L^\infty \left([0,T],L^2(\mathbb{S}^2)\right) \) to a limit which
has to belong to $X$ since the sequence is also weakly* convergent in $L^\infty([0, T], H^{3/2} (S^2))$ by Banach-Alaoglu. Then, fix $q_1, q_2 \in (X, \| \cdot \|_{L^\infty ([0, T], L^1 (S^2))})$. Since

$$\mathcal{L} (q_1) - \mathcal{L} (q_2) = \Lambda (\nu (q_2) - \nu (q_1)),$$

combining (54), (68) and (36), one can find that

$$\| \mathcal{L} (q_1) - \mathcal{L} (q_2) \|_{L^\infty ([0, T], L^1 (S^2))} \leq cT^{4/3} \| \nu (q_2) - \nu (q_1) \|_{L^\infty ([0, T], L^1 (S^2))} \leq cT^{4/3} R^{2\sigma} \| q_1 - q_2 \|_{L^\infty ([0, T], L^1 (S^2))},$$

and thus $\mathcal{L}$ is contractive again for $T > 0$ sufficiently small.

**Step (ii).** Here we use a standard iterative bootstrap argument. Let $q$ be a solution of (28) in $C^0 ([0, T], H^{3/2} (S^2))$. As a consequence $q \in L^2 ([0, T], L^2 (S^2))$, as well, and satisfies

$$q = -i \Lambda \nu (q) + F_0.$$  

(76)

Since, arguing as before, $\nu (q) \in C^0 ([0, T], H^{3/2} (S^2)) \subset L^2 ([0, T], L^2 (S^2))$, by item (i) of corollary 3.10 there results that $\Lambda \nu (q) \in H^{1/7} ([0, T], L^2 (S^2))$. In addition, as from (71) $F_0 \in H^{1/7} ([0, T], L^2 (S^2))$, by (76) we have that $q \in H^{1/7} ([0, T], L^2 (S^2))$, which concludes the first iteration. Now, since by (68)

$$\| \nu (q) (t) - \nu (q) (s) \|_{L^2 (S^2)} \leq \| q \|_{C^0 ([0, T], H^{1/7} (S^2))} \| q(t) - q(s) \|_{L^2 (S^2)}, \quad \forall t, s \in [0, T],$$

$v (q) \in H^{1/7} ([0, T], L^2 (S^2))$. Hence, arguing as before, one obtains $q \in H^{3/7} ([0, T], L^2 (S^2))$ and, by means of two further analogous iterations, one gets $q \in H^{4/7} ([0, T], L^2 (S^2))$.

Here, a new issue arises since both $\nu (q) \in H^{4/7} ([0, T], L^2 (S^2))$, preventing the use item (i) of corollary 3.10, and $\| \nu (q) (t) - \nu (q) (s) \|_{L^2 (S^2)} \neq 0$, preventing the use item (ii) of corollary 3.10. However, one can rewrite (76) as

$$q - q_0 = -i \Lambda \left( \nu (q) - \nu (q_0) \right) + F_0 - q_0 = -i \Lambda \nu (q_0).$$

Thus $\nu (q) - \nu (q_0) \in H^{1/7} ([0, T], L^2 (S^2))$ and $\| \nu (q) (t) - \nu (q_0) \|_{L^2 (S^2)} = 0$, so that one may exploit item (ii) of corollary 3.10 getting $\Lambda \nu (q - \nu (q_0)) \in H^{1/7} ([0, T], L^2 (S^2))$. Moreover, as by (72) we have $F_0 - q_0 = -i \Lambda \nu (q_0) \in H^{1/7} ([0, T], L^2 (S^2))$, there results $q - q_0 \in H^{1/7} ([0, T], L^2 (S^2))$, whence $q \in H^{4/7} ([0, T], L^2 (S^2))$. Iterating such procedure twice more one finally gets the claim.

**Remark 4.2.** Notice that, on any interval $[0, T]$ where (28) admits a solution, the nonlinearity enjoys the same regularity of $\nu$, that is

$$\nu (q) \in C^0 ([0, T], H^{3/2} (S^2)) \cap H^1 ([0, T], L^2 (S^2)),$$

(77)

Remark 4.3. Step (i) of the proof above clearly shows the reasons why we have to require $\sigma \geq 1/2$. Indeed, on the one hand, as we saw by section 3.1, we are able to manage the operator $\Lambda$ only on functions which are $H^\mu (S^2)$–regular (with $\mu \geq 0$) in space; while, on the other hand, we have to use (36) with $\mu > 1$, which requires $\sigma \geq 1/2$. This is a major difference with point delta models, where one may avoid the use of (36) by applying Fixed Point theorem in $L^\infty ([0, T])$, since the spacial part is absent and $\Lambda$ is a time–only operator.
Now, before presenting the proof of item (i) of theorem 1.3, we have to introduce a further auxiliary result. To this aim, denote by $\mathcal{V}_i$ the restriction of the operator $U_i$ to functions defined on $\mathbb{S}^2$. As a consequence, its integral kernel is given by $\mathcal{U}(i, x - y)\big|_{|y|=1}$. Note also that we

$$V_{t+\epsilon} = U_i V_i = U_i V_i,$$

by the group properties of $U_i$.

**Proposition 4.4.** Let $g \in H^1((0, T], L^2(\mathbb{S}^2))$ and $h(t, x) := \int_{0}^{t} \langle V_{t-s} g(s) \rangle(x) \, ds$. Then

$$\|h\|_{C^0([0, T], L^2(\mathbb{S}^2))} \lesssim_{T} \|g\|_{L^2((0, T], L^2(\mathbb{S}^2))}.$$  \hfill (79)

**Proof.** First, using (44) and (46), we obtain

$$\mathcal{F}[h](t, k) = e^{-i|k|^2 t} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\lambda t)^\ell Y_{\ell,m} \left(\frac{k}{|k|}\right) \int_{0}^{t} e^{i|k|^2 s} J_{\ell+\frac{1}{2}} \left(\frac{|k|}{\sqrt{s}}\right) g_{\ell,m}(s) \, ds,$$

so that, for every $t \in [0, T]$, \hfill (78)

$$\|h(t)\|_{L^2(\mathbb{R}^2)}^2 = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_{0}^{+\infty} k^2 \left| J_{\ell+\frac{1}{2}} (k) \right|^2 \left( \int_{0}^{t} e^{i|k|^2 s} \left( J_{\ell+\frac{1}{2}} (k) \frac{1}{\sqrt{s}} \right) g_{\ell,m}(s) \, ds \right)^2 \, dk$$

$$= \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_{0}^{+\infty} k^2 F_{\ell+\frac{1}{2}}^2 (k) \left( \int_{0}^{t} e^{i|k|^2 s} \left( J_{\ell+\frac{1}{2}} (k) \frac{1}{\sqrt{s}} \right) g_{\ell,m}(s) \, ds \right)^2 \, dk$$

$$= \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_{0}^{t} \int_{0}^{t} g_{\ell,m}(s) g_{\ell,m}(s') \left( \int_{0}^{+\infty} k^2 F_{\ell+\frac{1}{2}}^2 (k) e^{-i|k|^2 (s-s')} \, dk \right) \, ds \, ds'$$

$$= \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \left( \int_{0}^{t} g_{\ell,m}(s) \right) \left( \int_{0}^{t} O_{\ell}(s'-s) g_{\ell,m}(s') \, ds' \right) \, ds,$$

$$\leq \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \left\| g_{\ell,m} \right\|_{L^2(0, T)} \left\| \int_{0}^{t} O_{\ell}(s'-s) g_{\ell,m}(s') \, ds' \right\|_{L^2(0, T)},$$  \hfill (80)

with

$$O_{\ell}(\tau) := \int_{0}^{+\infty} k^2 F_{\ell+\frac{1}{2}}^2 (k) e^{i|k|^2 \tau} \, dk.$$

Moreover, as we show in appendix B,

$$O_{\ell}(\tau) = \frac{e^{i(\ell+1/2)\tau}}{2^\tau} \frac{2}{\pi} J_{\ell+\frac{1}{2}} \left( \frac{1}{2\tau} \right),$$  \hfill (81)

which implies, by (40),

$$|O_{\ell}(\tau)| \leq \frac{c}{|\tau|^{1/2}}.$$
Hence, using the Schur test between $L^2(0,T)$ and itself (e.g. [41])

$$\left\| \int_0^t O_t (s') g_{\ell,m} (s') \, ds' \right\|_{L^2(0,T)} \leq c_T \| g_{\ell,m} \|_{L^2(0,T)}$$

and therefore, combining with (80),

$$\| h(t) \|_{L^2(\mathbb{R}^3)}^2 \leq c_T \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \| g_{\ell,m} \|_{L^2(0,T)}^2 = \| g \|_{L^2([0,T],L^2(\mathbb{R}^3))}^2,$$

which proves (79) for the $L^\infty ([0,T],L^2(\mathbb{R}^3))$–norm. It is, then, left to prove that $h \in C^0([0,T],H^{3/2}(\mathbb{S}^2))$, which is equivalent to uniqueness for (28), and this can be easily checked arguing as before and using dominated convergence to prove that $\| h(t + \varepsilon) - f(t) \|_{L^2(\mathbb{R}^3)} \to 0$, as $\varepsilon \to 0$, for every $t \in [0,T]$.

**Proof of theorem 1.3—item (i).** In view of proposition 4.1, it is sufficient to prove that, given a solution $q$ of (28) in $C^0([0,T],H^{3/2}(\mathbb{S}^2))$, the function $\psi$ defined by (27) satisfies (22) and (17) in $L^2(\mathbb{R}^3)$ for every $t \in [0,T]$. Indeed, arguing as in the linear case, one can prove that any solution of (17) satisfying (22) has to fulfill (27) and (28) as well, and thus uniqueness for (17) is equivalent to uniqueness for (28), which is proved by proposition 4.1.

As a first step, we recall that by Stone’s theorem

$$\frac{d}{ds} U_{-s} = -i \Delta U_{-s}, \quad (82)$$

so that

$$\frac{d}{ds} \left( -t(-\Delta + \lambda)^{-1} e^{i\lambda s} U_{-s} \right) = e^{i\lambda s} U_{-s}. \quad (83)$$

Hence, combining (27) with (83) and (78), the properties of the Green’s potentials, the commutation between $U_t$ and $(-\Delta + \lambda)^{-1}$ and the integration by parts for operator-valued functions, there results

$$\psi(t) = U_t \left( \phi_0^\lambda - G^\lambda \nu(q_0) \right) - i \int_0^t V_{t-s} \nu(q(s)) \, ds$$

$$= U_t \left( \phi_0^\lambda - G^\lambda \nu(q_0) \right) - i U_t \int_0^t e^{i\lambda s} V_{t-s} e^{-i\lambda s} \nu(q(s)) \, ds$$

$$= U_t \left( \phi_0^\lambda - G^\lambda \nu(q_0) \right) - i U_t \int_0^t \frac{d}{ds} \left( -i(-\Delta + \lambda)^{-1} e^{i\lambda s} V_{t-s} \right) e^{-i\lambda s} \nu(q(s)) \, ds$$

$$= U_t \phi_0^\lambda - G^\lambda \nu(q(t)) + (-\Delta + \lambda)^{-1} \int_0^t V_{t-s} \left[ -i\lambda \nu(q(s)) + \partial_s \nu(q(s)) \right] ds$$

$$= \phi^\lambda(t) - G^\lambda \nu(q(t)),$$

where

$$\phi^\lambda(t) := U_t \phi_0^\lambda + (-\Delta + \lambda)^{-1} \int_0^t V_{t-s} \left[ -i\lambda \nu(q(s)) + \partial_s \nu(q(s)) \right] ds, \quad (84)$$

(we omitted the $x$ dependence and used $\partial_s$ for partial derivatives with respect to $s$ for the sake of simplicity). Now, again by the Stone’s theorem $U_{\cdot y} \phi_0^\lambda \in C^0([0,T],H^2(\mathbb{R}^3))$. 
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Moreover, by (77), we have that \( \nu(q), \partial_t \nu(q) \in L^2([0,T], L^2(\mathbb{S}^2)) \) and, thus, by proposition 4.4 the boundedness of \((- \Delta + \lambda)^{-1} : L^2(\mathbb{R}^3) \to H^2(\mathbb{R}^3)\) and (84), there results that \( \phi^\lambda \in C^0([0,T], H^2(\mathbb{R}^3)) \). Hence, since by (27) and (28) it is straightforward that \( \psi_{|\mathbb{S}^2} \equiv q \), and since in view of remark 1.4

\[
\| \psi(t) \|_{D(H)} \leq \| \phi^\lambda(t) \|_{H^2(\mathbb{R}^3)} + (1 + \lambda) \| G^\lambda \nu(q(t)) \|_{L^2(\mathbb{R}^3)},
\]

in order to get \( \psi \in C^0([0,T], D(H)) \) it is sufficient to show that \( G^\lambda \nu(q) \in C^0([0,T], L^2(\mathbb{R}^3)) \). However, this can be easily obtained as by proposition 4.1

\[
\| G^\lambda \nu(q(t+h)) - G^\lambda \nu(q(t)) \|_{L^2(\mathbb{R}^3)} \leq \frac{C}{\lambda} \| q \|_{C^2([0,T], H^{1/2}(\mathbb{R}^3))} \| q(t+h) - q(t) \|_{H^{1/2}(\mathbb{R}^3)}.
\]

Then, observing that the above regularity and (27) imply \( \psi(0) \equiv \psi_0 \), it is left to prove that \( \psi \in C^1([0,T], L^2(\mathbb{R}^3)) \) and the equation in (17) is satisfied in \( L^2(\mathbb{R}^3) \), for all \( t \in [0,T] \). However, straightforward calculations on (84) yield

\[
\frac{\partial \phi^\lambda}{\partial t} = -\Delta \phi^\lambda + \lambda G^\lambda \nu(q) + i G^\lambda \partial_q \nu(q),
\]

and thus, since \( \frac{\partial \phi^\lambda}{\partial t} = \frac{\partial \phi^\lambda}{\partial t} - G^\lambda \frac{\partial \phi(t)}{\partial t} \), the regularity proved above implies that

\[
\psi \in C^1([0,T], L^2(\mathbb{R}^3))
\]

while from (20) one obtains that

\[
\frac{\partial \psi}{\partial t} = \mathcal{H} \psi.
\]

\[\square\]

5. Conservation laws: proof of theorem 1.3—item (ii)

This section is devoted to the proof of the conservation laws associated with (17): the conservation of the mass, i.e. (23), and the conservation of the energy, i.e. (24).

Clearly, in the following we tacitly assume that \( \psi \) is the function defined by (27) which satisfies item (i) of theorem 1.3 on a fixed interval \( [0,T] \), and that \( q \equiv \psi_{|\mathbb{S}^2} \) satisfies (28) with the regularity provided by proposition 4.1. In such a way, we can neglect in the following proof any regularity issue, since the features of \( \psi \) and \( q \) make all the steps rigorous. In addition, we recall that all the scalar products below have to be meant as antilinear in the first component.

Proof of theorem 1.3—item (ii). We divide the proof in two parts.

Part (i): proof of (23). Since \( \psi \in C^1([0,T], L^2(\mathbb{R}^3)) \), we have that \( M(t) := M[\psi(t)] \) is of class \( C^1 \). Let us prove, then, that

\[
M'(t) = 0, \quad \forall t \in [0,T]. \tag{85}
\]

By definition

\[
M'(t) = 2 \text{Re} \left\{ \langle \psi(t), \partial_t \psi(t) \rangle_{L^2(\mathbb{R}^3)} \right\}.
\]
As by (17) and (20)

\[ \imath \frac{\partial \psi}{\partial t} = (-\Delta + \lambda) \phi^\lambda - \lambda \psi, \]

using the properties of the Green’s potential, (62) and proposition 3.11

\[ M'(t) = 2 \text{Re} \left\{ \langle \psi(t), -\imath (-\Delta + \lambda) \phi^\lambda(t) \rangle_{L^2(\mathbb{R}^3)} \right\} \]

\[ = 2 \text{Re} \left\{ \langle G^\lambda \nu(q(t)), \imath (-\Delta + \lambda) \phi^\lambda(t) \rangle_{L^2(\mathbb{R}^3)} \right\} \]

\[ = 2 \text{Re} \left\{ \langle \nu(q(t)), \phi^\lambda_0 \rangle_{L^2(\mathbb{R}^3)} \right\} \]

\[ = 2 \text{Re} \left\{ \langle \nu(q(t)), q(t) + T^\lambda \nu(q(t)) \rangle_{L^2(\mathbb{R}^3)} \right\} \]

\[ = 2 \text{Re} \left\{ \langle \nu(q(t)), T^\lambda \nu(q(t)) \rangle_{L^2(\mathbb{R}^3)} \right\}. \]

Finally, since by (4) \( G^\lambda \) is real–valued and even, \( \langle \nu(q(t)), T^\lambda \nu(q(t)) \rangle_{L^2(\mathbb{R}^3)} \) is equal to its complex conjugate and thus we obtain (85).

Part (ii): proof of (24). Preliminarily, we note that by remark 1.5 the energy is well-defined for every \( t \in [0, T] \). In contrast to Part (i), here we prove \( E[t] := E(t) = E(0) := E[\psi_0] \), for every \( t \in [0, T] \), by a direct inspection. First, using (27) and (78) and recalling the definition of \( V_t \) given after remark 4.3 and the fact that Sobolev homogeneous norms (denoted below by \( [\cdot]_{H^m(\mathbb{R}^3)} \)) are invariant under the action of the free propagator \( U_t \), we get

\[ \| \nabla \psi(t) \|_{L^2(\mathbb{R}^3)}^2 = \left[ \psi_0 - \imath \int_0^t V_{-s} \nu(q(s)) \, ds \right]_{H^1(\mathbb{R}^3)}. \]

Then, expanding the square and integrating by parts in \( \mathbb{R}^3 \), (as the boundary term vanishes) we get

\[ \| \nabla \psi(t) \|_{L^2(\mathbb{R}^3)}^2 = \| \nabla \psi_0 \|_{L^2(\mathbb{R}^3)}^2 - 2 \text{Re} \left\{ \int_0^t \int_0^s -\Delta V_{-s} \nu(q(s)) \, ds \, ds \right\} + \left[ \int_0^t V_{-s} \nu(q(s)) \, ds \right]_{H^1(\mathbb{R}^3)}^2. \]

Let us start by discussing \( A_1 \). From (82) and integration by parts for operator–valued functions there results

\[ \int_0^t -\Delta V_{-s} \nu(q(s)) \, ds = -\imath V_{-s} \nu(q(t)) + \nu(q_0) \delta_{2^\mathbb{R}^3} + \imath \int_0^t V_{-s} \partial_s \nu(q(s)) \, ds, \]
so that, recalling that $\psi|_{\mathbb{R}^2} \equiv q$ and noting that by definition $V_{\nu}^* g = (U, g)|_{\mathbb{R}^2}$,

$$
\int_0^t \left\langle \psi_0, \int_0^s -\Delta V_{\nu}(q(s)) \, ds \right\rangle_{L^2(\mathbb{R}^2)} = \left\langle (U_\psi)_0, \nu(q(t)) \right\rangle_{L^2(\mathbb{R}^2)} - \beta\|q_0\|_{L^{2+2}_{\nu}(\mathbb{R}^2)}^2 - \int_0^t \left\langle (U_\psi)_0, \partial_t \nu(q(s)) \right\rangle_{L^2(\mathbb{R}^2)} \, ds.
$$

As a consequence,

$$A_1 = 2\beta\|q_0\|_{L^{2+2}_{\nu}(\mathbb{R}^2)}^2 - 2\text{Re} \left\{ \left\langle \nu(q(t)), (U_\psi)_0 \right\rangle_{L^2(\mathbb{R}^2)} \right\} + 2\text{Re} \left\{ \int_0^t \left\langle (U_\psi)_0, \partial_t \nu(q(s)) \right\rangle_{L^2(\mathbb{R}^2)} \, ds \right\}. \quad (87)
$$

On the other hand, concerning $A_2$, we first see by the Fubini theorem that

$$A_2 = 2\text{Re} \left\{ \int_0^t \int_0^t \left\langle V_{\nu}(q(s)), V_{\tau}(q(\tau)) \right\rangle_{H^1(\mathbb{R}^2)} \, d\tau \, ds \right\}.
$$

Moreover, using again (82) and integration by parts (both in $\mathbb{R}^3$ and for operator-valued functions) and observing that (12) and (13) yield $V^*_{\nu} V_{\nu} = I_{\nu}$, there results

$$
\int_0^t \int_0^s \left\langle V_{\nu}(q(s)), V_{\nu}(q(\tau)) \right\rangle_{H^1(\mathbb{R}^2)} \, d\tau \, ds
= \int_0^t \left\langle (\partial_s V_{\nu}) \nu(q(s)), \int_0^s V_{\nu}(q(\tau)) \, d\tau \right\rangle_{L^2(\mathbb{R}^2)} \, ds
+ \int_0^t \left\langle V_{\nu}(q(s)), \int_0^s \partial_s V_{\nu}(q(\tau)) \, d\tau \right\rangle_{L^2(\mathbb{R}^2)} \, ds
- \int_0^t \left\langle V_{\nu}(q(s)), \int_0^s \partial_\nu V_{\nu}(q(\tau)) \, d\tau \right\rangle_{L^2(\mathbb{R}^2)} \, ds
- \int_0^t \left\langle V_{\nu}(q(s)), V_{\nu}(q(s)) \right\rangle_{L^2(\mathbb{R}^2)} \, ds
= \int_0^t \nu(q(t)), \int_0^t I_{\nu}(q(s)) \, ds \, dt - \int_0^t \|V_{\nu}(q(s))\|^2_{L^2(\mathbb{R}^2)} \, ds
- \int_0^t \int_0^s \left\langle \partial_s \nu(q(s)), I_{\nu}(q(\tau)) \right\rangle_{L^2(\mathbb{R}^2)} \, d\tau \, ds
$$

and thus

$$33$$
\[ A_2 = 2 \text{Re} \left\{ i \left( \nu(q(t)), \int_0^t I_{t-s} \nu(q(s)) \, ds \right)_{L^2(\mathbb{R}^2)} \right\} + \]
\[ - 2 \text{Re} \left\{ i \int_0^t \int_0^t \left\langle \partial_t \nu(q(s)), I_{t-s} \nu(q(\tau)) \right\rangle_{L^2(\mathbb{R}^2)} \, d\tau \, ds \right\}. \tag{88} \]

Summing up, combining (86)–(88),
\[ \|\nabla \psi(t)\|_{L^2(\mathbb{R}^1)}^2 = \|\nabla \psi_0\|_{L^2(\mathbb{R}^1)}^2 + 2\beta\|q_0\|_{L^{2\sigma+2}(\mathbb{S}^2)}^{2\sigma+2} + 2 \text{Re} \left\{ \left( \nu(q(t)), - (U_t \psi_0) \right)_{L^2(\mathbb{S}^2)} \right\} \]
\[ + 2 \text{Re} \left\{ i \int_0^t I_{t-s} \nu(q(s)) \, ds \right\} \]
\[ + 2 \text{Re} \left\{ \int_0^t \left( \langle U_t \psi_0 \rangle_{L^2}, \partial_t \nu(q(s)) \right)_{L^2(\mathbb{S}^2)} \, ds \right\} \]
\[ - 2 \text{Re} \left\{ i \int_0^t \int_0^t \left\langle \partial_t \nu(q(s)), I_{t-s} \nu(q(\tau)) \right\rangle_{L^2(\mathbb{S}^2)} \, d\tau \, ds \right\}. \]

Now, using (28), (15) and (14), we find that
\[ B_1 + B_2 = - 2\beta\|q(t)\|_{L^{2\sigma+2}(\mathbb{S}^2)}^{2\sigma+2} \]
\[ B_3 + B_4 = 2 \text{Re} \left\{ \int_0^t \left( \partial_t \nu(q(s)), q(s) \right)_{L^2(\mathbb{S}^2)} \, ds \right\}, \]
which entails, integrating by parts in \( s \),
\[ \|\nabla \psi(t)\|_{L^2(\mathbb{R}^1)}^2 = \|\nabla \psi_0\|_{L^2(\mathbb{R}^1)}^2 - 2 \text{Re} \left\{ \int_0^t \left( \partial_t q(s), \nu(q(s)) \right)_{L^2(\mathbb{S}^2)} \, ds \right\}. \]

Finally, as
\[ 2 \text{Re} \left\{ \left( \partial_t q(s), \nu(q(s)) \right)_{L^2(\mathbb{S}^2)} \right\} = \frac{\beta}{\sigma + 1} \frac{d}{ds} \|q(t)\|_{L^{2\sigma+2}(\mathbb{S}^2)}^{2\sigma+2}, \]
suitably rearranging terms, one recovers (24).

\[ \square \]

6. Global well–posedness: proof of theorem 1.7

In this section we discuss global well–posedness of (17) in \( \mathcal{D}(\mathcal{H}) \); that is, we discuss under which assumptions one can prove that the parameter \( T^* \), defined by (26), is equal to \(+\infty\). However, in view of the arguments developed in section 4, one can see that
\[ T^* = \sup \left\{ T > 0 : (28) \text{ admits a unique solution in } C^0 \left( [0, T], H^{1/2}(\mathbb{S}^2) \right) \right\}, \tag{89} \]
so that global well–posedness of (17) in \( \mathcal{D}(\mathcal{H}) \) turns out to be equivalent to global well–posedness of (28) in \( H^{1/2}(\mathbb{S}^2) \), which is the issue that we actually address below.
6.1. Global well–posedness for small data: proof of theorem 1.7—item (i)

The former strategy to prove a global–well posedness result is to find a contraction argument in \( C^0([0, +\infty), H^{3/2}(\mathbb{S}^2)) \) analogous to the one used to prove item (i) of proposition 4.1.

**Proof of theorem 1.7—item (i).** It is sufficient to show that, whenever \( \psi_0 = \phi_0^\Lambda - G \nu(q_0) \) is such that \( \|\phi_0\|_{H^1(\mathbb{R}^3)} \) is small enough, the map \( \mathcal{L} \) defined by (74) is a contraction in

\[
Y := \left\{ q \in L^\infty([0, +\infty), H^{3/2}(\mathbb{S}^2)) : \|q\|_{L^\infty([0, +\infty), H^{3/2}(\mathbb{S}^2))} \leq L \right\}
\]

for some suitable \( L > 0 \) (that we fix below), with respect to a proper metric that make \( Y \) complete. As pointed out in the proof of proposition 4.1, continuity can be easily established ex–post by using (54) and (70).

As a first step, we have to prove that \( \mathcal{L} \) maps \( Y \) into itself. Fix, then \( q \in Y \). Preliminarily we note that

\[
\left\| (\Lambda \nu) (t) \right\|_{L^2(S^2)} \leq \int_0^t \left\| I \nu(q(t-s)) \right\|_{L^2(S^2)} ds, \quad \forall t \geq 0.
\]

On the one hand, when \( t \in [0, 1] \), using (48) with \( r = p = 2 \) and (36), there results

\[
\left\| (\Lambda \nu)(t) \right\|_{L^2(S^2)} \leq c \int_0^t \frac{1}{s^{2/3}} \left\| \nu(q(t-s)) \right\|_{L^2(S^2)} ds \leq c \int_0^t \frac{1}{s^{2/3}} \|q(t-s)\|_{H^{3/2}(S^2)}^{2\sigma+1} ds
\]

\[
\leq c \|q\|_{L^\infty([0, +\infty), H^{3/2}(S^2))}^{2\sigma+1} \int_0^t \frac{1}{s^{2/3}} ds \leq c \|q\|_{L^\infty([0, +\infty), H^{3/2}(S^2))}^{2\sigma+1}, \quad (90)
\]

On the other hand, when \( t > 1 \)

\[
\left\| (\Lambda \nu)(t) \right\|_{L^2(S^2)} \leq \int_0^1 \left\| I \nu(q(t-s)) \right\|_{L^2(S^2)} ds + \int_1^t \left\| I \nu(q(t-s)) \right\|_{L^2(S^2)} ds. \quad (91)
\]

Thus, since arguing as before

\[
\int_0^1 \left\| I \nu(q(t-s)) \right\|_{L^2(S^2)} ds \leq c \|q\|_{L^\infty([0, +\infty), H^{3/2}(S^2))}^{2\sigma+1}
\]

and since using (48) with \( r = \infty, p = 1 \) (and 36)

\[
\int_1^t \left\| I \nu(q(t-s)) \right\|_{L^2(S^2)} ds \leq c \int_1^t \left\| I \nu(q(t-s)) \right\|_{L^\infty(S^2)} ds \leq c \int_1^t \frac{1}{s^{2/3}} \left\| \nu(q(t-s)) \right\|_{L^2(S^2)} ds
\]

\[
\leq c \left( \int_1^t \frac{1}{s^{2/3}} \|q(t-s)\|_{H^{3/2}(S^2)}^{2\sigma+1} ds \leq c \|q\|_{L^\infty([0, +\infty), H^{3/2}(S^2))}^{2\sigma+1} \int_1^t \frac{1}{s^{2/3}} ds \leq c \|q\|_{L^\infty([0, +\infty), H^{3/2}(S^2))}^{2\sigma+1},
\]

(90) and (91) (and (34)) yield

\[
\|\Lambda \nu(q)\|_{L^\infty([0, +\infty), L^2(\mathbb{S}^2))} \leq c \|q\|_{L^\infty([0, +\infty), H^{3/2}(S^2))}^{2\sigma+1}. \quad (92)
\]
Now, combining (92) with (55) and with the representation of the Laplace–Beltrami operator in spherical harmonics (i.e. (29)) and arguing as before, we also find that
\[
\|\Lambda \nu(q)\|_{L^\infty([0, +\infty), H^{3/2}([S^2])})
= \|\Lambda(-\Delta_{[S^2]}^{3/4})\nu(q)\|_{L^\infty([0, +\infty), L^2([S^2])}) \leq C \|q\|_{L^\infty([0, +\infty), H^{3/2}([S^2])})^{2\sigma+1}
\]
\[
(93)
\]
As a consequence, from (92) and (93)
\[
\|\mathcal{L}(q)\|_{L^\infty([0, +\infty), H^{3/2}([S^2])}) \leq \|F_0\|_{L^\infty([0, +\infty), H^{3/2}([S^2])}) + cL^{1+2\sigma},
\]
so that, in view of (70) and remark 1.8, if \(L < (2c)^{-2\sigma}\) and \(\|\phi_0\|_{H^1(\mathbb{R}^3)}\) is such that \(\|F_0\|_{L^\infty([0, +\infty), H^{3/2}([S^2])}) < L/2\), then \(\mathcal{L}^q\|_{L^\infty([0, +\infty), H^{3/2}([S^2])}) < L\), which proves the claim.

Finally, it is left to discuss the contractivity with respect to a suitable metric. Consider the \(L^\infty([0, +\infty), L^2([S^2])\)--one. Arguing as in the proof of proposition 4.1, this clearly makes \(Y\) complete. Moreover, using (75) and (68) and slightly adapting the proof of (92), we have that
\[
\mathcal{L}(q_1) - \mathcal{L}(q_2) \hookrightarrow L^\infty([0, +\infty), L^2([S^2])\) \leq cL^{2\sigma} \|q_1 - q_2\|_{L^\infty([0, +\infty), L^2([S^2])})
\]
and therefore, with the previous choice of \(L\), also contractivity is established.

6.2. Global well-posedness in the defocusing case: proof of theorem 1.7—item (ii)

In view, again, of (89), the latter strategy to prove global well–posedness is to adapt a classical blow–up alternative argument to (28).

Lemma 6.1 (Blow-up alternative). Let \(\beta \in \mathbb{R}, \sigma \geq 1/2, \psi_0 = \phi_0^\lambda - G^\lambda \nu(q_0) \in \mathcal{D}(H)\) and \(q\) the unique solution of (28) on \([0, T^*)\). Then,
\[
\text{either } T^* = +\infty \text{ or } \limsup_{t \to T^*} \|q(t)\|_{H^{3/2}([S^2])} = +\infty.
\]

Proof. Let \(T^* < +\infty\) and assume, by contradiction, that
\[
\|q(t)\|_{H^{3/2}([S^2])} \leq C, \quad \forall t \in [0, T^*).
\]
(94)
In addition, set \(T_\varepsilon := T^* - \varepsilon\), for some \(\varepsilon\) to be fixed later, and define \(\tilde{q}(s) := q(T_\varepsilon + s)\). By (28) and (14), one finds that \(\tilde{q}\) satisfies
\[
\tilde{q}(s, x) + i(\Lambda \nu(\tilde{q}))(s, x) = \tilde{F}_0(s, x),
\]
(95)
where
\[
\tilde{F}_0(s, x) := F_0(T_\varepsilon + s, x) + A(s, x),
\]
(96)
with \(F_0\) given by (15) and
\[
A(s, x) := -i \int_{T_\varepsilon}^{T_\varepsilon} (I_{T_\varepsilon + s - \tau} \nu(q(\tau)))(x) \, d\tau.
\]
Now, if one may choose \(\varepsilon\) such that (95) admits a unique solution in \(C^0([0, \tilde{T}], H^{3/2}([S^2]))\) with \(\tilde{T} > \varepsilon\), then, setting \(q(t) := \tilde{q}(t - T_\varepsilon)\), one finds a solution of (28) beyond \(T^*\), which contradicts (89).
Preliminarily, arguing as in the proof of proposition 4.1, one can see that $\tilde{T}$ is nothing but a suitable contraction time for the map
\[
\tilde{L}(\tilde{q}) := -i\lambda\nu(\tilde{q}) + \tilde{F}_0
\]
in $C^0([0, \tilde{T}], H^{\gamma/2}(S^2))$. Moreover, a direct inspection of the proof of proposition 4.1 shows that any positive time $T < 2^{-6\sigma} \| F_0 \|_{L^\infty([0, T], H^{\gamma/2}(S^2))}$ is a suitable contraction time for the map defined by (74). As a consequence, any time $\tilde{T} < 2^{-6\sigma} \| \tilde{F}_0 \|_{L^\infty([0, \tilde{T}], H^{\gamma/2}(S^2))}$ is a suitable contraction time for $\tilde{L}$. Let us estimate, then, $\| \tilde{F}_0 \|_{L^\infty([0, T], H^{\gamma/2}(S^2))}$. By (70)
\[
\| F_0(T_e + \cdot) \|_{L^\infty([0, T], H^{\gamma/2}(S^2))} \leq c_\lambda \left( \| \phi_\lambda^0 \|_{H^q(S^3)} + \| q_0 \|_{H^{\gamma/2}(S^2)}^{2\sigma+1} \right), \quad \forall T > 0.
\]
Furthermore, using (51) with $\mu = 3/2$ and $z = 1$ and (36) one obtains that
\[
\| I_{t_\infty + t\nu}(q(\tau)) \|_{H^{\gamma/2}(S^2)} \leq \frac{c}{(T_e + s - \tau)^{3/2}} \| q(\tau) \|_{H^{\gamma/2}(S^2)}^{2\sigma+1}
\]
and thus, arguing as in the Proof of proposition 3.3 and using (94),
\[
\| A \|_{L^\infty([0, T], H^{\gamma/2}(S^2))} \leq 3 c CT^*, \quad \forall T > 0.
\]
Therefore, by (96), there exists a constant $C_{\lambda, \sigma, c, T^*, \phi_\lambda^0, \phi_\lambda^0} > 0$ such that
\[
\| \tilde{F}_0 \|_{L^\infty([0, T], H^{\gamma/2}(S^2))} \leq C_{\lambda, \sigma, c, T^*, \phi_\lambda^0, \phi_\lambda^0}, \quad \forall T > 0.
\]
Owing to this fact, any $\tilde{T} < 2^{-6\sigma} C_{\lambda, \sigma, c, T^*, \phi_\lambda^0, \phi_\lambda^0}$ is a suitable contraction time. Finally, since $C_{\lambda, \sigma, c, T^*, \phi_\lambda^0, \phi_\lambda^0}$ does not depend on $\varepsilon$, one can chose (for instance) $\tilde{T} = 2^{-6\sigma} C_{\lambda, \sigma, c, T^*, \phi_\lambda^0, \phi_\lambda^0}$, and $\varepsilon = 2^{-6\sigma-2} C_{\lambda, \sigma, c, T^*, \phi_\lambda^0, \phi_\lambda^0}$ to obtain the aimed contradiction. 

Finally, we have all the ingredients to prove global well-posedness in the defocusing case for $\sigma < 4/5$ (we mention that the idea of the proof takes its cue from [39]).

**Proof of theorem 1.7—item (ii).** We want to prove that, assuming $T^* < +\infty$, yields $\| q(t) \|_{H^{\gamma/2}(S^2)} \leq C$, for every $t \in [0, T^*)$, thus contradicting lemma 6.1. Note that, whenever one assumes $T^* < +\infty$, $C$ may depend on $T^*$.

Suppose then, by contradiction, that $T^* < +\infty$. Combining (23) and (24) with $\beta > 0$, we have
\[
\| \psi(t) \|_{H^f(S^2)} \leq c, \quad \| q(t) \|_{L^{2\gamma+2}(S^2)} \leq c, \quad \forall t \in [0, T^*),
\]
so that, by classical Trace theorems and Sobolev embeddings,
\[
\| q(t) \|_{H^{\gamma/2}(S^2)} \leq c, \quad \| q(t) \|_{L^3(S^2)} \leq c, \quad \forall t \in [0, T^*).
\]
(97)

Now, in order to prove the contradiction, it is convenient to divide the proof in two steps.

**Step (i):** $\| q(t) \|_{L^\infty(S^2)} \leq C_{T^*}$, for every $t \in [0, T^*)$. Our strategy is to prove that there exists $\tau > 5/3$ such that $\| q(t) \|_{H^{\gamma/2}(S^2)} \leq C_{\tau}$, for every $t \in [0, T^*)$, as this immediately implies the claim by Sobolev embeddings.
Let us start by estimating \([q(t)]_{H^{q/4 + \epsilon}(\mathbb{S}^2)}\), for a general \(r \geq 2\), using the definition given by (37). From (28)
\[
\| (-\Delta_{S^2})^{3/8} q(t) \|_{L^r(S^2)} \leq \| (-\Delta_{S^2})^{3/8} F_0(t) \|_{L^r(S^2)} + \| (-\Delta_{S^2})^{3/8} (\Lambda \nu(q)) (t) \|_{L^r(S^2)}.
\]

Moreover, from (29) and (47), one sees that \(I_t\) commutes with \((-\Delta_{S^2})^{3/8}\), as they are multiplication operators with respect to the decomposition in spherical harmonics. As a consequence, exploiting (14) and lemma 3.1, we have
\[
\| (-\Delta_{S^2})^{3/8} (\Lambda \nu(q)) (t) \|_{L^r(S^2)} \leq c \int_0^t \frac{1}{|t-s|^{3/8}} \| (-\Delta_{S^2})^{3/8} \nu(q(s)) \|_{L^r(S^2)} \, ds \tag{98}
\]
with \(p\) the conjugate exponent of \(r\) and \(\delta(p)\) given by (49). However, (98) is only formal unless \(\delta(p) < 1\). Hence, it is actually valid for the sole \(r \in \left[2, \frac{10}{7}\right]\), with \(p = \frac{7}{10} \in \left(\frac{7}{4}, 2\right]\). Furthermore, combining the equivalence between (37) and (38), the fact that (37) is valid also with \(\mathbb{R}^2\) in place of \(\mathbb{S}^2\) (with \(-\Delta_{S^2}\) replaced by the standard Laplacian) and [49, lemma A1], and arguing as in the proof of (35) (see appendix A), one can prove that
\[
\| (-\Delta_{S^2})^{3/8} \nu(q(s)) \|_{L^r(S^2)} \leq c \| q(t) \|_{H^{q/4 + \epsilon}(\mathbb{S}^2)} \| (-\Delta_{S^2})^{3/8} q(t) \|_{L^r(S^2)}, \quad \text{with} \quad \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p}.
\]

Therefore, letting \(p_2 = r\), (98) reads
\[
\| (-\Delta_{S^2})^{3/8} (\Lambda \nu(q)) (t) \|_{L^r(S^2)} \leq c \int_0^t \frac{1}{|t-s|^{3/8}} \| q(s) \|_{L^r(S^2)} \| (-\Delta_{S^2})^{3/8} q(s) \|_{L^r(S^2)} \, ds.
\]

Note that, since \(r \in \left[2, \frac{10}{7}\right]\), \(\frac{7}{10} \in \left(\frac{7}{4}, +\infty\right]\), and thus, as \(\sigma < 4/5\), there exists \(r \in \left(\frac{7}{4}, \frac{10}{7}\right]\) such that
\[
\| q(s) \|_{L^r(S^2)} \leq c \| q(s) \|_{L^r(S^2)} \tag{99}
\]
Now, using (97) and (70) and the facts that
\[
\| (-\Delta_{S^2})^{3/8} F_0 \|_{C^s([0,T], H^{q/4 + \epsilon}(\mathbb{S}^2))} \leq \| F_0 \|_{C^s([0,T], H^{q/4 + \epsilon}(\mathbb{S}^2))}, \quad \forall T > 0,
\]
and
\[
H^{3/4}(\mathbb{S}^2) \hookrightarrow L^4(\mathbb{S}^2) \hookrightarrow L^r(\mathbb{S}^2),
\]
there results
\[
\| (-\Delta_{S^2})^{3/8} q(t) \|_{L^r(S^2)} \leq c_1 + c_2 \int_0^t \frac{1}{|t-s|^{3/8}} \| (-\Delta_{S^2})^{3/8} q(s) \|_{L^r(S^2)} \, ds. \tag{100}
\]
Finally, from the Grönewall–type estimate given by [76, lemma 2.5] (and, more precisely, by [76, equation (2.13)]), (100) implies that \(\| (-\Delta_{S^2})^{3/8} q(t) \|_{L^r(S^2)} \leq C_T\), for every \(t \in [0, T^*]\). Since \(\tau \leq 4\), the same can be proved for \(\| q(t) \|_{L^r(S^2)}\) and thus the claim follows by Sobolev embeddings.

**Step (ii):** \(\| q(t) \|_{H^{q/2}(\mathbb{S}^2)} \leq C_T\), for every \(t \in [0, T^*]\). Using again (28), we obtain
\[
\| q(t) \|_{H^{q/2}(\mathbb{S}^2)} \leq \| f_0(t) \|_{H^{q/2}(\mathbb{S}^2)} + \| (\Lambda \nu(q)) (t) \|_{H^{q/2}(\mathbb{S}^2)}.
\]
Furthermore, combining (53), (70), (35) and the claim of Step (i), one obtains

\[ \| q(t) \|_{H^{s/2}(\mathbb{S}^2)} \leq c_1 + c_2 C_{\sigma,T} \int_0^t \frac{1}{|t-s|^{s/3}} \| q(s) \|_{H^{s/2}(\mathbb{S}^2)} \, ds, \]

so that, again by [76, lemma 2.5], we get the claim (possibly, redefining \( C_{T^*} \)).

**Remark 6.2.** In the previous proof, the constraint on the power \( \sigma \) is a direct consequence of three things:

(a) the choice of a strategy based on a Grönwall–type argument;
(b) the use of lemma 3.1, which thus requires \( \delta(p) < 1 \) when combined with (a);
(c) the fact that the a–priori estimate on the charge provided by the constants of motion is only on the \( L^4(\mathbb{S}^2) \)–norm.

One may intuitively think to improve step (c) by using the estimate on the \( L^{2\sigma+2}(\mathbb{S}^2) \)–norm, which is another consequence of the energy conservation. However, if one replaces \( L^4(\mathbb{S}^2) \) with \( L^{2\sigma+2}(\mathbb{S}^2) \) in (99), then the inequality holds only for \( \sigma < 2/3 \), which is an even worse constraint. Hence, the sole remaining possibility to remove the constraint at this level is to find another way to estimate \( \| q(s) \|_{L^{2\sigma}(\mathbb{S}^2)} \), but this seems out of reach at the moment.

On the other hand, one may think to improve step (b) proving a finer version of lemma 3.1, that is a finer version of (50). For instance, if one could replace the factor \( t^{-2/3} \) with the factor \( t^{-1/2} \), then one would enlarge the set of admissible exponents. Unfortunately, this is not possible due to the behaviour as \( t \to 0 \), as shown by the following computation. First, by [60, equation (10.19.8)], for \( a > 0 \) fixed,

\[ J_\nu \left( \nu + \alpha \nu^{1/3} \right) \sim \frac{2^{1/3}}{\nu^{1/3}} Ai \left( -2^{1/3} \alpha \right), \quad \text{as } \nu \to +\infty, \]

where \( Ai(x) \) is the Airy function. Hence, fixing \( \alpha \) such that \(-2^{1/3} \alpha \) is not a zero of \( Ai(x) \), there exists \( \nu_0 > 0 \) such that

\[ \nu^{1/3} | J_\nu \left( \nu + \alpha \nu^{1/3} \right) | \geq c > 0, \quad \forall \nu > \nu_0. \]

Let us set, then,

\[ \frac{1}{2^{2n}} := n + 1/2 + a(n + 1/2)^{1/3}, \quad \forall n \in \mathbb{N} \setminus \{0\}. \]

By (47), whenever \( n \) is large enough,

\[ \sup_{\ell \in \mathbb{N}} | \rho(t_n, \ell) | = \frac{1}{2^{2n}} \sup_{\ell \in \mathbb{N}} | J_{\ell+1/2} \left( 1/2 t_n \right) | \]

\[ \geq \frac{1}{2^{2n}} | J_{\ell+1/2} \left( n + 1/2 + a(n + 1/2)^{1/3} \right) | \geq \frac{c}{2^{2n} (n + 1/2)^{1/3}}, \]

and thus, up to lower order terms, \( \sup_{\ell \in \mathbb{N}} | \rho(t_n, \ell) | \geq \frac{c}{|t_n|^n} \), which shows that the order 2/3 in (50) is sharp as \( t \to 0 \).
As a consequence, in order to remove (or enhance) the constraint on \( \sigma \), the unique possibility is to work on step (a), which means to change the overall strategy of the proof. However, at the moment it is not clear how to recover a global well–posedness result in \( D(\mathcal{H}) \), without small data assumptions, exploiting different methods.
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**Appendix A. Schauder estimates on \( S^2 \): proof of (35)**

Here we prove (35). First, we recall that in the euclidean case, when \( S^2 \) is replaced by \( \mathbb{R}^2 \), the inequality is well known to be true; namely,

\[
\| \nu(g) \|_{H^\sigma(\mathbb{R}^2)} \leq c_\mu \|g\|_{L_2(\mathbb{R}^2)} \|g\|_{H^\mu(\mathbb{R}^2)}, \quad \forall g \in H^\mu(\mathbb{R}^2),
\]

whenever \( \sigma \geq \frac{4}{\mu} \) (this can be easily derived, for instance, by [49] or by [74, lemma A.9]). As a consequence, we aim at using the construction of the Sobolev spaces on \( S^2 \) introduced at the end of section 2.1 to transfer the inequality from \( \mathbb{R}^2 \) to \( S^2 \).

Fix, then, \( g \in H^{\mu}(S^2) \), with \( \mu > 1 \). First, we note that

\[
\nu_j[\chi_j \nu(g)] = \nu_j[\chi_j \nu(\nu_j[w])], \quad j = 1, 2.
\]

Consider, now, a new partition of the unity \( \{ \eta_1, \eta_2 \} \), which has all the properties of \( \{ \chi_1, \chi_2 \} \) and, furthermore satisfies

\[
\eta_1 \equiv 1, \quad \text{on} \quad \text{supp} \{ \chi_1 \}.
\]

Since this new partition yields an equivalent norm for \( H^\mu(S^2) \), there exist \( c_1, c_2 > 0 \) such that

\[
c_1 \|\pi_1[\chi_1 g]\|_{H^\mu(\mathbb{R}^2)} \leq \|\pi_1[\eta_1 g]\|_{H^\mu(\mathbb{R}^2)} \leq c_2 \|\pi_1[\chi_1 g]\|_{H^\mu(\mathbb{R}^2)}. \tag{103}
\]

In addition, one can check that

\[
\pi_1[\eta_1] \equiv 1 \quad \text{on} \quad \text{supp} \{ \pi_1[\chi_1 \nu(g)] \}. \tag{104}
\]
and thus, combining with (102), one obtains

\[ \pi_1 [\chi_1 \nu (g)] = \pi_1 [\chi_1] \nu (\pi_1 [\eta_1 g]). \]

As a consequence, using [74, lemma A.8], there results

\[
\| \pi_1 [\chi_1 \nu (g)] \|_{H^s (\mathbb{R}^2)} \\
\leq c \left( \| \pi_1 [\chi_1] \|_{L^\infty (\mathbb{R}^2)} \| \nu (\pi_1 [\eta_1 g]) \|_{H^s (\mathbb{R}^2)} + \| \pi_1 [\chi_1] \|_{H^s (\mathbb{R}^2)} \| \nu (\pi_1 [\eta_1 g]) \|_{L^\infty (\mathbb{R}^2)} \right),
\]

so that, from (34) and (101),

\[
\| \pi_1 [\chi_1 \nu (g)] \|_{H^s (\mathbb{R}^2)} \leq c \| \pi_1 [\eta_1 g] \|_{L^\infty (\mathbb{R}^2)} \| \pi_1 [\eta_1 g] \|_{H^s (\mathbb{R}^2)}.
\]

Finally, recalling (103) and (33) and noting that

\[ \gamma_1 \| u \|_{L^\infty (\mathbb{S}^2)} \leq \| \pi_1 [\eta_1 g] \|_{L^\infty (\mathbb{R}^2)} + \| \pi_2 [\eta_2 g] \|_{L^\infty (\mathbb{R}^2)} \leq \gamma_2 \| u \|_{L^\infty (\mathbb{S}^2)} \]

for some suitable \( \gamma_1, \gamma_2 > 0 \), one finds that

\[
\| \pi_1 [\chi_1 \nu (g)] \|_{H^s (\mathbb{R}^2)} \leq c \| \eta \|_{L^\infty (\mathbb{S}^2)} \| g \|_{H^s (\mathbb{S}^2)}.
\]

Since one can make the same construction for \( \pi_2 [\chi_2 \nu (g)] \), inequality (35) follows just recalling again (103).

**Appendix B. Proof of (81)**

Here we prove (81). Note that it is actually present in [77, section 13.31], but its proof holds for another range of parameters. Hence, it is necessary to prove it again for our range of parameters.

Fix, then, \( \ell \in \mathbb{N} \) and \( s > 0 \). Since \( J_{\ell + 1/2} (z) \) is holomorphic outside the origin (where it displays a ramification point), there results

\[
\oint_{\Gamma_{R, \varepsilon}} f (z) \, dz = 0,
\]

where

\[ f (z) := z J_{\ell + 1/2} (z) e^{iz} \text{ and } \Gamma_{R, \varepsilon} = \gamma_1 \cup \gamma_2 \cup \gamma_3 \cup \gamma_4 \]

is the curve depicted by figure 1. Observe that \( \gamma_2 \) is an arc of angle \( \pi/4 \) of the circle of radius \( R \gg s \), whereas \( \gamma_4 \) is an arc of angle \( \pi/4 \) of the circle of radius \( \varepsilon \ll s \) (the definitions of \( \gamma_1 \) and \( \gamma_3 \) are immediate). Clearly

\[
\lim_{R \to +\infty} \lim_{\varepsilon \to 0} \oint_{\Gamma_{R, \varepsilon}} f (z) \, dz = 0,
\]

and

\[
\lim_{\varepsilon \to 0} \int_{\gamma_4} f (z) \, dz = 0,
\]
so that, if one can prove that

$$\lim_{R \to +\infty} \int_{\gamma_2} f(z) \, dz = 0,$$

then the proof is complete. Indeed, owing to this fact, one has

$$\int_0^{+\infty} k f_{\ell+1/2}^2(k) e^{ik\tau} \, dk = \lim_{R \to +\infty} \lim_{\epsilon \to 0} \int_{\gamma_2} f(z) \, dz = \lim_{R \to +\infty} \lim_{\epsilon \to 0} \int_{-\gamma_3} f(z) \, dz$$

and, since

$$\lim_{R \to +\infty} \lim_{\epsilon \to 0} \int_{-\gamma_3} f(z) \, dz = \lim_{R \to +\infty} \lim_{\epsilon \to 0} \int_0^{R} e^{-ik^2} f_{\ell+1/2}^2(ke^{i\tau}) \, dk$$

(where the last equality is established in [77, p 395]), there results

$$\int_0^{+\infty} k f_{\ell+1/2}^2(k) e^{ik\tau} \, dk = \frac{i}{2\lambda} e^{-i\pi/4} I_{\ell+1/2} \left( \frac{i}{2\lambda} \right),$$

with $I_{\nu}$ the modified Bessel function of order $\nu$ (see, e.g. [60, equation (10.25.2)]). Finally, since, by [60, equation (10.27.6)], $I_{\nu}(z) = e^{i\nu \pi/2} J_{\nu}(ze^{-i\pi/2})$, whenever $-\pi \leq \arg z \leq \pi/2$, one obtains (81).

As a consequence, it is left to prove (104), or equivalently

$$\lim_{R \to +\infty} \left[ R^2 \int_0^{\pi} e^{i(2\theta+\epsilon R e^{i\tau})} f_{\ell+1/2}^2(Re^{i\theta}) \, d\theta \right] = A(R).$$

Figure 1. The path $\Gamma_{R, \epsilon}$. 
Note that all the constants below may depend on $s$ and $\ell$. First, we see that, since $\sin \eta \geq \frac{2\eta}{\pi}$ for every $\eta \in [0, \frac{\pi}{2}]$,

\[
|A(R)| \leq R^2 \int_0^\pi e^{-2R^2 \sin(2\theta)} |J_{\ell+1/2} (\Re e^{i\theta})|^2 \, d\theta \leq R^2 \int_0^\pi e^{-2R^2 \frac{\alpha}{\pi}} |J_{\ell+1/2} (\Re e^{i\theta})|^2 \, d\theta \leq \int_0^{\pi R^2} e^{-\frac{\alpha}{\pi} \theta} |J_{\ell+1/2} (\Re e^{i\theta})|^2 \, d\theta.
\]

Moreover, by the Schlӓfli’s formula (see, e.g. [60, equation (10.9.6)]), whenever $|\arg z| < \pi/2$,

\[
J_{\ell+1/2} (z) = \frac{1}{\pi} \int_0^\pi \cos (z \sin \theta - (\ell + 1/2) \theta) \, d\theta - \frac{\sin((\ell + 1/2) \pi)}{\pi} \int_0^{+\infty} e^{-z \sin \theta - (\ell + 1/2) \pi} \, d\theta.
\]

Then,

\[
J_{\ell+1/2} (\Re e^{i\theta}) = f_1(x) + f_2(x) + f_3(x)
\]

\[
:= \frac{1}{2\pi} \int_0^\pi e^{iR \cos \theta + i s \sin \theta} \sin \theta e^{-i\theta(\ell + 1/2)} \, d\theta
\]

\[
+ \frac{1}{2\pi} \int_0^\pi e^{-iR \cos \theta + i s \sin \theta} \sin \theta e^{i\theta(\ell + 1/2)} \, d\theta
\]

\[
- \frac{\sin((\ell + 1/2) \pi)}{\pi} \int_0^{+\infty} e^{-Re^{i\theta} \sinh t - (\ell + 1/2) t} \, dt,
\]

so that

\[
|A(R)| \leq \sum_{j=1}^{3} \int_0^{\pi R^2} e^{-\frac{\alpha}{\pi} |f_j(x)|^2} \, dx.
\]

As a consequence, in order to prove (105), it suffices to show that $A_j(R) \to 0$, as $R \to +\infty$, for $j = 1, 2, 3$. Let us consider, first, the cases $j = 1, 2$. An easy change of variables yields

\[
f_j(x) = \frac{\ell(-1)^{j}(\ell+1/2)}{2\pi} \int_{-\pi/2}^{\pi/2} e^{i(-1)^{j-1}Re^{i\theta} \cos \alpha} e^{i(\ell(1/2)/\alpha) \, d\alpha}.
\]

Now, let $\phi \in C_0^\infty(\mathbb{R})$, with supp$\{\phi\} \subset [\alpha, b] \subset (-\pi/2, \pi/2)$, $\phi \geq 0$ and $\phi \equiv 1$ on $[-\pi/4, \pi/4]$, and define

\[
\tilde{f}_j(x) := \frac{\ell(-1)^{j}(\ell+1/2)}{2\pi} \int_{-\pi/2}^{\pi/2} \phi(\alpha) e^{i(-1)^{j-1}Re^{i\theta} \cos \alpha} e^{i(\ell(1/2)/\alpha) \, d\alpha}.
\]

It is straightforward that

\[
A_j(R) \leq c \int_0^{\pi R^2} e^{-\frac{\alpha}{\pi} |f_j(x) - \tilde{f}_j(x)|^2} \, dx + c \int_0^{\pi R^2} e^{-\frac{\alpha}{\pi} |\tilde{f}_j(x)|^2} \, dx.
\]
and, thus, we can prove that $A_{j,1}(R)$ and $A_{j,2}(R)$ are both vanishing as $R \to +\infty$ to get the result.

In order to study the former term, we see that by construction

$$f_j(x) - \tilde{f}_j(x) = \frac{i(-1)^{(\ell+1)/2}}{2\pi} \sum_{a=1}^{2a} \int_{\alpha_{a_n}}^{\alpha_{a_n+1}} (1 - \phi(\alpha)) e^{i(-1)^{(\ell+1)/2} Re\frac{\pi}{2} \cos \alpha} e^{i(-1)^{(\ell+1)/2} e^{\alpha}} d\alpha,$$

with $a_1 = -b_2 = -\pi/2$ and $b_1 = -a_2 = -\pi/4$, so that, integrating by parts and using the properties of $\phi$,

$$f_j(x) - \tilde{f}_j(x) = \frac{i(-1)^{(\ell+1)/2}}{4\pi R e^{\alpha \pi}} \left\{ 2\cos \left((-1)^{(\ell+1)/2}) \frac{\pi}{2}\right) + \right.$$

$$\left. - \sum_{a=1,2} \int_{\alpha_{a_n}}^{\alpha_{a_n+1}} \frac{(1 - \phi(\alpha)) e^{i(-1)^{(\ell+1)/2} \alpha}}{\sin \alpha} \right) e^{i(-1)^{(\ell+1)/2} Re\frac{\pi}{2} \cos \alpha} d\alpha \right\}$$

Hence, using the range of $\alpha$ and $x$ and (again) the properties of $\phi$, one obtains

$$|f_j(x) - \tilde{f}_j(x)| \leq c \frac{1 + e^{\hat{\phi}}}{R}$$

and thus

$$A_{j,1}(R) \leq c \frac{1 + \frac{1}{2\pi}}{\sqrt{\pi}} \left( 1 - e^{-\pi^2 + 2\hat{\phi}} \right) \to 0, \quad \text{as} \quad R \to +\infty$$

(note that all the constants here and below may also depend on $\phi$, which is fixed).

Concerning the latter term, we first see that, setting $y = \sin(\alpha/2)$, there results

$$\tilde{f}_j(x) = \frac{\ell(-1)^{(\ell+1)/2}}{\pi} e^{i(-1)^{(\ell+1)/2} R \cos(\frac{\pi}{2})}$$

$$\cdot \int_{\sqrt{2}/2}^{\sqrt{2}/2} \frac{\phi(2 \arcsin y)}{\sqrt{1 - y^2}} e^{2i(-1)^{(\ell+1)/2} R \sin(\frac{\pi}{2}) (1 - y^2)} e^{i(-1)^{(\ell+1)/2} (2\ell + 1) \arcsin y} dy.$$

Moreover, using again the construction of $\phi$, we have that

$$\tilde{f}_j(x) = \frac{\ell(-1)^{(\ell+1)/2}}{\pi} e^{i(-1)^{(\ell+1)/2} R \cos(\frac{\pi}{2})} \int_{\bar{a}}^{\bar{b}} e^{i(h(x,r)(x)^2 - \frac{\phi(2 \arcsin y)}{\sqrt{1 - y^2}} e^{i(-1)^{(\ell+1)/2} (2\ell + 1) \arcsin y} dy}$$

with $\bar{a} := \sin(a/2)$, $\bar{b} := \sin(b/2)$,

$$h(x,r) := 2R \cos \left( \frac{x}{R^2} \right), \quad g(y) := \frac{\phi(2 \arcsin y)}{\sqrt{1 - y^2}} e^{i(-1)^{(\ell+1)/2} (2\ell + 1) \arcsin y}.$$

Hence, exploiting the Van der Corput lemma (see, e.g. [69, corollary at p 334] or [53, corollary 1.1]) and the fact that $x \in \left[ 0, \frac{\pi}{2} R^2 \right]$, we get that

$$\left| \tilde{f}_j(x) \right|^2 \leq c \frac{R}{\sqrt{w(\bar{a},\bar{b})}}.$$
Furthermore, since easy computations yield
\[ \| g(x, R) \|_{L^2(\mathbb{R}^2)}^2 \leq c e^{\frac{\pi}{4} R^2} \left( 1 + \frac{x^2}{R^2} \right), \]
there results
\[ A_{j,2}(R) \leq \frac{c}{R} \int_{0}^{\frac{2\pi}{R}} e^{-\frac{\pi}{4} x} e^{\frac{\pi}{2} R^2} \left( 1 + \frac{x^2}{R^2} \right) dx \]
\[ \leq \frac{c}{R} + \frac{c}{R} \int_{0}^{\frac{2\pi}{R}} \left( \frac{R}{2 - \frac{4R^2}{\pi^2}} \right)^2 e^{\omega^2} d\omega \]
\[ = \frac{c}{R} + \frac{c}{R} \left( \frac{R}{2 - \frac{4R^2}{\pi^2}} \right)^2 \left[ e^{\omega^2} - 2\omega + 2 \right] \left[ \frac{\pi}{2} \right] \rightarrow 0, \quad \text{as} \quad R \rightarrow +\infty. \]

It is, then, left to prove the vanishing of \( A_{3}(R) \). However, as one immediately sees that
\[ f_3(x) = -\frac{\sin \left( \left( \ell + \frac{1}{2} \right) \pi \right)}{\pi} \int_{0}^{+\infty} e^{-R \sin \left( \frac{\pi}{2} \right) \sinht} e^{-R \cos \left( \frac{\pi}{2} \right) \sinht} e^{-\left( \ell + \frac{1}{2} \right) t} dt, \]

elementary estimates and a change of variables show that
\[ |f_3(x)| \leq c \int_{0}^{+\infty} e^{-R \cos \left( \frac{\pi}{2} \right) \sinht} e^{-\left( \ell + \frac{1}{2} \right) t} dt \leq c \int_{0}^{+\infty} e^{-R \cos \left( \frac{\pi}{2} \right) \sinht} dt \]
\[ \leq c \int_{0}^{+\infty} e^{-c_1 \sinht} dt = c \int_{0}^{+\infty} e^{-c_1 Ry} \left( 1 + \frac{y}{\sqrt{y^2 + 1}} \right) dy \]
\[ \leq c \int_{0}^{+\infty} e^{-c_1 Ry} dy \leq \frac{c}{R}, \]

which implies \( A_{3}(R) \rightarrow 0, \) as \( R \rightarrow +\infty. \)

**ORCID iD**

Lorenzo Tentarelli 🌐 https://orcid.org/0000-0003-0986-9602

**References**

[1] Adami R, Boni F, Carlone R and Tentarelli L 2022 Ground states for the planar NLSE with a point defect as minimizers of the constrained energy *Calc. Var. PDE* 61 195

[2] Adami R, Boni F, Carlone R and Tentarelli L 2022 Existence, structure and robustness of ground states of a NLSE in 3D with a point defect *J. Math. Phys.* 63 071501

[3] Adami R, Carlone R, Correggi M and Tentarelli L 2020 Blow-up for the pointwise NLS in dimension two: absence of critical power *J. Differ. Equ.* 269 1–37
[4] Adami R, Carlone R, Correggi M and Tentarelli L 2021 Stability of the standing waves of the concentrated NLSE in dimension two Math. Eng. 3 1–15
[5] Adami R, Dell’Antonio G, Figari R and Teta A 2003 The Cauchy problem for the Schrödinger equation in dimension three with concentrated nonlinearity Ann. Inst. Henri Poincare C 20 477–500
[6] Adami R, Dell’Antonio G, Figari R and Teta A 2004 Blow-up solutions for the Schrödinger equation in dimension three with a concentrated nonlinearity Ann. Inst. Henri Poincare C 21 121–37
[7] Adami R, Fukuizumi R and Holmer J 2021 Scattering for the $L^2$ supercritical point NLS Trans. Am. Math. Soc. 374 35–60
[8] Adami R, Nakamura T and Ruighi A 2020 Constrained energy minimization and ground states for the nonlinear Schrödinger equation with concentrated nonlinearities in dimension three J. Math. Phys. 51 013501
[9] Adami R, Noja D 2009 Existence of dynamics for a 1D NLS equation perturbed with a generalized point defect J. Phys.A: Math. Theor. 42 495302
[10] Adami R and Noja D 2013 Stability and symmetry-breaking bifurcation for the ground states of a NLS with a $\delta$' interaction Commun. Math. Phys. 318 247–89
[11] Adami R, Noja D and Ortoleva C 2013 Orbital and asymptotic stability for standing waves of a nonlinear Schrödinger equation with concentrated nonlinearity in dimension three J. Math. Phys. 54 013501
[12] Aubin T 1998 Some Nonlinear Problems in Riemannian Geometry (Springer Monographs in Mathematics) (Springer)
[13] Behrndt J, Exner P, Holzmann M and Lotoreichik V 2017 Approximation of Schrödinger operators with $\delta$-interactions supported on hypersurfaces Math. Nachr. 290 1215–48
[14] Behrndt J, Exner P and Lotoreichik V 2014 Schrödinger operators with $\delta$-interactions supported on conical surfaces J. Phys. A: Math. Theor. 47 355202
[15] Bulashenko O M, Kochelap V A and Bonilla L L 1996 Coherent patterns and self-induced diffraction of electrons on a thin nonlinear layer Phys. Rev. B 54 1537–40
[16] Cacciapuoti C, Fukuizumi R and Teta A 2014 The NLS equation in dimension one with spatially concentrated nonlinearities: the pointlike limit Lett. Math. Phys. 104 1557–70
[17] Carlone R, Correggi M and Tentarelli L 2019 Well-posedness of the concentrated nonlinearity Ann. Henri Poincare C 36 257–94
[18] Carlone R, Fiorenza A and Tentarelli L 2017 Nonlinear singular perturbations of the fractional Schrödinger equation in dimension one Nonlinearity 30 3112–43
[19] Cherrier P and Milani A 2012 Linear and Quasi-Linear Evolution Equations in Hilbert Spaces (Graduate Studies in Mathematics vol 135) (American Mathematical Society)
[30] Costin O, Costin R D and Lebowitz J L 2018 Nonperturbative time dependent solution of a simple ionization model Commun. Math. Phys. 361 217–38
[31] Costin O, Costin R D, Lebowitz J L and Rokhlenko A 2001 Evolution of a model quantum system under time periodic forcing: conditions for complete ionization Commun. Math. Phys. 221 1–26
[32] Dai F and Xu Y 2013 Approximation Theory and Harmonic Analysis on Spheres and Balls (Springer Monographs in Mathematics) (Springer)
[33] Dalfóvo F, Giorgini S, Pitaevskii L P and Stringari S 1999 Theory of Bose-Einstein condensation in trapped gases Rev. Mod. Phys. 71 463–512
[34] Di Nezza E, Palatucci G and Valdinoci E 2012 Hitchhiker’s guide to the fractional Sobolev spaces Bull. Sci. Math. 136 521–73
[35] Dror N and Malomed B A 2011 Solitons supported by localized nonlinearities in periodic media Phys. Rev. A 83 033828
[36] Evans L C 2010 Partial Differential Equations (Graduate Studies in Mathematics vol 19) 2nd edn (American Mathematical Society)
[37] Fanelli L 2017 Spherical Schrödinger Hamiltonians: Spectral Analysis and Time Decay Advances in Quantum Mechanics (Springer Indam Ser. vol 18) (Springer) pp 135–51
[38] Fukaya N, Georgiev V and Ikeda M 2022 On stability and instability of standing waves for 2D–nonlinear Schrödinger equations with point interaction J. Differ. Equ. 321 258–95
[39] Ginibre J and Velo G 1984 On the global Cauchy problem for some nonlinear Schrödinger equations Ann. Inst. Henri Poincare C 1 309–23
[40] Gradstheyn I S and Ryzhik I M 2007 Tables of Integrals, Series and Products (Elsevier/Academic)
[41] Gribbin J R 1977 The Origin of Life: The First 4000 Million Years
[42] Halmos P R and Sunder V S 1978 Bounded Integral Operators on $L^2$ Spaces (Results in Mathematics and Related Areas vol 96) (Springer)
[43] Helmer J and Liu C 2020 Blow-up for the 1D nonlinear Schrödinger equation with point nonlinearity I: basic theory J. Math. Anal. Appl. 483 123522
[44] Helmer J and Liu C 2021 Blow-up for the 1D nonlinear Schrödinger equation with point nonlinearity II: supercritical blow-up profiles Commun. Pure Appl. Anal. 20 215–42
[45] Hounkonnou M N, Hounkpe M and Shabani J 1999 Exactly solvable models of $\delta'$–sphere interactions in nonrelativistic quantum mechanics J. Math. Phys. 40 4255–73
[46] Hubbert S, LeGia Q T and Morton T M 2015 Spherical Radial Basis Functions, Theory and Applications (Springer Briefs in Mathematics) (Springer)
[47] Jona Lasinio G, Presilla C and Sjostrand J 1995 On Schrödinger equations with concentrated nonlinearities Ann. Physics 240 1–21
[48] Kato T 1987 On non-linear Schrödinger equations Ann. Inst. Henri Poincare Phys. Théor. 46 113–29
[49] Kato T 1995 On nonlinear Schrödinger equations. II. $H^s$–solutions and unconditional well–posedness J. Anal. Math. 67 281–306
[50] Landau J L 2000 Bessel functions: monotonicity and bounds J. London Math. Soc. 61 197–215
[51] Le Coz S, Fukuzumi R, Fibich G, Ksherim B and Sivan Y 2008 Instability of bound states of a nonlinear Schrödinger equation with a Dirac potential Physica D 237 1103–28
[52] Li K, Kevrekidis P G, Malomed B A and Frantzeskakis D J 2011 Transfer and scattering of wave packets by a nonlinear trap Phys. Rev. E 84 056609
[53] Linares F and Ponce G 2015 Introduction to Nonlinear Dispersive Equations 2nd edn (Universitext, Springer)
[54] Lions J-L and Magenes E 1972 Non–Homogeneous Boundary Value Problems and Applications Vol I vol 181 (Springer)
[55] Malomed B A 2005 Nonlinear Schrödinger Equations Encyclopedia of Nonlinear Science (Routledge) pp 639–43
[56] Malomed B A and Azbel M Y 1993 Modulational instability of a wave scattered by a nonlinear center Phys. Rev. B 47 10402–6
[57] Molina M I and Bustamante C A 2002 The attractive nonlinear delta–function potential Am. J. Phys. 70 67–70
[58] Nier F 1998 The dynamics of some quantum open systems with short-range nonlinearities Nonlinearity 11 1127–72
[59] Okikiolu G O 1971 Aspects of the Theory of Bounded Integral Operators in $L^p$–Spaces (Academic)
[60] Olver F W J, Lozier D W, Boisvert R F and Clark C W (eds) 2010 NIST Handbook of Mathematical Functions (U.S. Department of Commerce, National Institute of Standards and Technology, Cambridge University Press)

[61] Olenko A 2006 Upper bound on $\sqrt{J_\nu(x)}$ and its applications Integral Transforms Spec. Funct. 17 455–67

[62] Ponce de Leon J 2014 Revisiting the orthogonality of Bessel functions of the first kind on an infinite interval Eur. J. Phys. 36 015016

[63] Presilla C, Jona-Lasinio G and Capasso F 1991 Nonlinear feedback oscillations in resonant tunneling through double barriers Phys. Rev. B 43 5200–3

[64] Sakaguchi H and Malomed B A 2020 Singular solitons Phys. Rev. E 101 012211

[65] Seeley R T 1967 Complex powers of an elliptic operator Singular Integrals, Proc. Sympos. Pure Math. (American Mathematical Society) pp 288–307

[66] Simon B 2015 Harmonic Analysis. A Comprehensive Course in Analysis, Part 3 (American Mathematical Society)

[67] Shamriz E, Chen Z, Malomed B A and Sakaguchi H 2020 Singular mean-field states: a brief review of recent results Condens. Matter 5 20

[68] Shabani J and Vyabandi A 2002 Exactly solvable models of relativistic $\delta$–sphere interactions in quantum mechanics J. Math. Phys. 43 6064–84

[69] Stein E M 1993 Harmonic Analysis: Real-Variable Methods, Orthogonality and Oscillatory Integrals (Princeton Mathematical Series 43, Monographs in Harmonic Analysis III) (Princeton University Press)

[70] Stein E M and Weiss G 1971 Introduction to Fourier Analysis on Euclidean spaces (Princeton Mathematical Series) (Princeton University Press)

[71] Strichartz R S 1983 Analysis of the Laplacian on the complete Riemannian manifold J. Funct. Anal. 52 48–79

[72] Sukhorukov A A, Kivshar Y S and Bang O 1999 Two-color nonlinear localized photonic modes Phys. Rev. E 60 R41–R44

[73] Sukhorukov A A, Kivshar Y S, Bang O, Rasmussen J J and Christiansen P L 2001 Nonlinearity and disorder: classification and stability of nonlinear impurity modes Phys. Rev. E 63 036601

[74] Tao T 2006 Nonlinear dispersive equations. Local and global analysis CBMS Regional Conf. Series in Mathematics vol 106 (American Mathematical Society)

[75] Taylor M E 1981 Pseudodifferential Operators (Princeton Mathematical Series vol 34) (Princeton University Press)

[76] Tsutsumi Y 1985 Scattering problem for nonlinear Schrödinger equations Ann. Inst. Henri. Poincaré Phys. Théor. 43 321–47

[77] Watson G N 1995 A Treatise on the Theory of Bessel Functions (Cambridge Mathematical Library) (Cambridge University Press) (Reprint of the 2nd (1944) edition)

[78] Yeh P 2005 Optical Waves in Layered Media (Wiley)