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Abstract. Structure of certain simple \(\mathcal{W}\)-algebras associated with the Deligne exceptional Lie algebras and non-admissible levels are described as the simple current extensions of certain vertex operator algebras. As an application, the \(C_2\)-cofiniteness and \(Z_2\)-rationality of the algebras are proved.

1. Introduction

The Deligne exceptional series of simple Lie algebras is the series
\[ A_1 \subset A_2 \subset G_2 \subset D_4 \subset F_4 \subset E_6 \subset E_7 \subset E_8 \]
of simple Lie algebras [D]. For irreducible components of some tensor products of the adjoint representations of the simple Lie algebras in the above exceptional series, remarkable dimension formulas, called Deligne dimension formulas, were established [CdM, D, LM]. They are expressed as rational functions in the dual Coxeter number \(h^\vee\). For example,
\[
\dim g = \frac{2(h^\vee + 1)(5h^\vee - 6)}{h^\vee + 6},
\]
and
\[
\dim L(2\theta) = \frac{5h^\vee^2(2h^\vee + 3)(5h^\vee - 6)}{(h^\vee + 12)(h^\vee + 6)}.
\]

The same exceptional series appeared in earlier studies of modular differential equations. In 1988, Mathur, Mukhi and Sen, in their work of classification of rational conformal field theories (\(C_2\)-cofinite rational \(\mathbb{Z}_+\)-graded vertex operator algebras (VOAs) of CFT-type) with two characters [MMS], studied the modular differential equations of the form
\[
(1.1) \quad \left( q \frac{d}{dq} \right)^2 f(\tau) + 2E_2(\tau) \left( q \frac{d}{dq} \right) f(\tau) + 180 \mu \cdot E_4(\tau) f(\tau) = 0.
\]
Here \(\mu\) is a numerical constant, \(\tau\) a complex number in the complex upper half-plane \(\mathbb{H}\) with \(q = e^{2\pi i \tau}\), and \(E_k(\tau)(k = 2, 4, 6, \ldots)\) the Eisenstein series. (Differential equations equivalent to (1.1) were studied by...
Kaneko and Zagier [KZ] in number theory. See also [KNS].) By studying (1.1), they showed, roughly speaking, that the characters of the rational conformal field theories with two characters are that of the level one affine VOAs $V_1(g)$ associated to the Deligne exceptional simple Lie algebras $g$. Note that the differential equations (1.1) and $V_1(g)$ associated to the Deligne exceptional simple Lie algebras $g$ also appear in the study of large symmetry of vertex operator algebras [1[M].

In this paper, we consider the Deligne exceptional series in the study of the quantized Drinfel’d-Sokolov reduction, thus the so-called $W$-algebras, and the simple current extensions. Then, we obtain new examples of $C_2$-cofinite rational $W$-algebras.

The $W$-algebras are generalization of the extensions of the Virasoro vertex algebras, first introduced in [Zam]. After the considerably many studies, the construction of $W$-algebras by using the quantized Drinfel’d-Sokolov reduction was introduced [FF, KRW, KW2] (see also [A1]).

Let $g$ be a finite dimensional simple Lie algebra, $f$ an even nilpotent element and $k$ a complex number. Consider the level $k$ universal affine vertex operator algebra (VOA) $V^k(g)$ with the Segal-Sugawara conformal vector $\omega_{\text{aff}}$ and certain vertex operator algebras $F_{\text{ne}}$ and $F_{\text{ch}}$ (Fermions) depending on $g$ with the conformal vectors $\omega_{\text{ne}}$ and $\omega_{\text{ch}}$. Consider the tensor product vertex algebra $C = V^k(g) \otimes F_{\text{ne}} \otimes F_{\text{ch}}$, and equip $C$ with certain grading and differential $d$ (depending on $f$), thus the complex structure $(C^*, d)$ (BRST complex). Equip $C$ with the vertex operator algebra structure with the conformal vector

$$\omega = \omega_{\text{aff}} + \omega_{\text{ne}} + \omega_{\text{ch}} + \partial x.$$  

Here, $x$ is a semisimple element of $g$ with $[x, f] = -1$ and certain conditions, and $\partial$ is the derivation of the vertex algebra $C$. Then, the universal $W$-algebra $W^k(g, f)$ associated with $(g, f, k)$ is defined to be the 0-th cohomology of the BRST complex, which is a $(1/2)\mathbb{Z}_+$-graded vertex operator algebra with the conformal vector $\omega$ (not a superVOA). Denote the simple quotient vertex operator algebra by $W_k(g, f)$ and call it the simple $W$-algebra.

Modular invariance of the characters of the modules of vertex operator algebras are important property. The space spanned by the characters of the modules of a RCFT ($C_2$-cofinite rational $\mathbb{Z}_+$-graded VOA of CFT-type) is invariant under modular transformation [Zhu]. Modular invariance of the characters of twisted modules is considered in [DLM]. By generalizing the result of [DLM], modular invariance for $\mathbb{Q}_+$-graded (super)VOAs of CFT-type is considered in [E].

The modular invariance of the characters of the modules of $W$-algebras with admissible levels $k$ and certain nilpotent elements $f$ (exceptional pairs) have been studied by using the modular invariance of the corresponding affine VOAs $V_k(g)$ [KW3]. Here, the number $k$ is
called admissible if
\[ k + h^\vee = \frac{p}{q}, \quad p, q \in \mathbb{Z}_{>0}, \quad (p, q) = 1, \quad p \geq \begin{cases} h^\vee & (r^\vee, q) = 1, \\ h & (r^\vee, q) = r^\vee. \end{cases} \]

Here, \( r^\vee \) denotes the lacing number, that is, \( r^\vee = 1 \) for \( \mathfrak{g} = \mathfrak{A}_1, \mathfrak{D}_1, \mathfrak{E}_1 \), \( r^\vee = 2 \) for \( \mathfrak{g} = \mathfrak{B}_1, \mathfrak{C}_1, \mathfrak{F}_4 \) and \( r^\vee = 3 \) for \( \mathfrak{g} = \mathfrak{G}_2 \). Later, considerably many simple \( \mathcal{W} \)-algebras with admissible levels and certain nilpotent elements (including exceptional pairs) were proved to be \( C_2 \)-cofinite [A3]. Since it was conjectured and has been widely believed that a simple affine VOA of level \( k \) has the modular invariance property if and only if \( k \) is an admissible number [KW1], \( \mathcal{W} \)-algebras has been believed to be \( C_2 \)-cofinite and rational only if the level \( k \) is an admissible number (cf. [KW3]).

In this paper, we prove the \( C_2 \)-cofiniteness and rationality of certain simple \( \mathcal{W} \)-algebras with non-admissible levels by using the theory of simple current extensions of the vertex operator algebras.

Let \( f \) be a minimal nilpotent element of \( \mathfrak{g} \). Then, we have the Cartan subalgebra \( \mathfrak{h} \) and the highest root \( \theta \) of \( \mathfrak{g} \) such that \( f \) becomes a lowest root vector \( f_\theta \). Consider the \( \text{ad}(\theta/2) \)-eigenspace decomposition (minimal gradation)

\[ \mathfrak{g} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_{-1/2} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_{1/2} \oplus \mathfrak{g}_1. \]

Let \( \mathfrak{g}^e \) denote the centralizer of \( \mathfrak{A}_1 = (e, \theta, f) \). Here, \( e \) is a highest root vector. Let \( k \) be a complex number. Then, the \( \mathcal{W} \)-algebra \( W^k = \mathcal{W}^k(\mathfrak{g}, f) \) is strongly generated by the conformal vector \( \omega \) with \( x = \theta/2 \) and certain linearly-defined primary vectors \( J^{(a)}(\lambda) \) (\( a \in \mathfrak{g}^e \)) of conformal weight \( 1 \) and \( G^{(v)}(\nu) \) (\( \nu \in \mathfrak{g}_{-1/2} \)) of conformal weight \( 3/2 \) subject to the OPEs (\( \lambda \)-brackets) (\( (a, b) \in \mathfrak{g}^e, u, v \in \mathfrak{g}_{-1/2} \))

\[ [J^{(a)}(\lambda)J^{(b)}] = J^{(a+b)} + \lambda(a, b)^2|0\rangle, \]

\[ [J^{(a)}J^{(v)}] = G^{(a,v)} \]

and certain polynomial \( [G^{(a)}G^{(v)}] \) in \( \lambda \) such that the coefficients belong to the subVOA generated by \( \omega \) and \( J^{(p)} \), \( p \in \mathfrak{g}^e \). Here, the cocycle \((\cdot,\cdot)^3\) is certain invariant bilinear form on \( \mathfrak{g}^e \). (For more detail, see Proposition 2.1 [KW2, Theorem 5.1]).

Suppose that \( \mathfrak{g} \) is not of type \( \mathfrak{A}_1 \). Let \( V^k \) denote the subVOA generated by \( J^{(a)}(a \in \mathfrak{g}^e) \). Then, \( V^k \) is isomorphic to the universal affine vertex operator algebra associated with \( \mathfrak{g}^e \) and the cocycle \((\cdot,\cdot)^3\). Note that \( V^k \) is not of level \( k \).

Let \( W = W_k(\mathfrak{g}, f) \) denote the simple quotient of \( W^k \), and \( V \subset W \) the image of \( V^k \). The main concern of this paper is the branching rule of \( V \subset W \).

So, let \( \omega^V \) denote the Segal-Sugawara conformal vector of \( V^k \). Since \( J^{(a)}(a \in \mathfrak{g}^e) \) are primary vectors of conformal weight \( 1 \), the vector \( \omega^{Vir} = \omega - \omega^V \) is a Virasoro vector. Let \( U^k \) denote the Virasoro
vertex operator subalgebra of $W^k$ generated by $\omega^{\text{Vir}}$, and $U \subset W$ the image of $U^k$ under the simple quotient $W^k \rightarrow W$. Then, the tensor product VOA $V^k \otimes U^k$ and $V \otimes U$ are embedded in $W^k$ and $W$.

What do we have when we decompose $W$ as a $V \otimes U$-module? We consider the most beautiful case, that is, the case when $W$ must be the simple current extension of $V \otimes U$.

Suppose that $g$ is not of type $A_1$ and

(1) $V$ and $U$ are simple, rational and $C_2$-cofinite vertex operator algebras;

(2) $W \cong V \otimes U \oplus N \otimes M$ as $V \otimes U$-modules with non-identity simple currents $N$ of $V$ and $M$ of $U$.

**Theorem 1.1.** The complete list of the pair $(g, k)$ satisfying (1) and (2) above is given by the following pairs:

1. $g = C_2$ and $k = 1/2$,
2. $g = G_2, D_4, F_4, E_6, E_7, E_8$ and $k = -h^\vee/6$.

For each pair $(g, k)$ in the above list, $\mathcal{W}_k(g, f_0)$ is $C_2$-cofinite and $\mathbb{Z}_2$-rational with an automorphism group $\mathbb{Z}_2 = \{\text{id}, \iota\}$ defined to be

$$\text{id}(a) = a, \quad \text{id}(u) = u, \quad \iota(a) = a, \quad \iota(u) = -u,$$

$(a \in V \otimes U, u \in N \otimes M)$. We have the following isomorphisms:

- $\mathcal{W}_{1/2}(C_2, f_0) \cong V_1(A_1) \otimes L(-25/7, 0) \oplus V_1(A_1; \alpha/2) \otimes L(-25/7, 5/4)$,
- $\mathcal{W}_{-2/3}(G_2, f_0) \cong V_3(A_1) \otimes L(-3/5, 0) \oplus V_3(A_1; \alpha/2) \otimes L(-3/5, 3/4)$,
- $\mathcal{W}_{-1}(D_4, f_0) \cong V_1(A_1) \otimes L(-3/5, 0) \oplus V_1(A_1; \alpha/2) \otimes L(-3/5, 3/4)$,
- $\mathcal{W}_{-3/2}(F_4, f_0) \cong V_1(C_3) \otimes L(-3/5, 0) \oplus V_1(C_3; \varpi_3) \otimes L(-3/5, 3/4)$,
- $\mathcal{W}_{-2}(E_6, f_0) \cong V_1(A_5) \otimes L(-3/5, 0) \oplus V_1(A_5; \varpi_3) \otimes L(-3/5, 3/4)$,
- $\mathcal{W}_{-3}(E_7, f_0) \cong V_1(D_6) \otimes L(-3/5, 0) \oplus V_1(D_6; \varpi_6) \otimes L(-3/5, 3/4)$,

and

$\mathcal{W}_{-5}(E_8, f_0) \cong V_1(E_7) \otimes L(-3/5, 0) \oplus V_1(E_7; \varpi_7) \otimes L(-3/5, 3/4)$.

Here, $\mathbb{Z}_2$-rationality says that for each $g \in \mathbb{Z}_2$, the $g$-twisted modules are completely reducible and there are finitely many inequivalent irreducible $g$-twisted modules, $L(c, h)$ denotes the irreducible highest weight module of the Virasoro algebra of central charge $c$ and lowest conformal weight $h$. Note that $L(-3/5, 0)$ and $L(-25/7, 0)$ are $(p, q) = (3, 5)$ and $(3, 7)$ Virasoro minimal model vertex operator algebras $\mathcal{M}(p, q)$.

Note that when $g = D_4, E_6, E_7, E_8$, the numbers $k = -h^\vee/6 = -1, -2, -3, -5$ are not admissible numbers. Therefore, $W_{-h^\vee/6}(g, f_0)$ with $g = D_4, E_6, E_7, E_8$ are new examples of $C_2$-cofinite $\mathcal{W}$-algebras. These numbers satisfy the necessary condition $[\text{GK1} \quad \text{GK2} \quad \text{KW3}]$ for the modular invariance property for the irreducible modules of affine Kac-Moody Lie algebras $\mathfrak{g}^{(1)}$ of level $k$. 
This result reminds us with the Deligne exceptional series. In fact, consider \( \mathfrak{g} = A_1, A_2 \) and \( k = -h^\vee/6 = -1/3, -1/2 \). Then, we have

\[
W_{-1/3}(A_1, f_\theta) \cong L(-3/5, 0),
\]

and

\[
W_{-1/2}(A_2, f_\theta) \cong V_{\sqrt{3}A_1} \otimes L(-3/5, 0) \oplus V_{\sqrt{3}A_1 + \sqrt{3}a/2} \otimes L(-3/5, 3/4).
\]

Thus, \( W_{-1/3}(A_1, f_\theta) \) is \( C_2 \)-cofinite and rational, and \( W_{-1/2}(A_2, f_\theta) \) is \( C_2 \)-cofinite and \( \mathbb{Z}_2 \)-rational.

To prove the isomorphism in Theorem 1.1 and eq. (1.3), we explicitly give isomorphisms of vertex algebras from \( W \) to the simple current extensions \( W' \) of certain tensor product vertex operator algebras \( V \otimes U \).

Let \( \mathfrak{g} \) be a Deligne exceptional Lie algebra not of type \( A_1 \). Let \( \theta \) denote the highest root of \( \mathfrak{g} \) and \( A_1 \subset \mathfrak{g} \) the \( sl_2 \)-triple for \( \theta \). Consider the level one simple affine VOA \( V_1(\mathfrak{g}) \). Let \( V \) denote the commutant of \( V_1(A_1) \) in \( V_1(\mathfrak{g}) \). Let \( N \) denote the simple current of \( V \) defined to be \( V_1(\mathfrak{g}) \cong V \otimes V_1(A_1) \oplus N \otimes V_1(A_1; \theta/2) \) as \( V \otimes V_1(A_1) \)-modules. Consider the simple current extension \( W' = V \otimes L(-3/5, 0) \oplus N \otimes L(-3/5, 3/4) \). Then, as \( \frac{1}{2} \mathbb{Z}_3 \)-graded vertex operator algebras, the simple \( W \)-algebra \( W_{-\hbar^\vee/6}(\mathfrak{g}, f_\theta) \) is isomorphic to \( W' \).

We show the isomorphism by explicitly comparing the operator product expansions (OPEs) of certain generators of \( W \) and \( W' \).

In order to compute the VOA structure of \( W' \), we first consider the abelian intertwining algebras (AIAs) \( V \oplus N \) and \( L(-3/5, 0) \oplus L(-3/5, 3/4) \). Then, we consider the tensor product of the AIAs and realize \( W' \) as a subVOA (graded tensor product) of the tensor product.

In order to simplify the construction, we introduce the notions of quasi generalized vertex algebra (quasi-GVA) which is a subclass of the AIAs and include the generalized vertex algebras (GVAs). We show that the above two AIAs are indeed quasi-GVAs. For the detail of the definitions, see section 5.

The case when \( (\mathfrak{g}, k) = (C_2, 1/2) \) is proved similarly and will be considered in the forthcoming paper.

By the general theory of the simple current extensions, we see that \( W_{-\hbar^\vee/6}(\mathfrak{g}, f_\theta) \) are \( C_2 \)-cofinite and \( \mathbb{Z}_2 \)-rational (cf. [C2, La, M]). By [DLM, E], we obtain the modular invariance of the characters of (twisted) modules of the \( W \)-algebras. For \( E_8 \) case, we see that the characters of the \( \nu \)-twisted modules (Ramond twisted modules) coincide with modular invariant characters of the intermediate vertex subalgebra \( V_{E_{8+1/2}} \) [Kaw1]. The Ramond-twisted irreducible characters of \( W_{-\hbar^\vee/6}(\mathfrak{g}, f_\theta) \) form a basis of the solutions of modular differential equation (1.1) with \( \mu = -551/900 \), which is the “hole” of the 2-character RCFTs [MMS].

The \( W \)-algebras associated with other series of \( \mathfrak{g} \) and higher levels \( k \) will be considered in the forthcoming papers. The affine vertex operator
algebras $W_{-h'/6}(\mathfrak{g})$ ($\mathfrak{g}$ is Deligne exceptional) will be considered in the forthcoming paper.

In section 2, we consider the structure (branching rule) of the $W$-algebras and explicitly give the isomorphisms in Theorem 1.1 and eq. (1.3). In section 3, we explicitly show the key lemma for $\mathfrak{g} = D_4$ and $\mathfrak{g} = E_8$, which are the smallest and largest examples with non-admissible levels. The remaining cases are shown similarly. In section 4, we mention some remarks about modular invariance of the characters of $W$ and other series. Section 5–8 are appendixes. In section 5 (Appendix A), we review and introduce the notion of AIAs and quasi GVAs and modification of the quasi-GVAs. Following [BK], we use the locality to define the AIAs. In section 6 (Appendix B), we consider the extension of $L(-3/5,0)$ and modification of $V_{A_2}$. In section 7 (Appendix C), we recall some well-known vertex algebras and generalized vertex algebras. In section 8 (Appendix D), we consider some general facts for the abelian intertwining algebras for the reader’s convenience.
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Notations. We denote the non-negative integers by $\mathbb{Z}_+$. We denote the positive integers by $\mathbb{Z}_{>0}$ and the negative integers by $\mathbb{Z}_{<0}$. We denote the non-negative rational numbers by $\mathbb{Q}_+$. All vector spaces are over the field of the complex numbers $\mathbb{C}$. We denote $\mathbb{Z}_n = \mathbb{Z}/n\mathbb{Z}$ for $n \in \mathbb{Z}_{>0}$. For $x = k + n\mathbb{Z} \in \mathbb{Z}_n$, we denote $k = x$. For a finite set $A$, we denote the cardinality of $A$ by $\#A$.

2. $W$-algebras associated with a minimal nilpotent element

2.1. Preliminaries. In this section, we recall the notations of $W$-algebras associated with a minimal nilpotent element [KW2].

Let $\mathfrak{g}$ be a finite dimensional simple Lie algebra. Let $\mathfrak{h}$ be a Cartan subalgebra and $\Delta \subset \mathfrak{h}^*$ the set of root of $\mathfrak{h}$ in $\mathfrak{g}$ with a set of positive roots $\Delta_+ \subset \Delta$. Let $\theta \in \Delta$ denote the highest root of $\mathfrak{g}$. Let $(\cdot | \cdot)$ denote the non-degenerate invariant bilinear form normalized as $(\theta | \theta) = 2$. Identify $\mathfrak{h}$ with $\mathfrak{h}^*$ by using this form, and set $x = \theta/2 \in \mathfrak{h}$. Let $f = f_\theta$ be a non-zero lowest root vector with a $sl_2$-triple $(e, x, f)$ with $[x, e] = e$, $[e, f] = -f$.
\[ [x, f] = -f \text{ and } [e, f] = x, \] so that \( e \) is a highest root vector. As the \( ad \) \( x \)-eigenspace decomposition, we have the minimal gradation
\[
\mathfrak{g} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_{-1/2} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_{1/2} \oplus \mathfrak{g}_1
\]
with \( \mathfrak{g}_1 = \mathbb{C}e \) and \( \mathfrak{g}_{-1} = \mathbb{C}f \). Here, \( \mathfrak{g}_n := \{ v \in \mathfrak{g} | [x, v] = nv \} \). Denote by \( \mathfrak{g}^f \) the centralizer of \( f \) in \( \mathfrak{g} \) and by \( \mathfrak{g}^g \) the subspace \( \mathfrak{g}^f \cap \mathfrak{g}_0 \). Then, \( \mathfrak{g}^g \) coincides with the centralizer of the \( sl_2 \)-triple \((e, x, f)\), and \( \mathfrak{g}^f \) the subspace \( \mathfrak{g}_{-1} \oplus \mathfrak{g}_{-1/2} \oplus \mathfrak{g}^g \). Set \( \mathfrak{h}^g := \{ h \in \mathfrak{h} | [x, h] = 0 \} \). Then, \( \mathfrak{h}^g \) is a Cartan subalgebra of \( \mathfrak{g}^g \), and we have \( \mathfrak{h} = \mathfrak{h}^g \oplus \mathbb{C}x \). Define the skew-symmetric bilinear form \( \langle \cdot, \cdot \rangle_{ne} \) on \( \mathfrak{g}_{1/2} \) to be \( (a, b)_{ne} = (f[a, b]) \). Since \( (e|f) = 1/2 \) and \( [a, b] \in \mathbb{C}e \) for \( a, b \in \mathfrak{g}_{1/2} \), we have
\[
[a, b] = 2(a, b)_{ne} e, \quad a, b \in \mathfrak{g}_{1/2}.
\]
Note that
\[
\text{tr}_g(\text{ad} a)(\text{ad} b) = 2h^v(a|b), \quad a, b \in \mathfrak{g}.
\]

Let \( \{u_\alpha\}_{\alpha \in S^\circ} \) be a basis of \( \mathfrak{g}^g \) with the index set \( S^\circ \), and \( \{u^\gamma\}_{\gamma \in S_{1/2}} \) the dual basis such that \( \langle u_\alpha | u^\beta \rangle = \delta_{\alpha, \beta} \) for \( \alpha, \beta \in S^\circ \). Set \( S_{1/2} = \{ \beta \in \Phi(\mathfrak{g}) | (\beta|0/2) = \pm 1/2 \} \). Let \( \{u_\gamma\}_{\gamma \in S_{1/2}} \) be a basis of \( \mathfrak{g}_{1/2} \), and \( \{u^\gamma\}_{\gamma \in S_{1/2}} \) the dual basis such that \( \langle u_\gamma | u^\eta \rangle_{ne} = \delta_{\gamma, \eta} \) for \( \gamma, \eta \in S_{1/2} \). For \( v \in \mathfrak{g}_0 \), we denote by \( v^g \) the orthogonal projection of \( \mathfrak{g}_0 \) on \( \mathfrak{g}^g \). Let \( \kappa_{\mathfrak{g}_0} \) denote the Killing form of \( \mathfrak{g}_0 \). Denote by \( h^v_{0,i} \) the dual Coxeter number of the \( i \)-th simple component \( \mathfrak{g}_i \) of \( \mathfrak{g}^g \) with respect to the bilinear form \( \langle \cdot, \cdot \rangle \) restricted to \( \mathfrak{g}_i^g \).

Let \( k \) be a complex number. Recall that the universal \( \mathcal{W} \)-algebra \( \mathcal{W}^k(\mathfrak{g}, f_0) \) is a \( \frac{k}{2} \mathbb{Z} \)-graded vertex operator algebra with the conformal vector \( \omega \) of central charge
\[
\omega_{\mathcal{W}} = \frac{k \dim \mathfrak{g}}{k + h^v} - 6k + h^v - 4.
\]
Recall the \( \lambda \)-bracket \( [a_\lambda b] = \sum_{n=0}^{\infty} \lambda^n a(n)b/n! \), \( a, b \in \mathcal{W}^k(\mathfrak{g}, f) \). Note that the \( \lambda \)-brackets are substitutes of the OPEs.

Let \( V \) be a vertex algebra, and \( B \) be a subspace of \( V \). The subspace \( B \) strongly generates \( V \) if the monomials
\[
v_1(m_1)v_2(m_2) \cdots v_s(m_s)|0\rangle \in V, \quad (s \in \mathbb{Z}_+ \text{ with } v_i \in B, m_i \in \mathbb{Z}_{<0}, i = 1, \ldots, s) \text{ span } V. \]
Let \( S \) be a basis of \( B \) with a total order on \( S \). The subspace \( B \) obeys the PBW theorem if the monomials
\[
v_1(m_1)v_2(m_2) \cdots v_s(m_s)|0\rangle \in V, \quad (s \in \mathbb{Z}_+ \text{ with } v_i \in S, m_i \in \mathbb{Z}_{<0}, i = 1, \ldots, s, \text{ where the sequence of pairs } (v_1, m_1), (v_2, m_2), \ldots, (v_s, m_s) \text{ is non-increasing in the lexicographical order) form a basis of } V. \]
We call the basis a PBW-basis of \( V \) and denote it by \( \bar{S} \).
Moreover, the space of the generators \( \{ \omega, \mathcal{J}^{[a]}, \mathcal{G}^{[v]} \big| \omega \in \mathfrak{g}^5, v \in \mathfrak{g}_{-1/2} \} \) obeys the PBW theorem.

Let \( V^k \) denote the vertex operator subalgebra generated by \( \mathcal{J}^{[a]} \), \( a \in \mathfrak{g}^5 \).

Suppose that \( \mathfrak{g} \) is a Lie algebra not of type \( A_l \). Then, \( \mathfrak{g}^5 \) is semi-simple, and \( V^k \) is isomorphic to the universal affine vertex operator algebra associated with \( \mathfrak{g}^5 \) and the invariant bilinear form \( (\cdot, \cdot)^{\mathfrak{g}^5} : \mathfrak{g}^5 \times \mathfrak{g}^5 \to \mathbb{C} \) defined to be \( (a, b)^{\mathfrak{g}^5} = (k + h^\vee/2)(a \vert b) - (1/4)\kappa_{\mathfrak{g}^5}(a, b) \), \( a, b \in \mathfrak{g}^5 \). Here, for a Lie algebra \( \mathfrak{k} \), the bilinear form \( \kappa_{\mathfrak{k}}(\cdot, \cdot) \) denotes the Killing form of \( \mathfrak{k} \). Let \( \omega^\vee \) denote the Segal-Sugawara conformal vector of \( V^k \).

Since \( \mathcal{J}^{[a]} \) \( (a \in \mathfrak{g}^5) \) is a primary vector of conformal weight 1 with respect to \( \omega \), we see that the vector \( \omega^\text{Vir} = \omega - \omega^\vee \) is a Virasoro vector (cf. [LL]).

Let \( U^k \) denote the Virasoro vertex operator algebra generated by \( \omega^\text{Vir} \). Then, \( V^k \otimes U^k \subset \mathcal{W}^k (\mathfrak{g}, f) \).

Let \( W = \mathcal{W}_k (\mathfrak{g}, f) \) denote the simple quotient of \( \mathcal{W}^k (\mathfrak{g}, f) \). Let \( V \) and \( U \) denote the image of \( V^k \) and \( U^k \) in \( W \). Then, \( V \otimes U \subset W \) (cf. [Ll Proposition 4.3.5]).

By case-by-case computation, under the assumption of Theorem 1.1, we see that the pair \( (\mathfrak{g}, k) \) must be a pair in the list of the theorem.
2.2. Level one affine VOAs associated with the Deligne exceptional Lie algebras. Let $\mathfrak{g}$ be a Deligne exceptional Lie algebra not of type $A_1$ with a fixed Cartan subalgebra $\mathfrak{h} \subset \mathfrak{g}$. Let $\Phi(\mathfrak{g})$, $Q(\mathfrak{g})$ and $P(\mathfrak{g})$ denote the root system, root lattice and weight lattice of $\mathfrak{g}$. Let $(\cdot,\cdot) : \mathfrak{g} \times \mathfrak{g} \to \mathbb{C}$ denote the normalized bilinear form on $\mathfrak{g}$ with $(\alpha|\alpha) = 2$ for each long root $\alpha \in \Phi(\mathfrak{g})$. Fix a base $\alpha_1, \ldots, \alpha_l \in \Phi(\mathfrak{g})$ with the highest root $\theta \in \Phi(\mathfrak{g})$. Let $(e^\theta, \theta, e^{-\theta}) = A_1 \subset \mathfrak{g}$ denote the $sl_2$-triple for $\theta$. Consider the level one affine VOA $V_1(A_1) = V_{A_1}$ and simple current extension $V_1(A_1) \oplus V_1(A_1; \theta/2)$ as in Proposition 6.2. That is, we consider the structure

$$Y(e^\beta, z)e^\gamma = \varepsilon(\beta, \gamma)X(e^\beta, z)e^\gamma, \quad \beta, \gamma \in A_1^\circ$$

with

$$\varepsilon(n\theta/2, m\theta/2) = \begin{cases} -1 & \text{if } (n, m) \equiv (1, 2), (2, 2), (2, 3), (3, 1) \pmod{4}, \\ 1 & \text{otherwise,} \end{cases}$$

$(n, m) \in \mathbb{Z})$. For $\beta, \gamma \in A_1 + \theta/2$, we denote $I(e^\beta, z)e^\gamma = Y(e^\beta, z)e^\gamma$.

Suppose $\{e_\alpha| \alpha \in \Phi(\mathfrak{g})\} \cup \{\alpha_1^\vee, \ldots, \alpha_l^\vee\}$ be a Chevalley basis of $\mathfrak{g}$ with the function $\varepsilon : \Phi(\mathfrak{g}) \times \Phi(\mathfrak{g}) \to \mathbb{C}^\times$ such that $[e_\alpha, e_\beta] = \varepsilon(\alpha, \beta)e_{\alpha + \beta}$ for $\alpha, \beta \in \Phi(\mathfrak{g})$ with $\alpha + \beta \in \Phi(\mathfrak{g})$ and $\alpha + \beta \neq 0$, $[e_{\alpha_i}, e_{-\alpha_i}] = \varepsilon(\alpha_i, -\alpha_i)\alpha_i^\vee$, $[e_{-\alpha_i}, e_{\alpha_i}] = \varepsilon(-\alpha_i, \alpha_i)(-\alpha_i^\vee)$ and $e_{\pm \theta} = e^{\pm \theta}$.

Consider the level one affine VOA $V_1(\mathfrak{g})$. Then, $V_1(A_1)$ is a subVOA of $V_1(\mathfrak{g})$. Consider the commutant $V := \text{Comm}_{V_1(\mathfrak{g})}(V_1(A_1))$ of $V_1(A_1)$ in $V_1(\mathfrak{g})$. Explicitly,

- $V = V_{\sqrt{3}A_1}$ for $\mathfrak{g} = A_2$;
- $V = V_3(A_1)$ for $\mathfrak{g} = G_2$;
- $V = V_1(A_1)^{\otimes 3}$ for $\mathfrak{g} = D_4$;
- $V = V_1(\mathfrak{g}^\vee)$ for $\mathfrak{g} = F_4, E_6, E_7, E_8$.

Note that $V \otimes V_1(A_1)$ is embedded in $V_1(\mathfrak{g})$. Let $k^3$ denote the level of $V$, that is, $k^3 := 1$ for $\mathfrak{g} = A_2, D_4, F_4, E_6, E_7, E_8$ and $k^3 := 3$ for $\mathfrak{g} = G_2$. Let $h^{\vee,3}$ denote the dual Coxeter number of $\mathfrak{g}^\vee$ for $\mathfrak{g} = G_2, F_4, E_6, E_7, E_8$. For $\mathfrak{g} = A_2$, set $h^{\vee,2} := 0$, and for $\mathfrak{g} = D_4$, set $h^{\vee,2} := 2$. Note that $h^{\vee,3} = h^\theta_{\mathfrak{g}}$.

Let $N$ denote the module of $V$ defined to be $V_1(\mathfrak{g}) \cong V \otimes V_1(A_1) \oplus N \otimes V_1(A_1; \theta/2)$ as $V \otimes V_1(A_1)$-modules. Then, $N$ is a simple current of $V$. Explicitly,

- $N = V_{\sqrt{3}A_1}^{\vee}A_1, -\sqrt{3}A_1/2}$ for $\mathfrak{g} = A_2$;
- $N = V_3(A_1; \alpha/2)$ for $\mathfrak{g} = G_2$;
- $N = V_1(A_1; \alpha/2)^{\otimes 3}$ for $\mathfrak{g} = D_4$;
- $N = V_1(\mathfrak{g}^\vee; \varpi_n)$ for $\mathfrak{g} = F_4, E_6, E_7, E_8$ with $n = 3$ if $\mathfrak{g} = E_6$, and $n = l - 1$ otherwise.

Here, $\alpha$ denotes the positive root of $A_1$, and for $\mathfrak{g} = F_4, E_6, E_7, E_8$, the weights $\varpi_1, \ldots, \varpi_{l-1}$ denote the fundamental weights of the simple Lie algebra $\mathfrak{g}^\vee$ labelled as those in [Bou]. Note that we have the conformal
weight grading

\[ N = \bigoplus_{n=0}^{\infty} N_{n+4/3} \]

with

- \( N_{3/4} = \mathbb{C}e^{\sqrt{3} \alpha/2} \oplus \mathbb{C}e^{-\sqrt{3} \alpha/2} \) for \( g = A_2 \);
- \( N_{3/4} \cong L(\alpha/2) \) as \( g^5 \)-module for \( g = G_2 \);
- \( N_{3/4} \cong L(\alpha/2)^{\otimes 3} \) as \( g^5 \)-module for \( g = D_4 \);
- \( N_{3/4} \cong L(\bar{w}_n) \) as \( g^5 \)-module for \( g = F_4, E_6, E_7, E_8 \).

Consider the simple current extension \( V \oplus N \) of the VOA \( V \) with the intertwining operator \( I : N \times N \rightarrow V[[z]] \mathbb{C} \) \([DL]\).

**Lemma 2.1.** There exists a non-zero vector \( u \in N \) such that \( z^{-3/2}I(u,z)u \in V[[z]] \) and \( z^{-3/2}I(u,z)u|_{z=0} \neq 0 \).

**Proof.** First, suppose that \( g \) is not of type \( A_2 \). Let \( i \) be an element of \( \{1, \ldots, l\} \) with \( (a_i|\theta) \neq 0 \). Then, a non-zero weight vector \( u \in N_{3/4} \) of weight \( \alpha_i - \theta/2 \) satisfies \( z^{-3/2}I(u,z)u \in V[[z]] \) and \( z^{-3/2}I(u,z)u|_{z=0} \neq 0 \). Explicitly, when \( g \) is not of type \( A_2 \), the vector \( z^{-3/2}I(u,z)u|_{z=0} = u(-5/2)u \) is a non-zero weight vector with weight \( 2\alpha_i - \theta \) of the \( g^5 \)-module \( V_3 \) (the conformal weight homogeneous subspace of \( V \) with conformal weight \( 3 \)). When \( g \) is of type \( A_2 \), the vector \( z^{-3/2}I(u,z)u|_{z=0} = u(-5/2)u \) belongs to \( V_3 \) and is a non-zero multiple of the vector \( e^{2\alpha_i-\theta} \in V_3 \).

Consider the tensor product \( AIA (V \oplus N) \otimes (V_1(A_1) \oplus V_1(A_1; \theta/2)) \). Then, by Lemma 2.1, Lemma 5.2 and Proposition 6.1, the subalgebra \( V \otimes V_1(A_1) \oplus N \otimes V_1(A_1; \theta/2) \) is a vertex algebra and is the simple current extension of the VOA \( V \otimes V_1(A_1) \). As vertex algebras,

\[ V_1(g) \cong V \otimes V_1(A_1) \oplus N \otimes V_1(A_1; \theta/2). \]

We fix an isomorphism \( \phi : V_1(g) \rightarrow V \otimes V_1(A_1) \oplus N \otimes V_1(A_1; \theta/2) \) such that

\[ \phi^{-1}(u \otimes v) = u(-1)v = v(-1)u, \quad u \in V, v \in V_1(A_1). \]

In particular, \( \phi(u) = u \otimes \{0\} \) for \( u \in V \) and \( \phi(e_{\pm \theta}) = |0\rangle \otimes e^{\pm \theta} \). Let \((\mathfrak{h}^*)^\theta\) denote the subspace of \( \mathfrak{h}^* \) orthogonal to \( \theta \) with respect to \( (\cdot|\cdot)_{\mathfrak{h}^*} \). Let \( P' \) denote the set

\[ P' = \{ \mu \in (\mathfrak{h}^*)^\theta | \mu - \theta/2 \in S_{-1/2} \}. \]

Let \( \{e_\mu | \mu \in P'\} \subset N_{3/4} \) denote the basis of \( N_{3/4} \) such that \( \phi(e_{\mu-\theta/2}) = e_\mu \otimes e^{-\theta/2} \ (\mu \in P') \).

Then, \( e_\mu \otimes e^{\theta/2} = -((0) \otimes e^{\theta})(0)(e_\mu \otimes e^{-\theta/2}) = -\phi(e_\theta)(0)\phi(e_{\mu-\theta/2}) = -e(\theta, \mu - \theta/2)\phi(e_{\mu+\theta/2}) = -e(\theta, \mu - \theta/2)\phi(e_{\mu+\theta/2}) \).

Note that \( g_{-1/2} = \langle \phi^{-1}(e_\mu \otimes e^{-\theta/2}) | \mu \in P' \rangle \mathbb{C} \),
\( \mathfrak{g}_{1/2} = (\phi^{-1}(e_{\mu} \otimes e^{\theta/2}) | \mu \in P')_c. \)

Note that the submodule containing \( \{ e_{\mu} | \mu \in P' \} \) of \( N \) coincides with \( N \).

Let \( L(-3/5, 0) \) denote the Virasoro minimal model of central charge \(-3/5 \) with the Virasoro vector \( \omega^{\text{Vir}} = L(-2)|0 \) and \( L(-3/5, 3/4) \) the simple current of conformal weight \( 3/4 \) with highest weight vector \( |3/4 \rangle \). Consider the intertwining operator normalized as

\[
I(|3/4\rangle, z)|3/4\rangle = (k + h^\vee) c \frac{3}{2h} |0\rangle z^{-3/2} - (k + h^\vee) \omega^{\text{Vir}} z^{1/2} + \cdots
\]

Here, \( k = -h^\vee/6, c = -3/5, \) and \( h = 3/4 \). Consider the tensor product \( AIA (V \oplus N) \otimes (L(-3/5, 0) \oplus L(-3/5, 3/4)) \). Then, by Lemma 2.1, Lemma 5.2 and Proposition 6.1 the subalgebra

\[
W' = V \otimes L(-3/5, 0) \oplus N \otimes L(-3/5, 3/4)
\]

is a vertex algebra and is the simple current extension of \( V \otimes L(-3/5, 0) \) with the intertwining operator \( I \otimes I \).

Set \( f = e_{-\theta}, e = -(1/2)e_{\theta} \) and \( x = (1/2)\theta \). Consider the universal \( \mathcal{W} \)-algebra \( W^k = \mathcal{W}^k(\mathfrak{g}, f) \) and simple quotient \( W = \mathcal{W}_k(\mathfrak{g}, f) \).

**Proposition 2.2.** The assignments

\[
W^k \ni J^{(e_\beta)} \mapsto e_\beta \otimes |0\rangle \in W', \quad \beta \in \Phi(\mathfrak{g}^\vee),
\]

\[
W^k \ni J^{(\alpha_\gamma^\vee)} \mapsto \alpha_\gamma^\vee \otimes |0\rangle \in W', \quad (\alpha_\gamma^\vee | \theta \rangle = 0,
\]

\[
W^k \ni G^{(e_\mu)} \mapsto e_{\mu + \theta/2} \otimes |3/4\rangle \in W', \quad \mu \in S_{-1/2},
\]

\[
W^k \ni \omega \mapsto \omega^\vee \otimes |0\rangle + |0\rangle \otimes \omega^{\text{Vir}} \in W'
\]

induces a surjective vertex operator algebra homomorphism \( W^k \to W' \) and vertex operator algebra isomorphism \( W \cong W' \).

Let \( S_{1/2} \) denote the set of all roots of \( \mathfrak{g}_{1/2} \). Consider the basis \( u_\gamma = e_\gamma, \gamma \in S_{1/2}. \) Let \( \{ u^\gamma \} \) denote the dual basis such that \( (f|u_\gamma, u^\eta) = \delta_{\gamma, \eta}. \) Then, \( u^\gamma = -e(\gamma, -\gamma + \theta) e_{-\gamma + \theta}. \)

In order to show the proposition, we need the following three lemmas. Let \( \mu, \nu \) be elements of \( P' \). Put \( u = e_{\mu - \theta/2} \) and \( v = e_{\nu - \theta/2}. \)
Lemma 2.2. As elements of $V_1(\mathfrak{g})$,

\begin{equation}
\frac{2h^\vee}{3}(e, u)(-1)v - \frac{1}{2}\theta(-1)[[e, u], v] + \frac{1}{8}(e[[u, v]](\theta(-1)^2 - 2\theta(-2))|0) = -2 \left( \frac{5h^\vee}{6} - \frac{k^3 + h^\vee_3}{k^3} \right) (e[[u, v]]\omega^2 - \sum_{\gamma \in S_{1/2}} \varepsilon(\gamma, -\gamma + \theta)[u, e_{-\gamma + \theta}^3](-1)[e_{\gamma}, v]^3 + 2 \left( -\frac{h^\vee}{6} + 1 \right) \partial([e, u], v)^2).}
\end{equation}

We show Lemma 2.2 in the next section.

Lemma 2.3. As elements of $V_1(\mathfrak{g})$, we have

\begin{align*}
e_{\mu}(1/2)e_{\nu} &= -\varepsilon(\theta, \mu - \theta/2)e_{\mu + \theta/2}(1)e_{\nu - \theta/2}, \\
e_{\mu}(-1/2)e_{\nu} &= -\varepsilon(\theta, \mu - \theta/2) \left( e_{\mu + \theta/2}(0)e_{\nu - \theta/2} - \frac{1}{2}\theta(-1)e_{\mu + \theta/2}(1)e_{\nu - \theta/2} \right), \\
e_{\mu}(-3/2)e_{\nu} &= -\varepsilon(\theta, \mu - \theta/2) \left( e_{\mu + \theta/2}(1)e_{\nu - \theta/2} - \frac{1}{2}\theta(-1)e_{\mu + \theta/2}(0)e_{\nu - \theta/2} + \frac{1}{8}(\theta(-1)^2 - 2\theta(-2))e_{\mu + \theta/2}(1)e_{\nu - \theta/2} \right).
\end{align*}

Proof. Since the conformal weights of $e_{\mu}, e_{\nu}$ are $3/4$, we have

\begin{equation}
I(e_{\mu}, z)e_{\nu} = \sum_{n=0}^{\infty} e_{\mu}(1/2 - n)e_{\nu}z^{n-3/2}.
\end{equation}

By explicit computation, we have

\begin{equation}
I(e^{\theta/2}, z)e^{-\theta/2} = |0)z^{-1/2} + \frac{1}{2}\theta z^{1/2} + \frac{1}{8}(\theta(-1)^2 + 2\theta(-2))|0)z^{3/2} + \cdots.
\end{equation}

Also, since the conformal weights of the non-zero elements of $\mathfrak{g} \subset V_1(\mathfrak{g})$ are $1$, we have

\begin{equation}
Y(e_{\mu + \theta/2}, z)e_{\nu - \theta/2} = \sum_{n=1}^{\infty} e_{\mu + \theta/2}(n)e_{\nu - \theta/2}z^{n-1}.
\end{equation}

Since $\phi(Y(e_{\mu + \theta/2}, z)e_{\nu - \theta/2}) = -\varepsilon(\theta, \mu - \theta/2)^{-1}Y(e_{\mu} \otimes e^{\theta/2}, z)(e_{\nu} \otimes e^{-\theta/2})$ and $Y(e_{\mu} \otimes e^{\theta/2}, z)(e_{\nu} \otimes e^{-\theta/2}) = (I(e_{\mu}, z)e_{\nu}) \otimes (I(e^{\theta/2}, z)e^{-\theta/2})$, we have

\begin{align*}
e_{\mu + \theta/2}(1)e_{\nu - \theta/2} &= -\varepsilon(\theta, \mu - \theta/2)\phi^{-1}((e_{\mu}(1/2)e_{\nu}) \otimes |0)), \\
e_{\mu + \theta/2}(0)e_{\nu - \theta/2} &= -\varepsilon(\theta, \mu - \theta/2) \\
\cdot \left( \frac{1}{2}\phi^{-1}((e_{\mu}(1/2)e_{\nu}) \otimes \theta) + \phi^{-1}((e_{\mu}(-1/2)e_{\nu}) \otimes |0)) \right),
\end{align*}
Proof of Proposition 2.2. Put $e_{\nu-\theta/2}$. Hence, we have $e_{\nu-\theta/2}(1) = -\varepsilon(\theta, \mu - \theta/2)^{-1}(e[[u, v]]0), e_{\mu+\theta/2}(0) e_{\nu-\theta/2} = -2\varepsilon(\theta, \mu - \theta/2)^{-1}[[e, u], v],$ and $e_{\mu+\theta/2}(1) e_{\nu-\theta/2} = -2\varepsilon(\theta, \mu - \theta/2)^{-1}[e, u](-1)v.$

Proof. We show the first equality. We have $e_{\mu+\theta/2}(1) e_{\nu-\theta/2} = (e_{\mu+\theta/2} e_{\nu-\theta/2})0).$ By the invariance of $e_{\mu+\theta/2}(1) e_{\nu-\theta/2} = (e_{\mu+\theta/2} e_{\nu-\theta/2})0).$ Hence, we have $e_{\mu+\theta/2}(1) e_{\nu-\theta/2} = -2\varepsilon(\theta, \mu - \theta/2)^{-1}(e[[u, v]]0).$

Proof of Proposition 2.2. Put $B_1 = \{J^{(\nu, \beta)} | \beta \in \Phi(\mathfrak{g}^0) \} \cup \{J^{(\alpha_1, \beta)} | (\alpha_1 | \theta = 0) \} \} \cup \{J^{(\nu, \beta)} | \mu \in P' \}$. Put $B = B_1 \cup B_2 \cup \{\omega \}$ and fix a total order on $B$. Since the space spanned by the generators $B$ with the basis $B$ obeys the PBW-theorem, we obtain the linear map $\psi : W^k \to W'$ induced from the assignments of the proposition by using the PBW-basis $B$ of $W^k$. That is, we set

$$\psi(v_1(m_1)v_2(m_2) \cdots v_s(m_s)|0) = \psi(v_1(m_1)\psi(v_2(m_2) \cdots \psi(v_s(m_s)|0),$$

for $s \in \mathbb{Z}_+$ with $v_i \in S$, $k_i \in \mathbb{Z}_+$, $m_i \in \mathbb{Z}_{<0}$, $i = 1, \ldots, s$, where the sequence of pairs $(v_1, m_1), (v_2, m_2), \ldots, (v_s, m_s)$ is non-increasing in the lexicographical order. We show the compatibility of the OPE (\lambda-bracket)

$$[\psi(u)_{\lambda} \psi(v)] = \psi[u_{\lambda} v],$$

(\lambda \in B) under $\psi$. Let $u, v$ be elements of $B$, and suppose that $u = \omega$ or $v = \omega$. Then, the coefficients of $[u_{\lambda} v]$ in $\lambda$ are multiples of monomials of the PBW-basis $B$. Since $\alpha_{(0)} = c^2 - 3/5$, by comparing the conformal weights, we have eq. (2.2). Here, $c^2$ is the central charge of $V$. 

□
Let $u,v$ be elements of $B_1$. Then, the coefficients of $[u,v]$ in $\lambda$ are multiples of monomials of the PBW-basis $\tilde{B}$. We show eq. (2.2). When $\mathfrak{g} = A_2$, the set $B_1$ is empty. Therefore, we have eq. (2.2). Suppose $\mathfrak{g}$ is not of type $A_2$. Then, it suffices to show $(e_\alpha,e_\beta)^2 = k^2(e_\alpha,e_\beta)$. Since $\mathfrak{g}_B = \mathfrak{g}^B \oplus \mathfrak{C} \theta$, we have $(e_\alpha,e_\beta)^2 = (k+h^{\gamma}/2)(e_\alpha,e_\beta) - (1/4)2h^{\gamma}/2(e_\alpha,e_\beta) = (h^{\gamma}/3 - h^{\gamma}/2) = 1$, we have eq. (2.2).

Consider the vertex operator subalgebra $T := \langle B_1, \omega \rangle_{V,B} \subset W^k$. Here, $\langle A \rangle_{V,B}$ the smallest vertex subalgebra containing the subset $A \subset W^k$. Since the OPEs among the elements of $B_1 \cup \{ \omega \}$ are compatible under $\psi$, the restriction $\psi|_T : T \to W'$ is a vertex operator algebra homomorphism.

Let $u,v$ be elements of $B$, and suppose $u \in B_1 \cup \{ \omega \}$ or $v \in B_1 \cup \{ \omega \}$. Then, the coefficients of $[u,v]$ in $\lambda$ are multiples of monomials of the PBW-basis $\tilde{B}$, and we have eq. (2.2).

Finally, let $u,v$ be elements of $B_2$ with $\mu, \nu \in P'$ such that $u = G^{(e_\mu - e_\nu)/2}$ and $v = G^{(e_\mu - e_\nu)/2}$. Then, the coefficients of $[u,v]$ in $\lambda$ belong to the vertex operator subalgebra $T$. We show the compatibility of the OPE $\psi[u,v] = [\psi(u)\psi(v)]$. Since $W,W'$ are $(1/2)\mathbb{Z}_4$-graded VOAs, and the vectors $u,v,\psi u,\psi v$ are of conformal weight $3/2$, we have $\psi(u)\psi(v) = 0 = \psi(u)\psi(v)$ for $i \geq 3$. Therefore, it suffices to show $\psi(u(i)v) = \psi(u(i)v)$ for $i = 0, 1, 2$. By eq. (5.1), it suffices to show $\psi(u(0)v) = \psi(u(0)v)$.

We have $(e_\mu \otimes |3/4\rangle)(0)(e_\nu \otimes |3/4\rangle) = (e_\mu(-3/2)e_\nu) \otimes (h^{\gamma}/3|0\rangle - (e_\mu(1/2)e_\nu) \otimes (5h^{\gamma}/6|0\rangle$. Therefore, by Proposition 2.1 and Lemma 2.2, we have $\psi(u(0)v) = \psi(u(0)v)$, since $\psi|_T$ is a vertex operator algebra homomorphism.

Hence, we have eq. (2.2) for each $u,v \in B$. Therefore, $\psi : W^k \to W'$ is a homomorphism of vertex operator algebras. Since $\psi(B)$ generates the vertex algebra $W'$, $\psi$ is surjective. Since $W'$ is a simple vertex algebra, the homomorphism $\psi$ induces the isomorphism $W \cong W'$. Thus, we have the proposition.

By Proposition 2.2, we obtain Theorem 1.1 except for the case $(\mathfrak{g}, k) = (C_2, 1/2)$, which is proved similarly. It will be considered in the forthcoming paper.

Remark 2.1. Suppose $\mathfrak{g} = D_4, E_6, E_7, E_8$. Then, the number $k = -h^{\gamma}/6$ is not an admissible number. Therefore, $W_k(\mathfrak{g}, f_\theta)$ is a new example of a $C_2$-cofinite $W$-algebra. When $\mathfrak{g} = C_2, A_2, A_2, G_2, F_4$ and $k = 1/2, -1/3, -1/2, -2/3, -3/2$, the levels $k$ are admissible numbers, and the simple $W$-algebras $W_k(\mathfrak{g}, f)$ have already been known to be $C_2$-cofinite [A3]. The vertex operator algebra $W_{-1/2}(A_2, f_\theta)$ with certain conformal vector is a Bershadsky-Polyakov algebra, and it has already known to be rational [A4]. Note that the abelian intertwining subalgebra $V_{\sqrt{3}/2}(\mathfrak{a}_1) \otimes (L(-3/5, 0) \oplus V_{\sqrt{3}/2}(\mathfrak{a}_1 + \sqrt{3}) \otimes (L(-3/5, 3/4) of $V_{\sqrt{3}/2}(\mathfrak{a}_1) \otimes (L(-3/5, 0) \oplus L(-3/5, 3/4))$ is considered in [FJM].
In this section, we give the proof of Lemma 2.2 for $g = D_4$ and $E_8$, which are the smallest and largest examples with non-admissible levels, by using structure of the lattice vertex operator algebras $V_{D_4}$ and $V_{E_8}$. The remaining cases are proved similarly (for non-simply-laced cases, it is convenient to consider the “folding” (cf. [Kac1 §7.9])). Let us take over the setting and notation in Section 2.2.

Suppose that $g$ is simply-laced, that is, $g = A_2, D_4, E_6, E_7, E_8$. Let $Q$ denote the root lattice of $g$. Fix orientations $i \rightarrow j$ on the edges in the Dynkin diagram, where $i, j = 1, \ldots, l$ are nodes of the Dynkin diagram such that $(\alpha_i | \alpha_j) = -1$. Define the 2-cocycle $\epsilon : Q \times Q \rightarrow \{1, -1\}$ bimultiplicatively extending the assignment $\epsilon(\alpha_i, \alpha_j) =$\{ -1 if $i = j$, or $i \rightarrow j$, 1 otherwise, \}

(cf. [Kac1 §7.8]). Note that $\epsilon(\theta, -\theta) = \epsilon(-\theta, \theta) = -1$. Consider the lattice vertex operator algebra $V_Q = \bigoplus_{n=0}^{\infty} (V_Q)_n$

associated with $Q$ and the 2-cocycle $\epsilon$. Since $V_Q$ is isomorphic to $V_1(g)$, we consider $V_Q$ instead of $V_1(g)$. The weight 1 subspace $(V_Q)_1$ with the Lie bracket $[a, b] = a(0)b$ is isomorphic to the Lie algebra $g$. We identify $g \cong (V_Q)_1$. Then, the basis

$\{e^{\alpha} | \alpha \in \Phi(Q)\} \cup \{e_i | i = 1, \ldots, l\} \subset (V_Q)_1$

is a Chevalley basis of $g$ with $\epsilon_{\Phi(g) \times \Phi(g)} : \Phi(g) \times \Phi(g) \rightarrow \{1, -1\}$ satisfying the assumption in §2.2. Note that for $\alpha \in Q$, the vector $e^{\alpha}$ belongs to $(V_Q)_1$ if and only if $(\alpha | \alpha) = 2$.

Then, it suffices to show the following lemma to prove Lemma 2.2.

**Lemma 3.1.** (1) Suppose $(\alpha | \beta) = 1$. Then,

(3.1) \[ \frac{h^\vee}{3} = \xi\{\gamma \in S_{1/2} | (\alpha - \gamma) = 0, (\gamma | \beta) = -1\}. \]

(2) Suppose $(\alpha | \beta) = 0$. Then,

(3.2) \[ \sum_{\gamma \in S_{1/2}, (\alpha - \gamma) = 0, (\gamma | \beta) = -1} \gamma = \left(\frac{h^\vee}{6} - 1\right)(2\theta + \alpha - \beta). \]
(3) Let $\alpha$ be an element of $S_{-1/2}$. Then,
\begin{equation}
3.3 \quad -\frac{h^\gamma}{6} \left( \left( \alpha + \frac{1}{2} \theta \right) (-1)^2 + \left( \alpha + \frac{1}{2} \theta \right) (-2) \right) |0\rangle = \left( \frac{5h^\gamma}{6} - 1 - h^\gamma \right) \omega^\delta \nonumber
\end{equation}
\begin{equation}
-\frac{1}{2} \sum_{\gamma \in S_{1/2}, (\alpha|\gamma) = 0} \left( (\alpha - \gamma + \theta)(-1)^2 + (\alpha - \gamma + \theta)(-2) \right) |0\rangle
\end{equation}
\begin{equation}
- \left( \alpha + \frac{1}{2} \theta \right) (-1)^2 |0\rangle = - \left( -\frac{h^\gamma}{6} + 1 \right) \left( \alpha + \frac{1}{2} \theta \right) (-2) |0\rangle.
\end{equation}

We prove the remaining equations of the lemma in the next section for $g = D_4$ and $E_8$, which are the smallest and largest examples with non-admissible levels.

**Proof of Lemma 2.2 (when $g$ is simply-laced).** Let $\alpha, \beta$ be elements of $S_{-1/2}$. Set $u = e^\alpha$ and $v = e^\beta$. Since the vectors $e^\sigma$, $\sigma \in S_{-1/2}$ span $g_{-1/2}$, it suffices to show eq. (2.1) for $u, v$. Note that $(\alpha|\beta) = -1, 0, 1, 2$ and $(\alpha|\theta) = (\beta|\theta) = -1$. We show by case-by-case computation. Put $X = \{ \gamma \in S_{1/2} | (\alpha|\gamma) = 0, (\gamma|\beta) = 1 \}$. Put $C := \varepsilon(\theta, \alpha)\varepsilon(\theta + \alpha, \beta)$. Then, for any $\gamma \in S_{1/2}$, we have $C = \varepsilon(\gamma, -\gamma + \theta)\varepsilon(\alpha, -\gamma + \theta)\varepsilon(\gamma, \beta)\varepsilon(\alpha - \gamma + \theta, \gamma + \beta)$.

When $(\alpha|\beta) = 2$, the both hand sides of eq. (2.1) are 0.

Suppose $(\alpha|\beta) = 1$. Since $(\alpha|\beta) = 1$, the vector $e^{\alpha+\beta+\theta}$ is of conformal weight 2, and we have $[e, u], [v] = 0$ and $[e, u][v] = 0$. The LHS of eq. (2.1) is equal to $-Ch^\gamma / 3e^{\alpha+\beta+\theta}$. The RHS of eq. (2.1) is equal to $-\sum_{\gamma \in X} Ce^{\alpha+\beta+\theta}$. By eq. (3.1), $-h^\gamma / 3e^{\alpha+\beta+\theta} = -\sum_{\gamma \in X} e^{\alpha+\beta+\theta}$. Hence, we have eq. (2.1).

Suppose $(\alpha|\beta) = 0$. By comparing the orthogonal projections to $\mathbb{C}0$ of the both sides of eq. (3.2),
\begin{equation}
\sharp \{ \gamma \in S_{1/2} | (\alpha|\gamma) = 0, (\gamma|\beta) = 1 \} = 4(h^\gamma / 6 - 1).
\end{equation}

We have $e^{\alpha+\beta+\theta} \in (V_Q)_1$, and $[e, u][v] = 0$. The LHS of eq. (2.1) is equal to $-Ch^\gamma / 3(\alpha + 1/2\theta)(-1)e^{\alpha+\beta+\theta}$. The RHS of eq. (2.1) is equal to $-\sum_{\gamma \in X} C(\alpha - \gamma + \theta)(-1)e^{\alpha+\beta+\theta} - C(\alpha + 1/2\theta)(-1)e^{\alpha+\beta+\theta} - C(\alpha + 1/2\theta)(-1)e^{\alpha+\beta+\theta} - C(-h^\gamma / 6 + 1)(\theta + \alpha + \beta)(-1)e^{\alpha+\beta+\theta}$. By eq. (3.2) and (3.4), $\sum_{\gamma \in X}(\alpha - \gamma + \theta)(-1)e^{\alpha+\beta+\theta} = (h^\gamma / 6 - 1)(2\theta + 3\alpha + \beta)(-1)e^{\alpha+\beta+\theta}$. Therefore, we have eq. (2.1), as desired.

Suppose $(\alpha|\beta) = -1$, that is, $\beta = -\alpha - \theta$. Similarly, we have eq. (2.1) by using eq. (3.3). Thus, we have the lemma.

3.1. **Proof of Lemma 3.1.** We show Lemma 3.1 when $g = D_4$ and $E_8$, which are the smallest and largest example with non-admissible levels. The remaining cases are proved similarly.
3.1.1. The case \( g = D_4 \). Suppose \( g = D_4 \). Then, \( h^\vee = 6 \), and \( h^{\vee/2} = 2 \).

We explicitly use the root system of \( D_4 \). The root system \( \Phi(D_4) \) of \( D_4 \) consists of the following 24 elements (cf. [Bou]):

\[
\mu \epsilon_i + \nu \epsilon_j \quad (i, j = 1, \ldots, 4, i < j, \mu, \nu = \pm 1),
\]

with the indeterminate elements \( \epsilon_1, \ldots, \epsilon_4 \) with the bilinear form \((\cdot|\cdot)\) defined by linearly extending \((\epsilon_i|\epsilon_j) = \delta_{i,j}\). Consider the simple roots \( \alpha_i = \epsilon_i - \epsilon_{i+1} \) \((i = 1, 2, 3)\) and \( \alpha_4 = \epsilon_3 + \epsilon_4 \) with the highest root \( \theta = \epsilon_1 + \epsilon_2 \). The Dynkin diagram of \( D_4 \) is illustrated in Figure 1.

Set

\[
S_{\pm 1/2} := \{ \alpha \in \Phi(D_4) | (\alpha|\theta/2) = \pm 1/2 \}.
\]

Then, the sets of vectors \( \{ e^\alpha \in D_4 | \alpha \in S_{\pm 1/2} \} \) are bases of \( g_{\pm 1/2} \). Explicitly, we have

\[
S_{1/2} = \{ \epsilon_i + \mu \epsilon_j | i \in \{1, 2\}, j \in \{3, 4\}, \mu \in \{\pm 1\} \}
\]

and

\[
S_{-1/2} = \{ -\epsilon_i + \mu \epsilon_j | i \in \{1, 2\}, j \in \{3, 4\}, \mu \in \{\pm 1\} \}
\]

Note that

\[
S_{\pm 1/2} = \{ \alpha \in \Phi(D_4) | (\alpha|\varpi_2) = \pm 1 \}.
\]

Here, \( \varpi_1, \ldots, \varpi_4 \) are the fundamental weights of \( D_4 \).

We show Lemma 3.1 by case-by-case computation.

Note that the Weyl group \( W_{D_4} \) of \( D_4 \) acts on \( \Phi(D_4) \) and \( S_{\pm 1/2} \) are invariant under the stabilizer \( W_{D_4}^\theta \) of \( \theta \), and \( W_{D_4}^\theta \) coincides with the subgroup \( (\text{Sym}_2 \times \text{Sym}_2) \rtimes (\mathbb{Z}/2\mathbb{Z}) \). Here, two \( \text{Sym}_2 \)'s are the symmetry group of the set \( \{ \epsilon_1, \epsilon_2 \} \) and \( \{ \epsilon_4, \epsilon_3 \} \), and \( (\mathbb{Z}/2\mathbb{Z}) \) the transformations \( \epsilon_i \mapsto \nu_i \epsilon_i \) \((i = 1, \ldots, 4)\) with \( \nu_1 = \nu_2 = 1 \) and \( \nu_3 = \nu_4 \in \{\pm 1\} \).

Put \( X = \{ \gamma \in S_{1/2} | (\alpha| - \gamma) = 0, (\gamma|\beta) = -1 \} \). Note that \( \{ \gamma \in S_{1/2} | (-\epsilon_1 + \epsilon_3|\gamma) = 0 \} = \{ \epsilon_1 + \epsilon_3, \epsilon_2 + \epsilon_4, \epsilon_2 - \epsilon_4 \} \).
The case (1). Suppose $(\alpha|\beta) = 1$. We show eq. (3.1). The LHS of eq. (3.1) is equal to 2. Therefore, we show

$$ \sharp\{ \gamma \in S_{1/2} | (\alpha - \gamma) = 0, (\gamma|\beta) = -1 \} = 2. $$

The all pairs $(\alpha, \beta)$ such that $\alpha, \beta \in S_{-1/2}$, $(\alpha|\beta) = 1$ are given by the following pairs:

$$ (-\epsilon_i + \mu \epsilon_j, -\epsilon_i + \nu \epsilon_k), \quad \mu, \nu \in \{\pm 1\}, i \in \{1, 2\}, j, k \in \{3, 4\}, j \neq k; $$

$$ (-\epsilon_i + \mu \epsilon_j, -\epsilon_k + \mu \epsilon_j), \quad \mu \in \{\pm 1\}, i, k \in \{1, 2\}, i \neq j, j \in \{3, 4\}; $$

By the action of the Weyl group $W_{D_4}$, it suffices to consider $(\alpha, \beta) = (-\epsilon_1 + \epsilon_3, -\epsilon_1 + \epsilon_4), (-\epsilon_1 + \epsilon_3, -\epsilon_1 - \epsilon_4), (-\epsilon_1 + \epsilon_3, -\epsilon_2 + \epsilon_3)$. Set $\alpha = -\epsilon_1 + \epsilon_3$ and $\beta = -\epsilon_1 + \epsilon_4$. Then, $X = \{\epsilon_1 + \epsilon_3, -\epsilon_2 - \epsilon_4\}$. Hence, $\sharp X = 2$.

Set $\alpha = -\epsilon_1 + \epsilon_3$ and $\beta = -\epsilon_1 - \epsilon_4$. Then, $X = \{\epsilon_1 + \epsilon_3, -\epsilon_2 + \epsilon_4\}$. Hence, $\sharp X = 2$.

Set $\alpha = -\epsilon_1 + \epsilon_3$ and $\beta = -\epsilon_2 + \epsilon_3$. Then, $X = \{\epsilon_2 + \nu \epsilon_4 | \nu \in \{\pm 1\}\}$. Hence, $\sharp X = 2$.

Thus, we have eq. (3.1).

The case (2). Suppose $(\alpha|\beta) = 0$. We show eq. (3.2). The LHS of eq. (3.2) is 0. Therefore, we show $X = \emptyset$.

The all pairs $(\alpha, \beta)$ such that $\alpha, \beta \in S_{-1/2}$, $(\alpha|\beta) = 0$ are given by the following pairs:

$$ (-\epsilon_i + \mu \epsilon_j, -\epsilon_i - \mu \epsilon_j), \quad \mu \in \{\pm 1\}, i \in \{1, 2\}, j \in \{3, 4\}; $$

$$ (-\epsilon_i + \mu \epsilon_j, -\epsilon_j + \nu \epsilon_i), \quad \mu, \nu \in \{\pm 1\}, \{i, j\} = \{1, 2\}, \{s, t\} = \{3, 4\}. $$

By the action of the Weyl group $W_{D_4}$, it suffices to consider $(\alpha, \beta) = (-\epsilon_1 + \epsilon_3, -\epsilon_1 - \epsilon_3), (-\epsilon_1 + \epsilon_3, -\epsilon_2 + \epsilon_4), (-\epsilon_1 + \epsilon_3, -\epsilon_2 - \epsilon_4)$. For each case, we have $X = \emptyset$.

Thus, we have eq. (3.2).

The case (3). Let $\alpha$ be an element of $S_{-1/2}$. We show eq. (3.3). By the action of the Weyl subgroup $W_{D_4}$, it suffices to consider $\alpha = -\epsilon_2 + \epsilon_3 = -\alpha_2$. Set $\alpha = -\epsilon_2 + \epsilon_3$. Put $X = \{\gamma \in S_{1/2} | (\alpha|\gamma) = 0\}$. Then, $X = \{\epsilon_2 + \epsilon_3, \epsilon_1 + \epsilon_4, \epsilon_1 - \epsilon_4\}$. Note that $X = \{\alpha_2 + \alpha_3 + \alpha_4, \alpha_1 + \alpha_2 + \alpha_4, \alpha_1 + \alpha_2 + \alpha_3\}$. We have

$$ \omega^5 = \frac{1}{4} \sum_{i=1,3,4} \alpha_i (-1)^2 |0\rangle. $$
We have \( \theta = \alpha_1 + 2\alpha_2 + \alpha_3 + \alpha_4 \). Therefore, \( \alpha + 1/2\theta = 1/2 \sum_{i=1,3,4} \alpha_i \).

Then, the RHS of eq. (3.3) is equal to
\[
\frac{1}{2} \sum_{i=1,3,4} \alpha_i (-1)^2 |0\rangle - \frac{1}{2} \sum_{i=1,3,4} (\alpha_i (-1)^2 + \alpha_i (-2)) |0\rangle
- \left( \frac{1}{2} \sum_{i=1,3,4} \alpha_i \right) (-1)^2 |0\rangle
+ \left( \alpha + \frac{1}{2} \theta \right) (-2) |0\rangle,
\]
which coincides with the LHS. Hence, we have eq. (3.3).

Thus, we have Lemma 3.1.

### Figure 2. Dynkin diagram of \( E_8 \)

3.1.2. The case \( g = E_8 \). Suppose \( g = E_8 \). We explicitly use the root system of \( E_8 \). The root system \( \Phi(E_8) \) of \( E_8 \) consists of the following 240 elements (cf. [Bou]):
\[
\mu \epsilon_i + \nu \epsilon_j \ (i,j = 1,\ldots,8, \ i < j, \mu, \nu = \pm 1),
\]
with the indeterminate elements \( \epsilon_1, \ldots, \epsilon_8 \) with the bilinear form \( \langle \cdot | \cdot \rangle \) defined by linearly extending \( \langle \epsilon_i | \epsilon_j \rangle = \delta_{i,j} \). Consider the simple roots \( \alpha_1 = 1/2(\epsilon_1 - \epsilon_2 - \epsilon_3 - \epsilon_4 - \epsilon_5 - \epsilon_6 - \epsilon_7 + \epsilon_8) \), \( \alpha_2 = \epsilon_1 + \epsilon_2 \), \( \alpha_i = -\epsilon_{i-2} + \epsilon_{i-1} \) \((i = 3,\ldots,8)\) with the highest root \( \theta = \epsilon_7 + \epsilon_8 \). The Dynkin diagram of \( E_8 \) is illustrated in Figure 2. Set
\[
S_{\pm 1/2} := \{ \alpha \in \Phi(E_8) | \langle \alpha | \theta/2 \rangle = \pm 1/2 \}.\]
Note that

Explicitly, we have

Here,

Then, the sets of vectors \( \{e^\alpha \in E_8| \alpha \in S_{\pm 1/2}\} \) are bases of \( g_{\pm 1/2} \). We show Lemma 3.1 by case-by-case computation.

Note that the Weyl group \( W \) is given by the following pairs:

\[
\{\alpha \in \Phi(E_8)| (\alpha|\varpi_8) = \pm 1\}.
\]

Here, \( \varpi_1, \ldots, \varpi_8 \) are the fundamental weights of \( E_8 \).

The case (1). Suppose \((\alpha|\gamma) = 0, (\gamma|\beta) = -1\). We show eq. (3.1). The LHS of eq. (3.1) is equal to 10. Therefore, we show

\[
\#\{\gamma \in S_{1/2}|(\alpha|\gamma) = 0, (\gamma|\beta) = -1\} = 10.
\]

The all pairs \((\alpha, \beta)\) such that \(\alpha, \beta \in S_{-1/2}, (\alpha|\beta) = 1\) are given by the following pairs:

- \((\mu\epsilon_i - \epsilon_k, \nu\epsilon_j - \epsilon_k), \mu, \nu \in \{\pm 1\}, i, j \in \{1, \ldots, 6\}, i \neq j, k \in \{7, 8\};\)
- \((\mu\epsilon_i - \epsilon_7, \mu\epsilon_i - \epsilon_8), (\mu\epsilon_i - \epsilon_8, \mu\epsilon_i - \epsilon_7), \mu \in \{\pm 1\}, i \in \{1, \ldots, 6\};\)
- \((\mu\epsilon_s - \epsilon_t, \frac{1}{2}\sum_{i=1}^{8} \nu_i\epsilon_i), (\frac{1}{2}\sum_{i=1}^{8} \nu_i\epsilon_i, \mu\epsilon_s - \epsilon_t), s \in \{1, \ldots, 6\}, t \in \{7, 8\}, \mu, \nu_1, \ldots, \nu_s \in \{\pm 1\}, \mu = \nu_s, \nu_t = \nu_8 = -1, \sum_{i=1}^{8} \nu_i = 1;\)
- \((\frac{1}{2}\sum_{i=1}^{8} \nu_i\epsilon_i, \frac{1}{2}\left(-\sum_{i=j,k} \nu_i\epsilon_i + \sum_{i=1, \ldots, 8, i \neq j, k} \nu_i\epsilon_i\right)), \nu_1, \ldots, \nu_8 \in \{\pm 1\}, \nu_7 = \nu_8 = -1, \sum_{i=1}^{8} \nu_i = 1, j, k \in \{1, \ldots, 6\}, j \neq k.\)
By the action of the Weyl subgroup $W_{D_8}$, it suffices to consider
$(\alpha, \beta) = (e_1 - e_7, e_2 - e_7), (e_1 - e_7, \epsilon_1 - \epsilon_8), (e_1 - \epsilon_7, 1/2(\sum_{i=1}^{6} \epsilon_i - \epsilon_7 - \epsilon_8)),
(-1/2 \sum_{i=1}^{8} \epsilon_i, -1/2(-\epsilon_1 - e_2 + \sum_{i=3}^{5} \epsilon_i))$.

Set $\alpha = e_1 - \epsilon_7$ and $\beta = e_2 - \epsilon_7$. Then, $X = \{\epsilon_1 + \epsilon_7, -\epsilon_2 + e_8, 1/2(\epsilon_1 - \epsilon_2 + \sum_{i=3}^{6} \nu_i \epsilon_i + \epsilon_7 + \epsilon_8)|
\nu_3, \ldots, \nu_6 \in \{\pm 1\}, \sum_{i=3}^{6} \nu_i = -1\}$. Hence, $\sharp X = 2 + 2^4/2 = 10$.

Set $\alpha = e_1 - \epsilon_7$ and $\beta = e_1 - \epsilon_8$. Then, $X = \{\nu_1 + \epsilon_8| \nu \in \{\pm 1\}, i = 2, \ldots, 6\}$. Hence, $\sharp X = 2 \times 5 = 10$.

Set $\alpha = e_1 - \epsilon_7$ and $\beta = 1/2(\sum_{i=1}^{6} \epsilon_i - \epsilon_7 - \epsilon_8)$. Then, $X = \{-\epsilon_j + e_8, 1/2(\epsilon_1 + e_k - \sum_{i=2, \ldots, 6, i \neq k} \epsilon_i + \epsilon_7 + \epsilon_8)| j, k \in \{2, \ldots, 6\}\}$. Hence, $\sharp X = 5 + 5 = 10$.

Set $\alpha = -1/2 \sum_{i=1}^{6} \epsilon_i$ and $\beta = -1/2(-\epsilon_1 - e_2 + \sum_{i=3}^{8} \epsilon_i)$. Then, $X = \{-\epsilon_s + \epsilon_t, 1/2(-\sum_{i=1, \ldots, 6, i \neq j, k} \epsilon_i + \sum_{j, k \in \{7, 8\}} \epsilon_i)| s \in \{1, 2\}, t \in \{7, 8\}, j, k \in \{2, \ldots, 6\}, j \neq k\}$. Hence, $\sharp X = 2 \times 2 + \left(\frac{4}{2}\right) = 10$.

Thus, we have eq. (3.1).

**The case (2).** Suppose $(\alpha|\beta) = 0$. We show eq. (3.2). The LHS of eq. (3.2) is $\theta_\alpha + 4\alpha - 4\beta$. Therefore, we show $\sum_{\gamma \in X} \gamma = \theta_\alpha + 4\alpha - 4\beta$.

The all pairs $(\alpha, \beta)$ such that $\alpha, \beta \in S_{-1/2}$; $(\alpha|\beta) = 0$ are given by the following pairs:

$(\mu \epsilon_i - \epsilon_k, -\mu \epsilon_i - \epsilon_k), \mu \in \{\pm 1\}, i \in \{1, \ldots, 6\}, k \in \{7, 8\}$;

$(\mu \epsilon_i - \epsilon_7, \nu \epsilon_j - \epsilon_8), (\nu \epsilon_j - \epsilon_8, \mu \epsilon_i - \epsilon_7) \quad \mu, \nu \in \{\pm 1\}, i, j \in \{1, \ldots, 6\}, i \neq j$;

$$
\left(-\nu_s \epsilon_s - \epsilon_t, \frac{1}{2} \sum_{i=1}^{8} \nu_i \epsilon_i\right), \left(\frac{1}{2} \sum_{i=1}^{8} \nu_i \epsilon_i, -\nu_s \epsilon_s - \epsilon_t\right), \quad s \in \{1, \ldots, 6\},
$$

$t \in \{7, 8\}, \nu_1, \ldots, \nu_8 \in \{\pm 1\}, \nu_7 = \nu_8 = -1, \sum_{i=1}^{8} \nu_i = 1$;

$$
\left(\frac{1}{2} \sum_{i=1}^{8} \nu_i \epsilon_i, \frac{1}{2} \left(-\sum_{i=1, \ldots, 6, i \neq j, k} \nu_i \epsilon_i + \sum_{i=j, k \in \{7, 8\}} \nu_i \epsilon_i\right)\right),
$$

$\nu_1, \ldots, \nu_8 \in \{\pm 1\}, \nu_7 = \nu_8 = -1, \sum_{i=1}^{8} \nu_i = 1, j, k \in \{1, \ldots, 6\}, j \neq k$.

By the action of the Weyl subgroup $W_{D_8}$, it suffices to consider
$(\alpha, \beta) = (e_1 - e_7, -\epsilon_1 - \epsilon_2), (e_1 - e_7, -\epsilon_2 - \epsilon_8), (e_1 - \epsilon_7, -1/2(\sum_{i=1}^{6} \epsilon_i),
(-1/2 \sum_{i=1}^{8} \epsilon_i, -1/2(-\sum_{i=3}^{5} \epsilon_i + \sum_{i=1}^{8} \epsilon_i))$.

Set $\alpha = e_1 - \epsilon_7$ and $\beta = -\epsilon_1 - \epsilon_2$. Then, $X = \{1/2(\sum_{i=1, 7, 8} \epsilon_i + \sum_{i=2}^{6} \nu_i \epsilon_i)| \nu_2, \nu_6 \in \{\pm 1\}, \sum_{i=2}^{6} \nu_i = 1\}$. Hence, $\sum_{\gamma \in X} \gamma = 8(\epsilon_1 + \epsilon_7 + \epsilon_8) = 8\theta + 4\alpha - 4\beta$.

Set $\alpha = e_1 - \epsilon_7$ and $\beta = \epsilon_2 - \epsilon_8$. Then, $X = \{\mu \epsilon_1 + \epsilon_8, 1/2(\epsilon_1 - \epsilon_2 + \sum_{i=3}^{6} \nu_i \epsilon_i + \epsilon_7 + \epsilon_8)| \mu, \nu_3, \nu_6 \in \{\pm 1\}, k \in \{3, \ldots, 6\}, \sum_{i=1}^{6} \nu_i = -1\}$. Hence, $\sum_{\gamma \in X} \gamma = 12 \epsilon_8 + 8 \epsilon_7 + 4(\epsilon_1 - \epsilon_2) = 8\theta + 4\alpha - 4\beta$. 
Set $\alpha = \epsilon_1 - \epsilon_7$ and $\beta = -1/2 \sum_{i=1}^8 \epsilon_i$. Then, $X = \{ \epsilon_1 + \epsilon_7, \epsilon_k + \epsilon_8, 1/2(\sum_{i=1}^8 \epsilon_i) | k, s, t \in \{2, \ldots, 6\}, s \neq t \}$. Hence, $\sum_{\gamma \in X} \gamma = 8\theta + 4\alpha - 4\beta$.

Set $\alpha = -1/2 \sum_{i=1}^6 \epsilon_i$ and $\beta = -1/2(-\sum_{i=1}^4 \epsilon_i + \sum_{i=5}^8 \epsilon_i)$. Then, $X = \{ -\epsilon_8 + \epsilon_7, 1/2(\sum_{i=1}^8 \epsilon_i) | s, j \in \{1, \ldots, 4\}, t \in \{7, 8\}, k \in \{5, 6\} \}$. Hence, $\sum_{\gamma \in X} \gamma = 8\theta + 4\alpha - 4\beta$.

Thus, we have eq. (3.2).

The case (3). Let $\alpha$ be an element of $S_{-1/2}$. We show eq. (3.3). Note that $X = \{ \gamma \in S_{1/2} | (\alpha | \gamma) = 0 \}$. By the action of the Weyl subgroup $W_{D_8}$, it suffices to consider $\alpha = -\alpha_8, -\alpha_1 - \sum_{i=3}^8 \alpha_i$. We have

$$
\omega^k = \frac{1}{2(1 + h^{\nu,2})} \left( \sum_{\mu \in \Phi(g^k)} \frac{1}{2} (\mu(-1)^2 + \mu(-2)) + \sum_{i=1}^7 \alpha_i(-1)\varpi_i^\gamma(-1) \right) \cdot \left( \sum_{\theta = 2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 6\alpha_4 + 5\alpha_5 + 4\alpha_6 + 3\alpha_7 + 2\alpha_8} \right).
$$

Here, $\Phi(g^k) = \{ \gamma \in \Phi(g) | (\theta | \gamma) = 0 \}$, and $\varpi_1^\gamma, \ldots, \varpi_7^\gamma$ are the fundamental weights for the simple roots $\alpha_1, \ldots, \alpha_7$ of $g^k = E_7$. We have

$$
\theta = 2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 6\alpha_4 + 5\alpha_5 + 4\alpha_6 + 3\alpha_7 + 2\alpha_8.
$$

Put $-X + \theta := \{ -\gamma + \theta | \gamma \in X \}$. Then, $-X + \theta = \{ \gamma \in S_{1/2} | (\gamma | \alpha) = 1 \}$.

Set $\alpha = -\alpha_8 = \epsilon_6 - \epsilon_7$. Then, the set $-X + \theta$ consists of the following elements:

$$
-\epsilon_6 + \epsilon_8, \mu\epsilon_k + \epsilon_7, \ k \in \{1, \ldots, 5\}, \mu \in \{ \pm 1 \};
$$

$$
\frac{1}{2} \left( \sum_{i=1}^5 \nu_i\epsilon_i - \epsilon_6 + \epsilon_7 + \epsilon_8 \right), \ \nu_1, \ldots, \nu_5 \in \{ \pm 1 \}, \ \sum_{i=1}^5 \nu_i = -1.
$$

Note that the latter elements are all elements $\gamma \in S_{1/2}$ such that $(\gamma | \varpi_1) = (\gamma | \varpi_7) = (\gamma | \varpi_8) = 1$.

Therefore, the set $-X + \theta$ consists of the following elements:

$$
2\alpha_1 + 2\alpha_2 + 3\alpha_3 + 4\alpha_4 + 3\alpha_5 + 2\alpha_6 + \alpha_7 + \alpha_8, \ \alpha_2 + \sum_{k=4}^8 \alpha_k,
$$
\[
\sum_{k=i+2}^{8} \alpha_k, \quad \alpha_2 + \alpha_3 + 2 \sum_{k=4}^{j+1} \alpha_k + \sum_{k=j+2}^{8} \alpha_k, \quad i \in \{1, \ldots, 5\}, j \in \{2, \ldots, 5\};
\]

\[(1, 1, 1, 2, 1, 1, 1, 1), (1, 1, 2, 2, 1, 1, 1, 1), (1, 1, 1, 2, 2, 1, 1, 1),
(1, 1, 2, 2, 2, 1, 1, 1), (1, 1, 1, 2, 2, 1, 1, 1),
(1, 1, 2, 2, 2, 2, 1, 1), (1, 2, 3, 2, 1, 1, 1), (1, 2, 3, 3, 2, 1, 1),
(1, 2, 3, 2, 2, 1, 1), (1, 2, 3, 4, 3, 2, 1, 1), (1, 2, 3, 4, 3, 2, 1, 1), (1, 1, 1, 1, 1, 1, 1).
\]

Here, the symbol \((n_1, \ldots, n_8)\) denotes \(\sum_{k=1}^{8} n_k \alpha_k\). Then, we see that the RHS of eq. (3.3) equals \(-5((\alpha + \theta/2)(-1)^2 + (\alpha + \theta/2)(-2))|0\), which coincides with the LHS.

Set \(\alpha = -\alpha_1 - \sum_{i=3}^{8} \alpha_i = 1/2 (\sum_{i=1}^{6} \epsilon_i - \sum_{i=7}^{8} \epsilon_i)\). Then, the set \(-X + \theta\) consists of the following elements:

\[-\epsilon_s + \epsilon_t, \quad s \in \{1, \ldots, 6\}, t \in \{7, 8\};
\]

\[
\frac{1}{2} \left( \sum_{t \in j, k, 7, 8} \nu_t \epsilon_t - \sum_{i=1, \ldots, 6, i \neq j, k} \epsilon_i \right), \quad j, k \in \{1, \ldots, 6\}, j \neq k.
\]

Note that the latter elements are all elements \(\gamma \in S_{1/2}\) such that \((\gamma|\varpi_2) = (\gamma|\varpi_8) = 1, (\gamma|\varpi_1) \geq 1\).

Therefore, the set \(-X + \theta\) consists of the following elements:

\[
\sum_{k=i+2}^{8} \alpha_k, \quad i \in \{1, \ldots, 6\},
\]

\[
2\alpha_1 + 2\alpha_2 + 3\alpha_3 + 5\alpha_4 + 4\alpha_5 + 3\alpha_6 + 2\alpha_7 + \alpha_8,
\]

\[
2\alpha_1 + 2\alpha_2 + 4\alpha_3 + 5\alpha_4 + 4\alpha_5 + 3\alpha_6 + 2\alpha_7 + \alpha_8,
\]

\[
\sum_{k=i+2}^{8} \alpha_k, \quad i \in \{1, \ldots, 5\}, j \in \{2, \ldots, 5\};
\]

\[(1, 1, 1, 2, 1, 1, 1, 1), (1, 1, 2, 2, 1, 1, 1, 1), (1, 1, 1, 2, 2, 1, 1, 1),
(1, 1, 2, 2, 1, 1, 1, 1), (1, 1, 1, 2, 2, 1, 1, 1),
(1, 1, 2, 2, 2, 1, 1, 1), (1, 1, 2, 3, 2, 1, 1, 1), (1, 1, 2, 3, 3, 2, 1, 1),
(1, 1, 1, 1, 1, 1, 1, 1), (1, 1, 1, 2, 2, 2, 1, 1), (1, 1, 2, 2, 2, 2, 1),
(1, 1, 2, 3, 2, 2, 1, 1), (1, 1, 2, 3, 3, 2, 1, 1), (1, 1, 2, 3, 3, 3, 2, 1, 1).
\]

Here, \((n_1, \ldots, n_8)\) denotes \(\sum_{k=1}^{8} n_k \alpha_k\). Then, we see that the RHS of eq. (3.3) equals \(-5((\alpha + \theta/2)(-1)^2 + (\alpha + \theta/2)(-2))|0\), which coincides with the LHS.

We see that for \(\alpha = -\alpha_8 = \epsilon_6 - \epsilon_7\) and \(\alpha = -\alpha_1 - \sum_{i=2}^{8} \alpha_i = 1/2 (\sum_{i=1}^{6} \epsilon_i - \sum_{i=7, 8} \epsilon_i)\), the both hand sides of eq. (3.3) equals \(-5((\alpha + \theta/2)(-1)^2 + (\alpha + \theta/2)(-2))|0\). Hence, we have eq. (3.3).
Thus, we have Lemma 3.1

4. Remarks

Remark 4.1. Let \( g \) be a Deligne exceptional Lie algebra not of type \( A_1 \) with \( k = -h^\vee/6 \) or \( C_2 \) with \( k = 1/2 \). Set \( W = \mathcal{W}_k(g, f_0) \). Consider the group \( Z_2 = \{ \text{id}, \iota \} \) as in Theorem 1.1.

We call the id-twisted modules the \( \iota \)-weight twisted modules and the \( \iota \)-twisted modules the id-weight twisted modules. The id-weight twisted modules are usually called the Ramond twisted modules. We call the usual modules (= id-twisted modules = \( \iota \)-weight twisted modules) the Neveu-Schwarz twisted modules.

Note that the (twisted) modules of \( W \) have compatible actions of \( Z_2 \). We fix an action of \( Z_2 \) for each (twisted) module.

Let \( v \) be an element of \( W \). Let \( g, h \) be elements of \( Z_2 \). Let \( M \) be a \( g \)-weight twisted module. Define the 1-point correlation function associated with \( g, h \) to be

\[
S^h_M(v, \tau) := \text{tr}_M \left( o(v) \circ h q^{L_0 - c/24} \right),
\]

where \( \tau \) is a point on the complex upper-half plane. Here, \( o(v) \) denotes the zero-mode of \( v \) defined by linearly extending the assignment \( o(u) = u(\text{wt}(u) - 1) \) for each conformal weight-homogeneous \( u \in W \), \( L_0 \) the zero-mode of the conformal vector \( \omega \in W \), and \( c = c_W \) the central charge of \( W \).

Define the conformal block associated with \( g, h \) to be

\[
C(g, h; v) := \langle S^h_M(v, \tau) | M \text{ is a } g \text{-weight twisted module} \rangle_C.
\]

Then, by the result of [DLM, E], we have the following corollary.

Corollary 4.1. Let \( v \) be an element of \( W \) and \( g, h \) elements of \( Z_2 \). Then, the elements \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) \) with the usual action induces the transformation

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : C(g, h; v) \to C(g^ah^c, g^bh^d; v).
\]

Thus, we have the modular invariance of the (twisted) modules of \( W \).

In particular, we have the modular invariance \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} : C(\text{id}, \text{id}; v) \to C(\text{id}, \text{id}; v) \) of the 1-point correlation functions of the Ramond twisted representations.

Remark 4.2. Suppose \( g = E_8 \). Then, the Neveu-Schwarz twisted irreducible modules of \( W \) are explicitly given by the following:

\[
M_0 = V_1(E_7) \otimes L(-3/5, 0) \oplus V_1(E_7; \varpi_7) \otimes L(-3/5, 3/4),
M_1 = V_1(E_7) \otimes L(-3/5, 1/5) \oplus V_1(E_7; \varpi_7) \otimes L(-3/5, -1/20).
\]

Note that \( M_0 \) is the adjoint module of \( W \).
The Ramond twisted irreducible modules are explicitly given by the following:

\[ M_2 = V_1(E_7) \otimes L(-3/5, -1/20) \oplus V_1(E_7; \varpi_7) \otimes L(-3/5, 1/5), \]
\[ M_3 = V_1(E_7) \otimes L(-3/5, 4/3) \oplus V_1(E_7; \varpi_7) \otimes L(-3/5, 0). \]

By the above result, the characters \( \chi_2(\tau) = S^{id}_{M_2}(0; \tau) \) and \( \chi_3(\tau) = S^{id}_{M_3}(0; \tau) \) span a \( SL_2(\mathbb{Z}) \)-invariant vector space \( C(\text{id}, [0]) \). Note that \( \chi_2, \chi_3 \) coincide with the characters of the intermediate vertex subalgebra \( V_{E_{7+1}/2} \) and its module \( V_{E_{7+1}/2 + \alpha_1} \). By the result of [Kaw1], the characters \( \chi_2, \chi_3 \) form a basis of the solutions of the modular differential equation (4.1) with \( \mu = -551/900 \), which was the “hole” of the 2-character rational conformal field theories observed in [MMS]. See also [T]. Note that similar “hole” were observed in the study of the Deligne dimension formulas [CdM, D] and filled in by using the intermediate Lie algebra \( E_{7+1}/2 \) [LM2, W].

**Remark 4.3.** Let \( g \) be a simple Lie algebra with the Vogel parameter \( (\alpha, \beta, \gamma) \in \mathbb{P}_2 \mathbb{V} \) [LM] [MV]. Consider the extended Vogel parameter \( (\alpha, \beta, \gamma, \kappa) \in \mathbb{P}_3 \mathbb{V} \) [MV], and set \( \kappa = -(\alpha + \beta)/2 \). Normalize the parameters as \( \alpha = -2 \) and set \( k = \kappa \). When \( g \) is a Deligne exceptional Lie algebra, we have \( k = -h^\vee/6 \), and when \( g \) is of type \( C_l \), we have \( k = 1/2 \). The branching rules of \( \mathcal{W}_k(g, f_\theta) \) for the other simple Lie algebras \( g \) with \( k = -(\alpha + \beta)/2 \) will be considered in the forthcoming paper.

### 5. Appendix A. The Abelian Intertwining Algebras, Generalized Vertex Algebras and Quasi Generalized Vertex Algebras

#### 5.1. Abelian 3-cocycles.** Let \( Q \) be an abelian group. Recall the Eilenberg-Mac Lane abelian cohomology [EM]. We use the 3-cocycles of the cohomology. Let \( F : Q \times Q \times Q \to \mathbb{C}^\times \) and \( \Omega : Q \times Q \to \mathbb{C}^\times \) be arbitrary functions.

**Definition 5.1.** \( (F, \Omega) \) is a normalized abelian 3-cocycle (NA3) if

(A1): \( F(i, j, k)F(i, j, k + l)^{-1}F(i, j + k, l)^{-1}F(i + j, k, l)^{-1}F(j, k, l) = 1 \),
(A2): \( F(i, j, k)^{-1}\Omega(i, j + k)F(j, k, i)^{-1} = \Omega(i, j)F(j, i, k)^{-1}\Omega(i, k) \),
(A3): \( F(i, j, k)\Omega(i + j, k)F(k, i, j) = \Omega(j, k)F(i, k, j)\Omega(i, k) \),
(A4): \( F(i, j, 0) = F(i, 0, j) = F(0, i, j) = 1 \),
(A5): \( \Omega(i, 0) = \Omega(0, i) = 1 \),

for \( i, j, k, l \in Q \).

Define \( B : Q \times Q \times Q \to \mathbb{C}^\times \) to be

\[ B(i, j, k) = F(j, i, k)^{-1}\Omega(i, j)F(i, j, k) \]
infinite series

\[ \sum \quad C \quad \text{with} \quad f \]

5.1. Remark

The space of all finite sums of the form

\[ \text{with } d \]

is injective. (This remark is shown in Section 8.1).

5.2. Fields, locality and abelian intertwining algebras. Let \( U \)

be a vector space. We identify the subsets of \( \mathbb{C}/\mathbb{Z} \) and the \( \mathbb{Z} \)-invariant subsets of \( \mathbb{C} \). Let \( n \) be a positive integer. Let \( \Gamma(1), \ldots, \Gamma(n) \) be subsets of \( \mathbb{C}/\mathbb{Z} \). We denote by \( U[\left[z_1, \frac{\Gamma(1)}{\Gamma(1)}, \ldots, z_n, \frac{\Gamma(n)}{\Gamma(n)}\right]] \) the space of all formal infinite series

\[
\sum_{k(1) \in \Gamma(1), \ldots, k(n) \in \Gamma(n)} f(k(1), \ldots, k(n)) z_1^{k(1)} \cdots z_n^{k(n)}
\]

with \( f(k(1), \ldots, k(n)) \in U \). We denote by \( U[\left[z_1, \ldots, z_n\right]] z_1^{\Gamma(1)} \cdots z_n^{\Gamma(n)} \) the space of all finite sums of the form

\[
\sum_i \psi_i(z_1, \ldots, z_n) z_1^{d(1)} \cdots z_n^{d(n)}
\]

with \( d(1), d(2), \ldots, d(n) \in \Gamma(n) \) and \( \psi_i(z_1, \ldots, z_n) \in U[\left[z_1, \ldots, z_n\right]] \).

For \( N \in \mathbb{C} \), we define the formal expansions

\[
\ell_{z,w}(z + e^{-\pi w})^N := e^{-w\partial_z} z^N
\]

\[
= \sum_{j \in \mathbb{Z}_+} \binom{N}{j} z^{N-j} (-w)^j \in (\mathbb{C}[[z]] z^{N+\mathbb{Z}})[[w]],
\]

and

\[
\ell_{w,z}(z + e^{\pi w})^N := e^{\pi N} e^{-z\partial_w} w^N
\]

\[
= e^{\pi N} \sum_{j \in \mathbb{Z}_+} \binom{N}{j} w^{N-j} (-z)^j \in (\mathbb{C}[[w]] w^{N+\mathbb{Z}})[[z]].
\]

We denote \( \ell_{z,w}(z - w)^N = \ell_{z,w}(z + e^{-\pi i w})^N \) and \( \ell_{w,z}(z - w)^N = \ell_{w,z}(z + e^{\pi i w})^N \). By using this, we define

\[
\ell_{z,w} : U[[z, w]] z^{\Gamma_1} w^{\Gamma_2} (z + e^{-\pi i w})^N \to (U[[z]] z^{N+\Gamma_1})[[w]] w^{\Gamma_2},
\]

\[
\ell_{w,z} : U[[z, w]] z^{\Gamma_1} w^{\Gamma_2} (z + e^{\pi i w})^N \to (U[[w]] w^{N+\Gamma_2})[[z]] z^{\Gamma_1},
\]

for \( \Gamma_1, \Gamma_2 \subset \mathbb{C} \) and \( N \in \mathbb{C} \).

Let \( Q \) be an abelian group and \( (F, \Omega) \) a normalized abelian 3-cocycle with maps \( B \) and \( \Delta \). Let \( V = \bigoplus_{\alpha \in Q} V^\alpha \) be a \( Q \)-graded vector space.
Definition 5.2. A field with charge $\alpha \in Q$ on $V$ is a formal series $a(z) \in (\text{End}(V))[[z, z^C]]$ with the property that
\[ a(z)b \in V^{\alpha + \beta}[[z]]z^{-\Delta(\alpha + \beta)} \]
for $b \in V^\beta$.

Let $a(z)$ and $b(z)$ be fields with charges $\alpha \in Q$ and $\beta \in Q$.

Definition 5.3. The pair $(a, b)$ of fields is called local if there exists $N \in \Delta(\alpha, \beta)$ such that for any $\gamma \in Q$ and $c \in V^\gamma$,
\[ \iota_{z,w}(z-w)^N a(z)b(w)c = B(\alpha, \beta, \gamma)\iota_{w,z}(z-w)^N b(w)a(z)c. \]
We call such an $N$ a locality bound of $(a, b)$.

Now we define the abelian intertwining algebras [DL] by using the locality axiom following the generalization of the generalized vertex algebras in [BK].

Let $V$ be a vector space, $|0\rangle \in V$ a non-zero vector, $\partial : V \to V$ an endomorphism and $Y : V \to \text{End}(V)[[z, z^C]], a \mapsto Y(a, z) = \sum_{n \in \mathbb{C}} a(n)z^{-n-1}$ a linear map.

Definition 5.4. The quadruple $(V, Y, |0\rangle, \partial)$ is called an abelian intertwining algebra (AIA) if
\begin{enumerate}
  \item[(1)] (vacuum axiom) $\partial|0\rangle = 0$, $Y(|0\rangle, z) = \text{id}_V$, $Y(a, z)|0\rangle \in V[[z]]$ and $Y(a, z)|0\rangle|_{z=0} = a (a \in V)$;
  \item[(2)] (translation covariance) $[\partial, Y(a, z)] = \partial_z Y(a, z) (a \in V)$.
  \item[(3)] (field and locality axiom) there exist
    \begin{enumerate}
      \item[(a)] an abelian group $Q$;
      \item[(b)] a normalized abelian 3-cocycle $(F, \Omega)$ with the maps $B, \Delta$;
      \item[(c)] a $Q$-grading $V = \bigoplus_{\alpha \in Q} V^\alpha$ on $V$, such that
        \begin{enumerate}
          \item[(d)] the vector $|0\rangle$ belongs to $V^0$;
          \item[(e)] the operator $\partial$ is $Q$-grading preserving;
          \item[(f)] for $\alpha \in Q$ and $a \in V^\alpha$, the formal series $Y(a, z)$ is a field with charge $\alpha$.
        \end{enumerate}
      \item[(g)] the pair of fields $(Y(a, z), Y(b, w))$ is local $(\alpha, \beta \in Q, a \in V^\alpha, b \in V^\beta)$.
    \end{enumerate}
\end{enumerate}

We denote the AIA$s$ by $(V, Y, |0\rangle, \partial)$ or $V$. The linear map $Y$ is called the state-field correspondence or vertex operator, vector $|0\rangle$ the vacuum vector, and operator $\partial$ the translation operator or derivative.

Let $(V, Y, |0\rangle, \partial)$ be an AIA with an abelian group $Q$, a $Q$-grading $V = \bigoplus_{\alpha \in Q} V^\alpha$ on $V$ and a normalized abelian 3-cocycle $(F, \Omega)$ satisfying the axioms. We call the pair $((V, Y, |0\rangle, \partial), (Q, F, \Omega))$ with the
grading $V = \bigoplus_{\alpha \in Q} V^\alpha$ a $Q$-charged abelian intertwining algebra (Q-charged AIA). We denote it by $(V, (Q, F, \Omega))$ or $V$.

Let $(V, Y, \{0\}, \partial)$ be an AIA. We denote the transposed operator of $Y$ by $Y : V \times V \to V[[z]]$, $(u, v) \mapsto Y(u, z)v$. Note that the operator induces $Y : V^\alpha \times V^\beta \to V^{\alpha+\beta}[[z]]z^{-\Delta(\alpha, \beta)}$ for $\alpha, \beta \in Q$. Let $V$ be a Q-charged AIA. For $X \subset Q$, we denote $V^X := \bigoplus_{\alpha \in X} V^\alpha$.

Let $(V_1, Y_1, \{0\}_1, \partial_1), (V_2, Y_2, \{0\}_2, \partial_2)$ be AIAs.

**Definition 5.5.** A homomorphism of AIAs is a linear map $f : V_1 \to V_2$ which satisfies

1. $f(Y_1(a, z)b) = Y_2(f(a), z)f(b)$ ($a, b \in V_1$);
2. $f(|0\rangle_1) = |0\rangle_2$;
3. $f \circ \partial_1 = \partial_2 \circ f$.

General theorems for the AIAs are given in Section 8.2.

**5.3. Vertex algebras, generalized vertex algebras and quasi generalized vertex algebras.** We consider three subclasses of the AIAs. Let $V$ be a vector space, $|0\rangle \in V$ a non-zero vector, $\partial : V \to V$ an endomorphism, and

$$Y : V \to \text{End}(V)[[z, z^C]], \quad a \mapsto Y(a, z) = \sum_{n \in C} a(n)z^{-n-1}$$

a linear map.

**Definition 5.6.** The quadruple $(V, Y, \{0\}, \partial)$ is called a vertex algebra if

1. $Y(|0\rangle, z) = \text{id}_V$, $Y(a, z)|0\rangle \in V[[z]]$, $a = \text{Res}_{z=0} Y(a, z)|0\rangle$;
2. $\partial|0\rangle = 0$, $\partial Y(a, z) = \partial_z Y(a, z)$ ($a \in V$);
3. $Y(a, z)b \in V[[z]]z^n(V((z)))$ ($a, b \in V$);
4. for any $a, b \in V$, there exists $N \in \mathbb{Z}$ such that

$$\iota_{z, w}(z - w)^NY(a, z)Y(b, w) = \iota_{w, z}(z - w)^NY(b, w)Y(a, z).$$

**Definition 5.7.** [DL, BK] The quadruple $(V, Y, \{0\}, \partial)$ is called a generalized vertex algebra (GVA) if

1. $Y(|0\rangle, z) = \text{id}_V$, $Y(a, z)|0\rangle \in V[[z]]$, $a = \text{Res}_{z=0} Y(a, z)|0\rangle$;
2. $\partial|0\rangle = 0$, $\partial Y(a, z) = \partial_z Y(a, z)$;
3. there exist an abelian group $Q$, a $Q$-grading $V = \bigoplus_{\alpha \in Q} V^\alpha$ and a function $\eta : Q \times Q \to \mathbb{C}^\times$ such that for any $\alpha, \beta \in Q$, $a \in V^\alpha$, $b \in V^\beta$,
   (a) $\eta$ is bimultiplicative;
   (b) $Y(a, z)b \in V^{\alpha+\beta}[[z]]z^{-\Delta(\alpha, \beta)}$;
   (c) there exists $N \in \Delta(\alpha, \beta)$ such that

$$\iota_{z, w}(z - w)^NY(a, z)Y(b, w) = \eta(\alpha, \beta)\iota_{w, z}(z - w)^NY(b, w)Y(a, z);$$

(d) $|0\rangle \in V^0$, $\partial(V^\alpha) \subset V^\alpha$.

Here, $\Delta : Q \times Q \to \mathbb{C}/\mathbb{Z}$ is the bilinear map defined to be $e^{-2\pi i\Delta(\alpha, \beta)} = \eta(\alpha, \beta)\eta(\beta, \alpha)$. 
**Definition 5.8.** The quadruple \((V, Y, |0\rangle, \partial)\) is a quasi generalized vertex algebra (quasi-GVA) if

1. \(Y(|0\rangle, z) = \text{id}_V, Y(a, z)|0\rangle \in V[[z]], a = \text{Res}_{z=0}Y(a, z)|0\rangle;\)
2. \(\partial|0\rangle = 0, [\partial, Y(a, z)] = \partial_z Y(a, z);\)
3. there exist an abelian group \(Q\), a \(Q\)-grading \(V = \bigoplus_{\alpha \in Q} V^\alpha\) and a function \(\eta : Q \times Q \to \mathbb{C}^\times\) such that for any \(\alpha, \beta, \gamma \in Q, a \in V^\alpha, b \in V^\beta,\)
   a. \(\mu_\eta(\alpha, \beta, \gamma) := \eta(\alpha, \beta, \gamma)^{-1}\eta(\alpha, \gamma)\eta(\beta, \gamma)\) is multiplicative in \(\gamma,\)
   b. there exists the bilinear map \(\Delta : Q \times Q \to \mathbb{C}/\mathbb{Z}\) such that
      \(\eta(\alpha, \beta)\eta(\beta, \alpha) = e^{-2\pi i \Delta(\alpha, \beta)};\)
   c. \(\eta(Q, 0) = \eta(0, Q) = 1,\)
   d. \(Y(a, z)b \in V^{\alpha+\beta}[z]z^{-\Delta(\alpha, \beta)};\)
   e. there exists \(N \in \Delta(\alpha, \beta)\) such that
      \(\iota_{z,w}(z - w)^N Y(a, z)Y(b, w) = \eta(\alpha, \beta)\iota_{w,z}(z - w)^N Y(b, w)Y(a, z);\)
   f. \(|0\rangle \in V^0, \partial(V^\alpha) \subset V^\alpha.\)

We denote the vertex algebras, GVAs and quasi-GVAs by \((V, Y, |0\rangle, \partial)\) or \(V\).

Let \((V, Y, |0\rangle, \partial)\) be a GVA (resp., quasi-GVA) with an abelian group \(Q\), a \(Q\)-grading \(V = \bigoplus_{\alpha \in Q} V^\alpha\) on \(V\) and a function \(\eta\) satisfying the axioms. We call the pair \(((V, Y, |0\rangle, \partial), (Q, \eta))\) with the grading \(V = \bigoplus_{\alpha \in Q} V^\alpha\) a \(Q\)-charged GVA (resp., \(Q\)-charged quasi-GVA).

Note that a \(Q\)-charged quasi-GVA \((V, (Q, \eta))\) is a \(Q\)-charged GVA if and only if \(\eta\) is bimultiplicative.

Note that any GVA is a quasi-GVA, and by Lemma 8.2 any quasi-GVA is an AIA. By Lemma 8.2 and Lemma 8.3 we have the following lemma. Let \((V, (Q, F, \Omega))\) be a \(Q\)-charged AIA. Set \(\eta = \Omega.\)

**Lemma 5.1.**
1. The pair \((V, (Q, \eta))\) is a \(Q\)-charged GVA if \(F(\alpha, \beta, \gamma) = 1\) for any \(\alpha, \beta, \gamma \in Q.\)
2. The pair \((V, (Q, \eta))\) is a \(Q\)-charged quasi-GVA if \(F(\alpha, \beta, \gamma) = F(\beta, \alpha, \gamma)\) for any \(\alpha, \beta, \gamma \in Q.\) Moreover, then, \(\mu_\eta = F.\)
3. If \(Q = \mathbb{Z}_2,\) then \((V, (\mathbb{Z}_2, \eta))\) is a \(\mathbb{Z}_2\)-charged quasi-GVA with \(\mu_\eta = F.\)

Let \((V, (Q, \eta))\) be a \(Q\)-charged quasi-GVA. If \(\eta\) is identically 1, the quasi-GVA \(V\) is a vertex algebra.

**5.4. Modification of quasi-GVAs.** Let \(Q\) be an abelian group. Let \(\varepsilon : Q \times Q \to \mathbb{C}^\times\) be a function. Let \((f, \omega)\) denote the abelian group cohomology coboundary of \(\varepsilon,\) that is,

\[
f(\alpha, \beta, \gamma) = \varepsilon(\alpha, \beta + \gamma)\varepsilon(\beta, \gamma)\varepsilon(\alpha + \beta, \gamma)^{-1}\varepsilon(\alpha, \beta)^{-1}, \quad \alpha, \beta, \gamma \in Q,
\]

\[
\omega(\alpha, \beta) = \varepsilon(\alpha, \beta)\varepsilon(\beta, \alpha)^{-1}, \quad \alpha, \beta \in Q.
\]
Definition 5.9. A quasi 2-cocycle of $Q$ is a function $\varepsilon : Q \times Q \to \mathbb{C}^\times$ such that

(1) $\varepsilon(0, Q) = \varepsilon(Q, 0) = 1$;
(2) $f(\alpha, \beta, \gamma) = f(\beta, \alpha, \gamma)$ for any $\alpha, \beta, \gamma \in Q$.

Note that when $\varepsilon$ is a quasi 2-cocycle, the coboundary $(f, \omega)$ is a normalized abelian 3-cocycle.

Remark 5.2. A 2-cocycle $\varepsilon$ of $Q$ in terms of the usual group cohomology satisfies $f(\alpha, \beta, \gamma) = 1$ for any $\alpha, \beta, \gamma \in Q$, so is a quasi 2-cocycle.

Let $((V, Y, |0\rangle, \partial), (Q, \eta))$ be a $Q$-charged quasi-GVA. Let $\varepsilon : Q \times Q \to \mathbb{C}^\times$ be a quasi 2-cocycle.

Define $Y^\varepsilon : V \times V \to \text{End}(V)[[z, z^C]]$ by linearly extending the assignment

$$Y^\varepsilon(v, z)w = \varepsilon(\alpha, \beta)Y(v, z)w$$

for $v \in V^\alpha$, $w \in V^\beta$ ($\alpha, \beta \in Q$).

Define $\eta^\varepsilon : Q \times Q \to \mathbb{C}^\times$ to be

$$\eta^\varepsilon(\alpha, \beta) = \omega(\alpha, \beta) \cdot \eta(\alpha, \beta) \quad \alpha, \beta \in Q.$$

Proposition 5.1. The pair $((V, Y^\varepsilon, |0\rangle, \partial), (Q, \eta^\varepsilon))$ is a $Q$-charged quasi-GVA.

Proof. It suffices to show the locality axiom. Let $\alpha, \beta$ be elements of $Q$ and $a, b$ elements of $V^\alpha, V^\beta$. Let $N \in \Delta(\alpha, \beta)$ be a locality bound of $(Y(a, z), Y(b, w))$. Let $c$ be an element of $V^\gamma$ with $\gamma \in Q$. Since $f(\alpha, \beta, \gamma) = f(\beta, \alpha, \gamma)$, we have $\omega(\alpha, \beta) = \varepsilon(\alpha, \beta + \gamma)\varepsilon(\beta, \gamma)\varepsilon(\beta, \alpha + \gamma)^{-1}\varepsilon(\beta, \gamma)^{-1}$. Therefore, we have $\iota_{z,w}(z-w)^NY^\varepsilon(a, z)Y^\varepsilon(b, w)c - \eta^\varepsilon(\alpha, \beta)\iota_{w,z}(z-w)^NY^\varepsilon(b, w)Y^\varepsilon(a, z)c = 0$, as desired. \hfill $\square$

We call the quasi-GVA $(V, Y^\varepsilon, |0\rangle, \partial)$ the $\varepsilon$-modified quasi-GVA and denote it by $V^\varepsilon$.

Remark 5.3. Note that it is a special case of the $\varepsilon$-modify (twist) of the AIAs by an abelian 2-cochain $\varepsilon$ [DL, C2]. When $V$ is a GVA and $\varepsilon$ a 2-cocycle, the $\varepsilon$-modified quasi-GVA $V^\varepsilon$ is a GVA and coincides with the $\varepsilon$-modified GVA [BK].

5.5. Weight gradings and vertex operator algebras. Let $V$ be an abelian intertwining algebra. A $\mathbb{C}$-grading $V = \bigoplus_{n \in \mathbb{C}} V_n$ is called a weight grading if

$$a(n)b \in V_{k+l-n-1}, \quad a \in V_k, \ b \in V_l, \ k, l, n \in \mathbb{C}.$$

Let $V = \bigoplus_{\alpha \in Q} V^\alpha$ be a $Q$-charged abelian intertwining algebra. A non-zero vector $\omega \in V^0$ is called a Virasoro vector of central charge $c$ if the field $Y(\omega, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ defines the module structure on $V$ over the Virasoro algebra $\text{Vir} = \bigoplus_{n \in \mathbb{Z}} \mathbb{C}L_n \oplus \mathbb{C}C$ with the central charge $c$, that is, the OPE ($\lambda$-bracket) of $\omega$ and itself has the form

$$[\omega_\lambda \omega] = \partial \omega + 2\lambda \omega + \frac{c}{12} \lambda^3 |0\rangle.$$
Here, for \( a \in V^0 \) and \( b \in V \), the \( \lambda \)-bracket is defined to be \([a, b] = \sum_{n=0}^{\infty} \lambda^na(n)b/n! \). We call \( c \) the central charge of \( \omega \).

Let \((V = \bigoplus_{n \in \mathbb{Q}}V^n, Y, |0\rangle, \partial)\) be a \( Q \)-charged abelian intertwining algebra with the weight grading \( V = \bigoplus_{n \in \mathbb{C}}V_n \). A Virasoro vector \( \omega \in V^0 \) with the field \( Y(\omega, z) = \sum_{n \in \mathbb{Z}}L_nz^{-n-2} \) is called a conformal vector if \( L_0v = nv \) (\( v \in V_n, n \in \mathbb{C} \)) and \( L_{-1} = \partial \). Each conformal vector \( \omega \) belongs to \( V_2 \).

Let \( V \) be an abelian intertwining algebra equipped with a conformal vector \( \omega \). A vector \( v \in V \) is called a primary vector of conformal weight \( n \) if \( L_nv = 0 \) for \( m \in \mathbb{Z}_{>0} \) and \( L_0v = nv \).

**Definition 5.10.** Let \( V \) be a vertex algebra with the weight grading \( V = \bigoplus_{n \in \mathbb{C}}V_n \). Let \( \omega \in V_2 \) be a conformal vector of central charge \( c \). The pair \((V, \omega)\) is called a vertex operator algebra of central charge \( c \).

Let \( \Gamma \) be a subset of \( \mathbb{C} \). We call a VOA \( V \) \( \Gamma \)-graded if \( V_n = 0 \) for each \( n \in \mathbb{C} \setminus \Gamma \).

A \( \mathbb{Q} \)-graded VOA \( V \) is called of CFT-type if \( V_0 = \mathbb{C}|0\rangle \).

Let \( V \) and \( W \) be VOAs with conformal vectors \( \omega \) and \( \tau \). A vertex algebra homomorphism \( f : V \to W \) is called a vertex operator algebra homomorphism if \( f(\omega) = \tau \).

Let \( V \) be a VOA with a conformal vector \( \omega \). Let \( u, v \in V \) be primary vectors of conformal weight \( 3/2 \). Then, by the commutation relation \((8.6)\) of the vertex algebras and \( L_n = \omega(n + 1) \) (\( n \in \mathbb{Z} \)),

\[
(5.1) \quad L_1(u(0)v) = u(1)v, \quad \text{and} \quad L_2(u(0)v) = \frac{3}{2}u(2)v.
\]

Let \( V \) be a VOA. Set \( C_2(V) = \{a(n)b \in V|a, b \in V, n \leq -2\} \). A VOA \( V \) is called \( C_2 \)-cofinite if \( V/C_2(V) \) is finite dimensional.

5.6. Tensor products and graded tensor products. Let \( i \) be an element of \( \{1, 2\} \). Let \( Q_i \) be an abelian group with the normalized abelian 3-cocycle \((F_i, \Omega_i)\). Let \((V_i, Y_i, |0\rangle_i, \partial_i)\) be a \( Q_i \)-charged abelian intertwining algebra with \((F_i, \Omega_i)\).

The tensor product abelian intertwining algebra \( V_1 \otimes V_2 \) of \( V_1, V_2 \) is the \( Q_1 \times Q_2 \)-charged abelian intertwining algebra

\[(V_1 \otimes V_2, Y_1 \otimes Y_2, |0\rangle_1 \otimes |0\rangle_2, \partial_1 \otimes \text{id}_{V_1} + \text{id}_{V_2} \otimes \partial_2)\]

with the normalized abelian 3-cocycle \((F_1 \times F_2, \Omega_1 \otimes \Omega_2)\).

Suppose \( Q = Q_1 = Q_2 \). Then, the abelian intertwining subalgebra

\[\bigoplus_{\alpha \in \mathbb{Q}} V_1^\alpha \otimes V_2^\alpha \subset V_1 \otimes V_2\]

is called the graded tensor product of \( V_1, V_2 \). The graded tensor product is a \( Q \)-charged abelian intertwining algebra with the normalized abelian 3-cocycle \((F_1F_2, \Omega_1\Omega_2)\). Here, \((F_1F_2)(\alpha, \beta, \gamma) = F_1(\alpha, \beta, \gamma)F_2(\alpha, \beta, \gamma)\), and \((\Omega_1\Omega_2)(\alpha, \beta) = \Omega_1(\alpha, \beta)\Omega_2(\alpha, \beta) \quad (\alpha, \beta, \gamma \in Q)\).
Suppose $Q_1 = Q_2 = \mathbb{Z}_2 = \{0, 1\}$. Then, $V_i$ is a $\mathbb{Z}_2$-charged quasi-GVA with $\eta_i = \Omega_i$ ($i = 1, 2$).

Lemma 5.2. If $\Omega_1(1, 1)\Omega_2(1, 1) = 1$, then the graded tensor product $V^n_0 \otimes V^0_0 \oplus V^1_1 \otimes V^1_1$ is a vertex algebra.

Proof. Since $\Omega_i(0, 0) = \Omega_i(1, 0) = \Omega_i(0, 1) = 1$, we have the lemma. □

Suppose that $V_i$ equips with the conformal vector $\omega_i$ of central charge $c_i$ ($i = 1, 2$). Unless otherwise noted, we equip the tensor product and graded tensor product of $V_1$ and $V_2$ with the conformal vector $\omega = \omega_1 \otimes |0\rangle_2 + |0\rangle_1 \otimes \omega_2$ of central charge $c_1 + c_2$, as usual. Note that for each primary vector $u_i \in V_i$ of conformal weight $n_i$ ($i = 1, 2$), the vector $u_1 \otimes u_2$ is primary of conformal weight $n_1 + n_2$.

6. Appendix B. Simple current extensions

In this section, we consider extended abelian intertwining algebras. See [DL, C1, C2].

6.1. $\mathbb{Z}_2$ simple current extensions. Let $V$ be a VOA with a simple current irreducible $V$-module $M$ such that $M \boxtimes M = V$. Here, $\boxtimes$ denotes the fusion product. Let $Y : V \times V \rightarrow V[[z]]z^\mathbb{Z}$ denote the vertex operator of $V$ and $Y_M : V \times M \rightarrow M[[z]]z^\mathbb{Z}$ denote the module structure over $M$. Let $Y^*_M : M \times V \rightarrow M[[z]]z^\mathbb{Z}$ denote the transpose of $Y_M$ defined to be

$$Y^*_M(a, z) = e^{zL-1} Y_M(a, -z), \quad a \in M, \quad u \in V.$$

Let $I : M \times M \rightarrow V[[z]]z^\mathbb{C}$ be a non-zero intertwining operator. We have

$$z^t I(v, z)v \in V[[z]], \quad (6.1)$$

$$z^t I(v, z)v|_{z=0} \neq 0 \quad (6.2)$$

with some $v \in M$ and $t \in \mathbb{C}$. Then, $I(u, z)w \in V[[z]]z^{-t+2}$ for any $u, w \in M$, since $M$ is an irreducible $V$-module.

Suppose that $\hat{V} = V \oplus M$ is a $\mathbb{Z}_2$-graded AIA with the vertex operator $\hat{Y} : \hat{V} \times \hat{V} \rightarrow \hat{V}[[z]]z^\mathbb{C}$ defined to be

$$\hat{Y}(a + u, z)(b + w) = Y(a, z)b + Y_M(a, z)w + Y^*_M(u, z)b + I(u, z)w,$$

for $a, b \in V$ and $u, w \in M$, the $\mathbb{Z}_2$-gradation $\hat{V} = \hat{V}_0 \oplus \hat{V}_1$ with $\hat{V}_0 = V$ and $\hat{V}_1 = M$ and certain normalized abelian 3-cocycle $(F, \Omega)$ with $\Delta(1, 1) = t + \mathbb{Z}$. By Lemma 5.2 (3), the pair $(\hat{V}, (\mathbb{Z}_2, \Omega))$ is a $\mathbb{Z}_2$-charged quasi-GVA. We call it the $\mathbb{Z}_2$ simple current extension of $V$.

Proposition 6.1. $\Omega(0, 0) = \Omega(0, 1) = \Omega(1, 0) = 1, \quad \Omega(1, 1) = e^{-\pi i}.$
Proof. By Lemma 8.6 (skew-symmetry) and eq. (6.1),
\[ z^t I(v, z)v |_{z=0} = z^t \Omega(1, 1) e^{\pi i t} I(v, -\pi i z)v |_{z=0}. \]
By eq. (6.1) again, the RHS is equal to \( \Omega(1, 1) e^{-\pi i t} z^t I(v, z)v \). By eq. (6.2), we have \( \Omega(1, 1) = e^{-\pi i t} \), which completes the proof. □

6.2. \( \mathbb{Z}_2 \) simple current extension of the \( \mathcal{M}(3, p) \) Virasoro minimal models. Let \( p \) be a positive integer such that \( p > 3 \) and \( (3, p) = 1 \).

Set \( c = c_{3,p} = 1 - 6(3 - p)^2/(3p) \). Consider the stress energy tensor \( T(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \). Let \( U \) denote the Virasoro minimal model \( L(c, 0) = \mathcal{M}(3, p) \). Then, \( U \) has the VOA structure generated by
\[ Y(L_{-2}[0], z) = T(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}. \]

Set \( h = (p - 2)/4 \). The irreducible module
\[ M = L(c, h) = U \cdot |h\rangle \]
is a simple current of the VOA \( U \). Here, \( |h\rangle \) is a highest weight vector of central charge \( c \) and conformal weight \( h \), and \( U \cdot |h\rangle \) denote the irreducible cyclic module. Put \( v = |h\rangle \). Let \( Y_M : U \times M \rightarrow M((z)) \) denote the module structure of \( M \) over \( U \) with
\[ Y_M(L_{-2}[0], z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}. \]

Let \( Y_M^* : M \times U \rightarrow M((z)) \) denote the transpose of \( Y_M \) defined by
\[ Y_M^*(u, z)a = e^{zL_{-1}}Y_M(a, -z)u, \]
a \( \in U \), \( u \in M \).

Set \( \Gamma = 2h + \mathbb{Z} \). Let \( I : M \times M \rightarrow U[[z]]z^{-\Gamma} \) denote the intertwining operator of type \( \begin{pmatrix} U & M \\ M & M \end{pmatrix} \) normalized as \( z^{2h} I(v, z)v |_{z=0} = |0\rangle \). Then,
\[ I(|h\rangle, z)|h\rangle = |0\rangle z^{-2h} + 0 + \frac{2h}{c} L_{-2}[0] z^{-2h+2} + \ldots. \]

The extended vertex operator \( \hat{Y} = Y + Y_M + Y_M^* + I \) is local with itself (cf. [FIM]). Therefore, the pair \( (\hat{U}, (\mathbb{Z}_2, \Omega)) \) of \( U \) with \( \hat{U} = U \oplus M \) is the \( \mathbb{Z}_2 \) simple current extension of \( U \). By Proposition 6.1, we have \( \Omega(0, 0) = \Omega(0, 1) = \Omega(1, 0) = 1 \) and \( \Omega(1, 1) = e^{-2\pi i h} \).

Note that the extended algebras of \( \mathcal{M}(3, p) \) are also considered in [JM] [MR] with another algebraic structure.

6.3. The lattice generalized vertex algebra associated with \( A_1^\circ \) and the simple current extension of \( V_1(A_1) \). In this section, we consider the simple current extension \( V_1(A_1) \oplus V_1(A_1; \alpha/2) \) as the modification of the lattice GVA \( V_{A_1^\circ} \), in order to obtain the vertex operators explicitly.

Let \( A_1 = \mathbb{Z} \alpha \) be the root lattice of type \( A_1 \) with the bilinear form defined by \( (\alpha|\alpha) = 2 \). Let \( A_1^\circ = \mathbb{Z} \alpha/2 \) be the dual lattice of \( A_1 \).
Consider the lattice GVA $F = V_{A_1} = M(1) \otimes \mathbb{C}[A_1]$ with the vertex operator $(\beta \in A_1)$

$$X(e^\beta, z) = \exp \left( \sum_{n<0} \frac{1}{-n} \beta_n z^{-n} \right) \exp \left( \sum_{n>0} \frac{1}{-n} \beta_n z^{-n} \right) \otimes e^\beta z^\beta.$$ 

The pair $(F, (\mathbb{Z}, \eta))$ is a $\mathbb{Z}$-charged GVA with the $\mathbb{Z}$-grading $F = \bigoplus_{n \in \mathbb{Z}} F^n$ with $F^n \cong M(1) \otimes e^{n\alpha/2}$ and $\eta : \mathbb{Z} \times \mathbb{Z} \to \mathbb{C}^\times$ defined by $\eta(k, l) = e^{\pi i k / 2 (l\alpha / 2)} = e^{\pi i kl / 2}$ (cf. [BK, DL]).

Note that the subGVA $F^{2\mathbb{Z}}$ is isomorphic to the VOA $V_{A_1}$, and as a $V_{A_1}$-submodule, the subspace $F^{2\mathbb{Z}+1}$ is isomorphic to the $V_{A_1}$-module $V_{A_1 + \alpha/2}$.

Actually, since $\eta(k + 4n, l + 4m) = \eta(k, l)$ for any $k, l, n, m \in \mathbb{Z}$, the bimultiplicative function $\eta : \mathbb{Z}_4 \times \mathbb{Z}_4 \to \mathbb{C}^\times$ is induced, and the pair $(F, (\mathbb{Z}_4, \eta))$ is a $\mathbb{Z}_4$-charged GVA with the $\mathbb{Z}_4$-grading $F = \bigoplus_{n \in \mathbb{Z}_4} F^{n+4\mathbb{Z}}$.

Now we modify the $\mathbb{Z}_4$-charged GVA $F$ with certain quasi 2-cocycle $\epsilon : \mathbb{Z}_4 \times \mathbb{Z}_4 \to \mathbb{C}^\times$ such that the $\epsilon$-modified quasi-GVA $F_\epsilon$ is isomorphic to the simple current extension of $V_{A_1}$.

Define the function $\epsilon : \mathbb{Z}_4 \times \mathbb{Z}_4 \to \mathbb{C}^\times$ to be

$$\epsilon(k, l) = \begin{cases} -1 & (k, l) = (1, 2), (2, 2), (2, 3) \text{ and } (3, 1), \\ 1 & \text{otherwise}, \end{cases}$$

for $k, l \in \mathbb{Z}_4$. Therefore, $\epsilon(0, k) = 1$, $\epsilon(1, k) = (-1)^{\delta_{2,k}}$, $\epsilon(2, k) = (-1)^{\delta_{3,k} + \delta_{4,k}}$, and $\epsilon(3, k) = (-1)^{\delta_{1,k}}$ for $k \in \mathbb{Z}_4$. Let $(f, \omega)$ denote the abelian group cohomology coboundary of $\epsilon$. Then,

$$\omega(k, l) = (-1)^{kl(kl-1)/2}$$

for $k, l \in Q$.

**Lemma 6.1.** The function $\epsilon$ is a quasi 2-cocycle of $Q = \mathbb{Z}_4$.

**Proof.** We have $\epsilon(0, Q) = \epsilon(Q, 0) = 1$. Let $k, l, m$ be elements of $Q$. We show $f(k, l, m) = f(l, k, m)$. When $k = 0$ or $l = 0$, we have $f(k, l, m) = 1 = f(l, k, m)$. Suppose $(k, l) = (1, 2)$. Then,

$$f(1, 2, m) = \frac{\epsilon(1, 2 + m)\epsilon(2, m)\epsilon(3, m)^{-1}\epsilon(1, 2)^{-1}}{\epsilon(2, 1 + m)\epsilon(1, m)\epsilon(3, m)^{-1}\epsilon(2, 1)^{-1}} = (-1)^{\delta_{0,m} + \delta_{2,m} + \delta_{3,m} - \delta_{1,m} - \delta_{2,m} - \delta_{2,m} + \delta_{1,m}} = (-1)^{\delta_{0,m} + \delta_{2,m} + \delta_{3,m} - \delta_{1,m} - 1} = 1.$$ 

Suppose $(k, l) = (3, 2)$. Then,

$$f(3, 2, m) = \frac{\epsilon(3, 2 + m)\epsilon(2, m)\epsilon(1, m)^{-1}\epsilon(3, 2)^{-1}}{\epsilon(2, 3 + m)\epsilon(3, m)\epsilon(1, m)^{-1}\epsilon(2, 3)^{-1}} = (-1)^{\delta_{3,m} + \delta_{2,m} + \delta_{3,m} - \delta_{2,m} - \delta_{0,m} - \delta_{3,m} - \delta_{1,m} + \delta_{2,m} - 1} = (-1)^{\delta_{3,m} + \delta_{2,m} - \delta_{0,m} - \delta_{1,m} - 1} = 1.$$
Suppose \((k,l) = (1,3)\). Then,
\[
\frac{f(1,3,m)}{f(3,1,m)} = \frac{\varepsilon(1,3+m)\varepsilon(3,m)\varepsilon(0,m)^{-1}\varepsilon(1,3)^{-1}}{\varepsilon(3,1+m)\varepsilon(1,m)\varepsilon(0,m)^{-1}\varepsilon(3,1)^{-1}} = (-1)^{\delta_{1,m} + \delta_{1,m} - \delta_{0,m} - \delta_{2,m} - 1} = 1.
\]
Thus, \(f(k,l,m) = f(l,k,m)\) for any \(k,l,m \in Q\), which completes the proof. \(\square\)

Consider the \(\varepsilon\)-modified quasi-GVA \(F^\varepsilon\). We have \(\eta^\varepsilon(k,l) = \omega(k,l)\eta(k,l) = e^{\pi ik^2/2}\). Therefore,
\[
\eta^\varepsilon(k,l) = \begin{cases} 
e^{\pi i/2} & \text{if } k,l \text{ are odd,} \\ 1 & \text{otherwise,} \end{cases}
\]
for \(k,l \in \mathbb{Z}_4\). Hence, \(\eta^\varepsilon\) induces the function \(\eta^\varepsilon : \mathbb{Z}_2 \times \mathbb{Z}_2 \rightarrow \mathbb{C}^\times\), and the pair \((F^\varepsilon, (\mathbb{Z}_2, \eta^\varepsilon))\) is a \(\mathbb{Z}_2\)-charged quasi-GVA with the \(\mathbb{Z}_2\)-grading \(F^\varepsilon = (F^\varepsilon)^{0+2\mathbb{Z}} \oplus (F^\varepsilon)^{1+2\mathbb{Z}}\).

Thus, we have the following proposition (cf. [DL]).

**Proposition 6.2.** The \(\varepsilon\)-modified quasi-GVA \(F^\varepsilon\) is isomorphic to the simple current extension \(V_{A_1} \oplus V_{A_1 + \alpha/2}\) of the lattice vertex algebra \(V_{A_1}\), thus isomorphic to the simple current extension \(\hat{V} = V_{1}(A_1) \oplus V_{1}(A_1; \alpha/2)\) of the simple level one affine vertex algebra \(V_{1}(A_1)\).

7. **Appendix C. Some vertex operator algebras and generalized vertex algebras**

### 7.1. The affine vertex operator algebras

In this section, we recall the affine vertex operator algebras (cf. [KacII]).

Let \(\mathfrak{g}\) be a rank \(l\) finite dimensional simple Lie algebra. Let \(\mathfrak{h}\) be a Cartan subalgebra of \(\mathfrak{g}\) with the simple roots \(\alpha_1, \ldots, \alpha_l\). Consider the normalized invariant bilinear form \((\cdot, \cdot) : \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{C}\) such that \((\alpha^\vee, \alpha^\vee) = 2\) for each long root \(\alpha\). Consider the affine Kac-Moody Lie algebra \(\hat{\mathfrak{g}} = \mathfrak{g} \otimes \mathbb{C}[t, t^{-1}] \oplus \mathbb{C} K \oplus \mathbb{C} D\) with the central element \(K\), degree operator \(D\), Lie bracket \([D, a \otimes t^n] = na \otimes t^n\) and \([a \otimes t^n, b \otimes t^m] = [a, b]t^{n+m} + n\delta_{n+m,0}a[b]K\) and simple roots \(\alpha_0, \alpha_1, \ldots, \alpha_l\) and fundamental weights \(\Lambda_0, \Lambda_1, \ldots, \Lambda_l\). Set \(a(n) = a \otimes t^n\) \((a \in \mathfrak{g}, n \in \mathbb{Z})\). Set \(\hat{\mathfrak{g}}_{-} = \mathfrak{g} \otimes \mathbb{C}[t^{-1}]t^{-1}\).

Let \(k\) be a complex number. Consider the highest weight Verma module \(M(k\Lambda_0)\) over \(\hat{\mathfrak{g}}\) of highest weight \(k\Lambda_0\). As a \(\hat{\mathfrak{g}}_{-}\)-module, \(M(k\Lambda_0)\) is isomorphic to \(S(\hat{\mathfrak{g}}_{-})\). Here, \(S(V)\) denotes the symmetric algebra of \(V\) for each vector space \(V\). Then, \(M(k\Lambda_0) \cong S(\hat{\mathfrak{g}}_{-})\) equips with the compatible vertex algebra structure with the vacuum vector \(|0\rangle = 1\), translation operator \(\partial\) defined by \(\partial(v \otimes t^n) = -nv \otimes t^{n-1}\) with derivation, vertex operator \(Y(\cdot, z)\) defined by the assignment \(Y(a \otimes t^{-1}, z) = \sum_{n \in \mathbb{Z}} a \otimes t^n z^{-n-1}\) and extending it by the reconstruction
Theorem. The vertex algebra \( M(k\Lambda_0) \) has the weight grading induced by \(-D\) and Segal-Sugawara conformal vector

\[
\omega^{\text{aff}} = \frac{1}{2(k+h^\vee)} \sum_{i \in A} v_i (-1)^i v^i
\]

of central charge \( c = \dim \mathfrak{g} / (k+h^\vee) \). Here, \( \{v_i\}_{i \in A} \) is a basis of \( \mathfrak{g} \) with the index set \( A \), and \( \{v^i\}_{i \in A} \) the dual-basis with respect to \((\cdot,\cdot)\). The VOA \( M(k\Lambda_0) \) is called the (universal) affine vertex operator algebra and denoted by \( V^k(\mathfrak{g}) \). Note that the weight 1 subspace \( V^k(\mathfrak{g})_1 = \{a \otimes t^{-1} | a \in \mathfrak{g} \} \) with the Lie bracket \([a \otimes t^{-1}, b \otimes t^{-1}] := a(0)b - [a,b] \) \((a,b \in \mathfrak{g})\) is isomorphic to the Lie algebra \( \mathfrak{g} \) via \( a \mapsto a \otimes t^{-1} \). We denote the simple quotient by \( V_k(\mathfrak{g}) \) and call it the (simple) affine vertex operator algebra. Note that as a \( \widehat{\mathfrak{g}} \)-module, \( V_k(\mathfrak{g}) \) is isomorphic to the irreducible highest weight module \( M(\Lambda_0) \). It is well-known that \( V_k(\mathfrak{g}) \) is \( C_2 \)-cofinite and rational if and only if \( k \) is a positive integer.

7.2. The lattice generalized vertex algebras associated with the rational lattices and the lattice vertex algebras associated with the even integral lattices. In this section, we recall the lattice GVAs [DL, BK] associated with the rational lattices and the lattice vertex algebras associated with the even integral lattices.

Let \( L = \mathbb{Z}^l \) be a rank \( l \) rational lattice with the \( \mathbb{Z} \)-bilinear form \((\cdot,\cdot) : L \times L \to \mathbb{Q}\). Consider the vector space \( \mathfrak{h} = \mathbb{C} \otimes L \) with the \( \mathbb{C} \)-bilinear form \((\cdot,\cdot) : \mathfrak{h} \times \mathfrak{h} \to \mathbb{C}\) defined by linearly extending the \( \mathbb{Z} \)-bilinear form \((\cdot,\cdot)\).

Let \( \widehat{\mathfrak{h}} = \mathfrak{h} \otimes \mathbb{C}[t,t^{-1}] \oplus \mathbb{C}K \) denote the Heisenberg Lie algebra with the central element \( K \) and Lie bracket \([a \otimes t^m, b \otimes t^n] = n \delta_{m+n,0} (a|b) K\). Set \( a(n) = a \otimes t^n \) \((a \in \mathfrak{h}, n \in \mathbb{Z})\). Set \( \widehat{\mathfrak{h}}_+ = \mathfrak{h} \otimes \mathbb{C}[t] \oplus \mathbb{C}K \) and \( \widehat{\mathfrak{h}}_- = \mathfrak{h} \otimes \mathbb{C}[t^{-1}]t^{-1} \). Let \( \mathbb{C} \) denote the 1-dimensional module of \( \widehat{\mathfrak{h}}_+ \) with \( a \otimes t^n.v = 0 \) and \( K.v = v \) \((a \in \mathfrak{h}, n \geq 0, v \in \mathbb{C})\). Let \( M(1) = \widehat{\mathfrak{h}} \otimes_{\mathbb{C} \mathfrak{h}} \mathbb{C} \) denote the induced module of \( \mathfrak{h} \). As vector spaces, \( M(1) \cong S(\widehat{\mathfrak{h}}_-) \).

Here, \( S(V) \) denotes the symmetric algebra of \( V \) for each vector space \( V \). Then, \( M(1) \) has the vertex algebra structure (Heisenberg vertex algebra) with the vacuum vector \( 1 = 1 \otimes 1 \), translation operator \( T \) with \( T(v \otimes t^n) = -nt \otimes t^{n-1} \) and vertex operator \( X(\cdot,\cdot) \) defined by the assignment \( X(v \otimes t^{-1},z) = \sum_{n \in \mathbb{Z}} v \otimes t^n z^{-n-1} \) and extending it to \( M(1) \) by the reconstruction theorem (cf. [FKRW, Kac2, FBZ]). We equip \( M(1) \) with the conformal vector \( \omega = (1/2) \sum_{i=1}^l v_i (-1)^i v^i \) of central charge \( l \). Here, \( \{v_i\}_{i=1,\ldots,l} \) is a basis of \( \mathfrak{h} \), and \( \{v^i\}_{i=1,\ldots,l} \) the dual basis of \( \{v_i\} \).

Let \( \mathbb{C}[L] = \bigoplus_{n \in L} \mathbb{C} e^n \) denote the group algebra of \( L \) with \( e^a \cdot e^b = e^{a+b} \). We consider the space \( \mathbb{C} e^a \) as the module over \( \widehat{\mathfrak{h}}_+ \) with \( a \otimes t^n.e^a = (a|a)e^n, a \otimes t^n.e^a = 0 \) \((a \in \mathfrak{h}, n > 0)\) and \( K.e^a = e^a \). Then, \( M(1) \otimes \mathbb{C} e^a \) has the module structure over the vertex algebra \( M(1) \). Consider the
\( L \)-charged extended generalized vertex algebra

\[
V_L = \bigoplus_{\alpha \in L} M(1) \otimes \mathbb{C}e^\alpha = M(1) \otimes \mathbb{C}[L] \cong S(\hat{\Delta}_- \otimes \mathbb{C}[L],
\]

with the vacuum vector \(|0\rangle = 1 \otimes e^0\), translation operator \(\partial\) with \(\partial(e^\alpha) = \alpha(-1)e^\alpha\) and the vertex operator \(X(\cdot, z)\) defined by the assignment

\[
X(e^\alpha, z) = \exp \left( \sum_{n < 0} \frac{1}{-n} \alpha_n z^{-n} \right) \exp \left( \sum_{n > 0} \frac{1}{-n} \alpha_n z^{-n} \right) \otimes e^\alpha z^\alpha,
\]

\((\alpha \in L)\) and extending it to \(V_L\) by the reconstruction theorem. Here, \(z^\alpha\) is defined by linearly extending the assignment \(z^\alpha e^\beta = z^{(\alpha|\beta)} e^\beta\) \((\alpha, \beta \in L)\). We call \(V_L\) the \textit{lattice generalized vertex algebra} (lattice GVA) associated with \(L\).

Suppose that \(L\) is \textit{even integral}, that is, \((\cdot|\cdot) : L \times L \to \mathbb{Z}\) and \((\alpha|\alpha) \in 2\mathbb{Z}\) for each \(\alpha \in L\). Consider a 2-cocycle \(\varepsilon : L \times L \to \{\pm 1\}\) satisfying \(\varepsilon(\alpha, \beta)\varepsilon(\beta, \gamma) = (-1)^{(\alpha|\beta)}\). Then, the \(\varepsilon\)-modified GVA \(V_L^\varepsilon\) with the vertex operator \(Y(\cdot, z) = X^\varepsilon(\cdot, z)\) is a vertex algebra and called the \textit{lattice vertex algebra}. We denote \(V_L = V_L^\varepsilon\). We consider \(V_L\) as a vertex operator algebra with the conformal vector \(\omega \otimes e^0\) of central charge \(l\), and call \(V_L\) a \textit{lattice vertex operator algebra}.

Let \(g\) be a finite dimensional simple Lie algebra. Suppose that \(g\) is simply-laced (of ADE-type). Note that the lattice vertex operator algebra \(V_Q\) associated with the root lattice \(Q = Q(g)\) of \(g\) is isomorphic to the level one affine VOA \(V_1(g)\).

8. Appendix D. General theorems for the abelian intertwining algebras

8.1. Some computational lemmas on abelian cocycles. We show some computational lemmas on abelian 3-cocycles.

First, we show Remark 5.1.

\textit{Proof of Remark 5.1.} The map \(f\) is a group homomorphism. We show \(\text{Ker}(f) = 1\). Let \((F, \Omega)\) be a normalized abelian 3-cocycle such that \(F(j, i, k)^{-1}\Omega(i, j)F(i, j, k) = 1\) \((i, j, k \in Q)\). By (A2), we have \(F(j, k, i) = \Omega(i, j + k)\Omega(i, k)^{-1}\). By letting \(k = 0\), by (A4) and (A5), we have \(\Omega(i, j) = 1\) for all \(i, j \in Q\). Therefore, \(F(j, k, i) = 1\) for all \(i, j, k\). Thus, \((F, \Omega) = 1\).

\textit{Lemma 8.1.}

\[
F(i, j, k + l)^{-1}B(j, k, l)B(i, k, j + l)F(i, j, l) = B(i + j, k, l).
\] (8.1)
Proof. By the definition of $B$, eq. (8.1) is equivalent to
\[
F(i, j, k + l)^{-1} F(k, j, l)^{-1} \Omega(j, k) F(j, k, l) F(k, i, j + l)^{-1} \Omega(i, k) \\
\cdot F(i, k, j + l) F(i, j, l) = F(k, i + j, l)^{-1} \Omega(i + j, k) F(i + j, k, l).
\]
By (A3), it is equivalent to
\[
\begin{align*}
(8.2) & \quad F(i, j, k) F(i, k, j)^{-1} F(i, j, k + l)^{-1} F(k, j, l)^{-1} \\
& \cdot F(j, k, l) F(i, j, l)^{-1} F(i, k, j + l)^{-1} F(i, j, l) F(i, k + j, l)^{-1} F(i, j, l) = 1,
\end{align*}
\]
Now, we show that eq. (8.2) is true. By (A1), we have three equations
\[
(8.3) \quad F(i, j, k) F(i, j, k + l)^{-1} F(i, j + k, l) F(i + j, k, l)^{-1} F(j, k, l) = 1,
\]
\[
(8.4) \quad F(k, i, j) F(k, i, j + l)^{-1} F(k, i + j, l) F(k + i, j, l)^{-1} F(i, j, l) = 1,
\]
\[
(8.5) \quad F(i, k, j) F(i, k, j + l)^{-1} F(i, k + j, l) F(i + k, j, l)^{-1} F(j, k, l) = 1.
\]
Then, eq. (8.2) is equivalent to eq. \((8.3) \times (8.4) / (8.5))\). Thus, we have the lemma. \(\square\)

Lemma 8.2.  
(1) Let \((F, \Omega)\) be a normalized abelian 3-cocycle, and suppose \(F(i, j, k) = 1\) for any \(i, j, k \in Q\). Then, \(\Omega\) is bimultiplicative.

(2) Conversely, if the function \(\eta : Q \times Q \rightarrow \mathbb{C}^\times\) is bimultiplicative, then the pair \((1, \eta)\) is a normalized abelian 3-cocycle.

(3) Let \((F, \Omega)\) be a normalized abelian 3-cocycle, and suppose \(F(i, j, k) = F(j, i, k)\) for any \(i, j, k \in Q\). Then,

(a) \(F(i, j, k) = \Omega(i + j, k)^{-1} \Omega(i, k) \Omega(j, k)\),

(b) \(F(i, j, k)\) is multiplicative in \(i\).

(4) Conversely, if \(\eta : Q \times Q \rightarrow \mathbb{C}^\times\) is a function such that

(a) \(\mu(i, j, k) := \eta(i + j, k)^{-1} \eta(i, k) \eta(j, k)\) is multiplicative in \(k\),

(b) there exists the bilinear map \(\Delta : Q \times Q \rightarrow \mathbb{C}/\mathbb{Z}\) such that \(\eta(i, j) \eta(j, i) = e^{-2\pi i \Delta(i, j)}\),

(c) \(\eta(Q, 0) = \eta(0, Q) = 1\),

then \((\mu, \eta)\) is a normalized abelian 3-cocycle such that \(\mu(i, j, k) = \mu(j, i, k)\).

The proof is omitted.

Let \(Q\) be an abelian group and \((F, \Omega)\) a normalized abelian 3-cocycle.

Lemma 8.3. If \(Q = \mathbb{Z}_2\), then \(F(i, j, k) = F(j, i, k)\) for any \(i, j, k \in Q\).

Proof. By (A4), we have \(F(1, 0, k) = F(0, 1, k) = 1\). \(\square\)
8.2. Some theorems for the abelian intertwining algebras. We recall some standard theorems for the AIAs. We generalize the method used in [BK].

Let $Q$ be an abelian group and $(F, \Omega)$ a normalized abelian 3-cocycle with maps $B$ and $\Delta$. Let $V = \bigoplus_{\alpha \in Q} V^\alpha$ be a $Q$-graded vector space with a translation operator $\partial : V \to V$ and a vacuum vector $|0\rangle \in V$ such that $\partial |0\rangle = 0$.

Let $n$ be a positive integer.

**Definition 8.1.** ([BK]) An $n$-field with charge $(\alpha_1, \ldots, \alpha_n) \in Q^n$ on $V$ is a formal series $a(z_1, \ldots, z_n) \in (\text{End}(V))[z_1^\mathbb{C}, \ldots, z_n^\mathbb{C}]$ with the property that
\[
a(z_1, \ldots, z_n)b \in V^{\alpha_1 + \cdots + \alpha_n + \beta}[z_1, \ldots, z_n] z_1^{-\Delta(\alpha_1, \alpha_2 + \cdots + \alpha_n + \beta, \ldots, z_n^{-\Delta(\alpha_n, \beta)}
\]
for $b \in V^\beta$. We call $\alpha = \alpha_1 + \cdots + \alpha_n$ the total charge of $a(z) = a(z_1, \ldots, z_m)$.

Let $m, n$ be positive integers. Let $a(z_1, \ldots, z_m)$ be an $m$-field with total charge $\alpha \in Q$ and $b(w_1, \ldots, w_n)$ an $n$-field with total charge $\beta \in Q$.

**Definition 8.2.** The pair $(a, b)$ of fields is called local if there exist $N_{ij} \in \Delta(\alpha_i, \beta_j)$ ($i = 1, \ldots, m, j = 1, \ldots, n$) such that for any $\gamma \in Q$ and $c \in V^\gamma$,
\[
\left(\prod_{i=1}^m \prod_{j=1}^n t_{z_i,w_j}(z_i - w_j)^{N_{ij}}\right) a(z_1, \ldots, z_m)b(w_1, \ldots, w_n)c = B(\alpha, \beta, \gamma)
\]
\[
\cdot \left(\prod_{i=1}^m \prod_{j=1}^n t_{w_j,z_i}(z_i - w_j)^{N_{ij}}\right) b(w_1, \ldots, w_n)a(z_1, \ldots, z_m)c.
\]
We call such an $\{N_{ij}\}_{i,j}$ a system of locality bounds of $(a, b)$.

Let $m, n$ be positive integers. Let $a(z_1, \ldots, z_m)$ and $b(z_{m+1}, \ldots, z_{m+n})$ be an $m$-field and an $n$-field with total charges $\alpha$ and $\beta$. Suppose that the pair $(a, b)$ is local, and fix a system of locality bounds $\{N_{ij}\}_{i \in \{1, \ldots, m\}, j \in \{1, \ldots, n\}}$.

Define the $(m+n)$-field $F_{a,b}(z_1, \ldots, z_{m+n})$ by linearly extending the assignment
\[
F_{a,b}(z_1, \ldots, z_{m+n})d = F(\alpha, \beta, \delta)^{-1} \left(\prod_{i=1}^m \prod_{j=1}^n t_{z_i,z_{m+j}}(z_i - z_{m+j})^{N_{ij}}\right) a(z_1, \ldots, z_m)b(z_{m+1}, \ldots, z_{m+n})d
\]
($\delta \in Q, d \in V^\delta$). Note that the total charge of $F_{a,b}(z)$ is $\alpha + \beta$. Note that if $a, b$ are translation covariant $\partial : V \to V$, then $F_{a,b}$ is translation covariant.

Let $c(w_1, \ldots, w_p)$ be a $p$-field with total charge $\gamma \in Q$.
Lemma 8.4. If the pairs \((a, c)\) and \((b, c)\) are local, then the pair \((F_{a,b}, c)\) is local.

Proof. Suppose that the pairs \((a, c)\) and \((b, c)\) are local. Let \(\{M_{ik}\}_{i \in \{1, \ldots, m\}, k \in \{1, \ldots, p\}}\) and \(\{M_{jk}\}_{j \in \{m+1, \ldots, m+n\}, k \in \{1, \ldots, p\}}\) be systems of locality bounds of \((a, c)\) and \((b, c)\). We show that \(\{M_{ik}\}_{i \in \{1, \ldots, m\}, k \in \{1, \ldots, p\}}\) is a system of locality bounds of \((F_{a,b}, c)\). Let \(\delta\) be an element of \(Q\) and \(d\) an element of \(V^\delta\).

We have

\[
\prod_{i=1}^{m+n} \prod_{k=1}^{p} t_{z_i,w_k}(z_i, w_k)^{M_{ik}} \cdot F_{a,b}(z)c(w)d
\]

\[
= F(\alpha, \beta, \gamma + \delta)^{-1} \left( \prod_{i=1}^{m+n} \prod_{k=1}^{p} t_{z_i,w_k}(z_i, w_k)^{M_{ik}} \right)
\]

\[
\prod_{i=1}^{m} \prod_{j=1}^{n} t_{z_i,z_{m+j}}(z_i, z_{m+j})^{N_{ij}} \cdot a(z_1, \ldots, z_m)b(z_{m+1}, \ldots, z_{m+n})c(w)d
\]

\[
= F(\alpha, \beta, \gamma + \delta)^{-1} B(\beta, \gamma, \delta) B(\alpha, \gamma, \beta + \delta)
\]

\[
\cdot \left( \prod_{i=1}^{m+n} \prod_{k=1}^{p} t_{w_k,z_i}(z_i, w_k)^{M_{ik}} \right) \left( \prod_{i=1}^{m+n} \prod_{j=1}^{n} t_{z_i,z_{m+j}}(z_i, z_{m+j})^{N_{ij}} \right)
\]

\[
\cdot a(z_1, \ldots, z_m)c(w)b(z_{m+1}, \ldots, z_{m+n})d
\]

\[
= F(\alpha, \beta, \gamma + \delta)^{-1} B(\beta, \gamma, \delta) B(\alpha, \gamma, \beta + \delta) \cdot F(\alpha, \beta, \delta)
\]

\[
\cdot \left( \prod_{i=1}^{m+n} \prod_{k=1}^{p} t_{w_k,z_i}(z_i, w_k)^{M_{ik}} \right) c(w)F_{a,b}(z)d.
\]

Therefore, it suffices to show

\[
F(\alpha, \beta, \gamma + \delta)^{-1} B(\beta, \gamma, \delta) B(\alpha, \gamma, \beta + \delta) F(\alpha, \beta, \delta) = B(\alpha + \beta, \gamma, \delta).
\]

By Lemma 8.1, we have the lemma. \(\square\)

Let \(m\) be a positive integer. Let \(A(z_1, \ldots, z_m)\) be an \(m\)-field. Define

\[
t_{z_1,w_1} \cdots t_{z_m,w_m} v \cdot A(z + w_1, \ldots, z + w_m, z)
\]

\[
:= \exp(w_1 \partial_{z_1} + \cdots + w_m \partial_{z_m}) A(z_1, \ldots, z_m) v|_{z_1 = \cdots = z_m = z}
\]

\[
\in (V[[z]])[z^\infty][w_1, \ldots, w_m]
\]
(v ∈ V). We call this formal series a operator product expansion (OPE) of A. Define the 1-fields ψ(1),...,ψ(m−1)(z) (i(1),...,i(m−1) ∈ Z+) by the equality

\[ \ell_{z,w_1} \cdots \ell_{z,w_{m-1}} A(z + w_1, \ldots, z + w_{m-1}, z) = \sum_{i(1),\ldots,i(m-1)=0}^\infty \psi_{i(1),\ldots,i(m-1)}(z) w^{i(1)} \cdots w^{i(m-1)}. \]

Let i(1),...,i(m−1) be elements of Z+, and put ψ(z) = ψ(i(1),...,i(m−1))(z).

If A is translation covariant, then the coefficient ψ(z) is translation covariant. Let B be an n-field (n ∈ Z>). If the pair (A, B) is local, then the pair (ψ, B) is local. Note that \( \ell_{z,w_1} \cdots \ell_{z,w_{m-1}} A(z + w_1, \ldots, z + w_{m-1}, z)|0\rangle \) is the Taylor series expansion of

\[ A(z + w_1, \ldots, z + w_{m-1}, z)|0\rangle \in V[z, w_1, \ldots, w_{m-1}]. \]

Therefore, the linear span of all coefficients of \( A(z_1, \ldots, z_m)|0\rangle \) coincides with the linear span of all coefficients of \( \psi_{i(1),\ldots,i(m-1)}(z)|0\rangle \) in z (i(1),...,i(m−1) ∈ Z+).

Let a(z) be a translation covariant field with charge α ∈ Q. Let b be an element of Vβ with β ∈ Q. The series Y(a, z)b has the form

\[ a(z)b = \sum_{n=0}^\infty a(-N-n-1)bz^{N+n} \]

with \( N ∈ \Delta(α, β) \). Then, \( f(z + e^{-\pi i}w) ∈ U[[z, w]](z + e^{-\pi i}w)^N \). We have the following transposed Taylor’s theorem.

**Lemma 8.5.** As elements of (V[[z]])z^\Delta(α, β)[[w]],

\[ \ell_{z,w}(Y(a, z + e^{-\pi i}w)b) = e^{-w\partial_2}Y(a, z)\alpha^\partial_2 b. \]

**Proof.** By the translation covariance, the RHS is equal to \( e^{w\partial_2}Y(a, z)b \), which is equal to the LHS. \( \square \)

Let Φ be a system of fields such that

1. (locality) for any \( φ(z), ψ(z) ∈ Φ \) with charges α, β ∈ Q, the fields \( φ(z) \) and \( ψ(z) \) are mutually η(α, β)-local,
2. (translation covariance) every \( φ(z) ∈ Φ \) is translation covariant, that is, \( [\partial_2, φ(z)] = \partial_2 φ(z) \),
3. (completeness) the coefficients of all formal series \( φ_1(z_1) \cdots φ_n(z_n)|0\rangle \) (n ∈ Z+, φ_1, ..., φ_n ∈ Φ) span the vector space V.

Let S denote the vector space spanned by all translation covariant fields \( φ(z) \) such that for any \( ψ(z) ∈ Φ \), the fields \( φ(z) \) and \( ψ(z) \) are mutually local. Since the elements of S are translation covariant, by [BK Proposition 2.2(c)], we have the well-defined linear map

\[ Ψ : S → V, \quad χ(z) ↦ χ(z)|0\rangle|_{z=0}. \]

Let α be an element of Q and a an element of Vα.

**Theorem 8.1.** There exists the unique translation covariant field Y(a, z) of charge α such that for any field \( φ(z) ∈ Φ \), the fields \( Y(a, z) \) and \( φ(z) \) is mutually local and \( Y(a, z)|0\rangle|_{z=0} = a. \)
Proof. We show that Ψ is an isomorphism of vector spaces.

(Surjectivity) Let m be a positive integer. Let φ₁(z₁), ..., φₘ(zₘ) be fields in Φ with charges α₁, ..., αₘ ∈ Q. We show that the coefficients of φ₁(z₁) · · · φₘ(zₘ)|0 belong to the image of Ψ, hence, by the completeness of the system Φ, the map Ψ is surjective.

Fix locality bounds Nᵢⱼ of (φᵢ, φⱼ) (i, j = 1, ..., m, i ≠ j). Define the m-field A(z₁, ..., zₘ) by linearly extending the assignment

\[ A(z₁, ..., zₘ)b = \prod_{i=1}^{m-1} B(α_i, α_{i+1} + · · · + α_m, β) \]

\[ \cdot \left( \prod_{1 \leq i < j \leq m} t_{zᵢ, zⱼ}(zᵢ - zⱼ)^{Nᵢⱼ} \right) φ₁(z₁) · · · φₘ(zₘ)b \]

(β ∈ Q, b ∈ Vβ). Then, A is translation covariant, and by Lemma 8.4, the pairs (A, φ) are local for all fields φ in Φ. Consider the operator product expansion of A. Then, all coefficients \(ψ_{i(1),...,i(m-1)}(z)\) (i(1), ..., i(m − 1) ∈ ℤ₊) belong to S. Therefore, all coefficients of \(A(z₁, ..., zₘ)|0\) belong to the image of the map Ψ.

The product \(φ₁(z₁) · · · φₘ(zₘ)|0\) belongs to the space \(X := V[[z₁]] z₁C · · · [[zₘ]] zₘC\). The space X is a module over the algebra \(Y := C[[z₁]] z₁C · · · [[zₘ]] zₘC\). Since \(t_{zᵢ, zⱼ}(zᵢ - zⱼ)^{Nᵢⱼ}\) is invertible in Y for each i < j, we have

\[ φ₁(z₁) · · · φₘ(zₘ)|0 = \left( \prod_{1 \leq i < j \leq m} t_{zᵢ, zⱼ}(zᵢ - zⱼ)^{-Nᵢⱼ} \right) A(z₁, ..., zₘ)|0. \]

Therefore, the coefficients of \(φ₁(z₁) · · · φₘ(zₘ)|0\) belong to the image of Ψ. By the completeness of the system Φ, the map Ψ is surjective.

(Injectivity) Let φ(z) be an element of the kernel of Ψ. Then, \(φ(z)|0|_{z=0} = 0\). Since S is spanned by fields, φ(z) is a sum of the form \(φ(z) = \sum_{α∈Q} χ_α(z)\) with the fields χ_α(z) with charge α ∈ Q. Let α be an element of Q, and put \(χ(z) = χ_α(z)\). We show \(χ(z) = 0\). Since \(χ_β(z)|0|_{z=0} \) belongs to \(V^β\) for any \(β ∈ Q\), we have \(χ(z)|0|_{z=0} = 0\). Since \(χ(z)|0| = e^{zβ}(χ(w)|0|_{w=0})\) by the translation covariance, we have \(χ(z)|0| = 0\). Let \(m\) be a positive integer. Let φ₁(z₁), ..., φₘ(zₘ) be fields in Φ. Fix locality bounds Nᵢⱼ of (φᵢ, φⱼ) (i, j = 1, ..., m, i ≠ j). Define the m-field \(A(z₁, ..., zₘ)\) with total charge \(β\) as above. Since the pair (χ, A) is local, we have

\[ \left( \prod_{i=1}^{m} t_{zᵢ, zᵢ}(zᵢ - zᵢ)^{Mᵢ} \right) χ(z) A(z₁, ..., zₘ)|0 \]

\[ = B(α, β, 0) \left( \prod_{i=1}^{m} t_{zᵢ, zᵢ}(zᵢ - zᵢ)^{Mᵢ} \right) A(z₁, ..., zₘ) χ(z)|0 \]
with the scalars $M_i \in \mathbb{C}$. Since $\chi(z)|0\rangle = 0$, we have

$$
\left( \prod_{i=1}^{m} t_{z,z_i}(z - z_i)^{M_i} \right) \chi(z) A(z_1, \ldots, z_m)|0\rangle = 0.
$$

The LHS belongs to the space $X := V[[z]]z^C[[z_1]]z_1^C \cdots [[z_m]]z_m^C$. The space $X$ is a module over the algebra $Y := \mathbb{C}[[z]]z^C[[z_1]]z_1^C \cdots [[z_m]]z_m^C$. Since $t_{z,z_i}(z - z_i)^{M_i}$ is invertible in the algebra $Y$ for each $i = 1, \ldots, m$, we see that $\chi(z)v = 0$ for all coefficients $v$ of $A(z_1, \ldots, z_m)|0\rangle$. Since the coefficients of all $A(z_1, \ldots, z_m)|0\rangle$ span the space $V$, we have $\chi(z) = 0$, as desired.

Now, we have a generalization of the reconstruction theorem.

**Corollary 8.1.** The system $\Phi$ generates on $V$ the unique structure of the abelian intertwining algebra. Moreover, the pair $(V, (Q, F, \Omega))$ is a $Q$-charged abelian intertwining algebra.

Let $(V, (Q, F, \Omega))$ be a $Q$-charged AIA. Let $\alpha, \beta$ be elements of $Q$ and $a,b$ elements of $V^\alpha, V^\beta$.

**Lemma 8.6** (Skew-Symmetry).

$$Y(a, z)b = \Omega(\alpha, \beta)e^{\pi \partial}(Y(b, e^{-\pi i}z)a).$$

**Proof.** By the locality axiom,

$$
\tau_{z,w}(z + e^{-\pi i}w)^N Y(a, z)Y(b, w)|0\rangle = B(\alpha, \beta, 0)\tau_{w,z}(z + e^{\pi i}w)^N Y(b, w)Y(a, z)|0\rangle
$$

with $N \in \Delta(\alpha, \beta)$. Since $B(\alpha, \beta, 0) = \Omega(\alpha, \beta)$, $Y(a, z)|0\rangle = e^{\pi \partial}a$ and $Y(b, w)|0\rangle = e^{\pi \partial}b$, we have

$$
\tau_{z,w}(z + e^{-\pi i}w)^N Y(a, z)e^{\pi \partial}b = \Omega(\alpha, \beta)\tau_{w,z}(z + e^{\pi i}w)^N Y(b, w)e^{\pi \partial}a.
$$

By Lemma 8.5, the RHS is equal to

$$
\Omega(\alpha, \beta)e^{\pi i}t_{w,z}(e^{-\pi i}z + w)^N e^{\pi \partial}t_{w,z}(Y(b, w + e^{-\pi i}z)a),
$$

and since $N$ is a locality bound, it belongs to $\text{End}(V)[[w]][[z]]$. Therefore, by letting $w = 0$, we have the lemma. \qed

Let $\alpha, \beta$ be elements of $Q$ and $a,b$ elements of $V^\alpha, V^\beta$. Fix a locality bound $N$ of $(Y(a, z), Y(b, w))$ and set $F_{a,b}(z, w) := F_{Y(a,z), Y(b,w)}(z, w)$. Consider the OPE

$$
\tau_{z,w}F_{a,b}(z + w, z) = e^{\pi \partial}F_{a,b}(z_1, z_2)|_{z_1=z_2=0}
$$

of $Y(a, z)$ and $Y(b, w)$.

Let $k$ be a non-negative integer.

**Lemma 8.7.**

$$
\frac{1}{k!} \partial_{z_1}^k F_{a,b}(z_1, z_2)|_{z_1=z_2=0} = Y(a(N - 1 - k)b, z).
$$
Proof. Denote the LHS by $X$. By Theorem 8.1, it suffices to show $X|z = 0⟩|z = 0⟩ = a(N - 1 - k)b$. Since $F_{a,b}(z_1, z_2)|0⟩ \in V[[z_1, z_2]]$, we have $F_{a,b}(z_1, z_2)|0⟩|z = 0⟩ = z_1^N Y(a, z_1)b \in V[[z_1]]$. Since $(1/k!) \partial_z^k (z_1^N Y(a, z_1)b)|z = 0⟩ = a(N - 1 - k)$, we have the lemma.

We have the following Jacobi identity. Let $\alpha, \beta, \gamma$ be elements of $Q$, $a, b, c$ elements of $V^\alpha, V^\beta, V^\gamma$, and $n$ an element of $\Delta(\alpha, \beta)$.

**Proposition 8.1.**

$$Y(a, z)Y(b, w)c \tau_{z, w}(z - w)^n - B(\alpha, \beta, \gamma)Y(b, w)Y(a, z)c \tau_{w, z}(z - w)^n = F(\alpha, \beta, \gamma)^{-1} \sum_{j \in \mathbb{Z}} Y(a(n + j)b, w)c \partial^j w \delta_{\Delta(\alpha, \beta)}(z, w)/j!.$$

The proof is omitted. See [BK].

Suppose that $V$ is a vertex algebra, that is, $F \equiv 1$ and $\Omega \equiv 1$. Let $a, b$ be elements of $V$. Then, we have the commutation relation

$$[a(n), b(m)] = \sum_{k=0}^{\infty} \binom{n}{k} (a(k)b)(n + m - k).$$
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