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Abstract—Merging-based sorting networks are an important family of sorting networks. Most merge sorting networks are based on 2-way or multi-way merging algorithms using 2-sorters as basic building blocks. An alternative is to use $n$-sorters, instead of 2-sorters, as the basic building blocks so as to greatly reduce the number of sorters as well as the latency. Based on a modified Leighton’s columnsort algorithm, an $n$-way merging algorithm, referred to as SS-Mk, that uses $n$-sorters as basic building blocks was proposed. In this work, we first propose a new multiway merging algorithm with $n$-sorters as basic building blocks that merges $n$ sorted lists of $m$ values each in $1 + \lceil m/2 \rceil$ stages ($n \leq m$). Based on our merging algorithm, we also propose a sorting algorithm, which requires $O(N \log^2 N)$ basic sorters to sort $N$ inputs. While the asymptotic complexity (in terms of the required number of sorters) of our sorting algorithm is the same as the SS-Mk, for wide ranges of $N$, our algorithm requires fewer sorters than the SS-Mk. Finally, we consider a binary sorting network, where the basic sorter is implemented in threshold logic and scales linearly with the number of inputs, and compare the complexity in terms of the required number of gates. For wide ranges of $N$, our algorithm requires fewer gates than the SS-Mk.
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1 INTRODUCTION

Sorting is one important operation in data processing, and hence its efficiency greatly affects the overall performance of a wide variety of applications [1], [2]. Sorting networks can achieve high throughput rates by performing operations simultaneously. These parallel sorting networks have attracted attention of researchers due to increasing hardware speed and decreasing hardware cost. One of the most popular sorting algorithm is called merge-sort algorithm, which performs the sorting in two steps [2]. First, it divides the input list (a sequence of values) into multiple sublists (a smaller sequence of values) and sorts each sublist simultaneously. Then, the sorted sublists are merged as a single sorted list. The sorting process of sublists can then be decomposed recursively into the sorting and merging of even smaller sublists, which are then merged as a single sorted list. Hence, the merging operation is the key procedure for the decomposition-based sorting approach. One popular 2-way merging algorithm called odd-even merging [2] merges two sorted lists (odd and even lists) into one sorted list. In [8], a modulo merge sorting was introduced as a generalization of the odd-even merge by dividing the two sorted input lists into multiple sublists with a modulo not limited to 2. Another popular 2-way merging algorithm is bitonic merging algorithm [4]. Two sorted lists are first arranged as a bitonic list, which is then converted to obtain a sorted list. These 2-way merging algorithms employ 2-way merge procedure recursively and have a capability of sorting $N$ values in $O(\log^2 N)$ stages [2]. In [8], a sorting network, named AKS sorting network, with $O(\log N)$ stages was proposed. However, there is a very large constant in the depth expression, which makes it impractical. Recently, a modular design of high throughput low-latency sorting units are proposed in [6]. However, the basic building block in these 2-way merging algorithm is a 2-sorter, which is simply a $2 \times 2$ switching element or comparator as shown in Fig. 1(a).

Instead of using 2-sorters, $n$-sorters can be used as basic building blocks. This was first proposed as a generalization of the Batcher’s odd-even merging algorithm [7]. It was also motivated by the use of $n$-sorters, which sort $n$ ($n \geq 2$) values in unit time [3], [9]. Since large sorters are used as basic building blocks, the number of sorters as well as the latency is expected to be reduced greatly. An $n$-way merging algorithm was first proposed by Lee and Batcher [9], where $n$ is not restricted to 2. A version of the bitonic $n$-way merging algorithm was proposed by Nakatani et al. [10], [11]. However, the combining operation in the $n$-way merging algorithms still use 2-sorters as basic building blocks. Leighton proposed an algorithm for sorting $r$ lists of $c$ values each, represented as an $r \times c$ matrix [12]. This algorithm is a generalization of the odd-even merge-sort and named columnsort, since it merges all sorted columns to obtain a single sorted list in row order. In the original columnsort, no specific operation was provided for sorting columns and no recursive construction of sorting network was provided. In [8], a modified columnsort algorithm was proposed with sorting networks constructed from $n$-sorters ($n \geq 2$) [13]. However, a 2-way merge is still used for the merging process. In [14], an $n$-way merging algorithm, named SS-Mk, based on the modified columnsort was proposed.
with \( n \)-sorters as basic building blocks, where \( n \) is prime. For \( n \) sorted lists of \( m \) values each, the idea is to sort the \( m \times n \) values first in each row and then in slope lines with decreasing slope rates. An improved version of the SS-Mk merge sort, called ISS-Mk, was provided in [15], where \( n \) can be any integer. We compare our sorting scheme with the SS-Mk but not the ISS-Mk, because for our interested ranges of \( N \), the ISS-Mk requires larger latency due to a large constant.

In this work, we propose an \( n \)-way merging algorithm, which generalizes the odd-even merge by using \( n \)-sorters as basic building blocks, where \( n \geq 2 \) is prime. Based on this merging algorithm, we also propose a sorting algorithm. For \( N = n^p \) input values, \( p + \lceil n/2 \rceil \times \frac{p(p-1)}{2} \) stages are needed. The complexity of the sorting network is evaluated by the total number of \( n \)-sorters. The closed-form expression for the number of sorters is also derived.

Instead of 2-sorters, \( n \)-sorters \( (n > 2) \) are used as basic blocks in this work. This is because larger sorters have some efficient implementation. For example, for binary sorting in threshold logic, the area of an \( n \)-sorter scales linearly with the number of inputs \( n_s \), while the latency stays as a constant. Hence, a smaller number of sorters and latency of the whole sorting network can be achieved. However, we cannot use arbitrary large sorters as basic blocks, since larger sorters are more complex and difficult to be implemented. Hence, the benefit of using a larger block diminishes with increasing \( n \). We assume that the size of basic sorters \( n_s \leq 20 \) and 10 when evaluating the number of sorters and latency. Our algorithm works for any upper bound on \( n_s \), and one can plug any upper bound on \( n \) into our algorithm. Asymptotically, the number of sorters required by our sorting algorithm is on the same order of \( O(N \log^2 N) \) as the SS-Mk [14] for sorting \( N \) inputs. Our sorting algorithm requires fewer sorters than the SS-Mk in [14] in wide ranges of \( N \). For instance, for \( n \leq 20 \), when \( N \leq 1.46 \times 10^4 \), our algorithm requires up to 46\% fewer sorters than the SS-Mk. When \( 1.46 \times 10^4 < N \leq 1.3 \times 10^5 \), our algorithm has fewer sorters for some segments of \( N \)-s. When \( N > 1.3 \times 10^5 \), our algorithm needs more sorters.

The rest of the paper is organized as following. In Sec. 2 we briefly review the background of sorting networks. In Sec. 3 we propose a multiway merging algorithm with \( n \)-sorters as basic blocks. In Sec. 4 we introduce a multiway sorting algorithm based on the proposed merging algorithm, and show extensive results for the comparison of our sorting algorithm and previous works. In Sec. 5 we focus on a binary sorting network, where \( n \)-sorters are implemented by threshold logic and have complexity linear with the input size, and measure the complexity in terms of number of gates. Finally Sec. 6 presents the conclusion of this work.

### 2 Background

A sorting network is a feedforward network, which gives a sorted list for unsorted inputs. It is composed of two items: **switching elements (or comparators)** and **wires**. The depth of a comparator is defined to be the longest length from the inputs of the sorting network to that comparator’s outputs. The latency of the sorting network is the maximum depth of all comparators. The network is **oblivious** in the sense that the time and location of input and output are fixed ahead of time and not dependent on the values [2]. We use the Knuth diagram in [1] for easy representation of the sorting networks, where switching elements are denoted by connections on a set of wires. The inputs enter at one side and sorted values are output at the other side, and what remains is how to arrange the switching elements. The sorting network is measured in two aspects, latency (number of stages) and complexity (number of sorters). The basic building block used by the odd-even merge [2] is a 2-by-2 comparator (compare-exchange element). It receives two inputs and outputs the minimum and maximum in an ordered way. The symbol for a 2-sorter is shown in Fig. 1(a), where \( x_i \) and \( y_i \) for \( i = 1, 2 \) are input and output, respectively. Similarly, an \( n \)-sorter is a device sorting \( n \) values in unit time. The symbol for an \( n \)-sorter is shown in Fig. 1(b), where \( x_i \) and \( y_i \) for \( i = 1, 2, \ldots, n \) are input and output, respectively, and the output satisfies \( y_1 \leq y_2 \leq \cdots \leq y_n \). In this work, we denote the sorted values \( y_1 \leq y_2 \leq \cdots \leq y_n \) by \( (y_1, y_2, \ldots, y_n) \) and use \( n \)-sorters as basic blocks for sorting.

Merging-based sorting networks are an important family of sorting networks, where the merging operation is the key. There are two classes of merging algorithms, the odd-even merging [2] and the bitonic merging [4].
The former is an efficient sorting technique based on the divide-and-conquer approach, which decomposes the inputs into two sublists (odd and even), sorts each sublist, and then merges two sorted lists into one. Further decomposition and merging operations are applied on the sublists. An example of odd-even merging network using 2-sorters is shown in Fig. 2, where two sorted lists, \( \langle x_{1}^{(0)}, x_{1}, \ldots, x_{1,m} \rangle \) and \( \langle x_{2}^{(0)}, x_{2,1}, \ldots, x_{2,4} \rangle \), are merged as a single list \( \langle x_{1,1}^{(2)}, x_{1,4}, x_{2,1}, \ldots, x_{2,4} \rangle \) in two stages.

Instead of merging two lists, multiple sorted lists can be merged as a single sorted list simultaneously. An \( n \)-way merger (\( n \geq 2 \)) of size \( m \) is a network merging \( n \) sorted lists of size \( m \) (values) each into a single sorted list in multiple stages. This was first proposed as a generalization of the Batcher’s odd-even merging algorithm. It is also motivated by the use of \( n \)-sorters, which sort \( n \) (\( n \geq 2 \)) values in unit time [8], [9]. Since large sorters are used as basic building blocks, the number of sorters as well as the latency is expected to be reduced greatly. Many multiway merging algorithms exist in the literature [7], [8], [10]–[17]. The algorithms in [16], [17] implement multiway merge using 2-sorters. In [7], a generalization of Batcher’s odd-even is introduced as shown in Fig. 3, where an \( n \)-way merger of \( n \) lists of size \( ud \) is decomposed into \( d \) \( n \)-way mergers of \( n \) sublists of size \( u \) plus a combining network. Each of the small \( n \)-way mergers is further decomposed similarly. However, the combining network in the merging network in Fig. 3 still uses 2-sorters as basic blocks. In [12], Leighton proposed a columnsort algorithm, which showed how to sort an \( m \times n \) matrix denoting the \( n \) sorted lists of \( m \) values each. A modification of Leighton’s columnsort algorithm was given in [8]. In [14], [15], merging networks with \( n \)-sorters as basic blocks are introduced based on the modified Leighton’s columnsort algorithm.

In this work, we focus on multiway merge sort with binary values as inputs. Our merge sort also works for arbitrary values, which is justified by the following theorem.

**Theorem 2.1** (Zero-one principle [2]). If a network with \( n \) input lines sorts all \( 2^n \) lists of 0s and 1s into nondecreasing order, it will sort any arbitrary list of \( n \) values into nondecreasing order.

### 3 Multiway Merging

In the following, we propose an \( n \)-way merging algorithm with \( n \)-sorters as basic building blocks as shown in Alg. [1] We consider a sorting network, where all iterations of Alg. [1] are simultaneously instantiated (loop unrolling). We refer to the instantiation of iteration \( i \) of Alg. [1] as stage \( i \) of the sorting network. The sorters in the last for loop in Alg. [1] consist of the last stage. Let the \( n \) sorted input lists be \( \langle x_{j,1}, x_{j,2}, \ldots, x_{j,m} \rangle \)
Algorithm 1 Algorithm for $n$-way merging network.

Input: $n$ sorted lists $(x_{j,1}, x_{j,2}, \ldots, x_{j,m})$ for $j = 1, \ldots, n$;

\[ i = 1; \]
while $i \leq \left\lceil \frac{m}{2} \right\rceil$ do
for $j = 1$ to $n-1$ do
 Apply $(m-i)$-spaced sorters between lists $j$ and $j+1$;
end for
Merge all $(m-i)$-spaced sorters;
Update $n$ sorted lists $(x_{j,1}^{(i)} , x_{j,2}^{(i)} , \ldots , x_{j,m}^{(i)})$ for $j = 1, \ldots, n$;
\[ i = i + 1; \]
end while
for $j = 1$ to $n-1$ do
 Apply $(m-1)$-sorters on $m-1$ adjacent lines with first half, $x_{j,m-k}^{(i)}$, from list $j$ and second half, $x_{j+1,k'}$, from list $j+1$, where $k = 1, \ldots, \frac{m-1}{2}$;
end for
Output: Sorted lists.

for $j = 1, \ldots, n$. Denote the values of $j$-th list after stage $k$ by $(x_{j,1}^{(k)}, x_{j,2}^{(k)}, \ldots, x_{j,m}^{(k)})$. After $T = 1 + \left\lceil \frac{m}{2} \right\rceil$ stages, all input lists are sorted as a single list, $(x_{1,1}^{(T)}, x_{1,2}^{(T)}, \ldots, x_{1,m}^{(T)})$, $(x_{2,1}^{(T)}, x_{2,2}^{(T)}, \ldots, x_{2,m}^{(T)})$, \ldots, $(x_{n,1}^{(T)}, x_{n,2}^{(T)}, \ldots, x_{n,m}^{(T)})$.

For convenience of describing and proving our algorithm, we introduce some notations and definitions. Denote the number of zeros in the $j$-th list after stage $i$ as $r_j^{(i)}$, where $i = 1, 2, \ldots, \left\lceil \frac{m}{2} \right\rceil + 1$ and $j = 1, \ldots, n$. A sorter is called a $k$-spaced sorter if its adjacent inputs span $k$ other wires and each connection of the same sorter comes from different lists of $m$ wires, where $0 \leq k \leq m-1$. For simplicity, we arrange the sorters in the order of their first connections in each stage. Denote \{1, 2, $\ldots$, $m$\} as $\mathbb{Z}_m$. Two $k$-spaced sorters are said to be adjacent if they connect adjacent two wires, $x_{j,k}$ and $x_{j,k+1}$, respectively, for some $j \in \mathbb{Z}_m$ and $k \in \mathbb{Z}_{m-1}$.

Then, our $n$-way merging Alg. 1 can be intuitively understood as flooding lists with zeros in descending order. The correctness of Alg. 1 can be shown by first proving the following lemmas. See the appendix for the proofs of the following lemmas and theorems.

Lemma 3.1. Apply $(m-1)$-spaced sorters to $n$ lists of $m$ values, $(x_{j,1}, x_{j,2}, \ldots, x_{j,m})$, for $j = 1, \ldots, n$. The outputs of each list are still sorted, $(x_{j,1}', x_{j,2}', \ldots, x_{j,m}')$, for $j = 1, 2, \ldots, n$.

For $n$ sorted lists of $m$ values, there are $m$ $(m-1)$-spaced sorters as illustrated in Fig. 4(a). The proof of the lemma can be reduced to showing that any two wires $s, s+1 \in \mathbb{Z}_m$ of each list connected by the $s$- and $(s+1)$-th sorters are sorted. The simplified network is shown in Fig. 4(b). Without lose of generality, we can choose $l = 1$.

Lemma 3.2. In each stage of Alg. 1 there are at most four cases of adjacent two sorters as shown in Fig. 5. If $m$ is prime, case IV is impossible.

We first show that the first connections of adjacent two sorters, $S_1$ and $S_2$, belong to either the same list or adjacent two lists. The same relation is true for the last connections of $S_1$ and $S_2$. This gives us a total of four cases as shown in Fig. 5 where $b \geq a + 1$ for Fig. 5(a)-(c), and $b \geq a$ for Fig. 5(d) such that $S_1$ and $S_2$ have a size of at least two. The following theorem proves the correctness of Alg. 1.

Theorem 3.1. For a prime $m$ in Alg. 1 all lists are self-sorted after every stage. In particular, all lists are sorted after the final stage.

The theorem can be proved by induction on $i$. In Alg. 1, the latency increases linearly with $\left\lceil \frac{m}{2} \right\rceil$. When $m$ is large, the latency is also very large. By further decomposing $m$ into a product of small factors, we can reduce the latency significantly. In the following, we propose Alg. 2 for merging $n$ lists of $m$ values, where $m = np^r$ for $p \geq 2$. When $m$ is not a power of $n$, we can use a larger network of $m' = np^{r'}$ with $m'$ inputs. For any $q$ in stage $i$ ($2 \leq i \leq p-1$), denote the number of zeros in each new formed list after stage $i$ as $r_{i,q}^{(i)}$ where $j = 1, \ldots, n'$. Assume two dummy lists with $r_{0,q}^{(i)} = n$ and $r_{n'+1,q}^{(i)} = 0$ are appended to the two ends of $n'$ lists. The correctness of Alg. 2 can be shown by first proving the following lemma.

Lemma 3.3. In Alg. 2 the new lists in stage $i$ with respect to $q$ are self-sorted. The numbers of zeros of all new lists after stage $i$ are non-increasing, $r_{j+1,q}^{(i)} \geq r_{j,q}^{(i)}$ for $j = 1, \ldots, n' - 1$,.
Algorithm 2 Algorithm for combining \( n \) lists of \( m = n^{p-1} \) values.

Input: \( n \) sorted lists \( (x_{j,0}^{(0)}, x_{j,1}^{(0)}, \ldots, x_{j,n}^{(0)}) \) for \( j = 1, \ldots, n \) and \( m = n^{p-1} \);

for \( q = 1 \) to \( n^{p-2} \) do

\( i = 1; \)

for \( q = 1 \) to \( n^{p-2} \) do

Apply Alg. 1 on \( (x_{j,0}^{(0)}, x_{j,1}^{(0)}, \ldots, x_{j,n}^{(0)}) \) for \( j = 1, \ldots, n \) and obtain a single sorted list \( (x_{1,0}^{(1)}, x_{1,1}^{(1)}, \ldots, x_{1,n}^{(1)}, x_{2,0}^{(1)}, x_{2,1}^{(1)}, \ldots, x_{2,n}^{(1)}, \ldots) \); end for

for \( i = 2 \) to \( p-1 \) do

for \( q = 1 \) to \( n^{p-1-i} \) do

Group \( n \) neighboring values of \( (x_{j,0}^{(i-1)}, x_{j,1}^{(i-1)}, \ldots, x_{j,n}^{(i-1)}) \) for \( j = 1, \ldots, n \) and denote the new lists as \( (x_{j,0}^{(i-1)}, x_{j,1}^{(i-1)}, \ldots, x_{j,n}^{(i-1)}) \) for \( j = 1, \ldots, n' \), \( i' \);

for \( k = 2 \) to \( \left[ \frac{n}{2} \right] \) do

Apply \( (n-k) \)-spaced sorters between lists \( j \) and \( j+1 \);

end for

Apply \( (n-1) \)-sorters between lists \( j \) and \( j+1 \) for \( j = 1, \ldots, n'-1 \);

Obtain a single sorted list \( (x_{1,0}^{(i)}, x_{1,1}^{(i)}, \ldots, x_{1,n}^{(i)}, x_{2,0}^{(i)}, x_{2,1}^{(i)}, \ldots, x_{2,n}^{(i)}, \ldots) \);

end for

end for

Output: Sorted list.

Fig. 6. A 3-way merging network of \( N = 3 \times 7 \) inputs implemented via 7 stages.

where \( i = 2, \ldots, p-1 \) and \( q = 1, \ldots, n^{p-1-i} \). Furthermore, there are at most \( n \) consecutive lists that have between 1 and \( n-1 \) zeros,

\[ r_{s+i,q}^{(i)} = n > r_{s+1,q}^{(i)} \geq \cdots \geq r_{s+l+1,q}^{(i)} > 0 = r_{s+l+1,q}^{(i)} \quad \text{for} \quad l \leq n, \]

where \( s \geq 0 \) and \( s+l \leq n^i \).

See Sec. A.3 for the proof.

The following theorem proves the correctness of Alg. 2.

Theorem 3.2. Alg. 2 combines \( n \) sorted lists of \( m = n^{p-1} \) values as a single sorted list.

In Alg. 2 the latency is reduced to \( 1 + (p-1)\left[ \frac{n}{2} \right] \) for \( n \) sorted lists of \( m = n^{p-1} \) values.

In the following, we show two examples for comparison of the two algorithms. First, a 3-way merging network of \( N = 3 \times 7 \) inputs via Alg. 1 is shown in Fig. 6. Then a 3-way merging network of \( N = 3 \times 9 \) inputs via Alg. 2 is shown in Fig. 7. Though there are more inputs in Fig. 7 than that in Fig. 6, the latency of
Alg. 3 is smaller due to recursive decomposition. The numbers of sorters in Figs. 6 and 7 are given by 40 and 41, respectively. For six more inputs, it requires only one more sorter in Fig. 7. Hence, Alg. 3 can be more efficient than Alg. 1 for a large \( m \).

4 Multiway Sorting

In this section, we first focus on how to construct sorting networks with \( n \)-sorters using the multiway merging algorithm in Sec. 3. Then, we analyze the latency and the number of sorters of the proposed sorting networks by deriving the closed-form expressions. We compare them with previously proposed SS-Mk in [14] but not the ISS-Mk, because for our interested ranges of \( N \), the ISS-Mk requires larger latency due to a large constant.

4.1 Multiway sorting algorithm

Based on the multiway merging algorithm in Sec. 3, we proposed a parallel sorting algorithm using a divide-and-conquer method. The idea is to first decompose large list of inputs into smaller sublists, then sort each sublist, and finally merge them into one sorted list. The sorting of each sublist is done by further decomposition. For instance, for \( N = n^p \) inputs, we first divide the \( n^p \) inputs into \( n \) lists of \( n^{p-1} \) values. Then we sort each of these \( n \) lists and combine them with Alg. 2. The sorting operation of each of the \( n \) lists is done by dividing the \( n^{p-1} \) inputs into \( n \) smaller lists of \( n^{p-2} \) values. We repeat the above operations until that each of \( n \) smaller lists contains only \( n \) values, which can be sorted by a single \( n \)-sorter. The detailed procedures are shown in Alg. 3.

![Fig. 7. A 3-way merging network of \( N = 3 \times 9 \) inputs implemented via 5 stages.](image)

![Fig. 8. A 3-way sorting network of \( N = 3^3 \) inputs implemented via 9 stages.](image)

Algorithm 3 Algorithm for sorting \( N = n^p \) values.

**Input:** \( N = n^p \) values, \( x^{(0)}_1, x^{(0)}_2, \ldots, x^{(0)}_{n^p} \); partition the \( N = n^p \) values as \( n^{p-1} \) lists of \( n \) values each, \( (x^{(0)}_{j,1}, x^{(0)}_{j,2}, \ldots, x^{(0)}_{j,n}) \) for \( j = 1, \ldots, n^{p-1} \); apply one \( n \)-sorter on each of \( n^{p-1} \) lists and obtain \( (x^{(1)}_{j,1}, x^{(1)}_{j,2}, \ldots, x^{(1)}_{j,n}) \) for \( j = 1, \ldots, n^{p-1} \); for \( i = 2 \) to \( p \) do for \( j = 1 \) to \( n^{p-i} \) do apply Alg. 1 on \( (x^{(i-1)}_{(j-1)n+k,1}, x^{(i-1)}_{(j-1)n+k,2}, \ldots, x^{(i-1)}_{(j-1)n+k,n^{i-1}}) \) for \( k = 1, \ldots, n \), and obtain a single sorted list \( (x^{(i)}_{j,1}, x^{(i)}_{j,2}, \ldots, x^{(i)}_{j,n}) \); end for end for **Output:** Sorted list.

For example, a 3-way sorting network of \( N = 3^3 \) inputs is shown in Fig. 8. The first stage contains 9 3-sorters. The second stage contains 3 three-way mergers with a depth of 3. The last stage contains a three-way merger with a depth of 5. The total depth is given by 9.

4.2 Latency analysis

First, we focus on the latency for sorting \( N \) values. The latency is defined as the number of basic sorters in the longest paths from the inputs to the sorted output. In Alg. 3 there are \( p \) iterations. In iteration \( i \), there are \( n^i \) merging networks, each of which is to merge \( n \) sorted lists of \( n^{p-i} \) values. For iteration \( i \), the latency is given by \( L_{our}(n, n^{i-1}) = 1 + (i-1)\lceil \frac{n}{2} \rceil \). For a sorting network of \( N = n^p \) values via Alg. 3 by summing up the latencies of all levels, we obtain the total latency

\[
L_{our}(n^p) = \sum_{i=1}^{p} L_{our}(n, n^{i-1}) = p + \left\lceil \frac{n}{2} \right\rceil \times \frac{p(p-1)}{2}.
\]
The closed-form expression of latency for the SS-Mk given in [14] is

\[ L_{SS-Mk}(n^p) = 1 + (p-1)n + \frac{(p-1)(p-2)}{2} \log_2 n. \]  (2)

We compare our latency for sorting \( N = n^p \) values with that for the SS-Mk in [14]. From Eqs. (1) and (2), for \( N = n^p \) inputs, \( p \) should be as small as possible to obtain small latencies. In Table 1 we compare the latencies of Eqs. (1) and (2) for small \( p \) (\( p = 2, 3, 4 \)). It is easily seen that our implementation has a smaller latency than the SS-Mk in [14] for a prime greater than 3. It is also observed that \( L_{out}(2^p) = L_{SS-Mk}(2^p) = p(p+1)/2 \) for \( n = 2 \), which is the same as the odd-even merge sort in [2].

### TABLE 1
Comparison of latencies of sorting networks of \( N = n^p \) inputs via the SS-Mk in [14] and our implementation.

| \( p \) | 2   | 3   | 4   |
|---|---|---|---|
| 14 | \( 1 + n \) | \( 1 + 2n + \log_2 n \) | \( 1 + 3n + 3\log_2 n \) |
| Ours | \( 2 + \frac{n}{2} \) | \( 3 + \frac{3n}{2} \) | \( 4 + 6\log_2 n \) |

#### 4.3 Analysis of the number of sorters

In the following, we compare the number of sorters of our algorithms with the SS-Mk in [14]. Since the distribution of sorters for an arbitrary sorting network of \( N \) inputs is not known, we assume that any \( m \)-sorter \((m < n)\) has the same delay and area as the basic \( n \)-sorter and count the number of sorters. We first derive the closed-form expression of the number of sorters for sorting \( N \) values via our Alg. 3. Since the expression of the number of sorters for the SS-Mk was not provided in [14], we also derive the corresponding closed-form expression and compare it with our algorithm. The whole sorting network is constructed recursively by merging small sorted lists into a larger sorted list. We first derive the number of sorters of a merging network of \( n \) lists of \( n^{p-1} \) values, which is given by

\[ S_{our}(n, n^{p-1}) = (p-i) \cdot M_{n^{p-1}} + \frac{n^{p-1} - 1}{n-1} \cdot C_n + n^{p-1}, \]

where \( M_{n^{p-1}} = \left(1 + \frac{n/2}{(n/2)-1}\right)n^{p-1} \) and \( C_n = \frac{(n/2) - 1)n - \frac{3(n/2)}{(n/2)-1} - 1. \) By summing up the numbers of sorters of all mergers in all stages, we obtain the total number of sorters, which is given by

\[ T_{our}(n^p) = \sum_{i=1}^{p-1} n^{p-i} \cdot S_{our}(n, n^{p-i}) + n^{p-1} \cdot M_{n^{p-1}} + \frac{(p-1)n^{p-1} - n^{p-1} - 1}{n-1}, \cdot C_n + n^{p-1}. \]  (3)

As \( N = n^p \) approaches infinity, \( T_{our}(n^p) \) is on the order of \( \log n \log (N \log n) \). Similarly, for the SS-Mk in [14], the number of sorters of the merging network of \( n \) lists of \( n^{p-i} \) values each is given by

\[ S_{SS-Mk}(n, n^{p-i}) = M_{n^{p-i}} + K_{n,n^{p-i}} + C_n, \]

where \( M_{n^{p-i}} = \left(\frac{(n+1)(n/2)(n-1/2)}{2} + 2\right)n^{p-i} \), \( K_{n,n^{p-i}} = \frac{\log_2 n}{n^{p-i-1}} + (n - 3) \log_2 n^{p-i-1} \), and \( C_n = \frac{(n/2) - 2)n - \frac{3(n/2)}{(n/2)-1} - 1. \) The total number of sorters of the sorting network via the SS-Mk in [14] is given by

\[ T_{SS-Mk}(n^p) = \sum_{i=1}^{p-1} n^{p-i} \cdot S_{SS-Mk}(n, n^{p-i}) + n^{p-1} = (p-1) \cdot M_{n^{p-1}} + \frac{n^{p-1} - 1}{n-1} \cdot C_n + n^{p-1} + \sum_{i=1}^{p-1} n^{p-i-1} + \frac{1}{n-1} \cdot \log_2 n^{p-i} + \sum_{i=1}^{p-1} n^{p-i-1} - 1 + n^{p-1} - 1 + n^{p-1}. \]  (4)

As \( N \) approaches infinity, \( T_{SS-Mk}(n^p) \) is on the order of \( \log n \log (N \log n) \) and \( T_{our}(n^p) \) decreases first, then increases, and decreases to zero when \( N \) is bounded. While other terms decrease monotonically with \( n \), hence, if \( n \) is not constrained, the minimum value of \( T_{SS-Mk}(n^p) \) and \( T_{our}(n^p) \) is one when \( n = N \), meaning a single \( N \)-sorter is used.

#### 4.4 Comparison of the number of sorters

According to the analysis of both our Alg. 3 and the SS-Mk in [14], the number of sorters for sorting \( N = n^p \) inputs can be reduced by using a larger basic sorter. However, a very large basic sorter is not feasible due to some practical concerns, such as fan-in and cost. In this work, we assume that the basic sorter size is limited. For a given \( N \), we take the total number of sorters in Eqs. (3) and (4) as a function of \( p \) with \( n = N^{1/p} \leq n_b \), where \( n_b \) is the upper bound of the basic sorter size. When \( N \) is not a power of a prime, we append redundant inputs of 0’s and get a larger \( N \)’s such that \( N’ \) is a power of a prime. Hence, we have \( n’ = N^{1/p} = \lfloor N^{1/p} \rfloor \), where \( \lfloor x \rfloor \) denotes the smallest prime larger than or equal to \( x \).

There exists an optimal \( p \) such that the total number of sorters is the minimum. We search for the optimal \( p’s \) for our Alg. 3 and the SS-Mk [14] using MATLAB. By plugging the optimal \( p’s \) into Eqs. (3) and (4), we obtain the total number of sorters for sorting networks of \( N \) inputs.

We compare the number of sorters for sorting networks via the Batcher’s odd-even algorithm [2], our
Alg. 3 and the SS-Mk [14] for wide ranges of \( N \). The results are show in Fig. 9. The numbers of sorters are illustrated by staircase curves, because we use a larger sorting network for \( N \) not being a power of prime. From Fig. 9, the Batcher’s odd-even algorithm using 2-sorters always requires more sorters than both our Alg. 3 and the SS-Mk in [14]. For both our Alg. 3 and the SS-Mk [14], the number of sorters is smaller for a larger \( n_b \), meaning that using larger basic sorters reduces the number of sorters. For the comparison of the number of sorters required by our Alg. 3 and the SS-Mk [14], the number of sorters is smaller for a larger \( n_b \) than the SS-Mk for \( N > 1 \). Similarly, we compare the number of sorters with \( N \) not being a power of two. The SS-Mk in [14] needs fewer sorters. For \( N \leq 1.46 \times 10^4 \), our Alg. 3 has fewer or the same number of sorters than the SS-Mk as shown in Fig. 9. For some segments in \( 1.46 \times 10^4 < N < 1.3 \times 10^5 \), our Alg. 3 has fewer sorters than the SS-Mk. For \( N > 1.3 \times 10^5 \), the SS-Mk in [14] needs fewer sorters. For \( n_b = 20 \), we have similar results. For \( N \leq 10 \), our Alg. 3 has fewer sorters than the SS-Mk. For \( N > 10 \) and \( n_b = 20 \), we have similar results. For \( N \leq 10 \), our Alg. 3 has fewer sorters than the SS-Mk. For \( N > 10 \), our Alg. 3 has fewer sorters than the SS-Mk. For \( N > 10 \), the SS-Mk in [14] needs fewer sorters. For \( n_b = 20 \) and \( N \geq 10 \), we have similar results. For \( N \leq 10 \), our Alg. 3 has fewer sorters than the SS-Mk. For \( N > 10 \), our Alg. 3 has fewer sorters than the SS-Mk. For \( N > 10 \), the SS-Mk in [14] needs fewer sorters. Similarly, we compare the latency of the Batcher’s odd-even algorithm, our Alg. 3 and the SS-Mk in [14]. The latencies are obtained by plugging the corresponding optimal \( p \)'s into Eqs. 1 and 2 and shown in Fig. 10 for \( N \leq 2 \times 10^4 \). From Fig. 10, the Batcher’s odd-even algorithm using 2-sorters has the largest latency. For both our Alg. 3 and the SS-Mk [14], the latency can be reduced by having a larger \( n_b \). The latency of our Alg. 3 is not greater than the SS-Mk for \( N \leq 2 \times 10^4 \) for both \( n_b = 10 \) and \( n_b = 20 \) as shown in Fig. 10. This is because our Alg. 3 tends to use large sorters, leading to less stages of sorters. We note that the latency goes up and down for some \( N \) in Fig. 10. This is because of the switching from a smaller basic sorter to a larger one to reduce the number of sorters.

\[
\begin{array}{cccc}
N & SS-Mk & Ours & Rd. (%) \\
2 & 1 & 1 & 0.0 \\
4 & 5 & 5 & 0.0 \\
8 & 11 & 11 & 0.0 \\
16 & 38 & 30 & 21.05 \\
32 & 95 & 65 & 31.58 \\
64 & 347 & 207 & 40.35 \\
128 & 556 & 326 & 42.40 \\
256 & 1250 & 690 & 44.80 \\
512 & 3952 & 3500 & 11.44 \\
1024 & 8257 & 6378 & 23.04 \\
2048 & 13585 & 12039 & 22.80 \\
4096 & 4462 & 33891 & 21.10 \\
8192 & 143/62 & 136/62 & 21.10 \\
16384 & 179/63 & 183/143 & 1.96 \\
32768 & 117/250 & 113/462 & 3.33 \\
65536 & 117/250 & 113/462 & 3.33 \\
\end{array}
\]

Table 2: Comparison of the number of sorters for sorting \( N = 2^k \) inputs (\( 1 \leq k \leq 16 \)) with \( n \leq 20 \) via the SS-Mk in [14] and our Alg. 3.

Fig. 10. Comparison of the latency for sorting \( N \) inputs with \( n \leq 10 \) and \( n \leq 20 \) via the SS-Mk in [14] and our Alg. 3.

To some researchers’ interest, we also compare the number of sorters for \( N \) being a power of two. The results are shown in Table 2 where columns two and three show the numbers of sorters for the SS-Mk and our Alg. 3 respectively, and column five shows the reduction by our Alg. 3 compared with the SS-Mk [14]. For our Alg. 3 there are up to 46% fewer sorters than the SS-Mk in [14] for \( N = 2^i \), for \( i = 4, 5, \ldots, 16 \). It is also observed that a greater reduction is obtained for small \( p \), meaning our approach is more efficient for networks with larger sorters as basic blocks.

5 APPLICATION IN THRESHOLD LOGIC

In Sec. 4.4 we assume all basic sorters in the sorting network are the same and measure the complexity by the number of sorters, since the distribution of sorters is
unknown. This would overestimate the total complexity. In this section, we focus on the threshold logic and measure the complexity by the number of threshold gates. In the following, we first briefly introduce the threshold logic, which is very powerful for computing complex functions, such as parity function, addition, multiplication, and sorting, with significantly reduced number of gates. Then, we present an implementation of a large sorter in threshold logic. Last, we compare the complexity of sorting networks in terms of the number of gates. This is a very narrow application in the sense that sorters are implemented by threshold logic and the inputs are binary values.

5.1 Threshold logic

A threshold function \( f \) with \( n \) inputs \( (n \geq 1) \), \( x_1, x_2, \ldots, x_n \), is a Boolean function whose output is determined by

\[
f(x_1, x_2, \ldots, x_n) = \begin{cases} 
1 & \text{if } \sum_{i=1}^{n} w_i x_i \geq T \\
0 & \text{otherwise},
\end{cases}
\]

where \( w_i \) is called the weight of \( x_i \) and \( T \) the threshold. In this paper we denote this threshold function as \([x_1, x_2, \ldots, x_n; w_1, w_2, \ldots, w_n; T]\), and for simplicity sometimes denote it as \( f = [x; w; T] \), where \( x = (x_1, x_2, \ldots, x_n) \) and \( w = (w_1, w_2, \ldots, w_n) \). The physical entity realizing a threshold function is called a threshold gate, which can be realized with CMOS or nano technology. Fig. 11 shows the symbol of a threshold gate realizing (5).

![Threshold gate symbol](image)

Fig. 11. Threshold gate realizing \( f(x) \) for \( n \) inputs, \( x_1, x_2, \ldots, x_n \), with corresponding weights \( \omega_1, \omega_2, \ldots, \omega_n \) and a threshold \( T \).

5.2 \( n \)-sorter

Binary sorters can be easily implemented in threshold logic. In [12], a 2-by-2 comparator (2-sorter) was implemented by two threshold gates as shown in Fig. 12(a). Similarly, we introduce a threshold logic implementation of an \( n \)-sorter as shown in Fig. 12(b), where \( n \) threshold gates are required. As shown in Fig. 12, the number of gates of an \( n \)-sorter scales linearly with the number of inputs \( n \). Hence, large sorters are preferred to be used as basic blocks. However, larger sorters are more complex and expensive to be implemented. For practical concerns, such as fan-in and cost, some limit on the size of basic sorters is assumed.

5.3 Analysis of number of gates

In the following, we assume all gates are the same and derive the total number of gates. The sorting network of \( N \) inputs is composed of multiple stages, of which each partially sorts \( N \) values. Not all values in each stage participate the comparison-and-switch operation. A simple way to count the gates is to insert buffer gates in each stage to store values without involving any sorting operation. Buffer insertion is also needed for implementation of threshold logic in some nanotechnology, where synchronization is required for correction operation. Hence, each stage contains \( N \) gates and the total number of gates is obtained by multiplying \( N \) to the latency. Note that \( N \) does not have to be a power of \( n \). Hence, the total number of gates of our Alg. 3 and the SS-Mk [14] are simply given by

\[
Q_{\text{our}}(N) = N \cdot L_{\text{our}}(N),
\]

and

\[
Q_{\text{SS-Mk}}(N) = N \cdot L_{\text{SS-Mk}}(N).
\]

If \( n \) is bounded, the total numbers of gates in Eqs. (6) and (7) have an order of \( O(N \log^3 N) \), which is the same as the order for the numbers of sorters via our Alg. 3 and the SS-Mk in [14] in Sec. 4.3.

To derive the accurate number of gates, we first derive the number of buffers added for Eqs. (6) and (7). When \( N \) is a power of prime, the number of buffers for sorting \( N = n^p \) values via our Alg. 3 and the SS-Mk [14] can be easily obtained due to a regular structure. For our Alg. 3, the number of buffers is given by

\[
G_{\text{our}}(N) = (p - 1)n^{p-2}n^2 + \frac{(p-2)n^{p-1}-(p-1)n^{p-2}+1}{4(n-1)^2} + \frac{(p-1)(p-2)n^{p-1}}{2} \quad \text{for } n \neq 2
\]

and

\[
G(n^p) = (p^2 - p + 4)2^{p-1} - 2
\]

for \( n = 2 \). Similarly, we derive the number of buffers for the SS-Mk in [14], which is given by

\[
G_{\text{SS-Mk}}(N) = 2 \sum_{i=1}^{p} \frac{2(2^i - 1)n + 1}{i} - 1 \]

for \( n \neq 2 \) and

\[
G(n^p) = (p^2 - p + 4)2^{p-1} - 2
\]

for \( n = 2 \). By subtracting the number of buffers from Eqs. (6) and (7), we obtain the total numbers of gates for our algorithm and the SS-Mk as shown in the following,

\[
R_{\text{our}}(n^p) = n^p \cdot L_{\text{our}}(n^p) - G_{\text{our}}(n^p),
\]

for \( n \neq 2 \) and

\[
R_{\text{SS-Mk}}(n^p) = n^p \cdot L_{\text{SS-Mk}}(n^p) - G_{\text{SS-Mk}}(n^p),
\]

for \( n = 2 \).
and

\[ R_{SS-Mk}(n^p) = n^p \cdot L_{SS-Mk}(n^p) - G_{SS-Mk}(n^p). \]  

(9)

Though it would overestimate the total number of gates by adding buffers. However, the asymptotic gate counts are not affected, since both \( G_{sys}(n^p) \) and \( G_{SS-Mk}(n^p) \) have the same order of \( O(N \log^2 N) \).

### 5.4 Comparison of the number of gates

In the following, we first compare the number of gates with consideration of buffers. Using the same idea as in Sec. 4.4, we search for the optimal \( p \)'s of Eqs. 6 and 7 using MATLAB. For \( n \leq 10 \) and \( n \leq 20 \), the numbers of gates of the SS-Mk and our two implementations are illustrated in Fig. 13. We also plot the odd-even sorting for comparison. The curves in Fig. 13 are segmented linear lines. This can be explained by Eqs. 6 and 7, which are functions of \( N \) and latency. From Fig. 13, the Batcher’s odd-even algorithm using 2-sorters has more gates than both our algorithm and the SS-Mk in [14].

For both our Alg. 3 and the SS-Mk [14], the number of gates is smaller with a larger \( n_b \), meaning that using larger basic sorters reduces the number of gates. For the comparison of the number of gates required by our Alg. 3 and the SS-Mk [14], there are three scenarios with respect to three ranges of \( N \). We first focus on \( n_b = 10 \). For \( N \leq 1.68 \times 10^4 \), our Alg. 3 has fewer or the same number of gates than the SS-Mk as shown in Fig. 13. For \( 1.68 \times 10^4 < N \leq 1.17 \times 10^6 \), our Alg. 3 has the same number of gates as the SS-Mk. For \( N > 1.17 \times 10^6 \), the SS-Mk in [14] needs fewer gates. For \( n_b = 20 \), we have similar results. For \( N \leq 3.71 \times 10^5 \), our Alg. 3 has fewer or the same number of gates than the SS-Mk. For some segments in \( 3.71 \times 10^5 < N \leq 2.47 \times 10^6 \), our Alg. 3 has fewer gates than the SS-Mk. For \( N > 2.47 \times 10^6 \), the SS-Mk in [14] needs fewer gates.

Similarly, we compare the latency of our sorting algorithm with the SS-Mk in [14]. The latencies are obtained by plugging the corresponding optimal \( p \)'s into Eqs. 6 and 7 and shown in Fig. 14 for \( N \leq 2 \times 10^4 \). Note that the minimization of the number of gates is essentially to minimize the latency, since each \( N \) is fixed in Eqs. 6 and 7. Fig. 14 also shows the minimal latencies of the Batcher’s odd-even algorithm. All the latencies are illustrated by staircase curves. From Fig. 13, the Batcher’s odd-even algorithm using 2-sorters has the largest latency. For both our Alg. 3 and the SS-Mk [14], the latency can be reduced by having a larger \( n_b \). The latency of our Alg. 3 is not greater than the SS-Mk for \( N \leq 2 \times 10^4 \) for both \( n_b = 10 \) and \( n_b = 20 \) as shown in Fig. 14. This is because our Alg. 3 tends to use large basic sorters, leading to less stages.

We also compare the number of gates with buffers for \( N \) being a power of two. The numbers of gates are minimized by varying \( p \) according to Eqs. 6 and 7 for our algorithm and the SS-Mk [14]. Note the optimal \( p \)'s are different from those in Sec. 4.4. The results are shown in Table 3 where columns two to four show the numbers of gates for the SS-Mk, our Alg. 3 and the reduction of our Alg. 3 respectively, with \( n \leq 20 \), and columns five to seven show those with \( n \leq 10 \). For \( n \leq 10 \) and \( n \leq 20 \), there are up to 25% and 39% fewer gates, respectively, than the SS-Mk in [14] for \( N = 2^i \) with \( i = 1, 5, \cdots, 16 \). It is observed that fewer and the same number of gates are needed for \( n \leq 20 \) than for \( n \leq 10 \) for all \( N = 2^i \) with \( i = 1, 2, \cdots, 16 \). The reduction percentage of \( n \leq 20 \) is also greater than or equal to that of \( n \leq 10 \) for all \( N = 2^i \) with \( i = 1, 2, \cdots, 16 \) but \( N = 16 \). This means our sorting network takes better advantage of larger basic sorters.

For \( N \) being a power of prime, we compare the number of gates without buffers according to Eqs. 6 and 7. For \( N \leq 3 \times 10^4 \), we search for the same \( N \)'s for our Alg. 3 and the SS-Mk with the minimum number
of gates. The results are shown in Tables 4 and 5 for $n \leq 10$ and $n \leq 20$, respectively, where columns three and four show the numbers of gates for the SS-Mk and our Alg. 3 and column five shows the reduction of our Alg. 3 for all remaining $N$’s except for $N = 7^5$, our Alg. 3 has no more gates than the SS-Mk in [14]. There are up to 13% and 23% fewer gates than the SS-Mk in [14] for $n \leq 10$ and $n \leq 20$, respectively. This means our sorting network takes better advantage of larger basic sorters. We also remark that using a larger sorter size $n$ may reduce the number of gates for sorting $N = n^p$ inputs. For all common $N$’s for $n \leq 10$ in Table 4 and $n \leq 20$ in Table 5, the same number of gates is needed, since the same sorter size $n$ is used. For all remaining $N$’s except for $N = 3^9$ in Table 4 there is a corresponding larger $N$’s in Table 5 with fewer gates. For $N = 3^9 = 19683$ in Table 4 and $N = 13^3 = 28561$ in Table 5 the latter has about 1% more gates than the former, but accounts for 45% more inputs.

6 CONCLUSION

In this work, we proposed a new merging algorithm based on $n$-sorters for parallel sorting networks, where $n$ is prime. Based on the $n$-way merging, we also proposed a merge sorting algorithm. Our sorting algorithm is a direct generalization of odd-even merge sort with $n$-sorters as basic blocks. By using larger sorters ($2 \leq n \leq 20$), the number of sorters as well as the latency is reduced greatly. In comparison with other multiway sorting networks in [14], our implementation has a smaller latency and fewer sorters for wide ranges of $N \leq 1.46 \times 10^4$. We also showed an application of sorting networks implemented by linearly scaling sorters in threshold logic and have a similar conclusion that the number of gates can be greatly reduced by using larger sorters.
APPENDIX A
PROOFS

A.1 Proof of Lemma 3.1

Proof: The proof of the lemma can be reduced to showing that for \( l > 0 \) any two wires \( s, s + l \in \mathbb{Z}_m \) of each list are sorted as shown in Fig. 4b). We prove the lemma by contradiction. The inputs satisfy \( x_{j,s} \leq x_{j,s+1} \) for \( j \in \mathbb{Z}_n \) and \( s, s + l \in \mathbb{Z}_m \). Suppose there exist \( k \in \mathbb{Z}_n \) and \( s, s + l \in \mathbb{Z}_m \) such that \( x_{k,s} > x_{k,s+l} \). Since the sorter for \( x_{k,s}, k \in \mathbb{Z}_m \) acts as a permutation of the index \( k \), we denote such permutation of the sorter connecting wire \( s \) as \( f : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\} \). Because \( f \) is bijection, an inverse \( f^{-1} \) exists. Then we have \( x_{j^{-1}(t), s+l} \geq x_{j^{-1}(t), s} = x_{k,s} \geq x_{k,s+l} \) for \( k \leq t \leq n \), where the \( \geq \) is because the inputs are sorted and the \( = \) is due to the permutation. There are \( n-k+1 \) inputs of \( x_{j^{-1}(t), s+l} \) satisfying \( x_{j^{-1}(t), s+l} > x_{k,s+l} \). However, at most \( n-k \) outputs satisfy \( x_{k,s+l} > x_{k,s+1} \) for \( t \in \{k+1, k+2, \ldots, n\} \), resulting in a contradiction. Hence, all lists are self sorted after applying \( n \)-sorters.

A.2 Proof of Lemma 3.2

Proof: First, we show that the first connections of adjacent two sorters belong to either the same list or adjacent two lists. Let \((j, t_1)\) and \((j + l, t_2)\) be the first connections of adjacent two sorters \( S_1 \) and \( S_2 \), respectively, where \((j, t)\) denotes wire \( t \) in list \( j \). If \( l > 1 \), the connection of \( S_1 \) in list \( j + l - 1 \) should be wire \( m \); otherwise, \( S_2 \) would have a valid connection in list \( j + l \). For lists \( j \) to \( j + l - 2 \), only wires \( m \) in each list are connected by \( S_1 \), since wire \( m \) can be connected to the preceding list only by a \((m-1)\)-spaced sorter. Hence, \( S_1 \) is the last \((m-1)\)-spaced sorter in stage 1 and \( S_2 \) does not exist. Similarly, we can show that the last connections of adjacent two sorters \( S_1 \) and \( S_2 \) belong to either the same list or adjacent two lists. This gives us a total of four cases as shown in Fig. 5 where \( b \geq a + 1 \) for Fig. 5a)-(c), and \( b \geq a \) for Fig. 5d) such that \( S_1 \) and \( S_2 \) have a size of at least two.

If \( m \) is prime, no adjacent two sorters belong to case IV, which is equivalent to showing that \( m \) is a composite number if case IV exists. Assume two adjacent sorters \( S_1 \) and \( S_2 \) belong to case IV. Let the first connection of \( S_1 \) be \((j, m)\) and the last connection of \( S_2 \) be \((j + p, 1)\). The last connection of \( S_1 \) satisfies \((k + 1)p \equiv 0 \mod m \). We have \( m \mid (k + 1)p \). Since case IV is not possible in the first stage, we have \( p < m \). Since two adjacent sorters connect two adjacent wires in at least one list, we have \( p > 1 \). If \( k = 0 \), \( S_1 \) would connect the last and first wires of adjacent lists, respectively, in which case \( S_2 \) does not exist. We have \( 1 < k + 1 < m \). So \( m \) should have a proper factor dividing \( k + 1 \) or \( p \). Hence, \( m \) is a composite number.

A.3 Proof of Theorem 3.1

Proof: The theorem can be proved by induction on \( i \). In stage \( 1 \), \( n \)-sorters are applied on corresponding wires of all \( m \) lists. According to Lemma 3.1, the outputs of each list are sorted. Assume any two adjacent wires \( s \) and \( s + 1 \) in list \( j \) are sorted after stage \( i - 1 \), \( x_{j,s}^{(i-1)} \leq x_{j,s+1}^{(i-1)} \) for \( 1 \leq j \leq n \) and \( 1 \leq s \leq m - 1 \). We will show that \( x_{j,s}^{(i)} \leq x_{j,s+1}^{(i)} \) for \( 1 \leq j \leq n \) and \( 1 \leq s \leq m - 1 \).

According to Lemma 3.2 for a prime \( m \), there are three cases of two adjacent sorters \( S_1 \) and \( S_2 \) as shown in Fig. 4a)-(c).

1) For case I, let \( y_{j,1}^{(i-1)} \) and \( y_{j,2}^{(i-1)} \) be the two adjacent wires in list \( j \) connected by adjacent two sorters in stage \( i - 1 \) for \( a \leq j \leq b \). According to Lemma 3.1 \((n = 2)\), the outputs of each list are sorted.

2) For case II, there is an additional single wire \( y_{b+1}^{(i-1)} \) connected by \( S_2 \). If \( y_{b+1}^{(i-1)} = 1 \), we have \( y_{b+1}^{(i)} = 1 \). The last connection of \( S_2 \) can be removed without changing the order of others in \( S_2 \). Then, we have \( y_{i,j}^{(1-1)} = y_{a,1}^{(i-1)} \) and the remaining of \( S_1 \) and \( S_2 \) reduce to a smaller configuration of case II. With recursively applying the above approach, \( S_1 \) and \( S_2 \) either reduce to a smaller case I or a single wire, both of which gives sorted outputs.

3) For case III, there is an additional single wire \( y_{a-1,m}^{(i-1)} \) connected by the first sorter. Similarly, the two sorters can be reduced to either a case I or a smaller configuration of case III and the outputs of two adjacent wires in each list are sorted.

Assume all lists are self-sorted after stage \( i - 1 \), we have \( x_{j,1}^{(i-1)} \leq \\
\ldots \leq x_{j,m}^{(i-1)} \) for \( 1 \leq j \leq n \). Stage 1 \((1 \leq i \leq \lceil \frac{m}{2} \rceil \)) all wires in lists \( j = 2, \ldots, n - 1 \) have connections with some sorters. We have \( x_{i,j,k}^{(i)} \leq x_{i,j,k+1}^{(i)} \) for \( j = 2, \ldots, n - 1 \) and \( k = 1, \ldots, m - 1 \). Hence, lists \( j = 2, \ldots, n - 1 \) are self-sorted after stage \( i \). For list \( 1 \), \( x_{1,1,i}^{(1)} \leq x_{1,1,i+1}^{(1)} \). If \( j - 1 \leq i \leq k - 1 \), we have \( x_{1,1,i}^{(i)} \leq x_{1,1,i+1}^{(i)} \). We have \( (x_{1,1}^{(i)}, x_{1,2}^{(i)}, \ldots, x_{1,i-1}^{(i)}) \) since list 1 is self-sorted after stage \( i - 1 \) and \( x_{1,k}^{(i)} = x_{1,k}^{(i)} \) for \( k = 1, \ldots, i - 1 \). We also have \( (x_{1,i+1}^{(i)}, x_{1,i+2}^{(i)}, \ldots, x_{1,m}^{(i)}) \). Hence, list 1 is self-sorted after stage \( i \), \( x_{1,1}^{(i)}, x_{1,2}^{(i)}, \ldots, x_{1,m}^{(i)} \). Due to symmetry, list \( n \) is also self-sorted after stage \( i \), \( x_{n,1}^{(i)}, x_{n,2}^{(i)}, \ldots, x_{n,m}^{(i)} \).

To prove that the outputs of \( n \) sorted lists \( (x_{j,1}^{(i)}, \ldots, x_{j,m}^{(i)}) \) for \( j = 1, \ldots, n \) after stage \( \lceil \frac{m}{2} \rceil \) are combined as a single sorted list in stage \( \lceil \frac{m}{2} \rceil + 1 \), we need to show that \( x_{j,m}^{(i)} \leq x_{j,m}^{(i+1)} \) for \( j = 1, \ldots, n - 1 \) and \( x_{j,m}^{(i)} \leq x_{j,m}^{(i+1)} \) for \( j = 2, \ldots, n \).

Since \( x_{j,m}^{(i)} \leq x_{j,m}^{(i+1)} \) and \( x_{j,m}^{(i)} \leq x_{j,m}^{(i+1)} \), we have \( x_{j,m}^{(i)} \leq x_{j,m}^{(i+1)} \) for \( j = 1, \ldots, n - 1 \). Similarly, we have \( x_{j,m}^{(i)} \leq x_{j,m}^{(i+1)} \) for \( j = 2, \ldots, n \).
A.4 Proof of Lemma 3.3

Proof: In stage $i - 1$, there are $n^{i-1}$ sorted lists of $n$ values with respect to each $q$ ($q = 1, \ldots, n^{p-i}$). Since the outputs of each merging network are sorted after stage $i - 1$, we can replace each merging network by an $n^{i}$-sorter. According to Lemma 3.1, the outputs of each new formed list after stage $i$ are sorted, $x_{j,q}^{(i)} \leq x_{j, n^{p-1} + q}^{(i)} \leq x_{j, (n-1) n^{p-1} + q}^{(i)}$ for $j = 1, \ldots, n^i$. Since the corresponding wires in the new lists are connected by the same $n^{i}$-sorter in stage $i - 1$, we have $x_{j,q}^{(i)} \leq x_{j+1,q}^{(i)}$ for $j = 1, \ldots, n^{i}-1$. Hence, $r_{j+1,q}^{(i)} \geq r_{j,q}^{(i)}$ for $j = 1, \ldots, n^{i}-1$.

For $r_{1,q}^{(i)} = n > r_{n+1,q}^{(i)} \geq \ldots \geq r_{(n+1)q}^{(i)} > 0 = \underbrace{r_{n+l+1,q}^{(i)}}_{l \leq n}$, it is equivalent to prove that $x_{j+1,q}^{(i)} = x_{j+1, (n-1) n^{p-1} + q}^{(i)} = 0$ for $j \leq s$ and $x_{j+1, (n-1) n^{p-1} + q}^{(i)} = 1$. If $t (t \leq s)$ zeros of $x_{j+1, (n-1) n^{p-1} + q}^{(i)}$ are from the same list of the original $n$ sorted lists, there are at most $t+1$ zeros of $x_{j,q}^{(i)}$ from that same list. Since $x_{j+1, (n-1) n^{p-1} + q}^{(i)} = 0$ for $j$ are from at most $n$ original lists, there are at most $s + n$ zeros in $x_{j,q}^{(i)}$, implying that $x_{s+1,q}^{(i)} = 1$. Hence, $x_{s+1,q}^{(i)} = 1$ if $x_{j+1, (n-1) n^{p-1} + q}^{(i)} = 1$ for $j = 1, \ldots, n^{i}-1$. $\square$

A.5 Proof of Theorem 3.2

Proof: In stage 1, all outputs with respect to the operation of the same Alg. 1 are sorted. For any $q \in \{1, \ldots, n^{p-1-i}\}$ in stage $i$, according to Lemma 3.3 at most $n$ consecutive lists are not full of zeros. All preceding lists are all-zero lists and all following lists are all-one lists. Hence, the combining network in stage $i$ is to sort $n$ lists of $n$ values, which is reduced to Alg. 1.

In stage $p - 1$, we have $q = 1$ and the single sorted list, $(x_{1,q}^{(i)} x_{1,n^{p-1}+q}^{(i)} \ldots x_{1,(n-1)n^{p-1}+q}^{(i)} x_{2,q}^{(i)} x_{2,n^{p-1}+q}^{(i)} \ldots x_{2,(n-1)n^{p-1}+q}^{(i)} \ldots x_{n,q}^{(i)} x_{n,n^{p-1}+q}^{(i)} x_{n,(n-1)n^{p-1}+q}^{(i)},$ contains $n^p$ values, implying all inputs are sorted as a single list. $\square$

REFERENCES

[1] D. E. Knuth, “The Art of Computer Programming. Sorting and Searching, vol. III,” 1973.

[2] K. E. Batcher, “Sorting networks and their applications,” in Proc. The Spring joint Computer Conference. ACM, 1968, pp. 307–314.

[3] K. J. Liszka and K. E. Batcher, “A modulo merge sorting network,” in Proc. Fourth Symposium on the Frontiers of Massively Parallel Computation, IEEE, 1992, pp. 164–169.

[4] K. E. Batcher, “On bitonic sorting networks,” in Proc. Internation Conference on Parallel Processing (ICPP), 1990, pp. 376–379.

[5] M. Ajtai, J. Komlós, and E. Szemerédi, “An $o(n \log n)$ sorting network,” in Proc. The fifteenth annual ACM symposium on Theory of Computing. ACM, 1983, pp. 1–9.

[6] A. Farmahini-Farahani, H. J. Duwe, M. J. Schulte, and K. Compton, “Modular design of high-throughput, low-latency sorting units,” IEEE Transactions on Computers, vol. 62, no. 7, pp. 1389–1402, 2013.

[7] D.-L. Lee and K. E. Batcher, “A multiway merge sorting network,” IEEE Transactions on Parallel and Distributed Systems, vol. 6, no. 2, pp. 211–215, 1995.

[8] B. Parker and I. Parberry, “Constructing sorting networks from $k$-sorters,” Information Processing Letters, vol. 33, no. 3, pp. 157–162, 1989.

[9] R. Beigel and J. Gill, “Sorting $n$ objects with a $k$-sorter,” IEEE Transactions on Computers, vol. 39, no. 5, pp. 714–716, 1990.

[10] T. Nakatani, S.-T. Huang, B. W. Arden, and S. K. Tripathi, “$k$-way bitonic sort,” IEEE Transactions on Computers, vol. 38, no. 2, pp. 283–288, 1989.

[11] D. Lee and K. E. Batcher, “On sorting multiple bitonic sequences,” in Proc. International Conference on Parallel Processing (ICPP 1984), vol. 1, 1994, pp. 121–125.

[12] T. Leighton, “Tight bounds on the complexity of parallel sorting,” in Proc. The sixteenth annual ACM symposium on Theory of Computing. ACM, 1984, pp. 71–80.

[13] K. J. Liszka and K. E. Batcher, “A generalized bitonic sorting network,” in Proc. International Conference on Parallel Processing (ICPP 1993), vol. 1, 1993, pp. 105–108.

[14] Q. Gao and Z. Liu, “Sloping-and-shaking,” Science in China Series E: Technological Sciences, vol. 40, no. 3, pp. 225–234, 1997.

[15] L. Zhao, Z. Liu, and Q. Gao, “An efficient multiway merging algorithm,” Science in China Series E: Technological Sciences, vol. 41, no. 5, pp. 543–551, 1998.

[16] R. Drysdale III and F. H. Young, “Improved divide sort merge sorting networks,” SIAM Journal on Computing, vol. 4, no. 3, pp. 264–270, 1975.

[17] D. C. Van Voorhis, “An economical construction for sorting networks,” in Proceedings of the May 6-10, 1974, national computer conference and exposition. ACM, 1974, pp. 921–927.

[18] S. Muroga, Threshold Logic and Its Applications. New York: WILEY-INTERSCIENCE, 1971.

[19] V. Beiu, J. Peperstraete, and R. Lauwereins, “Enhanced threshold gate fan-in reduction algorithms,” in Proceedings of the third international conference on Young computer scientists. Tsinghua University Press, 1993, pp. 339–342.