Spontaneous quantum Hall effect in an atomic spinor Bose-Fermi mixture

Zhi-Fang Xu,1 Xiaopeng Li,2 Peter Zoller,3,4 and W. Vincent Liu1

1Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh, Pennsylvania 15260, USA
2Condensed Matter Theory Center and Joint Quantum Institute, Department of Physics, University of Maryland, College Park, MD 20742-4111, USA
3Institute for Quantum Optics and Quantum Information of the Austrian Academy of Sciences, A-6020 Innsbruck, Austria
4Institute for Theoretical Physics, University of Innsbruck, A-6020 Innsbruck, Austria

(Dated: July 15, 2014)

We study a mixture of spin-1 bosonic and spin-1/2 fermionic cold atoms, e.g., 87Rb and 6Li, confined in a triangular optical lattice. With fermions at 3/4 filling, Fermi surface nesting leads to spontaneous formation of various spin textures of bosons in the ground state, such as collinear, coplanar and even non-coplanar spin orders. The phase diagram is mapped out with varying boson tunneling and Bose-Fermi interactions. Most significantly, in one non-coplanar state the mixture is found to exhibit a spontaneous quantum Hall effect in fermions and crystalline superfluidity in bosons, both driven by interaction.
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Introduction. Searching for topological states of quantum matter, such as quantum Hall states and topological insulators, is one of the most important directions in ultracold atoms. To achieve such novel states in a charge neutral system, external manipulations to synthesize effective gauge fields have been carried out, for example, by rotating the system, using Raman laser field coupling schemes, or shaking the lattice. At present the realization of topological states has remained an experimental challenge. An alternative route is to have fermions move in a spontaneous spin texture background. In cold atomic systems, pioneer studies suggest that spatially varying magnetic fields or magnetic dipolar interactions could lead to interesting spin modulations including textures in purely bosonic systems. The possible topological states of fermions loaded into such synthesized topological configurations have yet to be studied for cold atoms. Furthermore, it is worth finding out whether a short-range interaction, dominant over other forms of interaction in the absence of external fields like an artificial gauge field, rotation, or their equivalent. For the potential experimental observation of the quantum Hall related phases, our model has a crucial advantage, as the minimal condition to realize it appears well satisfied by two well-established experimental capabilities: mixing different atomic species and creating triangular optical lattices.

Spinor Bose-Fermi mixture. Consider a mixture of spin-1 bosonic and spin-1/2 fermionic cold atoms. There will be the usual density and spin interactions between two particles in the same species. The crucial new ingredient is the interaction between the species of bosons and fermions, which is described by the contact pseudo-potential

\[ V_{bf}(r_{1} - r_{2}) = \left( g_{bf} \hat{P}_{bf} - \frac{1}{2} \hat{S} \cdot \hat{F} \right) \delta(r_{1} - r_{2}), \]  

where \( g_{bf} = 2\pi\hbar^{2}a_{F_{tot}}/m_{bf} \) is the s-wave scattering length in the channel of total spin \( F_{tot} = \hat{P}_{bf} \) is the corresponding projection operator, and \( m_{bf} \) is the reduced mass. Based on the identity \( 2S \cdot \hat{F} = \hat{P}_{3/2} - 2\hat{P}_{1/2} \), where \( \hat{S} \) and \( \hat{F} \) are the one-particle vector spin for spin-1/2 and spin-1 atoms, respectively. The Bose-Fermi contact interaction can be rewritten as

\[ V_{bf}(r_{1} - r_{2}) = \left( g_{d} \hat{I}_{S} \otimes \hat{I}_{F} + g_{s} \hat{S} \cdot \hat{F} \right) \delta(r_{1} - r_{2}), \]
where \( g_d = (g_1/2 + 2g_3/2)/3 \) and \( g_s = (2g_3/2 - 2g_1/2)/3 \) are the density-density interaction and spin-exchange interaction strengths, respectively. Here, \( J_S (J_F) \) is the identity operator for the fermion (boson).

With the spinor Bose-Fermi mixture loaded into a triangular optical lattice, the system is approximately described by a tight-binding model Hamiltonian

\[
\hat{H} = \hat{H}_0 + \hat{H}_f + \hat{H}_b,
\]

\[
\hat{H}_f = -t_f \sum_{\langle i,j \rangle, \sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{j,\sigma} + U_f \sum_i \hat{n}_{f,i,\uparrow} \hat{n}_{f,i,\downarrow},
\]

\[
\hat{H}_b = -t_b \sum_{\langle i,j \rangle, \alpha} \hat{b}_{i,\alpha}^\dagger \hat{b}_{j,\alpha} + U_b \sum_i \hat{n}_{b,i}(\hat{n}_{b,i} - 1) + \frac{J_b}{2} \sum_i \hat{S}_i \cdot \hat{F}_i + \hat{H}_f = U_{bf} \sum_i \hat{n}_{f,i,\uparrow} \hat{n}_{b,i},
\]

where \( \langle i, j \rangle \) denotes the summation over nearest-neighbor sites and \( \sigma = \uparrow, \downarrow \) and \( \alpha = +1, 0, -1 \) denote spin states of fermionic and bosonic atoms, respectively. \( \hat{c}_{i,\sigma} (\hat{b}_{i,\alpha}) \) is the annihilation operator for fermions (bosons) with spin \( \sigma \) (\( \alpha \)). \( \hat{n}_{f,i} = \sum_{\sigma} \hat{n}_{f,i,\sigma} = \sum_{\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma} \) (\( \hat{n}_{b,i} = \sum_{\alpha} \hat{b}_{i,\alpha}^\dagger \hat{b}_{i,\alpha} \)) is the number of fermions (bosons) at site \( i \).

The spin operator \( \hat{S}_i (\hat{F}_i) \) has three components \( \hat{S}_{i\nu} = \sum_{\sigma} \gamma_{i\sigma}(\hat{S}_\nu)_{\sigma\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma} \) (\( \hat{F}_{i\nu} = \sum_{\alpha} \gamma_{i\alpha}(\hat{F}_\nu)_{\alpha\alpha} \hat{b}_{i,\alpha}^\dagger \hat{b}_{i,\alpha} \)) with \( \nu = x, y, z \), where \( S_{i\nu} (F_{i\nu}) \) is the \( \nu \) component of the spin-1/2 (spin-1) operator. \( U_f, U_b \) and \( U_{bf} \) represent on-site density-density interaction strengths, and \( J_b \) and \( J_{bf} \) are the spin-exchange interaction energies. The exchange interaction \( J_b < 0 \) favors a state with the spins of bosons locally fully polarized \([34, 35]\). Such a ferromagnetic interaction is considered in this work. Considering a mixture of \(^{87}\text{Rb} \) and \(^{6}\text{Li} \) atoms, the s-wave scattering length for fermions, \(^{6}\text{Li} \), vanishes due to an accidental cancellation at low magnetic field \([36, 37]\), and \( U_f \) is thus set to be 0 in our theory.

**Magnetic ordering of bosonic superfluids.** Here, our theory assumes bosons form a ferromagnetic minicondensate on each lattice site. Such a treatment is well justified when considering the system to be a stack of triangular lattice layers, with a relatively stronger tunneling for bosons than for fermions between nearest layers. In the ground state, the system is uniform among different layers. Quantum fluctuations of bosonic spins are expected to be suppressed in such a quasi-two-dimensional layer, which permits a valid mean field treatment of the system.

For spin-1/2 fermions, at 3/4 filling (meaning \((1/2N_f) \sum_i (\hat{n}_{f,i}) = 3/4 \) with \( N_i \) is the number of sites), the corresponding Fermi surface as shown in Fig. 1b is nested, with three nesting vectors \( \mathbf{Q}_1 = (2\pi/a, 0) \), \( \mathbf{Q}_2 = (\pi/a, \sqrt{3}\pi/a) \) and \( \mathbf{Q}_3 = (\pi/a, -\sqrt{3}\pi/a) \), where \( a \) is the lattice constant. Combined with Bose-Fermi density and spin-exchange interactions, the perfect Fermi surface nesting gives rise to ordering instabilities towards formation of commensurate density waves (DWs) and spin density waves (SDWs) whose unit cells would involve four sublattice sites, shown in Fig. 11b \([18, 19, 38]\).

From the dominant instabilities, we assume in numerics that spin-1 bosons form a magnetic ordering where the density \( n_{b,i} = \langle \hat{n}_{b,i} \rangle \) and the spin vector \( \langle \hat{F}_i \rangle \) are periodic under translations of the enlarged unit cell (Fig. 1). Within the superfluid phase, we take mean-field approximations for bosons, where the bosonic annihilation operator \( \hat{b}_{i,\alpha} \) is replaced by its mean value \( \phi_{i,\alpha} \). Both the intraspecies ferromagnetic interaction of bosons and the interspecies spin-exchange interaction favor a state of the condensate with spins fully polarized locally. The corresponding condensate wavefunction is

\[
\phi_i = \sqrt{n_{b,i}} e^{i\zeta_i} \zeta_i, \quad \zeta_i = \left( e^{-i\varphi_i} \cos^2 \frac{\theta_i}{2} \frac{\sin \theta_i}{\sqrt{2}}, e^{i\varphi_i} \sin^2 \frac{\theta_i}{2} \right)^T, \quad (4)
\]

which yields the spin moment \( \langle \hat{F}_i \rangle = \sqrt{n_{b,i}}(\sin \theta_i \cos \varphi_i, \sin \theta_i \sin \varphi_i, \cos \theta_i) \). In our calculation,
we allow for a finite-momentum condensation by introducing a parametrization of the phase, \( \xi_i = \mathbf{q} \cdot \mathbf{r}_i + \xi_i \), where nonzero \( \mathbf{q} \) describes the finite momentum and \( \xi_i \) is periodic across different enlarged unit cells.

With spin configuration of bosons determined by a fixed condensate wavefunction \( \phi_1 \), the dynamics of fermions is governed by an effective Hamiltonian:

\[
\hat{H}^{\text{eff}}_f = -t_f \sum_{(i,j),\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{j,\sigma} + \sum_i [U_{bf}(\bar{n}_b)\hat{n}_f,i + J_{bf}(\bar{F}_i)\bar{S}_i].
\]

The total energy cost is given by \( E[\phi_1] = E_b[\phi_1] + E_f[\phi_1] \), where \( E_b = -t_b \sum_{(i,j),\alpha} \phi_1^\dagger \phi_{2,\alpha} \phi_{2,\alpha} + \sum_i [U_b n_{b,i} (n_{b,i} - 1) + J_b (n_{b,i}^2 - 2 n_{b,i})] / 2 \) describes the energy of the condensate and \( E_f \) is the many-body ground state energy of fermions at 3/4 filling with respect to \( H^{\text{eff}}_f \) (in our numerics to calculate \( E_f \), we discretize the first Brillouin zone into 72 x 72 points). The variational energy functional \( E[\phi_1] \) is then minimized by the simulated annealing method to obtain the ground state.

Figure 2 summarizes the ground-state phase diagram for a fixed \( J_b \bar{n}_b \) as functions of \( t_b \bar{n}_b \) and \( U_{bf} \bar{n}_b \), where \( \bar{n}_b \) is the averaged number of bosons per site. In the limit of \( U_{bf} = 0 \) and \( t_b = 0 \), the system is described by a classical Kondo lattice model \[18, 19\], where chiral magnetic orders in the ground state are known to occur even with an infinitesimal Kondo coupling \( J_{bf} \bar{n}_b \) due to Fermi surface nesting. Away from this limit, nonzero boson tunneling and Bose-Fermi density interaction change the ground-state magnetic ordering significantly. The former favors a uniform condensate wavefunction to lower the kinetic energy and will thus suppress spin textures. The latter could induce spatially non-uniform density distributions of bosons. Indeed as boson tunneling is increased, our numerics finds a sequence of states with decreasing spin twists which are quantified by \( \chi_u \) and \( \gamma_u \) defined below. The corresponding schematic spin configurations are illustrated in Fig. 2(c). As the Bose-Fermi density interaction is increased, we find that two states denoted by phases (V) and (VI) are accompanied by DWs. Here, we want to mention that switching the sign of \( J_{bf} \) only changes the spins of fermions from being anti-aligned to aligned with bosons, without changing the structure of magnetic orderings or the phase boundaries.

(1) Non-coplanar magnetic ordering. Numerically, we found two non-coplanar magnetic ordered phases denoted by (I) and (II). To characterize them, we calculate the local spin chirality of bosons on three different lattice sites \( i, j, \) and \( k \) defined as

\[
\chi_{ijk} = \frac{(\mathbf{F}_i) \cdot (\mathbf{F}_j) \times (\mathbf{F}_k)}{|(\mathbf{F}_i)|| (\mathbf{F}_j)|| (\mathbf{F}_k)|}.
\]

Phase (I) shows the same triple-\( \mathbf{Q} \) chiral magnetic ordering found in the Kondo lattice model \[18, 19\]. The boson number density is uniform with \( n_{b,i} = \bar{n}_b \) and its spin vector takes the form

\[
\langle \mathbf{F}_i \rangle = (\eta_1 \cos(Q_1 \cdot \mathbf{r}_i), \eta_2 \cos(Q_2 \cdot \mathbf{r}_i), \eta_3 \cos(Q_3 \cdot \mathbf{r}_i)).
\]

where \( |\eta_1| = |\eta_2| = |\eta_3| = \bar{n}_b / \sqrt{3} \). The spin chirality is also uniform with \( \chi_{123} = \chi_{243} = \pm 4/(3\sqrt{3}) \) which means that fermions experience an effective uniform magnetic flux. Via coupling to spin textures, fermions are gapped and spontaneously form a quantum Hall insulator \[18\].

Phase (II) shows a uniform boson density distribution and a non-coplanar magnetic ordering, where four spin
vectors \((\mathbf{F}_i)\) form a umbrella structure as illustrated in Fig. 1(c). The end point of four spin vectors locate on the same plane \(O\) (shaded disk) and form a rectangle, which means \(O \perp \sum_{i=1}^{4} (\mathbf{F}_i)\). The local spin chirality is staggered with a zero summation on the whole lattice and its absolute value is uniform. Numerically we use \(\chi_u = |\chi_{123}| + |\chi_{243}|\) to distinguish non-coplanar phases from others.

(2) Coplanar magnetic ordering. When bosons form a spontaneous coplanar magnetic ordering, the scalar spin chirality \(\chi_u\) is zero. We thus define another quantity

\[
\gamma_{ij} = \frac{(\mathbf{F}_i) \times (\mathbf{F}_j)}{|(\mathbf{F}_i)|(\mathbf{F}_j)|},
\]

and use \(\gamma_u = \sum_{i \neq j} |\gamma_{ij}|\) with \(i, j = 1, 2, 3, 4\) to distinguish coplanar and collinear magnetic orderings. Numerically, we find two coplanar phases denoted by (III) and (V).

Within phase (III), bosons are uniformly distributed in every site and four spin vectors form a stripe-cant structure as shown in Fig. 1(c), which are characterized by \(\chi_u = 0\), \(\gamma_u \neq 0\), and \(n_{b,i} = n_b\).

Phase (V) shows a 90° coplanar magnetic ordering accompanied by a DW, where a pair of antiparallel spin vectors have a larger magnitude than another pair of antiparallel spin vectors. From Fig. 3(b), we can infer that the number of bosons \(n_{b,i}\) in four sublattices separate into two different values when falling in the phase (V). As shown in the phase diagram of Fig. 2, this phase appears in a narrow region of the parameter space.

(3) Collinear magnetic ordering. The remaining two phases (IV) and (VI) show collinear magnetic orderings on bosons, characterized by \(\chi_u = 0\) and \(\gamma_u = 0\). More specifically, phase (IV) demonstrates a ferromagnetic spin ordering, where all spins of bosons are polarized along the same direction. Meanwhile, each site has the same number of bosons. When the Bose-Fermi density interaction is strong enough, we obtain phase (VI), in which the collinear spin ordering is accompanied by a DW. The existence of DW can be seen from Fig. 3(b), where the number of bosons on four sublattices have two different values. Full numerical results show that in a four-sublattice unit cell three smaller spin vectors with a same magnitude are polarized along opposite direction of the fourth spin vector with a larger magnitude. The magnetic ordering of phase (VI) is similar to the SDW of electronic systems driven by thermal fluctuations, which was discussed in Ref. [34].

Chiral bosonic superfluid. Due to the Bose-Fermi interactions, Fermi surface nesting of fermions not only induces spontaneous spin textures of bosons, but also changes the bosonic superfluidity. The reason is that the spin-gauge symmetry of the ferromagnetic spin-1 BEC implies that spatial spin configurations can generate mass circulations \([32, 33]\), which is manifested in the spatially dependent \(\xi_i\). We find that bosons condense at zero momentum with \(\mathbf{q} = 0\) for phases: (II), (III), (IV), (V), and (VI). The only exception is found in the phase (I), where bosons are condensed at a finite momentum with \(\mathbf{q} \neq 0\). To understand this feature more clearly, we consider an effective single-particle Hamiltonian

\[
\hat{H}_{b}^{sp} = - \sum_{\langle i,j \rangle} t_{b,ij} \hat{d}_{i}^\dagger \hat{d}_{j},
\]

for spin-1 bosons whose spin directions are fixed as that given by Eq. \([4]\). Here, \(\hat{d}_{i}^\dagger\) creates a spin-1 boson at site \(i\) with the spin state \(\zeta_i\) and \(\hat{t}_{b,ij} = t_{b,ij} \hat{c}_{i}^\dagger \hat{c}_{j}\) describes the tunneling of bosons in such a spin state. For instance, we choose \(\eta_1 = \eta_2 = \eta_3 = n_b/\sqrt{3}\), resulting in \(\{\varphi_1 = \pi/4, \theta_1 = \arccos(1/\sqrt{3})\}, \{\varphi_2 = -\pi/4, \theta_2 = \pi - \theta_1\}, \{\varphi_3 = 3\pi/4, \theta_3 = \pi - \theta_1\}\), and \(\{\varphi_4 = -3\pi/4, \theta_4 = \theta_1\}\). Diagonalizing the Hamiltonian \([8]\) we find that the lowest energy band shown in Fig. 4(a) has band minima at \(\mathbf{K} = (2\pi/3a, 0)\) and \(\mathbf{K}' = (-2\pi/3a, 0)\). The corresponding eigenstates have equal populations on each site. These two features are underlying reasons for finite-momentum condensation and uniform density distribution of bosons in the phase (I) as found in numerics. Take \(\mathbf{q} = \mathbf{K}\) as an example, the spatial variation of \(\xi_i\) is illustrated in Fig. 4(b). As \(\mathbf{q}\) is nonzero, bosons condense at a nonzero momentum, thus time-reversal and parity symmetries are broken.

Experimental realization and detection. The model of Eq. \([4]\) can be realized by loading a mixture of spin-1/2 \(^6\text{Li}\) and spin-1 \(^87\text{Rb}\) atoms \([40]\) in the same spin-independent triangular optical lattice. For instance, we choose laser fields at wavelength \(\lambda = 1064\) nm. The single photon recoil energy \(E_r\) and polarizability \(\alpha(\lambda)\) for \(^87\text{Rb}\) \((^6\text{Li})\) atoms are \(h \times 2.0\) kHz \((h \times 29.2\) kHz) and 689.9 \(a_B^2\) \((270.8\ a_B^2)\) where \(a_B\) is the Bohr radius and \(h\) is the Planck constant \([31, 41]\). Tuning the field intensity, we should be able to create a deep optical lattice for Rb atoms to have small enough \(t_b\) comparing to \(t_f\) to reach phases (I)-(IV). Changing the laser frequency can further enhance this capability.
to reverse the relative amplitude of interspecies lattice potential [41]. As in experiments only the interspecies s-wave triplet scattering length ($\sim 20 \alpha_B$) between $^{87}\text{Rb}$ and $^6\text{Li}$ has been measured [40], the parameters in our model, $U_{bf}$ and $J_{bf}$, cannot be determined. Whether Bose-Fermi density interaction are strong enough to induce DWs requires future experimental developments.

In a harmonic trap potential, three phases (I, V, VI), which have a charge gap in fermions, are expected to occupy a finite spatial range as analogous to formation of Mott insulator shells observed in lattice Bose gases. For other phases which do not have a charge gap, they could be in principle sensitive to trap effects. To detect various magnetic ordering for bosons, we can use the spin-resolved optical Bragg scattering technique [42]. The chiral bosonic magnetic ordering can be identified from triple-$Q$ peaks in spin structure functions. Its phase boundary can be easily probed in time-of-flight measurements because it is the unique state showing non-zero momentum condensation.

**Conclusion.** We have studied the ground state of a mixture of spin-1 bosons and spin-1/2 fermions in a triangular optical lattice. This spinor Bose-Fermi mixture is found to support interesting magnetic orders, such as non-coplanar, coplanar, and collinear spin orders. Most significantly, relatively weak Bose-Fermi interaction and bosonic tunneling lead to a triple-$Q$ chiral magnetic order, featuring spontaneous quantum Hall effect in fermions and finite-momentum condensation in bosons. Quantum and thermal fluctuation effects on top of the static spin textures could give rise to dynamical gauge fields [43–45], which is open for future study.
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