Maximum entropy methods for quantum state compatibility problems
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Inferring a quantum system from incomplete information is a common problem in many aspects of quantum information science and applications, where the principle of maximum entropy (MaxEnt) plays an important role. The quantum state compatibility problem asks whether there exists a density matrix \( \rho \) compatible with some given measurement results. Such a compatibility problem can be naturally formulated as a semidefinite programming (SDP), which searches directly for the existence of a \( \rho \). However, for large system dimensions, it is hard to represent \( \rho \) directly, since it needs too many parameters. In this work, we apply MaxEnt to solve various quantum state compatibility problems, including the quantum marginal problem. An immediate advantage of the MaxEnt method is that it only needs to represent \( \rho \) via a relatively small number of parameters, which is exactly the number of the operators measured. Furthermore, in case of incompatible measurement results, our method will further return a witness that is a supporting hyperplane of the compatible set. Our method has a clear geometric meaning and can be computed effectively with hybrid quantum-classical algorithms.

I. INTRODUCTION

The connection of statistical mechanics and information theory encodes a fundamental logic of science. In standard statistical mechanics\cite{1}, it has been generally accepted that canonical distribution of equilibrium corresponds to the state with maximum entropy, after early work of Boltzman\cite{2}. With the foundation and boom of information theory in 1940s\cite{3}, Jaynes developed the connotation of entropy in statistical mechanics and endow new information-theoretical meaning of this concept\cite{4, 5}. Lying at the heart is the principle of maximum entropy (MaxEnt), saying that the probability distribution that best represents the current state of knowledge is the one with maximum entropy. In information theory, MaxEnt is excellent in dealing with the inference problem of incomplete information, which is ubiquitous in science. With linear constraints, the general solution for MaxEnt adopts an exponential form, which is widely studied in terms of the information geometry methods \cite{6}. MaxEnt finds a wide range of applications in areas such as data classification \cite{7}, density estimation \cite{8}, natural language processing \cite{9}, and parameter estimation in artificial intelligence \cite{10}.

With the emergence of quantum information theory in 1970s\cite{11}, MaxEnt developed its own new meaning and applications in this new field, by extending the information entropy to von Neumann entropy of quantum states. A natural problem in quantum information theory is the quantum state inference from local information. Inference with complete information is the so-called quantum tomography \cite{12}, while the incomplete information version is quantum maximum entropy inference (qMaxEnt). qMaxEnt is applied to a broad range of problem in quantum information, such as entanglement detection\cite{13}. Later studies on quantum information geometry further connected the qMaxEnt to correlations in many-body quantum systems\cite{14, 15}.

In this paper we focus on the use of qMaxEnt to solve the quantum state compatibility problem. For a quantum system of \( n \) qubits, consider a set of Hermitian operators \( \{A_1, A_2, \ldots, A_m\} \), and corresponding a set of real numbers \( \{a_1, a_2, \ldots, a_m\} \). The quantum state compatibility problem asks whether there exists a quantum state \( \rho \) of the system, such that \( a_i = \text{Tr}(\rho A_i) \). This problem can be naturally formulated as a semidefinite programming (SDP), to find the solutions to the following linear matrix inequalities (LMIs)

\[
\forall A_i \quad \text{Tr}(\rho A_i) = a_i, \quad (1)
\]

\[
\rho \succeq 0. \quad (2)
\]

If the solution to the LMIs exist, that is all \( a_i \)s are compatible, we will obtain a density matrix \( \rho \) satisfying \( \text{Tr}(\rho A_i) = a_i \). Otherwise the quantum state compatibility problem has no solution. When \( n \) is large, however, it is hard to represent \( \rho \succeq 0 \) which has exponential number of parameters in \( n \).

In practice, normally \( m \) is only polynomial in \( n \) (e.g. \( A_i \)s are local operators), we can instead use the qMaxEnt method. That is, we can consider an operator \( H \) of...
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then by MaxEnt, a compatible state \( \rho \) exists if and only if \( \rho' \) exists, which satisfies \( a_i = \text{Tr}(\rho' A_i) \). An immediate advantage of this qMaxEnt compared to the SDP algorithm is that \( \rho' \) only needs \( m \) parameters to represent.

However, if the algorithm cannot return any \( \rho' \), then it could due to the effectiveness and the convergence of numerical algorithms used. In other words, if we can
find \( \rho' \) satisfying \( a_i = \text{Tr}(\rho' A_i) \) to certain precision, we can then say that the answer to the compatibility problem is “yes” and \( \rho' \) is a compatible state. However, if we fail to find \( \rho' \) satisfying \( a_i = \text{Tr}(\rho' A_i) \) to certain precision, we will need to further justify that the answer to the compatibility problem is indeed “no”. To do so, we will further find a witness. The witness distinguishes the given incompatible \( a_i \)s and all the compatible \( a_i \)s. The idea of our method is illustrated in Fig. 1. Notice that when the SDP failed, it only returns “no”, without any further information.

The most difficult part of our method is to calculate \( \text{tr}(A_i e^{-H}) \) for some \( H \), where one can use some machine learning algorithms. In recent years, machine learning was introduced in to help with quantum information processing[16, 17]. Quantum machine learning concepts, which is directly related to qMaxEnt, has been developed, such as quantum Boltzmann machine (QBM)[18], especially for the case when there is no hidden layer. Furthermore, with the incoming of the so-called noisy-intermedia-scale quantum (NISQ) era [19], many hybrid quantum-classical algorithms (such as the variational QBMs[20, 21], the variational quantum code search[22]), which may be more efficient on near-term quantum devices and be able to replace the subroutines of traditional algorithm, has been developed. Of particular relevance are the hybrid quantum-classical algorithms that prepare the thermal state of the form
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we conclude in Sec. VI.

II. THE MAXIMUM ENTROPY METHOD

For a quantum system of \( n \) qubits, consider a set of Hermitian operators \( \{A_1, A_2, \ldots, A_m\} \), and a corresponding set of real numbers \( \{a_1, a_2, \ldots, a_m\} \). The quantum state compatibility problem asks whether there exists a quantum state \( \rho \) of the system, such that \( a_i = \text{Tr}(\rho A_i), \forall i \). The MaxEnt states that there exists a state \( \rho \), which satisfies
\[ a_i = \text{Tr}(\rho A_i), \] (5)
if and only if there exists a maximum entropy state \( \rho' \) such that
\[ \text{Tr}(\rho' A_i) = a_i; \] (6)
The maximum entropy state has the form
\[
\rho' = \frac{e^{-H}}{\text{Tr}(e^{-H})},
\]
where
\[
H = \sum_i c_i A_i.
\]

In this setting, \(\rho'\) is determined by vector \(\vec{c} = \{c_1, c_2, \ldots, c_m\}\). Therefore, if we can find the maximum entropy state, we can conclude that there is a solution to the compatibility problem. Otherwise, the compatible \(\rho\) does not exist. Now the compatibility problem is transformed into finding the \(c_i\)s.

A. The loss function

We can then set up a loss function:
\[
f(\vec{c}) = \sum_i [a_i - \text{Tr}(\rho'(\vec{c}) A_i)]^2.
\]

Obviously, if there does exist a \(\rho'\), such that \(\text{Tr}(\rho' A_i) = a_i, \forall i\), the loss function \(f\) will reach its minimum 0. Therefore, the problem becomes an optimization problem. Nowadays, optimization problems are usually solved by using gradient-based algorithms. The basic idea of these algorithms is to define an objective function and find its minimum. Roughly, the gradient-based optimization algorithms can be described as follows. For a function \(f(\vec{c})\), where \(\vec{c} = (c_1, c_2, \ldots, c_m)\) is a vector of parameters. In order to find the minimum of such function, we can randomly choose an initial value \(\vec{c}^0\) and then iteratively update it to optimum. For the \(k\)-th iteration, update \(\vec{c}^k\) to \(\vec{c}^{k+1}\) by
\[
\vec{c}^{k+1} = \vec{c}^k - \alpha \nabla f(\vec{c}),
\]
where \(\alpha \in \mathbb{R}\) is a scalar. If \(\alpha\) is small enough, it could be guaranteed that \(f(\vec{c}^{k+1}) \leq f(\vec{c}^k)\). Usually, \(\alpha\) is determined by line search algorithms. To approach better performance and convergence, algorithms such as Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [28–31] or conjugate gradient [32] are used more frequently.

One alternative loss function is based on the quantum Boltzmann machine [18]. Quantum Boltzmann machine is a new machine learning approach proposed based on Boltzmann distribution of a quantum Hamiltonian. The basic idea of quantum Boltzmann machine is that for a quantum system described by Hamiltonian \(H\) with adjustable parameters \(H(\theta)\), of which the general form is decided by the system, by measuring certain operator \(\Lambda_\nu\), we can obtain the Boltzmann probability distribution \(P_\nu\):
\[
P_\nu = \frac{\text{tr}(\Lambda_\nu e^{-H})}{\text{tr} e^{-H}}.
\]
The loss function is
\[
\mathcal{L} = -\sum_v p_{\nu} \log \frac{\text{tr}(\Lambda_\nu e^{-H})}{\text{tr} e^{-H}} = -\sum_v p_{\nu} \log P_\nu,
\]
where \(p_{\nu}\) is the probability distribution of training data. This loss function is the cross entropy loss. If the two probability distribution are exactly the same, the loss function reaches its minimum.

For our problem, we can assume \(p_{\nu}\) be the measured result \(a_i = \text{Tr}(\rho A_i)\), and \(P_\nu = \text{Tr}(\rho' A_i)\), then the loss function is
\[
\mathcal{L} = -a_i \log \text{Tr}(\rho' A_i),
\]
However, \(p_{\nu}\) and \(P_\nu\) in loss function are probability distributions, that is, for each \(\nu\),
\[
0 \leq P_\nu \leq 1,
\]
\[
0 \leq p_{\nu} \leq 1,
\]
and
\[
\sum_v P_\nu = 1, \quad \sum_v p_{\nu} = 1.
\]

Obviously, if \(A_i\)s are chosen to be product of Pauli Matrices, the expectation value for any density operator \(\rho\) is
\[
-1 \leq 1 \text{Tr}(\bar{\rho} A_i) \leq 1.
\]
Therefore, Eq. (13) can not be optimized (note that for logarithm function, the variable \(\text{Tr}(\rho A_i)\) must be positive). Therefore, we have to make \(a_i\) and \(\text{Tr}(\rho A_i)\) probability distributions, that is, apart from the condition that \(A_i\)s should be complete,
\[
\sum_i A_i = I,
\]
and for any \(\rho\)
\[
\text{tr}(\rho A_i) \geq 0.
\]
To satisfy Eq. (19) and Eq. (20), we just need to make \(A_i\)s being a collection of positive semi-definite operators that sums to identity. A set of such operators is also called positive operator valued measures (POVMs). The condition of \(A_i\)s being complete means the POVMs should be chosen information complete (IC). More specifically, we can choose \(A_i\)s to be symmetric information complete POVMs (SIC-POVMs). One
way of constructing SIC-POVMs could be found in Ref. [33]. With \( A_i \)'s being chosen to be SIC-POVMs, both \( a_i \) and \( \text{Tr}(\rho A_i) \) become a probability distribution. The optimization methods could be used to optimize the loss function Eq. (13).

Besides the the gradient descent, which changes the parameters \( \vec{c} \) as a whole in every iteration, there are other ways of finding the minimum value of a function. One algorithm for solving such a problem is proposed in [15] which is based on alternating optimization. The basic idea of alternating optimization is to optimize one parameter each time.

B. The witness

However, one problem with gradient-based algorithms is that they often fall into local minima. For our problem, if the maximum entropy state is found, the problem is solved. But, if the maximum entropy state is not found, we can not arbitrarily say that the maximum entropy state does not exist. Although according to our tests, it is highly probable that we can find the maximum entropy state if it exists. Here, we give a geometric interpretation of this problem.

Let \( \mathcal{A} \) be the set of all possible \( a_i \), \( \mathcal{B} \) be the set for all \( a_i \) with compatible \( \rho \). The shape of \( \mathcal{B} \) is very complicated, but one thing known is that the set is complex. The boundary of \( \mathcal{B} \) are ground states of certain Hamiltonian with the form \( H = \sum x_i A_i \), as shown in Fig. 1. When the optimization is performed, the maximum entropy state is obviously limited in space \( \mathcal{B} \). Therefore, if there exists a global state with compatible \( \rho \), e.g., point \( S \), then we can find a solution. If the given \( \rho \) is not reduced density matrices of a certain global density matrix, a point \( P \) which minimize the function \( f(\vec{x}) \) will be found. Since the definition of function \( f(\vec{x}) \) is actually the Euclidean distance of optimum point \( P \) and the target point \( S' \), \( P \) is actually the point nearest to \( S' \), which means \( P \) must be on the boundary of \( \mathcal{B} \). Therefore, \( P \) represents a ground state (if \( H \) is not degenerate) or a mixture of degenerate ground states (if \( H \) is degenerate). As mentioned before, there is no guarantee that the optimization will approach the point \( S \) or \( P \). But, since \( P \) is a ground state or a mixture of the ground states of the Hamiltonian \( H \), we can form a witness. Through point \( P' \), we can draw a tangent hyper plane (in a two dimension space shown in Fig. 1, the hyper plane is a line) with function

\[
\frac{x - a_1}{c_1} + \frac{y - a_2}{c_2} + \cdots = 0
\]  

(21)

One thing has to be noticed here is the degeneracy. The boundary of \( \mathcal{B} \) is composed of all ground states. For certain cases, the Hamiltonian \( H \) could be degenerate. As shown in Fig. 1. If the point of the maximum entropy state is point \( P'' \), \( H'' \) serves as the witness. However, if the point of all reduced density matrices is the point \( S'' \), then the nearest point is \( P'' \) will be found. The Hamiltonian corresponding to \( P'' \) is degenerate, that is, there are more than two states has the same lowest energy. By checking the rank of the corresponding density matrix or just diagonalizing the density matrix, we can decide whether the Hamiltonian is degenerate. As shown in Fig. 1, all the states on the boundary between the points \( T_1 \) and \( T_2 \) are degenerated, and each is a mixture of different ground states. Those pure ground states are the states corresponding to \( T_1 \) and \( T_2 \). Suppose the pure states corresponding to \( T_1 \) and \( T_2 \) are \( |\psi_{T_1}\rangle \) and \( |\psi_{T_2}\rangle \), respectively, then we can generate a new density matrix:

\[
\rho_M = \frac{1}{2} (|\psi_{T_1}\rangle \langle \psi_{T_1}| + |\psi_{T_2}\rangle \langle \psi_{T_2}|),
\]  

(22)

which corresponds to the point \( M \), in the middle of \( T_1 \) and \( T_2 \). Using the same optimization method to find a Hamiltonian \( H'' \), for which

\[
\rho_M = \frac{e^{-H''}}{\text{Tr}e^{-H''}}.
\]  

(23)

Here, the witness is the hyperplane (line in 2-dimension space) through all \( T_i \)s, as shown in Fig. 1.

We now summarize our algorithm in Algorithm 1 based on the loss function given in Eq. (9).

III. RESULTS

We now apply our algorithm to study some concrete quantum state compatibility problems. We start from a single case where \( m = 2 \), i.e. only two measurement operators \( A_1, A_2 \). In this case, we are looking at the set of \( \{a_1, a_2\} \). The compatible set is then given by the points \( \{\text{tr}(\rho A_1), \text{tr}(\rho A_2)\} \), which is known to be the same as the joint numerical range of \( A_1, A_2 \) [34–38], given by

\[
W(A_1, A_2) = \{((x|A_1|x), (x|A_2|x))|x \in \mathcal{H}, \langle x|x \rangle = 1\}.
\]  

(28)

In this case we can represent the Hamiltonian \( H \) as

\[
H = \cos \theta A_1 + \sin \theta A_2.
\]  

(29)

The ground state of \( H \) is \( |g\rangle \), then the trajectory of

\[
(\langle g|A_1|g\rangle, \langle g|A_2|g\rangle)
\]  

(30)

as \( \theta \) goes from 0 to 2\( \pi \) forms the boundary of \( W(A_1, A_2) \).

As examples, we now consider the case of two qubits, i.e. \( n = 2 \). And we choose \( A_1 = \sigma_5 \otimes \sigma_5 \) and \( A_1 = \sigma_2 \otimes I_2 \). For any state \( \rho \), Let \( \text{Tr}(\rho A_1) \) be \( x \)-axis and \( \text{Tr}(\rho A_2) \) be \( y \)-axis. The boundary of \( W(A_1, A_2) \) is a circle, whose center is \((0,0)\) and radius is 1, as shown in Fig. 2.

Now, we have a state \( \rho_1 \) which satisfy \( a_1 = 0.5 \) and \( a_2 = 0.5 \). Obviously, the point \( S(0.5, 0.5) \) is inside \( W(A_1, A_2) \), as shown in Fig. 2(a). The optimization will
Algorithm 1 The Maximum Entropy Method

Require: Hermitian operator $A_i$s and expectation $a_i$.
Ensure: A maximum entropy state $\rho' = e^{-H} / Tr(e^{-H})$ satisfies $a_i = Tr \rho' A_i$

Randomly initialize coefficients $\vec{c} = \{c_i\}$.

$\rho \leftarrow e^{-H(\vec{c})} / Tr(e^{-H(\vec{c})})$.

Compute the loss function $f(\vec{c}) = \sum_i (a_i - Tr \rho A_i)^2$.

while $f(\vec{c})$ has not converged do

Estimate the gradient $\nabla f(\vec{c})$ through finite differencing.

$\vec{c} = \vec{c} - \alpha \nabla f(\vec{c})$.

$\rho \leftarrow e^{-H(\vec{c})} / Tr(e^{-H(\vec{c})})$.

Compute the loss function $f(\vec{c})$.
end while

$\rho' \leftarrow \rho$.

Return $\vec{c}, f(\vec{c}), \rho'$.

if $f(\vec{c}) \leq \epsilon$ then

desired $\rho'$ is found

else if rank($\rho'$) = 1 then

Witness is the hyperplane:

$$\frac{x - a_1}{c_1} + \frac{y - a_2}{c_2} + \ldots = 0$$  \hspace{1cm} (24)

desired $\rho'$ is found

else

Find all pure states of $\rho'$: $|\psi_1\rangle, |\psi_2\rangle, \ldots, |\psi_n\rangle$

Generate an equally mixed state

$$\rho'' = \frac{1}{n} \sum_{i=1}^{n} |\psi_i\rangle \langle \psi_i|,$$  \hspace{1cm} (25)

Find $H''$ and $\vec{c}''$ using the above method, so that

$$\rho'' = e^{-H''} / Tr e^{-H''},$$  \hspace{1cm} (26)

Witness is the hyperplane:

$$\frac{x - a_1}{c_1''} + \frac{y - a_2}{c_2''} + \ldots = 0$$  \hspace{1cm} (27)

end if

give a Hamiltonian

$$H'_1 = -2.4929 A_1 - 2.4929 A_2,$$  \hspace{1cm} (31)

corresponding the maximum entropy state

$$\rho'_1 = \begin{pmatrix}
0.3750 & 0 & 0 & 0.1250 \\
0 & 0.3750 & 0.1250 & 0 \\
0 & 0.1250 & 0.1250 & 0 \\
0.1250 & 0 & 0 & 0.1250
\end{pmatrix},$$  \hspace{1cm} (32)

and one can readily check that $Tr(\rho'_1 A_1) = 0.5$ and $Tr(\rho'_1 A_2) = 0.5$, which is shown as point $P$ in Fig. 2(a). That is we found a maximum entropy state. You can see that $P$ and $S$ are almost the same points. Also, the rank of $\rho'_1$ is 4, which means $\rho'_1$ is a mixed state. The eigenvalues of $H'_1$ are $\{-0.8814, -0.8814, 0.8814, 0.8814\}$, and the energy gap between the ground state and the first excited states is $\sim 1.8$.

The state $\rho_2$, which satisfies $a_1 = 2$ and $a_2 = 2$, is obviously outside $W(A_1, A_2)$, as point $S$ shown in Fig. 2(b). The optimization will give a Hamiltonian $H'_2 = -28.7177 A_1 - 28.7177 A_2$ and the corresponding maximum entropy state is

$$\rho'_2 = \begin{pmatrix}
0.4268 & 0 & 0 & 0.1768 \\
0 & 0.4268 & 0.1768 & 0 \\
0 & 0.1768 & 0.0732 & 0 \\
0.1768 & 0 & 0 & 0.0732
\end{pmatrix},$$  \hspace{1cm} (33)

and one can readily check that \( \text{Tr}(\rho^2_2 A_1) = 0.7071 \) and \( \text{Tr}(\rho^2_2 A_2) = 0.7071 \), which is shown as point \( P \) in Fig. 2(a). One thing should be noticed here is that rank \( \rho^2_2 \) is 2, which means \( \rho^2_2 \) is a mixed state of two degenerate ground states. These two ground states have the form:

\[
|\psi_1\rangle = \begin{pmatrix} 0.9239 \\ 0 \\ 0.3827 \end{pmatrix}, \quad |\psi_2\rangle = \begin{pmatrix} 0 \\ 0.9239 \\ 0.3827 \end{pmatrix}.
\] (34)

and

\[
\rho^2_2 = 0.5|\psi_1\rangle\langle\psi_1| + 0.5|\psi_2\rangle\langle\psi_2|.
\] (35)

However, both \( |\psi_1\rangle \) and \( |\psi_2\rangle \) satisfy:

\[
\langle\psi_1|A_1|\psi_1\rangle = \langle\psi_2|A_1|\psi_2\rangle = 0.7071,
\] (36)

\[
\langle\psi_1|A_2|\psi_1\rangle = \langle\psi_2|A_2|\psi_2\rangle = 0.7071.
\] (37)

Also, one can readily verify that \( \text{Tr}(\rho^2_2 A_1) = 0.7071 \) and \( \text{Tr}(\rho^2_2 A_2) = 0.7071 \). This is exactly the point on \( W(A_1, A_2) \) which has the smallest Euclidean distance to the point \( (2, 2) \), as the point \( P \) shown in Fig. 2(b). Therefore, although \( \rho^2_2 \) is degenerate, it is already an equally superpositioned state. Moreover, both the expectation of \( |\psi_1\rangle \) and \( |\psi_2\rangle \) corresponding to the same point, the point \( P \), as shown in Fig. 2(b). The four eigenvalues of \( H^\prime_2 \) is \( \{-10.1532, -10.1532, 10.1532, 10.1532\} \) and the energy gap between the ground state and the first excited state is \( \sim 20.3 \), much greater than 1. Compared with the energy gap of \( H^\prime_1 \) in Eq. (31), the energy gap of \( H^\prime_2 \) is much greater, which guarantees that \( \rho^2_2 \) is a mixed ground state.

With \( H^\prime_2 \), we can draw a line through the point of \( (0.7071, 0.7071) \) with equation

\[
\frac{x - 0.7071}{28.7177} + \frac{y - 0.7071}{28.7177} = 0.
\] (38)

This line is a tangent line through point \( (0.7071, 0.7071) \). In Fig. 2(b), the function Eq. (38) represents the blue tangent line of the circle \( W \). Obviously, the points of \( W(A_1, A_2) \) and the point \( (2, 2) \) lie at different sides of the line. Therefore, this line is a witness.

Now let us look at a case with flat boundary (corresponding to the degenerate ground states of some \( H \)). Suppose we have 3 qubits and the subsystems are \( \{1, 2\} \) and \( \{2, 3\} \). Choose \( A_1 \) and \( A_2 \) random Hermitian operators acting on subsystem \( \{1, 2\} \) and \( \{2, 3\} \), respectively. For Hamiltonian

\[
H = \sin \theta A_1 + \cos \theta A_2,
\] (39)

the locality would guarantee that the ground state would be degenerate for some certain \( \theta \), as shown in Fig. 2(c). Unlike the circle shown in Fig. 2(b), some parts of the boundary are flat, meaning that the ground state here is degenerate. Now, suppose we have a point \( S(0, 1.5) \), which is obviously outside \( W \). The nearest point \( P \), given by the maximum entropy state is two-degenerate: The rank of the density matrix \( \rho_P \) corresponding \( P \) is 2, which means there are two components in mixed state \( \rho_P \):

\[
\rho_P = p_1|\psi_1\rangle\langle\psi_1| + p_2|\psi_2\rangle\langle\psi_2|,
\] (40)

where \( |\psi_1\rangle \) and \( |\psi_2\rangle \) corresponds to point \( T_1 \) and \( T_2 \), respectively. Using the maximum entropy method again, we can find \( T_1 \) and \( T_2 \), as shown in Fig. 2(c). Draw a line through \( T_1 \) and \( T_2 \), this line is obviously a witness.

IV. THE QUANTUM MARGINAL PROBLEM

In this section, we apply our method to study a special case of quantum compatibility problem, namely the quantum marginal problem. The quantum marginal problem asks whether there exists a global quantum state \( \rho_N \), whose reduced density matrices \( \tilde{\rho}_S = \text{Tr}_{\{S_i\}} \rho_N \) on subsystem \( S_i \subset \{1, 2, \cdots, N\} \) coincide with given set \( \{\rho_S\} \). The related problem in fermionic (bosonic) systems is the so-called \( N \)-representability problem [40]. It is worth mentioning that, the quantum marginal problem and the \( N \)-representative prob-
lem have been shown to be in the complexity class QMA, even for the relatively simple case in which all the given marginals are two-particle states [41–43]. The MaxExt then states that there exists a compatible $\rho_N$ if and only if there exists the $\bar{\rho}_N$ which has the maximum entropy among all the states that are compatible with the RDMs.

To be more precise, the quantum marginal problem could be defined as follows. Given a set of density matrices on several 2-local systems $S_j$, such as $\{1, 2\}, \{2, 3\}, \{3, 4\} \ldots$, which are $\rho_{S_j}$ respectively. Quantum marginal problem asks whether these density matrices are compatible, i.e., whether there exists a global state $\rho_N$, such that,

$$\text{Tr}(S_j)\rho_N = \rho_{S_j}, \quad \forall S_j \subset \{1, 2, \ldots, N\}. \quad (41)$$

Denote $\text{Tr}(S_j)\rho_N$ by $\rho'_{S_j}$. If all $A_i$s in Eq. (8) forms a complete basis of Hermitian operator on all $S_j$s, then Eq. (41) is established if and only if

$$\text{Tr}(A_i\rho'_{S_j}) = \text{Tr}(A_i\rho_{S_j}) = a_i, \quad \forall A_i.$$

Therefore, the problem is transformed into the compatibility problem: for all $A_i$s, find a maximum entropy state

$$\rho' = e^{-H'} \text{Tr}e^{-H'}, \quad (43)$$

where

$$H' = \sum c_i A_i, \quad (44)$$

so that

$$\text{Tr}(A_i\rho'_{S_j}) = \text{Tr}(A_i\rho_{S_j}) = a_i, \quad \forall A_i. \quad (45)$$

The maximum entropy method could be directly applied.

For quantum marginal problem, if the RDMs are not compatible, the final Hamiltonian $H'$ is a witness. Let $E_g$ be the lowest eigenvalue of $H'$, the ground state energy. For any global state $\rho$, we have

$$\text{Tr}(\rho H') \geq E_g. \quad (46)$$

If the given RDMs $\{\rho_{S_j}\}$s are not compatible, then the Hamiltonian $H'$ obtained should satisfy

$$\sum_i H'_i \rho_{S_i} < E_g. \quad (47)$$

We now consider some examples, starting from $n = 3$.

### A. 3-qubits

It is known that for 3 qubit states, nearly all pure states are uniquely determined by their 2-reduced density matrices among all states except the GHZ type states $a|000\rangle + b|111\rangle$ [44].

First, let us look at the $W$-state:

$$|\psi_W\rangle = \frac{1}{\sqrt{3}}(|001\rangle + |010\rangle + |100\rangle) \quad (48)$$

By using the maximum entropy method, we will recover the result:

$$\rho'_W = \frac{e^{-H''_W}}{\text{Tr}e^{-H''_W}} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.333 & 0.333 & 0 & 0.333 & 0 & 0 & 0 \\
0 & 0.333 & 0.333 & 0 & 0.333 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.333 & 0.333 & 0 & 0.333 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},$$

which is the density matrix of $W$-state. The lowest two eigenvalues of the corresponding Hamiltonian $H''_W$ are $-28.8105$ and $-18.3106$, which guarantees that the rank of the density matrix $\rho_W$ is 1, hence a pure ground state.

Now, suppose we have the GHZ-state:

$$|\psi_{\text{GHZ}}\rangle = \frac{1}{\sqrt{2}}(|000\rangle + |111\rangle). \quad (50)$$

This time, the maximum entropy state will give a density matrix

$$\rho'_{\text{GHZ}} = 0.5(|000\rangle\langle 000| + |111\rangle\langle 111|). \quad (51)$$

It can be easily verified that $\rho'_{\text{GHZ}}$ and $|\psi_{\text{GHZ}}\rangle\langle \psi_{\text{GHZ}}|$ have the same 2-body reduced density matrix. Obviously, the populations of the two components - $|000\rangle$ and $|111\rangle$ - in state $\rho'_{\text{GHZ}}$ are both 0.5. For a maximum entropy state, or a thermal state, the only possibility that two components have the same population is that these two components are degenerate. Let the corresponding Hamiltonian of $\rho'_{\text{GHZ}}$ be $H'_{\text{GHZ}}$, we have

$$H'_{\text{GHZ}}|000\rangle = -32.2662|000\rangle, \quad (52)$$
$$H'_{\text{GHZ}}|111\rangle = -32.2662|111\rangle. \quad (53)$$

Both $|000\rangle$ and $|111\rangle$ have the same eigen-energy, which means they are both ground state of the Hamiltonian $H'_{\text{GHZ}}$. 
B. 4-qubit chain

Now suppose we have a system with 4 qubits labelled as 1,2,3,4, and the subsystems are

\[ S_1 = \{1,2\}; \]  
\[ S_2 = \{2,3\}; \]  
\[ S_3 = \{3,4\}. \]  

Now the problem is that given the reduced density matrix \( \rho_{12}, \rho_{23} \) and \( \rho_{34} \), determine whether there exist a global density matrix, of which \( \rho_{12}, \rho_{23} \) and \( \rho_{34} \) are the reduced density matrices.

Suppose we have a bell state

\[ |\psi_B\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle), \]  

with the density matrix

\[ \rho_B = |\psi_B\rangle \langle \psi_B|. \]

Suppose \( \rho_{12} = \rho_{23} = \rho_{34} = \rho_B \). Because of entanglement monogamy, we know that there does NOT exist a global \( \rho \), of which the reduced density matrices are \( \rho_{12}, \rho_{23} \) and \( \rho_{34} \).

\[ \rho_{12} = \begin{pmatrix} 0.2408 & 0.1717 - 0.1312i & -0.1304 - 0.0459i & 0.0306 - 0.0962i \\ 0.1717 + 0.1312i & 0.3359 & -0.0536 - 0.1599i & 0.1028 + 0.0836i \\ -0.1304 + 0.0459i & -0.0536 + 0.1599i & 0.3336 & 0.0695 + 0.1169i \\ 0.0306 + 0.0962i & 0.1028 + 0.0836i & 0.0695 - 0.1169i & 0.0896 + 0i \end{pmatrix}; \]

\[ \rho_{23} = \begin{pmatrix} 0.2534 & -0.0662 + 0.0248i & 0.1068 - 0.0440i & 0.0307 - 0.0383i \\ -0.0662 - 0.0248i & 0.2168 & 0.0307 + 0.0383i & -0.1085 + 0.2051i \\ 0.1068 + 0.0440i & 0.0307 + 0.0383i & 0.2114 & 0.0309 - 0.0164i \\ 0.0746 + 0.1027i & -0.1085 - 0.2051i & 0.0309 + 0.164i & 0.3183 \end{pmatrix}; \]

\[ \rho_{34} = \begin{pmatrix} 0.1175 & -0.0402 - 0.0453i & -0.0265 + 0.0143i & 0.0747 - 0.0688i \\ -0.0402 + 0.0453i & 0.5037 & -0.1095 + 0.0187i & -0.0247 - 0.0074i \\ -0.0265 - 0.0143i & -0.1095 - 0.0187i & 0.0883 & -0.0247 + 0.0074i \\ 0.0747 - 0.0688i & -0.0262 + 0.1296i & -0.0247 + 0.0074i & 0.2905 \end{pmatrix}. \]

Our maximum entropy method gives a density matrix \( \rho' = e^{-H'/\text{Tr}(e^{-H'})} \), of which the rank is 1. This means \( \rho' \) is a pure state. It can be verified that \( \rho' \) is the eigenstate with the lowest eigen-energy of \( H' \) - the ground state. The lowest energy of \( H' \) is \(-81.1733 \). Therefore, for any global state \( \rho \), we have

\[ \text{Tr}(\rho H') \geq -81.1733. \]  

Also, we know that \( H' \) is a local Hamiltonian:

\[ H' = H'_{12} + H'_{23} + H'_{34}, \]

where the superscript \( g \) means the local interaction Hamiltonian in global form. Now, we can verify that

\[ \text{Tr}(\rho_{12} H'_{12}) + \text{Tr}(\rho_{23} H'_{23}) + \text{Tr}(\rho_{34} H'_{34}) = -121.0888, \]

which is smaller than the ground state energy of \( H' \). Therefore, \( H' \) is a witness.

The above case gives a very example that \( H' \) is not degenerate. However, if you randomly choose \( \rho_{12}, \rho_{23} \) and \( \rho_{34} \), the solution is mostly likely to be degenerate. For example, we randomly generate the three reduced density matrices as follows:

The maximum entropy method will give a \( \rho' \), of which the rank is 8, meaning that \( \rho \) is a mixture of 8 pure states. As mentioned earlier, for states outside \( B \) shown in Fig. 1, the nearest points is on the boundary, which is composed of ground states. Therefore, the 8 pure states are all ground states of some Hamiltonian \( H' \), and \( H' \) is degenerate: all the 8 pure states are ground states and have the same energy.

To find the Hamiltonian \( H' \), we generate a new density matrix:

\[ \rho_g = \sum_i \frac{1}{n} |\psi_i\rangle \langle \psi_i|, \]

where \( n \) is the degeneracy and \( |\psi_i\rangle \) is the \( i \)-th ground state in \( \rho'' \). By using the maximum entropy method, we can find the Hamiltonian \( H'' \), of which

\[ \rho'' = e^{-H''/\text{Tr} e^{-H''}}. \]

In our example, the lowest eigen-energy of \( H'' \) is around \(-7.2 \): because of numerical precision, there are slightly difference between these energies. The first exited states have the energy of 1.7, which makes the gap between the ground state be about 8.9. This gap makes the state \( \rho'' \) a ground state.
Similarly, we could calculate the energy of \{ρ_{12}, ρ_{23}, ρ_{34}\} based on \(H''\):

\[
\text{Tr}(ρ_{12}H''_{12}^{(2)} + \text{Tr}(ρ_{23}H''_{23}^{(2)}) + \text{Tr}(ρ_{34}H''_{34}^{(2)}) = -7.5,
\]

which is smaller than the ground state energy of \(H''\). Therefore, \(H''\) is a witness.

V. THE HYBRID QUANTUM-CLASSICAL ALGORITHM

In our algorithm, we need to repeatedly calculate density matrices of the form

\[
ρ = \frac{e^{-H}}{\text{Tr}(e^{-H})}.
\]

Calculation of the exponential of a matrix using a classical computer is a difficult task, because it is not scalable. To address this issue, we will turn to some hybrid quantum-classical algorithms \([20, 23–27]\) to prepare the thermal state \(ρ_β = e^{-βH}/\text{Tr}(e^{-βH})\). All of these can be used to help scale our method with the existence of near-term quantum computers.

As an example, we have used the method in Ref. \([23]\) to calculate the thermal state density matrix, which can take advantage of the small correlation length of the system in small \(β\). When setting \(β = 1\), we can obtain the density matrix in Eq. 68. To prepare the thermal state \(ρ_β\), one can apply an imaginary time evolution with a thermal field double state. We first prepare initial state \(|φ_0⟩ = \frac{1}{\sqrt{2^n}} \sum_{i=1}^{2^n} |i⟩|i⟩\) with \(2^n\) qubits. The imaginary time evolution \(e^{-βH/2}\) on \(|φ_0⟩\) returns the state \(|\text{TFD}(β)⟩\) = \(\sqrt{2^n/\text{Tr}(e^{-βH})} e^{-βH/2}|φ_0⟩\) and \(ρ_β\) will be then obtained on the first \(n\) qubits by tracing out the last \(n\) qubits, \(ρ_β = \text{Tr}_{n+1,\ldots,2n}|\text{TFD}(β)⟩⟨\text{TFD}(β)|\).

To implement \(e^{-βH/2}\) on a quantum computer, where \(H = \sum_{m} h[m]\) acts nontrivially only on at most \(K\) neighbouring qubits, one could use a quantum imaginary time evolution (QITE) algorithm, which is NISQ friendly \([45, 46]\). The basic idea of QITE is to approximate the \(K\)-local non-unitary transformation with a \(D\)-local unitary transformation in each step after the Trotter decomposition,

\[
|φ'⟩ = \frac{1}{\sqrt{c}} e^{-Δτh[m]}|φ⟩ ≈ e^{-iΔτA[m]}|φ⟩,
\]

where \(c = ⟨φ|e^{-2Δτh[m]}|φ⟩\) is the normalization factor. Each \(h[m]\) is a \(K\)-local operator and \(A[m]\) is Hermitian, which can be expanded in terms of Pauli basis on \(D\) qubits,

\[
A[m] = \sum_{i_1i_2...i_D} a[m]_{i_1i_2...i_D} σ_{i_1} σ_{i_2} ... σ_{i_D} = \sum_{I} a[m]_I σ_I,
\]

where \(a[m]_I\) is the coefficient of combining Pauli operator \(σ_I\) and the index \(I\) is a combination of qubit indexes \(\{i_1, i_2, ... , i_D\}\) corresponding to nontrivial Pauli operators. To find coefficients \(a[m]_I\) of \(A[m]\), we minimize the square norm of the difference between the two quantum states

\[
|||φ'⟩ − (1 − iΔτA[m])|φ⟩ ||^2,
\]

where \((1 − iΔτA[m])|φ⟩\) is the first two terms of the taylor series of \(e^{-iΔτA[m]}|φ⟩\). The solution of the minimization is subject to the linear equation,

\[
(S + S^T)a[m] = −b,
\]

where the matrix \(S\) and vector \(b\) can be obtained by \(D\) local measurements on the quantum state \(|φ⟩\),

\[
S_{IJ} = ⟨φ|σ^I J σ^I J|φ⟩, \quad b_I = −2\text{Im} \left[ \frac{1}{\sqrt{c}} ⟨φ|σ^I J h[m]|φ⟩ \right],
\]

where \(\text{Im}[]\) denotes the imaginary part of the variable inside. We can obtain the \(a[m]\) by solving the linear equation on a classical computer, and then construct a quantum circuit to implement the unitary transformation \(e^{-iΔτA[m]}|φ⟩\) on an NISQ quantum devices.

The locality of \(D\) qubits local unitary transformation is important. The unitary local operator \(A[m]\) should at least act nontrivially on the \((i, i+n)\) qubit pair if its counterpart \(h[m]\) act nontrivially on \(i\)-th qubit \([23]\). Given a \(K\)-local Hamiltonian, the QITE algorithm is capable of capturing the correlation of the original Hamiltonian only if \(D \geq 2K\). In our case it is a 2-local Hamiltonian, so we set \(D = 4\). The trotter step size \(Δτ\) can also affect the accuracy of the thermal state density matrix, therefore we here choose a small value \(Δτ = 0.05\). Then the number of Trotter steps is \(N = β/Δτ = 10\). As described in Ref. \([23]\) the time complexity of the QITE and the depth of the circuit construct by the QITE algorithm depend on \(N \times O(\text{e}^D)\). The density matrix in Eq. 68 thus can be calculated efficiently on NISQ devices.

In previous section we showed the results in the 3-qubit case, where for GHZ state, the variation method returns the density matrix

\[
ρ_{\text{GHZ}} = 0.5(|000⟩⟨000| + |111⟩⟨111|),
\]

and for W state, it returns exactly the target density matrix, which means that our variational method works as desired.
VI. CONCLUSION

In this work, we applied the maximum entropy method to solve the quantum state compatibility problem. Compared to the traditional SDP method, there are several advantages of the method. At first, only a small number of parameters (the same as the number of measurement operators) are required to parametrize to obtain the desired density matrix. Secondly, the hybrid quantum-classical algorithms replace some subroutines with help of quantum devices may give further advantages with the incoming NISQ era. Thirdly, in case the solution does not exist, our method will further produce a witness which is the supporting hyperplane of the compatible set; making use of these “byproducts” might be able to provide us some insight in further understanding about the global features of the compatible sets in future studies.
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