Depth-2 QAC circuits cannot simulate quantum parity
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Abstract

We show that the quantum parity gate on \( n > 3 \) qubits cannot be cleanly simulated by a quantum circuit with two layers of arbitrary C-SIGN gates of any arity and arbitrary 1-qubit unitary gates, regardless of the number of allowed ancilla qubits. This is the best known and first nontrivial separation between the parity gate and circuits of this form. The same bounds also apply to the quantum fanout gate. Our results are incomparable with those of Fang et al. \textsuperscript{3}, which apply to any constant depth but require a sublinear number of ancilla qubits on the simulating circuit.
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1 Introduction

Quantum decoherence is a major obstacle to maintaining long quantum computations. Large-scale quantum computers, if and when they are built, will very likely confront short decoherence times and so must act quickly to do useful computations.

A reasonable theoretical model of such computations are shallow quantum circuits, i.e., quantum circuits of small depth. The decoherence dilemma has inspired much theoretical interest in the capabilities of these circuits, particularly circuits that have constant depth and polynomial size. To solve useful problems, quantum circuits that are very shallow will require gates acting on several qubits at once. A major question then is this: do there exist multiple-qubit gates that are both potentially realizable and sufficient for powerful computation in small (even constant) depth?
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It is known that, with the aid of fanout gates (a certain multiqubit gate defined below), quantum circuits can do a variety of important tasks such as phase estimation and approximate Quantum Fourier Transform in essentially constant depth [7]. Are fanout gates necessary here? If one only allows gates to act on $O(1)$ qubits each, it is clear that any decision problem computed by $o(\log n)$-depth quantum circuits with bounded error and can only depend on $2^{o(\log n)}$ bits of the input (see [3] for a discussion). Thus without allowing some class of quantum gates with unbounded width (arity), no nontrivial decision problem can be computed by such a circuit. What if we restrict to constant-width quantum gates, but we allow measurement of several qubits at the end, followed by post-processing by a polynomial-size classical circuit? Here the situation is more complicated. For certain types of constant-depth circuits—particularly, for circuits with constant-width gates followed by a classical AND applied to the measured results of all the output qubits—one can compute in polynomial time the result, provided there is a wide enough gap in the probabilities of getting a 0-result versus a 1-result [4]. In contrast, Bravyi, Gosset, & König recently presented a search problem[2] that can be computed exactly by a constant-depth circuit with constant-width gates, and no classical probabilistic circuit of sublogarithmic depth can solve the same problem with high probability [2].

Another type of multiqubit gate that has a natural definition is the quantum AND-gate, which flips the value of a target just when all the control qubits are on. It is not clear whether such a gate will be easy to implement, but it is a natural question to compare the power of fanout versus quantum AND-gates with respect to constant-depth quantum computation.

A quantum circuit (actually a family of such circuits, one for each input size) using unbounded quantum AND-gates and single-qubit gates is called a QAC circuit. This is the quantum analogue of a classical AC circuit. Takahashi & Tani showed that the quantum AND-gate can be simulated exactly in constant depth by a quantum circuit with single-qubit gates and fanout gates [13]. The converse of the Takahashi & Tani result—can a fanout gate be simulated exactly (or even approximately) by a constant-depth QAC circuit?—is still an open question, and is the main focus of this paper. We conjecture that the answer is no, and our current results supply evidence in that direction, proving a separation between fanout and depth-2 QAC circuits. It is known that quantum fanout gates are constant-depth equivalent to quantum parity gates [10], and so the question at hand is a reasonable quantum analogue to the already proven separation between parity and AC$^0$ in classical circuit complexity [11 5] (the superscript 0 signifies constant-depth circuits). This analogy is not perfect; in classical circuit complexity, fanout is usually taken for granted and used freely, and this is not the case with quantum circuits.

**Conjecture 1.** Constant-depth QAC circuits cannot simulate an unbounded quantum fanout

---

1 In a search problem (or relation problem) there may be several possible acceptable outputs, and the device is only required to produce one of them.

2 These gates are also called generalized Toffoli gates.
Partial progress on this conjecture was made in [3], where it was shown that no constant-depth QAC circuit family (a.k.a. a QAC^0 circuit family) with a sublinear number of ancilla qubits can approximate a fanout gate. Since then, progress on this conjecture has stalled until very recently. In 2014, E. Pius announced a result (slightly weaker than our main result) that parity (equivalently, fanout) of more than five qubits cannot be simulated cleanly by a QAC circuit with depth 2 [12]. We have been unable to verify his proof completely. Nonetheless, some ideas in that paper have been helpful in a new push to prove the conjecture. We have recently found new techniques, described below, that go beyond those used in [3] to potentially prove that QAC circuits of any constant depth cannot simulate fanout gates. Proving this conjecture would most likely lead to a separation of the corresponding language classes computed by these circuits: QAC^0 \neq QACC^0. Here, QACC^0 circuits are families of constant-depth circuits with single-qubit gates and unbounded mod-q gates (for any q > 1 constant across the circuits in the family). Parity gates were shown to be depth-1 equivalent to fanout gates [10], so these circuits are layer-for-layer equivalent to circuits with fanout gates instead, and it was shown in [6] that mod-q gates are simulatable by QAC circuits with parity gates in constant depth, and vice versa.

The main result of this paper (Theorem 4, below) is that an n-qubit parity gate for n ≥ 4 cannot be simulated cleanly by any depth-2 QAC circuit. This result is tight in the sense that one can simulate the 3-qubit parity gate with a depth-2 QAC circuit.

2 Preliminaries

Following standard practice, we let [n] denote the set \{1, \ldots, n\} for any integer n ≥ 0. We write \(z^*\) for the complex conjugate of a complex number \(z\), and we write \(A^*\) for the adjoint (Hermitian conjugate) of an operator \(A\) on a Hilbert space. Otherwise, our notation is fairly standard (see [8, 9, 11] for example).

For \(n ≥ 0\) and \(s ∈ \{0, 1\}^n\), we let \(\text{wt}(s)\) denote the Hamming weight of \(s\), and we let \(⊕s ∈ \{0, 1\}\) denote the parity of the bits of \(s\), i.e., \(⊕s := \text{wt}(s) \mod 2\).

For \(m ≥ 0\), we let \(H_m\) denote the Hilbert space on \(m\) qubits, labeled 1, \ldots, \(m\). Thus \(H_m\) has dimension \(2^m\), and is isomorphic to \((\mathbb{C}^2)^⊗m\) via the usual computational basis. If \(S\) is some subset of \([m]\), then we let \(H_S\) denote the Hilbert space of the qubits with labels in \(S\). Thus for example, \(H_m = H_{[m]}\). For disjoint \(S, T ⊆ [m]\), there is a natural isomorphism \(H_{S∪T} ≅ H_S ⊗ H_T\), and so we will not distinguish between these. For \(S ⊆ [m]\), we let \(\overline{S}\) denote \([m]\ \setminus \ S\).

Our quantum circuit model with unitary gates is standard, found in several textbooks, including [11, 8]. We assume our circuit acts on \(H_m\) for some \(m ∈ \mathbb{N}\). We assume qubits

---

3We ignore single-qubit gates in determining the depth of a circuit, counting only those layers containing multiqubit gates.
1, \ldots, n$ are the input qubits, for some $n \leq m$, and the rest are ancilla qubits. For any single-qubit unitary operator $U$, we let $U_i$ denote $U$ acting on qubit $i$, for $1 \leq i \leq m$. (Note that $U_i$ acts on the entire space of $m$ qubits; it is the tensor product of $U$ with the identity operator $I$ acting on the rest of the qubits.)

All the quantum circuits we consider are allowed arbitrary single-qubit gates. These gates do not count toward the depth of the circuit; only layers of multiqubit gates are counted for the depth. For example, a depth-1 circuit may have multiqubit gates acting on disjoint set of qubits simultaneously (in a single layer), preceded and followed on each qubit with an arbitrary single-qubit gate.

The 1-qubit Pauli gates are defined as usual:

\[
X := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Y := \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad Z := \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
\]

The $k$-qubit fanout gate $F_k$ acts on $k \geq 2$ qubits, where one qubit, the first, say, is the control and the rest are targets:

\[
F_k |x_1, x_2, \ldots, x_k \rangle = |x_1 ⊕ x_2, \ldots, x_1 ⊕ x_k \rangle
\]

for all $x_1, \ldots, x_k \in \{0, 1\}$. $F_k$ is equivalent to applying $k - 1$ many C-NOT gates in succession, all with the same control qubit, and targets 2 through $k$, respectively. If the targets are initially all in the $|0\rangle$ state, then $F_k$ copies the classical value of the control qubit to each of the targets.

The $k$-qubit parity gate $⊕_k$ acts on $k \geq 2$ qubits, where the first (say) is the target and the rest are control qubits:

\[
⊕_k |x_1, x_2, \ldots, x_k \rangle = |x_1 ⊕ \cdots ⊕ x_k, x_2, \ldots, x_k \rangle
\]

for any $x_1, \ldots, x_k \in \{0, 1\}$. The parity gate $⊕_k$ results from $F_k$ by conjugating each qubit with a Hadamard gate $H$, that is,

\[
⊕_k = (H_1 H_2 \cdots H_k) F_k (H_1 H_2 \cdots H_k)
\]

and vice versa.

The $k$-qubit quantum AND-gate (a.k.a. the generalized Toffoli gate) $C_k X$ flips the value of the target (the first qubit, say) just when all control bits are 1:

\[
C_k X |x_1, x_2, \ldots, x_k \rangle = |x_1 ⊕ (x_2 \cdots x_k), x_2, \ldots, x_k \rangle
\]

for any $x_1, \ldots, x_k \in \{0, 1\}$. For example $C_2 X = F_2 = \text{C-NOT}$.

The gates mentioned above are all “classical” in the sense that they map basis states to basis states. This is not true of the C-SIGN gate.

\footnote{This does not violate the no-cloning theorem, because only the classical value is copied.}
The $k$-qubit C-SIGN gate $C_k Z$ flips the overall phase just when all bits are 1:

$$C_k Z |x_1, \ldots, x_k \rangle = (-1)^{x_1 \cdots x_k} |x_1, \ldots, x_k \rangle$$

for any $x_1, \ldots, x_k \in \{0, 1\}$. The C-SIGN gate results from the quantum AND-gate by conjugating the target qubit with Hadamard gates:

$$C_k Z = H_1 C_k X H_1$$

and vice versa:

$$C_k X = H_1 C_k Z H_1 .$$

A technical advantage of the C-SIGN gate over the quantum AND-gate is that the C-SIGN gate has no distinguished target or control qubits; all qubits incident to the gate are on the “same footing;” more precisely, the C-SIGN gate commutes with the SWAP operator applied to any pair of its qubits. With that in mind we define, for any subset $S$ of the qubits of a multiqubit register, the gate $C_S Z$ as the C-SIGN gate acting on the qubits in $S$. Note, however, that $C_S Z$ is a unitary operator on the entire register, being the tensor product of a C-SIGN gate on the qubits in $S$ with the identity operator on the other qubits. We define $C_{\emptyset} Z := -I$ by convention, where $I$ is the identity operator on the register. We also refer to a C-SIGN gate acting on an unspecified set of qubits as a C$Z$ gate.

**Definition 2.** A QAC circuit is a quantum circuit that includes $CZ$ gates and (arbitrary) single-qubit gates. For QAC circuit $C$, we define the depth of $C$ in the standard way, except we do not include single-qubit gates as contributing to the depth, i.e., as if all single-qubit gates are removed.

**Definition 3.** If $G$ is an $n$-qubit unitary operator and $C$ is a quantum circuit on $m \geq n$ qubits, we say that $C$ cleanly simulates $G$ if, for all $x \in \{0, 1\}^n$,

$$C(|x\rangle \otimes |0^{m-n}\rangle) = (G|x\rangle) \otimes |0^{m-n}\rangle .$$

So particularly, when the ancilla qubits are initially all 0, they are returned to being all 0 at the end.

In this paper we prove the following theorem:

**Theorem 4.** No depth-2 QAC circuit cleanly simulates $\oplus_n$ for any $n \geq 4$, regardless of the number of its ancilla qubits.

This result is tight in the sense that there is a simple 3-qubit depth-2 QAC circuit that cleanly simulates $\oplus_3$. Theorem 4 improves upon Pius’s announced result above by reducing the number of input qubits.

To prove this theorem, we introduce a new technique that has promise for increasing the depth hypothesis well beyond 2. Our technique makes use of a specific entangling property of the C-SIGN gate. Roughly, any essential application of a C-SIGN gate leaves all its qubits entangled, provided they were not so entangled to begin with. By “essential” we mean that the gate does not disappear or simplify to a gate of smaller arity.
Definition 5. Suppose we have an $n$-qubit register with qubits labeled $1, \ldots, n$. Let $|\psi\rangle$ be some state of the $n$ qubits, and let $S$ be a subset of the qubits with $|S| \geq 2$. We say that $|\psi\rangle$ is $S$-separable if there exists a bipartition of $[n]$ into sets $A$ and $B$ such that $A \cap S \neq \emptyset$, $B \cap S \neq \emptyset$, and $|\psi\rangle = |\psi\rangle_A \otimes |\psi\rangle_B$ for two states $|\psi\rangle_A$ and $|\psi\rangle_B$ on the qubits in $A$ and in $B$, respectively. If $|\psi\rangle$ is not $S$-separable, we say it is $S$-entangled.

Definition 6. Suppose we have an $n$-qubit register with qubits labeled $1, \ldots, n$, a set $S \subseteq [n]$, and an $n$-qubit state $|\psi\rangle$. We say that $C_S Z$ simplifies on $|\psi\rangle$ if either (a) $C_S Z |\psi\rangle = |\psi\rangle$ or (b) $C_S Z |\psi\rangle = C_T Z |\psi\rangle \neq |\psi\rangle$ for some proper subset $T \subset S$. In case (a), we say that $C_S Z$ disappears (or is turned off) on $|\psi\rangle$; in case (b), we say that $C_S Z$ simplifies to $C_T Z$ on $|\psi\rangle$.

Observe that the two cases (a) and (b) in Definition 6 above are mutually exclusive, given $S$ and $|\psi\rangle$. Also observe that $C_S Z$ disappears on $|\psi\rangle$ if and only if $\langle x |\psi\rangle = 0$ for every computational basis state $|x\rangle$ such that the string $x$ has 1’s in all positions in $S$. $C_S Z$ simplifies to $C_T Z$ on $|\psi\rangle$ if and only if $\langle x |\psi\rangle = 0$ for every computational basis state $|x\rangle$ where $x$ has a 0 in some position in $S - T$; equivalently, $|\psi\rangle$ factors into a tensor product of a $|1\rangle$ state of each qubit in $S - T$, along with some arbitrary state of the rest of the qubits.

In Appendix A we prove the following lemma:

Lemma 7 (Entanglement Lemma). Suppose we have an $n$-qubit register as in Definition 6, and let $S$ be a subset of $[n]$. Let $|\psi\rangle$ be any state of the register, and let $|\varphi\rangle := C_S Z |\psi\rangle$. Then at least one of the following must hold: (1) $|\psi\rangle$ is $S$-entangled; (2) $|\varphi\rangle$ is $S$-entangled; (3) $C_S Z$ simplifies on $|\psi\rangle$.

Definition 8. Given $n \geq 1$ and $b \in \{0, 1\}$, we define the subspace $P_b$ of $H_n$ to be the space spanned by $\{|x\rangle \mid x \in \{0, 1\}^n \land \oplus x = b\}$.

Clearly, $\dim P_0 = \dim P_1 = 2^{n-1}$, and $H_n$ is the direct sum of $P_0$ and $P_1$.

Definition 9 (Parity of a State). Given an $n$-qubit state $|\psi\rangle \in H_n$ and $b \in \{0, 1\}$, we say that $|\psi\rangle$ has pure parity $b$ if $|\psi\rangle \in P_b$. We say that $|\psi\rangle$ is a pure parity state if $|\psi\rangle$ has pure parity $b$ for some $b \in \{0, 1\}$. Otherwise, we say that $|\psi\rangle$ has mixed parity.

Definition 10. Let $n \geq 1$. A quantum circuit $C$ weakly computes $\oplus_n$ if $C$ acts on $m$ qubits, for some $m \geq n$, and there exists state $|\psi\rangle \in \mathbb{C}^{2^{m-n}}$ such that, for any $x \in \{0, 1\}^n$, there exists state $|\varphi_x\rangle \in \mathbb{C}^{2^{m-n}}$ such that

$$C(|x\rangle \otimes |\psi\rangle) = |\oplus x\rangle \otimes |\varphi_x\rangle.$$

In the circuit $C$ above, we consider the first qubit to be both the target and an input qubit. The $m - n$ non-input qubits are ancilla qubits. Clearly, if a circuit cleanly simulates $\oplus_n$, then it weakly computes $\oplus_n$. 
Lemma 11. Given any \( n \)-qubit unitary operators \( U_1, \ldots, U_k \) for some \( k < 2^{n-1} \) and any bit \( b \in \{0, 1\} \), there is an \( n \)-qubit state \( |\psi\rangle \) with pure parity \( b \) such that \( \langle 1^n | U_i U_{i-1} \cdots U_1 |\psi\rangle = 0 \) for all \( 1 \leq i \leq k \).

Proof. Let \( P_0 \) and \( P_1 \) be as in Definition 8. For \( 1 \leq i \leq k \), set \( V_i := U_i \cdots U_1 \), and let \( Z_i \subseteq \mathcal{H}_n \) be the \((2^n - 1)\)-dimensional subspace of \( \mathcal{H}_n \) spanned by \( \{ V_i^* |x\rangle : x \in \{0, 1\}^n \setminus \{1^n\} \} \). Then for all \( i \), \( \langle 1^n | V_i |\psi\rangle = 0 \) for any state \( |\psi\rangle \in Z_i \). Letting \( Z := \bigcap_{i=1}^k Z_i \), we see that \( \dim(Z) \geq 2^n - k \). For \( b \in \{0, 1\} \), we then have

\[
\dim(P_b \cap Z) = \dim P_b + \dim Z - \dim(P_b + Z) \geq \dim P_b + \dim Z - 2^n \geq 2^{n-1} + (2^n - k) - 2^n \geq 1.
\]

It follows that we can choose a state (unit vector) \( |\psi\rangle \) in \( P_b \cap Z \), and this vector has the desired properties.

3 Lower Bounds

3.1 Depth-1 circuits

Lemma 12. There is no depth-1 QAC circuit that weakly computes \( \oplus_n \) for \( n \geq 3 \).

Proof. Consider such a circuit \( C \) on at least three input qubits. These must all be incident to a single \( C_S Z \) gate for some \( S \supseteq \{1, 2, 3\} \), for otherwise there is a non-target input qubit that does not interact with the target qubit at all, whence \( C \) cannot weakly compute \( \oplus_n \).

Then by Lemma 11, input qubits 1 and 2 (including the target) can be initially committed to a pure-parity state \( |\psi\rangle \) that turns off \( C_S Z \). Then given the initial state \( |\psi\rangle \otimes \cdots \), input qubit 3 does not affect the target qubit. This is a contradiction, because toggling qubit 3’s initial state between \( |0\rangle \) and \( |1\rangle \) while qubits 1 and 2 are in state \( |\psi\rangle \) changes the parity of the inputs and so must flip the value of the target on the output.

3.2 Depth-2 circuits

A depth-\( d \) circuit can have \( d \) layers of \( CZ \) gates, which we call layers 1 through \( d \), respectively, layer 1 lying to the left of layer 2, etc. To the left, right, and in between these layers are arbitrary 1-qubit gates. Viewing the circuit as acting from left to right, the leftmost 1-qubit gates are applied first; we say these gates are on layer 0.5. Then the layer-1 \( CZ \) gates are applied, followed by the 1-qubit gates between layers 1 and 2 (layer 1.5), followed by the \( CZ \) gates on layer 2, and so on, then finally the rightmost layer of 1-qubit gates (layer \( d + \frac{1}{2} \)).

Definition 13. A single-qubit gate is mixing if, in its matrix representation with respect to the computational basis, all entries are non-zero.

Observe that a 1-qubit unitary gate \( U \) is mixing if and only if \( U^* \) is mixing.
Lemma 14. Let $G$ be a single-qubit gate. $G$ is non-mixing if and only if $G$ applied to any computational basis state outputs a computational basis state up to a phase, i.e., for any $b \in \{0, 1\}$ there exist $c \in \{0, 1\}$ and $\eta \in \mathbb{R}$ such that $G |b\rangle = e^{i\eta} |c\rangle$. Moreover, if this is the case, then either $G = e^{i\beta} e^{i\alpha Z}$ or $G = e^{i\beta} X e^{i\alpha Z}$ for some $\alpha, \beta \in \mathbb{R}$.

Proof. If $G$ is non-mixing, then due to the normalization of the rows and columns of any $2 \times 2$ unitary matrix, $G$ can be written in one of these forms, for some $\theta, \phi \in \mathbb{R}$:

$$
\begin{bmatrix}
  e^{i\theta} & 0 \\
  0 & e^{i\phi}
\end{bmatrix} = e^{i\beta} e^{i\alpha Z} \quad \text{or} \quad
\begin{bmatrix}
  0 & e^{i\phi} \\
  e^{i\theta} & 0
\end{bmatrix} = e^{i\beta} X e^{i\alpha Z},
$$

where $\alpha = (\theta - \phi)/2$ and $\beta = (\theta + \phi)/2$. Applying either of these matrices to a computational basis state yields a computational basis state up to a phase.

The reverse implication is obvious.

Definition 15. In a depth-$d$ QAC circuit, if a qubit $q$ encounters a non-mixing 1-qubit gate in layer $d + \frac{1}{2}$, then we say that $q$ is pass-through. If $q$ encounters a non-mixing 1-qubit gate in layer $\frac{1}{2}$, then we say that $q$ is pass-in.

Lemma 16. For any $n \geq 1$ and $d \geq 2$, let $C$ be a depth-$d$ QAC circuit that weakly computes $\oplus_n$. If $C$’s target is either pass-through or does not encounter a $CZ$ gate on layer $d$, then there exists a depth-$(d - 1)$ QAC circuit that weakly computes $\oplus_n$ with the same initial ancilla state as $C$.

Proof. Fix an initial ancilla state $|\psi\rangle$ that witnesses $C$ weakly computing $\oplus_n$. By Lemma 14, for any classical input $x$ combined with $|\psi\rangle$, the target (qubit 1) is in an unentangled computational basis state $|b\rangle$ at layer $d$ (where $b \in \{0, 1\}$ depends on $x$). Thus a layer-$d$ CZ gate (if there is one) acting on the target either disappears or simplifies to a CZ gate not acting on the target, depending on $b$. In either case, the (unentangled) state of the target is unchanged across layer $d$. Let $C'$ be the depth-$(d - 1)$ circuit obtained from $C$ by removing all gates on layer $d$, removing all non-target gates on layer $d + \frac{1}{2}$, and combining the target gate on layer $d + \frac{1}{2}$ (if any) with the target gate on layer $d - \frac{1}{2}$. For any classical input, the final state of the target is thus the same with $C'$ as with $C$, and so $C'$ weakly computes $\oplus_n$ with initial ancilla state $|\psi\rangle$.

The following lemma is a corollary to Lemma 16.

Lemma 17. In any depth-2 QAC circuit weakly computing $\oplus_n$ for $n \geq 3$, there is a CZ gate on layer 2 acting on the target, and the target is not pass-through.

Proof. By Lemmas 12 and 16.

Lemma 18. In a depth-2 QAC circuit $C$, if any non-target input qubit sharing a layer-2 CZ gate with the target is pass-through, or if any non-target input qubit sharing a layer-1 CZ gate with the target is pass-in, then $C$ cannot simulate $\oplus_n$ cleanly for $n > 3$. 
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Proof. Suppose such a $C$ cleanly simulates $\oplus_n$ for some $n$, and first consider any non-target input qubit $q$ that is not pass-through but shares a layer-2 CZ gate with the target. By Lemma 14, the initial state of $q$ can be committed to either $|0\rangle$ or $|1\rangle$ such that $q$ is in state $|0\rangle$ across the layer-2 CZ gate, turning that gate off. Treating $q$ as an ancilla qubit, $C$ is now equivalent to a depth-1 circuit weakly computing $\oplus_{n-1}$, which by Lemma 12 can only weakly compute parity on at most 2 qubits. Thus, $n \leq 3$.

Since the parity gate is its own inverse, $C$ cleanly simulates parity if and only if the inverse $C^*$ of $C$ cleanly simulates parity. Thus we can apply the whole argument of the last paragraph to the inverse of $C$—a “mirror image” argument—showing that if $q$ is not pass-in but shares a layer-1 CZ gate with the target in circuit $C$, then $C^*$ cannot cleanly simulate $\oplus_n$ for $n > 3$, and thus neither can $C$.

Lemma 19. Consider a depth-2 QAC circuit cleanly simulating $\oplus_n$ for $n \geq 3$. For any three input qubits $q_1$, $q_2$, and $q_3$ that share a common CZ gate on both layers 1 and 2 (possibly with other qubits), there exists a 3-qubit pure-parity input state of $q_1, q_2, q_3$ that turns off both CZ gates.

Proof. Let $CZ_1$ and $CZ_2$ be the CZ gates shared by $q_1, q_2, q_3$ on layers 1 and 2, respectively. We apply Lemma 11 for $n = 3$ and $k = 2$, where $U_1$ is the tensor product of the three 1-qubit gates on qubits $q_1$, $q_2$, and $q_3$ in layer 0.5, and $U_2$ is the same except on layer 1.5. We have $2 = k < 4 = 2^{n-1}$, so by Lemma 11 there exists a 3-qubit state $|\psi\rangle$ on $q_1, q_2, q_3$ such that $\langle 111 | U_1 | \psi \rangle = \langle 111 | U_2 U_1 | \psi \rangle = 0$. We see that $|\psi_1\rangle := U_1 |\psi\rangle$ is the state of the 3 qubits just prior to layer 1, as depicted in Figure 1.

Figure 1: Simplified depth-2 circuit, ignoring single-qubit gates on the input and output.

Since $\langle 111 | \psi_1 \rangle = 0$, the state $|\psi_1\rangle$ turns off the gate $CZ_1$, whence the state just prior to layer 2 is $|\psi_2\rangle := U_2 U_1 |\psi\rangle$. Again by Lemma 11 $|\psi_2\rangle$ turns off $CZ_2$ on layer 2.

We are now ready to prove our main result.

Theorem 20. There is no depth-2 QAC circuit cleanly simulating $\oplus_n$ for $n > 3$.

Proof. Suppose $C$ is a depth-2 QAC circuit cleanly simulating $\oplus_n$ for $n > 3$. By Lemma 17 applied to $C$ and Lemma 18, there must be a CZ gate $G$ in layer 2 acting on the target,
and none of the input qubits $G$ acts on are pass-through. By Lemma 17 applied to the inverse circuit $C^*$ (i.e., the mirror image argument) and Lemma 18, there is a CZ gate $U$ in layer 1 acting on the target, and none of the input qubits $U$ acts on are pass-in. Let $S$ be the set of qubits acted on by $G$ (so $G = C_S Z$), and let $T$ be the set of qubits acted on by $U$, noting that both $S$ and $T$ include the target. We can assume as well that none of the ancilla qubits in $S$ are pass-through; otherwise, either $G$ disappears for all classical inputs or $G$ simplifies to the same proper subset of $S$ for all classical inputs; in the former case, $C$ is equivalent to a depth-1 QAC circuit weakly computing $\oplus_n$, which is impossible by Lemma 12, and in the latter case, $G$ can be replaced with a $CZ$ gate of smaller arity that does not include the pass-through ancilla qubits (but still acts on the target) to obtain an equivalent circuit. By a similar mirror argument, we can assume that none of the qubits in $T$ are pass-in.

By cleanliness and the fact that all 1-qubit gates on layer 2 are mixing, for any classical input $x$, the state of the qubits in $S$ just after layer 2 is a tensor product of 1-qubit states that are all nontrivial superpositions of computational basis states. It follows that $G$ does not simplify on any layer 2 state arising from a classical input.

Now by the entanglement lemma (Lemma 7), on any classical input $x$, the state $|\psi_x\rangle$ just before layer 2 must be $S$-entangled, since the state after layer 2 is $S$-separable. Since the single-qubit gates on layer 1.5 do not affect $S$-entanglement, the state $|\varphi_x\rangle$ just after layer 1 is also $S$-entangled. Since the state immediately before layer 1 is clearly $S$-separable, it must be that all the qubits in $S$ must be acted upon by $U$. This implies that $U$ must act on all input qubits; otherwise, there exists an input qubit that is acted upon neither by $U$ nor by $G$ and is thus not connected to the target at all. We thus have that $S \subseteq T$ and $T$ includes all input qubits. By the mirror argument, we get that $T \subseteq S$ as well; $U$ does not simplify for any classical input, because none of its qubits is pass-in, and so after $U$ is applied, the state is $T$-entangled and stays $T$-entangled up to layer 2, requiring $G$ to act on all the qubits in $T$ since there is no entanglement after layer 2. Thus we have $S = T$, from which it follows that $G$ acts on all input qubits.

Finally, let $q_1, q_2,$ and $q_3$ be any three input qubits, one of which is the target. These three are all acted on by both $U$ and $G$. Since $n > 3$, there is at least one remaining (non-target) input qubit $q_4$. By Lemma 19, there exists a pure parity-0 state $|\psi\rangle$ on $q_1, q_2, q_3$ that turns off both both $U$ and $G$. With $q_1, q_2, q_3$ initially in this state, $q_4$ is not connected to the target, and thus cannot influence the final state of the target at all. This contradicts the fact that the parity depends on all input qubits.

\[ \square \]

### 3.3 Further Research

Our techniques currently work for depth 2, but obviously, we would like to prove limitations on QAC circuits of higher depth. The entanglement lemma (Lemma 7) is stronger than needed for the current result; a weaker form, which assumes that $|\psi\rangle$ is factorable into
single-qubit states, is easier to prove and still adequate for the current results. We hope
the stronger version will be useful for depth 3 and beyond, however. Lemma 11 is also
stronger than needed for the current results; by committing clusters of input qubits to
certain states, we can turn off C-SIGN gates through more than two layers. These two
lemmas provide powerful tools for dealing with QAC circuits of higher depth. By simplifying
a circuit in the right way, one can reduce its effective depth, and this in turn can lead to
an inductive proof of the limitations of such circuits.

More specifically, Lemma 7 may be useful for depth 3 and beyond because it disallows
many different circuit topologies for QAC circuits computing parity. For example, the
following circuit topology is impossible for computing parity (or any classical reversible
function for that matter) cleanly unless the middle gate simplifies:

(Here only the C-SIGN gates are shown; the single qubit gates are suppressed.) The reason
is that, for any classical input, the state on the far left is completely separable, and so the
state immediately after the first layer is \(\{2, 3, 4\}\)-separable (via the partition \(A = \{1, 2, 3\}\)
and \(B = \{4, 5, 6\}\)). If the middle gate does not simplify, then by the lemma, the state
\(|\psi\rangle\) immediately to its right must be \(\{2, 3, 4\}\)-entangled. Now assuming a clean simulation,
the state on the far right is completely separable, and so running the circuit backwards
from the right, we see that \(|\psi\rangle\) must be \(\{2, 3, 4\}\)-separable (via the partition \(A = \{1, 2\}\)
and \(B = \{3, 4, 5, 6\}\)). Noting that single-qubit gates do not affect the \(S\)-separability of any
state, this is a contradiction.

We note that the techniques used to prove that parity cannot be computed by classical
\(\text{AC}^0\) circuits (i.e., random restrictions and switching lemmas) are not necessarily needed or
even relevant here, because fanout is taken for granted in the classical case, unlike in the
quantum case.

Finally, we only consider exact simulations in this paper. A natural question to ask
is whether one can prove nonapproximability results as well. We suspect some of our
techniques—e.g., the entanglement lemma—can be strengthened to help with some of
these results, but new techniques will certainly also be needed.
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A Proof of the Entanglement Lemma

Here we prove the entanglement lemma (Lemma 7) in a slightly more general context.

Recall that the C-SIGN gate on \( k \) qubits is a unitary operator \( CZ \) defined thus for every computational basis state \( |x_1x_2\cdots x_k\rangle \), for \( x_1, x_2, \ldots, x_k \in \{0, 1\} \):

\[
CZ |x_1x_2\cdots x_k\rangle = (-1)^{x_1\cdots x_k} |x_1x_2\cdots x_k\rangle.
\]

Generalizing this definition a bit, for any \( \eta \in \mathbb{C} \) such that \( |\eta| = 1 \) and \( \eta \neq 1 \), we define the unitary gate \( G_\eta \) by

\[
G_\eta |x_1x_2\cdots x_k\rangle = \eta^{x_1\cdots x_k} |x_1x_2\cdots x_k\rangle.
\]

\( G_\eta \) is represented in the computational basis by a diagonal matrix, and it has two eigenspaces: the one-dimensional subspace \( E := \{ a |1\cdots 1 : a \in \mathbb{C} \} \) with eigenvalue \( \eta \), and its orthogonal complement \( E^\perp \) with eigenvalue 1. \( E^\perp \) is spanned by those basis vectors with at least one 0 in their corresponding strings. Note that \( G_\eta \) is unitary, that \( G_\eta^* = G_\eta^{-1} \), and that \( G_\eta \) commutes with the swap operator on any pair of its qubits.

We now fix \( \mathcal{H} := \mathcal{H}_n \) to be the \( n \)-qubit Hilbert space, for some \( n > 0 \). We let the qubits of \( \mathcal{H} \) have indices from 1 to \( n \). The computational basis of \( \mathcal{H} \) is thus \( \{|x\rangle \mid x : [n] \to \{0, 1\} \} \), indexed by binary strings of length \( n \). Recall that for any fixed subset \( S \subseteq [n] \), we let \( \mathcal{H}_S \) denote the Hilbert space of the qubits in \( S \) (or, more strictly speaking, the qubits whose indices are in \( S \)). So for example, \( \mathcal{H} \cong \mathcal{H}_S \otimes \mathcal{H}_{\overline{S}} \) (where we write \( \overline{S} \) for \( [n] \setminus S \)). Similarly, if \( x : [n] \to \{0, 1\} \) is any length-\( n \) binary string, we let \( x|_S \) denote the restriction of \( x \) to \( S \), and for \( i \in [n] \) we write \( x_i \) for \( x|_{\{i\}} \). We use the term, “string” to refer generally to 0, 1-valued maps whose domains are arbitrary subsets of \([n]\). If we do not specify the domain of a string, we assume it is \([n]\).

We let \( 1 \) denote the string of \( n \) many 1’s, i.e., the constant 1-valued string with domain \([n]\).

If \( y : J \to \{0, 1\} \) and \( z : K \to \{0, 1\} \) are strings for disjoint sets \( J, K \subseteq [n] \), then we write \( y \cup z \) for the unique string with domain \( J \cup K \) extending \( y \) and \( z \). So in particular, for any \( S \subseteq [n] \), if \( |y\rangle \) is a computational basis state of \( \mathcal{H}_S \) and \( |z\rangle \) is a computational basis state of \( \mathcal{H}_{\overline{S}} \) (then \( |y \cup z\rangle \) is the computational basis state of \( \mathcal{H} \) corresponding to \( |y\rangle \otimes |z\rangle \).

We now fix for the entire sequel some arbitrary \( \eta \in \mathbb{C} \) such that \( |\eta| = 1 \) and \( \eta \neq 1 \).

Definition 21. For any set \( S \subseteq [n] \), let \( G_S \) be the \( G_\eta \) gate applied to the qubits in \( S \) (which means that \( G_S \) is an operator on \( \mathcal{H}_S \)). Similarly, let \( I_S \) be the identity operator applied to the qubits in \( S \). (If \( S = \emptyset \), then \( \mathcal{H}_S \) has dimension 1 and we define \( G_S := \eta I_S \) by convention.)

The next definition essentially repeats Definition 6 but for \( G_\eta \) gates.

Definition 22. Let \( S \subseteq [n] \) be any set, and let \( G := G_S \otimes I_T \) (so \( G \) is an operator on \( \mathcal{H} \)). Let \( |\psi\rangle \in \mathcal{H} \) be some unit vector. We say that \( G \) simplifies on \( |\psi\rangle \) if either (a) \( G |\psi\rangle = |\psi\rangle \) or (b) \( G |\psi\rangle = (G_T \otimes I_T) |\psi\rangle \neq |\psi\rangle \) for some proper subset \( T \subset S \). In case (a), we say that \( G \) disappears (or is turned off) on \( |\psi\rangle \); in case (b), we say that \( G \) simplifies to \( T \) on \( |\psi\rangle \).
Proof. The case where $|\psi\rangle$ has a 0 somewhere in $S$ appearing in the expansion of $|\psi\rangle$ is an eigenvector of $G$ with eigenvalue 1 and so $G|\psi\rangle = |\psi\rangle$; every computational basis vector appearing in the expansion of $|\psi\rangle$ (as a linear combination of computational basis vectors) has a 0 somewhere in $S$. These 0’s turn off $G$. In case (b), $G|\psi\rangle = (G_{S\setminus\{i\}} \otimes I_{S\cup\{i\}})|\psi\rangle$, that is, $G$ acts the same as a smaller $G_i$ gate applied to all qubits in $S$ except the $i$th. This can only happen if $|\psi\rangle = |1\rangle_i \otimes |\psi'\rangle$, where $|1\rangle_i \in \mathcal{H}_i$ and $|\psi'\rangle$ is some state in $\mathcal{H}_{\overline{i}}$.

We now restate the entanglement lemma in this more general context.

Lemma 23. Let $S \subseteq [n]$ be arbitrary, and let $G := G_S \otimes I_{\overline{S}}$. Let $|\psi\rangle \in \mathcal{H}$ be any unit vector. Then at least one of the following is true: (1) $|\psi\rangle$ is $S$-entangled; (2) $G|\psi\rangle$ is $S$-entangled; or (3) $G$ simplifies on $|\psi\rangle$.

Proof. The case where $|S| \leq 1$ is trivial (every state is $S$-entangled), so we assume that $|S| \geq 2$. Let $|\varphi\rangle := G|\psi\rangle$. Since $G$ is represented by a diagonal matrix, for any string $x$, we have $|\langle x|\varphi\rangle| = |\langle x|G|\psi\rangle| = |\langle x|\psi\rangle|$, so in particular, $\langle x|\varphi\rangle = 0$ if and only if $\langle x|\psi\rangle = 0$.

Suppose $|\psi\rangle$ and $|\varphi\rangle$ are both $S$-separable. Write $|\psi\rangle = |\psi\rangle_A \otimes |\psi\rangle_B$, where $A \cup B = [n]$. $A$ and $B$ each have nonempty intersection with $S$, and $|\psi\rangle_A \in \mathcal{H}_A$ and $|\psi\rangle_B \in \mathcal{H}_B$ are unit vectors. Likewise, write $|\varphi\rangle = |\varphi\rangle_C \otimes |\varphi\rangle_D$, for $C$ and $D$ where $C \cup D = [n]$, each have nonempty intersection with $S$, and $|\varphi\rangle_C \in \mathcal{H}_C$ and $|\varphi\rangle_D \in \mathcal{H}_D$ are unit vectors.

Now assume for the sake of contradiction that $G$ does not simplify on $|\psi\rangle$. Then we have $G|\psi\rangle \neq |\psi\rangle$, and so there exists a string $u$ such that $u|S = 1|S$ and $\langle u|\psi\rangle \neq 0$. Fix such a $u$, noting that $G|u\rangle = \eta|u\rangle$.

We say that a string $x : [n] \rightarrow \{0,1\}$ is a test string if, for every nonempty $Y \in \{S \cap A \cap C, S \cap A \cap D, S \cap B \cap C, S \cap B \cap D\}$, there exists $i \in Y$ such that $x_i = 0$. We will derive a contradiction in two steps: (1) show that $\langle x|\psi\rangle = 0$ for every test string $x$; and (2) construct a test string $y$ such that $\langle y|\psi\rangle \neq 0$.

To show step (1), fix an arbitrary test string $x$. We first chop $x$ into two parts in two different ways: (1) $x|A$ and $x|B$; (2) $x|C$ and $x|D$. Each pair unions to $x$. From $x|A$ we get four strings $x^A_{jk} : A \rightarrow \{0,1\}$ for $j, k \in \{0,1\}$ by changing some 0-entries in $x|A$ to 1: Define

\[
\begin{align*}
x^A_{00} &:= x|A , \\
x^A_{10} &:= u_{A\setminus C} \cup x|A \cap D , \\
x^A_{01} &:= x|A \cap C \cup u_{A\setminus D} , \\
x^A_{11} &:= u_A .
\end{align*}
\]

We make similar definitions using $x|B$, $x|C$, and $x|D$ with domains $B$, $C$, and $D$, respectively:
Define

\[
\begin{align*}
  x_{00}^B & := x|_B, \\
  x_{10}^B & := u_{B\cap C} \cup x|_{B\cap D}, \\
  x_{00}^C & := x|_C, \\
  x_{10}^C & := u_{C\cap A} \cup x|_{C\cap B}, \\
  x_{00}^D & := x|_D, \\
  x_{10}^D & := u_{D\cap A} \cup x|_{D\cap B}, \\
  x_{01}^B & := x|_{B\cap C} \cup u_{B\cap D}, \\
  x_{11}^B & := u_B, \\
  x_{01}^C & := x|_{C\cap A} \cup u_{C\cap B}, \\
  x_{11}^C & := u_C, \\
  x_{01}^D & := x|_{D\cap A} \cup 1_{|D\cap B}, \\
  x_{11}^D & := u_D.
\end{align*}
\]

There are two things to observe about these definitions:

1. We have \( x_{00}^B \cup x_{00}^D = x_{00}^C \cup x_{00}^D = x \).

2. For all \( j, k, \ell, m \in \{0, 1\} \),

\[
  x_{jk}^A \cup x_{\ell m}^B = x_{j\ell}^C \cup x_{km}^D.
\]

(1)

For example, for all \( i \in [n] \), we have

\[
(x_{00}^B \cup x_{10}^B)_i = (x_{01}^C \cup x_{00}^D)_i = \begin{cases} u_i & \text{if } i \in B \cap C, \\ x_i & \text{otherwise.} \end{cases}
\]

We now consider only the coefficients in \( |\psi\rangle_A, |\psi\rangle_B, |\psi\rangle_C, \) and \( |\psi\rangle_D \) of the basis vectors given above. For all \( j, k \in \{0, 1\} \), define

\[
\begin{align*}
  a_{jk} & := \langle x_{jk}^A | \psi \rangle_A & (\text{scalar product in } \mathcal{H}_A), \\
  b_{jk} & := \langle x_{jk}^B | \psi \rangle_B & (\text{scalar product in } \mathcal{H}_B), \\
  c_{jk} & := \langle x_{jk}^C | \varphi \rangle_C & (\text{scalar product in } \mathcal{H}_C), \\
  d_{jk} & := \langle x_{jk}^D | \varphi \rangle_D & (\text{scalar product in } \mathcal{H}_D).
\end{align*}
\]

For example, \( a_{jk} \) is the coefficient of \( x_{jk}^A \) in the expansion of \( |\psi\rangle_A \) in terms of basis vectors in \( \mathcal{H}_A \). (The \( a_{jk}, b_{jk}, c_{jk}, \) and \( d_{jk} \) may depend on the particular choice of test string \( x \).)

Recalling that \( |\psi\rangle = |\psi\rangle_A \otimes |\psi\rangle_B \) and \( |\varphi\rangle = |\varphi\rangle_C \otimes |\varphi\rangle_D \), we get, for all \( j, k, \ell, m \in \{0, 1\} \),

\[
\begin{align*}
  \langle x_{jk}^A \cup x_{\ell m}^B | \psi \rangle & = \langle (x_{jk}^A \otimes x_{\ell m}^B) | |\psi\rangle_A \otimes |\psi\rangle_B \rangle = \langle x_{jk}^A | \psi \rangle_A \langle x_{\ell m}^B | \psi \rangle_B = a_{jk}b_{\ell m}, \quad (2) \\
  \langle x_{jk}^C \cup x_{\ell m}^D | \varphi \rangle & = \langle (x_{jk}^C \otimes x_{\ell m}^D) | |\varphi\rangle_C \otimes |\varphi\rangle_D \rangle = \langle x_{jk}^C | \varphi \rangle_C \langle x_{\ell m}^D | \varphi \rangle_D = c_{jk}d_{\ell m}. \quad (3)
\end{align*}
\]

Then by observation (1), if we can show that \( a_{00}b_{00} = 0 \), then \( \langle x | \psi \rangle = a_{00}b_{00} = 0 \) for any test string \( x \).
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For any string \( x : [n] \to \{0,1\} \), if there exists \( i \in S \) such that \( x_i = 0 \), then \( G |x\rangle = |x\rangle \), and if \( x_i = 1 \) for all \( i \in S \), then \( G |x\rangle = \eta |x\rangle \). This fact gives us equations among the \( a_{jk}, b_{jk}, c_{jk}, d_{jk} \) by comparing amplitudes in \( |\psi\rangle \) versus \( |\varphi\rangle \). Which equations we get depends on which of the sets \( S \cap A \cap C, S \cap A \cap D, S \cap B \cap C, \) and \( S \cap B \cap D \) are empty. At most two of these sets can be empty, so we have three cases.

**Case 1.** \( S \cap A \cap C, S \cap A \cap D, S \cap B \cap C, \) and \( S \cap B \cap D \) are all nonempty.

In this case, \( x_{11}^C \cup x_{11}^D = u \), and if \( jk\ell m = 0 \) then \( x^A_{j\ell} \cup x^D_{km} \) has a 0 somewhere in \( S \).

Using observation (2) above, we then get

\[
G |x^A_{jk} \cup x^B_{\ell m}\rangle = G |x^C_{j\ell} \cup x^D_{km}\rangle = \begin{cases} 
\eta |x^C_{j\ell} \cup x^D_{km}\rangle & \text{if } j = k = \ell = m = 1, \\
|x^C_{j\ell} \cup x^D_{km}\rangle & \text{if } jk\ell m = 0.
\end{cases}
\]  

(4)

Then combining Equations (1,2,3,4) and the fact that \( |\varphi\rangle = G |\psi\rangle \), we get 16 equations: for all \( j,k,\ell,m \in \{0,1\} \),

\[
c_{j\ell}d_{km} = \begin{cases} 
\eta a_{jk}b_{\ell m} & \text{if } j = k = \ell = m = 1, \\
a_{jk}b_{\ell m} & \text{if } jk\ell m = 0.
\end{cases}
\]  

(5)

By assumption, \( \langle u|\psi\rangle \neq 0 \), and so \( \langle u|\psi\rangle = a_{11}b_{11} \neq 0 \), and \( c_{11}d_{11} = \eta a_{11}b_{11} \neq 0 \) as well. This fact together with Equation (5) implies \( a_{00}b_{00} = 0 \) by Lemma 24 in Appendix B.

**Case 2.** One of \( S \cap A \cap C, S \cap A \cap D, S \cap B \cap C, \) and \( S \cap B \cap D \) is empty and the other three are nonempty. Without loss of generality, we assume that \( S \cap B \cap C = \emptyset \).

In this case, \( x^C_{j\ell} \cup x^D_{km} = u \) if \( j = k = m = 1 \) (independent of \( \ell \), because the test string \( x \) has no 0 in \( S \cap B \cap C \)), and otherwise if \( jkm = 0 \), we get that \( x^A_{j\ell} \cup x^D_{km} \) has a 0 somewhere in \( S \). Thus

\[
G |x^A_{jk} \cup x^B_{\ell m}\rangle = G |x^C_{j\ell} \cup x^D_{km}\rangle = \begin{cases} 
\eta |x^C_{j\ell} \cup x^D_{km}\rangle & \text{if } j = k = \ell = m = 1, \\
|x^C_{j\ell} \cup x^D_{km}\rangle & \text{if } jkm = 0.
\end{cases}
\]  

(6)

Then setting \( \ell := 0 \) we get eight equations: for all \( j,k,m \in \{0,1\} \),

\[
c_{j0}d_{km} = \begin{cases} 
\eta a_{jk}b_{0m} & \text{if } j = k = m = 1, \\
a_{jk}b_{0m} & \text{if } jkm = 0.
\end{cases}
\]  

(7)

These equations again imply \( a_{00}b_{00} = 0 \) by Lemma 26 in Appendix B.
Case 3. Two of $S \cap A \cap C$, $S \cap A \cap D$, $S \cap B \cap C$, and $S \cap B \cap D$ are empty. Without loss of generality, we assume that $S \cap A \cap D = S \cap B \cap C = 0$, whence $S \cap A = S \cap C$ and $S \cap B = S \cap D$, and both are nonempty. We argue analogously to Cases 1 and 2.

In this case, $x_{jl}^C \cup x_{km}^D = u$ if $j = m = 1$ (independent of $k$ and $\ell$), and otherwise if $jm = 0$, we get that $x_{jl}^A \cup x_{km}^D$ has a 0 somewhere in $S$. Thus

$$G | x_{jk}^A \cup x_{lm}^B = G | x_{jl}^C \cup x_{km}^D = \begin{cases} \eta | x_{jl}^C \cup x_{km}^D & \text{if } j = m = 1, \\ | x_{jl}^C \cup x_{km}^D & \text{if } jm = 0. \end{cases}$$

(8)

Then setting $k := \ell := 0$ we get four equations: for all $j, m \in \{0, 1\}$,

$$c_{j0}d_{0m} = \begin{cases} \eta a_{j0}b_{0m} & \text{if } jm = 1, \\ a_{j0}b_{0m} & \text{if } jm = 0. \end{cases}$$

(9)

These equations also imply $a_{00}b_{00} = 0$ by Lemma 28 in Appendix B.

This establishes step (1) in the contradiction proof.

For step (2), we now construct a test string $y$ such that $\langle y | \psi \rangle \neq 0$. We first show the construction assuming Case 1 above, then modify it slightly for Cases 2 and 3.

Assume Case 1. Choose some $i \in S \cap A \cap C$. Since $G$ does not simplify on $|\psi\rangle$, there exists a string $y_{AC}$ (with domain $[n]$) such that $\langle y_{AC} | \psi \rangle \neq 0$ and $(y_{AC})_i = 0$. Then since $G$ fixes $|y_{AC}\rangle$, we have

$$0 \neq \langle y_{AC} | \psi \rangle = \langle y_{AC} | \varphi \rangle = \langle (y_{AC})_C \cup (y_{AC})_D | \varphi \rangle = \langle (y_{AC})_C | \varphi \rangle_C \langle (y_{AC})_D | \varphi \rangle_D.$$ 

In particular, $\langle (y_{AC})_C | \varphi \rangle_C \neq 0$. Now we can choose some string $y_{AD}$ such that $(y_{AD})_i = 0$ for some $i \in S \cap A \cap D$. Analogously to the above, we get

$$0 \neq \langle y_{AD} | \psi \rangle = \langle y_{AD} | \varphi \rangle = \langle (y_{AD})_C \cup (y_{AD})_D | \varphi \rangle = \langle (y_{AD})_C | \varphi \rangle_C \langle (y_{AD})_D | \varphi \rangle_D.$$ 

In particular, $\langle (y_{AD})_D | \varphi \rangle_D \neq 0$. Now define the string

$$y_A := (y_{AC})_C \cup (y_{AD})_D.$$ 

Note that $(y_A)_i = (y_A)_j = 0$ for some $i \in S \cap A \cap C$ and $j \in S \cap A \cap D$. Furthermore,

$$\langle y_A | \psi \rangle = \langle y_A | \varphi \rangle = \langle (y_{AC})_C | \varphi \rangle_C \langle (y_{AD})_D | \varphi \rangle_D \neq 0.$$ 

By exactly repeating the argument in the previous paragraph with $B$ substituted for $A$, we obtain a string $y_B$ such that $(y_B)_i = (y_B)_j = 0$ for some $i \in S \cap B \cap C$ and $j \in S \cap B \cap D$, and furthermore, $\langle y_B | \psi \rangle \neq 0$.

Finally, let $y := (y_A)_A \cup (y_B)_B$. Observe that $y$ is a test string and that

$$\langle y | \psi \rangle = \langle y_A \cup y_B | \psi \rangle = \langle y_A | \psi \rangle_A \langle y_B | \psi \rangle_B \neq 0.$$ 
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This concludes the proof for Case 1.

Assume Case 2. Using an identical construction to that of Case 1, we obtain a string $y_A$ such that $\langle y_A | \psi \rangle \neq 0$ and $(y_A)_i = (y_A)_j = 0$ for some $i \in S \cap A \cap C$ and $j \in S \cap A \cap D$. Let $y_B$ be any string such that $\langle y_B | \psi \rangle \neq 0$ and $(y_B)_i = 0$ for some $i \in S \cap B$. Such a string exists by the assumption that $G$ does not simplify on $|\psi\rangle$. Now letting $y := (y_A)_A \cup (y_B)_B$ as in Case 1, we observe that $y$ is a test string and that
\[
\langle y | \psi \rangle = \langle y_A \cup y_B | \psi \rangle = \langle y_A | \psi \rangle_A \langle y_B | \psi \rangle_B \neq 0.
\]
This concludes the proof of Case 3.

Assume Case 3. Let $y_A$ be any string such that $\langle y_A | \psi \rangle \neq 0$ and $(y_A)_i = 0$ for some $i \in S \cap A$. Let $y_B$ be any string such that $\langle y_B | \psi \rangle \neq 0$ and $(y_B)_i = 0$ for some $i \in S \cap B$. Both strings exist by the assumption that $G$ does not simplify on $|\psi\rangle$. Now letting $y := (y_A)_A \cup (y_B)_B$ as in Cases 1 and 2, we observe that $y$ is a test string and that
\[
\langle y | \psi \rangle = \langle y_A \cup y_B | \psi \rangle = \langle y_A | \psi \rangle_A \langle y_B | \psi \rangle_B \neq 0.
\]
This concludes the proof of Case 3. \hfill \Box

B \quad Calculations

Lemma 24. Let $\eta \in \mathbb{C}$ be such that $\eta \neq 1$. Let complex numbers $a_{jk}$, $b_{jk}$, $c_{jk}$, and $d_{jk}$ for $j, k \in \{0, 1\}$ satisfy
\[
\begin{align*}
    a_{11} b_{11} &= \eta c_{11} d_{11}, \\
    a_{jk} b_{\ell m} &= c_{j\ell} d_{km},
\end{align*}
\]
for all $j, k, \ell, m \in \{0, 1\}$ such that $jk\ell m = 0$. If $a_{11}$ and $b_{11}$ are nonzero, then either $c_{00} = c_{01} = c_{10} = 0$ or $d_{00} = d_{01} = d_{10} = 0$. It follows that for all $r, s \in \{0, 1\}$,
\[
a_{r0} b_{0s} = a_{0r} b_{s0} = c_{r0} d_{0s} = c_{0r} d_{s0} = 0.
\]

Proof. If $a_{11} b_{11} \neq 0$, then by Equation (10) we have $\eta, c_{11}$, and $d_{11}$ are all nonzero as well. Letting $j := k := 1$ in Equations (10, 11), we can solve for each $b_{\ell m}$ in terms of the other quantities:
\[
\begin{align*}
    b_{00} &= c_{10} d_{10} / a_{11}, & b_{01} &= c_{10} d_{11} / a_{11}, \\
    b_{10} &= c_{11} d_{10} / a_{11}, & b_{11} &= \eta c_{11} d_{11} / a_{11}.
\end{align*}
\]
Substituting these values into the other 12 equations (where $jk = 0$) and simplifying, we get
\[
\begin{align*}
    a_{00} c_{10} d_{10} &= a_{11} c_{00} d_{00}, & a_{01} c_{10} d_{10} &= a_{11} c_{00} d_{10}, & a_{10} c_{10} d_{10} &= a_{11} c_{10} d_{00}, \\
    a_{00} c_{10} d_{11} &= a_{11} c_{00} d_{01}, & a_{01} c_{10} d_{11} &= a_{11} c_{00} d_{11}, & a_{10} c_{10} d_{11} &= a_{11} c_{10} d_{01}, \\
    a_{00} c_{11} d_{10} &= a_{11} c_{01} d_{00}, & a_{01} c_{11} d_{10} &= a_{11} c_{01} d_{10}, & a_{10} d_{10} &= a_{11} d_{00}, \\
    \eta a_{00} c_{11} d_{11} &= a_{11} c_{01} d_{01}, & \eta a_{01} c_{11} d_{11} &= a_{11} c_{01} d_{11}, & \eta a_{10} d_{11} &= a_{11} d_{11}.
\end{align*}
\]
Using the three equations on the bottom row, we solve for $a_{00}$, $a_{01}$, and $a_{10}$:

$$a_{00} = \frac{a_{11}c_{01}d_{01}}{\eta c_{11}d_{11}}$$

$$a_{01} = \frac{a_{11}c_{01}}{\eta c_{11}}$$

$$a_{10} = \frac{a_{11}d_{01}}{\eta d_{11}}$$

and plug these values into the remaining nine equations and simplify to get

$$c_{01}c_{10}d_{01}d_{10} = \eta c_{00}c_{11}d_{00}d_{11}$$

$$c_{01}c_{10}d_{01} = \eta c_{00}c_{11}d_{10}$$

$$c_{01}c_{10}d_{01} = \eta c_{00}c_{11}$$

Noting that $\eta \neq 1$, from the last equation on the second row and the second equation on the last row we get

$$c_{10}d_{01} = c_{01}d_{10} = 0.$$ 

Substituting these values into the equations on the first row and first column, we get for the seven remaining equations

$$c_{00}d_{00} = 0$$

$$c_{00}d_{10} = 0$$

$$c_{10}d_{00} = 0$$

$$c_{01}c_{10} = \eta c_{00}c_{11}$$

$$c_{01}d_{00} = 0$$

$$d_{01}d_{10} = \eta d_{00}d_{11}$$

Suppose $c_{00} \neq 0$. Then the top left equation and its two adjacent equations imply $d_{00} = d_{01} = d_{10} = 0$. Symmetrically, if $d_{00} \neq 0$, then the corner equations imply $c_{00} = c_{01} = c_{10} = 0$. Combining this fact with Equation (11) gives us Equation (12). □

Remark 25. The proof above did not use the two equations $c_{01}c_{10} = \eta c_{00}c_{11}$ and $d_{01}d_{10} = \eta d_{00}d_{11}$. They show that $c_{00}$ is uniquely determined by the other $c$'s and $\eta$. Also, if $c_{00} \neq 0$, then $c_{01} \neq 0$ and $c_{10} \neq 0$, and conversely. Similarly for the $d$'s.

Lemma 26. Let $\eta \in \mathbb{C}$ be such that $\eta \neq 1$. Let complex numbers $a_{jk}$, $b_{j}$, $c_{j}$, and $d_{jk}$ for $j,k \in \{0, 1\}$ satisfy

$$a_{11}b_{1} = \eta c_{1}d_{11} ,$$

$$a_{jk}b_{m} = c_{j}d_{km}$$

for all $j,k,m \in \{0, 1\}$ such that $jkm = 0$. If $a_{11}$ and $b_{1}$ are nonzero, then either $c_{0} = 0$ or $d_{00} = d_{10} = 0$. Thus

$$a_{00}b_{0} = c_{0}d_{00} = a_{01}b_{0} = c_{0}d_{10} = 0 .$$

Proof. If $a_{11}b_{1} \neq 0$, then $\eta$, $c_{1}$, and $d_{11}$ are all nonzero as well. Letting $j := k := 1$ in Equations (13,14), we can solve for each $b_{m}$ in terms of the other quantities:

$$b_{0} = c_{1}d_{10}/a_{11}$$

$$b_{1} = \eta c_{1}d_{11}/a_{11}$$
Substituting these values into the other six equations (where $jk = 0$) and simplifying, we get

\[
\begin{align*}
a_{00}c_1d_{10} &= a_{11}c_0d_{00} & a_{01}c_1d_{10} &= a_{11}c_0d_{10} & a_{10}d_{10} &= a_{11}d_{00} \\
\eta a_{00}c_1d_{11} &= a_{11}c_0d_{01} & \eta a_{01}c_1 &= a_{11}c_0 & \eta a_{10}d_{11} &= a_{11}d_{01}
\end{align*}
\]

Using the three equations on the bottom row, we solve for $a_{00}$, $a_{01}$, and $a_{10}$:

\[
\begin{align*}
a_{00} &= \frac{a_{11}c_0d_{01}}{\eta c_1d_{11}} & a_{01} &= \frac{a_{11}c_0}{\eta c_1} & a_{10} &= \frac{a_{11}d_{01}}{\eta d_{11}}
\end{align*}
\]

and plug these values into the remaining three equations and simplify to get

\[
\begin{align*}
c_0d_{01}d_{10} &= \eta c_0d_{00}d_{11} & c_0d_{10} &= \eta c_0d_{10} & d_{01}d_{10} &= \eta d_{00}d_{11}
\end{align*}
\]

Noting that $\eta \neq 1$, from the middle equation we get that

\[
c_0d_{10} = 0 .
\]

(16)

Substituting these values into the first equation gives

\[
\begin{align*}
c_0d_{00} &= 0 & d_{01}d_{10} &= \eta d_{00}d_{11}
\end{align*}
\]

(17)

If $c_0 \neq 0$, then $d_{00} = d_{10} = 0$ by (16,17). Combining this fact with Equation (14) gives us Equation (15).

\[\square\]

**Remark 27.** The unused second equation of (17) shows that $d_{00}$ is uniquely determined by the other $d$’s and $\eta$. Also, if $d_{00} \neq 0$, then $d_{01} \neq 0$ and $d_{10} \neq 0$, and conversely.

**Lemma 28.** Let $\eta \in \mathbb{C}$ be such that $\eta \neq 1$. Let complex numbers $a_j$, $b_j$, $c_j$, and $d_j$ for $j \in \{0,1\}$ satisfy

\[
\begin{align*}
a_1b_1 &= \eta c_1d_1 , & a_jb_m &= c_jd_m
\end{align*}
\]

(18) (19)

for all $j, m \in \{0,1\}$ such that $jm = 0$. If $a_1$ and $b_1$ are nonzero, then

\[
a_0b_0 = c_0d_0 = 0 .
\]

(20)

**Proof.** If $a_1b_1 \neq 0$, then $\eta$, $c_1$, and $d_1$ are all nonzero as well. Letting $j := 1$ in Equations (18,19), we can solve for each $b_m$ in terms of the other quantities:

\[
\begin{align*}
b_0 &= c_1d_0/a_1 & b_1 &= \eta c_1d_1/a_1
\end{align*}
\]

20
Substituting these values into the other two equations (where \( j = 0 \)) and simplifying, we get

\[ a_0 c_1 d_0 = a_1 c_0 d_0 \quad \eta a_0 c_1 = a_1 c_0 \]

We use the second equation to solve for \( a_0 \):

\[ a_0 = \frac{a_1 c_0}{\eta c_1} \]

and plug this value into the first equation and simplify to get

\[ c_0 d_0 = \eta c_0 d_0 \]

Noting that \( \eta \neq 1 \), we get that

\[ c_0 d_0 = 0 . \quad (21) \]

Combining Equations (19, 21) gives us Equation (20). \( \square \)