The old conformal bootstrap revisited
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Abstract: The “old” conformal bootstrap was originally formulated by Migdal and Polyakov (MP) as a method for calculating conformal dimensions self-consistently. In this work we revisit the MP bootstrap and apply efficient multi-loop Feynman integral techniques in order to solve the corresponding equations. We obtain solutions at first order in the skeleton expansion for finite coupling and for integer values of the spacetime dimension. We focus in particular on $\phi^3$ theory in seven dimensions and the $O(N)$ vector models in three dimensions.
1 Introduction

The Migdal-Polyakov (MP) bootstrap method, sometimes called the “old” bootstrap method, played an important role in understanding critical phenomena before the renormalization group was discovered [1–7]. In fact, in his Nobel Prize lecture in 1982 Kenneth G. Wilson said “if the 1971 renormalization group ideas had not been developed, the Migdal-Polyakov bootstrap would have been the most promising framework of its time for trying to further understand critical phenomena.” [8].

Efforts to understand critical phenomena from conformal symmetry later lead to an alternative bootstrap approach, which is based on four-point functions in conformal field theories (CFTs) [9, 10]. This is the formalism that became highly successful in the past decade and represents the modern conformal bootstrap program [11]. In favorable situations, the numerical bootstrap method has been able to provide extremely precise predictions for scaling exponents [12–17]. For a recent review of the modern techniques see [18].

Unlike the modern bootstrap, the old MP bootstrap equations are based on three-point functions in CFTs, and can be expressed as series expansions in coupling constants using Feynman-like skeleton diagrams. Each diagram can be written as a generalized multi-loop Feynman integral where the propagators can have arbitrary powers. The evaluation of these integrals turned out to be a bottleneck for the MP bootstrap, the equations are technically challenging and were only solved in certain perturbative limits. For example, in 1973, Mack discovered the first solution to the bootstrap equations of $\phi^3$ theory at leading order in $6 + \epsilon$ dimensions [19]. Another example is the large $N$ limit which has been used to solve $O(N)$ vector models [20, 21] and Gross-Neveu-Yukawa models [22–25].

On a related line of research, the last decades have seen great progress in analytically and numerically evaluating multi-loop scattering amplitudes and Feynman integrals. Any Feynman integral with arbitrary powers of propagators is equivalent to an integral over a set of parameters, such as the Feynman, Lee-Pomeransky [26] and Mellin-Barnes [27–29] representations, see [30] for a pedagogical review. Once a representation is chosen, analytic continuation methods and advanced numerical integration techniques have proved to be a powerful method to evaluate dimensionally-regularized integrals. Fortunately, these techniques are also applicable to the integrals that appear in the MP bootstrap equations. We will solve the equations at first order in the skeleton expansion directly at finite coupling and for integer values of the spacetime dimension. This strategy was already attempted in the early days but was soon discarded due to the lack of proper technology. The main goal of this work is to revisit the MP bootstrap and apply modern multi-loop techniques to the evaluation of generalized Feynman integrals.

The paper is organized as follows. In Section 2 we discuss how to use multi-loop techniques to bootstrap the $\phi^3$ theory in seven dimensions. This model might be of pure academic interest, but the section also serves as a brief introduction to the Migdal-Polyakov bootstrap in a somehow
simple setting. In Section 3 we apply our techniques to the more physically relevant case of $O(N)$ vector models in three dimensions. In Section 4, we discuss our results and propose possible future directions in order to generalize this work to higher orders.

2 The $g\phi^3$ theory

Let us start with the cubic $g\phi^3$ theory. This section serves as a brief introduction to the Migdal-Polyakov bootstrap, and as a test for our method in a setting where all the major steps can be easily explained.

The two point function (propagator) and the three-point one particle irreducible (1PI) vertex in $g\phi^3$ theory at the conformal fixed point are

\[
\langle \phi(x_1)\phi(x_2) \rangle = \frac{1}{(x_{12}^2)^\Delta},
\]

\[
\langle \phi(x_1)\phi(x_2)\phi(x_3) \rangle = \frac{g}{(x_{12}^2)^{\frac{\Delta - \Delta_1}{2}}(x_{23}^2)^{\frac{\Delta - \Delta_2}{2}}(x_{31}^2)^{\frac{\Delta - \Delta_3}{2}}},
\]

where $x_{ij} = x_i - x_j$, $D$ is the dimension of spacetime, $\Delta$ is the conformal dimension of the field $\phi$, and the symbol $\tilde{\phi}$ stands for the shadow field of $\phi$, which has scaling dimension $\Delta_{\tilde{\phi}} = D - \Delta$. The three point correlation function is related to the three point 1PI vertex by (notice that $\langle \phi(x_1)\phi(x_2) \rangle$ is the full propagator after renormalization)

\[
\langle \phi(x_1)\phi(x_2)\phi(x_3) \rangle = \int d^Dx_4d^Dx_5d^Dx_6 \langle \phi(x_1)\phi(x_4) \rangle \langle \phi(x_2)\phi(x_5) \rangle \times \langle \phi(x_3)\phi(x_6) \rangle \langle \phi(x_4)\tilde{\phi}(x_5)\tilde{\phi}(x_6) \rangle.
\]

Under the conformal transformation $x \rightarrow x'$,

\[
d^Dx \rightarrow \left|\frac{\partial x'}{\partial x}\right|^{-D}d^Dx', \quad \phi(x) \rightarrow \left|\frac{\partial x'}{\partial x}\right|^\Delta\phi(x'), \quad \tilde{\phi}(x) \rightarrow \left|\frac{\partial x'}{\partial x}\right|^{D-\Delta}\tilde{\phi}(x').
\]

It is clear that the combination $\int d^Dx \cdots \phi(x)\tilde{\phi}(x) \cdots$ is invariant under the conformal transformation. The integral expression in (3) therefore has the correct conformal covariance. To evaluate (3), we need the famous star-triangular formula introduced by Symanzik in [27],

\[
\int d^Dx_1 \frac{1}{(x_{14}^2)^{\frac{\Delta_1}{2}}(x_{24}^2)^{\frac{\Delta_2}{2}}(x_{34}^2)^{\frac{\Delta_3}{2}}} = \frac{\kappa(\Delta_1, \Delta_2, \Delta_3)}{(x_{12}^2)^{\frac{\Delta - \Delta_1}{2}}(x_{23}^2)^{\frac{\Delta - \Delta_2}{2}}(x_{31}^2)^{\frac{\Delta - \Delta_3}{2}}},
\]

which is valid when $\Delta_1 + \Delta_2 + \Delta_3 = 2D$. The function $\kappa$ is defined as

\[
\kappa(\Delta_1, \Delta_2, \Delta_3) = \pi^{D/2} \frac{\Gamma\left(\frac{D-\Delta_1}{2}\right)\Gamma\left(\frac{D-\Delta_2}{2}\right)\Gamma\left(\frac{D-\Delta_3}{2}\right)}{\Gamma\left(\frac{\Delta_1}{2}\right)\Gamma\left(\frac{\Delta_2}{2}\right)\Gamma\left(\frac{\Delta_3}{2}\right)},
\]

which is symmetric under permutation of its three arguments. By iterating the star-triangular formula (3) becomes

\[
\langle \phi(x_1)\phi(x_2)\phi(x_3) \rangle = \kappa(D-\Delta, D-\Delta, 2\Delta) \kappa(\Delta, 2D-3\Delta, 2\Delta) \kappa(2\Delta, D-\Delta, D-\Delta) \times \frac{g}{(x_{12}^2)^{\frac{\Delta}{2}}(x_{23}^2)^{\frac{\Delta}{2}}(x_{31}^2)^{\frac{\Delta}{2}}},
\]
which is indeed a correct three-point function in a conformal field theory.

The three-point function with two scalars and a stress-energy tensor $\langle T_{\mu\nu}\phi\phi \rangle$ is also fixed by conformal symmetry, i.e.,

$$
\langle T_{\mu\nu}(x_1)\phi(x_2)\phi(x_3) \rangle = f_{\phi\phi T} \frac{Z_\mu Z_\nu - \frac{1}{D}\delta_{\mu\nu}Z^p}{(x_{12}^2)^{D/2}(x_{13}^2)^{D/2}(x_{23}^2)^{D/2}} \tag{8}
$$

with

$$
Z^\mu = \frac{x_{12}^\mu}{x_{12}^2} - \frac{x_{13}^\mu}{x_{13}^2} \tag{9}
$$

The OPE coefficient $f_{\phi\phi T}$ is fixed by the corresponding Ward identity. The dilation operator is given by $\hat{D} = \int dS \hat{x}_\mu x_\nu T^{\mu\nu}$, with the integration over a sphere surrounding the origin\(^1\). According to the conformal algebra, we need $\hat{D}\phi(0) = \Delta\phi(0)$. Using the OPE relation $T_{\mu\nu}(x)\phi(0) = f_{\phi\phi T}^{-1} \delta_{\mu\nu}x^{\nu} - \frac{1}{D}\eta^{\mu\nu}x^2\phi(0) + \ldots$, the OPE is fixed to be

$$
f_{\phi\phi T} = -\frac{D\Delta}{D-1} \frac{1}{S_{D-1}} \tag{10}
$$

where $S_{D-1} = \frac{x^{(D-1)/2}}{\Gamma((D+1)/2)}$ is the volume of the unit sphere $S^{D-1}$. The above three-point function satisfies the following differential form of the Ward identity [7]

$$
\langle \partial_\nu T^{\mu\nu}(x_1)\phi(x_2)\phi(x_3) \rangle = 2\sqrt{\frac{\pi}{D-1}} \Gamma\left(\frac{D-1}{2}\right) \left(\delta^D(x_{12}) \langle \partial^\mu\phi(x_2)\phi(x_3) \rangle - \frac{\Delta}{D} \langle \partial^\mu\delta^D(x_{12}) \rangle \langle \phi(x_2)\phi(x_3) \rangle + 2 \leftrightarrow 3 \right) \tag{11}
$$

with $\partial_\mu \equiv \partial/\partial x_1^\mu$.

In [3] Polyakov realized that by analytically continuing the Euclidean field theories back to Lorentz signature, one could use the unitarity conditions to derive bootstrap equations for propagators. Later, Mack and Symanzik derived an alternative form of the propagator bootstrap equations which involves the three point function $\langle T_{\mu\nu}\phi\phi \rangle$ [7]. This is the form of propagator bootstrap equations we will be using in this work,

$$
\begin{align*}
\begin{array}{c}
\text{x} & = \quad & \text{X} & + \quad & \text{x} & \quad + \quad & \cdots \tag{12}
\end{array}
\end{align*}
$$

Here $\text{---}$ denotes the three point correlation function $\langle T_{\mu\nu}\phi\phi \rangle$ defined in (8), and the orange dot (connected to three legs) denotes the 1PI vertex (2), each internal line that connects two vertices denotes the two-point function (1). The alternative forms of the propagator bootstrap equation from unitarity conditions can be found in [2, 3, 6, 32, 33]. For more details, see for example [19, 34, 35]. Similarly, the vertex bootstrap equation was proposed by Migdal in [5],

$$
\begin{align*}
\begin{array}{c}
\text{ } & = \quad & \text{ } & + \quad & \text{ } & \quad + \quad & \cdots \tag{13}
\end{array}
\end{align*}
$$

---

\(^1\)This is the dilation operator in radical quantization, for details, see [31].
Physically, the above bootstrap equations mean that the corresponding solutions describe correlators that are invariant under renormalization. For each bootstrap equation, (12) or (13), the right hand side is a skeleton expansion. It is also a series in $g$ where the number of 1PI vertices counts the power of $g$. At a given order in $g$, all inequivalent skeleton diagrams are included. It is crucial that diagrams like

\begin{equation}
\label{eq:14}
\end{equation}

should not be included, as the circled part is a renormalization of the 1PI vertex, which is already included in the fully dressed 1PI vertex $\langle \tilde{\phi} \tilde{\phi} \tilde{\phi} \rangle$. Because of this property, at a fixed order, the skeleton expansion contains much less diagrams than the usual Feynman diagram expansion.

In addition to the three external coordinates $\{x_1, x_2, x_3\}$, in the two ends of each internal line, there are two undetermined (loop) coordinates, which need to be integrated. An important property is that in every diagram, $\phi(x)$, $\tilde{\phi}(x)$ and $\int dx^D$ always appear together. This guarantees that the diagram has the correct conformal transformation to be consistent with the left-hand side of the equation. Using various building blocks, including (1), (2) and (8), all skeleton graphs can be translated into generalized Feynman integrals, where the powers of propagators are the linear combinations of conformal weights and the spacetime dimension. The two equations (12) and (13) have two unknowns, and in principle can be used to solve for $\{\Delta, g^2\}$. This is the point where the classic papers stop, solving these equations is challenging due to the complexity of the integrals involved.

In the following we describe a framework to calculate generalized Feynman integrals in order to solve the MP bootstrap equations. In this work we focus on the leading order (LO) in the skeleton expansion, which already captures all the key steps of our method. At LO, as shown in (12) and (13), both the propagator and vertex bootstrap equations have only one diagram. Let us start with the vertex equation (13). Using the two-point function (1) and the 1PI vertex (2), the first diagram on the right-hand side of (13) can be written as

\begin{equation}
I_1(x_1, x_2, x_3) = \left( \prod_{i=4}^{9} \int d^Dx_i \right) \langle \tilde{\phi}(x_1)\tilde{\phi}(x_4)\tilde{\phi}(x_5)\rangle \langle \tilde{\phi}(x_2)\tilde{\phi}(x_6)\tilde{\phi}(x_7)\rangle \langle \tilde{\phi}(x_3)\tilde{\phi}(x_8)\tilde{\phi}(x_9)\rangle \\
\times \langle \phi(x_4)\phi(x_6)\rangle \langle \phi(x_5)\phi(x_9)\rangle \langle \phi(x_7)\phi(x_8)\rangle
\end{equation}

\begin{equation}
= \left( \prod_{i=4}^{9} \int d^Dx_i \right) \frac{g^3}{\left( x_{14}^2 x_{15}^2 x_{45}^2 x_{26}^2 x_{27}^2 x_{67}^2 x_{38}^2 x_{39}^2 x_{89}^2 \right)^{(D-\Delta)/2} \left( x_{56}^2 x_{78}^2 x_{49}^2 \right)^{\Delta}}.
\end{equation}

This is a six-loop generalized Feynman integral. Luckily, we can easily evaluate the integrals over three of the internal coordinates using the star-triangle formula (5). The remaining integrals are highly non-trivial, and our strategy is to employ modern multi-loop techniques. More explicitly, we first derive a parametric representation for each integral in our computation. There are many options available such as MB, Feynman and Lee-Pomeransky representations (see Appendix A
for a short summary). Notice that these parametric integrals are, in general, not well-defined in some physical regions. Usually, they need to be analytically continued to the region of physical interest. Many methods have been developed to perform the analytic continuation systematically, such as the MB technique [29,36] and the sector decomposition method [37–40]. Finally, various efficient numerical integration methods and tools can be used to numerically evaluate resulting integrals, for example Cuba [41].

Below we compute the integral in (15) in detail to show our method more explicitly. We first translate the integral into an MB integral representation. To proceed, let us introduce a nice graphic representation for generalized Feynman integrals – Migdal diagrams. In these diagrams, each line connecting two coordinates represents a propagator, while the weight on the edge denotes the power of the propagator. In this way, the integral in (15) can be represented by the following left diagram.

As mentioned previously, we can easily integrate out three of six internal coordinates using the star-triangular formula (5), and obtain

\[ I_1 = \kappa^3(D-\Delta, D-\Delta, 2\Delta) \times I_2, \]

where \( I_2 \) is represented by the right diagram in (16) (it is straightforward to write down a mathematical expression from the Migdal diagram). We observed that all three loop integrals are four-star integrals, i.e. each node associated with an internal coordinate connects 4 lines. Furthermore, for each integration coordinate, the sum of the powers of all four related propagators is equal to \( 2D \), which is consistent with the property that the integral has a correct conformal weight as the left-hand side of the bootstrap equation. Because of this property, we can successively use Symanzik’s generalization of the star-triangular formula (54) to write the integral as an MB representation. Schematically,
From the second diagram in (16), we obtain the first one above after ‘integrating’ over \( x_4 \) using the Symanzik formula (54), similarly we can iteratively integrate over \( x_6 \) and \( x_8 \) to obtain the final MB representation:

\[
I_1 = \hat{I}(D, \Delta) \times \frac{g^2 \kappa^3 (D - \Delta, D - \Delta, 2\Delta)}{(x_{12}^2)^{(D - \Delta)/2} (x_{23}^2)^{(D - \Delta)/2} (x_{31}^2)^{(D - \Delta)/2}},
\]  

with

\[
\hat{I}(D, \Delta) = \pi^D \int_{-\infty}^{\infty} ds_1 ds_2 dt_1 dt_2 \frac{\kappa (D/2 + s_2 + 2t_2, D/2 + \Delta/2 - s_1 - s_2 - 2t_1, D/2 + \Delta/2 + s_1 + 2t_1)}{\Gamma^{3}(D/2)} \Gamma^2 (D - 3\Delta/2) \Gamma (D/2 + s_1) \Gamma (\Delta - D/6 - s_1 - s_2) \times \Gamma (D/2 - s_1 + s_2) \Gamma (\Delta/2 - D/6 + s_1 - s_2) \Gamma (\Delta/2 - D/6 - s_1 - s_2) \times \Gamma (\Delta/2 - 1/2 s_1 - 1/2 s_2 - t_1 - t_2) \Gamma (\Delta/2 - 1/2 s_1 - 1/2 s_2 - t_1 - t_2) \Gamma (\Delta/2 - 1/2 s_1 - 1/2 s_2 - t_1 - t_2) \Gamma (\Delta/2 - 1/2 s_1 - 1/2 s_2 - t_1 - t_2) \Gamma (\Delta/2 - 1/2 s_1 - 1/2 s_2 - t_1 - t_2).
\]  

Here the contour is defined such that all the \( \Gamma \)'s in the numerator of the integrand (including the \( \Gamma \)'s in \( \kappa \)) to have positive real parts. This is because \( I \) has a pole at \( \Delta = D/3 \).

In fact, in such a region, the integral in (15) or (20) is free of UV and IR divergence. The existence of such a region was conjectured in the original work of Migdal [5], and was proven for Yukawa theory in [42], see also Section 3 of [19]. It was also proven in the earlier days that the generalized Feynman integral is a meromorphic function of \( \Delta \) [43], which is an analytic continuation of the integral (15). The MB representation of Migdal diagrams was introduced by Symanzik in [27]. To evaluate this integral, however, another step is necessary, namely analytical continuation. Suppose the theory we study lives beyond the convergent domain, such an analytic continuation is necessary. For example, the following integral

\[
K(g) = \int_{C} e^{-\frac{1}{2} \phi^4 - \frac{1}{2} \phi^2} d\phi,
\]  

with \( \Re(g) > 0 \) is defined by choosing the integration contour \( C \) to be along the real axis. To continue \( K(g) \) to \( \Re(g) < 0 \), however, the integration contour \( C \) need to approach \( \text{arg}(\phi) = \pm \frac{\pi}{4} \) at large \( |\phi| \), see for example, [44]. Our case is a bit more complicated, when \( \Delta < D/3 \), it is not possible to pick a contour to guarantee that all the arguments of the \( \Gamma \) function in the numerator of the integrand in (20) to have positive real parts. This is because \( I(D, \Delta) \), as a function of \( \Delta \), has a pole at \( \Delta = D/3 \).

To proceed, let us show how to perform the analytic continuation for MB integrals in detail. For simplicity, let us look at the following example [29, 30]

\[
\int_{-\infty}^{\infty} dz \Gamma(-z) \Gamma(\lambda + z).
\]  

\[\text{This kind of integral typically appears in instanton calculation.}\]
We pick the integration contour to be parallel to the imaginary axis. The formula is only valid if the integration contour separates the poles of $\Gamma(-z)$ and $\Gamma(\lambda + z)$. The separation of the poles is only possible when $\text{Re}(\lambda) > 0$. To analytically continue to the region $-1 < \text{Re}(\lambda) < 0$, one can pick up the pole at $z = -\lambda$ by deforming the integration contour. To be explicit,

$$2\pi i \Gamma(\lambda) + \int_{\mathcal{C}} dz \Gamma(-z) \Gamma(\lambda + z),$$

where the deformed contour $\mathcal{C}$ is now along the imaginary axis and intersect with the real axis in the region $(-\lambda - 1, 0)$. The first term contains a simple pole at $\lambda = 0$, while the second term is regular at $\lambda = 0$. For given values of $\lambda$, now one can directly evaluate the integral analytically or numerically. For more complicated integrals, like our integral in (20), similar algorithms have been proposed and implemented in publicly available programs, such as MB.m\(^3\).

We used MB.m to analytically continue our integral (20) to various physical regions we are interested in. Then we numerically computed the integrals involved using the numerical integration library Cuba [41]. We present the results at the end of this section.

Now let us turn to the propagator bootstrap equation (12). As mentioned previously, at LO in $g$, there is only one diagram and can be written as

$$\left( \prod_{i=4}^{9} d^{D}x_{i} \right) \langle \phi(x_{6}) \phi(x_{7}) \rangle \langle \phi(x_{8}) \phi(x_{9}) \rangle \langle \phi(x_{9}) \phi(3) \rangle \langle \phi(x_{4}) \phi(3) \rangle \langle T_{\mu\nu}(x_{1}) \rangle,$$

where $\mathcal{X}(D, \Delta)$ is a multiple MB integral. Of course, we can resolve the integral with MB.m and numerically evaluate it using Cuba in various physical regions. Remarkably, we can analytically compute the integral in (24) using a trick introduced in [35] based on Ward identity (11). The final result is

$$\mathcal{X}(D, \Delta) = \frac{\pi^{3D}(\Delta - 1) \Gamma(\Delta - 1) \Gamma^{3}(\frac{D}{2})}{2\Delta D(\Delta - D - 1)(\Delta - D)\Gamma(\frac{D}{2}) \Gamma^{5}(\Delta) \Gamma(D - \frac{3\Delta}{2})} \times \Gamma^{5}(\frac{D}{2} - \Delta) \Gamma(\Delta - \frac{D}{2} + 1) \Gamma^{3}(\frac{3\Delta}{2} - \frac{D}{2})$$

$$\times \Gamma(\frac{D}{2} - \Delta + 1) \Gamma(\Delta - D - 1) \Gamma^{3}(\frac{D - 3\Delta}{2})$$

$$\times \left( D^{2} \Delta \psi(\frac{D}{2}) - D^{2} \Delta \psi(\frac{3\Delta}{2} - \frac{D}{2}) - 2D^{2} - 8\Delta^{2} - D\Delta^{2} \psi(\frac{D}{2}) + 8\Delta D \right.$$

$$\left. + D\Delta^{2} \psi(\frac{3\Delta}{2} - \frac{D}{2}) + \Delta D(\Delta - D) \psi(\frac{D - 3\Delta}{2}) \right),$$

where $\psi$ is the digamma function. The calculation is lengthy and the details will be given in Appendix B. We also numerically checked this integral for many values for $D$ and $\Delta$ using MB.m and Cuba.

\(^3\)The online version need the library cernlib.lib to work with Gamma functions [36].
In summary, the vertex and propagator bootstrap equations to leading order can be written as

\[ 1 = g^2 I(D, \Delta) + \cdots, \quad (27) \]
\[ 1 = g^2 X(D, \Delta) + \cdots, \quad (28) \]

where \( I(D, \Delta) = \kappa^3(D-\Delta, D-\Delta, 2\Delta) \times \tilde{I}(D, \Delta) \) with \( \tilde{I} \) defined in (20). The two bootstrap equations have two unknowns \( \{g^2, \Delta\} \) and are highly non-linear. As we will show later, \( I(D, \Delta) \) has a pole at \( \Delta = \frac{D}{3} \), while \( X(D, \Delta) \) has a pole at \( \Delta = \frac{D-2}{2} \). At \( D = 6 \), the two poles coincide. Using this property, Mack solves the bootstrap equations in \( 6 + \epsilon \) dimensions [19]. Setting \( D = 6 + \epsilon \) and \( \Delta = \frac{D-2}{2} + \alpha \epsilon \), we get

\[ I(D, \Delta) = g^2 \frac{8\pi^{18}}{(6\alpha - 1)^3 \epsilon^3} + \cdots \]
\[ X(D, \Delta) = g^2 \frac{\pi^{18}}{3\alpha (6\alpha + 1)^2 \epsilon^3} + \cdots, \quad (29) \]

which gives us a solution with \( \alpha = \frac{1}{18} \).

Figure 1: Numerical solutions of the bootstrap equations in \( D = 5 \) and \( D = 7 \) respectively. The dashed lines indicate poles of \( I \) and \( X \) respectively.

We first try to solve the bootstrap equations at \( D = 5 \). It is well known that \( \lambda \phi^3 \) describes the Lee-Yang edge singularity at \( D < 6 \) [45]. As can be seen in Figure 1, \( I(D, \Delta) \) and \( X(D, \Delta) \)
never intersect, so that we found no solution that corresponds to this CFT. This is however not surprising, since the propagator bootstrap equation is based on unitarity conditions [3], while the Lee-Yang edge singularity is a non-unitary CFT. To maintain unitarity, we can instead solve the equations at $D = 7$ and get the second plot in Figure 1. The intersection of $I(D, \Delta)$ and $X(D, \Delta)$ is at $\Delta = 2.558$. Previously, this quantity was calculated using Gliozzi’s fusion rule truncation bootstrap method [46] and one gets $\Delta = 2.530$ [47, 48]. We should emphasise that since the $g\phi^3$ potential is unstable, $\Delta$ receives instanton contributions and will be a complex number. The $g\phi^3$ theory is therefore not the perfect model to apply the bootstrap method. Our numerical calculation is performed on a laptop. In general, it takes a few minutes to evaluate one data point.

3 The $O(N)$ vector models

In the previous section, we reviewed the old MP bootstrap and developed an efficient method for solving the bootstrap equations in the $g\phi^3$ theory at leading order. Let us now move on to the more physically interesting case of $O(N)$ vector models in three dimensions.

In the $O(N)$ vector models, the two-point functions $\langle \phi(x_1)\phi(x_2) \rangle$, $\langle F(x_1)F(x_2) \rangle$ and the 1PI vertex $\langle \tilde{\phi}(x_1)\tilde{\phi}(x_2)\tilde{F}(x_3) \rangle$ are fixed by conformal symmetry to be

$$\langle \phi(x_1)\phi(x_2) \rangle = \frac{1}{(x_{12}^2)^{\Delta}} ,$$  \hspace{1cm}  (30)

$$\langle F(x_1)F(x_2) \rangle = \frac{1}{(x_{12}^2)^{\Delta_F}} ,$$  \hspace{1cm}  (31)

$$\langle \tilde{\phi}(x_1)\tilde{\phi}(x_2)\tilde{F}(x_3) \rangle = \frac{g}{(x_{12}^2)^{(D+\Delta_F)/2-\Delta}\left(x_{23}^2\right)^{(D-\Delta_F)/2}\left(x_{31}^2\right)^{(D-\Delta_F)/2}} .$$  \hspace{1cm}  (32)

The three point functions $\langle T\phi\phi \rangle$ and $\langle TFF \rangle$ are also fixed by conformal symmetry. They take the form of (8), with $\Delta$ replaced by $\Delta_\phi$ and $\Delta_F$ respectively.

There are three bootstrap equations corresponding to the 1PI vertex $\langle \tilde{\phi}(x_1)\tilde{\phi}(x_2)\tilde{F}(x_3) \rangle$ and two three-point functions $\langle T_{\mu\nu}(x_1)\phi(x_2)\phi(x_3) \rangle$, $\langle T_{\mu\nu}(x_1)F(x_2)F(x_3) \rangle$ respectively (c.f. [49] for a detailed derivation of the bootstrap equations in this theory). They are given by the following skeleton expansions,
In these diagrams, the dashed line and solid line denote the field \( \phi \) and \( F \) respectively, the orange dot denotes the 1PI vertex and the cross symbol denotes either \( \langle T \phi \phi \rangle \) or \( \langle TFF \rangle \), the internal line denotes the two-point function \( \langle \phi \phi \rangle \) or \( \langle FF \rangle \).

It is now straightforward to apply the method described in the previous section to solve the bootstrap equations in the \( O(N) \) vector models. At leading order in the skeleton expansion, the three bootstrap equations in (33), (34) and (35) can be written as

\[
1 = g^2 \mathcal{I}(\Delta \phi, \Delta F, D) + \cdots, \\
1 = g^2 \mathcal{X}_1(\Delta \phi, \Delta F, D) + \cdots, \\
1 = g^2 N \mathcal{X}_2(\Delta \phi, \Delta F, D) + \cdots. \tag{36}
\]

The extra factor of \( N \) in the third equation comes from the \( \phi \)-loop of the corresponding bootstrap equation. The calculation of \( \mathcal{I}(\Delta \phi, \Delta F, D) \), \( \mathcal{X}(\Delta \phi, \Delta F, D) \) and \( \mathcal{I}(\Delta \phi, \Delta F, D) \) are analogous what we did for the \( g\phi^3 \) theory, we skip the details here. The final results are given in (86), (83) and (84) respectively. We now try to solve the equations in the large \( N \) limit, as was done in [20,21]. Setting \( D = 3 \) and \( \Delta \phi = \frac{1}{2} + c_1 \frac{1}{N}, \Delta F = 2 - c_2 \frac{1}{N} \), we get

\[
\mathcal{I}(\Delta \phi, \Delta F, D) = -\frac{64\pi^6 N^3}{(c_1 - c_2^2)^3} + \cdots, \\
\mathcal{X}_1(\Delta \phi, \Delta F, D) = \frac{64\pi^6 N^3}{3c_1 (c_1 - c_2^2)^2} + \cdots, \\
N \mathcal{X}_2(\Delta \phi, \Delta F, D) = \frac{16\pi^8 N^3}{(c_1 - c_2^2)^2} + \cdots. \tag{37}
\]

The bootstrap equations have a solution with

\[
c_1 = \frac{4}{3\pi^2}, \quad c_2 = \frac{32}{3\pi^2}. \tag{38}
\]

We can also directly solve them numerically at finite \( N \) and get Figure 2. More explicitly, we found

\[
N = 1, \quad \Delta \phi = 0.52, \quad \Delta F = 1.62, \\
N = 2, \quad \Delta \phi = 0.521, \quad \Delta F = 1.705, \\
N = 3, \quad \Delta \phi = 0.52, \quad \Delta F = 1.765, \\
N = 5, \quad \Delta \phi = 0.5168, \quad \Delta F = 1.83, \\
N = 8, \quad \Delta \phi = 0.5126, \quad \Delta F = 1.882. \tag{39}
\]

This can be compared with

\[
N = 1, \quad \Delta \phi = 0.5181489(10), \quad \Delta F = 1.412625(10), \\
N = 2, \quad \Delta \phi = 0.519088(22), \quad \Delta F = 1.51136(22), \\
N = 3, \quad \Delta \phi = 0.518936(67), \quad \Delta F = 1.59488(81), \\
N = 5, \quad \Delta \phi = 0.516907, \quad \Delta F = 1.72788, \\
N = 8, \quad \Delta \phi = 0.513312, \quad \Delta F = 1.83188. \tag{40}
\]
The left plot is for $N = 1$ and the right plot is for $N = 2$. The green, yellow and blue areas denote $\mathcal{I}(\Delta \phi, \Delta F, D)$, $\mathcal{X}_1(\Delta \phi, \Delta F, D)$ and $\mathcal{X}_2(\Delta \phi, \Delta F, D)$ respectively.

The $N = 1, 2, 3$ data comes from the numerical bootstrap results in [14, 17, 50]. The $N = 5, 8$ data comes from the two-sided Padé re-summation of the large $N$ results [20, 21] together with the $N = 1, 2, 3$ data, which gives

\[
\begin{align*}
\Delta \phi &= \frac{129.172}{N^3} + \frac{27.792}{N^2} + \frac{6.3862}{N} + 1, \\
\Delta F &= \frac{-1.75813}{N^3} + \frac{14.4595}{N^2} - \frac{2.87073}{N} + 2.
\end{align*}
\]

In general, the solutions for $\Delta \phi$ seem reasonable and fair well when compared to other approaches. The solutions for $\Delta F$ on the other hand contain larger errors, however, we remind the reader that we are working at leading order in the skeleton expansion. It is likely that including higher-order contributions will improve the result.

### 4 Conclusions and discussion

We have revisited the old Migdal-Polyakov bootstrap equations in light of modern techniques for evaluating multi-loop integrals. Our main result is a framework for computing the generalized Feynman integrals that appear in the MP formalism. We demonstrated the use of our method by solving the bootstrap equations in $\phi^3$ and $\phi^4$ theories at LO in the skeleton expansion. At this order, while the propagator equations can be solved analytically, non-trivial three-loop generalized Feynman integrals are involved in the vertex equations. To solve these integrals, we first derived their MB representations and analytically continued the resulting MB integrals to the region of physical interest. We then evaluated them numerically using the numerical integration program Cuba. We found non-trivial solutions corresponding to the $\phi^3$ theory in
seven dimensions and the $O(N)$ vector models in three dimensions. One of the merits of these results is that we work directly for integer values of the spacetime dimensions.

It would be highly desirable to push our approach to higher orders. At NLO, while only a small number of diagrams are involved, their computation is significantly more challenging. One of the reasons is that the number of integration loops (and propagators) grows quickly. For example, consider the following diagram for the vertex bootstrap equation in $\phi^3$:

![Diagram](image)

At face value this is a 12-loop integral, however six internal coordinates are easily integrated using the star-triangle formula. The resulting 6-loop generalized Feynman integral can be analyzed using our methods. We derived its MB representation and found that the resulting MB integral has 16 integration variables. Alternatively, we also derived the corresponding Feynman/Lee-Pomeransky parametric representation that is a 13-fold integral (with a delta function constraint). This is still a challenging task. A standard method, the sector decomposition technique [37–40], can be used to analytically continue the integral to the physical region where the integral is not convergent. However, a direct use of the sector decomposition method at NLO looks clumsy and leads to massive computations. A better understanding of generalized Feynman integrals is still needed, for example, exploiting symmetries of our integrals may simplify our computation. We hope to come back to this in the future.

It is well known that perturbative techniques such as the $\epsilon$-expansion give asymptotic series for physical quantities such as $\Delta_\phi$ and $\Delta_F$. The series are divergent and proper re-summation is necessary to obtain meaningful results. This is because of the existence of a branch cut for physical quantities at $\lambda < 0$. In the case of QED and $\lambda \phi^4$ theory, this is also related to the instability of the theory at negative coupling [51–53] (see also the review [54]). Such a divergence was proven by explicit calculation in [55–58] for $\phi^3$ theory. The divergence is partially due to the rapid growth of the number of Feynman diagrams at higher loops. Since the MP bootstrap equations are based on a skeleton expansion, the number of generalized Feynman diagrams are smaller. We might therefore hope that solving the bootstrap equations by successively including higher loops gives us a convergent series. This brings up the interesting question: do the bootstrap equations from the skeleton expansion give a convergent answer which correctly describes the data of the conformal field theory? Our work can be viewed as a first step towards answering this question, however we emphasize that without including the contribution from higher loop diagrams we cannot make any precise statements. In any case, it is encouraging to get solutions that give reasonable results. Hopefully development of efficient techniques to deal with generalized Feynman integrals continues, and the MP bootstrap comes back as an active method to study conformal field theories.
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A  A brief review of Feynman integrals

In this appendix, we provide a brief introduction to (generalized) Feynman integrals, which is a fundamental tool throughout our work.

We consider the following generalized Feynman integral defined in $D$-dimensional Euclidean space

$$I = \left( \int \frac{L+m}{\pi^{D/2}} \frac{d^D x}{\pi^{D/2}} \right) \frac{1}{D_1^{\nu_1} \cdots D_n^{\nu_n}}, \quad (44)$$

where inverse propagators have the form $D_i \equiv (x_a - x_b)^2, \nu_i \in \mathbb{R}^+$. Here $x_i$ with $m < i \leq L + m$ denote $L$ integration (loop) coordinates while $x_i$ with $1 \leq i \leq m$ are the external coordinates.

In general, it is convenient to evaluate Feynman integrals with parametric representation. Let us perform the following parameterization for each propagator

$$\frac{1}{A^a} = \frac{1}{\Gamma(a)} \int_0^\infty d\alpha \alpha^{a-1} e^{-\alpha A}, \quad (45)$$

with $\text{Re}(A) > 0$ and $\text{Re}(a) > 0$. Then the integral (44) becomes

$$I = \left( \int \frac{L+m}{\pi^{D/2}} \frac{d^D x}{\pi^{D/2}} \right) \left( \prod_{j=1}^n \frac{1}{\Gamma(\nu_j)} \int_0^\infty d\alpha_j \alpha_j^{\nu_j-1} \right) \text{exp} \left[ - A_{ij} x_i \cdot x_j + 2B_i \cdot x_i + Q \right] \quad (46)$$

where $A$ is a $L \times L$ matrix with scalar products of external coordinates as entries and $B$ is a $L$-vector with the linear combinations of vectors $x_j^\mu (1 \leq j \leq m)$ as entries in the exponential. Performing Gaussian integrals for all integration variables $x_i$, one obtains

$$I = \frac{1}{\prod_{i=1}^n \Gamma(\nu_i)} \left( \prod_{i=1}^n \int_0^\infty d\alpha_i \alpha_i^{\nu_i-1} \right) \frac{\text{exp} \left( - \frac{F}{U} \right)}{U^{D/2}}, \quad (47)$$

where $U$ and $F$ are the first and second Symanzik polynomials [59]. They both are homogenous polynomials in Feynman parameters and are completely determined by the topology of integral. Algebraically, they can be evaluated via

$$U = \det A, \quad F = \left( \det A \right) \left( Q + BA^{-1}B \right). \quad (48)$$
From the Schwinger representation in (47), by inserting the identity $1 = \int d\eta \delta(\eta - \alpha)$ with $\alpha = \sum_i \alpha_i$, rescaling all parameters according to $\alpha_i \rightarrow \eta \alpha_i$ and finally integrating over $\eta$, one immediately obtains

$$I = \frac{\Gamma(\nu - LD/2)}{\prod_{i=1}^{n} \Gamma(\nu_i)} \left( \prod_{i=1}^{n} \int_{0}^{\infty} d\alpha_i \alpha_i^{\nu_i-1} \right) \delta(1 - \alpha) \frac{U^{-(L+1)D/2}}{F^{\nu-LD/2}},$$

(49)

where $\nu = \sum_{i=1}^{n} \nu_i$. It is called the Feynman representation. Interestingly, Lee and Pomeransky found the following alternative form [26]

$$I = \frac{\Gamma(D/2)}{\Gamma((L+1)D/2 - \nu)} \prod_{i=1}^{n} \Gamma(\nu_i) \left( \prod_{i=1}^{n} \int_{0}^{\infty} d\alpha_i \alpha_i^{\nu_i-1} \right) (F + U)^{-D/2}.$$

(50)

Using the same procedure of deriving (49) from (47), one can easily show the equivalence between (50) and (49) or (47).

All integrals appear in MP bootstrap equations belong to the following special type of generalized Feynman integrals

$$I_n = \int d^D x \left( \prod_{i=1}^{n} \frac{1}{[(x - x_i)^2]^{\delta_i}} \right) \delta \left( \sum_i \delta_i = D \right),$$

(51)

where $\{x_1, x_2, x_3\}$ are the external coordinates. In the case of $n = 3$, one can exactly evaluate the integrals and get the so-called star-triangle formula, i.e. (5). This formula was originally derived by Symanzik in [27]. He also generalized the star-triangle formula to the $n$-star integral (51) in the case of $n > 3$.

Using the Schwinger parameterization, one can write our $n$-star integral (51) as

$$I_n = \frac{\pi^{D/2}}{\prod_{i=1}^{n} \Gamma(\delta_i)} \left( \prod_{i=1}^{n} \int_{0}^{\infty} d\alpha_i \delta_i^{\nu_i-1} \right) \frac{1}{(\sum_i \lambda_i \alpha_i)^{D/2}} \exp \left[ - \frac{1}{2} \sum_{i<j} \lambda_i \lambda_j \alpha_i \alpha_j \sum_{i<j} x_{ij}^2 \right],$$

(52)

where $\lambda_i \geq 0$ for any $i$ and $\sum_i \lambda_i^2 > 0$. A key observation is that this formula is independent of $\lambda_i \geq 0$, $\forall i$. To proceed, we note that the exponential function $e^{-z}$ can be represented in terms of Gamma function via the inverse Mellin transformation formula

$$e^{-z} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} ds \Gamma(s) \frac{1}{\Gamma(-s)},$$

(53)

where $c < 0$ and the complex function $x^s$ are on the principal branch, i.e. $|\arg x| < \pi/2$. Finally, the $n$-star Feynman integral (51) can be written in a Mellin-Barnes form,

$$\int \frac{d^D x}{\prod_{i=1}^{n} [(x - x_i)^2]^{\delta_i}} = \frac{\pi^{D/2}}{\prod_{i=1}^{n} \Gamma(\delta_i)} \left( \prod_{i=1}^{n} \int_{i}^{i} ds_i \right) \left( \prod_{1 \leq i < j \leq n} \Gamma(\Delta_{ij} + s_{ij}) \right),$$

(54)

with

$$S_{ij} \equiv \sum_{\alpha} c_{ij,\alpha} s_{\alpha},$$

(55)
where $\Delta_{ij}$ satisfy
\[ \sum_{j \neq i} \Delta_{ij} = \delta_i, \] (56)
and the real $c_{ij,a}$ obey
\[ |\det c_{ij,a}| = 1, \quad \sum_{j \neq i} c_{ij,a} = 0 \quad \text{with} \quad c_{ii,a} = 0, \quad c_{ij,a} = c_{ji,a}. \] (57)

It is worth emphasizing that the integration paths in (54) have to be along the imaginary axis with real parts such that the real parts of the arguments of all $\Gamma$ functions are positive.

One of choices for $\Delta_{ij}$ may take
\[ \Delta_{ij} = \frac{\delta_i + \delta_j}{n-2} - \frac{\sum_a \delta_a}{(n-1)(n-2)}. \] (58)

When $n = 3$, one can easily check that the formula (54) is immediately reduced to the star-triangle formula (5).

In the case of $n = 4$, we may take
\[ S = \begin{pmatrix}
0 & s_2 & s_1 & -s_1 - s_2 \\
 s_2 & 0 & -s_1 - s_2 & s_1 \\
 s_1 & -s_1 - s_2 & 0 & s_2 \\
-s_1 - s_2 & s_1 & s_2 & 0
\end{pmatrix}. \] (59)

**B The propagator equations**

In this appendix, we provide detail of analytically solving the leading-order propagator bootstrap equations.

The stress-energy tensor $T_{\mu\nu}$ is a short representation of the conformal group, its descendant $\partial^\mu T_{\mu\nu}$ is a null state. The representation theory of conformal group tells us that when multiplets shortening happens, the null state $\partial^\mu T_{\mu\nu}$ is also a conformal primary. Notice the relative coefficients between the two terms of the (11) can be fixed by requiring the right-hand side to transforms like the three point function of a conformal primary vector field and two conformal primary scalars. The three point funtion of $T_{\mu\nu}$ and two non-identical scalar is allowed by conformal symmetry
\[ \langle T_{\mu\nu}(x_1)\phi_A(x_2)\phi_B(x_3) \rangle = f_{ABT} \times \frac{Z_\mu Z_\nu - \frac{1}{2} \delta_{\mu\nu} Z_\rho Z^\rho}{(x_{12}^2)^{\frac{D+\Delta_A-\Delta_B-2}{2}} (x_{13}^2)^{\frac{D+\Delta_B-\Delta_A-2}{2}} (x_{23}^2)^{\frac{\Delta_A+\Delta_B-D+2}{2}}}. \] (60)

It is however not allowed by Ward identity, which implies that the $f_{ABT}$ vanishes for a local conformal field theory. More explicitly,
\[ \langle \partial_\nu T^{\mu\nu}(x_1)\phi_A(x_2)\phi_B(x_3) \rangle = - \frac{(D-1)(\Delta_A - \Delta_B)f_{ABT}}{D} \times \frac{Z^\mu}{(x_{12}^2)^{\frac{D+\Delta_A-\Delta_B}{2}} (x_{13}^2)^{\frac{D+\Delta_B-\Delta_A}{2}} (x_{23}^2)^{\frac{\Delta_A+\Delta_B-D}{2}}}. \] (61)
Indeed looks like a three point function involving two scalars and a conformal primary vector field with scaling dimension \( D + 1 \). Setting \( \Delta_B = \Delta_{\phi}, \Delta_A = \Delta_{\phi} + \epsilon \) and taking the limit \( \epsilon \to 0 \), we get the familiar differential form of Wald identity (11).

Let us start with the propagator bootstrap equation (12) in \( g\phi^3 \) theory. Below we show that the right-hand side of the equation at LO has the following form

\[
\int_{C D} \langle \phi_6(\phi_7) \langle \phi_8(\phi_2) \langle \phi_9(\phi_3) \langle \phi_4(\phi_6) \langle \phi_5(\phi_7) \langle \phi_{\bar{B}}(9) \langle \phi(4)\phi(5) T_{\mu\nu}(1) \rangle \rangle \rangle \rangle \rangle = \mathcal{X}(D, \Delta, \Delta_A, \Delta_B) \langle T_{\mu\nu}(1)\phi_A(2)\phi_B(3) \rangle, \tag{62}
\]

where we used the short-handed notations, \( \int_{C \cdots D} \equiv \int d^D x \cdots d^D x, \phi(i) \equiv \phi(x_i) \). To use the Ward identity, here we are using the prescription as follows: we consider \( \langle T_{\mu\nu}(x_1)\phi_A(x_2)\phi_B(x_3) \rangle \) in (62), and will set \( \Delta_B = \Delta_{\phi} \) and \( \Delta_A = \Delta_{\phi} + \epsilon \) and take the limit \( \epsilon \to 0 \) in the final step.

Now let us apply the Ward identity for the equation. For (62),

\[
\int_{C D} \langle \phi_6(\phi_7) \langle \phi_8(\phi_2) \langle \phi_9(\phi_3) \langle \phi_4(\phi_6) \langle \phi_5(\phi_7) \langle \phi_{\bar{B}}(9) \langle \phi(4)\phi(5) \partial^\mu T_{\mu\nu}(1)\phi(4)\phi(5) \rangle \rangle \rangle \rangle \rangle = \mathcal{X}(D, \Delta, \Delta_A, \Delta_B) \langle \partial^\mu T_{\mu\nu}(1)\phi_A(2)\phi_B(3) \rangle, \tag{63}
\]

While the second line in (63) is just (61) up to the factor \( \mathcal{X} \), the first line of (63) is given by

\[
C_D \int_{C D} \langle \phi_8(\phi_A(2))\phi_B(9)\phi_B(3) \rangle \times \left[ \langle \partial_\nu \phi(1)\phi(5) \langle \phi(1)\phi(6)\phi_A(8) \langle \phi(5)\phi(7)\phi_{\bar{B}}(9) \langle \phi(6)\phi(7) \rangle \rangle \right. \nonumber
\]

\[\left. - \frac{\Delta}{D} \partial_\nu \left( \langle \phi(1)\phi(5) \langle \phi(6)\phi(7) \langle \phi(1)\phi(6)\phi_A(8) \langle \phi(5)\phi(7)\phi_{\bar{B}}(9) \rangle \rangle \right) + \{8 \leftrightarrow 9, A \leftrightarrow B \} \right] \tag{64}
\]

with \( C_D = 2\sqrt{\pi} \Gamma \left( \frac{D-1}{2} \right) / \Gamma \left( \frac{D}{2} \right) \). Interestingly, all integrals (64) can be evaluated by analytically. First, for the second term in the squared bracket in (63), a straightforward use of the star-triangular formula gives

\[
- \frac{\Delta}{D} \partial_\nu \int_{C D} \langle \phi(1)\phi(5) \langle \phi(6)\phi(7) \langle \phi(1)\phi(6)\phi_A(8) \langle \phi(5)\phi(7)\phi_{\bar{B}}(9) \rangle \rangle \rangle \rangle = - \frac{\Delta}{D} \partial_\nu \frac{g^2 \kappa_1 \kappa_2 \kappa_3}{x_{18}^{D-2\Delta_B-\Delta_A} x_{19}^{D+2\Delta_A-\Delta_B} x_{89}^{D+2\Delta_B-\Delta_A}} \tag{65}
\]

with

\[
\kappa_1 = \kappa(2\Delta, D - \Delta_B, \Delta_B + D - 2\Delta), \nonumber
\]
\[
\kappa_2 = \kappa(2\Delta, D - \Delta_A, \Delta_A + D - 2\Delta), \nonumber
\]
\[
\kappa_3 = \kappa(\Delta_A + \Delta_B, 2\Delta - \Delta_A, 2D - \Delta_B - 2\Delta). \tag{66}
\]

Now let us compute the first term in the squared bracket. Using the star-triangular formula
The right-hand side of the above equations can be written as
\[ \int_{567} \left( \partial_\nu \phi(1) \phi(5) \right) \langle \phi(6) \phi_A(8) \rangle \langle \phi(7) \phi_B(9) \rangle \langle \phi(6) \phi(7) \rangle \]
\[ = \int_{567} \left( \frac{1}{x_{15} x_{19} x_{57} x_{67} x_{18} x_{26}} \right) \frac{g^2}{x_{15} x_{19} x_{57} x_{67} x_{18} x_{26}} \frac{\Delta B}{\Delta A + \Delta B} \left( \frac{1}{x_{18} x_{19} x_{57} x_{19} x_{79} x_{79}} \right) \frac{g^2}{x_{18} x_{19} x_{57} x_{19} x_{79} x_{79}} \frac{\Delta B}{\Delta A + \Delta B} \left( \frac{1}{x_{18} x_{19} x_{57} x_{19} x_{79} x_{79}} \right) \frac{g^2}{x_{18} x_{19} x_{57} x_{19} x_{79} x_{79}} \frac{\Delta B}{\Delta A + \Delta B} . \]

where \( x_{ij}^a \) should be understood as \((x_{ij}^a)^{a/2}\), we have used \( f(x)^a \partial_a (f(x)^b) = \frac{b}{a+b} \partial_a (f(x)^{a+b}) \) in (67).

By combining the two terms, (68) and (65), we obtain
\[ \int_{567} \langle \partial_\nu T_{\mu
u}(1) \phi(4) \phi(5) \rangle \langle \phi(6) \phi(7) \rangle \langle \phi(7) \phi_B(9) \rangle \langle \phi(6) \phi(7) \rangle \]
\[ = \frac{C_\Delta g^2 Z_\nu}{x_{18} - \Delta A + \Delta B + D x_{19} - \Delta A - \Delta B + D} \times \left( \kappa(\Delta A + D - 2\Delta, D - \Delta_A, 2\Delta) \times \kappa(2\Delta, D - \Delta_B, 2\Delta) \kappa(\Delta_A + \Delta_B, 2\Delta - \Delta_A, 2\Delta - \Delta_B - 2\Delta) \times \frac{D \Delta A - \Delta A^2 + \Delta B(D - \Delta) (D - \Delta_B)}{D(\Delta_A + \Delta_B)} - \{A \leftrightarrow B\} \right) . \]

The right-hand side of the above equations can be written as
\[ g^2 \tilde{X}(D, \Delta, \Delta_A, \Delta_B) \langle T_{\mu
u}(1) \phi_A(8) \phi_B(9) \rangle \]
with
\[ \tilde{X}(D, \Delta, \Delta_A, \Delta_B) = \frac{2\pi^{D/2}}{\Delta_B \Gamma(D/2)} \frac{1}{(\Delta_A - \Delta_B)} \left( \kappa(\Delta_A + D - 2\Delta, D - \Delta_A, 2\Delta) \times \kappa(2\Delta, D - \Delta_B, 2\Delta - \Delta_B - 2\Delta) \kappa(\Delta_A + \Delta_B, 2\Delta - \Delta_A, 2\Delta - \Delta_B - 2\Delta) \times \frac{D \Delta A - \Delta A^2 + \Delta B(D - \Delta) (D - \Delta_B)}{D(\Delta_A + \Delta_B)} - \{A \leftrightarrow B\} \right) . \]

Integrating out further \( x_8 \) and \( x_9 \) in (64) and noting (61), we prove (64) or (63), and obtain explicitly
\[ \tilde{X}(D, \Delta) = \left( \lim_{\epsilon \to 0} \tilde{X}(D, \Delta, \Delta + \epsilon) \right) \frac{(\Delta_\phi - 1) \Delta_\phi}{(-\Delta_\phi + D - 1) (D - \Delta_\phi)} \kappa(-2\Delta_\phi + 2D - 2, 2\Delta_\phi) \times \kappa(D - 2, 2(D - \Delta_\phi) - D + 2, 2\Delta_\phi) . \]
Taking the $\epsilon \to 0$ limit, we finally obtain

$$\mathcal{X}(D, \Delta) = \frac{\pi^{3D}(\Delta - 1) \Gamma(\Delta - 1)\Gamma^3\left(\frac{D}{2}\right)}{2\Delta D(D - \Delta - 1)(D - \Delta)\Gamma\left(\frac{D}{2}\right)\Gamma^5(\Delta)\Gamma(D - \frac{3\Delta}{2})} \times \frac{\Gamma\left(\frac{D}{2} - \Delta\right)\Gamma(\Delta - \frac{D}{2} + 1)\Gamma^2\left(\frac{D}{2} - \frac{D}{2}\right)\Gamma^3\left(\frac{D - 2\Delta}{2}\right)}{\Gamma(\Delta - \Delta + 1)\Gamma(D - \Delta - 1)\Gamma^3\left(\frac{D - \Delta}{2}\right)} \times \left(D^2 \Delta \psi\left(\frac{\Delta}{2}\right) - D^2 \Delta \psi\left(\frac{\Delta - \frac{D}{2}}{2}\right) - 2D^2 - 8\Delta^2 - D\Delta^2 \psi\left(\frac{\Delta}{2}\right) + 8\Delta Dight)
+ D\Delta^2 \psi\left(\frac{\Delta - \frac{D}{2}}{2}\right) + \Delta D(D - \Delta) \psi\left(\frac{D - 2\Delta}{2}\right) + \Delta D(D - \Delta) \psi\left(\frac{D - 3\Delta}{2}\right)\right).$$

(73)

$\mathcal{X}(D, \Delta)$ also has a pole like singularity at $\Delta = \frac{D - 2}{2}$.

In fact, we find that the same result can be obtained by solving the equation directly (without using the Ward identity). It is also a good cross-check for our calculation. When $\mu \neq \nu$, we have

$$\int_{4-9} \langle T_{\mu\nu}(x_1)\phi(x_4)\phi(x_7)\rangle \langle \tilde{\phi}(x_2)\tilde{\phi}(x_4)\tilde{\phi}(x_6)\rangle \langle \tilde{\phi}(x_3)\tilde{\phi}(x_5)\tilde{\phi}(x_7)\rangle \langle \phi(x_6)\phi(x_7)\rangle$$

$$= -\frac{1}{(D - 2)^2} \partial_{\mu}\partial_{\nu} \int_{4-9} \frac{1}{(x_{14}^2)^{D - 2}(x_{15}^2)^{D - 2}} \frac{1}{(x_{24}^2)^{D - 2}(x_{26}^2)^{D - 2}(x_{35}^2)^{D - 2}(x_{37}^2)^{D - 2}} \frac{D - \Delta}{(x_{245})^{2\Delta - D + 2} (x_{267})^{2\Delta - D + 2} (x_{24})^{D - 2}} \times \frac{2(D - 1)}{(D - 2)^2 D} \int_{4-9} \left( \partial_{\mu}\partial_{\nu} \left( \frac{x_{245}^{\Delta - D + 2}}{(x_{14}^2)^{\Delta - D + 2}} \right) \frac{1}{(x_{24}^2)^{D - 2}(x_{26}^2)^{D - 2}(x_{35}^2)^{D - 2}(x_{37}^2)^{D - 2}} \frac{1}{(x_{245})^{2\Delta - D + 2} (x_{267})^{2\Delta - D + 2} (x_{24})^{D - 2}} \right).$$

(74)

We have used the $\alpha = 0$ case of the following equation,

$$C \frac{Z_{\mu}Z_{\nu} - \frac{1}{D}\delta_{\mu\nu}Z^2}{(x_{12}^2)^{D - 2}(x_{13}^2)^{D - 2}(x_{23}^2)^{D - 2}(x_{14}^2)^{D - 2}(x_{15}^2)^{D - 2}(x_{26}^2)^{D - 2}(x_{38}^2)^{D - 2}(x_{48}^2)^{D - 2}} = -\frac{1}{(D - 2)^2} \partial_{\mu}\partial_{\nu} \left( \frac{x_{12}^{D - 2}(x_{13}^{D - 2})}{(x_{14}^2)^{D - 2}(x_{15}^2)^{D - 2}(x_{26}^2)^{D - 2}(x_{35}^2)^{D - 2}(x_{37}^2)^{D - 2}} \frac{1}{(x_{245})^{2\Delta - D + 2} (x_{267})^{2\Delta - D + 2} (x_{24})^{D - 2}} \right).$$

(75)

where

$$C(D, \alpha) = \frac{-4\alpha(\alpha + 2) + D^3 - 4(\alpha + 1)D^2 + 4(\alpha^2 + 3\alpha + 1)D}{(D - 2)^2 D}.$$ 

(76)

The formula is valid when $\mu \neq \nu$. $C$ is clearly invariant under $\alpha \rightarrow D - 2 - \alpha$. The first term in (74) can be represented by the following MB representation

$$M_1 = -\frac{1}{(D - 2)^2} \left( \partial_{\mu}\partial_{\nu} \frac{\kappa(D - \Delta, D - \Delta, 2\Delta)}{(x_{12}^2)^{D - 2}(x_{13}^2)^{D - 2}(x_{23}^2)^{D - 2}} \right) \int du_4 dv_4 du_5 dv_6 f(u_4, v_4, u_7, v_7)$$

(77)

where

$$f(u_4, v_4, u_7, v_7) = \frac{\kappa(D + 3\Delta + 2u_4 + 4v_4 - 4v_7, D - 3\Delta - 4u_4 - 8v_4 - 4v_7 + 6, 5D - 5\Delta + 4u_4 + 8v_7 + 2)}{\Gamma\left(\frac{D}{2}\right) \Gamma\left(\frac{D - 2\Delta}{2}\right) \Gamma\left(\frac{D - 3\Delta}{2}\right) \Gamma\left(\frac{D - 3\Delta}{2}\right) \Gamma\left(\frac{D + 3\Delta + 2u_4 + 4v_4 - 4v_7}{4}\right)} \times \Gamma\left(\frac{D}{2} - \frac{\Delta}{2} + u_4\right) \Gamma\left(\frac{D}{2} - \frac{\Delta}{2} - u_4\right) \Gamma\left(\frac{D}{2} - \frac{\Delta}{2} + u_7 - u_4\right) \Gamma\left(\frac{D - 3\Delta}{4} + u_7 - u_4\right) \Gamma\left(\frac{D - 3\Delta}{4} + u_7 + u_4\right) \Gamma\left(\frac{D + 3\Delta + 2u_4 + 4v_4 - 4v_7}{4}\right) \times \Gamma\left(\frac{D + 3\Delta + 2u_4 - 2u_7 + 4v_4 - 24v_7 + 24u_4 + 24u_7 + 24v_7 + 6}{24}\right) \Gamma\left(\frac{D + 3\Delta - 12u_4 - 12u_7 + 12v_4 + 12v_7 + 12v_7 + 6}{24}\right) \times \Gamma\left(\frac{D - 3\Delta - 12u_4 + 12u_7 - 12v_4 - 12v_7 - 12v_7 - 2}{24}\right) \Gamma\left(\frac{D + 3\Delta - 12u_4 + 12u_7 - 12v_4 + 12v_7 - 12v_7 - 2}{24}\right).$$

(78)
Similarly, the second term of (74) is given by

\[
M_2 = \frac{2(D-1)}{(D-2)^2 D} \frac{1}{D(x_{23}^2)^{\frac{D-2-\alpha}{2}}} \left\{ \left( \frac{\partial_\mu \partial_\nu}{(x_{12}^2)^{\frac{D-2-\alpha}{2}}} \frac{1}{(x_{13}^2)^{\frac{D-2-\alpha}{2}}} \right) \right. \\
+ \left. \left( \frac{\partial_\mu \partial_\nu}{(x_{12}^2)^{\frac{D-2-\alpha}{2}}} \frac{1}{(x_{13}^2)^{\frac{D-2-\alpha}{2}}} \right) \right. \\
\left( \frac{1}{D(x_{12}^2)^{\frac{D-2-\alpha}{2}}} \frac{1}{(x_{13}^2)^{\frac{D-2-\alpha}{2}}} \right) \right\} \int du_4 dv_4 du_5 dv_6 f(u_4, v_4, u_7, v_7),
\]

with

\[
\alpha = \frac{1}{4} (-D + 5\Delta - 4v_4 - 8v_7 - 2).
\]

Now using (75), we find

\[
\left( \prod_{i=1}^6 \int d^D x_i \right) \langle T_{\mu\nu}(x_1) \phi(x_4) \phi(x_7) \rangle \langle \phi(x_2) \phi(x_4) \phi(x_6) \rangle \langle \phi(x_3) \phi(x_5) \phi(x_7) \rangle \langle \phi(x_6) \phi(x_7) \rangle
\]

\[
= M_1 + M_2 = \mathcal{J}(D, \Delta) \langle T_{\mu\nu}(x_1) \tilde{\phi}(x_2) \tilde{\phi}(x_3) \rangle
\]

with

\[
\mathcal{J}(D, \Delta) = C(D, \alpha) \int du_4 dv_4 du_5 dv_6 f(u_4, v_4, u_7, v_7),
\]

where \( f \) and \( C \) are defined in (78) and (76) respectively. The MB integral in \( M_1 \) or \( M_2 \) can be analytically calculated using MB.m. We found perfect agreement with the result from Ward identity, i.e. (73).

The bootstrap equations (33) in \( O(N) \) vector models can be analytically solved at the leading order in a similar manner. We do not write down the detail and list the results as follows:

\[
X_{\Phi}(\Delta_{\Phi}, \Delta_{F}, D) = \frac{\pi^{3D+1} \Gamma^2(\frac{\Delta_{\Phi}}{2}) \csc(\frac{D-2\Delta_{\Phi}}{2}) \Gamma(\frac{D}{2} - \Delta_{F})}{\Delta_{\Phi} \Gamma(\frac{D}{2}) \Gamma(\Delta_{F}) \Gamma(\frac{D}{2} - \Delta_{\Phi} + \Delta_{F})} \\
\times \frac{\Gamma(\Delta_{\Phi} + 1) \Gamma^3(\frac{D}{2} - \Delta_{\Phi}) \Gamma(\Delta_{\Phi} - \frac{\Delta_{F}}{2}) \Gamma(\Delta_{\Phi} - \frac{D}{2} + \frac{\Delta_{F}}{2})}{\Gamma^4(\Delta_{\Phi}) \Gamma(1 - \Delta_{\Phi} + \frac{\Delta_{F}}{2}) \Gamma(D - \Delta_{\Phi} + 1) \Gamma(D - \Delta_{\Phi} - \frac{\Delta_{F}}{2})} \\
\times \left( (2\Delta_{\Phi}(D - \Delta_{\Phi}) - D\Delta_{F} + \Delta_{F}^2) \psi(\frac{D-\Delta_{F}}{2}) \right.
\]

\[
+ (2\Delta_{\Phi}(D - \Delta_{\Phi}) - D\Delta_{F} + \Delta_{F}^2) \psi(\frac{D-\Delta_{F}}{2}) \psi(\frac{D-\Delta_{F}}{2}) \\
+ \Delta_{\Phi}(\Delta_{\Phi} - D) \psi(D - \Delta_{\Phi} - \frac{\Delta_{F}}{2}) + \Delta_{\Phi}(\Delta_{\Phi} - D) \psi(D - \Delta_{\Phi} - \frac{\Delta_{F}}{2}) \\
+ (\Delta_{\Phi} - \Delta_{F})(\Delta_{\Phi} - D + \Delta_{F}) \psi(\Delta_{\Phi} - \frac{\Delta_{F}}{2}) \\
+ (\Delta_{\Phi} - \Delta_{F})(\Delta_{\Phi} - D + \Delta_{F}) \psi(\frac{D}{2} - \Delta_{\Phi} + \frac{\Delta_{F}}{2}) \\
- 2(D - 2\Delta_{\Phi})(-\Delta_{\Phi} + D - \Delta_{F}) \right),
\]

(83)
and

\[
X_2(\Delta_\phi, \Delta_F, D) = \frac{\pi^3 D \Gamma^2(\frac{\Delta_F}{2}) \Gamma(\Delta_F + 1) \Gamma^3\left(\frac{D}{2} - \Delta_F\right) \Gamma(\Delta_F - \frac{D}{2} + 1)}{2D\Delta_F^\gamma \Gamma\left(\frac{D}{2}\right) \Gamma\left(\frac{D}{2} - \Delta_F + 1\right) \Gamma^2\left(\frac{1}{2}(D - \Delta_F)\right) \Gamma(D - \Delta_F + 1)} \times \\
\times \frac{\Gamma^2\left(\frac{D}{2} - \Delta_\phi\right) \Gamma\left(\Delta_\phi - \frac{\Delta_F}{2}\right) \Gamma\left(\Delta_\phi - \frac{D}{2} + \frac{\Delta_F}{2}\right)}{\Gamma^2\left(\Delta_\phi\right) \Gamma^3\left(\Delta_F\right) \Gamma\left(\frac{D}{2} + \frac{\Delta_F}{2} - \Delta_\phi\right) \Gamma\left(D - \Delta_\phi - \frac{\Delta_F}{2}\right)} \times \\
\times \left(D^2 \Delta_F \psi\left(\frac{D}{2} - \Delta_\phi + \frac{\Delta_F}{2}\right) - D^2 \Delta_F \psi\left(\Delta_\phi - \frac{D}{2} + \frac{\Delta_F}{2}\right) \right) \\
+ D\Delta_F(D - \Delta_F)\psi(D - \Delta_\phi - \frac{\Delta_F}{2}) + D\Delta_F^2 \psi(\Delta_\phi - \frac{D}{2} + \frac{\Delta_F}{2}) \\
+ D\Delta_F(D - \Delta_F) \psi(\Delta_\phi - \frac{\Delta_F}{2}) - D\Delta_F^2 \psi\left(\frac{D}{2} - \Delta_\phi + \frac{\Delta_F}{2}\right) \right) \\
- 2D^2 + 4D\Delta_\phi + 4D\Delta_F - 8\Delta_\phi\Delta_F \right). \tag{84}
\]

The two functions $X_1(\Delta_\phi, \Delta_F, D)$ and $X_2(\Delta_\phi, \Delta_F, D)$ are introduced in (36).

By the way, let us also list the function $\mathcal{I}(\Delta_\phi, \Delta_F, D)$ introduced in (36), corresponding to the vertex bootstrap equation (35),

\[
\mathcal{I}(\Delta_\phi, \Delta_F, D) = \kappa(D - \Delta_\phi, D - \Delta_F, 2\Delta_F) \kappa(D - \Delta_\phi, D - 2\Delta_\phi + \Delta_F, 2\Delta_\phi) \\
\times \kappa(2\Delta_\phi, D - \Delta_F, D - 2\Delta_\phi + \Delta_F) \hat{\mathcal{I}}(\Delta_\phi, \Delta_F, D), \tag{85}
\]

where $\hat{\mathcal{I}}(\Delta_\phi, \Delta_F, D)$ is given by

\[
\hat{\mathcal{I}}(\Delta_\phi, \Delta_F, D) = \int_{-i\infty}^{i\infty} ds_1 ds_2 dt_1 dt_2 \frac{\pi^3 D \Gamma\left(\frac{D}{2} - \frac{\Delta_F}{2} + s_2\right) \Gamma\left(\frac{D}{2} - \frac{\Delta_\phi}{2} + \frac{1}{2}s_2 + t_2\right)}{\Gamma^2\left(\frac{\Delta_F}{2}\right) \Gamma^2\left(D - \Delta_\phi - \frac{\Delta_F}{2}\right) \Gamma\left(\frac{D}{2} - \frac{\Delta_F}{2} + \frac{1}{2}s_1 + t_1\right)} \times \\
\times \frac{\Gamma\left(\frac{D}{2} - \frac{\Delta_\phi}{2} + \frac{1}{2}s_1 - \frac{1}{2}s_1 - \frac{1}{2}s_2 - t_1 - t_2\right) \Gamma\left(\frac{D}{2} - \frac{\Delta_\phi}{2} - \frac{\Delta_F}{2} + \frac{1}{2}s_1 + t_1\right)}{\Gamma\left(\frac{D}{2} - \frac{\Delta_F}{2} - \frac{1}{2}s_1 - \frac{1}{2}s_2 - t_1 - t_2\right) \Gamma\left(\frac{\Delta_F}{2} + \frac{D}{2} - \frac{\Delta_F}{2} + s_1\right)} \times \\
\times \frac{\Gamma\left(\frac{\Delta_\phi}{2} - \frac{D}{2} + \frac{\Delta_F}{2} - \frac{1}{2}s_1 + t_1\right) \Gamma\left(\frac{\Delta_\phi}{2} + \frac{D}{2} - \frac{\Delta_F}{2} + \frac{1}{2}s_1 + \frac{1}{2}s_2 + t_1 + t_2\right)}{\Gamma\left(\frac{\Delta_\phi}{2} - \frac{D}{2} - \frac{\Delta_F}{2} - \frac{1}{2}s_1 - \frac{1}{2}s_2 - t_1 - t_2\right) \Gamma\left(\frac{\Delta_\phi}{2} + \frac{D}{2} - \frac{\Delta_F}{2} - s_1 - s_2\right)} \times \\
\times \Gamma\left(\frac{D}{2} - \frac{\Delta_\phi}{2} + \Delta_F - \frac{1}{2}s_2 - t_2\right) \Gamma\left(\frac{D}{2} - \frac{\Delta_\phi}{2} + s_1\right) \Gamma\left(\frac{D}{2} - \frac{\Delta_F}{2} - s_1 - s_2\right) \times \\
\times \Gamma\left(\frac{\Delta_\phi}{2} - \frac{D}{2} + s_1\right) \Gamma\left(\frac{\Delta_\phi}{2} - \frac{D}{2} + \frac{1}{2}s_1 + \frac{1}{2}s_2 - t_1 - t_2\right). \tag{86}
\]

In $D = 3$, we find that the contours such that all the $\Gamma$’s in the numerator of the integrand having positive real parts only if $(\Delta_\phi, \Delta_F)$ is chosen to be inside the diamond-like region given by the four points

\[
(\Delta_\phi, \Delta_F) = \{(0.75, 1.5), (1.5, 3), (2.25, 1.5), (1.5, 0)\}. \tag{87}
\]

The $O(N)$ vector models, however, lives beyond this region. We have analytically continued the integral in (86) to the physical regions in $D = 3$ using MB.m, and then numerically computed the resulting MB integrals with Cuba. See Section 3 for a detailed analysis about our results.
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