Abstract

In this work, we propose a method for incorporating question-answering (QA) signals into a summarization model. Our method identifies salient noun phrases (NPs) in the input document by automatically generating wh-questions that are answered by the NPs and automatically determining whether those questions are answered in the gold summaries. This QA-based signal is incorporated into a two-stage summarization model which first marks salient NPs in the input document using a classification model, then conditionally generates a summary. Our experiments demonstrate that the models trained using QA-based supervision generate higher-quality summaries than baseline methods of identifying salient spans on benchmark summarization datasets. Further, we show that the content of the generated summaries can be controlled based on which NPs are marked in the input document. Finally, we propose a method of augmenting the training data so the gold summaries are more consistent with the marked input spans used during training and show how this results in models which learn to better exclude unmarked document content.

1 Introduction

Abstractive sequence-to-sequence summarization models have become very effective methods of easily generating summaries of input documents (Rush et al., 2015; Nallapati et al., 2016; Lewis et al., 2020).

Previous work has demonstrated that conditioning the summary generation on salient document sentences results in higher-quality summaries and more controllable summarization models (Chen and Bansal, 2018; Dou et al., 2021). Salient sentences are typically identified during training by lexical overlap with the gold summaries (Nallapati et al., 2017) and predicted during inference.

Although marking different sentences as salient allows for some controllability over the content of the summary, desired summary content cannot be specified at the sub-sentence level. Further, labeling sentences as salient via n-gram overlap does not directly take the predicate-argument structure of the text into account, which could result in a lower-quality supervision signal that misidentifies which particular instance of an n-gram is salient.

In this work, we propose to condition the summary generation on salient sub-sentence level spans which are identified by reasoning about the predicate-argument relations in the text.

We mark noun phrases (NPs) in the input document as salient if the predicate-argument relation they participate in is present in the gold summary (§2). This idea is implemented using automatic question generation (QG) and answering (QA). For each NP, a wh-question that is answered by the
NP is generated from the text. Then, the NP is marked as salient if the corresponding wh-question is correctly answered in the gold summary according to an automatic QA model, resulting in a more precise, sub-sentence level supervision signal (see Fig. 1).

The QA-based salience signal is incorporated into a two-stage summarization model (§3). First, a phrase salience classifier is trained to identify which NPs in the document are salient. Then, the predicted salient spans are marked in the input document with special tokens and used to conditionally generate a summary of the document with a fine-tuned BART model (Lewis et al., 2020).

Our experiments on three different summarization datasets show that the two-stage model trained with QA-based salient span supervision generates higher-quality summaries than lexical baseline methods of identifying salient spans on more extractive datasets according to several automatic evaluation metrics (§6.2). Further, we demonstrate how the summary content can be controlled via marking the input spans by showing that the QA-based model generates summaries that answer the wh-questions corresponding to the marked NPs far more frequently and concisely than BART does (§6.3).

However, because our QA annotation method may not perfectly identify all of the gold summary content in the document (due to noise or unfaithful gold summaries), the generation model learns to include content which was not marked in the input document, an undesirable property of a controllable summarization model. Therefore, we propose a data augmentation procedure that removes sentences unsupported by the marked spans as well as generates new training examples that teach the model to generate a subset of the gold summaries sentences conditioned the corresponding salient spans with wh-questions that are answered by those sentences (§4). The model trained on the augmented data generates summaries that are 22% shorter with only a small reduction in the percent of answered questions, demonstrating how it successfully eliminates undesired summary content (§6.3).

The contributions of our work include: (1) a novel method of including QA-based signals into summarization generation; (2) a two-stage model for incorporating phrase-level supervision into a summarization system; and (3) a data-augmentation procedure which results in more controllable summarization models.

2 Question-Based Salience

We begin by describing how we use QA to identify salient spans of text in the input document and discuss the advantages of this approach.

We define a document NP as salient if its corresponding predicate-argument relation also appears in the gold summary. To identify such NPs automatically, we employ question-generation and question-answering models as follows.

For each NP in the source document, we use the sentence it appears in to automatically generate a wh-question for which the NP is the answer. This question-answer pair represents the predicate-argument relation that the NP participates in. Then, we assume if a second text can be used to correctly answer that question, it contains the same predicate-argument relation. Thus, we use a QA model to automatically answer the question against the gold summary and mark the NP as salient if the QA model predicts the question is answerable and the predicted answer is correct. In practice, we assume a predicted answer is correct if it shares at least one token in common with the NP which was used to generate the question.

An example of this procedure is illustrated in Fig. 2 for two occurrences of the NP “Sierra Leone.” Questions for each phrase are automatically generated from the input document and answered against
the gold summary. Since the QA model correctly answered the first question but predicted the second question is not answerable, only the first occurrence of “Sierra Leone” is marked as salient.

Specific implementation details of the generation and answering models can be found in §5.

2.1 Advantages of a QA-Based Approach

Using QA to identify salient spans of text has several advantages. First, because our QA approach operates at the phrase-level, it is able to be more precise about what specifically is salient in the document in contrast to sentence-level approaches. For example, in the second sentence of Fig. 1, the QA-based salience signal identifies “Jonathan” and “his defeat” as salient but not “written statement.” A sentence-level approach would mark the entire sentence as salient and thus cannot make that distinction.

Second, because the QA-based approach reasons about the predicate-argument structure of the text, it is able to distinguish between which specific instances of the same NP are salient and which are not. This is illustrated in Fig. 2 in which the first occurrence of “Sierra Leone” is marked as salient but the second is not because the gold summary does say the health care worker was infected in Sierra Leone, but it does not say it is one of the hardest hit countries. A salience signal that uses a bag-of-n-grams approach (e.g., ROUGE-based methods) cannot easily decide which instance “Sierra Leone” is salient.

If a summarization model was trained to use a salience signal that is based on the predicate-argument structure of the text — such as the QA-based approach here — these advantages would allow for more control over what content is included in the summary. Specific occurrences of NPs could be marked as salient, either manually or automatically, signaling to the summarization model that the corresponding predicate-argument relation should be included in the generated summary. This would not be possible with a sentence-level model (because it would lack the ability to mark individual NPs) or a phrase-level model which does not reason about the predicate-argument structure (because multiple instances of the same phrase would be indistinguishable, so it would not be clear which one was salient).

Although we argue a salience signal that reasons about the predicate-argument structure is necessary for a more controllable model, it is not a sufficient condition. For instance, if the salience signal is noisy, the model may not learn to always include the salient content in the generated summary, thus decreasing its controllability.

3 A Two-Stage, Span-Based Model

Next, we propose a two-stage, span-based model called SPANSUM that can incorporate the QA-based salience signals into the learning procedure. The first of the two stages, the span selection component, classifies salient spans within the text. The second stage, the generation component, generates the summary given the document and the salient spans. The details of each component are detailed next.

3.1 Salient Span Classifier

Given an input document \( d = [x_1, \ldots, x_n] \) and a set of spans \( S \), in which each span \( s_{i,j} \) represents a sequence of tokens \( x_{i}, \ldots, x_{j} \) in \( d \), the span classifier outputs a score for each span based on how salient it is in the document. Our definition of salience is discussed in §2.

Concretely, the input tokens are first encoded using BART. Then, the representation of a span is created by concatenating the BART encodings of the first and last tokens in the span. Finally, a linear classifier is trained using this encoding to predict the salience of each span.

A set of oracle spans \( S^* \subseteq S \) is used to train the model using a binary cross-entropy loss. When using the QA-based approach, \( S \) is the set of NPs in the document and \( S^* \) is the subset that our question generation/answering algorithm identified as salient. We reweight the loss term of each span such that positive and negative spans contribute equally. During inference, a score is predicted for each span in \( S \) and the top-\( k \) sorted by highest score are passed to the generation component. We choose the \( k \) spans independently, although they could also be selected jointly.

3.2 Generation Component

Given an input document and set of salient spans, the generation component produces a summary of the document. The salient spans are represented by inserting special tokens directly into the document’s sequence of tokens before and after the spans. For example, if span \( s_{4,5} \) was marked as
Usain Bolt rounded off the world championships Sunday by claiming his third gold in Moscow as he anchored Jamaica to victory in the men's 4x100m relay. The fastest man in the world charged clear of United…

Usain Bolt rounded off the world championships Sunday by claiming his third gold in Moscow as he anchored Jamaica to victory in the men's 4x100m relay. The fastest man in the world charged clear of United…

Figure 3: An example of our data augmentation procedure. The colors represent the mapping between document and summary spans. In this example, no span maps to the third summary sentence, so it is removed entirely. Then, new training instances are generated using the first summary sentence and first two summary sentences with their corresponding salient document spans.

salient, the document’s tokens would be represented as

... x3 [SS] x4 x5 [SE] x6 ...

where [SS] and [SE] mark the start and end of the span.

Since the salient spans are represented in the document tokens, we are able to directly train a sequence-to-sequence model to generate the gold summary from the modified document representation without any changes to the model’s architecture.

During training, we use oracle spans and the ground-truth summary to fine-tune BART using a standard cross-entropy loss function. For inference, the predicted salient spans from the span classifier are used instead of the oracle spans.

Although there is nothing to directly force the generation model to learn to include content based on the supervision provided by the salient spans, if the supervision is of high enough quality, we expect the model will learn to do so. As we show in §6.3, this enables controlling the content of the summary by marking spans in the input document.

4 Improving Controllability via Data Augmentation

In addition to learning that specific content should be included in the summary, a controllable generation model should also learn to not include undesired information. Our generation model may learn to include extra information for at least two reasons.

First, the gold summaries may include content which cannot be generated based on only the oracle salient spans that were used to train the generation model, so it may learn to output extra, unmarked information. This could happen if the question generation and answering models are imperfect (resulting in a noisy oracle) or if the gold summary contains information that cannot be mapped to the document. Second, if the model is trained to generate summaries of a certain length and the length of the summary necessary to include all of the information marked by the spans is smaller than those used for training — for example, because the number of marked spans is small — the model could generate additional information simply to increase the summary length.

An artifact of our oracle span annotation procedure enables us to address this controllability issue. If a document span is marked as salient, that means it has a corresponding phrase in the gold summary which expresses the same content. Therefore, the question generation and answering procedure creates a mapping between which parts of the gold summary should be able to be generated by marking different parts of the input document.

We propose to leverage this mapping to augment the training data in two ways. First, we remove any gold summary sentence which does not have a mapping to any part in the document. These sentences would encourage the model to generate additional content based on unmarked spans.

An example of these augmentations is included in Fig. 3.
5 Experimental Setup

Datasets Our experiments use three popular English single-document summarization datasets: CNN/DailyMail (Nallapati et al., 2016), XSum (Narayan et al., 2018), and NYTimes (Sandhaus, 2008). Specific details on the sizes of the datasets can be found in Appendix A.

Baselines & Other Work We compare the salient spans selected by our QA-based method against three baseline span selection methods. The first marks salient sentences by greedily selecting \( k \) sentences that maximize the ROUGE-2 score calculated against the gold summary, a popular method that is frequently used to train extractive summarization models (Nallapati et al., 2017) as well as other two-step abstractive systems (Chen and Bansal, 2018; Dou et al., 2021). The other two mark entities and NPs as salient if they appear in the gold summaries as determined by lexical matching. We only mark the first occurrence of the phrases as salient since we found that worked better than marking all occurrences.

Additionally, we compare our results to BART (the original implementation and our own; Lewis et al., 2020) since our models are built on top of BART. We also compare to GSum (Dou et al., 2021), which uses salient sentence guidance that is similar to our baseline salient sentence method. GSum encodes the additional guidance signal separately from the input document and uses the document and guidance encodings to generate the summary.

Summarization Evaluation Metrics The models’ summaries are automatically evaluated using three metrics which calculate a similarity score between the generated and gold summaries. ROUGE (Lin, 2004) compares the two summaries based on their lexical overlap. BERTScore (Zhang et al., 2020) calculates a similarity score between the summaries based on their tokens’ BERT embeddings (Devlin et al., 2019). QAEval (Deutsch et al., 2021) is a question-based evaluation metric, which generates questions from the gold summaries and answers them against the generated summaries. Its similarity score is equal to the average token F\(_1\) score calculated between the predicted and expected answers.

We additionally perform a human evaluation of summary quality on Mechanical Turk. We ask 3 Turkers to rate the quality of 50 summaries per model from the CNN/DailyMail dataset on a scale from 1 to 5 based on the importance of the information, faithfulness, fluency, and coherence. Details on the manual evaluation can be found in Appendix D.

Controllability Evaluation Metrics The controllability of our model is evaluated using the question recall. Given \( k \) marked spans, we define the question recall to be equal to the percent of the corresponding \( k \) wh-questions that are answered by the summary according to the question answering model. This approximates the recall on the desired predicate-argument structures in the summary. We additionally report the ratio between \( k \) and the length of the generated summary in tokens to measure the precision of the generated information. A larger value means the summary is more concise.

Implementation Details The question generation and answering models are the same as used by QAEval. The generation model is initialized with BART-Large and fine-tuned on data collected by Demszky et al. (2018). The answering model is initialized with ELECTRA-Large (Clark et al., 2020) and fine-tuned on SQuAD 2.0 (Rajpurkar et al., 2018).

The span classification and generation models are both initialized with BART-Large and fine-tuned on the respective datasets. They were trained for three and five epochs, respectively, and the model with the best precision@1 and ROUGE-2 F\(_1\), respectively, on the validation set were selected as the final models. See Appendix B for more specific implementation details.

6 Results

6.1 Salient Span Classifier Evaluation Fig. 4 contains the precision@\( k \) and recall@\( k \) of the span based classifiers. The “x” symbols denote the operating points used in the end-to-end model, which were chosen based on the number of spans that resulted in the highest ROUGE-1 F\(_1\) score on the validation data.

Interestingly, the operating points have very different precisions and recalls across the different methods, although we believe directly comparing their values could be misleading. For example, misidentifying a salient sentence is far more costly in terms of precision than incorrectly marking a NP as salient since the number of output sentences
is much less than the number of NPs. Further, because the generation models were trained with oracle spans, there could be some complex interaction between the two models in which the generation model may need a minimum level of span classification quality in order to generate a good summary. This minimum level could be different for each span type.

6.2 Generation & End-to-End Evaluation

Automatic Evaluation Table 1 contains the models’ performances as evaluated by automatic metrics. The top section contains the results for BART and GSum. The middle contains SPANSUM scores assuming the oracle spans are given to the generation model, whereas the bottom section contains the end-to-end SPANSUM results which use the predicted spans.

On CNN/DailyMail and NYTimes, the end-to-end QA-based model performs the best on all metrics across the different span labeling methods, whereas on XSum, it is statistically tied or worse than using salient sentences. On NYTimes, the QA model is the best across all models, including baselines and other work. Although the sentence-based model may sometimes do better on XSum, both methods perform worse than our implementation of BART on XSum. Their respective oracle scores are not much higher than BART, suggesting the generation model did not find the salient span supervision particularly helpful.

One explanation for this result is that CNN/DailyMail and NYTimes are datasets for which extractive approaches do well, in contrast to XSum which is true for abstractive approaches. Since all of our span labeling techniques rely on the input documents directly stating the content in the summary, it is not surprising that our models do better on the more extractive datasets. This is consistent with results reported by Dou et al. (2021) for GSum.

Interestingly, the span labeling method with the highest oracle performance on all three datasets is the lexical NP matching baseline. Lexically matching NPs likely has higher recall than our QA-based approach because the question generation and answering models are imperfect, so some phrases are missed. Further, because news articles have a strong lead bias, marking the first occurrence of a NP as salient (instead of a later one) likely has relatively high precision. The QA model’s advantage of being able to reason about the predicate–argument structure of the text is smaller when the lead bias is strong. However, it seems that because the NP end-to-end performance is worse than the QA-based model, the salient phrase classifier trained with lexical NP supervision must not be able to provide the generation model with a high-enough quality signal to generate a good summary.

In comparison to GSum (which uses salient sentence guidance), the QA model is slightly worse on CNN/DailyMail but better on NYTimes. Regardless of which model has higher automatic scores, our results show that it is possible to achieve equal or better performance with supervision that reasons about the semantics of the text rather than lexical matching, which was not true for Dou et al. (2021).

Human Evaluation Table 2 contains the results of evaluating BART and the sentence- and QA-based models on CNN/DailyMail using human summary quality annotations from Mechanical Turk. On average, our span-based methods have higher quality summaries than the baseline method of BART. After collecting annotations for 50 summaries on CNN/DailyMail, we were unable to obtain statistical significance between the two span-based models, however, doing so may be prohibitively difficult (Wei and Jia, 2021).

6.3 Controllability Evaluation

Automatic Evaluation The controllability of our QA-based model is evaluated in Fig. 5. We plot the question recall and the ratio between \( k \) and the length of the generated summaries for the top \( k \) most salient spans output by the QA-based
Table 1: The automatic metric results for the baselines and other work (top), models that use oracle spans (middle), and end-to-end models (bottom) evaluated with ROUGE (R1, R2, RL), BERTScore (BSc), and QAEval (QAE). Values in bold are statistically the best in each section and † marks the best values overall (excluding oracle) using a permutation test with $\alpha = 0.05$.

| Method              | CNN/DailyMail | XSum | NYTtimes |
|---------------------|---------------|------|----------|
| **Baselines & Other Work** |                |      |          |
| BART                | 44.2          | 21.3 | 40.9     |
| BART (ours)         | 44.1          | 21.0 | 40.9     |
| GSUM                | 46.0†         | 22.4 | 37.2†    |

**SPANSUM – Oracle Spans**

| Metric      | CNN/DailyMail | XSum | NYTtimes |
|-------------|---------------|------|----------|
| Sentences   | 51.7          | 29.9 | 48.8     |
| Entities    | 51.5          | 27.6 | 48.0     |
| NPs         | 59.6          | 34.6 | 55.8     |
| QAs         | 55.3          | 31.4 | 51.9     |

**SPANSUM – End-to-End**

| Metric      | CNN/DailyMail | XSum | NYTtimes |
|-------------|---------------|------|----------|
| Sentences   | 45.0          | 21.8 | 41.8     |
| Entities    | 43.5          | 20.3 | 40.4     |
| NPs         | 44.8          | 21.0 | 41.6     |
| QAs         | 45.5          | 21.9 | 42.4     |

Table 2: Summary quality scores according to humans. Results in bold are statistically tied for the best score.

| Method | Sentences | QA |
|--------|-----------|----|
| BART   | 3.76      | 3.86 | 4.00 |

Although BART’s question recall is initially higher than the QA models’ recalls, as $k$ increases it falls lower. We suspect this is because BART has learned to include the same content that the span classifier also identifies as salient when $k$ is small and the length of its summaries allows it to cover more content. However, when $k$ increases, the span classifier potentially predicts different spans as salient than what BART learned, resulting in divergent content and a lower recall for BART. The higher recall of the QA models demonstrates that their summary content is indeed being controlled via the input spans. Further, the QA models have far better $k$-to-length ratios, meaning their summaries are shorter than BART’s even when their recalls are higher, suggesting they generate far less content which is unrelated to the marked spans.

Among the QA-based models, we do observe a salient span classifier for various values of $k$ on CNN/DailyMail. These values are computed for the QA-based model trained on the original data as well as the augmented data described in §4, including only removing sentences that do not answer a question (“+Rm Sents”) plus also generating new training examples (“+New Examples”). We also include the results for BART (for which the summary is constant for all $k$) for relative comparisons.

![Figure 5: The percent of questions which correspond to the marked spans answered by the generated summaries (top) and the summary lengths in tokens (bottom). The QA-based methods have higher question recall than BART and are far more concise, demonstrating that marking input spans controls the summary content.](image-url)
Table 3: The percent of times the question corresponding to the $k$th occurrence of the most salient span according to the QA-based classifier was answered by the summary. The QA-based model is better able to generate non-lead document content.

| $k$ | 1 | 2 | 3 | 4 | 5 |
|-----|---|---|---|---|---|
| NPs | 69.3 | 59.0 | 40.2 | 33.1 | 29.4 |
| QAs | 75.0 | 64.2 | 45.9 | 41.2 | 34.2 |

small drop in recall when the model is trained with data augmentation. However, the data-augmented summaries express that information far more concisely (because the ratio between $k$ and the summary length is higher). For example, when 10 input spans are marked, there is a relative 0.9% and 3.2% drop in recall for removing sentences and the full data augmentation procedure, respectively, but the summary lengths are 14% and 22% shorter. Therefore, the data augmentation procedures do result in models which have learned to not generate extra content.

Controllability Example  Example summaries from the QA models and sentence-based model with different marked input spans are shown in Fig. 6. Because the sentence-based model is limited to marking full sentences, the content which is taken from the marked sentence cannot be further controlled. In contrast, the figure shows how the QA-based models’ summaries can be altered by marking different NPs within the sentence, thus demonstrating the benefits of phrase-level controllability.

The example in Fig. 6 also shows how the QA model trained on the augmented data improves controllability. The phrases which the standard model includes but the augmented model does not are marked in bold. The augmented model does a better job at excluding content which was not marked in the input document.

Examining Lead Bias  A desirable property of a controllable summarization model is that content at any position in the document can be selected to be included in the summary. Since the salient QA-based spans are selected by reasoning about the predicate-argument structure of the text, it should better achieve this property than the baseline lexical NP-based model, which only saw the first occurrence of a NP marked as salient during training. However, because there is a strong lead bias, choosing the first occurrence might often be the correct choice, and noise in the oracle QA annotations may contribute to the generation model ignoring salient spans in the middle or end of the document.

To evaluate how well the models achieved this property, we marked the $k$th occurrence of the most salient phrase output by the QA-based span classifier on CNN/DailyMail and calculated the question recall for the QA- and NP-based models in Table 3. Both models were trained using augmented training data (an equivalent augmentation procedure to the one described in §4 was used for the lexical NPs).

For each value of $k$, the QA model has higher question recall by around 5%, implying it can better select non-lead content and is thus more controllable. This result is unlikely explained by the lengths of the summaries, which are longer for the QA model by only 1 token on average (10 versus 11). As $k$ increases, the question recall does decrease significantly for both models, suggesting the models do begin to ignore spans toward the middle and end of the document.

7 Related Work

QA-Based Signals  QA-based signals have been used for evaluating summaries (Eyal et al., 2019; Durmus et al., 2020; Wang et al., 2020; Deutsch et al., 2021), including Scialom et al. (2021), who explore a similar notion of document salience. They have also been used to align content across documents (Weiss et al., 2021) as well as train summarization models (Arumae and Liu, 2018, 2019; Scialom et al., 2019). The models which incorporate QA-based signals typically do so using reinforcement learning. In contrast, our approach is simpler. We incorporate the QA-based signal by marking spans in the text, and our models are trained using easier-to-optimize cross-entropy objective functions.

Incorporating Additional Supervision  Recent work by Dou et al. (2021) proposes a framework for incorporating additional guidance into summarization models, called GSum. They separately encode the input document and the supervision signal, whereas we directly mark spans in the text. This allows for our generation component to have a simpler architecture than theirs. While they are able to encode any natural language string, our model provides more direct supervision by identifying which specific tokens are salient.

Other work has included predicate-argument
structure into summarization with the goal of producing more faithful summaries (Cao et al., 2018; Jin et al., 2020; Zhu et al., 2021). They represent the predicate-arguments either using dependency trees or OpenIE tuples, whereas we represent them via QA pairs. The key difference is that they are including that information to try and generate faithful summaries, whereas we are using it to supervise the models and predict which predicate-arguments are salient.

**Controllable Summarization** Work on controllable summarization has focused on aspects such as the length of the summary (Fan et al., 2018) and the content in an interactive setting (Shapira et al., 2017) or via prompting (He et al., 2020). Incorporating our QA-based signal via prompting may be difficult given the number of questions which would need to be concatenated onto the input.

Other approaches control content via planning as in entity templates (Narayan et al., 2021) or marking records in a data-to-text approach (Puduppully et al., 2019). The marked salient spans in our work could be viewed as a content plan as well.

**Data Augmentation** Previous work has proposed methods for removing sentences or full summaries from the training data in order to discourage the summarization model from learning to generate unfaithful information (Matsumaru et al., 2020; Nan et al., 2021; Narayan et al., 2021). In addition to removing sentences, we generate new training instances in order to learn to exclude content which is not marked as salient in the input, resulting in more controllable models.

**8 Conclusion**

In this work, we proposed a method for incorporating QA-based signals into a summarization model by automatically marking document NPs as salient based on whether a NP’s corresponding wh-question is answered correctly in the summary. We showed that incorporating this signal into our two-stage summarization model results in higher quality and more controllable summaries as compared to baseline methods of identifying salient spans. Finally, we demonstrated that our data augmentation algorithm, which attempts to ensure the span supervision is consistent with the gold summaries, improves controllability by eliminating unmarked content from the output summaries.
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Table 4: The number of instances in the training, validation, and test splits of the three datasets used in our experiments as well as the number of spans selected by the classification component that were passed as input to the generation component.

A Dataset Statistics

The sizes of the CNN/DailyMail, XSum, and NYTimes datasets are included in Table 4. The Table also includes the number of spans per span type that were selected from the classification component and passed to the generation component during inference. The values were selected based on a parameter sweep on the validation set. The number of spans with the highest ROUGE-1 F1 score was selected.

B Implementation Details

All of the models were trained with the same hyperparameters for across datasets and span types which were based on those used by BART (Lewis et al., 2020).

The classification component was a BART-Large model that was fine-tuned with a binary cross-entropy classification loss. We selected the model based on which had the best precision@1 on the validation dataset.

The generation models were also fine-tuned BART-Large models, but they instead use a cross-entropy loss function.

Both the components were trained using Adam (Loshchilov and Hutter, 2019) with weight decay and learning rate 3e-5. The classification component was trained for 3 epochs, and the final model was selected based on the precision@1 on the validation set. The generation component was trained for 5 epochs, and the final model was selected based on the ROUGE-2 F1 score on the validation set.

| Dataset  | #Train | #Valid | #Test | Span Type | #Spans |
|----------|--------|--------|-------|-----------|--------|
| CNN/DM   | 287,113| 13,368 | 11,490| Sentences | 3      |
|          |        |        |       | Entities  | 10     |
|          |        |        |       | NPs       | 25     |
|          |        |        |       | QA        | 20     |
| XSum    | 204,045| 11,332 | 11,334| Sentences | 1      |
|          |        |        |       | Entities  | 1      |
|          |        |        |       | NPs       | 5      |
|          |        |        |       | QA        | 1      |
| NYTimes | 44,382 | 5,523  | 6,495 | Sentences | 4      |
|          |        |        |       | Entities  | 15     |
|          |        |        |       | NPs       | 45     |
|          |        |        |       | QA        | 27     |

Table 5: The automatic evaluation metrics for summary quality are nearly the same for the QA-based model and the QA-based model trained on the augmented data.

C Data-Augmentation Automatic Evaluation

Table 5 contains the comparison between the standard and data-augmented training procedures based on the automatic metrics. The scores are nearly the same. The benefit of the model trained on the augmented data is in its controllability, which is not captured by this evaluation because the models trained with the standard and augmented training data receive the same spans as input supervision.

D Human Evaluation Details

Fig. 7 contains a screenshot of the tool we used for annotating summary quality on MTurk. The annotators were instructed to rate the summaries from “Very Poor” to “Very Good” based on whether the summary contained important information, was faithful to the input document, was fluent, and was cohesive. The ratings were converted to a Likert scale from 1-5 and averaged across all of the ratings for a system.

In order to encourage the annotators to pay attention to the task, we also required that they write a very brief explanation of how they made their decision, inspired by Narayan et al. (2021).
Figure 7: A screenshot of the tool we used for annotating summary quality on MTurk.