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Abstract. Squarefree monomial ideals arising from finite meet-semilattices and their free resolutions are studied. For the squarefree monomial ideals corresponding to poset ideals in a distributive lattice, the Alexander dual is computed.

Introduction

One of the most influential results in classical lattice theory is Birkhoff’s fundamental structure theorem for finite distributive lattices [10, Theorem 3.4.1], which guarantees that, given a finite distributive lattice \( \mathcal{L} \), there is a unique poset (partially ordered set) \( P \) such that \( \mathcal{L} \) is isomorphic to the poset \( \mathcal{J}(P) \) consisting of all poset ideals (including the empty set) of \( P \), ordered by inclusion. (A poset ideal of \( P \) is a subset \( I \subset P \) with the property that if \( p \in I \) and \( q \in P \) with \( q < p \), then \( q \in I \).) In fact, if \( P \) is the subposet of \( \mathcal{L} \) consisting of all join-irreducible elements of \( \mathcal{L} \), then \( \mathcal{L} = \mathcal{J}(P) \). (An element \( p \in P \) with \( p \neq 0 \) is called join-irreducible if there is no \( q, r \in \mathcal{L} \) with \( q < p \) and \( r < p \) such that \( p = q \lor r \).) In other words, by identifying \( \mathcal{L} \) with \( \mathcal{J}(P) \), if \( p \in \mathcal{L} \) and \( I = \{ q \in P : q \leq p \} \in \mathcal{J}(P) \), then \( p = I \).

Fix a finite distributive lattice \( \mathcal{L} = \mathcal{J}(P) \). Let \( K \) be a field and let \( S = K[\{x_p, y_p\}_{p \in P}] \) be the polynomial ring in \( 2|P| \) variables over \( K \) with \( \deg x_p = 1 \) and \( \deg y_p = 1 \) for all \( p \in P \). We associate each element \( I \subset \mathcal{J}(P) = \mathcal{L} \) with the squarefree monomial \( u_I = (\prod_{p \in I} x_p)(\prod_{p \in P \setminus I} y_p) \in S \). In the previous paper [6] the monomial ideal \( H_\mathcal{L} = (u_I)_{I \in \mathcal{L}} \) is discussed from viewpoints of both combinatorics and commutative algebra. The purpose of the present paper is to introduce the squarefree monomial ideal \( H_\mathcal{L} \) for an arbitrary finite meet-semilattice \( \mathcal{L} \) and to generalize some of the results obtained in [6].

Now, let \( \mathcal{L} \) be an arbitrary finite meet-semilattice [10, p. 103] and let \( P \subset \mathcal{L} \) be the set of join-irreducible elements of \( \mathcal{L} \). For each element \( q \in \mathcal{L} \) we write \( \ell(q) = \{ p \in P : p \leq q \} \subset P \). In particular \( \ell(0) = \emptyset \). Note that \( \ell(q) \) is a poset ideal of \( P \), and that \( q \in \ell(q) \) if and only if \( q \) is join-irreducible. We thus obtain the map \( \ell : \mathcal{L} \to \mathcal{B}_P \), which we call the canonical embedding of \( \mathcal{L} \) into the Boolean lattice \( \mathcal{B}_P \) consisting of all subsets of \( P \) ordered by inclusion. As in the case of finite distributive lattices explained in the previous paragraph, let \( K \) be a field and \( S = K[\{x_p, y_p\}_{p \in P}] \) the polynomial ring in \( 2|P| \) variables over \( K \) with \( \deg x_p = 1 \) and \( \deg y_p = 1 \) for all \( p \in P \). We associate each element \( q \in \mathcal{L} \) with the squarefree monomial \( u_q = (\prod_{p \in \ell(q)} x_p)(\prod_{p \in P \setminus \ell(q)} y_p) \in S \) and set \( H_\mathcal{L} = (u_q)_{q \in P} \subset S \).
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In the present paper the following topics on squarefree monomial ideals $H_L$ arising from finite meet-semilattices $L$ will be studied:

- When has the squarefree monomial ideal $H_L$ a linear resolution? Theorem 1.3 guarantees that $H_L$ has a linear resolution if and only if $L$ is meet-distributive. (A finite meet-semilattice $L$ is called meet-distributive if each interval $[x, y] = \{p \in L: x \leq p \leq y\}$ of $L$ such that $x$ is the meet of the lower neighbors of $y$ in this interval is Boolean. Here we call $z$ a lower neighbor of $y$ if $y$ covers $z$.)

- How can we construct a finite multigraded free $S$-resolution $F$ of $H_L$? A construction of such a finite free resolution is given in Theorem 2.1(a). Moreover, we will characterize when our resolution is minimal. In fact, it will be proved in Theorem 2.1(b) that our resolution is minimal if and only if, for any $p \in L$ and for any proper subset $S \subset N(p)$, the meet $\bigwedge \{q: q \in S\}$ is strictly greater than the meet $\bigwedge \{q: q \in N(p)\}$, where $N(p)$ is the set of lower neighbors of $p$ in $L$. In particular, if $L$ is a meet-distributive meet-semilattice, then our finite free resolution is minimal (Corollary 2.2). On the other hand, when $L$ is a meet-distributive meet-semilattice, the differential $\partial$ in the finite multigraded free $S$-resolution $F$ of $H_L$ obtained in Theorem 2.1(a) will be described (Theorem 3.1).

- Since $H_L$ is a squarefree monomial ideal, there is a simplicial complex $\Delta$ whose Stanley–Reisner ideal $I_\Delta$ coincides with $H_L$. We are interested in the Alexander dual $\Delta^\vee$ of $\Delta$. In the case that $L$ is a finite distributive lattice, a nice description of $\Delta^\vee$ can be obtained ([6, Lemma 3.1]). It seems, however, rather difficult for an arbitrary finite meet-semilattice to obtain an explicit description of the Alexander dual of $H_L$. We will consider a special meet-distributive meet-semilattice, namely, a poset ideal $I$ of a finite distributive lattice. In this case the Alexander dual of $H_I$ will be studied in Theorem 4.2. Moreover, since $H_I$ has a linear resolution, it follows that the Alexander dual of $H_I$ is Cohen–Macaulay. Such Cohen–Macaulay complexes will be discussed in Theorem 4.3.

1. Algebraic characterizations of meet-distributive meet-semilattices

Let $L$ be an arbitrary finite meet-semilattice (cf. [10, p. 103]), and let $P \subset L$ be the set of join-irreducible elements of $L$. We denote by $\hat{0}$ and $\hat{1}$ the minimal and maximal element of $L$. (Since $L$ is a finite meet-semilattice, it follows [10, Proposition 3.3.1] that $L$ possesses $\hat{1}$ if and only if $L$ is a lattice.) Recall that $p \in L$ is join-irreducible if $p \neq \hat{0}$ and $p$ is not a join of elements strictly less than $p$.

To each element $p \in L$ we associate the subset $\ell(p) = \{q \in P: q \leq p\}$ of $P$. Note that $p \in \ell(p)$ if and only if $p$ is join irreducible. In any case, $\ell(p)$ is a poset ideal of $P$. Recall that a poset ideal of $P$ is a subset $I \subset P$ such that if $r \in I$ and $t \leq r$, then $t \in I$. The set of generators of $I$ is the set of maximal elements in $I$, denoted by $G(I)$.

We obtain a map

$$\ell: L \longrightarrow \mathcal{B}_P,$$

which we call the canonical embedding into the Boolean lattice $\mathcal{B}_P$ consisting of all subsets of $P$ ordered by inclusion.
We call the cardinality of \( \ell(p) \) the \textit{degree} of \( p \), and denote it by \( \deg p \). One always has the inequality \( \text{rank} p \leq \deg p \). Recall that the \textit{rank} of \( p \) is the maximal length of chains descending from \( p \).

\begin{lemma}
Let \( \mathcal{L} \) be a finite meet-semilattice, \( \ell \) the canonical embedding and \( s, t \in \mathcal{L} \) any two elements. We have
\begin{enumerate}[(i)]
\item \( s = t \) if and only if \( \ell(s) = \ell(t) \);
\item \( s \leq t \) if and only if \( \ell(s) \subseteq \ell(t) \);
\item \( \ell(s) \cap \ell(t) = \ell(s \land t) \).
\end{enumerate}
\end{lemma}

\begin{proof}
Note that each element of \( \mathcal{L} \) is the join of elements in \( P \). From this observation all assertions follow.
\end{proof}

The lemma implies that \( \ell \) is an injective order preserving map. In general however, \( \ell \) is not an embedding of lattices. It is not difficult to see that \( \ell \) is an embedding of meet-semilattices if and only if \( \mathcal{L} \) is meet-distributive.

We now introduce the definition of meet-distributive meet-semilattices. A finite meet-semilattice \( \mathcal{L} \) is called \textit{meet-distributive} if each interval \( [x, y] = \{ p \in \mathcal{L} : x \leq p \leq y \} \) of \( \mathcal{L} \) such that \( x \) is the meet of the lower neighbors of \( y \) in this interval is Boolean. Here we call \( z \) a lower neighbor of \( y \) if \( y \) covers \( z \).

The following combinatorial characterization of meet-distributive lattices are discussed in the survey article [4]. A finite meet-semilattice is called \textit{graded} if for each element all of its maximal chains have the same length.

\begin{lemma}
For a finite lattice \( \mathcal{L} \) the following conditions are equivalent:
\begin{enumerate}[(i)]
\item \( \mathcal{L} \) is meet-distributive;
\item \( \mathcal{L} \) is graded and \( \deg \hat{1} = \text{rank} \hat{1} \);
\item \( \mathcal{L} \) is graded and \( \deg \hat{p} = \text{rank} \hat{p} \) for all \( p \in \mathcal{L} \);
\item each element in \( \mathcal{L} \) is a unique minimal join of join-irreducible elements;
\item \( \mathcal{L} \) is lower semimodular, and any upper semimodular sublattice is distributive.
\end{enumerate}
\end{lemma}

We now introduce the squarefree monomial ideal \( H_\mathcal{L} \) associated with a finite meet-semilattice \( \mathcal{L} \). Let \( P \) be the set of join irreducible elements of \( \mathcal{L} \). Let \( K \) be a field and \( S = K[\{ x_p, y_p \}_{p \in P}] \) the polynomial ring in \( 2|P| \) variables over \( K \). For each element \( q \in \mathcal{L} \) write
\[ u_q = \prod_{p \in \ell(q)} x_p \prod_{p \in P \setminus \ell(q)} y_p \]
and set \( H_\mathcal{L} = (u_q)_{q \in \mathcal{L}} \).

Note that \( \text{height}(H_\mathcal{L}) = 2 \) if \( \mathcal{L} \) is a lattice. In fact, \( H_\mathcal{L} \subseteq (x_p, y_p) \) for any \( p \in P \), while on the other hand \( u_0 = \prod_{p \in P} y_p \) and \( u_1 = \prod_{p \in P} x_p \) both belong to \( H_\mathcal{L} \) and have no common factor.

Let \( I \) be a monomial ideal with the (unique) minimal set \( G(I) \) of monomial generators. The ideal \( I \) is said to have \textit{linear quotients} if the elements of \( G(I) \) can be ordered \( u_1, \ldots, u_m \) such that the colon ideals \( (u_1, \ldots, u_{i-1}) : u_i \) are generated by variables. If \( I \) is squarefree, then \( I \) has linear quotients if and only if for each \( i \) and each \( j < i \) there exists \( k < i \) such that \( u_k / [u_k, u_i] \) is a variable and divides \( u_j \).

Note that \( u_0 \) and \( u_1 \) are both linearly independent and have no common factor.

It is easy to see that if all generators of \( I \) have the same degree, and \( I \) has linear quotients, then \( I \) has a linear resolution.
We now come to our algebraic characterization of meet-distributive meet-semilattices.

**Theorem 1.3.** Let $\mathcal{L}$ be an arbitrary finite meet-semilattice. The following conditions are equivalent:

(i) $\mathcal{L}$ is meet-distributive;
(ii) $H_\mathcal{L}$ has linear quotients;
(iii) $H_\mathcal{L}$ has a linear resolution;
(iv) $H_\mathcal{L}$ has linear relations.

**Proof.** (i) $\Rightarrow$ (ii): We fix a linear order $\prec$ on $\mathcal{L}$ which extends the partial order given by the degree. We put $u_r < u_q$ if $r \prec q$. For any $u_q \in H_\mathcal{L}$ and any $u_r < u_q$, let $t$ be a lower neighbor of $q$ in the interval $[r \wedge q, q]$. Then $u_t / [u_t, u_q] = y_p$, where $\{p\} = \ell(q) \setminus \ell(t)$. We claim that $y_p$ divides $u_r$. If not, then $x_p$ divides $u_r$ and so $p \in \ell(r) \cap \ell(q) = \ell(r \wedge q)$. Thus $p \in \ell(t)$, since $r \wedge q \leq t$.

(ii) $\Rightarrow$ (iii) and (iii) $\Rightarrow$ (iv) are trivial.

(iv) $\Rightarrow$ (i): Suppose $\mathcal{L}$ is not meet-distributive. Then by Lemma 1.2(iii) (which is also valid if $\mathcal{L}$ is a meet-distributive meet-semilattice) there exist $p, q \in \mathcal{L}$ such that $q$ is the lower neighbor of $p$ and $\deg p - \deg q > 1$. The ideal $(u_p, u_q)$ is generated by precisely those monomials in $G(H_\mathcal{L})$ which are not divided by $x_r$ for all $r \in P \setminus \ell(p)$, and are not divided by all $y_s$ for all $s \in \ell(q)$. Since we assume that $H_\mathcal{L}$ has linear relations, the restriction lemma in [7, Lemma 4.4] implies that $(u_p, u_q)$ has linear relations, contradicting the fact that $\deg p - \deg q > 1$. $\square$

**Corollary 1.4.** Let $\mathcal{L}$ be a finite upper semimodular lattice. Then the following conditions are equivalent:

(i) $H_\mathcal{L}$ has a linear resolution;
(ii) $\mathcal{L}$ is distributive.

**Proof.** The assertion follows from Lemma 1.2(v) and Theorem 1.3. $\square$

Let $\Delta$ be a simplicial complex on the vertex set $[n] = \{1, \ldots, n\}$. The simplicial complex

$$\Delta^\vee = \{[n] \setminus F : F \not\in \Delta\}$$

is called the **Alexander dual** of $\Delta$. It is easy to see that $(\Delta^\vee)^\vee = \Delta$.

A **vertex cover** of $\Delta$ is a set $G \subset [n]$ such that $G \cap F \neq \emptyset$ for all $F \in \mathcal{F}(\Delta)$, where $\mathcal{F}(\Delta)$ denotes the set of facets (maximal faces) of $\Delta$. A vertex cover is called **minimal** if it is minimal with respect to inclusion. We also denote by $C(\Delta)$ the set of minimal vertex covers of $\Delta$.

As usual we denote by $I_\Delta$ the Stanley–Reisner ideal of $\Delta$. The **facet ideal** is defined to be

$$I(\Delta) = (x_F : F \in \mathcal{F}(\Delta)),$$

where $x_F = \prod_{i \in F} x_i$.

For $F = \{i_1, \ldots, i_k\} \subset [n]$ set $P_F = (x_{i_1}, \ldots, x_{i_k})$, and let $\Gamma$ be the unique simplicial complex such that $I_\Delta = I(\Gamma)$. Then

$$I_\Delta = \bigcap_{F \in C(\Gamma)} P_F \quad \text{and} \quad I_{\Delta^\vee} = (x_F : F \in C(\Gamma)).$$
Set $F^c = [n] \setminus F$ and
\[
\Delta^c = \langle F^c : F \in \mathcal{F}(\Delta) \rangle.
\]
Then
\[
I_{\Delta^c} = I(\Delta^c).
\]

The following lemma gives important algebraic properties of Alexander duality.

**Lemma 1.5.** Let $K$ be a field, $\Delta$ a simplicial complex, $I_\Delta$ the Stanley–Reisner ideal and $K[\Delta]$ the Stanley–Reisner ring of $\Delta$. Then:

(i) (Eagon–Reiner [3]) $K[\Delta]$ is Cohen-Macaulay $\iff I_{\Delta^c}$ has a linear resolution.

(ii) ([7]) $\Delta$ is shellable $\iff I_{\Delta^c}$ has linear quotients.

Theorem 1.3 together with Lemma 1.5 yields

**Corollary 1.6.** Let $L$ be an arbitrary finite meet-semilattice, and let $\Delta_L$ be the simplicial complex whose Stanley–Reisner ideal is $H_L$. The following conditions are equivalent:

(i) $(\Delta_L^c)^c$ is shellable;
(ii) $(\Delta_L^c)^c$ is Cohen–Macaulay;
(iii) $L$ is meet-distributive.

**Proposition 1.7.** Let $L$ be a finite lattice and $P$ its poset of join irreducible elements. Then

(i) the minimal prime ideals of height 2 of $H_L$ are $(x_p, y_q)$, where $p, q \in P$ and $p \leq q$;
(ii) $H_L$ has only height 2 minimal prime ideals if and only if $L$ is distributive.

**Proof.** Let $\hat{L}$ be the distributive lattice consisting of all poset ideals of $P$. Then $\ell$ induces an injective order preserving map $\ell : L \to \hat{L}$. Thus $H_L \subseteq H_{\hat{L}}$, and equality holds if and only if $L$ is distributive. This follows from Birkhoff’s fundamental structure theorem [10].

(i) The minimal prime ideals of $H_L$ are precisely the ideals $(x_p, y_q)$, where $p, q \in P$ and $p \leq q$; see [6]. Of course these are also minimal prime ideals of $H_L$. We claim that there are no other minimal prime ideals of height 2 of $H_L$. Indeed, any such ideal must contain some $x_p$ and some $y_q$, since $\prod_{p \in P} x_p$ and $\prod_{p \in P} y_p$ belong to $H_L$. Suppose $p \not\leq q$; then $u_q$ is not contained in $(x_p, y_q)$.

(ii) It remains to show that if $L$ is not distributive, then there exists a minimal prime ideal of $H_L$ of height $> 2$. In fact, the proof of (i) shows that if such a minimal prime ideal does not exist, then $H_L = H_{\hat{L}}$. Therefore $L = \hat{L}$, and hence $L$ is distributive. \qed

Recall that a simplicial complex is called **flag** if each minimal nonface consists of two elements. Proposition 1.7 together with (1) implies

**Corollary 1.8.** A finite lattice $L$ is distributive if and only if $(\Delta_L^c)^c$ is flag.
2. A free resolution of $H_L$

The main theorem of this section is the following.

**Theorem 2.1.** Let $L$ be a finite meet-semilattice.

(a) There exists a finite multigraded free $S$-resolution $F$ of $H_L$ such that for each $i \geq 0$, the free module $F_i$ has a basis with basis elements $b(p; S)$, where $p \in L$ and $S$ is a subset of the set of lower neighbors $N(p)$ of $p$ with $|S| = i$. The multidegree of $b(p; S)$ is the least common multiple of $u_p$ and all monomials $u_q$ with $q \in S$.

(b) The following conditions are equivalent:

(i) the resolution constructed in (a) is minimal;

(ii) for any $p \in L$ and any proper subset $S \subset N(p)$ the meet $\bigwedge \{q: q \in S\}$ is strictly greater than the meet $\bigwedge \{q: q \in N(p)\}$.

We call a finite meet-semilattice satisfying condition (b)(ii) *meet-irredundant*.

**Proof of Theorem 2.1.** (a) The resolution will be built by an iterated mapping cone construction. As in the proof of Theorem 1.4 we fix a linear order $\prec$ on $L$ which extends the partial order given by the degree. For any $p$ in $L$ we inductively construct a complex $F(p)$ which is a multigraded free $S$-resolution of the ideal $H_L(p)$ generated by all $u_q \in H_L$ with $q \prec p$. Then $F(q)$ is the desired resolution, where $q \in L$ is the maximal element with respect to $\prec$.

The complex $F(0)$ is defined as $F_i(0) = 0$ for $i > 0$, and $F_0(0) = S$. This complex, together with the augmentation map $\varepsilon: S \rightarrow H_L(0)$, $1 \mapsto u_0^i$, is a free resolution of $H_L(0)$.

Now let $p \in L$, $p \neq 0$, and let $q \in L$, $q \prec p$ be the element preceding $p$. Then $H_L(p) = (H_L(q), u_p)$, and hence we get an exact sequence of multigraded $S$-modules

$$0 \rightarrow (S/L)(- \text{ multideg } u_p) \rightarrow S/H_L(q) \rightarrow S/H_L(p) \rightarrow 0,$$

where $L$ is the colon ideal $H_L(q) : u_p$. As in the proof of Theorem 1.4 one shows that

$$L = (\{u_t/[u_t, u_p]\}_{t \in N(p)}).$$

Let $T$ be the Taylor complex associated with the monomials $u_t/[u_t, u_p]$, $t \in N(p)$; see [3]. Then $T$ is a multigraded free resolution of $S/L$ with $T_0 = S$, $T_1 = \bigoplus_{t \in N(p)} S e_t$ and $T_i = \bigwedge T_0$ for $i \geq 1$. Thus $T_i$ has a basis whose elements are $e_{t_1} \wedge e_{t_2} \wedge \cdots \wedge e_{t_i}$ with $t_1 < t_2 < \cdots < t_i$. The multidegree of $e_{t_1} \wedge e_{t_2} \wedge \cdots \wedge e_{t_i}$ is the least common multiple of the elements $u_{t_j}/[u_{t_j}, u_p]$, $j = 1, \ldots, i$.

The shifted complex

$$T(- \text{ multideg } u_p)$$

is a multigraded free resolution of $(S/L)(- \text{ multideg } u_p)$. We denote the basis element of $T_i(- \text{ multideg } u_p)$ which corresponds to $e_{t_1} \wedge e_{t_2} \wedge \cdots \wedge e_{t_i}$ by $b(p; \{t_1, \ldots, t_i\})$. Then multideg $b(p; t_1, \ldots, t_i) = \text{ multideg } u_p + \text{ multideg } e_{t_1} \wedge e_{t_2} \wedge \cdots \wedge e_{t_i}$, and hence it is the least common multiple of $u_p, u_{t_1}, \ldots, u_{t_i}$.

The monomorphism $(S/L)(- \text{ multideg } u_p) \rightarrow S/H_L(q)$ induces a comparison map

$$\alpha: T(- \text{ multideg } u_p) \rightarrow F(q)$$
of multigraded complexes. We let \( F(p) \) be the mapping cone of \( \alpha \). Then \( F(p) \) is a multigraded free \( S \)-resolution of \( H_L(p) \), and has the desired multigraded basis.

(b)(i) \( \Rightarrow \) (ii): Let \( p \in L \) with \( |N(p)| > 1 \), and let \( S \subset N(p) \) be a subset. By the definition of the differential \( \partial \) of \( F \) we have
\[
\partial b(p; S) = \sum_{q \in S} \pm v_q b(p; S \setminus \{ q \}) + \cdots ,
\]
where \( v_q = \text{multideg } b(p; S)/\text{multideg } b(p; S \setminus \{ q \}) \). Therefore the resolution can be minimal only if the multidegree of \( b(p; S \setminus \{ q \}) \) is a proper divisor the multidegree of \( b(p; S) \) for all \( q \) in \( S \).

By (a)
\[
\text{multideg } b(p; S) = x_{AYB} \quad \text{and} \quad \text{multideg } b(p; S \setminus \{ q \}) = x_{AYC},
\]
where \( A = \ell(p), B = \ell(p)^c \cup \bigcup_{r \in S} \ell(r)^c \) and \( C = \ell(p)^c \cup \bigcup_{r \in S, r \neq q} \ell(r)^c \). Here, for any subset \( F \subset P \), we set \( F^c = P \setminus F \).

It follows that \( v_q = 1 \) if and only if \( \bigcap_{r \in S} \ell(r) = \bigcap_{r \in S, r \neq q} \ell(r) \). By Lemma 1.1(iii) this is equivalent to saying that
\[
\bigwedge \{ r: r \in S \} = \bigwedge \{ r: r \in S, r \neq q \}.
\]
Hence if the resolution is minimal, we do not have equality in (3) for any \( S \subset N(p) \) and any \( q \in S \). In particular, for \( S = N(p) \) we obtain the desired result.

(ii) \( \Rightarrow \) (i): Let \( b(p; S) \) and \( b(q; T) \) be two basis elements with \( |T| = |S| - 1 \). It suffices to show that in the following three cases the coefficient of \( b(q; T) \) in \( \partial b(p; S) \) is either 0 or a monomial \( \neq 1 \):

- \( p = q \) and \( T \not\subset S \);
- \( q < p \);
- \( q \not< p \).

In the first case we show that \( \text{multideg } b(p; T) \) does not divide \( \text{multideg } b(p; S) \). Otherwise we would have that \( \bigcup_{r \in T} \ell(r)^c \subseteq \bigcup_{r \in S} \ell(r)^c \). This would imply that \( \bigcap_{r \in S} \ell(r) \subseteq \bigcap_{r \in T} \ell(r) \), which in turn would imply that
\[
\bigwedge \{ r: r \in S \} \leq \bigwedge \{ r: r \in T \}.
\]
But then \( \bigwedge \{ r: r \in N(p) \} = \bigwedge \{ r: r \in N(p) \setminus (T \setminus S) \} \), a contradiction.

In the second case we have \( \text{multideg } b(p; S) = x_{\ell(p)y_A} \) and \( \text{multideg } b(q; T) = x_{\ell(q)y_B} \) for some \( A \) and \( B \). If \( \text{multideg } b(q; T) \) does not divide \( \text{multideg } b(p; S) \), then the coefficient of \( b(q; T) \) is 0. Otherwise it is \( x_{\ell(p)\setminus \ell(q)y_A\setminus B} \). Since \( q < p \), this coefficient is not 1.

In the last case \( \ell(q) \not\subseteq \ell(p) \), and therefore \( \text{multideg } b(q; T) \) does not divide \( \text{multideg } b(p; S) \). Hence the coefficient of \( b(q; T) \) is 0.

**Corollary 2.2.** If \( L \) is a meet-distributive meet-semilattice, then the finite multigraded free \( S \)-resolution given in Theorem 2.1 is minimal.

**Proof.** By definition meet-distributive meet-semilattices have the property that for any element \( p \in L \) the interval \( [\bigwedge \{ q: q \in N(p) \}, p] \) is a Boolean lattice (of rank \( |N(p)| \)). This implies condition (b)(ii) in Theorem 2.1.

Note that condition (b)(ii) in Theorem 2.1 is satisfied for any meet-semilattice \( L \) for which \( |N(p)| \leq 2 \) for all \( p \in L \). Other examples can easily be constructed, as follows: let \( L \) be a meet-semilattice satisfying the condition (b)(ii), and let \( p, q \in L \).
such that \( q \in N(p) \). Let \( \mathcal{L}' \) be the meet-semilattice adding a new element \( r \) with \( q < r < p \). Then this new meet-semilattice again satisfies (b)(ii).

An example of such a meet-semilattice is

\[
\begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\end{array}
\]

Observe that \( \mathcal{L} \) is neither upper nor lower semimodular. The resolution of \( H_{\mathcal{L}} \) is

\[
0 \longrightarrow S(-12) \longrightarrow S^6(-10) \longrightarrow S^9(-8) \oplus S^6(-7) \longrightarrow S^{11}(-6) \longrightarrow H_{\mathcal{L}} \longrightarrow 0.
\]

We close this section by discussing the regularity of \( H_{\mathcal{L}} \). Recall that the regularity of a finitely generated graded \( S \)-module \( M \) is defined to be

\[
\text{reg} M = \max \{ j : \beta_{i,i+j}(M) \neq 0 \text{ for some } i \}.
\]

**Corollary 2.3.** Let \( \mathcal{L} \) be a finite meet-semilattice and \( P \) the poset of join irreducible elements in \( \mathcal{L} \). Then:

(a) \( \text{reg}(H_{\mathcal{L}}) \leq |P| + \max \{ \text{deg } p - \text{deg } \bigwedge \{ q : q \in S \} - |S| \} \);

(b) if \( \mathcal{L} \) satisfies condition (b)(ii) in Theorem 2.1 then

\[
\text{reg}(H_{\mathcal{L}}) = |P| + \max \{ \text{deg } p - \text{deg } \bigwedge \{ q : q \in N(p) \} - |N(p)| \}.
\]

**Proof.** Since \( F \) is a possibly non-minimal free resolution of \( H_{\mathcal{L}} \), it follows that

\[
\text{reg } H_{\mathcal{L}} \leq \max \{ \text{deg } b(p; S) - |S| \},
\]

where the maximum is taken over all basis elements in the resolution.

By our computation in the proof of Theorem 2.1 one has

\[
\text{deg } b(p; S) - |S| = |P| + \text{deg } p - \text{deg } \bigwedge \{ q : q \in S \} - |S|.
\]

This implies assertion (a).

If \( \mathcal{L} \) satisfies condition (b)(ii) in Theorem 2.1 then our resolution is minimal and hence we have equality in formula (a). Moreover, if \( S' \subset S \subset N(p) \) with \( |S| = |S'| + 1 \), then

\[
\text{deg } \bigwedge \{ q : q \in S \} - \text{deg } \bigwedge \{ q : q \in S' \} \geq 1.
\]

Hence

\[
\bigwedge \{ q : q \in S \} - \bigwedge \{ q : q \in N(p) \} \geq |N(p)| - |S|.
\]
3. The resolution of $H_L$
for a meet-distributive meet-semilattice

In this section we describe the differential $\partial$ in the graded minimal free resolution $F$ of $H_L$ when $L$ is a meet-distributive meet-semilattice. One way to do this is to describe explicitly the comparison maps in the mapping cone construction in the proof of Theorem 2.1.

Here we choose another way. Indeed, it turns out that if the meet-semilattice is meet-distributive, then the resolution given in Theorem 2.1 is a cellular resolution in the sense of Bayer and Sturmfels. The polyhedral cell complex $X$ supporting the resolution is the following: the cells are cubes whose vertices correspond to the elements of the Boolean intervals of $L$. These intervals $\{q, p\}$ can be described as the sets $B(p; S)$, where $p \in L$, $S \subset N(p)$ and $q = \wedge \{s : s \in S\}$. We claim that $X$ is in fact a polyhedral cell complex.

Let $C$ be the cube corresponding to $[q, p] = B(p; S)$ and let $F$ be a face of $C$. Then $F$ is a cube whose vertices correspond to the elements of an interval of $[q, p]$. Since every interval of the Boolean interval is again Boolean, it follows that $F$ is of the form $B(p'; S')$.

In general, if $[q_1, p_1]$ and $[q_2, p_2]$ are intervals of a meet-semilattice, then the intersection $[q_1, p_1] \cap [q_2, p_2]$ is again an interval. Because, if $x$ and $y$ belong to $[q_1, p_1] \cap [q_2, p_2]$, then both $x \lor y$ and $x \land y$ belong to each of $[q_1, p_1]$ and $[q_2, p_2]$.

In particular, if $C_1$ is a cube corresponding to $[q_1, p_1] = B(p_1; S_1)$ and $C_2$ is a cube corresponding to $[q_2, p_2] = B(p_2; S_2)$, then $C_1 \cap C_2$ is again a cube whose vertices correspond to the elements of an interval of $[q_1, p_1] \cap [q_2, p_2]$. Since $[q_1, p_1]$ is Boolean, its interval is again Boolean. Hence $C_1 \cap C_2$ is again a cube whose vertices correspond to the elements of a Boolean interval.

The vertices of the cell complex $X$ are the elements of $L$. Therefore the monomials $u_p$ with $p \in L$ define a labelling on $X$. Now we consider the cellular resolution $F_X$ supported on $X$. The basis elements of $F_i$ correspond to the $i$-faces of $X$. If $B(p; S)$ is such an $i$-face, we denote the corresponding basis element by $b(p; S)$. Thus we see that we obtain in this particular case the same basis as in the resolution given in Theorem 2.1.

Let $P$ be the set of join-irreducible elements of $L$. We extend the partial order on $P$ to a total order $\prec$. For a subset $T \subset P$ and $q \in P$ we set

$$\sigma(q; T) = \{ r \in T : r \prec q \}.$$

For each $q \in N(p)$, we have $|\ell(p) \setminus \ell(q)| = 1$. We denote the unique element in $\ell(p) \setminus \ell(q)$ by $p \setminus q$. Furthermore, for any subset $S \subset N(p)$ we set $p \setminus S = \{ p \setminus q : q \in S \}$, and we denote for any element $q \in L$ and any subset $S \subset L$ by $q \land S$ the set $\{ q \land p : p \in S \}$.

With the notation introduced we now have

**Theorem 3.1.** The cellular complex $F_X$ is a graded free $S$-resolution of $S/H_L$, and for each $p \in L$ and each $S \subset N(p)$, one has

$$\partial(b(p; S)) = \sum_{q \in S} (-1)^{\sigma(p \land q, S)(p \setminus q)} b(p; S \setminus \{ q \}) - x_{p \setminus q} b(q; q \land (S \setminus \{ q \})).$$

Before we give the proof of the theorem we first note that $q \land (S \setminus \{ q \}) \subset N(q)$ for all $q \in S$. This is the case because by assumption $L$ is meet-distributive, so that
for any two distinct lower neighbors \( q_1 \) and \( q_2 \) of \( p \), the element \( q_1 \land q_2 \) is a lower neighbor of \( q_1 \) and \( q_2 \).

We also note that the differential defined in Theorem 3.1 is multi-homogeneous. To see this, recall that multideg(\( b \)) is the least common multiple of \( u_p \) and all \( u_q \) with \( q \in S \). Since \( u_q = y_{p,q} y_{p_{\overline{q}}} / x_{p,q} \), we have multideg(\( b(S \setminus \{q\}) \)) = multideg(\( b(p; S) / y_{p,q} \)) and multideg(\( b(q; q \land (S \setminus \{q\}) \)) = multideg(\( b(p; S) / x_{p,q} \)). This shows that \( \partial \) is indeed multi-homogeneous.

Proof of Theorem 3.1. In order to prove \( F_X \) is acyclic we use the criterion given in [1] Proposition 1.2. We must show that \( X_{\leq b} \) are acyclic for all \( b \), where \( X_{\leq b} \) denotes the cellular subcomplex consisting of those faces whose vertices have labels dividing \( b \). It is easy to see that any of these subcomplexes is isomorphic to a meet-distributive meet-semilattice. Hence by [1] Proposition, p. 179 each \( X_{\leq b} \) is acyclic.

Next we describe the differential. Considering the degrees of the basis elements in the resolution, the coefficients are determined up to signs. It remains to define the signs. For this purpose we have to define an incidence function \( \varepsilon(B(p; S_1), B(q; S_2)) \) on pairs of faces taking values in \{0, 1 − 1\}, such that \( \varepsilon(B(p; S_1), B(q; S_2)) = 0 \), if \( B(q; S_2) \) is not a face of \( B(p; S_1) \), that \( \varepsilon(p, \emptyset) = 1 \) and that

\[
\varepsilon(B(p; S), B(q_1; S_1)) \varepsilon(B(q_1; S_1), B(r; S'))
+ \varepsilon(B(p; S), B(q_2; S_2)) \varepsilon(B(q_2; S_2), B(r; S')) = 0,
\]

where \( B(r; S') \) is a face of codimension 2 in \( B(p; S) \) and where \( B(q_1; S_1) \) and \( B(q_2; S_2) \) are faces of codimension 1 in \( B(p; S) \) containing \( B(r; S') \).

The faces of codimension 1 of \( B(p; S) \) are of the form

\[
B(p; S \setminus \{q\}) \quad \text{and} \quad B(q; q \land (S \setminus \{q\})).
\]

We set

\[
\varepsilon(B(p; S), B(p; S \setminus \{q\})) = (-1)^{\sigma(p \lor q, p, S)}
\]

and

\[
\varepsilon(B(p; S), B(q; q \land S \setminus \{q\})) = -(1)^{\sigma(p \land q, p, S)}.
\]

A routine but tedious calculation guaranties that \( \varepsilon \) is indeed an incidence function. \( \square \)

It would be desirable to also have an explicit description of the differentials for the resolution of \( H_L \) when \( L \) is a meet-irredundant meet-semilattice. Quite generally, according to the iterated mapping cone construction described in Theorem 2.1 the differentials in the resolution of \( H_L \) for a meet-irredundant meet-semilattice is of the form

\[
\partial(b(p; S)) = \sum_{q \in S} (-1)^{\sigma(p \land q, p, S)} y_{p,q} b(p; S \setminus \{q\}) + \sum_{t \in [r,p], t \neq p} c_t b(t; S_t),
\]

where

1. \( r \) is the meet of all elements in \( S \),
2. \( c_t = \lambda_t v_t \) with \( \lambda_t \in K \) and \( v_t \) is the monomial whose multidegree is \( \text{multideg}(b(p; S)) - \text{multideg}(b(t; S_t)) \),
3. \( S_t \) is a set of lower neighbors of \( t \) in the interval \([r, p]\) with \(|S_t| = |S| - 1\).
For example consider the following meet irredundant meet-semilattice:

\[
\begin{array}{c}
\text{\textbullet} \\
q_1 \\
\text{\textbullet} \\
q_3 \quad q_4 \\
\text{\textbullet} \\
q_5
\end{array}
\]

\[\mathcal{L}\]

whose poset of join irreducible elements is

\[
\begin{array}{c}
\text{\textbullet} \\
q_1 \\
\text{\textbullet} \\
q_3 \quad q_4 \\
\text{\textbullet} \\
q_5
\end{array}
\]

\[P\]

It is easy to see that in this case there are two, equally natural choices, to define
\[\partial(b(p; \{q_1, q_2\}))\], namely:

\[
\partial(b(p; \{q_1, q_2\})) = -y_1y_3b(p; \{q_1\}) + y_4y_5b(p; \{q_2\}) - x_4x_5y_3b(q_1; \{q_3\}) - x_1x_3y_5b(q_2; \{q_4\}) + x_1x_3x_5b(q_4; \{r\}),
\]

or,

\[
\partial(b(p; \{q_1, q_2\})) = -y_1y_3b(p; \{q_1\}) + y_4y_5b(p; \{q_2\}) - x_4x_5y_3b(q_1; \{q_3\}) - x_1x_3y_5b(q_2; \{q_5\}) + x_1x_3x_4b(q_5; \{r\}).
\]

Here we wrote for simplicity \(x_i\) and \(y_i\) instead of \(x_{q_i}\) and \(y_{q_i}\), respectively.

4. ON THE ALEXANDER DUAL OF \(H_{\mathcal{L}}\)

For convenience we introduce the following notation: let \(I\) be a squarefree monomial ideal. Then \(I = I_{\Delta}\) for some simplicial complex \(\Delta\), and we write \(I^*\) for \(I_{\Delta^\vee}\). Here, as before, \(\Delta^\vee\) is the Alexander dual of the simplicial complex \(\Delta\).

Let \(\mathcal{L}\) be a distributive lattice. In particular \(\mathcal{L}\) is a poset, and we may consider a poset ideal \(I \subset \mathcal{L}\). Note that any poset ideal \(I\) of \(\mathcal{L}\) is a (special) meet-semilattice.

Let \(p \in \mathcal{L}\); then the poset ideal

\[I_p = \{q \in \mathcal{L}: q \not\geq p\}\]

is called 1-cogenerated. It is clear that for any poset ideal \(I\) we have

\[I = \bigcap_{p \in \mathcal{L}\setminus I} I_p.\]

We set \(H_I = (\{u_q: q \in I\})\). Then

Lemma 4.1. For any poset ideal \(I \in \mathcal{L}\) we have

\[H_I = \bigcap_{q \in \mathcal{L}\setminus I} H_{I_q} \quad \text{and} \quad H_I^* = \sum_{q \in \mathcal{L}\setminus I} H_{I_q}.\]
Proof. In order to prove the first equation, it suffices to show that if \( J \) and \( K \) are two poset ideals in \( L \), and \( I = J \cap K \), then \( H_I = H_J \cap H_K \). It is clear that \( H_I \subset H_J \cap H_K \). Let \( m \in H_J \cap H_K \) be a monomial. Then there exist \( p \in J \) and \( q \in K \) such that \( u_p|m \) and \( u_q|m \). Let \( t = p \land q \). Since \( L \) is distributive, we have
\[
u_t = x_{(p) \cap (q) y_{(p) \cup (q)}} = x_{(p) \cap (q)}y_{(p) \cup (q)}; \quad \text{hence } u_t|\m
\]
Since \( t \leq p \) and \( t \leq q \), it follows that \( t \in J \cap K = I \). Therefore, \( m \in H_I \).

Let \( P \) be a monomial prime ideal. Then \( \bigcap_{q \in L \setminus I} H_I \subset P \) if and only if \( H_I \subset P \) for some \( q \). Hence the second assertion follows from (1).

Theorem 4.2. Let \( L \) be a finite distributive lattice, \( P \subset L \) the poset of join irreducible elements of \( L \), and \( I \subset L \) a poset ideal of \( L \). Then
\[
H_I = (H_I^*, \{ \prod_{r \in G(\ell(q))} y_r : q \in L \setminus I \}),
\]
where \( G(\ell(q)) \) is the set of generators of the poset ideal \( \ell(q) \subset P \).

Proof. By using Lemma 4.1 it suffices to prove the theorem for a 1-cogenerated poset ideal \( I_P \). In this case what we must prove is
\[
H_{I_P}^* = (H_{I_P}^*, \{ \prod_{r \in G(\ell(q))} y_r : q \geq p \}).
\]

Let \( x_A y_B \) be a squarefree monomial with \( A, B \subset P \). Then \( x_A y_B \in H_{I_P}^* \) if and only if \( A \cap \ell(r) \neq \emptyset \), or \( B \cap \ell(r)^c \neq \emptyset \) for all \( r \notin P \).

Let \( T = (H_{I_P}^*, \{ \prod_{r \in G(\ell(q))} y_r : q \geq p \}) \). We first show that \( T \subset H_{I_P}^* \). Since \( H_{I_P} \subset H_L \), it follows that \( H_{I_P} \subset H_{I_P}^* \). Moreover, suppose that for some \( q \geq p \) the monomial \( \prod_{r \in G(\ell(q))} y_r \) does not belong to \( H_{I_P}^* \). Then there exists \( t \notin p \) such that \( G(\ell(q)) \cap \ell(t)^c = \emptyset \), equivalently \( G(\ell(q)) \subset \ell(t) \). Hence \( \ell(q) \subset \ell(t) \). However, since \( q \geq p \), we have \( \ell(p) \subset \ell(q) \), so that \( \ell(p) \subset \ell(q) \), a contradiction.

It remains to show that \( H_{I_P}^* \subset T \).

Suppose \( B = \emptyset \). Then \( A \cap \ell(\emptyset) = \emptyset \) since \( \ell(\emptyset) = \emptyset \) and also \( B \cap \ell(\emptyset)^c = \emptyset \), a contradiction.

Suppose \( A = \emptyset \). Let \( \Delta^V \) denote the simplicial complex whose Stanley–Reisner ideal is equal to \( H_{I_P}^* \) and let \( \Delta^V_q \) denote the restriction of \( \Delta^V \) on the vertex set \( \{ y_t : t \in P \} \). Then the facets of \( \Delta^V_q \) are \( \{ y_t : t \in I \} \), where \( I \) is a maximal poset ideal of \( P \) which does not contain \( \ell(p) \). Such a poset ideal is of the form \( P \setminus \{ t \in P : t \geq h \} \) with \( h \in G(\ell(p)) \). If \( y_B \) belongs to \( H_{I_P}^* \), then \( B \) is contained in no facet of \( \Delta^V_q \).

Hence, for each \( h \in G(\ell(p)) \), there is \( h' \in P \) with \( h' \geq h \) such that \( h' \in B \). Let \( I_0 \) denote the poset ideal of \( P \) consisting of all \( t \in P \) with \( t \leq h' \) for some \( h \in G(\ell(p)) \). Let \( q \in L \) with \( \ell(q) = I_0 \). It then follows that \( \prod_{r \in G(\ell(q))} y_r \) divides \( y_B \).

Finally we consider the case that \( A \neq \emptyset \) and \( y_B \notin H_{I_P}^* \). We will show that in this case \( x_A y_B \in H_{I_P}^* \). In fact, since \( y_B \notin H_{I_P}^* \), there exists \( r \notin P \) such that \( B \cap \ell(r)^c = \emptyset \), equivalently \( B \subset \ell(r) \). Let \( (B) \subset P \) be the poset ideal generated by \( B \). Then there exists \( t \in L \) such that \( \ell(t) = (B) \). Since \( \ell(t) = (B) \subset \ell(r) \) it follows that \( t \leq r \), and hence \( t \in I_P \).

Suppose \( x_A y_B \notin H_{I_P}^* \); then \( a \leq b \) for all \( a \in A \) and \( b \in B \). This implies that \( A \cap (B) = A \cap \ell(t) = \emptyset \). This is a contradiction because also \( B \cap \ell(t)^c = \emptyset \). \( \square \)
Let $\Delta$ be the simplicial complex with $I(\Delta) = H^*_p$. Then Theorem 4.2 implies that $\Delta$ satisfies the following conditions: there is a decomposition $V \cup V'$ of the vertex set of $\Delta$ with $V \cap V' = \emptyset$ and $|V| = |V'|$, such that

1. there is no $F \in F(\Delta)$ with $F \subset V$,
2. $G = \{ F \in F(\Delta) : F \cap V \neq \emptyset, \ F \cap V' \neq \emptyset \}$ is a Cohen–Macaulay bipartite graph with no isolated vertex.

In fact, the facets in (1) correspond to the monomials $\{ \prod_{r \in G} y_r : q \in L \setminus I \}$, while the bipartite graph $G$ in (2) corresponds to $H^* I(\Delta)$; see [6, Theorem 3.4].

The question is, which simplicial complexes satisfying (1) and (2) come from a poset ideal of a distributive lattice? In order to describe the result we need some more definitions and notation: let $G$ be a finite graph on the vertex set $[n]$. The edge ideal of $G$ is the ideal $I(G)$ of $S = K[x_1, \ldots, x_n]$ generated by those monomials $x_i x_j$ such that $\{i, j\}$ is an edge of $G$. The graph $G$ is called Cohen-Macaulay over $K$ if $S/I(G)$ is Cohen-Macaulay.

Recall from [6, Theorem 3.4] that if $G$ is a Cohen–Macaulay bipartite graph on the vertex set $V \cup V'$ with $V \cap V' = \emptyset$ and $|V| = |V'|$, then there exists a partial order $<$ on $V$ such that the distributive lattice $J(P)$ with $P = (V, <)$ satisfies $H^*_J(P) = I(G)$. We write $L(G)$ for the distributive lattice $J(P)$.

**Theorem 4.3.** Let $\Delta$ be a simplicial complex satisfying the above conditions (1) and (2). Then the following conditions are equivalent:

1. $S/I(\Delta)$ is Cohen–Macaulay;
2. The simplicial complex $\Gamma$ with $I_\Gamma = I(\Delta)$ is pure;
3. There exists a poset ideal $I \subset L(G)$ containing all join-irreducible elements of $L(G)$ such that $H^*_J(P) = I(\Delta)$.

The following pictures show examples of simplicial complexes satisfying the conditions (1) and (2):

![Diagram 1](image1)

![Diagram 2](image2)

The facet ideal of the simplicial complex $\Delta_1$ is Cohen–Macaulay, and that of $\Delta_2$ is not Cohen-Macaulay. In fact, the distributive lattice $L$ and its poset $P$ of join irreducible elements corresponding to the bipartite graph in $\Delta$ and $\Delta'$ is in both cases as shown in the following picture.

![Diagram 3](image3)
The simplicial complex $\Delta$ corresponds to the ideal
$$I = \{\emptyset, \{a\}, \{b\}, \{a, b\}, \{a, c\}, \{b, d\}, \{a, b, c\}\}.$$ Since all poset ideals of $\mathcal{L}$ are generated by at most two elements, it follows from Theorem 4.2 that the simplicial complex $\Delta'$ cannot correspond to any poset ideal in $\mathcal{L}$. Therefore, by Theorem 4.3 it cannot be Cohen-Macaulay.

**Proof of Theorem 4.3.** Since every Cohen–Macaulay simplicial complex is pure, one has (a) $\Rightarrow$ (b). Moreover, since Theorem 1.3 guarantees that $H_I$ has a linear resolution, it follows from Lemma 1.5 that (c) $\Rightarrow$ (a).

We now prove that (b) $\Rightarrow$ (c). Let $V = \{x_1, \ldots, x_n\}$ and $V' = \{y_1, \ldots, y_n\}$. Since $\Gamma$ is pure and since $V$ is a facet of $\Gamma$, it follows that each facet of $\Gamma$ is a facet of $\Gamma_0$, where $\Gamma_0$ is a simplicial complex on $V \cup V'$ with $I_{\Gamma_0} = I(G)$. In other words, each minimal non-face of $\Gamma'$ is a minimal non-face of $\Gamma_0'$. Thus we may regard the minimal set $T'$ of monomial generators of $I_{\Gamma'}$ as a subset of $\mathcal{L}(G)$. Now, what we must prove is that $T'$ is a poset ideal of $\mathcal{L}(G) = J(P)$, where $P = (V, <)$ is the poset consisting of all join-irreducible elements of $\mathcal{L}(G)$. Suppose, on the contrary, that $T'$ is not a poset ideal, and choose two elements $\delta$ and $\xi$ of $\mathcal{L}(G)$ with $\delta \in T'$ and $\xi \notin T'$ such that $\delta$ covers $\xi$ in $\mathcal{L}(G)$. To simplify the notation, we will assume that $\delta = \{x_1, \ldots, x_k\}$ and $\xi = \{x_1, \ldots, x_{k-1}\}$. Thus $\{y_1, \ldots, y_k, x_{k+1}, \ldots, x_n\}$ is a facet of $\Gamma$ and $\{y_1, \ldots, y_{k-1}, x_{k+1}, \ldots, x_n\}$ is not a face of $\Gamma$. Thus there is a monomial generator $\nu$ of $I(\Delta)$ which divides $y_1 \cdots y_{k-1} x_k x_{k+1} \cdots x_n$. However, since $\{y_1, \ldots, y_{k-1}, x_{k+1}, \ldots, x_n\}$ is a face of $\Gamma$, it follows that the variable $x_k$ must appear in the support of $\nu$. Hence $\nu = x_k y_j$ with $1 \leq j \leq k - 1$. Then [6, Theorem 3.4] says that $x_k < x_j$ in $P$. This is impossible, since $\xi$ is a poset ideal of $\mathcal{L}(G)$. Consequently, it turns out that $T'$ is a poset ideal of $\mathcal{L}(G)$.

Finally, in the case that $T'$ does not contain a join-irreducible element $x_i$ of $\mathcal{L}(G)$, the vertex $y_i$ belongs to all facets of $\Gamma$. This is impossible, since $G$ possesses no isolated vertex. This completes the proof of (b) $\Rightarrow$ (c).

**Corollary 4.4.** Let $\Delta$ be a simplicial complex on the vertex set $V = \{v_1, \ldots, v_n\}$, and let $W = \{w_1, \ldots, w_n\}$ be a vertex set with $W \cap V = \emptyset$. Let $\Gamma$ be the simplicial complex on the vertex set $V \cup W$ whose facets are those of $\Delta$ and all the edges $\{v_i, w_i\}$ for $i = 1, \ldots, n$. Then the facet ideal of $\Gamma$ is Cohen-Macaulay.

**Proof.** Our work is to show that the simplicial complex $\Sigma$ with $I_\Sigma = I(\Gamma)$ is pure. Let $F = \{v_i : i \in A\} \cup \{w_j : j \in B\}$ be a face of $\Sigma$; then $A \cap B = \emptyset$. If $A \cup B \neq [n]$, then $F \cup \{w_i : i \in [n] \setminus (A \cup B)\}$ is a face of $\Sigma$. Thus all facets of $\Sigma$ have the cardinality $n$. Hence $\Sigma$ is pure, as desired. □

Corollary 4.4 can be rephrased topologically: Fix a facet $V$ in the boundary $K$ of a cross-polytope. Then for any collection $\Delta$ of subfaces of $V$, if one deletes these faces (and all faces containing them) from $K$, the result is Cohen–Macaulay.

The results of Theorem 4.3 and Theorem 1.2 can be extended as follows. Let $P$ be a poset. Recall that a *poset coideal* of $P$ is a subset $J \subset P$ with the property that for each $p \in J$ and each $q \in P$ with $q \geq p$ one has $q \in J$. The minimal elements in $J$ are called the *cogenerators*. The set of cogenerators of $J$ will be denoted by $G(J)$.

Now let $\mathcal{L}$ be a finite distributive lattice, let $\mathcal{I} \subset \mathcal{L}$ be a poset ideal, and let $\mathcal{J}$ be a poset coideal in $\mathcal{L}$. We write $H_{(\mathcal{I}, \mathcal{L})}$ (resp. $H_{(\mathcal{J}, \mathcal{L})}$) for the ideal of $S$ generated by
those monomials \(u_q\) with \(q \in \mathcal{I}\) (resp. \(q \in \mathcal{J}\)). Then both \(H_{(\mathcal{I}, \mathcal{L})}\) and \(H_{(\mathcal{J}, \mathcal{L})}\) have linear resolutions. Both ideals are isomorphic to the ideal of a meet-distributive
meet-semilattice, namely \(\mathcal{I}\) and the dual of \(\mathcal{J}\). Therefore, Theorem 1.3 implies that these ideals have a linear resolution.

What can be said about \(H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})}\)? The reader might expect that this ideal again has a linear resolution. However this is not the case. For example, consider the Boolean lattice \(B_3\) of rank 3, and let \(\mathcal{I} = B_3 \setminus \{\emptyset\}\) and \(\mathcal{J} = B_3 \setminus \{\emptyset\}\). Then \(H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})}\) does not have a linear resolution.

However in the positive direction we have

**Proposition 4.5.** Let \(\mathcal{I}\) be a poset ideal and \(\mathcal{J}\) a poset coideal in \(\mathcal{L}\). Then

(a) \(\text{rank } \mathcal{L} \leq \text{reg}(H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})}) \leq \text{rank } \mathcal{L} + 1\), if \(\mathcal{L} = \mathcal{I} \cup \mathcal{J}\).

(b) \((H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})})^* = (H_{L}^*; \{\prod_{r \in \mathcal{L}(t(q))} y_r : q \in \mathcal{L} \setminus \mathcal{J}\} \cup \{\prod_{r \in \mathcal{L}(t(q))} x_r : q \in \mathcal{L} \\setminus \mathcal{I}\})\).

**Proof.** (a) Consider the long exact Tor-sequence

\[
\cdots \to \text{Tor}_{i+1}(K, H_{(\mathcal{I}, \mathcal{L})} + H_{(\mathcal{J}, \mathcal{L})}) \to \text{Tor}_i(K, H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})}) \\
\to \text{Tor}_i(K, H_{(\mathcal{I}, \mathcal{L})}) \oplus \text{Tor}_i(K, H_{(\mathcal{J}, \mathcal{L})}) \cdots
\]

arising from the short exact sequence

\[
0 \to H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})} \to H_{(\mathcal{I}, \mathcal{L})} \oplus H_{(\mathcal{J}, \mathcal{L})} \to H_{(\mathcal{I}, \mathcal{L})} + H_{(\mathcal{J}, \mathcal{L})} \to 0.
\]

Since \(H_{L} = H_{(\mathcal{I}, \mathcal{L})} + H_{(\mathcal{J}, \mathcal{L})}\), the ideals \(H_{(\mathcal{I}, \mathcal{L})}\), \(H_{(\mathcal{J}, \mathcal{L})}\) and \(H_{(\mathcal{I}, \mathcal{L})} + H_{(\mathcal{J}, \mathcal{L})}\) have a linear resolution by Theorem 1.3. It follows that

\[
\text{Tor}_i(K, H_{(\mathcal{I}, \mathcal{L})})_j = \text{Tor}_i(K, H_{(\mathcal{J}, \mathcal{L})})_j = 0
\]

for \(j \neq i + \text{rank } \mathcal{L}\), and \(\text{Tor}_{i+1}(K, H_{(\mathcal{I}, \mathcal{L})} + H_{(\mathcal{J}, \mathcal{L})})_j = 0\) for \(j \neq i + 1 + \text{rank } \mathcal{L}\). Thus the assertion follows from the long exact Tor-sequence.

(b) Since \((H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})})^* = (H_{L}^* + H_{L}^*)^*\), the claim follows Theorem 1.2. \(\square\)

Consider the following example.

\[
\begin{align*}
&\{a, b, c, d\} \\
&\{a, b, c\} \\
&\{a, c\} \\
&\{a\} \\
&\emptyset \\
&\{\emptyset\} \\
&\{a, b\} \\
&\{a, b, d\} \\
&\{a, b, c\} \\
&\{a, b, c, \hat{x}, \hat{y}\} \\
&\{a, b, c, \hat{x}, \hat{y}, \hat{z}\}
\end{align*}
\]

Here we take in \(\mathcal{L}\) the poset ideal \(\mathcal{I} = \emptyset, \{a\}, \{b\}, \{a, b\}, \{a, c\}, \{a, b, c\}, \{a, b, d\}\) and the poset coideal \(\mathcal{J} = \{\{a\}, \{b\}, \{a, b\}, \{a, c\}, \{a, b, c\}, \{a, b, d\}, \{a, b, c, \hat{x}\}, \{a, b, c, \hat{y}\}\}\).

Then \(H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})} = (avwx, bwux, acvx, abwx, abcx, abdw)\). Thus this intersection is generated by all generators of \(H_{L}\) except \(u_0\) and \(u_1\), as indicated in the picture. The resolution of \(H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})}\) is linear, namely

\[
0 \to S(-6) \to S(-5)^6 \to S(-4)^6 \to H_{(\mathcal{I}, \mathcal{L})} \cap H_{(\mathcal{J}, \mathcal{L})} \to 0.
\]
Quite generally it would be interesting to know when $H_{(I, \mathcal{L})} \cap H_{(J, \mathcal{L})} = H_{(I \cap J, \mathcal{L})}$, and when an ideal of the form $H_{(I \cap J, \mathcal{L})}$ has a linear resolution. Of particular interest are the following cases:

1. $H = \{(u_p)_{p \in \mathcal{L} \setminus \{0, 1\}}\}$,
2. $H = \{(u_p; r \leq \text{rank } p \leq s)\}$ for some $r$ and $s$ with $0 < r \leq s < \text{rank } \mathcal{L}$.
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