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Abstract

We propose a technique to design control algorithms for a class of finite dimensional quantum systems so that the control law does not present discontinuities. The class of models considered admits a group of symmetries which allows us to reduce the problem of control to a quotient space where the control system is ‘fully actuated’. As a result we can prescribe a desired trajectory which is, to some extent, arbitrary and derive the corresponding control. We discuss the application to the simultaneous control of two non-interacting spin \( \frac{1}{2} \) particles with different gyromagnetic ratios in zero field NMR in detail. Our method provides a flexible toolbox for the design of control algorithms to drive the state of finite dimensional quantum systems to any desired final configuration with smooth controls.
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1 Introduction

The combination of control theory techniques with quantum mechanics (see, e.g., [4], [7], [9]) has generated a rich set of control algorithms for quantum mechanical systems modeled by the Schrödinger (operator) equation

\[
\dot{X} = AX + \sum_{j=1}^{m} B_j u_j X, \quad X(0) = 1.
\]

Here we assume that we have a finite dimensional model, \( A \) and \( B_j \) are matrices in \( \mathfrak{su}(n) \) for each \( j = 1, \ldots, m \), \( X \) is the unitary propagator, which is equal to the identity \( 1 \) at time zero, and \( u_j \) are the controls. These are usually electromagnetic fields, constant in space but possibly time-varying, which are the output of an appropriately engineered pulse-shaping device. Many of the proposed algorithms in the literature involve control functions which are only piecewise continuous and in fact have ‘jumps’ at certain points of the interval of control. For example, control algorithms based on Lie group decompositions (see, e.g., [13]) involve ‘switches’ between different Hamiltonians; Algorithms based on optimal control, even if they produce smooth control functions, often require a jump at the beginning of the control interval in order for the control to achieve the prescribed value in norm (assuming a bound in norm of the optimal control as in [5]). Beside the practical problem of generating (almost) instantaneous switches with pulse shapers, such discontinuities introduce undesired high frequency components in the dynamics of the controlled system. For these reasons, it is important to have algorithms which produce smooth control functions whose values at the beginning and the end of the control interval are equal to zero.

This paper describes a method to design control functions without discontinuities in order to drive the state of a class of quantum systems of the form (1) to an arbitrary final configuration. Our main example
of application will be the simultaneous control of two quantum bits in zero field NMR, a system which was also considered in [10] in the context of optimal control. As compared to that paper, we abandon here the requirement of time optimality (under the requirement of bounded norm for the control) but introduce a novel method which will allow us more flexibility in the control design. The result is a control algorithm that does not present discontinuities, with the control equal to zero at the beginning and at the end of the control interval.

The paper is organized in two main sections each of which divided into several subsections. In Section 2 we describe the class of systems we consider and the general theory underlying our method. We also present two simple examples of quantum systems where the theory applies. In Section 3 we detail the application to the system of two spin $\frac{1}{2}$ particles in zero field NMR above mentioned. This section includes a description of the model as well as the explicit numerical treatment of a control problem: the independent control of the two spin $\frac{1}{2}$ particles to two different types of Hadamard gates.

2 General Theory

2.1 Class of systems considered

Consider the class of control systems \((1)\) with independent control of the two spin $\frac{1}{2}$ includes a description of the model as well as the explicit numerical treatment of a control problem: the application to the system of two spin $\frac{1}{2}$ particles in zero field NMR above mentioned. This section includes a description of the model as well as the explicit numerical treatment of a control problem: the independent control of the two spin $\frac{1}{2}$ particles to two different types of Hadamard gates.

Consider the class of control systems \((1)\) with $A$ and $B_j$, $j = 1, \ldots, m$, in $\text{su}(n)$ and let $L$ denote the Lie algebra generated by $\{A, B_1, \ldots, B_m\}$. We assume that $L$ is semi-simple, which implies, since $L \subseteq \text{su}(n)$, that the associated Lie group $e^L$ is compact. The Lie algebra $L$ is called, in quantum control theory, the dynamical Lie algebra associated to the system \((1)\). Since $e^L$ is compact, the Lie group $e^L$ is the set of states for \((1)\) reachable by changing the control \((1)\). In particular if $L = \text{su}(n)$, the system is said to be controllable because every special unitary matrix can be obtained with appropriate control. These are known facts in quantum control theory (see, e.g., [7]). We assume that $L$ has a (vector space) decomposition $L = K \oplus P$, such that $[K, K] \subseteq K$, i.e., $K$ is a Lie subalgebra of $L$, which we also assume to be semisimple so that $e^K$ is compact. Moreover $[K, P] \subseteq P$. A special case is when in addition $[P, P] \subseteq K$ in which case the decomposition $L = K \oplus P$ defines a symmetric space of $e^L$ [12]. We assume, in the model \((1)\), that such a decomposition exists so that $A \in K$ and $\{B_1, \ldots, B_m\}$ forms a basis for $P$.

Under such circumstances, we can reduce ourselves to the case $A = 0$ in \((1)\), i.e., to systems of the form

$$
\dot{U} = \sum_{k=1}^{m} \hat{u}_kB_kU, \quad U(0) = 1.
$$

(2)

To see this, assume that for any fixed interval $[0, tf]$ and any desired final condition $U_f$, we are able to find a control $\hat{u}_k$ steering the state $U$ in \(2\) from the identity $1$ to $U_f$. Let $a_{kj} = a_{kj}(t)$, $k, j = 1, \ldots, m$, the coefficients forming an $m \times m$ orthogonal matrix, so that, for any $j = 1, \ldots, m$,

$$
e^{-At}B_je^{At} = \sum_{k=1}^{m} a_{kj}(t)B_k.
$$

(3)

Let $X_f$ be the desired final condition for \((1)\) and $\hat{u}_k$ be the control steering the state $U$ of system \((2)\) from the identity $1$ to $e^{-A_{tf}}X_f$, in time $t_f$. Then the control $u_j$ obtained inverting

$$
\hat{u}_k(t) := \sum_{j=1}^{m} a_{kj}(t)u_j(t),
$$

(4)

steers the state $X$ of \((1)\) from the identity to $X_f$. This follows from the fact that, if $U = U(t)$ is the solution of \((2)\) with the control $\hat{u}_k$, and final condition $e^{-A_{tf}}X_f$, then $X = e^{At}U$ is a solution of \((1)\) with the controls $u_j$ given by \((4)\) and therefore the final condition at $t_f$ is $X_f$. Notice that the transformation
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From the theory of Lie transformation groups (see, e.g., [6]) we know that the quotient space \mathbf{e}^L/\mathbf{e}^K
has the structure of a \textit{stratified space} where each stratum corresponds to an \textit{orbit type}, i.e., a set of points in \mathbf{e}^L
which have conjugate isotropy groups. The stratum corresponding to the smallest possible isotropy group, \mathbf{K}_{\text{min}},
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where \dim(\mathbf{K}_{\text{min}}) is the dimension of the minimal isotropy group as a Lie group. In particular, if \mathbf{K}_{\text{min}}
is a \textit{discrete Lie group}, i.e., it has dimension zero, the right hand side of (5) is the dimension of the subspace \mathbf{P}.
This is verified for instance in \mathbf{K} – \mathbf{P} problems (cf., e.g., [8]) when \mathbf{e}^L = \mathbf{SU}(n). We shall assume this to be the case in the following.

According to a result in [8], under the assumption that the minimal isotropy group \mathbf{K}_{\text{min}}
is discrete, the restriction of \mathbf{\pi}_{\ast} to \mathbf{R}_{\ast} \mathbf{P} is an isomorphism onto \mathbf{T}_{\pi(\mathbf{x})} \left( \mathbf{e}^L_{\text{reg}}/\mathbf{e}^K \right)
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Here, as it is often done, we have identified the Lie algebra \mathbf{L} with the tangent space of \mathbf{e}^L
at the identity \mathbf{1}, and therefore \mathbf{P} is identified with a subspace of the tangent space at \mathbf{1}.
The map \mathbf{R}_{\ast} denotes the \textit{right translation} by \mathbf{x} so that \mathbf{R}_{\ast} \mathbf{P}
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means that it can be written as a linear combination of the available vector fields \( \{B_k U\} \) in \(^g_2\). If \( \Gamma = \Gamma(t) \) is a curve entirely contained in \( e^{L_{\text{reg}}}/e^K \) and \( U = U(t) \) a curve in \( e^{L_{\text{reg}}} \) such that \( \pi(U(t)) = \Gamma(t) \) for every \( t \), i.e., \( U \) is a ‘lift’ of \( \Gamma \), then \( \pi_\ast|U^\ast \Gamma \) is a horizontal tangent vector at \( U(t) \) for every \( t \). If \( \Gamma \) joins two points \( \Gamma_0 \) and \( \Gamma_1 \) in \( e^{L_{\text{reg}}}/e^K \), in the interval \([t_0, t_1]\), and \( U_0 \) is such that \( \pi(U_0) = \Gamma_0 \), then the solution of the differential system
\[
\dot{U} = \pi_\ast|U^{-1} \dot{\Gamma}, \quad U(t_0) = U_0,
\]
is such that \( \pi(U(t_1)) = \Gamma_1 \). Therefore, once we prescribe an arbitrary trajectory \( \Gamma \) to move in the quotient space between two given orbits \( \Gamma_0 \) and \( \Gamma_1 \) in the regular part, the control specified by
\[
\pi_\ast|U^{-1} \dot{\Gamma} = \sum_{j=1}^m u_j B_j U
\]
will allow us to move between two states \( U_0 \) and \( U_1 \) such that \( \pi(U_0) = \Gamma_0 \) and \( \pi(U_1) = \Gamma_1 \).

2.3 Methodology for Control

The above treatment suggests a general methodology to design control laws for systems of the form \(^g_2\) described in subsection 2.1. In fact, given the freedom in the choice of the trajectory \( \Gamma = \Gamma(t) \) above mentioned, we can design such controls satisfying various requirements and in particular without discontinuity. Such a methodology can be summarized as follows.

First of all we need to obtain a geometric description of the orbit space \( e^L/e^K \), and in particular of its regular part \( e^{L_{\text{reg}}}/e^K \), and verify that the minimal isotropy group, which is the isotropy group of the elements in \( e^{L_{\text{reg}}} \), is discrete so that the right hand side of (5) is equal to \( \dim P \). This is a weak assumption, easily verified in the examples that will follow and that can be proven true in several cases \(^{[8, 14]}\). Then one chooses coordinates for the manifold \( e^{L_{\text{reg}}}/e^K \). These are expressed in terms of the original coordinates in \( e^L \) or, more commonly, in terms of the entries of the matrices in \( e^L \). Such coordinates are a complete set of independent invariants with respect to the (conjugacy) action of the group \( e^K \). The word ‘complete’ here means that the knowledge of their values uniquely determines the orbit, i.e., a point in \( e^{L_{\text{reg}}}/e^K \).

There are \( m = \dim(P) \) of them, as this is the dimension of \( e^{L_{\text{reg}}}/e^K \) (cf. \(^g_3\)). Once we have coordinates \( \{x^1, \ldots, x^m\} \), the tangent vectors \( \{\frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^m}\} \) at every regular point in the quotient space determine a basis of the tangent space of \( e^{L_{\text{reg}}}/e^K \). For any trajectory \( \Gamma \) in \( e^{L_{\text{reg}}}/e^K \), we can write the tangent vector \( \dot{\Gamma}(t) \) as \( \dot{\Gamma}(t) = \sum_{j=1}^m \dot{x}^j \frac{\partial}{\partial x^j} \), for some functions \( \dot{x}^j \). With this choice of coordinates, one then needs to calculate, for every regular point \( U \), the matrix for \( \pi_\ast|U^\ast \) as restricted to \( R_{U_1} P \) and its inverse \( \pi_\ast|U^{-1} \). This allows us to implement formula \(^g_7\) to obtain the control from a given prescribed trajectory in the orbit space.

We remark that there is an issue concerning the fact that our initial condition which is the identity \(^g_1\) in \(^g_2\) (and possibly the final desired condition) is not in the regular part of \( e^L \). In fact the whole Lie group \( e^K \) is the isotropy group of the identity. If we take for \( \Gamma \) a trajectory which starts from the class corresponding to the identity, the matrix corresponding to \( \pi_\ast \) may become singular as \( t \to 0 \) and therefore it will be impossible to derive the control directly from formula \(^g_7\). This problem can be overcome by applying a preliminary control which takes the state of system \(^g_2\) out of the singular part and into the regular part of \( e^L \). To avoid discontinuities, such a control is chosen to be zero at the beginning and at the end of the control interval. It takes the system to a point \( U_0 \) with \( \pi(U_0) = \Gamma_0 \in e^{L_{\text{reg}}}/e^K \). Then we choose the trajectory in the quotient space \( \Gamma \) in the regular part of the quotient space which joins \( \Gamma_0 \) and \( \Gamma_1 \), where \( \Gamma_1 \) is the orbit of the desired final condition. The control obtained through \(^g_7\) will steer system \(^g_2\) to a state \( \dot{U} \) in the same orbit as the desired final condition. Therefore if \( \dot{U} \) is the desired final condition we will have \( \pi(\dot{U}) = \pi(U) = \Gamma_1 \). Notice that we also want \( \dot{\Gamma} \to 0 \) at both the initial and
the quotient space $\Gamma$ (cf. (7)) will drive the state $U$.

### 2.4 Examples

#### 2.4.1 Control of a single spin $\frac{1}{2}$ particle

Consider the Schrödinger operator equation (2) in the form

$$\dot{U} = \begin{pmatrix} 0 & \alpha(t) \\ -\alpha^*(t) & 0 \end{pmatrix} U, \quad U(0) = 1_2,$$

with $U$ in $SU(2)$. The complex-valued function $\alpha$ is a complex control field representing the $x$ and $y$ components of an electro-magnetic field. The dynamical Lie algebra $L$ is $\mathfrak{su}(2)$ and it has a decomposition $\mathfrak{su}(2) = K \oplus P$ with $K$ diagonal and $P$ anti-diagonal matrices. The one-dimensional Lie group of diagonal matrices in $SU(2) = e^L$ is a symmetry group $e^K$ for the above system and the structure of the quotient space $SU(2)/e^K$ is that of a closed unit disc $[2]$. The entry $u_{1,1}$ of $U \in SU(2)$, which is a complex number with absolute value $\leq 1$, determines the orbit of the matrix $U$. The regular part of $SU(2)$ corresponds to matrices with $|u_{1,1}| < 1$, i.e., the interior of the unit disc $D$, in the complex plane. The singular part is the boundary of the unit disc. Denote by $z$ the (complex) coordinate in the interior of the complex unit disc. This corresponds to two real coordinates invariant under the action of $e^K$ (conjugation by diagonal matrices). Let $\Gamma = \Gamma(t)$ be a desired trajectory inside the unit disc, which we denote by $z_d$ in the chosen coordinates. The target vector $\hat{\Gamma}$ in (6) is given in complex coordinates by $z_d \frac{\partial}{\partial z}$. In the coordinates on $SU(2)$ used in equation (2), the corresponding tangent vector for $\hat{\Gamma}$ is given by (cf. (8))

$$\begin{pmatrix} 0 & \alpha \\ -\alpha^* & 0 \end{pmatrix} U$$

---

3 Such an element $S \in e^C_{\text{reg}}$ always exists for any $U \in e^C$, by the following argument: Assume that it does not exist. Then for every regular $S$, $US$ is singular. Therefore, by indicating by $L_U$ the left translation by $U$ we have, $L_U(e^C_{\text{reg}}) \subseteq e^C_{\text{sing}}$. Then by applying the unique bi-invariant Haar measure $\mu$ on $e^C$ with $\mu(e^C) = 1$ implies $\mu(e^C_{\text{reg}}) = \mu(L_U(e^C_{\text{reg}})) \leq \mu(e^C_{\text{sing}})$. On the other hand, $\mu(e^C_{\text{sing}}) = 0$ since $\mu$ must also correspond to the Riemannian volume of the bi-invariant Killing metric (normalized if necessary) and each stratum in $e^C_{\text{sing}}$ has dimension strictly less than dimension of $e^C$ and thus has volume 0 and therefore invariant measure 0. But $\mu(e^C_{\text{reg}}) = \mu(e^C) - \mu(e^C_{\text{sing}}) = \mu(e^C) = 1$. This is a contradiction.

4 This means $\dot{x}_d \frac{\partial}{\partial x_d} + y_d \frac{\partial}{\partial y_d}$ where $x_d$ and $y_d$ are the real and imaginary parts of $z_d$. 

---

final point so that the control is zero and can be *concatenated* continuously with the preliminary control above described.

It is possible that the desired final condition $U_f$ is also in the singular part of $e^C$. This problem can be tackled in two ways. We can recall that the regular part is open and dense and therefore we can always drive to a state in the regular part arbitrarily close to the desired $U_f$. This means that our algorithm will only give an approximate control, but which will steer the system arbitrarily close to $U_f$. Alternatively we can select a regular element $S \in e^C$ such that $U_f S^{-1}$ is also regular.\(^3\) Then we find two controls: $u_1$ driving $U$ in (2) from the identity to $S$ in (2) and $u_2$ driving $U$ in (2) from the identity to $U_f S^{-1}$ in (2). In particular, because of the right invariance of system (2), $u_2$ also drives $S$ to $U_f$. Therefore, the concatenation of $u_1$ (first) and $u_2$ (second) will drive to the desired final configuration. Therefore in the following, for simplicity, we shall assume that the final desired state is in the regular part.

The (concatenated) control $\hat{u}_j$ obtained from the tangent vector $\hat{\Gamma}$ at every time $t$ for a trajectory on the quotient space $\Gamma$ (cf. (7)) will drive the state $U$ of (2) from the identity 1 only to a state $\hat{U}_f$ which is in the same orbit as the desired final state $U_f$. There exists $K \in e^K$ such that $K U_f K^{-1} = U_f$. Once such a $K$ is found it will determine through $\sum_{j=1}^m K B_j \dot{u}_j K^{-1} = \sum_{k=1}^m B_k u_k$ the actual control $\{u_k\}$ to apply. We remark that this transformation does not modify the smoothness properties of the control, nor the fact that it is zero at some point (in particular at the beginning and at the end of the control interval).
and the value of the control $\alpha$ is obtained by solving (6), which gives

$$
\dot{z}_d = \left. \frac{d}{dt} \right|_{t=0} z \begin{pmatrix} 0 & \alpha \\ -\alpha^* & 0 \end{pmatrix} U,
$$

(9)

where $z(P)$ denotes the the $(1,1)$ entry of the matrix $P$. Equation (9) gives $\alpha = \frac{\dot{z}_d}{w_{21}}$, which, as expected from the above recalled isomorphism theorem of [3], gives a one-to-one correspondence between $\alpha$ and $\dot{z}_d$ as long as $U$ is in the regular part of $SU(2)$, i.e., it is not diagonal, i.e., $u_{2,1} \neq 0$.

2.5 Control of a three level system in the $\Lambda$ configuration

Consider a three level quantum system where the controls couple level $|1\rangle$ to level $|2\rangle$ and level $|1\rangle$ to level $|3\rangle$ but not level $|2\rangle$ and $|3\rangle$ directly. Assuming that $|1\rangle$ is the highest energy level, the energy level diagram takes the so-called $\Lambda$ configuration (see, e.g., [15]). The Schrödinger operator equation (2) is such that

$$
\sum_{j=1}^{m} u_j B_j = \sum_{j=1}^{4} u_j B_j = \begin{pmatrix} 0 & \alpha & \beta \\ -\alpha^* & 0 & 0 \\ -\beta^* & 0 & 0 \end{pmatrix},
$$

(10)

with the complex control functions $\alpha$ and $\beta$. Such a system admits a group of symmetries given by $e^K = S(U(1) \times U(2))$, i.e., block diagonal matrices in $SU(3)$ with one block of dimension $1 \times 1$ and one block of dimension $2 \times 2$, and determinant equal to $1$. The Lie subalgebra $K$ consists of matrices in $\text{su}(3)$ with a block diagonal structure with one block of dimension $1 \times 1$ and one block of dimension $2 \times 2$. The complementary subspace $P$ is spanned by antidiagonal matrices in $\text{su}(2)$ with the same partition of rows and columns. Such a system was studied in [3] in the context of optimal control and a description of the orbit space $SU(3)/e^K$ was given. It was shown that the regular part $SU(3)_{\text{reg}}/e^K$ is homeomorphic to the product of two open unit discs $\tilde{D}_1 \times \tilde{D}_2$ in the complex plane. Up to a similarity transformation in $e^K = S(U(1) \times U(2))$, a matrix $U$ in $SU(3)$ can be written as

$$
U = \begin{pmatrix} z_1 & \sqrt{1-|z_1|^2} & 0 \\ -\sqrt{1-|z_1|^2} & z_1^* & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & z_2 & w \\ 0 & -w^* & z_2^* \end{pmatrix}.
$$

(11)

for complex numbers $z_1$, $z_2$ and $w$, where $|z_1| \leq 1$ and $|z_2| \leq 1$. Strict inequalities hold if and only if $U$ is in the regular part in which case $z_1$ and $z_2$ can be taken as the coordinates in $SU(3)_{\text{reg}}/e^K$. An alternative set of (complex) coordinates is given by $(z_1, T)$ where $T$ is the trace of the (lower) $2 \times 2$ block of the element $U \in SU(3)$ which is invariant (along with $z_1$) under the conjugation action of elements in $e^K = S(U(1) \times U(2))$. The coordinates $(z_1, T)$ are related to the coordinates $(z_1, z_2)$ by (from (11)) $T = z_1 z_2 + z_2^*$ which is inverted as $z_2 = T - z_1 T$. A desired trajectory $\Gamma$ in $SU(3)_{\text{reg}}/S(U(1) \times U(2))$ is written in these coordinates as $(z_{1d}, T_d) := (z_{1d}(t), T_d(t))$. The associated tangent vector $\dot{\Gamma}$ in (6) is $\dot{z}_{1d}(t) \frac{\partial}{\partial z_{1d}} + \dot{T}_d \frac{\partial}{\partial T}$. By applying $\pi_*|U\dot{U}$ in (6) to $z_1$ and $T$ with the restriction that $\dot{U}$ is of the form

$$
\begin{pmatrix} 0 & \alpha & \beta \\ -\alpha^* & 0 & 0 \\ -\beta^* & 0 & 0 \end{pmatrix} U,
$$

we obtain two equations for $\alpha$ and $\beta$,

$$
\alpha u_{2,1} + \beta u_{3,1} = \dot{z}_{1d}, \quad -\alpha^* u_{1,2} - \beta^* u_{1,3} = \dot{T}_d.
$$
These are solved, using $\dot{D} := u_{1,3}^* u_{2,1} - u_{3,1} u_{1,2}^*$ by

$$\alpha = \frac{u_{1,3}^* \dot{z}_{1,d} + u_{3,1} \dot{T}_d^*}{D}, \quad \beta = \frac{u_{1,2}^* \dot{z}_{1,d} + u_{2,1} \dot{T}_d^*}{D}. \quad (12)$$

The quantity $\dot{D}$ is different from zero if and only if the matrix $U$ is in the regular part of $SU(3)$. This can be shown in two steps: First one shows that $\dot{D}$ is invariant under the action of $SU(1) \times SU(2)$ by writing a matrix in $SU(1) \times SU(2)$ with an Euler-type decomposition as $F_1 RF_2$ with $F_1$ and $F_2$ diagonal and $R$ of the form $R = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(\theta) & \sin(\theta) \\ 0 & -\sin(\theta) & \cos(\theta) \end{pmatrix}$, and verifying that conjugation by each factor in $F_1 RF_2$ leaves $\dot{D}$ unchanged. The second step is to verify that $\dot{D}$ for the matrix $X$ in the form (11) is different from zero if and only if $|z_1| \neq 1$ and $|z_2| \neq 1$. This gives a quick test to check whether a matrix is in the regular part, i.e., if its isotropy group is the smallest possible one, which, in this case, is the group of scalar matrices in $U(1)$. This fact also follows from the result in Appendix B which shows in general that $\det(\pi_*)$, with $\pi_* : R^m \to T_{\pi(\rho)} \mathcal{A}/\mathcal{K}$ is invariant under the action of $e^\mathcal{K}$.

As always, we have the problem that the initial point $1$ is in the singular part of the orbit space decomposition and therefore $\dot{D}$ in (12) is zero at time $0$. As suggested in the previous section, we can however apply a preliminary control to steer away from the singular part.

### 3 Simultaneous control of two independent spin $\frac{1}{2}$ particles

#### 3.1 The model

The dynamics of two spin $\frac{1}{2}$ particles with different gyromagnetic ratios in zero field NMR can be described by the Schrödinger equation (2) (after appropriate normalization) where

$$\sum_{k=1}^{m} \dot{u}_k B_k := \sum_{x,y,z} u_{x,y,z}(t) (i \sigma_{x,y,z} \otimes 1 + \gamma i 1 \otimes \sigma_{x,y,z}). \quad (13)$$

Here $u_{x,y,z}$ are the controls representing the $x,y,z$ components of the electromagnetic field, and $\sigma_{x,y,z}$ are the Pauli matrices defined as

$$\sigma_x := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y := \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (14)$$

The parameter $\gamma$ is the ratio of the two gyromagnetic ratios and we shall assume that $|\gamma| \neq 1$. Under this assumption, the dynamical Lie algebra $\mathcal{L}$ for system (2), (13) is the 6-dimensional Lie algebra spanned by $\{\sigma_1 \otimes 1 + 1 \otimes \sigma_2 | \sigma_1, \sigma_2 \in \mathfrak{su}(2)\}$\footnote{This Lie algebra is isomorphic to $\mathfrak{so}(4)$.}. The corresponding Lie group $e^\mathcal{L}$, which is the set of reachable states for system (2), (13), is $\{X_1 \otimes X_2 | X_1, X_2 \in SU(2)\}$, i.e. the tensor product $SU(2) \otimes SU(2)$. It is convenient to slightly relax the description of the state space and look at system (2), (13) as a system on the Lie group $SU(2) \times SU(2)$, i.e., the Cartesian direct product of $SU(2)$ with itself, and the dynamical equations (2), (13) replaced by

$$\dot{U} = \sigma(t) U, \quad U(0) = 1, \quad \dot{V} = \gamma \sigma(t) V, \quad V(0) = 1, \quad (15)$$

with $\sigma(t) := \sum_{x,y,z} i u_{x,y,z}(t) \sigma_{x,y,z}$. The controls that drive system (15) to $(\pm U_f, \pm V_f)$ drive system (2), (13) to the state $U_f \otimes V_f$. Therefore we shall focus on the steering problem for system (15) which consists
of steering one spin to $U_f$ and the other to $V_f$, simultaneously. Since $|\gamma| \neq 1$, the dynamical Lie algebra associated with (15) is spanned by the pairs $(\sigma_1, \sigma_2)$ with $\sigma_1$ and $\sigma_2$ in $\mathfrak{su}(2)$. Such a Lie algebra can be written as $\mathcal{K} \oplus \mathcal{P}$ with $\mathcal{K}$ spanned by elements of the form $(\sigma, \sigma)$ with $\sigma \in \mathfrak{su}(2)$ and $\mathcal{P}$ spanned by elements of the form $(\sigma, \gamma \sigma)$ with $\sigma \in \mathfrak{su}(2)$. At every $p \in G = SU(2) \times SU(2)$, the vector fields in (15) belong to $R_{\mathfrak{ps}} \mathcal{P}$.

### 3.2 Symmetries and the structure of the quotient space

The Lie group $SU(2)$ acts on $G := SU(2) \times SU(2)$ by simultaneous conjugation, that is, for $K \in SU(2)$, $(U_f, V_f) \rightarrow (K U_f K^{-1}, K V_f K^{-1})$ and this is a group of symmetries for system (15) in that if $\sigma = \sigma(t)$ is the control steering to $(U_f, V_f)$, then $K \sigma K^{-1}$ is the control steering to $(K U_f K^{-1}, K V_f K^{-1})$. The quotient space of $SU(2) \times SU(2)$ under this action, $(SU(2) \times SU(2))/SU(2)$ was described in [10] as follows.

Consider a pair $(U_f, V_f)$ and let $\phi \in [0, \pi]$ be a real number so that the two eigenvalues of $U_f$ are $e^{i\phi}$ and $e^{-i\phi}$. If $0 < \phi < \pi$ then $U_f \neq \pm 1$ and there exists a unitary matrix $S$ such that $SU_f S^\dagger := D_f$ is diagonal. Therefore the matrix $(U_f, V_f)$ is in the same orbit as $(D_f, SV_f S^\dagger)$. The parameter $\phi$ determines the orbit, along with the $(1,1)$-entry of $SV_f S^\dagger$, which does not depend on the choice of $S$. Such a $(1,1)$-entry has absolute value $\leq 1$ and therefore it is an element of the unit disk in the complex plane. The orbits corresponding to the values of $0 < \phi < \pi$ (for the eigenvalue of the first matrix) are in one-to-one correspondence with the points of a solid cylinder with height equal to $\phi$. When $\phi = 0$ (or $\phi = \pi$), the matrix $U_f$ is $\pm$ identity and therefore the equivalence class is determined by the eigenvalue of the matrices $V_f$, which are $e^{\pm i\psi}$ for $\psi \in [0, \pi]$. In the geometric description, the solid cylinder degenerates at the two ends to become a segment $[0, \pi]$. The regular part of the orbit space $G_{\text{reg}}$ is represented by points in the interior of the solid cylinder. Such points correspond to pairs

$$\begin{pmatrix} e^{i\phi} & 0 \\ 0 & e^{-i\phi} \end{pmatrix}, \begin{pmatrix} z & w \\ -w^* & z^* \end{pmatrix}$$

with $\phi \in (0, \pi)$ and $|z| < 1$. For these pairs, the isotropy group is the discrete group $\{\pm 1\}$. In general points that are in the singular part correspond to pairs of matrices $(U_f, V_f)$ which can be simultaneously diagonalized. Therefore the condition that they commute

$$U_f V_f = V_f U_f,$$  

is necessary and sufficient for a pair $(U_f, V_f)$ to belong to the singular part.

Assume that $p$ is a regular point in $G_{\text{reg}}$ for this problem and $\pi$ is the natural projection $\pi : G_{\text{reg}} \rightarrow G_{\text{reg}}/SU(2)$. Then from the theory in the previous section, the differential $\pi_*|_p$ is an isomorphism from $R_{\mathfrak{ps}} \mathcal{P}$ to $T_{\pi(p)} G_{\text{reg}}/SU(2)$. Let us choose a basis for $\mathcal{P}$ given by $(i \sigma_{x,y,z}, \gamma i \sigma_{x,y,z})$. To choose the three coordinates in $G_{\text{reg}}/SU(2)$, we consider a general element $p$ in $SU(2) \times SU(2)$ written as

$$p := (U_f, V_f) := \begin{pmatrix} x & y \\ -y^* & x^* \end{pmatrix}, \begin{pmatrix} z & w \\ -w^* & z^* \end{pmatrix}.$$  

(17)

For a complex number $q$ we shall denote by $q_R := \text{Re}(q)$ and $q_I := \text{Im}(q)$. Notice that in (17) we have

$$x_R^2 + x_I^2 + y_R^2 + y_I^2 = z_R^2 + z_I^2 + w_R^2 + w_I^2 = 1.$$  

(18)

Coordinates in $G_{\text{reg}}/SU(2)$ must be independent invariant functions of $(U_f, V_f)$ in (17). We choose

$$x^1 := x_R, \quad x^2 := z_R, \quad x^3 := x_I z_I + w_R y_R + w_I y_I.$$  

(18)

---

All the possible diagonalizing matrices differ by a diagonal factor that does not affect the $(1,1)$ entry of $SV_f S^\dagger$. 

---
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It is a direct verification to check that at any point \( p \in SU(2) \times SU(2) \), \( x^1, x^2 \) and \( x^3 \) are unchanged by the (double conjugation) action of \( SU(2) \), i.e., they are invariant. We remark also that we can consider two unit vectors \( \vec{V} := (x_R, x_I, y_R, y_I) \) and \( \vec{W} := (z_R, z_I, w_R, w_I) \), and, if we do that, \( x^3 = \vec{V} \cdot \vec{W} - x_R z_R \).

### 3.3 Choice of invariants

We pause a moment to detail how the invariant coordinates in [18] were chosen. We do this because the method can be used for other examples. We consider the vectors \( \vec{V} := [x_R, x_I, y_R, y_I]^T \) and \( \vec{W} := [z_R, z_I, w_R, w_I]^T \) and the adjoint action of \( SU(2) \) on \( SU(2) \times SU(2) \) which gives a linear action on \( \vec{Q} := [\vec{V}^T, \vec{W}^T]^T \). We are looking for functions \( f = f(\vec{V}, \vec{W}) \) invariant under this action. Given that every element of \( SU(2) \) can be written according to Euler’s decomposition as \( e^{i\sigma_1 \alpha} e^{i\sigma_2 \beta} e^{i\sigma_3 \delta} \), for real parameters \( \alpha, \beta \) and \( \delta \), it is enough that \( f \) is invariant with respect to transformations of the form \( e^{i\sigma_2 \beta} \) and \( e^{i\sigma_3 \delta} \), for general real \( \beta \) and \( \delta \), in order for \( f \) to be invariant with respect to all of \( SU(2) \).

If \( X_z := X_z(\beta) := e^{i\sigma_1 \beta} \) then \( Ad_{X_z} \) acting on \( [\vec{V}^T, \vec{W}^T]^T \) is

\[
Ad_{X_z(\beta)} := \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \cos(\beta) & -\sin(\beta) \\
0 & 0 & \sin(\beta) & \cos(\beta)
\end{pmatrix}.
\]

If \( X_y := X_y(\theta) := e^{i\sigma_3 \delta} \) then \( Ad_{X_y} \) acting on \( [\vec{V}^T, \vec{W}^T]^T \) is

\[
Ad_{X_y(\theta)} := \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(\theta) & 0 & \cos(\theta) \\
0 & 0 & 1 & 0 \\
0 & -\sin(\theta) & 0 & \cos(\theta)
\end{pmatrix}.
\]

We first look for linear invariants, i.e., invariant functions \( f \) of the form \( f(\vec{V}, \vec{W}) := \vec{a}^T \vec{V} + \vec{b}^T \vec{W} \). From the condition

\[
\vec{a}^T \vec{V} + \vec{b}^T \vec{W} = \vec{a}^T Ad_{X_z} \vec{V} + \vec{b}^T Ad_{X_y} \vec{W},
\]

where \( X \) may be equal to \( X_z(\beta) \) or \( X_y(\theta) \), with arbitrary \( \beta \) and \( \theta \), we find that the last three components of \( \vec{a} \) and \( \vec{b} \) must be zero. Therefore all linear invariants \( f \) must be of the form \( f = a_1 x_R + b_1 z_R \), from which we get the invariant \( x_R \) and \( z_R \) in [18].

We then try to find quadratic invariants and therefore an \( 8 \times 8 \) symmetric matrix \( P \) so that \( f(\vec{V}, \vec{W}) = [\vec{V}^T, \vec{W}^T] P [\vec{V}^T, \vec{W}^T]^T \) and

\[
[\vec{V}^T, \vec{W}^T] P [\vec{V}^T, \vec{W}^T]^T = [\vec{V}^T, \vec{W}^T] \begin{pmatrix}
Ad_X & 0 \\
0 & Ad_X
\end{pmatrix} P \begin{pmatrix}
Ad_X & 0 \\
0 & Ad_X
\end{pmatrix} [\vec{V}^T, \vec{W}^T]^T,
\]

for \( X = X_z(\beta) \) and \( X = X_y(\theta) \) as defined in (19) and (20) for every \( \beta \) and \( \theta \) (and for every \( \vec{V} \) and \( \vec{W} \)). This leads to the condition

\[
\begin{pmatrix}
Ad_X & 0 \\
0 & Ad_X
\end{pmatrix} P = P \begin{pmatrix}
Ad_X & 0 \\
0 & Ad_X
\end{pmatrix}.
\]
From this, we find that the matrix $P$ must be of the form

$$P = \begin{pmatrix} e & 0 & 0 & 0 & d & 0 & 0 & 0 \\ 0 & c & 0 & 0 & 0 & g & 0 & 0 \\ 0 & 0 & c & 0 & 0 & 0 & g & 0 \\ 0 & 0 & 0 & c & 0 & 0 & 0 & g \\ d & 0 & 0 & 0 & r & 0 & 0 & 0 \\ 0 & g & 0 & 0 & 0 & h & 0 & 0 \\ 0 & 0 & g & 0 & 0 & 0 & h & 0 \\ 0 & 0 & 0 & g & 0 & 0 & 0 & h \end{pmatrix}.$$ 

It follows that all quadratic invariants must be of the form

$$f = cx_R^2 + 2dx_Rz_R + rz_R^2 + c(x_I^2 + y_I^2 + y_f^2) + h(z_I^2 + w_R^2 + w_f^2) + 2g(x_Iz_I + w_Ry_R + w_Iy_I).$$

Because of $x_R^2 + x_I^2 + y_R^2 + y_I^2 = z_R^2 + z_I^2 + w_R^2 + w_I^2 = 1$, all terms can be written in terms of the (linear) invariant $x_R$ and $z_R$ except the last one which we choose as the third coordinate in (18).

### 3.4 Algorithm for control

At the point $\pi(p) \in G_{reg}/SU(2)$, the tangent vectors $\frac{\partial}{\partial x_i}$, $j = 1, 2, 3$ span $T_{\pi(p)}G_{reg}/SU(2)$, so that a general tangent vector at $\pi(p)$ can be written as $a_1 \frac{\partial}{\partial x_1} + a_2 \frac{\partial}{\partial x_2} + a_3 \frac{\partial}{\partial x_3}$. We calculate the matrix of the isomorphism $\pi_*|_p$ mapping the coordinates $\alpha_x, \alpha_y, \alpha_z$ in $R_{ps}(\sigma, \gamma \sigma) := R_{ps}(\alpha_x(i \sigma_x, \gamma i \sigma_x) + \alpha_y(i \sigma_y, \gamma i \sigma_y) + \alpha_z(i \sigma_z, \gamma i \sigma_z)) \in R_{ps}P$ to $(a_1, a_2, a_3)$, (cf. (6)). Denote this matrix by $\Pi_{j,l} := \Pi_{j,l}(p)$ with $j = 1, 2, 3$ and $l = x, y, z$. We have

$$\Pi_{j,l}(p) = \pi_*|_p R_{ps}(i \sigma_l, i \gamma \sigma_l)x^j.$$ 

For the sake of illustration, let us calculate $\Pi_{1,x}(p)$. This is given by (recall $p$ is defined in (17))

$$\Pi_{1,x}(p) := \pi_*|_p R_{ps}(i \sigma_x, i \gamma \sigma_x)x^1 = R_{ps}(i \sigma_x, i \gamma \sigma_x)(x^1 \circ \pi) = \frac{d}{dt}|_{t=0} x^1 \circ \pi \left( e^{i \sigma_x t} \begin{pmatrix} x & y \\ -y^* & x^* \end{pmatrix}, e^{i \gamma \sigma_x t} \begin{pmatrix} z & w \\ -w^* & z^* \end{pmatrix} \right).$$

This simplifies because $x^1 \circ \pi$ does not depend on the second factor. Therefore the $\Pi_{1,x}(p)$ entry is the derivative at $t = 0$ of the real part of the (1, 1) entry of the matrix

$$e^{i \sigma_x t} \begin{pmatrix} x & y \\ -y^* & x^* \end{pmatrix} = \begin{pmatrix} \cos(t) & i \sin(t) \\ i \sin(t) & \cos(t) \end{pmatrix} \begin{pmatrix} x & y \\ -y^* & x^* \end{pmatrix}.$$ 

This leads to the result

$$\Pi_{1,x}(p) = -y_I.$$ 

The quantities

$$\Delta_1 := z_I y_R - x_I w_R, \quad \Delta_2 := z_I y_I - x_I w_I, \quad \Delta_3 := w_R y_I - w_I y_R,$$

appear routinely in calculations that follow.

Similar calculations to the ones above for $\Pi_{1,x}(p)$ lead to the full matrix $\Pi(p)$, which is given by

$$\Pi(p) := \begin{pmatrix} -y_I & -y_R & -x_I \\ -\gamma w_I & -\gamma w_R & -\gamma z_I \\ (\gamma - 1) \Delta_1 + \gamma z_R y_I + w_I x_R & (1 - \gamma) \Delta_2 + w_R x_R + \gamma z_R y_R & (\gamma - 1) \Delta_3 + x_R z_I + \gamma z_R x_I \end{pmatrix}$$

(22)
The determinant of this matrix is different from zero if and only if \( p \) is in the regular part and it is another invariant under the action of \( SU(2) \) on \( SU(2) \times SU(2) \) (cf. Appendix B). It can be explicitly computed as

\[
\det(\Pi(p)) = \gamma(\gamma - 1)(\Delta_1^2 + \Delta_2^2 + \Delta_3^2),
\]

which can be seen to be equal to zero if and only if condition (16) is verified. The invariant \( \Delta := \Delta_1^2 + \Delta_2^2 + \Delta_3^2 \) can be expressed in terms of the (minimal) invariants \( x_R, z_R \) and \( x^3 \) in (18) as \[ \Delta = \Delta_1^2 + \Delta_2^2 + \Delta_3^2 = (1 - x_R^2)(1 - z_R^2) - (x^3)^2. \]

When we design a control law, the components \( a_1, a_2, a_3 \) of the tangent vector at every time \( t \) in the tangent space at \( \pi(p(t)) \) are given by the derivatives \( \dot{x}, \dot{y}, \dot{z} \) of the desired trajectory in the quotient space. The corresponding components, \( \alpha_x, \alpha_y \) and \( \alpha_z \), of the tangent vector in \( R_{p(t)}\xi \) give the appropriate control functions \( (u_x, u_y, u_z) \). The matrix \( \Pi(p) \) in (22) gives the map from the control to trajectories. Since we want to specify trajectories and compute the corresponding controls, we need the inverse of the matrix \( \Pi(p) \) (cf. (7)). This is found from (22) to be

\[
\det(\Pi(p))\Pi^{-1}(p) := \begin{pmatrix}
\gamma(\gamma - 1)(-w_R\Delta_3 - z_I\Delta_2) + \gamma^2 z_R\Delta_1 \\
\gamma(\gamma - 1)(w_I\Delta_3 - z_I\Delta_1) - \gamma^2 z_R\Delta_2 \\
\gamma(\gamma - 1)(w_I\Delta_2 + w_R\Delta_1) + \gamma^2 z_R\Delta_3 - (\gamma - 1)(y_I\Delta_2 + y_R\Delta_1) + x_R\Delta_3
\end{pmatrix}.
\]

We remark that \( \Pi^{-1}(p) \) is not defined if we are in the singular part of the space \( G = SU(2) \times SU(2) \) as the determinant of \( \Pi \) is zero there. This is in particular true at the beginning as the initial point \( p \in SU(2) \times SU(2) \) is the identity. In order to follow a prescribed trajectory in the quotient space \( G_{reg}/SU(2) \), we need therefore to apply a preliminary control to drive the state to an arbitrary point in \( G_{reg} \) and after that we shall apply the control corresponding to a prescribed trajectory in the quotient space.

The preliminary control in an interval \([0, T_1]\) to move the state from the singular part of the quotient space has to involve at least two different directions in the tangent space. In other terms, if we use \( \sigma(t) = u(t)\sigma \) for some function \( u = u(t) \) and a constant matrix \( \sigma \in \text{su}(2) \) we remain in the singular part. To see this, notice that if \( d := \int_0^{T_1} u(s)ds \), then the solution of (15) will be \((U_1, V_1) = (e^{d\alpha}, e^{d\beta})\), a pair that satisfies the condition (16). Therefore the simplest control strategy of moving in one direction only will not work if we want to move the state from the singular part. Furthermore, we want \( u_x(0) = u_y(0) = u_z(0) = 0 \) and \( u_x(T_1) = u_y(T_1) = u_z(T_1) = 0 \) to avoid discontinuities at the initial time \( t = 0 \) and at the time of concatenation with the second portion of the control. We propose to prescribe a trajectory for \( U = U(t) \) in (15) and, from that trajectory, to derive the control to be used in the equation for \( V = V(t) \) in (15). We choose a smooth function \( \delta := \delta(t) \) such that \( \delta(0) = 0 \) and \( \delta(T_1) = \delta_0 \neq 0 \), and \( \dot{\delta}(0) = \dot{\delta}(T_1) = 0 \). We also choose a smooth function \( \epsilon := \epsilon(t) \), with \( \epsilon(0) = \epsilon_0 \neq 0 \) and \( \epsilon(T_1) = 0 \), and \( \dot{\epsilon}(0) = \dot{\epsilon}(T_1) = 0 \). We choose for \( U = U(t) \) in (15)

\[
U(t) = \begin{pmatrix}
\cos(\delta(t)) & e^{i\epsilon(t)} \sin(\delta(t)) \\
-e^{-i\epsilon(t)} \sin(\delta(t)) & \cos(\delta(t))
\end{pmatrix},
\]

which at time \( T_1 \) gives

\[
U(T_1) = \begin{pmatrix}
\cos(\delta_0) & \sin(\delta_0) \\
-\sin(\delta_0) & \cos(\delta_0)
\end{pmatrix}.
\]

---

\(^7\)This can be seen by expanding the left hand side using the definitions of \( \Delta_{1,2,3} \) (21) and the right hand side using the definition of \( x^3 \) (18), so that (24) reduces to \( y_R^2 w_R^2 + y_R^2 y_R^2 + y_R^2 z_R^2 + x_I^2 w_R^2 + x_I^2 w_I^2 + y_I^2 z_I^2 = (1 - x_R^2)(1 - z_R^2) - z_I x_I^2 - y_I w_R^2 - y_I w_I^2 \), and writing \( (1 - x_R^2) = x_I^2 + y_R^2 + y_I^2 \) and \( (1 - z_R^2) = z_I^2 + w_R^2 + w_I^2 \), we obtain an identity.
The corresponding control \( \sigma(t) = \dot{U}U^\dagger \), which is

\[
\sigma(t) = \left(\begin{array}{c}
i\epsilon \sin^2(\delta) \\
-\delta e^{-i\epsilon} + \frac{i}{2} \epsilon \sin(2\delta) e^{-i\epsilon} \\
-i \sin^2(\delta)
\end{array}\right).
\]

(28)

Placing this in the second equation of (15) and integrating numerically we obtain the values for \( V(T_1) \), the second component of \((U,V)\), and therefore the values of \((z_R,z_I,w_R,w_I)\). Using these values and the expression for \((x_R,x_I,z_R,z_I)\) in (27), and using the formula for \( \Delta \) given in (24), we obtain

\[
\Delta = \Delta_1^2 + \Delta_2^2 + \Delta_3^2 = \sin^2(\delta_0)(1 - z_R^2(T_1) - w_R^2(T_1)) = \sin^2(\delta_0)(z_I^2(T_1) + w_I^2(T_1)),
\]

(29)

which has to be different from zero in order for the state to be in the regular part.

The second portion of the control depends on the trajectory followed, \((x^1,x^2,x^3) = (x^1(t), x^2(t), x^3(t))\), and it is obtained by multiplying by \(\Pi^{-1} \) in (25) \((\dot{x}^1, \dot{x}^2, \dot{x}^3)\). The trajectory \((x^1,x^2,x^3)\) is almost completely arbitrary. However it has to satisfy certain conditions which we now discuss. Let us denote the interval where the second part of the control is used by \([0,T_2]\). The initial condition \((x^1(0), x^2(0), x^3(0))\) has to agree with the one given by the previous interval of control. The final condition \((x^1(T_2), x^2(T_2), x^3(T_2))\) has to agree with the orbit of the desired final condition. Moreover, care has to be taken to make sure that the trajectory is such that \(\Delta\) in (24) is never zero because this would create a singularity in \(\Pi^{-1}(p)\). Furthermore we need \(\dot{x}^1(0) = \dot{x}^2(0) = \dot{x}^3(0) = 0\), which gives \(\sigma(0) = 0\), to ensure continuity with the control in the previous interval, and we also choose \(\dot{x}^1(T_2) = \dot{x}^2(T_2) = \dot{x}^3(T_2) = 0\) to ensure that the control is switched off at the end of the procedure. Finally, the functions \((x^1,x^2,x^3)\) have to be representative of a possible trajectory for special unitary matrices. This means that, with \(\tilde{V} := (x_R, x_I, y_R, y_I)^T\) and \(\tilde{W} := (z_R, z_I, w_R, w_I)^T\), \(\|\tilde{V}(t)\|^2 = \|\tilde{W}(t)\|^2 = 1\), at every \(t\). Therefore \(|x_R(t)| < 1\) at every \(t\), \(|z_R(t)| < 1\), at every \(t\) (to avoid singularity), and from the Schwartz inequality \(|\tilde{V} \cdot \tilde{W}| \leq 1\) we also must have \(|x_Rz_R + x^3| \leq 1\) and therefore

\[
-1 - x_Rz_R \leq x^3 \leq 1 - x_Rz_R.
\]

(30)

Once the functions \((\dot{x}^1, \dot{x}^2, \dot{x}^3)\) are chosen, the system to integrate numerically is (15) with \((u_x, u_y, u_z)\) given by \(\Pi^{-1}(p)(\dot{x}^1, \dot{x}^2, \dot{x}^3)^T\). By deriving \((u_x, u_y, u_z)\) using the explicit expression of \(\Pi^{-1}\) given in (25) and replacing into (15), it is possible to obtain a simplified system of differential equations for \((x_R,x_I,...,z_R,z_I,...,w_I)\) without implementing the preliminary step of calculating the control. We found this system to be more stable in numerical integration with MATLAB and report it in Appendix A for future use.

### 3.5 Numerical example: Driving to two different Hadamard gates

We now apply the above technique to a specific numerical example: The problem is to drive the system (13) so that the first spin performs the Hadamard-type gate

\[
H_1 := \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\end{pmatrix}
\]

(31)

and the second spin performs the Hadamard gate

\[
H_2 := \begin{pmatrix}
\frac{1}{\sqrt{2}} & -i \frac{1}{\sqrt{2}} \\
-i \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\end{pmatrix}.
\]

(32)
We want to drive system (15) to \((U_f, V_f) = (H_1, H_2)\). The orbit of the desired final condition is characterized by the invariant coordinates
\[
x^1 = x_R = \frac{1}{\sqrt{2}}, \quad x^2 = z_R = \frac{1}{\sqrt{2}}, \quad x^3 = x_I z_I + y_R w_R + y_I w_I = 0.
\] (33)

We take a physical value for the ratio \(\gamma\) between the two gyromagnetic ratios. In particular we will choose \(\gamma \approx \frac{1}{0.2514}\) which corresponds to the Hydrogen-Carbon \((^1H - ^{13}C)\) system also considered in [10].

We first consider the control that moves the state away from the singular part, in a time interval \([0,1]\). We choose \(\sigma\) in (28) with the functions \(\delta\) and \(\epsilon\) as follows:
\[
\delta = 6\delta_0 \left(\frac{t^2}{2} - \frac{t^3}{3}\right), \quad \epsilon = \epsilon_0 + 6\epsilon_0 \left(\frac{t^3}{3} - \frac{t^2}{2}\right).
\] (34)

With these functions \(\delta\) and \(\epsilon\), \(\sigma\) satisfies all the requirements described above. From (34) and (28) we obtain the controls \(u_x, u_y, u_z\) which replaced into (15) give the dynamics in the interval \([0, 1]\) with the concatenation of the two controls.

\[
U(1) = \begin{pmatrix} \cos(0.5) & \sin(0.5) \\ -\sin(0.5) & \cos(0.5) \end{pmatrix}, \quad V(1) \approx \begin{pmatrix} -0.3472 + i0.7769 & -0.5123 - i0.1157 \\ 0.5123 - i0.1157 & -0.3472 - i0.7769 \end{pmatrix}.
\] (35)

The value of \(\Delta\) is, according to (29), \(\Delta \approx \sin^2(0.5) \left((0.7769)^2 + (0.1157)^2\right) \neq 0\), as desired.

The values of the variables to be used as initial conditions in the integration in the subsequent interval of the procedure are \(x_R(1) = x^1(1) = \cos(0.5), \quad x_I(1) = 0, \quad y_R(1) = \sin(0.5), \quad y_I(1) = 0, \quad z_r(1) = x^2(1) = -0.3472, \quad z_I(1) = 0.7769, \quad w_R(1) = -0.5123, \quad w_I(1) = -0.1157,\) and \(x^3(1) = x_I(1) z_I(1) + y_R(1) w_R(1) + y_I(1) w_I(1) = \sin(0.5) \times (-0.5123) \approx -0.2456\). For the subsequent interval \([0, T_2]\) we choose the trajectory \(x^1(t), x^2(t), x^3(t)\) in the quotient space as follows: \(T_2 = 10\) and the trajectory in the interval \([0, T_2]\) is
\[
x^1(t) = -\frac{1}{500} \left(\frac{1}{\sqrt{2}} - \cos(0.5)\right) t^3 + \frac{3}{100} \left(\frac{1}{\sqrt{2}} - \cos(0.5)\right) t^2 + \cos(0.1); \quad (36)
\]
\[
x^2(t) = -\frac{1}{500} \left(\frac{1}{\sqrt{2}} + 0.3472\right) t^3 + \frac{3}{100} \left(\frac{1}{\sqrt{2}} + 0.3472\right) t^2 - 0.3472; \quad (37)
\]
\[
x^3(t) = \frac{-0.2456}{500} t^3 - \frac{3 \times (-0.2456)}{100} t^2 - 0.2456, \quad (38)
\]
which are easily seen to satisfy the conditions at the endpoints. Moreover by plotting \(x^1\) and \(x^2\) we see that \(|x^1(t)| \leq 1\) and \(|x^2(t)| \leq 1\) for every \(t \in [0, 10]\) (Figure 1). By plotting \(x^3\) vs \(1 - x^1 x^2\) and \(-1 - x^1 x^2\) (Figure 2) we find that \(-1 - x^1 x^2(t) \leq x^3(t) \leq 1 - x^1 x^2(t)\) for every \(t \in [0, 10]\) as required from condition (30). By plotting \(\Delta = \Delta(t)\) in \([0, 10]\) we know that \(\Delta(t) \neq 0\) for every \(t \in [0, 10]\) (Figure 3). Therefore the whole trajectory is in the regular part.

The full trajectory, in the union of the two intervals, and with the concatenation of the two controls is depicted in Figure 4. Let us denote the full control by \(\tilde{\sigma} = \tilde{\sigma}(t) = u_x i\sigma_x + u_y i\sigma_y + u_z i\sigma_z\). The final condition \((\tilde{U}_f, \tilde{V}_f)\) is given by
\[
\tilde{U}_f = \begin{pmatrix} 0.7071 - 0.2795i & 0.5913 + 0.2685i \\ -0.5913 + 0.2685i & 0.7071 + 0.2795i \end{pmatrix}, \quad \tilde{V}_f = \begin{pmatrix} 0.7071 + 0.2708i & 0.3718 - 0.5369i \\ -0.3718 - 0.5369i & 0.7071 - 0.2708i \end{pmatrix}.
\] (39)
Figure 1: Prescribed $x^1$ and $x^2$ variables in the (second) interval $[0, 10]$.

This condition, as expected, is in the same orbit as the desired final condition $(H_1, H_2)$ in (31), (32), that is, there exists a matrix $K \in SU(2)$ such that $K\hat{U}_f K^\dagger = H_1$ and $K\hat{V}_f K^\dagger = H_2$. The matrix $K$ solving these equations is found to be

$$K = \begin{pmatrix} 0.1485 - 0.2460i & -0.2444 + 0.9260i \\ 0.2444 + 0.9260i & 0.1485 + 0.2460i \end{pmatrix}.$$ 

In particular, to find $K$ one can diagonalize $\hat{U}_f$ and $H_1$, i.e., $\hat{U}_f = PA\Lambda P^\dagger$ and $H_1 = R\Lambda R^\dagger$, we find that $R^\dagger KP = D$, for $D$, a diagonal matrix. This matrix is found by solving $DP^\dagger \hat{V}_f P = R^\dagger H_2 RD$. The control $K\hat{\sigma} K^\dagger$ steers then to the desired final condition. The resulting trajectory leading to the desired final condition (31), (32) is given in Figure 5.
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4 Appendix A: System of ODE’s for the simultaneous control of two quantum bits in Subsection 3.4

We derived the system of ODE’s \([15]\) with \((u_x, u_y, u_z)\) obtained from \((u_x, u_y, u_z)^T = \Pi^{-1}(p)(\dot{x}^1, \dot{x}^2, \dot{x}^3)^T\) with \(\Pi^{-1}\) given in \((25)\). We define in the following \(\Delta := \Delta = \Delta_1, \Delta_2, \Delta_3, Z := \dot{x} = x_I \dot{z}_I + y_R w_R + y_I w_I\). Simplifications are obtained using the following two relations which are directly verified.

\[
y_I \Delta_1 - y_R \Delta_2 + x_I \Delta_3 = 0,
\]
\[
w_I \Delta_1 - w_R \Delta_2 + z_I \Delta_3 = 0.
\]

The system becomes with \(a := \dot{x}^1, b := \dot{x}^2, c := \dot{x}^3\)

\[
\dot{x}_R = a
\]
\[
\gamma(1 - \gamma)\Delta_1 \dot{a} + (\gamma z_R a + \gamma c + \gamma b x_R)(x_I \dot{a}_I + y_R \Delta_3 - y_I \Delta_2 - y_R \Delta_1) + \gamma(1 - \gamma)\Delta_1 \dot{x}_R + (\gamma z_R a + \gamma c + \gamma b x_R)(x_I \dot{a}_I + y_R \Delta_3 - y_I \Delta_2 - y_R \Delta_1) + \gamma(1 - \gamma)\Delta_1 \dot{z}_R + (\gamma z_R a + \gamma c + \gamma b x_R)(x_I \dot{a}_I + y_R \Delta_3 - y_I \Delta_2 - y_R \Delta_1)
\]
\[
\dot{y}_R = \gamma(1 - \gamma)\Delta_2 b + (\gamma z_R a + \gamma c + \gamma b x_R)(x_R \dot{a}_I - y_R \Delta_2 - y_I \Delta_3) + \gamma(1 - \gamma)\Delta_2 \dot{y}_R + (\gamma z_R a + \gamma c + \gamma b x_R)(x_R \dot{a}_I - y_R \Delta_2 - y_I \Delta_3) + \gamma(1 - \gamma)\Delta_2 \dot{z}_R + (\gamma z_R a + \gamma c + \gamma b x_R)(x_R \dot{a}_I - y_R \Delta_2 - y_I \Delta_3)
\]
\[
\dot{z}_R = b
\]
\[
(\gamma - 1)\Delta_3 \dot{b} + (\gamma z_R a + \gamma c + \gamma b x_R)(z_R \dot{a}_I - w_R \Delta_1 - w_I \Delta_2) + (1 - \gamma)\dot{b}(\Delta_3 Z + z_R(y_I \Delta_1 + y_R \Delta_2)) + (\gamma - 1)\Delta_3 \dot{w}_R + (\gamma z_R a + \gamma c + \gamma b x_R)(z_R \dot{a}_I - w_R \Delta_1 - w_I \Delta_2) + (1 - \gamma)\dot{b}(\Delta_3 Z + z_R(y_I \Delta_1 + y_R \Delta_2)) + (\gamma - 1)\Delta_3 \dot{w}_R + (\gamma z_R a + \gamma c + \gamma b x_R)(z_R \dot{a}_I - w_R \Delta_1 - w_I \Delta_2) + (1 - \gamma)\dot{b}(\Delta_3 Z + z_R(y_I \Delta_1 + y_R \Delta_2))
\]

5 Appendix B: Invariance of the determinant of \(\pi_*\)

Let \(L\) be a semisimple Lie algebra with decomposition \(L = K \oplus P\) and \([K, K] \subseteq K\) and \([K, P] \subseteq P\), and consider the conjugacy action of \(e^K\) on \(e^L\). Consider the natural projection \(\pi : e^L \rightarrow e^L/e^K\) and \(p \in e^L\) a regular point so that
at \( p, \pi_* \) is an isomorphism \( \pi_* : R_{p*}\mathcal{P} \to T_{\pi(p)}e^{\mathcal{C}}/e^{\mathcal{C}}. \) Given bases in \( R_{p*}\mathcal{P} \) and \( T_{\pi(p)}e^{\mathcal{C}}/e^{\mathcal{C}} \) the matrix \( \Pi = \Pi(p) \) representing \( \pi_* \) has determinant which is invariant under the action of \( e^{\mathcal{C}} \), i.e., for every \( k \in e^{\mathcal{C}} \)

\[
\det \Pi(p) = \det \Pi(k p k^{-1}).
\]

**Proof.** Let \( \{B_1, \ldots, B_m\} \) be a basis of \( \mathcal{P} \) so that \( \{R_{p*}B_1, \ldots, R_{p*}B_m\} \) is a basis of \( R_{p*}\mathcal{P} \). Let \( x^1, \ldots, x^m \) be a set of coordinates for \( e^{\mathcal{C}}_{reg}/e^{\mathcal{C}} \) in a neighborhood of \( \pi(p) \). The \( m \times m \) matrix \( \Pi \) has entries

\[
\Pi_{j,l}(p) = (\pi_* R_{p*}B_l) x^j,
\]

and it maps a vector \([\alpha^1, \ldots, \alpha^m]^T\) representing a tangent vector \( V_1 \in R_{p*}\mathcal{P} \), i.e., \( V_1 := \sum_{i=1}^m \alpha^i R_{p*}B_i \) to a vector \([r^1, \ldots, r^m]^T\) representing a tangent vector \( V_2 \in T_{\pi(p)}e^{\mathcal{C}}_{reg}/e^{\mathcal{C}}, \) i.e., \( V_2 = \sum_{j=1}^m r^j \partial \pi/\partial x^j \).

Let \( P \in \mathcal{P} \) with \( P := \sum_{i=1}^m \alpha^i B_i. \) Then, with \( k \in e^{\mathcal{C}} \), we obtain \( [\pi_* R_{p*}P = \pi_* R_{k p k^{-1}}] k P k^{-1}. \)

Therefore we have

\[
\Pi_{j,l}(p) = (\pi_* R_{p*}B_l) x^j = (\pi_* R_{k p k^{-1}} B_l k^{-1}) x^j = (R_{k p k^{-1}} B_l k^{-1}) x^j \circ \pi = \frac{d}{dt} |_{t=0} x^j \circ \pi(e^{k B_i k^{-1}} t k p k^{-1}).
\]

Write \( k B_i k^{-1} \) as \( k B_i k^{-1} = \sum_{s=1}^m a_s^i B_s \), for an orthogonal matrix \( \{a_s^i\} \). Therefore we have

\[
\Pi_{j,l}(p) = \frac{d}{dt} |_{t=0} x^j \circ \pi(e^{k B_i k^{-1}} t k p k^{-1}) = \frac{d}{dt} |_{t=0} x^j \circ \pi(e^{\sum_{s=1}^m a_s^i B_s t} k p k^{-1}) = \sum_{s=1}^m a_s^i \Pi_{j,s}(k p k^{-1}).
\]

---

8 This follows from the definitions. For any function \( f \), we have \( \pi_* R_{p*} f = R_{p*} P (f \circ \pi) = \frac{d}{dt} |_{t=0} f \circ \pi(e^{P t}) = \frac{d}{dt} |_{t=0} f \circ \pi(k e^{P t} k p k^{-1}) = \frac{d}{dt} |_{t=0} f \circ \pi(k p k^{-1}) = \pi_* R_{k p k^{-1}} k P k^{-1}. \)

9 The fact that the matrix \( \{a_s^i\} \), representing the adjoint action, is orthogonal is a consequence of the fact that the inner product, which is the Killing form on \( \mathcal{P} \) is bi-invariant, and therefore it is not changed by the adjoint action.
Therefore there exists an orthogonal matrix \( A = A(k) \) so that

\[
\Pi(p) = \Pi(kpk^{-1})A(k).
\]

Taking the determinant of this relation and using \( \det(A(k)) = 1 \), we obtain \( \det(\Pi(p)) = \det(\Pi(kpk^{-1})) \) as desired.

\[\text{Note that } \det(A(k)) \neq -1, \text{ since } A: e^X \to O(m,R); A \mapsto A(k) \text{ is continuous and } \det(A(k)) = \det(1_m) = 1.\]