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Abstract
We study the behavior of the variance of the difference of energies for putting an additional electric unit charge at two different locations in the two-dimensional lattice Coulomb gas in the high-temperature regime. For this, we exploit the duality between this model and a discrete Gaussian model. Our estimates follow from a spontaneous symmetry breaking in the latter model.
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1 Introduction
The Poisson summation formula is by now a standard tool in Statistical Mechanics for proving duality between models in the high and low-temperature regime. It was first used by McKean [14] to prove the Kramers–Wannier duality for the infinite two-dimensional Ising Model. Further results for other models followed. Gruber and Hintermann [9] showed that for arbitrary lattice spin systems one can relate the high and low temperature expansions by means of the Poisson summation formula. Several overview papers of the results on duality appeared in the beginning of the 1980’s both from a mathematical perspective [13] and from a physics one [15].
In this note, we make use of the Poisson summation formula to show the duality between a two-dimensional discrete Gaussian model with pinning at the origin at low temperature and a lattice Coulomb gas at high temperature. Such lattice Coulomb gas representations were previously treated in [10]. Expected squared height differences in the discrete Gaussian model correspond by duality to variances of voltages in the lattice Coulomb gas. These voltages are highly non-local observables in terms of the charge distribution, so that known results on Debye screening [2–4] do not apply to them. In Corollary 7 we give a proof of the spontaneous breaking of the internal $\mathbb{Z}^1$ symmetry in the discrete Gaussian model via a Peierls argument on the torus, taking also care of contours with non-zero homology. This comes in contrast to a continuous version of the model, where the symmetry cannot be broken, even for more general models, due to the Mermin-Wagner theorem. We then employ this symmetry breaking to show that the variance of the energy cost for transporting a unit test charge between two given sites $i$ and $j$ of a lattice, i.e. the variance of the voltage between $i$ and $j$, is asymptotically proportional to $(\beta^*)^{-1} \log |i − j|$ for small inverse temperature $\beta^*$. We make this precise in Theorem 8 below.

The duality between the discrete Gaussian model and the lattice Coulomb gas was also discussed by Fröhlich and Spencer in [6]; see also earlier work on the Kosterlitz-Thouless transition by [11,17]. A discussion on the connection to the results in [6] is included in the last section. There we also contrast our results to Debye screening proven in three space dimensions by Brydges and Federbush [2,3].

2 The Two Models

2.1 The Discrete Gaussian Model

Let $\Lambda \subseteq \mathbb{Z}^2$ be a finite square box with periodic boundary conditions containing the origin and let $\mathcal{E}_\Lambda$ denote the set of undirected edges between nearest-neighbor points in $\Lambda$. Consider the space of integer-valued configurations which are pinned at the origin:

$$\Omega_\Lambda = \{ x \in \mathbb{Z}^\Lambda : x_0 = 0 \}. \quad (1)$$

We consider the Hamiltonian

$$H_\Lambda(x) = \sum_{\{i,j\} \in \mathcal{E}_\Lambda} (x_i - x_j)^2, \quad x \in \Omega_\Lambda. \quad (2)$$

Using the lattice Laplacian $\Delta = (\Delta_{ij})_{i,j \in \Lambda}$,

$$\Delta_{ij} = \begin{cases} 1 & \text{if } i \sim j, \\ -4 & \text{if } i = j, \\ 0 & \text{else}, \end{cases} \quad (3)$$

we can rewrite it as

$$H_\Lambda(x) = -\sum_{i,j \in \Lambda} x_i \Delta_{ij} x_j, \quad x \in \Omega_\Lambda. \quad (4)$$

The partition sum and the corresponding Gibbs measure of the discrete Gaussian model with pinning at the origin at given inverse temperature $\beta > 0$ are given by
\[ Z_{\Lambda, \beta} = \sum_{x \in \Omega_{\Lambda}} e^{-\beta H_{\Lambda}(x)} \quad \text{and} \quad P_{\Lambda, \beta} = \frac{1}{Z_{\Lambda, \beta}} \sum_{x \in \Omega_{\Lambda}} e^{-\beta H_{\Lambda}(x)} \delta_x, \]

respectively; here \( \delta_x \) denotes the Dirac measure in \( x \).

### 2.2 The Lattice Coulomb Gas

Consider the Fourier Transform of a given integrable function \( f \) on \( \mathbb{R}^n \):

\[ \hat{f}(k) = \int_{\mathbb{R}^n} e^{-ik \cdot x} f(x) dx, \quad k \in \mathbb{R}^n. \]

**Poisson Summation Formula.** We recall a well-known duality result from Fourier Analysis.

**Fact 1** (Poisson Summation Formula, [8, Theorem 3.2.8]) Let \( n \in \mathbb{N} \) and let \( f \) be a continuous function on \( \mathbb{R}^n \) which satisfies for some \( C, \delta > 0 \) and for all \( x \in \mathbb{R}^n \)

\[ |f(x)| \leq C (1 + |x|)^{-n-\delta}, \]

and whose Fourier transform \( \hat{f} \) restricted to \( 2\pi \mathbb{Z}^n \) satisfies

\[ \sum_{k \in 2\pi \mathbb{Z}^n} |\hat{f}(k)| < \infty. \]

Then for all \( y \in \mathbb{R}^n \) we have

\[ \sum_{k \in 2\pi \mathbb{Z}^n} \hat{f}(k)e^{ik \cdot y} = \sum_{x \in \mathbb{Z}^n} f(x + y), \]

and in particular

\[ \sum_{k \in 2\pi \mathbb{Z}^n} \hat{f}(k) = \sum_{x \in \mathbb{Z}^n} f(x). \]

In order to show the duality between the discrete Gaussian model and the lattice Coulomb gas, we make use of the Poisson summation formula by applying it to the Boltzmann factor of the first model. Note that, for a positive definite matrix \( A \in \mathbb{R}^{n \times n} \) and \( g(x) = \exp(-x^t Ax) \), one has

\[ \hat{g}(k) = \pi^n \frac{1}{\sqrt{\det A}} e^{-\frac{1}{4} k^t A^{-1} k}. \]

Since \( g \) satisfies the hypotheses of Fact 1, Formulas (9)–(10) hold for \( g \).

**Green’s Function.** Let \( P_t \) be the law of a simple random walk \( (X_t)_{t \in \mathbb{N}_0} \) on \( \Lambda \) started at \( i \in \Lambda \).

For \( i, j \in \Lambda \), we define the Green’s function

\[ G_{ij} = \lim_{\lambda \downarrow 0} \sum_{t \in \mathbb{N}_0} \left( P_t(X_t = j) - \frac{1}{|\Lambda|} \right) e^{-\lambda t}. \]

The limit exists and is finite. To see this, combine odd and even times in pairs of two and use that \( P_t(X_{2t} = j) + P_t(X_{2t+1} = j) \) converges exponentially fast to \( 2/|\Lambda| \) as \( t \to \infty \).

**Lemma 2** For \( j, k \in \Lambda \), we have

\[ -\frac{1}{4} \sum_{i \in \Lambda} \Delta_{ki} G_{ij} = \delta_{kj} - \frac{1}{|\Lambda|}. \]
**Proof** For all \( k, i \in \Lambda \), we have
\[
\Delta_{ki} = 4(P_k(X_1 = i) - \delta_{ki}).
\] (14)

Therefore, for \( j, k \in \Lambda \), it follows
\[
-\frac{1}{4} \sum_{i \in \Lambda} \Delta_{ki}G_{ij} = -\sum_{i \in \Lambda} (P_k(X_1 = i) - \delta_{ki})G_{ij} = G_{kj} - \sum_{i \in \Lambda} P_k(X_1 = i)G_{ij}
\]
\[
= \lim_{t \downarrow 0} \sum_{i \in \Lambda} \left(P_k(X_t = j) - \frac{1}{|\Lambda|}\right) e^{-\lambda t} - \sum_{i \in \Lambda} P_k(X_1 = i) \lim_{t \downarrow 0} \sum_{t \in \mathbb{N}_0} \left(P_t(X_t = j) - \frac{1}{|\Lambda|}\right) e^{-\lambda t} - \sum_{i \in \Lambda} \lim_{t \downarrow 0} \sum_{t \in \mathbb{N}_0} P_k(X_{t+1} = j) - \frac{1}{|\Lambda|} e^{-\lambda t} e^{-\lambda t}
\]
\[
= P_k(X_0 = j) - \frac{1}{|\Lambda|} = \delta_{kj} - \frac{1}{|\Lambda|}.
\] (15)

For the third line we used the Markov property and introduced an extra factor \( e^{-\lambda} \), which converges to 1 as \( \lambda \downarrow 0 \).

The following identity also has a continuous analogue for the Green’s function of a randomly shifted Gaussian Free Field. More precisely, see Remark 8.20 and Exercise 8.7 in [5] for the continuum Gaussian Free Field and Exercise 1.4. in [1] for the discrete Gaussian Free Field.

**Lemma 3** For \( i, j \in \Lambda \setminus \{0\} \), we have that the inverse of the matrix \( \Delta_{0'0'} = (\Delta_{ij})_{i,j \in \Lambda \setminus \{0\}} \) is given by
\[
-4((\Delta_{0'0'})^{-1})_{ij} = G_{ij} - G_{i0} - G_{0j} + G_{00}.
\] (16)

**Proof** Since
\[
\sum_{i \in \Lambda} \Delta_{ki} = 0
\] (17)
for all \( k \in \Lambda \), we calculate for \( j, k \in \Lambda \setminus \{0\} \), using Lemma 2 in the third step,
\[
\sum_{i \in \Lambda \setminus \{0\}} \Delta_{ki}(G_{ij} - G_{i0} - G_{0j} + G_{00}) = \sum_{i \in \Lambda} \Delta_{ki}(G_{ij} - G_{i0} - G_{0j} + G_{00})
\]
\[
= \sum_{i \in \Lambda} \Delta_{ki}(G_{ij} - G_{i0}) = -4(\delta_{kj} - \frac{1}{|\Lambda|}) + 4\left(\delta_{k0} - \frac{1}{|\Lambda|}\right) = -4\delta_{kj}.
\] (18)

**Duality Between the Discrete Gaussian Model and the Lattice Coulomb Gas.** The matrix \( \Delta_{0'0'} = (\Delta_{ij})_{i,j \in \Lambda \setminus \{0\}} \) is negative definite. Applying the Poisson summation Formula (10) to \( g(x) = \exp(-x^tAx) \) with \( n = |\Lambda| - 1 \) and \( A = -\beta \Delta_{0'0'} \), we connect the partition sum \( Z_{\Lambda,\beta} \) of the discrete Gaussian model defined in (5) with the partition sum
\[
Z_{\Lambda,\beta}^* := \sum_{k \in 2\pi Z \setminus \{0\}} e^{\beta k^t(\Delta_{0'0'})^{-1}k}
\] (19)
of the lattice Coulomb gas at inverse temperature $\beta^* := (4\beta)^{-1}$ by the following duality equation

$$Z_{\Lambda, \beta} = \sum_{x \in \mathbb{Z}^\Lambda \setminus \{0\}} e^{-\beta x \cdot (-\Delta_{0^*} x)} = \left(\frac{\pi}{\beta}\right)^{\frac{|\Lambda| - 1}{2}} \det(-\Delta_{0^*})^{\frac{1}{2}} Z_{\Lambda, \beta^*}.$$  \hfill (20)

Let $\mathcal{K}_\Lambda := \{ k \in \mathbb{R}^\Lambda : \sum_{i \in \Lambda} k_i = 0 \}$, which we view as dual to $\Omega_\Lambda^2 := \{ x \in \mathbb{R}^\Lambda : x_0 = 0 \}$. Define $\Omega^*_\Lambda := 2\pi \mathbb{Z}^\Lambda \cap \mathcal{K}_\Lambda$. The Gibbs measure of the lattice Coulomb gas on $\Omega^*_\Lambda$ is given by

$$P_{\Lambda, \beta^*} := \frac{1}{Z_{\Lambda, \beta^*}} \sum_{k \in 2\pi \mathbb{Z}^\Lambda \setminus \{0\}} e^{\beta^* k' \cdot (\Delta_{0^*} x)^{-1} k} \delta_k.$$  \hfill (21)

**Corollary 4** (The dual lattice Coulomb gas in terms of the Green’s function) For all $k \in \mathcal{K}_\Lambda$, writing $k_{0^*} = (k_i)_{i \in \Lambda \setminus \{0\}}$, one has

$$-4k_{0^*} (\Delta_{0^*} x)^{-1} k^*_{0^*} = k^* G k.$$  \hfill (22)

In particular,

$$Z_{\Lambda, \beta}^* = \sum_{k \in \Omega^*_\Lambda} e^{-\beta^* k^* G k} \quad \text{and} \quad P_{\Lambda, \beta^*} = \frac{1}{Z_{\Lambda, \beta^*}} \sum_{k \in \Omega^*_\Lambda} e^{-\beta^* k^* G k} \delta_k.$$  \hfill (23)

**Proof** Let $1 = (1)_{i \in \Lambda \setminus \{0\}}$ denote the column vector consisting of ones. For $k \in \mathcal{K}_\Lambda$ we have by Lemma 3

$$k^* G k = k_{0^*}^* G_{0^*} G_{0^*} k_{0^*} + k_{0^*} G_{0^*} k_0 + k_0 G_{0^*} k_{0^*} + k_0 G_{0^*} k_0 = k_{0^*}^* (G_{0^*} - G_{0^*} 1' - 1 G_{0^*} + 1 G_{0^*} 1') k_{0^*} = -4k_{0^*} (\Delta_{0^*} x)^{-1} k_{0^*}.$$  \hfill (24)

Substituting this in (19) and (21), the second claim also follows. $\Box$

### 3 Peierls Argument and Breaking of Symmetry in the Discrete Gaussian Model

The following results follow the lines of Sect. 6.3 in [7], where a thorough discussion regarding the symmetries and the ground states of the discrete Gaussian model (without pinning) based on [16] is given. While Peierls arguments on planar domains are classical, the treatment of non-homologies is less common.

We construct a contour model as follows. Let $\Lambda^* := \Lambda + (1/2, 1/2)$ be the dual box with periodic boundary conditions and $\mathcal{E}^*_\Lambda$ the set of edges between nearest-neighbor points in $\Lambda^*$. Let $x \in \Omega^*_\Lambda$ and $\{i, j\} \in \mathcal{E}^*_\Lambda$. There exists a unique $\{i, j\}^* \in \mathcal{E}^*_\Lambda$ intersecting $\{i, j\}$. Then, if $x_i - x_j = n \in \mathbb{N}$, we draw $n$ distinct arrows on $\{i, j\}^*$ such that when one looks in the direction of the arrows, the vertex $i$ is to the left and the vertex $j$ to the right. In other words, the larger value is to the left of the arrow and the smaller one to the right. For a dual edge $e$ directed from dual vertex $e_-$ to $e_+$, we denote its direction vector by $\hat{e} := e_+ - e_-$. 

Take now two different vertices $i, j \in \Lambda$ and fix a configuration $x$ in the set $\Omega_{i, j} := \{ x \in \Omega^*_\Lambda : x_i > x_j \}$. Consider the set $M_i := \{ k \in \Lambda : x_k \geq x_i \}$. Let $C_i$ be the connected component of $M_i$ containing $i$. Let $\partial C_i$ be its boundary, viewed as a set of directed edges in the dual lattice, where the direction follows the same rule as for the arrows described above. The connected components of $\partial C_i$ consist of closed contours; at the intersection of four dual
Fig. 1 Possible spin and contour configuration. Here, case 1 occurs for $x_i = 1$ and $x_j = 0$ with the green contour $\gamma_{i,j}$, while case 2 occurs for $x_i = 0$ and $j$ in the left lower corner with $\gamma_{i,j}$ the union of the red contours.

edges belonging to contours we use the North-West/South-East deformation rule (see e.g. Fig. 3.11 in [5]) to generate self-avoiding contours.

Zero or two of the connected components of $\partial C_i$ may wind around the torus (let’s call them $\gamma_-$ and $\gamma_+$, if they exist), but all other contours $\gamma_1, \ldots, \gamma_m$ do not wind around it. One can see this as follows. Winding connected components $\gamma$ are characterized by their period $p(\gamma) := \sum_{e \in \gamma} \vec{e}$ being non-zero. The period characterizes the homology class of $\gamma$. Due to the periodic boundary conditions, for any set of vertices $C \subseteq \Lambda$, the balance equation $\sum_{e \in \partial C} \vec{e} = 0$ holds. This shows that there are either zero or at least two winding connected components of $\partial C_i$. The period $p(\gamma)$ is the asymptotic direction of any lifting $\hat{\gamma}$ of $\gamma$ to a two-sided infinite path in $\mathbb{Z}^2$. Here a lifting $\hat{\gamma}$ means a connected component of the inverse image of $\gamma$ w.r.t. the canonical map $\mathbb{Z}^2 + (1/2, 1/2) \to \Lambda^*$. Because the liftings $\hat{\gamma}$ and $\hat{\gamma}'$ of any two different connected components $\gamma$ and $\gamma'$ of $\partial C_i$ are disjoint, their periods $p(\gamma)$, $p(\gamma')$ are linearly dependent. Assume that we have at least three different infinite connected components $\hat{\gamma}, \hat{\gamma}', \hat{\gamma}''$ in the boundary $\partial \hat{C}_i$ of a lifting $\hat{C}_i$ of $C_i$. Since their asymptotic directions are pairwise linearly dependent, two of them are separated by the third, a contradiction.

Therefore there are two cases, illustrated in Fig. 1:

- **Case 1, connected cycles**: either precisely one of the contours $\gamma_1, \ldots, \gamma_m$, called $\gamma_{i,j}$, separates $i$ from $j$, or
- **Case 2, winding pairs**: $\gamma_-$ and $\gamma_+$ exist and their union $\gamma_{i,j} := \gamma_- \cup \gamma_+$ separates $i$ and $j$. 

Springer
Let $L_i(\gamma_{i,j})$ denote the set of all vertices $k \in \Lambda$ such that $\gamma_{i,j}$ does not separate $i$ from $k$. Note that $L_i(\gamma_{i,j}(x))$ depends on the configuration $x$ only through $\gamma_{i,j}(x)$. Consider the mapping

$$F_{i,j} : \Omega_{i,j} \rightarrow \Omega_\Lambda, \quad x \mapsto F_{i,j}(x), \quad (25)$$

where $F_{i,j}(x)(l) = x'_l - x'_0$, with $x'_l = x_l - 1$ for $k \in L_i(\gamma_{i,j}(x))$ and $x'_l = x_l$, otherwise. In other words, the map $F_{i,j}$ lowers the configuration $x$ in the region bounded by the oriented contour(s) $\gamma_{i,j}$. In compact notation, $F_{i,j}(x)(l) = x_l - 1_{L_i(\gamma_{i,j}(x))(l)} - x_0 + 1_{L_i(\gamma_{i,j}(x))(0)}$. Note that for any edge $[l, m] \in E_\Lambda$ one has

$$|F_{i,j}(x)(l) - F_{i,j}(x)(m)| = |x_l - x_m| - 1_{[l, m]^{*} \in \gamma_{i,j}(x)}}. \quad (26)$$

Here, the event $[l, m]^{*} \in \gamma_{i,j}$ means that one dual edge in $\gamma_{i,j}$ intersects the edge $[l, m]$.

Define $\Gamma_{i,j} := \{\gamma_{i,j}(x) : x \in \Omega_{i,j}\}$. The length $|\gamma_{i,j}|$ of a contour/pair of contours $\gamma_{i,j} \in \Gamma_{i,j}$ is defined to be its total number of edges.

**Lemma 5** (Peierls argument) *Let $\beta > 0$ and $i, j \in \Lambda$ with $i \neq j$. Then for any $x \in \Omega_{i,j}$ one has*

$$H_{\Lambda}(x) - H_{\Lambda}(F_{i,j}(x)) \geq |\gamma_{i,j}(x)|. \quad (27)$$

*Further, for any $\gamma \in \Gamma_{i,j}$ and $k \in \mathbb{N}$, the following estimate holds*

$$P_{\Lambda, \beta}(x_i - x_j \geq k, \gamma_{i,j}(x) = \gamma) \leq e^{-\beta|\gamma|}P_{\Lambda, \beta}(x_i - x_j \geq k - 1). \quad (28)$$

*In particular,*

$$P_{\Lambda, \beta}(x_i - x_j \geq k) \leq P_{\Lambda, \beta}(x_i - x_j \geq k - 1) \sum_{\gamma \in \Gamma_{i,j}} e^{-\beta|\gamma|}. \quad (29)$$

*Hence, we have the inequality*

$$P_{\Lambda, \beta}(x_i - x_j \geq k) \leq \left(\sum_{\gamma \in \Gamma_{i,j}} e^{-\beta|\gamma|}\right)^k. \quad (30)$$

**Proof** Given an edge $[l, m] \in E_\Lambda$ and $x \in \Omega_{i,j}$, Formula (26) implies

$$(x_l - x_m)^2 = (|F_{i,j}(x)(l) - F_{i,j}(x)(m)| + 1_{[l, m]^{*} \in \gamma_{i,j}(x)}})^2 \geq (F_{i,j}(x)(l) - F_{i,j}(x)(m))^2 + 1_{[l, m]^{*} \in \gamma_{i,j}(x)}}. \quad (31)$$

Summing over $[l, m] \in E_\Lambda$ in (31) yields (27).

Let $\gamma \in \Gamma_{i,j}$. Note that $F_{i,j}$ restricted to $\{x_i - x_j \geq k, \gamma_{i,j}(x) = \gamma\}$ maps one-to-one into $\{x_i - x_j \geq k - 1\}$ with the inverse $x \mapsto (x_j + 1_{L_i(\gamma)}(l) - x_0 - 1_{L_i(\gamma)(0)}(l))_{l \in \Lambda}$. By plugging Formula (27) into the definition of $P_{\Lambda, \beta}$ we obtain claim (28) as follows:

$$P_{\Lambda, \beta}(x_i - x_j \geq k, \gamma_{i,j}(x) = \gamma) = \frac{1}{Z_{\Lambda, \beta}} \sum_{x_i - x_j \geq k, \gamma_{i,j}(x) = \gamma} e^{-\beta H_{\Lambda}(x)}$$

$$\leq \frac{1}{Z_{\Lambda, \beta}} \sum_{x_i - x_j \geq k, \gamma_{i,j}(x) = \gamma} e^{-\beta|\gamma|} e^{-\beta H_{\Lambda}(F_{i,j}(x))}$$

$$= e^{-\beta|\gamma|} P_{\Lambda, \beta}(F_{i,j}(\{x_i - x_j \geq k, \gamma_{i,j}(x) = \gamma\}))$$

$$\leq e^{-\beta|\gamma|} P_{\Lambda, \beta}(x_i - x_j \geq k - 1). \quad (32)$$
Summing this over $\gamma \in \Gamma_{i,j}$ yields (29). The last claim (30) follows by iterating (29). \qed

In the following, $\Lambda \in \mathbb{Z}^2$ means that $\Lambda$ is an $N \times N$ box of length $N \geq 4$ with periodic boundary conditions containing the origin.

**Proposition 6** (Counting contours) Given $\Lambda \in \mathbb{Z}^2$, let $i, j \in \Lambda$ with $i \neq j$ and $\ell \in \mathbb{N}$. The number of contours/pairs of contours in $\Gamma_{i,j}$ of length $\ell$ is bounded by

$$|\{\gamma \in \Gamma_{i,j} : |\gamma| = \ell\}| \leq 3\ell^2 3^\ell. \quad (33)$$

For all $\beta \geq \log 6$ and $k \in \mathbb{N}$ we have

$$\sup_{\Lambda \in \mathbb{Z}^2} \sup_{i,j \in \Lambda} P_{\Lambda,i,j}(|x_i - x_j| \geq k) \leq 2\psi(\beta)^k, \quad (34)$$

where $\psi(\beta) := 480(3e^{-\beta})^4$.

**Proof** The number of connected cycles (Case 1 above) is, as in the Ising model case (see [5]), bounded by $\frac{2}{3}\ell 3^\ell$, for all $\ell \geq 4$. We note that the number of winding pairs $\gamma_+ \cup \gamma_-$ (Case 2 above) is non-null only if their total length $\ell$ is larger or equal to twice the box length $N$ (at least one $N$ for each contour $\gamma_\pm$). Moreover, it is bounded by $(2N)^2 \cdot 4^2 \cdot 3^{\ell-2}$. One can see this as follows: each contour $\gamma_+$ and $\gamma_-$ meets the $x$-axis or $y$-axis on the torus in at least one point ($\leq (2N)^2$ choices). Starting from this point, there are four choices for the next step ($4^2$ choices together). For the remaining $\ell - 2$ steps, starting with $\gamma_+$, there are at most 3 choices per step, finishing $\gamma_+$ and starting with $\gamma_-$ as soon as the path becomes closed. Altogether, this means

$$|\{\gamma \in \Gamma_{i,j} : |\gamma| = \ell\}| \leq \frac{2}{3}\ell 3^\ell + 1\{\ell \geq 2N\} 64N^2 3^{\ell-2} \leq 3\ell^2 3^\ell. \quad (35)$$

Take $\beta \geq \log 6$, which means $3e^{-\beta} \leq \frac{1}{2}$. Summing over $\ell \geq 4$, one obtains

$$\sum_{\gamma \in \Gamma_{i,j}} e^{-\beta|\gamma|} \leq \sum_{\ell \geq 4} e^{-\beta\ell} |\{\gamma \in \Gamma_{i,j} : |\gamma| = \ell\}| \leq 3 \sum_{\ell \geq 4} \ell^2 (3e^{-\beta})^\ell \leq 480(3e^{-\beta})^4, \quad (36)$$

where we have used $\sum_{\ell=4}^{\infty} 3\ell^2 z^\ell = 3z^4(9z^2 - 23z + 16)(1 - z)^{-3} \leq 480z^4$ for $0 \leq z \leq 1/2$. We haven’t tried to optimize the constant.

Using first that $P_{\Lambda,i,j}$ is symmetric with respect to the reflection $x \mapsto -x$, and then inequality (30) we conclude for $k \in \mathbb{N}$

$$\sup_{\Lambda \in \mathbb{Z}^2} \sup_{i,j \in \Lambda} P_{\Lambda,i,j}(|x_i - x_j| \geq k) \leq 2 \sup_{\Lambda \in \mathbb{Z}^2} \sup_{i,j \in \Lambda} P_{\Lambda,i,j}(x_i - x_j \geq k) \leq 2 \sup_{\Lambda \in \mathbb{Z}^2} \sup_{i,j \in \Lambda} \left( \sum_{\gamma \in \Gamma_{i,j}} e^{-\beta|\gamma|} \right)^k \leq 2\psi(\beta)^k. \quad (37)$$

For $i, j \in \Lambda$ we define the observable $O_{i,j} : \Omega^A_{\Lambda} \rightarrow \mathbb{R},$

$$O_{i,j}(x) = (x_i - x_j)^2. \quad (38)$$
Corollary 7 (Spontaneous breaking of the internal $\mathbb{Z}^1$ symmetry) For all $\beta \geq 3$ one has

$$\sup_{\Lambda \subseteq \mathbb{Z}^2} \sup_{i, j \in \Lambda} E_{\Lambda, \beta}[O_{i, j}(x)] \leq M_\beta := \frac{2\varphi(\beta)(1 + \varphi(\beta))}{(1 - \varphi(\beta))^3}. \quad (39)$$

The bound $M_\beta$ is asymptotically equivalent to $2\varphi(\beta) = 960(3e^{-\beta})^4$ as $\beta \to \infty$. In particular,

$$\lim_{\beta \to \infty} \beta M_\beta = 0. \quad (40)$$

Proof Let $\Lambda \subseteq \mathbb{Z}^2$ and $i, j \in \Lambda$. For all $\beta \geq 3$ one has $\varphi(\beta) < 1$ and we obtain

$$0 \leq E_{\Lambda, \beta}[O_{i, j}(x)] = \sum_{n \in \mathbb{N}} n^2 P_{\Lambda, \beta}(|x_i - x_j| = n) \leq \sum_{n \in \mathbb{N}} n^2 P_{\Lambda, \beta}(|x_i - x_j| \geq n) \leq 2 \sum_{n \in \mathbb{N}} n^2 \varphi(\beta)^n = \frac{2\varphi(\beta)(1 + \varphi(\beta))}{(1 - \varphi(\beta))^3} = M_\beta < \infty. \quad (41)$$

Since $\varphi$ neither depends on $i, j$, nor on $\Lambda$, the above estimates imply the desired conclusion (39). \qed

4 Main Result

For $i, j \in \Lambda$ define the observable $U_{ij} : \mathbb{R}^\Lambda \to \mathbb{R}$ by

$$U_{ij}(k) := \sum_{\ell \in \Lambda} (G_{i\ell} - G_{j\ell}) k_\ell. \quad (42)$$

We interpret $\sum_{\ell \in \Lambda} G_{i\ell} k_\ell$ as the electric potential at location $i$ of a charge distribution encoded by $(k_\ell)_{\ell \in \Lambda}$. In this interpretation, $U_{ij}$ encodes the voltage between $i$ and $j$. We remark that the thermodynamic limit of the potential kernel $G_{ii} - G_{ij}$ is well-defined cf. Theorem 1.6.1 in [12]. Since $G_{ii} - G_{ij} \sim C \log|i - j|$ in the double limit $\Lambda \uparrow \mathbb{Z}^2$ and then $|i - j| \to \infty$, the following result states that the variance of the energy cost of transporting a unit charge from $i$ to $j$ asymptotically behaves like $c(\beta^*)^{-1} \log|i - j|$, for some positive constants $C, c$.

Theorem 8 (Variance of voltages in a lattice Coulomb gas) For all $N \times N$ boxes $\Lambda \ni 0$ of length $N \geq 4$ with periodic boundary conditions, all $i, j \in \Lambda$, and all $\beta^* \leq \frac{1}{12}$ one has

$$\frac{4}{\beta^*} (G_{ii} - G_{ij}) - \frac{4}{(\beta^*)^2} M_{(4\beta^*)^{-1}} \leq \text{var}^*_{\Lambda, \beta^*}(U_{ij}) \leq E^*_{\Lambda, \beta^*}[U^2_{ij}] \leq \frac{4}{\beta^*} (G_{ii} - G_{ij}), \quad (43)$$

where $E^*_{\Lambda, \beta^*}$ and $\text{var}^*_{\Lambda, \beta^*}$ denote the expectation and the variance with respect to $P^*_{\Lambda, \beta^*}$, respectively. As a consequence, we obtain the following asymptotic equivalence

$$E^*_{\Lambda, \beta^*}[U^2_{ij}] \sim \frac{4}{\beta^*} (G_{ii} - G_{ij}) \quad \text{as} \quad \beta^* \to 0. \quad (44)$$
Moreover, by translation invariance \((G_{ii}^*)^{-1} \geq 3\). Given \(i, j \in \Lambda\) let \(h(x) = O_{i,j}(x)e^{-\beta H_A(x)}\). Using Formula (11) with \(n = |\Lambda| - 1\) and \(A = -\beta \Delta_{\Omega^c}^{r}\) we obtain its Fourier transform at \(k \in \mathbb{R}^\Lambda\)

\[
\hat{h}(k) = \int_{\Omega^R_\Lambda} e^{-ik \cdot x} O_{i,j}(x)e^{-\beta H_A(x)} dx = -\left(\frac{\partial_{ki} - \partial_{kj}}{\beta}\right)^2 \int_{\Omega^R_\Lambda} e^{-ik \cdot x} e^{-\beta H_A(x)} dx
\]

Applying the Poisson summation Formula (10) again, we obtain that

\[
\sum_{x \in \Omega_\Lambda} O_{i,j}(x)e^{-\beta H_A(x)} = -\left(\frac{\pi}{\beta}\right)^\frac{|\Lambda|-1}{2} \det(-\Delta_{\Omega^c}^{r})^{-\frac{1}{2}}(\partial_{ki} - \partial_{kj})^2 e^{\beta^* k^r_i (\Delta_{\Omega^c}^{r})^{-1} k_{0r}}. \tag{45}
\]

According to Corollary 4, the expression \(e^{\beta^* k^r_i (\Delta_{\Omega^c}^{r})^{-1} k_{0r}}\) coincides with \(e^{-\frac{\beta^*}{\Delta^r}k^r G_k}\) for \(k \in K_\Lambda\). Consequently, all directional derivatives of these two quantities in directions of the hyperplane \(K_\Lambda\) coincide as well. In particular, all \(\partial_{ki} - \partial_{kj}\) are such directional derivatives. Using this in (46) and plugging in the formula for the partition sum (20), we calculate

\[
E_{\Lambda, \beta}[O_{i,j}] = \frac{1}{Z_{\Lambda, \beta}} \sum_{x \in \Omega_\Lambda} O_{i,j}(x)e^{-\beta H_A(x)}
\]

\[
= -\frac{1}{Z_{\Lambda, \beta^*}} \sum_{k \in \Omega^*_\Lambda} (\partial_{ki} - \partial_{kj})^2 e^{\beta^* k^r_i (\Delta_{\Omega^c}^{r})^{-1} k_{0r}}
\]

\[
= -\frac{1}{Z_{\Lambda, \beta^*}} \sum_{k \in \Omega^*_\Lambda} (\partial_{ki} - \partial_{kj})^2 e^{-\frac{\beta^*}{\Delta^r}k^r G_k}. \tag{47}
\]

Moreover, by translation invariance \((G_{ii} = G_{jj})\) and symmetry \((G_{ij} = G_{ji})\) of \(G\) it follows

\[
(\partial_{ki} - \partial_{kj})^2 e^{-\frac{\beta^*}{\Delta^r}k^r G_k}
\]

\[
= \frac{\beta^*}{4} e^{-\frac{\beta^*}{\Delta^r}k^r G_k} \left[ \frac{\beta^*}{4} \left( \sum_{\ell \in \Lambda} (G_{i\ell} + G_{\ell i} - G_{j\ell} - G_{\ell j}) k_{\ell} \right)^2 - 2(G_{ii} + G_{jj} - G_{ij} - G_{ji}) \right]
\]

\[
= e^{-\frac{\beta^*}{\Delta^r}k^r G_k} \left( \frac{\beta^*}{4} U_{ij}^2(k) - \beta^*(G_{ii} - G_{ij}) \right). \tag{48}
\]

Putting (39), (47) and (48) together yields

\[
0 \leq -\frac{1}{Z_{\Lambda, \beta^*}} \sum_{k \in \Omega^*_\Lambda} e^{-\frac{\beta^*}{\Delta^r}k^r G_k} \left( \frac{\beta^*}{4} U_{ij}^2(k) - \beta^*(G_{ii} - G_{ij}) \right)
\]

\[
\leq M_{\beta} = M_{(4\beta^*)^{-1}}, \tag{49}
\]

or equivalently,

\[
0 \geq E_{\Lambda, \beta^*}[U_{ij}^2] - \frac{4}{\beta^*} (G_{ii} - G_{ij}) \geq -\frac{4}{(\beta^*)^2} M_{(4\beta^*)^{-1}}. \tag{50}
\]
This implies the desired conclusion (43), taking into account that $E^*_{\Lambda, \beta}[U_{ij}] = 0$ by translation invariance.

\section*{5 Discussion}

In this section we compare the main result of this paper with results on Debye screening in three dimensions by Brydges [2] and Brydges-Federbush [3] and results on two-dimensional abelian spin systems and the Coulomb gas by Fröhlich and Spencer [6].

As is mentioned in [6], their Theorem A in Sect. 1.3 also applies for the discrete Gaussian model in the special case of weights equal to 1 on the integers. More precisely, it applies to the \textit{large} temperature regime in the discrete Gaussian model, because the sine-Gordon transformation used there inverts the temperature, so that their $\beta$ plays the role of the temperature. The lower bound for the high-temperature regime in Formula (1.20) in [6] should be seen in contrast to our bound (39) in the low-temperature regime. The former provides a lower bound which increases logarithmically with distance, while the latter states an upper bound which is uniform in the distance. This illustrates a difference between the high- and low-temperature phases in the two-dimensional discrete Gaussian model. Fröhlich and Spencer [6] use another way of dualizing the discrete Gaussian model, obtaining the Villain model. In contrast to the discrete Coulomb gas, it deals with continuous angle variables and thus their Theorems C-E cannot be directly compared to our results.

As was mentioned in the introduction of [6], “the Coulomb gas has a high temperature, low density plasma phase characterized by exponential Debye screening”. This was examined in three space dimensions in several papers, in particular, by Brydges in [2] and Brydges-Federbush in [3]. More precisely, they prove a decay of correlations for observables depending only on the charge particle configuration on compact regions, which is exponential in the distance between these regions. The voltage $U_{ij}$ examined in this paper is not an observable in this class, because it does not only depend on the charge configuration close to $i$ and $j$, but on the whole charge configuration. In this sense, it is not a local observable. Theorem 8 above shows that in the high temperature regime of the two-dimensional lattice Coulomb gas the variance of $U_{ij}$ increases logarithmically in the distance $|i - j|$. We find this an interesting observation, which complements the previously mentioned results on Debye screening. In view of phase transitions, it remains an interesting open problem to study the voltage $U_{ij}$ also in the low-temperature regime.
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