COMPTON SCATTERING OFF PIONS AND ELECTROMAGNETIC POLARIZABILITIES
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The electric ($\alpha_{e}$) and magnetic ($\beta_{e}$) Compton polarizabilities of both the charged and the neutral pion are of fundamental interest in the low-energy sector of quantum chromodynamics (QCD). Pion polarizabilities affect the shape of the $\gamma\pi \rightarrow \gamma\pi$ Compton scattering angular distribution at back scattering angles and $\gamma\gamma \rightarrow \pi\pi$ absolute cross sections. Theory derivations are given of the $\gamma\pi \rightarrow \gamma\pi$ Compton scattering differential cross section, dispersion relations, and sum rules in terms of the polarizabilities. We review experimental charged and neutral polarizability studies and theoretical predictions. The $\pi^0$ polarizabilities were deduced from DESY Crystal Ball $\gamma\gamma \rightarrow \pi^0\pi^0$ data, but with large uncertainties. The charged pion polarizabilities were deduced most recently from (1) radiative pion Primakoff scattering $\pi^-Z \rightarrow \pi^-Z\gamma$ at CERN COMPASS, (2) two-photon pion pair production $\gamma\gamma \rightarrow \pi^+\pi^-$ at SLAC Mark II, and (3) radiative pion photoproduction $\gamma p \rightarrow \gamma\pi^+n$ from the proton at MAMI in Mainz. A stringent test of chiral perturbation theory (ChPT) is possible based on comparisons of precision experimental charged pion polarizabilities with ChPT predictions. Only the CERN COMPASS charged pion polarization measurement has acceptably small uncertainties. Its value $\alpha_{e\pm} - \beta_{e\pm} = (4.0 \pm 1.8) \times 10^{-4} \text{ fm}^3$ agrees well with the two-loop ChPT prediction $\alpha_{e\pm} - \beta_{e\pm} = (5.7 \pm 1.0) \times 10^{-4} \text{ fm}^3$, strengthening the identification of the pion with the Goldstone boson of chiral symmetry breaking in QCD.
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1. Introduction

The pion is the lightest strongly interacting composite particle [1]. It belongs to the lowest-lying pseudoscalar meson octet and is believed to be one of the Goldstone bosons associated with spontaneously broken chiral symmetry. The electric ($\alpha_\pi$) and magnetic ($\beta_\pi$) Compton polarizabilities of both the charged and the neutral pion are of fundamental interest in the low-energy sector of quantum chromodynamics (QCD). Pion polarizabilities affect the shape of the $\gamma\pi$ Compton scattering angular distribution. The polarizability dipole moments are induced during the Compton scattering process via the interaction of the $\gamma$'s electromagnetic field with the quark substructure of the pion. In particular, $\alpha_\pi$ is the proportionality constant between the electric field and the induced electric dipole moment, while $\beta_\pi$ is similarly related to the magnetic field and the induced magnetic dipole moment [2–7]. A systematic method of incorporating the conditions imposed by chiral symmetry and its spontaneous breakdown in QCD is provided by chiral perturbation theory (ChPT), which, therefore, is expected to successfully describe the electromagnetic interactions of pions in the low-energy regime. A stringent test of ChPT is possible by comparing the experimental charged-pion polarizabilities with the ChPT two-loop predictions $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = (5.7 \pm 1.0) \times 10^{-4} \text{fm}^3$ and $\alpha_{\pi^\pm} + \beta_{\pi^\pm} = 0.16 \times 10^{-4} \text{fm}^3$ [8].

We review experimental and theoretical polarizability studies. After discussing Thomson scattering and the concept of electromagnetic polarizabilities at the classical level, we provide a nonrelativistic quantum-mechanical description of Compton scattering for both point particles and composite systems. The latter will allow us to establish the impact of electromagnetic polarizabilities on the differential Compton scattering cross section. We then turn to the discussion of the (virtual) Compton tensor in relativistic quantum field theory, with particular emphasis on the role of gauge invariance, crossing symmetry, and the discrete symmetries. After deriving the low-energy behavior of the Compton tensor, we consider dispersion relations and sum rules for the Compton scattering process. Subsequently, we describe how ChPT uses a systematic QCD-based effective Lagrangian to establish relationships between different processes in terms of a common set of physical (renormalized) parameters. Thereby, in this framework, via a perturbative derivative and quark-mass expansion of the Lagrangian limited to $O(p^4)$, radiative pion beta-decay data is used to make a firm one-loop prediction of the charged-pion polarizabilities. Subsequent two-loop corrections at $O(p^6)$ are also described. We review the determination of neutral pion polarizabilities from $\gamma\gamma \rightarrow \pi^0\pi^0$ data. The combination $\alpha_{\pi^\pm} - \beta_{\pi^\pm}$ for charged pions was most recently measured by: (1) CERN COMPASS via radiative pion Primakoff scattering (bremsstrahlung of 190 GeV/c negative pions) in the nuclear Coulomb field, $\pi^- Z \rightarrow \pi^- Z\gamma$ [9], (2) SLAC PEP Mark II via two-photon production of pion pairs, $\gamma\gamma \rightarrow \pi^+\pi^-$, via the $e^+e^- \rightarrow e^+e^-\pi^+\pi^-$ reaction, focusing on events below $M_{\pi^+\pi^-} = 0.5 \text{ GeV}/c^2$ [10], and (3) Mainz Microtron via radiative pion photoproduction from the proton, $\gamma p \rightarrow \gamma \pi^+ n$, via events in which the incident $\gamma$ ray is scattered off an off-shell pion [11]. We describe a planned JLab polarizability...
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The electromagnetic polarizabilities of pions can be determined experimentally via Primakoff scattering of high-energy $\gamma$'s in the nuclear Coulomb field leading to two-photon fusion production of pion pairs, $\gamma\gamma \rightarrow \pi\pi$ [12]. The COMPASS data are equivalent to $\gamma\pi \rightarrow \gamma\pi$ Compton scattering for laboratory $\gamma$ having momenta of order 1 GeV/$c$ incident on a target pion at rest. In the reference frame of this target pion, the cross section is sensitive to $\alpha_{\pi^+} - \beta_{\pi^+}$ at backward angles of the scattered $\gamma$'s. To date, only the COMPASS polarizability measurement has acceptably small uncertainties. Its value $\alpha_{\pi^+} - \beta_{\pi^+} = (4.0 \pm 1.8) \times 10^{-4}$ fm$^3$ agrees well with the two-loop ChPT prediction $\alpha_{\pi^+} - \beta_{\pi^+} = (5.7 \pm 1.0) \times 10^{-4}$ fm$^3$, strengthening the identification of the pion with the Goldstone boson of QCD. Finally, in the appendix, we also give an outlook to the concept of generalized polarizabilities.

2. Classical Description

Compton scattering at low energies provides a tool for extracting the electromagnetic polarizabilities of particles. These quantities provide information on the structure of composite particles beyond their static properties, such as mass, charge, and magnetic moment [2–7]. Before addressing the quantum-mechanical description of the scattering process, we will have a look at the scattering off free charged particles in the framework of classical electrodynamics [13]. Any consistent description of Compton scattering in the quantum regime should result in the Thomson formula in the low-energy limit [14–16].

2.1. The classical Thomson formula

Let us consider an incident monochromatic electromagnetic plane wave with wave vector $\vec{q} = q \hat{e}_z$, $q = |\vec{q}|$, and polarization vector $\vec{c}$,

$$\vec{E}(t, \vec{r}) = E_0 \cos(qz - \omega t) \hat{c}, \quad \omega = cq, \quad \hat{e}_z \cdot \hat{c} = 0,$$

$$\vec{B} = \hat{e}_z \times \vec{E}. \quad (1)$$

The force acting on a point particle with mass $M$ and charge $q$ at the position $\vec{r}$ is given by the Lorentz force equation [13]

$$M \frac{d^2 \vec{r}}{dt^2} = \vec{F} = q \left( \vec{E} + \frac{\vec{v}}{c} \times \vec{B} \right). \quad (2)$$

The electromagnetic fields induce an acceleration of the charged particle, which is then responsible for producing an outgoing scattering wave. We assume that the velocity $v = |\vec{v}|$ of the charged particle, induced by the incident electromagnetic wave, is negligible in comparison with the speed of light, i.e., $v \ll c$. Furthermore, the displacement of the charge from the origin is always assumed to be negligible in comparison with the wave length, i.e., $|\vec{q}| |\vec{r}| \ll 1$. With these assumptions we

---

*In this section, we make use of Gaussian units, where the fine-structure constant is given by $\alpha = e^2/(\hbar c) \approx 1/137.$*
obtain a differential equation for the electric dipole moment $\vec{d} = q\vec{r}$ with respect to the origin,

$$
\ddot{\vec{d}} = \frac{q^2}{M} E_0 \cos(\omega t) \vec{\varepsilon}.
$$

(3)

At $\vec{R} = R\hat{n}$ far away from the oscillating charge, the dipole radiation resulting from $\ddot{\vec{d}}$ is given by \cite{13}

$$
\vec{B}'(t, \vec{R}) = \frac{1}{c^2 R} \ddot{\vec{d}} \times \hat{n},
\quad
\vec{E}'(t, \vec{R}) = \vec{B}' \times \hat{n}.
$$

For the scattering cross section we need the Poynting vectors of the incident and the scattered waves, respectively,

$$
\vec{S} = \frac{c}{4\pi} \vec{E} \times \vec{B} = \frac{c}{4\pi} E_0^2 \cos^2(qz - \omega t) \hat{e}_z,
$$

(4)

$$
\vec{S}' = \frac{c}{4\pi} \vec{E}' \times \vec{B}' = \frac{1}{4\pi c^3 R^2} \left( \ddot{\vec{d}} \times \hat{n} \right)^2 \hat{n}.
$$

(5)

Using Eqs. (1) and (3), the corresponding time averages, with $T = 2\pi/\omega$, are given by

$$
\langle \vec{S} \rangle = \frac{c}{T} \int_0^T dt \vec{S}(t) = \frac{c}{8\pi} E_0^2 \hat{e}_z,
$$

$$
\langle \vec{S}' \rangle = \frac{c}{8\pi} E_0^2 \frac{1}{R^2} \left( \frac{q^2}{Mc^2} \right)^2 (\vec{\varepsilon} \times \hat{n})^2 \hat{n}.
$$

The cross section differential is defined as

$$
d\sigma = \frac{\text{Energy radiated in the solid angle } d\Omega/\text{unit time}}{\text{Incident energy/\text{unit area}/\text{unit time}}} = \frac{\langle \vec{S}' \rangle \cdot d\vec{a}}{|\langle \vec{S} \rangle|}.
$$

Making use of $d\vec{a} = R^2 \dot{\hat{n}} d\Omega$, we obtain

$$
\frac{d\sigma}{d\Omega} = \left( \frac{q^2}{Mc^2} \right)^2 (\vec{\varepsilon} \times \hat{n})^2.
$$

The differential cross section does not depend on the frequency of the electromagnetic wave.

Let $\vartheta$ denote the angle between $\hat{n}$ and $\vec{\varepsilon}$ such that $(\vec{\varepsilon} \times \hat{n})^2 = \sin^2(\vartheta)$. In order to determine the total cross section, we choose a Cartesian coordinate frame with $\hat{e}_3 = \vec{\varepsilon}$ and make use of polar coordinates,

$$
\int_0^{2\pi} d\varphi \int_0^{\pi} d\vartheta \sin^3(\vartheta) = \frac{8\pi}{3}.
$$

The total cross section, obtained by integrating over the entire solid angle, results in the classical Thomson cross section denoted by $\sigma_T$,

$$
\sigma_T = \frac{8\pi}{3} \frac{q^4}{M^2 c^4}.
$$

(6)

Numerical values of the Thomson cross section for the electron, charged pion, and the proton are shown in Table II.
2.2. Electromagnetic polarizabilities

The phenomenon of electric polarization is well-known from the electrostatics of macroscopic media. Given a collection of atoms or molecules, the application of an external electric field may lead to three different types of polarization [17]. In the first case, the so-called electronic polarization, the negative cloud of electrons is shifted in the direction of the field and the positive atomic nucleus is shifted opposite to the direction of the field. In the case of orientation polarization, preexisting but initially randomly oriented permanent dipole moments are lined up by the applied field. Finally, in the case of ionic polarization, the ions of an ionic crystal are shifted by the electric field. In anisotropic materials, even though the polarization still depends linearly on the field, its direction is not necessarily parallel to the applied field but is determined in terms of a polarizability tensor of second rank.

In the first of the above cases, the electric polarizability $\alpha_E$ of a system is simply the constant of proportionality between the applied static and uniform field $\vec{E}$ and the induced electric dipole moment $\vec{d}$,

$$\vec{d} = \alpha_E \vec{E}. \quad (7)$$

A simple and pedagogical example for illustrating the concept of an electric polarizability is a system of two harmonically bound point particles of masses $m_1$ and $m_2$ with charges $q_1$ and $q_2$. Introducing center-of-mass coordinates and relative coordinates as

$$\vec{R} = \frac{m_1}{m_1 + m_2} \vec{r}_1 + \frac{m_2}{m_1 + m_2} \vec{r}_2, \quad \vec{r} = \vec{r}_1 - \vec{r}_2, \quad (8)$$

$$\vec{P} = M \dot{\vec{R}}, \quad \vec{p} = \mu \vec{r} = \frac{m_2 \vec{p}_1 - m_1 \vec{p}_2}{M}, \quad (9)$$

$$M = m_1 + m_2, \quad \mu = \frac{m_1 m_2}{m_1 + m_2}, \quad (10)$$

the Hamiltonian can be written as

$$H = \frac{\vec{P}_1^2}{2m_1} + \frac{\vec{P}_2^2}{2m_2} + \frac{\mu \omega_0^2}{2} (\vec{r}_1 - \vec{r}_2)^2 = \frac{\vec{P}_2^2}{2M} + \frac{\vec{p}^2}{2\mu} + \frac{\mu \omega_0^2}{2} \vec{r}^2, \quad (11)$$

where we neglect the Coulomb interaction between the charges. If a static and uniform external electric field

$$\vec{E} = E \hat{e}_z$$

Table 1. Thomson cross section $\sigma_T$ for the electron, charged pion, and the proton.

| Particle | $\sigma_T$ |
|----------|------------|
| Electron | 0.665 barn |
| Pion     | 8.84 $\mu$barn |
| Proton   | 197 nbarn  |
is applied to this system, the equilibrium position in the center-of-mass frame, \( \vec{R} = \vec{0} \), is determined by

\[
\mu \ddot{z} = -\mu \omega_0^2 z + \tilde{q}E = 0, \quad \tilde{q} = \frac{m_2}{M} q_1 - \frac{m_1}{M} q_2,
\]

leading to the solution

\[
z_0 = \frac{\tilde{q}E}{\mu \omega_0^2}.
\]

Using

\[
\vec{d} = q_1 \vec{r}_1 + q_2 \vec{r}_2 = q_1 \frac{m_2 z_0}{M} \hat{e}_z - q_2 \frac{m_1 z_0}{M} \hat{e}_z = \tilde{q} z_0 \hat{e}_z
\]

in combination with Eq. (7) for the induced intrinsic dipole moment,

\[
\vec{d} = \alpha_E E \hat{e}_z,
\]

the electric polarizability \( \alpha_E \) is proportional to the inverse of the spring constant \( C = \mu \omega_0^2 \),

\[
\alpha_E = \frac{\tilde{q}^2}{\mu \omega_0^2}, \quad (12)
\]

i.e., it is a measure of the stiffness or rigidity of the system \([3]\). In order to obtain an order-of-magnitude estimate for \( \alpha_E^+ \), let us insert \( M = M_{\pi^+} = 140 \) MeV, \( m_1 = m_2 = \frac{M}{2} \), \( q_1 = \frac{2}{3} e \) for the up quark, \( q_2 = \frac{1}{3} e \) for the down antiquark, and \( \hbar \omega_0 = 500 \) MeV as a typical hadronic excitation energy into Eq. (12),

\[
\alpha_E^+ = \frac{e^2}{36} \frac{2}{M} \frac{1}{\omega_0^2} = \frac{1}{18} \frac{e^2}{c^2} \frac{(hc)^3}{M^2} \frac{1}{(\hbar \omega_0)^2} = 0.89 \times 10^{-4} \text{ fm}^3. \quad (13)
\]

This result is by a factor of three smaller than the experimental result \([4]\).

The potential energy associated with the induced electric dipole moment reads

\[
V_E = -\frac{1}{2} \alpha_E E^2 = -\frac{1}{2} \vec{d} \cdot \vec{E}, \quad (14)
\]

where the factor \( \frac{1}{2} \) results from the interaction of an induced rather than a permanent electric dipole moment with the external field.

Similarly, the potential of an induced magnetic dipole, \( \vec{m} = \beta_M \vec{B} \), is given by

\[
V_M = -\frac{1}{2} \beta_M \vec{B}^2 = -\frac{1}{2} \vec{m} \cdot \vec{B}. \quad (15)
\]

The magnetic polarizability \( \beta_M \) receives contributions from two mechanisms. If the fundamental constituents of the system themselves possess intrinsic magnetic dipole moments, they tend to align in the direction of the applied field, producing a positive (paramagnetic) effect. On the other hand, by Lenz’s law, an applied field induces currents which produce an induced magnetic moment opposite to this

\[\text{bIn fact, using } \hbar \omega_0 = 300 \text{ MeV yields } \alpha_E^+ = 2.47 \times 10^{-4} \text{ fm}^3, \text{ surprisingly close to the experimental result.} \]
field, yielding a negative (diamagnetic) effect. Classically, the second effect can be estimated in terms of the system of Eq. (11) via turning on a uniform magnetizing field $\vec{B} = B(t) \hat{e}_z$ [18]. The changing magnetic field leads via Faraday’s law,

$$\vec{\nabla} \times \vec{E} = -\frac{1}{c} \frac{\partial \vec{B}}{\partial t},$$

to a circulating electric field $\vec{E} = E(\rho,t) \hat{e}_\phi$, which we determine by applying Stokes’s theorem,

$$\int_S (\vec{\nabla} \times \vec{E}) \cdot d\vec{a} = \oint_C \vec{E} \cdot d\vec{l}.$$  

By considering a closed circle of radius $\rho$ in the $(x,y)$ plane concentric with the origin, we obtain

$$2\pi \rho E(\rho,t) = -\frac{1}{c} \frac{d}{dt} \left[ \pi \rho^2 B(t) \right],$$

resulting in

$$E = -\frac{\rho}{2c} \frac{d B}{d t}.$$  

(16)

We assume that the center-of-mass of the two-particle system is at the origin and that the relative motion takes place in the $(x,y)$ plane, i.e., $\vec{r} = \rho \hat{e}_\rho$. For each particle, the electric field results in a torque, generating a change of the relative angular momentum,

$$\frac{d\vec{l}}{dt} = \vec{r}_1 \times \vec{F}(t,\vec{r}_1) + \vec{r}_2 \times \vec{F}(t,\vec{r}_2) = q_1 \frac{m_2}{M} \vec{r} \times \vec{E}\left( t, \frac{m_2}{M} \vec{r} \right) - q_2 \frac{m_1}{M} \vec{r} \times \vec{E}\left( t, -\frac{m_1}{M} \vec{r} \right)$$

$$= -\left( q_1 \frac{m_2}{M^2} + q_2 \frac{m_1}{M^2} \right) \frac{\rho^2}{2c} \frac{d B}{d t} \hat{e}_z.$$  

(17)

Integrating with respect to time from zero field, results in an extra angular momentum

$$\Delta \vec{l} = \Delta \vec{l}_1 + \Delta \vec{l}_2 = -\left( q_1 \frac{m_2^2}{M^2} + q_2 \frac{m_1^2}{M^2} \right) \frac{\rho^2}{2c} B \hat{e}_z,$$

(18)

producing an additional orbital magnetic moment

$$\Delta \vec{m} = \frac{q_1}{2cm_1} \Delta \vec{l}_1 + \frac{q_2}{2cm_2} \Delta \vec{l}_2 = -\frac{\rho^2}{4c^2 \mu M^3} \left( q_1^2 m_2^3 + q_2^2 m_1^3 \right) B \hat{e}_z = \beta^\text{dia}_M B \hat{e}_z.$$  

(19)

According to Lenz’s law, the added moment is indeed opposite to the magnetic field. For an order-of-magnitude estimate of the diamagnetic contribution to the magnetic polarizability of the charged pion, we make use of the same parameters as in the estimate for the electric polarizability. Furthermore, we replace $\rho^2$ by $\frac{2}{3} \bar{r}_E^2$, where $\bar{r}_E^2$ is the mean-square charge radius. Inserting the empirical value $\bar{r}_E^2 = 0.452 \text{ fm}^2$ [1], one obtains

$$\beta^+_M = -\frac{2}{3} \bar{r}_E^2 \frac{1}{4e^2} \frac{1}{M} \frac{5}{9} e^2 = -\frac{5}{54} \frac{e^2}{16c} \frac{\hbar r_E^2}{M} \frac{e^2}{c^2} = -4.30 \times 10^{-4} \text{ fm}^3.$$  

(20)
This result is roughly a factor 2 times the empirical result.

Polarizabilities are better known as associated with the Rayleigh scattering cross section of sunlight photons on atomic electrons in atmospheric N$_2$ and O$_2$. The oscillating electric field of sunlight photons forces the atomic electrons to vibrate. Applying a harmonic electric field in the $x$ direction, $\vec{E}(t) = E_0 \cos(\omega t)\hat{e}_x$, the simple model of the forced oscillator with damping results in

$$\ddot{x} + \gamma \dot{x} + \omega_0^2 x = -\frac{e}{m} E_0 \cos(\omega t). \quad (21)$$

For simplicity, we consider just one oscillator frequency and also neglect the damping \[19\]. For the dipole moment $\vec{d}(t) = -ex(t)\hat{e}_x = d(t)\hat{e}_x$, we obtain from Eq. (21)

$$d(t) = \frac{e^2}{m} \frac{1}{\omega_0^2 - \omega^2} E_0 \cos(\omega t) \quad (22)$$

and, thus, a frequency-dependent electric polarizability

$$\alpha_E(\omega) = \frac{e^2}{m} \frac{1}{\omega_0^2 - \omega^2}. \quad (23)$$

For sufficiently small $\omega$, we obtain $\alpha_E \approx \frac{e^2}{m\omega_0^2}$, with the polarizability independent of the exciting frequency [static polarizability, see Eq. (12)]. The scattering cross section may be obtained from Eqs. (3) and (6) by replacing $q^2/M$ with $-\omega^2 \alpha_E(\omega)$, resulting in the Rayleigh cross section

$$\sigma_R = \frac{8\pi}{3} \frac{\omega^4 \alpha_E^2(\omega)}{c^4} = \frac{8\pi}{3} \frac{1}{\lambda^4} \alpha_E^2(\omega). \quad (24)$$

For scattering of optical wavelengths, the incident photon energies $\hbar \omega$ are in the range 1.6 to 3.2 eV. The low-frequency condition discussed above is then satisfied, this energy being sufficiently small in comparison with typical $\hbar \omega_0$ electronic binding energies of the order of tens of eV. Since the cross section for the scattering of light depends on $\lambda^{-4}$, the intensity of scattered and transmitted sunlight is dominated by blue and red, respectively. Such scattering is denoted by Rayleigh scattering, following Rayleigh’s explanation of blue skies and red sunrises and sunsets.

3. Compton Scattering in Nonrelativistic Quantum Mechanics

3.1. Compton scattering off a charged point particle

3.1.1. Kinematics and notation

The kinematical variables for real Compton scattering (RCS), $\gamma \pi^+ \rightarrow \gamma \pi^+$, are defined in Fig. [1]. The invariance under translations in time results in energy conservation,

$$E_\gamma + E_i = E'_\gamma + E_f, \quad (25)$$
where $E_\gamma = h\omega$ and $E_\gamma' = h\omega'$. Depending on whether one uses a nonrelativistic or a relativistic framework, the energy-momentum relation of the particle is given by

$$E(p) = \frac{p^2}{2M} \quad \text{(nonrelativistic)},$$

$$E(p) = \sqrt{M^2c^4 + p^2c^2} \quad \text{(relativistic)}.$$  

For real photons, the dispersion relation reads

$$\omega(k) = c|k|,$$

where $k$ denotes the wave vector of the photon. Because of translational invariance in space, the total three momentum is conserved,

$$\hbar q + p_i = \hbar q' + p_f. \quad (26)$$

For the description of the RCS amplitude one requires two kinematical variables, e.g., the energy of the initial photon, $E_\gamma = h\omega$, and the scattering angle between the initial photon and the scattered photon, $\cos(\theta) = \hat{q} \cdot \hat{q}'$. Using relativistic kinematics, the energy of the scattered photon in the lab frame ($\vec{p}_i = \vec{0}$) is given by

$$E'_\gamma = \frac{E_\gamma}{1 + \frac{E_\gamma}{M c^2} [1 - \cos(\theta)]} \leq E_\gamma. \quad (27)$$

From Eq. (27) one obtains the well-known result for the wavelength shift of the Compton effect,

$$\Delta \lambda = \lambda' - \lambda = \frac{4\pi \hbar}{Mc^2} \sin^2\left(\frac{\theta}{2}\right),$$

which is independent of the frequency of the photon.

On the other hand, using the nonrelativistic energy-momentum relation results in

$$E'_\gamma = -Mc^2 + E_\gamma \cos(\theta) + Mc^2 \sqrt{1 + 2\frac{E_\gamma}{Mc^2} [1 - \cos(\theta)] - \frac{E_\gamma^2}{M^2c^4} \sin^2(\theta)}. \quad (28)$$
Expanding in powers of $E\gamma / (Mc^2)$, the nonrelativistic expression and the relativistic expression agree up to and including terms of second order,

$$E'_\gamma = E\gamma \left\{ 1 - \frac{E\gamma}{Mc^2} [1 - \cos(\theta)] + \frac{E^2}{M^2c^4} [1 - \cos(\theta)]^2 + \mathcal{O}\left(\frac{E\gamma}{Mc^2}\right)^3 \right\}. \quad (29)$$

### 3.1.2. Hamiltonian

In order to set the stage, we will first discuss, in quite some detail, Compton scattering of real photons off a free point particle of mass $M$ and charge $e > 0$ (proton charge) within the framework of nonrelativistic quantum mechanics. First of all, this will allow us to introduce basic concepts such as gauge invariance, photon-crossing symmetry as well as discrete symmetries. Secondly, the result will define a reference point beyond which the structure of a composite object can be studied. Finally, it will also allow us to discuss later on, where a relativistic description departs from a nonrelativistic treatment.

Consider the Hamiltonian of a single, free point particle of mass $M$ and charge $e > 0$,

$$H_0 = \frac{\vec{p}^2}{2M}. \quad (30)$$

The coupling to the electromagnetic scalar and vector potentials $\Phi(t, \vec{x})$ and $\vec{A}(t, \vec{x})$, respectively, is generated by the well-known minimal-substitution procedure,

$$i\hbar \frac{\partial}{\partial t} \mapsto i\hbar \frac{\partial}{\partial t} - e\Phi(t, \vec{x}), \quad \vec{p} \mapsto \vec{p} - \frac{e}{c} \vec{A}(t, \vec{x}), \quad (31)$$

resulting in the Schrödinger equation

$$i\hbar \frac{\partial \Psi(t, \vec{x})}{\partial t} = H(\Phi + \frac{1}{c} \dot{\chi}, \vec{A} - \nabla \chi) \Psi(t, \vec{x}), \quad (32)$$

where

$$H_1(t) = -e \vec{p} \cdot \vec{A} + \vec{A} \cdot \vec{p} + e\Phi, \quad H_2(t) = \frac{e^2}{2Mc^2} \vec{A}^2. \quad (33)$$

Given a smooth real function $\chi(t, \vec{x})$, gauge invariance of Eq. (32) implies that

$$\Psi(t, \vec{x}) = \exp \left[ -i \frac{e}{\hbar c} \chi(t, \vec{x}) \right] \Psi(t, \vec{x}) \quad (34)$$

is a solution of

$$i\hbar \frac{\partial \Psi'(t, \vec{x})}{\partial t} = H \left( \Phi + \frac{1}{c} \dot{\chi}, \vec{A} - \nabla \chi \right) \Psi'(t, \vec{x}), \quad (35)$$

---

*Except for a few cases, we will use the same symbols for quantum-mechanical operators such as $\vec{p}$ and the corresponding eigenvalue $\tilde{p}$.

*We still use Gaussian units.
provided \( \Psi(t, \vec{x}) \) is a solution of Eq. (32). In other words, Eq. (32) remains invariant under a so-called gauge transformation of the second kind,
\[
\Psi \mapsto \Psi' = \exp \left( -i \frac{e}{\hbar c} \chi \right) \Psi, \quad \Phi \mapsto \Phi' = \Phi + \frac{1}{c} \frac{\partial \chi}{\partial t}, \quad \vec{A} \mapsto \vec{A}' = \vec{A} - \vec{\nabla} \chi.
\] (36)

3.1.3. \( S \) matrix
After introducing the interaction representation,
\[
H^\text{int}(t) = e^{i \frac{\hbar}{c} H_0 t} H^\text{int}(t) e^{-i \frac{\hbar}{c} H_0 t},
\] (37)
the \( S \)-matrix element is obtained by evaluating the Dyson series,
\[
S = \hat{T} \exp \left[ -i \int_{-\infty}^{\infty} dt H_\text{int}^n (t) \right] = 1 + \sum_{k=1}^{\infty} \left( -i \frac{\hbar}{k!} \right)^k \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \cdots \int_{-\infty}^{\infty} dt_k \hat{T} \left[ H_\text{int}^n(t_1) \cdots H_\text{int}^n(t_k) \right],
\] (38)
between \( |i\rangle \equiv |\vec{p}_i; \gamma(\vec{q}, \lambda)\rangle \) and \( |f\rangle \equiv \langle \vec{p}_f; \gamma(\vec{q}', \lambda')| \), where \( \lambda \) and \( \lambda' \) denote the polarizations of the initial and final photons, respectively. In Eq. (38), \( \hat{T} \) refers to the time-ordering operator,
\[
\hat{T} [A(t_1) B(t_2)] = A(t_1) B(t_2) \Theta(t_1 - t_2) + B(t_2) A(t_1) \Theta(t_2 - t_1),
\] (39)
where \( \Theta \) is the Heaviside step function,
\[
\Theta(t) = \begin{cases} 
0 & \text{for } t < 0, \\
1 & \text{for } t \geq 0. 
\end{cases}
\]
The generalization to an arbitrary number of operators is straightforward.

For the quantization of the radiation field in the vacuum, we make use of the Coulomb gauge
\[
\vec{\nabla} \cdot \vec{A} = 0
\]
which then also implies \( \Phi = 0 \). The radiation field is expanded in a Fourier series
\[
\vec{A}(t, \vec{x}) = \sum_{\vec{k}} \sum_{\lambda} \sqrt{\frac{4 \pi \hbar^2}{2 \omega(k)V}} \left( a_\lambda(\vec{k}) c_\lambda^*(\vec{k}) e^{-i(\omega(k)t - \vec{k} \cdot \vec{x})} + a_\lambda^\dagger(\vec{k}) c_\lambda(\vec{k}) e^{i(\omega(k)t - \vec{k} \cdot \vec{x})} \right).
\] (40)
For convenience, we make use of periodic boundary conditions in a box with \( V = L^3 \), resulting in discrete \( \vec{k} \) vectors \( \vec{k} = \frac{2 \pi}{L} (n_x, n_y, n_z) \), \( n_x, n_y, n_z \in \mathbb{Z} \).

\( ^e \)The additional factor of \( \sqrt{4\pi} \) in Eq. (40) is related to the use of Gaussian units in this section.
For linearly polarized photons, $\hat{e}_\lambda(\vec{k}) = \vec{e}_\lambda(\vec{k})$, and the triple $(\vec{k}, \vec{e}_1(\vec{k}), \vec{e}_2(\vec{k}))$ represents a right-handed trihedral. The commutation relations of the annihilation and creation operators read

$$[a_\lambda(\vec{k}), a^\dagger_{\lambda'}(\vec{k}')] = \delta_{\lambda\lambda'} \delta_{\vec{k},\vec{k}'}.$$  \hspace{1cm} (41)

Defining a single-photon state by

$$|\gamma(\vec{q}, \lambda)\rangle = a^\dagger_{\lambda}(\vec{q})|0\rangle,$$

we obtain the following matrix element for the radiation field evaluated between a single-photon state and the vacuum,

$$\langle 0|\hat{A}(t, \vec{x})|\gamma(\vec{q}, \lambda)\rangle = \sqrt{V} \epsilon_{\lambda} \langle \vec{q} | e^{-i\omega(\vec{q})t - i\vec{q}\cdot\vec{x}} \rangle.$$  \hspace{1cm} (42)

Finally, the particle states are normalized as

$$\langle \vec{x}|\vec{p}\rangle = \frac{e^{i\vec{x}\cdot\vec{p}}}{\sqrt{V}},$$

where, in analogy to the photon, we have

$$\vec{p} = \frac{2\pi\hbar}{L} (m_x, m_y, m_z), \quad m_x, m_y, m_z \in \mathbb{Z}.$$

The part of the scattering operator relevant to Compton scattering $[\mathcal{O}(e^2)]$ reads

$$S = -\frac{i}{\hbar} \int_{-\infty}^{\infty} dt H_2^{\text{int}}(t) - \frac{1}{\hbar^2} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \ H_1^{\text{int}}(t_1) H_1^{\text{int}}(t_2) \Theta(t_1 - t_2),$$

where the first term generates the contact-interaction contribution or so-called seagull term\footnote{For simplicity, we omit the arguments of the polarization vectors.}.

$$S_{f_i}^{\text{cont}} = -\frac{i}{\hbar} \frac{e^2}{2MC^2} \int_{-\infty}^{\infty} dt \langle f|e^{i\hat{H}t}\hat{A}(t, \vec{r})e^{-i\hat{H}t}|i\rangle$$

$$= -\frac{i}{\hbar}(2\pi\hbar)\delta(E'_\gamma + E_f - E'_\gamma - E_i)\delta_{\vec{q'}+\vec{q}+\vec{p}\vec{q'}+\vec{q}+\vec{p}_i} \frac{2\pi\hbar c^2}{\sqrt{\omega(\vec{q})\omega(\vec{q'})}} \frac{e^{i\hat{r}\cdot\hat{r'}}}{M^2}. $$  \hspace{1cm} (45)

In order to obtain Eq. (45), one first contracts the photon field operators with the photons in the initial and final states, respectively\footnote{Note the factor of 2 for two contractions.}, then evaluates the time integral, and, finally, makes use of

$$\langle \vec{p}'|f(\vec{r})|\vec{p}\rangle = \int_V d^3r \langle \vec{p}'|f(\vec{r})|\vec{r}\rangle \langle \vec{r}|\vec{p}\rangle = \frac{1}{V} \int_V d^3r e^{i\hat{r}\cdot\hat{p}' - i\hat{r}\cdot\hat{p}}} f(\vec{r}),$$

with $f(\vec{r}) = \exp[i(\vec{q} - \vec{q'}) \cdot \vec{r}]$, to obtain the three-momentum conservation. Because we are working with a box normalization, momentum conservation is expressed in terms of the Kronecker delta. In the infinite-volume limit, we need to replace

$$\frac{1}{V} \delta_{\vec{q'}+\vec{q}+\vec{p}\vec{q'}+\vec{q}+\vec{p}_i} \rightarrow (2\pi)^3 \delta^3 \left( \vec{q'} + \frac{\vec{p}_f}{\hbar} - \frac{\vec{p}_i}{\hbar} \right) = (2\pi)^3 \delta^3 \left( \hbar\vec{q'} + \vec{p}_f - \hbar\vec{q} - \vec{p}_i \right).$$
The second contribution of Eq. (44) is evaluated by inserting a complete set of states,

\[ 1 = \sum_{\vec{p}} |\vec{p}\rangle \langle \vec{p}|, \quad (46) \]

between \( H_{1}^{\text{int}}(t_1) \) and \( H_{1}^{\text{int}}(t_2) \),

\[ -\frac{1}{\hbar^2} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \Theta(t_1 - t_2) \sum_{\vec{p}} \langle f | H_{1}^{\text{int}}(t_1) | \vec{p}\rangle \langle \vec{p}| H_{1}^{\text{int}}(t_2) | i \rangle. \quad (47) \]

There are two distinct possibilities to contract the photon fields, namely, \( \vec{A}(t_2) \) with \( |\gamma(\vec{q}, \lambda)\rangle \) and \( \vec{A}(t_1) \) with \( \langle \gamma(\vec{q}', \lambda')| \) and vice versa, giving rise to the so-called direct and crossed channels, respectively. The dependence on time is given by

\[
\Theta(t_1 - t_2)e^{i(\vec{k}(E_1' + E_1' - E(\vec{p}))t_1 + E(\vec{p}) - E_1 - E_1)t_2} \quad \text{(direct channel)},
\]

\[
\Theta(t_1 - t_2)e^{i(\vec{k}(E_1 - E_1' - E(\vec{p}))t_1 + E(\vec{p}) + E_1 - E_1)t_2} \quad \text{(crossed channel)}.
\]

Making use of

\[
\int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \Theta(t_1 - t_2)e^{i\omega t_1}e^{i\omega t_2} = \frac{2\pi i\delta(a + b)}{a + i0^+} = \frac{2\pi i\delta(a + b)}{i0^+ - b},
\]

one obtains for the contributions of the direct and crossed channels

\[
S_{fi}^{\text{dc+cc}} = -\frac{1}{\hbar^2} (2\pi\hbar)i\delta(E_1' + E_f - E_\gamma - E_i) \sum_{\vec{p}} \mu \left( \frac{\langle \vec{p}_f | H_{1}^{\text{em}}(\vec{p}) \rangle \langle \vec{p}| H_{1}^{\text{abs}}| \vec{p}\rangle}{E_i + E_\gamma - E(\vec{p}) + i0^+} + \frac{\langle \vec{p}_f | H_{1}^{\text{abs}}| \vec{p}\rangle \langle \vec{p}| H_{1}^{\text{em}}| \vec{p}\rangle}{E_i - E_\gamma - E(\vec{p}) + i0^+} \right).
\quad (48)\]

The superscripts “abs” and “em” refer to the absorption of a photon and the emission of a photon, respectively, and the matrix elements are given by

\[
\langle \vec{p}_2 | H_{1}^{\text{abs}}| \vec{p}_1 \rangle = -e \sqrt{\frac{2\pi\hbar c^2}{\omega(\vec{q})V}} \delta^\perp \frac{\vec{p}_2 + \vec{p}_1}{2M} \cdot \vec{c'},
\quad (49)\]

\[
\langle \vec{p}_2 | H_{1}^{\text{em}}| \vec{p}_1 \rangle = -e \sqrt{\frac{2\pi\hbar c^2}{\omega(\vec{q})V}} \delta^\perp \frac{\vec{p}_2 + \vec{p}_1}{2M} \cdot \vec{c''}. \quad (50)\]

Extracting an overall factor \( \mathcal{N} \),

\[
\mathcal{N} = 2\pi\delta(E_\gamma' + E_f - E_\gamma + E_i) \delta^\perp \frac{2\pi\hbar c^2}{\sqrt{\omega(\vec{q})\omega(\vec{q}')}}, \quad (51)\]

we may write

\[
S_{fi}^{\text{cont}} + S_{fi}^{\text{dc+cc}} = i\mathcal{N}t_{fi},
\]
Fig. 2. Seagull, direct-channel, and crossed-channel diagrams in time-ordered perturbation theory.

where \( t_{fi} \) is the transition matrix element,

\[
\begin{align*}
t_{fi} &= e^2 \left\{ -\frac{\vec{\epsilon}'^* \cdot \vec{\epsilon}}{Mc^2} - \left[ \frac{(2\vec{p}_f + \vec{q}') \cdot \vec{\epsilon}'^*}{2Mc} \right] \frac{1}{E_i + E_\gamma - E(\vec{p}_f + \vec{q}') + i0^+} \left[ \frac{(2\vec{p}_i + \vec{q}) \cdot \vec{\epsilon}}{2Mc} \right] \right. \\
&\qquad - \left[ \frac{(2\vec{p}_f - \vec{q}) \cdot \vec{\epsilon}}{2Mc} \right] \frac{1}{E_i - E'_\gamma - E(\vec{p}_f - \vec{q}) + i0^+} \left[ \frac{(2\vec{p}_i - \vec{q}') \cdot \vec{\epsilon}'^*}{2Mc} \right] \left. \right}\} \\
&= -\frac{e^2}{Mc^2} \vec{\epsilon}'^* \cdot \vec{\epsilon} \\
&\quad - \frac{e^2}{M^2c^2} \left[ \frac{\vec{p}_f \cdot \vec{\epsilon}'^* \vec{p}_i \cdot \vec{\epsilon}}{E_i + E_\gamma - E(\vec{p}_f + \vec{q}') + i0^+} + \frac{\vec{p}_f \cdot \vec{\epsilon}'^* \vec{p}_i \cdot \vec{\epsilon}}{E_i - E'_\gamma - E(\vec{p}_f - \vec{q}) + i0^+} \right], \\
\end{align*}
\]

where we made use of \( \vec{q} \cdot \vec{\epsilon} = \vec{q}' \cdot \vec{\epsilon}'^* = 0 \). A diagrammatic representation of the Compton scattering process is shown in Fig. 2.

3.1.4. Discrete symmetries

Let us discuss a few properties of \( t_{fi} \).

(1) The transition matrix element is invariant under photon crossing \([16]\), i.e., the simultaneous replacements \( \vec{\epsilon} \leftrightarrow \vec{\epsilon}'^* \), \( E_\gamma \leftrightarrow -E'_\gamma \), and \( \vec{q} \leftrightarrow -\vec{q}' \),

\[
t_{fi} \mapsto -\frac{e^2}{Mc^2} \vec{\epsilon}'^* \cdot \vec{\epsilon} \\
&\quad - \frac{e^2}{M^2c^2} \left[ \frac{\vec{p}_f \cdot \vec{\epsilon}'^* \vec{p}_i \cdot \vec{\epsilon}}{E_i + E_\gamma - E(\vec{p}_f + \vec{q}') + i0^+} + \frac{\vec{p}_f \cdot \vec{\epsilon}'^* \vec{p}_i \cdot \vec{\epsilon}}{E_i - E'_\gamma - E(\vec{p}_f - \vec{q}) + i0^+} \right] \\
&= t_{fi}.
\]

In terms of the diagrams of Fig. 2 we see that the seagull diagram is crossing symmetric by itself whereas the direct channel transforms into the crossed channel and vice versa.

(2) \( t_{fi} \) is invariant under \( e \mapsto -e \), i.e., the Compton scattering amplitudes for particles of charges \( e \) and \(-e\) are identical.

(3) Under a parity transformation, all momenta and polarization vectors are multiplied by a minus sign. \( t_{fi} \) behaves as a scalar, i.e., there are no terms of, e.g., the type \( \epsilon_{ijk} \epsilon^i_j q_k \).
(4) Particle crossing, \( (E_i, \vec{p}_i) \leftrightarrow (-E_f, -\vec{p}_f) \), is not a symmetry of a nonrelativistic treatment.

3.1.5. Cross section

For the purpose of calculating the differential cross section, we evaluate the S-matrix element in the laboratory frame, where \( \vec{p}_i = 0 \). In this case, the direct channel and the crossed channel do not contribute and we find

\[
S_{fi} = -i 2 \pi \delta(E'_\gamma + E_f - E_\gamma) \delta_{\vec{q}' + \vec{p}_f} \frac{2 \pi \hbar c^2}{\sqrt{\omega(q)\omega(q')}} \frac{e^2 \vec{\epsilon}'^* \cdot \vec{\epsilon}}{MC^2}.
\]

Given the time interval \([ -T/2, T/2 ]\), the transition rate per volume is

\[
w_{fi} = \frac{|S_{fi}|^2}{TV}.
\]

In the limit \( T \to \infty \), we may replace

\[
[2 \pi \delta(E'_\gamma + E_f - E_\gamma)]^2 \to \frac{T}{\hbar} 2 \pi \delta(E'_\gamma + E_f - E_\gamma).
\]

Furthermore, making use of \( \delta^2 = \delta \) for the Kronecker delta, we obtain

\[
w_{fi} = (2 \pi)^3 \hbar \delta(E'_\gamma + E_f - E_\gamma) \frac{1}{\sqrt{3}} \frac{1}{\delta_{\vec{q}' + \vec{p}_f} \delta_{\omega(q)\omega(q')}} \frac{e^4 |\vec{\epsilon}'^* \cdot \vec{\epsilon}|^2}{M^2}.
\]

Next, we divide by the flux of projectiles, \( |\vec{J}_{in}| = \frac{\hbar}{c} \), and by the number of target particles per volume, \( 1/V \). Finally, we multiply by the number of final states in the volume elements \( d^3 p_f \) and \( d^3 q' \), namely, \( \frac{V}{(2\pi\hbar)^3} d^3 p_f \) and \( \frac{V}{(2\pi\hbar)^3} d^3 q' \), to obtain the following expression for the cross section differential,

\[
d\sigma = \frac{1}{(2\pi)^3 \hbar^2 c} \delta(E'_\gamma + E_f - E_\gamma) \frac{1}{\sqrt{3}} \frac{1}{\delta_{\vec{q}' + \vec{p}_f} \delta_{\omega(q)\omega(q')}} \frac{e^4 |\vec{\epsilon}'^* \cdot \vec{\epsilon}|^2}{M^2} d^3 p_f d^3 q'.
\]

At this stage, it is convenient to perform the infinite-volume limit, leading to the replacement

\[
\frac{\delta_{\vec{q}' + \vec{p}_f} \sqrt{\omega(q)\omega(q')}}{\omega(q') \omega(q)} \rightarrow (2\pi)^3 \delta^3(q' + \frac{\vec{p}_f}{\hbar} - \vec{q}).
\]

The cross section differential then reads

\[
d\sigma = \frac{\hbar}{c} \delta(E'_\gamma + E_f - E_\gamma) \delta^3(hq' + \vec{p}_f - h\vec{q}) \frac{1}{\omega(q') \omega(q')} \frac{e^4 |\vec{\epsilon}'^* \cdot \vec{\epsilon}|^2}{M^2} d^3 p_f d^3 q'.
\]

After integration with respect to the momentum of the particle, we make use of \( d^3 q' = \frac{e^2 \omega d\Omega}{(2\pi\hbar)^3} \) and obtain

\[
d\sigma = \delta(E'_\gamma + E_f - E_\gamma) \frac{E'_\gamma}{E_\gamma} \frac{e^4 |\vec{\epsilon}'^* \cdot \vec{\epsilon}|^2}{M^2 c^4} dE'_\gamma d\Omega.
\]
By performing the last integration with respect to \( E'_f \), we need the dependence of \( E_f \) on \( E'_f \) resulting from three-momentum conservation,

\[
E_f = \frac{\hat{p}_f^2}{2M} = \frac{E''_f - 2 E'_f E_\gamma \cos(\theta) + E'_\gamma}{2Mc^2}.
\]

We then make use of the expression for \( \delta(f(x)) \),

\[
\delta(f(x)) = \sum_i \frac{1}{df(x_i)} \delta(x - x_i),
\]

where \( f(x) \) is assumed to have only simple zeros, located at \( x = x_i \). Using

\[
f(E'_f) = E'_f + \frac{E''_f - 2 E'_f E_\gamma \cos(\theta) + E'_\gamma}{2Mc^2} - E_\gamma,
\]

\[
\frac{df}{dE'_\gamma}(E'_f) = \frac{M c^2 + E'_\gamma - E_\gamma \cos(\theta)}{Mc^2},
\]

and Eq. [20] for the relevant zero of \( f \), we obtain for the differential cross section

\[
\frac{d\sigma}{d\Omega} = \left\{ 1 - 4 \frac{E_\gamma^2}{Mo^2} \sin^2 \left( \frac{\theta}{2} \right) + O \left[ \left( \frac{E_\gamma}{Mo} \right)^2 \right] \right\} \frac{e^{2} \hat{\epsilon}'(\hat{q}')} \cdot \hat{\epsilon}(\hat{q})}{2Mc^2}.
\]

Averaging and summing over initial and final photon polarizations, respectively, is easily performed by treating \( \hat{q} = \hat{e}_z = |3\rangle \), \( \hat{\epsilon}_1(\hat{q}) = \hat{e}_x = |1\rangle \), and \( \hat{\epsilon}_2(\hat{q}) = \hat{e}_y = |2\rangle \) as well as \( \hat{q}' = |3'\rangle \), \( \hat{\epsilon}'_1(\hat{q}') = |1'\rangle \), and \( \hat{\epsilon}'_2(\hat{q}') = |2'\rangle \) as orthonormal bases, satisfying the completeness relations

\[
\mathbb{1} = \sum_{\lambda=1}^{3} |\lambda\rangle \langle \lambda| = \sum_{\lambda'\lambda''=1}^{3} |\lambda'\rangle \langle \lambda'.|
\]

We then obtain for the averaging over the initial polarizations

\[
\frac{1}{2} \sum_{\lambda=1}^{2} |\hat{\epsilon}_1(\hat{q}) \cdot \hat{\epsilon}_2(\hat{q})|^2 = \frac{1}{2} \sum_{\lambda=1}^{2} |(\lambda|\langle \lambda|)^2 = \frac{1}{2} \sum_{\lambda=1}^{2} (\lambda|\langle \lambda|\langle \lambda|\lambda') \langle \lambda'\rangle = \frac{1}{2} \sum_{\lambda=1}^{3} (\lambda|\langle \lambda|\langle \lambda|\lambda') - \frac{1}{2} (\lambda'|3\rangle \langle 3|\lambda') = \frac{1}{2} (\lambda'|\lambda') \langle \lambda'|\lambda') - \frac{1}{2} (\lambda'|3\rangle \langle 3|\lambda')
\]

\[
= \frac{1}{2} (1 - (3|\lambda') \langle \lambda'|3)),
\]

where we made use of Eq. [55]. The summation over the final polarizations yields

\[
\frac{1}{2} \sum_{\lambda'=1}^{2} (1 - (3|\lambda'|\langle \lambda'|3)) = \frac{1}{2} [2 - ((3|3) - (3|3')(3'|3))] = \frac{1}{2} [1 + \cos^2(\theta)].
\]

Thus,

\[
\frac{1}{2} \sum_{\lambda',\lambda''=1}^{2} |\hat{\epsilon}_1(\hat{q}') \cdot \hat{\epsilon}_2(\hat{q})|^2 = \frac{1}{2} [1 + \cos^2(\theta)].
\]
Let us consider the so-called Thomson limit, i.e., \( E_\gamma = h\omega \to 0 \), for which Eq. (54) in combination with Eq. (56) reduces to

\[
\left. \frac{d\sigma}{d\Omega} \right|_{E_\gamma = 0} = \left( \frac{e^2}{Me^2} \right)^2 \frac{1 + \cos^2(\theta)}{2}.
\]

The total cross section, obtained by integrating over the entire solid angle, reproduces the classical Thomson scattering cross section denoted by \( \sigma_T \) [see Eq. (6)],

\[
\sigma_T = \frac{8\pi}{3} \frac{e^4}{M^2c^2}.
\]

Numerical values of the Thomson cross section for the electron, charged pion, and the proton are shown in Table 1.

3.2. Compton scattering off a composite system: nonrelativistic calculation

3.2.1. Hamiltonian and S matrix

Next we discuss Compton scattering off a composite system within the framework of nonrelativistic quantum mechanics [21]. For the sake of simplicity, we consider a system of two particles interacting via a central potential \( V(r) \),

\[
H_0 = \frac{\vec{p}_1^2}{2m_1} + \frac{\vec{p}_2^2}{2m_2} + V(|\vec{r}_1 - \vec{r}_2|) = \frac{\vec{p}_1^2}{2\mu} + \frac{\vec{p}_2^2}{2\mu} + V(r),
\]

where the center-of-mass coordinates and the relative coordinates are given in Eqs. (3)–(10). As in the single-particle case, the electromagnetic interaction is introduced via minimal coupling [see Eq. (31)], \( i\hbar \frac{\partial}{\partial t} \to i\hbar \frac{\partial}{\partial t} - q_1 \Phi_1 - q_2 \Phi_2 \), \( \vec{p}_i \to \vec{p}_i - \frac{q_i}{e} \vec{A}_i \), resulting in the interaction Hamiltonians

\[
H_1(t) = \sum_{i=1}^{2} \left[ -\frac{q_i}{2m_i c} (\vec{p}_i \cdot \vec{A}_i + \vec{A}_i \cdot \vec{p}_i) + q_i \Phi_i \right],
\]

\[
H_2(t) = \sum_{i=1}^{2} \frac{q_i^2}{2m_i c^2} \vec{A}_i^2,
\]

where \((\Phi_i, \vec{A}_i) = (\Phi(t, \vec{r}_i), \vec{A}(t, \vec{r}_i))\).

In order to keep the expressions as simple as possible, we make some simplifying assumptions and quote the general result in Sec. 3.2.3. First of all, we do not consider the spin of the constituents, i.e., we omit an interaction term

\[
-\sum_{i=1}^{2} \vec{\mu}_i \cdot \vec{B}_i, \quad \vec{B}_i = \vec{\nabla}_i \times \vec{A}_i,
\]

where \( \vec{\mu}_i \) is an intrinsic magnetic dipole moment of the \( i \)-th constituent. Secondly, we take equal masses for the constituents, \( m_1 = m_2 = m = \frac{1}{2}M \) and assume that one has charge \( q_1 = e > 0 \) and the second one is neutral, \( q_2 = 0 \). The latter assumption
is only made to reduce the writing effort. Of course, for a constituent quark model of the \( \pi^+ \) one would use \( q_1 = \frac{2}{3}e \) and \( q_2 = \frac{1}{3}e \) for the charges of the up quark and the down antiquark, respectively. Finally, making use of the gauge-invariance property, we perform the calculation within the Coulomb gauge, \( \nabla_i \cdot \vec{A}_i = \Phi_i = 0 \).

With these preliminaries, the Hamiltonian reads

\[
H = H_0 + H_1 + H_2 = H_0 - \frac{e}{Mc} \left( \vec{p}_1 \cdot \vec{A}_1 + \vec{A}_1 \cdot \vec{p}_1 \right) + \frac{e^2}{Mc^2} \vec{A}_1^2.
\]

The box normalization of Eqs. (42) and (43) has served its purpose for evaluating the differential cross section in Sec. 3.1.5 and we now switch to a delta-function normalization,

\[
\langle 0 | \vec{A}(t, \vec{x}) | \gamma(\vec{q}, \lambda) \rangle = N(\vec{q}) \vec{r}_\lambda(\vec{q}) e^{-i(\omega_1 t - \vec{q} \cdot \vec{x})}, \quad N(\vec{q}) = \sqrt{\frac{\hbar c^2}{4\pi^2 \omega(\vec{q})}},
\]

\[
\langle \vec{R} | \vec{P} \rangle = \frac{e^i \vec{P} \cdot \vec{R}}{(2\pi \hbar)^2},
\]

such that

\[
\langle \gamma(\vec{q}, \lambda) | \gamma(\vec{q'}, \lambda') \rangle = \delta_\lambda \delta_\lambda' \delta^3(\vec{q} - \vec{q'}), \quad \langle \vec{P} | \vec{P}' \rangle = \delta^3(\vec{P} - \vec{P}').
\]

The \( S \)-matrix element is obtained in complete analogy to the previous section within the framework of time-dependent perturbation theory,

\[
S_{fi} = S_{fi}^{cont} + S_{fi}^{dc} + S_{fi}^{cc}.
\]

In general, the seagull contribution results from the sum of the individual contact terms and the direct-channel and crossed-channel contributions are more complicated than in the single-particle case, since they now also involve excitations of the composite object, which are not possible for a point particle.

For convenience, we deviate slightly from the notation of Sec. 3.1.3 and denote the state kets of the initial and final particles by \( | i \rangle \) and \( | f \rangle \), respectively. The contact contribution reads

\[
S_{fi}^{cont} = -\frac{i}{\hbar} \int_{-\infty}^{\infty} dt \langle f, \gamma(\vec{q'}, \lambda') | H_2^{int}(t) | i, \gamma(\vec{q}, \lambda) \rangle
\]

\[
= -i2\pi \delta(\vec{r}_f - \vec{r}_i) \left( E_f - E_i - E_\gamma \right) N(\vec{q'}) N(\vec{q}) \frac{2e^2 c^2 \omega(\vec{q})}{Mc^2} \langle f | e^{i(\vec{q'} - \vec{q}')} \cdot \vec{r}_i | i \rangle.
\]

For the evaluation of the matrix element \( \langle f | e^{i(\vec{q'} - \vec{q})} \cdot \vec{r}_i | i \rangle \), we make use of \( \vec{r}_1 = \vec{R} + \frac{1}{2} \vec{r} \)

and insert complete sets of states with respect to the center-of-mass coordinate \( \vec{R} \) and the relative coordinate \( \vec{r} \),

\[
\langle f | e^{i(\vec{q'} - \vec{q})} \cdot \vec{r}_i | i \rangle = \int d^3 \vec{R} \int d^3 r \langle f | e^{i(\vec{q'} - \vec{q})} \cdot (\vec{R} + \frac{1}{2} \vec{r}) | \vec{R}, \vec{r} \rangle \langle \vec{R}, \vec{r} | i \rangle.
\]

Using

\[
\langle \vec{R}, \vec{r} | i \rangle = \frac{e^{i \vec{r} \cdot \vec{R} / (2\pi \hbar)^2}}{(2\pi \hbar)^2} \varphi_0(\vec{r}), \quad \langle f | \vec{R}, \vec{r} \rangle = \frac{e^{-i \vec{r} \cdot \vec{R} / (2\pi \hbar)^2}}{(2\pi \hbar)^2} \varphi_0(\vec{r}),
\]

\[
\langle f | e^{i(\vec{q'} - \vec{q})} \cdot (\vec{R} + \frac{1}{2} \vec{r}) | i \rangle = \int d^3 \vec{R} \int d^3 r \langle f | e^{i(\vec{q'} - \vec{q})} \cdot \vec{r} | i \rangle \langle \vec{R}, \vec{r} | i \rangle.
\]

The direct-channel and crossed-channel contributions are more complicated than in the single-particle case, since they now also involve excitations of the composite object, which are not possible for a point particle.
where $\varphi_0(\vec{r})$ denotes the ground-state wave function, we obtain
\[
\langle f | e^{i(\vec{q} - \vec{q}')} \hat{\pi}_1 | i \rangle = \delta^3(\vec{h}\vec{q}' + \vec{p}_f - \vec{h}\vec{q} - \vec{p}_i) \int d^3r |\varphi_0(\vec{r})|^2 e^{i(\vec{q} - \vec{q}')} \cdot \vec{r}.
\]

In analogy to Eq. (51), we extract from $S_{fi}$ a factor
\[
\mathcal{N} = 2\pi \delta(E_\gamma' + E_f - E_\gamma - E_i) \delta^3(\vec{h}\vec{q}' + \vec{p}_f - \vec{h}\vec{q} - \vec{p}_i) N(\vec{q}') N(\vec{q}),
\]
adjusted to the delta-function normalization, and obtain for the contact contribution
\[
S_{fi}^{\text{cont}} = i\mathcal{N}S_{fi}^{\text{cont}}
\]
\[
S_{fi}^{\text{cont}} = - \frac{2e^2 e^{\epsilon_{\pi\pi}} \cdot \vec{e}}{Mc^2} \int d^3r |\varphi_0(\vec{r})|^2 e^{i(\vec{q} - \vec{q}')} \cdot \vec{r}.
\]

Since $q_2 = 0$, the integral is just the charge form factor $F$ of the ground state, evaluated for the argument $(\vec{q} - \vec{q}')^2$,
\[
F((\vec{q} - \vec{q}')^2) = 1 - \frac{1}{6} \vec{r}_e^2 (\vec{q} - \vec{q}')^2 + \cdots.
\]

Taking the limit $E_\gamma \rightarrow 0$ in Eq. (60), which also implies $\vec{q} \rightarrow \vec{0}$, $E_\gamma' \rightarrow \vec{0}$, and $\vec{q}' \rightarrow \vec{0}$, we note that for a composite object the contact interactions of the constituents, in general, do not yet generate the Thomson limit.

In analogy to Sec. 3.1.3, the second contribution is evaluated by inserting a complete set of states \( |\vec{P}, n\rangle \)
between $H_{fi}^{\text{int}}(t_1)$ and $H_{fi}^{\text{int}}(t_2)$, resulting in
\[
S_{fi}^{\text{dec+cc}} = -2\pi i \delta(E_f + \omega' - E_i - \omega) \int d^3P \sum_n |\vec{P}, n\rangle \langle \vec{P}, n| \times
\]
\[
\times \left( \frac{\langle \vec{p}_f, 0 | H_{1}^{\text{cm}}(\vec{P}, n) | \vec{P}, n \rangle H_{1}^{\text{abs}}(\vec{p}_i, 0)}{E_i + E_\gamma - E_n(\vec{P}) + i0^+} + \frac{\langle \vec{p}_f, 0 | H_{1}^{\text{abs}}(\vec{P}, n) | \vec{P}, n \rangle H_{1}^{\text{cm}}(\vec{p}_i, 0)}{E_i + E_\gamma' - E_n(\vec{P}) + i0^+} \right),
\]

where, in the framework of Eq. (58), the energy of a state $|\vec{P}, n\rangle$ is given by
\[
E_n(\vec{P}) = \frac{\vec{P}^2}{2M} + \epsilon_n,
\]
with $\epsilon_n$ denoting the eigenvalue of the Hamiltonian of the relative motion. In the Coulomb gauge, the corresponding Hamiltonians for the absorption and emission of photons, respectively, read
\[
H_{1}^{\text{abs}} = -\frac{2e}{Mc} N(\vec{q}') \hat{\pi}_1 \cdot \vec{e} e^{i\vec{q}' \cdot \vec{r}_i}, \quad H_{1}^{\text{em}} = -\frac{2e}{Mc} N(\vec{q}') \hat{\pi}_1 \cdot \vec{e}^{*\pi} e^{-i\vec{q}' \cdot \vec{r}_i}.
\]

\footnote{Note that $|\vec{P}, n\rangle = |\vec{P}\rangle \otimes |n\rangle$ is of the direct-product type.}
Using \( \vec{r}_1 = \vec{R} + \frac{1}{2} \vec{r} \) and \( \vec{p}_i = \frac{1}{2} \vec{P} + \vec{p}_i \), it is straightforward but tedious to evaluate the matrix elements of Eq. (61) (see, e.g., Ref. [22]). The integration over \( \vec{P} \) generates an overall three-momentum-conserving delta function, \( \delta^3(\vec{h} \vec{q}'' + \vec{p}_f - \vec{h} \vec{q} - \vec{p}_i) \), and the result for \( t_{fi}^{\text{dc+cc}} \) is given by

\[
t_{fi}^{\text{dc+cc}} = \frac{4e^2}{M^2 c^2} \sum_n \frac{\langle 0 | \left( \frac{1}{2} \vec{q} + \vec{p} \right) \cdot \vec{e}^{i*} e^{-i \frac{\vec{e}^{i*} \cdot \vec{h}}{c^2}} | n \rangle \langle n | \vec{p} \cdot \vec{e} e^{i \frac{\vec{h} \cdot \vec{q}'}{c^2}} | 0 \rangle}{\epsilon_0 + E_\gamma - \epsilon_n - \frac{E_\gamma^2}{2M^2 c^2} + i0^+} + \frac{\langle 0 | \left( \frac{1}{2} \vec{q}'' + \vec{p}_f \right) \cdot \vec{e} e^{i \frac{\vec{h} \cdot \vec{q}'}{c^2}} | n \rangle \langle n | \vec{p} \cdot \vec{e}^{i*} e^{-i \frac{\vec{e}^{i*} \cdot \vec{h}}{c^2}} | 0 \rangle}{\epsilon_0 - E_\gamma - \epsilon_n - \frac{E_\gamma^2}{2M^2 c^2} + i0^+}.
\]

(62)

Note that the matrix elements entering Eq. (62) depend exclusively on the wave functions of the internal motion. As in the point-particle case, \( t_{fi} = t_{fi}^{\text{cont}} + t_{fi}^{\text{dc+cc}} \) is symmetric under photon crossing \( (E_\gamma, \vec{q}) \leftrightarrow (-E_\gamma', -\vec{q}'') \) and \( \vec{e} \leftrightarrow \vec{e}' \).

3.2.2. Thomson limit

The low-energy expansion of Eq. (61) is obtained by expanding the vector potentials and the denominators in \( E_\gamma, \vec{q}, \vec{q}', \) and \( \vec{q}'' \). The explicit calculation is beyond the scope of the present treatment and we will only quote the general result in Sec. 3.2.3 [21,23]. However, we find it instructive to consider the limit \( E_\gamma \to 0: \)

\[
t_{fi}^{\text{dc+cc}} \bigg|_{E_\gamma = 0} = \frac{4e^2}{M^2 c^2} \sum_n \frac{\langle 0 | \hat{\vec{p}} \cdot \vec{e}^{i*} | n \rangle \langle n | \hat{\vec{p}} \cdot \vec{e} | 0 \rangle + \langle 0 | \hat{\vec{p}} \cdot \vec{e} | n \rangle \langle n | \hat{\vec{p}} \cdot \vec{e}^{i*} | 0 \rangle}{\Delta \epsilon_n},
\]

where \( \Delta \epsilon_n = \epsilon_n - \epsilon_0 \). Note that, because of \( \langle 0 | \hat{\vec{p}} | 0 \rangle = 0 \), the ground state does not contribute to the sum, in particular, it does not generate a singular contribution as one might naively expect from the vanishing denominator. Making use of \( \hat{\vec{p}} = i\mu [H_0, \hat{\vec{r}}] \) and applying \( H_0 \) appropriately to the right or left, the expression simplifies to

\[
t_{fi}^{\text{dc+cc}} \bigg|_{E_\gamma = 0} = -i \frac{4e^2 \mu}{M^2 c^2} \sum_n \left( \langle 0 | \hat{\vec{r}} \cdot \vec{e}^{i*} | n \rangle \langle n | \hat{\vec{r}} \cdot \vec{e} | 0 \rangle - \langle 0 | \hat{\vec{r}} \cdot \vec{e} | n \rangle \langle n | \hat{\vec{r}} \cdot \vec{e}^{i*} | 0 \rangle \right)
\]

\[
= -i \frac{4e^2 \mu}{M^2 c^2} \langle 0 | \hat{\vec{r}} \cdot \vec{e}^{i*} \hat{\vec{p}} \cdot \vec{e} | 0 \rangle = \frac{e^2 \vec{e}^{i*} \cdot \vec{e}}{M c^2},
\]

(63)

where, again, we used the completeness relation, \( [\hat{\vec{a}} \cdot \hat{\vec{r}}, \hat{\vec{b}} \cdot \hat{\vec{p}}] = i\hat{\vec{a}} \cdot \hat{\vec{b}}, \) and \( \mu = M/4 \). Combining this result with the contact contribution of Eq. (60) yields the correct Thomson limit also for a composite system,\n
\[
t_{fi}^{\text{cont}} \bigg|_{E_\gamma = 0} + t_{fi}^{\text{dc+cc}} \bigg|_{E_\gamma = 0} = -\frac{2e^2 \vec{e}^{i*} \cdot \vec{e}}{Mc^2} + \frac{e^2 \vec{e}^{i*} \cdot \vec{e}}{Mc^2} = -\frac{e^2 \vec{e}^{i*} \cdot \vec{e}}{Mc^2}.
\]

(64)

Indeed, it was shown a long time ago in the more general framework of quantum field theory that the scattering of photons in the limit of zero frequency is correctly described by the classical Thomson amplitude [14,16]. We will come back to this point in Sec. 4.3.
3.2.3. Differential cross section and polarizabilities

Beyond the Thomson limit, we only quote the result for Compton scattering off a spin-zero particle of mass $M$ and total charge $Q$ consisting of $N$ constituents with masses $m_i$, charges $q_i$, and magnetic moments $\vec{\mu}_i$. The nonrelativistic $T$-matrix element, expanded to second order in the photon energy, reads

$$t_{fi} = \epsilon'^* \cdot \epsilon \left( -\frac{Q^2}{Mc^2} + \tilde{\alpha}_E \frac{E_i E'_i}{(hc)^2} \right) + \tilde{\beta}_M (\vec{q}' \times \epsilon'^*) \cdot (\vec{q} \times \epsilon), \quad (65)$$

where

$$\tilde{\alpha}_E = \frac{Q^2 r_E^2}{3Mc^2} + 2 \sum_{n \neq 0} \left| \langle n | D_z | 0 \rangle \right|^2 \frac{\epsilon_n - \epsilon_0}{\epsilon_n - \epsilon_0}, \quad (66)$$

$$\tilde{\beta}_M = -\frac{(\vec{D})^2}{2Mc^2} - \frac{1}{6} \left( \sum_{i=1}^{N} \frac{q_i^2 r_i^2}{m_i c^2} \right) + 2 \sum_{n \neq 0} \left| \langle n | M_z | 0 \rangle \right|^2 \frac{\epsilon_n - \epsilon_0}{\epsilon_n - \epsilon_0} \quad (67)$$

denote the electric ($\tilde{\alpha}_E$) and magnetic ($\tilde{\beta}_M$) polarizabilities of the system. In these equations

$$\vec{D} = \sum_{i=1}^{N} q_i (\vec{r}_i - \vec{R})$$

refers to the intrinsic electric dipole operator and

$$\vec{M} = \sum_{i=1}^{N} \left[ \frac{q_i}{2cm_i} (\vec{r}_i - \vec{R}) \times (\vec{p}_i + \frac{M}{m_i} \vec{P}) + \vec{\mu}_i \right]$$
to the magnetic dipole operator, where the possibility of magnetic moments of the constituents has now been included.

According to Eq. (65), the modification of the scattering amplitude at order $\omega \omega'$ is encoded in the two constants $\tilde{\alpha}_E$ and $\tilde{\beta}_M$. In the nonrelativistic framework, the Compton polarizability $\tilde{\alpha}_E$ receives one contribution which is related to the extension of the particle (first term) and a second contribution related to electric dipole transitions from the ground state to excited states of the system. In atomic physics, the second term of Eq. (66) is known as the quadratic Stark effect describing the energy shift of an atom placed in an external electric field. In the case of the magnetic polarizability $\tilde{\beta}_M$, the first term in Eq. (67) amounts to a recoil effect, the second term is exactly the diamagnetic contribution discussed in Eqs. (19) and (20), and the last term is the analogue of the quadratic Stark effect, but now in terms of transitions from the ground state to excited states induced by the magnetic dipole operator.

Finally, let us discuss the influence of the electromagnetic polarizabilities on the differential Compton scattering cross section. We restrict ourselves to the leading

\footnote{Note that $|\vec{q}| = \omega/c$ and $|\vec{q}'| = \omega'/c$.}
term due to the interference of the Thomson amplitude with the polarizability contribution. The evaluation of that term requires, in addition to Eq. (56), the sum
\[
\sum_{\lambda,\lambda'}^{2} \text{Re} \left[ \vec{\epsilon}_{\lambda}'(\vec{q}') \cdot \vec{\epsilon}_{\lambda}(\vec{q}) \cdot (\hat{\vec{q}} \times (\vec{\epsilon}_{\lambda}^*(\vec{q})) \cdot (\hat{\vec{q}} \times (\vec{\epsilon}_{\lambda}'(\vec{q}))) \right] = 2 \cos(\theta),
\]
and one obtains
\[
\frac{d\sigma}{d\Omega} = \left\{ 1 - 4 \frac{E_{\gamma}^2}{M c^2} \sin^2 \left( \frac{\theta}{2} \right) + \mathcal{O} \left( \left( \frac{E_{\gamma}^2}{M c^2} \right)^2 \right) \right\} \left\{ \frac{1}{2} \left[ 1 + \cos^2(\theta) \right] \left( \frac{Q^2}{M c^2} \right)^2 \right\} \left( \frac{E_{\gamma} E_{\gamma}'}{(\hbar c)^2 M c^2} \right) \left( \bar{\alpha}_E [1 + \cos^2(\theta)] + 2 \bar{\beta}_M \cos(\theta) \right) + \mathcal{O} \left( \frac{E_{\gamma}^2 E_{\gamma}'^2}{M^4 c^8} \right). \tag{68}
\]

The differential cross sections at \( \theta = 0^\circ, 90^\circ, \) and \( 180^\circ \) are sensitive to \( \bar{\alpha}_E + \bar{\beta}_M, \bar{\alpha}_E, \) and \( \bar{\alpha}_E - \bar{\beta}_M, \) respectively.

### 3.3. Polarizabilities in quantum mechanics

After having considered the amplitude for Compton scattering off a composite particle in the framework of nonrelativistic quantum mechanics, we turn to a discussion of the electric and magnetic polarizabilities in static and uniform external fields. This will allow us to compare with both the polarizabilities in the time and space dependent fields of the electromagnetic waves in Compton scattering as well as the classical results of Sec. 2.2. For that purpose, we consider the Hamiltonian for the relative motion of two particles with masses \( m_1 \) and \( m_2 \) and charges \( q_1 \) and \( q_2, \) bound by a harmonic oscillator potential [see Eq. (11)],
\[
H = \frac{\vec{p}^2}{2\mu} + \frac{\mu \omega_0^2}{2} \vec{r}^2. \tag{69}
\]

The discussion turns out to be particularly transparent in the Dirac operator formalism [24]. Introducing creation and annihilation operators as
\[
a_i^\dagger = \sqrt{\frac{\mu \omega_0}{2\hbar}} x_i - \frac{i}{\sqrt{2\hbar \mu \omega_0}} p_i, \quad i = 1, 2, 3, \tag{70}
\]
\[
a_i = \sqrt{\frac{\mu \omega_0}{2\hbar}} x_i + \frac{i}{\sqrt{2\hbar \mu \omega_0}} p_i, \quad i = 1, 2, 3, \tag{71}
\]
\[
[a_i, a_j^\dagger] = \delta_{ij}, \quad i, j = 1, 2, 3, \tag{72}
\]
the Hamilton operator may be written as
\[
H = \hbar \omega_0 \left( N_1 + N_2 + N_3 + \frac{3}{2} \right), \tag{73}
\]
where the number operators are given by
\[
N_i = a_i^\dagger a_i, \quad i = 1, 2, 3. \tag{74}
\]
The eigenstates of \( H \) are denoted by \(|n_1, n_2, n_3⟩\) with
\[
H|n_1, n_2, n_3⟩ = \hbar \omega_0 \left(n_1 + n_2 + n_3 + \frac{3}{2}\right)|n_1, n_2, n_3⟩, \quad n_1, n_2, n_3 \in \mathbb{N}_0.
\]
Let us apply a static and uniform electric field, \( \vec{E} = E \hat{e}_z \), which is included by adding to Eq. (69) the interaction potential
\[
V = -\tilde{q} Ez = -\tilde{q} E \sqrt{\frac{\hbar}{2\mu \omega_0}} \left(a_3 + a_3^\dagger\right), \quad \tilde{q} = \frac{m_1}{M} q_1 - \frac{m_2}{M} q_2.
\]
Since we are not interested in the motion of the system as a whole, we neglect the effect of the electric field on the center-of-mass motion. We calculate the energy shift using time-independent perturbation theory. At first order, one finds for the ground state \(|0⟩ ≡ |n_1 = 0, n_2 = 0, n_3 = 0⟩\),
\[
\Delta \epsilon^{(1)} = \langle 0|V|0⟩ = 0,
\]
because \( \langle 0, 0, 0|a_3^\dagger 0, 0, 0⟩ = \langle 0, 0, 0|a_3 0, 0, 0⟩ = 0 \). At second order, the result reads
\[
\Delta \epsilon^{(2)} = \tilde{q}^2 E^2 \sqrt{\frac{\hbar}{2\mu \omega_0}} \sum_{(n_1, n_2, n_3) \neq (0, 0, 0)} \frac{|\langle n_1, n_2, n_3| (a_3 + a_3^\dagger)|0, 0, 0⟩|^2}{\epsilon_0 - \epsilon(n_1, n_2, n_3)}.
\]
Here, only the state \(|0, 0, 1⟩ = a_3^\dagger 0, 0, 0⟩\) contributes to the sum, resulting in
\[
\Delta \epsilon^{(2)} = \tilde{q}^2 E^2 \sqrt{\frac{\hbar}{2\mu \omega_0}} \frac{1}{(-\hbar \omega_0)} = -\frac{1}{2} \frac{\tilde{q}^2}{\mu \omega_0} E^2 = -\frac{1}{2} \alpha E \vec{E}^2,
\]
which agrees with the classical result of Eqs. (12) and (14). In fact, introducing the shifted variable
\[
\vec{r}' = \vec{r} - \frac{\tilde{q}}{\mu \omega_0} \vec{E},
\]
we may rewrite
\[
H = \frac{\vec{p}'^2}{2\mu} + \frac{\mu \omega_0^2}{2} \vec{r}'^2 - \tilde{q} \vec{E} \cdot \vec{r}' = \frac{\vec{p}'^2}{2\mu} + \frac{\mu \omega_0^2}{2} \vec{r}'^2 + \Delta H,
\]
where
\[
\Delta H = -\frac{\tilde{q}^2}{2\mu \omega_0^2} \vec{E}^2 = -\frac{1}{2} \alpha E \vec{E}^2.
\]
In other words, all states are shifted by the same amount \( \Delta \epsilon = \Delta H \).

Let us now turn to the interaction with a static and uniform magnetic field, \( \vec{B} = B \hat{e}_z \).

Using \( A_i = -\frac{1}{2} \epsilon_{3ij} x_j B \), the interaction potential is given by
\[
V = -\frac{q_1}{2 cm_1} l_1 z B - \frac{q_2}{2 cm_2} l_2 z B + \frac{q_1^2}{8 m_1 c^2} (x_1^2 + y_1^2) B^2 + \frac{q_2^2}{8 m_2 c^2} (x_2^2 + y_2^2) B^2,
\]
which, considering the relative internal motion only, reduces to

\[ V_{\text{rel}} = V_1 + V_2 = -\frac{q_1 m_2^2 + q_2 m_1^2}{2\epsilon \mu M^2} l_z B + \frac{q_1^2 m_1^2 + q_2^2 m_2^3}{8\epsilon^2 \mu^3 M^3} B^2 (x^2 + y^2). \] (80)

Note that we neglect magnetic moments of the constituents. Using \( l_z |0\rangle = 0 \), we obtain for the shift of the ground-state energy up to and including second order in perturbation theory

\[ \Delta \epsilon = \Delta \epsilon^{(1)} + \Delta \epsilon^{(2)} = \langle 0|V_1|0\rangle + \langle 0|V_2|0\rangle + \sum_{(n_1, n_2, n_3) \neq (0, 0, 0)} \frac{|\langle n_1, n_2, n_3|V_1|0, 0, 0\rangle|^2}{\epsilon_0 - \epsilon(n_1, n_2, n_3)} \]

\[ = \frac{2}{3} \left( \frac{q_1^2 m_2^4 + q_2^2 m_1^4}{8\epsilon^2 \mu M^3} B^2 \right) = -\frac{1}{2} \beta M B^2, \] (81)

where we neglected terms of order \( B^4 \). Again, the quantum-mechanical calculation agrees with the classical consideration of Eqs. (19) and (20). In particular, since we are neglecting the spin of the constituents and, thus, their magnetic moments, we only obtain a diamagnetic contribution and no paramagnetic contribution to the magnetic polarizability.

Also in the case of a static and uniform magnetic field, the eigenstates and eigenvalues can be constructed exactly. Because the motion in the \( z \) direction is not affected by a magnetic field in the \( z \) direction, we only consider the Hamiltonian for the relative motion in the \((x, y)\) plane. Introducing creation and annihilation operators for right and left “circular quanta” \[25\],

\[
a_r = \frac{1}{\sqrt{2}} (a_1 + ia_2), \quad a_r = \frac{1}{\sqrt{2}} (a_1 - ia_2),
\]

\[
a_l = \frac{1}{\sqrt{2}} (a_1 - ia_2), \quad a_l = \frac{1}{\sqrt{2}} (a_1 + ia_2),
\]

the Hamiltonian for the motion in the \((x, y)\) plane can be written as

\[
H_{xy} = \frac{p_x^2 + p_y^2}{2\mu} + \left( \frac{\mu \omega_0^2}{2} + \frac{q_1^2 m_2^3 + q_2^2 m_1^3}{8\epsilon^2 \mu M^3} B^2 \right) (x^2 + y^2) - \frac{q_1 m_2^2 + q_2 m_1^2}{2\epsilon \mu M^2} l_z B
\]

\[ = \left( \hbar \tilde{\omega} - \frac{q_1 m_2^2 + q_2 m_1^2}{2\epsilon \mu M^2} B \right) \left( N_r + \frac{1}{2} \right) + \left( \hbar \tilde{\omega} + \frac{q_1 m_2^2 + q_2 m_1^2}{2\epsilon \mu M^2} B \right) \left( N_l + \frac{1}{2} \right), \] (82)

where \( N_r = a_r^\dagger a_r \) and \( N_l = a_l^\dagger a_l \) denote the number operators of the right and left circular quanta, respectively. The modified oscillator frequency is given by

\[ \tilde{\omega} = \sqrt{\omega_0^2 + \frac{q_1^2 m_2^2 + q_2^2 m_1^2}{4\epsilon^2 \mu^3 M^3} B^2}, \]

and the eigenstates are denoted by \(|n_r, n_l\rangle, n_r, n_l \in \mathbb{N}_0\), with energy eigenvalues

\[ \epsilon(n_r, n_l) = \hbar \tilde{\omega} (n_r + n_l + 1) - \frac{q_1 m_2^2 + q_2 m_1^2}{2\epsilon \mu M^2} B(n_r - n_l). \]
In particular, we find for the ground state \((n_r = n_l = 0)\) a shift in energy by
\[
\Delta \epsilon = \hbar \tilde{\omega} + \frac{1}{2} \hbar \omega_0 - 3 \frac{1}{2} \hbar \omega_0 = \hbar \omega_0 \sqrt{1 + \frac{q^2 m_3^2}{4 \omega_0^2 c^2 \mu^2 M^3} B^2} - \hbar \omega_0 \approx \hbar \omega_0 \left(1 + \frac{q^2 m_3^2 + q^2 m_3^3}{8 \omega_0 c^2 \mu^2 M^3} B^2\right).
\]
Using \(\langle x^2 \rangle = \langle y^2 \rangle = \langle z^2 \rangle = \hbar^2 \mu \omega_0\), we re-express
\[
\mu \omega_0 = \frac{3 \hbar}{2 \tau_E^2}
\]
to obtain
\[
\Delta \epsilon = -\frac{1}{2} \left(-\tau_E^2 \frac{q^2 m_3^2 + q^2 m_3^3}{6 c^2 \mu M^3}\right) B^2,
\]
which agrees with Eq. (81).

Comparing the results for the polarizabilities derived from Eqs. (77) and (81) with the Compton polarizabilities \(\bar{\alpha}_E\) and \(\bar{\beta}_M\) of Eqs. (66) and (67), we see that they differ by the terms \(Q^2 \tau_E^2/(3 M c^2)\) and \(-\langle \vec{D}^2 \rangle/(2 M c^2)\), respectively. In this context, the quantities \(\alpha_E\) and \(\beta_E\) are sometimes referred to as static polarizabilities, because they characterize the response to static and uniform external fields. However, as we will see in the next section, in a covariant description, there is no difference between static polarizabilities and Compton polarizabilities [4]. Moreover, Eq. (66) seems to suggest that electric polarizabilities of ground-state particles are positive quantities, given that \(Q^2 \tau_E^2 \geq 0\). However, as we will see in Sec. 5.3 a covariant calculation of the \(\pi^0\) electric polarizability in the framework of chiral perturbation theory will give rise to a negative value for \(\bar{\alpha}_{E\pi^0}\).

4. Compton Scattering in Quantum Field Theory

Now that we have discussed Compton scattering in the classical framework and also using nonrelativistic quantum mechanics, we will move on to a discussion within relativistic quantum field theory. In particular, we will work out similarities such as the Thomson limit but also differences as, for example, in the interpretation of the polarizabilities. From now on, we make use of (rationalized) natural units, \(c = 1 = \hbar\), such that Maxwell’s equations in the vacuum are given by
\[
\begin{align*}
\hat{\nabla} \cdot \vec{B} &= 0, \\
\hat{\nabla} \times \vec{E} + \frac{\partial \vec{B}}{\partial t} &= 0, \\
\hat{\nabla} \cdot \vec{E} &= \rho, \\
\hat{\nabla} \times \vec{B} - \frac{\partial \vec{E}}{\partial t} &= \vec{J}.
\end{align*}
\]
\(^1\) The conversion constant is \(\hbar c = 197.3269788(12)\) MeV fm \(^1\).
To define the notation and normalization used, let us discuss the case of three
Cartesian free spin-0 fields,
\[ \phi_i(x) = \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^32\omega(k)} \left( a_i(\vec{k})e^{-ik\cdot x} + a_i^\dagger(\vec{k})e^{ik\cdot x} \right), \quad i = 1, 2, 3, \quad (84) \]
where \( k\cdot x = k_0 t - \vec{k}\cdot \vec{x} \) with \( k_0 = \omega(\vec{k}) = \sqrt{M_x^2 + \vec{k}^2} \). The annihilation and creation operators satisfy the canonical commutation relations,
\[ [a_i(\vec{k}), a_j^\dagger(\vec{k}')] = (2\pi)^32\omega(\vec{k})\delta_{ij}\delta^3(\vec{k} - \vec{k}'), \quad [a_i(\vec{k}), a_j(\vec{k}')] = 0 = [a_i^\dagger(\vec{k}), a_j^\dagger(\vec{k}')] \quad (85) \]
The physical pion fields are introduced as
\[ \pi^+(x) = \frac{1}{\sqrt{2}} (\phi_1(x) - i\phi_2(x)), \quad \pi^0(x) = \phi_3(x), \quad \pi^-(x) = \frac{1}{\sqrt{2}} (\phi_1(x) + i\phi_2(x)), \quad (86) \]
such that, e.g.,
\[ \langle 0|\pi^+(x)\pi^+(\vec{p})\rangle = \frac{1}{\sqrt{2}}\langle 0|\pi^+(x) \left( a_1^\dagger(\vec{p}) + ia_2^\dagger(\vec{p}) \right) |0\rangle = e^{-ip\cdot x}. \]

4.1. Electromagnetic vertex of a charged pion

In the discussion of the low-energy theorem for the Compton tensor in Sec. 4.3 we
need the interaction vertex of a single photon with a charged pion. In the following,
we discuss the properties of this vertex which are derived entirely based on symmetry
considerations.

Let \( \pi_0^+ \) and \( \pi_0^- \) denote bare, i.e., unrenormalized field operators of some quantum
field theory describing interacting charged pions. Let us define the three-point
Green’s function involving the electromagnetic current operator \( J_\mu^0(z) \) as
\[ G^\mu(x, y, z) = \langle 0|T [\pi_0^+(x)\pi_0^-(y)J_\mu^0(z)] |0\rangle. \quad (87) \]
The physical interpretation of Eq. (87) is that \( G^\mu \) describes the transition amplitude
for creating a \( \pi^+ \) at \( y \), propagation to \( z \), interaction via the current operator at \( z \),
propagation to \( x \) and annihilation of the \( \pi^- \) at \( x \). The corresponding momentum-
space Green’s function reads
\[ (2\pi)^4\delta^4(p_f - p_i - q)G^\mu(p_f, p_i) = \int d^4x d^4y d^4z e^{i(p_f\cdot x - p_i\cdot y - q\cdot z)}G^\mu(x, y, z), \quad (88) \]
where \( p_i \) and \( p_f \) are the four-momenta corresponding to lines of a positively charged
pion entering and leaving the vertex, respectively, and \( q = p_f - p_i \) is the momentum

\[ ^k \text{Alternatively, } G^\mu \text{ describes the creation of a } \pi^- \text{ at } x, \text{ propagation to } z \text{, interaction via the current}
\text{operator at } z, \text{ propagation to } y \text{ and annihilation of the } \pi^- \text{ at } y. \text{ Moreover, } G^\mu \text{ also describes the}
\text{creation of a } \pi^+ \text{ at } y \text{ and of a } \pi^- \text{ at } x, \text{ both propagating to } z, \text{ with an annihilation at } z \text{ through}
\text{the current operator.} \]
transfer at the vertex. Defining the renormalized three-point Green’s function \( G_\mu^R \) as

\[
G_\mu^R(p_f, p_i) = Z_\pi^{-1} Z_J^{-1} G_\mu(p_f, p_i),
\]

where \( Z_\pi \) and \( Z_J \) are renormalization constants, we obtain the one-particle irreducible, renormalized three-point Green’s function by removing the propagators at the external lines,

\[
\Gamma_\mu,\text{irr}_R(p_f, p_i) = \left[ i\Delta_R(p_f) \right]^{-1} G_\mu^R(p_f, p_i) \left[ i\Delta_R(p_i) \right]^{-1},
\]

where \( \Delta_R(p) \) is the full, renormalized propagator. From a perturbative point of view, \( \Gamma_\mu,\text{irr}_R(p_f, p_i) \) is made up of those Feynman diagrams which cannot be disconnected by cutting any one single internal line.

In the following we discuss a few model-independent properties of \( \Gamma_\mu,\text{irr}_R(p_f, p_i) \) [26].

1. Imposing Lorentz covariance, the most general parametrization of \( \Gamma_\mu,\text{irr}_R \) can be written in terms of two independent four-momenta, \( P_\mu = p_\mu^f + p_\mu^i \) and \( q_\mu = p_\mu^f - p_\mu^i \), respectively, multiplied by Lorentz-scalar form functions \( F \) and \( G \) depending on three scalars, e.g., \( q^2 \), \( p_\mu^2 \), and \( p_\mu^2 \),

\[
\Gamma_\mu,\text{irr}_R(p_f, p_i) = (p_f + p_i) \mu F(q^2, p_\mu^2, p_\mu^2) + (p_f - p_i) \mu G(q^2, p_\mu^2, p_\mu^2).
\]

2. Time-reversal symmetry results in

\[
F(q^2, p_\mu^2, p_\mu^2) = F(q^2, p_\mu^2, p_\mu^2), \quad G(q^2, p_\mu^2, p_\mu^2) = -G(q^2, p_\mu^2, p_\mu^2).
\]

In particular, from Eq. [92] we conclude that \( G(q^2, M_\pi^2, M_\pi^2) = 0 \). This, of course, corresponds to the well-known fact that a spin-0 particle has only one electromagnetic form factor, \( F(q^2) \).

3. Using the charge-conjugation properties \( J^\mu \leftrightarrow -J^\mu \) and \( \pi^+ \leftrightarrow \pi^- \), it is straightforward to see that form functions of particles are just the negative of form functions of antiparticles. In particular, the \( \pi^0 \) does not have any electromagnetic form functions even off shell, since it is its own antiparticle.

4. Due to the hermiticity of the electromagnetic current operator, \( F(q^2) \) is real in the spacelike region \( q^2 \leq 0 \):

\[
(p_f + p_i) \mu e F^*(q^2) = \langle p_f | J^\mu(0) | p_i \rangle^* = \langle p_i | J^\mu(0) | p_f \rangle = \langle p_i | J^\mu(0) | p_f \rangle = (p_i + p_f) \mu e F(q^2) \text{ for } q^2 \leq 0.
\]

\(^1\)In fact, \( Z_J = 1 \) due to gauge invariance.

\(^m\)Note that we extracted the proton charge \( e \).
As the simplest example, one may consider a structureless "point pion," note that both equations are related by taking the adjoint. For notational convenience, in Eqs. (93)–(95) we omit the index 0 denoting bare fields.

Current conservation at the operator level, $\partial_\mu J^\mu(z) = 0$, together with the equal-time commutation relations of the electromagnetic charge-density operator with the pion field operators,

$$
\begin{align*}
[J^0(x), \pi^-(y)] &= e\delta^4(x-y)\pi^-(y), \\
[J^0(x), \pi^+(y)] &= -e\delta^4(x-y)\pi^+(y),
\end{align*}
$$

are the basic ingredients for obtaining Ward-Takahashi identities [27, 28] for electromagnetic processes. For example, we obtain from Eq. (93)

$$
\partial_\mu G^\mu(x, y, z) = e [\delta^4(z-y) - \delta^4(z-x)] \langle 0|T[\pi^+(x)\pi^-(y)]|0\rangle.
$$

Taking the Fourier transformation of Eq. (95), performing a partial integration, and repeating the same steps which lead from Eq. (88) to (90), one obtains the celebrated Ward-Takahashi identity for the electromagnetic vertex

$$
q_\mu \Gamma_{R, \text{irr}}^\mu(p_f, p_i) = \Delta_R^{-1}(p_f) - \Delta_R^{-1}(p_i).
$$

In general, this technique can be applied to obtain Ward-Takahashi identities relating Green’s functions which differ by insertions of the electromagnetic current operator.

Inserting the parametrization of the irreducible vertex, Eq. (91), into the Ward-Takahashi identity, Eq. (96), the form functions $F$ and $G$ are constrained to satisfy

$$
(p_f^2 - p_i^2)F(q^2, p_f^2, p_i^2) + q^2 G(q^2, p_f^2, p_i^2) = \Delta_R^{-1}(p_f) - \Delta_R^{-1}(p_i).
$$

From Eq. (97), it can be shown that, given a consistent calculation of $F$, the propagator of the particle, $\Delta_R$, as well as the form function $G$ are completely determined (see Appendix A of Ref. [26] for details). The Ward-Takahashi identity thus provides an important consistency check for microscopic calculations.

As the simplest example, one may consider a structureless “point pion,”

$$
\Gamma^\mu(p_f, p_i) = (p_f + p_i)^\mu, \quad q_\mu \Gamma^\mu = p_f^2 - p_i^2 = (p_f^2 - M^2) - (p_i^2 - M^2),
$$

i.e., $F(q^2, p_f^2, p_i^2) = 1$ and $G(q^2, p_f^2, p_i^2) = 0$. 

\*\*For notational convenience, in Eqs. (93)–(95) we omit the index 0 denoting bare fields.

\*\*Note that both equations are related by taking the adjoint.
Finally, it is important to emphasize that the off-shell behavior of form functions is representation dependent, i.e., form functions are, in general, not observable. In the context of a Lagrangian formulation, this can be understood as a result of field transformations \[29–31\]. This does not render the previous discussion useless, rather the Ward-Takahashi identities provide important consistency relations between the building blocks of a quantum-field-theoretical description.

4.2. Compton tensor

The problem of finding a suitable set of amplitudes parametrizing the Compton tensor was already addressed and solved by Tarrach \[32\] through a projection technique originally proposed by Bardeen and Tung \[33\]. Here, we follow a very simple and powerful alternative method developed by L’vov et al. \[34\] which avoids projections. The general goal is to construct a tensor basis and a related set of Lorentz-invariant amplitudes \(B_i\), which are free from kinematical singularities and constraints. This simplifies the classification of the low-energy characteristics of the pion, and also provides technical advantages, for instance, when discussing dispersion relations. At the end, the Compton tensor is written in a manifestly gauge-invariant form and divided into structures contributing to real Compton scattering, virtual Compton scattering (VCS) with one photon virtual and, finally, VCS with both photons virtual.

To begin with, we define the amplitude \(T_{\text{VCS}}\) of virtual Compton scattering, \[\gamma(\epsilon, q^\pm) + \pi(p_i) \rightarrow \gamma(\epsilon', q^\mp) + \pi(p_f),\] \(\text{(98)}\) as

\[T_{\text{VCS}} = \epsilon_\mu \epsilon_{\mu}' T^{\mu\nu},\] \(\text{(99)}\)

where \(\epsilon\) and \(\epsilon'\) denote the polarization vectors of real or virtual photons. The Compton tensor \(T^{\mu\nu}\) is given in terms of the covariant \(\hat{T}\) product \[35\] of the electromagnetic current operators,

\[T^{\mu\nu} = i \int d^4 x e^{-i q \cdot x} \langle \pi(p_f) | \hat{T} [J^\mu(x) J^\nu(0)] | \pi(p_i) \rangle.\] \(\text{(100)}\)

Starting from the \(S\) matrix \(S = I + iT\), we define the invariant scattering amplitude \(T_{fi}\) for the transition \(|i\rangle\) to \(|f\rangle\) as

\[\langle f | T | i \rangle = (2\pi)^4 \delta^4(P_f - P_i) T_{fi},\] \(\text{(101)}\)

where \(P_i\) and \(P_f\) denote the total four-momenta of the initial and final states, respectively. In the case of real photons, the RCS invariant scattering amplitude is given by

\[T_{fi} = \epsilon_\mu \epsilon_{\mu}' T^{\mu\nu}.\] \(\text{(102)}\)
Due to four-momentum conservation, $p_i + q = p_f + q'$, the tensor $T^{\mu\nu}$ depends on three linearly independent four-vectors $P, Q$, and $R$,

$$P = \frac{1}{2}(p_i + p_f), \quad Q = \frac{1}{2}(q + q'), \quad R = \frac{1}{2}(p_f - p_i) = \frac{1}{2}(q - q').$$ (103)

Since we only consider the case of initial and final pions on the mass shell, the vectors $P, Q$, and $R$ are constrained by

$$P^2 = M^2_\pi - R^2, \quad P \cdot R = 0,$$ (104)

where $M_\pi$ is the pion mass. Hence, we can choose four independent kinematical invariants which, for the moment, we take to be $Q^2, R^2, P \cdot Q$, and $Q \cdot R$.

The discrete symmetries as well as gauge invariance impose restrictions on the general form of the Compton tensor. For charged pions the combination of pion crossing with charge-conjugation symmetry results in

$$T^{\mu\nu}(P, Q, R) = T^{\mu\nu}(-P, Q, R),$$ (105)

whereas photon crossing yields

$$T^{\mu\nu}(P, Q, R) = T^{\nu\mu}(P, -Q, R).$$ (106)

Gauge invariance requires

$$q_\mu T^{\mu\nu} = (Q + R)_\mu T^{\mu\nu} = 0,$$
$$q'_\mu T^{\mu\nu} = (Q - R)_\nu T^{\mu\nu} = 0,$$ (107)

where the first and second equation are not independent once photon-crossing symmetry is imposed. Finding a solution to Eqs. (107) without introducing kinematical singularities or constraints is the main challenge in constructing appropriate amplitudes. Because of parity conservation, the Compton tensor transforms as a proper second-rank Lorentz tensor. The most general $T^{\mu\nu}$ satisfying the crossing-symmetry conditions of Eqs. (105) and (106) can be written as a linear combination of ten basis tensors which include the metric tensor $g^{\mu\nu}$ and 9 bi-linear products of $P, Q$, and $R$. Due to parity, structures containing a single fully antisymmetric tensor $\epsilon^{\mu\nu\alpha\beta}$ are excluded.

In order to parametrize $T^{\mu\nu}$, let us introduce gauge-invariant combinations of photon polarizations and momenta,

$$\mathcal{F}_{\mu\nu} = -i(q_\mu \epsilon_\nu - q_\nu \epsilon_\mu), \quad \mathcal{F}'_{\mu\nu} = i(q'_\mu \epsilon'_\nu - q'_\nu \epsilon'_\mu).$$ (108)

These second-rank tensors represent the Fourier components of the electromagnetic field-strength tensor $F_{\mu\nu}(x) = \partial_\mu A_\nu(x) - \partial_\nu A_\mu(x)$ associated with plane-wave initial and final photons described by vector potentials $A_\mu(x) = \epsilon_\mu \exp(-i q \cdot x)$ and

\[\text{For the neutral pion (but not for the neutral kaon), which is its own antiparticle, only pion crossing is required to obtain Eq. (105).}\]
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\[ A'(x) = \epsilon' \epsilon^* \exp(iq' \cdot x), \] respectively. A gauge transformation \( A_\mu \rightarrow A_\mu + \partial_\mu \chi \) may be represented as \( \epsilon_\mu \rightarrow \epsilon_\mu - i \lambda q_\mu, \) such that

\[ F_{\mu\nu} \rightarrow -i [q_\mu (\epsilon_\nu - i \lambda q_\nu) - q_\nu (\epsilon_\mu - i \lambda q_\mu)] = F_{\mu\nu} - \lambda q_\mu q_\nu + \lambda q_\nu q_\mu = F_{\mu\nu}, \]

and similarly \( F'_{\mu\nu} \rightarrow F'_{\mu\nu}. \) The most general VCS amplitude can be written in the following manifestly gauge-invariant form:

\[ T_{VCS} = \frac{1}{2} F_{\mu\nu} F'_{\nu\rho} B_1 + (P_\mu F_{\rho\nu})(P^\rho F'_{\mu\nu}) B_2 \]
\[ + [(P^\nu q^\mu F_{\mu\nu})(P^\rho q^\nu F'_{\rho\sigma}) + (P^\nu q^\mu F_{\rho\nu})(P^\rho q^\nu F'_{\mu\sigma})] B_3 \]
\[ + (q_\mu F_{\mu\nu}')(q_\nu F_{\rho\nu}')(B_4 + (P^\nu q^\mu F_{\rho\nu})(P^\rho q^\nu F'_{\mu\sigma}) B_5). \]  

(109)

The invariant amplitudes \( B_i \) are functions of four independent kinematical variables and are free from kinematical singularities and constraints. In terms of \( F_{\mu\nu} \) and \( F'_{\mu\nu} \), it turns out to be rather straightforward to identify structures contributing for real or virtual photons. Real photons in the initial (final) state satisfy \( q^2 = q \cdot \epsilon = 0 \) \((q'^2 = q' \cdot \epsilon'^* = 0)\), such that

\[ q_\nu F_{\mu\nu} = -i(q_\nu q_\mu \epsilon_\nu - q_\nu q_\mu \epsilon_\mu) = 0, \quad q_\nu F_{\mu\nu} = 0. \]  

(110)

As a consequence of Eqs. (110), only the amplitudes \( B_1 \) and \( B_2 \) are needed to describe real Compton scattering. When only one photon is virtual, one more amplitude \( (B_3) \) contributes. All five amplitudes \( B_i \) enter, when both photons are virtual.

Of course, after substituting \( q \rightarrow q_1, q' \rightarrow -q_2, p_i \rightarrow -p_1, \) and \( p_f \rightarrow p_2, \) Eq. (109) also describes the general kinematical structure of the amplitude of the crossed reaction \( \gamma(q_1) \gamma(q_2) \rightarrow \pi(p_1)\pi(p_2) \) for on-shell pions.

As mentioned before, the functions \( B_i \) depend on the four invariants \( Q^2, R^2, (Q \cdot R)^2, \) and \((P \cdot Q)^2. \) As an alternative, the following combinations of the first three quantities can be used as independent arguments of the \( B_i: q^2 + q'^2 = 2(R^2 + Q^2), q \cdot q' = R^2 - Q^2, \) and \( q^2 q'^2 = (R^2 + Q^2)^2 - 4(Q \cdot R)^2. \) Thus, we may write

\[ B_i = B_i(\nu^2, q \cdot q', q^2, q'^2), \]  

(111)

where \( \nu \) is defined as

\[ M_\pi \nu = P \cdot Q = P \cdot q = P \cdot q'. \]  

(112)

Besides being manifestly crossing symmetric, this form of the \( B_i \) has the advantage of having a simple limit if one or both photons become real.

Finally, the Mandelstam invariants of the VCS reaction read

\[ s = (p_i + q)^2 = M_\pi^2 + 2M_\pi \nu + q \cdot q', \]
\[ u = (p_i - q')^2 = M_\pi^2 - 2M_\pi \nu + q \cdot q', \]
\[ t = (q - q')^2 = q^2 + q'^2 - 2q \cdot q'. \]  

(113)
4.3. Low-energy behavior of the Compton tensor

At low energies, the electromagnetic polarizabilities describe the response of a composite system to the electromagnetic fields in Compton scattering. In the following, we discuss properties of the Compton tensor in the limit \( q, q' \to 0 \), which are entirely based on gauge invariance, Lorentz covariance and the discrete symmetries \( P, C, T \). In this context, it will be useful to divide the full Compton tensor into two pieces so that

\[
T^{\mu\nu} = T^{\mu\nu}_A + T^{\mu\nu}_B.
\]

Here \( T^{\mu\nu}_A \) will contain all of the terms in the amplitude which are singular as either \( q \to 0 \) or \( q' \to 0 \), together, perhaps, with some additional non-singular terms. \( T^{\mu\nu}_B \) will contain everything else. We stress that this separation is not unique in the sense that non-singular terms may be shifted from \( T^{\mu\nu}_A \) to \( T^{\mu\nu}_B \) and vice versa.

Using, e.g., the soft-photon technique of Ref. [36], one may define the generalized Born terms of the virtual Compton scattering amplitude as

\[
T^{\mu\nu}_{\text{Born}} = e^2 F(q^2) F(q'^2) \left[ 2g^{\mu\nu} \frac{(2p_i + q)^\mu (2p_f + q')^\nu}{(p_i + q)^2 - M^2} - \frac{(2p_i - q')^\mu (2p_f - q)^\nu}{(p_i - q')^2 - M^2} \right],
\]

where \( F \) denotes the on-shell electromagnetic form factor. The \( s \)- and \( u \)-channel terms provide the singular contributions proportional to \( 1/(p_i \cdot q) \) and \( 1/(p_i \cdot q') \), respectively, whereas the term proportional to the metric tensor \( g^{\mu\nu} \) makes the generalized Born terms gauge invariant. Moreover, \( T^{\mu\nu}_{\text{Born}} \) is symmetric under photon crossing, \( q \leftrightarrow -q' \), \( \mu \leftrightarrow \nu \). Equation (115) provides a natural generalization of the Born amplitude for a point-like particle to the case of a finite-size particle. As discussed in Ref. [37] in detail, such a generalization incorporates all low-energy singularities of the total VCS amplitude, so that the non-Born part of the amplitude can be expanded in powers of small photon momenta, giving rise to (generalized) polarizabilities.

A particularly elegant way of obtaining Eq. (115) from an effective Lagrangian was discussed in Ref. [34] and is outlined in Appendix A.

4.4. Electromagnetic polarizabilities

The generalized Born terms of Eq. (115) possess all the symmetries of the total amplitude \( T_{\text{VCS}} \) and contain all singularities of \( T_{\text{VCS}} \) at low energies. After having defined the generalized Born terms, we decompose the invariant amplitudes \( B_i(\nu^2, q \cdot q', q^2 + q'^2, q^2 q'^2) \) into generalized Born and non-Born contributions,

\[
B_i = B^{\text{Born}}_i + B^{\text{NB}}_i, \quad i = 1, \ldots, 5.
\]

From Eq. (115), we obtain the generalized Born parts of the invariant amplitudes \( B_i \),

\[
B^{\text{Born}}_1 = (q \cdot q')C, \quad B^{\text{Born}}_2 = -4C, \quad C = \frac{2e^2 F(q^2) F(q'^2)}{(s - M^2)(u - M^2)},
\]

where \( s = (p_i + q)^2 \) and \( u = (p_i - q')^2 \). The non-Born parts are given by

\[
B^{\text{NB}}_i = \frac{2e^2 F(q^2) F(q'^2)}{(s - M^2)(u - M^2)} \left[ (2p_i + q)^\mu (2p_f + q')^\nu - (2p_i - q')^\mu (2p_f - q)^\nu \right],
\]

for \( i = 1, \ldots, 5 \).
and $B_i^{\text{Born}} = 0$ for $i = 3, 4, 5$. At energies below inelastic thresholds, the non-Born parts of $B_i$ are regular functions of the kinematical variables, which may be expanded in a Taylor series. In particular, when the momenta of both photons are small, $q \approx q' \to 0$, one obtains

$$
T_{\text{VCS}} = T_{\text{VCS}}^{\text{Born}} + \frac{1}{2} F^{\mu \nu} F^{'\mu \nu} b_1(0) + (P_{\mu} F^{\mu \nu})(P^{'\rho} F^{'\rho \nu}) b_2(0) + \mathcal{O}(q^4),
$$

(118)

where the constants $b_i(0) \equiv B_{\text{NB}}^E(0,0,0,0), i = 1, 2$, are related to the electric and magnetic polarizabilities of low-energy real Compton scattering,

$$
8\pi M_\pi \alpha_E = -b_1(0) - M_\pi^2 b_2(0), \quad 8\pi M_\pi \beta_M = b_1(0).
$$

(119)

For the sake of notational convenience, from now on we will omit the bar symbol from Compton polarizabilities resulting from a covariant calculation. If we explicitly specify the particle in question, we will also omit the subscripts $E$ and $M$, because a confusion of the electric polarizability with the fine-structure constant is then excluded. Equations (118) and (119) provide a Lorentz-invariant form of the low-energy theorem for real and virtual Compton scattering up to and including second order in the photon momenta.

Again, the non-Born contributions can be interpreted as the matrix element resulting from an effective Lagrangian (see Appendix B).

4.5. Dispersion relations and sum rules

In this section, we shortly review how certain analytic properties of the invariant amplitudes $B_i$ give rise to dispersion relations which, in turn, can be translated into sum rules for the polarizabilities. For the sake of simplicity, we restrict ourselves to the case of real Compton scattering. For detailed reviews of the application of dispersion relations to real and virtual Compton scattering, we refer to Refs. [38,39].

Let us consider the kinematics of real Compton scattering, $\gamma (q) + \pi (p_i) \to \gamma (q') + \pi (p_f)$. In this case, the Mandelstam variables of Eq. (113) are constrained by $s + t + u = 2M^2_\pi$. The crossing-odd variable $\nu$ is defined by

$$
\nu = \frac{s - u}{4M_\pi}.
$$

(120)

The two Lorentz-invariant variables $\nu$ and $t$ span the Mandelstam plane shown in Fig. 3. They are related to the initial ($E_\gamma$) and final ($E'_\gamma$) photon lab energies and to the lab scattering angle $\theta$ by

$$
\nu = E_\gamma + \frac{t}{4M_\pi} = \frac{1}{2}(E_\gamma + E'_\gamma),
$$

$$
t = -4E_\gamma E'_\gamma \sin^2(\theta/2) = -2M_\pi (E_\gamma - E'_\gamma).
$$

(121)

Starting from Eq. (109), the invariant scattering amplitude $T_{fi}$ of RCS can be
expressed by 2 independent amplitudes $A(\nu, t)$ and $B(\nu, t)$

$$T_{\text{RCS}} = (q \cdot q' \epsilon' \cdot \epsilon'^* - \epsilon \cdot q' \epsilon' \cdot q) A(\nu, t)$$

$$+ (P \cdot qP \cdot q' \epsilon \cdot \epsilon'^* - P \cdot q \epsilon \cdot q' \epsilon' \cdot P - P \cdot q' \epsilon \cdot q \epsilon' \cdot P + q \cdot q' \epsilon \cdot P \epsilon' \cdot P) B(\nu, t).$$

(122)

The Lorentz-scalar functions $A$ and $B$ depend on $\nu$ and $t$, they are free of kinematic singularities and constraints, and, because of the crossing symmetry of $T_{\text{RCS}}$, they satisfy the relations $A(\nu, t) = A(-\nu, t)$ and $B(\nu, t) = B(-\nu, t)$. We further note that the functions $A$ and $B$ are real in the interior of a triangle formed by the dotted lines $s = t = u = 4M^2_T$.

The unitarity of the $S$ matrix, $S^\dagger S = I$, implies the optical theorem [35]: the total photoabsorption cross section $\gamma \pi \rightarrow \text{hadrons}$, $\sigma_{\gamma \pi}^{\text{tot}}(s)$, and the imaginary part of the elastic forward-scattering transition amplitude $T_{\text{RCS}}(s, t = 0, \epsilon = \epsilon')$ are related by

$$\text{Im} [T_{\text{RCS}}(s, t = 0, \epsilon = \epsilon')] = \sqrt{\lambda(s, M^2_T, 0)} \sigma_{\gamma \pi}^{\text{tot}}(s),$$

(123)

In comparison to Ref. [40], our sign convention for $B$ is opposite.
where
\[ \lambda(x, y, z) \equiv x^2 + y^2 + z^2 - 2xy - 2yz - 2zx \]
is the Källén function. Using Eq. (122) in combination with Eq. (116), the forward transition amplitude is given by
\[ T_{fw}(\nu) \equiv T_{RCS}(s, t = 0, \epsilon = \epsilon') = -2e^2 - M^2 \nu^2 B_{NB}^{fw}(\nu), \]
where the first term originates from the Born terms of Eq. (117) and \( B_{NB}^{fw}(\nu, t = 0) \). Extending the variable \( \nu \) to complex values, \( \nu_c = \nu_r + i\nu_i \), the function \( T_{fw}(\nu_c) \) is analytic in the complex \( \nu \) plane except for cuts extending along the real axis from \( \nu_0 = 3M_\pi/2 \) to \( +\infty \) and from \( -\infty \) to \( -\nu_0 \) corresponding to the \( s \)- and \( u \)-channel thresholds, respectively [35].

Using the contour shown in Fig. 4 and applying Cauchy’s integral formula to the function
\[ \tilde{T}_{fw}(\nu) = \frac{T_{fw}(\nu) - T_{fw}(0)}{\nu^2}, \]
we obtain a (subtracted) forward dispersion relation of the form (see Appendix C)
\[ \tilde{T}_{fw}(\nu + i\epsilon) = \frac{1}{\pi} \int_{\nu_0}^{\infty} d\nu' \text{Im} \left[ \tilde{T}_{fw}(\nu') \right] \left( \frac{1}{\nu' - \nu - i\epsilon} + \frac{1}{\nu' + \nu + i\epsilon} \right). \]
We rearrange Eq. (125) as
\[ T_{fw}(\nu + i\epsilon) = T_{fw}(0) + \frac{(\nu + i\epsilon)^2}{\pi} \int_{\nu_0}^{\infty} d\nu' \text{Im} \left[ \tilde{T}_{fw}(\nu') \right] \left( \frac{1}{\nu' - \nu - i\epsilon} + \frac{1}{\nu' + \nu + i\epsilon} \right) \]
and consider the real part for \( \nu > 0 \) in the limit \( \epsilon \to 0^+ \). To this end, we employ Eq. (124) for \( \nu = 0 \), make use of the optical theorem to rewrite \( \text{Im}[\tilde{T}_{fw}(\nu')] = \)

---

**Fig. 4.** Contour integral in the complex plane.
2M πσ \text{tot}γ π(ν′)/ν′, and apply the principal value prescription, \( \frac{1}{ν′−ν−i\epsilon} = \text{P.V.}\left(\frac{1}{ν′−ν}\right) + iπ\delta(ν′−ν) \), to obtain

\[
\text{Re}\left[T_{fw}(ν)\right] = -2e^2 + 4M π \nu^2 \pi P.V. \int_{ν_0}^{∞} dν′ \frac{σ_{\gamma π}^{\text{tot}}(ν′)}{ν′^2 − ν^2},
\]

(126)

where \( \text{P.V.} \) denotes the Cauchy principle value. For \( 0 ≤ ν < ν_0 \) and \( ν′ ≥ ν_0 \), we may expand

\[
\frac{1}{ν′^2 − ν^2} = \frac{1}{ν′^2} \left(1 + \frac{ν^2}{ν′^2} + \cdots\right),
\]

such that\footnote{Since the integral starts at \( ν_0 \), we can omit the principal value symbol \( \text{P.V.} \).}

\[
\int_{ν_0}^{∞} dν′ \frac{σ_{\gamma π}^{\text{tot}}(ν′)}{ν′^2 − ν^2} = \int_{ν_0}^{∞} dν′ \frac{σ_{\gamma π}^{\text{tot}}(ν′)}{ν′^2} + ν^2 \int_{ν_0}^{∞} dν′ \frac{σ_{\gamma π}^{\text{tot}}(ν′)}{ν′^4} + \cdots.
\]

For \( |ν| < ν_0 \), the forward transition amplitude is real and we, therefore, obtain from Eq. (126)

\[
T_{fw}(ν) = -2e^2 + 4M π \nu^2 \pi \int_{ν_0}^{∞} dν′ \frac{σ_{\gamma π}^{\text{tot}}(ν′)}{ν′^2} + 4M π \nu^4 \pi \int_{ν_0}^{∞} dν′ \frac{σ_{\gamma π}^{\text{tot}}(ν′)}{ν′^4} + \mathcal{O}(ν^6).
\]

(127)

Expanding Eq. (124) in terms of \( ν \),

\[
T_{fw}(ν) = -2e^2 - M_π^2 ν^2 B^{\text{NB}}(ν, 0) = -2e^2 - M_π^2 ν^2 B^{\text{NB}}(0, 0) + \mathcal{O}(ν^4),
\]

and using the results of Eq. (119),

\[
B^{\text{NB}}(0, 0) = -\frac{8π}{M_π}(α_E + β_M),
\]

we obtain, by comparing the terms proportional to \( ν^2 \), the celebrated Baldin sum rule \cite{41,42},

\[
α_E + β_M = \frac{1}{2π^2} \int_{ν_0}^{∞} dν \frac{σ_{\gamma π}^{\text{tot}}(ν)}{ν^2}.
\]

(128)

In an analogous fashion, the integral multiplying the power \( ν^4 \) in Eq. (127) provides a sum rule involving the electric and magnetic quadrupole polarizabilities \( α_{E2} \) and \( β_{M2} \) as well as the so-called dispersive corrections \( α_{Eν} \) and \( β_{Mν} \) to the electric and magnetic dipole polarizabilities \cite{43},

\[
α_{Eν} + β_{Mν} + \frac{1}{12}(α_{E2} + β_{M2}) = \frac{1}{2π^2} \int_{ν_0}^{∞} dν \frac{σ_{\gamma π}^{\text{tot}}(ν)}{ν^4}.
\]

(129)

Establishing a sum rule for the difference \( α_E - β_M \) analogous to that for \( α_E + β_M \) of Eq. (128) turns out to be more complex. Various approaches have been suggested, differing by the way how the contour integral is chosen in the complex plane \cite{40,42,41,46}. By this, a certain amount of model dependence is introduced.
to the determination of $\alpha_E - \beta_M$ [4]. For a discussion of a dispersive treatment of the crossed-channel reaction $\gamma\gamma \rightarrow \pi\pi$ and its relation to the polarizabilities $\alpha_E$ and $\beta_M$, we refer the interested reader to Refs. [47–56.

5. Compton Scattering off the Pion in Chiral Perturbation Theory

In this section, we will focus on the predictions of chiral perturbation theory (ChPT) [57–60] for the electromagnetic polarizabilities of the pion. A short discussion of the chiral Lagrangian can be found in Appendix D. In fact, within the framework of the partially conserved axial-vector current (PCAC) hypothesis and current algebra, the electromagnetic polarizabilities of the charged pion are related to the radiative charged-pion beta decay $\pi^+ \rightarrow e^+\nu_e\gamma$ [61]. Chiral perturbation theory provides a framework for reproducing the predictions of current algebra and for systematically analyzing corrections to the current-algebra results.

5.1. Chiral perturbation theory at $\mathcal{O}(p^4)$

For the sake of completeness, we discuss the amplitude $T_{\text{VCS}}$ for both photons virtual. The polarizabilities of real Compton scattering are obtained from the invariant amplitudes evaluated for $q^2 = q'^2 = 0$, whereas the generalized polarizabilities, discussed in Appendix F, refer to $q^2 < 0$ and $q'^2 = 0$.

5.1.1. Generalized Born amplitude

According to Weinberg’s power counting, a calculation of the $s$- and $u$-channel pole terms at $\mathcal{O}(p^4)$ involves the renormalized irreducible vertex at $\mathcal{O}(p^4)$,

$$\Gamma_R^{\nu,\text{irr}}(p_f, p_i) = (p_f + p_i)^\mu F(q^2) + (p_f - p_i)^\mu \frac{p_f^2 - p_i^2}{q^2} [1 - F(q^2)] , \quad q = p_f - p_i , \quad (130)$$

where $F(q^2)$ is the prediction for the electromagnetic form factor of the pion (see Eq. (15.3) of Ref. [58]). At $\mathcal{O}(p^4)$, the renormalized propagator is simply given by

$$i\Delta_R(p) = \frac{i}{p^2 - M^2_{\pi} + i0^+} , \quad (131)$$

with $M^2_{\pi}$ the $\mathcal{O}(p^4)$ result for the pion mass squared (see Eq. (12.2) of Ref. [58]). Note that Eqs. (130) and (131) satisfy the Ward-Takahashi identity [27,28].

With these ingredients, the VCS amplitude at $\mathcal{O}(p^4)$ can be expressed as

$$T_{\text{VCS}} = T_{\text{VCS}}^{\text{pole}} + T_{\text{VCS}}^{\text{res}}, \quad (132)$$

where, using Eq. (130), the result for the pole terms at $\mathcal{O}(p^4)$ reads

$$T_{\text{VCS}}^{\text{pole}} = -e^2 \left( \epsilon_\nu^{*} \epsilon_{\nu'}^{*} \Gamma_R^{\nu,\text{irr}}(p_f, p_f + q') \epsilon_\mu^{*} \Gamma_R^{\mu,\text{irr}}(p_i + q, p_i) \right) \frac{s - M^2_{\pi} + i0^+}{s - M^2_{\pi} + i0^+} + \epsilon_\nu^{*} \epsilon_{\nu'}^{*} \Gamma_R^{\nu,\text{irr}}(p_f, p_f - q) \epsilon_\mu^{*} \Gamma_R^{\mu,\text{irr}}(p_i - q, p_i) \frac{u - M^2_{\pi} + i0^+}{u - M^2_{\pi} + i0^+} . \quad (133)$$
\[ T^{\text{pole}}_{\text{VCS}} = \Delta T_{\text{VCS}} + T^{\text{NB}}_{\text{VCS}}, \]

such that

\[ T^{\text{Born}}_{\text{VCS}} = T^{\text{pole}}_{\text{VCS}} + \Delta T_{\text{VCS}} \]

corresponds to the generalized Born terms of Eq. (115). The generalized Born amplitudes \( T^{\text{Born}}_{\text{VCS}} \) and the non-Born amplitude \( T^{\text{NB}}_{\text{VCS}} \) are now separately gauge invariant. In particular, if we consider the case of real Compton scattering, \( q^2 = q'^2 = 0, \) \( \epsilon \cdot q = \epsilon' \cdot q' = 0, \) the generalized Born terms reduce to the result of scalar QED,

\[ T^{\text{Born}}_{\text{RCS}} = e^2 \left( 2\epsilon^* \cdot \epsilon - 4 \frac{p_f \cdot \epsilon^* p_i \cdot \epsilon}{s-M^2_\pi+i0^+} - 4 \frac{p_f \cdot \epsilon p_i \cdot \epsilon^*}{u-M^2_\pi+i0^+} \right). \]

5.1.2. Non-Born amplitude

Here, we concentrate on the results for real Compton scattering \[62\]. The expressions for one photon or both photons off shell are given in Ref. \[63\]. The concept of generalized polarizabilities is discussed in Appendix \(F\). At \( \mathcal{O}(p^4) \), the expression for the non-Born amplitude reads

\[ T^{\text{NB}}_{\text{RCS}} = e^2 (q \cdot q' \cdot \epsilon^* - \epsilon \cdot q' \cdot \epsilon^*) \cdot q \left( \frac{1}{8\pi^2 F^2_\pi} \left( -\frac{\bar{t}_\Delta}{3} + \text{loops} \right) \right), \]
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where

\[
\text{loops} = 1 - \frac{M_\pi^2}{q \cdot q'} J^{(-1)} \left( \frac{2q \cdot q'}{M_\pi^2} \right)
\]

originates from the loop diagrams in the second row of Fig. 5. Furthermore, $F_\pi = 92.2 \text{ MeV}$ denotes the pion-decay constant \cite{1} and $\bar{l}_\Delta \equiv (\bar{l}_6 - \bar{l}_5)$ is a linear combination of scale-independent parameters of the Lagrangian of Gasser and Leutwyler \cite{58}. The one-loop function $J^{(-1)}$ is given by \cite{63}

\[
J^{(-1)}(x) = \int_0^1 dy y^{-1} \ln[1 + x(y^2 - y) - i0^+]
\]

\[
= \begin{cases} 
\frac{1}{2} \ln^2 \left( \frac{x+1}{x+1} \right) & (x < 0), \\
-\frac{1}{2} \arccos \left( 1 - \frac{x}{2} \right) & (0 \leq x < 4), \\
\frac{1}{2} \ln^2 \left( \frac{1+\sigma}{1+\sigma} \right) - \frac{x}{2} + i\pi \ln \left( \frac{1+\sigma}{1+\sigma} \right) & (4 < x),
\end{cases}
\]

with

\[
\sigma(x) = \sqrt{1 - \frac{4}{x}}, \quad x \notin [0, 4].
\]

Comparing Eq. (136) with Eq. (109) and using

\[
q \cdot q' \epsilon \cdot \epsilon^* = \epsilon \cdot q' \epsilon^* \cdot \epsilon = \frac{1}{2} F_{\mu\nu} F_{\mu\nu}^\prime,
\]

we see that, at $O(p^4)$, the non-Born contribution to the amplitude $B_2(\nu^2, q \cdot q', 0, 0)$ vanishes. Moreover, at this order, the amplitude $B_1(\nu^2, q \cdot q', 0, 0)$ is not dependent on $\nu$. Using the Taylor expansion

\[
J^{(-1)}(x) = -\frac{1}{2} x + \frac{1}{24} x^2 + \cdots,
\]

we obtain

\[
b_1(0) = B_1^{\text{NB}}(0, 0, 0, 0) = -e^2 \frac{\bar{l}_\Delta}{24\pi^2 F_\pi^2},
\]

\[
b_2(0) = B_2^{\text{NB}}(0, 0, 0, 0) = 0,
\]

and, thus, from Eq. (119) the following prediction for the charged-pion polarizabilities,

\[
\alpha_{\pi^\pm} = -\beta_{\pi^\pm} = \frac{e^2}{4\pi} \frac{\bar{l}_\Delta}{48F_\pi^2 M_\pi}.
\]

First of all, we notice the degeneracy $\beta_{\pi^\pm} = -\alpha_{\pi^\pm}$ at $O(p^4)$. Secondly, the polarizabilities diverge as $1/M_\pi$ in the chiral limit. Finally, the loop contribution to the charged-pion polarizabilities is zero at this order, such that the polarizabilities are entirely predicted in terms of the combination $\bar{l}_\Delta = \bar{l}_6 - \bar{l}_5$. At $O(p^4)$, this difference is related to the ratio $\gamma = F_A/F_V$ of the pion axial-vector form factor $F_A$ and the vector form factor $F_V$ of radiative pion beta decay \cite{58}, $\gamma = l_\Delta/6$. Once this ratio is known, chiral symmetry makes an absolute prediction for the polarizabilities.
This observation was already made in Ref. [61] within the framework of the PCAC hypothesis and current algebra. The situation is similar to the case of \( \pi\pi \) scattering [64], where the \( s \)-wave \( \pi\pi \)-scattering lengths are predicted once \( F_\pi \) has been determined from pion decay. In terms of the results of the PIBETA Collaboration for \( F_A \) and \( F_V \), the \( \mathcal{O}(p^4) \) prediction reads [65]

\[
\alpha_\pi \pm = 2.78(2)_{\text{expt}}(10)_{F_V} \times 10^{-4} \text{fm}^3. 
\]

The uncertainties originate from the fit to the experimental data and the uncertainty in the vector form factor \( F_V \). Furthermore, the prediction does not include effects from higher orders in the quark-mass expansion.

5.2. Results at \( \mathcal{O}(p^6) \)

The first calculation of the charged-pion polarizabilities at \( \mathcal{O}(p^6) \) was performed in Refs. [66, 67]. At this order, the calculation involves far more than 100 diagrams. The contact diagram at \( \mathcal{O}(p^6) \) (see Fig. 6) involves two independent contributions in terms of linear combinations of renormalized, scale-dependent low-energy couplings from \( L_6 \). These contributions were estimated using resonance saturation with vector and axial-vector mesons (\( J^{PC} = 1^{-+}, 1^{++}, 1^{+-} \)). In units of \( 10^{-4} \text{fm}^3 \), the result for the charged-pion polarizabilities as reported in Refs. [66, 67] reads

\[
\alpha_\pi \pm = 2.68 + 0.08 + 0.33 - 0.70 = 2.39, \
\beta_\pi \pm = -2.68 + 0.07 - 0.01 + 0.75 = -1.87. 
\]

In Eqs. (140) and (141), the corrections at \( \mathcal{O}(p^6) \) are split into contact contributions estimated using resonance saturation (first term), contributions which are pure numbers independent of low-energy constants (LECs) and quark masses (second term), and, finally, chiral logarithms (third term). The total corrections at \( \mathcal{O}(p^6) \) amount to 11\% and 24\% of the \( \mathcal{O}(p^4) \) predictions for \( \alpha_\pi \pm \) and \( \beta_\pi \pm \), respectively. The convergence behaviour is similar to that of the \( s \)-wave \( \pi\pi \) scattering lengths [68]. Note that the degeneracy \( \alpha_\pi \pm = -\beta_\pi \pm \) has been lifted at \( \mathcal{O}(p^6) \). The result for the sum of the polarizabilities, \( \alpha_\pi \pm + \beta_\pi \pm = 0.52 \times 10^{-4} \text{fm}^3 \) is within 25\% of the Baldin sum rule estimate of Ref. [42],

\[
\alpha_\pi \pm + \beta_\pi \pm = (0.39 \pm 0.04) \times 10^{-4} \text{fm}^3. 
\]

In the meantime, the calculation was repeated in Ref. [8], essentially confirming the results of Refs. [66, 67]. Using updated values of the LECs, the present status of the charged-pion polarizabilities at \( \mathcal{O}(p^6) \) is

\[
\alpha_\pi \pm - \beta_\pi \pm = (5.7 \pm 1.0) \times 10^{-4} \text{fm}^3, \quad \alpha_\pi \pm + \beta_\pi \pm = 0.16 \times 10^{-4} \text{fm}^3. 
\]

The \( \mathcal{O}(p^4) \) result is given in terms of the LECs available in 1996.
Note that the chiral expansion of the sum, $\alpha_{\pi^\pm} + \beta_{\pi^\pm}$, only starts at $O(p^6)$ and has been quoted without an error $[8]$. A dispersive calculation by Kaloshin and Serebryakov $[69]$ gives $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = (6.6 \pm 1.2) \times 10^{-4}$ fm$^3$, in good agreement with this result (see also the next section).

5.3. Polarizabilities of the neutral pion

The case of the neutral pion is rather different from the charged pion. First, because the $\pi^0$ is its own antiparticle, the $s$- and $u$-channel pole terms are identically zero. Moreover, current algebra does not provide a relation between the Compton tensor on the one hand and a weak decay on the other hand.

At $O(p^4)$, the polarizabilities entirely originate from loop contributions (see second row of Fig. 5), and chiral perturbation theory thus makes a parameter-free prediction $[62,70]$:

$$\alpha_{\pi^0} = -\beta_{\pi^0} = -\frac{e^2}{4\pi} \frac{1}{96\pi^2 F_\pi^2 M_\pi} = -0.5 \times 10^{-4} \text{ fm}^3. \quad (144)$$

Note in particular that the electric polarizability is negative. Two-loop calculations of the $\gamma\gamma \rightarrow \pi^0\pi^0$ reaction have been performed in Refs. $[71, 72]$ and, using updated values for the LECs, the two-loop results for the sum and the difference of polarizabilities are given by $[72]$

$$\begin{align*}
(\alpha_{\pi^0} + \beta_{\pi^0})_{\text{two-loop}} &= (1.1 \pm 0.3) \times 10^{-4} \text{ fm}^3, \\
(\alpha_{\pi^0} - \beta_{\pi^0})_{\text{two-loop}} &= -(1.9 \pm 0.2) \times 10^{-4} \text{ fm}^3. \quad (145)
\end{align*}$$

As in the case of the charged pions, the degeneracy $\alpha_{\pi^0} + \beta_{\pi^0} = 0$ is lifted at the two-loop level. The Baldin sum rule estimate is $\alpha_{\pi^0} + \beta_{\pi^0} = (1.04 \pm 0.07) \times 10^{-4}$ fm$^3$ $[42]$, in very good agreement with Eq. (145).

A first determination of the experimental value of the electric polarizability of the neutral pion ($\pi^0$) was made by Babusci et al. $[73]$. They did so by comparing ChPT at the one-loop level with DESY Crystal Ball (CB) $\gamma\gamma \rightarrow \pi^0\pi^0$ total cross section data $[74]$ for invariant pion-pair masses $M_{\pi^0\pi^0} < 0.5 \text{ GeV}/c^2$ in the angular range $|\cos(\theta)| < 0.8$. Assuming $\alpha_{\pi^0} + \beta_{\pi^0} = 0$, keeping $\alpha_{\pi^0}$ as a free parameter, and assuming that their one-loop expression is fully justified, they found...
\[ |\alpha_{\pi^0}| = (0.69 \pm 0.07_{\text{stat}} \pm 0.04_{\text{syst}}) \times 10^{-4} \text{fm}^3. \]

Babusci et al. cautioned that the \( \pi^0 \) polarizability value would likely change if multi-loop contributions were found to be large. In fact, Bellucci, Gasser, and Sainio later concluded that the two-loop ChPT calculation for the \( \gamma \gamma \to \pi^0\pi^0 \) cross section agrees well with the CB data \(^{74}\) in the low-energy region (see Fig. 5 of Ref. \(^{71}\)). Subsequently, Donoghue and Holstein (DH) \(^{47}\) also showed via a dispersive analysis that higher-loop corrections to ChPT are significant. They found that CB data agree with their dispersive calculation including the constraints due to chiral symmetry for \( \pi^0 \) polarizabilities \( \alpha_{\pi^0} = (-1.3, -0.5, 0.3) \times 10^{-4} \text{fm}^3 \), demonstrating thereby that the data have little sensitivity to the polarizability. DH conclude that the CB data are consistent with predicted ChPT \( \pi^0 \) polarizabilities. Kaloshin and Serebyrevskov \(^{69}\) performed a simultaneous analysis of charged and neutral pion polarizabilities in terms of the Mark II \(^{10}\) and CB data \(^{74}\). In their S-matrix approach, via a combined three-parameter fit, they found \( \alpha_{\pi^0} = (6.6 \pm 1.2) \times 10^{-4} \text{fm}^3 \) and \( \alpha_{\pi^0} = (0.08 \pm 0.03) \times 10^{-4} \text{fm}^3 \), consistent with ChPT predictions. Fil'kov and Kashevarov \(^{48}\) constructed dispersion relations at fixed \( t \) with one subtraction for the invariant helicity amplitudes of \( \gamma \pi \) scattering. Using these DRs for the description of the process \( \gamma \gamma \to \pi^0\pi^0 \), from a fit to the CB data they obtained the values \( \alpha_{\pi^0} + \beta_{\pi^0} = (0.98 \pm 0.03) \times 10^{-4} \text{fm}^3 \) and \( \alpha_{\pi^0} - \beta_{\pi^0} = (-1.6 \pm 2.2) \times 10^{-4} \text{fm}^3 \).

In the meantime, additional data of the \( \gamma \gamma \to \pi^0\pi^0 \) process, measured in the kinematic range \( 0.6 \text{GeV}/c^2 < M_{\pi^0\pi^0} < 4.1 \text{GeV}/c^2, \) \( |\cos(\theta^*)| < 0.8 \), were provided by the Belle collaboration \(^{75,76}\). In a very recent dispersive analysis of \( \gamma^* \gamma \to \pi^0\pi^0 \), Danilkin and Vanderhaeghen \(^{56}\) obtained from a coupled-channel approach, as a byproduct, \( \alpha_{\pi^0} - \beta_{\pi^0} = 9.5 \times 10^{-4} \text{fm}^3 \); a similar number, namely, \( 8.9 \times 10^{-4} \text{fm}^3 \), was reported in Ref. \(^{77}\) using a single-channel approach. The DV predicted low-energy cross sections agree well with data (see Fig. 2 of Ref. \(^{56}\)). It should be noted, however, that both approaches make use of unsubtracted dispersion relations such that the value for \( \alpha_{\pi^0} - \beta_{\pi^0} \) is a prediction rather than a free parameter for fitting the cross section data. Both analyses emphasize that the inclusion of the \( \omega \) meson in the \( t \) channel, contributing to the left-hand cuts, most likely will produce a large correction to the predicted value \(^{50,77}\). García-Martín and Moussallam \(^{52}\), using a subtracted dispersion relations analysis of CB and Belle data, found \( \alpha_{\pi^0} = (-1.25 \pm 0.17) \times 10^{-4} \text{fm}^3 \) (see also Ref. \(^{54}\)). This result is an indirect determination that includes fitting to the quadrupole \( \pi^0 \) polarizabilities, plus input based on a chiral formula [see Eq. (78) of Ref. \(^{52}\)] which relates the dipole polarizabilities \( (\alpha_1 - \beta_1)_{\pi^0} \), the quadrupole polarizabilities \( (\alpha_2 - \beta_2)_{\pi^0} \), and the chiral coupling \( c_{34} \) of the \( \mathcal{O}(\theta^6) \) chiral Lagrangian \(^{78}\).

\[ 6(\alpha_1 - \beta_1)_{\pi^0} + M_{\rho}^2(\alpha_2 - \beta_2)_{\pi^0} = 6.20 + 0.25 c_{34}^\text{eff}(m_\rho) \times 10^{-4} \text{fm}^3, \]  

(146)

with \( c_{34}^\text{eff}(m_\rho) = 4.75 \pm 1.71 \). They include the theory constraint that the charged-
pion dipole polarizability difference should lie in the 67% confidence interval of the ChPT calculation. Their low-energy cross section is very similar to the unitarized ChPT result (see Fig. 11 of Ref. [52]). Finally, using various model scenarios, Dai and Pennington [55] obtain central values for $\alpha_{\pi^0} - \beta_{\pi^0}$ ranging from $-1.9$ to $-0.8 \times 10^{-4}$ fm$^3$.

From the experimental side, the BESIII collaboration has taken high-statistics data covering for the first time the full $M_{\pi\pi}$ mass range down to the threshold region for both the $\gamma\gamma \rightarrow \pi^0\pi^0$ and $\gamma\gamma \rightarrow \pi^+\pi^-$ channels in the low-mass region [79, 80], which are presently being analyzed.

5.4. Kaon polarizabilities

In terms of the LECs of SU(3) ChPT [81], the one-loop predictions for the charged-kaon polarizabilities are determined by the same linear combination of low-energy constants as those of the charged-pion polarizabilities. One simply needs to replace the pion mass and pion-decay constant by the kaon mass and kaon-decay constant, respectively [82, 83]:

$$\alpha_{K^\pm} = \beta_{K^\pm} = \frac{e^2}{4\pi} \frac{4(L_9(\mu) + L_{10}^*(\mu))}{F_K^2 M_K} = 0.58 \times 10^{-4} \text{ fm}^3,$$

while the neutral-kaon polarizabilities vanish at this order [83]. Even though the renormalized coupling constants $L_9(\mu)$ and $L_{10}^*(\mu)$ depend on the scale $\mu$, their sum is not scale dependent. Unfortunately, except for an upper limit $|\alpha_{K^-}| < 200 \times 10^{-4}$ fm$^3$ from kaonic atoms [84], no experimental information on kaon polarizabilities is available, though, in principle, the charged-kaon polarizabilities could also be investigated by the COMPASS collaboration via the Primakoff reaction with a kaon beam [85, 86]. The BESIII collaboration is taking data for $\gamma^* \gamma \rightarrow K^+K^-$, which may be analyzed to determine kaon polarizabilities.

6. Pion Polarizabilities from Experiment

We now turn to the extraction of the charged-pion polarizabilities from experiment. As there is no stable pion target, empirical information about the pion polarizabilities is not easy to obtain. For this purpose, one has to consider reactions which contain the Compton scattering amplitude as a building block, such as, e.g., the Primakoff effect in high-energy pion-nucleus bremsstrahlung, $\pi^-Z \rightarrow \pi^-Z\gamma$, radiative pion photoproduction on the nucleon, $\gamma p \rightarrow \gamma\pi^+n$, and pion pair production in $e^+e^-$ scattering, $e^+e^- \rightarrow e^+e^-\pi^+\pi^-$. 

6.1. COMPASS

The COMPASS collaboration at CERN determined the difference $\alpha_{\pi^\pm} - \beta_{\pi^\pm}$ by investigating pion Compton scattering $\gamma\pi \rightarrow \gamma\pi$ at center-of-mass energies below 3.5 pion masses [9]. Compton scattering was measured via radiative pion Primakoff...
scattering (bremsstrahlung of 190 GeV/c negative pions) in the nuclear Coulomb field of the Ni nucleus: \(\pi^- \rightarrow \pi^- \text{Ni}\). Exchanged quasi-real photons are selected by isolating the sharp Coulomb peak observed at lowest four-momentum transfers to the target nucleus, \(Q^2 < 0.0015\text{GeV}^2/c^2\). The resulting data are equivalent to \(\gamma\pi \rightarrow \gamma\pi\) Compton scattering for laboratory \(\gamma\)'s having momenta of the order 1 GeV/c, incident on a target pion at rest. In the reference frame of this target pion, the cross section is sensitive to \(\alpha_{\pi^+} - \beta_{\pi^+}\) at backward angles of the scattered \(\gamma\)'s [see Eq. (68) and Ref. [87]]. This corresponds to the most forward angles in the laboratory frame for the highest-energy Primakoff \(\gamma\)'s. Historically, pion Compton scattering was first observed via Primakoff scattering by Kowalewski et al. in 1984 [88].

Pion Primakoff scattering at COMPASS is an ultra-peripheral reaction on a virtual-photon target. The initial and final-state pions are at a distance (impact parameter) more than 50 fm from the target nucleus, significantly reducing meson-exchange and final-state interactions. This follows from the extremely small four-momentum transfer \(Q_{\text{min}}\) to the target nucleus in a Primakoff reaction. For COMPASS radiative pion Primakoff scattering, the four-momentum transfer \(Q\) to the target nucleus is in the range up to 3 \(Q_{\text{min}}\), with average value \(\approx 2 Q_{\text{min}}\). By the uncertainty principle, with \(Q_{\text{min}} \approx 1\text{MeV}/c\) and \(\Delta Q_{\text{min}} \approx 2\text{MeV}/c\), the impact parameter is \(\Delta b \sim \hbar c/(2\Delta Q_{\text{min}}) \approx 50\text{fm}\).

COMPASS used a 190 GeV/c beam of negative hadrons (96.8\% \(\pi^-\), 2.4\% \(K^-\), 0.8\% \(\bar{p}\)). The COMPASS spectrometer has a silicon tracker to measure precise meson scattering angles, electromagnetic calorimeters for \(\gamma\) detection and for triggering, and Cherenkov threshold detectors for \(K/\pi\) separation [89]. From a 2009 data sample of 63,000 events, the extracted pion polarizabilities were determined.

Assuming \(\alpha_{\pi^\pm} + \beta_{\pi^\pm} = 0\), the dependence of the laboratory differential cross section on \(x_\gamma = E_\gamma/E_\pi\) is used to determine \(\alpha_{\pi^\pm}\), where \(x_\gamma\) is the fraction of the beam energy carried by the final-state \(\gamma\). The variable \(x_\gamma\) is related to the \(\gamma\) scattering angle for \(\gamma\pi \rightarrow \gamma\pi\), so that the selected range in \(x_\gamma\) corresponds to backward scattering, where the sensitivity to \(\alpha_{\pi^\pm} - \beta_{\pi^\pm}\) is largest. Let \(\sigma_E(x_\gamma)\) denote the experimental laboratory frame differential cross section as a function of \(x_\gamma\). Furthermore, let \(\sigma_{MC}(x_\gamma, \alpha_{\pi^\pm})\) denote the calculated cross section for polarizability \(\alpha_{\pi^\pm}\), using a Monte Carlo simulation, such that \(\sigma_{MC}(x_\gamma, \alpha_{\pi^\pm} = 0)\) denotes the cross section for a point-like pion having zero polarizability. The \(\sigma_E(x_\gamma)\) data are obtained after subtracting backgrounds from the \(\pi^- \text{Ni} \rightarrow \pi^- \text{Ni}\) diffractive channel and the \(\pi^- \text{Ni} \rightarrow \pi^- \text{Ni}\) diffractive and Primakoff channels. The ratios \(R_\pi = \sigma_E(x_\gamma)/\sigma_{MC}(x_\gamma, \alpha_{\pi^\pm} = 0)\) are the experimental data points shown in the upper panel of Fig. [7]. The polarizability \(\alpha_{\pi^\pm}\) and its statistical error are extracted by fitting \(R_\pi\) to the theoretical expression

\[
R_\pi = 1 - \frac{3}{2} M_\pi^3 \frac{x_\gamma^2}{1 - x_\gamma} \frac{4\pi \alpha_{\pi^\pm}}{e^2} = 1 - 72.73 \times 10^{-4} \frac{x_\gamma^2}{1 - x_\gamma} \alpha_{\pi^\pm},
\]

where \(\alpha_{\pi^\pm}\) is given in units of \(10^{-4}\text{fm}^3\). The ratio \(R_\pi\) with best fit \(\alpha_{\pi^\pm}\) is shown
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in the upper panel of Fig. 7 as the solid curve [9]. Systematic uncertainties were controlled by many tests, including measuring \( \mu^- \text{Ni} \rightarrow \mu^- \text{Ni} \gamma \) Primakoff cross sections by replacing pions by muons while keeping the same beam momentum. The muon Compton scattering cross section is precisely known, since muons have zero polarizabilities. The lower panel of Fig. 7 shows the analogous ratio \( R_\mu \) for the muon measurement. The main contribution to the systematic uncertainties comes from the Monte Carlo description of the COMPASS setup. Comparing experimental and theoretical \( x_\gamma \) dependences of \( R_\pi \) yields:

\[
\alpha_\pi \pm - \beta_\pi \pm = (2.0 \pm 0.6_{\text{stat}} \pm 0.7_{\text{syst}}) \times 10^{-4} \text{fm}^3
\]

or equivalently

\[
\alpha_\pi \pm - \beta_\pi \pm = (4.0 \pm 1.2_{\text{stat}} \pm 1.4_{\text{syst}}) \times 10^{-4} \text{fm}^3
\]

The COMPASS data analysis [9, 90–92] included corrections for one-photon-loop radiative effects [93,94], chiral loop effects [91,95], and the electromagnetic form factor of the Nickel nucleus. The corrections were modest, increasing the extracted polarizability values by \( \approx 0.6 \times 10^{-4} \text{fm}^3 \) after they are applied [9]. The ChPT one-loop calculation and dispersion relation calculations of Pasquini agree with one another on the permille level [96].

Antipov et al. [97, 98] previously carried out a Primakoff polarizability experiment at Serpukhov using a 40 GeV/c beam of negative pions, and reported

\[
\alpha_\pi \pm - \beta_\pi \pm = (13.6 \pm 2.8_{\text{stat}} \pm 2.4_{\text{syst}}) \times 10^{-4} \text{fm}^3
\]

higher than the COMPASS result. However, since this low-statistics experiment (\( \approx 7000 \) events) did not allow complete precision studies of systematic errors, their result is not considered further in the present review. Higher statistics data (\( \approx 5 \) times) taken by COMPASS in 2012 are expected to provide an independent and improved determination of \( \alpha_\pi \pm - \beta_\pi \pm \). Measurement of the kaon polarizability would become possible if and when COMPASS achieves a radio-frequency-separated kaon beam.

6.2. Mainz

The potential of studying the influence of the pion polarizabilities on radiative pion photoproduction from the proton was extensively studied in Ref. [99]. In terms of Feynman diagrams, the reaction \( \gamma p \rightarrow \gamma \pi^+ n \) contains real Compton scattering off a charged pion as a pion-pole diagram (see Fig. 8). Radiative \( \pi^+ \)-meson photoproduction from the proton (\( \gamma p \rightarrow \gamma \pi^+ n \)) was studied at the Mainz Microtron in the kinematic region \( 537 \text{ MeV} < E_\gamma < 817 \text{ MeV} \), \( 140^\circ \leq \theta_{\gamma\gamma'}^{\text{cm}} \leq 180^\circ \), where \( \theta_{\gamma\gamma'}^{\text{cm}} \) is the polar angle between the initial and final photon in the c.m. system of the outgoing \( \gamma \) and pion [11]. The experimental challenge is that the incident \( \gamma \) ray is scattered from an off-shell pion, and the polarizability contribution to the Compton cross section from the pion pole diagrams is only a small fraction of the measured cross section. The \( \pi^+ \)-meson polarizability was determined from a comparison of the data with the predictions of two theoretical models. Model 1 includes eleven pion and nucleon pole diagrams, using the pseudoscalar pion-nucleon interaction and including the anomalous magnetic moments of protons and neutrons. Model 2 consists
of five nucleon and pion pole diagrams without the anomalous magnetic moments but including contributions from the resonances $\Delta(1232)$, $P_{11}(1440)$, $D_{13}(1520)$, $S_{11}(1535)$, and the $\sigma$ meson. The validity of these two models was studied by comparing the predictions with the experimental data in the kinematic region where the pion polarizability contribution is negligible ($s_1 < 5M_\pi^2$), where $s_1$ is the square of the total energy in the $\gamma p \to \gamma \pi^+ n$ c.m. system, and where the difference between the predictions of the two models does not exceed 3% (see Fig. 9). In the region where the pion polarizability contribution is substantial ($5 < s_1/M_\pi^2 < 15$; $-12 < t/M_\pi^2 < -2$), $\alpha_\pi^{\pm} - \beta_\pi^{\pm}$ was determined from a fit of the calculated cross section to the data, as illustrated in Fig. 10. The deduced polarizabilities are
Fig. 8. The reaction $\gamma p \to \gamma \pi^+ n$ contains Compton scattering off a pion as a sub diagram in the $t$ channel, where $t = (p_n - p_p)^2$.

Fig. 9. Differential cross section averaged over $537 \text{ MeV} < E_\gamma < 817 \text{ MeV}$ and $1.5 M^2_\pi < s_1 < 5M^2_\pi$. Solid line: model 1; dashed line: model 2; dotted line: fit to experimental data. Note that $\mu^2 = M^2_\pi$. From Ref. [11].

\[
\alpha_{\pi^\pm} - \beta_{\pi^\pm} = (11.6 \pm 1.5_{\text{stat}} \pm 3.0_{\text{syst}} \pm 0.5_{\text{model}}) \times 10^{-4} \text{ fm}^3.
\]

Combining statistical and systematic errors, the Mainz polarizability is $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = (11.6 \pm 3.4) \times 10^{-4} \text{ fm}^3$. The large uncertainty is due mainly to the calculated efficiency of the neutron detectors used in the experiment. The 95% confidence interval for the polarizabilities is then approximately $5$ to $18 \times 10^{-4} \text{ fm}^3$, too large to constrain models.

The quoted model uncertainty $0.5_{\text{model}} \times 10^{-4} \text{ fm}^3$ denotes the uncertainty associated with using the two chosen theoretical models. It was estimated as half the difference between the model-1 and model-2 polarizability values. However, it does not take into account that comparisons with other possible models may significantly increase the model error. A larger model uncertainty could help explain the
Fig. 10. The cross section of the process $\gamma p \rightarrow \gamma \pi^+ n$ integrated over $s_1$ and $t$ in the region where the contribution of the pion polarizability is biggest and the difference between the predictions of the theoretical models under consideration does not exceed 3%. The dashed and dashed-dotted lines are predictions of model 1 and the solid and dotted lines of model 2 for $(\alpha - \beta)_{\pi^\pm} = 0$ and $(\alpha - \beta)_{\pi^\pm} = 14 \times 10^{-4} \text{fm}^3$, respectively. From Ref. [11].

difference between COMPASS and Mainz polarizabilities.

It would be of interest to improve the estimate of the model uncertainty by using an independent model to extract the polarizability. A step towards a third model was taken by Kao, Norum, and Wang [100] who studied the $\gamma p \rightarrow \gamma \pi^+ n$ reaction within the framework of heavy-baryon chiral perturbation theory. They found that the contributions from two unknown low-energy constants in the $\pi N$ chiral Lagrangian are comparable with the contributions of the charged pion polarizabilities. Their model therefore suggests that higher-order contributions could substantially increase the model error.

6.3. \textit{Mark II}

Charged-pion polarizabilities were determined by comparing Mark II total cross section data ($\gamma \gamma \rightarrow \pi^+ \pi^-$) [10] for invariant pion-pair masses $M_{\pi^+ \pi^-} \leq 0.5 \text{GeV/c}^2$ with a ChPT one-loop calculation [73, 101]. The Mark II experiment was carried out via the reaction $e^+ e^- \rightarrow e^+ e^- \pi^+ \pi^-$ at a center-of-mass energy of 29 GeV for invariant pion-pair masses $M_{\pi^+ \pi^-}$ between 350 MeV/c$^2$ and 1.6 GeV/c$^2$ [10]. Only the region below $M_{\pi^+ \pi^-} = 0.5 \text{GeV/c}^2$ is considered within the domain of validity of ChPT.

The most important problem in studying the $e^+ e^- \rightarrow e^+ e^- \pi^+ \pi^-$ reaction is the elimination of the dominant two-prong QED reactions $e^+ e^- \rightarrow e^+ e^- e^+ e^-$ and $e^+ e^- \rightarrow e^+ e^- \mu^+ \mu^-$. These leptonic backgrounds below $M_{\pi^+ \pi^-} = 0.5 \text{GeV/c}^2$ are expected each to be more than 10 times larger than the expected signal. For the critical $M_{\pi^+ \pi^-}$ region between 350 and 400 MeV/c$^2$, Mark II eliminated these backgrounds by identifying pion pairs using time of flight (TOF), by requiring both
Fig. 11. Mark II total cross section data ($\gamma\gamma \rightarrow \pi^+\pi^-$) for $M_{\pi^+\pi^-} \leq 0.5$ GeV/$c^2$. The theoretical curves are: Born terms (dashed line); ChPT with $\alpha_{\pi^+\pi^-} = 5.4 \times 10^{-4}$ fm$^3$ (full line). The region above $M_{\pi^+\pi^-} = 0.5$ GeV/$c^2$ is considered outside the domain of validity of ChPT. From Ref. [101].

tracks to hit an active region of the liquid-argon calorimeter, and by requiring both tracks to have a summed transverse momentum with respect to the $e^+e^-$ axis of less than 150 MeV/$c$ [10]. Summarizing, Mark II at SLAC has the highest statistics and lowest systematic error data for $\gamma\gamma \rightarrow \pi^+\pi^-$ for $M_{\pi^+\pi^-} \leq 0.5$ GeV/$c^2$.

A number of theoretical papers subsequently made use of the Mark II data to deduce pion polarizabilities. For example, theoretical curves from Ref. [101] are shown in Fig. 11 for the Born cross section (dashed line) and the ChPT cross section with $\alpha_{\pi^+\pi^-} = 5.4 \times 10^{-4}$ fm$^3$ (full line). The cross section excess below $M_{\pi^+\pi^-} = 0.5$ GeV/$c^2$ compared to the Born calculation was interpreted as due to pion polarizabilities, with best fit value $\alpha_{\pi^+\pi^-} = (4.4 \pm 3.2_{\text{stat+syst}}) \times 10^{-4}$ fm$^3$ [73]. A similar analysis from Ref. [47] gave $\alpha_{\pi^+\pi^-} = (5.3 \times 10^{-4}$ fm$^3$, consistent with this result. The 95% confidence interval from these analyses is then approximately 0 to $11 \times 10^{-4}$ fm$^3$. Using updated low-energy constants, the most recent two-loop analysis gave $\alpha_{\pi^+\pi^-} = (5.7 \pm 1.0) \times 10^{-4}$ fm$^3$ [8].

6.4. Present and future experiments

The JLab pion polarizability experiment E12-13-008 [12], beginning about 2021, plans to measure $\gamma\gamma \rightarrow \pi^+\pi^-$ cross sections and asymmetries via the Primakoff
\( \gamma \gamma \rightarrow \pi^+\pi^- \) reaction. They will use a 6 GeV tagged linearly polarized photon beam produced via coherent bremsstrahlung, an Sn “virtual-photon target,” the GlueX detector in Hall-D, and auxiliary detectors. GlueX is based on a solenoidal hermetic detector optimized for tracking of charged particles and detection of gamma rays.

An important problem in studying the \( \gamma \gamma \rightarrow \pi^+\pi^- \) reaction is the elimination of the two-prong QED reactions \( \gamma \gamma \rightarrow e^+e^- \) and \( \gamma \gamma \rightarrow \mu^+\mu^- \). The muon pair background below \( M_{\pi^+\pi^-} = 0.5 \text{ GeV}/c^2 \) is expected to be roughly 5 times larger than the expected signal; while the electron-positron background is expected to be negligible.

TOF will not be useful for particle identification (PID) in the JLab measurement because of the extreme relativistic velocities of the pions. For \( e^+/e^- \), they will use the GlueX FCAL lead-glass calorimeter along with tracking information to determine energy and momentum. For pion/muon PID, they will use a combination of the responses of the FCAL and two sets of downstream wire chambers separated by a passive iron hadronic absorber to distinguish pions from muons. The JLab experiment plans to use linearly polarized incident photons and to use the asymmetry and the azimuthal dependences of the \( \pi^+\pi^- \) and \( \mu^+\mu^- \) systems to help distinguish between signal and background.

Dispersion relation calculations \cite{51, 55} show that the total cross section for \( |\cos(\theta)| < 0.6 \) for \( \gamma \gamma \rightarrow \pi^+\pi^- \) at \( M_{\pi^+\pi^-} = 0.4 \text{ GeV}/c^2 \) equals approximately 170 nb and 210 nb for \( \alpha_{\pi^+\pi^-} \) equal to 5.7 \times 10^{-4} \text{fm}^3 and 13.0 \times 10^{-4} \text{fm}^3, \text{respectively. These calculations provide important guidance in planning the JLab experiment that if \( \alpha_{\pi^+\pi^-} \approx 5.7 \times 10^{-4} \text{fm}^3 \), the cross section must be measured to about 3 nb uncertainty to achieve an accuracy of approximately 10%.}

Pion polarizability studies are also being carried out at the Beijing Spectrometer III (BESIII) at the Beijing Electron-Positron Collider II (BEPC II). BESIII is a cylindrically symmetric detector surrounding the interaction point of the \( e^+e^- \) colliding beams. The experiment has collected high-statistics data samples for untagged and single-tagged events, \( \gamma \gamma \rightarrow \pi^+\pi^- \) and \( \gamma \gamma \rightarrow \pi^0\pi^0 \) \cite{79, 80}. Currently, an analysis of single-tagged events is in an advanced state, for which the virtuality of one of the photons is in the range 0.1 GeV^2/c^2 to 4.0 GeV^2/c^2. QED \( e^+e^- \) or \( \mu^+\mu^- \) backgrounds are removed via high-quality particle identification and Monte Carlo simulations. Backgrounds with two pions in the final state are subtracted by fitting to the two-pion invariant mass spectrum.

### 6.5. Dispersive calculations of \( \gamma \gamma \rightarrow \pi\pi \) and pion polarizabilities

Pion polarizabilities are determined by how the \( \gamma\pi \rightarrow \gamma\pi \) Compton scattering amplitudes approach threshold. According to Eqs. \cite{118} and \cite{119}, the polarizabilities are given in terms of the non-Born invariant amplitudes \( B_{1}^{\text{NB}} \) and \( B_{2}^{\text{NB}} \) [see Eq. \cite{111}].
evaluated at $\nu = q \cdot q' = q^2 = q'^2 = 0$. In terms of the Mandelstam variables defined for the Compton process, Eqs. (113), this corresponds to $s = u = M_\pi^2$ and $t = 0$. By crossing symmetry, the $\gamma(q) + \pi(p_i) \to \gamma(q') + \pi(p_f)$ amplitudes also describe the $\gamma(q_1) + \gamma(q_2) \to \pi(p_1) + \pi(p_2)$ process. Denoting the Mandelstam variables of the two-photon-fusion process by

$$\bar{s} = (q_1 + q_2)^2 = (p_1 + p_2)^2,$$
$$\bar{t} = (q_1 - p_1)^2 = (p_2 - q_2)^2,$$
$$\bar{u} = (q_1 - p_2)^2 = (p_1 - q_2)^2,$$

(151)

and identifying $q_1 = q$, $q_2 = -q'$, $p_1 = p_f$, and $p_2 = -p_i$, the Mandelstam variables of the Compton and the two-photon-fusion processes are related by $s = \bar{u}$, $t = \bar{s}$, and $u = \bar{t}$. In particular, since the physical two-photon-fusion process requires $\bar{s} \geq 4M_\pi^2$, the kinematical point, at which the polarizabilities are defined, is, with respect to the two-photon-fusion reaction, in the unphysical (sub-threshold) region. The polarizability contribution to the low-energy region of the $\gamma\gamma \to \pi\pi$ cross section will compete with other mechanisms in this channel such as the important $\pi\pi$ final-state rescattering effects.

A dispersive approach to the $\gamma\gamma \to \pi^+\pi^-$ process provides the possibility of constructing amplitudes with analytic properties which are consistent with respect to the constraints of unitarity and causality. In terms of the obtained amplitudes, the polarizabilities can either be predicted or, indirectly, be used as parameters for fitting the available data, depending on whether one uses unsubtracted or subtracted dispersion relations, respectively. Implementing a coupled-channel unitarity, the most recent DR calculation of Danilkin and Vanderhaeghen \(^50\) makes use of an unsubtracted DR to predict $\alpha_{\pi^+} - \beta_{\pi^+} = 6.1 \times 10^{-4} \text{fm}^3$. Their results are very similar to the DR prediction of Ref. \(^77\) in terms of a single-channel approach, $\alpha_{\pi^+} - \beta_{\pi^+} = 5.7 \times 10^{-4} \text{fm}^3$, in perfect agreement with ChPT. \(^7\) Recently, Dai and Pennington (DP) carried out DR calculations \(^55\) for $\gamma\gamma \to \pi\pi$. In their formalism, the $\pi^0$ and $\pi^\pm$ polarizability values are correlated, so that knowing one allows calculating the other. Using the COMPASS result $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = 4.0 \times 10^{-4} \text{fm}^3$ and the Mainz result $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = 11.6 \times 10^{-4} \text{fm}^3$ as input, DP calculate both $\gamma\gamma \to \pi^+\pi^-$ and $\gamma\gamma \to \pi^0\pi^0$ cross sections. They compare these with MARK II $\gamma\gamma \to \pi^+\pi^-$ data \(^10\) and DESY Crystal Ball $\gamma\gamma \to \pi^0\pi^0$ data \(^74\). With the COMPASS value, they find excellent agreement for $\gamma\gamma \to \pi^+\pi^-$ and reasonable agreement for $\gamma\gamma \to \pi^0\pi^0$. With the Mainz value, their DR calculations and Crystal Ball data do not agree at all. The differences are too large to be explained by uncertainties in the DP calculation. DP conclude that $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = 11.6 \times 10^{-4} \text{fm}^3$ is excluded by the Crystal Ball $\gamma\gamma \to \pi^0\pi^0$ data.

\(^a\) Note that due to the SU(3) relations for the radiative couplings \(^50\), \(^77\), in the charged-pion case, the inclusion of the $\rho^0$ left-hand cut is expected to produce only a small contribution in comparison with the neutral-pion case.
Corrections for higher-order effects via a one-pion-loop low-energy expansion in ChPT increased the COMPASS polarizability values by $0.6 \times 10^{-4} \text{ fm}^3$ [9]. Pasquini showed using subtracted DRs for the pion Compton amplitude [96, 103] that the yet higher-order energy contributions neglected in the COMPASS analysis are very small. DRs take into account the full energy dependence, while ChPT uses a low-energy expansion. In the COMPASS kinematic region of interest, the ChPT one-loop calculation and subtracted DRs agree in the mass range up to $4M_\pi$ at the two per mille level [96, 103]. Furthermore, the DR predictions $\alpha_{\pi\pm} - \beta_{\pi\pm} = 5.70 \times 10^{-4} \text{ fm}^3$ of Pasquini, Drechsel, and Scherer [51], using unsubtracted DRs for the $\gamma\gamma \to \pi^+\pi^-$ amplitudes, agree with the results of ChPT.

By contrast, Fil’kov and Kashevarov (FK) claim that there is significant disagreement between the ChPT one-loop calculation and their DR calculation [49, 50, 104–106]. They claim therefore that the higher-order corrections cannot be made via a one-pion-loop calculation in ChPT. In their DR calculation, the contribution of the $\sigma$ meson to the COMPASS pion Compton scattering cross section is very substantial. FK claim that the COMPASS deduced $\alpha_{\pi\pm} - \beta_{\pi\pm}$ is very sensitive to $\sigma$-meson contributions. They find via their DR calculations, taking into account the contribution of the $\sigma$-meson, that $\alpha_{\pi\pm} - \beta_{\pi\pm} \approx 11 \times 10^{-4} \text{ fm}^3$ for the COMPASS experiment.

Pasquini, Drechsel, and Scherer (PDS) claim, however, that the FK discrepancies arise due to the way that they implement the dispersion relations [51, 107]. DRs may be based on specific forms for the absorptive part of the Compton amplitudes. The scalar $\sigma$ meson has low (Breit-Wigner) mass ($M_\sigma = (400 - 550) \text{ MeV}$) and a large (Breit-Wigner) width ($\Gamma_\sigma = (400 - 700) \text{ MeV}$) [1]. In the DR calculation of FK, this resonance is modeled by an amplitude characterized by a pole, width, and coupling constant. They choose an analytic form (small-width approximation, and an energy-dependent coupling constant) that leads to a dispersion integral that diverges like $1/\sqrt{t}$ for $t \to 0$. PDS examined the analytic properties of different analytic forms, and showed that the strong enhancement by the $\sigma$ meson, as found by FK, is connected with spurious (unphysical) singularities of this nonanalytic function. PDS explain that the FK resonance model gives large (unstable) results for the pion polarizability, because it diverges at $t = 0$, precisely where the polarizability is determined. That is, via DRs, the imaginary part of the Compton amplitudes serves as input to determine the polarizabilities at the Compton threshold ($s = M_\sigma^2$, $t = 0$). PDS found that if the basic requirements of dispersion relations are taken into account, DR results and effective field theory are consistent. FK disagree with these PDS conclusions, claiming that their DR results are not due to spurious singularities.

7. Summary

In this article, we reviewed experimental and theoretical pion polarizability studies. The electric and magnetic polarizabilities $\alpha_\pi$ and $\beta_\pi$ describe the induced dipole
moments of the pion during $\gamma\pi \rightarrow \gamma\pi$ Compton scattering. We started out with a classical description of Thomson scattering and provided a classical interpretation of the polarizabilities in terms of a system of two harmonically bound point particles, yielding an order-of-magnitude estimate of $10^{-4}$ fm$^3$ for the charged-pion polarizabilities. Within the framework of nonrelativistic quantum mechanics, we derived the differential cross section of Compton scattering of real photons off pions in terms of their polarizabilities. We proceeded to a discussion of the (virtual) Compton tensor within relativistic quantum field theory with particular emphasis on the consequences of gauge invariance, crossing symmetry, and the discrete symmetries. We derived the low-energy theorem, a dispersion relation for the forward-scattering amplitude, and sum rules for the polarizabilities. We then discussed Compton scattering off the pion within the framework of chiral perturbation theory, resulting in the two-loop predictions $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = (5.7 \pm 1.0) \times 10^{-4}$ fm$^3$ and $\alpha_{\pi^\pm} + \beta_{\pi^\pm} = 0.16 \times 10^{-4}$ fm$^3$ for the charged pion [8], and $\alpha_{\pi^0} - \beta_{\pi^0} = (1.1 \pm 0.3) \times 10^{-4}$ fm$^3$ and $\alpha_{\pi^0} + \beta_{\pi^0} = -(1.9 \pm 0.2) \times 10^{-4}$ fm$^3$ for the neutral pion [72]. We reviewed the determination of neutral pion polarizabilities from $\gamma\gamma \rightarrow \pi^0 \pi^0$ data and of charged-pion polarizabilities from various experiments. The combination $\alpha_{\pi^\pm} - \beta_{\pi^\pm}$ for charged pions was most recently measured by: (1) CERN COMPASS via radiative pion Primakoff scattering in the nuclear Coulomb field, $\pi^-Z \rightarrow \pi^-Z\gamma$ [9], (2) SLAC PEP Mark II via two-photon production of pion pairs, $\gamma\gamma \rightarrow \pi^+\pi^-$, via the $e^+e^- \rightarrow e^+e^-\pi^+\pi^-$ reaction [10], and (3) Mainz Microtron via radiative pion photoproduction from the proton, $\gamma p \rightarrow \gamma\pi^+n$ [11]. We also described a planned JLab polarizability experiment via Primakoff scattering of high-energy $\gamma$’s in the nuclear Coulomb field leading to two-photon fusion production of pion pairs, $\gamma\gamma \rightarrow \pi\pi$ [12]. To date, only the COMPASS polarizability measurement has acceptably small uncertainties. Its value $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = (4.0 \pm 1.8) \times 10^{-4}$ fm$^3$ agrees well with the two-loop ChPT prediction $\alpha_{\pi^\pm} - \beta_{\pi^\pm} = (5.7 \pm 1.0) \times 10^{-4}$ fm$^3$, strengthening the identification of the pion with the Goldstone boson of QCD.

Appendix A. Low-energy effective Lagrangian and generalized Born terms

In the following we discuss an effective Lagrangian giving rise to the generalized Born terms of Eq. (115). In order to describe the electromagnetic, non-pointlike structure of, say, the $\pi^+$, let us define

$$f(q^2) = \frac{1}{q^2} [F(q^2) - 1],$$  \hspace{1cm} (A.1)$$

where $F$ denotes the on-shell electromagnetic form factor. We introduce the noncanonical covariant derivative

$$D^\mu_{\pi^+} = \{\partial_\mu + ieA_\mu + ie[f(-\Box)\partial^\mu F_{\mu\nu}]\} \pi^+, \hspace{1cm} (A.2)$$
where \( F_{\mu\nu} = \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu} \), and the function \( f \) of Eq. (A.1) acts on the field-strength tensor.

Note that the noncanonical covariant derivative differs from the ordinary covariant derivative of a point particle by the additional term proportional to the function \( f \). Under a gauge transformation of the second kind we have

\[
\begin{align*}
\pi^+(x) &\rightarrow \exp(-ie\chi(x))\pi^+(x), \\
A^\mu(x) &\rightarrow A^\mu(x) + \partial^\mu \chi(x), \\
D^\mu \pi^+(x) &\rightarrow \exp(-ie\chi(x))D^\mu \pi^+(x).
\end{align*}
\]

The effective Lagrangian taking the finite size of the charged pion into account is given by

\[
L_{\text{eff}}^{\text{Born}} = (D^\mu \pi^+)D^\mu \pi^+ - M_\pi^2 \pi^+. \tag{A.3}
\]

Organized in powers of the elementary charge, the Lagrangian can be expressed in terms of the canonical covariant derivative \( D_\mu \pi^+ = (\partial_\mu + ieA_\mu)\pi^+ \) as

\[
L_{\text{eff}}^{\text{Born}} = L_0 + L_1 + L_2, \tag{A.4}
\]

where

\[
\begin{align*}
L_0 &= (D_\mu \pi^+)D^\mu \pi^+ - M_\pi^2 \pi^+, \\
L_1 &= ie(D_\mu \pi^+)\pi^+[f(-\Box)\partial_\nu F^{\mu\nu}] - ie\pi^- D_\mu \pi^+[f(-\Box)\partial_\nu F^{\mu\nu}]^\dagger, \\
L_2 &= e^2\pi^- \pi^+[f(-\Box)\partial_\nu F^{\mu\nu}][f(-\Box)\partial_\nu F^{\mu\nu}]^\dagger.
\end{align*}
\]

The first term is just the Lagrangian of scalar QED, where the second and third terms encode the finite-size effects. In particular, \( L_0 \) and \( L_1 \) give rise to the electromagnetic vertex

\[
\Gamma^\mu(p_f, p_i) = (p_f + p_i)^\mu F(q^2) + q^\mu(q_i^2 - q_f^2)f(q^2), \quad q = p_f - p_i, \tag{A.5}
\]

which satisfies the Ward-Takahashi identity

\[
q_\mu\Gamma^\mu(p_f, p_i) = p_f^2 - p_i^2 = \Delta^{-1}(p_f) - \Delta^{-1}(p_i), \tag{A.6}
\]

in combination with the free propagator. The last term, \( L_2 \), vanishes when at least one of the photons is real, thus satisfying \( \partial_\nu F^{\mu\nu} = 0 \).

**Appendix B. Effective Lagrangian of the non-Born terms**

In Appendix A we have discussed the effective Lagrangian giving rise to the generalized Born terms. The non-Born terms can be thought to originate from the following effective Lagrangian,

\[
\begin{align*}
L_{\text{eff}}^{\text{NB}} = \frac{1}{4} \left( \hat{B}_1 F_{\mu\nu}F^{\mu\nu} + 2\hat{B}_3 \partial_\mu F^{\mu\nu} \partial^\nu F_{\nu\nu} \right) \pi^- \pi^+ \\
+ \frac{1}{2} \left[ \hat{B}_2 F^{\alpha\mu}F_{\beta\mu} + \hat{B}_5 (\partial_\alpha F^{\alpha\mu})(\partial^\nu F_{\beta\nu}) - 2\hat{B}_6 F^{\alpha\mu}(\partial_\alpha \partial^\nu F_{\beta\nu}) \right] \hat{P}_\alpha \hat{P}^\beta \pi^- \pi^+.
\end{align*}
\]  

\textsuperscript{v}To be specific, \( f(-\Box) \) acting on a plane wave \( \epsilon^{iq\cdot x} \) results in \( f(-\Box)\epsilon^{iq\cdot x} = f(q^2)\epsilon^{iq\cdot x} \).
where
\[ \hat{P}_\mu(\pi^- \pi^+) = \frac{i}{2} (\pi^- \partial_\mu \pi^+ - \partial_\mu \pi^- \pi^+) - eA_\mu \pi^- \pi^+. \]

The \( \hat{B}_i \) are differential operators acting on all the fields and are determined by their Fourier components \( B_i \). In practice, one expands the general VCS amplitude of Eq. (109) to a given order. The effective Lagrangian corresponding to that order is then constructed in terms of the appropriate (covariant) derivatives.

**Appendix C. Dispersion relations**

The starting point for deriving dispersion relations \([38]\) is Cauchy’s integral formula,
\[ f(z) = \frac{1}{2\pi i} \oint_{\partial D} d\zeta \frac{f(\zeta)}{\zeta - z}, \]
where \( D \subset \mathbb{C} \) is a domain with boundary \( \partial D \) and \( f \) is holomorphic in \( D \). In order to obtain dispersion sum rules, we consider the forward transition amplitude \( T_{fw}(\nu) \) of Eq. (124). Because \( T_{fw}(\nu) \) does not fall off sufficiently fast as \( \nu \to \infty \), we introduce the subtracted function \( \tilde{T}_{fw}(\nu) = T_{fw}(\nu) - T_{fw}(0) \). We are thus left with
\[ \tilde{T}_{fw}(\nu + i\epsilon) = \frac{1}{2\pi i} \lim_{\epsilon' \to 0^+} \left[ \int_{\nu_0}^{\infty} d\nu' \frac{\tilde{T}_{fw}(\nu' + i\epsilon')}{\nu' + i\epsilon - \nu - i\epsilon} + \int_{\nu_0}^{-\infty} d\nu' \frac{\tilde{T}_{fw}(\nu' - i\epsilon')}{\nu' - i\epsilon - \nu - i\epsilon} \right. \]
\[ + \left. \int_{-\infty}^{-\nu_0} d\nu' \frac{\tilde{T}_{fw}(\nu' + i\epsilon')}{\nu' + i\epsilon - \nu - i\epsilon} + \int_{-\nu_0}^{\infty} d\nu' \frac{\tilde{T}_{fw}(\nu' - i\epsilon')}{\nu' - i\epsilon - \nu - i\epsilon} \right]. \] \((C.1)\)

\(w\)Since \( T_{fw}(\nu) \) is an even function of \( \nu \), \( \tilde{T}_{fw}(\nu) \) is not singular at \( \nu = 0 \).
Appealing to the Schwarz reflection principle in the form
\[ \lim_{\epsilon' \to 0^+} \left[ \tilde{T}_{fw}(\nu' + i \epsilon') - \tilde{T}_{fw}(\nu' - i \epsilon') \right] = \lim_{\epsilon' \to 0^+} \left[ \tilde{T}_{fw}(\nu' + i \epsilon') - \tilde{T}_{fw}(\nu' + i \epsilon') \right] = 2i \text{Im} \left[ \tilde{T}_{fw}(\nu') \right], \quad (C.2) \]
we can, after reversing the direction of integration in the second integral, combine the first two integrals of Eq. (C.1) to obtain
\[ 2i \int_{\nu_0}^{\infty} d\nu' \frac{\text{Im} \left[ \tilde{T}_{fw}(\nu') \right]}{\nu' - \nu - i \epsilon}. \]
Using
\[ \int_{-a}^{-b} dx f(x) = \int_{b}^{a} dx f(-x) \quad \text{and} \quad \int_{-a}^{-b} dx f(x) = - \int_{a}^{b} dx f(-x), \]
the third and fourth integral of Eq. (C.1) may be written as
\[ \lim_{\epsilon' \to 0^+} \left[ - \int_{\nu_0}^{\infty} d\nu' \frac{\tilde{T}_{fw}(-\nu' + i \epsilon')}{\nu' - i \epsilon' + \nu + i \epsilon} + \int_{\nu_0}^{\infty} d\nu' \frac{\tilde{T}_{fw}(-\nu' - i \epsilon')}{\nu' + i \epsilon' + \nu + i \epsilon} \right]. \]
Making use of crossing symmetry, \( \tilde{T}_{fw}(-\nu' \pm i \epsilon') = \tilde{T}_{fw}(\nu' \mp i \epsilon') \), in combination with Eq. (C.2), we then find
\[ 2i \int_{\nu_0}^{\infty} d\nu' \frac{\text{Im} \left[ \tilde{T}_{fw}(\nu') \right]}{\nu' + \nu + i \epsilon}. \]
Combining the two terms, we obtain the (subtracted) forward dispersion relation
\[ \tilde{T}_{fw}(\nu + i \epsilon) = \frac{1}{\pi} \int_{\nu_0}^{\infty} d\nu' \text{Im} \left[ \tilde{T}_{fw}(\nu') \right] \left( \frac{1}{\nu' - \nu - i \epsilon} + \frac{1}{\nu' + \nu + i \epsilon} \right). \quad (C.3) \]

Appendix D. The chiral Lagrangian

Chiral perturbation theory \[57, 60\] is based on the chiral \( SU(2)_L \times SU(2)_R \) symmetry of QCD in the limit of vanishing \( u \)- and \( d \)-quark masses. The assumption of spontaneous symmetry breaking down to \( SU(2)_V \) gives rise to three massless pseudoscalar Goldstone bosons with vanishing interactions in the limit of zero energies. These Goldstone bosons are identified with the physical pion triplet, the nonzero pion masses resulting from an explicit symmetry breaking in QCD through the quark masses. The effective Lagrangian of the pion interaction is organized in a so-called momentum expansion,
\[ L_{\text{eff}} = L_2 + L_4 + \cdots, \quad (D.1) \]
where the subscripts refer to the order in the expansion. Interactions with external fields, such as the electromagnetic field, as well as explicit symmetry breaking due to the finite quark masses, are systematically incorporated into the effective
Lagrangian. Covariant derivatives and quark-mass terms count as $O(p)$ and $O(p^2)$, respectively. Weinberg’s power counting scheme [57] allows for a classification of the Feynman diagrams by establishing a relation between the momentum expansion and the loop expansion. The most general chiral Lagrangian at $O(p^2)$ is given by

$$L_2 = \frac{F^2}{4} \text{Tr} \left[ D_\mu U(D^\mu U)^\dagger + \chi U^\dagger + U^\dagger \chi \right],$$

where $F$ denotes the pion-decay constant in the chiral limit: $F_\pi = F[1 + O(\hat{m})] = 92.2$ MeV. The pion fields are contained in the unimodular, unitary, $(2 \times 2)$ matrix $U$,

$$U(x) = \exp \left( i \frac{\Phi(x)}{F} \right),$$

$$\Phi(x) = \sum_{i=1}^{3} \tau_i \phi_i(x) = \begin{pmatrix} \pi^0(x) & \sqrt{2}\pi^+(x) \\ \sqrt{2}\pi^-(x) & -\pi^0(x) \end{pmatrix}.$$  

We will work in the isospin-symmetric limit $m_u = m_d = \hat{m}$. Furthermore, $\chi = 2B(s + ip)$ includes the quark masses as $\chi = 2B\hat{m} = M^2$, where $M^2$ is the squared pion mass at leading order in the quark-mass expansion, and $B$ is related to the scalar singlet quark condensate $\langle \bar{q}q \rangle_0$ in the chiral limit [58][108]. Finally, the interaction with an external electromagnetic four-vector potential $A_\mu$ is generated through the covariant derivative

$$D_\mu U = \partial_\mu U + ie_2 A_\mu [\tau_3, U].$$

The most general structure of $L_4$, first obtained by Gasser and Leutwyler, reads, in the standard trace notation,

$$L_{4GL}^{GL} = \frac{l_1}{4} \{ \text{Tr}[D_\mu U(D^\mu U)^\dagger] \}^2 + \frac{l_2}{4} \text{Tr}[D_\mu U(D_\rho U)^\dagger] \text{Tr}[D^\mu U(D^\rho U)^\dagger]
\quad + \frac{l_3}{16} \left[ \text{Tr}(\chi U^\dagger + U\chi^\dagger) \right]^2 + \frac{l_4}{4} \text{Tr}[D_\mu U(D^\mu \chi)^\dagger + D_\mu \chi(D^\mu U)^\dagger]
\quad + l_5 \left[ \text{Tr}[F_\mu^R U F_\mu^L U^\dagger] - \frac{1}{2} \text{Tr}[F_\mu^L F_\mu^L F_\mu^R F_\mu^R]
\quad + i\frac{l_6}{2} \text{Tr}[F_\mu^\nu D^\mu U(D^\nu U)^\dagger + F_\mu^\nu(D^\mu U)^\dagger D^\nu U] - \frac{l_7}{16} \left[ \text{Tr}(\chi U^\dagger - U\chi^\dagger) \right]^2 + \cdots \right),$$

where three terms containing only external fields have been omitted. For the electromagnetic interaction, the field-strength tensors are given by $F_\mu^\nu = F_\rho^\mu = -\frac{e_2}{2} \tau_3(\partial^\mu A^\nu - \partial^\nu A^\mu)$. Finally, we have omitted the Wess-Zumino-Witten effective action [109][110] describing the effects of the anomaly, because it does not contribute to Compton scattering at $O(p^4)$ [62][70].
Fig. 12. The reaction $\pi/K(p_i) + e^-(k) \rightarrow \pi/K(p_f) + e^-(k') + \gamma(q')$ to lowest order in the electromagnetic coupling: VCS and Bethe-Heitler diagrams.

Appendix E. Explicit expressions in chiral perturbation theory

The explicit expression for the pole terms of Eq. (133) reads

$$T_{\text{pole}} = -e^2 \left\{ F(q'^2)F(q^2) \left[ \epsilon'^* \cdot (2p_f + q') \epsilon \cdot (2p_i + q) \frac{1}{s - M_\pi^2 + i0^+} + \epsilon \cdot (2p_f - q) \epsilon'^* \cdot (2p_i - q') \frac{1}{u - M_\pi^2 + i0^+} \right] + 2F(q'^2) \frac{1 - F(q^2)}{q'^2} \epsilon'^* \cdot q \epsilon \cdot q + 2F(q^2) \frac{1 - F(q'^2)}{q^2} \epsilon \cdot q' \epsilon'^* \cdot q' + \epsilon'^* \cdot q' \epsilon \cdot q \frac{1 - F(q'^2)}{q'^2} \frac{1 - F(q^2)}{q^2} (q^2 + q'^2 - t) + 2\epsilon'^* \cdot \epsilon F(q'^2)F(q^2) \right\}. \quad (E.1)$$

The first line of Eq. (E.1) corresponds to the pole contribution of the generalized pole terms of Eq. (115).

Appendix F. Generalized polarizabilities

A more general case of Eq. (100), namely $q^2 < 0$ and $q'^2 = 0$, can be studied in the electron-pion bremsstrahlung reaction $\pi^\pm(p_i) + e^-(k) \rightarrow \pi^\pm(p_f) + e^-(k') + \gamma(q')$. We will refer to this situation as virtual Compton scattering (VCS) because at least one photon is off shell. At lowest order in the electromagnetic coupling, the amplitude for this reaction is given by the sum of the virtual Compton scattering (VCS) and the Bethe-Heitler (BH) contributions, $T = T_{\text{VCS}} + T_{\text{BH}}$ (see Fig. 12). The BH diagrams correspond to the emission of the final photon from the electron in the initial or final states and involves only on-shell information of the target, like the mass, the charge, and the electromagnetic form factor. Compared to RCS, the VCS reaction contains more information because of the independent variation of energy and momentum transfer to the target and the additional longitudinal polarization of the virtual photon.

Since the invariant amplitude is given by the sum of the two contributions $T_{\text{BH}}$ and $T_{\text{VCS}}$, the differential cross section is more complex than in RCS or even in standard electron scattering in the one-photon-exchange approximation:

$$d\sigma \sim |T_{\text{BH}} + T_{\text{VCS}}|^2.$$
In particular, the four-momenta exchanged by the virtual photons in the BH and VCS diagrams read \( r \equiv p_f - p_i \) and \( q \equiv k - k' = r + q' \), respectively. Unfortunately, the structure-dependent part of the VCS amplitude is only a small contribution of the total amplitude. However, the different behavior of \( T_{BH} \) and \( T_{VCS} \) under the substitution \( \pi^- \rightarrow \pi^+ \),

\[
T_{BH}(\pi^-) = -T_{BH}(\pi^+), \quad T_{VCS}(\pi^-) = T_{VCS}(\pi^+), \quad (F.1)
\]

may be used to identify this contribution by comparing the reactions involving a \( \pi^- \) and a \( \pi^+ \) beam for the same kinematics:

\[
d\sigma(\pi^+) - d\sigma(\pi^-) \sim 4\text{Re}[T_{BH}(\pi^+)T_{VCS}^*(\pi^+)]. \quad (F.2)
\]

We will now discuss a generalization of the RCS polarizabilities of Eq. (119) to the case \( q_2^2 \leq 0 \) and \( q'_2 = 0 \). The corresponding invariant amplitude can be parametrized in terms of three functions \( B_1, B_2, \) and \( B_3 \) which depend on three scalar variables [see Eq. (109) for \( q'_2 = 0 \)],

\[
T_{VCS} = \frac{1}{2} F^{\mu\nu} F'_{\mu\nu} B_1 + (P_\mu F^{\mu\nu}) (P^\rho F'^{\rho\nu} B_2 + (P^\mu q'^\rho F^{\mu\nu}) (P^\sigma q'^\rho F'^{\sigma\nu}) B_3. \quad (F.3)
\]

Equation (F.3) has a particularly simple form in the pion Breit frame (PBF) defined by \( \vec{P} = 0 \), i.e., \( \vec{p}_i = -\vec{p}_f \), in which the initial and final pion are treated on a symmetrical footing. Introducing the Fourier components of the electric and magnetic fields as

\[
\vec{E} = i(q_0 \vec{e} - \vec{q} \vec{e}_0), \quad \vec{B} = i\vec{q} \times \vec{e}, \quad \vec{E}' = -i(q'_0 \vec{e}' - q' \vec{e}'_0), \quad \vec{B}' = -i\vec{q}' \times \vec{e}' \quad (F.4)
\]

we can rewrite Eq. (F.3) in the PBF as

\[
T_{VCS} = \left[ (\vec{B} \cdot \vec{B}') B_1 - (\vec{E} \cdot \vec{E}') (B_1 + P^2 B_2) + (\vec{E} \cdot \vec{q})(\vec{E}' \cdot \vec{q}) P^2 B_3 \right]_{\text{PBF}}. \quad (F.5)
\]

Finally, decomposing \( \vec{E} = \vec{E}_T + \vec{E}_L \) into components which are orthogonal and parallel to \( \vec{q} \), the parametrization of the invariant amplitude in the PBF reads

\[
T_{VCS} = \left\{ (\vec{B} \cdot \vec{B}') B_1 - (\vec{E}_T \cdot \vec{E}') (B_1 + P^2 B_2) \right\} + (\vec{E}_L \cdot \vec{E}') \left[ P^2 |q|^2 B_3 - (B_1 + P^2 B_2) \right] \right\}_{\text{PBF}}. \quad (F.6)
\]

Equation (F.6) serves as the basis of taking the low-energy limit \( \omega' \rightarrow 0 \). Discussing only the non-Born amplitudes,

\[
b_i(q^2) = B_i^{NB}(0, 0, q^2, 0), \quad (F.7)
\]

\(^x\text{This argument works for any particle which is not its own antiparticle such as the } K^+ \text{ or } K^0. \text{ Of course, one could also employ the substitution } e^- \rightarrow e^+.\)
it is natural to define the following three generalized dipole polarizabilities

\[ 8\pi M_\pi \beta(q^2) \equiv b_1(q^2), \]  
\[ 8\pi M_\pi \alpha_T(q^2) \equiv -b_1(q^2) - \left( M_\pi^2 - \frac{q^2}{4} \right) b_2(q^2), \]  
\[ 8\pi M_\pi \alpha_L(q^2) \equiv -b_1(q^2) - \left( M_\pi^2 - \frac{q^2}{4} \right) \left[ b_2(q^2) + q^2 b_3(q^2) \right], \]

where \( P^2 \) has been taken in the limit \( q' = 0 \) as well, i.e., \( P^2 = M_\pi^2 - q^2/4 \). In general, the transverse and longitudinal electric polarizabilities \( \alpha_T \) and \( \alpha_L \) will differ by a term, vanishing however in the RCS limit \( q^2 = 0 \). At \( q^2 = 0 \), the usual RCS polarizabilities are recovered,

\[ \beta(0) = \beta_M, \quad \alpha_L(0) = \alpha_T(0) = \alpha_E. \]

Observe that \( [\vec{B} \cdot \vec{B'}]_{\text{PBF}} \) and \( [\vec{E}_L \cdot \vec{E'}]_{\text{PBF}} \) are of \( \mathcal{O}(\omega') \) whereas \( [\vec{E}_T \cdot \vec{E'}]_{\text{PBF}} = \mathcal{O}(\omega'^2) \), since \( [\vec{E}_T]_{\text{PBF}} = i q_0 (\vec{e} - \vec{e} \cdot \hat{q} \hat{q}) = \mathcal{O}(\omega') \). In other words, different powers of \( \omega' \) have been kept.

The results for the generalized polarizabilities at \( \mathcal{O}(p^4) \) can be found in Refs. [34, 63, 111]. In particular, at \( \mathcal{O}(p^4) \) one finds \( b_2(q^2) = b_3(q^2) = 0 \), which leads to the relation

\[ \alpha_L(q^2) = \alpha_T(q^2) = -\beta(q^2). \]

The results for the generalized polarizabilities as function of \( Q^2 = -q^2 \) are shown in Fig. [13, 111].

A first measurement of pion VCS was reported by the Fermilab E781 SELEX experiment [112]. SELEX used a 600 GeV/c \( \pi^- \) beam incident on target atomic electrons, detecting the incident \( \pi^- \) and the final-state \( \pi^- \), electron, and \( \gamma \). Theoretical predictions based on ChPT [113] were incorporated into a Monte Carlo simulation of the experiment, and agreed reasonably well with the data. The two-photon physics program at BESIII [79, 80] involves, among other processes, the study of the reaction \( \gamma \gamma^* \rightarrow \pi^\pm \pi^- \) at spacelike momentum transfers \( 0.2 \text{GeV}^2/c^2 < Q^2 < 2.0 \text{GeV}^2/c^2 \), invariant masses between \( 2M_\pi < M_{\pi\pi} < 2.0 \text{GeV}/c^2 \), at a full coverage of the pion helicity angle \( \cos(\theta^*) \), with a similar analysis for the \( \pi^0 \eta \) and \( \pi^0 \eta \) final states in preparation. It will be interesting to see, to what extent information on the generalized polarizabilities can be extracted from the forthcoming data.
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Fig. 13. $\mathcal{O}(p^4)$ predictions for the generalized pion and kaon polarizabilities $\alpha_L(q^2 = -Q^2)$. The solid lines correspond to the total results, while the dotted lines result from pion-loop contributions, only.
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