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In conversational search, agents can interact with users by asking clarifying questions to increase their chance to find better results. Many recent works and shared tasks in both NLP and IR communities have focused on identifying the need of asking clarifying questions and methodologies of generating them. These works assume asking a clarifying question is a safe alternative to retrieving results. As existing conversational search models are far from perfect, it’s possible and common that they could retrieve/generate bad clarifying questions. Asking too many clarifying questions can also drain user’s patience when the user prefers searching efficiency over correctness. Hence, these models can get backfired and harm users’ search experience because of these risks by asking clarifying questions.

In this work, we propose a simulation framework to simulate the risk of asking questions in conversational search and further revise a risk-aware conversational search model to control the risk. We show the model’s robustness and effectiveness through extensive experiments on three conversational datasets, including MSDialog, Ubuntu Dialog Corpus, and Opendialkg in which we compare it with multiple baselines. We show that the risk-control module can work with two different re-ranker models and outperform all the baselines in most of our experiments.
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1 INTRODUCTION

Users often cannot express what they need effectively to modern IR systems, and it has become an important reason for the retrieval of unreliable results in practice. To address this problem, a diversity of techniques and UI design has been proposed to help users form high-quality information requests, such as query auto-complete [17], query suggestion [10, 20, 23, 33], etc. In particular, conversational retrieval that actively asks clarifying questions to improve information request quality has been widely believed to be the key technique for future IR [29]. There are many recent studies and shared tasks [3, 9, 31, 36, 39, 42] [2, 4] on identifying clarifying question needs and retrieving or generating good clarifying questions. The motivation is that the additional information in user responses to the clarifying questions can refine the initial information requests and guide conversational retrieval.

An often ignored possibility of existing studies on conversational retrieval is that conversational search paradigms themselves could contain false assumptions and bring risk to users and modern
IR systems. Previous work on this topic assumes that users are dedicated to search sessions after they submit an information request and would provide responses to any questions asked by the system [6, 13, 35, 45]. Such over-optimistic assumption neglects the risk of asking an inappropriate question to users. For example, asking a question with racial innuendo [33] could offend a user; asking too many over-specific questions could also overwhelm a user, etc. Apart from the negative impressions brought to users by bad clarifying questions, conversational retrieval systems can also get noisy responses from users by asking questions that have unclear intents, and can eventually provide low-quality retrieval results. All the above cases will harm users’ experience and potentially drive users away from using the IR system again. Hence, asking clarifying questions is a risky decision in conversational search.

In this paper, we propose a novel risk evaluation process based on a user simulation experiment. In the user simulation experiment, the tested conversational search system needs to interact with the user based on query and conversation context in multiple rounds and decide between returning search results and asking clarifying questions. The simulation experiment aims to test whether the conversational search system can finally retrieve relevant results for the user’s initial information need through multi-turn conversation instead of the accuracy of response selection/re-ranking in a single turn. The user simulator can respond to the system’s clarifying questions by using answers from the dataset or choosing to leave the conversation because of bad clarifying questions. We include multiple evaluation metrics to evaluate the system’s performance from different aspects comprehensively, including result reliability and system decision accuracy.

We also revise our previous risk-aware conversational search framework [38] which aims to control and balance the risk and cost of result reliability and user engagements in modern IR systems. The risk-aware system comprises three components as shown in Figure 1: (1) A result retrieval model that retrieves and ranks candidate results according to the current information need and corresponding conversation context; (2) A question retrieval model, similar to those in previous studies [3, 40], that retrieves or generates clarifying questions for users, hoping that user’s responses could enrich the context and further improve the quality and credibility of results provided by the result retrieval model; And (3) a risk control model which decides whether the system should ask the clarifying question provided by the question retrieval model or directly show the results provided by retrieval model. Counterparts of such a decision-making model have been seen in previous works regarding clarifying questions like [2, 39]. However, their works try to predict whether asking clarifying questions is needed in a specific context. In contrast, our risk control model decides whether to ask a question according to both the context and the possible candidate questions retrieved by the retrieval models. The difference is that the revised decision-making model considers both the clarifying question need and the retrieved questions qualities. The risk control model is the key for this framework to control and balance the risk of asking bad clarifying questions or providing immature results to users.

In our previous work, we only test the framework on one dataset and we assume the only difference in users is the tolerance for bad clarifying questions. In this paper, we test this framework on more diversified datasets and user types and show that our framework can generalize to them. To be more specific, we build two different risk-aware conversational search agents by combining two different state-of-the-art result and question retrieval models with our risk control model that is trained using reinforcement learning. We conduct various simulation experiments on three different conversational datasets and with three different user simulator models. For comparison, we also implement several baseline conversational search strategies, including (1) always directly answer the query, (2) always ask clarifying questions before answering the query, and (3) predict whether to ask clarifying questions based on conversation history. Through simulation experiments, we show that the risk-aware conversational search agent outperforms several baseline conversational
search strategies in most of our experiments. We also provide new insights and explanations of how our framework improves the search result quality and user experience through result analyses and case studies.

![Risk-aware Conversational Search Framework](image)

Fig. 1. Risk-aware Conversational Search Framework

We consider our contributions in this paper as follows:

1. We propose a conversational search risk simulation experiment to evaluate conversational search systems. The simulation experiment can better evaluate whether conversational search agents can improve answer quality and user experience at the whole-conversation level. We also propose to use three different evaluation metrics to evaluate the simulation experiment results.

2. We revise our previous risk-aware conversational search framework. Through extensive simulation experiments, we test the framework on different datasets and let it interact with different user-type simulators. We show that our previous conversational search framework can generalize well on multiple datasets and user types. We also provide insights into these improvements through analyses and case studies.

We have published our code and datasets on GitHub.¹

### 2 RELATED WORKS

#### 2.1 Conversational search

Many previous works have studied the problem of the vagueness of user queries in conversational search. One approach is to analyze the links among conversation turns. Kaiser et al. [19] build a word proximity network to compute word coherence besides query-response relevance. Aliannejadi et al. in [1] estimate relevance between current and previous turns and incorporate it in context representations. Another approach is to alter or enhance the original query by query suggestion or query auto-completion. The former provides the user with several possible clearer queries that are

¹[https://github.com/zhenduow/conversationalQA](https://github.com/zhenduow/conversationalQA)
similar to the user’s query. Boldi [7, 8] uses query flow graph for query suggestion. Rosset et al. [32] propose to rank query suggestions by measuring their relevance and usefulness. Compared to query suggestion methods, query auto-completion emphasizes more on additive changes. Voskarides et al. in [37] resolve anaphoras in later conversation turns by traversing through all previous turn terms and determining whether to add each of them to the current query. Bar et al. propose to improve query auto-completion results by incorporating contexts [5].

Conversational search is usually considered different due to the complexity of conversation structures. Work such as [24, 26, 41] studies conversations in a session where users can ask multiple questions potentially with multiple topics. We consider this as fundamentally different from the conversations we are interested in. The conversational search problems we are working on are entire conversation is centered on the user’s initial information need.

2.2 Asking clarification questions

Another widely studied direction of resolving query vagueness is to ask clarifying questions. A considerable amount of attention has been put on asking clarification questions in conversational search by natural language processing and information retrieval community. Earlier in the TREC 2004 HARD track [4], asking clarifications was permitted for participants to get additional information. Rao and Daumé III in [30] propose a clarification question selection model which maximizes the expected value of perfect information after getting the answer to the clarification question. Later in [31], the model is extended to a reinforcement learning model which better suits multi-turn conversation scenarios. Recent works approach asking clarification questions in various ways. Aliannejad et al. [3] select clarifying questions from a collection of manually generated questions. Zamani et al. [42] create a clarifying question taxonomy based on user studies and automatically generate clarification questions via multiple approaches and [44] analyze the user engagements received from clarifying questions. Later, Zamani et al. [43] publish an annotated dataset comprising real-world user interactions. Cho et al. [12] generate one question that can capture common concepts in multiple documents.

While methodologies of retrieving or generating clarification questions have been studied by these previous works, some other recent works also study when to ask clarification questions, i.e., identifying the need of asking clarifying questions. Xu et al. [39] create a clarification identification and generation dataset where clarification identification is cast as a binary classification problem. Most recently, Aliannejad et al. [2] organize a shared task that poses questions on when to ask clarifying questions and how to generate them, concluding all the aforementioned works.

2.3 Risk control

Radlinski and Craswell in [29] propose a theoretical framework for conversational search, where they define action spaces for both the user and the agent and emphasize the necessity of a model which can decide among the actions. Few existing works have addressed the conversational search risks in making these decisions, which is a key factor in real-world IR applications. Su et al. [34] propose a risk control framework for web question answering. They use an uncertainty model, which estimates the predictive uncertainty, and a decision model, which decides whether to answer the question, to control the risk of their reading comprehension system. Our system extends their decision model by allowing the agent to ask clarification questions instead of doing nothing when the query is not answerable. We simplify the action space of the agent into either answering the query or asking a clarification question inspired by the conversational rules described in [15] that user’s questions are followed by either answer or clarifying questions in-between. Wang et al. [38] propose a risk controlling framework that can decide between returning the results and asking clarifying questions in conversational search and show it can improve multiple baseline
models when interacting with different user types with different tolerances of irrelevant clarifying questions. Our work generates their experiments on more datasets and more user settings with different patience for clarifying questions. In addition, we provide insights into their framework through analytical studies and case studies.

2.4 Datasets
We use three datasets in this work, MSDialog, Ubuntu Dialog Corpus [21], and Opendialkg [25]. In [27, 28, 40], Qu and Liu introduce MSDialog dataset that comprises conversational question answering thread collected from Microsoft forum. A large number of questions fall into one of the major Microsoft products, such as Windows, Office, and Bing. In their works, they perform two tasks on the dataset. Qu [27, 28] analyzes and characterizes users’ intent of each utterance in the conversation, in which they include clarification questions as one type of intent. Liu [40] uses the conversation utterance pairs to train a response re-ranker, which can rank response candidates given the current contexts. Ubuntu Dialog Corpus dataset [21] contains logs from Ubuntu-related chat rooms and is also usually used as a response ranking dataset. The Opendialkg dataset [25] contains conversations where a user asks an agent for a recommendation or opinion about a certain movie, music, books, etc. In [25], Moon et al. propose an entity prediction task where the model retrieves a set of relevant entities given multiple modalities of conversation contexts, including conversation history texts and knowledge graph entities. Our task differs from all of them in that our task simulates the whole conversation process iteratively via the interactions between user and agent.

3 RISK MODELING AND SIMULATION IN CONVERSATIONAL SEARCH
In this section, we propose a novel risk evaluation process based on user simulation. We include multiple evaluation metrics which cover different aspects of the experiment from both the result and system perspective.

3.1 Problem Formulation
Our work proposes a simulation framework for the conversational search problem. Before talking about our solution, we formally describe our formulation of the conversational search problem.

In conversational search, users usually start the conversation with an initial information request query q with or without further description as context h. A conversational search system aims to provide a final answer a to the query through retrieval or answer generation. Before providing the final answer, the system can ask a certain number of clarifying questions cq in order to seek more information from the user. However, asking clarifying questions can lead to unpredictable outcomes depending on the user. When the user considers the clarifying question relevant to the query and the context, the user is usually willing to answer the question and provide more information. When the user considers the clarifying question as bad and not worthy to answer, the user will usually leave the conversation. Hence, the number of clarifying questions that the system will ask depends on not only its recognition of the information completeness, but also the user’s patience to answer these questions. (which is unknown to the system). The goal of a conversational search system is to maximize the quality of the final answer while still keeping the user engaged in the conversation.

More formally, we model users’ willingness to interact with the conversational search system with two parameters. The first parameter is the user’s tolerance τ to bad clarifying questions. As described earlier, the user will usually lose their faith in the conversation system when seeing bad clarifying questions but not necessarily [42]. Some users are more tolerant and they will stay for just a few more turns for better responses from the system. Here, we set τ as the number of bad clarifying questions that the user can tolerate before leaving the conversation. The second parameter
is the user’s patience $\rho$ for questions overall. We believe that users have different expectations for conversational search efficiency, i.e., the number of questions to be asked before finally being returned the answer. For example, a user that asks for a recommendation for a movie may not want to answer a long list of clarifying questions about preferences. Here, we set $\rho$ as the number of questions that the user will answer regardless of the question quality.

With the above definition, the risk-aware conversational search problem can be formalized to maximize the answer quality by asking less than $\rho$ clarifying questions, and at most $\tau$ bad clarifying questions. We explain how to evaluate the answer quality later.

### 3.2 Evaluation based on User Simulation

In this section, we introduce our user simulation framework for conversational search and evaluation.

Assume the dataset $D = \{D_1, ..., D_M\}$ contains multi-turn conversations which can be represented as $D_i = \{u_1, a_1, ..., u_n, a_n\}$, where $u_1, ..., u_n$ are user utterances and $u_1$ is the initial query, and $a_1, ..., a_n$ are conversational search agent utterances. $a_1, ..., a_{n-1}$ are clarifying questions, and $a_n$ is the final answer to the query. We assume that $u_2$ is the user’s answer to agent’s clarifying question $a_1$, $u_3$ is the answer to $a_2$, and so on. For a conversation context $\{a_1, u_1, ..., a_i\}$, the positive clarifying questions are all the clarifying questions in the original conversation after $a_i$, i.e., $\{a_{i+1}, ..., a_{n-1}\}$, the only positive answer to the query is $a_n$. We will introduce the datasets we use in details and provide examples in Section 5.1.

To evaluate a conversational search system’s performance at the entire conversation level, we design a user-system simulation experiment to mimic the user-system interactions in multiple turns instead of evaluating the next response prediction in a single turn. With the dataset definition above, starting from the user’s initial query $D_1 = \{u_1\}$, the system is assumed to returning an answer or asking a clarifying question in each round. The user simulator will respond to the agent response in the following steps:

1. Starting from the first round and in each round, the conversational search system decides whether to answer the query or ask a clarifying question. Then it responds with the answer/question response.
2. If the system returns an answer in (1), the simulation for this conversation will end. The user simulator will evaluate the answer.
3. If the system asks a question in (1), then the user simulator compares the total number of asked questions with the user’s patience for questions $\rho$. If more than $\rho$, the simulation will end. In this case, the user simulator will record a failure on this conversation. If less than $\rho$ and the question is relevant, then the user simulator will reply with feedback. In a conversation $\{u_1, a_1, u_2, a_2, ..., u_n, a_n\}$, if the clarifying question is $a_j$, $(1 \leq j \leq n-1)$, then user will reply with $u_{j+1}$. Both the clarifying question $a_j$ and the user’s feedback $u_{j+1}$ will be appended to conversation context $(D_i = D_i + \{a_j, u_{j+1}\})$. Then repeat step (1). When the system goes back to (1), it may not repeat the same clarifying questions in the future. We also add two rules for determining relevant/irrelevant clarifying questions: (1) A clarifying question that originally appears in later turns of the conversation is still a relevant clarifying question, i.e., in $\{u_1, a_2\}$, $a_2$ is a valid clarifying question to $u_1$; (2) Also, firstly asking a clarifying question that originally appears later in the conversation, and then asking a clarifying question that originally appears early is fine, i.e., $\{u_1, a_3, u_3, a_1, ...\}$ is a valid conversation sequence. These are from an empirical assumption that the conversations are order-independent on the datasets we use.
(4) If the question is irrelevant, the simulation of this conversation will not necessarily end. As explained earlier, users are not necessarily depressed by irrelevant clarifying questions. If the user has already seen $\tau$ bad clarifying questions, the simulation will end. In this case, we will record a failure in this conversation. If the user is not out of tolerance $\tau$, the agent will redo steps (1) and know not to ask the irrelevant questions again.

By definition, the simulation experiment is guaranteed to end with either returning an answer to the user or causing the user to leave in no more than $n$ turns, where $n$ is the total length of the original conversation. After the simulation experiment ends, we will evaluate the system’s output based on how the simulation ends with the following evaluation metrics.

### 3.3 Evaluation Metrics

To evaluate our simulation experiment results, we can either just evaluate the final answer quality or count in the systems’ decision-making process. In our evaluation, we include three metrics: Recall@1, Mean Reciprocal Rank, and decision error rate. Each of them measures the answer quality and user experience or model performance from a different aspect. Hence, we include all of them to better evaluate them and understand their strengths and weaknesses.

#### 3.3.1 Recall@1

The Recall@1 metric is defined as the frequency of conversations where users finally receive a relevant answer, regardless of how many relevant or even irrelevant clarifying questions have been asked during the process. As discussed previously, the simulation can end with two general cases, the user receives an answer or the user leaves the conversation. When the user receives an answer, Recall@1 is 1 if the answer is the relevant answer, otherwise 0. When the user leaves the conversation, Recall@1 is 0. We consider recall@1 more of an evaluation metric for answer quality and user experience rather than models’ decision-making progress.

#### 3.3.2 Mean Reciprocal Rank

Similar to the Recall@1 metric, Mean Reciprocal Rank (MRR) is also a metric defined on the final answer. While the recall@1 metric only cares about the answer returned to the user, MRR cares about the entire re-ranked answer list. In recall@1, there is only 0 or 1 for a conversation, but in MRR, a conversation can get partial credit as long as the correct answer ranked among the top10, i.e., if a relevant answer is ranked second by the answer re-ranker, then that conversation will receive a 0.5 as reciprocal rank. For conversations where the relevant answer is ranked outside top10 or users leave before receiving the answer, RR is still 0.

Compared to recall@1, MRR gives answers partial scores, hence models which frequently ask irrelevant clarifying questions will be punished more in this metric. This is because they often can get non-zero scores if they choose not to ask those irrelevant questions. In this sense, the MRR metric is not a metric purely for evaluating the answer quality. It is a metric that combines answer quality and models’ decision-making progress.

This metric can only be used when the answer/question retrieval models are ranking models.

#### 3.3.3 Decision error rate

The decision error rate metric is defined as is the number of worse decisions divided by the number of total decisions. Worse decisions are those decisions that lead or can lead to lower MRR of the conversation, e.g., asking an irrelevant clarifying question which results in 0 MRR or answering with suboptimal answers which miss the chance of improving MRR by asking clarifying questions. We define answers with reciprocal rank lower than $1/\tau$ (i.e., rank $\tau$ or lower) as suboptimal answers, using the same $\tau$ as user’s tolerance for irrelevant clarifying questions. The intuition behind this definition is that users need to spend the same amount of tolerance to check the top $\tau$ answers as checking $\tau$ irrelevant clarifying questions. However, the latter is more likely to improve the conversation MRR in future turns.
Compared to recall@1 and MRR, this metric mainly measures the decision-making progress, which is an underlying factor that is hidden from the final output during the simulation experiment. This is purely a system-side metric. It may not reflect the answer quality and user happiness the best, but we consider it very helpful in understanding the decision-making progress and how much our risk control model improves over the baselines.

There is also one notable difference between decision error rate and both recall@1 and MRR. Recall@1 and MRR are computed per conversation, while decision error rate is computed per decision during the simulation experiment. Agents can make several decisions in one conversation, and the number of decisions in a conversation is varying. This implies that each conversation contributes unevenly to the decision error rate, which also makes it less suitable for evaluating answer quality and user experience.

This metric only measures the risk control decision-making part, thus it is extendable if we want to combine our risk control model with other answer/question generation models.

3.4 Caveats and limitations

We make several assumptions and approximations in our simulation experiment and evaluation. They are made based on our observations and understandings of the datasets. They simplify our experiment but can also set limitations to our experiment and conclusions.

The first approximation is that we sample negative clarifying questions and search answer candidates from other conversation threads. This is simple but can be less effective. One reason is that the sampled questions and answers can be relevant to the search context. The other reason is that the sampled negative candidates only have features within the dataset, like MSDialog and Ubuntu Dialog Corpus, which are limited in topics. In a real-world search scenario, the negative candidates may come from all types of corpora, and the re-rankers need to rank all of these candidates.

We also assume that all clarifying questions within the same conversation thread are valid questions and clarifying questions are order-independent. This assumption is reasonable in MSDialog and Ubuntu Dialog Corpus because user queries in these datasets are usually talking about issues in machines and clarifying questions are mostly asking about system configurations in the user’s machines. The clarifying questions are mostly agents asking about system configurations. Hence, the order rarely matters in these conversations. However, these are still rather strong assumptions and set limitations to our experiments and conclusions.

Another limitation of our experiments is that we only assume one user type in each experiment, which is unrealistic in real-world search scenarios where a search system must face different user types at the same time. This is because optimizing the performance for one user type at a time differs from optimizing the performance for a mix of user types. It can be a promising future direction for developing new evaluation metrics that are compatible with different user types or based on more flexible user settings.

4 RISK-AWARE CONVERSATIONAL SEARCH MODEL

Based on our problem formulation, we now introduce our previous risk-aware conversational search model, which can be divided into 3 parts, including the two retrieval models and a risk control model. The answer retrieval model reads the conversation contexts and chooses the best answer to the query. The question retrieval model does similar for clarifying questions. Then the risk control model reads the conversation contexts together with the retrieval models’ outputs and evaluates the two action choices. If the decision is to answer the query, then the conversational search will end with the agent providing the top retrieved answer. If the decision is to ask a clarifying question,
then the agent will ask the top retrieved question to the user and collect feedback from the user, which may give the agent more information to retrieve better answers in future turns.

4.1 Answer and question retrieval model

The goal of answer and question retrieval models is to retrieve the best answer or clarifying question given the query and current conversation contexts. In general, the retrieval task is in the form of $R(q) = p$, where $q$ is the conversational search context and $p$ is the retrieved response. It can be further defined as different tasks, including response candidates re-ranking, response generation, or other tasks, as long as the task output is a text response to the conversational search state. In this work, we use the response re-ranking tasks and models as an example. Our answer re-ranking model aims to re-rank all the answer candidates given the current conversation context, and our question re-ranking model aims to re-rank the clarifying questions.

To demonstrate that our risk control model can cooperate with any answer/question re-ranker model, we test it with different re-ranker models. The re-ranker models we test are the ParlAI bi-encoder and poly-encoder re-rankers [18]. In each experiment, we use the same re-ranker structure for the answer and question re-ranker models, but with independently trained model parameters.

4.1.1 Bi-encoder. The bi-encoder re-ranker uses two pre-trained transformer [14] encoders $E_q$ and $E_p$ to encode the conversation context $q$ and response candidates $P = \{p_1, \ldots, p_n\}$ separately, where the response candidates are either answer candidates or question candidates depending on the ranking task. The transformer encoder takes a sequence of natural language text as input and outputs a sequence of encoding vectors of the same length as the input sequence. Each vector represents an input word correspondingly. Before encoding, a special word token ‘[S]’ is appended to the beginning of both conversation context and each candidate. After encoding, the representation of ‘[S]’ is used as the representation of the entire input sequence. The encoded context representation $E_q(q)$ and candidate representations $\{E_p(p_1), \ldots, E_p(p_n)\}$ are used for scoring. Each candidate score is computed as the dot product between the context vector and candidate vector. Finally, all the candidates are ranked by their candidate scores. The entire bi-encoder model can be represented as:

$$s_i = E_p(p_i) \cdot E_q(q)$$

4.1.2 Poly-encoder. An issue in the bi-encoder is that the conversation context and candidates cannot see each other during encoding. There is only self-attention inside conversation context and candidates. In poly-encoder, this issue gets addressed. A structurally simple way to get access to context-candidate is to concatenate them and pass them into a single encoder. This structure computes the full co-attention between context and candidates and is referred to as cross-encoder [18]. However, this structure has significantly higher computational complexity. Poly-encoder’s structure almost approximates full co-attention without loss of efficiency. Similar to the bi-encoder, the poly-encoder also uses two pre-trained transformer encoders to encode the conversation context and candidates separately. When computing context-candidate attentions, poly-encoder computes $m$ code-attended representations for the context instead of the original sequence of $N$ vector representations, where $m$ is a hyper-parameter that affects encoding speed and $N$ is the context length (typically $m < N$). Usually, conversation context is much longer than candidates, thus it is the primary cause of slowing down the attention computations. Reducing the $N$ vectors sequence to $m$ vectors can significantly reduce the attention complexity. The $m$ representations are computed using the outputs from the last layer of the context encoder:

$$q_{\text{attn}}^{ Ci } = \sum_j w_j^{ Ci } h_j$$
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where \((w_C^1, ..., w_C^N) = \text{softmax}(C_1 \cdot h_1, ..., C_i \cdot h_N)\) and \((h_1, ..., h_N)\) are last layer context encoder outputs. The codes \((C_1, ..., C_m)\) are randomly initialized and optimized during training. The \(m\) code-attended context representations are then used to compute the final candidate-attended context representation:

\[
q_{\text{attn}} = \sum_i w_i q_{\text{attn}}^i
\]  

(3)

where \((w_1, ..., w_m) = \text{softmax}(E_p(p) \cdot q_{\text{attn}}^1, ..., E_p(p) \cdot q_{\text{attn}}^m)\).

The candidate representations are still computed by the candidate encoder alone, just like in bi-encoder. With the attended context representation and the candidate representation, candidate scores are computed similarly as in bi-encoder:

\[
s_i = E_p(p_i) \cdot q_{\text{attn}}
\]  

(4)

Poly-encoder structure simplifies the necessary but expensive co-attention computations and combines the best of both bi-encoder and cross-encoder. It can achieve almost the same performance as cross-encoder in experiments [18].

### 4.2 Risk Control Model

Our risk control model reads the current conversation context, and the outputs from the answer and question retrieval models to decide which is the better choice considering both the conversation context and retrieval models’ capability. The risk control model is essentially a deep Q network (DQN). Its input is a list of text and numerical features, and its output is a 2x1 vector \(y_{\text{pred}} = (r_{\text{ans}}, r_{\text{cq}})\) denoting the expected rewards from taking the two actions, namely answering the query with the top retrieved answer and asking the top retrieved clarifying question.

The input features of the risk control DQN are the initial query \(Q_u\), conversational history \(H\), the top retrieved answer \(a_1\) and top \(k\) clarifying questions \(\{cq_1, ..., cq_k\}\), the retrieved answer ranking score \(s^1_{\text{ans}}\), and the retrieved question ranking scores and \(s^{1:k}_{\text{cq}}\). The text features are separately encoded using transformer encoders and the vectors for [CLS] token are used as representations for each text feature. Then the DQN concatenates all the features like a state vector, which can be represented as \(S = (q, h, a^1, cq^1, ..., cq^k, s^1_{\text{ans}}, s^{1:k}_{\text{cq}})\). The DQN is essentially a 2-layer feed-forward neural network:

\[
D(S) = W_2 \cdot \phi(W_1 \cdot S + b_1) + b_2
\]  

(5)

where \(W_1, b_1, W_2, b_2\) are learnable parameters and \(\phi\) is ReLU activation function. Note that the DQN does not have an activation function in the second layer since it aims to predict reward values instead of classification probabilities. The structure of the DQN is shown in Fig.2. We also do ablation studies on these features, which involve two variations of our model. One uses only the textual features \((q, h, a^1, cq^1, ..., cq^k)\) and the other only uses the score features \((s^1_{\text{ans}}, s^{1:k}_{\text{cq}})\). We will show comparison results of these model variations in the result section.

Although the structure of DQN is very simple, we do not have annotated data to supervise the training of the DQN. To overcome this challenge, we use reinforcement learning, which trains the network by simulating the interaction between agent and user. We define reward and penalty for each interaction outcome using simple settings. The DQN is trained by learning from these rewards or penalties. We will describe this in the next section.
4.3 Training

4.3.1 re-rankers. Before running the main simulation experiment, we first pre-train the answer and question re-rankers. Before the pre-training, we initialize the re-ranker parameters with the checkpoints provided by ParlAI which was previously trained on Wikipedia and Toronto Books and then tuned on huge Reddit dataset [22]. We then fine-tune the answer re-ranker and question re-ranker respectively on answer re-ranking and question re-ranking pairs on our datasets. Assume $B$ is a batch of size $K$ in dataset $D$, $B = \{(q_1, p_1), ..., (q_K, p_K)\}$ where $q$ is conversation context and $p$ is the true response. For conversation context $q_j$, the true relevance scores vector is $T_j = (t_1 = 0, ..., t_j = 1, ..., t_K = 0)$. And the computed ranking scores vector is $S_j = (s_{j1}, ..., s_{jK})$ where $s_{ji} = E_p(p_i) \cdot E_q(q_j)$ for bi-encoder and $s_{ji} = E_p(p_i) \cdot q_{\text{attn}}$ for poly-encoder. The fine-tuning goal is to minimize the average cross-entropy loss of the computed candidate ranking scores and the true binary relevance scores in batches:

$$\min \sum_{B \in D} \sum_{j=1}^{K} H(S_j, T_j)$$

where $H(S, T)$ is the cross-entropy loss. The dataset is randomly split into batches, thus we assume that only the true response $p_j$ is relevant to a context $q_j$ in a batch. All the other responses in the batch are used as negative samples.

4.3.2 Risk Control Model. After the re-rankers are trained, they are fixed during the risk control model reinforcement learning. We use reinforcement learning to train our DQN without supervision. At the start of training, the risk control model will randomly choose to answer the query or ask a clarifying question with the top retrieved answer and question. Any decision it makes will cause a reward or penalty, and the decisions will also affect whether the simulation of conversation continues or ends. Then it learns from the reward or penalty from these actions and gradually reduces the chance of taking random action and decides from what it has already learned.

The rewards and penalty of each action are defined as follows. If the action is answering the query (ANS), then DQN will receive a reward $r_{\text{ans}}$ equal to the retrieved answer reciprocal rank. Recall that the input to risk control model is $S = (q, h, cq^1, ..., cq^k, a^1, ..., a^k, s_{cq}, s_{\text{ans}}^1, s_{\text{ans}}^k)$, and the retrieved answer part is a ranked list $a^1, ..., a^k$. Thus the reward $r_{\text{ans}} \in [0, 1]$, i.e., $r_{\text{ans}} = 1$ if $a_1$ is relevant, $r_{\text{ans}} = 0$ if $a^1, ..., a^k$ are all irrelevant, and $0 < r_{\text{ans}} < 1$ if a non-top retrieved answer $a^j (j > 1)$
is relevant. Answering the query will always end the conversation, as it is an attempt to draw a conclusion for the user’s information need.

If the action is asking a clarifying question (CQ), then DQN will receive either a reward or penalty depending on whether the top and only the top retrieved clarifying question \( cq_1 \) is relevant. If \( cq_1 \) is relevant, then DQN will receive an immediate reward \( r_{cq} \) for asking a relevant question. Otherwise, it will receive a negative penalty \( p_{cq} \), because this is the risk scenario we want to avoid in conversational search. Asking a relevant clarifying question to the user will receive the user’s feedback on the asked question. Then the clarifying question and the user’s feedback will be appended to the conversation context and the simulation experiment will continue to a new round with updated input. Asking an irrelevant clarifying question will consume the user’s patience. The agent can then remove the irrelevant question from question candidates and try again. But once the user’s patience is gone, the conversation will end and the user will leave with a negative impression of the agent.

### Table 1. Risk Control DQN Policy Table

| Action | Relevant | Irrelevant |
|--------|----------|------------|
| Answer | Answer Reciprocal Rank |
| Ask    | \( r_{cq} \) | \( p_{cq} \) |

In Table 1, we summarize the reward and penalty for the two actions. Because asking a relevant clarifying question will continue the simulation experiment, the immediate reward \( r_{cq} \) is designed to be positive but small. Hence that DQN will not learn to accumulate \( r_{cq} \) and never really answer the query. The logic behind the simulation experiment and this reward table is that we want the DQN to learn that (1) answering the query is the ultimate goal and can guarantee a non-negative reward and (2) asking a clarifying question does not have a high immediate reward and is risky but might eventually get a higher reward in the future from answering the query.

Now we explain the reinforcement learning algorithm. The goal of the risk control DQN learning is to train the DQN to predict the rewards \( r_{ans}, r_{cq} \) of actions \( a = \{ \text{ANS, CQ} \} \) given its input state \( S \). And the training is to learn from all state-action-reward \( (S-a-r) \) tuples DQN has explored. Assume the action is to answer \( (a = \text{ANS}) \), the predicted reward of DQN is:

\[
y_{\text{pred}}(S)_{\text{ans}} = DQN(S)_{\text{ans}}
\]  

The true reward \( r \) is computed as the answer’s reciprocal rank:

\[
y_{\text{target}}(S)_{\text{ans}} = r_{\text{ans}}
\]  

In this case, since the action is to answer, the conversation will always end. Alternatively, if the action is to ask a clarifying question, and if the clarifying question is relevant, then:

\[
y_{\text{target}}(S)_{cq} = r_{cq} + \sigma \cdot \max_{a^* = \text{ans},cq} DQN(S^*)_{a^*}
\]  

where \( r_{cq} \) is the immediate reward for asking relevant questions, \( \sigma \) is the discount factor for future reward, \( S^*, a^* \) are the updated state and action based on current state \( S \) and action \( a \). The second term is essentially a discount factor times the higher predicted reward between answering the query and asking another clarifying question after updating the conversation state \( S \) to \( S^* \). If the action is to ask but the clarifying question is irrelevant, then:

\[
y_{\text{target}}(S)_{cq} = p_{cq}
\]  

where \( p_{cq} \) is the penalty for irrelevant question.
Finally, the training goal is to minimize the average mean squared error loss between $y_{\text{pred}}(S)_a$ and target reward $y_{\text{target}}(S)_a$ over all the state-action-reward $(S-a-r_a)$ tuples:

$$L = \text{MSE}(y_{\text{target}}(S)_a, y_{\text{pred}}(S)_a)$$

(11)

Reinforcement learning is notorious for not being guaranteed to converge during training. To get a higher chance of convergence, we use the experience replay strategy. Experience replay is an often-used training strategy that revises previously learned samples and learns the new sample, making the training more likely to converge. In experience replay, we also increase the experience play times of action-reward pairs by asking clarifying questions. This can also be seen as data over-sampling. Empirically, we find that doing this can help the DQN to learn better about the risk of asking questions. We only train our DQN with actions that result in non-zero rewards. This includes correctly choosing relevant answers or clarifying questions, and wrongly choosing irrelevant clarifying questions. This increases the density of meaningful training samples during reinforcement learning.

4.4 Inference

During inference, our model will interact with the user until the conversation ends. Starting with the initial query from the user, the answer retrieval model and question retrieval model first retrieve the top relevant answers and clarifying questions as ranked lists. Then, the query, the conversation context, the top relevant answers, and questions are passed to the risk control model, which decides whether to answer the query or to ask a clarifying question. If the decision is to answer the query, then the top1 answer will be returned to the user. The conversation will end and we will evaluate the answer using the Reciprocal Rank. If the decision is to ask a clarifying question, then the top1 clarifying question will be returned to a user simulator. If the question is relevant, then the user simulator will return feedback to the question. We will update the context with additional information and iterate the entire process. If the question is irrelevant (is a negative sampled question), then the user simulator’s patience will be consumed for once and the risk control model will try again with the irrelevant clarifying question removed from question candidates. Once the user’s patience is used up, we will end the conversation. The inference result of one conversation can be in one of three cases: 1) query answered correctly. 2) query answered incorrectly. 3) user’s patience is used up and the user leaves. We will describe how we evaluate inference results in the evaluation metrics section.

5 EXPERIMENTS

We conduct simulation experiments as introduced in Section 3 to test whether our risk control conversational search agent can improve answer quality as well as improve users’ search experience.

5.1 Dataset

We test our risk control conversational search agent on three datasets: MSDialog [27, 28, 40], Ubuntu Dialog Corpus[21], and Opendialkg[25]. In this section. we will explain how we process each of them using some filtering options which we believe are necessary for conversational search scenarios. Then, we will give some example conversations from each dataset.

5.1.1 MSDialog. MSDialog dataset consists of question answering conversations from the Microsoft forum. We use the MSComplete subset, which contains the raw conversations. First, we need conversations between two users, namely one user and one agent, since two-participant conversations can best fit in the information need/answering/clarification scenario. In most conversations in the MSComplete set, more than two participants are involved, including the user who
initiates the query and several Microsoft human agents. We assume that the agents all share the same goal of helping the user and will continue and supplement on each other, hence we simply consider all the different agents as one ‘agent’ and reduce the number of participants down to two. After that, we find the conversations are not in turns, i.e., either the user or agent can talk several consecutive turns before the other responses. To make the conversation structurally cleaner, we merge all these consecutive turns into one by concatenating them. During this process, some conversation turns can grow too long because of multiple concatenations. We restrict that each turn can have only 512 tokens and the rest are truncated.

The above preprocessing makes all conversations in the dataset strictly with two participants and in turns. We also apply some filtering options to the dataset. Only conversations that meet the following criteria are kept in our final set: (1) The conversation needs to have a voted answer. In the MSDialog dataset, there is a binary label for each turn indicating whether the turn is voted as the final answer. We need the conversations to have voted answers to guarantee that conversations are complete. We also truncate all conversation turns after the voted answer turn since most of them are greetings so that we can focus on the process of information need/answering/clarification; (2) After truncating, the conversation needs to over 4 turns (each utterance is a turn) so that there is at least one clarifying question asked in the conversation; (3) After truncating, the conversation needs to be less than 10 turns for the speed of simulation experiments. Only a few outliers are left out by this filtering.

After the above processing and filtering, we have a final set of 3,762 conversations which will be used for our simulation experiment. For the rest of the conversations that are missing a final answer or being too long, we set them aside and use them for re-ranker pre-training.

Here we give an example of a conversation in the MSDialog dataset:

User: remsh.exe started to appear in my Task Manager and to have high CPU usage. [SEP] From two days I have remsh.exe in my Task Manager and it has high CPU usage. When I end process and restart Windows during rebooting OS makes some updates. I have Windows updates disabled as my PC is not compatible with the latest Win 10 updates/upgrades. For that reason reinstalling Windows is impossible option for me. I have CCleaner but older version than the compromised one. My antivir is Windows Defender and additionally I have Malwarebytes and Zemana. Google search says remsh.exe could be both Microsoft process and infection. Could you please help me?

Agent: Where exactly does remsh.exe live? Which folder?

User: I see folder C:\Program Files\rempl I ended the process so I can’t open from Task Manager to see if this is the true file location. I noticed it starts alongside with Telemetry but this never happened before. Also Telemetry had two process opened this time.

Agent: This is not a native Microsoft process. Click the Startup tab in the Task Manager, then deactivate this program. When you right-click the folder C:\Program Files\rempl then you can see when you created it. This should give you a clue about its purpose.

5.1.2 Ubuntu Dialog Corpus. Ubuntu Dialog Corpus (UDC) contains logs from Ubuntu-related chat rooms. Usually, the UDC dataset is used as response selection tasks where the task is to select the next response given the current dialog history. In this work, we use the UDC dataset in a slightly different task. The conversations in UDC have much more turns, but each turn is much shorter and sparser in meaning than the conversations in MSDialog. The reason for this difference is that the conversations in MSDialog are from Q&A posts from the Microsoft forum, where both users and agents have enough time to write long queries and responses. However, conversations in UDC are from chat logs, where people prefer short sentences and respond to each other more frequently. Many turns are too short and not very meaningful. This makes the UDC dataset harder for simulation experiments as the information is very sparse. Another challenge in UDC dataset is
that there is no identifier of the final answer as the ‘voted answer’ field in MSDialog conversations. This brings several problems. The first is that we cannot separate the greetings from the main conversation. Also, we cannot guarantee that each conversation is complete with a final answer. Finally, there could be more than one conversation topic in the conversations.

For the UDC dataset, we apply the same processing and filtering options as in MSDialog on the raw conversations. The difference is that we do not merge participants in UDC conversations, but we only use conversations with exactly two participants. We still merge consecutive turns into one to make sure the conversations are in turns. Because UDC conversations are more concise than MSDialog, we filter out conversations where the minimum length among its turns is less than 5, i.e., we only keep a conversation when all of its turns have over 5 tokens. Because the UDC dataset is too large, we only randomly sample 10,000 conversations in our final set for the simulation experiment. We set the conversations filtered out aside and use them for pre-training re-rankers.

Here we give an example of a conversation in the UDC dataset:

User: Sigh, why do I always click the update button when it comes upOk, 12.04 have introduced an extreme blurriness to text, moving the mouse is really slow and everything is slow, it’s like the graphics card is broken or something

Agent: what video chip do you use?
User: I’m running ubuntu in virtualbox, was perfect 11.10, now it’s totally broken
Agent: tried changing text rendering options?
User: the text is blurry with green and red mixed in, it’s like someone took subpixel rendering and made it backwards

Agent: if you search dash for the word: font does anything show?

5.1.3 Opendialkg. The Opendialkg dataset contains conversations where a user asks an agent for a recommendation or opinion about a certain movie, music, books, etc. The Opendialkg dataset is originally used for conversational reasoning and knowledge graph entity prediction task. Apart from the raw conversation log data, the dataset also contains a knowledge graph, which is a key component of the original study. We do not use knowledge graph-related models in our experiments. Instead, we process the data as follows.

First, we extract the raw conversations and the knowledge graph entries from the dataset. The conversations are already strictly between two participants and in turns. The knowledge graph entries are relation tuples as “entity1, relation, entity2”, for example, “Rose Bowl Stadium, Olympic games used in, 1984 Summer Olympic”. We realize that the agent answers the user’s need or raise clarifying question by looking up related information from the knowledge graph entries. To simulate this, for each user turn, we rank the relevance of knowledge graph entries as texts to the user’s utterance text. We use BM25 for this ranking and we append the top 10 knowledge graph entries as texts to the end of user turn. It is not the most ideal way to use this dataset, but because the conversations in this dataset are of high quality compared to other datasets. So, we decide to give this a try.

An example of the knowledge enhanced conversation will be like this:

User: What movies has Baz Luhrmann directed? [SEP] Baz Luhrmann is-a Musician [SEP] Baz Luhrmann is-a Writer [SEP] The Great Gatsby (Award-Winning Work) directed_by Baz Luhrmann [SEP] ...

Agent: Baz Luhrmann directed The Great Gatsby (Award-Winning Work). The Great Gatsby (Award-Winning Work) is starring Tobey Maguire. what else can i answer for you?
User: Was Tobey Maguire in anything else? [SEP] Tobey Maguire starred_actors Spider-Man [SEP] Tobey Maguire starred_actors Brothers [SEP] Tobey Maguire is-a Celebrity [SEP] ...
Agent: Tobey Maguire starred in The Cider House Rules. what else can i do for you today?
**User:** Wasn’t he also in Spider-Man? [SEP] Abraham Benrubi starred_actors The Man Who Wasn’t There [SEP] Brooke Smith starred_actors The Man Who Wasn’t There [SEP] ...

**Agent:** Yes he was. what else can i answer for you today?

**User:** Thank you for your help! You are very helpful!

**Agent:** No problem!

After this, we apply the same processing and filtering options as in MSDialog. We also truncate the greetings turns by using a greetings word list containing "welcome", "no problem", and so on. We set the conversations filtered out aside and use them for pre-training re-rankers. The Opendialkg dataset is originally not a response ranking dataset. Therefore, this dataset is the hardest dataset among the three, and the experiment is not as useful for reference as MSDialog and UDC.

We summarize all the three dataset statistics in Table 2, we will publish the processed dataset after the paper is published.

| Dataset       | MSDialog (original) | MSDialog (ours) | UDC | Opendialkg |
|---------------|---------------------|-----------------|-----|------------|
| # conversations | 35,000              | 3,762           | 10,000 | 10,000     |
| Max. turns    | 1700                | 10              | 10 | 10         |
| Min. turns    | 3                   | 4               | 4  | 4          |
| Avg. turns    | 8.94                | 4.70            | 4.77 | 6.05       |
| Avg. # clarifying questions | -               | 1.7             | 1.77 | 2.05       |
| Avg. # words per utterance | 75.91          | 65.16           | 20.85 | 48.52      |

### 5.2 Baselines

To show that our risk control conversational search agent can improve answer quality as well as improve user experience, we conduct experiments and compare it with multiple baselines:

1. **Q0A**, a baseline that always answers the query asking no clarifying question. Hence, it always uses the initial query as only information for answer retrieval.

2. **Q1A**, a baseline that always answers the query after asking exactly one clarifying question. It always asks a clarifying question in the 1st round, and answers in the second round. If it cannot ask any relevant clarifying question in the first round, the user will leave and it will stop there.

3. **Q2A**, a baseline that always answers the query after asking exactly two clarifying questions, similar to Q1A.

4. **CtxPred**, a risk-unaware baseline that first uses a binary classifier to decide whether to answer the query or ask a clarifying question given the context, then uses the corresponding retrieval model to generate a response. This is a common approach taken by previous works like [2, 39].

5. **Oracle**, an ideal decision-making model, which is only for comparison. This oracle model can be seen as the upper bound of the model we are trying to train. This model never chooses the worse action, which is defined earlier in Section 3. Again, a worse action can be one of the two cases: (1) Asking an irrelevant question under any circumstance. (2) Answering with an irrelevant answer when there is a relevant question to ask and answer re-ranker’s reciprocal rank is less than $1/t$, where $t$ is the user tolerance. This is theoretically the best risk control model for any fixed answer and question retrieval model.
We test all these above baselines together with our risk control conversational search agent. During experiments, they share the same answer and question retrieval model and parameters, only the risk control decision-making parts are different.

5.3 Technical Details
In our experiment, we use the implementation of bi-encoder and poly-encoder from ParlAI\(^2\) with modifications to accommodate our experiments. We implement our risk control model and user simulator from scratch based on Pytorch. We split our datasets into 5 folds and use cross-validation to test significance. We run our main experiments on a single core of GeForce RTX 2080 Ti with 11GB memory. The pre-training of the bi-encoder and poly-encoder re-rankers are done on 4 of the above cores with a smaller batch size than the original settings of ParlAI. We test and tune our model hyper-parameters empirically. The number of negative samples \(k = 100\) for MSDialog and UDC experiments, and \(k = 20, 50, 100\) for Opendialkg experiments because of the difficulty in the Opendialkg dataset. We finally set the clarifying question reward \(r_{cq} = 0.11\) and penalty \(p_{cq} = -0.89\), as this leads to the best MRR score. We set the future reward weight in reinforcement learning \(\sigma = 0.89\) to make expected answer reward in future turns still in \([0, 1]\). We train our model with a learning rate \(lr = 10^{-4}\), and regularization weight \(\lambda = 10^{-2}\) for the risk control DQN.

6 RESULTS AND ANALYSES
In this section, we will analyze our models and baselines with our risk-aware conversational search evaluation framework. The origin work [38] only conducts experiments on the MSDialog dataset. Besides the MSDialog dataset, we also conduct experiments on the Ubuntu Dialog Corpus (UDC) and Opendialkg datasets. Besides showing that our risk control conversational search agent outperforms the baselines in most experiments, we also provide insights from the experiment results tables, figures, and analyses about why our model outperforms the baselines.

Our simulation experiments are done on three datasets, and on each dataset, we test two combinations of answer and question re-rankers with our risk control model. Then for each combination, we test different user simulator models with clarifying question patience \(\rho = \infty, 2\) and tolerance \(\tau = 0, 1, 2\). These \(\rho\) and \(\tau\) choices are made based on the average number of clarifying questions of our dataset (1.7, 1.77, 2.05). There are in total six result tables, where Table 3 and Table 4 are results of simulation on MSDialog dataset using poly-encoder and bi-encoder as answer/question re-ranker respectively. Table 5 and 6 are results of simulation on UDC dataset using poly-encoder and bi-encoder as answer/question re-ranker respectively. Table 7 and Table 8 are results of simulation on Opendialkg dataset using poly-encoder and bi-encoder as answer/question re-ranker respectively. In these tables, we show the results of both the baseline models and our models with two ablation study variations. 'RCSQ' (Risk-aware Conversational Search agent with Q-learning) is our previous risk control model which uses both the textual and score features in risk control DQN. 'RCSQ-S' (RCSQ minus score) is an ablation study model which removes the score features and only uses the textual features. 'RCSQ-T' (RCSQ minus textual) is an ablation study model which removes the textual features and only uses the score features. In the tables, we abbreviate recall@1 in 100 candidates as R@1/100, Mean Reciprocal Rank as MRR, and decision error as Dec. err. We bold the best performance of each column and mark performances that significantly improve the best baseline model of the same column with \(\dagger\) and \(\ddagger\).

\(^2\)https://github.com/facebookresearch/ParlAI/tree/master/projects/polyencoder
Table 3. Comparison of all models and baselines on MSDialog dataset using poly-encoder as re-ranker. ρ is the user patience for total clarifying questions, τ is the user tolerance for irrelevant clarifying questions. Numbers in bold mean the result is the best excluding oracle. ‡ indicates p < 0.01 statistical significance over the best among baseline models.

| Users | ρ = 0 | ρ = ∞ | r = 0 | r = 1 | r = 2 |
|-------|------|------|-------|------|------|
| Models | R@1/100 | MRR | Dec. err | R@1/100 | MRR | Dec. err | R@1/100 | MRR | Dec. err |
| Q0A | 0.3994 | 0.5189 | 0.3553 | 0.3994 | 0.5189 | 0.3297 | 0.3994 | 0.5189 | 0.3089 |
| Q1A | 0.3794 | 0.4527 | 0.4089 | 0.4367 | 0.5277 | 0.2841 | 0.4602 | 0.5591 | 0.2261 |
| Q2A | 0.0722 | 0.0887 | 0.8844 | 0.0891 | 0.1102 | 0.8491 | 0.1030 | 0.1274 | 0.8211 |
| CtxPred | 0.3791 | 0.4523 | 0.3036 | 0.4366 | 0.5273 | 0.2033 | 0.4591 | 0.5587 | 0.1622 |
| RCSQ-S | 0.3919 | 0.4882 | 0.3236 | 0.4378 | 0.5284 | 0.2056 | 0.4611 | 0.5594 | 0.1631 |
| RCSQ-T | 0.4419 | 0.5428 | 0.2456 | 0.4519 | 0.5517 | 0.2350 | 0.4483 | 0.5505 | 0.2261 |
| RCSQ | 0.461‡ | 0.5435‡ | 0.2375‡ | 0.4653‡ | 0.5620‡ | 0.1830‡ | 0.4788‡ | 0.5781‡ | 0.1519‡ |
| Oracle | 0.5033 | 0.6325 | 0.0 | 0.5472 | 0.6557 | 0 | 0.5589 | 0.6676 | 0 |

| Users | ρ = 2 | r = 0 | r = 1 | r = 2 |
|-------|------|------|------|------|
| Models | R@1/100 | MRR | Dec. err | R@1/100 | MRR | Dec. err |
| Q0A | 0.4661 | 0.5910 | 0.2903 | 0.4661 | 0.5910 | 0.2694 | 0.4661 | 0.5910 | 0.2350 |
| Q1A | 0.3836 | 0.4513 | 0.4378 | 0.4522 | 0.5369 | 0.3039 | 0.4836 | 0.5771 | 0.2378 |
| Q2A | 0.0792 | 0.0937 | 0.8817 | 0.1039 | 0.1257 | 0.8347 | 0.1158 | 0.1415 | 0.8056 |
| CtxPred | 0.3824 | 0.4508 | 0.4387 | 0.4510 | 0.5350 | 0.3068 | 0.4811 | 0.5737 | 0.2425 |
| RCSQ-S | 0.4661 | 0.5905 | 0.2911 | 0.4533 | 0.5560 | 0.2869 | 0.4758 | 0.5812 | 0.2419 |
| RCSQ-T | 0.4774‡ | 0.5953‡ | 0.2542‡ | 0.4860 | 0.6030 | 0.2328 | 0.4884 | 0.6045 | 0.2035‡ |
| RCSQ | 0.4758 | 0.5943 | 0.2678 | 0.4947‡ | 0.6045‡ | 0.2292‡ | 0.5025‡ | 0.6064‡ | 0.2064‡ |
| Oracle | 0.5522 | 0.6648 | 0 | 0.5736 | 0.6842 | 0 | 0.5850 | 0.6945 | 0 |

6.1 MSDialog experiments

The first simulation experiment (Table 3) is done on MSDialog using a poly-encoder re-ranker together with our risk control model. The first comparison we highlight is the comparison between Q0A and Q1A. We mentioned in data processing that we only keep conversations with more than 4 utterances, which means each conversation will have more than 2 conversation rounds. Therefore, there is always at least one clarifying question in each conversation, since we can be sure that only the last round is the answering round using the ‘voted answer’ label of the MSDialog dataset as we mentioned earlier in the data processing. Naturally, the Q1A baseline which asks one clarifying question before giving an answer should perform better than Q0A, this result shows that there are indeed risks in asking clarifying questions. And the reason for this result is that the question retrieval model often cannot retrieve the relevant answer. From the columns of r = 1 and r = 2 in the upper half of Table 3, we see that Q1A does improve over Q0A by having higher recall@1 (0.4089 > 0.3553), MRR (0.5277 > 0.5189 and 0.5591 > 0.5189) and lower decision error rate (0.2841 < 0.3297 and 0.2261 < 0.3089). However, from the columns of r = 0, we see that Q1A has lower recall@1 (0.3794 < 0.3994) and MRR score (0.4527<0.5189) and higher decision error rate (0.4089>0.3553). This result shows that there are indeed risks in asking clarifying questions. And the reason for this result is that the question retrieval model often cannot retrieve the relevant clarifying question, although the system thinks it is needed. The comparison between Q0A and Q1A shows that identifying clarifying question needs is not enough for improving answer quality and user experience.

Then, we highlight the comparison between our model and the baselines. For all three user models with different tolerance, our model can outperform all the baselines (excluding the oracle) significantly. This shows that our risk control conversational search agent can retrieve the relevant answer. From the columns of which asks one clarifying question before giving an answer should perform better than Q0A, (0.4089>0.3553). This result shows that there are indeed risks in asking clarifying questions. And
Fig. 3. MRR Distributions of our model and baseline models in poly-re-ranker experiment with $\rho = \infty$, $\tau = 0$ on MSDialog dataset. Blue proportion in Q1A and RCSQ represent the conversations that have the same results as Q0A, red/green proportion represent the conversations that have different result from Q0A, i.e., the improvements.

answer to users more often as well as improve user experience. This is because our risk control model comprehensively evaluates the clarifying question need and the retrieved answer and clarifying question qualities before decision-making. Therefore, it has a lower decision error rate than all the baselines.

To better understand our model and the baseline models’ behavior and why our model improves both the Q0A and Q1A baselines, we further study the distribution of MRR scores of our model, Q0A and Q1A baseline models on the test set when user tolerance is 0 and show the distribution in Figure 3. From the figure, we can see the reason for each model’s performance clearer. Now we
explain the meaning of the coloring. The numbers over the bars are the total frequencies, e.g., in Fig 3, the leftmost bar’s frequency 0.3994 means that the answer returned by Q0A gets MRR=1 in 39.94% of the test conversations. The second bar’s frequency of 0.3794 means that the answer returned by Q1A (in its second turn) gets MRR=1 in 37.94% of the test conversations. Among the 37.94%, there are some conversations where Q0A also gets MRR=1, and they are colored in blue. The rest of the 37.94% are the ‘new’ conversations that only Q1A gets MRR=1 while Q0A cannot get MRR=1 (Q0A may get any MRR lower than 1 in these conversations), and they are colored in red. Similarly, in RCSQ, the blue part is conversations that Q0A also gets MRR=1, and the green part is where only RCSQ gets MRR=1 and Q0A not (now the turn of when the answer is returned is non-deterministic and is decided by RCSQ).

The red and green part of the bars can be seen as the benefit of asking clarifying questions. However, asking clarifying questions also bears the risk of returning irrelevant questions and decreasing MRR. This can be seen in the figure by that the blue parts of Q1A and RCSQ are always shorter than that of Q0A. These ‘lost’ parts are when asking clarifying questions harm answer quality and decrease MRR. For example, comparing the leftmost blue bar of Q0A and the blue part of the 2nd leftmost bar of Q1A, we see that Q1A loses a sizeable chunk of conversations by asking irrelevant questions. These ‘lost’ chunk of conversations are where the 1st turn answer is already good but asking clarifying questions is bad (and this lost chuck mainly goes to the red part of Q1A in the MRR=0 cell). This exactly explains why Q1A does not outperform Q0A when \( \tau = 0 \). If we add the 3rd left-most bar of RCSQ into comparison, we can see why RCSQ is much better than Q1A. We can see a drop of the blue bar in RCSQ, but it is far less than the drop on Q1A’s bar. Reducing this part is the actual meaning of controlling the risk of conversational search and is what we believe is missing from other clarifying question studies about conversational search.

When we stack the blue and red/green bars together, we combine the benefit and harm of asking clarifying questions together. Now the total heights of these bars measure the overall effect of each system on answer quality. We see that the green bar gaining in RCSQ is more than the blue bar loss. This means that RCSQ can maximize the benefit of clarifying questions while controlling their harm. Thus, it outperforms both Q0A and Q1A.

Here is an example of how our model improves the baselines by choosing the better action between answering and asking questions.

**Case 1**

**Round 1**

**User:** (Initial Query) Div/0 Error In Access. [SEP] I have a form that displays a Div/0 error when one the required fields is left at 0. The calculation is done in the background query. Is there a way to have the form display a blank or a N/A when a Div/0 error occurs?

**Top Ans:** This VLOOKUP should work then (assuming Sheet 2 is actually called “Sheet 2” with a space before the 2. In cell B2, enter this: =IFERROR(VLOOKUP(A2,'Sheet 2'!A:D,2,FALSE),"") In C2: =IFERROR(VLOOKUP(A2,’Sheet 2'!A:D,3,FALSE),"") And in D2: =IFERROR(VLOOKUP(A2,'Sheet 2'!A:D,3,FALSE),"") The IFERROR function shows a blank in each cell if nothing is picked in the dropdowns in column A. You’ll just need to copy the formulas down the columns.

**Top CQ:** What is the expression in the query? You should be able to amend it to incorporate an IIF function call so that the division by zero error is avoided. Or you can write a little function which does the same.

**Analysis:** At this stage, Q0A will choose to answer with the top retrieved answer which is not relevant to the query because the answer retriever lacks sufficient context information to retrieve the best answer. In this case, the correct answer is ranked 8th by answer re-ranker, thus Q0A gets R@1/100 = 0, MRR=0.125, and Dec.err.=1.
Q1A, Q2A, and RCSQ will respond with the user with the top retrieved question which is a follow-up question in the original conversation. Hence user will reply the question with more information, and the conversation will continue.

ROUND 2

User: (Reply) The expression in the query field is Task Productivity Rate: [Total Quantity]/[Total Hours]

Top Ans: The following should return a zero if Total Hours is zero: IIF([Total Hours]>0, [Total Quantity]/[Total Hours], 0) or to return 'N/A': IIF([Total Hours]>0, [Total Quantity]/[Total Hours], "N/A") The former might be better if you need to do any further operations on the value e.g. summation over a set of rows in a report. PS: The above should work in a query, but not in code.

Top CQ: Dennis here is an example for A31:F64 as as 85% A168:J202 as 40% All other areas were 100

Sub PrintPreview01() 'June 03, 2015 Dim r As Range, v As Variant, r1 As Range Dim ws As Worksheet Set ws = ActiveSheet v = Array(100, 85, 100, 100, 100, 100, 100, 100, 100) i = 0 Set r1 = ws.Range(“A1:I30,A31:F64,A65:F88,A89:H135,A136:G167,A168:J202,A203:I239,A240:G264”) For Each r In r1.Areas With ws.PageSetup .PrintArea = r.Address .Zoom = v(i) End With ws.PrintPreview i = i + 1 ‘ws.PrintOut Next End Sub

Analysis: At this stage, RCSQ chooses to answer with the top retrieved answer which is the correct answer to the query. So does Q1A. They both get R@1/100 = 1, MRR=1, and Dec.err.=0. Q2A chooses to ask the top retrieved question, but the question is irrelevant. Thus user will end the search session. Q2A gets R@1/100 = 0, MRR=0, and Dec.err.=0.5, because Q2A is correct on asking the first question but wrong on asking the second.

When we increase user tolerance $\tau$ to 1, the new distribution is as shown in Figure 4. From the figure, we see that the red bar in group 0 is much lower than the red bar in Figure 3 and generally, Q1A’s performance is better than Q0A since it can ask fewer irrelevant clarifying questions when the user gives it one more chance. We can also see that the green bar in group 1 in Figure 4 is higher than the green bar in group 1 in Figure 3. This tells us that when the user becomes more tolerant, there are more conversations where our model can improve an irrelevant retrieved answer to a relevant one by asking clarifying questions. From this figure, we see that our model is still better than both of the baselines. The reasons are the same as in Figure 4.

We then decrease user patience $\rho$ to 2 let it interact with our model and the baseline models. This experiment is shown in the lower half of Table 3. This set of experiments uses different random split data from the upper half of the table because we lost the original random split data. However, both experiments show the same trend and conclusions that RCSQ improves baseline models when interacting with different user tolerance settings on all evaluation metrics. This further shows that the RCSQ model’s advantage is independent of user types.

Our risk control DQN has a long feature list consisting of both textual features and score features. The query, context, answer, and questions textual features are first encoded by DQN and then concatenated with score features to compute the action rewards. A question in DQN is that the score features from poly-encoder have already contained context-answer and context-question relevance. Are the textual features or the score features really necessary to be included twice? To answer this question, we do ablation studies on the feature list and test two variations of our risk control model: textual features $(q, h, cq^1, ..., cq^k, a^1, ..., a^k)$ only and score features $(s_{cq}^{1:k}, s_{ans}^{1:k})$ only. The two ablation study models are noted as RCSQ-S and RCSQ-T in Table 3. From the table, we can see that all three variations of our model can outperform all the baselines in almost all the experiments except a few cells. Our previous model, which uses both textual and score features, in most cases outperforms the other variations. This answers the previous question of whether to include both features, and the answer is yes. Also, we find that when we increase user tolerance,
the significance of textual features increases while the significance of score features declines in general.

Some observations in the tables are interesting or hard to understand at the first glance. The most important observation is that as user tolerance increases, the recall@1 improvement of our model over the best of baselines decrease (0.0467 > 0.0287 > 0.0186). This result is in our expectation. Because when users have more tolerance for irrelevant clarifying questions, the risk of asking a clarifying question will decrease. Then having a risk control model will be less useful. In the extreme case where users have an infinite tolerance for clarifying questions, there will be no risk in asking a clarifying question. The best agent strategy will be to ask clarifying questions until a relevant question is asked and then use users’ feedback to retrieve better answers. In this extreme case, Q1A, Q2A, Oracle, and our model will all converge to the same performance.

The second observation is that the Contextual baseline’s performance is almost the same as the Q1A baseline. The reason is that the Contextual baseline is trained to predict whether it is necessary to ask clarifying questions only given the conversation context. All of our conversations involve at least one clarifying question, thus a well-trained Contextual model will always ask at least one clarifying question and potentially more, which leads to that the decision-making of Contextual the same as Q1A in the first conversation round. Thus, their behavior is very similar to each other. This also shows that the risk-unaware Contextual baseline is not the best solution to leveraging asking clarifying questions in conversational search. We assume that the Contextual baseline will work better in a dataset where asking at least one clarifying question is not always necessary.

The third observation is that Q0A’s decision error decreases as user tolerance increases. This one seems hard to understand at the first glance because Q0A’s decision is fixed and independent of user tolerance. The actual reason is in the definition of decision error that when tolerance \( t \) increases, the answer reciprocal rank threshold \( 1/t \) decreases. Thus, when Q0A retrieves irrelevant questions, they are considered not as worse decisions as asking irrelevant questions by the definition. The last observation is that Q2A performs significantly worse than Q1A. There are two reasons for it. The first reason is that the average number of turns in the MSDialog dataset is 4.7, which means most conversation only has only 2 rounds, i.e., only one clarifying question is asked. Q2A is guaranteed to be wrong in these conversations. The other reason is that Q2A needs to retrieve the first question correctly and then retrieve the second question correctly, and finally, the answer correctly. Q1A only needs to be correct twice on the first question and the answer, while Q0A needs only to be correct once. The difficulties in Q0A, Q1A, and Q2A grow exponentially.

Our second experiment is done on MSDialog using the bi-encoder as the answer and question retrieval model. Bi-encoder does not have a context-candidate attention mechanism, thus its performance is usually worse than poly-encoder in re-ranking tasks. In Table 4, we can see that the bi-encoder’s performance is indeed worse than the poly-encoder in Table 3. However, we see that it still holds that our model is better than the baseline models in all the columns. This shows that the effect of our risk control model does not depend on the answer/question retrieval model, as it should not, because it only aims to improve the performances based on these retrieval models. The observations from MSDialog poly-encoder experiment in Table 3 also can be seen in this table. These observations further strengthen our assumptions and explanations in the MSDialog poly-encoder experiment.

Among the ablation study models, our model, which uses both the textual and score features, is still the best of all variations in most experiments. We also see the same trend in ‘RCSQ-S’ and ‘RCSQ-T’ as in the poly-encoder experiment that as user tolerance increases, the textual features become more useful and the score features become less useful.

From our experiments on the MSDialog dataset, we show that our risk-aware conversational search agent which uses the risk control model along with the existing answer and question retrieval
Table 4. Comparison of all models and baselines on MSDialog dataset using bi-encoder as re-ranker. $\rho$ is the user patience for total clarifying questions, $\tau$ is the user tolerance for irrelevant clarifying questions. Numbers in bold mean the result is the best excluding oracle. $\dagger$ indicates $p < 0.01$ statistical significance over the best among baseline models.

| Users $\rho = \infty$ | $\tau = 2$ | $\tau = 1$ | $\tau = 0$ | $\rho = 2$ | $\tau = 2$ | $\tau = 1$ | $\tau = 0$ |
|------------------------|------------|------------|------------|------------|------------|------------|------------|
| **Models**             |            |            |            |            |            |            |            |
| Q0A                    | 0.3653     | 0.4918     | 0.3444     | 0.3653     | 0.4918     | 0.3253     | 0.3653     | 0.4918     | 0.3061     |
| Q1A                    | 0.3272     | 0.3994     | 0.4733     | 0.3914     | 0.4805     | 0.3494     | 0.4192     | 0.5180     | 0.2742     |
| Q2A                    | 0.0639     | 0.0792     | 0.8922     | 0.0886     | 0.1107     | 0.8444     | 0.1019     | 0.1275     | 0.8181     |
| CtxPred                | 0.3250     | 0.3968     | 0.4764     | 0.3869     | 0.4757     | 0.3558     | 0.3989     | 0.4928     | 0.3100     |
| RCSQ-S                 | 0.3661     | 0.4924     | 0.3439     | 0.3881     | 0.4808     | 0.2894     | 0.4200     | 0.5192     | 0.2739     |
| RCSQ-T                 | 0.3908     | 0.5086     | 0.2964     | 0.3917     | 0.5119     | 0.2739     | 0.4047     | 0.5228     | 0.2586     |
| RCSQ                   | **0.4036\dagger** | **0.5165\dagger** | **0.2838\dagger** | **0.4253\dagger** | **0.5325\dagger** | **0.2625\dagger** | **0.4314\dagger** | **0.5416\dagger** | **0.2306\dagger** |
| Oracle                 | 0.4825     | 0.5984     | 0         | 0.5039     | 0.6244     | 0         | 0.5228     | 0.6368     | 0         |

| Models $\rho = 2$ | $\tau = 2$ | $\tau = 1$ | $\tau = 0$ | $\rho = \infty$ | $\tau = 2$ | $\tau = 1$ | $\tau = 0$ |
|------------------------|------------|------------|------------|-----------------|------------|------------|------------|
| Q0A                    | 0.3653     | 0.4918     | 0.3444     | 0.3653           | 0.4918     | 0.3253     | 0.3653     | 0.4918     | 0.3061     |
| Q1A                    | 0.3272     | 0.3994     | 0.4733     | 0.3914           | 0.4805     | 0.3494     | 0.4192     | 0.5180     | 0.2742     |
| Q2A                    | 0.0639     | 0.0792     | 0.8922     | 0.0886           | 0.1107     | 0.8444     | 0.1019     | 0.1275     | 0.8181     |
| CtxPred                | 0.3250     | 0.3968     | 0.4764     | 0.3869           | 0.4757     | 0.3558     | 0.3989     | 0.4928     | 0.3100     |
| RCSQ-S                 | 0.3636     | 0.4876     | 0.3511     | 0.3847           | 0.4800     | 0.3558     | 0.4175     | 0.5154     | 0.2786     |
| RCSQ-T                 | 0.3787     | 0.5005     | 0.3197     | 0.3910           | 0.5120     | 0.2897     | 0.3946     | 0.5163     | 0.2637     |
| RCSQ                   | **0.3961\dagger** | **0.5021\dagger** | **0.3106\dagger** | **0.4217\dagger** | **0.5247\dagger** | **0.2739\dagger** | **0.4283\dagger** | **0.5351\dagger** | **0.2417\dagger** |
| Oracle                 | 0.4825     | 0.5984     | 0         | 0.5039           | 0.6244     | 0         | 0.5228     | 0.6368     | 0         |

models is a better strategy for conversational search. And using both the textual features and the score features as inputs for the risk control model is the best configuration.

6.2 UDC experiments

The origin work [38] only conducts experiments on the MSDialog dataset. Besides the MSDialog dataset, we also conduct experiments on the Ubuntu Dialog Corpus (UDC) dataset. In Table 5 and Table 6, we show results of experiments on the UDC dataset using poly-encoder and bi-encoder, respectively. Since our simulation experiment is a different task from the original response selection task on UDC, and we do not use the whole UDC dataset to train our re-rankers, we remind that the results in Table 5 and Table 6 should not be directly compared to the state-of-the-art models’ performances [11, 16, 18] on UDC dataset.

As discussed in the dataset section, there are many challenges in the UDC dataset which make it less ideal and harder than the MSDialog dataset. When we compare the baseline performances on UDC with their performances on MSDialog, we see that all the baselines have a harder time on UDC datasets. For example, the Q0A baseline retrieves correct answers from 100 candidate answers for 39.94% of the conversations in MSDialog, but only 15.80% conversations in UDC. Similar comparisons can be found for Q1A, Q2A, and the Oracle model. This shows that the UDC dataset is indeed a harder dataset for simulation experiments.

Despite the UDC conversations being harder and the retrieval models being less successful on the UDC dataset, we still see that the RCSQ model significantly outperforms the baseline models when interacting with different user types. This shows that our risk control model is not only independent of the retrieval model structure but also independent of the efficiency of the retrieval models. This
Table 5. Comparison of all models and baselines on sampled UDC dataset using poly-encoder as re-ranker. \( \rho \) is the user patience for total clarifying questions, \( \tau \) is the user tolerance for irrelevant clarifying questions. Numbers in bold mean the result is the best excluding oracle. \( \dagger \) and \( \ddagger \) means \( p < 0.1 \) and \( p < 0.05 \) statistical significance over the best among baseline models.

| Users \( \rho = \infty \) | \( \tau = 2 \) | \( \tau = 1 \) | \( \tau = 0 \) |
|-------------------------|----------------|----------------|----------------|
| Models                  | R@1/100 MRR Dec. err | R@1/100 MRR Dec. err | R@1/100 MRR Dec. err |
| Q0A                     | 0.1580 0.2381 0.2870 | 0.1580 0.2381 0.3315 | 0.1580 0.2381 0.3610 |
| Q1A                     | 0.1200 0.1630 0.6315 | 0.1520 0.2051 0.5330 | 0.1700 0.2305 0.4640 |
| Q2A                     | 0.0230 0.0284 0.9525 | 0.0320 0.0417 0.9220 | 0.0430 0.0563 0.8940 |
| CtxPred                 | 0.1195 0.1625 0.6325 | 0.1510 0.2037 0.5360 | 0.1680 0.2278 0.4705 |
| RCSQ-S                  | 0.1585 0.2382 0.2895 | 0.1545 0.2323 0.3575 | 0.1700 0.2307 0.4645 |
| RCSQ-T                  | 0.1660 0.2452 0.2590 | 0.1700 0.2483 0.2895 | 0.1710 0.2502 0.3220 |
| RCSQ                    | 0.1675\( \dagger \) 0.2449\( \dagger \) 0.2375\( \dagger \) | 0.1745\( \dagger \) 0.2501\( \dagger \) 0.2705\( \dagger \) | 0.1810\( \dagger \) 0.2578\( \dagger \) 0.2905\( \dagger \) |
| Oracle                  | 0.2100 0.2985 0.0 | 0.2260 0.3163 0 | 0.2370 0.3301 0 |

| Users \( \rho = \infty \) | \( \tau = 2 \) | \( \tau = 1 \) | \( \tau = 0 \) |
|-------------------------|----------------|----------------|----------------|
| Models                  | R@1/100 MRR Dec. err | R@1/100 MRR Dec. err | R@1/100 MRR Dec. err |
| Q0A                     | 0.1580 0.2381 0.2870 | 0.1580 0.2381 0.3315 | 0.1580 0.2381 0.3610 |
| Q1A                     | 0.1200 0.1630 0.6315 | 0.1520 0.2051 0.5330 | 0.1700 0.2305 0.4640 |
| Q2A                     | 0.0230 0.0284 0.9525 | 0.0320 0.0417 0.9220 | 0.0430 0.0563 0.8940 |
| CtxPred                 | 0.1165 0.1581 0.6755 | 0.1505 0.2033 0.5830 | 0.1690 0.2294 0.5235 |
| RCSQ-S                  | 0.1575 0.2369 0.2890 | 0.1575 0.2369 0.3340 | 0.1575 0.2379 0.3610 |
| RCSQ-T                  | 0.1600 0.2392 0.2795 | 0.1660 0.2467\( \dagger \) 0.3020\( \ddagger \) | 0.1691 0.2487 \(0.3307 \ddagger \) |
| RCSQ                    | 0.1650\( \dagger \) 0.2451\( \dagger \) 0.2655\( \dagger \) | 0.1725\( \dagger \) 0.2381 0.4340 | 0.1890\( \dagger \) 0.2599\( \dagger \) 0.3750 |
| Oracle                  | 0.2155 0.3029 0 | 0.2345 0.3232 0 | 0.2490 0.3406 0 |

is because no matter how optimized the answer and question retrieval models are, there will always be conversations where either the answer or question retrieval model retrieves significantly better responses than the other. Our risk control model is trained to evaluate their retrieval results qualities and choose the better retrieval result. Thus, our risk control model performance is better than all the baselines without this decision-making flexibility.

We also study the MRR distributions as in MSDialog experiments and show the result in Figure 5 and Figure 6. The reciprocal rank distributions in UDC experiments are similar to those in MSDialog experiments except that there are more conversations in group 0. This is because the answer and question re-rankers are less powerful than in MSDialog experiments. We still have the same observations as in MSDialog experiments that the benefit of relevant clarifying questions is offset by irrelevant questions in Q1A baseline, while our model controls the number of irrelevant questions and performs better than both Q0A and Q1A.

Here is an example in UDC dataset of how our model improves the baselines by choosing the better action between answering and asking question.

**Case 2**

**Round 1**

**User:** (Initial Query) *Does anyone know how to force ubuntu to do a hardware-scan? It seems a user’s wireless card disappeared.*

**Top Ans:** *That sounds like a hardware problem try safe mode.*

**Top CQ:** *Does lspci or lsusb (depending on it’s hardware) show it?*
Table 6. Comparison of all models and baselines on sampled UDC dataset using bi-encoder as re-ranker. \( \rho \) is the user patience for total clarifying questions, \( \tau \) is the user tolerance for irrelevant clarifying questions. Numbers in bold mean the result is the best excluding oracle. \( \dagger \) and \( \ddagger \) means \( p < 0.1 \) and \( p < 0.05 \) statistical significance over the best among baseline models.

| Users \( \rho = \infty \) | \( \tau = 0 \) | \( \tau = 1 \) | \( \tau = 2 \) |
|-----------------|-------------|-------------|-------------|
| Q0A | 0.1335 | 0.2138 | 0.3340 | 0.1335 | 0.2138 | 0.3990 | 0.1335 | 0.2138 | 0.4315 |
| Q1A | 0.0995 | 0.1478 | 0.6295 | 0.1215 | 0.1844 | 0.5285 | 0.1385 | 0.2097 | 0.4715 |
| Q2A | 0.0185 | 0.0264 | 0.9470 | 0.0260 | 0.0368 | 0.9160 | 0.0355 | 0.0506 | 0.8825 |
| CtxPred | 0.0995 | 0.1478 | 0.6295 | 0.1195 | 0.1807 | 0.5385 | 0.1385 | 0.2093 | 0.4735 |
| RCSQ-S | 0.1345 | 0.2145 | 0.335 | 0.1335 | 0.2142 | 0.3980 | 0.1385 | 0.2094 | 0.4730 |
| RCSQ-T | 0.1415 | 0.2197 | 0.3055 | 0.1415 | 0.2212 | 0.3745 | 0.1470 | 0.2236 | 0.3950 |
| RCSQ | 0.1420\( \ddagger \) | 0.2201\( \ddagger \) | 0.2995\( \ddagger \) | 0.1465\( \ddagger \) | 0.2258\( \ddagger \) | 0.3460\( \ddagger \) | 0.1525\( \ddagger \) | 0.2303\( \ddagger \) | 0.3690\( \ddagger \) |
| Oracle | 0.1840 | 0.2779 | 0 | 0.1995 | 0.2975 | 0 | 0.2135 | 0.3133 | 0 |

| Users \( \rho = \infty \) | \( \tau = 2 \) |
|-----------------|-------------|
| Q0A | 0.1335 | 0.2138 |
| Q1A | 0.0995 | 0.1478 |
| Q2A | 0.0185 | 0.0264 |
| CtxPred | 0.1165 | 0.1581 |
| RCSQ-S | 0.1330 | 0.2132 |
| RCSQ-T | 0.1405 | 0.2187 |
| RCSQ | 0.1420\( \ddagger \) | 0.2190\( \ddagger \) |
| Oracle | 0.1840 | 0.2779 |

Fig. 5. MRR Distributions of our model and baseline models in poly-re-ranker experiment with user \( \rho = \infty, \tau = 0 \) on UDC dataset. Blue proportion in Q1A and RCSQ represent the conversations that have the same results as Q0A, red/green proportion represent the conversations that have different result from Q0A, i.e., the improvements.

**Analysis:** The top retrieved answer is not the correct answer to the query, although it also mentions hardware. The correct answer is ranked in 4th. In this case, Q0A answers with the top answer and thus gets R@1/100 = 0, MRR=0.25, and Dec.err.=1.
Q1A, Q2A, and RCSQ will respond to the user with the top retrieved question, which is relevant to the user’s query. Hence user will also respond with more information, and the conversation will continue.

Round 2

User: (Reply) It’s in jigel’s court now. We await his response. Thanks for the commands. lspci shows the wireless NIC. Now what should be done?

Top Ans: Check xserver logs in /var/log sorry, don’t know.

Top CQ: iwconfig how? it uses the kernel wireless extensions api. read the man pages to figure out how you ask it to, provided your hardware supports that mode. also note, there are caveats with bridging: open a terminal, and run man iwconfig, or in konqueror type man://iwconfig (I think)enjoy =)

Analysis: The top retrieved answer is again not correct, but thanks to more information, the correct answer is now improved to 2nd. The top retrieved question this time is not relevant to the query. RCSQ avoids risk by choosing to answer with the top retrieved answer, which is the correct decision, thus it gets R@1/100 = 0, MRR=0.5, and Dec.err.=0. So does Q1A. Q2A asks the top retrieved question, which causes the user to leave the search session. Thus Q2A gets R@1/100 = 0, MRR=0, and Dec.err.=0.5. In this example, we see that although RCSQ cannot answer the query correctly, it still improves the answer quality and avoids asking irrelevant clarifying question.

From both Table 5 and Table 6, we see that our previous risk control model, which uses both textual and score features, still outperforms the ablation study model variations in almost all the experiments (17 of 18 columns in the two tables). This further strengthens our previous conclusion about using both features. However, in UDC experiments, as user tolerance increases, the text-only model ‘RCSQ-S’ does not become better than the score-only model ‘RCSQ-T’ as it does in MSDialog experiments. We suppose this is because, in UDC conversations, the turn utterance becomes shorter and sparser in meaning, thus the textual features are less useful as in MSDialog experiments.

We now explain another confusing observation in UDC experiments, which differs from MSDialog experiments. In the MSDialog result tables (Table 3 and Table 4), the decision error rate of Q0A
decreases as the user tolerance increases. We explained the reason earlier that it was because Q0A’s decisions are considered less as worse decisions as to the worse decision threshold \( \frac{1}{\tau} \) decreases. However, in UDC result tables (Table 5 and Table 6), the decision error rate of Q0A increases as the user tolerance increases (0.2870 > 0.3315 > 0.3610, 0.3340 > 0.3990 > 0.4315). The reason can still be found in the definition of ‘worse decision’. By definition, Q0A’s decision to return an irrelevant answer will be worse if the correct answer’s reciprocal rank is less than \( \frac{1}{\tau} \) and the top retrieved clarifying question is relevant. In MSDialog experiments, the major factor of decision error was the threshold \( \frac{1}{\tau} \). However, this is different in UDC experiments. As the user tolerance increases, significantly more relevant clarifying questions are retrieved in UDC experiments, which has a more decisive effect than the decrease of \( \frac{1}{\tau} \). This explains why the decision error change of Q0A in UDC experiments differs from that in MSDialog experiments.

6.3 Opendialkg experiments

Last, we conduct experiments on the Opendialkg dataset. Opendialkg dataset is originally a conversational reasoning and knowledge graph entity prediction task. The conversation responses are almost impossible to predict without the information in the knowledge graph, because agents are supposed to find entities from the knowledge graph which are relevant to the query and make answers or ask questions around these entities. To make the retrieval task more possible without actually accessing the knowledge graph structure during simulation experiments, we append relevant knowledge graph relationship tuples as texts to each query and conversation turn. After this appending step, we only use the conversations with some knowledge graph information appended and throw the knowledge graph away. During the experiments, we batch conversations and use responses from other conversations in a batch as negative examples to make it a re-ranking task. We hope that the original conversation context, along with the additional knowledge graph information, can be sufficient for the re-ranking of relevant responses.

In Table 7 and Table 8, we show the results of our risk control model combined with poly-encoder and bi-encoder, respectively. When we compare the performances of the baselines in Opendialkg experiments with 99 negatives with their performances in MSDialog/UDC experiments, the baselines are significantly worse in Opendialkg. The main reason is that appending parts of knowledge graph as texts to conversation turns is not an ideal solution to knowledge graph involved conversation reasoning. Other reasons include that the conversations in the Opendialkg dataset are closer to chats rather than question answering threads, which means they do not always have clear information needs from the beginning. Without clear information needs from the beginning, Q0A will have no clue of how the conversation ends (which is the true answer to the conversation), and Q1A will have no clue of what to ask. Because of these reasons and the low performances, we make the task slightly easier by reducing the batch size from 100 to 50 and 20, which means the answer/question re-rankers will have fewer candidates to re-rank. The performances are still not ideal, so we stop changing the batch size and conclude that it is very hard to use this dataset for our simulation experiments. However, the results we get from these experiments can still strengthen some of our previous conclusions that our model can improve the baselines.

Here is an example in the Opendialkg dataset of how our model improves the baselines by choosing the better action between answering and asking questions. In opendialkg, the conversations usually have multiple questions and hence the retrieved clarifying questions are not always questions but intermediate answers to the user’s query. From this example, we can also see why our model is not ideal for opendialkg, since the dataset has too many session search conversations where users ask the system multiple questions one after another. This is not the scenario our system is supposed to solve, as explained in the Related Work section.
Table 7. Comparison of all models and baselines on sampled Opendialkg dataset using poly-encoder as re-ranker with 19, 49 and 99 negative samples. \( \rho \) is the user patience for total clarifying questions, \( \tau \) is the user tolerance for irrelevant clarifying questions. Numbers in bold mean the result is the best excluding oracle. † and ‡ means \( p < 0.1 \) and \( p < 0.05 \) statistical significance over the best among baseline models.

| Batchsize | 99 negatives | 49 negatives | 19 negatives |
|-----------|-------------|-------------|-------------|
| Users     |             |             |             |
| Models    | R@1/100 MRR Dec. err | R@1/100 MRR Dec. err | R@1/100 MRR Dec.err |
| Oracle    | 0.0965 0.1606 0 | 0.1080 0.1806 0 | 0.1180 0.1964 0 |
Table 8. Comparison of all models and baselines on sampled Opendialkg dataset using bi-encoder as re-ranker with 19, 49 and 99 negative samples. \( \rho \) is the user patience for total clarifying questions, \( \tau \) is the user tolerance for irrelevant clarifying questions. Numbers in bold mean the result is the best excluding oracle. † and ‡ means \( \rho < 0.1 \) and \( \rho < 0.05 \) statistical significance over the best among baseline models.

| Batchsize | 99 negatives | 49 negatives | 19 negatives |
|-----------|--------------|--------------|--------------|
| **Users** | **ρ = 0** | **τ = 1** | **τ = 2** | **ρ = 0** | **τ = 1** | **τ = 2** | **ρ = 0** | **τ = 1** | **τ = 2** |
| **Models** | **R@1/100** | **MRR** | **Dec. err.** | **R@1/100** | **MRR** | **Dec. err.** | **R@1/100** | **MRR** | **Dec. err.** |
| Q0A | 0.0535 | 0.1022 | 0.4350 | 0.0535 | 0.1022 | 0.4480 | 0.0535 | 0.1022 | 0.5100 |
| Q1A | 0.0430 | 0.0751 | 0.6950 | 0.0515 | 0.0940 | 0.6300 | 0.0620 | 0.1087 | 0.5760 |
| Q2A | 0.0160 | 0.0232 | 0.9175 | 0.0250 | 0.0388 | 0.8530 | 0.0290 | 0.0484 | 0.8030 |
| CtxPred | 0 | 0.0005 | 0.9966 | 0.0006 | 0.0012 | 0.9943 | 0.0036 | 0.0059 | 0.9691 |
| RCSQ-S | 0.0555 | 0.1057 | 0.3180 | 0.0590 | 0.1003 | 0.4760 | **0.0610**† | 0.1068 | 0.4895 |
| RCSQ-T | 0.0565 | 0.1050 | 0.3060 | 0.0580 | **0.1075**‡ | 0.4045 | 0.0590 | **0.1078**‡ | 0.4555 |
| RCSQ | **0.0580**† | **0.1079**‡ | **0.2745**‡ | **0.0595**‡ | **0.1140**‡ | **0.3875**‡ | 0.0595 | 0.1071 | **0.4405**‡ |
| Oracle | 0.0785 | 0.1363 | 0 | 0.0895 | 0.1525 | 0 | 0.0995 | 0.1666 | 0 |
| **Users** | **ρ = 2** | **τ = 1** | **τ = 2** | **ρ = 2** | **τ = 1** | **τ = 2** | **ρ = 2** | **τ = 1** | **τ = 2** |
| **Models** | **R@1/100** | **MRR** | **Dec. err.** | **R@1/100** | **MRR** | **Dec. err.** | **R@1/100** | **MRR** | **Dec. err.** |
| Q0A | 0.0535 | 0.1022 | 0.4350 | 0.0535 | 0.1022 | 0.4480 | 0.0535 | 0.1022 | 0.5100 |
| Q1A | 0.0430 | 0.0751 | 0.6950 | 0.0515 | 0.0940 | 0.6300 | 0.0620 | 0.1087 | 0.5760 |
| Q2A | 0.0160 | 0.0232 | 0.9175 | 0.0250 | 0.0388 | 0.8530 | 0.0290 | 0.0484 | 0.8030 |
| CtxPred | 0 | 0.0005 | 0.9966 | 0.0006 | 0.0012 | 0.9943 | 0.0036 | 0.0059 | 0.9691 |
| RCSQ-S | 0.0555 | 0.1022 | 0.3490 | 0.0580 | 0.1037 | 0.4272 | 0.0625 | **0.1086**‡ | 0.5660 |
| RCSQ-T | **0.0555**† | **0.1037**‡ | **0.4272**‡ | **0.0595**‡ | **0.1140**‡ | **0.4895**‡ | 0.0540 | 0.1030 | 0.5060 |
| RCSQ | 0.0545 | 0.0992 | **0.3410**‡ | 0.0580 | 0.1061 | **0.4090**‡ | **0.0641**‡ | 0.1081 | **0.5351**‡ |
| Oracle | 0.0780 | 0.1390 | 0 | 0.0885 | 0.1540 | 0 | 0.0977 | 0.1654 | 0 |

**Batchsize** | **19 negatives** |
| **Users** | **ρ = 0** | **τ = 1** | **τ = 2** |
| **Models** | **R@1/20** | **MRR** | **Dec. err.** | **R@1/20** | **MRR** | **Dec. err.** | **R@1/20** | **MRR** | **Dec. err.** |
| Q0A | 0.1630 | 0.3004 | 0.4965 | 0.1630 | 0.3004 | 0.5670 | 0.1630 | 0.3004 | 0.5565 |
| Q1A | **0.1810** | 0.2719 | 0.5480 | 0.2225 | 0.3401 | 0.4525 | **0.2375** | **0.3678** | 0.4040 |
| Q2A | 0.0880 | 0.1257 | 0.7780 | 0.1330 | 0.1951 | 0.6405 | 0.1585 | 0.2387 | 0.5430 |
| CtxPred | 0 | 0 | 1 | 0 | 0 | 1 | 0.0665 | 0.0999 | 0.8210 |
| RCSQ-S | 0.1655 | 0.3023 | 0.4835 | 0.2220 | 0.3389 | 0.4550 | 0.2370 | 0.3673 | 0.4035 |
| RCSQ-T | 0.1670 | 0.3022 | 0.4860 | 0.1680 | 0.3055 | 0.5510 | 0.1710 | 0.3087 | 0.5400 |
| RCSQ | **0.1790** | **0.3118**‡ | **0.4310**‡ | **0.2245**‡ | **0.3457**‡ | **0.4345**‡ | 0.2370 | 0.3674 | **0.3995**‡ |
| Oracle | 0.2620 | 0.4055 | 0 | 0.3015 | 0.4491 | 0 | 0.3265 | 0.4781 | 0 |
We compare the performances of our models and the baseline models in these experiments and find that our risk control model and its ablation study variations still outperform the baseline models in most experiments (51 of 54 columns in Table 7 and Table 8). In these experiments, our model outperforms ablation study variations in most experiments (36 of 54 columns in the two tables). This further strengthens our previous conclusions that using the risk control model with the retrieval models is a better strategy, and having both textual features and score features as input of the risk control model is the best.

Although our experiments on Opendialkg dataset show that our model, including ablation study variations, is better than the baseline models in most experiments. We consider our model not an ideal solution to Opendialkg dataset, and our results should not be compared seriously beyond our experiments. There are multiple reasons for that. The most important reason is that we do not fully make use of the knowledge graph of the Opendialkg dataset in our experiments. Ideally, the best solution to knowledge graph-involved tasks is to make use of the knowledge graph in the model by building individual models for the graph. It will be interesting to have both answer and clarifying question generators that use the conversation context and the knowledge graph to solve this task, and we are looking forward to testing our risk control model with such generators in the future.
Another reason is that our assumptions about clarifying question order do not hold on the Opendialkg dataset. In Opendialkg conversations, the user often starts with a simple question and develops additional information needs after system responses. This invalidates both of our assumptions that 1) a clarifying question in later turns is still a valid question and 2) clarifying question order can be changed during the conversation. These make the clarifying re-ranker more unreliable compared to MSDialog and UDC experiments. As a result, the clarifying question scores output by the clarifying question re-ranker become more unreliable features, which harms the performance of our framework.

7 CONCLUSIONS

In this paper, we proposed the concept of risk in asking clarifying questions to users in conversational search. We find that although existing methods study the benefit of asking clarifying questions in conversational search and methodologies of generating them; they overlook the risk in asking clarifying questions that can decrease answer quality and harm user experience. We propose that asking clarifying questions should not be always taken as the default alternative to answering the query since irrelevant questions are equally bad and often worse than suboptimal answers. To control such risks, we revise our previously proposed risk-aware conversational search framework and a risk control model which comprehensively evaluates conversation contexts and the best retrievable answers and clarifying questions before deciding whether to answer the query or ask a clarifying question. Through extensive simulation experiments on three conversation datasets and with different retrieval models, we show that our risk control model can improve answer quality and user’s search experience. Through detailed analyses and case studies, we verify the improvements of our model over the baseline models are meaningful and provide new insights and explanations of why our proposed model outperforms the baseline models.

We consider multiple future work directions of our work. We only experiment with our model together with response retrieval models in this work. However, it will be interesting to further test our model with response generation models or retrieval involving knowledge graphs. In this work, we make some assumptions about clarifying questions being valid at different conversation turns and order-independent. It will be interesting to assume otherwise and essentially further increase the risk of asking clarifying questions. In this work, we conduct experiments with different user models but we only assume a singleton user model at a time, which is not realistic in real-world search scenarios. Therefore, another promising direction is to develop simulation and evaluation settings to support different user types.
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