Abstract
Aims: outcomes of research in education and training are partly a function of the context in which that study takes place, the questions we ask, and what is feasible. Many questions are about learning, which involves repeated measurements in a particular time window, and the practical context is usually such that offering an intervention to some but not to all learners does not make sense or is unethical. For quality assurance and other purposes, education and training centers may have very locally oriented questions that they seek to answer, such as whether an intervention can be considered effective in their context of small numbers of learners. While the rationale behind the design and outcomes of this kind of studies may be of interest to a much wider community, for example to study the transferability of findings to other contexts, people are often discouraged to report on the outcomes of such studies at conferences or in educational research journals. The aim of this paper is to counter that discouragement and instead encourage people to see small numbers as an opportunity instead of a problem.
Method: a worked example of a parametric and a non-parametric method for this type of situation, using simulated data in the zero-cost Open Source statistical program R version 4.0.5.
Results: contrary to the non-parametric method, the parametric method can provide estimates of intervention effectiveness for the individual participant, account for trends in different phases of a study. However, the non-parametric method provides a solution in several situations where the parametric method should be used.
Conclusion: Given the costs of research, the lessons to be learned from research, and statistical methods available, small numbers should be considered an opportunity, not a problem.
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Resultados: ao contrário do método não paramétrico, o método paramétrico pode fornecer estimativas da eficácia da intervenção para o participante individual, levando em conta as tendências em diferentes fases de um estudo. No entanto, o método não paramétrico fornece uma solução em várias situações, onde o método paramétrico deve ser usado.

Conclusão: dados os custos da pesquisa, as lições a serem aprendidas com a pesquisa e os métodos estatísticos disponíveis, pequenos números devem ser considerados uma oportunidade, não um problema.

Palavras-chave: modelo misto, porcentagem de todos os dados bayes não sobrepostos, projeto de caso único, projeto experimental de caso único, séries temporais.
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Introduction

In research in education and training, at least where statistical analysis is involved, small numbers of participants are often considered a problem and a reason for either not carrying out a study that might yield important results or for not presenting the outcomes of a study carried out to a wider audience. This is unfortunate for several reasons. To start, even though virtually any study on education or training takes place in a particular context, the reasoning behind as well as the design and outcomes of a given study may have useful lessons to be learned for a much wider audience. In addition, for publication purposes and equally for internal quality assurance and accreditation purposes, we want education and training to be evidence based, and appropriately designed studies with numbers of participants large or small provide the best if not the only way to enable that. Finally, from an ethical and usually also financial and logistic perspective, research ought not be about getting ever larger numbers of people to participate in our studies; instead, a key principle should be to not use more resources than necessary. Some institutions and centers may have the luxury to involve hundreds of students in some of their research, whereas in other places the numbers are much smaller. For example, a surgical department in a hospital may have as few as three (i.e., \( N = 3 \)) residents in a specific specialty in any period. Leitmotiv in conversations in such settings is that it is pointless to do research on the effectiveness of a type of intervention or component of a training otherwise let alone publish that research because the numbers are so small. However, even with such small numbers, the ability to establish evidence for a possible positive or negative effect of an intervention or component in such a setting may have tremendous implications for the growth of residents, for the delivery of healthcare and possibly patient outcomes. And when well documented, a report on the outcomes of a study in this setting – at a conference, in a journal, or otherwise – may help centers in a similar situation elsewhere to inform decision making in their own training program or possibly carry out the same or a very similar study in their own setting.

A simulated example

Suppose we find ourselves in a Colon and Rectal Surgery department in a hospital with seven new residents in training. The department has had a simulation training program in place, using a variety of methods to help residents develop the knowledge and skills they need to treat conditions in the colon, rectum and a number of other areas including the liver and reproductive systems. This year, the department is considering the introduction of virtual reality technology as a simulation method to see if the ability to view a complex structure and condition from different angles can facilitate simulation training performance. To start small, the department decide to introduce virtual reality halfway the training on liver surgery, a training that includes a total of ten performance measurements.

Probably not among the options to study this question is the classical randomized controlled experiment, where we would randomly allocate different residents to different groups, firstly because that kind of experiment would require substantially larger numbers of residents and secondly because in the context at hand not providing virtual reality probably makes no sense and could be questioned from an ethical perspective as well (i.e., why
withhold a potentially effective intervention that could have positive outcomes for resident training, healthcare and patient outcomes?). However, the researchers can use a so-called *single case design* (SCD) or, in experimental form, *single case experimental design* (SCED) to study their question (e.g., (1)-(7)). Characteristic of SCDs and SCEDs is that they involve small groups of participants, or even single participants (i.e., \( N = 1 \)), that are measured repeatedly on the same outcome variable of interest (i.e., time series data). Contrary to a classical randomized controlled experiment, where the question is if a given participant receives treatment, the question in SCEDs is when a given participant receives a treatment. For instance, in the liver surgery training, if the starting point of the intervention can vary across participants and the starting point of the intervention (e.g., after three, after five or after seven measurements) is randomized, we are dealing with a form of SCED. In settings other than learning, an alternative form of SCED could be found in randomized combinations of intervention / no intervention for each of a series of trials, but in learning that is often not an option because learning at one point in time tends to carry over to next measurement occasions.

If variation in the starting point of an intervention is not considered feasible, for example because the seven residents in question take the training at the same time and it is considered important to give every resident five practice (i.e., measurement) occasions prior to and five occasions after the introduction of the intervention, we are dealing with a form of SCD that is sometimes also referred to as interrupted time series design but it is not a form of SCED. After all, in the latter case, although there is still a manipulation in the form of a baseline (i.e., prior to intervention) condition and an intervention condition, the moment when the intervention is introduced no longer varies between participants (i.e., it is after five occasions for all participants) and is not randomized. Nevertheless, the outcomes of this study can still provide useful insights for decision making in the department as well as for informing similar studies in other settings. Therefore, Table 1 presents a simulated example of what the data could look like for the seven hypothetical residents.

**TABLE 1 –** The (simulated) performance data of 7 students (ID #1-#7) before and during the intervention, with five measurement occasions within each phase (i.e., time_in_phase), and each occasion resulting in an integer performance score from 0 (min) to 10 (max)

| Time | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|------|---|---|---|---|---|---|---|---|---|----|
| Phase | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1  |
| Time_in_phase | 4 | 3 | 2 | 1 | 0 | 4 | 3 | 2 | 1 | 0  |
| ID #1 | 2 | 3 | 2 | 3 | 3 | 6 | 7 | 8 | 7 | 8  |
| ID #2 | 2 | 3 | 2 | 4 | 3 | 6 | 7 | 6 | 5 | 6  |
| ID #3 | 3 | 2 | 4 | 3 | 5 | 7 | 6 | 7 | 8 | 8  |
| ID #4 | 2 | 1 | 2 | 1 | 2 | 5 | 4 | 5 | 6 | 5  |
| ID #5 | 2 | 2 | 3 | 2 | 2 | 5 | 4 | 5 | 4 | 5  |
| ID #6 | 3 | 2 | 4 | 2 | 3 | 6 | 5 | 5 | 4 | 5  |
| ID #7 | 1 | 3 | 2 | 4 | 3 | 5 | 7 | 6 | 8 | 7  |

Phase 0 - before intervention. Phase 1 - during the intervention. Time_in_phase: 4, 3, 2, 1, 0 occasions prior to the last occasion in the given phase

The data matrix in Table 1 presents the performance indicated by an integer score ranging from 0 (min) to 10 (max) for each of the seven residents for each of ten measurement occasions, with the first five measurement occasions being in the baseline phase (i.e., Phase 0) and the last five measurement occasions being in the intervention phase (i.e., Phase 1). Time in phase in Table 1 indicates the number of measurement occasions prior to the end of the phase.

**A mixed model**

To analyze these data, we need a method that can account for the fact that the seven residents times ten measurement occasions are not seventy independent observations but seven sets of correlated observations (also called a mixed model, e.g., (1), (7), with the correlation between occasions decreasing as time between occasions increases, and – since an intervention can have
different effects for different residents – can be used for individual residents. Maric and Van der Werff (7) present a mixed regression model that does exactly that, using the \textit{nlme} package (8) in the Open Source environment \textit{R} (9). The outcomes of that model for the individual residents are presented in Figure 1 and Table 2 (\textit{R} version used for this paper: 4.0.5).

\textbf{Figure 1} – Graphical presentation of the outcomes of mixed model analysis for the 7 students.
TABLE 2 – Intervention effectiveness results using a mixed model for N = 1: regression coefficient estimate (B), standard error (SE), p-value (p) and 95% confidence interval lower bound (LB) and upper bound (UB)

| ID    | B     | SE    | p       | LB    | UB    |
|-------|-------|-------|---------|-------|-------|
| #1    |       |       |         |       |       |
| b₀    | 2.941 | 0.369 | < 0.001 | 2.039 | 3.844 |
| b₁    | 5.028 | 0.513 | < 0.001 | 3.773 | 6.284 |
| b₂    | -0.174| 0.154 | 0.303   | -0.551| 0.204 |
| b₃    | -0.205| 0.211 | 0.369   | -0.720| 0.311 |
| #2    |       |       |         |       |       |
| b₀    | 3.383 | 0.412 | < 0.001 | 2.375 | 4.391 |
| b₁    | 2.095 | 0.568 | 0.010   | 0.704 | 3.486 |
| b₂    | -0.287| 0.175 | 0.151   | -0.715| 0.140 |
| b₃    | 0.537 | 0.235 | 0.062   | -0.037| 1.111 |
| #3    |       |       |         |       |       |
| b₀    | 3.198 | 0.442 | < 0.001 | 2.115 | 4.281 |
| b₁    | 4.532 | 0.612 | < 0.001 | 3.034 | 6.030 |
| b₂    | -0.109| 0.187 | 0.581   | -0.565| 0.348 |
| b₃    | -0.458| 0.252 | 0.119   | -1.075| 0.159 |
| #4    |       |       |         |       |       |
| b₀    | 1.631 | 0.409 | 0.007   | 0.632 | 2.631 |
| b₁    | 3.864 | 0.566 | < 0.001 | 2.480 | 5.249 |
| b₂    | -0.024| 0.172 | 0.895   | -0.444| 0.397 |
| b₃    | -0.215| 0.233 | 0.391   | -0.785| 0.354 |
| #5    |       |       |         |       |       |
| b₀    | 2.292 | 0.258 | < 0.001 | 1.659 | 2.924 |
| b₁    | 2.253 | 0.355 | < 0.001 | 1.383 | 3.122 |
| b₂    | -0.022| 0.111 | 0.847   | -0.294| 0.250 |
| b₃    | 0.018 | 0.147 | 0.905   | -0.342| 0.378 |
| #6    |       |       |         |       |       |
| b₀    | 2.856 | 0.314 | < 0.001 | 2.088 | 3.623 |
| b₁    | 1.360 | 0.431 | 0.020   | 0.304 | 2.415 |
| b₂    | -0.033| 0.136 | 0.815   | -0.366| 0.300 |
| b₃    | 0.392 | 0.179 | 0.071   | -0.047| 0.830 |
| #7    |       |       |         |       |       |
| b₀    | 3.515 | 0.287 | < 0.001 | 2.814 | 4.216 |
| b₁    | 4.311 | 0.395 | < 0.001 | 3.344 | 5.277 |
| b₂    | -0.422| 0.126 | 0.015   | -0.730| -0.115|
| b₃    | -0.155| 0.165 | 0.382   | -0.558| 0.247 |

b₀ - intercept, b₁ - phase, b₂ - time in phase, b₃ - phase-by-time in phase interaction.
The model that is used consists of four regression coefficients \((B_0 - B_3)\): 

\[
\text{performance at occasion } i = B_0 \cdot (B_1 \cdot \text{phase at occasion } i) + (B_2 \cdot \text{time in phase at occasion } i) + (B_3 \cdot \text{phase-by-time-in-phase interaction}) + \text{residual.}
\]

In plain language, these four coefficients mean the following:

- \(B_0\): the model's score (i.e., red line in Figure 1) at the end of the baseline phase, which is in this case at occasion \(i = 5\);
- \(B_1\): the model's difference between the end of the intervention phase and the end of the baseline phase;
- \(B_2\): the model's slope in the baseline phase (which given the coding is negative when scores go up in the baseline phase, and vice versa); and
- \(B_3\): the difference between the model's slopes for baseline and intervention (in statistical terms, the interaction effect).

Thus, in Table 2, the outcomes of \(B_2\) and \(B_0\) respectively indicate the linear trend throughout the baseline phase and the extent to which performance at the end of the baseline phase differs from zero. While for outcome variables where '0' outcomes are either unlikely or impossible \(B_0\) is only necessary for getting the model right, when dealing with outcomes where '0' or negative outcomes are well possible interpreting \(B_1\) may be useful as well. Further, while both \(B_2\) and \(B_0\) are needed in the model in order to get the interpretation of intervention effects right, \(B_1\) and \(B_2\) are our indicators of intervention effects.

For the seven residents under study, we find a statistically significant baseline trend \((B_2)\) in only one case (resident #7) but no statistically significant interaction effects \((B_3)\). However, the difference between end-of-intervention (i.e., occasion \(i = 10\)) and end-of-baseline (i.e., occasion \(i = 5\)) performance \((B_1)\) is statistically significant for all seven residents, albeit slightly weaker for residents #2 and #6 (where performance seems slightly better earlier instead of later in the intervention phase) than for the other residents. In other words, the intervention has had a positive effect of some kind for all seven residents.

**Combining outcomes from different individuals**

While a great feature of the presented mixed model is that through its application to the individual it can help us understand differences between individuals in response to an intervention, keeping other factors constant smaller numbers of observations come with lower statistical power than larger numbers of observations. In addition, the number of coefficients like in Table 2 quickly increases with increasing numbers of participants in a study and it can be very useful to combine the outcomes of different participants in a meta-analysis. For example, a meta-analysis using restricted maximum likelihood estimation (10) provides a useful way to obtain an overall estimate for a given regression coefficient with a 95% confidence interval around it. Doing so for \(B_1, B_2\) and \(B_3\) using the meta-analysis module in JASP (11), treating the individual resident as study unit, we find the following results.

For \(B_1\), we find an estimate of 3.329 with a 95% confidence interval of [2.269; 4.389], indicating a clearly positive gain from end-of-baseline to end-of-intervention in line with what we already saw in Figure 1 and Table 2. For \(B_2\), which represents the baseline trend, we find an estimate of \(-0.153\) and a 95% confidence interval of \([-0.284; -0.022]\). This interval does not include zero and given the coding of time in phase a negative difference indicates lower scores earlier than later in the baseline phase. In other words, although at the level of the individual we find a statistically significant outcome for \(B_2\) only for resident #7, at group level we find a statistically significant baseline trend, which makes sense in the context of repeated practice probably resulting in some increase in knowledge or skill. Finally, for \(B_3\) which denotes the interaction effect, we find an estimate of \(-0.003\) with a 95% confidence interval of \([-0.249; 0.242]\), in short nicely around zero.
And what if the proposed mixed model does not work?

Apart from its applicability to individual data, an important strength of the presented mixed model is that it accounts for baseline trends (through $B_1$) and different trends between phases (through $B_2$) and can be extended to more than two phases if more than two phases are present, for instance in a study with more than one intervention. However, one requirement for this model to work is that we deal with scale outcome variables such as the integer performance score in the example. When we deal with dichotomous outcomes (e.g., correct vs. incorrect, or checked vs. not checked), multicategory nominal outcomes (e.g., different options for subjective choice) or ordinal outcomes (e.g., performance judged as poor, satisfactory or good), this model will not work. In addition, very clear non-linear trends (e.g., a U-shape or inverted U-shape) also pose a threat to the validity of the model and with numbers of observations as small as in the example at hand (which is quite common in educational settings) a more complex model accounting for that trend are unlikely to be an option. For such situations, there is a non-parametric alternative that in cases where the presented mixed model does work is inferior to the mixed model because it does not account for trends in phases but does not assume linear trends or require scale outcome variables: the Bayesian percentage of all non-overlapping data (PAND-B) (12). Succinctly put, PAND-B is a function of how many data points for a given participant would need to be moved from one phase to another in order to achieve perfect non-overlap of data (PAND-B) (12). Simply put, PAND-B is a function of how many points for a given participant would need to be moved from one phase to another in order to achieve perfect non-overlap of data (PAND-B) (12).

For the seven residents at hand, the only resident that does not have perfect non-overlap of data is resident #6, where we would need to move the ‘4’ score in the baseline phase to the intervention phase – or move the ‘4’ score in the intervention phase to the baseline phase – in order to achieve perfect non-overlap. In other words, we have 10 successes out of 10 measurement occasions for all residents except for resident #6 where we have 9 successes out of 10 measurement occasions. For each resident, PAND-B works as follows:

Prior + Data = Posterior.

For resident #6, this means:

$$\text{Beta}(1,1) + \text{Beta}(9,1) = \text{Posterior}(10,2).$$

This corresponds with a posterior median of 0.852 and a 95% posterior interval of [0.587; 0.977]. This interval completely exceeds 0.5 and therefore the intervention can be considered effective for resident #6. For the other six residents, we find:

$$\text{Beta}(1,1) + \text{Beta}(10,0) = \text{Posterior}(11,1).$$

This corresponds with a posterior median of 0.939 and a 95% posterior interval of [0.715; 0.998], again indicative of the intervention being effective. If the outcomes were less clear than in the current example, the outcomes of different residents could be combined into an overall estimate accounting for the time series data structure (for an example, see (12)). Finally, to provide an estimate of the proportion of residents for which this intervention could be effective, we can use the same Binomial procedure:

$$\text{Beta}(1,1) + \text{Beta}(7,0) = \text{Posterior}(8,1).$$

In this formula, Beta(7,0) comes from the intervention having an effect for all seven residents. The resulting posterior median is 0.917 and the 95% posterior interval is [0.631; 0.997]. This posterior can be updated with new residents participating in a study (i.e., this posterior becomes the prior for the next study).

To conclude: with the right approach, small numbers are not a problem.

The mixed model presented in this paper can provide estimates of intervention effectiveness...
for the individual even where numbers of measurements per individual are relatively small, accounting for trends in different phases of a study. For scale outcome variables where numbers are too small to model non-linear trends and the data does not show clear non-linear trends that would render linear models useless (e.g., U or inverted U, which in the context of human learning is unlikely), the mixed model is stronger than non-parametric alternatives. However, PAND-B provides a possible non-parametric alternative to the mixed for model where the mixed model falls short (i.e., dichotomous, multcategory nominal or ordinal outcomes, or clearly non-linear trends in scale outcomes) and can also be considered in addition to the mixed model, albeit that where both the mixed model and PAND-B work the mixed model is more powerful (i.e., PAND-B comes with a higher risk of failing to detect an intervention effect) and better in the face of linear trends.

Either way, in addition to research questions and a study design that make sense in the context at hand, we have a statistical solution for data acquired in an SCD or SCED. Where measuring the same individuals repeatedly over time is logical and feasible, such as in many settings involving learning, a major advantage of SCDs and SCEDs over classical group comparison studies is that the numbers of participants required to obtain meaningful estimates of intervention effects are much smaller. Research ought not be solely about getting as many participants as possible participate in our studies; rather, we should design our studies such that they make sense in the context at hand, help to address meaningful research questions and use no more resources than needed. Given the costs of research, the lessons to be learned from research, and statistical tools available to combine findings from different studies (including studies of N = 1) small numbers should be considered an opportunity, not a problem.
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