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Abstract—Partial label learning (PLL) is a typical weakly supervised learning framework, where each training instance is associated with a candidate label set, among which only one label is valid. To solve PLL problems, typically methods try to perform disambiguation for candidate sets by either using prior knowledge, such as structure information of training data, or refining model outputs in a self-training manner. Unfortunately, these methods often fail to obtain a favorable performance due to the lack of prior information or unreliable predictions in the early stage of model training. In this paper, we propose a novel framework for partial label learning with meta objective guided disambiguation (MoGD), which aims to recover the ground-truth label from candidate labels set by solving a meta objective on a small validation set. Specifically, to alleviate the negative impact of false positive labels, we re-weight each candidate label based on the meta loss on the validation set. Then, the classifier is trained by minimizing the weighted cross entropy loss. The proposed method can be easily implemented by using various deep networks with the ordinary SGD optimizer. Theoretically, to achieve competent performance when compared with the state-of-the-art methods.
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I. INTRODUCTION

With the increasing amounts of carefully labeled data used for training modern machine learning models, model performance has been greatly improved. Nevertheless, collecting a large number of precisely labeled training data is time-consuming and costly in many realistic applications, which imposes a trade-off between the classification performance and the labeling cost.

Partial label learning (PLL) is a commonly used weakly supervised learning framework, where each training example is associated with a set of candidate labels, among which only one corresponds to the ground-truth label [1], [2]. For example, as illustrate in Fig. [1a] in face image recognition (see Fig. [1a] [3]–[5]), an image with multiple faces is often associated with textual description. One can treat each face detected from the image as an example and those names extracted from the associated textual description consist of the candidate label set of each example. In crowdsourcing image tagging (see Fig. [1b]), an image would be assigned with different labels by labelers with different level of expertise. PLL has been successfully applied into numerous realistic applications, such as web mining [6], [7], Ecoinformatics [8], multimedia content analysis [9], [10], etc.

Partial label learning aims to train a multi-class classifier with partially labeled training examples, then utilize the classifier to automatically predict the ground-truth label for an unknown sample. The key challenge of PLL is that the learning algorithms cannot get access to the ground-truth label of training examples [1], [11], [12]. To mitigate this trouble, the most widely used strategy is disambiguation, i.e., identifying the ground-truth label from the candidate label set.

Most existing methods perform disambiguation for candidate labels based on prior knowledge. Among them, some methods utilize the $\ell_1$ regularization term to capture the noisy labels based on the sparsity assumption [13]; some methods assume that candidate labels are always instance-dependent (feature-dependent) [13]; some other works recover the ground-truth label matrix by maintaining the local consistency in the label space [15]. The manifold consistency encourages the similar instances to have the same labels. [15], [16]. There exist some other methods exploiting the outputs of model for recovering the true label information. These methods usually use the model outputs as a guidance to progressively identify the ground-truth labels. For instance, the method proposed in [17] re-weights the losses by the confidences of each candidate label. Some methods encourage the model to output a shaper confidence distribution so as to easily identify the most probable class label [18]–[20].

Despite the improvement of performance for PLL that these methods have achieved, there still exist two main challenges for learning a multi-class classifier on PLL datasets. On one hand, existing methods rely on prior knowledge, which is often unavailable in practical applications. For instance, the candidate set may not be sparse but composed of many noisy labels in practice, since the training examples may be seriously corrupted in extreme cases. Besides, in high-
dimensional feature space, the smoothing assumption may lose effectiveness since it relies on the Euclidean distance. In these cases, the performance of the model often noticeably decreases due to the lack of prior information. On the other hand, the disambiguation methods based on model outputs often suffer from the over-fitting issue of noise labels hidden in the candidate set, particularly when there are a large number of noisy labels. The phenomenon often occurs at the early stage, since the model fails to obtain a desirable disambiguation performance at this time due to its insufficient training.

In this paper, we propose a more reliable and effective approach to perform disambiguation for candidate labels of training examples without any additional auxiliary assumptions. Specifically, we try to recover the true label information by designing a meta-objective on a very tiny validation set (a mini-batch), which can be collected in many practical tasks with small labeling cost. On one hand, we train a classification model by minimizing a confidence-weighted cross entropy loss. On the other hand, the confidence of each candidate label is adaptively estimated in a meta fashion based on its meta-loss on a tiny validation set. Theoretically, we show that the model learned by the proposed method is always better than directly learning from partial-labeled data, and we further provide the estimation error bounds for the proposed method. Comprehensive experimental results validate that demonstrate the proposed method shows superiority to the comparing methods on multiple synthetic and real-world datasets.

The rest of this article is organized as follows. Firstly, we overview the related work in the following section. Then the proposed method will be introduced in Section III. Section IV demonstrates theoretical properties of the proposed approach. Section V presents the experimental results, followed by the conclusion in Section VI.

II. RELATED WORK

Partial label learning aims to train a classifier model merely using ambiguously labeling training data, thereby reducing labeling cost in practice. The major difficulty of PLL is that the learning algorithms cannot directly get access to the ground-truth label of training examples since it is hidden in the candidate set [1], [11], [12]. To mitigate this issue, a large number of methods have been developed to handle partial labels by adopting the disambiguation strategy, which aims to identify the true label in the candidate set. Existing PLL methods can be roughly divided into three groups: average-based methods, identification-based methods, and disambiguation-free methods.

Averaging-based methods commonly treat all the candidate labels equally and distinguish the ground-truth label by averaging their modeling outputs. Cour et al. [1] proposed to decompose the partial label learning task into a series of binary classification and then employ SVM to solve them, which is a convex optimization approach named CLPL. Hüllermeier and Beringer [21] proposed a k-nearest neighbors method named PLkNN, which distinguishes the ground-truth label by voting among the candidate labels of each neighboring sample. Zhang and Yu [16] proposed an instance-based method called IPAL, which averages the information of the candidate label from the neighboring instances to predict an unknown example. Tang and Zhang [22] proposed to enhance the disambiguation ability by simultaneously utilizing the confidences of candidate label and the weights of training samples. Overall, despite this kind of method can be easily implemented, it has the common drawback that the outputs of false positive labels may mislead the model during the iterative training process and decrease the robustness of learning models.

Identification-based methods progressively estimate the confidence of each candidate label, and then try to recover the ground-truth label from the candidate label set. Specifically, most existing PLL methods typically iteratively refine the confidence of the ground-truth by regarding it as a latent variable. These methods update model parameters by using the iteratively refined expectation maximization techniques, such as maximum likelihood [2], [23], [24], and maximum margin [18], [20], [25]. For instance, Nguyen and Caruana [18] try to maximize the margin between the output of non-candidate labels and the maximal output of candidate label. Feng and An [19] proposed SURE, which imposes the maximum infinity norm regularization on the modeling outputs to conduct pseudo-labeling and train models simultaneously, then automatically identify the ground-truth label with high confidence. The above methods are usually restricted to linear models, which suffers from the lack of strong learning ability. To exploit the powerful fitting ability of the deep neural network, Yao et al. [26] conducted a preliminary study on deep PLL. They proposed a PLL method named D2CNN [26], they utilize the entropy regularizer to make the prediction more discriminative and employ convolution neural networks (DCNNs) to improve the ability of feature representation. In Yao et al. [27], they proposed to train two networks collaboratively by utilizing a network-cooperation mechanism. Nevertheless, these methods mainly study the discrepancy between the false positive candidate labels and the ground-truth label but neglect the possibility of each candidate label can be the ground-truth label. To mitigate this issue, some methods try to estimate the confidence of each candidate label rather than directly identifying the ground-truth. For example, Lv et al. [17] proposed a progressive identification method named PRODEN, which identifies the true labels according to the output of classifier itself.

Different from aforementioned two disambiguation-based methods, disambiguation-free based methods directly learn from partially labeled data by making modifications to existing techniques. For instance, Zhang et al. [28] proposed a disambiguation-free PLL method called ECOC, which decomposes the PLL problem into many binary classification problems and uses Error-Correcting Output Codes (ECOC) coding matrix [10] to fit partially labeled data.

The proposed method performs disambiguation for candidate labels by designing a meta objective to guide the model training. The idea of using a meta objective to re-weight training examples has been widely applied to train a robust model in many real-world scenarios [29]–[31]. Similar to MAML [32], our method takes one gradient descent step on the meta-objective at each iteration. Besides, unlike these meta
learning methods, our meta objective guided disambiguation method does not need any extra hyperparameters.

III. THE PROPOSED APPROACH

In this paper, we consider the problem of ordinary $c$-class classification. Let $X = \mathbb{R}^d$ be the feature space with $d$-dimensional, $Y = \{y_1, y_2, \ldots, y_c\}$ be the target space with $c$ class labels. Besides, let $D = \{(x_i, S_i) \mid 1 \leq i \leq N\}$ be the training set with $N$ partial-labeled instances, where each instance $x_i \in X$ is represented by a $d$-dimensional feature vector $[x_{i1}, x_{i2}, \ldots, x_{id}]^T$, $S_i \subseteq Y$ is its corresponding candidate label set. Let $\phi(x, \theta)$ be the DNN model, where $\theta$ denotes the parameters.

In the following content, we describe our proposed Meta objective Guided Disambiguation (MoGD) framework for solving PLL problems in detail. Firstly, we develop a confidence-weighted objective function to handle partial-labeled examples; then, we propose to adaptively estimate the confidence of each candidate label in a meta-learning fashion.

To reduce the computational cost, we alternatively update the confidences of candidate labels and the parameters of the neural network by using an online approximation strategy.

A. Confidence-Weighted Objective Function

To solve PLL problems, the pioneer work [1] derives the partial cross entropy (PCE) loss, which computes the cross entropy (CE) loss for each candidate label. Formally, let $\hat{y}_i = \phi(x_i, \theta)$ denote the model output for instance $x_i$, then we define the PCE loss as:

$$L(D, \theta) = \frac{1}{N} \sum_{i=1}^{N} \ell_{CE}(\hat{y}_i, y_i) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{c} y_{ij} \log \hat{y}_{ij}, \quad (1)$$

where $y_i = [y_{i1}, \ldots, y_{ic}]^T$ denotes the labels vector, $y_{ij} = 1$ if $j \in S_i$; $y_{ij} = 0$, otherwise. For notational simplicity, we denote $h_i(\theta) = [h_{i1}(\theta), \ldots, h_{ic}(\theta)]$ as the loss vector computed on $x_i$. Accordingly, the PCE loss can be rewritten by $L(D, \theta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{c} h_{ij}(\theta)$.

Unfortunately, PCE loss regards all candidate labels as ground-truth labels and thus introduces noisy labels into model training. These noisy labels often mislead the model, which leads to a noticeable decrease in generalization performance. To mitigate the negative influence of noisy labels, a label confidence vector $w_i = [w_{i1}, w_{i2}, \ldots, w_{ic}]$ is assigned to every example $x_i$, where the confidence $w_{ij} \in [0, 1]$ is use to estimate the probability that the example $x_i$ belongs to $j$-th class. Obviously, if $y_{ij}$ is not a candidate label, then we keep its confidence $w_{ij}$ being 0 due to the fact that it cannot be a ground-truth label for example $x_i$.

The confidence-weighted cross entropy loss can be formulated as follows:

$$L^{tr}(D, \theta) = \frac{1}{N} \sum_{i=1}^{N} w_i h_i(\theta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{c} w_{ij} h_{ij}(\theta), \quad (2)$$

In the ideal case, if we can accurately recover the confidences for ground-truth labels, then $L^{tr}$ would be degenerated into the standard cross entropy, which yields that the disambiguation is achieved for candidate labels.

Nevertheless, it is hard to estimate the confidence precisely without any prior knowledge in many real-world scenarios. To mitigate this issue, we follow a meta-learning paradigm to design a disambiguation strategy based on a meta objective.

B. Meta Objective Guided Disambiguation

In this subsection, we aim to estimate a optimal confidence distribution for every example in an meta-learning fashion. Towards this goal, we firstly measure the performance of confidence estimation based on a validation set, and then for each candidate label, we use the measurement as a guidance to adaptively estimate its confidence. The only need is a tiny clean validation set (e.g., a mini-batch of examples), which can be collected in many realistic tasks with small labeling cost.

Specifically, we denote $D_{val} = \{(x_i^v, y_i^v) \mid 1 \leq i \leq M\}$ as a validation set with $M$ ($M \ll N$) examples available during the training phase. Here, for every validation example $(x_i^v, y_i^v)$, we use superscript $v$ to distinguish it from training examples. It is noteworthy that every validation example $x_i^v$ has been annotated with its ground-truth label vector $y_i^v$.

Intuitively, the optimal confidences often leads to the best model such that minimizes the validation loss. Based on this intuition, we can treat the objective function on the validation set as guidance to optimize the confidences. The meta objective function can be formulated as follows:

$$L^{meta}(D_{val}, \theta^*(w)) = \frac{1}{M} \sum_{i=1}^{M} \ell_{CE}(\hat{y}_i^v, y_i^v), \quad (3)$$

where $L^{meta}$ represents the loss of trained classifier $\theta^*(w)$ on the validation set $D_{val}$. In Section IV, we discuss that the proposed method is influenced by the size of validation set, and the results show that the performance of MoGD is insensitive to the size of validation set.
We can adopt the alternative strategy to optimize variables \( \theta \) and \( w \) by updating one of the variables while fixing the other. The process continues until both of these two variables converge or exceed the maximum iteration. Unfortunately, it requires two nested loops to obtain optimal parameters, which is unbearable in many realistic tasks, especially when the deep model is used. To improve the training efficiency, inspired by the previous works [30], the online approximation strategy is used to obtain the optimal variables \( \theta^* \) and \( w^* \). Specifically, to obtain the \( w^* \), motivated by the EM algorithm, we can initialize the confidences uniformly as follows:

\[
\begin{aligned}
  w_{ij} &= \begin{cases}
    \frac{1}{|S_i|} & j \in S_i \\
    0, & \text{otherwise}
  \end{cases} \\
\end{aligned}
\]

Then, at every training iteration \( t \), given a mini-batch training samples \( B = \{(x_t, S_t)\}_{t=1}^T \), where \( b \) denotes the mini-batch size, that satisfies \( b \ll N \). Then we can update the parameters \( \theta \) based on the descent direction of the objective function on this mini-batch:

\[
\hat{\theta}^{(t)}(w) = \theta^{(t)} - \alpha \nabla_{\theta} \mathcal{L}^{val}(D_{val}, \theta) |_{\theta = \theta^{(t)}} ,
\]

where \( \alpha \) is the step size with respect to \( \theta \).

Next we can seek the optimal confidence \( w^* \) by minimizing the validation loss \( \mathcal{L}^{meta} \)

Based on the \( \hat{\theta}^{(t)} \), we can take a single gradient descent step according to the direction of the meta-objective on the mini-batch validation samples to get a cheap estimate of \( \hat{w}^{(t)} \), which can be formally written as:

\[
\hat{w}^{(t)} = \arg \min_{\hat{w}_i \in \hat{w}} \mathcal{L}^{meta} (D_{val}, \hat{\theta}^{(t)} (w)) |_{w=0} ,
\]

where \( \beta \) is the step size with respect to \( w \). To make sure the the expected loss non-negative, it requires us to guarantee each \( w_{ij} \in w \) is non-negative:

\[
\hat{w}_{ij}^{(t)} = \max (\hat{w}_{ij}^{(t)}, 0), \quad \forall i \in [1, m_i] \text{ and } j \in [1, c_i].
\]

In practice, for each training example, we normalize the confidences with respect to every class so that they sum to one:

\[
\hat{w}_{ij}^{(t)} = \begin{cases}
  \exp(\hat{w}_{ij}^{(t)}) / \sum_{j \in S_i} \exp(\hat{w}_{ij}^{(t)}), & j \in S_i \\
  0, & \text{otherwise}
\end{cases}
\]

Finally, we can optimize the model parameter \( \hat{\theta}^{(t)} \) by employing the gradient descent based on the latest updated confidences \( \hat{w}^{(t)} \), which is described below:

\[
\theta^{(t+1)} = \theta^{(t)} - \alpha \nabla_{\theta} \mathcal{L}^{tr}(D_{tr}, \theta(w^{(t)})) |_{\theta = \theta^{(t)}} .
\]

We repeat these procedures until both of them converge or exceed the maximum epoch. The step-by-step pseudo-code of MoGD is shown in Algorithm 1.

IV. THEORETICAL ANALYSIS

In this section, we first analyze the convergence of MoGD, then establish the estimation error bounds.

A. Convergence

Different from optimization on a single-level problem, the proposed methods is a optimization problem with two-level objectives including Eq. (5) and Eq. (9). Following the analysis procedure in [30], we obtain the convergence results that both the training and meta objective function converges to the critical points under some mild conditions.

**Definition 1:** A function \( f(x) : \mathbb{R}^d \rightarrow \mathbb{R} \) is said to be Lipschitz-smooth with constant \( L \) if

\[
\| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \| , \forall x, y \in \mathbb{R}^d
\]

**Definition 2:** \( f(x) \) has \( \sigma \)-bounded gradients if \( \| \nabla f(x) \| \leq \sigma \) for all \( x \in \mathbb{R}^d \).

**Theorem 1 (convergence):** Suppose that the meta loss function is Lipschitz-smooth with constant \( L_{\text{meta}} \), and for training data \( x_i \), the training loss function \( \ell \) have \( \sigma \)-bounded gradients. Then the validation loss always monotonically decreases with the iteration \( t \) by employing our optimization method, i.e.,

\[
\mathcal{L}^{meta}(\theta^{(t+1)}) \leq \mathcal{L}^{meta}(\theta^{(t)}),
\]

Note that, the step size \( \alpha^{(t)} \) satisfies \( \alpha^{(t)} \leq \frac{2n}{L_{\text{meta}}^2} \), where \( n \) denotes the batch size of training, and \( c \) denotes the number of classes.

Furthermore, if the gradient of validation loss becomes 0 at iteration \( t \), the equality will hold, i.e.,

\[
\mathcal{L}^{meta}(\theta^{(t+1)}) = \mathcal{L}^{meta}(\theta^{(t)})
\]

if and only if

\[
\nabla \mathcal{L}^{meta}(\theta^{(t)}) = 0.
\]

B. Comparisons with Ordinary Methods

In the following content, we discuss the effectiveness of the proposed approach compared with ordinary PLL methods.

First, define the empirical risk as:

\[
\hat{R}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \ell(\phi(x_i, \theta), y_i),
\]

then we have the theorem below.

**Theorem 2 (effectiveness):** Define \( \theta' \) is the model trained without using validation set, i.e.,

\[
\theta' = \arg \min_{\theta \in \Theta} \sum_{i=1}^{N} \ell(\phi(x_i, \theta), y_i).
\]

Then the empirical risk of \( \hat{\theta} \) that produced by MoGD is never worse than \( \theta' \) which trained merely utilizes original partial labeled examples, i.e., \( \hat{R}(\theta) \leq \hat{R}(\theta') \).

**Proof:** First, we have

\[
\hat{\theta} = \arg \min_{\theta \in \Theta} \sum_{i=1}^{N} \sum_{j=1}^{c} w_{ij} h_{ij}(\theta)
\]

Suppose \( \hat{R}(\hat{\theta}) > \hat{R}(\theta') \), obviously we can always set the weight of each label to its initial value, e.g., non-candidate label to zero and candidate label to one. Then we can obtain the \( \hat{R}(\hat{\theta}) = \hat{R}(\theta') \). Therefore, \( \hat{R}(\hat{\theta}) \) is never worse than \( \hat{R}(\theta') \).
### TABLE I
Characteristics of Three Image Datasets and Models.

| Dataset       | # Train | # Test | # Feature | # Class | Model φ(x, θ)          |
|---------------|---------|--------|-----------|---------|-------------------------|
| Fashion-MNIST | 60000   | 10000  | 784       | 10      | Linear Model            |
| CIFAR-10      | 50000   | 10000  | 3072      | 10      | ResNet, ConvNet         |
| CIFAR-100     | 50000   | 10000  | 3072      | 100     | ResNet, ConvNet         |

### TABLE II
Characteristics of Five Real-World Datasets and Models.

| Dataset          | # Instance | # Feature | # Avg.Label | # Class   | Domain                    | Model φ(x, θ) |
|------------------|------------|-----------|-------------|-----------|---------------------------|---------------|
| Lost             | 1122       | 108       | 2.23        | 16        | automatic face naming     | Linear Model  |
| BirdSong         | 4998       | 38        | 2.18        | 13        | bird song classification  | Linear Model  |
| MSRCv2           | 1758       | 48        | 3.16        | 23        | object classification     | Linear Model  |
| Soccer Player    | 17472      | 279       | 2.09        | 171       | automatic face naming     | Linear Model  |
| Yahoo! News      | 22991      | 163       | 1.91        | 219       | automatic face naming     | Linear Model  |

### C. Estimation Error Bounds

In this subsection, we establish the estimation error bounds for the proposed method.

We begin with several useful definitions and lemmas as follows.

**Definition 3 (ε-cover):** For a set \( \mathcal{A} \), if for ∀\( \alpha \in \mathcal{B} \), ∃\( \alpha' \in \mathcal{A} \) satisfies \( \|\alpha - \alpha'\| \leq \epsilon \), then \( \mathcal{A} \) is an \( \epsilon \)-cover of \( \mathcal{B} \).

**Definition 4 (Rademacher Complexity):** Define \( p(x, y) \) is the underlying joint density of random variables \((x, y) \in \mathcal{X} \times \mathcal{Y}\). Let \( \mathcal{G} = \{g(x)\} \) be a family of functions for empirical risk minimization, \( \sigma_1, \ldots, \sigma_n \) be \( n \) Rademacher variables, then we can define the Rademacher complexity of \( \mathcal{G} \) over \( p(x, y) \) with example size \( n \) as follows [33]:

\[
\mathcal{R}_n(\mathcal{G}) = \mathbb{E}_{\sigma_1, \ldots, \sigma_n} \left[ \sup_{g \in \mathcal{G}} \frac{1}{n} \sum_{i \in \mathcal{X}} \sigma_i g(x_i) \right].
\]

Assume the meta-objective function \( \ell \) is upper-bounded by \( K \) and Lipschitz-smooth with a constant \( L_\ell \), i.e.,

\[
K = \sup_{x \in \mathcal{X}, y \in \mathcal{Y}, g \in \mathcal{G}} \ell(g(x), y).
\]

For notational simplicity, we use \( \hat{R} \) and \( R \) to denote empirical risk and generalization risk, respectively. Following prior works [17], [30], [34], [35], we summarized two lemmas as follows.

**Lemma 1:** ([17], [35]) For any \( \delta > 0 \), with a probability at least \( 1 - \delta \), we have

\[
\sup_{g \in \mathcal{G}} \left| R(g) - \hat{R}(g) \right| \leq 2\mathcal{R}_n(\ell \circ \mathcal{G}) + K\sqrt{\frac{\log(2/\delta)}{2n}}.
\]

**Lemma 2:** ([17], [35]) Suppose the loss function \( \ell \) is defined as above section, we have

\[
\mathcal{R}_n(\ell \circ \mathcal{G}) \leq \sqrt{2cL_\ell} \mathcal{R}_n(\ell),
\]

where \( L_\ell \) is the Lipschitz constant of the loss function \( \ell \).

Based on Lemma 1 and 2 we can establish the estimation error bounds as follows.

**Theorem 3 (estimation error bounds):** Let \( w \in \mathcal{B}^c \) be the parameter of label confidence of the examples, which is bounded in a \( c \)-dimensional unit ball. Let Then, the generalization risk can be defined as:

\[
R(\theta) = \mathbb{E}_{p(x, y)}[\ell(\phi(x; \theta), y)].
\]

Let \( \hat{w} = \arg\min_{w \in \mathcal{B}^c} \hat{R}(\theta(w)) \) be the empirically optimal parameter in a candidate set \( \mathcal{A} \), and let \( w^* = \arg\min_{w \in \mathcal{B}^c} R(\theta(w)) \) be the optimal parameter in the unit ball. Then, with a probability at least \( 1 - \delta \), we have,

\[
R(\hat{\theta}(\hat{w})) - R(\hat{\theta}(w^*)) \leq 4\sqrt{2cL_\ell} \mathcal{R}(\mathcal{G}) + K\sqrt{\frac{2\log(2/\delta)}{n}},
\]

where \( n \) denotes the number of examples.

**Proof:**

\[
R(\hat{\theta}(\hat{w})) - R(\hat{\theta}(w^*)) = \left( \hat{R}(\hat{\theta}(\hat{w})) - \hat{R}(\hat{\theta}(w^*)) \right) + \left( \hat{R}(\hat{\theta}(\hat{w})) - \hat{R}(\hat{\theta}(\hat{w})) \right) + \left( \hat{R}(\hat{\theta}(w^*)) - R(\hat{\theta}(w^*)) \right)
\]

\[
\leq 0 + 2\max_{\theta} |\hat{R}(\theta(\alpha)) - R(\theta(\alpha))| \leq 4\sqrt{2cL_\ell} \mathcal{R}(\mathcal{G}) + K\sqrt{\frac{2\log(2/\delta)}{n}},
\]

where we used that \( R(\hat{\theta}(w^*)) > R(\hat{\theta}(\hat{w})) \) by the definition of \( w^* \) and \( \hat{w} \).

**Theorem 3** guarantees that: \( n \to \infty, \hat{R}(\hat{\theta}(\hat{w})) \to R(\hat{\theta}(w^*)) \).

### V. Experiments

In this section, we conduct experiments on various datasets, and compare it with some state-of-the-art partial label learning algorithms to validate the effectiveness of MoGD.

#### A. Experiment Setting

1) **Datasets:** We perform experiments on three widely used benchmark image datasets, including Fashion-MNIST [36], CIFAR-10 and CIFAR-100 [37] as well as five real-world...
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Note that it requires to manually generate the candidate label sets for three image datasets, since they are supposed to be used for multi-class classification. We manually generate candidate labels for training examples from these datasets based on two different generation process, i.e., uniform generation process [17] and instance-dependent generation process [14].

Specifically, we generate candidate labels by flipping a negative label ($y = 0$) into false positive label $\bar{y}$ with a flipping probability $q$, where $q = P(\bar{y} = 1 \mid y = 0)$. In other words, we employ a binomial flipping strategy: for each training example, we conduct $c - 1$ independent Bernoulli experiments, and each experiment determines whether a false positive label is generated with probability $q$. To make sure all training example have two or more candidate labels, for the instance that there is none false positive labels generated, we randomly select a negative label and add it to the candidate label set. Similar to previous works [17], [40], we consider $q \in \{0.1, 0.3, 0.5, 0.7\}$ for Fashion-MNIST and CIFAR-10, and $q \in \{0.01, 0.05, 0.1, 0.2\}$ for CIFAR-100. Generally, a larger value of $q$ indicates a higher level of ambiguity of training examples.

To construct instance-dependent candidate labels, we follow the generating procedure used in [14]. Specifically, for an instance $x_i$, let $q_j(x_i) = p(y_j = 1 \mid y = 0, x_i)$ be the flipping probability of $j$-th label, where $y$ denotes the original label vector. Then we use the prediction probability of a clean network $g$ trained on the clean labels to set the flipping probability of each negative label with $q_j(x_i) = \frac{g_j(x_i)}{\max_{k \leq y} g_k(x_i)}$, where $\tilde{y}_i$ denotes the negative label set of $x_i$. In our experiments, we directly adopt the pre-trained model released by [14] to generate instance-dependent candidate labels.

2) Compared methods: In order to validate the effectiveness of the proposed method, we first compare MoGD against the following five deep PLL methods on three image datasets:

- **VALEN** [14]: An instance-dependent method which uses variational inference technique to iteratively estimate the latent label distribution during the training stage.
- **LWS** [41]: A discriminative method which imposes a trade-off between losses on non-candidate labels and candidate labels.
- **PRODEN** [17]: A progressive identification method which identifies the true labels according to the output

### Table III

| Dataset          | Method | q = 0.1 | q = 0.3 | q = 0.5 | q = 0.7 |
|------------------|--------|---------|---------|---------|---------|
| Fashion-MNIST    | MoGD   | 85.74 ± 0.09% | 85.62 ± 0.15% | 85.13 ± 0.18% | 83.87 ± 0.20% |
|                  | VALEN  | 82.33 ± 0.24% | 81.72 ± 0.13% | 80.93 ± 0.36% | 78.46 ± 0.32% |
|                  | LWS    | 84.62 ± 0.14% | 84.26 ± 0.18% | 83.98 ± 0.08% | 82.47 ± 0.21% |
|                  | PRODEN | 84.16 ± 0.08% | 83.94 ± 0.12% | 83.87 ± 0.06% | 82.15 ± 0.26% |
|                  | RC     | 84.53 ± 0.11% | 84.16 ± 0.15% | 83.95 ± 0.17% | 82.64 ± 0.33% |
|                  | CC     | 84.42 ± 0.18% | 84.22 ± 0.06% | 83.84 ± 0.10% | 82.88 ± 0.30% |
|                  | MSE    | 82.21 ± 0.14% | 81.02 ± 0.18% | 77.25 ± 0.46% | 70.47 ± 0.51% |
|                  | EXP    | 83.01 ± 0.15% | 80.54 ± 0.23% | 79.09 ± 0.37% | 71.12 ± 0.65% |
|                  | Fully Supervised | 86.21 ± 0.13% |  |  |  |
Method
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hyper-parameters are determined based on the recommended
be found in the related work section. In our experiments, the

architecture as the base model for all methods. For our method,
we train the model based on a tiny validation set (a mini-
batch). Specifically, before training, we randomly sample a
mini-batch precisely labeled instances as the validation set.
For the comparing methods, we add the validation examples
into training set, which indicates that the classifier is trained on
the original training examples and validation examples. Note
that the comparing methods directly train the classifier with
the validation examples, while MoGD only uses them for auxiliary
disambiguation. Furthermore, the parameters are determined
as suggested in their original papers. For CIFAR-10 and
CIFAR-100, we perform a strong augmentation (containing
Cutout 46 and random horizontal flip) for each training image
as done in 47. We employ the SGD optimizer 48 with the
momentum of 0.9 to train the model for 500 epochs. For all experiments, we repeat 5 independent experiments
(with different random seeds) and report the average results
and standard deviation. All experiments are carried on Pytorch
49 with GeForce RTX 3080Ti GPUs.

3) Implementation Details: We employ multiple basic
models, including linear model, 12-layer ConvNet 44 and Wide-
ResNet-28 45 to show that the proposed approach is compatible
with different learning models. Specifically, for Fashion-

MNIST and five real-world datasets, we employ Linear Net as
the backbone neural network while using ConvNet and ResNet
for CIFAR-10 and CIFAR-100.

To make a fair comparison, we employ the same network
architecture as the base model for all methods. For our method,
we train the model based on a tiny validation set (a mini-
batch). Specifically, before training, we randomly sample a
mini-batch precisely labeled instances as the validation set.
For the comparing methods, we add the validation examples
into training set, which indicates that the classifier is trained on
the original training examples and validation examples. Note
of classifier itself.

RC 40: A risk-consistent method which establishes
the true risk estimator by employing the importance re-
weighting strategy.

CC 40: A classifier-consistent method which establishes
the empirical risk estimator by employing the transition
matrix and cross entropy loss.

The baseline methods:

• EXP 42 and MSE 43 are two simple baselines which
utilize exponential loss and mean square error as the risks,
respectively.

• Fully Supervised: It trains a multi-class classifier based
on ordinary labeled data and can be regarded as an upper
bound of performance.

In addition, we also compare MoGD with eight classical
PLL methods on five real-world datasets, including GA 43,
D2\textsuperscript{2}CNN 26, SURE 19, CLPL 1, ECOC 28, PL\textsuperscript{2}SVM 18, PL\textsuperscript{2}ANN 21, IPAL 16. The details of these methods can be
found in the related work section. In our experiments, the
hyper-parameters are determined based on the recommended
parameter settings in their original literature.

3) Implementation Details: We employ multiple basic
models, including linear model, 12-layer ConvNet 44 and Wide-
ResNet-28 45 to show that the proposed approach is compatible
with different learning models. Specifically, for Fashion-

MNIST and five real-world datasets, we employ Linear Net as
the backbone neural network while using ConvNet and ResNet
for CIFAR-10 and CIFAR-100.

To make a fair comparison, we employ the same network
architecture as the base model for all methods. For our method,
we train the model based on a tiny validation set (a mini-
batch). Specifically, before training, we randomly sample a
mini-batch precisely labeled instances as the validation set.
For the comparing methods, we add the validation examples
into training set, which indicates that the classifier is trained on
the original training examples and validation examples. Note

that the comparing methods directly train the classifier with
the validation examples, while MoGD only uses them for auxiliary
disambiguation. Furthermore, the parameters are determined
as suggested in their original papers. For CIFAR-10 and
CIFAR-100, we perform a strong augmentation (containing
Cutout 46 and random horizontal flip) for each training image
as done in 47. We employ the SGD optimizer 48 with the
momentum of 0.9 to train the model for 500 epochs. For all experiments, we repeat 5 independent experiments
(with different random seeds) and report the average results
and standard deviation. All experiments are carried on Pytorch
49 with GeForce RTX 3080Ti GPUs.

| Dataset | Method | $q = 0.1$ | $q = 0.3$ | $q = 0.5$ | $q = 0.7$ |
|---------|--------|----------|----------|----------|----------|
| CIFAR-10 | MoGD | 0.8674 ± 0.07% | 0.8631 ± 0.14% | 0.8592 ± 0.13% | 0.8346 ± 0.09% |
| | VALEN | 0.7052 ± 0.13% | 0.6837 ± 0.26% | 0.6085 ± 0.48% | 0.5273 ± 1.58% |
| | LWS | 0.8216 ± 0.12% | 0.8084 ± 0.16% | 0.6338 ± 0.26% | 0.5486 ± 0.26% |
| | PRODEN | 0.8539 ± 0.17% | 0.8474 ± 0.29% | 0.8379 ± 0.12% | 0.7988 ± 0.11% |
| | RC | 0.8369 ± 0.06% | 0.8158 ± 0.42% | 0.7842 ± 0.41% | 0.6498 ± 1.24% |
| | CC | 0.8918 ± 0.04% | 0.8540 ± 0.39% | 0.7704 ± 0.19% | 0.6700 ± 0.37% |
| | MSE | 0.6114 ± 0.09% | 0.5328 ± 0.47% | 0.4801 ± 0.18% | 0.4012 ± 0.28% |
| | EXP | 0.6324 ± 0.02% | 0.5088 ± 0.37% | 0.4047 ± 0.20% | 0.3355 ± 0.16% |
| Fully Supervised | | 0.8732 ± 0.08% | 0.8773 ± 0.09% | 0.8713 ± 0.07% | 0.8652 ± 0.06% |

| Dataset | Method | $q = 0.01$ | $q = 0.05$ | $q = 0.1$ | $q = 0.2$ |
|---------|--------|----------|----------|----------|----------|
| CIFAR-10 | MoGD | 0.6877 ± 0.34% | 0.6485 ± 0.42% | 0.5846 ± 0.27% | 0.5033 ± 0.56% |
| | VALEN | 0.4882 ± 0.39% | 0.4765 ± 0.54% | 0.3866 ± 0.63% | 0.3015 ± 0.84% |
| | LWS | 0.5346 ± 0.27% | 0.5236 ± 0.23% | 0.4067 ± 0.43% | 0.2874 ± 0.85% |
| | PRODEN | 0.5771 ± 0.46% | 0.5316 ± 0.29% | 0.5062 ± 0.54% | 0.4078 ± 0.65% |
| | RC | 0.5467 ± 0.18% | 0.5189 ± 0.31% | 0.3942 ± 0.12% | 0.3051 ± 0.18% |
| | CC | 0.5191 ± 0.34% | 0.5183 ± 0.56% | 0.4157 ± 0.34% | 0.3513 ± 0.23% |
| | MSE | 0.3856 ± 0.26% | 0.3661 ± 0.38% | 0.3127 ± 0.13% | 0.482 ± 0.19% |
| | EXP | 0.3673 ± 0.16% | 0.3473 ± 0.14% | 0.2445 ± 0.28% | 0.425 ± 0.22% |
| Fully Supervised | | 0.7008 ± 0.11% | 0.6783 ± 0.10% | 0.6452 ± 0.08% | 0.6123 ± 0.06% |
results show that MoGD achieves competitive performance. In particular, with \( q = 0.1, 0.3 \), our method has a very small performance decrease (less than 1%), even with \( q = 0.5, 0.7 \), the performance drop of MoGD is less than 1.5%, 3%, respectively, when compared to fully supervised learning.

Table IV and Table V report the comparing results on CIFAR-10 and CIFAR-100 with ConvNet and Resnet, respectively. From the results, it can be observed that:

1. MoGD achieves the best performance on all cases with various flipping probabilities.
2. MoGD achieves comparable performance compared with fully supervised learning with low flipping probabilities on CIFAR-10 and CIFAR-100, e.g., with the ConvNet backbone, the performance drop of 1.07% on CIFAR-10 \((q = 0.1)\) and 1.42% on CIFAR-100 \((q = 0.01)\).
3. MoGD outperforms the comparing methods with a large performance gap on CIFAR-100. For example, by using the ConvNet backbone, our method outperforms the second best method PRODEN by 4.63%, 6.57%, 10.44%, and 12.48% with flipping probabilities \( q = 0.01, q = 0.05, q = 0.1, q = 0.2 \), respectively.
4. MoGD achieves a relatively small performance drop as flipping probabilities increase. On the contrary, the comparing methods like LWS, VALEN, MSE and EXP work well on low flipping probabilities, while achieving a significant performance drop with the increase of flipping probabilities.

These experimental results convincingly validate that MoGD can achieve favorable disambiguation ability for candidate labels. The results on CIFAR-100 demonstrate that MoGD show stronger robustness against the comparing methods.

Moreover, we analyze the convergence properties of these methods. Fig. 2 illustrates the performance curves of different methods with regard to test accuracy with the increase of epoch. From the figures, we can see that MoGD can quickly converge with about 40 epochs. Comparing methods like VALEN and LWS converge relatively slowly.

Besides the uniform candidate labels, we also compare these methods on Fashion-MNIST and CIFAR-10 with instance-dependent candidate labels. Table VI shows that the proposed approach achieves the best performance in all cases. In particular, MoGD outperforms the second best method with 0.94% and 3.31% accuracy on Fashion-MNIST and CIFAR-10, respectively.

### C. Experiments on Real-World Datasets

We also conduct experiments on five real-world PLL datasets to evaluate the practical usefulness of MoGD. Specifically, for all methods, we perform five-fold cross-validation. We use the same Linear model and employ the SGD optimizer \(^{[45]}\) with a momentum of 0.9 to train the model for 500 epochs. Table VII shows the comparison results between MoGD and comparing methods. From the results, it can be observed that our method outperforms all comparing methods on BirdSong, Soccer Player and Yahoo! News. In particular, MoGD outperforms the second best method LWS 1.52% and 1.18% accuracy on Soccer Player and Yahoo! News, respectively. Although the performance of our method is lower than that of some methods on Lost and MSRCv2, it is still acceptable and higher than that of most comparing methods.

### D. Study On the Size of Validation Set

In this section, we conduct experiments to study the influence of the size of validation data by comparing the performance of our method with different validation set size. Fig. 3 illustrates the test accuracy curves of MoGD as the size of the validation set changes among \{32, 64, 128, 256\} on the CIFAR-10, \{128, 256, 384, 512\} on CIFAR-100 and \{50, 100, 150, 200, 300, 400\} on the two real-world datasets include Soccer Player and Yahoo! News. From the figures, the performance of MoGD is also satisfactory when the size of the validation set is relatively small, such as 128 for CIFAR-10, 256 for CIFAR-100, 100 for Yahoo! News, and 200 for Soccer Player. In fact, the meta objective on the validation set can encourage the classifier net to precisely estimate the confidence of the candidate label, which is similar to the effect of a regularization term. This phenomenon suggests that, in practical applications, one can precisely annotate a few examples in advance to improve the classification performance.
VI. CONCLUSION

In this paper, we propose a novel framework for partial label learning by achieving disambiguation for candidate labels in a meta-learning manner. Different from the previous methods, we utilize the meta-objective on a tiny clean validation set to adaptively estimate the confidence of each candidate label without extra assumptions of data. Then we optimize the multi-class classifier by minimizing a confidence-weighted objective function. To improve the training efficiency, we iteratively update these two objective functions by using an online approximation strategy. We validate the effectiveness of MoGD both theoretically and experimentally. In theory, we prove that the model trained by MoGD is never worse than merely learning from partial-labeled data. Extensive experiments on commonly used benchmark datasets and real-world datasets demonstrate that MoGD is superior to the state-of-the-art methods. In the future, we will focus on studying other more powerful learning models to further enhance the performance of MoGD algorithm.
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