Nonlinear dimensionality reduction of hyperspectral images based on spectral angles and exploiting the spatial context
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Abstract. I proposed a nonlinear method for the dimensionality reduction of hyperspectral images in this paper. A special feature of the proposed method is the use of spectral angles in the initial hyperspectral space as a dissimilarity measure between pixels of an image, as well as taking into account the spatial context of the hyperspectral image pixels. I used a well-known hyperspectral image dataset in the experiments. The experiments showed the advantage of the developed method over the basic nonlinear dimensionality reduction methods and the linear principal component analysis technique.

1. Introduction

Each pixel of a hyperspectral image is a vector composed of hundreds of spectral components corresponding to a wide range of wavelengths. Due to a fine spectral resolution, hyperspectral images are widely used in many different areas. However, high spectral dimensionality of such images cause difficulties in storing, transmitting, processing and recognition of such images. Due to this reason, the reduction of redundancy becomes an important stage in the processing of hyperspectral images.

The attention of researchers was given both to supervised feature selection techniques and to unsupervised dimensionality reduction techniques. Nevertheless, due to the objective reasons such as valuable computational costs, less stability to changes in an image scene, the necessity to the presence of ground truth information, the feature selection techniques became less popular than the dimensionality reduction techniques [1].

Both linear and nonlinear dimensionality reduction techniques are used with hyperspectral images. The linear techniques are used more often, and the most popular one is the principal component analysis technique (PCA) [2]. This technique searches the projection of data in the lower dimensional linear subspace, which minimizes the variance of data. Other examples of linear techniques are independent component analysis (ICA) [3], projection pursuit and some others.

The examples of the nonlinear dimensionality reduction techniques used in hyperspectral image analysis are Locally-linear embedding (LLE) [4], Laplacian Eigenmaps (LE) [5], Local Tangent Space Alignment (LTSA) [6], isometric embedding (ISOMAP) [7], Curvilinear component analysis (CCA), Curvilinear distance analysis (CDA) [8], and Nonlinear Mapping (NLM) [9]. These techniques are
used in the hyperspectral image processing less often, but it is known [10] that hyperspectral remote sensing images are affected by nonlinear mixing effects due to multipath light scattering and other reasons.

However, in the last years, nonlinear dimensionality reduction techniques become more popular in the field of hyperspectral image analysis. These methods allow to increase the effectiveness of pixel-wise classification, to generate pseudo color image representations with unique properties, and solve other problems. Today we can indicate a number of papers, which describe successful application of the nonlinear dimensionality reduction techniques in multi- or hyperspectral image processing.

Many nonlinear dimensionality reduction techniques require to measure dissimilarity between image pixels in a hyperspectral space. In most cases, the Euclidean distance is used as a dissimilarity measure, but other measures exist, which were successfully applied in hyperspectral image analysis. These measures include the spectral angle measure (SAM), the spectral correlation, the spectral information divergence (SID), and some other measures. The most popular among these measures is the SAM measure [11].

Unfortunately, the SAM measure was rarely used in the nonlinear dimensionality reduction techniques of hyperspectral images. For example, in the paper [12] the SAM measure (together with the Euclidean distance) was used at the first step of the ISOMAP technique to find neighbor pixels in a hyperspectral space. In paper [13] the effectiveness of the same measures was studied for the Laplacian eigenmaps technique. In paper [14] the SAM measure and Laplacian eigenmaps technique were used in the time series analysis of multispectral images. In paper [15] the SAM measure was evaluated with the nonlinear mapping technique in the task of per-pixel classification of hyperspectral images. In particular, several nonlinear mapping techniques were proposed based on the principle of spectral angle preserving.

Other non-Euclidean measures seem to be even less studied in the nonlinear dimensionality reduction of hyperspectral images. In paper [16] the nonlinear mapping technique based on the principle of spectral correlation preserving was proposed. In paper [17], the SID measure was used with the ISOMAP technique for the analysis of hyperspectral images.

It is worth noting that the listed above nonlinear dimensionality reduction techniques are general – purpose techniques. When applied to hyperspectral images, these techniques act in a spectral space and do not take into account the spatial information contained in hyperspectral images. While there are a lot of papers devoted to the use of spatial information in hyperspectral image analysis (see [18] for a recent review on this topic), there are very few papers devoted to the use of spatial information in the dimensionality reduction of hyperspectral images (for example, see [19-21]).

Thus, the field of using non-Euclidean measures and exploiting the spatial information in the dimensionality reduction of hyperspectral image data is insufficiently investigated. In this paper we study one of the possible approaches to exploit both the spectral angle information and the spatial context in the nonlinear mapping technique, which is one of the oldest and well-known dimensionality reduction techniques.

This paper is organized as follows. The next section describes the proposed nonlinear dimensionality reduction technique, based on the spectral angles and exploiting the spatial context of image pixels. The description starts with the introduction of a pixel dissimilarity measure. Then the measure of the dimensionality reduction quality is introduced, and the numerical optimization procedure based on the stochastic gradient descent is derived. An experimental study is described in Section 3. We describe the dataset used in the experiments, study the proposed method for various values of the parameters, and compare it to the principal component analysis and base nonlinear mapping techniques in the term of the classification accuracy. The conclusion is given in Section 4.

2. Methods

The dimensionality reduction method proposed in this paper is based on the idea of preserving the pairwise dissimilarities between pixels of a hyperspectral image. In contrast to earlier methods, which
were based on preserving of the Euclidean distances [22], spectral angles [15] or exploited spatial context [21], the proposed method combines both spectral angles and spatial context.

The motivation behind the combination of the above techniques is the better classification performance of the above techniques compared to the linear PCA technique and earlier nonlinear mapping methods [15, 21]. To combine the spectral angles and spatial context, we use new dissimilarity measure for the pixels of a hyperspectral image. The proposed measure takes into account not only the spectral dissimilarity of two pixels of an image, but also the dissimilarity of the neighborhoods of the pixels.

2.1. Dissimilarity measure

To describe this measure, let’s first introduce the hyperspectral image \( I \), which contains \( N=W \times H \) image pixels \( x_i, i=1..N \) (here we assume that the image pixels are numbered, for example, according to the progressive scanning). Each pixel \( x_i \) is the vector \( x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,M}) \), where \( M \) is the number of spectral components (bands) in the hyperspectral image. Typically, \( M \) is of the order of a few hundred.

The spectral angle mapper measure (SAM) [11] is defined by the following equation:

\[
\theta(x_i, x_j) = \arccos \left( \frac{x_i \cdot x_j}{\|x_i\| \|x_j\|} \right). \tag{1}
\]

It measures the spectral dissimilarity between two image pixels \( x_i \) and \( x_j \), but it does not take into account the spatial context of the pixels.

To exploit the spatial context, let’s introduce the neighborhood of an image pixel. The neighborhood of the pixel \( x_i \) is the set of pixels \( H_i = \{ x_j \mid r(x_i, x_j) \leq R \} \), where \( r() \) is the Euclidean distance between pixels \( x_i \) and \( x_j \) in the spatial domain of the image. An example of the neighborhood for the neighborhood radius \( R=2 \) is shown in figure 1.

To take into account the spatial context, we exploit the idea of using the order statistics. This idea was implemented earlier in [21] for the Euclidean distances. In our case, for each pixel \( x_i \) of the image, we obtain the ordered set \( x_i^* = (x_{i(1)}, x_{i(2)}, \ldots, x_{i(K)}) \), \( K = |H_i| \) by sorting neighbor pixels \( x_j \in H_i \) according to the SAM measure between pixels \( x_i \) and \( x_j \):

\[
\theta(x_i, x_{i(1)}) \leq \theta(x_i, x_{i(2)}) \leq \ldots \leq \theta(x_i, x_{i(K)}). \tag{2}
\]

Figure 1. The neighborhood of a pixel.

The proposed dissimilarity measure is expressed as a weighted sum of spectral angles calculated over the first \( S \) corresponding pixels from ordered neighborhoods:

\[
\rho(x_i, x_j) = \eta \sum_{s=1}^{S} w_s \theta(x_{i,s}^*, x_{j,s}^*) \tag{3}
\]

Here \( \eta = \left( \sum_{s=1}^{S} w_s \right)^{-1} \) is the normalizing coefficient, \( w_s = 1/s \) are inverse weighting coefficients, \( S \) is the number of pixels in the ordered neighborhood (order statistics) used as a spatial context.
2.2. Dimensionality reduction

The dimensionality reduction method maps hyperspectral image pixels (vectors) \( x_i \) from the multidimensional hyperspectral space \( R^M \) into the lower-dimensional embedding space \( R^m \). Let \( y_i \) be the coordinates of the corresponding vectors in the embedding space. Then the hyperspectral data mapping error can be expressed as the following [21]:

\[
\varepsilon = \mu \sum_{i=1}^{N} \sum_{j \neq i+1}^{N} \rho(x_i, x_j) - d(y_i, y_j) \]

where \( d(\cdot) \) is the Euclidean distance between vectors in the embedding space

\[
d(y_i, y_j) = \| y_i - y_j \| = \sqrt{\sum_{k=1}^{m} (y_{ik} - y_{jk})^2}
\]

\( \mu \) is a normalizing coefficient

\[
\mu = \left( \sum_{i=1}^{N} \sum_{j \neq i+1}^{N} \rho^2(x_i, x_j) \right)^{-1}
\]

To minimize the above data mapping error, we use the stochastic gradient descent approach. This approach was used in previous works [15, 22, 21] and provided acceptable results.

To perform the minimization, we introduce the extended vector of parameters \( Y = (y_1, y_2, ..., y_N) \), which consists of low-dimensional coordinates of the vectors in the embedding space. The numerical optimization procedure is based on the following recurrence equation:

\[
Y(t+1) = Y(t) - \alpha \nabla \varepsilon(t)
\]

where \( t \) is the number of an iteration, \( \nabla \varepsilon \) is the estimation of a gradient. This estimation in the stochastic gradient descent technique can be done using a random subsample (mini-batch):

\[
\nabla \varepsilon(t) = \sum_{j=1}^{B} \nabla \varrho_{y_j}(t)
\]

where \( b_j \) is the \( j \)-th sample of this subsample, and \( B \) is the cardinality of the subsample \( b \).

After finding the partial derivatives, the optimization procedure can be represented in the form:

\[
y_i(t+1) = y_i(t) + 2\alpha \mu \sum_{j=1}^{B} \frac{\rho(x_i, x_{b_j}) - d(y_i, y_{b_j})}{d(y_i, y_{b_j})}(y_i(t) - y_{b_j}(t))
\]

The computational complexity of the optimization procedure is \( O(NMmSB) \) per one iteration, where \( N \) is the number of pixels, \( M \) is the dimensionality of the hyperspectral space (the number of bands), \( m \) is the dimensionality of the embedding space, \( S \) is the number of order statistics, and \( B \) is the number of samples used to estimate the gradient value (the cardinality of mini-batch). The application of the stochastic gradient descent technique allows us to significantly speed-up the optimization procedure, as one iteration for the base gradient descent technique is \( N/B \) times slower, and usually \( N > > R \).

Thus, the proposed method consists of the following steps:

- the initialization of the coordinates \( y_i, i=1..N \) in the embedding space by projecting the source vectors \( x_i, i=1..N \) onto the first \( m \) principal components;
- the iterative optimization in according to (9) until the coordinates \( y_i \) become stable.

This method allows to find a suboptimal solution to the \( \varepsilon \rightarrow \varepsilon_{\text{min}} \) problem.

It is worth noting that the described method attempts to approximate the spectral dissimilarities \( \rho(x_i, x_j) \) calculated in the hyperspectral space by the Euclidean distances \( d(y_i, y_j) \) in the embedding space.
3. Experiments
In the experimental study, we used open access test hyperspectral image scenes [23]. In this paper, we provide the results of the experiments for the Indian Pines hyperspectral scene. This test image (figure 1 (a)) was acquired using the AVIRIS sensor. It contains 145 x 145 pixels. For the experiments, we used the version with 200 spectral bands, as some bands were discarded due to a high noise and water absorption.

![Figure 2. Indian Pines test hyperspectral image: (a) pseudocolor representation generated using the nonlinear mapping technique; (b) groundtruth classification (classified pixels are shown in color).](image)

During the preliminary experiments, it was found that the error (4) is significantly reduced during the optimization process. For the presented data set, the error (4) decreased by several orders of magnitude after the first few dozens of iterations.

To evaluate the proposed technique we used two well-known and often used classifiers, namely the nearest neighbor classifier (NN), and the support vector machine (SVM). To measure the classification quality, we used the classification accuracy (CA), which is defined as the proportion of properly classified pixels. To perform the experiments the whole set of groundtruth pixels (the groundtruth image is provided with the hyperspectral scene, see figure 1(b)) were divided into the learning (60 percent) and test (40 percent) sets.

In the first experiment, we studied the dependence of the classification accuracy on the number of order statistics. We performed experiments for two values of the neighborhood radius, which is used to define the spatial context of an image pixel: $R=1$, and $R=2$. Some results of the experiments are shown in figures 3, 4.

As it can be seen from the figures, the more order statistics $S$ were used (for the fixed neighborhood radius $R$), the better was the classification quality (CA). Reciprocally, the results for the neighborhood radius $R=2$ were better than for $R=1$. We did not consider greater values of $R$ due to an unacceptably long operating time.

![Figure 3. The dependency of the NN classification accuracy (CA) on the dimensionality of the embedding space ($m$) for the neighborhood radius $R=1$ (left), and $R=2$ (right).](image)
In the next experiment we evaluated three different dimensionality reduction techniques, namely the principal component analysis technique (PCA), the nonlinear mapping method based on the approximation of the SAM measures by the Euclidean distances (SAED) [15], the nonlinear mapping technique using the Euclidean distances and spatial context (ED+SC) [21], and the proposed dimensionality reduction technique using the spectral angles and spatial context (SAM+SC).

For two nonlinear techniques using spatial context (ED+SC and SAM+SC), we used identical spatial context parameters: neighborhood radius $R=1$, $R=2$, and the number of order statistics $S=5$, $S=10$.

Some results of the experiments are shown in figures 5, 6.

As it can be seen from the figures, both nonlinear techniques (ED+SC and SAM+SC) exploiting the spatial context significantly outperform the linear PCA technique in almost all the considered cases. The proposed nonlinear method based on spectral angles and spatial context (SAM+SC) provides slightly better results than the method based on Euclidean distances. It is worth noting that the difference is more evident for the NN classifier. This observation can be explained by the principle that is adopted in the dimensionality reduction method. According to this principle, the pairwise dissimilarities are approximated by the Euclidean distances in the embedding space.

As it was mentioned in Section 2, the computational complexity linearly depends on the number of order statistics. This is confirmed by the figure 7. Unfortunately, the whole optimization process can take considerable time depending on the size of the image, the mini-batch cardinality, the initial and output dimensionality, the number of order statistics and the total number of iterations.

**Figure 5.** The dependence of the NN classification accuracy for the principal components analysis technique (PCA), nonlinear mapping method based on the approximation of the SAM measures by the Euclidean distances (SAED), nonlinear mapping technique using Euclidean distances and spatial context (ED+SC) and the technique using spectral angles and spatial context (SAM+SC): neighborhood radius $R=1$ (left), and $R=2$ (right).
The dependence of the SVM classification accuracy for the principal components analysis technique (PCA), nonlinear mapping method based on the approximation of the SAM measures by the Euclidean distances (SAED), nonlinear mapping technique using Euclidean distances and spatial context (ED+SC) and the technique using spectral angles and spatial context (SAM+SC): neighborhood radius $R=1$ (left), and $R=2$ (right).

Dependence of the average time $\tau$ (sec.) of one iteration on the number of order statistics $S$ used as a spatial context.

4. Conclusion
A new technique for the nonlinear dimensionality reduction of hyperspectral image data is proposed in this paper. This technique is based on the approximation of the spectral angles by the Euclidean distances and exploiting the spatial context of hyperspectral image pixels. The experimental study showed that the proposed technique allows to significantly improve the accuracy of per-pixel classification.

As the optimization process in the proposed technique can take considerable time depending on the input hyperspectral image and parameters, the parallel implementation of the proposed technique is of particular interest. Another promising line of research is the use of the proposed technique in the unsupervised clustering and segmentation scenarios [24].
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