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Abstract

We develop a Reinforcement Learning (RL) framework for improving an existing behavior policy via sparse, user-interpretable changes. Our goal is to make minimal changes while gaining as much benefit as possible. We define a minimal change as having a sparse, global contrastive explanation between the original and proposed policy. We improve the current policy with the constraint of keeping that global contrastive explanation short. We demonstrate our framework with a discrete MDP and a continuous 2D navigation domain.

1. Introduction

Human-understandable descriptions of an RL agent’s policy are important for human oversight, especially in safety-critical settings (Rudin et al., 2021). Contrastive explanations are known to be effective in helping people understand machine learning models (Jacovi et al., 2021; Rathi, 2019; van der Waa et al., 2018a; b). In the context of RL, contrastive explanations describe the differences in outcomes between the current policy and an alternate one (Puiutta & Veith, 2020). By leveraging the context of the current policy, the outputs of contrastive explanations are often sparser and thus less cognitively demanding than a complete explanation of the new policy (Miller, 2019; Du et al., 2019). When the new policy is very different from the current one, the contrastive explanations can still be dense. Existing works show that in this case, we still want contrastive explanations to be sparse, which are more understandable and executable for humans (Du et al., 2019).

In this work, we build a framework that finds an optimal set of improvements to the current policy (with which the user is already familiar) such that the contrastive explanation given the current and improved policy remains sparse. Our framework consists of two parts: (1) an explanation-generator that creates global contrastive explanations for two RL policies—to our knowledge, this is the first comprehensive contrastive explanation system for RL—and (2) an optimization procedure for improving the current policy while explicitly constraining the length of the associated explanation (given by the explanation-generator).

Framework Part I: Explanation Generation

We consider contrastive explanations of the form:

“Given the current state, doing action $A_1$ instead of $B_1$ when you reach state $1$, then doing action $A_2$ instead of $B_2$ when you reach state $2$, . . . , then finally doing $A_m$ instead of $B_m$ when you reach state $m$, will lead to better / worse / unknown differences in outcomes.”

For example, imagine a mobile fitness app that helps users build workout routines. We might explain a new workout plan with “If you mostly do cardio [current state], then after cardio [state 1], doing weightlifting [$A_1$] instead of stretching [$B_1$] will improve fat loss [outcome difference]”—this can be more effective than simply describing the new policy, especially if the new policy overlaps significantly with the old policy. While other works have considered contrastive explanations in RL (van der Waa et al., 2018a; Sukkerd et al.), to our knowledge, ours is the first to lay out a complete contrast definition that includes the series of relevant states and decisions as well as expected changes to future outcomes.

Contribution 1: A method to generate usable contrastive explanations, taking into account scalability, the space of relevant outcomes, and off-policy outcome estimation.

Scalability. Large, continuous domains are common in real life. For example, a fitness app may collect users’ demographic information, vital signs, sleeping schedules, etc. This creates two challenges for generating global contrastive explanations: (1) it is computationally expensive to compare policies on all states; (2) it is impractical to explain each and every state to users. To scale the explanation-generator to large, continuous domains, we develop an approach to perform efficient state exploration and appropriate state abstractions (Section 4.1 & 4.2).

Relevant outcomes. Current interpretable RL works tend to focus on explaining the optimized outcome (such as the reward function or the Q-value) (Verma et al., 2018; Liu...
Off-policy outcome estimation. In the setting where only real life, users often prefer sparse explanations because: (1) differences might be encountered instead of the other (McGill & Klein, 1993).

Contribution 2: An optimization procedure for improving the current policy that keeps contrastive explanations sparse. We recast policy optimization as the problem of learning how to modify the current policy: we associate a cost to each change to the current policy and find a set of changes that optimizes a single objective, while keeping the total cost within a fixed budget (thus capping the complexity of the associated contrastive explanation). We formalize this optimization as a Constrained Markov Decision Process problem. Note that here, the objective being optimized may or may not be one of the user-defined outcomes in Framework Part I: Explanation Generation.

2. Related Work

We also note that contrastive explanations are different from counterfactual explanations. Counterfactual explanations ask to the past to realize the changes in the outcome, while contrastive explanations ask why one outcome occurs instead of the other (McGill & Klein, 1993).

Contrastive Explanations for non-RL tasks. Several recent works focus on generating contrastive explanations for a specific input (local explanations) in single-step decision-making tasks (van der Waa et al., 2018a; Jacovi et al., 2021). Unlike these methods, we focus on sequential decision-making tasks where multiple differences might be encountered in one trajectory. We aim to generate a global summary of how two policies differ across the entire state space.

Contrastive Explanations for RL tasks. A number of works have explored contrastive explanations for RL. For example, in van der Waa et al., explanations enumerate all

Figure 1: Our explanation-generator takes in two policies, compares two policies in terms of their decisions and expected outcomes, and finally creates a global contrastive explanation by combining the behavioral and the outcome differences.

Empirical Results We demonstrate the efficacy of our framework on two domains: a discrete toy domain, a continuous 2D navigation domain. We show that for explanation generation, our approach generates explanations that are more concise, complete and interpretable comparing to other contrastive explanation forms; for optimization, our optimization converges to policies with sparser contrastive explanations compared to naive policy optimization methods such as policy iteration.

Off-policy outcome estimation. In the setting where only batch data is given, we must be sensitive to two considerations. First, without further interaction with the environment, it is hard to compute the outcomes of the contrasting policy. For example, when proposing a new workout routine, we only have access to the user’s past data. Until the new routine is tried out, we will not know the actual fat reduction and cardiovascular health improvement rates. Furthermore, in cases where available data is scarce, it is important to communicate that the model is unsure of the outcomes (Kompa et al., 2021). In batch settings, we use off-policy evaluation (Hanna et al., 2017) to estimate the outcome of the contrasting policy and report confidence intervals. (Section 4.3).

Complete Explanation Generator. We build an explanation-generator that includes all the above key features. The complete procedure is illustrated in Figure 1. The generator takes in two policies, either in the batch form or the functional form. It combines the appropriate state abstractions and the estimated outcomes to generate a global contrastive explanation of two given policies (Section 4.4).

Framework Part II: Explanation-Sparsity-Constrained Optimization The explanation-generator in Part I provides us with a way to compactly explain a new policy in terms of changes to the current one. However, if the two policies differ greatly, the explanation in Form 1 will be long. In real life, users often prefer sparse explanations because: (1)
We denote the user-defined outcomes as a set consisting of states that appear in the trajectory generated by one policy but not in the trajectory generated by the other. In contrast, we only focus on states where the two policies behave differently, for more concise explanations. Furthermore, van der Waa et al. focus on immediate outcomes while we focus on long-term outcomes. As another example, Sukkerd et al. study a multi-objective setting and help users understand the specific trade-offs between competing objectives of two policies. However, they don’t explain why objectives are different. In contrast, our explanations are both more complete and compact.

**Sparsity in RL Optimization.** There is a body of works focusing on generating sparse counterfactual explanations (Wachter et al., 2017; Karimi et al., 2020; Spangher et al., 2018) by either minimizing the distance between the current instance and the counterfactual instance or associating costs to changes of actions. To our knowledge, we are the first to consider performing optimization with respect to the contrastive explanations in an RL setting. That is, we optimize a policy to be minimally different from an existing policy. Similar to prior works, we also associate penalties to changes to the current policy.

### 3. Notation & Background

**Markov Decision Processes.** In RL, an agent learns to maximize a reward signal through interactions with the environment (Sutton & Barto, 2018). An RL problem can be formalized as a Markov Decision Process (MDP) – defined as a tuple \((\mathcal{S}, \mathcal{A}, \mathcal{T}, \mathcal{R})\), where \(\mathcal{S}\) is the state space, \(\mathcal{A}\) is the action space that we assume to be discrete, \(\mathcal{T}(s'|s,a)\) is the transition dynamics denoting the probability of reaching state \(s'\) by taking action \(a\) in state \(s\), and \(\mathcal{R}(s,a)\) is the reward function that returns the immediate reward of performing action \(a\) in state \(s\). We assume the initial state \(s_0\) is drawn from a distribution \(p_0(s)\) and there exists a set of absorbing states \(s_T \in \mathcal{S}_T\) with \(\mathcal{R}(s_T, \cdot) = 0\). A policy \(\pi(a|s)\) defines a distribution over actions given state \(s\).

During optimization, we maximize a single objective – the expected undiscounted return, defined as:

\[
J_\pi = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \mathcal{R}(s_t, a_t) \right]. \tag{2}
\]

**User Defined Outcomes.** Users may also want to know how a policy affects other outcomes. For example, while a clinician may be mainly interested in developing a policy for treating hypotension, they may also be interested in how that policy affects the patient’s respiration, mobility, etc.

We denote the user-defined outcomes as a set consisting of \(M\) functions of the current state-action pair, \(g = [g^{(0)}(s, a), \ldots , g^{(M-1)}(s, a)]^\top\) with \(g^{(m)}(s_T, \cdot) = 0\). The expected outcomes for policy \(\pi\) is denoted as \(G_\pi = [G^{(0)}_\pi, \ldots , G^{(M-1)}_\pi]^\top\) where

\[
G^{(m)}_\pi = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} g^{(m)}(s_t, a_t) \right] \quad \forall m \in \{0, \ldots , M - 1\} \tag{3}
\]

We emphasize that the expected outcomes \(G_\pi\) may be independent of the objective \(J_\pi\) that the RL agent is optimizing.

In an online RL setting, both the expected return \(J_\pi\) and the expected outcomes \(G_\pi\) can be computed by rolling out trajectories following the policy \(\pi\). In a batch setting, where we only have access to a batch of data \(D_b\) collected with the current policy \(\pi_b\), both terms can be estimated using off-policy evaluation. We denote the estimator of the expected return as \(\hat{J}_\pi\) and the estimator of the expected outcomes as \(\hat{G}_\pi\). We assume that the biases of the estimators \(\hat{G}_\pi, \hat{J}_\pi\) are sufficiently small so that they do not affect the quality of the contrastive explanations and the optimization performance.

**Constrained MDPs.** In this work, we study planning under interpretability constraints. That is, we seek optimal changes to our current policy that correspond to sparse contrastive explanations. In Section 5, we will formalize this process as planning under a constrained MDP (CMDP).

In an unconstrained MDP setting, the goal is to find a policy \(\pi^*\) that maximizes the expected return \(J_\pi\) in Equation 2:

\[
\pi^* = \arg \max \pi J_\pi
\]

In addition to the standard MDP tuple, a CMDP contains a cost function \(C(s,a)\) with \(C(s_T, \cdot) = 0\) and a threshold \(\kappa\) (in our context, the cost \(C\) will be a penalty for modifying the current policy and the threshold \(\kappa\) will control the sparsity of the corresponding explanation). Now, our goal is to maximize Equation 2 while constraining the expected undiscounted costs:

\[
\mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} C(s_t, a_t) \right] \leq \kappa. \tag{4}
\]

For a discrete CMDP, the above problem can be written as a finite set of linear inequalities which can be solved using Linear Programming (LP) (Altman, 1999).

The standard CMDP formulation may result in stochastic policies, which are harder to interpret and implement. Thus, we shall use the formulation of Dolgov & Durfee (2005) to obtain deterministic policy solutions to the CMDP, which
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The optimal policy can be calculated by:

\[
\text{arg max}_e \sum_{s,a} x(s,a)R(s,a),
\]

subject to

\[
\sum_{s,a} x(s,a) - \sum_{s,a} x(s,a)T(s'|s,a) = p_0(s'), \forall s' \in S \setminus S_T
\]

\[
\sum_{s,a} x(s,a)C(s,a) \leq \kappa
\]

\[
\sum \Delta(s,a) \leq 1
\]

\[x(s,a)/M \leq \Delta(s,a), \forall s \in S, a \in A
\]

\[x(s,a) \geq 0, \forall s \in S, a \in A
\]

In the above, \(x\) is the dual variable that can be interpreted as the occupancy measure, which counts the expected discounted number of taking action \(a\) in state \(s\). \(M\) is a constant to force \(0 \leq x(s,a)/M \leq 1\), which can be set to the maximum of the expected return in Equation 2 with \(R = 1\) (i.e. the maximal number of visits to a state). \(\Delta(s,a) \in \{0, 1\}\) is a binary variable and the last three inequalities in Equation 5 ensure a unique selection of the action \(a\).

The optimal policy can be calculated by:

\[
\pi(s,a) = \begin{cases} 
  x(s,a)/\sum_s x(s,a) & \text{if } \sum_s x(s,a) > 0 \\
  \text{arbitrary} & \text{if } \sum_s x(s,a) = 0 
\end{cases}
\]

4. Framework Part I: Explanation Generation

Our first contribution is a complete, global contrastive explanation generator for RL tasks given the current policy \(\pi_b\) and the new policy \(\pi_e\). In this section, we introduce each module of our explanation-generator with an illustrative toy example, shown in Figure 2 (details in Appendix A.1). Figure 2a depicts the toy MDP while 2b and 2c highlight the actions of the current policy \(\pi_b\) and the new policy \(\pi_e\), respectively. We set \(\pi_b\) and \(\pi_e\) to be deterministic for pedagogical purposes.

In Section 4.1, we first formalize how to compare two policies in terms of their behaviors. We define a diverging state, at which we observe behavioral differences between \(\pi_b\) and \(\pi_e\). In Section 4.2, we abstract diverging states into human-interpretable regions (sets of states) over which the behaviors of \(\pi_b\) and \(\pi_e\) differ. Then, in Section 4.3, we show how to compare policies \(\pi_b\) and \(\pi_e\) in terms of their expected outcomes. Finally, in Section 4.4, we combine the comparison in terms of behaviors and expected outcomes to generate the global contrastive explanation in Form 1.

4.1. Diverging State Identification

To compare \(\pi_b\) and \(\pi_e\) in terms of behaviors, we first identify states at which the two policies take different actions that lead to different next states. We call such states diverging states. Because the policies and the environment can be stochastic, comparing \(\pi_b\) and \(\pi_e\) involves comparing corresponding distributions over actions and next states. In this work, we make a heuristic approximation of the stochastic policies and the environment by focusing on events that occur with high probability. While there are many ways to compare two distributions (e.g. hypothesis testing or divergence measures), we choose this heuristic because policies in real life are frequently nearly deterministic.

Specifically, we denote the most probable action proposed by policies \(\pi_b\) and \(\pi_e\), in state \(s\), as \(a_b\) and \(a_e\), respectively:

\[
a_b = \arg \max_{a \in A} \pi_b(a|s), \quad a_e = \arg \max_{a \in A} \pi_e(a|s).
\]

We denote the most probable next state under \(\pi_b\) and \(\pi_e\) as \(s'_b\) and \(s'_e\), respectively:

\[
s'_b = \arg \max_{s' \in S} T(s'|s, \pi_b), \quad s'_e = \arg \max_{s' \in S} T(s'|s, \pi_e).
\]

Given any state \(s\), we define a function \(h_{id} : S \rightarrow \{0, 1\}\) mapping a state \(s\) to a label 1 (i.e. \(s\) is a diverging state) if it satisfies both of the following conditions:

\[
\begin{align*}
  &a_b \neq a_e \text{ or } |\pi_b(a_b|s) - \pi_e(a_e|s)| > \kappa \pi \\
  &s'_b \neq s'_e \text{ or } |T(s'_b|s, \pi_b) - T(s'_e|s, \pi_e)| > \kappa_T
\end{align*}
\]

where \(\kappa \pi, \kappa_T\) are domain-dependent constants. The first condition states that the policies \(\pi_b\) and \(\pi_e\) are different when they take different actions in state \(s\) with high probability. That is, either: (a) the most probable actions under \(\pi_b\) and \(\pi_e\) are different, or (b) the most probable actions are identical, but with very different associated probabilities. The second condition ensures that even if the policies take different actions with high probability, the agent should not end in the identical next state with high probability. For example, in the toy example, state \(s_1\), \(s_5\) are diverging states while \(s_0\) is not a diverging state, as \(s_0\) fails to satisfy the second condition (others states fail to satisfy the first one).
Application to Continuous Domains. In a large or continuous domain, computing \( h_{\text{id}}(s) \) for a representative number of states can be computationally expensive. Even if we use sampling, collecting enough samples to cover the state space \( S \) to approximate the function \( h_{\text{id}}(s) \) may be prohibitive.

We get around this issue by computing \( h_{\text{id}} \) only for states that are probable under our policies. To do this, we generate trajectories using the recursive Algorithm 1, in which whenever encountering a divergence state, we split the current trajectory into two by rolling out \( \pi_b \) and \( \pi_e \) separately. By rolling out trajectories switching between policies, the algorithm ignores states that cannot be reached by either policy. Note that we split the trajectory whenever we see policies are different, since we expect earlier differences in the trajectory to have more effect on the expected outcomes.

Algorithm 1 includes a hyper-parameter \( d_{\text{max}} \) that controls the number of times we are allowed to split. This allows the user to trade-off between exploration of the state space at an early state and the computational complexity of the roll-out (which grows exponentially with the number of splits). In practice, we find that a small \( d_{\text{max}} \) often covers a sufficient amount of diverging states for later tasks in our framework.

Algorithm 1: Diverging State Collection

1: Initialize \( \mathcal{D} = (S, Y), \mathcal{I} = \emptyset, k = 1 \)
2: if \( d \geq d_{\text{max}} \) then
3: return \( \mathcal{D} \)
4: end if
5: while \( s \not\in \mathcal{S}_{\mathcal{I}} \) do
6: Observe the current state \( s \)
7: \( a_1 = \arg \max \pi_1(s) \), \( a_2 = \arg \max \pi_2(s) \)
8: if \( h_{\text{id}}(s, \pi_1, \pi_2) = 1 \) then
9: \( \mathcal{D}' = \text{Diverging State Collection}(\pi_1, \pi_2, s, d + 1, d_{\text{max}}) \)
10: end if
11: if key \((a_1, a_2) \not\in \mathcal{I} \) then
12: add key: \( \mathcal{I}(a_1, a_2) = k \), \( k = k + 1 \)
13: end if
14: \( s, \mathcal{I}((a_1, a_2)) \rightarrow \mathcal{D} \)
15: else
16: \( s, 0 \rightarrow \mathcal{D} \)
17: end if
18: Perform action \( a_1 \)
19: end while
20: return \( \mathcal{D} \)

In the batch setting, we identify the diverging states by calculating \( h_{\text{id}}(s) \) for every state in the batch data using a similar algorithm (Appendix B.1).

4.2. Diverging State Aggregation

After labeling the state space (Section 4.1), we may have identified a large number of diverging states. As such, a complete enumeration of the diverging states is unlikely to be useful to end-users. Thus, to summarize the difference between diverging and non-diverging states, we aggregate the diverging states into diverging regions and extract general descriptions of these regions.

To perform state aggregation, we train an interpretable, rule-based classifier to predict the behavioral difference between \( \pi_b \) and \( \pi_e \) given a diverging state \( s \). The split rules of this classifier correspond to our diverging regions.

Specifically, Algorithm 1 will return a dataset with \( N \) samples \( \{(s_n, y_n)\}_{n=1}^{N} \), where \( s_n \in S \) and labels \( y_n \in \{0, \ldots, K\} \). We set \( y_n = 0 \) if \( s_n \) is not a diverging state and \( y_n = k \) otherwise, with each \( k \in \{1, \ldots, K\} \) representing a unique action pair \((a_b, a_e)\). Let the state space \( S \) be partitioned into \( \bigcup_{k=0}^{K} S_k \) where \( S_k \) contains the samples with labels \( y_n = k \). We learn an interpretable classifier \( h_{\text{aggr}} : S \rightarrow Y \) that takes the states \( s_n \) as input and predicts the label \( y_n \). From the classifier \( h_{\text{aggr}} \), we extract rules for describing each partition \( S_k \).

We have many choices of interpretable classifiers to partition the space of diverging regions. In this work, we adapt Boolean Decision Rules via Column Generation (BDCG) (Dash et al., 2018) to generate rule-based explanations for diverging regions (Appendix B.2), as this is a simple interpretable model with desirable regularization properties. Other interpretable classifiers may involve developing self-explanatory models (Quinlan, 1987; Zhang et al., 2018; Sabour et al., 2017) or provide other forms of global insights for pre-trained models (Altmann et al., 2010; Karpathy et al., 2015). We encourage the developers to use any interpretable classifier appropriate for their tasks.

4.3. Expected outcome estimation

In the previous section, we describe how policies \( \pi_b \) and \( \pi_e \) differ in terms of actions. In this section, we quantify the difference between policies in terms of the expected outcomes for a set of user defined functions (Equation 3).

In practice, we usually have enough data for a good estimate of the expected outcomes of \( \pi_b \), \( G_{\pi_b} \): we either have access to the environment \( T \) in the online setting or enough data collected from \( \pi_b \) in the batch setting. But we may not have enough information to obtain a good estimate of the expected outcomes of \( \pi_e \), \( G_{\pi_e} \). In these situations, it is important to inform the end-users of our uncertainty over the estimated expected outcomes in addition to the estimates themselves. Thus, when comparing the expected outcomes \( G_{\pi_b} \) and \( G_{\pi_e} \), we incorporate the confidence interval \( [l(G_{\pi_e}), u(G_{\pi_e})] \) into our estimate \( G_{\pi_e} \).

In particular, given an initial state \( s_0 \), we compute the difference in expected outcomes \( h_{\text{es}} = [h_{\text{es}}^{(0)}, \ldots, h_{\text{es}}^{(M-1)}]^{\top} \) as:

\[
h_{\text{es}}^{(m)} = \begin{cases} 
1 & \text{if } G_{\pi_b}^{(m)} < l(G_{\pi_e}^{(m)}) \text{ (} \pi_b \text{ is better)} \\
-1 & \text{if } G_{\pi_b}^{(m)} > u(G_{\pi_e}^{(m)}) \text{ (} \pi_b \text{ is better)} \\
0 & \text{otherwise (unknown difference)}
\end{cases}
\]

Given the transition dynamics \( T \), the expected outcomes es-
We choose model-based Bootstrapping (Hanna et al., 2017), two.

For example, in the toy domain (Figure 2), we are interested to learn a good transition dynamics estimate, \( \hat{T} \), since for our simple domains, we can assume enough data setting, those terms can be estimated using off policy evaluation methods such as importance sampling (Thomas & Brunskill, 2016) or fitted-Q evaluation (Hao et al., 2021). We choose model-based Bootstrapping (Hanna et al., 2017), since for our simple domains, we can assume enough data to learn a good transition dynamics estimate, \( \mathcal{T} \).

For example, in the toy domain (Figure 2), we are interested in: (1) the number of times we visit the desired states (state \( s_0 \), \( s_6 \)) and (2) the trajectory length. From Figure 3, we see that given the initial states \( s_0 \cdots s_{10} \), policy \( \pi_e \) visits the desired states more times (while yielding a longer trajectory) than policy \( \pi_b \). But given the initial states \( s_0 \cdots s_{10} \), we are unsure of the differences in outcomes of the two policies.

### 4.4. Global Contrastive Explanation Generation

Thus far, we have \( h_{agg} \) that aggregates the diverging states into human-interpretable regions, and \( h_{oc} \) that computes the differences between the expected outcomes of policies \( \pi_b \) and \( \pi_e \). We are now ready to generate a global contrastive explanation for \( \pi_b \) and \( \pi_e \) in the format of Form 1, summarizing the behavioral and outcome differences between the two.

The detailed procedure is as follows (Algorithm 2):

1. Given an initial state \( s_0 \), we perform a roll-out following \( \pi_e \). Here, we can use the true environment \( \mathcal{T} \), or the estimate \( \hat{T} \). We track the set of diverging regions visited in our roll-out and define the trajectory of visited regions as the diverging path: \( \mathcal{P}(s_0) = \{s_{k_1}, s_{k_2}, \cdots \} \), where \( s_{k_0} \in \mathcal{S}_k \) is defined in Section 4.2.

2. We compute the difference in the expected outcomes of \( \pi_b \) and \( \pi_e \) using \( h_{oc} \) from Section 4.3.

3. Different initial states may result in different diverging paths and outcome differences. To make the explanation more compact, we further aggregate the initial states by training an interpretable classifier (the adapted BDCG) that maps the initial state \( s_0 \) to the tuple of the diverging path \( \mathcal{P}(s_0) \) and outcome difference \( h_{oc}(s_0) \).

4. We extract the interpretable rules of the classifier from Step 3, which describes the relationship between an initial state and the resulting combination of the diverging path and outcome differences.

**Algorithm 2 Generate_Explanations(\( h_{agg} \), \( h_{oc} \), \( \pi_b \), \( \pi_e \))**

1: Initialize \( \mathcal{D} = (S, Y) \), \( \mathcal{I} = \{ \} \), \( z = 0 \), episode length \( L \)
2: for \( s_0 \sim p_0 \) do
3: Initialize \( \mathcal{P}(s_0) = [] \)
4: while \( s \notin \mathcal{T} \) do
5: Observe the current state \( s \)
6: if \( h_{agg}(s) \neq 0 \) then
7: \( s \rightarrow \mathcal{P}(s_0) \)
8: end if
9: Perform \( a \sim \pi_e \)
10: end while
11: if \( \text{key}(\mathcal{P}(s_0), h_{oc}(s_0)) \notin \mathcal{I} \) then
12: add key: \( \text{key}(\mathcal{P}(s_0), h_{oc}(s_0)) = z, z = z + 1 \)
13: end if
14: \( \{s_0, I(\mathcal{P}(s_0), h_{oc}(s_0))\} \rightarrow \mathcal{D} \)
15: end for
16: Train a classifier \( h_{agg} : S \rightarrow Y \)

For the toy domain (Figure 2), we identify states \( s_1, s_5 \) as the diverging states (also as diverging regions because the MDP is discrete). We also compute the difference of the expected outcomes in Section 4.3. Together, this yields the following global contrastive explanation:

Starting from initial region \( s_0 \), in region \( s_1 \), doing action 1 instead of action 0 and then in region \( s_5 \), doing action 1 instead of action 0 will lead to longer trajectory but more visits to desired states;

Starting from initial region \( s_1 \), in region \( s_1 \), doing action 1 instead of action 0 and then in region \( s_5 \), doing action 1 instead of action 0 will lead to longer trajectory but more visits to desired states;

Starting from initial region \( s_2 \), in region \( s_5 \), doing action 1 instead of action 0 will lead to longer trajectory and more number of visits to desired states;

Starting from initial region \( s_3 \), in region \( s_5 \), doing action 1 instead of action 0 will lead to longer trajectory and more number of visits to desired states;

Starting from initial region \( s_4 \), in region \( s_5 \), doing action 1 instead of action 0 will lead to longer trajectory and more number of visits to desired states;
Starting from initial region $s_0 \cdots s_{10}$, two policies, $\pi_b$ and $\pi_e$ act the same.

5. Framework Part II: Policy Optimization

In Framework Part I, we describe a generator of complete, contrastive explanations in the RL setting. Now, we use these explanations to define interpretability constraints for policy optimization. That is, we illustrate how to modify the current policy $\pi_b$ such that (a) the improved policy $\pi_e$ increases expected returns (Equation 2) and (b) the contrastive explanation (as defined in Framework Part I) given $\pi_b$ and $\pi_e$ will be sparse. We formalize this goal as a CMDP that maximizes returns subject to a constraint on the number of changes made to the current policy $\pi_b$ (which corresponds to a sparse contrastive explanation).

5.1. CMDPs for Sparse Changes in Discrete Domains

In Section 3, we introduced background information on CMDPs. Here, we recast our policy optimization problem over discrete domains as a CMDP. Since we want to encourage sparse modifications, we define the constraint as

$$C(s, a) = 1_{\{a \neq \arg\max_a \pi_b(s)\}}, \quad C(s, \cdot) = 0.$$

That is, every modification to the current policy $\pi_b$ occurred during a roll-out incurs a constant cost and we bound the expected number of changes to the current policy $\pi_b$. In addition, we assume the new policy is deterministic as it is more interpretable and executable. We can control the length of the contrastive explanation by varying the threshold $\kappa$ (smaller $\kappa$ implies a more similar policy to $\pi_b$ and a sparser explanation, and vice versa).

5.2. Extensions to Continuous Domains

For continuous domains, we cannot rewrite the optimization using the LP formulation in Equation 5, because now we have an infinite number of dual variables $x(s, a)$. In this section, we show that, if we have a set of candidate improved policies (produced by RL algorithms or provided by experts), we can use this information to transform a continuous-state MDP into a discrete one to which we can apply the CMDP framework from Section 3. Assuming a set of suggested policies is reasonable in our setting, as we can run RL algorithms to identify possible new policies that improves upon our current one. However, in this case, we still want to choose a new policy $\pi_e$ that maximizes expected returns with minimal changes to $\pi_b$.

To find the optimal $\pi_e$, we only need to study regions where candidate and current policies disagree, that is, the diverging regions defined in Section 4.2. Thus, we can recast the optimization problem as one over the discrete state space consisting of diverging regions.

Denote the set of candidate policies as $\{\pi_{ej}\}_{j=1}$. For each candidate policy $\pi_{ej}$, we compare $\pi_{ej}$ to the current policy $\pi_b$ and obtain a set of diverging regions following Section 4.1 and 4.2. We then collect all diverging regions, $\{S_1, S_2, \cdots, S_K\}$, and denote the set containing the absorbing state region as well as the diverging regions as $S' = S_1 \cup \bigcup_{k=1}^K S_k$. We set $S'$ as our new state space.

By construction, our new state space $S'$ is finite (ruling out severe pathology in $\pi_{ej}$) and hence discrete. The action space remains the same. We define the transition dynamics $T'(s_k | s_k, a)$ on the new discrete state space as the probability of transitioning from the region $s_k$ to the region $s_{k'}$ by taking action $a$. We define a new reward function $R'(s_k, a)$ by taking the average reward resulting from taking action $a$ in the region $s_k$. Details of the construction and estimation of the new discrete CMDP over diverging regions can be found in Appendix C. Finally, we can recast the problem of finding an optimal policy $\pi_e$ as solving the CMDP (Equation 5) defined by our discretized MDP – that is, we find $\pi_e$ that differs from the currently policy $\pi_b$ over a minimal set of diverging regions, and that attains the highest gain in expected return (averaged over these regions).

6. Experiments & Results

Taken as a whole, our framework (explanation generation and policy optimization) improves the current policy with sparse and user-interpretable changes. We demonstrate our framework on a toy domain (the discrete MDP in Figure 2) and a continuous 2D navigation domain.

6.1. 2D Navigation Domain

We present a 2D domain (Figure 5) where the agent starts from the initial region and aims to navigate to a goal region. The trajectories of the current policy $\pi_0$ are given in Figure 8a. We are also given two proposed policies $\pi_{e_1}$ (Figure 8b) $\pi_{e_2}$ (Figure 8c). As users, we want to stay in the desired region $(0.2 \leq y \leq 0.3)$ while collecting as much reward as possible (Details of the domain in Section A.2).

6.2. Explanation Generation

We first show that our explanation-generator creates a compact explanation given two policies. For the discrete MDP, an example of the explanation is given in Section 4.4. For the 2D domain, we generate a contrastive explanation given the current policy $\pi_0$ and the optimal policy $\pi^*$ (Figure 5a) without any sparsity constraints:

“Starting from the initial region, going north instead of east when reaching region $0 \leq x \leq 0.1, 0.2 \leq y \leq 0.3$, then going east instead of south when reaching region $0.1 \leq x \leq 0.2, 0.3 \leq y \leq 0.4$, then going east instead of south when reaching region $0.4 \leq x \leq 0.5, 0.3 \leq y \leq 0.4$, will result in less stay in the desired region $(0.2 \leq y \leq 0.3)$ but more collected rewards.”
6.3. Policy Optimization

Figure 6: Policies found during optimization: x-axis denotes the expected cost of the policy while y-axis denotes the expected return. Red and blue lines represent our method (CMDP) and naive method (PI), respectively. In general, the expected return increases as the expected cost increases. We see that PI can only find a subset of intermediate policies while our method can find all.

We compare our sparse-explanation-constrained optimization procedure in Section 5 to a naive method, Policy Iteration (PI), in which we iteratively evaluate and improve the current policy until convergence. During policy improvement, we greedily choose the action with the largest gain.

In Figure 6, we see that our optimization procedure is able to find all intermediate policies that improve upon the current policy (in terms of reward) as well as the optimal solution (Figure 4, 5). Comparing to us, PI can only find some of the intermediate solutions. For 2D domain, PI can only find the optimal solution. Although the optimal policy collects the largest reward, the corresponding contrastive explanation is long (Section 6.2) even for a simple domain like our 2D navigation. Our method allows users to select the policy based on their own preference for the interpretability of the contrastive explanation as well as their considerations of additional outcomes. For example, for the 2D Navigation, the users may prefer the policy when $\kappa = 2$: although it collects less rewards, it stays longer in the desired region, $0.2 \leq y < 0.3$ (Figure 5c).

7. Discussion and Conclusion

In this work, we build a framework that improves a current policy (with which the user is already familiar) such that the contrastive explanation given the current and improved policy will be sparse and human interpretable. Our contribution is two-fold: (1) we generate complete, user-friendly global contrastive explanations for two RL policies and (2) we optimize the current policy while explicitly constraining the length of the resulting contrastive explanation.

Compared to existing methods for generating contrastive explanations, our explanations are more complete while still being compact. For example, in van der Waa et al., the authors study the difference in the paths generated by rolling out two policies and only explain short-term outcomes. On our discrete MDP domain, their method would generate the following explanation:

"Starting from the initial state $s_0$, $\pi_e$ will reach state $s_1$ and perform action 1, which visits the desired state $s_2$ but increases the trajectory length by 1. Then, $\pi_2$ will reach state $s_5$ and perform action 1, which visits the desired state $s_6$ but increases the trajectory length by 1."
In Sukkerd et al., the authors explain the outcome difference without telling users why the difference occurs:

“Starting from the initial state $s_0$, we can visit the desired states $(s_2, s_6)$ more times by carrying out the alternate policy $\pi_e$. However, this would make the trajectory longer.”

In contrast, our contrastive explanation is more compact and complete (see Section 4.4) as we explain the global behavioral differences of two policies and the resulting differences in their long term outcomes.

Our sparse-explanation-constrained policy optimization procedure allows the end-users to explicitly control the trade-off between improved returns, interpretability and other desirable outcomes. While sparse optimization has appeared across counterfactual explanation literature, we are, to our knowledge, first to consider sequential decision-making tasks under sparsity constraints applied to explanations.

In future works, we plan to apply our framework to large healthcare domains, with the potential of helping clinicians understand new treatment plans and potentially improving current plans.
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A. Experiment Domain

A.1. Toy Discrete MDP

![Discrete MDP Definition](image)

The discrete MDP has 11 states and binary actions ($|S| = 11, A \in \{0, 1\}$). $s_{11}$ is the absorbing state with the initial state uniformly sampled from other states ($p_0(s) = \text{Cat}(\frac{1}{11})$). The transition dynamics $\mathcal{T}$ is defined as in Figure 7.

During explanation generation, users are interested in (a) the trajectory length (2) the number of visits to the desired states ($s_2, s_6$). During optimization, we aim to optimize the expected return with the reward function defined as

$$R(s, a) = \begin{cases} 1 & \text{if } s = s_1, a = 1 \\ 3 & \text{if } s = s_5, a = 1 \\ 5 & \text{if } s \in \{s_9, s_{10}\}, a = 0 \\ -0.001 & \text{otherwise} \end{cases}$$

A.2. 2D Navigation

![2D Navigation Domain](image)

The current policy $\pi_b$ and two proposed policies $\pi_{e1}, \pi_{e2}$ (Figure 8) is defined as

In the continuous 2D Navigation domain, the state space is defined by the coordinates $s = (x, y)$. The agent can either go east ($a = E$), north ($a = N$) or south ($a = S$). The initial state is uniformly sampled ($x \sim \text{Unif}(0, 0.1), y \sim \text{Unif}(0, 0.1)$) and the agent aims to navigate to the goal region ($x > 0.95$). The transition dynamics is defined as

$$\begin{cases} x' = x + 0.1 & \text{if } a = E \\ y' = y + 0.1 & \text{if } a = N \\ y' = y - 0.1 & \text{if } a = S \end{cases}$$

The reward function is defined as

$$R = \begin{cases} 4 & \text{if } x \in [0.1, 0.2] \text{ and } y \in [0, 0.1] \\ 3 & \text{if } x \in [0.2, 0.3] \text{ and } y \in [0.1, 0.2] \\ 5 & \text{if } x \in [0, 0.1] \text{ and } y \in [0.3, 0.4] \\ 7 & \text{if } x \in [0.5, 0.6] \text{ and } y \in [0.3, 0.4] \\ 10 & \text{if } x > 0.95 \\ -0.001 & \text{otherwise} \end{cases}$$

The current policy $\pi_b$ and two proposed policies $\pi_{e1}, \pi_{e2}$ (Figure 8) is defined as
Policy Optimization with Sparse Global Contrastive Explanations

\begin{equation}
\pi_0(a|s) = \begin{cases} 
S & \text{if } x \in [0.1, 0.2] \cup [0.5, 0.6] \\
\text{and } y > 0.3 \\
N & \text{else if } y < 0.2 \\
E & \text{else } \end{cases}
\end{equation}

\begin{equation}
\pi_{e_1}(a|s) = \begin{cases} 
E & \text{if } x \in [0.1, 0.2] \\
\text{and } y \in [0.1, 0.2] \\
N & \text{if } y < 0.2 \\
E & \text{o.w.} \end{cases}
\end{equation}

\begin{equation}
\pi_{e_2}(a|s) = \begin{cases} 
N & \text{if } x \in [0, 0.1] \text{ and } y \in [0.2, 0.3] \\
E & \text{else if } y < 0.2 \\
E & \text{else if } x \in [0.1, 0.2] \\
\text{and } y \in [0.1, 0.2] \\
S & \text{else if } x \in [0.1, 0.2] \cup [0.5, 0.6] \\
\text{and } y > 0.3 \\
N & \text{if } y < 0.2 \\
E & \text{o.w.} \end{cases}
\end{equation}

B. Algorithms

B.1. Collect Diverging States (Batch)

Suppose we are given a batch of data \( D_b \), we collect the diverging state using the following algorithm

\begin{algorithm}
\begin{algorithmic}[1]
\State Initialize \( D, I = \{ \}, k = 1 \)
\For {s \in D_b}
\State a = \pi_1(a|s), a_2 = \pi_2(a|s)
\If {f(s, \pi_1, \pi_2) = \frac{1}{2}}
\If {key(a_1, a_2) \notin I}
\State add key: \( (a_1, a_2) \)
\EndIf
\State \( (s, I((a_1, a_2))) \rightarrow D \)
\Else
\State \( (s, 0) \rightarrow D \)
\EndIf
\EndFor
\State return \( X, Y \)
\end{algorithmic}
\caption{Batch_Diverging_State_Collection (\( \pi_1, \pi_2, D_b \))}
\end{algorithm}

B.2. Adapted Boolean Decision Rules via Column Generation (BDCG)

BDCG is a binary interpretable classifier that learns Boolean rules in either conjunctive normal form (DNF, OR-of-ands) or disjunctive normal form (CNF, AND-of-ors). We adapt BDCG so that it can be used for our multi-classification tasks.

Suppose we are given a data set consisting of \( N \) samples \((x_n, y_n)\) with labels \( y_n = 1, \ldots, K \). Let the set \( \{1, \ldots, N\} \) be partitioned into \( \bigcup_{k=1}^{K} Z_k \) where \( Z_k \) contains the indices of samples with the label \( y_n = k \). Without loss of generality, we sort \( Z_k \) by the size and assume that \( |Z_1| \leq |Z_2| \leq \cdots \leq |Z_K| \). The pseudo-code of the adapted BDCG is as follows

\begin{algorithm}
\begin{algorithmic}[1]
\State Initialize \( H = \{ \} \)
\For {k = 1, \ldots, K - 1}
\State Recreate labels \( Y' \) \((y_n = 0 \text{ if } n \in Z_k \text{ and } y_n = 1 \text{ otherwise})\)
\State \( h_k \) = BDCG \((X, Y')\)
\State \( h_k \rightarrow H \)
\State \( X' = X \backslash \{x_n : n \in Z_k\}, Y' = Y' \backslash \{y_n : n \in Z_k\} \)
\EndFor
\State return \( H \)
\end{algorithmic}
\caption{BDCG_for_Multi-classification \((X', Y', Z)\)}
\end{algorithm}

C. Construct a discrete MDP for continuous domains

Suppose we have collected \( K \) diverging regions and denote them as \( \{S_1, S_2, \ldots, S_K\} \). We construct a discrete MDP where the state space is defined as \( \bigcup_{k=1}^{K} S_k \cup S_T \) (\( S_T \) is the absorbing state region in the original MDP). The action space remains the same as the original MDP. Recall that given an initial state \( s_0 \), a diverging path is defined as the set of diverging regions visited in a roll-out and is denoted as, \( \mathcal{P}(s_0) = \{s_k, s_{k+1}, \ldots, s_T\} \).

Given a set of trajectories generated by following the current policy \( \pi_b \) and the proposed policies \( \{\pi_{e_j}\}_{j=1} \), we can estimate the new transition dynamics as

\[ T(s_k|s_{k-1}, a) = \frac{\sum I(s_k = s_k, a_k = a_k, s_{k+1} = s_{k+1}) I = s_{k+1}}{\sum I(s_k = s_k, a_k = a_k)} \]
and the new reward function as
\[ R(s_k, a) = \frac{\sum R_{s_k:t} \delta_t}{\sum \delta_t} \]
where \( \sum R_{s_k:t} \delta_t \) denotes the total of the sequence of rewards collected starting from the diverging region \( s_k \) until reaching the next diverging region or the absorbing region.