Dynamical uniform boundedness and the abc-conjecture
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Abstract We address the Uniform Boundedness Conjecture of Morton and Silverman in the case of unicritical polynomials, assuming a generalization of the abc-conjecture. For unicritical polynomials of degree at least five, we require only the standard abc-conjecture.
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1 Introduction

This article studies the Uniform Boundedness Conjecture of Morton and Silverman [18], one of the major unsolved problems in arithmetic dynamics. The conjecture concerns preperiodic points of rational maps defined over number fields, and constitutes a massive generalization of the famous theorems of Mazur [15] and Merel [16] on torsion points of elliptic curves.

**Conjecture 1.1** ([18], Uniform Boundedness Conjecture) Let $D, N \geq 1, d \geq 2$ be integers. There is a constant $B = B(D, N, d)$ such that for any number field $K$ with $[K : \mathbb{Q}] = D$, and any morphism $\phi : \mathbb{P}^N \to \mathbb{P}^N$ of degree $d$ defined over $K$, $\phi$ has at most $B$ preperiodic points in $\mathbb{P}^N(K)$.

Merel’s theorem is an immediate consequence of a very particular case, namely, $N = 1, d = 4$, and $\phi$ in the Lattès family arising from the multiplication-by-two maps $[2] : E \to E$ of elliptic curves $E/K$.

We prove the following theorem.

**Theorem 1.2** Let $K$ be a number field or a one-dimensional function field of characteristic zero, and let $d \geq 2$. Let $f(z) = z^d + c \in K[z]$, where $f$ is not isotrivial if $K$ is a function field. If $d \geq 5$ and $K$ is a number field, assume the abc-conjecture for $K$. If $2 \leq d \leq 4$, assume the abcd-conjecture (Conjecture 2.1). There is a $B = B(d, K)$ such that $f$ has at most $B$ preperiodic points contained in $K$.

**Remark** The proof of Theorem 1.2 will in fact show that the result holds across all unicritical polynomials over $K$. We also remark that in the case where $K$ is a function field, Doyle and Poonen prove the theorem using separate techniques [8, Theorem 1.7].

Theorem 1.2 circumvents the main obstacle in proving results in the direction of Conjecture 1.1, by proving the uniform boundedness of $K$-rational preperiodic points *without* imposing a bound on the number of places of bad reduction of the maps $f$, or stipulating that some place ‘dominates’ $h(c)$ by a given amount (see Sect. 4). Two innovations lie at the foundation of its proof. The first is a global equidistribution statement for preperiodic points. In particular, we transpose local equidistribution results on $v$-adic Julia sets into global information holding uniformly across a large proportion of the places of good reduction. The second new ingredient concerns adelic properties of preperiodic points. When $f$ has a very large number of $K$-rational preperiodic points, typical elements of the form $P_i - P_j$ for preperiodic points $P_i, P_j \in K$ have relatively little prime support at the places of good reduction for $f$. This global phenomenon occurs uniformly across the family $f_c(z) = z^d + c \in K[z]$. Exploiting these two ideas, we form arithmetically special polygons from the
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vertices of $K$-rational preperiodic points. These polygons are constructed to contradict a generalization of the abc-conjecture (Conjecture 2.1), which we dub ‘the abcd-conjecture.’ We prove in Sect. 2 that Conjecture 2.1 is in fact a special case of Vojta’s conjecture with truncated counting function [22]. The polygons to which we apply the abcd-conjecture are, in the quadratic case, hexagons; in degrees three and four, we utilize quadrilaterals. When $d \geq 5$, triangles may be used, which allows one to apply the standard abc-conjecture. The relevant difference here is the minimal number of sides in a $v$-adically regular polygon at a nonarchimedean place $v$ of bad reduction, whose vertices consist of preperiodic points. When $d$ is small, a greater number of sides is needed. However, in the interest of generating as many approaches to Conjecture 1.1 as possible, we choose to exhibit an independent, purely algebraic proof that is applicable to the case $d \geq 5$. Many of the arguments used in the case $2 \leq d \leq 4$ can be generalized to other families of polynomial maps. The ideas underpinning the proof of Theorem 1.2 are explained in more detail at the beginning of Sect. 6.

It is interesting to note that Frey [9,10] uses the abc-conjecture to prove uniform bounds on torsion points on elliptic curves over number fields, while Hindry and Silverman [11] use the abc-conjecture to prove uniform bounds on integral points on elliptic curves of bounded rank. This observation, coupled with the methods in this paper, leads to a reasonable expectation that the abc-conjecture and its relatives in Diophantine geometry form an auspicious avenue for proving uniform boundedness across one-parameter families of maps.

2 Background

2.1 Notation

We set the following notation.

- $K$ a number field or a one-dimensional function field, i.e., a finite extension of the field $k(t)$ of rational functions in one variable over a field $k$ of characteristic zero assumed without loss to be algebraically closed
- $M_K$ a complete set of inequivalent places of $K$, with absolute values $| \cdot |_v$ normalized to extend the standard absolute values on $\mathbb{Q}$ if $K$ is a number field, or $k(t)$ if $K$ is a function field
- $M_K^0$ the set of nonarchimedean places of $K$
- $M_K^\infty$ the set of archimedean places of $K$
- $k_p$ the residue field associated to the finite prime $p$ of $K$
- $N_p^{\log(#k_p)} / [K:\mathbb{Q}]$ if $K$ is a number field,
- $[k_p:k] / [K:k(t)]$ if $K/k(t)$ is a function field
\[ r_v \frac{[K_v : \mathbb{Q}]}{[K : \mathbb{Q}]} \] if \( K \) is a number field,
\[ \frac{[K_v : k(t)]}{[K : k(t)]} \] if \( K / k(t) \) is a function field

\[ \lambda_v(\cdot) = \log \max\{1, |\cdot|_v\} \]

\( v_p \) the standard \( p \)-adic valuation on \( K \)

For all \( v = p \in M^0_K \), one has
\[ r_v \lambda_v(z) = -\min\{0, v_p(z)\} N_p. \]

Let \( \mathcal{O}_K \) denote the ring of integers if \( K \) is a number field, and the valuation ring if \( K \) is a function field. If \( K \) is a number field, \( n \geq 2 \) and \( P = (z_1, \ldots, z_n) \in \mathbb{P}^{n-1}(K) \) with \( z_1, \ldots, z_n \in K \), let

\[ h(P) = \sum_{\text{primes } p \text{ of } \mathcal{O}_K} -\min\{v_p(z_1), \ldots, v_p(z_n)\} N_p \]
\[ + \frac{1}{[K : \mathbb{Q}]} \sum_{\sigma : K \hookrightarrow \mathbb{C}} \log \max\{|\sigma(z_1)|, \ldots, |\sigma(z_n)|\}, \]

where we do not identify conjugate embeddings. (We choose to express the height in this form, which separates the nonarchimedean and archimedean contributions, for convenience in applying the \( abcd \)-conjecture.) If \( K \) is a function field, let

\[ h(P) = \sum_{\text{primes } p \text{ of } \mathcal{O}_K} -\min\{v_p(z_1), \ldots, v_p(z_n)\} N_p. \]

For any \( P = (z_1, \ldots, z_n) \in \mathbb{P}^{n-1}(K) \) with \( z_1, \ldots, z_n \in K^* \), we define

\[ I(P) = \{\text{primes } p \text{ of } \mathcal{O}_K \mid v_p(z_i) \neq v_p(z_j) \text{ for some } 1 \leq i, j \leq n\} \]

and let

\[ \text{rad}(P) = \sum_{p \in I(P)} N_p. \]

### 2.2 The \( abcd \)-conjecture

In order to address the cases \( 2 \leq d \leq 4 \) in Theorem 1.2, we will use a generalization of the \( abc \)-conjecture. The standard \( abc \)-conjecture corresponds to the case \( n = 3 \).
Conjecture 2.1 (The abcd-conjecture) Let $K$ be a number field or a one-dimensional function field of characteristic zero, and let $n \geq 3$. Let $[Z_1 : \cdots : Z_n]$ be the standard homogeneous coordinates on $\mathbb{P}^{n-1}(K)$, and let $\mathcal{H}$ be the hyperplane given by $Z_1 + \cdots + Z_n = 0$. For any $\epsilon > 0$, there is a proper Zariski closed subset $Z = Z(K, \epsilon, n) \subset \mathcal{H}$ and a constant $C_{K, Z, \epsilon, n}$ such that for all $P = (z_1, \ldots, z_n) \in \mathcal{H} \setminus Z$ with $z_1, \ldots, z_n \in K^*$, we have

$$h(P) < (1 + \epsilon)\text{rad}(P) + C_{K, Z, \epsilon, n}.$$ 

Remark For our purposes in proving Theorem 1.2, the $1 + \epsilon$ appearing here cannot simply be replaced by a larger constant. Thus, for example, the results of [4] and [23] do not suffice to give an unconditional proof of Theorem 1.2 when $K$ is a function field and $2 \leq d \leq 4$.

We now show how one can derive Conjecture 2.1 from Vojta’s conjecture with truncated counting function, expanding upon an argument discussed in [22]. Vojta’s conjecture concerns the approximation of certain varieties by algebraic points in an ambient smooth projective variety $X$ defined over $K$. For a divisor $D \in \text{Div}(X)$ and $v \in M_K$, let $\lambda_{D,v}$ be a $v$-adic local height on $(X \setminus D)(K_v)$ relative to $D$. (For background on local height functions, see [12, Chapter B.8].) For $P \in X(K)$, let $h_D(P) = \sum_{v \in M_K} r_v \lambda_{D,v}(P)$. We say that a reduced effective divisor $D \in \text{Div}(X)$ is a normal crossings divisor if $D = \sum_{i=1}^r D_i$ for irreducible subvarieties $D_i$, and the variety $\bigcup_{i=1}^r D_i$ has normal crossings.

Definition Let $S \subseteq M_K$ be a finite set of places of $K$ containing $M_\infty^\infty$. For $P \in X(K) \setminus D$, and $\lambda_{D,p}$ a set of local height functions relative to $D$, the arithmetic truncated counting function is

$$N_{S}^{(1)}(D, P) = \sum_{p \in M_K \setminus S} \chi(\lambda_{D,p}(P)) N_p$$

where for $a \in \mathbb{R}$,

$$\chi(a) = \begin{cases} 0 & \text{if } a \leq 0 \\ 1 & \text{if } a > 0. \end{cases}$$

The form of Vojta’s conjecture we consider is as follows.

Conjecture 2.2 [22, Conjecture 2.3] Let $K$ be a number field or a one-dimensional function field field of characteristic zero, and let $S$ be a finite set of places of $K$ containing the archimedean places. Let $X$ be a smooth projective variety over $K$, let $D$ be a normal crossings divisor on $X$, let $K_X$ be a
canonical divisor on $X$, let $A$ be an ample divisor on $X$, and let $\epsilon > 0$. Then there exists a proper Zariski closed subset $Z = Z(K, S, X, D, A, \epsilon) \subseteq X$ such that

$$N_S^{(1)}(D, P) \geq h_{K_X + D}(P) - \epsilon h_A(P) + O(1)$$

for all $P \in X(K) \setminus Z$.

Let $n \geq 3$, let $X = \mathcal{H}$ be the hyperplane $Z_1 + \cdots + Z_n = 0$ in $\mathbb{P}^{n-1}(K)$, and let $A$ be the hyperplane divisor $[Z_n = 0]$ on $X$. The divisor $-(n-1)A$ is a canonical divisor of $X$; thus, we set $K_X = -(n-1)A$. Let $P = (z_1, \ldots, z_n) \in \mathbb{P}^{n-1}(K)$. We will take

$$\lambda_{A,v}(P) = \log \max_{1 \leq j \leq n} \frac{|z_j|}{|z_n|^v}$$

as a local height function relative to $A$. Let $D$ be the degree $n$ normal crossings divisor on $X$ given by $[Z_1 Z_2 \cdots Z_n = 0]$. We will take as a local height function relative to $D$:

$$\lambda_{D,v}(P) = \log \max_{1 \leq j \leq n} \left| \frac{z_n^j}{z_1 \cdots z_n} \right|^v.$$

Then for $S = M_K^{\infty}$ and $P = (z_1, \ldots, z_n) \in \mathbb{P}^{n-1}(K)$ with $z_1, \ldots, z_n \in K^*$, we have

$$N_S^{(1)}(D, P) = \text{rad}(P).$$

(1)

Moreover,

$$h_D(P) = nh_A(P) = nh(P).$$

(2)

Let $\epsilon > 0$. It follows from Conjecture 2.2 along with (1) and (2) that there is a proper Zariski closed $Z = Z(K, n, \epsilon) \subseteq \mathcal{H}$ and a constant $C_{K,Z,\epsilon,n}$ such that for all $P = (z_1, \ldots, z_n) \in \mathcal{H}(K) \setminus Z$ with $z_1, \ldots, z_n \in K^*$, we have

$$(n - (n-1) - \epsilon)h(P) \leq \text{rad}(P) + C_{K,Z,\epsilon,n}.$$
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\[ D(a, r)^- = \{ z \in \mathbb{C}_v : |z - a|_v < r \}. \]

Unless otherwise specified, we impose the convention that disks have radius belonging to the value group \(|\mathbb{C}_v^\times|\). An annulus in \( \mathbb{C}_v \) is a set of the form

\[ A = \{ z \in \mathbb{C}_v : 0 < r_1 < |z - a|_v < r_2 \}, \]

with \( r_1, r_2 \in |\mathbb{C}_v^\times| \). Its modulus is given by \( \text{mod}(A) = \log(r_2/r_1) \). For \( f(z) \in K[z] \) and \( z \in \mathbb{C}_v \), let

\[ \hat{\lambda}_v(z) = \lim_{n \to \infty} \frac{1}{d^n} \lambda_v(f^n(z)) \]

be the standard \( v \)-adic escape-rate function. (See [20, §3.4, 3.5] for a proof that the limit defining \( \hat{\lambda}_v(z) \) exists.) Note that \( \hat{\lambda}_v(z) \) obeys the transformation rule

\[ \hat{\lambda}_v(f(z)) = d \hat{\lambda}_v(z) \]

for all \( z \in \mathbb{C}_v \).

Let \( v \in M_0^K \). For every \( g \in \mathbb{R}_0 \), Proposition 3.1 implies that the set of points \( z \in \mathbb{C}_v \) such that \( \hat{\lambda}_v(z) \leq g \) is a finite union of \( r_g \) closed disks. Call \( g \in \mathbb{R}_0 \) a splitting potential of \( f \) if \( r_{g'} > r_g \) for any \( g' < g \). If \( g_0 \) is the greatest splitting potential of \( f \), the set

\[ A_0 = \{ z \in \mathbb{C}_v : g_0 < \hat{\lambda}_v(z) < d g_0 \} \]

is called the fundamental annulus of \( f \). A disk \( D_1 \subseteq \mathbb{C}_v \) lies at distance \( r \) from a disjoint disk \( D_2 \subseteq \mathbb{C}_v \) if for any points \( z_1 \in D_1, z_2 \in D_2 \), we have \( |z_1 - z_2|_v = r \).

In order to carry out our potential theoretic analysis in the nonarchimedean setting, we work in Berkovich space. For \( v \in M_0^K \), the Berkovich affine line \( \mathbb{A}_v^1 \) over \( \mathbb{C}_v \) is the collection of multiplicative seminorms on \( \mathbb{C}_v[T] \) which extend the norm \(|\cdot|_v\) on \( \mathbb{C}_v \). Let \( [\phi]_{D(a,r)} = \sup_{z \in D(a,r)} |\phi(z)|_v \) denote the sup-norm on the disk \( D(a,r) \). The Berkovich classification theorem (see [2, Theorem 2.2]) states that each seminorm \([\cdot]_x\) corresponds to an equivalence class of sequences of nested closed disks \( \{D(a_i, r_i)\} \) in \( \mathbb{C}_v \), by the identification

\[ [\phi]_x := \lim_{i \to \infty} [\phi]_{D(a_i, r_i)}. \]

We define the action of polynomial \( f \in \mathbb{C}_v[T] \) on a point \( x \in \mathbb{A}_v^1 \) by \( [\phi]_{f(x)} = [\phi \circ f]_x \) for \( \phi \in \mathbb{C}_v[T] \).
For $a \in \mathbb{C}_v$, we define open and closed Berkovich disks of radius $r$

$$
\mathcal{B}(a, r)^- = \{ x \in \mathbb{A}_v^1 : [T - a]_x < r \}, \\
\mathcal{B}(a, r) = \{ x \in \mathbb{A}_v^1 : [T - a]_x \leq r \},
$$
corresponding to the classical disks $D(a, r)^-$ and $D(a, r)$ respectively. A basis for the open sets of $\mathbb{A}_v^1$ is given by sets of the form $\mathcal{B}(a, r)^- \cup \bigcup_{i=1}^N \mathcal{B}(a_i, r_i)$, where $a, a_i \in \mathbb{C}_v$ and $r, r_i > 0$. This topology is called the Berkovich topology. We consider $\mathbb{A}_v^1$ as a measure space whose Borel $\sigma$-algebra is generated by this topology. Proposition 3.2 together with [2, Lemma 9.12] imply that if $D \subseteq \mathbb{C}_v$ is a disk, and $f^{-1}(D) = \bigcup_i D_i$, then $f^{-1}(\mathcal{B}) = \bigcup_i \mathcal{B}_i$, where $\mathcal{B}$ and $\mathcal{B}_i$ correspond to the classical disks $D$ and $D_i$ respectively. Let $\delta_v(z, w)$ denote the Hsia kernel relative to infinity (see [2, Section 4.1]). A Berkovich disk $\mathcal{B}(a, r)$ is said to lie at distance $R$ from a disjoint Berkovich disk $\mathcal{B}(b, s)$ if $\delta_v(z, w) = R$ for all $z \in \mathcal{B}(a, r)$, $w \in \mathcal{B}(b, s)$. (If the disks are to be disjoint, we must have $R = |a - b|_v > \max\{r, s\}$.) This holds if and only if $|z - w|_v = R$ for all Type I points $z \in \mathcal{B}(a, r)$, $w \in \mathcal{B}(b, s)$. The Berkovich $v$-adic filled Julia set of $f(z) \in \mathbb{K}[z]$ is defined as

$$
\mathcal{K}_v = \bigcup_{M > 0} \{ x \in \mathbb{A}_v^1 : [f^n(z)]_x \leq M \text{ for all } n \geq 0 \}.
$$

Let $v \in M^0_{\mathbb{K}}$, let $E \subseteq \mathbb{A}_v^1$, and let $\nu$ be a probability measure with support contained in $E$. The potential function of $\nu$ is by definition

$$
p_{\nu}(z) = \int_E -\log \delta_v(z, w) d\nu(w),
$$
and the energy integral of $\nu$ is

$$
I(\nu) = \int_E p_{\nu}(z) d\nu(z).
$$

The integrals here are Lebesgue integrals; the function $\delta_v(z, w)$ is upper semicontinuous ([2, Proposition 4.1(A)]), so $-\log \delta_v(z, w)$ is lower semicontinuous, and hence Borel measurable relative to the $\sigma$-algebra generated by the Berkovich topology. The capacity of $E$ is

$$
\gamma_v(E) := e^{-\inf_{\nu} I(\nu)}.
$$

If $E$ is compact and $\gamma_v(E) > 0$, there is a unique probability measure $\mu_E$ on $E$ for which $I(\mu_E) = \inf_{\nu} I(\nu)$ [2, Proposition 7.21]. This measure $\mu_E$ is called
the equilibrium measure for $E$. When $E$ is compact, the capacity coincides with the quantity

$$\lim_{n \to \infty} \sup \left\{ \prod_{i \neq j} \delta_v(z_i, z_j)^{1/(n(n-1))} : z_1, \ldots, z_n \in E \right\},$$

which is known as the transfinite diameter of $E$ [2, Theorem 6.24]. For a set $T \subseteq A_1^1$ of $n$ points $z_1, \ldots, z_n$, let

$$d_v(T) := \prod_{i \neq j} \delta_v(z_i, z_j)^{1/(n(n-1))}.$$  

3 Equidistribution and dynamics

Having introduced the key arithmetic and analytic objects used in proving Theorem 1.2, we turn to dynamical considerations.

We fix throughout a degree $d \geq 2$ and $K$ as before, and let $f(z) = z^d + c \in K[z]$. The $n$-th iterate of $f$ will be denoted by $f^n$. For $\alpha \in \mathbb{P}^1(K)$, the forward orbit of $\alpha$ is the set $\{f^n(\alpha)\}_{n=0}^\infty$. A point $\alpha \in \mathbb{P}^1(K)$ is said to be preperiodic if its forward orbit is finite, and periodic if $f^n(\alpha) = \alpha$ for some $n \geq 1$. We say $f(z) = z^d + c \in K[z]$ has bad reduction at $v \in M^0_K$, or alternatively that $v$ is a bad place, if $\lambda_v(c) > 0$. If $v \in M^0_K$ and $\lambda_v(c) = 0$, then we say that $f$ has good reduction at $v$. We introduce a notion measuring the size of a set of bad places for a given $f(z) = z^d + c \in K[z]$.

**Definition** For $0 < \delta < 1$, and $\Sigma \subseteq M^0_K$, a $\delta$-slice of places of $\Sigma$ is a set $S$ of bad places $v \in \Sigma$ of $f$ such that

$$\sum_{v \in S} r_v \lambda_v(c) \geq \delta \sum_{v \in \Sigma} r_v \lambda_v(c).$$

We will make use of the fact that pre-images of disks under polynomials behave nicely in the nonarchimedean setting. Moduli of annuli also transform functorially under covering maps, just as in the archimedean setting.

**Proposition 3.1** [3, Lemma 2.7] Let $v \in M^0_K$, and let $D^- \subseteq C_v$ be an open disk, and let $\phi \in C_v[z]$ be a polynomial of degree $d \geq 1$. Then $\phi^{-1}(D^-)$ is a union $D^-_1 \cup \cdots \cup D^-_m$ of disjoint open disks, with $1 \leq m \leq d$. Moreover, for each $i = 1, \ldots, m$, there is an integer $1 \leq d_i \leq d$ such that every point in $D^-_i$ has exactly $d_i$ pre-images in $D^-_i$, counting multiplicity, and $d_1 + \cdots + d_m = d$. The foregoing also holds with the open disks $D^-, D^-_i$ replaced by closed disks $D, D_i$.  

\[ \text{Springer} \]
Fig. 1  a The equipotential curves of the map $f(z) = z^2 + 2$, at $v = \infty$  b The action of a map $f(z) = f(z) = z^2 - c$ on $\mathbb{A}^1_v$ for $v$ a place of bad reduction not dividing 2. Here $\zeta_{a,r}$ is the Type II point corresponding to $D(a, r)$

The $D^-_i$ in Proposition 3.1 are referred to as the disk components of $\phi^{-1}(D^-)$.

**Proposition 3.2** [1, Corollary 2.6] If $v \in M^0_K$, and $\phi \in \mathbb{C}_v(z)$ is a degree $k$ covering map $\phi : A_1 \to A_2$ of annuli in $\mathbb{C}_v$, then

$$\text{mod}(A_1) = \frac{1}{k}\text{mod}(A_2).$$

We will make key use, throughout this article, of a lemma describing the shape of the filled Julia set for $f$ at places of bad reduction. The lemma says that the description of $K_v$ in terms of $|c|_v$ is uniform across all bad places not dividing $d$. The reader may wish to refer to Fig. 1, which portrays the shape of the filled Julia set for unicritical maps $f(z) \in \mathbb{Q}[z]$ in both the archimedean and nonarchimedean contexts. Figure 1a shows an example at the place $v = \infty$, and Fig. 1b shows a diagram of the analogous action on the Berkovich projective line. (In Fig. 1a, the filled Julia set is contained within the green portion of the image.) The behavior at archimedean places mimics that at the nonarchimedean places, except that the annuli invoked in the proof of Lemma 3.3 are not round. This idea is echoed in the work of DeMarco and Faber in [5,6].

**Lemma 3.3** Let $m \geq 0$, and let $v \in M^0_K$ be such that $v \nmid d$, and $v$ is a place of bad reduction for $f$. Then
\[ f^{-m}(B(0, |c|^{1/d}_v)) = \bigcup_{i=1}^{d^m} B_{m,i} \]

is a union of \(d^m\) distinct closed disks in \(A^1_v\) of radius \(r_m\), where

\[ \log r_m = \left( \frac{1}{d} - m \frac{d - 1}{d} \right) \log |c|_v. \]

Moreover, for any \(0 \leq k \leq m-1\), there are \(d^m-k-d^m-(k+1) = d^m-1-k(d-1)\) disks \(B_{m,j}\) lying at distance \(|c|^\frac{d^m-k-d^m-(k+1)}{d}\) from \(B_{m,i}\).

Proof We first claim that when \(v \not| d\) is a place of bad reduction of \(f\), the greatest splitting potential of \(f\) is \(\frac{1}{d} \lambda_v(c)\). Indeed, \(\text{Disc}(z^d-1) = \pm d^d\), so if \(\zeta_1, \zeta_2\) are \(d\)-th roots of unity, \(v \not| d\) implies \(|\zeta_1 - \zeta_2|_v = 1\). Thus if \(P_1, P_2\) are distinct roots of \(f\), then \(|P_1 - P_2|_v = |c|^{1/d}_v\). It follows from Proposition 3.1 that

\[ f^{-1}(D(0, |c|^{1/d}_v)) = \bigcup_{i=1}^d D(P_i, |c|^{1/d}_v)^-, \]

where \(P_1, \ldots, P_d\) are the \(d\) distinct roots of \(f\). Since \(f^{-1}(D(0, |c|^{1/d}_v)) = D(0, |c|^{1/d}_v)^-\), this proves our claim. We thus see that the fundamental annulus of \(f\) is given by

\[ A_0 = \{|c|^{1/d}_v < |z|_v < |c|_v\}. \]

Since each \(D_i := D(P_i, |c|^{1/d}_v)^-\) maps over \(D(0, |c|^{1/d}_v)^-\) with degree 1, each \(D(P_i, |c|^{1/d}_v)^-\) contains \(d\) open disks \(E_{i,j}, j = 1, \ldots, d\) mapping one-to-one onto the \(D(P_i, |c|^{1/d}_v)^-\) respectively. If \(A_{1,i}\) is the pre-image annulus of \(A_0\) given by

\[ A_{1,i} = D(P_i, |c|^{1/d}_v)^- \setminus (f^{-1}(D(0, |c|^{1/d}_v)) \cap D(P_i, |c|^{1/d}_v)^-), \]

then

\[ \text{mod}(A_{1,i}) = \text{mod}(A_0) = \frac{d-1}{d} \log |c|_v. \]

Hence \(r_1 = |c|^\frac{1}{d} - \frac{d-1}{d} \). For \(1 \leq j_1 < j_2 \leq d\), the disk \(E_{i,j_1}\) lies at distance 
\(|c|^\frac{1}{d} - \frac{d-1}{d} \) from \(E_{i,j_2}\), and for \(1 \leq i_1 < i_2 \leq d\), the disk \(E_{i_1,j_1}\) lies at distance 
\(|c|^{1/d}_v\) from \(E_{i_2,j_2}\). Continuing in this manner, we see that
\[ r_m = \left| c \right|_{v}^{-\frac{m(d-1)}{d}} \]

and that for each disk component \( D_{m,i} \) of \( f^{-m}(D(0, |c|_{v}^{1/d})) \), there are \( d^{m-k} - d^{m-1-k} \) disks \( D_{m,j} \) lying at distance \( \left| c \right|_{v}^{-k \frac{d-1}{d}} \) from \( D_{m,i} \), for \( 0 \leq k \leq m - 1 \). Finally, as observed previously, \([2, \text{Lemma 9.12}]\) implies the corresponding statement for the Berkovich disks corresponding to \( D(0, |c|_{v}^{1/d}) \) and \( D_{m,i} \). \( \square \)

We now make definitions that will be used throughout the remainder of this section. Let \( v \in M_{K}^{0} \) be a place of bad reduction such that \( v \nmid d \). The following objects will depend on \( v \), but as \( v \) is understood, we largely suppress it from the notation. Write

\[ f^{-m}(B(0, |c|_{v}^{1/d})) = \bigcup_{i=1}^{d^m} B_{m,i}(v) = \bigcup_{i=1}^{d^m} B_{m,i} \]

as in Lemma 3.3. For all \( m \geq 1 \), let \( D_{m,1}, \ldots, D_{m,d^m} \) be the classical disks corresponding to \( B_{m,1}, \ldots, B_{m,d^m} \) respectively. For each \( m \geq 2 \), fix an ordering of the \( B_{m,i} \) inductively, so that, for a given \( m \geq 1 \), \( B_{m+1,i} \subseteq B_{m,\lceil \frac{i}{d} \rceil} \). For

\[ \tilde{k} = (k_{2,1}, \ldots, k_{2,d^2}) \in (\mathbb{Q} \cap [0, 1])^{d^2} \text{ with } \sum_{i=1}^{d^2} k_{2,i} = 1, \tag{3} \]

define recursively for each \( m \geq 3 \) a \( d^m \)-tuple

\[ \tilde{k}(m) = (k_{m,1}, \ldots, k_{m,d^m}) \in (\mathbb{Q} \cap [0, 1])^{d^m} \tag{4} \]

such that \( k_{m+1,j} = \frac{1}{d} k_{m,i} \) for all \( (i-1)d + 1 \leq j \leq id \). For \( \tilde{k} = \tilde{k}(2) \) and \( m \geq 2 \), a vector

\[ \tilde{j}(m) = (j_{m,1}, \ldots, j_{m,d^m}) \in (\mathbb{Q} \cap [0, 1])^{d^m} \]

is said to be a refinement of \( \tilde{k} \) if

\[ \sum_{l=(i-1)d^{m-2}+1}^{id^{m-2}} j_{m,l} = k_{2,i} \]

for all \( 1 \leq i \leq d^2 \). The refinement \( \tilde{k}(m) \) defined in (4) is thus the particular case \( j_{m,l_1} = j_{m,l_2} \) for any given \( i \) and \( (i-1)d^{m-2} + 1 \leq l_1, l_2 \leq id^{m-2} \). For \( \tilde{j}(m) = (j_{m,1}, \ldots, j_{m,d^m}) \), let \( \mu \tilde{j}(m) \) be the unique probability measure \( \nu \).
on $\mathcal{E}_m := f^{-m}(B(0, |c|_v^{1/d}))$ such that $\nu(B_{m,i}) = j_{m,i}$, and $\nu|_{B_{m,i}}$ is a scalar multiple of the equilibrium measure on $B_{m,i}$ for all $1 \leq i \leq \bar{d}^m$. Let

$$
\gamma_{\tilde{j}(m)}(\mathcal{E}_m) := \exp(-I(\mu_{\tilde{j}(m)})).
$$

Note that the equilibrium measure on $B_{m,i}$ is the Dirac measure at the Type II point $\zeta_{m,i}$ in $A_1^v$ corresponding to $D_{m,i}$. Thus

$$
\mu_{\tilde{j}(m)} = \sum_{i=1}^{\bar{d}^m} j_{m,i} \delta_{\zeta_{m,i}}, \quad (5)
$$

where $\delta_{\zeta_{m,i}}$ is the Dirac measure at $\zeta_{m,i}$.

For $\bar{k} = (k_{2,1}, \ldots, k_{2,d^2}) \in (\mathbb{Q} \cap [0, 1])^{d^2}$ with $\sum_{i=1}^{d^2} k_{2,i} = 1$, and $\tilde{k}(m) = (k_{2,1}, \ldots, k_{2,d^2}) \in (\mathbb{Q} \cap [0, 1])^{d^2}$ with $\sum_{i=1}^{d^2} k_{2,i} = 1$, and let $\{\tilde{k}(m)\}^{\infty}_{m=2}$ as in (4), define $I(\mu_{\tilde{k}})$ as

$$
I(\mu_{\tilde{k}}) = \lim_{m \to \infty} I(\mu_{\tilde{k}(m}}). \quad (6)
$$

(Proposition 3.4 will imply this limit exists.) Let

$$
\gamma(\mu_{\tilde{k}}) = \exp(-I(\mu_{\tilde{k}})).
$$

We say a set of $n$ elements in $K_v$ is $\tilde{k}$-distributed if there are $k_i n$ elements in each disk component $B_{2,i}$. Similarly, for $m \geq 2$ and $\tilde{j}(m)$ a refinement of $\tilde{k}$, we say $T \subseteq \mathcal{E}_m$ of cardinality $n$ is $\tilde{j}(m)$-distributed if there are $j_{m,i} n$ elements of $T$ in $B_{m,i}$ for all $i$.

**Proposition 3.4** Let $\nu \in M^0_K$ be a place of bad reduction for $f$ not dividing $d$. Let $\bar{k} = (k_{2,1}, \ldots, k_{2,d^2}) \in (\mathbb{Q} \cap [0, 1])^{d^2}$, with $\sum_{i=1}^{d^2} k_{2,i} = 1$, and let $\{\tilde{k}(m)\}^{\infty}_{m=2}$ be as in (4). Then for each $m \geq 2$,

$$
\log \gamma_{\tilde{k}(m)}(\mathcal{E}_m) - \log \gamma_{\tilde{k}(m+1)}(\mathcal{E}_{m+1}) = \left(\frac{1}{d^{m+1}} - \frac{1}{d^{m+2}}\right) \lambda_v(c).
$$

**Proof** We have $B_{m+1,j} \subseteq B_{m,i}$ for $(i-1)d + 1 \leq j \leq id$. Write

$$
\mathcal{W}_{m+1,i} = \bigcup_{j=(i-1)d+1}^{id} B_{m+1,j}.
$$
For $i = 1, \ldots, d^m$, let $z_i$ be the Type II point in $A_v^1$ corresponding to a disk $D_{m+1,j} \subseteq D_{m,i}$ (so that for each $i$, there are $d$ possible choices of $z_i$). Then

$$p_{\mu_{\vec{k}(m+1)}}(z_i) = -k_{m,i} \log \gamma_v(\mathcal{W}_{m+1,i}) - \log \left( \prod_{j \neq i} \delta_v(z_j, z_i)^{k_{m,j}} \right),$$

independently of the choice of $z_i$. Therefore

$$\log \gamma_{\vec{k}(m+1)}(\mathcal{E}_{m+1}) = \sum_{i=1}^{d^m} \left[ k_{m,i} \log \gamma_v(\mathcal{W}_{m+1,i}) + \log \prod_{j \neq i} \delta_v(z_j, z_i)^{k_{m,j}} \right].$$

On the other hand,

$$\log \gamma_{\vec{k}(m)}(\mathcal{E}_m) = \sum_{i=1}^{d^m} \left[ k_{m,i} \log \gamma_v(\mathcal{B}_{m,i}) + \log \prod_{j \neq i} \delta_v(z_j, z_i)^{k_{m,j}} \right].$$

Hence

$$\log \gamma_{\vec{k}(m)}(\mathcal{E}_m) - \log \gamma_{\vec{k}(m+1)}(\mathcal{E}_{m+1}) = \sum_{i=1}^{d^m} k_{m,i} \left[ \log \gamma_v(\mathcal{B}_{m,i}) - \log \gamma_v(\mathcal{W}_{m+1,i}) \right].$$

As $\sum_{i=1}^{d^m} k_{m,i} = 1$, and the self-similarity of $\mathcal{K}_v$ means that

$$\log \gamma_v(\mathcal{B}_{m,i}) - \log \gamma_v(\mathcal{W}_{m+1,i})$$

is constant for all $i$, this yields

$$\log \gamma_{\vec{k}(m)}(\mathcal{E}_m) - \log \gamma_{\vec{k}(m+1)}(\mathcal{E}_{m+1}) = R_m,$$

where $R_m$ is a constant independent of $\vec{k}$, depending only on $m$ and $v$. Since we know from [7, Theorem 1.2] and [2, Corollary 6.26] that

$$R_m = \left( \frac{1}{d^{m+1}} - \frac{1}{d^{m+2}} \right) \log |c|_v$$

when $\{\vec{k}(m)\}_{m=2}^{\infty} = \{(1/d^m, \ldots, 1/d^m)\}_{m=2}^{\infty}$, the proposition follows. \qed
We now show that given any sufficiently large \( n \) and a set \( T \) of \( n \) points in \( \mathcal{K}_v \), and \( \kappa \) such that \( T \) is \( \kappa \)-distributed, \( d_v(T) \) cannot be much larger than \( \gamma(\mu_{\kappa}) \).

The requisite “sufficiently large” \( n \) is uniform with respect to both \( \kappa \) and \( v \in M_0^0 \setminus \{v \mid d\} \). Lemma 3.6 deals with the particular case \( \kappa = (1/d^2, \ldots, 1/d^2) \), \( \mu_{\kappa} = \mu_{\mathcal{K}_v} \), leaving only the uniformity in \( v \).

**Lemma 3.5** Let \( v \in M_0^0 \) be a place of bad reduction for \( f \) not dividing \( d \). Let \( \kappa = (k_2, 1, \ldots, k_2, d^2) \) be as in (3). Let \( \epsilon > 0 \). There exists an \( N = N(\epsilon) \), independent of \( \kappa \) and \( v \nmid d \), such that for any \( \kappa \)-distributed set \( T \subseteq \mathcal{K}_v \) of order \( n \geq N \), we have

\[
\prod_{z_i \in T} \delta_v(z_i, w)^{1/(n-1)} \leq \gamma(\mu_{\kappa}) |c|^\epsilon_v
\]

for any fixed \( w \in T \). In particular,

\[
d_v(T) \leq \gamma(\mu_{\kappa}) |c|^\epsilon_v.
\]

**Proof** Let \( \epsilon' > 0 \), let \( m \geq 2 \), and fix \( \kappa = \kappa(2) \). Let \( \tilde{j}(m) = (j_m, 1, \ldots, j_m, d^m) \) be a refinement of \( \kappa(2) \). We claim that there is an \( N = N(\epsilon', m) \) such that if \( T \subseteq \mathcal{E}_m \) is a set of \( n \geq N \) elements \( z_1, \ldots, z_n \in \mathcal{E}_m \), and \( T \) is \( \tilde{j}(m) \)-distributed, then

\[
d_v(T) \leq |c|^\epsilon_v \gamma_{\tilde{j}(m)}(\mathcal{E}_m).
\]  

Indeed, suppose \( T \subseteq \mathcal{E}_m \) is \( \tilde{j}(m) \)-distributed, and let \( r_m \) be as in Lemma 3.3. By the description of \( \mu_{\tilde{j}(m)} \) given in (5), we have that for any \( w \in T \cap B_{m,1} \),

\[
\exp(-p_{\mu_{\tilde{j}(m)}}(w)) \geq \left( \prod_{z_i \in T} \delta_v(z_i, w)^{1/(n-1)} \right) \left( \frac{1}{r_m} \right)^{(j_m)m-1} \left( r_m \right)^{j_m}\frac{1}{n-1}.
\]

\[
= \left( \prod_{z_i \in T} \delta_v(z_i, w)^{1/(n-1)} \right) \left( r_m \right)^{j_m}\frac{1}{n-1}.
\]

\[
\geq \left( \prod_{z_i \in T} \delta_v(z_i, w)^{1/(n-1)} \right) \left( r_m \right)^{1/j_m}\frac{1}{n-1}.
\]
where the final inequality follows from the fact that \( r_m < 1 \). It follows from the description of \( r_m \) in Lemma 3.3 that given an \( \epsilon' > 0 \), there is an \( N = N(\epsilon', m) \) such that if \( |T| \geq N \), then

\[
|c_v^{-\epsilon'} \prod_{z_i \in T, z_i \neq w} \delta_v(z_i, w)^{1/(n-1)} \leq \gamma_{\tilde{j}(m)}(E_m),
\]

for an \( \epsilon' > 0 \) independent of \( v \) and \( \tilde{j}(m) \) (as well as the \( \tilde{k} \) of which \( j(m) \) is a refinement). This proves the claim.

Let \( \tilde{k}(m) \) be as in (4). Then by symmetry and the uniqueness of the equilibrium measure on each \( B_{2,i} \cap E_m \), we have

\[
\gamma_{\tilde{j}(m)}(E_m) \leq \gamma_{\tilde{k}(m)}(E_m)
\]

for any refinement \( \tilde{j}(m) \) of \( \tilde{k} \). The lemma then follows from Proposition 3.4 combined with (7) and (8).

An important special case of Lemma 3.5 is the case \( \tilde{k}(2) = (1/d^2, \ldots, 1/d^2) \). We record it here for future reference.

**Lemma 3.6** Let \( v \in M_0^0 \) be a place of bad reduction for \( f \) not dividing \( d \). There is an integer \( N = N(\epsilon) \), independent of \( v \), such that any set \( T \) of \( n \geq N \) points in \( K_v \) has

\[
\log \prod_{z_i \in T, z_i \neq w} \delta_v(z_i, w)^{1/(n-1)} \leq \epsilon \lambda_v(c)
\]

for any \( w \in T \), and thus,

\[
\log d_v(T) \leq \epsilon \lambda_v(c).
\]

**Proof** The statement is clear when \( v \in M_0^0 \) is a place of good reduction. Let \( v \nmid d \) be a place of bad reduction, and let \( \tilde{k} = (1/d^2, \ldots, 1/d^2) \) be as in (3). By [7, Theorem 1.2] and [2, Corollary 6.26], we have \( \gamma(\mu_{\tilde{k}}) = 1 \). Moreover, Proposition 3.4 implies that \( \gamma(\mu_{\tilde{k}}') \leq \gamma(\mu_{\tilde{k}}) \) for any other \( \tilde{k}' = (k_2,1, \ldots, k_2,d^2) \) as in (3). Lemma 3.5 thus completes the proof.

**Proposition 3.7** Let \( \epsilon_1 > 0 \), and let \( v \in M_0^0 \) be a place of bad reduction for \( f \) such that \( v \nmid d \). Write

\[
E_2 = f^{-2}(B(0, |c|^{1/d})) = \bigcup_{i=1}^{d^2} B_{2,i},
\]

\( \square \) Springer
where each \( B_{2,i} \) is a closed disk in \( A^1_v \) about a root of \( f^2 \). Let \( T \subseteq K_v \), with \( |T| = n \). For each \( 1 \leq i \leq d^2 \), let \( b_i = |T \cap B_{2,i}| \). There exist an \( \epsilon_2 = \epsilon_2(\epsilon_1) > 0 \) and an \( N = N(\epsilon_1) \), independent of \( v \), such that if \( n \geq N \) and some \( b_i \) fails to satisfy

\[
\frac{1 - \epsilon_1}{d^2} n < b_i < \frac{1 + \epsilon_1}{d^2} n,
\]

then \( d_v(T) \leq |c|^{-\epsilon_2} \).

**Proof** Without loss of generality, suppose \( \epsilon_1 \in \mathbb{Q} \). Suppose first that there is some \( 1 \leq i \leq d^2 \) such that \( b_i < \frac{1 - \epsilon_1}{d^2} n \). Let \( M \) be the set of \( d^2 \)-tuples \( \vec{k}(2) \) as in (4) such that either \( k_{2,i} \leq \frac{1 - \epsilon_1}{d^2} n \) for some \( 1 \leq i \leq d^2 \), or \( k_{2,i} \geq \frac{1 + \epsilon_1}{d^2} n \) for some \( 1 \leq i \leq d^2 \). Then \( M \) is compact. The function \( I(\mu_{\vec{k}}) : M \to \mathbb{R} \) defined in (6) is clearly continuous. It therefore attains a minimum on the compact set \( M \). Suppose this occurs at \( \vec{k}_0 \).

Viewed as Borel measures on \( E_2 \), each sequence \( \{\mu_{\vec{k}(m)}\} \) must have a subsequence \( \mu_{\vec{k}(m)} \) that is weak*-convergent on \( E_2 \), by [2, Theorem A.10]. Denote the limit by \( \mu^*_{\vec{k}} \). It is clear that \( \text{supp}(\mu^*_{\vec{k}}) \subseteq K_v \). We want to show:

**Claim** For each \( \vec{k} = \vec{k}(2) \),

\[
\mathcal{I}(\mu_{\vec{k}}) = I(\mu^*_{\vec{k}}).
\]

Assuming this claim, it follows from Proposition 3.4 that

\[
\exp(-I(\mu^*_{k_0})) = \gamma(\mu_{\vec{k}_0}) = |c|^{-\epsilon'}
\]

for some \( \epsilon' = \epsilon'(\epsilon_1) \). By [2, Theorem 10.91(D)], we have \( \gamma_v(K_v) = 1 \); thus,

\[
\exp(-I(\mu^*_{\vec{k}})) \leq \exp(-I(\mu^*_{k_0})) < \gamma_v(K_v) = 1,
\]

where the second inequality follows from the uniqueness of the equilibrium measure on \( K_v \). The proof of the claim is then exactly parallel to that of [2, Corollary 6.9].

**Proof of claim** It suffices to show that

\[
\mathcal{I}(\mu_{\vec{k}}) \geq I(\mu^*_{\vec{k}}).
\]

As it is easily seen that

\[
I(\mu_{\vec{k}(m)}) \leq I(\mu^*_{\vec{k}})
\]
for all \( m \geq 2 \), the desired claim will then follow immediately.

Let \( C(\mathcal{E}_2 \times \mathcal{E}_2) \) denote the space of continuous real-valued functions on \( \mathcal{E}_2 \times \mathcal{E}_2 \). Since \( \mathcal{E}_2 \) is a compact subset of \( A_1^1 \), we know that \(- \log \delta_v(x, y)\) is bounded below on \( \mathcal{E}_2 \times \mathcal{E}_2 \) by some constant \(-M\). By [2, Proposition A.3], for any probability measure \( \mu \) on \( \mathcal{E}_2 \), we thus have

\[
I(\mu) = \sup_{g \in C(\mathcal{E}_2 \times \mathcal{E}_2)} \int \int_{\mathcal{E}_2 \times \mathcal{E}_2} g(x, y) d\mu(x) d\mu(y). 
\]

By [2, Lemma 6.5], for each \( g \in C(\mathcal{E}_2 \times \mathcal{E}_2) \),

\[
\int \int_{\mathcal{E}_2 \times \mathcal{E}_2} g(x, y) d\mu_k^x(x) d\mu_k^x(y) = \lim_{l \to \infty} \int \int_{\mathcal{E}_2 \times \mathcal{E}_2} g(x, y) d\mu_{k_l}(x) d\mu_{k_l}(y). 
\]

When \( g(x, y) \leq - \log \delta_v(x, y) \) on \( \mathcal{E}_2 \times \mathcal{E}_2 \), for each \( m_l \) we have

\[
\int \int_{\mathcal{E}_2 \times \mathcal{E}_2} g(x, y) d\mu_{k_l}(x) d\mu_{k_l}(y) \leq I(\mu_{k_l}).
\]

It follows that for any such \( g \),

\[
\lim_{l \to \infty} I(\mu_{k_l})(\mathcal{E}_{m_l}) \geq \lim_{l \to \infty} \int \int_{\mathcal{E}_2 \times \mathcal{E}_2} g(x, y) d\mu_{k_l}(x) d\mu_{k_l}(y) \]

\[
= \int \int_{\mathcal{K}_v \times \mathcal{K}_v} g(x, y) d\mu_k^x(x) d\mu_k^x(y). 
\]

Taking the supremum over all such \( g \in C(\mathcal{E}_2 \times \mathcal{E}_2) \) yields

\[
\lim_{l \to \infty} I(\mu_{k_l})(\mathcal{E}_{m_l}) \geq \sup_g \int \int_{\mathcal{K}_v \times \mathcal{K}_v} g(x, y) d\mu_k^x(x) d\mu_k^x(y) = I(\mu_k^x)
\]

as claimed.

From Lemma 3.5 and the above claim, we know that there is an \( N = N(\epsilon') \) such that if \( |T| = n \geq N \) is \( \tilde{k} \)-distributed, then

\[
d_v(T) \leq \gamma(\mu_k^x)|c|^{\epsilon'/2} = \exp(-I(\mu_k^x))|c|^{\epsilon'/2}. \tag{10}
\]

As, by (9) and the observation immediately succeeding it,

\[
\exp(-I(\mu_k^x)) \leq \exp(-I(\mu_{k_0}^x)) = |c|^{-\epsilon'} \tag{11}
\]
for $\epsilon' = \epsilon'(\epsilon_1) > 0$, the proof is then completed by taking $\epsilon_2 = \epsilon'/2$ and combining (10) and (11).

**Definition** For $v \in M^0_K$ not dividing $d$ a place of bad reduction for $f$, $\epsilon > 0$, and a finite set $T \subseteq \mathcal{K}_v$ of cardinality $n$, we say that $T$ is $\epsilon$-equidistributed (at $v$) if there are $b_i$ elements of $T$ in each $B_{2,i}$, where $b_i$ satisfies

$$\frac{1 - \epsilon}{d^2}n < b_i < \frac{1 + \epsilon}{d^2}n.$$ 

From Lemma 3.6 and Proposition 3.7, we obtain a global quantitative equidistribution statement: given $\epsilon > 0$, any sufficiently large set of $K$-rational preperiodic points of $f$ is $\epsilon$-equidistributed at “most” places of bad reduction.

**Corollary 3.8** (Global quantitative equidistribution) Let $\epsilon > 0$, and let $0 < \delta < 1$. There is an $N = N(\epsilon, \delta)$ such that if $T$ is a set of $K$-rational preperiodic points of $f$ with $|T| \geq N$, then there is a $\delta$-slice $S$ of bad places of $M^0_K \{v \mid d\}$ such that for each $v \in S$, the set $T$ is $\epsilon$-equidistributed at $v$.

**Remark** If there are no bad places in $M^0_K \{v \mid d\}$, then the empty set constitutes a $\delta$-slice of bad places of $M^0_K \{v \mid d\}$.

**Proof of Corollary 3.8** By Proposition 4.1, it will suffice to show that there are real numbers $0 < \xi(\epsilon, \delta) < 1$ and $N(\epsilon, \delta)$ such that if $h(c) > 0$,

$$\sum_{v \in M^0_K \{v \mid d\}} r_v \lambda_v(c) \geq (1 - \xi)h(c),$$

and $T$ is a set of $K$-rational preperiodic points of $f$ with $|T| \geq N$, then there is an $\delta$-slice $S$ of bad places of $M^0_K \{v \mid d\}$ such that for each $v \in S$, the set $T$ is $\epsilon$-equidistributed at $v$.

Let $T$ be a set of $K$-rational preperiodic points of $f$, with $|T| = n$. Let $S_1$ be the set of places of bad reduction for $f$ not dividing $d$ at which $T$ is $\epsilon$-equidistributed, and let $S_2$ be the set of places of bad reduction for $f$ not dividing $d$ at which $T$ fails to be $\epsilon$-equidistributed. Suppose that

$$\sum_{v \in S_1} r_v \lambda_v(c) \leq \delta_0 \sum_{v \in M^0_K \{v \mid d\}} r_v \lambda_v(c)$$

for $\delta_0 < \delta$. We will show that this leads to a contradiction when $n$ is sufficiently large. Let $0 < \xi \leq 1$ be such that

$$\sum_{v \in M^0_K \{v \mid d\}} r_v \lambda_v(c) \geq (1 - \xi)h(c).$$
For $v \in M_K^\infty \cup \{v \mid d\}$, [13, Lemmas 3 and 6] yields
\[
\log d_v(T) \leq \frac{1}{d} \lambda_v(c) + \log 4.
\]

Thus, when $h(c) \gg \xi$, we have
\[
\sum_{M_K^\infty \cup \{v \mid d\}} r_v \log d_v(T) \leq \frac{2 \xi}{d} \sum_{v \in M_K^0 \setminus \{v \mid d\}} r_v \lambda_v(c). \tag{12}
\]

Let $\epsilon_1 > 0$. By Lemma 3.6, there is an $N_1 = N_1(\epsilon_1)$ such that if $n \geq N_1$, then $d_v(T) \leq |c|_v^{-\epsilon_1}$ for any $v \in M_K^0 \setminus \{v \mid d\}$. Assume that $n \geq N_1$, and $h(c) \gg \xi$, so that (12) holds. Then
\[
\sum_{M_K^\infty \cup \{v \mid d\}} r_v \log d_v(T) + \sum_{v \in S_2} r_v \log d_v(T)
\leq \left( \frac{2 \xi}{d} + \epsilon_1 \delta_0 \right) \sum_{v \in M_K^0 \setminus \{v \mid d\}} r_v \lambda_v(c). \tag{13}
\]

Moreover, by Proposition 3.7, there is an $\epsilon_2(\epsilon) > 0$ and an $N_2(\epsilon)$ such that if $n \geq N_2$ and $T$ fails to be $\epsilon$-equidistributed at some $v \in M_K^0 \setminus \{v \mid d\}$, then $d_v(T) \leq |c|_v^{-\epsilon_2}$. Suppose $n \geq \max\{N_1, N_2\}$. Then
\[
\sum_{v \in S_2} r_v \log d_v(T) \leq -\epsilon_2 \sum_{v \in S_2} r_v \lambda_v(c)
\leq -\epsilon_2 (1 - \delta_0) \sum_{v \in M_K^0 \setminus \{v \mid d\}} r_v \lambda_v(c). \tag{14}
\]

Observing that for $v \in M_K^0$ a place of good reduction, $\log d_v(T) \leq 0$, combining (13) and (14) yields
\[
\sum_{v \in M_K} r_v \log d_v(T) \leq \left( \frac{2 \xi}{d} + \epsilon_1 \delta_0 - \epsilon_2 (1 - \delta_0) \right) \sum_{v \in M_K^0 \setminus \{v \mid d\}} r_v \lambda_v(c).
\]

If $\epsilon_1$, $\xi$ are chosen to be sufficiently small (depending on $\delta_0$ and $\epsilon_2$), then the right-hand side is strictly less than zero, contradicting the product formula. Since $\delta_0 < \delta$, this proves the desired claim. \qed
4 An easier case of uniformity

This section is devoted to proving that uniform boundedness holds across any family of polynomials having a subset of places of bad reduction of \( f \) contributing at least some fixed proportion to \( h(c) \). From this fact, one sees that the difficulty in proving Theorem 1.2 lies in dealing with parameters \( c \) for which the height contribution from each prime \( p \) with \( v_p(c) < 0 \) is arbitrarily small. In the proof of Theorem 1.2, we will need to assume the height contribution is relatively small at the archimedean places, and at the places dividing \( d \). Proposition 4.1 suffices to handle maps for which this does not hold. It is latent in the proofs of [3, Main Theorem], [13, Theorem 1], and [14, Theorem 1.2] (which in turn are evocative of Lemmas 3 and 4 of [21]).

**Proposition 4.1** Fix \( K \) and \( d \geq 2 \), let \( f(z) = z^d + c \in K[z] \), and let \( \xi > 0 \). Let \( s \) be a positive integer, and let \( S \) be any nonempty set of places of \( K \) with \( |S| \leq s \). If \( K \) is a function field, assume \( h(c) > 0 \). There is an \( N = N(\xi, s) \) such that if \( f \) satisfies

\[
\sum_{v \in S} r_v \lambda_v(c) \geq \xi h(c),
\]

then there are at most \( N \) preperiodic points of \( f \) contained in \( K \).

For a real number \( \eta \), let \((\eta)_K = \eta \) if \( K \) is a number field, and let \((\eta)_K = 0 \) if \( K \) is a function field. Let \( 2_v = 2 \) if \( v \in M_K^\infty \), and let \( 2_v = 1 \) otherwise. In our proof of Proposition 4.1, we will use a result governing the distance between a point of low local canonical height and the nearest root of \( f^3 \).

**Proposition 4.2** [14, Proofs of Corollary 3.4, Proposition 4.3] Let \( f(z) = z^d + c \in K[z] \) with \( d \geq 2 \), and let \( v \in M_K \). Let \( \alpha \in \mathbb{C}_v \). There is a constant \( \eta \) depending only on \( d \) such that \( \alpha \in D(0, 2_v |c|^1/d) \) implies that every \( y \in f^{-3}(\alpha) \) satisfies

\[
\min_{\beta \in f^{-3}(0)} \log |y - \beta|_v \leq \left( \frac{3}{d} - 2 \right) \lambda_v(c) + (\eta)_K.
\]

**Proof of Proposition 4.1** Suppose \( f \) satisfies

\[
\sum_{v \in S} r_v \lambda_v(c) \geq \xi h(c)
\]

for some nonempty set \( S \) of places of \( K \) with \( |S| \leq s \). We must have

\[
r_{v_0} \lambda_{v_0}(c) \geq \frac{\xi}{s} h(c)
\]
for some \( v_0 \in S \). Let \( S_0 = M_K^\infty \cup \{v \mid d\} \cup \{v_0\} \), with \(|S_0| = s_0\). Then a fortiori,

\[
\sum_{v \in S_0} r_v \lambda_v(c) \geq \frac{\xi}{s} h(c).
\]

(15)

Let \( \epsilon > 0 \), and let \( T \) be the set of \( K \)-rational preperiodic points of \( f \), with \(|T| = n\). Let \( T' \subseteq T \) be such that for each \( v \in S_0 \), \( T' \) is contained in a single disk of radius at most \( \varepsilon(\eta)K^{\frac{3}{d} - 2} \) in \( \mathbb{C}_v \). Proposition 4.2 and the pigeonhole principle imply that if \( n \gg s_0 \), then there exists such a nonempty \( T' \) satisfying \(|T'| \geq n/d^{3s_0}\). By Lemma 3.6, there is an \( N = N(\epsilon) \) such that if \(|T'| \geq N\), then

\[
d_v(T') \leq |c|_v^\epsilon
\]

for all \( v \in M_K \setminus S_0 \). This yields

\[
\sum_{v \in M_K} r_v \log d_v(T') \leq \sum_{v \in S_0} \left( \left( \frac{3}{d} - 2 \right) r_v \lambda_v(c) + (\eta)_K \right) + \sum_{v \in M_K \setminus S_0} r_v \epsilon \lambda_v(c).
\]

(16)

Suppose \( K \) is a number field. If \( \epsilon \) is chosen to be sufficiently small, and \( h(c) \gg \xi, s, s_0, \epsilon, 1 \), then (15) and (16) give

\[
\sum_{v \in M_K} r_v \log d_v(T') \leq \sum_{v \in S_0} \left( \left( \frac{3}{d} - 2 \right) r_v \lambda_v(c) + \eta \right) + \sum_{v \in M_K \setminus S_0} r_v \epsilon \lambda_v(c)
\]

\[
\leq \left( \frac{3}{d} - 2 + \epsilon \right) \frac{\xi}{s} h(c) + \sum_{v \in M_K \setminus S_0} r_v \epsilon \lambda_v(c)
\]

\[
\leq \left( \frac{3}{d} - 2 + \epsilon \right) \frac{\xi}{s} h(c) + \left( 1 - \frac{\xi}{s} \right) \epsilon h(c)
\]

\[
< 0,
\]

contradicting the product formula. Northcott’s Theorem then accounts for the finitely many remaining values of \( c \in K \). If \( K \) is a function field, then \( S_0 = \{v_0\} \) and so (16) becomes

\[
\sum_{v \in M_K} r_v \log d_v(T') \leq \left( \frac{3}{d} - 2 \right) r_{v_0} \lambda_{v_0}(c) + \sum_{v \neq v_0 \in M_K} r_v \epsilon \lambda_v(c)
\]

(17)

\[
\leq \left( \frac{3}{d} - 2 \right) \frac{\xi}{s} h(c) + \left( 1 - \frac{\xi}{s} \right) \epsilon h(c).
\]
Since \( h(c) > 0 \) by assumption, the right-hand side of (17) is strictly less than 0 when \( \epsilon \) is sufficiently small, contradicting the product formula. The proof is completed by noting that \(|T'| \geq N = N(\epsilon)\) when \( n \gg s_0, \epsilon \). \( \square \)

5 Adelic properties of differences of preperiodic points

Throughout this section, we fix \( K \) and \( d \geq 2 \), and let \( f(z) = z^d + c \in K[z] \). Our goal is to show that when \( f \) has a large number of \( K \)-rational preperiodic points, elements of the form \( p_i - p_j \) for preperiodic \( p_i, p_j \in K \) typically have their prime support mostly contained within the set of places of bad reduction. This can be viewed as a dynamical analogue of what one observes in the setting of groups, where roots of unity, as well as torsion points on elliptic curves, stay distinct modulo primes of good reduction not dividing their orders. We also remark that this phenomenon can be shown more easily in the case of periodic points, by leveraging for example [17, Theorem 6.3] or [19, Lemma 1] in conjunction with Lemma 3.6.

Corollary 5.2 is formulated in terms of how well behaved the differences of preperiodic points must be for our purposes in the proof of Theorem 1.2. In particular, the numbers 1/600 and 1/800, which we employ for concreteness, may each be replaced by any other positive real numbers.

Proposition 5.1 Let \( \epsilon > 0 \). Let \( S_1 \) be the set of places of bad reduction for \( f \) not dividing \( d \). Fix \( p_1 \in K \) a preperiodic point of \( f \), and suppose

\[
T := \{ p_j - p_1 : p_j \in K \text{ a preperiodic point of } f \}
\]

has cardinality \( n \). There is an integer \( N = N(\epsilon) \) such that if \( n \geq N \), then at least \((1 - \epsilon)n\) elements \( a_j \in T \) satisfy

\[
\sum_{v \in S_1} r_v \log |a_j|_v \leq \frac{1}{800} h(c).
\] (18)

Proof Let \( \epsilon > 0 \). Note that if \( h(c) = 0 \), then \( S_1 \) is empty and the conclusion holds trivially. It thus suffices by Proposition 4.1 to show that there exist real numbers \( 1 > \xi = \xi(\epsilon) > 0 \) and \( N = N(\epsilon) \), such that if \( n \geq N \), \( h(c) > 0 \), and

\[
\sum_{v \in \mathbb{M}_K^\infty \cup \{ v|d \}} r_v \lambda_v(c) \leq \xi h(c),
\]
then at least \((1 - \epsilon)n\) elements \(a_j \in T\) satisfy (18). Suppose \(f(z) = z^d + c \in K[z]\) has the property that

\[
\sum_{v \in M_{K_1}^\infty \cup \{v|d\}} r_v \lambda_v(c) \leq \xi h(c)
\]

for some \(1 > \xi > 0\). By Lemma 3.6, there is an \(N = N(\epsilon)\) such that if \(n \geq N\) and \(v \in S_1\), then

\[
\frac{1}{n} \sum_{a_j \in T} \log |a_j|_v \leq \frac{\epsilon}{900} \lambda_v(c),
\]

and hence

\[
\frac{1}{n} \sum_{a_j \in T} \sum_{v \in S_1} r_v \log |a_j|_v \leq \frac{\epsilon}{900} \sum_{v \in S_1} r_v \lambda_v(c).
\]  \hspace{1cm} (19)

Assume \(n \geq N\). On the other hand, we also claim that for any \(a_j \in T\),

\[
\sum_{v \in S_1} r_v \log |a_j|_v \geq -\log 4 - \frac{\xi}{d} h(c).
\]  \hspace{1cm} (20)

Indeed,

\[
\sum_{v \in M_{K_1}^\infty \cup \{v|d\}} r_v \lambda_v(c) \leq \xi h(c),
\]

so

\[
\sum_{v \in M_{K_1}^\infty \cup \{v|d\}} r_v \log |a_j|_v \leq \sum_{v \in M_{K_1}^\infty \cup \{v|d\}} r_v \left(\frac{1}{d} \lambda_v(c) + \log 4\right) \leq \log 4 + \frac{\xi}{d} h(c).
\]

From (20), one sees that if \(h(c) \gg \xi 1\), then

\[
\sum_{v \in S_1} r_v \log |a_j|_v \geq -\xi h(c).
\]  \hspace{1cm} (21)

It follows that if \(\xi\) is sufficiently small, then at least \((1 - \epsilon)n\) of the elements \(a_j \in T\) must satisfy

\[
\sum_{v \in S_1} r_v \log |a_j|_v \leq \frac{1}{800} \sum_{v \in S_1} r_v \lambda_v(c);
\]
otherwise, by (21), we see that for all $h(c) \gg \xi$, we have

$$
\frac{1}{n} \sum_{a_j \in T} \sum_{v \in S_1} r_v \log |a_j|_v > \sum_{v \in S_1} r_v \lambda_v(c) \left( \frac{\epsilon}{800} - \xi(1 - \epsilon) \right) > \frac{\epsilon}{900} \sum_{v \in S_1} r_v \lambda_v(c),
$$

contradicting (19) assuming $\xi$ is sufficiently small.

Let $S_{2,1}$ be the set of places of good reduction for $f$, and let $S_{2,2} = M_{\infty}^K \cup \{v \mid d \}$.

**Definition** We say that $a \in K^*$ is adelically good if

$$
\sum_{p \in S_{2,1}} v_p(a) N_p \leq \frac{1}{600} h(c),
$$

and

$$
\sum_{v \in S_{2,2}} r_v \log |a|_v \geq -\frac{1}{800} h(c). \quad (22)
$$

By the product formula, Proposition 5.1 immediately implies:

**Corollary 5.2** Let $\epsilon > 0$. Fix $p_1 \in K$ a preperiodic point of $f$, and suppose

$$
T := \{p_j - p_1 : p_j \in K \text{ is a preperiodic point of } f\}
$$

has cardinality $n$. There is an integer $N = N(\epsilon)$ such that if $n \geq N$, then at least $(1 - \epsilon)n$ elements of $T$ are adelically good.

6 The quadratic case

Let $K$ be a number field or a one-dimensional function field of characteristic zero. We will be applying Conjecture 2.1 to 6-tuples formed using a fixed preperiodic point $p_1 \in K$ of $f(z) = z^2 + c \in K[z]$, as well as four other hypothetical $K$-rational preperiodic points $p_2, \ldots, p_5$ of $f$. We will refer to these tuples as hexagons, as illustrated in Fig. 2.

**Definition** Let $p_1 \in K$ be preperiodic under $f(z) = z^2 + c \in K[z]$. A hexagon with basepoint $p_1$ is an element

$$
w = (x_0, x_1, x_2, x_3, x_4, x_5) \in K^6
$$

such that $x_0 = p_2 - p_1, x_1 = p_1 - p_3, x_2 = -p_1 - p_4, x_3 = p_5 + p_1, x_4 = p_3 - p_5,$ and $x_5 = p_4 - p_2$ for $K$-rational preperiodic points $p_2, p_3, p_4, p_5$ of $f$. 
The idea behind the proof of Theorem 1.2 in the quadratic case can be outlined as follows. The global quantitative equidistribution theorem (Corollary 3.8) stipulates that any large set $T$ of $K$-rational preperiodic points must be $\epsilon$-equidistributed at most places of bad reduction for $f$. Fixing a bad place $v \in M_K^0 \setminus \{v \mid 2\}$ where $\epsilon$-equidistribution is achieved, at least $(\frac{1}{2} - \epsilon)|T|$ of the elements of the form $p_i - p_j$ for $p_i, p_j \in T$ satisfy $|p_i - p_j|_v = |c|_v^{1/2}$. By the same token, if we fix $p_1 \in T$, and then choose $(p_2, p_3, p_4, p_5) \in T^4$, one observes that at least $(\frac{1}{2} - \epsilon)^4|T|^4$ of the possible choices of $(p_2, p_3, p_4, p_5) \in T^4$ have the property that

$$|p_2 - p_1|_v = |p_3 - p_1|_v = |p_4 + p_1|_v = |p_5 + p_1|_v = |c|_v^{1/2}. \quad (23)$$

Moreover, (23) holds if and only if the hexagon induced by this point is equilateral with all sides having length $|c|_v^{1/2}$. We thus see that when $\epsilon$ is small, roughly 1 in 16 of the possible hexagons have this property.

Transposing this idea of the distribution of side lengths of hexagons at a given place, to the distribution of the side lengths for a fixed hexagon across all places, yields the heuristic that for a typical choice of hexagon, (23) should hold for an approximately $\frac{1}{16}$-slice of bad places. Here we are invoking the fact that nearly all places should manifest $\epsilon$-equidistribution when $|T|$ is sufficiently large, as given by Corollary 3.8.

On the other hand, Corollary 5.2 implies that when $|T|$ is sufficiently large, the side lengths of a typical hexagon are almost always 1 at places of good
reduction. The point \( P \in \mathbb{P}^5(K) \) given by the coordinates of an average hexagon thus violate the inequality appearing in Conjecture 2.1, provided \( h(c) \gg 1 \), since for \( |T| \gg 1 \),

\[
\text{rad}(P) \leq \left(1 - \left(\frac{1}{2} - \epsilon\right)^4\right) h(P) + o(h(P)),
\]

and \( h(P) = \frac{1}{2}h(c) + O(1) \) by virtue of the fact that at each bad place \( v \in M^0_K \setminus \{v \mid 2\} \), at least one side of the hexagon must have length \( |c|^{1/2} \).

A significant complication arises, however, in that the induced point \( P \) needs to lie outside the exceptional set for Conjecture 2.1. One must in fact weave the avoidance of the exceptional set into the construction of the hexagon itself, one side at a time. This aspect of the construction is explained in the claims (i)-(iv) appearing between (25) and (26). It should be noted that if this complication were absent, the proof could be written more economically: in a single step one could argue for the existence of a suitable hexagon, rather than having to build the hexagon in stages by choosing each side successively.

The proof of Theorem 1.2 for \( d = 2 \) will prove an inequality similar to (24), though a bit weaker to simplify notation, starting in the lines immediately preceding (28). Hexagons are used because for any \( v \in M^0_K \setminus \{v \mid 2\} \), six is the minimal number of sides appearing in a polygon whose vertices are preperiodic points, and whose sides have \( v \)-adically equal length. One sees this readily from the structure of the Julia sets of quadratic polynomials at bad places, given in Lemma 3.3. For unicritical polynomials of degree 3 or 4, there exist quadrilaterals with vertices consisting of preperiodic points whose sides have \( v \)-adically equal length. Thus, an analogous argument can be made in that case, where the \( abcd \)-Conjecture is used in the case \( n = 4 \). Finally, when \( d \geq 5 \), the structure of the Julia set is such that equilateral triangles can be found. The proof then utilizes the case \( n = 3 \) of Conjecture 2.1, that is to say, the standard \( abc \)-conjecture itself. Already in the setting of unicritical polynomials it is apparent that the geometries of the Julia sets in question have a large impact on the strength of the Diophantine input needed to deploy uniform boundedness arguments of the nature appearing in this article.

**Proof of Theorem 1.2 when \( d = 2 \)** Let \( \epsilon > 0 \). Let \( N = N(\epsilon) \) be as in Corollary 5.2, and assume \( f(z) = z^2 + c \in K[z] \) satisfies

\[
\sum_{v \in M^0_K \setminus \{v \mid 2\}} r_v \lambda_v(c) \geq (1 - \xi) h(c),
\]

and that \( f \) has \( n \geq N \) preperiodic points in \( K \). Suppose \( p_1 \in K \) is a preperiodic point of \( f \). Let \([X_0 : \cdots : X_5]\) be the standard homogeneous coordinates on
Suppose we fix $P^2 \in \mathbb{P}^5(K)$, and let $Z = Z(K, \varepsilon, \delta)$ be as in Conjecture 2.1. The variety $Z$ is the zero locus of a finite set of nonzero homogeneous polynomials: by choosing only one of these, thereby possibly enlarging $Z$, we can assume $Z$ is defined by a single homogeneous polynomial $G(X_0, \ldots, X_5) \in \overline{K}[X_0, \ldots, X_5]$. For any hexagon

$$w = (x_0, x_1, x_2, x_3, x_4, x_5) = (p_2 - p_1, p_1 - p_3, -p_1 - p_4, p_5 + p_1, p_3 - p_5, p_4 - p_2)$$

with basepoint $p_1$, we have $x_0 + x_1 + \cdots + x_5 = 0$. Thus, letting $P = (x_0, x_1, x_2, x_3, x_4, x_5) \in \mathbb{P}^5(K)$, we have $P \in \mathcal{H}$, where $\mathcal{H}$ is the hyperplane in $\mathbb{P}^5(K)$ given by $X_0 + \cdots + X_5 = 0$. We would like to produce a hexagon $w = (x_0, x_1, x_2, x_3, x_4, x_5)$ such that the associated point $P \in \mathbb{P}^5(K)$ satisfies $P \in \mathcal{H} \setminus Z$. Letting $X_0 = P_2 - p_1, X_1 = p_1 - P_3, X_2 = -p_1 - P_4, X_3 = P_5 + p_1, X_4 = P_3 - P_5,$ and $X_5 = P_4 - P_2,$ we can write $G(X_0, \ldots, X_5) = G(P_2, P_3, P_4, P_5)$ as

$$G(P_2, P_3, P_4, P_5) = \sum_{i=1}^{r} a_i P_{i,2}^{P_2} P_{i,3}^{P_3} P_{i,4}^{P_4} P_{i,5}^{P_5} \in \overline{K}[P_2, P_3, P_4, P_5]. (25)$$

For $\tilde{m} = (m_3, m_4, m_5) \in \mathbb{N}^3$, let

$$G_{\tilde{m}} = \sum_i b_i P_2^{m_{2,i}} P_3^{m_3} P_4^{m_4} P_5^{m_5},$$

where $m_{2,i} \neq m_{2,j}$ for all $i \neq j$, so that $G = \sum_{\tilde{m} \in \mathbb{N}^3} G_{\tilde{m}}$. A specialization $G(p_2, P_3, P_4, P_5) \in \overline{K}[P_3, P_4, P_5]$ is nonconstant in $P_3$ so long as $G_{\tilde{m}}(p_2, P_3, P_4, P_5) \neq 0$ for some $\tilde{m} = (m_3, m_4, m_5)$ such that $m_3 > 0$. Analogous statements hold for each of the variables $P_4, P_5$. Four successive claims result:

(i) There is a finite set $\mathcal{V}_2 \subseteq \overline{K}$ such that if $p_j \notin \mathcal{V}_2$, then $G(p_j, P_3, P_4, P_5)$ is nonconstant in each of $P_3, P_4, P_5$. If $D_2$ is the degree of $G$ in $P_2$, and $r$ is as in (25), then $|\mathcal{V}_2| \leq D_2 r =: R = R(\mathcal{V}_2)$.

(ii) Suppose we fix some $p_2 \notin \mathcal{V}_2$. Then there is a finite set $\mathcal{V}_3 = \mathcal{V}_3(p_2) \subseteq \overline{K}$ of cardinality at most $R$ such that if $p_j \notin \mathcal{V}_3$, then $G(p_2, p_j, P_4, P_5)$ is nonconstant in $P_4$ and $P_5$.

(iii) Suppose we fix $p_2 \notin \mathcal{V}_2$, and then fix some $p_3 \notin \mathcal{V}_3 = \mathcal{V}_3(p_2)$. Then there is a finite set $\mathcal{V}_4 = \mathcal{V}_4(p_2, p_3) \subseteq \overline{K}$ of cardinality at most $R$ such that if $p_j \notin \mathcal{V}_4$, then $G(p_2, p_3, p_j, P_5)$ is nonconstant (i.e., does not lie in $K$).

(iv) Suppose we fix $p_2 \notin \mathcal{V}_2$, and then fix $p_3 \notin \mathcal{V}_3 = \mathcal{V}_3(p_2)$, and finally fix some $p_4 \notin \mathcal{V}_4(p_2, p_3)$. Then there is a finite set $\mathcal{V}_5 = \mathcal{V}_5(p_2, p_3, p_4) \subseteq \overline{K}. $
$K$ of cardinality at most $R$ such that if $p_j \notin \mathcal{U}_5$, then $G(p_2, p_3, p_4, p_j) \neq 0$.

On the other hand, Corollary 5.2 states that if $T_1 = \{ p_j - p_1 : p_j \in K$ is preperiodic under $f \}$, with $|T_1| = n$ and $n \gg \epsilon$, then $(1 - \epsilon)n$ elements of $T_1$ are adelically good. Let $\Sigma$ be the set of bad places of $K$ not dividing 2 where the set of preperiodic points of $f$ in $K$ is $\epsilon$-equidistributed; assume first that $\Sigma$ is nonempty, and let $1 > \delta > 0$ be such that $\Sigma$ is a $\delta$-slice of places $v \in M^0_K \setminus \{ v \mid 2 \}$. For $p_j - p_1 \in T_1$, write $a_j = p_j - p_1$.

**Claim** When $n \gg \epsilon$, there is an $\epsilon_2 = \epsilon_2(\epsilon) > 0$ such that $\epsilon_2 n$ choices of $j$ satisfy

\[
\sum_{v \in \Sigma} r_v \lambda_v(a_j) \geq \frac{1}{2} \left( \frac{1}{2} - \epsilon \right) \sum_{v \in \Sigma} r_v \lambda_v(c) = \frac{1}{4} (1 - 2\epsilon) \sum_{v \in \Sigma} r_v \lambda_v(c). \tag{26}
\]

**Proof of claim** Suppose $\epsilon_3 > 0$ is such that there are strictly fewer than $\epsilon_3 n$ elements of $T_1$ satisfying (26). By the definition of $\epsilon$-equidistribution, we have for $v \in \Sigma$ that

\[
\frac{1}{n} \sum_j r_v \lambda_v(a_j) \geq \left( \frac{1}{4} - \epsilon \right) r_v \lambda_v(c).
\]

Thus

\[
\sum_{v \in \Sigma} \left( \frac{1}{n} \sum_j r_v \lambda_v(a_j) \right) \geq \left( \frac{1}{4} - \epsilon \right) \sum_{v \in \Sigma} r_v \lambda_v(c). \tag{27}
\]

Then, since $\lambda_v(a_j) \leq \frac{1}{2} \lambda_v(c)$, the definition of $\epsilon_3$ and (27) give

\[
(1 - \epsilon_3) \left( \frac{1}{4} - \frac{1}{2} \epsilon \right) \sum_{v \in \Sigma} r_v \lambda_v(c) + \epsilon_3 \sum_{v \in \Sigma} \frac{1}{2} r_v \lambda_v(c) > \frac{1}{n} \sum_{v \in \Sigma} \sum_j r_v \lambda_v(a_j) \geq \left( \frac{1}{4} - \epsilon \right) \sum_{v \in \Sigma} r_v \lambda_v(c).
\]

As $\Sigma$ is nonempty by assumption, this inequality is contradicted if $\epsilon_3$ is sufficiently small. This proves the claim. From Lemma 3.3, we know that for $v \nmid d$ a place of bad reduction, either $\lambda_v(a_j) = 0$ or $\lambda_v(a_j) = \frac{1}{2} \lambda_v(c)$. Consequently,
it follows from the claim that for each of these $\epsilon_2n$ choices of $j$, there is a
$\left(\frac{1}{2} - \epsilon\right)$-slice of places $v \in \Sigma$ such that $|a_j|_v = |c|^{1/2}_v$.

Moreover, we have seen in (i) that for all but finitely many $p \in K$, $G(p_j, P_3, P_4, P_5)$ is nonconstant in each of $P_3, P_4, P_5$. Therefore by Corollary 5.2, if $n \gg_{\Sigma, \epsilon, \varepsilon_2} 1$, then there is a $p_2 \in K$ preperiodic under $f$ such that $p_2 - p_1$ is adelically good, $G(p_2, P_3, P_4, P_5)$ is nonconstant in each of $P_3, P_4, P_5$, and $|p_2 - p_1|_v = |c|^{1/2}_v$ for a $\left(\frac{1}{2} - \epsilon\right)$-slice $\Sigma_2$ of places $v \in \Sigma$. Fix such a $p_2$ and $\Sigma_2$.

In a similar manner, $\epsilon_2n$ elements $a_j \in T_1$ satisfy $|a_j|_v = |c|^{1/2}_v$ for a
$\left(\frac{1}{2} - \epsilon\right)$-slice of places $v \in \Sigma_2$ (and hence a $\left(\frac{1}{2} - \epsilon\right)^2$-slice of places $v \in \Sigma$). Hence by (ii), if $n \gg_{\Sigma, \epsilon, \varepsilon_2} 1$, we can fix a $p_3 \in K$ preperiodic under $f$ so that $p_3 - p_1$ is adelically good, $G(p_2, p_3, P_4, P_5)$ is nonconstant in $P_4$ and $P_5$, and $|p_3 - p_1|_v = |c|^{1/2}_v$ for a $\left(\frac{1}{2} - \epsilon\right)$-slice $\Sigma_3$ of places $v \in \Sigma_2$.

Let

$$T_1 = \{p_j + p_1 : p_j \in K \text{ is preperiodic under } f \} = -T_1,$$
and let

$$T_2 = \{p_j - p_2 : p_j \in K \text{ is preperiodic under } f \}.$$

We have established that if $n \gg_\epsilon 1$, there are $\epsilon_2n$ elements $p_j + p_1 \in T_{-1}$ such that $|p_j + p_1|_v = |c|^{1/2}_v$ for a $\left(\frac{1}{2} - \epsilon\right)$-slice $\Sigma_4$ of places $v \in \Sigma_3$. Additionally, there are $(1 - \epsilon)n$ elements of $T_{-1}$ that are adelically good, and $(1 - \epsilon)n$ elements of $T_2$ that are adelically good. Combining these two statements, it follows that if we assume $\epsilon < \frac{\epsilon_2}{4}$ (which we can do while leaving $\epsilon_2$ unchanged), then for $n \gg_\epsilon 1$, there are at least $\frac{\epsilon_2}{2}n$ elements $p_j + p_1 \in T_{-1}$ such that both:

- $p_j - p_2$ and $p_j + p_1$ are adelically good
- $|p_j + p_1|_v = |c|^{1/2}_v$ for a $\left(\frac{1}{2} - \epsilon\right)$-slice $\Sigma_4$ of places $v \in \Sigma_3$.

Thus by (iii), if $n \gg_{\Sigma, \epsilon, \varepsilon_2} 1$, we can fix a $p_j = p_4 \in K$ having these two properties, such that $G(p_2, p_3, p_4, p_5)$ is nonconstant in $P_5$. Similarly by (iv), if $n \gg_{\Sigma, \epsilon, \varepsilon_2} 1$, then there is a $p_j = p_5 \in K$ preperiodic under $f$ such that $p_5 - p_3$ and $p_5 + p_1$ are both adelically good, $|p_5 + p_1|_v = |c|^{1/2}_v$ for a $\left(\frac{1}{2} - \epsilon\right)$-slice of places $v \in \Sigma_4$, and $G(p_2, p_3, p_4, p_5) \neq 0$.

Let $w = (x_0, x_1, x_2, x_3, x_4, x_5)$ be the hexagon defined by $p_2, p_3, p_4, p_5$.

By the construction of $w$, we have $w \in (K^*)^6$, and

$$P = (x_0, x_1, x_2, x_3, x_4, x_5) \in \mathcal{H} \setminus \mathcal{Z}.$$

Note also that if $v \in M^0_K \setminus \{v \mid 2\}$ is such that $|p_2 - p_1|_v = |p_3 - p_1|_v = |p_4 + p_1|_v = |p_5 + p_1|_v$, then since $|p_1 - (-p_1)|_v = |2p_1|_v = |c|^{1/2}_v$, we
have

\[ |p_5 - p_3|_v = |p_4 - p_2|_v = |c|_v^{1/2}. \]

Therefore

\[ |x_0|_v = |x_1|_v = |x_2|_v = |x_3|_v = |x_4|_v = |x_5|_v = |c|_v^{1/2} \quad (28) \]

for a \((\frac{1}{2} - \epsilon)^4\)-slice of places \(v \in \Sigma\), and \(x_0, x_1, x_2, x_3, x_4, x_5\) are adelically good.

We will show that this is a contradiction for all \(\delta\) sufficiently close to 1 and all \(c \in K\) with \(h(c) \gg 1\). (Recall that \(1 > \delta > 0\) is defined to be a real number such that \(\Sigma\) is a \(\delta\)-slice of places \(v \in M^0_K \setminus \{v \mid 2\}\).) Let \(S_1\) be the set of places \(v \in M^0_K \setminus \{v \mid 2\}\) of bad reduction for \(f\). Let \(S_{1,1}\) be the set of bad places in \(M^0_K \setminus \{v \mid 2\}\) such that

\[ |x_0|_v = |x_1|_v = \cdots = |x_5|_v, \]

and let \(S_{1,2} = S_1 \setminus S_{1,1}\). Let \(S_2\) be the set of places \(v \in M^0_K \setminus \{v \mid 2\}\) of good reduction for \(f\). Let

\[ \text{rad}_v(P) = \begin{cases} N_p & \text{if } v = p \in I(P) \\ 0 & \text{otherwise}. \end{cases} \]

At all \(v \nmid 2\), we have \(|p_1 - (-p_1)|_v = |c|_v^{1/2}\). Then by (28),

\[
\sum_{v \in S_{1,1}} r_v \log \max \{|x_0|_v, \ldots, |x_5|_v\} - \text{rad}_v(P) \geq \left(\frac{1}{2} - \epsilon\right)^4 \sum_{v \in \Sigma} \frac{1}{2} r_v \lambda_v(c).
\]

Since we trivially have

\[
\sum_{v \in S_{1,2}} r_v \log \max \{|x_0|_v, \ldots, |x_5|_v\} - \text{rad}_v(P) \geq 0,
\]
this yields

\[
\sum_{v \in S_1} r_v \log \max\{|x_0|_v, \ldots, |x_5|_v\} - \rad_v(P) \\
\geq \left(\frac{1}{2} - \epsilon\right)^4 \sum_{v \in \Sigma} \frac{1}{2} r_v \lambda_v(c) \\
\geq \frac{1}{2} \left(\frac{1}{2} - \epsilon\right)^4 \delta \sum_{v \in M_K^0 \setminus \{v|2\}} r_v \lambda_v(c) \\
\geq \frac{1}{2} (1 - \xi) \left(\frac{1}{2} - \epsilon\right)^4 \delta h(c),
\]

where \(0 < \xi \leq 1\) is such that \(f(z) = z^2 + c \in K[z]\) satisfies

\[
\sum_{v \in M_K^0 \setminus \{v|2\}} r_v \lambda_v(c) \geq (1 - \xi) h(c).
\]

On the other hand,

\[
\sum_{v \in S_2} r_v \log \max\{|x_0|_v, \ldots, |x_5|_v\} - \rad_v(P) \geq -\frac{1}{50} h(c). \tag{29}
\]

Indeed, since \(x_0, x_1, \ldots, x_5\) are adelically good, we have

\[
\sum_{v \in S_2} r_v \log \max\{|x_0|_v, \ldots, |x_5|_v\} \geq -6 \frac{1}{600} h(c),
\]

and so a fortiori,

\[
\sum_{v \in S_2} \rad_v(P) \leq \frac{1}{100} h(c),
\]

yielding (29). Thus

\[
\sum_{v \in M_K^0 \setminus \{v|2\}} r_v \log \max\{|x_0|_v, \ldots, |x_5|_v\} - \rad_v(P) \\
\geq -\frac{1}{50} h(c) + \frac{1}{2} (1 - \xi) (1/2 - \epsilon)^4 \delta h(c).
\]
By (22), and the fact that for a number field $K$,

$$\sum_{v=p|2} N_p = \sum_{v=p|2} \frac{\log(#k_p)}{[K : \mathbb{Q}]} \leq \log 2,$$

one obtains

$$\sum_{v \in M_{\infty}^K \cup \{v|2\}} r_v \log \max\{|x_0|_v, \ldots, |x_5|_v\} - \text{rad}_v(P) \geq -\frac{1}{800} h(c) - \log 2.$$

We conclude that

$$\sum_{v \in M_K} r_v \log \max\{|x_0|_v, \ldots, |x_5|_v\} - \text{rad}_v(P) \geq \left(-\frac{1}{50} + \frac{\delta}{2}(1 - \xi) \left(\frac{1}{2} - \epsilon\right)^4 - \frac{1}{800}\right) h(c) - \log 2.$$

For all sufficiently small $\xi, \epsilon$ along with any $\delta$ sufficiently near 1, the quantity

$$\left(-\frac{1}{50} + \frac{1}{2}\delta(1 - \xi) \left(\frac{1}{2} - \epsilon\right)^4 - \frac{1}{800}\right) h(c)$$

is a positive proportion of $h(c)$. When $h(c) \gg \delta, \xi, \epsilon, K 1$, this contradicts Conjecture 2.1. By Corollary 3.8 and Proposition 4.1, we can assume without loss that $\delta$ is arbitrarily close to 1, $\epsilon$ is arbitrarily close to 0, and $\xi$ is sufficiently small, provided that $n \gg \delta, \epsilon, \xi 1$. Therefore whenever $h(c) \gg K 1$, there are at most $B_1 = B_1(K)$ preperiodic points of $f$ in $K$. The proof is thus complete when $h(c) \gg K 1$ and $\Sigma$ is nonempty. To handle the remaining values of $c \in K$ (still assuming $\Sigma$ is nonempty), we apply Proposition 4.1, recalling that $h(c) > 0$ by assumption if $K$ is a function field.

Finally, if $\Sigma$ is empty, then Corollary 3.8 and Proposition 4.1 together imply that either $f$ has at most $B_3$ preperiodic points in $K$, where $B_3$ is an absolute constant, or that $K$ is a function field and $h(c) = 0$. The latter has been excluded by hypothesis. Taking $B = \max\{B_1, B_2, B_3\}$ completes the proof of Theorem 1.2 when $d = 2$.

7 Proof of Theorem 1.2 when $d = 3, 4$

In this section, we prove Theorem 1.2 when $d = 3$ or 4. The proof is in most respects parallel to that of the quadratic case. We refer the reader to the
Fig. 3 A quadrilateral with basepoint $p_1$

Discussion preceding the proof of Theorem 1.2 in the case $d = 2$ for a sketch of the relevant ideas.

We fix throughout a degree $3 \leq d \leq 4$ and a primitive $d$-th root of unity $\zeta_d$. Let $K$ be a number field or a one-dimensional function field of characteristic zero, and let $f(z) = z^d + c \in K[z]$. Assume without loss of generality that $\zeta_d \in K$. Instead of using 6-tuples, as was done in the quadratic case, we will use 4-tuples, as illustrated in Fig. 3.

**Definition** A quadrilateral with basepoint $p_1$ is an element

$$(p_2 - p_1, \zeta_d p_1 - p_2, p_3 - \zeta_d p_1, p_1 - p_3) \in K^4$$

for preperiodic points $p_1, p_2, p_3 \in K$.

**Proof of Theorem 1.2 when $d = 3, 4$** Let $\epsilon > 0$, and let $\mathcal{Z} = \mathcal{Z}(K, \epsilon, 4)$ be as in Conjecture 2.1. Suppose $p_1 \in K$ is a preperiodic point of $f$. By enlarging $\mathcal{Z}$ if necessary, we can assume $\mathcal{Z}$ is defined by a single homogeneous polynomial

$$G(X_0, \ldots, X_3) \in \overline{K}[X_0, \ldots, X_3].$$

For any quadrilateral $w = (x_0, x_1, x_2, x_3)$ with basepoint $p_1$, we have $x_0 + x_1 + x_2 + x_3 = 0$. Thus, letting $P = (x_0, x_1, x_2, x_3) \in \mathbb{P}^3(K)$, we have $P \in \mathcal{H}$, where $\mathcal{H}$ is the hyperplane in $\mathbb{P}^3(K)$ given by $X_0 + \cdots + X_3 = 0$. We would like to produce a quadrilateral $w = (x_0, x_1, x_2, x_3)$ such that the
Dynamical uniform boundedness and the abc-conjecture

associated point \( P \in \mathbb{P}^3(K) \) satisfies \( P \in \mathcal{H}\setminus \mathcal{Z} \). Making the substitutions \( X_0 = P_2 - p_1, X_1 = P_3 - p_1, X_2 = \zeta_d p_1 - P_2, X_3 = p_1 - P_3 \), we can write

\[
G(X_0, \ldots, X_3) = G(P_2, P_3) = \sum_{l=1}^{r} a_l P_2^{i_l, 2} P_3^{i_l, 3} \in \overline{K}[P_2, P_3].
\]

For \( m_3 \in \mathbb{N} \), write

\[
G_{m_3} = \sum_{i} b_i P_2^{m_{2,i}} P_3^{m_{3,i}},
\]

and \( m_{2,i} \neq m_{2,j} \) for all \( i \neq j \), so that \( G = \sum_{m_3 \in \mathbb{N}} G_{m_3} \). A specialization \( G(p_2, P_3) \) is nonconstant so long as \( G_{m_3} \neq 0 \) for some \( m_3 > 0 \). Thus:

(i) There is a finite set \( \mathcal{Y}_2 \subseteq \overline{K} \) such that \( G(p_2, P_3) \) is nonconstant for any \( p_2 \notin \mathcal{Y}_2 \). The cardinality of \( \mathcal{Y}_2 \) is at most some \( R \) depending only on \( \mathcal{Z} \).

(ii) Suppose we fix \( p_2 \notin \mathcal{Y}_2 \). Then there is a set \( \mathcal{Y}_3 = \mathcal{Y}_3(p_2) \subseteq \overline{K} \), with \( |\mathcal{Y}_3| \leq R \), such that for any \( p_3 \notin \mathcal{Y}_3, G(p_2, p_3) \neq 0 \).

Let \( T \) be the set of \( K \)-rational preperiodic points of \( f \), with \( |T| = n \). For \( v \in M_K^0 \setminus \{v \mid d\} \) a place of bad reduction for \( f \), and \( p_j \in K \) preperiodic under \( f \), let

\[
\chi_v(p_j) = \begin{cases} r_v \lambda_v(c) & \text{if } |p_j - p_1|_v = |p_j - \zeta d p_1|_v = |c|_v^{1/d} \\ 0 & \text{otherwise.} \end{cases}
\]

Let \( \Sigma \) be the set of places \( v \in M_K^0 \setminus \{v \mid d\} \) of bad reduction for \( f \) such that \( T \) is \( \epsilon \)-equidistributed at \( v \). Assume \( \Sigma \) is nonempty, and let \( 1 > \delta > 0 \) be such that \( \Sigma \) is a \( \delta \)-slice of places \( v \in M_K^0 \setminus \{v \mid d\} \). Let \( N = N(\epsilon) \) be as in Corollary 5.2, and suppose \( n \geq N \).

Claim 1

There is an \( \epsilon_2 = \epsilon_2(\epsilon) > 0 \) such that \( \epsilon_2 n \) elements \( p_j \in T \) satisfy

\[
\sum_{v \in \Sigma} \chi_v(p_j) \geq \frac{d - 2}{d}(1 - 2\epsilon) \sum_{v \in \Sigma} r_v \lambda_v(c). \tag{31}
\]

Proof of Claim 1

At any \( v \in \Sigma \), we have by Lemma 3.3 and the definition of \( \epsilon \)-equidistribution that

\[
\frac{1}{n} \sum_{p_j \in T} \chi_v(p_j) \geq \frac{d - 2}{d}(1 - \epsilon)r_v \lambda_v(c).
\]
Thus
\[
\frac{1}{n} \sum_{v \in \Sigma} \sum_{p_j \in T} \chi_v(p_j) \geq \frac{d - 2}{d} (1 - \epsilon) \sum_{v \in \Sigma} r_v \lambda_v(c). \tag{32}
\]

Suppose \( \epsilon > 0 \) is such that there are strictly fewer than \( \epsilon n \) elements of \( T \) satisfying (31). Then
\[
\frac{1}{n} \sum_{p_j \in T} \sum_{v \in \Sigma} \chi_v(p_j) < \epsilon \cdot \sum_{v \in \Sigma} r_v \lambda_v(c) + (1 - \epsilon) \sum_{v \in \Sigma} \frac{d - 2}{d} (1 - 2\epsilon) r_v \lambda_v(c).
\]

As \( \epsilon \to 0 \), the right-hand side approaches
\[
\sum_{v \in \Sigma} \frac{d - 2}{d} (1 - 2\epsilon) r_v \lambda_v(c) < \sum_{v \in \Sigma} \frac{d - 2}{d} (1 - \epsilon) r_v \lambda_v(c),
\]
contradicting (32) since we have assumed \( \Sigma \) is nonempty. This proves Claim 1. Since, by Lemma 3.3, \( \chi_v(p_j) \) is either 0 or \( r_v \lambda_v(c) \), it follows that for the \( \epsilon n \) elements of \( T \) satisfying (31), there is a \( \frac{d - 2}{d} (1 - 2\epsilon) \)-slice of places \( v \in \Sigma \) such that
\[
|p_j - p_1|_v = |p_j - \zeta d p_1|_v = |c|_v^{1/d}.
\]

By Corollary 5.2, for \( n \gg \epsilon, \epsilon_2 \), there are at least \( (1 - \epsilon) n \) elements \( p_j \in T \) such that \( p_j - p_1 \) and \( p_j - \zeta d p_1 \) are adelically good. Adjusting \( \epsilon \) if needed so that \( \epsilon < \epsilon_2 \) (which we can do while leaving \( \epsilon_2 \) unchanged), it follows that at least \( \frac{\epsilon n}{2} \) elements \( p_j \in T \) are such that:
- \( p_j - p_1 \) and \( p_j - \zeta d p_1 \) are adelically good
- \( |p_j - p_1|_v = |p_j - \zeta d p_1|_v = |c|_v^{1/d} \) for a \( \frac{d - 2}{d} (1 - 2\epsilon) \)-slice of places \( v \in \Sigma \)

Thus if \( n \gg \epsilon, \epsilon_2 \), there is a \( p_j \in T \) having both of these properties, such that \( G(p_j, P_3) \) is nonconstant in \( P_3 \). Fix such a \( p_j =: p_2 \). Let \( \Sigma_{p_2} \) be a \( \frac{d - 2}{d} (1 - 2\epsilon) \)-slice of places \( v \in \Sigma \) such that \( |p_2 - p_1|_v = |p_2 - \zeta d p_1|_v = |c|_v^{1/d} \). \( \square \)

**Claim 2** There is an \( \epsilon_2 = \epsilon_2(\epsilon) > 0 \) such that \( \epsilon_2 n \) elements \( p_j \in T \) satisfy
\[
\sum_{v \in \Sigma_{p_2}} \chi_v(p_j) \geq \frac{d - 2}{d} (1 - 2\epsilon) \sum_{v \in \Sigma_{p_2}} r_v \lambda_v(c)
\]

**Proof of Claim 2** The proof is similar to that of Claim 1, with \( \Sigma_{p_2} \) replacing \( \Sigma \).
Therefore, assuming $n \gg \varepsilon, \epsilon_2, 1$, there is a $p_j \in T$ with the property that $p_j$ satisfies

$$|p_j - p_1|_v = |p_j - \zeta d p_1|_v = |c|_v^{1/d}$$

for a $\frac{d-2}{d}(1 - 2\epsilon)$-slice of places $v \in \Sigma_{p_2}$, where $p_j - p_1$ and $p_j - \zeta d p_1$ are adelically good, and $G(p_2, p_j) \neq 0$. Fix such a $p_j =: p_3$, and let

$$w = (x_0, x_1, x_2, x_3) = (p_2 - p_1, p_1 - p_3, \zeta d p_1 - p_2, p_3 - \zeta d p_1).$$

Then

$$|x_0|_v = |x_1|_v = |x_2|_v = |x_3|_v$$

for a $(\frac{d-2}{d}(1 - 2\epsilon))^2$-slice of places $v \in \Sigma$, and $x_0, x_1, x_2, x_3$ are adelically good. By the construction of $w$, one sees that $P = (x_0, x_1, x_2, x_3) \in \mathcal{H} \setminus \mathbb{Z}$.

We will show that this is a contradiction for all $\delta$ sufficiently close to 1 and all $c \in K$ with $h(c) \gg 1$. Let $S_1$ be the set of places $v \in M_0^0 \setminus \{v \mid d\}$ of bad reduction for $f$. Let $S_{1,1}$ be the set of bad places in $M_0^0 \setminus \{v \mid d\}$ such that $|x_0|_v = |x_1|_v = |x_2|_v = |x_3|_v$, and let $S_{1,2} = S_1 \setminus S_{1,1}$. Let $S_2$ be the set of places $v \in M_0^0 \setminus \{v \mid d\}$ of good reduction for $f$. Let

$$\text{rad}_v(P) = \begin{cases} N_p & \text{if } v = p \in I(P) \\ 0 & \text{otherwise}. \end{cases}$$

As $d = 3$ or $d = 4$, we have $(\frac{d-2}{d})^2 \geq \frac{1}{9}$. At all $v \nmid d$, we have $|p_1 - (\zeta d p_1)|_v = |c|_v^{1/d}$. Thus

$$\sum_{v \in S_{1,1}} r_v \log \max\{|x_0|_v, |x_1|_v, |x_2|_v, |x_3|_v\} - \text{rad}_v(P)$$

$$\geq \left(\frac{d-2}{d}(1 - 2\epsilon)\right)^2 \sum_{v \in \Sigma} \frac{1}{d} r_v \lambda_v(c)$$

$$\geq \frac{1}{9}(1 - 2\epsilon)^2 \sum_{v \in \Sigma} \frac{1}{d} r_v \lambda_v(c).$$

Since it holds trivially that

$$\sum_{v \in S_{1,2}} r_v \log \max\{|x_0|_v, |x_1|_v, |x_2|_v, |x_3|_v\} - \text{rad}_v(P) \geq 0,$$
this yields

\[
\sum_{v \in S_1} r_v \log \max \{ |x_0|_v, |x_1|_v, |x_2|_v, |x_3|_v \} - \operatorname{rad}_v(P) \\
\geq \frac{1}{9} (1 - 2\epsilon)^2 \sum_{v \in \Sigma} \frac{1}{d} r_v \lambda_v(c) \\
\geq \frac{1}{9} (1 - 2\epsilon)^2 \delta \sum_{v \in M_0^0 \setminus \{v|d\}} \frac{1}{d} r_v \lambda_v(c) \\
\geq \frac{\delta}{9d} (1 - \xi) (1 - 2\epsilon)^2 h(c),
\]

where \(0 < \xi \leq 1\) is such that

\[
\sum_{v \in M_0^0 \setminus \{v|d\}} r_v \lambda_v(c) \geq (1 - \xi) h(c).
\]

On the other hand,

\[
\sum_{v \in S_2} r_v \log \max \{ |x_0|_v, |x_1|_v, |x_2|_v, |x_3|_v \} - \operatorname{rad}_v(P) \geq -\frac{8}{600} h(c). \tag{33}
\]

Indeed, since \(x_0, x_1, x_2, x_3\) are adelically good, we have

\[
\sum_{v \in S_2} r_v \log \max \{ |x_0|_v, |x_1|_v, |x_2|_v, |x_3|_v \} \geq -\frac{4}{600} h(c),
\]

and so a fortiori,

\[
\sum_{v \in S_2} \operatorname{rad}_v(P) \leq \frac{4}{600} h(c),
\]

yielding (33). Hence

\[
\sum_{v \in M_0^0 \setminus \{v|d\}} r_v \log \max \{ |x_0|_v, |x_1|_v, |x_2|_v, |x_3|_v \} - \operatorname{rad}_v(P) \\
\geq -\frac{8}{600} h(c) + \frac{\delta}{9d} (1 - \xi) (1 - 2\epsilon)^2 h(c).
\]
By (22), and the fact that for a number field $K$,

$$
\sum_{v=p \mid d} N_p = \sum_{v=p \mid d} \log(\#k_p) \leq \log d
$$

one obtains

$$
\sum_{v \in M_K^\infty \cup \{v \mid d\}} r_v \log \max\{|x_0|_v, |x_1|_v, |x_2|_v, |x_3|_v\} - \text{rad}_v(P)
\geq -\frac{1}{800} h(c) - \log d.
$$

We conclude that

$$
\sum_{v \in M_K} r_v \log \max\{|x_0|_v, \ldots, |x_3|_v\} - \text{rad}_v(P)
\geq \left( -\frac{8}{600} + \frac{\delta}{9d} (1 - \xi)(1 - 2\epsilon)^2 - \frac{1}{800} \right) h(c) - \log d.
$$

For all sufficiently small $\xi$ and $\epsilon$, and for any $\delta$ sufficiently close to 1, the quantity

$$
\left( -\frac{8}{600} + \frac{\delta}{9d} (1 - \xi)(1 - 2\epsilon)^2 - \frac{1}{800} \right) h(c)
$$

is a positive proportion of $h(c)$. By Corollary 3.8 and Proposition 4.1, we can assume $\delta$ is arbitrarily close to 1, and that $\xi, \epsilon$ are arbitrarily close to 0. Fixing suitable choices of $\xi, \epsilon, \text{ and } \delta$, this contradicts Conjecture 2.1 when $h(c) \gg_K 1$. The rest of the proof proceeds exactly as in the quadratic case, from the line after (30) to the end of Sect. 6.

\[\square\]

8 Proof of Theorem 1.2 when $d \geq 5$

As noted in the introduction, the ideas used in proving Theorem 1.2 when $2 \leq d \leq 4$ may be adapted to the case $d \geq 5$, using triangles instead of hexagons or quadrilaterals. One thus uses the case $n = 3$ of Conjecture 2.1, which is the usual $abc$-conjecture. (One difference is that the triangles in question have no basepoint.) To avoid repetition and introduce alternative approaches, however, we choose to use a separate technique, one which works specifically when $d \geq 5$. This method also uses the $abc$-conjecture. In contrast to our previous method, however, it relies purely on algebraic arguments.
Fix $K$ a number field or a one-dimensional function field of characteristic zero, and let $f(z) = z^d + c \in K[z]$. For $\alpha \in K^*$, and $S$ the set of places $p \in M_K^0$ such that $v_p(\alpha) > 0$, let

$$\text{rad}(\alpha) = \sum_{p \in S} N_p.$$ 

Lemmas 8.1, 8.2, and 8.3 will be used to prove Proposition 8.4, the key ingredient in the proof of Theorem 1.2 when $d \geq 5$.

**Lemma 8.1** [13, Lemmas 3 and 6] Let $v \in M_K$, and let $\alpha \in \mathbb{C}_v$. If $\lambda_v(\alpha) = 0$, then $\alpha \in D(0, 2^v|c|^{1/d})$, where $2^v = 2$ if $v \in M_K^\infty$, and $2^v = 1$ otherwise.

**Lemma 8.2** Let $d \geq 2$, and let $p_1, p_2$ be preperiodic points of $f(z) = z^d + c \in K[z]$. Then

$$h(p_1 - p_2) \leq \frac{1}{d} h(c) + \log 4.$$ 

**Proof** From Lemma 8.1, we have $\lambda_v(p_1), \lambda_v(p_2) \leq \frac{1}{d} \lambda_v(c) + \log 2$ for all $v \in M_K^\infty$, and $\lambda_v(p_1), \lambda_v(p_2) \leq \frac{1}{d} \lambda_v(c)$ for all $v \in M_K^0$. If $v \in M_K^\infty$, then

$$\lambda_v(p_1 - p_2) \leq \max \{\lambda_v(p_1), \lambda_v(p_2)\} + \log 2 \leq \frac{1}{d} \lambda_v(c) + 2 \log 2. \tag{34}$$

If $v \in M_K^0$, then

$$\lambda_v(p_1 - p_2) \leq \max \{\lambda_v(p_1), \lambda_v(p_2)\} \leq \frac{1}{d} \lambda_v(c). \tag{35}$$

Summing (34) and (35) over all places completes the proof. \qed

The period of a periodic point $\alpha \in \overline{K}$ of $f$ is the smallest $n$ such that $f^n(\alpha) = \alpha$. A cycle of length $n$ is the forward orbit of a periodic point of period $n$.

**Lemma 8.3** Let $d \geq 2$, and let $f(z) = z^d + c \in K[z]$. Let $p_1, p_2 \in K$ be distinct periodic points of $f$ having the same period. If $p \in M_K^0$ and $v_p(p_1) > 0$, then $v_p(p_2) = 0$.

**Proof** Any prime $p \in M_K^0$ such that $v_p(p_1) > 0$ is a prime of good reduction for $f$. From the Newton polygon of $f^n(z) - z$, where $n$ is the period of $p_1, p_2$, we see that any prime $v$ such that $v_p(p_1) > 0$ must satisfy $v_p(f^n(0)) > 0$, and $v_p(p_i) = 0$ for any other root $p_i \neq p_1$ of $f^n(z) - z$. \qed
Proposition 8.4 Fix \( d \geq 2 \), and let \( f(z) = z^d + c \in K[z] \). Let \( p_1, p_2 \in K \) be distinct periodic points of \( f \) having the same period. Let \( P = (p_1^d, p_2^d, f(p_1) - f(p_2)) \in \mathbb{P}^2(K) \). Suppose \( \xi \) is such that

\[
\sum_{v \in M_K^\infty} r_v \lambda_v(c) \leq \xi h(c).
\]

Then there exists a constant \( \eta \) such that

\[
h(P) \geq \frac{d - 1 - \xi}{d} h(c) + \text{rad}(P) - \eta.
\]

Proof For each \( v \in M_K^\infty \), [13, Lemma 4] implies that we have

\[
\lambda_v(p_i) \geq \frac{1}{d} \lambda_v(c) - C
\]

for some constant \( C \) depending only on \( d \). For \( P = (z_1, z_2, z_3) \in \mathbb{P}^2(K) \) with \( z_1, z_2, z_3 \in K \), let

\[
h_+(P) = \sum_{\text{primes } p \text{ of } K} - \min \{0, v_p(z_1), v_p(z_2), v_p(z_3)\} N_p
\]

\[
+ \frac{1}{[K : \mathbb{Q}]} \sum_{\sigma : K \hookrightarrow \mathbb{C} \text{ max}} \max \{0, \log \sigma(z_1), \log \sigma(z_2), \log \sigma(z_3)\}
\]

if \( K \) is a number field, and let

\[
h_+(P) = \sum_{\text{primes } p \text{ of } K} - \min \{0, v_p(z_1), v_p(z_2), v_p(z_3)\} N_p
\]

if \( K \) is a function field. Let

\[
h_-(P) = h_+(P) - h(P) \geq 0,
\]

and let \( P = (p_1^d, p_2^d, f(p_1) - f(p_2)) \in \mathbb{P}^2(K) \). We wish to bound \( h(P) \) from below. By (36), we have

\[
h_+(P) \geq h(c) - \eta'
\]

for some \( \eta' \) depending only on \( d \). To bound \( h_-(P) \) from above, it suffices to bound

\[
\sum_{v \in M_K^\infty} -r_v \log \min \{1, |f(p_1) - f(p_2)|_v\}
\]
from above, since by Lemma 8.3,

\[ h_-(P) = \sum_{v \in M_K^\infty} -r_v \log \min \{1, \max \{|p_1^d|_v, |p_2^d|_v, |f(p_1) - f(p_2)|_v\}\} \leq \sum_{v \in M_K^\infty} -r_v \log \min \{1, |f(p_1) - f(p_2)|_v\}. \]

But (noting that \( p_1 \neq p_2 \) implies \( f(p_1) \neq f(p_2) \)), letting

\[ S = \{ p \in M_K^0 : v_p(f(p_1) - f(p_2)) > 0 \} \]

gives

\[ \sum_{p \in M_K^0} v_p(f(p_1) - f(p_2))N_p \geq \sum_{p \in S} N_p + \sum_{v \in M_K^0 \setminus S} -\frac{1}{d} r_v \lambda_v(c) \geq \text{rad}(f(p_1) - f(p_2)) - \frac{1}{d} h(c). \]

By the product formula, we thus have

\[ \sum_{v \in M_K^\infty} -r_v \log \min \{1, |f(p_1) - f(p_2)|_v\} = \sum_{v \in M_K^\infty} r_v \log^+ |f(p_1) - f(p_2)|_v - \sum_{p \in M_K^0} v_p(f(p_1) - f(p_2))N_p \leq \sum_{v \in M_K^\infty} r_v \left( \frac{1}{d} \lambda_v(c) + 2 \log 2 \right) - \sum_{p \in M_K^0} v_p(f(p_1) - f(p_2))N_p \leq \frac{1}{d} \xi h(c) + 2 \log 2 + \frac{1}{d} h(c) - \text{rad}(f(p_1) - f(p_2)). \]

It follows from combining this with (37) and (38) that

\[ h(P) \geq \frac{d - 1 - \xi}{d} h(c) + \text{rad}(f(p_1) - f(p_2)) - \eta \]

for some constant \( \eta \) depending only on \( d \).

We are now ready to finish the proof of Theorem 1.2.

**Proof of Theorem 1.2 when \( d \geq 5 \)** Fix \( d \geq 5 \). If \( K \) is a function field, then the theorem follows from [8, Theorem 1.6], so assume \( K \) is a number field. Let \( 1 \geq \xi > 0 \), and suppose \( f(z) = z^d + c \in K[z] \) is such that...
\[
\sum_{v \in M_K^\infty \cup \{v \mid d\}} r_v \lambda_v(c) \leq \xi h(c).
\]

By [8, Corollary 1.8], it suffices to prove that there is a uniform bound on the length of a \(K\)-rational cycle of \(f\). Suppose \(p_1, p_2 \in K\) are distinct elements in a cycle of length \(n \geq 2\). Let \(P = (p_1^d, p_2^d, f(p_1) - f(p_2)) \in \mathbb{P}^2(K)\). For any preperiodic point \(p_i \in K\), one has \(v_p(p_i) = \frac{1}{d} v_p(c)\) for primes \(p \in M_K\) such that \(v_p(c) < 0\). Thus

\[
\text{rad}(P) \leq \text{rad}(p_1) + \text{rad}(p_2) + \text{rad}(f(p_1) - f(p_2)) + \frac{1}{d} h(c) \\
\leq h(p_1) + h(p_2) + \text{rad}(f(p_1) - f(p_2)) + \frac{1}{d} h(c) \\
\leq \frac{3}{d} h(c) + 2 \log 2 + \text{rad}(f(p_1) - f(p_2)) + \epsilon, \tag{39}
\]

Therefore, for \(\epsilon > 0\), Proposition 8.4 combined with (39) yields

\[
\begin{align*}
\h(P) - (1 + \epsilon) \text{rad}(P) & \geq \frac{d - 1 - \xi}{d} h(c) + \text{rad}(f(p_1) - f(p_2)) - \eta \\
& - (1 + \epsilon) \left( \frac{3}{d} h(c) + \log 4 + \text{rad}(f(p_1) - f(p_2)) \right) \\
& \geq \frac{d - 4 - \xi - 3\epsilon}{d} h(c) - \epsilon \text{rad}(f(p_1) - f(p_2)) - (1 + \epsilon) \log 4 - \eta \\
& \geq \frac{d - 4 - \xi - 4\epsilon}{d} h(c) - (1 + 2\epsilon) \log 4 - \eta,
\end{align*}
\]

where the final inequality follows from Lemma 8.2. For any sufficiently small choices of \(\epsilon\) and \(\xi\), we see that for all \(c \in K\) with \(h(c) \gg K, \epsilon, \xi, 1\), this is greater than \(C_{K, \epsilon, \xi}\), contradicting the \(abc\)-conjecture. By Northcott’s Theorem, it follows that there is an upper bound on the number of \(K\)-rational periodic points of \(f(z) = z^d + c\) that is uniform across all \(c \in K\). Applying [8, Corollary 1.8] then completes the proof. Proposition 4.1 addresses the case where \(\sum_{v \in M_K^\infty \cup \{v \mid d\}} r_v \lambda_v(c) > \xi h(c)\). \(\square\)
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