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In recent years, there has been considerable interest in the theory and design of filter bank transceivers due to their superior frequency response. In many applications, it is desired to have transceivers that can support multiple services with different incoming data rates and different quality-of-service requirements. To meet these requirements, we can either do resource allocation or design transceivers with a nonuniform bandwidth partition. In this paper, we propose a method for the design of nonuniform filter bank transceivers for frequency selective channels. Both frequency response and signal-to-interference ratio (SIR) can be incorporated in the transceiver design. Moreover, the technique can be extended to the case of nonuniform filter bank transceivers with rational sampling factors. Simulation results show that nonuniform filter bank transceivers with good filter responses as well as high SIR can be obtained by the proposed design method.
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1. INTRODUCTION

The orthogonal frequency division multiplexing (OFDM) system has enjoyed great success in many wideband communication systems due to its ability to combat intersymbol interference (ISI) [1]. It is known that the transmitting and receiving filters of the OFDM transceiver have poor frequency responses. As a result, many subchannels will be affected when there is narrowband interference, and the performance degrades significantly [2]. Many techniques have been proposed to solve this problem.

One of the solutions is the filter bank technique. In recent years, there has been considerable interest in the application of filter banks to the design of transceivers with good frequency characteristics [2–10]. Many of these previous studies [3–6] have focused on the design of filter bank transceivers (or transmultiplexers) under the assumption that the transmission channel is an ideal channel that does not create ISI. When the channel is a frequency selective channel, these filter bank transceivers suffer from severe ISI effect [7, 8], and post processing technique is needed at the receiver for channel equalization [4]. Recently the authors in [10] studied the filter bank transceiver for frequency selective channels. The transmitting and receiving filters are optimized for SIR (signal-to-interference ratio) maximization. Like OFDM systems, simple one-tap equalizers can be employed at the receiver for channel equalization. It has been demonstrated that filter bank transceivers with high SIR and good frequency responses can be obtained [10].

In many applications, it is desired to have transceivers that can support multiple services [11, 12]. Different services might have different incoming data rates and different quality-of-service requirements. One solution to this problem is to judiciously allocating the resources to meet the requirements, see, for example, [11]. Another solution is to use a nonuniform filter bank transceiver. The theory and design of nonuniform filter banks have been studied by a number of researchers [13–18]. These results are extended to the design of transceivers and transmultiplexers with nonuniform band separation in [12, 19]. In [12], the authors proposed a general building block for the design of nonuniform filter bank transmultiplexers. Near perfect reconstruction transmultiplexers with good frequency property can be obtained by the proposed method therein. In [19], a design of nonuniform transmultiplexers using semi-infinite programming was proposed. The proposed algorithm was efficient and good results were achieved. However these nonuniform transceiver designs do not consider the channel effect. When
the transmission channel is frequency selective, an additional equalizer is needed at the receiver.

In this paper, we consider the design of nonuniform transceiver for frequency selective channels. Both the cases of integer and rational sampling factors are considered. As the effect of channel is taken into consideration at the time the filter bank is optimized, simple one-tap equalizers can be used at the receiver for channel equalization. Unlike the uniform case, the equivalent system from the transmitter input to the receiver output is no longer LTI and ISI-free condition needs to be derived. Furthermore we will show that like the uniform case [10], SIR can be formulated as a Rayleigh-Ritz ratio of filter coefficients. The optimal filters that maximize the SIR can be obtained from an eigenvector of a positive definite matrix. Moreover, an iterative algorithm that can incorporate the frequency response is proposed for SIR maximization. Simulation results show that we can obtain nonuniform filter bank transceivers with very high SIR (around 50 dB) and good frequency response (stopband attenuation around 40 dB).

This paper is organized as follows. In Section 2, we study nonuniform filter bank transceivers with integer sampling factors. The ISI-free condition is derived and the SIR is formulated as a Rayleigh–Ritz ratio of transmitting and receiving filters. Then SIR-optimized transmitting and receiving filters are given. Moreover, the design method can be extended to the case of unknown frequency selective channels. In Section 3, an iterative algorithm is proposed to alternately optimize the transmitting and receiving filters for SIR maximization. We will show how to incorporate the frequency response into the objective function. The results are extended to the case of rational sampling factor in Section 4. In Section 5, simulation examples are given to demonstrate the usefulness of the proposed method. A conclusion is given in Section 6.

**Notation**

The $N$-fold downsampled and upsampled versions of $x(n)$ are respectively denoted by $[x(n)]_{|x|}$ and $[x(n)]_{|x|}$ in the time domain, and by $[X(z)]_{|z|}$ and $[X(z)]_{|z|}$ in the $z$ domain. The convolution of two sequences $x(n)$ and $y(n)$ is represented by $x(n) * y(n)$.

2. **NONUNIFORM FILTER BANK TRANSCIEVERS WITH INTEGER SAMPLING FACTORS**

Figure 1 shows a nonuniform filter bank transceiver. The down sampling and upsampling ratios $N_i$ are integers and they can be different for different $i$. A larger $N_i$ indicates a lower data rate and also implies that a smaller bandwidth is allocated to the $i$th subband. For a filter bank transceiver, the integers $N_i$ satisfy $\sum_{i=0}^{M-1} 1/N_i \leq 1$, which is a necessary condition for recovering the input signals $x_i(n)$. When the equality $\sum_{i=0}^{M-1} 1/N_i = 1$ holds, the transceiver is said to be critically sampled. The transmission channel is modeled as an $L$th-order LTI channel with transfer function

$$C(z) = \sum_{l=0}^{L} c(l)z^{-l}. \tag{1}$$

The additive noise is denoted by $v(n)$. Because our formulation is based on the signal-to-interference ratio, the channel noise does not affect the transceiver design. Therefore in Sections 2, 3, and 4, we set $v(n) = 0$. For convenience, an advance operator $z^b$ is added at the receiver to account for the system delay caused by channel $C(z)$. In practice, this advance element can be replaced by an appropriate delay. In this paper, we consider only FIR filter banks. The transmitting and receiving filters are, respectively,

$$F_i(z) = \sum_{n=0}^{N_i} f_i(n)z^{-n}, \quad H_i(z) = \sum_{n=0}^{N_{hi}} h_i(n)z^{-n}. \tag{2}$$

The orders of these filters $N_{fi}$ and $N_{hi}$ can be larger than $N_i$. For notational simplicity, we use the noncausal expression for the receiving filters. Causal filters can be obtained easily by adding sufficient delays. In addition, we assume that the input signals $x_i(n)$ are uncorrelated, zero mean, wide sense stationary (WSS), and white random processes with the same variance $\mathcal{E}_x$. That is,

$$E[x_i(n)] = 0, \quad E[x_i(n)x_j^*(m)] = \mathcal{E}_x \delta(i-j)\delta(n-m). \tag{3}$$

This assumption is usually satisfied by properly interleaving the input data.
2.1. ISI-free condition

The filter bank transceiver shown in Figure 1 is said to be ISI-free if in the absence of noise, for all possible input signals \(x_i(n)\), the outputs are

\[
\hat{x}_i(n) = G_i x_i(n),
\]

for some constant \(G_i\). In this case, a zero-forcing solution can be obtained by cascading a simple one-tap equalizer. Expressing the output signal at the \(j\)th subband in the z domain, we have

\[
\hat{X}_j(z) = \frac{M-1}{\sum_{i=0}^{M-1} X_i(z^N_i) F_i(z) z^h C(z) H_j(z) |_{N_j}}.
\]

From the above equation, we see that in general the system from the input \(x_i(n)\) to the output \(\hat{x}_i(n)\) is not LTI unless \(N_j\) is a factor of \(N_i\). This is very different from the case of uniform filter bank transceivers, in which all \(N_i = N\). Let \(g_{i,j}\) be the greatest common divisor (gcd) of \(N_i\) and \(N_j\). Define two coprime integers \(p_{i,j} = N_i/g_{i,j}\) and \(p_{j,i} = N_j/g_{i,j}\). Then we can write

\[
\hat{X}_j(z) = X_j(z) \left[ F_j(z) z^h C(z) H_j(z) \right]_{N_j},
\]

\[
+ \sum_{i=0, i \neq j}^{M-1} X_i(z^N_i) \left[ F_i(z) z^h C(z) H_j(z) \right]_{N_j}. \tag{6}
\]

Define

\[
T_{i,j}(z) = \left[ F_i(z) z^h C(z) H_j(z) \right]_{g_{i,j}},
\]

\[
= \sum_{l=0}^{L} c(l) \left[ F_i(z) H_j(z) z^{h-l} \right]_{g_{i,j}}. \tag{7}
\]

for \(0 \leq i, j \leq M - 1\). As the input signals \(x_i(n)\) are arbitrary, one can show (see the appendix for a proof) that the ISI-free condition \(\hat{X}_j(z) = G_i X_i(z)\) is satisfied if and only if

\[
T_{i,j}(z) = \left\{ \begin{array}{ll} G_i, & j = i, \\ 0, & \text{otherwise.} \end{array} \right. \tag{8}
\]

For convenience of discussion, we express \(F_i(z) H_j(z) z^{h-l} |_{g_{i,j}}\) in terms of the two sequences \(\alpha_{i,j}(n)\) and \(\beta_{i,j}(n)\) as

\[
\left[ F_i(z) H_j(z) z^{h-l} \right]_{g_{i,j}} = \sum_{n=0}^{N_i} \alpha_{i,j}(n) z^{-n}, \quad i = j,
\]

\[
\sum_{n=0}^{N_j} \beta_{i,j}(n) z^{-n}, \quad i \neq j, \tag{9}
\]

for \(0 \leq i, j \leq M - 1\), and \(0 \leq l \leq L\). Note that since \(F_i(z)\) and \(H_j(z)\) are of finite length, \(\alpha_{i,j}(n)\) and \(\beta_{i,j}(n)\) have finite nonzero terms only. Using the above definition, we can write the \(j\)th output signal \(\hat{x}_j(n)\) as

\[
\hat{X}_j(z) = \sum_{l=0}^{L} a_{j,l}(0) c(l) X_j(n) + \sum_{l=0}^{L} c(l) [\alpha_{j,l}(n) - \alpha_{j,l}(0) \delta(n)] * \hat{x}_j(n) + \sum_{l=0}^{M-1} \sum_{i=0}^{L} c(l) \beta_{i,j,l}(n) * [X_i(n)]_{p_{i,l}}. \tag{10}
\]

The first, second, and third terms on the right-hand side of the above expression are the desired signal, the intraband ISI and the cross-band ISI, respectively. To get an ISI-free transceiver, we need to find the transmitting filters \(F_i(z)\) and receiving filters \(H_k(z)\) so that the second and third terms are equal to zero. The general solution to this problem is still unknown. In the following, we will show how to reduce the effect of ISI by finding a solution that maximizes the signal-to-interference ratio (SIR).

2.2. Matrix formulations of \(\alpha_{i,j}(n)\) and \(\beta_{i,j}(n)\)

In this section, we will formulate the sequences \(\alpha_{i,j}(n)\) and \(\beta_{i,j}(n)\) in a matrix form. These expressions will be useful for the optimization of the transceivers. Recall from (9) that \(\alpha_{i,j}(n)\) and \(\beta_{i,j}(n)\) are obtained from the convolution of \(f_i(n)\) and \(h_k(n)\). Let us define the following vectors:

\[
\alpha_i(n) = \begin{bmatrix} \alpha_{i,0}(n) \\ \alpha_{i,1}(n) \\ \vdots \\ \alpha_{i,L}(n) \end{bmatrix}, \quad \beta_i(n) = \begin{bmatrix} \beta_{i,0}(n) \\ \beta_{i,1}(n) \\ \vdots \\ \beta_{i,L}(n) \end{bmatrix}, \tag{11}
\]

\[
h_i = \begin{bmatrix} h_i(0) \\ h_i(1) \\ \vdots \\ h_i(N_i) \end{bmatrix}, \quad f_i = \begin{bmatrix} f_i(0) \\ f_i(1) \\ \vdots \\ f_i(N_i) \end{bmatrix}.
\]

Then from (9), it is not difficult to verify that the vectors \(\alpha_i(n)\) and \(\beta_i(n)\) can respectively be expressed as

\[
\alpha_i(n) = A_i(n) h_i, \quad \beta_i(n) = B_i(n) h_i, \tag{12}
\]
where the matrices $A_t(n)$ and $B_{ij}(n)$ are respectively given by

$$
A_t(n) = \begin{bmatrix}
    f_1(nN_t+l_0) & f_1(nN_t+l_0+1) & \cdots & f_1(nN_t+l_0+N_{th}) \\
    f_1(nN_t+l_0-1) & f_1(nN_t+l_0-1+1) & \cdots & f_1(nN_t+l_0-1+N_{th}) \\
    \vdots & \vdots & \ddots & \vdots \\
    f_1(nN_t+l_0-L) & f_1(nN_t+l_0-L+1) & \cdots & f_1(nN_t+l_0-L+N_{th})
\end{bmatrix},
$$

$$
B_{ij}(n) = \begin{bmatrix}
    f_i(ng_{ij}+l_0) & f_i(ng_{ij}+l_0+1) & \cdots & f_i(ng_{ij}+l_0+N_{th}) \\
    f_i(ng_{ij}+l_0-1) & f_i(ng_{ij}+l_0-1+1) & \cdots & f_i(ng_{ij}+l_0-1+N_{th}) \\
    \vdots & \vdots & \ddots & \vdots \\
    f_i(ng_{ij}+l_0-L) & f_i(ng_{ij}+l_0-L+1) & \cdots & f_i(ng_{ij}+l_0-L+N_{th})
\end{bmatrix},
$$

The dimensions of the matrices $A_t(z)$ and $B_{ij}(n)$ are, respectively, $(L + 1) \times (N_{th} + 1)$ and $(L + 1) \times (N_{th} + 1)$. Notice that $g_{ij} = N_i$ when $i = j$. Similarly, we can also express the vectors $\alpha_t(n)$ and $\beta_{ij}(n)$, respectively, in terms of the transmitting filter $f_i$ as

$$
\alpha_t(n) = \tilde{A}_t(n) f_i, \quad \beta_{ij}(n) = \tilde{B}_{ij}(n) f_i,
$$

for some matrices $\tilde{A}_t(n)$ and $\tilde{B}_{ij}(n)$. The matrices $\tilde{A}_t(n)$ and $\tilde{B}_{ij}(n)$ consist of the transmitting filter coefficients $h_j(n)$ and they are very similar to $A_t(n)$ and $B_{ij}(n)$, respectively.

### 2.3. SIR-optimized receiving filters

In this section, we will design the receiving filters so that the SIR is maximized for a fixed set of transmitting filters. As the $j$th receiving filter affects only the $j$th output signal $x_j(n)$, the receiving filters can be designed separately; the $j$th receiving filter $F_j(z)$ is optimized so that the SIR of the $j$th output signal $x_j(n)$ is maximized. Recall from (10) that the output of the $j$th subband $x_j(n)$ consists of three components, namely, the desired signal, the intraband interference, and the cross-band interference. As the input signals $x_i(n)$ satisfy the uncorrelated and white property in (3), the desired signal power and intraband interference power at the $j$th output are given by

$$
P_{\text{sig}}(j) = \mathbb{E}_x \left\| \sum_{l=0}^{L} \alpha_{j,i}(0) c(l) \right\|^2,
$$

$$
P_{\text{intra}}(j) = \mathbb{E}_x \left( \sum_{n, n \neq 0} \left| \sum_{l=0}^{L} \alpha_{j,i}(n) c(l) \right|^2 \right),
$$

where $\mathbb{E}_x$ is the power of the input signal defined in (3). The computation of the cross-band interference power is more complicated because the sequence $[x_j(n)]_{p_{ij}}$ is not a WSS process. From multirate theory [20], we know that $[x_j(n)]_{p_{ij}}$ is cyclo wide sense stationary with period $p_{ij}$, or CWSS($p_{ij}$). Letting $u(n) = [x_j(n)]_{p_{ij}}$, then its autocorrelation coefficients satisfy $E[u(n)u^*(n-k)] = E(u(n+p_{ij})u^*(n+p_{ij}-k))$. Since $p_{ij}$ and $p_{ij}$ are coprime, the quantity

$$
\left[ \sum_{l=0}^{L} c(l) \beta_{ij}(n) \ast [x_i(n)]_{p_{ij}} \right]_{p_{ij}}
$$

is also CWSS($p_{ij}$) [20]. From (10), we see that the cross-band interference consists of $(M - 1)$ CWSS sequences with period $p_{ij}$ for $i = 0, \ldots, j - 1, j + 1, \ldots, M - 1$. Let $P_j$ be the least common multiple of the integers $\{p_{0,j}, \ldots, p_{j-1,j}, p_{j+1,j}, \ldots, p_{M-1,j}\}$. Then the cross-band interference is a CWSS($P_j$) random process. We can compute the average cross-band interference power over one period $P_j$ and it is given by

$$
P_{\text{cross}}(j) = \mathbb{E}_x \left\| \frac{1}{L} \sum_{l=0}^{L} \beta_{ij}(n)c(l) \right\|^2.
$$

Next we will express the three quantities $P_{\text{sig}}(j)$, $P_{\text{intra}}(j)$, and $P_{\text{cross}}(j)$ in terms of the receiving filter coefficients $h_j(n)$. To do this, let us define the $(L + 1) \times 1$ vector

$$
c = [c(0), c(1), \ldots, c(L)]^T.
$$

Then from (12), we can write

$$
\mathbb{E}_x \left\| \sum_{l=0}^{L} \alpha_{j,i}(0)c(l) \right\|^2 = \mathbb{E}_x ||c^TA_j(0)h_j||^2
$$

$$
= \mathbb{E}_x h_j^T A_j(0)c^TA_j(0)h_j.
$$

Similarly, using the expressions of $\alpha_t(n)$ and $\beta_{ij}(n)$ in (12), we can also write the intraband and cross-band interference powers in a quadratic form of $h_j$. In summary, the three powers are given by

$$
P_{\text{sig}}(j) = h_j^T Q_{\text{sig},j} h_j, \quad P_{\text{intra}}(j) = h_j^T Q_{\text{intra},j} h_j, \quad P_{\text{cross}}(j) = h_j^T Q_{\text{cross},j} h_j,
$$

where the matrices $Q_{\text{sig},j}$, $Q_{\text{intra},j}$, and $Q_{\text{cross},j}$ are, respectively, given by

$$
Q_{\text{sig},j} = \mathbb{E}_x A_j(0)c^TA_j(0),
$$

$$
Q_{\text{intra},j} = \mathbb{E}_x \sum_{n, n \neq 0} A_j(n)c^TA_j(n),
$$

$$
Q_{\text{cross},j} = \mathbb{E}_x \sum_{n, n \neq 0} \frac{1}{p_{ij}} B_{ij}(n)c^TB_{ij}(n).
$$

As $x_i(n)$ and $x_j(n)$ are uncorrelated for $i \neq j$, the total ISI power at the $j$th output is $P_{\text{isi}}(j) = P_{\text{intra}}(j) + P_{\text{cross}}(j)$. Thus
the SIR of the jth output is given by

\[ y_j = \frac{P_{\text{sig},j}(f_j)}{P_{\text{int},j}(f_j)} = \frac{h_j^*Q_{\text{sig},j}h_j}{h_j^*Q_{\text{int},j}h_j}, \quad (22) \]

where \( Q_{\text{int},j} = Q_{\text{intra},j} + Q_{\text{cross},j} \). Notice that both \( Q_{\text{sig},j} \) and \( Q_{\text{int},j} \) are positive semidefinite matrices. Furthermore, except for some very rare cases, the matrix \( Q_{\text{int},j} \) is positive definite. From the above expression, we see that the SIR is expressed as a Rayleigh-Ritz ratio of \( h_j \). The optimal unit-norm vector \( h_j \) that maximizes \( y_j \) is well known [21]. Let \( Q_{\text{int},j}^{1/2} \) be the positive definite matrix such that \( Q_{\text{int},j} = Q_{\text{int},j}^{1/2}Q_{\text{int},j}^{1/2} \). The optimal \( h_j \) is given by

\[ h_{j,\text{opt}} = Q_{\text{int},j}^{-1/2} \arg \max_{v \neq 0} \frac{v^HQ_{\text{int},j}^{-1/2}Q_{\text{sig},j}h_j}{v^Hv}. \quad (23) \]

The optimal vector \( v \) is the eigenvector corresponding to the largest eigenvalue of the positive definite matrix \( Q_{\text{int},j}^{1/2}Q_{\text{sig},j}Q_{\text{int},j}^{1/2} \).

### 2.4. SIR-optimized transmitting filters

In this section, we consider the SIR optimization of the transmitting filters \( f_i(n) \) given a fixed set of the receiving filters. As the \( i \)th transmitting filter \( f_i(n) \) affects only the \( i \)th input signal \( x_i(n) \), we can consider the SIR due to the \( i \)th transmitted signal \( x_i(n) \). Consider the transmission scenario when only the \( i \)th subband is transmitting, that is, \( x_j(n) = 0 \) for \( j \neq i \). Then from (10), the outputs of the receiver are given by

\[ \hat{x}_i(n) = \left[ \sum_{l=0}^{L} a_{il}(0)c(l) \right] x_i(n) \]

\[ + \sum_{l=0}^{L} c(l)[a_{jl}(n) - a_{ij}(0)\delta(n)] * x_j(n), \]

\[ \hat{x}_j(n) = \left[ \sum_{l=0}^{L} c(l)\beta_{i,j}(n) * [x_i(n)]_{l=p_i}^{l=p_j} \right], \quad \text{for } i \neq j. \quad (24) \]

Note that the first and second terms on the right-hand side of (24) are respectively the desired signal and the intraband interference due to the \( i \)th transmitted signal \( x_i(n) \). On the other hand, \( \hat{x}_j(n) \) represents the cross-band interferences due to \( x_i(n) \). By following a procedure similar to that in the previous section, we can compute the signal power and interference powers and express the SIR as a Rayleigh-Ritz ratio as follows:

\[ \gamma_i = \frac{f_i^*\tilde{Q}_{\text{sig},i}f_i}{f_i^*\tilde{Q}_{\text{int},i}f_i} \quad (25) \]

where the matrices \( \tilde{Q}_{\text{sig},i} \) and \( \tilde{Q}_{\text{int},i} \) are positive semidefinite matrices that have a form very similar to \( Q_{\text{sig},i} \) and \( Q_{\text{int},i} \), respectively. Hence the optimal unit-norm \( f_i \) that maximizes the SIR can be obtained by solving the above Rayleigh-Ritz ratio.

### 2.5. SIR optimized for unknown channels

In many applications, the exact channel impulse response may not be available, and we may have only the statistics of the transmission channels. The above design method can easily be modified to obtain transceivers that are optimized for unknown channels. Assume that the vector containing the channel impulse response, \( c \), is zero-mean with autocorrelation matrix

\[ R_c = E[cc^H]. \quad (26) \]

In this case, the exact channel impulse response is not known. From previous discussions, we know that the signal power and interference powers at the output of the \( j \)th subband are respectively given by (20) and (21). When the channel is not known, we can compute the average signal power and interference powers by taking the expectation with respect to the channel impulse response \( c(l) \). It is not difficult to verify that the average SIR can also be expressed as a Rayleigh-Ritz ratio of the filter coefficients \( h_j \).

Similarly, given the receiving filters, we can modify the optimization of transmitting filters \( f_i \) for the case of unknown channels by using the average SIR. In many situations, we do not know the statistics of the channel. In this case, it is often assumed that the channel impulse responses are independent identical distribution, that is, i.i.d. channels. The autocorrelation matrix of the channel impulse response becomes \( R_c = \sigma_c^2I \).

### 3. AN ITERATIVE ALGORITHM FOR SIR OPTIMIZATION WITH FREQUENCY CRITERIA

From the previous discussions, we know that when the transmitting filters are given, we can obtain optimum receiving filters so that SIR is maximized. Conversely, given the receiving filters we can design the transmitting filters that maximize the SIR. One can therefore alternatingly optimize the receiving and transmitting filters so that SIR is maximized. Because in each iteration, the solution obtained in the previous iteration is also a candidate, the SIR cannot decrease\(^1\) when the number of iterations increases. As we will see in the numerical examples, the increase in SIR is substantial as the number of iterations increases. However because no constraint is applied on the filters, their frequency responses will often degrade significantly as the number of iterations increases. To solve this problem, we can incorporate the filter stopband energy in the optimization. Let us consider the design of the receiving filters \( h_j \). The stopband energy of the \( j \)th receiving filter \( H_j(z) \) is given by

\[ P_{\text{stop}}(j) = \frac{1}{2\pi} \int_{\mathbb{R}_{h_j}} |H_j(e^{j\omega})|^2 d\omega, \quad (27) \]

where \( \mathbb{R}_{h_j} \) is the stopband region of \( H_j(z) \). Define the vector \( e_{n}(z) = [1 \ z \ \cdots \ z^n]^T \). Then the weighted stopband energy

\[^1\] In general, it is not guaranteed that the SIR is monotonically increasing.
energy can be expressed as
\[ P_{\text{stop}}(j) = h_j^T Q_{\text{stop},ij} h_j, \]  
(28)
where the matrix \( Q_{\text{stop},ij} \) is given by
\[ Q_{\text{stop},ij} = \frac{1}{2\pi} \int_{\mathbb{R}_i} e_{N_j}(e^{j\omega}) e_{N_j}^T(e^{j\omega}) d\omega. \]  
(29)

The new objective function that incorporates the frequency response is
\[ \eta_j = \frac{h_j^T Q_{\text{sig},ij} h_j}{h_j^T [Q_{\text{sig},ij} + c_{h,j} Q_{\text{stop},ij}] h_j}, \]  
(30)
where \( c_{h,j} \geq 0 \) is a weight that adjusts the relative importance of the frequency responses. When \( c_{h,j} = 0 \), the new objective function \( \eta_j \) reduces to the SIR expression \( \gamma_j \) in (22) and no frequency criteria are applied. One can see that \( \eta_j \) is also a Rayleigh-Ritz ratio of \( h_j \). We can choose \( h_j \) to be the unit-norm vector that maximizes this ratio. Similarly, one can incorporate the stopband energy into the optimization of the transmitting filters \( f_i(n) \). One will get a new objective function
\[ \tilde{\eta}_i = \frac{f_i^T \tilde{Q}_{\text{stop},ij} f_i}{f_i^T [Q_{\text{sig},ij} + c_{f,i} Q_{\text{stop},ij}] f_i}, \]  
(31)
where \( f_i^T \tilde{Q}_{\text{stop},ij} f_i \) is the term corresponding to the stopband energy of the filter \( f_i(n) \). The optimal \( f_i \) is the unit-norm vector that maximizes \( \tilde{\eta}_i \).

Note that in the new objective function, the passband responses of the filters are not included. For unit-norm filters, when the stopband energy is small, the passband energy will be close to one. In transceiver designs, nearly zero ISI property can be guaranteed by a high SIR and the flatness of passband response is not needed.

The iterative algorithm for transceiver optimization is summarized as follows.

(1) Select a set of the receiving filters \( H_i^{(0)}(z) \) with good frequency responses.

For \( k \geq 1 \), repeat the following steps.

(2) Given the receiving filters \( H_i^{(k-1)}(z) \), optimize \( F_i^{(k)}(z) \) so that \( \tilde{\eta}_i \) is maximized for \( 0 \leq i \leq M - 1 \).

(3) Given the transmitting filter \( F_i^{(k)}(z) \), optimize \( H_i^{(k)}(z) \) so that \( \eta_i \) is maximized for \( 0 \leq i \leq M - 1 \).

(4) Stop if the SIR is higher than the desired value or if it reaches the maximum number of iterations; otherwise, \( k = k + 1 \) and return to step (2).

4. NONUNIFORM FILTER BANK TRANSCIIVERs WITH RATIONAL SAMPLING FACTORS

In this section, we generalize the design method to the case of rational sampling factors. We will first employ the technique in [15] to convert the transceiver with rational sampling factors into an equivalent transceiver with integer sampling factor. Then the optimization method developed in the previous sections can be adopted. The block diagram of a nonuniform filter bank transceiver with rational sampling factors is shown in Figure 2. At the transmitter, the input signal \( x_i(n) \) goes through an \( N_i \)-fold expander and an \( M_i \)-fold decimator. The bandwidth of the \( i \)th subband is proportional to the ratio \( M_i/N_i \). Without loss of generality, we assume that the integers \( M_i \) and \( N_i \) are coprime. If they are not coprime, then it is known [20] that the \( i \)th subband can be replaced with an equivalent system with coprime \( M_i' \) and \( N_i' \), and such an equivalent system will have a lower complexity. Furthermore, to ensure symbol recovery, we assume
\[ \sum_{i=0}^{M-1} \frac{M_i}{N_i} \leq 1. \]  
(32)

Let us decompose the \( k \)th transmitting and receiving filters using the polyphase representation as
\[ H_k(z) = \sum_{\ell=0}^{M_k-1} z^{\ell} E_{k,\ell}(z^{M_k}), \]  
(33)
\[ F_k(z) = \sum_{\ell=0}^{M_k-1} z^{-\ell} R_{k,\ell}(z^{M_k}). \]

Note that no coefficient of \( H_k(z) \) or \( F_k(z) \) appears in more
than one $E_{k,r}(z)$ or $R_{k,r}(z)$. As $M_k$ and $N_k$ are coprime, we can always find positive integers $a$ and $b$ such that $aM_k - bN_k = 1$. Let $a_{k,1}$ and $b_{k,1}$ be the smallest integers that satisfy this condition. Define

$$a_{k,j} = la_{k,1}, \quad b_{k,j} = lb_{k,1}. \quad (34)$$

Using the polyphase representation and the noble identities [20], we can redraw the $k$th subbands of the transmitter and receiver, respectively, as those shown in Figures 3(a) and 3(b). Moreover, since $M_k$ and $b_{k,1}$ are coprime, we have

$$\{b_{k,1}[M_1, b_{k,2}[M_2], \ldots, b_{k,M_k-1}[M_k]\} = \{1, 2, \ldots, M_k - 1\}, \quad (35)$$

where $[p]_q$ represents $p$ modulo $q$, which is a number between 0 and $q - 1$. Thus, in Figure 3(a), the signal $x_k(n)$ is split into its polyphase components \{\x_k,0\}(n), \x_k,1\(n), \ldots, \x_k,M_k-1\(n)\}. Similarly, \{\x_k,0\}(n), \x_k,1\(n), \ldots, \x_k,M_k-1\(n)\} in Figure 3(b) are the polyphase components of the signal $\x_k(n)$. Using these results, we can redraw Figure 2 as Figure 4. The transceiver in Figure 4 has the same structure as that in Figure 1. Since input signals $x_{i,j}(n)$ are also uncorrelated, we can apply the design method developed in previous sections to obtain the optimal $R_{k,r}(z)$ and $E_{k,r}(z)$. The filters $F_k(z)$ and $H_k(z)$ can be obtained from (33).

5. SIMULATIONS

In this section, we provide two examples to show the performance of nonuniform filter bank transceivers designed by using the proposed method. It is emphasized that in transceiver designs, the nearly zero ISI property is guaranteed by a high SIR value and passband flatness is not needed. We assume that the channel noise $v(n)$ is AWGN in the following examples.

Example 1. In this example, we design nonuniform filter bank transceivers with integer sampling factors. The number of subbands is $M = 4$ and the sampling factors are $\{N_0, N_1, N_2, N_3\} = \{2, 4, 8, 8\}$. Four-tap channels are used here. A total of 100 randomly generated iid channels are employed in the simulation. We assume that channel impulse responses are known. All the transmitting and receiving filters are of
order 56. We consider the iterative algorithm for both cases of with and without frequency criteria. For the case with frequency criteria (indicated as fc), the weights for the stopband energy are chosen as $c_{f,0} = c_{f,1} = c_{h,0} = c_{h,1} = 0.05$, and $c_{f,2} = c_{f,3} = c_{h,2} = c_{h,3} = 0.4$. We plot the SIR averaged over the 100 random channels versus the number of iterations and the results are shown in Figure 5. From the figure, we see that the average SIR increases with the number of iterations. When no frequency criteria are applied, the average SIR increases by about 15 dB and it can be as high as 56 dB after 400 iterations. Even when the frequency criteria are applied, the average SIR increases by more than 8 dB. Thus the incorporation of frequency criteria results in a loss of SIR by 7 dB. To show the improvement in frequency response when the frequency criteria are applied, we plot the magnitude responses of the transceiver optimized for one particular channel—Channel A after the 200th iteration. The impulse response of Channel A is given by

Channel A = \[
\begin{bmatrix}
0.2218 & -0.475 & 0.3906 & 0.2845
\end{bmatrix}
\] (36)
The results are shown in Figures 6, 7, 8, and 9. Comparing the results in Figures 6 and 7 with those in Figures 8 and 9, we can see that the incorporation of the frequency criteria improves the frequency characteristics of the transceiver significantly. The tradeoff is a loss in SIR of around 7 dB.

**Example 2.** In this example, we design two-band nonuniform filter bank transceivers with rational sampling factors, where \( N_0 = N_1 = 5, M_0 = 2, \) and \( M_1 = 3. \) A total of 100 iid channels with 4 taps are randomly generated. The filter orders are \( N_{f_0} = N_{h_0} = 58 \) and \( N_{f_1} = N_{h_1} = 87. \) The transmitting filters \( F_0(z) \) and \( F_1(z) \) are, respectively, initialized as good lowpass and highpass filters with a passband bandwidth of \( 2\pi/5. \) We consider 3 cases: (i) optimization without frequency criteria (indicated by \( c = 0 \)); (ii) optimization with frequency criteria and the weights on the stopband energy are \( c_{f,0} = c_{f,1} = c_{h,0} = c_{h,1} = \epsilon = 0.1 \) (indicated by \( c = 0.1 \)); (iii) optimization with frequency criteria and the weights on the stopband energy are \( c_{f,0} = c_{f,1} = c_{h,0} = c_{h,1} = \epsilon = 10 \) (indicated by \( c = 10 \)). The SIR averaged over 100 random channels versus the number of iterations are given in Figure 10 for the three different values of \( c. \) From the figure, we see that the SIR is smaller when we impose frequency criteria. The heavier the frequency criteria, the lower the SIR. Comparing the cases of \( c = 10 \) and \( c = 0, \) the loss of SIR (after 200 iterations) is around 6 dB. Even with the frequency weighting of \( c = 10, \) the SIR can be as high as 47 dB, a value that is good enough for many applications. To demonstrate the effect of adding frequency criteria, we plot the filter magnitude responses for
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**Figure 10:** SIR versus the number of iterations.

One particular channel—Channel B after 200 iterations. The impulse response of Channel B is

\[
\text{Channel B} = \begin{bmatrix}
-0.44270 & -0.42492 & 0.39377 & 0.34971
\end{bmatrix}.
\] (37)

The magnitude responses of the initial filters are given in Figures 11 and 12. The results are shown in Figures 11, 12, 13, and 14 (for the purpose of comparison, we also plot the initial \( |F_i(e^{j\omega})| \) in the same figure). From the figure, it is clear that without any frequency weighting, the magnitude responses degrade significantly after 200 iterations and the frequency weighting can greatly enhance the selectivity of filters.

### 6. CONCLUSION

In this paper, we propose a method for designing nonuniform filter bank transceivers for frequency selective channels. By expressing the SIR as Rayleigh-Ritz ratios of transmitting and receiving filters respectively, we can iteratively optimize the filters so that SIR is maximized. Moreover, a new cost function that incorporates the filter frequency response is introduced. Iterative optimization algorithm based on the new
the transceiver is ISI-free if and only if $T_j$ satisfies (8). Suppose that $a_i$ and $a_j$ are coprime. Thus there exist integers $T_i$ and $T_j$ such that $a_i = k_1 T_i$ and $a_j = k_2 T_j$. Then $T_i$ contains the term $t_i(z) = z^{-k_1}$ and $T_j$ contains the term $t_j(z) = z^{-k_2}$. Note that the integers $p_i$ and $p_j$ are coprime. Thus there exist integers $a$ and $b$ such that $ap_i + bp_j = k$. As the inputs $X_i(z)$ are arbitrary, let us take $X_i(z) = z_i^k$ and $X_j(z) = 0$ for all $l \neq i$. From (6), one can find that $X_j(z)$ will contain the term $t_j(z) = z^{-k}$. That means, the $i$th transmitted signal is causing interference to the $j$th output of the receiver. Therefore we should have $T_{i,j}(z) = 0$ for all $i \neq j$. For the case of $i = j$, it is clear from (6) that the transceiver is ISI-free if and only if $T_{i,i}(z) = G_j$ for some constant $G_j$.
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