Distributed Optimal Frequency Regulation for Multiple Distributed Power Generations with an Event-Triggered Communication Mechanism
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Abstract: This paper studied the distributed optimal frequency regulation for multiple power generations in an isolated microgrid under limited communication resource. The event-triggered mechanism is introduced in the construction of the regulation algorithm. Each power generation in the microgrid only transmits its own information to its neighbors through a communication network when the event-triggered condition is satisfied, and the communication burden can be reduced significantly. Moreover, Zeno behavior is excluded to make the event-triggered regulation algorithm reasonable and realistic for practical microgrids. The proposed regulation method can restore the frequency and retain the economic efficiency simultaneously when some disturbances occur in isolated microgrids. The experimental result shows the effectiveness of the theoretical method.
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1. Introduction

Due to the issues of global warming and environmental pollution caused by traditional fossil fuels, renewable energy resources have gained more attention because of their advantages of cleanliness, renewability and availability as shown in Reference [1]. Renewable energy resources are integrated into the modern power system in the form of distributed power generation. As mentioned in Reference [2], distributed power generations, such as solar photovoltaic and wind energy generations, are commonly dependent on meteorological factors, which makes the unpredictability and volatility in their power generation. This leads to the introduction of the microgrid, which is a localized power system comprised of loads, storage devices and distributed power generations accessed though inverters. The frequency stability is a key performance criterion in the microgrid as illustrated in Reference [3]. If the microgrid operates in the isolated mode, the frequency stability is maintained by the frequency regulation algorithm constructed for each power generation inverter. Furthermore, there always exists the requirement of reducing the generation cost in order to coordinate the power generations in an economically efficient way. However, due to the rapidity and randomness of the power production of distributed power generation, the conventional economic dispatch based on accurate prediction is inappropriate. To address this issue, some research has considered dynamic optimal frequency regulation which can restore the frequency
and retain the economic efficiency of distributed power generations simultaneously in one control layer with the same time-scale, and it is named optimal frequency regulation, which is studied in this paper.

The frequency regulation of the microgrid method considered in the existing literature can be divided into centralized regulation and distributed regulation. The implementation of centralized frequency regulation requires collecting the information of all inverters in the microgrid [4]. The predictive control method was introduced in the centralized frequency regulation construction in Reference [5], and Reference [6] considered the issue of communication delay in centralized optimal frequency regulation. It should be mentioned that the centralized architecture is not applicable for practical microgrids containing the distributed power generations with wide distribution and large quantity characters. This results in the optimal frequency regulation based on distributed architecture, which is inspired by the distributed control of the multi-agent system [7–9]. Different to the centralized one, the implementation of distributed frequency regulation only requires the local information transmission, which is more scalable, robust and economical. The distributed optimal frequency regulation based on all-to-all and neighbor-to-neighbor communication was studied in Reference [10,11] and more general communication network topology was considered in Reference [12]. The distributed finite-time frequency regulation was studied in Reference [13], and Ad-hoc chattering-free sliding-mode-based distributed finite-time frequency regulation was studied in Reference [14] to enhance the underlying robustness and convergence properties of the system. The issue of heterogeneous inverters in distributed frequency regulation problem was addressed in Reference [15]. In Reference [16], the distributed optimal frequency regulation was designed based on internal model approach for the isolated inverter-based microgrid with time varying voltages. The robust distributed control for microgrid was considered in Reference [17,18] to deal with the issues of time delay and noise interference in communication networks.

The existing distributed optimal frequency regulation methods require each power generation inverter to transmit its own information continuously. This is unrealistic since the information is transmitted discretely in a practical communication network. Although the regulations based on continuous information transmission can take the discretization implementation according to periodic sampled-data scheme, it may transmit some unnecessary information and waste the communication resources since the fixed sampling period is selected based on the worst case. To address this issue, the event-triggered mechanism studied in networked control systems firstly in References [19,20] should be a feasible method. The information of each inverter can only be broadcast at some discrete triggering time instances under the event-triggered mechanism, which implies that less information is needed to be transmitted through the communication network. Nowadays, some literature has introduced the event-triggered mechanism in the control of the microgrid. The distributed event-triggered \( P – Q \) control for power balance in a microgrid was studied in Reference [21], and the power sharing control under event-triggered mechanism was considered in Reference [22]. In Reference [23], the event-triggered distributed cooperative control based on sampled data was applied to the secondary frequency regulation of distributed generation. Most of the existing distributed event-triggered frequency regulation for an isolated microgrid as shown in References [21–23] are only applicable in the simplified linearized control model.

Although there exists some research that considered the distributed event-triggered control in microgrids, the topic about distributed optimal frequency regulation of power generations is still lacking to the best of the authors’ knowledge, which motivates the study of this paper. This paper aims to introduce an event-triggered mechanism into the construction of distributed optimal frequency regulation for multiple power generations in an isolated microgrid. Because of the demand-transmission character of an event-triggered mechanism, the communication burdens can be sharply reduced compared with the continuous information transmission mechanism in References [10–12,16]. The main contributions are summarized as follows.

1. The regulation strategy based on an event-triggered mechanism is proposed to restore the frequency and retain the economic efficiency in this paper, where the information of each
power generation inverter is only transmitted when the constructed event-triggered condition is satisfied.

2. Zeno behavior is avoided through theoretical analysis, which means that the information will not be transmitted an infinite number of times in any finite time period. This makes the proposed optimal frequency regulation algorithm reasonable and realistic for practical application.

3. The proposed event-triggered regulation in this paper is constructed based on the nonlinear droop-controlled inverter model which can describe the frequency dynamics more accurately.

This paper is organized as follows: the microgrid model and control purpose are stated in Section 2. Section 3 represents the construction of event-based regulation and proves its effectiveness by theoretical analysis. Section 4 illustrates the experimental result on a test microgrid, and the conclusion is stated in Section 5.

2. Problem Formulation

2.1. Microgrid Model

Consider the isolated microgrid consisting of $n$ generation and $m$ load buses. The generation bus presents an inverter which connects to a distributed power generation and a battery, and the load buses can be eliminated since the Kron-reduced network model is used here [24]. The power network of microgrid can be described by an undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where the node set $\mathcal{V} = \{1, 2, ..., n\}$ denotes the inverters and the edge set $\mathcal{E} = \{(i, j) | i, j \in \mathcal{V}\}$ represents the transmission lines between inverters in microgrid. The set $\mathcal{N}_i = \{j | (j, i) \in \mathcal{E}\}$ describes all the inverters directly connected to inverter $i$ by transmission line. Define $D = \{d_{ik}\} \in \mathbb{R}^{n \times m}$ as the incidence matrix of graph $\mathcal{G}$, where the $d_{ik} = 1$ if node $i$ is the positive end of edge $k$ and $d_{ik} = -1$ if node $i$ is the negative end of edge $k$, otherwise $d_{ik} = 0$.

According to References [4,25], the dynamic of inverter at generation bus $i$ is modeled as

\[
\frac{d}{dt}\delta_i = u^\delta_i, \quad (1)
\]

\[
\tau \frac{d}{dt} V_i = -V_i + u^V_i, \quad (2)
\]

where the variable $\delta_i$ and $V_i$ denote the voltage angle and voltage amplitude of inverter $i$ respectively, the positive $\tau$ is the time constant. The controllers of inverter $i$ in (1)–(2) are selected as

\[
u^\delta_i = \omega^d - k_P \left( P^m_i - P^d_i - p_i \right) \]

\[
u^V_i = V^d_i - k_Q \left( Q^m_i - Q^d_i - q_i \right), \quad (3)
\]

where the constants $V^d_i$, $\omega^d$, $P^d_i$, $Q^d_i$, $k_P$, and $k_Q$ represent the desired voltage, desired frequency, active power setpoint, reactive power setpoint, frequency droop gains and voltage droop gains respectively, $p_i$ and $q_i$ are the additional control input. Noted that the measured active and reactive power of inverter $i$, which are labeled as $P^m_i$ and $Q^m_i$ respectively in (3) and (4), are obtained through the following filters

\[
\tau \frac{d}{dt} P^m_i = -P^m_i + P_i \quad (5)
\]

\[
\tau \frac{d}{dt} Q^m_i = -Q^m_i + Q_i, \quad (6)
\]
where the positive $\tau_p$ and $\tau_Q$ are time constants. The variable $P_i$ and $Q_i$ in (5) and (6) are the active and reactive power flow of inverter $i$ represented as follows

$$ P_i = \sum_{j \in N_i} |B_{ij}|V_iV_j \sin(\delta_i - \delta_j) + P_{0i} $$

$$ Q_i = |B_{ij}|V_i^2 - \sum_{j \in N_i} |B_{ij}|V_iV_j \cos(\delta_i - \delta_j) + Q_{0i}, $$

where $B_{ij}$ is the susceptance of the transmission line between inverter $i$ and $j$, $B_{ii} = \hat{B}_{ii} + \sum_{j \in N_i} B_{ij}$ with the shunt susceptance $\hat{B}_{ii}$, and the unknown constants $P_{0i}$ and $Q_{0i}$ approximate the terms involving the conductance of transmission lines.

In general $\tau_{\mu_i} \ll \tau_{\mu_j} \approx \tau_{Q_j}$, and thus $\tau_{\mu_i}$ can be assumed to be 0. Combining (1)–(6) yields the following microgrid model

$$ \frac{d}{dt} \delta_i = \omega_i $$

$$ \frac{d}{dt} \omega_i = -\omega_i + \omega^d - k_p (P_i - P_i^d) + u_i^P $$

$$ \frac{d}{dt} V_i = -V_i + V_i^d - k_Q (Q_i - Q_i^d) + u_i^Q, $$

where the control inputs $u_i^P = k_p (P_i + \tau_p \frac{d}{dt} P_i)$ and $u_i^Q = k_Q (Q_i + \tau_Q \frac{d}{dt} Q_i)$. Since we only consider the optimal frequency regulation problem, the reactive power control inputs $u_i^Q$ are assumed to be constant $u_i^Q$ in this paper, and the active power control input $u_i^P$ should be design later to implement the optimal frequency regulation.

Substituting (7) and (8) into (9)–(11) obtains the microgrid model in the following compact form

$$ \frac{d}{dt} \eta = D^T \omega $$

$$ M_P \frac{d}{dt} \omega = -K_p^{-1} (\omega - \omega^d 1) - D \Gamma(V) \sin(\eta) + P_0^d + u^P $$

$$ M_Q \frac{d}{dt} V = -K_Q^{-1} (V - V^d) - \Theta(V) + |D \Gamma(V) \cos(\eta) + Q_0^d + \eta^Q, $$

where the vectors $\eta = D^T \delta$ with $\delta = \text{col}(\delta_i)$, $\omega = \text{col}(\omega_i)$, $V = \text{col}(V_i)$, $V^d = \text{col}(V_i^d)$, $P_0^d = \text{col}(P_i^d - P_{0i})$, $Q_0^d = \text{col}(Q_i^d - Q_{0i})$, $u^P = \text{col}(u_i^P)$, $u^Q = \text{col}(u_i^Q)$, $\sin(\eta) = \text{col}(\sin(\eta_i))$, $\cos(\eta) = \text{col}(\cos(\eta_i))$, and $\Theta(V) = \text{col}(|B_{ij}|V_i^d)$, and $D$ is the incidence matrix of graph $G$ defined before, the elements in matrix $|D|$ are the absolute values of those in $D$, the matrix $K_p = \text{diag}(k_p)$, $K_Q = \text{diag}(k_Q)$, $M_p = K_p^{-1} \cdot \text{diag}(\tau_{pi})$, $M_Q = K_Q^{-1} \cdot \text{diag}(\tau_{Qi})$, $\Gamma(V) = \text{diag}(\Gamma(V))_{ii}$ with $\Gamma(V)_{ii} = |B_{ki}|V_i V_j$ if transmission line $i$ is incident to inverter $k$ and $l$. We set $1 = (1, ..., 1)^T$ to be the vector with appropriate dimension in the whole paper.

2.2. Communication Network

In order to implement the distributed optimal frequency regulation, each power generation inverter should transmit its own information to others through the communication network described by a graph $G^c = (V, E^c)$ in the microgrid. The node set $V$ is the same as that in power network $G$, and the edge set $E^c = \{(i, j) | i, j \in V\}$ where the symbol $j \rightarrow i$ means that inverter $j$ can transmit its own information to inverter $i$ directly through communication network $G^c$. The set $N_i^c = \{j | (j, i) \in E^c\}$ contains all the inverters which can communicate with inverter $i$, and its cardinal number is denoted as $|N_i^c|$. Define $C = \{c_{ij}\} \in R^{n \times n}$ as the adjacency matrix of graph $G^c$, where $c_{ij} = 1$ if $(i, j) \in E^c$, otherwise $c_{ij} = 0$, and $c_{ii} = 0$. The Laplacian matrix of graph $G^c$ is given as $L = \text{diag}(d_i) - C$ where $d_i = \sum_{j \in N_i^c} c_{ij}$. According to [7], the Laplacian matrix $L$ is a semi-positive definite since the graph $G^c$
is assumed to be undirected and connected. Mentioned that the edge sets \( E \) in power network \( G \) and \( E^c \) in communication network \( G^c \) can be different with each other.

2.3. Control Purpose

The frequency deviation at each inverter should be eliminated to ensure the stable operation of the isolated microgrid, which implies that the frequency \( \omega_i \) should achieve the desired value \( \omega^d \) for \( i = 1, \ldots, n \). It is known that the non-zero frequency deviation will occur when the active or reactive power setpoint \( P^d_i \) or \( Q^d_i \) changes caused by a disturbance. The purpose of frequency regulation is to restore the non-zero frequency deviation to zero by adjusting the active power control input \( u^P_i \). Mathematically it requires that \( \dot{\omega}_i = \omega^d (i \in \mathcal{V}) \) where \( \dot{\omega}_i \) is the frequency of inverter \( i \) at the steady state.

The steady state \((\bar{\eta}, \bar{\omega}, \bar{V})\) of system (12)–(14) under the given constant active power control input \( \bar{u}^P \) satisfies

\[
0 = D^T \bar{\omega} \quad (15)
\]

\[
0 = -K^P_{\omega} (\bar{\omega}-\omega^d \mathbf{1}) - D^T(\bar{V}) \sin(\bar{\eta}) + P^d_0 + \bar{u}^P \quad (16)
\]

\[
0 = -K^Q_V (\bar{V} - V^d) - \Theta(\bar{V}) + |D| \Gamma(\bar{V}) \cos(\bar{\eta}) + Q^d_0 + \bar{Q}. \quad (17)
\]

Through some simple calculating based on (15)–(17), the frequency at steady state satisfies \( \bar{\omega} = (\omega^d + (P^d_0 + a^P)^T 1)/1 \). This implies that \( \bar{\omega}_i = \omega^d (i \in \mathcal{V}) \) is equivalent to \( (P^d_0 + a^P)^T 1 = 0 \), which further means that the frequency deviation is eliminated if and only if the active power control input \( u^P \) satisfies \((P^d_0 + u^P)^T 1 = 0\) at the steady state. Furthermore, in order to coordinate the power generation inverters in an economically efficient way, the requirement in reducing the generation cost should also be considered. Considering the frequency restoration and economic efficiency simultaneously leads to the optimal frequency regulation problem given as

\[
\min_{\bar{a}^P} C(\bar{a}^P) = \min_{\bar{a}^P} \frac{1}{2} (\bar{a}^P)^T R \bar{a}^P = \min_{\bar{a}^P} \sum_{i \in \mathcal{V}} \frac{1}{2} r_i (\bar{a}^P_i)^2 \quad (18)
\]

subject to \( 0 = (P^d_0 + \bar{a}^P)^T 1 \),

\[
(19)
\]

where \( C(\bar{a}^P) \) is the generation cost function with the positive definite matrix \( R = \text{diag}(r_i) \) for positive constants \( r_i \). The requirement of economic efficiency is reflected in (18), and that of frequency restoration is represented in (19).

Remark 1. The constructed dynamic optimal frequency regulation should simultaneously achieve the two control purposes including restoring the frequency (i.e., restoring the active power balance) as shown in (19) and retaining the economic efficiency of power generation inverter as shown in (18). It is different with the onefold optimal dispatch problem where only the economic efficiency purpose is required.

The problem (18) and (19) can be addressed by the following distributed optimal frequency regulation constructed in Reference [16]

\[
u^P_i(t) = -\frac{\phi_i(t)}{r_i} \quad (20)
\]

\[
d\phi_i(t) = \sum_{j \in \mathcal{N}_i} (\phi_j(t) - \phi_i(t)) + \frac{\omega_i(t) - \omega^d}{r_i}, \quad (21)
\]

where \( \phi_i \) is an internal variable of dynamic control law (20) and (21), and it is stored and computed in operation device at inverter \( i \) in practice.
However, it should be mentioned that each inverter needs to transmit its own information $\phi_i$ to its neighbors $j (j \in N_i^c)$ continuously through communication network $\mathcal{G}^c$ under regulation (20) and (21). This is not practical since the information is transmitted discretely in a realistic communication network. Moreover, although there exists the discretization method for (20) and (21) according to the periodic sampled-data scheme, it may lead to unnecessary information transmission since the fixed sampling period is selected based on the worst case. The high data flows in a communication network brings the potential for harm, such as high costs, traffic congestion and limits on critical monitoring and protection functions, which may break the operation of distributed optimal frequency regulation and lead the breakdown of microgrid [26]. As a consequence, it is essential to communication-saving regulation method.

In this paper, the event-triggered mechanism based on the response of data $\phi_i$ is introduced in the design of distributed optimal frequency regulation. Different from the continuous information transmission in regulation (20) and (21), the information of each inverter is transmitted discretely in the event-triggered regulation and the transmission time instant is determined by the proposed event-triggered mechanism. It aims to reduce the communication burden due to the on-demand transmission characteristics.

3. Main Results

3.1. Distributed Event-Triggered Optimal Frequency Regulation

The triggering time sequence of inverter $i$ determined by the event-triggered mechanism is denoted as $\{t_{i0}, t_{i1}, ..., t_{ik}, ...\}$, where $t_{i0} < t_{i1} < ... < t_{ik} < ...$. The distributed optimal frequency regulation for inverter $i$ based on event-triggered sampling information is constructed as follows for $t \in [t_{ik}, t_{ik+1})$

$$u_i^p(t) = -\frac{\phi_i(t)}{r_i} \quad (22)$$

$$\frac{d}{dt}\phi_i(t) = \sum_{j \in N_i^c} (\phi_j(t_{j(k)}^i) - \phi_i(t_{k}^i)) + \frac{\omega_i(t) - \omega^d}{r_i}, \quad (23)$$

where $t_{j(k)}^i$ is the latest triggering time of inverter $j$ before time $t$.

Denoting

$$u^p(t) = (u_{i1}^p(t), u_{i2}^p(t), ..., u_{n}^p(t))^T, \quad \phi(t) = (\phi_1(t), ..., \phi_n(t))^T$$

and

$$\hat{\phi}(t) = (\phi_1(t_{1(k)}^i), ..., \phi_n(t_{n(k)}^i))^T$$

for $t \in [t_{ik}, t_{ik+1})$, the regulation (22) and (23) can be written in the compact form as

$$u^p(t) = -R^{-1}\phi(t) \quad (24)$$

$$\frac{d}{dt}\hat{\phi}(t) = -L\hat{\phi}(t) + R^{-1}(\omega(t) - \omega^d1). \quad (25)$$

**Remark 2.** The implementation of (22) and (23) at inverter $i$ only requires the discrete event-triggered sampling information $\phi_j(t_{j(k)}^i)$ transmitted from its neighbors instead of the continuous information $\phi_j(t)$. Inverter $i$ remains the neighbors’ information $\phi_j(t_{j(k)}^i)$ unchanged until the next event-triggered sampling information $\phi_j(t_{j(k+1)}^i)$ is received from inverter $j$. This implies that only the discrete event-triggered sampling information is transmitted through the communication network under the regulation (22) and (23), which can reduce the communication burdens compared with (20) and (21).

According to Lagrange multiplier method, the optimal solution of problem (18) and (19) is $\hat{\theta}^p = -R^{-1}\hat{\phi}$ with $\hat{\phi} = \frac{11^T \eta^P}{1^T R^{-1} \cdot 1}$. The aim of distributed optimal frequency regulation is to maintain the stability of steady state $(\omega^d1, \eta, \bar{V}, \bar{\phi})$ for the closed-loop system (12)–(14) and (24) and
(25). In order to certify the effectiveness of regulation (22) and (23), the triggering time sequence \( \{ t_{i}^{k}, t_{k+1}^{i} \} \) of each inverter \( i \) needs to be selected. This is determined by the event-triggered mechanism which will be constructed in the following sections.

3.2. Distributed Event-Triggered Mechanism Based on Response Data

Construct the event-triggered condition of inverter \( i \) based on response data of \( \phi_{i} \) and \( \phi_{j} (j \in N_{i}^{c}) \) as follows for \( t \in [t_{k}, t_{k+1}^{i}] \)

\[
e_{i}^2(t) > \frac{\alpha_{i}}{4|N_{i}^{c}|} \sum_{j \in N_{i}^{c}} (\phi_{j}(t_{k}) - \phi_{i}(t_{k}))^2, \tag{26}
\]

where \( \alpha_{i} \in (0, 1) \) is a constant and the measurement error \( e_{i}(t) \) is defined as

\[
e_{i}(t) = \phi_{i}(t_{k}) - \phi_{i}(t). \tag{27}
\]

When the event-triggered condition (26) is satisfied for \( t > t_{k}^{i} \), inverter \( i \) will label the time \( t \) as \( t_{k+1}^{i} \) and transmit its own sampling information \( \phi_{i}(t_{k+1}^{i}) \) to its neighbors in \( N_{i}^{c} \). The triggering time sequence \( \{ t_{0}^{i}, t_{1}^{i}, \ldots, t_{k}^{i}, \ldots \} \) is determined by the event-event-triggered condition (26) as

\[
t_{k+1}^{i} = \inf_{t > t_{k}^{i}} \{ t | e_{i}^2(t) > \frac{\alpha_{i}}{4|N_{i}^{c}|} \sum_{j \in N_{i}^{c}} (\phi_{j}(t_{k}) - \phi_{i}(t_{k}))^2 \}.
\]

**Remark 3.** The condition (26) can be seen as an ‘event’ in the mechanism. The ‘event’ occurs if and only if the condition (26) is satisfied. The occurrence of ‘event’ triggers a series of actions, which include labeling the triggering time instant \( t_{k+1} \), updating and transmitting the data \( \phi_{i}(t_{k+1}) \) to neighbors through the communication network. It is noted that the above actions do not execute if the ‘event’ (26) does not occur.

**Remark 4.** The conventional distributed optimal frequency regulation (20) and (21) can make the discrete implementation based on the periodic sampling mechanism as follows for \( t \in [kh, (k+1)h) \)

\[
w_{i}^{p}(t) = -\frac{\phi_{i}(t)}{r_{i}}, \tag{28}
\]

\[
d \phi_{i}(t) = \sum_{j \in N_{i}^{c}} (\phi_{j}(kh) - \phi_{i}(kh)) + \frac{\omega_{i}(t) - \omega_{d}}{r_{i}}, \tag{29}
\]

where the non-negative integer \( k \) is the sampling number, and the positive constant \( h \) is the sampling period. The information transmission period of (28) and (29) is the constant \( h \). In order to maintain the system stability, the period \( h \) is fixed based on the worst case usually, which increases the conservatism and makes the unnecessary information transmission. Instead, the information transmission period \( (t_{k+1}^{i} - t_{k}^{i}) \) of the event-triggered regulation (22) and (23) is determined by the proposed event-triggered mechanism (26), which is adjusted adaptively according to the system’s state. It leads to fewer communication burdens compared with the periodic sampling mechanism.

The following candidate Lyapunov function will be used to prove the stability of closed-loop system.

\[
U(\omega, \eta, V, \phi) = (\omega - \omega^{d})^{T} M_{p}(\omega - \omega^{d}) - 1^{T} \Gamma(V) \cos(\eta) + 1^{T} \Gamma(V) \cos(\bar{\eta}) - (\Gamma(V) \sin(\eta))^{T} (\eta - \bar{\eta}) + 1^{T} K_{Q}^{-1}(V - \bar{V}) + \frac{1}{2} 1^{T} (\Theta(V) - \Theta(\bar{V})) - (K_{Q}^{-1} V^{d} + Q_{d}^{i} + a^{Q})^{T} (\ln(V) - \ln(\bar{V})) + \frac{1}{2} (\phi - \bar{\phi})^{T} (\phi - \bar{\phi}), \tag{30}
\]

where \( \ln(V) = \text{col} (\ln(V)) \) and \( \ln(\bar{V}) = \text{col} (\ln(\bar{V})) \).
Assumption 1. The steady state \((\omega^d, \eta, \nabla, \phi)\) satisfies \((\frac{\partial^2 U}{\partial \omega^2} - \frac{\partial^2 U}{\partial \eta^2})^{-1} \frac{\partial^2 U}{\partial \eta^2} \big|_{\omega=\omega^d, \eta=\bar{\eta}, \dot{V}=\nabla, \phi=\hat{\phi}} > 0.\)

Assumption 1 is quoted from Reference [16] to ensure that the steady-state \((\omega^d, \eta, \nabla, \phi)\) is a strict local minimum point of function \(U(\omega, \eta, V, \phi).\)

Theorem 1. The distributed optimal frequency regulation (22) and (23) with the event-triggered condition (26) guarantees the solutions of a closed-loop system (12)–(14) and (24) and (25), which start in a neighborhood of \((\omega^d, \eta, V, \phi),\) to asymptotically converge to the new steady-state \((\omega^d, \bar{\eta}, \bar{V}, \bar{\phi}),\) where the constants \(\bar{\eta}\) and \(\bar{V}\) satisfy \(\nabla V U \big|_{\eta=\bar{\eta}, V=\bar{V}} = 0.\)

Proof. The derivation of function \(U\) with respect to time \(t\) along the solution of closed-loop system (12)–(14) and (24)–(25) as

\[
\frac{d}{dt} U = - (\omega - \omega^d)^T K_{p}^{-1} (\omega - \omega^d) - (\nabla V U)^T M_{Q}^{-1} \text{diag}(V) (\nabla V U) (\phi - \bar{\phi})^T L (\bar{\phi} - \phi),
\]

where \(M_{Q}^{-1} V U = - \text{diag}(V) \nabla V U\) is used here.

Since the graph \(\hat{G}\) is undirected and connected, we have

\[
(\phi - \bar{\phi})^T L (\bar{\phi} - \bar{\phi}) = \phi^T \bar{L} \phi = \sum_{i=1}^{n} \phi_i(t) \sum_{j=1}^{n} (l_{ij} \phi_j(t_{k(i)}^l)) = \sum_{i=1}^{n} (\phi_i(t_k^l) - e_i(t)) \sum_{j=1}^{n} (l_{ij} \phi_j(t_{k(i)}^l))
\]

\[
= \sum_{i=1}^{n} \phi_i(t_k^l) \sum_{j=1}^{n} (l_{ij} \phi_j(t_{k(i)}^l)) - \sum_{i=1}^{n} e_i(t) \sum_{j=1}^{n} (l_{ij} \phi_j(t_{k(i)}^l))
\]

\[
\geq - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} l_{ij} (\phi_i(t_k^l) - \phi_j(t_{k(i)}^l))^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} l_{ij} \phi_i(t_k^l) + \frac{1}{4} (\phi_i(t_k^l) - \phi_j(t_{k(i)}^l))^2
\]

\[
= - \sum_{i=1}^{n} |N_{i}^{c}| \phi_i^2(t_k^l) - \sum_{i=1}^{n} \sum_{j=1}^{n} l_{ij} (\phi_i(t_k^l) - \phi_j(t_{k(i)}^l))^2,
\]

where Young’s inequality is used.

For \(t \in [t_{k}, t_{k+1}^l),\) the event-event-triggered condition (26) implies that

\[
e_i^2(t_k^l) \leq \frac{\alpha_i}{4 |N_{i}^{c}|} \sum_{j \in N_{i}^{c}} (\phi_j(t_{k+1}^l) - \phi_i(t_k^l))^2.
\]

Submitting (32) and (33) into (31) yields

\[
\frac{d}{dt} U \leq - (\omega - \omega^d)^T K_{p}^{-1} (\omega - \omega^d) - (\nabla V U)^T M_{Q}^{-1} \text{diag}(V) (\nabla V U) - \sum_{i=1}^{n} \frac{1}{4 |N_{i}^{c}|} \sum_{j \in N_{i}^{c}} (\phi_j(t_k^l) - \phi_i(t_k^l))^2
\]

\[
\leq - (\omega - \omega^d)^T K_{p}^{-1} (\omega - \omega^d) - \frac{\alpha_{\text{max}}}{4 |N_{i}^{c}|} \phi \bar{L} \phi - (\nabla V U)^T M_{Q}^{-1} \text{diag}(V) (\nabla V U)
\]

where \(\alpha_{\text{max}} = \max \{\alpha_1, ..., \alpha_n\}.\)

Let \(e(t) = (e_1(t), ..., e_n(t))^T\) and \(N_{\text{min}}^{c} = \min \{|N_{i}^{c}|, ..., |N_{n}^{c}|\},\) we have

\[
(\phi - \bar{\phi})^T L (\phi - \bar{\phi}) = (\phi - e)^T L (\phi - \bar{\phi}) \leq 2 \bar{\phi}^T L \bar{\phi} + 2 \|L\| \|e\|^2 \leq (2 + \frac{\alpha_{\text{max}}}{N_{\text{min}}^{c}}) \bar{\phi}^T L \hat{\phi},
\]

where (33) is used.
Combining (34) and (35) yields
\[
\frac{d}{dt} U \leq -\lambda_V U + c_1 \eta^T L(\phi - \bar{\phi}) - (\nabla V U)^T \eta V U,
\]
where the positive constant 
\[c_1 = \frac{N_{\text{max}}(1 - \sigma_{\text{max}})}{2N_{\text{min}} + ||L||\sigma_{\text{max}}}.\]

Reminder that the matrix \(M_V^{-1}\text{diag}(V)\) is positive definite since the voltage \(V\) is always positive. According to the fact that \((\omega^d 1, \eta, V, \phi)\) is a strict local minimum point of function \(U\) as mentioned before and \(\frac{d}{dt} U \leq 0\) as shown in (36), the stability of closed-loop system can be guaranteed by the help of Lasalle’s invariance principle. Equation (36) implies that the solution of closed-loop system converges into the set \(S = \{(\omega, \eta, V, \phi) | \omega = \omega^d 1, \nabla V U = 0, \phi = \bar{\phi} + a(t) 1\}\). \(\nabla V U = 0\) means that the variable \(V\) is constant since \(M_V \frac{d}{dt} V = -\text{diag}(V) \nabla V U\) and we denote the constant \(V\) as \(\bar{V}\). Moreover, the variable \(\eta\) is constant in set \(S\) since \(\frac{d}{dt} \eta = D^T \omega^d 1 = 0\), and we denote the constant \(\eta\) as \(\bar{\eta}\). Let the steady state \(\bar{\omega} = \omega^d 1\) and \(\bar{U} = -R^{-1} \bar{\phi}\) in (16), we get
\[
0 = -D(\bar{V}) \sin(\eta) + P_0^d - R^{-1} \bar{\phi}.
\]

Furthermore, the state in set \(S\) satisfies
\[
0 = -D(\bar{V}) \sin(\eta) + P_0^d - R^{-1}(\bar{\phi} + a(t) 1).
\]

Combining (37) and (38) yields
\[
0 = -D(\bar{V}) \sin(\eta) + D(\bar{V}) \sin(\eta) - a(t) R^{-1}. \tag{39}
\]

Multiplying both sides of (39) by \(1^T\) obtains \(a(t) 1^T R^{-1} 1 = 0\). This implies that \(a(t) \equiv 0\) since matrix \(R\) is positive definite, which indicates \(\phi = \bar{\phi}\) in set \(S\). This concludes the proof. \(\Box\)

The dynamical scenario of optimal frequency regulation can be depicted as follows. The microgrid is operated at the initial steady state which satisfies the problem (18) and (19) at the initial stage. When some disturbance occurs in the microgrid, the active or reactive power setpoints \(P_i^d\) or \(Q_i^d\) changes, and the initial steady state can not satisfy the problem (18) and (19) anymore under these new setpoints, which brakes the frequency stability and economic efficiency of the microgrid. Theorem 1 states that the distributed optimal frequency regulation (22) and (23) with the event-triggered condition (26) is able to drive the system trajectory to the new steady state \((\omega^d 1, \eta, \bar{V}, \bar{\phi})\). Mentioned that \((\omega^d 1, \eta, \bar{V}, \bar{\phi})\) is the optimal solution of problem (18) and (19) under the new setpoints \(P_i^d\) and \(Q_i^d\) since \(\bar{U} = -R^{-1} \bar{\phi}\) with \(\bar{\phi} = \frac{1}{2} \eta V U\). This implies that the frequency is restored and the economic efficiency is maintained under the action of (22) and (23), which demonstrates the effectiveness of the event-triggered regulation method.

**Theorem 2.** The inter-event time interval \(t_{k+1} - t_k\) of event-triggered condition (26) is lower bounded as
\[
t_{k+1} - t_k \geq \frac{1}{M_i} \left( \frac{\alpha_1}{4|N_i|} \sum_{j \in N_i} (\phi(t_j^i - t_k))^2 \right)^{\frac{1}{2}}, \tag{40}
\]
where \(M_i\) is a positive constant.
Proof. Since the continuously differentiable function \( \sum_{j \in N_f} (\phi_j(t) - \phi_i(t)) + \frac{\omega_i(t) - \omega_j}{r_i} \) asymptotically converges to 0 as shown in Theorem 1, for \( t \in [t_k, t_{k+1}] \) we have

\[
\frac{d}{dt} |c_i(t)| = \left| \sum_{j \in N_f} (\phi_j(t') - \phi_i(t'_k)) + \frac{\omega_i(t) - \omega_j}{r_i} \right| \leq M_i,
\]

where \( M_i \) is some positive constant. (41) implies \( |c_i(t)| \leq M_i(t - t_k) \), and thus \( |c_i(t_j)| \leq M_i(t - t_k) \) for \( t \in [t_k, t_{k+1}] \). Since the triggering time \( t = t'_{k+1} \) occurs when \( c_i(t) > \left( \frac{\alpha}{4 |N_f|} \sum_{j \in N_f} (\phi_j(t') - \phi_i(t'_k)) \right)^{\frac{1}{2}} \), we have \( c_i(t'_{k+1}) > \left( \frac{\alpha}{4 |N_f|} \sum_{j \in N_f} (\phi_j(t') - \phi_i(t'_k)) \right)^{\frac{1}{2}} \).

This together with the fact \( t - t_k \geq \frac{|c_i(t)|}{M_i} \) for \( t \in [t_k, t'_{k+1}] \) yields (40). \( \Box \)

Zeno behavior means infinite times of event triggering in a finite time interval, which is impractical for engineering application and should be avoided in the construction of event-triggered mechanism. Theorem 2 shows that the lower bound of inter-event time interval \( t'_{k+1} - t'_{k} \) of event-triggered condition (26) is strict positive, however, this lower bound converges to zero when the control purpose trends to be accomplished since \( \lim_{t \to +\infty} \frac{1}{|N_f|} \sum_{j \in N_f} (\phi_j(t') - \phi_i(t'_k)) = 0 \) for all \( i \). This may cause a probable high communication frequency, and the event-triggered condition (26) should be modified to address this issue in the following section.

3.3. Modified Distributed Event-Triggered Mechanism Based on Response Data

In order to guarantee the uniform positive lower bound of inter-event time interval, the event-triggered condition (26) is modified as (42) by introducing the positive constant \( \beta_i \), and the modified distributed event-triggered mechanism (42) is also based on the response data of \( \phi_i \) and \( \phi_j (j \in N_f) \)

\[
e_i^2(t) > \frac{1}{|N_f|} \left( \frac{\alpha_i}{4} \sum_{j \in N_f} (\phi_j(t'_k) - \phi_i(t'_k))^2 + \beta_i \right).
\]

The triggering time sequence \( \{t'_{\ell}, t'_1, ..., t'_1, ...\} \) determined by the modified event-triggered condition (42) is given as

\[
t'_{k+1} = \inf_{t > t_k} \{ t : e_i^2(t) > \frac{1}{|N_f|} \left( \frac{\alpha_i}{4} \sum_{j \in N_f} (\phi_j(t'_k) - \phi_i(t'_k))^2 + \beta_i \right) \}.
\]

Theorem 3. The distributed optimal frequency regulation (22) and (23) with the modified event-triggered condition (42) guarantees the solutions of closed-loop system (12)–(14) and (24)–(25), which start in a neighborhood of \((\omega d, \eta, V, \tilde{V})\), to asymptotically converge into an arbitrary small neighborhood of the new steady-state \((\omega d, \eta, V, \tilde{V})\), where the constants \( \eta \) and \( V \) satisfy \( \nabla_V U|_{\eta=\tilde{\eta}, V=\tilde{V}} = 0 \). Moreover, the inter-event time intervals is lower bounded as \( t'_{k+1} - t'_k > \frac{\beta_i^2}{|N_f|} \) where \( \beta_i \) is some positive constant, and Zeno behavior can be avoided.

Proof. By a similar analysis in the proof of Theorem 1, the derivation of function \( U \) with respect to time \( t \) along the solution of closed-loop system satisfies

\[
\frac{d}{dt} U \leq -(\omega d^T K_p^{-1}(\omega - \omega d) - (\nabla_V U)^T M_i^{-1} \text{diag}(V)(\nabla_V U) - c_1 (\phi - \tilde{\phi})^T L (\phi - \tilde{\phi}) + c_2 \sum_{i=1}^{n} \beta_i \ispace{0.5cm}
\]

where the positive constants \( c_1 = \frac{\frac{1}{N_{\text{min}}} (1 - \alpha_{\text{max}})}{2|2N_{\text{min}} + ||L||_{\text{max}}^2}} \) and \( c_2 = \frac{2||L||_{\text{G}}}{N_{\text{min}}} + 1 \).
Inequation (43) demonstrates that the solution of closed-loop system converges into the set \( \tilde{S} = \{ (\omega, \eta, V, \phi) | (\omega - \omega^d)^T K^{-1}_p (\omega - \omega^d) + (\nabla V U)^T M Q^{-1} \text{diag}(V) (\nabla V U) + c_1 (\phi - \bar{\phi})^T L (\phi - \bar{\phi}) \leq \epsilon_2 \sum_{i=1}^n \beta_i \} \). Based on the analysis in the proof of Theorem 1, this implies that the solution of closed-loop system converges into an arbitrary small neighborhood of the new steady state \((\omega^d, \eta, \tilde{V}, \tilde{\phi})\) by selecting the parameter \(\beta_i\) sufficient small.

The lower bound of inter-event time intervals of event-triggered condition (42) can be obtained by a similar analysis in the proof of Theorem 2. Since this lower bound is uniform strict positive, inverter \(i\) could not produce infinite times of triggering in any finite time interval, which indicates the exclusion of Zeno behavior.

Figure 1 illustrates the control structure at the \(i\)th power generation inverter in the microgrid. The flowchart of the proposed distributed optimal frequency regulation algorithm (22) and (23) with the modified event-triggered condition (42) is shown in Figure 2.

Remark 5. Compared the event-triggered mechanism (26) with the modified one (42), the difference is the introduction of positive constant \(\beta_i\). The role of \(\beta_i\) is to obtain the uniform positive lower bound \(\frac{\beta_i^2}{M_i N_i^2}\) of inter-event time interval. This lower bound prevents the inter-event time interval from converging to zero, and thus Zeno behavior is excluded.

Remark 6. Different from the asymptotically stability result in Theorem 1 under an event-triggered mechanism (26), the solution of closed-loop system can not converge to the desired steady state accurately under the modified event-triggered condition (42) as shown in Theorem 3. However, it still meet the requirement of optimal frequency regulation problem since these state variables are allowed to fluctuate in an allowable range around the steady state in a practical isolated microgrid.

Remark 7. The proof of Theorem 3 shows that the parameter \(\beta_i\) reflects the trade-off between control performance and communication resource limitation. The reduction of \(\beta_i\) could shrink the fluctuation range around steady state since the solution of system converges into the set \( S = \{ (\omega, \eta, V, \phi) | (\omega - \omega^d)^T K^{-1}_p (\omega - \omega^d) + (\nabla V U)^T M Q^{-1} \text{diag}(V) (\nabla V U) + c_1 (\phi - \bar{\phi})^T L (\phi - \bar{\phi}) \leq \epsilon_2 \sum_{i=1}^n \beta_i \} \), however, this reduction results in higher...
triggering frequency and requires more communication resource since the lower bound of inter-event time interval is estimated as \( \frac{\beta_i^2}{\mathcal{H}_i|\mathcal{N}_i|^2} \), and vice versa.

![Flowchart](image)

**Figure 2.** The flowchart of distributed optimal frequency regulation algorithm (22) and (23) with modified event-triggered condition (42).

### 4. Experimental Results

The effectiveness of distributed optimal frequency regulation (22) and (23) with event-triggered condition (42) is experimentally verified on a test microgrid containing 4 power generation inverters in a HIL system presented in Figure 3, where the red dashed arrow lines denote the edges in communication network \( \mathcal{G}_c \). The HIL is an OPAL-RT real-time digital simulator. The platform is shown in Figure 4. Three of the inverters are downloaded into OP5600 number one (shown at top of the screen) and the fourth one is incorporated into OP5600 number two (shown at the bottom of the screen). The OP8665 with DSP 28335 is used to generate the PWM signals according to the proposed algorithm. The plots are collected through the digital-to-analog channels of the OPAL-RT. The desired frequency \( \omega_d = 50 \text{Hz} \) and the matrix \( R \) in (18) is chosen as \( \text{diag}(1, 1.5, 2, 2.5) \). The parameters in the event-triggered mechanism (42) are given as \( \alpha_i = 0.8 \) and \( \beta_i = 0.003 \) for \( i = 1, 2, 3, 4 \). Similar to [16], the reactive power control input is setting as

\[
\begin{align*}
\mu_i^Q(t) &= -\mu_i(t) \\
\frac{d}{dt} \mu_i(t) &= \sum_{j \in \mathcal{N}_i} (\mu_j(t) - \mu_i(t)) + (V_i(t) - V_d^i)
\end{align*}
\]

to represent the response of reactive power at each power generation inverter.
Case A. Robustness against load change

The microgrid is initially at the steady state with total active power demand of 5.5 kW and reactive power demand 2 kVar, and then these demands are increased by 3 kW and 3 kVar respectively at 3s and then return to the initial values at 13s for some load disturbances in this case. The responses of frequency and active power control input under distributed optimal frequency mechanism (22)–(23) with event-triggered mechanism (42) are shown in Figure 5a,b. It can be seen that these two types of variables are fluctuated in a small neighborhood of the steady state under the action of distributed event-triggered optimal frequency mechanism. The frequencies of all inverters converge into an allowable range of the desired value 50 Hz (i.e., 314 rad/s) and the active power control inputs converge to the values which satisfy the optimal problem (18)–(19). It shows that the optimal frequency regulation purpose can be achieved under the constructed event-triggered regulation. Figure 6 shows the reactive power balance between supply and demand. Figure 7 illustrates the triggering time instants of the four inverters, where the unequal triggering periods demonstrates the on-demand transmission characteristic of event-triggered mechanism.
In contrast, the response of frequency and active power control input under regulation (28) and (29) based on periodic sampling mechanism are given in Figure 8a,b by selecting the sampling period as $h = 0.2$ s. Comparing Figure 5 with Figure 8 obtains that the control performances under these two types of mechanism are nearly the same. However, Table 1 and Figure 9 illustrate that the sampling
number under event-triggered mechanism is lower than that under periodic sampling mechanism, which implies that less communication frequency is required for the proposed event-triggered optimal frequency regulation method compared with the periodic sampled one. This demonstrates the superiority of the event-triggered mechanism in reducing communication burdens.

**Table 1.** Sampling number in Case A (event-triggered mechanism (ETM) vs. periodic sampling mechanism (PSM)).

| Inverter 1 | Inverter 2 | Inverter 3 | Inverter 4 |
|------------|------------|------------|------------|
| ETM        | 40         | 40         | 38         | 39         |
| PSM        | 125        | 125        | 125        | 125        |
| rate       | 32.0%      | 32.0%      | 30.4%      | 31.2%      |

**Figure 8.** Responses of frequency and active power control input for periodic sampling mechanism in Case A. (a): Responses of frequency; (b): Responses of active power control input.

**Figure 9.** Sampling number comparison between event-triggered and periodic sampling mechanisms in Case A.

**Case B. Plug-and-play physical capability**

The microgrid is initially at the steady state with total active power demand 7.3 kW and reactive power demand 3 kVar, and then the generation inverter 4 is plugged out the test microgrid at 3 s and then plugged into it at 13 s in this case. Figures 10–12 demonstrates the effectiveness of proposed event-triggered regulation on plug-and-play operation and the ability of demand-transmission character for the constructed event-triggered mechanism. The results of regulation (28)–(29) based on periodic sampling mechanism with the fixed sampling period $h = 0.2$ s are given in Figure 13 by comparison. Mentioned that the similar control performance can be obtained under these two
types of regulation, however, Table 2 and Figure 14 imply that less communication is required for the regulation under event-triggered mechanism.

**Table 2.** Sampling number in Case B (event-triggered mechanism (ETM) vs. periodic sampling mechanism (PSM)).

|        | Inverter 1 | Inverter 2 | Inverter 3 | Inverter 4 |
|--------|------------|------------|------------|------------|
| ETM    | 41         | 37         | 40         | 22         |
| PSM    | 125        | 125        | 125        | 75         |
| rate   | 32.8%      | 29.6%      | 32.0%      | 29.3%      |

**Figure 10.** Responses of frequency and active power control input for event-triggered mechanism in Case B. (a): Responses of frequency; (b): Responses of active power control input.

**Figure 11.** Response of reactive power for event-triggered mechanism in Case B.
5. Conclusions

The distributed optimal frequency regulation for multiple power generations in an isolated microgrid under limited communication resource is considered in this paper, which can restore the frequency and retain the economic efficiency of a microgrid simultaneously when some disturbances occur. The event-triggered mechanism is introduced in the construction of regulation algorithm, and each power generation inverter only need to transmit its own information through communication network when
the event-triggered condition is satisfied. It can be expected that less transmitted information is needed to implement the regulation and the communication burden can be reduced. Our future work will consider the construction of distributed event-triggered frequency regulation for multiple power generations in an isolated microgrid under non-ideal data transmission case in practical communication networks. Moreover, the event-triggered frequency regulation method under large disturbance in an isolated microgrid will also be studied.
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