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Abstract. We present here a criterion to conclude that an abstract SPDE possesses a unique maximal strong solution, which we apply to a Stochastic Navier-Stokes Equation on a bounded domain of \( \mathbb{R}^3 \). Inspired by the work of Kato and Lai [3] in the deterministic setting, we provide a comparable result here in the stochastic case whilst facilitating a variety of noise structures such as additive, multiplicative and transport. In particular our criterion is designed to fit viscous fluid dynamics models with Stochastic Advection by Lie Transport (SALT) as introduced in [4]. Our application to the Incompressible Navier-Stokes equation on a bounded domain in \( \mathbb{R}^3 \) matches the deterministic theory and represents the first well-posedness result for an SPDE with SALT noise on a bounded domain. This short work summarises the results and announces two papers [1], [2] which give the full details for the abstract well-posedness arguments and application to the Navier-Stokes Equation respectively.
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1 Introduction

The theoretical analysis of fluid models perturbed by transport noise has been in significant demand since the release of the seminal works [3] and [8]. In the papers Holm and Memin establish a new class of stochastic equations driven by transport noise which serve as much improved fluid dynamics models by adding uncertainty in the transport of the fluid parcels to reflect the unresolved scales. Here we consider the SALT [4] Navier-Stokes Equation given by

\[
\begin{align*}
    u_t - u_0 + \int_0^t \mathcal{L}_u u_s \, ds - \int_0^t \Delta u_s \, ds + \int_0^t Bu_s \circ dW_s + \nabla \rho_t &= 0
\end{align*}
\]

and supplemented with the divergence free and no-slip conditions on a bounded domain \( O \) of \( \mathbb{R}^3 \). The equation is presented here in velocity form where \( u \) represents the fluid velocity, \( \rho \) the pressure, \( \mathcal{L} \) is the mapping corresponding to the nonlinear term, \( W \) is a cylindrical Brownian Motion and \( B \) is the relevant
transport operator defined with respect to a collection of functions \((\xi_i)\) which physically represent spatial correlations. These can be determined at coarse-grain resolutions from finely resolved numerical simulations, and mathematically are derived as eigenvectors of a velocity-velocity correlation matrix (see [14], [15], [5]). The corresponding stochastic Euler equation was derived in [9] and the viscous term plays no additional role in the stochastic derivation (without loss of generality we set the viscosity to be 1). The meaning of this equation shall be made explicit in Section 2.

There has been limited progress in proving well-posedness for this class of equations: Crisan, Flandoli and Holm [5] have shown local existence and uniqueness for the 3D Euler Equation on the torus, whilst Crisan and Lang ([6], [17], [18]) demonstrated the same result for the Euler, Rotating Shallow Water and Great Lake Equations on the torus once more. Whilst this represents a strong start in the theoretical analysis (alongside works for SPDEs with general transport noise e.g. [12], [13]), the modelling literature continues to expand in both the deterministic fluid models (see for example Figure 2 of [7] and the analysis therein) and method of stochastic perturbation (for example we may soon look to introduce nonlinearity and time dependence in the \((\xi_i)\)). The significance of an abstract approach to the well-posedness question is clear, and whilst we discuss here only an application to SALT Navier-Stokes ([4], [9]) the hope is that other stochastic viscous fluid models can be similarly solved by simply checking the required assumptions. We state our equation in the form

\[
\Psi_t = \Psi_0 + \int_0^t A(s, \Psi_s) \, ds + \int_0^t G(s, \Psi_s) \, dW_s
\]

for operators \(A\) and \(G\) to be elucidated in due course. The most notable contribution to the well-posedness theory for an abstract nonlinear SPDE is from [10]. Here the authors prove the existence of a unique maximal solution to their abstract equation and apply this to the three dimensional primitive equations with a Lipschitz type multiplicative noise. The class of equations which we are concerned with include a differential operator in the noise term, preventing us from applying this framework. Moreover the assumptions of their operator \(A\) are quite explicitly in terms of the sum of the standard fluid nonlinear term and a linear operator, which we don’t restrict ourselves to. Overall our assumptions are much more general and allow for a straightforwards application to a wider class of SPDEs. Indeed our existence and uniqueness result represents the first such result for an SPDE of this class on a bounded domain. As previously discussed the theoretical results towards this class of equations have been shown only on the torus, whilst symmetrically there are corresponding results on the bounded domain. The most relevant here is the work of Glatt-Holtz and Ziane [11] whom show the same existence and uniqueness for the incompressible 3D Navier-Stokes with again a Lipschitz noise term. Though we cannot apply this method in the presence of our transport noise we look to adapt this argument to fit not just our Navier-Stokes equation but the wider class of stochastic viscous
fluid models and SPDEs beyond. The impact of the boundary is fundamental to
the equation and methods used for this type of noise on the torus rely heavily on
the Fourier representation, so we choose to take inspiration from the methods
designed to accommodate the boundary and adapt these to the case of transport
noise rather than the alternative.

This short summary work contains three more sections: in the subsequent
one we properly define our Stochastic Navier-Stokes equation through the op-
erators involved, the relevant function spaces, the notions of solution and main
results. Following this we concretely define our abstract formulation and notion
of solution, giving the assumptions that we require and the main results for the
abstract equation. These assumptions are then all that needs to be checked to
conclude the relevant existence and uniqueness for the proposed SPDE. In the
final section we discuss the key steps behind proving these results; in the spirit
of this as a summary work announcing our results we do not give a complete
proof, though all such arguments are to be found in [1]. We then address how our
Navier-Stokes equation fits the context of the abstract formulation, though once
more we do not give a thorough justification that the operators of our equation
satisfy the required assumptions, with this precise treatment to come in [2].

2 SALT Navier-Stokes and Results

As alluded to in this section we formally introduce the equation (1) and state
the main results.

2.1 Preliminaries from Stochastic Analysis

We take $\mathcal{W}$ to be a cylindrical Brownian Motion over some Hilbert Space $\mathcal{U}$
with orthonormal basis $(e_i)$. The choice of $\mathcal{U}$ and the subsequent basis play no
role in the analysis. This cylindrical Brownian Motion is defined with respect
to a fixed filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$, and for a Hilbert Space $\mathcal{H}$
we use notation $L^2(\mathcal{U}; \mathcal{H})$ to represent the space of Hilbert-Schmidt Operators
from $\mathcal{U}$ to $\mathcal{H}$. This filtered probability space remains fixed throughout the paper.
Recall that $\mathcal{W}$ admits the representation $\mathcal{W}_t = \sum_{i=1}^{\infty} e_i W^i_t$ as a limit in $L^2(\mathcal{U}; \mathcal{H}')$
whereby the $(W^i)$ are a collection of i.i.d. standard real valued Brownian Motions
and $\mathcal{H}'$ is an enlargement of the Hilbert Space $\mathcal{U}$ such that the embedding $J : \mathcal{U} \to \mathcal{U}'$ is Hilbert-Schmidt and $\mathcal{W}$ is a $JJ^*$—cylindrical Brownian Motion over $\mathcal{U}'$. Given a process $F : [0, T] \times \Omega \to L^2(\Omega; \mathcal{H})$ progressively measurable and
such that $F \in L^2(\Omega \times [0, T]; L^2(\Omega; \mathcal{H}))$, for any $0 \leq t \leq T$ we understand the
stochastic integral

$$\int_0^t F_s d\mathcal{W}_s$$

to be the infinite sum

$$\sum_{i=1}^{\infty} \int_0^t F_s(e_i) dW^i_s$$
taken in $L^2(\Omega; \mathcal{H})$. We can extend this notion to processes $F$ which are such that $F(\omega) \in L^2([0,T]; L^2(\mathcal{U}; \mathcal{H}))$ for $\mathbb{P}$-a.e. $\omega$ via the traditional localisation procedure. In this case the stochastic integral is a local martingale in $\mathcal{H}$.

### 2.2 SALT Navier-Stokes Equation

We present the equation (1) on a smooth bounded domain $\mathcal{O}$ of $\mathbb{R}^3$ (noting that all results hold in $\mathbb{R}^2$), and detail now the operators involved alongside the function spaces which define the equations. The operator $L$ is defined for sufficiently regular functions $\phi, \psi : \mathcal{O} \to \mathbb{R}^3$ by

$$L\phi \psi := \sum_{j=1}^{3} \phi^j \partial_j \psi$$

where $\phi^j : \mathcal{O} \to \mathbb{R}$ is the $j$th coordinate mapping of $\phi$ and $\partial_j \psi$ is defined by its $k$th coordinate mapping $(\partial_j \psi)^k = \partial_j \psi^k$. The operator $B$ is defined as a linear operator on $\mathcal{U}$ (introduced in 2.1) by its action on the basis vectors $B(\epsilon_i, \cdot) := B_i(\cdot)$ by

$$B_i = L\xi_i + T\xi_i,$$

for $L$ as above and

$$T\phi \psi := \sum_{j=1}^{3} \psi^j \nabla \phi^j.$$

As is standard in the treatment of the incompressible Navier-Stokes we embed the divergence free and boundary conditions into the relevant function spaces and simply define our solutions as belonging to these spaces. We introduce the space $C^\infty_{0,\sigma}(\mathcal{O}; \mathbb{R}^3)$ as the subset of infinitely differentiable compactly supported functions which are divergence free. $L^2(\mathcal{O}; \mathbb{R}^3)$ is defined as the completion of $C^\infty_{0,\sigma}(\mathcal{O}; \mathbb{R}^3)$ in $L^2(\mathcal{O}; \mathbb{R}^3)$. $W^{1,2}_\sigma(\mathcal{O}; \mathbb{R}^3)$ is the intersection of the space $W^{1,2}_0(\mathcal{O}; \mathbb{R}^3)$ of the completion of infinitely differentiable compactly supported functions with $L^2(\mathcal{O}; \mathbb{R}^3)$ and $W^{3,2}(\mathcal{O}; \mathbb{R}^3) := W^{3,2}(\mathcal{O}; \mathbb{R}^3) \cap W^{1,2}_\sigma(\mathcal{O}; \mathbb{R}^3)$.

As is standard in the treatment of the incompressible Navier-Stokes Equation we consider a projected version to eliminate the pressure term and facilitate us working in the above spaces. Note that $\rho$ does not come with an evolution equation and is simply chosen to ensure the incompressibility condition. The idea is to solve the projected equation and then append a pressure to it, see [16]. To this end we introduce the standard Leray Projector $P$ defined as the orthogonal projection in $L^2(\mathcal{O}; \mathbb{R}^3)$ onto $L^2(\mathcal{O}; \mathbb{R}^3)$. As we look to project the equation (1) as discussed, we ought to address the Stratonovich integral. We look to convert this term into an Itô integral to enable our analysis, but the resulting converted and projected equation should not depend on the order in which the projection and conversion occur. To this end we assume that the $(\xi_i)$ are such that $\xi_i \in W^{3,2}_\sigma(\mathcal{O}; \mathbb{R}^3) \cap W^{3,\infty}(\mathcal{O}; \mathbb{R}^3)$ and satisfy the bound

$$\sum_{i=1}^{\infty} \|\xi_i\|_{W^{3,\infty}}^2 < \infty.$$  \hfill (3)
The significance of the bound \(\xi\) will be revisited, but for now we note that as each \(\xi_i\) is divergence free then each \(B_i\) satisfies the property that \(\mathcal{P}B_i\) is equal to \(\mathcal{P}B_i\mathcal{P}\) on \(W^{1,2}(\mathcal{O};\mathbb{R}^3)\) which ensures that the projection and conversion commute. Our new equation is then

\[
\begin{align*}
t &- u_0 + \int_0^t \mathcal{P}L_{u,s}u_s\,ds + \int_0^t A_{u,s}\,ds \\
&\quad - \frac{1}{2} \sum_{i=1}^{\infty} \int_0^t \mathcal{P}B_i^2u_s\,ds + \sum_{i=1}^{\infty} \int_0^t \mathcal{P}B_iu_s\,dW_s^i = 0
\end{align*}
\]

where \(A := -\mathcal{P}\Delta\) is known as the Stokes Operator. We shall use this operator to define inner products with which we equip our function spaces. Recall from [16] for example that there exists a collection of functions \((a_k)\), \(a_k \in W^{1,2}_\sigma(\mathcal{O};\mathbb{R}^3) \cap C^{\infty} (\bar{\mathcal{O}};\mathbb{R}^3)\) such that the \((a_k)\) are eigenfunctions of \(A\), are an orthonormal basis in \(L^2(\mathcal{O};\mathbb{R}^3)\) and an orthogonal basis in \(W^{1,2}_\sigma(\mathcal{O};\mathbb{R}^3)\) considered as Hilbert Spaces with standard \(L^2(\mathcal{O};\mathbb{R}^3)\), \(W^{1,2}_\sigma(\mathcal{O};\mathbb{R}^3)\) inner products.

The corresponding eigenvalues \((\lambda_k)\) are strictly positive and approach infinity as \(k \to \infty\). Thus any \(\phi \in W^{1,2}_\sigma(\mathcal{O};\mathbb{R}^3)\) admits the representation

\[
\phi = \sum_{k=1}^{\infty} \phi_k a_k
\]

so we can define \(A^{m/2}\) by

\[
A^{m/2} : \phi \mapsto \sum_{k=1}^{\infty} \lambda_k^{m/2} \phi_k a_k
\]

which is a well defined element of \(L^2_k(\mathcal{O};\mathbb{R}^3)\) on any \(\phi\) such that

\[
\sum_{k=1}^{\infty} \lambda_k^m \phi_k^2 < \infty.
\]

For \(\phi, \psi\) with the property (5) then the bilinear form

\[
\langle \phi, \psi \rangle_m := \langle A^{m/2} \phi, A^{m/2} \psi \rangle
\]

is well defined. For \(m = 1, 2\) this is an inner product on the spaces \(W^{1,2}(\mathcal{O};\mathbb{R}^3)\), \(W^{2,2}_\sigma(\mathcal{O};\mathbb{R}^3)\) respectively which is equivalent to the standard \(W^{1,2}(\mathcal{O};\mathbb{R}^3), W^{2,2}(\mathcal{O};\mathbb{R}^3)\) inner product. Of course \(\langle \cdot, \cdot \rangle_3\) is well defined on \(\bigcup_{k=1}^{\infty} \text{span}\{a_1, \ldots, a_k\}\) and so we define \(W^{3,2}_\sigma(\mathcal{O};\mathbb{R}^3)\) as the completion of \(\bigcup_{k=1}^{\infty} \text{span}\{a_1, \ldots, a_k\}\) in this inner product. We consider \(W^{m,2}_\sigma(\mathcal{O};\mathbb{R}^3)\) as a Hilbert Space equipped with the \(\langle \cdot, \cdot \rangle_m\) inner product, and define our solution to the equation (4) relative to these spaces.

### 2.3 Notions of Solution and Results

We frame this definition for an \(\mathcal{F}_0\)–measurable \(u_0 : \Omega \to W^{1,2}(\mathcal{O};\mathbb{R}^3)\). Here and throughout we use the notation \(\mathcal{I}\) for the indicator function.
Definition 1. A pair \((u, \tau)\) where \(\tau\) is a \(P\)-a.s. positive stopping time and \(u\) is a process such that for \(P\)-a.e. \(\omega\), \(u(\omega) \in C([0,T];W^{1,2}_{\sigma}(O;\mathbb{R}^3))\) and \(u(\omega)\delta_{\leq \tau(\omega)} \in L^2([0,T];W^{2,2}_{\sigma}(O;\mathbb{R}^3))\) for all \(T > 0\) with \(u\delta_{\leq \tau}\) progressively measurable in \(W^{2,2}_{\sigma}(O;\mathbb{R}^3)\), is said to be a local strong solution of the equation (2) if the identity

\[
    u_t - u_0 + \int_0^{t \wedge \tau} \mathcal{L}_{u_s} u_s ds + \int_0^{t \wedge \tau} A u_s ds - \frac{1}{2} \sum_{i=1}^{\infty} \int_0^{t \wedge \tau} \mathcal{P} B^2_i u_s ds + \sum_{i=1}^{\infty} \int_0^{t \wedge \tau} \mathcal{P} B_i u_s dW^i_s = 0
\]

holds \(P\)-a.s. in \(L^2_\sigma(O;\mathbb{R}^3)\) for all \(t \geq 0\).

We shall address why this definition makes sense in the abstract setting in Subsection 3.3 before then translating this abstract framework back to our Navier-Stokes Equation.

Definition 2. A pair \((u, \Theta)\) such that there exists a sequence of stopping times \((\theta_j)\) which are \(P\)-a.s. monotone increasing and convergent to \(\Theta\), whereby \((u \cdot \wedge \theta_j, \theta_j)\) is a local strong solution of the equation (4) for each \(j\), is said to be a maximal strong solution of the equation (4) if for any other pair \((v, \Gamma)\) with this property then \(\Theta \leq \Gamma\) \(P\)-a.s. implies \(\Theta = \Gamma\) \(P\)-a.s..

Definition 3. A maximal strong solution \((u, \Theta)\) of the equation (4) is said to be unique if for any other such solution \((v, \Gamma)\), then \(\Theta = \Gamma\) \(P\)-a.s. and for all \(t \in [0, \Theta)\),

\[
    P\left(\{\omega \in \Omega : u_t(\omega) = v_t(\omega)\}\right) = 1.
\]

We can now state the main result of the paper.

Theorem 1. For any given \(F_0\)-measurable \(u_0 : \Omega \to W^{1,2}(O;\mathbb{R}^3)\), there exists a unique maximal strong solution \((u, \Theta)\) of the equation (4). Moreover at \(P\)-a.e. \(\omega\) for which \(\Theta(\omega) < \infty\), we have that

\[
    \sup_{r \in [0,\Theta(\omega))] \|u_r(\omega)\|_1^2 + \int_0^{\Theta(\omega)} \|u_r(\omega)\|_2^2 dr = \infty.
\]

3 Abstract Framework and Results

We now establish the abstract framework through which we arrive at Theorem 1. This involves giving two sets of assumptions before exploring the abstract method with the assumptions in place, and then in Section 4 discussing how (4) fits into this framework. These assumption sets pertain to two different notions of solution (both strong in the probabilistic sense but related to different spaces), the reason for which will be illustrated in Sections 4 and 4.2. We give these as two distinct sets of assumptions in the event that some equation fits the first set of assumptions but not the second, such that we would still be able to conclude that some type of solution exists for the equation.
3.1 Assumption Set 1

We work with a quartet of continuously embedded Hilbert Spaces

\[ V \hookrightarrow H \hookrightarrow U \hookrightarrow X \]

and the operators

\[ A : [0, \infty) \times V \to U \]
\[ G : [0, \infty) \times V \to L^2(\Omega; H) \]

We ask that there is a continuous bilinear form \( \langle \cdot, \cdot \rangle_{X \times H} : X \times H \to \mathbb{R} \) such that for \( \phi \in U \) and \( \psi \in H \),

\[ \langle \phi, \psi \rangle_{X \times H} = \langle \phi, \psi \rangle_U. \tag{8} \]

Moreover the continuity and bilinearity ensures that there exists some constant \( c \) whereby for all such \( \phi, \psi \),

\[ |\langle \phi, \psi \rangle_{X \times H}| \leq c \| \phi \|_X \| \psi \|_H. \tag{9} \]

As we look to use a Galerkin Scheme to solve our equation, we introduce now a sequence of spaces \( (V_n) \) contained in \( V \) given by \( V_n := \text{span} \{ a_1, \ldots, a_n \} \) for \( (a_n) \) an orthogonal basis in \( U \). Defining \( P_n \) to be the orthogonal projection onto \( V_n \) in \( X \), we shall also assume that the restriction of \( P_n \) to \( U \) is an orthogonal projection in \( U \) and that the sequence of these projections is uniformly bounded on \( H \): that is, that there exists some constant \( c \) independent of \( n \) such that for all \( \phi \in H \),

\[ \| P_n \phi \|_H^2 \leq c \| \phi \|_H^2. \tag{10} \]

We also require the existence of a real valued sequence \( (\mu_n) \) with \( \mu_n \to \infty \), which is such that for any \( \phi \in U \) and \( \psi \in H \),

\[ \| (I - P_n) \phi \|_X \leq \frac{1}{\mu_n} \| \phi \|_U \tag{11} \]
\[ \| (I - P_n) \psi \|_U \leq \frac{1}{\mu_n} \| \psi \|_H \tag{12} \]

where \( I \) represents the identity operator in the corresponding spaces. These assumptions are of course supplemented by a series of assumptions on the operators. We shall use general notation \( c_t \) to represent a function \( c : [0, \infty) \to \mathbb{R} \) bounded on \([0, T]\) for any \( T > 0 \), evaluated at the time \( t \). Moreover we define functions \( K, \tilde{K} \) relative to some non-negative constants \( p, \tilde{p}, q, \tilde{q} \). We use a generic notation to define the functions \( K : U \to \mathbb{R} \), \( K : U \times U \to \mathbb{R} \), \( \tilde{K} : H \to \mathbb{R} \) and \( \tilde{K} : H \times H \to \mathbb{R} \) by

\[ K(\phi) := 1 + \| \phi \|_U^p, \]
\[ K(\phi, \psi) := 1 + \| \phi \|_U^p + \| \psi \|_U^q \]
\[ \tilde{K}(\phi) := K(\phi) + \| \phi \|_H^{-\tilde{p}}, \]
\[ \tilde{K}(\phi, \psi) := K(\phi, \psi) + \| \phi \|_H^{-\tilde{p}} + \| \psi \|_H^{-\tilde{q}}. \]
Distinct use of the function $K$ will depend on different constants but in no meaningful way in our applications, hence no explicit reference to them shall be made. In the case of $\tilde{K}$, when $\bar{\alpha}, \bar{\beta} = 2$ then we shall denote the general $\tilde{K}$ by $\tilde{K}_2$. In this case no further assumptions are made on the $p, q$. That is, $\tilde{K}_2$ has the general representation

$$\tilde{K}_2(\phi, \psi) = K(\phi, \psi) + \|\phi\|^2_H + \|\psi\|^2_H$$

and similarly as a function of one variable.

We state the assumptions for arbitrary elements $\phi, \psi \in V$, $\phi^n \in V_n$ and $t \in [0, \infty)$, and a fixed $\kappa > 0$. Understanding $\mathcal{G}$ as an operator $\mathcal{G} : [0, \infty) \times V \times U \rightarrow H$, we introduce the notation $\mathcal{G}_i(\cdot, \cdot, \cdot) := \mathcal{G}(\cdot, \cdot, e_i)$.

**Assumption 1** For any $T > 0$, $\mathcal{A} : [0, T] \times V \rightarrow U$ is measurable, and whenever $\Phi$ is a progressively measurable process in $V$ we have that $\mathcal{G}(\cdot, \Phi)$ is progressively measurable in $\mathcal{L}^2(U;H)$.

**Remark 1.** Measurability here and throughout the paper is defined with respect to the Borel Sigma Algebra on the relevant Hilbert Spaces.

**Assumption 2**

$$\|\mathcal{A}(t, \Phi)\|_U^2 + \sum_{i=1}^{\infty} \|\mathcal{G}_i(t, \Phi)\|_H^2 \leq c_t K(\phi) \left[1 + \|\phi\|_V^2\right]$$

$$\|\mathcal{A}(t, \Phi) - \mathcal{A}(t, \psi)\|_X \leq c_t \left[K(\phi, \psi) + \|\phi\|_V + \|\psi\|_V\right] \|\phi - \psi\|_H$$

$$\sum_{i=1}^{\infty} \|\mathcal{G}_i(t, \Phi) - \mathcal{G}_i(t, \psi)\|_X \leq c_t K(\phi, \psi) \|\phi - \psi\|_H$$

**Assumption 3**

$$2\langle \mathcal{P}_n \mathcal{A}(t, \Phi^n), \Phi^n \rangle_H + \sum_{i=1}^{\infty} \|\mathcal{P}_n \mathcal{G}_i(t, \Phi^n)\|_H^2 \leq c_t \tilde{K}_2(\Phi^n) \left[1 + \|\Phi^n\|_H^2\right] - \kappa \|\Phi^n\|_V^2;$$

$$\sum_{i=1}^{\infty} \langle \mathcal{P}_n \mathcal{G}_i(t, \Phi^n), \Phi^n \rangle_H^2 \leq c_t \tilde{K}_2(\Phi^n) \left[1 + \|\Phi^n\|_H^4\right].$$

**Assumption 4**

$$2\langle \mathcal{A}(t, \Phi) - \mathcal{A}(t, \psi), \Phi - \psi \rangle_U + \sum_{i=1}^{\infty} \|\mathcal{G}_i(t, \Phi) - \mathcal{G}_i(t, \psi)\|_U^2$$

$$\leq c_t \tilde{K}_2(\phi, \psi) \|\phi - \psi\|_U^2 - \kappa \|\phi - \psi\|_H^2$$

$$\sum_{i=1}^{\infty} \langle \mathcal{G}_i(t, \Phi) - \mathcal{G}_i(t, \psi), \Phi - \psi \rangle_U^2 \leq c_t \tilde{K}_2(\phi, \psi) \|\phi - \psi\|_U^4.$$
**Assumption 5**

\[
2\langle A(t, \phi), \phi \rangle_U + \sum_{i=1}^{\infty} \|G_i(t, \phi)\|^2_U \leq c_i K(\phi) \left[ 1 + \|\phi\|^2_H \right]; \quad (21)
\]

\[
\sum_{i=1}^{\infty} \langle G_i(t, \phi), \phi \rangle_U^2 \leq c_i K(\phi) \left[ 1 + \|\phi\|^4_H \right]. \quad (22)
\]

**3.2 Assumption Set 2**

These assumptions are only checked in addition to Assumption Set 1 and so take place in the same framework. We state the assumptions now for arbitrary elements \(\phi, \psi \in H\) and \(t \in [0, \infty)\), and continue to use the \(c, K, \tilde{K}, \kappa\) notation of Assumption Set 1.

**Assumption 6** For any \(T > 0\), \(A : [0, T] \times H \rightarrow X\) is measurable, and whenever \(\Phi\) is a progressively measurable process in \(H\) we have that \(G(\cdot, \Phi \cdot)\) is progressively measurable in \(L^2(U; U)\).

**Assumption 7**

\[
\|A(t, \phi)\|_X^2 + \sum_{i=1}^{\infty} \|G_i(t, \phi)\|_U^2 \leq c_i K(\phi) \left[ 1 + \|\phi\|^2_H \right] \quad (23)
\]

\[
\|A(t, \phi) - A(t, \psi)\|_X \leq c_i \left[ K(\phi, \psi) + \|\phi\|_H + \|\psi\|_H \right] \|\phi - \psi\|_H \quad (24)
\]

**Assumption 8**

\[
2\langle A(t, \phi) - A(t, \psi), \phi - \psi \rangle_X + \sum_{i=1}^{\infty} \|G_i(t, \phi) - G_i(t, \psi)\|_X^2 \leq c_i \tilde{K}_2(\phi, \psi) \|\phi - \psi\|_X^2 \quad (25)
\]

\[
\sum_{i=1}^{\infty} \langle G_i(t, \phi) - G_i(t, \psi), \phi - \psi \rangle_X^2 \leq c_i \tilde{K}_2(\phi, \psi) \|\phi - \psi\|_X^4 \quad (26)
\]

We in fact state Assumption 9 for \(\phi \in V\) and some \(\kappa > 0\), making this a stronger assumption than 5.

**Assumption 9** With the stricter requirement that \(\phi \in V\) then

\[
2\langle A(t, \phi), \phi \rangle_U + \sum_{i=1}^{\infty} \|G_i(t, \phi)\|^2_U \leq c_i K(\phi) - \kappa \|\phi\|^2_H; \quad (27)
\]

\[
\sum_{i=1}^{\infty} \langle G_i(t, \phi), \phi \rangle_U^2 \leq c_i K(\phi). \quad (28)
\]

**Remark 2.** Assumption 9 is stronger than Assumption 5.
3.3 Notions of Solution and Results

Here we define the two different notions of solution, which we call $V$-valued solutions and $H$-valued solutions. The corresponding definitions of uniqueness and maximality are given in one for both notions of solution. We frame the definition of the $V$-valued solutions for an initial condition $\Psi_0 : \Omega \to H$ which is an $\mathcal{F}_0$-measurable mapping, and for the $H$-valued solutions a $\Psi_0 : \Omega \to U$ which is likewise $\mathcal{F}_0$-measurable.

**Definition 4.** A pair $(\Psi, \tau)$ where $\tau$ is a $\mathbb{P}$-a.s. positive stopping time and $\Psi$ is a process such that for $\mathbb{P}$-a.e. $\omega$, $\Psi(\omega) \in C([0,T]; H)$ and $\Psi(\omega)^{\mathcal{F}_{\leq \tau}} \in L^2([0,T]; V)$ for all $T > 0$ with $\Psi^{\mathcal{F}_{\leq \tau}}$ progressively measurable in $V$, is said to be a $V$-valued local strong solution of the equation (2) if the identity

$$\Psi_t = \Psi_0 + \int_0^{\tau \wedge T} \mathcal{A}(s, \Psi_s) ds + \int_0^{\tau \wedge T} \mathcal{G}(s, \Psi_s) dW_s$$

holds $\mathbb{P}$-a.s. in $U$ for all $t \geq 0$.

**Remark 3.** If $(\Psi, \tau)$ is a $V$-valued local strong solution of the equation (2), then $\Psi = \Psi^{\tau}$.

**Remark 4.** The progressive measurability condition on $\Psi^{\mathcal{F}_{\leq \tau}}$ may look a little suspect as $\Psi_0$ itself may only belong to $H$ and not $V$ making it impossible for $\Psi^{\mathcal{F}_{\leq \tau}}$ to be even adapted in $V$. We are mildly abusing notation here; what we really ask is that there exists a process $\Phi$ which is progressively measurable in $V$ and such that $\Phi = \Psi^{\mathcal{F}_{\leq \tau}}$ almost surely over the product space $\Omega \times [0, \infty)$ with product measure $\mathbb{P} \times \lambda$ for $\lambda$ the Lebesgue measure on $[0, \infty)$.

**Remark 5.** If Assumption 1 and (14) hold, then the time integral is well defined in $U$ and the stochastic integral is well defined as a local martingale in $H$.

**Definition 5.** A pair $(\Psi, \tau)$ where $\tau$ is a $\mathbb{P}$-a.s. positive stopping time and $\Psi$ is a process such that for $\mathbb{P}$-a.e. $\omega$, $\Psi(\omega) \in C([0,T]; U)$ and $\Psi(\omega)^{\mathcal{F}_{\leq \tau}} \in L^2([0,T]; H)$ for all $T > 0$ with $\Psi^{\mathcal{F}_{\leq \tau}}$ progressively measurable in $H$, is said to be an $H$-valued local strong solution of the equation (2) if the identity

$$\Psi_t = \Psi_0 + \int_0^{\tau \wedge T} \mathcal{A}(s, \Psi_s) ds + \int_0^{\tau \wedge T} \mathcal{G}(s, \Psi_s) dW_s$$

holds $\mathbb{P}$-a.s. in $U$ for all $t \geq 0$.

**Remark 6.** The analogy to Remarks 3, 4 hold for the $H$-valued solutions.

**Remark 7.** If Assumption 6 and (23) hold, then the time integral is well defined in $X$ and the stochastic integral is well defined as a local martingale in $U$.

In the following we use $V; H$ to mean $V$ or $H$ respectively.
Definition 6. A pair \((\Psi, \Theta)\) such that there exists a sequence of stopping times \((\theta_j)\) which are \(\mathbb{P} - \text{a.s.}\) monotone increasing and convergent to \(\Theta\), whereby \((\Psi_{\cdot \wedge \theta_j}, \theta_j)\) is a \((V; H)\)-valued local strong solution of the equation (1) for each \(j\), is said to be a \((V; H)\)-valued local strong solution of the equation (2) if for any other pair \((\Phi, \Gamma)\) with this property then \(\Theta \leq \Gamma \mathbb{P} - \text{a.s.}\) implies \(\Theta = \Gamma \mathbb{P} - \text{a.s.}\).

Definition 7. A \((V; H)\)-valued maximal strong solution \((\Psi, \Theta)\) of the equation (2) is said to be unique if for any other such solution \((\Phi, \Gamma)\), then \(\Theta = \Gamma \mathbb{P} - \text{a.s.}\) and for all \(t \in [0, \Theta)\),

\[
\text{P}\left(\{\omega \in \Omega : \Psi_t(\omega) = \Phi_t(\omega)\}\right) = 1.
\]

Theorem 2. Suppose that Assumption Set 1 holds. Then for any given \(\mathcal{F}_0\)-measurable \(\Psi_0 : \Omega \rightarrow H\), there exists a unique \(V\)-valued maximal strong solution \((\Psi, \Theta)\) of the equation (2). Moreover at \(\mathbb{P} - \text{a.e.} \omega\) for which \(\Theta(\omega) < \infty\), we have that

\[
\sup_{r \in [0, \Theta(\omega))} \|\Psi_r(\omega)\|_H^2 + \int_0^{\Theta(\omega)} \|\Psi_r(\omega)\|_V^2 \, dr = \infty.
\]  (31)

Theorem 3. Suppose that Assumption Set 1 and 2 hold. Then for any given \(\mathcal{F}_0\)-measurable \(\Psi_0 : \Omega \rightarrow U\), there exists a unique \(H\)-valued maximal strong solution \((\Psi, \Theta)\) of the equation (2). Moreover at \(\mathbb{P} - \text{a.e.} \omega\) for which \(\Theta(\omega) < \infty\), we have that

\[
\sup_{r \in [0, \Theta(\omega))} \|\Psi_r(\omega)\|_U^2 + \int_0^{\Theta(\omega)} \|\Psi_r(\omega)\|_H^2 \, dr = \infty.
\]  (32)

4 Abstract Solution Method and Application

In this final section we give the main steps of the proofs of Theorems 2 and 3 followed by a brief exposition of how our SALT Navier-Stokes Equation fits into this framework.

4.1 Abstract Solution Method

Proof (Theorem 2). We suppose that Assumption Set 1 holds and address the question first for an initial condition \(\Psi_0\) which is such that for \(\mathbb{P} - \text{a.e.} \omega\),

\[
\|\Psi_0(\omega)\|_H^2 \leq M'
\]  (33)

some constant \(M'\). We work with this bounded initial condition in the first instance as we shall use local solutions up to first hitting times given in terms of the initial condition, so this boundedness translates to boundedness of the relevant process up until these times. As directed in Subsection 3.1 we are to use a Galerkin Scheme, whereby we consider the equations

\[
\Psi^n_t = \Psi_0^n + \int_0^t \mathcal{P}_n A(s, \Psi^n_s) ds + \int_0^t \mathcal{P}_n G(s, \Psi^n_s) dW_s
\]  (34)
with notation $P_nG(\cdot, \cdot, e_i) := P_nG_i(\cdot, \cdot)$. A local strong solution of this equation is defined as a pair $(\Psi^n, \tau)$ where $\tau$ is a $P-a.s.$ positive stopping time and $\Psi^n$ is an adapted process in $V_n$ such that for $P-a.e. \omega$, $\Psi^n(\omega) \in C([0, T]; V_n)$ for all $T > 0$, and the identity

$$
\Psi^n_t = \Psi^n_0 + \int_0^{t \wedge \tau} P_nA(s, \Psi^n_s) ds + \int_0^{t \wedge \tau} P_nG(s, \Psi^n_s) dW_s
$$

holds $P-a.s.$ in $V_n$ for all $t \geq 0$. We can conclude that for any fixed $t > 0$ and $M > 1$, a local strong solution $(\Psi^n, \tau^{M,t}_n)$ of (34) exists for the stopping time $\tau^{M,t}_n$ defined by

$$
\tau^{M,t}_n := t \wedge \inf \left\{ s \geq 0 : \sup_{r \in [0, s]} \| \Psi^n_r(\omega) \|^2_H + \int_0^s \| \Psi^n_r(\omega) \|^2_H dr \geq M + \| \Psi^n_0(\omega) \|^2_H \right\}.
$$

This conclusion is reached thanks to Assumption 2 through standard theory in the finite dimensional Hilbert Space $V_n$ though some care must be taken for the infinite dimensional Brownian Motion. Understanding that

$$
\| \Psi^n_0(\omega) \|^2_H \leq c \| \Psi^n_0(\omega) \|^2_H \leq cM'
$$

coming from (10) and (33), it is clear that

$$
\| \Psi^n_0(\omega) \|^2_U \leq \hat{M}
$$

for some $\hat{M}$ clearly still independent of $n$ and $\omega$. Thus we see the bound

$$
\sup_{r \in [0, \tau^{M,t}_n(\omega)]} \| \Psi^n_r(\omega) \|^2_U + \int_0^{\tau^{M,t}_n(\omega)} \| \Psi^n_r(\omega) \|^2_H dr \leq M + \hat{M}
$$

holds true for every $n$ and $P-a.e. \omega$. This boundedness plays a significant role in our analysis and demonstrates the importance of starting from this bounded initial condition in the first instance. The motivation for choosing these stopping times comes from the work of Glatt-Holtz and Ziane in the referenced paper [11]. The authors prove an abstract result which is the central theorem of the paper, which we simply restate in the Appendix as Theorem 4. In the original paper, the authors use the traditional Galerkin Scheme for Navier-Stokes (given by the basis of eigenfunctions of the Stokes Operator) and apply this theorem directly with the spaces $\mathcal{H}_1 := W^{2,2}_{\sigma}(O; \mathbb{R}^3)$, $\mathcal{H}_2 := W^{1,2}_{\sigma}(O; \mathbb{R}^3)$. We have to take a slight detour from this method in the case of transport noise due to the condition (47).

Translating this to our framework through $\mathcal{H}_1 = H$ and $\mathcal{H}_2 = U$, the idea in showing this condition is to apply the Itô Formula in $U$ to the difference process $\Psi^n - \Psi^m$. When we simplify down the noise contribution we have to control a term

$$
\sum_{i=1}^{\infty} \| [I - P_m] \mathcal{G}_i(s, \Psi^m_s) \|^2_U
$$
which we would do via (12) and (10) to bound the above by

$$\sum_{i=1}^{\infty} \frac{1}{\mu_m} \|G_i(s, \Psi^m_s)\|_H^2.$$ 

In order to send this to zero as $m \to \infty$ we use some uniform boundedness of the term $\sum_{i=1}^{\infty} \|G_i(s, \Psi^m_s)\|_H^2$ which in the case of a Lipschitz operator as in the original paper is immediate from (39). Where $G_i$ is a differential operator we must obtain uniform boundedness of the solutions $(\Psi^n)$ in a higher norm, hence the need for our space $V$ (which in the context of our SALT Navier-Stokes, would then be $W^{3,2}(\mathcal{O}; \mathbb{R}^3)$). For this reason we must introduce another step to the proof, whereby we show that there exists constants $C, \tilde{C}$ dependent on $M, M', t$ but independent of $n$ such that for the local strong solution $(\Psi^n, \tau^{M,t}_n)$ of (34),

$$E \sup_{r \in [0, \tau^{M,t}_n]} \|\Psi^n_r\|_H^2 + E \int_0^{\tau^{M,t}_n} \|\Psi^n_s\|_V^2 \, ds \leq C \left[ E \left( \|\Psi^0_0\|_H^2 \right) + 1 \right]$$ (40)

and in particular

$$E \sup_{r \in [0, \tau^{M,t}_n]} \|\Psi^n_r\|_H^2 + E \int_0^{\tau^{M,t}_n} \|\Psi^n_s\|_V^2 \, ds \leq \tilde{C}. \quad (41)$$

This result is proven by considering $V_n$ as a Hilbert Space with $H$ inner product, applying the Itô Formula in this context and using Assumption 3. (41) then follows from (40) due to (10) so we see the significance of starting from an initial condition bounded in $H$ and not just $U$ (or at least, square integrable in $H$).

From Assumption 4 along with the requirement that each $P_n$ is an orthogonal projection in $X$ and $U$ and the conditions (8), (11), (12), we deduce that for any $m < n$ and $\lambda_m := \min\{\mu, \mu^2\}$,

$$2 \langle P_n A(t, \phi) - P_m A(t, \psi), \phi - \psi \rangle_U + \sum_{i=1}^{\infty} \|P_n G_i(t, \phi) - P_m G_i(t, \psi)\|_U^2$$

$$\leq c_t \tilde{K}_2(\phi, \psi) \|\phi - \psi\|_U^2 - \frac{K}{2} \|\phi - \psi\|_H^2 + \frac{c_t}{\lambda_m} K(\phi, \psi) \left[ 1 + \|\phi\|_V + \|\psi\|_V \right] ;$$

$$\sum_{i=1}^{\infty} \langle P_n G_i(t, \phi) - P_m G_i(t, \psi), \phi - \psi \rangle_U$$

$$\leq c_t \tilde{K}_2(\phi, \psi) \|\phi - \psi\|_U^2 + \frac{c_t}{\lambda_m} K(\phi, \psi) \left[ 1 + \|\psi\|_V \right].$$

Along with (41) these bounds allow us to conclude that

$$\lim_{m \to \infty} \sup_{n \geq m} \left[ E \sup_{r \in [0, \tau^{M,t}_n]} \|\Psi^n_r - \Psi^m_r\|_U^2 + E \int_0^{\tau^{M,t}_n \wedge \tau^{M,t}_m} \|\Psi^n_s - \Psi^m_s\|_H^2 \, ds \right] = 0$$ (42)
again via an application of the Itô Formula for $V_n$ considered as a Hilbert Space with $U$ inner product, on the difference process $Ψ^n - Ψ^m$. With similar ideas and the Assumption 5, we infer that

$$\lim_{S \to 0} \sup_{n \in \mathbb{N}} \mathbb{P} \left( \sup_{t \in [0,\tau^M,\wedge S]} \|Ψ^n_t\|_U^2 + \int_0^{\tau^M,\wedge S} \|Ψ^n_r\|_H^2 dr \geq M - 1 + \|Ψ^n_0\|_U^2 \right) = 0. \quad (43)$$

We then apply Theorem 4 for $H_1 = H$, $H_2 = U$ and claim that the resulting pair $(Ψ, τ^M,\wedge t \infty)$ satisfies the additional properties that:

- $Ψ \mid_{\tau^M,\leq t \infty} \wedge$ is progressively measurable in $V$;
- For $F - a.e. \omega$, $Ψ(\omega) \in C([0,T]; H)$ and $Ψ_*(\omega) \mid_{\tau^M,\leq t \infty}(\omega) \in L^2([0,T]; V)$ for all $T > 0$;
- $Ψ^n \to Ψ$ holds in the sense that

$$\mathbb{E} \left[ \sup_{t \in [0,\tau^M,\wedge]} \|Ψ^n_r - Ψ_r\|_U^2 + \int_0^{\tau^M,\wedge} \|Ψ^n_r - Ψ_r\|_H^2 dr \right] \to 0. \quad (44)$$

Indeed the first two are true from using the uniform boundedness (41) and taking weakly convergent subsequences in the appropriate spaces, the $n$ using uniqueness of limits in the weak topology and the embeddings $V \hookrightarrow H \hookrightarrow U$ to identify this limit with $Ψ$. The weak convergence preserves the measurability and so the progressive measurability of each $Ψ^n$ (from the continuity and adaptedness in $V_n$) is what gives the result here. The final item is then a simple application of the dominated convergence theorem. To conclude that $(Ψ, τ^M,\wedge t \infty)$ is a $V$-valued local strong solution it only remains to show the identity $(29)$, which is done by taking limits of the corresponding terms in (35) and applying (15), (16) along with the already used assumptions on the $(P_n)$. We take the limit in $X$ and argue that the identity being satisfied in $X$ is sufficient to conclude the satisfaction of the identity in $U$, given that all integrals can be constructed in $U$ from the regularity of the solution.

We have now shown the existence of a $V$-valued local strong solution but for the bounded initial condition (33). We then show a uniqueness result for such solutions, which is: suppose that $(Ψ^1, τ_1)$ and $(Ψ^2, τ_2)$ are two $V$-valued local strong solutions of the equation (2) for a given initial condition $Ψ_0$. Then for all $s \in [0,\infty)$,

$$\mathbb{P} \left( \omega \in \Omega : Ψ^1_{s \wedge \tau_1(\omega) \wedge \tau_2(\omega)}(\omega) = Ψ^2_{s \wedge \tau_1(\omega) \wedge \tau_2(\omega)}(\omega) \right) = 1.$$ 

This is proven through applying Assumption 4 in the context of an Itô Formula in $U$ of the difference process of any two solutions. With this uniqueness in place we then conclude the results of Theorem 2 but still for the bounded initial condition, via similar arguments to those used in [11]. To pass to a general initial condition we consider a sequence of such maximal strong solutions $(Ψ^k, Θ^k)$ corresponding to the bounded initial conditions $(Ψ_0)^\leq_k \|Ψ_0\|_H \leq k + 1$ and use the maximality on
these pieces to show that the pair \((\Psi, \Theta)\) defined at each time \(t \in [0, T]\) and \(\omega \in \Omega\) by

\[
\Psi_t(\omega) := \sum_{k=1}^{\infty} \Psi_k^t(\omega) k \leq \|\Psi_0(\omega)\|_H < k+1, \quad \Theta(\omega) := \sum_{k=1}^{\infty} \Theta_k(\omega) k \leq \|\Psi_0(\omega)\|_H < k+1
\]

is our desired solution for the initial condition \(\Psi_0\) (where the limit for \(\Psi\) is in reality just a finite sum). It is clear that for any \(\omega\), there exists a \(k\) such that \((\Psi(\omega), \Theta(\omega)) = (\Psi^k(\omega), \Theta^k(\omega))\) so the property (31) follows from the same property in the case of the bounded initial condition. This rounds off our discussion for the proof of Theorem 2.

In the case where Assumption Set 2 holds, we then look to use the \(V\)-valued local strong solutions to obtain an \(H\)-valued local strong solution but now just for a \(U\)-valued initial condition. At this juncture it is well worth addressing the question of why we consider these distinct types of solution; that is if we wanted an \(H\)-valued local strong solution then why not restate Assumption Set 1 for the spaces \(V\) as \(H\), \(H\) as \(U\) and \(U\) as \(X\)? The reason lies in the application to our stochastic Navier-Stokes Equation, which would then not satisfy the required assumption. This will be discussed more explicitly in Section 4.2.

Proof (Theorem 3). The idea now is to apply this existence result to the sequence of initial conditions \((\mathcal{P}_n \Psi_0)\), and apply the same Theorem 4 argument to the corresponding sequence of solutions. From here we now need to suppose that Assumption Set 2 holds in addition to Assumption Set 1. In the same manner we start again from a bounded \(\Psi_0\), this time such that

\[
\|\Psi_0(\omega)\|_U^2 \leq \bar{M}.
\]  
(45)

We could immediately apply Theorem 2 for each initial condition \(\mathcal{P}_n \Psi_0\), though we want to apply Theorem 4 for the same spaces \(H_1 = H\) and \(H_2 = U\). Recall that we could not do this immediately for a \(U\)-valued initial condition and the sequence of Galerkin solutions due to gaining a suitable control on the noise term arising from the difference of the projections. In the present scenario we consider solutions to the unprojected (3) and so we are not burdened with this difficulty. An application of Theorem 4 would rely on us being able to conclude that each maximal solution \((\Psi^n, \Theta^n)\) corresponding to the initial condition \(\mathcal{P}_n \Psi_0\) exists up until the stopping time (36) (where the \(\Psi^n\) notation has now shifted to the above). This is not immediate from Theorem 2 though we can use similar maximality arguments to extend these solutions to \(\tau_n^{M,t}\) at the cost of some regularity. Indeed for these extended solutions we have only the regularity of the \(H\)-valued solution but with the additional benefit that \(\Psi_t(\omega)k \leq \tau_n^{M,t}(\omega) \in V\) almost everywhere on the product space \(\Omega \times [0, \infty)\). This facilitates the use of Assumption 4 in order to show the Cauchy property (42), but only via first using an Itô Formula with the bilinear form \(\langle \cdot, \cdot \rangle_{X \times H}\). We must make this step as the identity for these extended solutions is only satisfied in \(X\) hence we cannot use...
the $U$ inner product. The stochastic integral though can be constructed in $U$
following from Remark 6, and the regularity $\Psi_t(\omega)\leq \tau_{\infty, t}(\omega) \in V$ allows us to
call upon the property (8) so that we can apply Assumption 4. Without the
uniform boundedness (41) for these solutions we need Assumption 9 instead of
just 5 to deduce (43). The conclusion of the proof of Theorem 6 then follows
identically to that of 2, now using Assumption 8 for the uniqueness part and
(24) to show the convergence of the time integral term when justifying that the
limiting pair $(\Psi, \tau^{\infty, t})$ obtained from Theorem 4 is an $H$-valued local strong
solution.

4.2 SALT Navier-Stokes in the Abstract Framework

We now briefly comment on the application of this abstract framework to the
equation (4) in order to conclude the paper. In the previous subsection we have
already established the identification of the spaces

$$V := W^{3, 2}_\sigma(\mathcal{O}; \mathbb{R}^3), \quad H := W^{2, 2}_\sigma(\mathcal{O}; \mathbb{R}^3), \quad U := W^{1, 2}_\sigma(\mathcal{O}; \mathbb{R}^3), \quad X := L^2_\sigma(\mathcal{O}; \mathbb{R}^3)$$

at which point we address the question posed in that subsection as to why we
need to make this effort with first the $V$-valued solutions before showing the
existence for the $H$-valued ones. That is, why would Assumption Set 1 not hold
if we were to shift the spaces from $V$ to $H$, $H$ to $U$ and $U$ to $X$ (with some
modifications of the reference to $X$ in Assumption Set 1)? One clear answer is
in the treatment of the nonlinear term for (17): for $H = W^{2, 2}_\sigma(\mathcal{O}; \mathbb{R}^3)$ we have
the algebra property of the Sobolev Space which affords us a bound

$$\|L\phi^n\phi^n\|_2 \leq c\|\phi^n\|_2\|\phi^n\|_3$$

using the equivalence of the $\|\cdot\|_2$ and the standard $W^{2, 2}$ one. In the $W^{1, 2}$ norm we
do not have the same luxury and so this nonlinear term cannot be bounded just
in terms of the $W^{1, 2}$ and $W^{2, 2}$ norms as would be required. It is worth noting the
significance of using the $\langle \cdot, \cdot \rangle_2$ inner product here, as in the same assumption this
facilitates the ‘integration by parts’ property for the Stokes Operator in order to
gain the additional control we require (i.e. the $-\kappa\|\phi^n\|_1^2$ term). There is some
additional care required then to control the noise terms in these inner products,
but this is facilitated by using the same standard cancellation argument that

$$\langle L\xi, \phi \rangle_{L^2} = 0$$

(46)

for $\phi \in W^{1, 2}(\mathcal{O}; \mathbb{R}^3)$, as well as appreciating that the commutator $[\Delta, B_i]$ is of
second order and commuting through the $B_i$ with $\Delta$ until we reduce to a term of
the form (44). The control (3) allows the $\xi_i$ to be effectively ignored in many of
these computations, by just pulling them out with the supremum. We refer once
more to [2] for the complete details. Of course it is Theorem 3 which is what
translates into our main Theorem of the paper (1), though it is also worth noting
that having showed Theorem 2 in this context then we can also say something
about the retained regularity of our solutions coming from a more regular initial
condition. To really make this point we’d have to say that the maximal times for the different notions of solution were in fact the same, and this is to be addressed in [2].

5 Appendix

Here we state the fundamental theorem of [11].

**Theorem 4.** Let $\mathcal{H}_1 \subset \mathcal{H}_2$ be Hilbert Spaces with continuous embedding, and $(\Psi^n)$ be a sequence of processes such that for $\mathbb{P}$–a.e. $\omega$, $\Psi^n(\omega) \in C([0,T]; \mathcal{H}_2) \cap L^2([0,T]; \mathcal{H}_1)$ which is a Banach Space with norm

$$\|\psi\|_{X(T)} := \left( \sup_{t \in [0,T]} \|\psi_t\|_{\mathcal{H}_2}^2 + \int_0^T \|\psi_t\|_{\mathcal{H}_1}^2 \, dt \right)^{\frac{1}{2}}.$$

For some fixed $M > 1$ and $t > 0$ define the stopping times

$$\tau_{\mathcal{M},t}^n(\omega) := t \wedge \inf \left\{ s \geq 0 : \|\Psi^n(\omega)\|_{X(s)} \geq M + \|\Psi^n_0(\omega)\|_{\mathcal{H}_2} \right\}$$

and suppose that

$$\lim_{m \to \infty} \sup_{n \geq m} \mathbb{E}\|\Psi^n - \Psi^m\|_{X(\tau_{\mathcal{M},t}^n \wedge \tau_{\mathcal{M},t}^m)}^2 = 0 \tag{47}$$

and

$$\lim_{S \to 0} \sup_{n \in \mathbb{N}} \mathbb{P} \left( \left\{ \|\Psi^n\|_{X(\tau_{\mathcal{M},t}^n \wedge \mathcal{S})} \geq M - 1 + \|\Psi^n_0\|_{\mathcal{H}_2} \right\} \right) = 0.$$

Then there exists a stopping time $\tau_{\mathcal{M},t}^\infty$, a subsequence $(\Psi'^n)$ and process $\Psi = \Psi_{\cdot \wedge \tau_{\mathcal{M},t}^\infty}$ such that:

- $\mathbb{P} \left( \{ 0 < \tau_{\mathcal{M},t}^\infty \leq \tau_{\mathcal{M},t}^n \} \right) = 1$;
- For $\mathbb{P}$–a.e. $\omega$, $\Psi(\omega) \in C([0,\tau_{\mathcal{M},t}^\infty(\omega)]; \mathcal{H}_2) \cap L^2([0,\tau_{\mathcal{M},t}^\infty(\omega)]; \mathcal{H}_1)$;
- For $\mathbb{P}$–a.e. $\omega$, $\Psi'^n(\omega) \to \Psi(\omega)$ in $C([0,\tau_{\mathcal{M},t}^\infty(\omega)]; \mathcal{H}_2) \cap L^2([0,\tau_{\mathcal{M},t}^\infty(\omega)]; \mathcal{H}_1)$, $\| \cdot \|_{X(\tau_{\mathcal{M},t}^\infty(\omega))}$.
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