Probing the near-horizon region of Cygnus X-1 with Suzaku and NuSTAR
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Astrophysical black holes are ideal laboratories for testing Einstein’s theory of general relativity in the strong field regime. In this manuscript, we present an analysis of Suzaku and NuSTAR spectra of the black hole binary Cygnus X-1 using relxill.nk. Unlike our previous study on Cygnus X-1 with NuSTAR data, here we are able to constrain the Johannsen deformation parameter α13. However, despite the high energy resolution near the iron line provided by Suzaku, our constraints on the Kerr metric from Cygnus X-1 are not very stringent in comparison with those that have been obtained from other sources, confirming that Cygnus X-1 is quite a complicated source.

I. INTRODUCTION

Einstein’s theory of general relativity was proposed over a century ago and so far has successfully passed a large number of observational tests. Since 1960s, there have been significant efforts to test general relativity in the so-called weak field regime with experiments in the Solar System and observations of binary pulsars [1]. In the past 20 years, there has been an increasing interest in testing general relativity on large scales with cosmological tests, which are mainly motivated by the problems of dark matter and dark energy [2–4]. Thanks to new observational facilities, the past 5 years have seen a tremendous progress on tests of general relativity in the so-called strong field regime, and we are now starting testing the predictions of Einstein’s gravity in the strong gravitational field of black holes [5–16].

The spacetime metric around astrophysical black holes is thought to be approximated well by the Kerr solution [17], since the possible electric charge of the object or the gravitational field produced by the accretion disk or nearby stars is normally completely negligible in the near-horizon region [18–20]. However, a number of authors have pointed out that new physics may produce macroscopic deviations from the Kerr solution, because general relativity may not be the correct theory of gravity, there may be large quantum gravity effects, or because of the presence of exotic matter fields; see, e.g. Refs. [21–25].

As of now, tests of general relativity in the strong gravity regime using black holes are possible by studying the gravitational wave signal from the coalescence of stellar-mass black holes (e.g. [5, 6, 15, 16]), by studying the properties of the X-ray radiation emitted from the inner part of the accretion disk (e.g. [8, 9, 11, 12, 14]), or by studying the image of the supernova-like black holes in the galaxy M87 (e.g. [10, 13]). In the past few years, our group has mainly worked on X-ray tests by developing the relativistic reflection model relxill.nk [26, 27], which is an extension of the relxill package to non-Kerr spacetimes. In addition to the parameters present in relxill, relxill.nk has some “deformation parameters” to quantify possible deviations from the Kerr geometry, which is recovered when all deformation parameters vanish. The reflection spectrum of the accretion disk is calculated without assuming that these deformation parameters vanish. From the comparison of the theoretical model with the observational data, it is possible to estimate the value of the deformation parameters and check whether the observations are consistent with the hypothesis that the spacetime metric around astrophysical black holes is described by the Kerr solution as expected in the standard framework.

The origin of the reflection spectrum of the disk can be understood as follows. We consider a black hole accreting from a geometrically thin and optically thick disk. The thermal spectrum of the disk is peaked in the soft X-ray band in the case of stellar-mass black holes and in the optical/UV band in the case of supermassive black holes. Thermal photons from the disk inverse Compton scatter off free electrons in the corona, which is some hotter (∼100 keV) cloud near the black hole and the inner part of the accretion disk, even if its morphology is not yet well understood. The Comptonized photons have a power-law spectrum with a high-energy cut-off and can illuminate the accretion disk, producing a reflection component. The latter is characterized by some fluorescent emission lines below 100 keV, notably the iron Kα complex, and by a Compton hump peaked at 20–30 keV. The analysis of the reflection features can be used to study the morphology of the accreting matter, measure black hole spins, and test Einstein’s theory of general relativity in the strong field regime [31, 32].

The analysis of relativistic reflection features requires both a good energy resolution near the iron line and data over a broad energy band. The good energy resolution near the iron line is useful because the shape of the iron Kα line is the most informative part of the spectrum concerning the motion of the gas in the very strong gravity region around the black hole. The broad energy band helps to select the correct astrophysical model and to con-
strain better some disk-related parameters that, in turn, help to measure better the parameters of the spacetime metric.

In Ref. [33], we analyzed with relxill_nk two NuSTAR observations of Cygnus X-1, respectively in 2012 and 2014, when the source was in the soft state. We found very challenging to test the Kerr metric from those spectra, in the sense that our measurements of the deformation parameters could easily change by changing some assumptions like the emissivity profile model for the accretion disk. Similar problems were met with the analysis of a NuSTAR observation of GRS 1915+105 [34] and of RXTE data of GX 339–4 [35]. The opposite, very promising results have been found from the analysis of Suzaku and XMM-Newton+NuSTAR observations of other sources [9, 36, 37], suggesting us the possibility that for testing the Kerr metric it is strictly necessary to have a good energy resolution near the iron line. In the present paper, we thus analyze a 2009 Suzaku observation of Cygnus X-1 in the hard state and a simultaneous observation Suzaku+NuSTAR in 2012 when Cygnus X-1 was in the soft state.

Our manuscript is organized as follows. In Section II, we present the Suzaku and NuSTAR observations analyzed in our work and we describe their data reduction. In Section III, we report the analysis of the 2009 Suzaku observation, when the source was in the hard state. Section IV is devoted to the analysis of the simultaneous observations Suzaku+NuSTAR in 2012, when Cygnus X-1 was in the soft state. We discuss our results in Section V.

II. OBSERVATIONS AND DATA REDUCTION

Cygnus X-1 was discovered in 1964 during a rocket flight and is one of the brightest X-ray sources in the sky. It is a binary system with a black hole with a mass of 14.8±1.0 $M_\odot$ [38] and a type O9.7ab supergiant companion star. The strong wind from the companion star provides a sufficiently high mass transfer to the black hole at any time, so Cygnus X-1 is a persistent X-ray source. The distance of this binary system from us is $1.86^{+0.12}_{-0.11}$ kpc [39].

In the present work, we consider the Suzaku [40] and NuSTAR [41] observations listed in Tab. I. The first observation (epoch 1) was in 2009 by Suzaku, when the source was in a hard state. The second observation (epoch 2) refers to a simultaneous observation of Suzaku and NuSTAR in 2012, when the source was in a soft state. Spectra from the data are created by using the tools from the HEASOFT 6.26 package: version 20181023 of Suzaku Calibration Database (CALDB) for the Suzaku data and version 20180419 of NuSTAR Calibration Database (CALDB) for the NuSTAR data.

A. Suzaku data in the hard state

The Suzaku satellite was equipped with three detectors (XISs, HXD/PIN, and HXD/GSO), through which Suzaku could cover the 0.3-600 keV band. During the observation of the epoch 1, only XIS0, XIS3, PIN, and GSO detectors were operational. The XIS data are reduced following the standard procedure, which includes xisrepro for energy scale reprocessing and xisrepro for data screening. For each event file, we use the aseattcor2 tool to correct the data for large spacecraft wobble endemic to Suzaku.

An issue in the Suzaku data of Cygnus X-1 is the presence of photon pile-up, as a consequence of the brightness of the source. To minimize the pile-up effect, we use the FTOOL pileest to estimate the pile-up degree and thus exclude the most heavily piled-up region. Finally, we extract the spectra from a square box, 240 pixels on each side, with an inner exclusion circle with a radius of 30 pixels, which is centered on the source coordinates. This effectively reduced the pile-up on the extracted region to 5% or less. The redistribution matrix files and ancillary response files are constructed by the tool xismarfgen and xissimarfgen, respectively. Since the XIS0 and XIS3 CCDs are both front-illuminated chips and have similar response function, we use addascaspec to combine their spectra, backgrounds, and response functions. We then grouped the spectra to have at least 10 counts per bin as done in [42].

The HXD/PIN and HXD/GSO spectra are generated and used reducing the FTOOL hxdpinxbpi and hxdgsoxbpi, respectively. The corresponding background and response (including the “correction arf”) files are downloaded from the pinxb_ver2.0.tuned and gsoxb_ver2.0 directory at HEASARC. Eventually, we analyze the data in the 0.8-1.7 keV and 2.5-9.0 keV bands for the XIS spectra, the 12-70 keV band for PIN, and 70-500 keV band for GSO.

B. Suzaku data in the soft state

For the Suzaku observation 407072010, we proceed in a similar way. Since the source was in the soft state, the data are more heavily affected by pile-up than those of the 2009 observation. The spectra are extracted from a rectangular region, approximately $320 \times 220$ pixels, with two inner exclusion rectangles with the size of $130 \times 45$ pixels, centered on the source coordinates. This effectively reduced the pile-up on the extracted region to 5% or less. Because the XIS0 CCD has front-illuminated chips while XIS1 has back-illuminated chips, the spectra were separately grouped using the tool grppha so that each bin have at least 50 counts. For the HXD/PIN and HXD/GSO data, we still used, respectively, the FTOOL hxdpinxbpi and hxdgsoxbpi to extract the spectra. We use data in the 1.2-1.7 keV and 2.5-9.0 keV band from XIS, 15-68 keV band from PIN, and 50-296 keV band
TABLE I. Summary of the observations analyzed in the present work.

| Epoch | State | Mission | Obs. ID   | Instrument(s)         | Start date | Exposure (ks) |
|-------|-------|---------|-----------|-----------------------|------------|---------------|
| 1     | Hard  | Suzaku  | 404075020 | XIS0+3, HXD/PIN, HXD/GSO | 2009-04-08 | 10.7          |
| 2     | Soft  | Suzaku  | 407072010 | XIS0+1, HXD/PIN, HXD/GSO | 2012-10-31 | 1.9           |
|       |       | NuSTAR  | 30001011002 | FPMA+FPMB, FPMA+FPMB, FPMA+FPMB | 2012-10-31 | 11.0          |

C. **NuSTAR data in the soft state**

We reduce the data from instruments Focal Plane Modules A and B (FPMA and FPMB). We separately reduce the data of the three observations and then use `addascaspec` to combine the spectra for each FPM instrument. We run `nuproduct` to extract light curves, spectra, and response files. The source is extracted from a circular region centered on Cygnus X-1 with a radius of 150″. The background region is a circle with the same size taken far from the source region to avoid any contribution from the source. The spectra are then grouped to have a minimum count of 50 photons per bin.

III. **ANALYSIS OF EPOCH 1**

Here and in the next section, we use XSPEC v12.10.1s for the spectral analysis [43]. The Galactic absorption is fitted with `tbabs` [44]. The relativistic reflection component is fitted with `relxill.nk` v1.3.3 [26, 27]. The spacetime metric around the black hole is described by the Johannsen metric with the deformation parameter $\alpha_{13}$, while all other deformation parameters vanish [45].

To start, we fit the 2009 Suzaku data with a simple power law. The resulting spectrum and data-to-model ratio are shown in Fig. 1. We clearly see an excess of photons below 2 keV, a small feature around 6-7 keV, and a bump in the HXD data. The excess of photons at low energies suggest the presence of the thermal component from the accretion disk. The small feature at 6-7 keV and the bump can be naturally interpreted as an iron line and a Compton hump from the reflection spectrum.

The models used to fit the 2009 Suzaku data are summarized in Tab. II. We use `diskbb` to describe the thermal spectrum of the accretion disk [46]. We use `relxill.nk` to fit the reflection spectrum setting the reflection fraction to $-1$ and using `cutoffpl` to describe the Comptonized photons from the corona. We find that we can get a better fit adding a Gaussian emission line. Eventually the XSPEC model is (Model 1):

```
tbabs*xstar*(diskbb+cutoffpl+gauss+relxill.nk),
```

where `xstar` describes an ionized plasma in the wind from the companion star. A multiplicative constant is added to combine the data from different instruments. In `relxill.nk`, we use a broken power-law to describe the emissivity profile of the accretion disk and the outer emissivity index $q_{out}$ is either frozen to 3 (Model 1A) or left free in the fit (Model 1B). Note that here and in what follows, for every model we fit the data first assuming the Kerr metric and setting $\alpha_{13} = 0$ and then leaving $\alpha_{13}$ free in the fit.

If $N_H$ in `tbabs` is left free, the fit gives us the value from GSO.

![FIG. 1. The upper quadrant shows the spectrum of Cygnus X-1 in epoch 1 as seen by XIS0+XIS3 (black), PIN (red) and GSO (green). The spectrum is fitted with an absorbed power-law ignoring the data below 3 keV, the 5-7 keV band, and the 15-45 keV band. The data to best-fit model ratio is shown in the lower quadrant. The data have been rebinned for visual clarity.](image-url)
≈ 6 × 10^{21} \text{ cm}^{-2}, which is perfectly consistent with the result in Ref. [47]. So we freeze \( N_H \) to that value for Model 1. The best-fit values for Models 1A and 1B are reported in Tab. III. The data to best-fit model ratio of these models are shown in the top panels in Fig. 2. The top panels in Fig. 3 show the constraints on the black hole spin parameter \( a_\ast \) and the Johannsen deformation parameter \( \alpha_{13} \) when \( \alpha_{13} \) is free in the fit.

Following Refs. [42, 48], we try to improve the fit by replacing \( \text{diskbb} \) with \( \text{diskpbb} \). In \( \text{diskpbb} \), the local disk temperature \( T(r) \) is proportional to \( r^{-p} \), where \( p \) is the extra parameter of the model. The spectrum of \( \text{diskbb} \) is recovered for \( p = 0.75 \). Model 2 is thus \( \text{tbabs} \times \text{xstar} \times (\text{diskpbb} + \text{cutoffpl} + \text{gauss} + \text{relxill} \_\text{nk}) \), and we set \( p = 0.5 \) as in Refs. [42, 48]. The idea is that in the hard state the corona can significantly illuminate the disk and thus alter the emissivity profile predicted by the standard thin disk model. As for Model 1, we freeze the column density in \( \text{tbabs} \) to \( 6 \times 10^{21} \text{ cm}^{-2} \), we assume an emissivity profile described by a broken power-law with \( q_{out} \) either frozen to 3 (Model 2A) or free (Model 2B), and for every case we first fit the data imposing the Kerr metric and then we leave \( \alpha_{13} \) free in the fit. The best-fit values are shown in Tab. IV. In the central panels of Fig. 2, we show the data to best-fit model ratios for Model 2A and 2B. In the central panels of Fig. 3, we show the constraints on the black hole spin and deformation parameter \( \alpha_{13} \). We note that Model 2 improve the fit with respect to Model 1 and \( \Delta \chi^2 \) is around 80.

Motivated by the fact that both Model 1 and Model 2 require a high value for \( q_{in} \) and a value around 3 for \( q_{out} \) when the latter is left free, we try to improve our fit replacing \( \text{relxill} \_\text{nk} \) with \( \text{relxilllp} \_\text{nk} \), namely replacing a broken power-law emissivity profile with the profile expected in the lamppost geometry. However, our fits turn out to be slightly worse than those from Model 2B (\( \chi^2 = 1.075 \)) and we do not report the results here. We just note that the best-fit values of the model parameters are very similar to those from Model 2B, with the exception of \( T_{in} \), which is higher.

Last, we try to improve the fit by modeling better the Comptonized photons of the corona. We replace \( \text{cutoffpl} + \text{diskpbb} \) with \( \text{simplcutx} \times \text{diskpbb} \) and \( \text{relxill} \_\text{nk} \) with \( \text{relxillCp} \_\text{nk} \). \( \text{simplcutx} \) is a convolution model that requires as input the seed photon spectrum responsible for the Comptonization and its output includes both the Comptonized photon spectrum and the transmitted seed photon spectrum [49]. In \( \text{simplcutx} \), we set the reflection fraction parameter to 1 and we link the value of the coronal temperature with its counterpart in \( \text{relxillCp} \_\text{nk} \). Our Model 3 is thus \( \text{tbabs} \times \text{xstar} \times (\text{simplcutx} \times \text{diskpbb} + \text{gauss} + \text{relxillCp} \_\text{nk}). \)

Unlike in Models 1 and 2, here the value of the hydrogen column density \( N_H \) in \( \text{tbabs} \) has a stronger impact on the final fit. We thus set \( N_H \) free in the fit. As for Models 1 and 2, we consider the two variants with \( q_{out} = 3 \) (3A) and free (3B), and in both cases we fit the data first assuming the Kerr metric and then relaxing this hypothesis. The best-fit values of Model 3 are reported in Tab. V, where we can see that the fit is better than Model 2 (\( \chi^2 = 1.046 \)). The data to best-fit model ratios are shown in Fig. 2 and the constraints on the black hole spin and the Johannsen deformation parameter are reported in the bottom panels in Fig. 3.

The discussion of the fits of epoch 1 is postponed to Section V.

### IV. ANALYSIS OF EPOCH 2

To simplify the analysis, we first fit the \( \text{NuSTAR} \) and \( \text{Suzaku} \) data separately, and then we combine the two spectra for a joint fit. When we fit the spectra separately, we set \( N_H \) in \( \text{tbabs} \) to \( 6 \times 10^{21} \text{ cm}^{-2} \), as in Models 1 and 2 in the previous section. When we fit the \( \text{NuSTAR} \) and \( \text{Suzaku} \) data together, \( N_H \) has a more important influence on the final result and we do not recover \( 6 \times 10^{21} \text{ cm}^{-2} \) when it is allowed to vary, so we leave the parameter free in the fit. As in the previous section for the analysis of epoch 1, we consider two models for the intensity profile: broken power-law with \( q_{out} = 3 \) and broken power-law with \( q_{out} \) free. For every model of the intensity profile, we consider two spacetimes: Kerr metric and Johannsen metric with \( \alpha_{13} \) free.

We start with the analysis of the \( \text{NuSTAR} \) data and we use the XSPEC model \( \text{tbabs} \times \text{xstar} \times (\text{diskpbb} + \text{cutoffpl} + \text{gauss} + \text{relxill} \_\text{nk}) \).
This is the same model as Model 1 for epoch 1, but for convenience we call it Model 4 as it fits the NuSTAR data of epoch 2. Following the same strategy employed in the previous section, we describe the emissivity profile with a broken power-law and the outer emissivity profile $q_{\text{out}}$ is either frozen to 3 (Model 4A) or left free in the fit (Model 4B). For every model, we first fit the data assuming the Kerr metric ($\alpha_{13} = 0$) and then without such an assumption ($\alpha_{13}$ free). The best-fit values are reported in Tab. VI. The data to best-fit model ratios are shown in Fig. 4. The constraints on the black hole spin parameter $a_*$ and the Johannsen deformation parameter $\alpha_{13}$ are in Fig. 5.

Since in this observation the source is in the soft state, the accretion disk is not cold, which is instead an assumption in the reflection model used. As done in Ref. [50] and then repeated in Ref. [33], we try to take the higher disk temperature into account by adding a Gaussian convolution model to the reflection spectrum at the emission point and before the relativistic convolution model. In XSPEC language, we replace $\text{relxill}$.nk with $\text{relconv}$.nk$\times$$\text{gsMOOTH}$$\times$$\text{xillver}$.

However, we do not have an appreciable improvement of the fit and, on the contrary, the fit would require a negative value for $q_{\text{out}}$. So we do not explore further such a possibility.

We move to the analysis of the Suzaku data and we use the same XSPEC model:

$$\text{tbabs}$$.$xstar$$\times$$(\text{diskbb}$$+$\text{cutoffpl}$$+$\text{gauss}$$+$\text{relxill}$.nk).

Since we fit now the Suzaku data, we call this model Model 5, with Model 5A with $q_{\text{out}} = 3$ and Model 5B with $q_{\text{out}}$ free. The best-fit values are reported in Tab. VII. The data to best-fit model ratios are in Fig. 6. The constraints on the black hole spin parameter $a_*$ and the Johannsen deformation parameter $\alpha_{13}$ are shown in Fig. 7. We note that there is some disagreement between the XIS0 and XIS1 data. It may be related so some residual pile-up. As in the NuSTAR data, we try to improve the fit by replacing $\text{relxill}$.nk with $\text{relconv}$.nk$\times$$\text{gsMOOTH}$$\times$$\text{xillver}$ to take into account the fact that the source is in the soft state and its accretion disk is not cold. However, as in the case of the NuSTAR spectrum, the fit does not improve.

Last, we fit the NuSTAR and Suzaku spectra together. $N_{\text{H}}$ in $\text{tbabs}$ is left free. Since we cannot constrain $q_{\text{out}}$ when it is allowed to vary, we freeze it to 3. This is our Model 6, and now we do not have Models 6A and 6B. The results of our fits are shown in Tab. VIII, Fig. 8 and Fig. 9.

V. DISCUSSION AND CONCLUSIONS

Generally speaking, all our fits (either for $\alpha_{13} = 0$ and for $\alpha_{13}$ free) are consistent with previous studies and we find a spin parameter close to 1 and an inclination angle around $40^\circ$ [48, 51–56]. While we have always modeled the emissivity profile of the disk with a broken power-law and assumed either $q_{\text{out}} = 3$ or free, the final results are quite independent of this last choice.

For the 2009 Suzaku observation with the source in the hard state, we have six models (1A, 1B, 2A, 2B, 3A, 3B). Model 1 provides the worse fit and we do not recover the Kerr metric at 90% of confidence level (see Tab. III). Model 2 improves the fit ($\Delta\chi^2$ is around 80 without adding new free parameters) and we recover the Kerr spacetime (see Tab. IV). The spin parameter and the inclination angle of the disk do not change much between Model 1 and 2, while we can significantly reduce the iron abundance. We note, however, that in Model 2 we get quite a high value of $T_{\text{in}}$ in $\text{diskbb}$, too high for a source in the hard state. Model 3 improves the fit of Model 2 decreasing $\chi^2$ by about 60 and keeping the same number of free parameters. In Model 3, we recover the Kerr metric at 90% of confidence level, we decrease the value of $T_{\text{in}}$ in $\text{diskbb}$, the iron abundance increases a bit with respect to Model 2 but it is still lower than Model 1, and the estimates of the black hole spin parameter and of the inclination angle of the disk do not change much.

For the observations of the source in the soft state in 2012, we see that there is more difference between the models with $q_{\text{out}} = 3$ and those with $q_{\text{out}}$ free. The emissivity profile of the disk is determined by the coronal geometry, which can vary with a timescales of a few days, and therefore it is not a surprise if the observations in 2009 and 2012 present some differences in the emissivity profile. Moreover, one is in the hard state and the other observation is in the soft state, so the coronal geometry could be, in principle, very different. The NuSTAR fits (Model 4) and the Suzaku fits (Model 5) are, in general, consistent, but we note that the constraints on the deformation parameter $\alpha_{13}$ are better in the NuSTAR fits, suggesting that the key-point to get stringent tests of the Kerr metric is not to have a good energy resolution near the iron line, or at least that this is not enough. We also note that, with the exception of Model 4, the estimate of the inclination angle of the disk is around $55^\circ$, which is a bit higher than what we would expect. When we combine the NuSTAR and Suzaku spectra, the estimate of the inclination angle of the disk returns to a value around $40^\circ$.

Unlike in the analysis of the NuSTAR observations of Cygnus X-1 presented in Ref. [33], in the present work we are able to constrain the deformation parameter $\alpha_{13}$ of the Johannsen metric. In the observation in the hard state, with Model 3A we find (90% CL)

$$\alpha_{13} = -0.2^{+0.3}_{-0.7}. \quad (1)$$

In the observation in the soft state, when we fit the NuSTAR and Suzaku spectra (Model 6), we find (90% CL)

$$\alpha_{13} = 0.0^{+0.3}_{-1.5}. \quad (2)$$

These constraints are not among the best ones using $\text{relxill}$.nk. For example, limiting the discussion to tests...
of the Kerr metric with stellar-mass black holes, from the 2007 Suzaku observation of GRS 1915+105, we got [12] (90% CL)

$$\alpha_{13} = 0.00^{+0.05}_{-0.15}. \quad (3)$$

From the simultaneous analysis of reflection features and thermal spectrum of GX 339–4 with Swift and NuS TAR data, with a broken power-law emissivity profile we found [14] (90% CL)

$$\alpha_{13} = -0.010^{+0.024}_{-0.018}. \quad (4)$$

Cygnus X-1 thus remains quite a complicated source, especially because it is a high-mass X-ray binary and therefore the radiation emitted from the very inner region of the accretion disk is inevitably absorbed by the strong wind from the companion star. However, here we have definitely improved our analysis of Ref. [33], where it was not possible to constrain the deformation parameter $\alpha_{13}$.
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| Model          | 2A       | 2A free  | 2B       | 2B free  |
|---------------|----------|----------|----------|----------|
| `tbabs`       |          |          |          |          |
| $N_{\text{H}}/10^{21}$ cm$^{-2}$ | 6.0$^*$ | 6.0$^*$ | 6.0$^*$ | 6.0$^*$ |
| `xstar`       |          |          |          |          |
| $N_{\text{H}}/10^{21}$ cm$^{-2}$ | $10^{+9}_{-6}$ | $10^{+9}_{-6}$ | $12^{+12}_{-6}$ | $12^{+12}_{-6}$ |
| log $\xi$     | 3.40$^{+0.4}_{-0.24}$ | 3.39$^{+0.4}_{-0.24}$ | 3.39$^{+0.29}_{-0.18}$ | 3.39$^{+0.29}_{-0.18}$ |
| $z$           | $-0.017 \pm 0.0006$ | $-0.017 \pm 0.0006$ | $-0.017 \pm 0.0006$ | $-0.017 \pm 0.0006$ |
| `relxill_nk`  |          |          |          |          |
| $q_{\text{in}}$ | $> 7.3$ | $> 8.5$ | $> 7.3$ | $> 7.0$ |
| $q_{\text{out}}$ | 3$^*$ | 3$^*$ | 2.86$^{+0.15}_{-0.18}$ | 2.86$^{+0.15}_{-0.18}$ |
| $R_{\text{in}}$ | $R_g$ | 2.17$^{+0.13}_{-0.03}$ | 2.21$^{+0.13}_{-0.25}$ | 2.21$^{+0.23}_{-0.21}$ | 2.21$^{+0.29}_{-0.07}$ |
| $\alpha_e$    | 0.979$^{+0.006}_{-0.008}$ | > 0.960 | 0.977$^{+0.007}_{-0.008}$ | 0.977$^{+0.007}_{-0.008}$ |
| $i$ [deg]     | 42.1$^{+1.2}_{-1.5}$ | 42.2$^{+1.2}_{-1.6}$ | 41.8$^{+1.3}_{-1.6}$ | 41.8$^{+1.3}_{-1.6}$ |
| log $\xi$     | 3.000$^{+0.011}_{-0.023}$ | 3.000$^{+0.010}_{-0.021}$ | 3.000$^{+0.012}_{-0.024}$ | 3.000$^{+0.012}_{-0.024}$ |
| $A_{\text{Fe}}$ | 5.3$^{+1.2}_{-0.5}$ | 5.1$^{+1.2}_{-0.3}$ | 5.02$^{+1.2}_{-0.21}$ | 5.02$^{+1.12}_{-0.22}$ |
| $\sigma_{13}$ | 0$^*$ | $-0.05^{+0.18}_{-0.06}$ | 0$^*$ | 0$^{+0.3}_{-0.2}$ |
| Norm          | 0.0100$^{+0.0008}_{-0.0009}$ | 0.0098$^{+0.0012}_{-0.0009}$ | 0.0094$^{+0.0011}_{-0.0008}$ | 0.0094$^{+0.0011}_{-0.0008}$ |
| `cutoffpl`    |          |          |          |          |
| $\Gamma$      | 1.546$^{+0.009}_{-0.009}$ | 1.541$^{+0.009}_{-0.009}$ | 1.546$^{+0.011}_{-0.015}$ | 1.546$^{+0.008}_{-0.013}$ |
| $E_{\text{cut}}$ [keV] | 260$^{+7}_{-16}$ | 259$^{+6}_{-17}$ | 262$^{+14}_{-14}$ | 262$^{+10}_{-10}$ |
| Norm          | 1.059$^{+0.03}_{-0.022}$ | 1.058$^{+0.023}_{-0.023}$ | 1.068$^{+0.013}_{-0.029}$ | 1.068$^{+0.013}_{-0.029}$ |
| `diskpbb`     |          |          |          |          |
| $T_{\text{in}}$ [keV] | 1.29$^{+0.06}_{-0.09}$ | 1.29$^{+0.06}_{-0.03}$ | 1.32$^{+0.16}_{-0.03}$ | 1.32$^{+0.20}_{-0.16}$ |
| $p$           | 0.5$^*$ | 0.5$^*$ | 0.5$^*$ | 0.5$^*$ |
| Norm          | 7.7$^{+1.2}_{-1.5}$ | 7.7$^{+1.3}_{-1.4}$ | 6.8$^{+0.6}_{-1.0}$ | 6.8$^{+0.7}_{-0.5}$ |
| `gauss`       |          |          |          |          |
| $E_{\text{line}}$ [keV] | 6.40$^*$ | 6.40$^*$ | 6.40$^*$ | 6.40$^*$ |
| $\sigma$ [keV] | 0.01$^*$ | 0.01$^*$ | 0.01$^*$ | 0.01$^*$ |
| Norm/10$^{-3}$ | 1.10$^{+0.25}_{-0.26}$ | 1.09$^{+0.24}_{-0.25}$ | 1.01$^{+0.26}_{-0.28}$ | 1.01$^{+0.26}_{-0.27}$ |
| Cross-normalization |          |          |          |          |
| $C_{\text{PIN}}$ | 1.195$^{+0.017}_{-0.010}$ | 1.195$^{+0.017}_{-0.009}$ | 1.207$^{+0.015}_{-0.013}$ | 1.207$^{+0.017}_{-0.009}$ |
| $C_{\text{GSO}}$ | 1.345$^{+0.026}_{-0.022}$ | 1.345$^{+0.026}_{-0.022}$ | 1.357$^{+0.024}_{-0.021}$ | 1.357$^{+0.024}_{-0.021}$ |
| \(\chi^2/\nu\) | 2294.35/2139 | 2394.10/2138 | 2393.08/2138 | 2393.08/2137 |
| \(= 1.07263\) | \(= 1.07301\) | \(= 1.07253\) | \(= 1.07304\) |

**TABLE IV.** Best-fit values from Models 2A and 2B. The reported uncertainties correspond to the 90% confidence level for one relevant parameter. * means that the parameter is frozen in the fit. The ionization parameter $\xi$ is in units erg cm s$^{-1}$.

[1] C. M. Will, Living Rev. Rel. **17**, 4 (2014) [arXiv:1403.7377 [gr-qc]].
[2] B. Jain and J. Khoury, Annals Phys. **325**, 1479-1516 (2010) [arXiv:1004.3294 [astro-ph.CO]].
[3] K. Koyama, Rept. Prog. Phys. **79**, 046902 (2016) [arXiv:1504.04623 [astro-ph.CO]].
[4] P. G. Ferreira, Ann. Rev. Astron. Astrophys. **57**, 335-374 (2019) [arXiv:1902.10503 [astro-ph.CO]].
[5] B. P. Abbott et al. [LIGO Scientific and Virgo], Phys. Rev. Lett. **116**, 221101 (2016) [erratum: Phys. Rev. Lett. **121**, 129902 (2018)] [arXiv:1602.03841 [gr-qc]].
[6] N. Yunes, K. Yagi and F. Pretorius, Phys. Rev. D **94**, 084002 (2016) [arXiv:1603.08955 [gr-qc]].
[7] C. Bambi, Rev. Mod. Phys. **89**, 025001 (2017) [arXiv:1509.03884 [gr-qc]].
[8] Z. Cao, S. Nampalliwar, C. Bambi, T. Dauser and J. A. Garcia, Phys. Rev. Lett. **120**, 051101 (2018) [arXiv:1709.00219 [gr-qc]].
[9] A. Tripathi, S. Nampalliwar, A. B. Abdikamalov, D. Ayzenberg, C. Bambi, T. Dauser, J. A. Gar-
| Model | 3A | 3B |
|-------|----|----|
| \( \alpha_{13} = 0 \) | \( \alpha_{13} \) free | \( \alpha_{13} = 0 \) | \( \alpha_{13} \) free |
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**Table V.** Best-fit values from Models 3A and 3B. The reported uncertainties correspond to the 90% confidence level for one relevant parameter. * means that the parameter is frozen in the fit. The ionization parameter \( \xi \) is in units erg cm s\(^{-1}\).
FIG. 2. Data to best-fit model ratios for Models 1A and 1B (top panels), Models 2A and 2B (central panels), and Models 3A and 3B (bottom panels). For every model, we show the results from the fit with $\alpha_{13} = 0$ and from the fit with $\alpha_{13}$ free.
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| Model   | 4A | 4B |
|---------|----|----|
| \( \alpha_{13} = 0 \) | \( \alpha_{13} \) free | \( \alpha_{13} = 0 \) | \( \alpha_{13} \) free |
| **tbabs** | | | |
| \( N_H / 10^{21} \text{ cm}^{-2} \) | 6.0° | 6.0° | 6.0° | 6.0° |
| \( xstar \) | | | |
| \( N_H / 10^{21} \text{ cm}^{-2} \) | 6.4\( ^{+1.4}_{-0.6} \) | 6.4\( ^{+1.5}_{-0.6} \) | 10.6\( ^{+1.3}_{-1.5} \) | 10.6\( ^{+1.3}_{-1.3} \) |
| \( \log \xi \) | 3.96\( ^{+0.13}_{-0.4} \) | 3.96\( ^{+0.14}_{-0.4} \) | 3.58\( ^{+0.07}_{-0.07} \) | 3.58\( ^{+0.08}_{-0.08} \) |
| \( z \) | 0° | 0° | 0° | 0° |
| **relxill** | | | |
| \( q_{in} \) | 3.7 ± 0.4 | 3.7 ± 0.4 | 6.1\( ^{+0.3}_{-0.5} \) | 6.0\( ^{+0.4}_{-0.5} \) |
| \( q_{out} \) | 3° | 3° | 1.25\( ^{+0.4}_{-0.3} \) | 1.27\( ^{+0.4}_{-0.3} \) |
| \( R_{in} \) | > 4.9 | > 4.9 | 10.0\( ^{+1.1}_{-0.7} \) | 9.9\( ^{+1.3}_{-0.7} \) |
| \( a_{\alpha} \) | 0.954 ± 0.011 | 0.984\( ^{+0.006}_{-0.004} \) | 0.981\( ^{+0.007}_{-0.007} \) | 0.978\( ^{+0.009}_{-0.014} \) |
| \( i \) [deg] | 43.7\( ^{+1.0}_{-1.2} \) | 43.7\( ^{+1.0}_{-1.0} \) | 55.1\( ^{+1.0}_{-1.7} \) | 55.2\( ^{+1.1}_{-1.5} \) |
| \( \log \xi \) | 4.22\( ^{+0.09}_{-0.07} \) | 4.21\( ^{+0.09}_{-0.07} \) | 4.00\( ^{+0.03}_{-0.05} \) | 4.00\( ^{+0.05}_{-0.04} \) |
| \( A_{\nu} \) | 3.7\( ^{+0.3}_{-0.4} \) | 4.6\( ^{+0.3}_{-0.4} \) | 4.73\( ^{+0.6}_{-0.5} \) | 4.72\( ^{+0.6}_{-0.5} \) |
| \( \alpha_{13} \) | 0° | 0° | 0° | 0° |
| Norm | 0.035\( ^{+0.0023}_{-0.0022} \) | 0.035\( ^{+0.0023}_{-0.0022} \) | 0.044\( ^{+0.0007}_{-0.0008} \) | 0.044\( ^{+0.0004}_{-0.0004} \) |
| **cutoffpl** | | | |
| \( \Gamma \) | 2.66\( ^{+0.03}_{-0.04} \) | 2.66\( ^{+0.03}_{-0.04} \) | 2.68\( ^{+0.05}_{-0.024} \) | 2.68\( ^{+0.04}_{-0.03} \) |
| \( E_{\text{cut}} \) [keV] | 178\( ^{+21}_{-19} \) | 175\( ^{+36}_{-20} \) | 144\( ^{+17}_{-5} \) | 145\( ^{+14}_{-8} \) |
| Norm | 6.3\( ^{+0.3}_{-0.3} \) | 6.3\( ^{+0.3}_{-0.3} \) | 7.1\( ^{+0.4}_{-0.4} \) | 7.1\( ^{+0.21}_{-0.21} \) |
| **diskbb** | | | |
| \( T_{in} \) [keV] | 0.51\( ^{+0.012}_{-0.013} \) | 0.51\( ^{+0.013}_{-0.013} \) | 0.493\( ^{+0.013}_{-0.011} \) | 0.493\( ^{+0.014}_{-0.011} \) |
| Norm | 3116\( ^{+2269}_{-2177} \) | 3138\( ^{+2625}_{-2268} \) | 4025\( ^{+1815}_{-2475} \) | 4036\( ^{+2590}_{-2719} \) |
| **gauss** | | | |
| \( E_{\text{line}} \) [keV] | 6.40° | 6.40° | 6.40° | 6.40° |
| \( \sigma \) [keV] | 0.01° | 0.01° | 0.01° | 0.01° |
| Norm10\(^{-3}\) | 0.35\( ^{+0.20}_{-0.20} \) | 0.53\( ^{+0.20}_{-0.20} \) | 0.34\( ^{+0.28}_{-0.20} \) | 0.34\( ^{+0.28}_{-0.19} \) |
| Cross-normalization | CP\(_{\text{FBM}}\) | 1.0023\( ^{+0.0012}_{-0.0013} \) | 1.0030\( ^{+0.0011}_{-0.0014} \) | 1.0023\( ^{+0.0012}_{-0.0013} \) | 1.0030\( ^{+0.0012}_{-0.0013} \) |
| \( x^2/\nu \) | 2221.56/1964 | 2221.33/1963 | 2209.53/1963 | 2209.09/1962 |
| = 1.13623 | = 1.13670 | = 1.12574 | = 1.12594 |

TABLE VI. Best-fit values from Models 4A and 4B (NuSTAR data of epoch 2). The reported uncertainties correspond to the 90% confidence level for one relevant parameter. * means that the parameter is frozen in the fit. The ionization parameter \( \xi \) is in units erg cm s\(^{-1}\).
FIG. 4. Data to best-fit model ratios for Models 4A and 4B (NuSTAR data of epoch 2). For every model, we show the results from the fit with $\alpha_{13} = 0$ and from the fit with $\alpha_{13}$ free.

FIG. 5. Constraints on the spin parameter $a_*$ and the Johannsen deformation parameters $\alpha_{13}$ for Models 4A and 4B (NuSTAR data of epoch 2). The red, green, and blue curves are, respectively, the 68%, 90%, and 99% confidence level boundaries for two relevant parameters. The gray region is ignored in our analysis because the spacetime is not regular there.
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| Model   | 5A | 5B |
|---------|----|----|
| tbabs   |  |    |
| $N_{H}/10^{21}$ cm$^{-2}$ | 6.0$^*$ | 6.0$^*$ |
|           | 6.0$^*$ | 6.0$^*$ |
| xstar   |  |    |
| $N_{H}/10^{21}$ cm$^{-2}$ | 8.0$\pm$1.9 | 8.2$^{+1.9}_{-1.6}$ |
| log$\xi$ | 3.90$^{+0.05}_{-0.022}$ | 3.90$^{+0.05}_{-0.022}$ |
| $z$     | 0$^*$ | 0$^*$ |
| relxill nk |  |    |
| $q_{in}$ | 6.4$^{+1.1}_{-0.6}$ | 5.8$^{+1.2}_{-0.9}$ |
| $q_{out}$ | 3$^*$ | 3$^*$ |
| $R_{br}$ [R$_{g}$] | >4.8 | 12$^{+190}_{-7}$ |
| $\alpha_*$ | 0.955$^{+0.005}_{-0.016}$ | 0.920$\pm$0.015 |
| $i$ [deg] | 56.6$^{+2.2}_{-1.6}$ | 56.4$^{+1.9}_{-2.4}$ |
| log$\xi$ | 3.30$^{+0.03}_{-0.05}$ | 3.30$^{+0.04}_{-0.04}$ |
| $A_{Fe}$ | 4.8$^{+1.4}_{-0.6}$ | 4.8$^{+1.0}_{-0.3}$ |
| $\alpha_{13}$ | 0$^*$ | -0.7$^{+0.4}_{-0.4}$ |
| Norm    | 0.135$^{+0.019}_{-0.020}$ | 0.134$^{+0.021}_{-0.011}$ |
| cutoffpl |  |    |
| $\Gamma$ | 2.80$^{+0.02}_{-0.014}$ | 2.80$^{+0.02}_{-0.014}$ |
| $E_{cut}$ [keV] | 246$^{+84}_{-85}$ | 234$^{+130}_{-36}$ |
| Norm    | 13.3$^{+0.7}_{-1.1}$ | 13.2$^{+0.8}_{-1.2}$ |
| diskbb  |  |    |
| $T_{in}$ [keV] | 0.552$\pm$0.013 | 0.552$\pm$0.013 |
| Norm    | 25390$^{+662}_{-671}$ | 25432$^{+594}_{-1299}$ |
| gauss   |  |    |
| $E_{line}$ [keV] | 6.4$^*$ | 6.4$^*$ |
| $\sigma$ [keV] | 0.01$^*$ | 0.01$^*$ |
| Norm$^{-1}$ | 1.5$\pm$0.6 | 1.3$\pm$0.6 |
| Cross-normalization |  |    |
| CXIS1   | 0.9134$^{+0.0024}_{-0.0021}$ | 0.9134$^{+0.0024}_{-0.0021}$ |
| CXPN    | 0.933$^{+0.03}_{-0.015}$ | 0.933$^{+0.024}_{-0.011}$ |
| C6SSO   | 0.96$\pm$0.04 | 0.96$\pm$0.04 |
| $\chi^2/\nu$ | 3419.69/3085 | 3418.86/3084 |
|       | 3419.18/3084 | 3418.56/3083 |

TABLE VII. Best-fit values from Models 5A and 5B (Suzaku data of epoch 2). The reported uncertainties correspond to the 90% confidence level for one relevant parameter. * means that the parameter is frozen in the fit. The ionization parameter $\xi$ is in units erg cm s$^{-1}$. 
FIG. 6. Data to best-fit model ratios for Models 5A and 5B (Suzaku data of epoch 2). For every model, we show the results from the fit with $\alpha_{13} = 0$ and from the fit with $\alpha_{13}$ free.

FIG. 7. Constraints on the spin parameter $a_*$ and the Johannsen deformation parameters $\alpha_{13}$ for Models 5A and 5B (Suzaku data of epoch 2). The red, green, and blue curves are, respectively, the 68%, 90%, and 99% confidence level boundaries for two relevant parameters. The gray region is ignored in our analysis because the spacetime is not regular there.

FIG. 8. Data to best-fit model ratios for Model 6 (NuSTAR+Suzaku data of epoch 2). The emissivity profile is modeled with broken power-law with $q_{\text{out}} = 3$. 

Model 5A

Model 5B

Model 6
| Model   | $\alpha_{11} = 0$ | $\alpha_{13}$ free |
|---------|------------------|-------------------|
| tbabs   |                  |                   |
| $N_H/10^{21}$ cm$^{-2}$ | $5.0^{+0.1}_{-0.1}$ | $5.0^{+0.1}_{-0.1}$ |
| xstar   |                  |                   |
| $N_H/10^{21}$ cm$^{-2}$ | $6.9 \pm 0.8$ | $6.9 \pm 0.8$ |
| log $\xi$ | $3.91^{+0.06}_{-0.03}$ | $3.91^{+0.06}_{-0.03}$ |
| $z$     | $0^*$            | $0^*$             |
| relxill nk |                 |                   |
| $q_{in}$ | $3.54^{+0.4}_{-0.12}$ | $3.5^{+0.3}_{-0.3}$ |
| $q_{out}$ | $3^*$           | $3^*$             |
| $R_{br}$ [r$_g$] | $> 7.54$    | $> 8.29$         |
| $\alpha_*$ | $0.935^{+0.012}_{-0.019}$ | $0.935^{+0.019}_{-0.009}$ |
| $i$ [deg] | $42.3^{+0.7}_{-0.7}$ | $42.3^{+0.8}_{-0.6}$ |
| log $\xi$ | $4.30^{+0.03}_{-0.06}$ | $4.30^{+0.024}_{-0.005}$ |
| $A_{Fe}$ | $7.2^{+0.7}_{-0.5}$ | $7.2^{+0.7}_{-0.4}$ |
| $\alpha_{13}$ | $0^*$         | $0.0^{+0.3}_{-1.5}$ |
| Norm    | $0.023^{+0.0012}_{-0.0013}$ | $0.0233^{+0.0012}_{-0.0013}$ |
| cutoffpl |                 |                   |
| $\Gamma$ | $2.55^{+0.014}_{-0.03}$ | $2.54^{+0.014}_{-0.03}$ |
| $E_{\text{cut}}$ [keV] | $93^{+3}_{-4}$ | $92.7^{+3}_{-1.3}$ |
| Norm    | $5.38^{+0.36}_{-2.24}$ | $5.38^{+0.15}_{-0.12}$ |
| diskbb  |                 |                   |
| $T_{in}$ [keV] | $0.53^{+0.014}_{-0.012}$ | $0.53^{+0.014}_{-0.012}$ |
| Norm    | $25818^{+841}_{-680}$ | $25818^{+884}_{-354}$ |
| gauss   |                 |                   |
| $E_{\text{line}}$ [keV] | $6.40^*$   | $6.40^*$         |
| $\sigma$ [keV] | $0.01^*$    | $0.01^*$         |
| Norm $10^{-3}$ | $0.52^{+0.19}_{-0.15}$ | $0.52^{+0.19}_{-0.15}$ |
| Cross-normalization |        |                   |
| $C_{\text{FPMB}}$ | $1.0034^{+0.0012}_{-0.0013}$ | $1.0034^{+0.0012}_{-0.0013}$ |
| $C_{\text{XS0}}$ | $1.258 \pm 0.003$ | $1.258 \pm 0.003$ |
| $C_{\text{XS1}}$ | $1.145^{+0.024}_{-0.01}$ | $1.145^{+0.024}_{-0.01}$ |
| $C_{\text{PIN}}$ | $1.425 \pm 0.006$ | $1.425^{+0.007}_{-0.006}$ |
| $C_{\text{ISO}}$ | $1.54 \pm 0.1$ | $1.54 \pm 0.13$ |
| $\chi^2/\nu$ | $5961.42/5024$ | $5961.42/5024$ |
|        | $= 1.18659$     | $= 1.18682$       |

TABLE VIII. Best-fit values from Model 6 (NuSTAR+Suzaku data of epoch 2) The reported uncertainties correspond to the 90% confidence level for one relevant parameter. * means that the parameter is frozen in the fit. The ionization parameter $\xi$ is in units erg cm s$^{-1}$. 
FIG. 9. Constraints on the spin parameter $a_*$ and the Johannsen deformation parameters $\alpha_{13}$ for Model 6 (NuSTAR+Suzaku data of epoch 2). The emissivity profile is modeled with a broken power-law with outer emissivity index frozen to 3. The red, green, and blue curves are, respectively, the 68%, 90%, and 99% confidence level boundaries for two relevant parameters.