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Abstract
Context- and flow-sensitive value-flow information is an important building block for many static analysis tools. Unfortunately, current approaches to compute value-flows do not scale to large codebases, due to high memory and runtime requirements. This paper proposes a new scalable approach to compute value-flows via graph reachability. To this end, we develop a new graph structure as an extension of LLVM IR that contains two additional operations which significantly simplify the modeling of pointer aliasing. Further, by processing nodes in the opposite direction of SSA def-use chains, we are able to minimize the tree width of the resulting graph. This allows us to employ efficient tree traversal algorithms in order to resolve graph reachability.

We present a value-flow analysis framework, DFI, implementing our approach. We compare DFI against two state-of-the-art value-flow analysis frameworks, Phasar and SVF, to extract value-flows from 4 real-world software projects. Given 32 GB of memory, Phasar and SVF are unable to complete analysis of larger projects such as OpenSSL or FFmpeg, while DFI is able to complete all evaluations. For the subset of benchmarks that Phasar and SVF do handle, DFI requires significantly less memory (1.5% of Phasar’s, 6.4% of SVF’s memory footprint on average) and runs significantly faster (23x speedup over Phasar, 57x compared to SVF). Our analysis shows that, in contrast to previous approaches, DFI’s memory and runtime requirements scale almost linearly with the number of analyzed instructions.
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1 Introduction

Value-flow analysis is a subset of dataflow analysis that helps to statically reason about the dependencies among program constructs such as variables and memory blocks. It underpins many crucial program analysis techniques that are widely used in compiler optimizations and for finding security vulnerabilities: points-to analysis [37], null pointer analysis [20, 35], and taint analysis [10], to name a few. In order to operate effectively, such techniques usually require precise value-flow information that is context- and flow-sensitive as well as interprocedural [34].

Seminal work by Reps et al. [27] demonstrated that interprocedural context- and flow-sensitive value-flow analysis can be expressed as reachability between nodes within a program graph. Their algorithmic framework IFDS operates on a graph structure in which each node maps to a value-flow statement within the target program. But, while solved in theory, in practice the adoption of static value-flow frameworks is still limited by severe scalability issues. In fact, as we will show in Section 4, currently there exists no static analysis framework that is able to determine precise value-flows for larger real-world codebases such as OpenSSL and FFmpeg on single commodity PCs.

The memory and runtime requirements of static value-flow analysis frameworks such as IFDS are largely governed by the graph representation of the program and the performance of the graph reachability algorithm. Indeed, previous approaches to solving the scalability problem have often focused on working around the shortcomings of established graph-reachability algorithms [1, 13, 19]. In contrast, in this paper, we present a solution that is based on a novel sparse graph representation, leading to a reachability algorithm that is highly efficient in answering value-flow queries.

Our key insight is that program graphs representing value-flow can be constructed to have a low tree width [28], which is a measure of how similar a graph is to a tree. We found that performing a depth-first traversal in the opposite direction of SSA def-use chains will result in a graph with a significantly reduced number of non-tree edges. Based on this insight, we develop a novel graph reachability algorithm based on tree traversal which significantly reduces processing time and memory requirements compared to previous approaches. In fact, our new algorithm allows us to determine dependencies between two arbitrary instructions in constant time for most
queries. Additionally, the resulting graph representation is sparse, thereby further reducing processing time and memory requirements by incorporating only program statements relevant for value-flow propagation.

We implemented these ideas in a framework that we call DFI¹. To quantify the improved performance of our approach, we evaluate DFI against two state-of-the-art static value-flow analysis frameworks: Phasar [29] and SVF [31]. Phasar is a popular framework implementing the IFDS algorithm, while SVF presents a different approach to compute precise static value-flow information based on def-use chains that are constructed based on pre-computed points-to information. As our evaluation shows, DFI is able to scale to significantly larger codebases on commodity hardware than previous solutions, using significantly less memory overall, and running significantly faster. Therefore, DFI constitutes the first static solution to resolve interprocedural context- and flow-sensitive value-flow for real-world software projects, reaching to over a million lines of code, under realistic resource limitations. In summary our contributions are the following:

- an extension of LLVM IR containing two new operations that significantly simplify the modeling of value-flows in the presence of pointer aliasing,
- a resulting lightweight and precise sparse representation of def-use chains for value-flow analysis incorporating top-level and address-taken variables,
- an algorithm to solve value-flows via graph reachability that scales almost linearly with the number of processed vertices, requires significantly less memory and is significantly faster than previous solutions, and
- a full-source-language agnostic implementation of our technique based on LLVM IR that scales to large real-world projects containing hundreds of thousands of lines of code.

We further pledge to make the source code of our project freely available under an open-source license.

2 Background

In this Section, we explain terminologies and concepts that will serve as the building blocks for rest of the paper.

2.1 Flow-Sensitive Value-Flow Analysis

Value-flow analysis models the specific propagation of data through a program’s storage locations. A flow-sensitive analysis respects the program’s control flow and calculates results for each program point. In contrast, flow-insensitive analysis ignores statement ordering and computes a single solution that is sound for all program points. Traditionally, to achieve flow-sensitivity, value-flow analysis is built on top of a monotone dataflow analysis framework [15]. The analysis follows control flows in the control-flow graph (CFG), while accounting for changes in dataflow facts made by each statement. For example, in a null pointer analysis, a dataflow fact is a set of potentially-null variables at a given program point. For each statement $i$, the transfer function calculates two sets: $IN_i$ and $OUT_i$, which represent the sets of dataflow facts that hold right before and right after statement $i$. In the context of a null pointer analysis, the transfer function might add (or subtract) variables that are (or not) potentially-null. $IN_i$ is equal to $OUT_{i-1}$ passed down from previous statement in the control flow, in the case of having multiple predecessor statements, $IN_i$ is the set union of $OUT_p$, $\forall p \in \text{predecessors}(i)$. The algorithm repeatedly performs such updates on every statement until it reaches a global fixed point.

This approach usually comes with a high performance overhead. Dataflow facts are propagated to every program point, despite the fact that only a small portion of them is needed to answer the dataflow query we are interested in. In addition, maintaining two sets per statement tends to create a large memory footprint as well.

SSA-Based Sparse Value-Flow Analysis

In recent years, sparse value-flow analysis [11, 12, 25, 31] has introduced a promising solution to the aforementioned problem. Sparse value-flow analysis avoids propagating dataflow facts through program statements that are unrelated to the analysis. A common way is to perform the analysis on Static-Single Assignment (SSA) form [8] of programs.

In SSA, each variable is defined exactly once in a “static” view of the program, i.e., disregarding “dynamic” reassignments of variables that may happen at the same program location inside of loops. If there are multiple static definitions of a variable in the original program (such as multiple separate program locations that perform assignments to the variable), then each such assignment of the original program variable becomes a separate SSA variable or value. SSA form expresses value definitions and usage information, also called def-use chains, explicitly, so that tracing values to their immediate uses becomes much easier. Therefore, def-use chains can help us to rule out irrelevant data flows and greatly improve the efficiency of value-flow analyses [26].

Tracking every variable in SSA form is difficult as it has to account for potential aliasing among pointer variables. To tackle this problem, mainstream compilers such as GCC [23] and LLVM [17] adopt a variant of SSA called partial SSA which divides variables into two categories: top-level and address-taken. Top-level variables cannot be referenced indirectly via a pointer and can be trivially converted into SSA form; address-taken variables are referenced indirectly via top-level pointer variables and are not represented in SSA form at all. This additional layer of indirection makes it more difficult for us to track value-flows on address-taken variables in partial SSA. In Section 3.1, we will show our solution to this problem.

2.2 Value-Flow Analysis as Graph Reachability

Reps et al. pioneered the idea of solving traditional dataflow analyses by turning them into graph reachability problems

¹The name DFI pays homage to IFDS, while our reversal of the letters alludes to the fact that our technique processes nodes in the reverse order.
in their IFDS framework [27], inspiring a whole body of research on graph reachability based program analysis [4, 16, 21, 32]. In IFDS, dataflow analysis is performed on an exploded supergraph, in which each vertex represents a dataflow fact at a specific program point. Each statement has a local transfer function that describes the vertex (i.e. dataflow facts) mapping before and after the statement. Multiple such edges transitively compose to a single PathEdge. Thus, an intraprocedural dataflow query can boil down to answering whether the vertex of a dataflow source reaches the program points we are interested in via a PathEdge, which implies flow-sensitivity. Intermixedly, the PathEdge are extended from a call site to a callee and back to the same call site. Context-sensitivity is achieved by matching call and return edges.

2.3 Reachability via Depth-First Tree Intervals

A Depth-First Tree (DFT) is a common approach to compute graph reachability. A DFT is an ordered spanning tree derived from the process of Depth-First Search (DFS) [7]. Each vertex of a DFT is assigned an integer interval $\langle s_v, e_v \rangle$: $s_v$ is the discovery timestamp when $v$ is first visited and $e_v$ is the finish timestamp when all out-neighbors of $v$ have been visited. The timestamp is initialized with zero and it is increased by one upon visiting a new out-neighbor from a vertex. Formally speaking, an interval has the following invariant:

$$s_v, e_v \in \mathbb{Z}, s_v \geq 0 \land e_v \geq 0 \land e_v > s_v$$

Figure 1 shows an example graph with its DFT intervals. To simplify the problem without losing generality, we always add a pseudo vertex $\delta$ to connect every vertex in the graph, such that the spanning tree has a single root.

For a given vertex in the spanning tree, its interval always subsumes the intervals of all vertices in its subtree. An interval $\langle s_i, e_i \rangle$ is said to subsume another interval $\langle s_j, e_j \rangle$, denoted by $\langle s_i, e_i \rangle \supseteq \langle s_j, e_j \rangle$, if they have the following properties:

$$s_i \leq s_j \land e_i \geq e_j \implies \langle s_i, e_i \rangle \supseteq \langle s_j, e_j \rangle$$

Vertex $F$ in Figure 1, for example, has an interval of $\langle 10, 15 \rangle$, which subsumes the intervals of its children $\langle 11, 12 \rangle$ and $\langle 13, 14 \rangle$. Conversely, vertex $E$ and $F$ are siblings so none of their intervals subsumes one or the other. We distinguish between tree edges (solid lines) and non-tree edges (dashed lines) in Figure 1. There are two types of non-tree edges: cross edge and back edge. They are defined using the interval relationship: for vertices $k$ and $l$, alone with their corresponding intervals $\langle s_k, e_k \rangle$ and $\langle s_l, e_l \rangle$, Edge $k \rightarrow l$ is

- a cross edge if $e_l < s_k \lor e_k < s_l$, and
- a back edge if $\langle s_l, e_l \rangle \supseteq \langle s_k, e_k \rangle$.

For example, in Figure 1, edge $E \rightarrow C$ is a cross edge, and edge $H \rightarrow D$ is a back edge.

By comparing the intervals of arbitrary two vertices, using the subsuming relation defined earlier, we can easily know whether they can reach each other through (spanning) tree edges in constant time. However, this property only holds for tree edges. For reachability queries on generic graphs, we also need to consider paths that go through non-tree edges. To answer those queries, several previous works [14, 33, 36] have proposed a variety of ad-hoc solutions on top of DFT intervals. In Section 3.3, we are going to introduce an augmented DFT-interval graph reachability algorithm to solve this problem.

3 DFI Design and Implementation

DFI is designed to be programming-language agnostic on its input program and can process any program compiled into LLVM IR. Section 3.1 will cover necessary preprocessing to convert this initial LLVM IR into a form more favorable to value-flow analysis. Sections 3.2 to 3.4 will cover the details of our main algorithm and implementation.

3.1 Preprocessing

DFI relies heavily on the sparse SSA program representation to track value-flows efficiently. However, as discussed in Section 2.1, the partial SSA form used by LLVM IR excludes address-taken variables. To track the value-flows of address-taken variables we convert the original input program into a custom representation that improves handling of indirect memory operations and pointers.

We implement this custom program representation using MLIR [18], a versatile framework to create custom intermediate representations (IRs) for program analyses and compiler optimizations. A custom IR is called dialect in MLIR. It consists of a type system and various building blocks that define the semantics like operation, block, region, and attribute, to name a few. A program statement or LLVM IR instruction is usually modeled by a MLIR operation. We create our own DFI dialect on top of existing LLVM IR constructions with two custom operations: dfi.store and dfi.call.

dfi.store operation A dfi.store operation has exactly the same run-time behavior as an LLVM store instruction. However, unlike a normal store instruction that doesn’t produce a result, dfi.store produces a pointer as the result. The result pointer has the same aliasing characteristics as the destination pointer operand, i.e., the memory address to which the value is stored.

dfi.store essentially applies the same SSA renaming used by LLVM on pointer variables and adds explicit def-use
chains for strong updates to an address-taken variable. More specifically, upon each strong memory store, we rename the original pointer to the result pointer produced by dfi.store.

Listing 1 shows a simple MLIR snippet consisting of memory load and store operations on function argument %p. Listing 2, on the other hand, is the same snippet with llvm.store replaced by dfi.store. Take llvm.load operation on line 3 of Listing 1 as an example: before the replacement, it was loading content from %p. But on the same line of Listing 2, we can see that it’s now loading content from the result pointer %p0 of dfi.store from the previous line.

The presence of dfi.store operations dramatically simplifies the value-flow propagations on address-taken variables. We can now track memory dependencies w.r.t. strong updates in the same way as tracking scalar value-flows. It is similar to the idea proposed by Chow et al. [6] and MemorySSA [24]. In contrast to previous works, dfi.store adopts a lightweight design and excludes weak updates on address-taken variables (i.e. MayDef and MayUse), which are more expensive to compute, from its representation. Nevertheless, a client analysis is capable of accounting for those weak memory dependencies with the flexible framework provided by DFI.

1 llvm.func %f(%v: i32, %p: !llvm.ptr<i32>) {  
2   %v0 = llvm.load %v, %p : !llvm.ptr<i32>
3   %v1 = llvm.store %v0, %p : !llvm.ptr<i32>
4 }  

Listing 1. IR before conversion to dfi.store

1 llvm.func %f(%v: i32, %p: !llvm.ptr<i32>) {  
2   %p0 = dfi.store %v, %p : !llvm.ptr<i32>
3   %p1 = dfi.store %v0, %p0 : !llvm.ptr<i32>
4   %p1 = dfi.store %v1, %p0 : !llvm.ptr<i32>
5 }  

Listing 2. IR after conversion to dfi.store

dfi.call operation To support interprocedural analysis, it is essential to capture value-flows of the callees at a given call site. For callees that have no side effects (e.g. pure functions), it suffices to propagate value-flows through function arguments and the return value. However, we also need to consider output arguments where results are carried through pointer type function parameters. In order to capture the value-flows propagated through output arguments, DFI replaces normal function call operations, llvm.call, with custom dfi.call operations.

Similar to dfi.store, for each pointer argument in the original llvm.call, we add a pointer-type result in the result

Figure 2. Structure of the analysis engine in DFI

Figure 3. DFT intervals in a MLIR function

3.2 Analysis Engine

First, as further detailed in Section 3.3, intraprocedural DFT intervals are computed by the analysis engine based on value-flow mapping information provided by the client analysis. Next, as described in Section 3.4, the intraprocedural value-flows will be propagated to their callers in order to support interprocedural queries. Finally, the client analysis will receive flow- and context-sensitive value-flow results to solve its domain-specific applications.

3.3 Intra-procedural Analysis

This Section discusses the algorithm of tracking intraprocedural value-flows. As mentioned in Section 2.2, value-flow analysis can be boiled down to a graph reachability problem, where each vertex is a dataflow fact on a certain program point and value-flow queries are answered by determining the reachability of two vertices. Similar to IFDS, DFI also approaches the intraprocedural part of this problem by employing a local transfer function for each statement and a graph reachability solving technique. However, instead of the tabulation-based strategy used by the original IFDS technique, DFI adopts a novel graph reachability solving technique based on depth-first spanning tree intervals introduced in Section 2.3. The idea is that for a given value-flow analysis problem, if every relevant operation in the program is annotated with DFT intervals, we are able to determine the reachability between two arbitrary operations by comparing their intervals in nearly constant time.

2For better readability, we will omit the type notation of all dfi.call occurrences in rest of the paper.
To simplify the code, we “inline” the constant operands in both \( \text{dfi.store} \) and \( \text{llvm.return} \) operations. Normally, those constants will be defined by a dedicated operation, \( \text{llvm.constant} \).

Assume a taint analysis is performed on Figure 3 and \( %p \) is a tainted value. To determine if the return value \( %3 \) is tainted it is sufficient to check if its interval \( ⟨2, 3⟩ \) is subsumed by that of \( %p \) \( ⟨0, 5⟩ \). In this case, \( ⟨0, 5⟩ \supseteq ⟨2, 3⟩ \) per our definition in Section 2.3, the return value is tainted. In fact, both \( %1 \) and \( %3 \) are tainted, as their intervals are both inside the subtree of \( ⟨0, 5⟩ \). On the other hand, \( %0 \), whose interval is \( ⟨7, 8⟩ \), is not tainted because it resides in a different DFT subtree rooted at \( ⟨6, 9⟩ \).

To calculate the trees and associated intervals shown in Figure 3 the client analysis customizes the traversal mechanism introduced in Section 2.3. First, for each function, the client analysis chooses a set of root vertices to start the traversal. Note that the traversal timestamp in each function always starts from zero. Second, for each vertex in the function, a local transfer function is provided by client analysis to dictate the out-going vertices to visit next. In the context of taint analysis on Figure 3, the client analysis picks \( %a \) and \( %p \) as the traversal roots. For the local transfer function, the rules for each kind of operation are shown in Figure 4. Take the rule for \( \text{dfi.store} \) as an example, in which the result pointer \( %q \) is tainted only if the stored value \( %p \) is tainted. It effectively stops the DFT traversal to go from \( %p \) to \( %q \), but allows the path from \( %q \) to \( %q \).

The DFT interval scheme described in the previous example only details the computation of reachability based on (spanning) tree edges. In the following Section we will discuss a more general reachability problem w.r.t both tree and non-tree edges.

**Non-Tree Edges in SSA Def-Use Graph** Non-tree edges inhibit the application of the simple interval-based graph reachability algorithm on generic SSA def-use graphs. To generalize our solution over those graphs, we first discuss program constructs that result in non-tree edges.

---

1. \( \text{llvm.func} @f(%a: i32, %b: i32, %c: i32) \to i32 \{ \)
2. \( %t = \text{llvm.add} %a, %c : i32 \)
3. \( %r = \text{llvm.mul} 3, %t : i32 \)
4. \( \text{llvm.return} %r : i32 \)

To simplify the code, we ‘inline’ the constant operands in both \( \text{llvm.add} \) operations. Normally, those constants will be defined by a dedicated operation, \( \text{llvm.constant} \).
if value \( x \) is live on operation \( I \), a classic live-variable analysis, we can pick values used by \( I \) (i.e. its operands) as reversed roots. On the other hand, reversed roots can be seen as all possible destinations in a forward analysis setup. For instance, in the taint analysis that asks if sensitive information (i.e. tainted values) flows to any system call, we can pick all system call sites as the reversed roots such that all possible value-flow paths can be considered. It is worth noting that DFI is able to consider all possible paths at once because our algorithm is both time and space efficient, which we will show in Section 4.

**Augmented DFT-Interval Graph Reachability** With reduced number of non-tree edges, DFI augments the DFT-interval-based algorithm to solve graph reachability in reversed SSA def-use graphs. In short, this method duplicates the interval upon encountering a non-tree edge, such that we can use a similar subsuming relationship between two intervals to determine their reachability.

To support our method, we introduce a new data structure: interval set. An interval set \( \Pi \) is a collection of intervals
\[
\{\langle s_1, e_1 \rangle, \langle s_2, e_2 \rangle, \ldots, \langle s_n, e_n \rangle\}
\]
in which every element separates itself with each other by least one timestamp. i.e.
\[
\forall \langle s_i, e_i \rangle, \langle s_j, e_j \rangle \in \Pi, i \neq j \implies e_i < s_j - 1 \lor e_j < s_i - 1
\]
An interval set \( \Pi_i \) is said to subsume another set \( \Pi_j \), namely \( \Pi_i \supseteq \Pi_j \), if any of the interval in \( \Pi_i \) can subsume another interval in \( \Pi_j \). i.e.
\[
\exists \langle s_k, e_k \rangle \in \Pi_i, \langle s_j, e_j \rangle \in \Pi_j \text{ s.t. } \langle s_k, e_k \rangle \supseteq \langle s_j, e_j \rangle
\]
Two interval sets \( \Pi_i \) and \( \Pi_j \) can be merged by operator \( \cup \), denoted as \( \Pi_i \cup \Pi_j \). Let \( \Pi_k \) be the merged interval set from \( \Pi_i \) and \( \Pi_j \), it can subsume both \( \Pi_i \) and \( \Pi_j \). i.e. \( \Pi_k \supseteq \Pi_i \land \Pi_k \supseteq \Pi_j \).

In our augmented DFT-interval-based reachability algorithm, each SSA def-use graph vertex \( v \) is associated with an interval set \( \Pi_v \) (rather than a single interval). Vertex \( v_i \) can reach \( v_j \) if and only if \( \Pi_{v_i} \) subsumes \( \Pi_{v_j} \). i.e.
\[
v_i \leadsto v_j \iff \Pi_{v_i} \supseteq \Pi_{v_j} \land \Pi_{v_i} \neq \emptyset \land \Pi_{v_j} \neq \emptyset
\]
Note that since we build DFT intervals in reversed direction, a vertex can reach another vertex if the interval set of the destination subsumes that of the source. To build interval sets for each vertex in the graph, the interval set of each vertex is first initialized with a single interval created from a normal DFT-interval building process (see Section 2.3). Next, non-tree edges are incorporated.

Given a cross edge \( v_x \rightarrow v_d \), \( \Pi_{v_x} \) is merged into \( \Pi_d \), and the interval sets of all of its ancestors. Figure 6a shows an example of handling cross edge \( E \rightarrow D \). The interval set for destination vertex \( D \), \( \{2,3\} \), is merged into the interval sets of \( E \), as well as its ancestors \( C \) and \( A \). This allows us to account for graph reachability of two vertices that passes through \( E \rightarrow D \). For example, \( C \) can reach \( D \) because \( \Pi_C \supseteq \Pi_D \). If \( v_x \rightarrow v_d \) is a back edge, \( \Pi_{v_d} \) will be merged into the interval sets of all vertices in the corresponding Strongly-Connected Component (SCC). The intuition behind this is that every vertex in such SCC belong to a subtree rooted at \( v_d \), per the definition of back edge mentioned in Section 2.3. In other words, \( \Pi_{v_d} \) subsumes the interval sets of all of those vertices. Thus, our merging scheme here is able to reflect the mutual connectivity of vertices in a SCC, including the back edge. Figure 6b shows an example of handling back edge \( D \rightarrow A \). The interval set for destination vertex \( A \), \( \{0,9\} \), is merged into the interval sets of every other vertex in the same SCC. Namely, vertices \( B, C, \) and \( D \).

**Meet Operator** The meet operator specifies how value flows are combined from different program paths e.g. a control flow merge point. In our algorithm, we use interval set merge \( \cup \) as our meet operator. Per our previous definition of \( \cup \), the merged interval set is always a safe approximation for the incoming interval sets and thus ensures the soundness.

**3.4 Inter-procedural Analysis**

This Section discusses how to apply our interval-based reachability algorithm across interprocedural constructions e.g. call sites. DFI uses a summary-based interprocedural value-flow algorithm. We summarize the value-flows of each function in a function value-flow summary which is propagated to all of its call sites. Since the newly introduced callee summary alters value-flows inside the caller function, this process is repeated until a fixed point is reached.

A function value-flow summary comprises of a set of reachable relationships between function arguments and (outgoing) results. The results of a function are returned values or output (i.e. pointer) arguments. The summary describes the mapping between arguments and results which is expressed through argument and result indices. The result index is equal to the index of its counterpart in the result list of the dfi.call operation (see Section 3.1). In every dfi.call, the original returned value (if there is any) has index 0, followed by pointer argument type results. We denote \( l(p) \) as the argument index of argument \( p \). In addition, \( O(p) \) is defined as the result index of \( p \) if \( p \) is part of \( PT_f \), a subset of function arguments for \( f \) containing all pointer arguments. The value-flow summary for function \( f \) is denoted as \( S_f = S_f^R \cup S_f^P \). The sets \( S_f^R \) and \( S_f^P \) represent mappings from function arguments to return value and to output arguments respectively. Let \( R_f \) and \( P_f \) be the set of return values and
arguments in \( f \), respectively. \( S^R_f \) is defined as
\[
\{ l(p) \leadsto 0 \mid p \leadsto r, \forall p \in P_f, \forall r \in R_f \}
\]

Figure 7a shows the value-flow summary of \( f \) along with interval sets of relevant values. Since \( \Pi_r \supseteq \Pi_u \) and \( \Pi_r \supseteq \Pi_c \), the value of \( S^R_f = S_f \) is \( \{ 0 \leadsto 0, 2 \leadsto 0 \} \).

Figure 7b shows an example value-flow summary for function \( g \) in Listing 4. \( k' \) and \( r' \) correspond to the results of \( k \) and \( r \) at a call site, respectively. Since both \( k \) and \( r \) can reach the reversed root \( \%t1 \), \( S^R_f \) in this case can be written as
\[
\{ I(k) \leadsto O(k), I(k) \leadsto O(r), I(r) \leadsto O(r), I(r) \leadsto O(k) \}
\]
which is equal to \( \{ 0 \leadsto 0, 0 \leadsto 1, 1 \leadsto 1, 1 \leadsto 0 \} \).

Value-Flow Summary Propagation Next, we propagate the value-flow summary \( S_f \) to every call site of \( f \). On a high level, \( S_f \) provides the missing local value-flow mappings at every call site of \( f \). With this information in place, we are able to add new value-flows to the function summary to improve precision. This process consists of two phases.

In the first phase, for each \( v_a \leadsto v_d \) in \( S_f \), we perform another round of reversed DFT traversal in every caller function. But this time, instead of using reversed roots designated by the client analysis, we will use the actual parameter values of \( v_a \) as reversed roots.

In Listing 5, function \( g \) calls function \( f \) on line 8. In this snippet, we assume the value-flow summary \( S_f \) is \( \{ 0 \leadsto 1, 1 \leadsto 0, 1 \leadsto 1 \} \). On line 8, phase 1 performs a reversed DFT traversal using %s0 (i.e. the actual parameter %v in \( f \)) and %b (i.e. the actual parameter %p in \( f \)) as reversed roots.

In the second phase, the results from the first phase are propagated in the opposite direction on every call site. In Listing 5 for example, the interval sets for %s0 and %b, obtained in phase 1, are transitively merged into the interval sets of its parent and ancestor vertices (e.g. %s3) in the augmented DFT, until reaching the original reversed roots.

As mentioned earlier, propagating callee value-flow summaries in the caller function might change its value-flow summary as well. DFI uses a worklist-based algorithm, shown in Algorithm 1, to recursively propagate the changed summaries to its callers until reaching a fixed point.

Algorithm 1 Interprocedural Worklist Algorithm

```plaintext
1: Worklist = all functions
2: while Worklist ≠ ∅ do
3: \( f := \) Worklist.pop()
4: \( S_f := \) GetVFSummary(\( f \))
5: if \( S_f \) has changed then
6: \( \text{for all } c \in \text{callers}(f) \text{ do} \)
7: \( \text{PropagateSummary}(S_f, c) \)
8: \( \text{if } c \notin \text{Worklist then} \)
9: \( \text{Worklist.push}(c) \)
10: \( \text{end if} \)
11: \( \text{end if} \)
12: \( \text{end if} \)
13: \( \text{end while} \)
```

In Algorithm 1, GetVFSummary(\( f \)) returns \( S_f \) for function \( f \). PropagateSummary(\( S_f, c \)) performs the two-phase propagation introduced earlier with callee value-flow summary \( S_f \) in caller function \( c \).

Reachable Functions Summary We are now able to calculate interprocedural value-flows with flow and context-sensitivity of two values \( v_a \) and \( v_b \) in the same function by determining their reachability via interval sets \( \Pi_{v_a}, \Pi_{v_b} \). In this part, we generalize this ability for \( v_a \) and \( v_b \) that reside in arbitrary functions.

In the previous Section, the value-flow summary of callee function was propagated to the caller, in order to add context-sensitive value-flows into the caller function. This process is now augmented to additionally propagate a reachable
function summary. A reachable function summary \( \Psi(e) \) provides a mapping from an endpoint \( e \) to a set of transitively-reachable endpoints. An endpoint \( e_j \) represents the \( i \)-th argument of function \( f \).

\[
\Psi(e_j) = \{ e_0, e_j, e_k \}
\]

Because the first argument of \( f \) will be passed to the first argument of \( g \), which further passes it to the second and third argument of \( f \) and \( k \), respectively.

To calculate \( \Psi \), we use the same infrastructure outlined in Algorithm 1. Basically, for a given function \( f \) with \( n \) arguments, \( \Psi(e_i) \) is repeatedly propagated to all of its callers and merged with their summaries until reaching a fixed point, namely, none of the reachable function summaries changed. With reachable function summaries, we are able to perform a two-stage process to answer the value-flow query \( v_a \leadsto v_b \), where \( v_a \) and \( v_b \) are in different functions \( f \) and \( g \), respectively. First, we calculate a set

\[
\{ e_i | \forall e \in \text{callees}(f) \text{ s.t. } v_a \leadsto e_i \}
\]

Then, we check if any of the \( \Psi(e_i) \) contains an endpoint of \( g \), \( e_j \), for arbitrary argument index \( j \). If not, that means function \( f \) cannot even reach function \( g \). Finally, in the second stage, we can conclude that \( v_a \) can reach \( v_b \) only if endpoint \( e_j \) can reach \( v_b \). Namely, \( e_j \leadsto v_b \implies v_a \leadsto v_b \).

4 Evaluation

In this Section, we discuss two research questions:

- **RQ1**: How well does DFI scale on large codebases and how does it compare against other state-of-the-art value-flow analysis tools? (§ 4.1 and § 4.2)

- **RQ2**: The efficiency of answering graph reachability in DFI is strongly related to the size of the interval set associated with each vertex. What is the size distribution of interval sets across all vertices? (§ 4.3)

We selected four open-source codebases from different domains and of different sizes as our analysis targets: Lighttpd, SQLite 3, OpenSSL, and FFmpeg. Table 1 details the selected target programs, lines-of-code (LOC) are listed in textual as well as LLVM 14 IR code, as DFI operates on LLVM IR input. The targets are build using Link-Time Optimization (LTO) to generate a monolithic executable without dynamic dependencies. All experiments are performed on a commodity desktop running Ubuntu 20.04 LTS with a 6-core, 12-thread Intel i7-8700K CPU and 32GB of RAM.

4.1 Performance of Different Client Analyses

We measured the performance of DFI with two different client analyses: taint analysis and read-only argument analysis, both analyses are flow and context-sensitive.

The taint analysis is designed to taint address-taking variables. If the address-taken variable is tainted, all related pointer variables comprising of variables pointing to the beginning of the object as well as pointers derived from an offset, are tainted as well; any value loaded from a tainted variable is also considered tainted. Our implementation traverses the following operations: memory load, dfi.call, and getelementptr which creates a new pointer by applying an offset to a base pointer.

Read-only argument analysis detects whether a pointer argument is modified in the callee function. A pointer argument \( p \) of callee function \( f \) is considered modified (i.e. not read-only) on a dfi.call call site if any of the argument values, other than \( p \), can reach the corresponding result of \( p \) (i.e. result at index \( O(p) \)) on that call site. Our implementation traverses pointer values within \( f \) through their def-use chains. For all indirect memory stores on the path, we also traverse the stored value and its def-use chains.

Table 2 lists the results of running our two client applications against the targets listed in Table 1. The runtime measurement is split into two categories, Total time and Analysis time. The total time accounts for the wall-clock time spent on the entire process, while the analysis time only measures the time spent in the main analysis (see Figure 8 for an overview of processing steps before and after the main analysis). The memory consumption measures the maximum amount of physical memory allocated during the evaluation of each target, which is roughly equal to resident memory. The number of visited edges and vertices is listed in the \#V-Edge and \#V-Vertex columns, respectively. Our evaluation shows that read-only argument analysis visited roughly 20% ~ 60% more vertices and edges compared to taint analysis on every target, except for FFmpeg, where the number of visited edges increased by 190% for taint analysis. All experiments finished within 10 minutes using no more than 4.5 GB of physical memory. In the next two paragraphs, we will proceed to breakdown the performance and discuss the scalability w.r.t different codebase sizes.

**Performance Breakdown** DFI is built using the standard MLIR framework. We use the built-in MLIR parser to parse our input and process it with a MLIR pass pipeline that runs the preprocessor and analysis engine. In this pipeline, we found that some built-in components that are not part of the
### Timing breakdown of read-only argument analysis

Table 2. Performance and memory consumption of DFI

![Timing breakdown of read-only argument analysis](image)

DFI codebase comprise the majority of execution time. The total pipeline execution time can be broken down into five major components which are listed in Figure 8. We evaluate the ratio of processing time spent in each component for read-only argument analysis across all targets. Among them, the MLIR parser always accounts for most of the runtime. Other large contributors are the verifier, which verifies MLIR code after each pass, and the output stage, these nonfactors account for 55% ~ 85% of the total execution time. The preprocessor is part of DFI (see Section 3.1), though we argue that its runtime is a single-shot cost that will be amortized by the increase in the number of vertices and edges respectively. The same experiment is repeated for read-only argument analysis, shown in the right half of the same figure, for which we measure a comparable result.

We notice two exceptions i.e. analysis time of both analyses on SQLite 3. We found that, in processing the SQLite 3 codebase, significantly more time was spent in the interprocedural worklist algorithm (Algorithm 1). Specifically, the propagation of callee function summaries to call sites in every caller functions. Further investigation reveals two important factors contributing to this problem. First, SQLite 3 has a much denser call graph, in which each callee function is called by 3x ~ 4x more call sites on average, compared to call graphs in other targets. Second, Table 1 shows that functions in SQLite 3 contain more code on average, primarily because the codebase has fewer functions compared to other projects of comparable size. The fact that these two factors multiply together (i.e. higher number of propagations to many large-size caller functions) induces a higher performance overhead in Algorithm 1. However, we argue that the source code structure of SQLite 3, more specifically, their interprocedural function call structure, is relatively unusual.

#### 4.2 Comparison with Other Tools

Table 3 compares the performance of DFI against SVF and Phasar. Phasar computes value-flow information using the IFDS algorithm; SVF utilizes SSA def-use chains and incorporates address taken variables based on precomputed points-to-information. Note that, for this evaluation, we measure the total time rather than analysis time for DFI, in order to provide a fair comparison. DFI and Phasar are evaluated by performing taint analysis. For SVF we conservatively estimate a lower bound for its runtime and memory consumption. SVF builds a special Static Value-Flow Graph (SVFG), before running the actual analysis. We found that SVF either runs measure the runtime (top) and memory consumption (bottom) of DFI based taint analysis across all targets. The results demonstrate that the runtime as well as the memory consumption of DFI increases by a factor that is bounded by the increase in the number of vertices and edges respectively.

![Scalability of time and memory consumption](image)

**Figure 8.** Timing breakdown of read-only argument analysis

**Figure 9.** Scalability of time and memory consumption

### Scalability of the Analysis

To evaluate the scalability of DFI, we measure the increase in analysis time and memory consumption against increases of the target code size as represented by the number of edges and vertices in DFI’s program graph. The results of the scalability evaluation are shown in Figure 9. On the left hand side of the figure we
we never remove any interval or interval subset during the graph construction phase. Thus, we only include performance of the SVF graph construction phase. As depicted in Table 3 Phasar was unable to perform the analysis on FFmpeg and OpenSSL due to segmentation faults; it ran out of memory on SQLite 3; on Lighttpd, DFI ran 23x faster with 2.8x less memory than Phasar. SVF ran out of memory on FFmpeg and OpenSSL; on SQLite 3 and Lighttpd, DFI ran 55x ~ 64x faster and consumes 6x ~ 19x less memory than SVF.

### 4.3 Size Distribution of Interval Set

Section 3.3 introduced the concept of an interval set $\Pi_v$ for a vertex $v$ and its subsuming operator $\supseteq$. The properties of an interval set play an important role in efficiently determining the reachability of two vertices. Specifically, given two interval sets $\Pi_p$ and $\Pi_q$ with at most $N$ intervals each, the time complexity for evaluating $\Pi_p \supseteq \Pi_q$ is $O(N^2)$.

Figure 10 shows the size distribution of interval sets across all targets in both client analyses. In taint analysis, half of the interval sets have at most 2 intervals; the maximum value of this chart also tells us that majority of the interval sets have at most 8 intervals. For read-only argument analysis, majority of the interval sets have at most 17 intervals, while half of them have no more than 4 intervals. These numbers show that the average size of an interval set is usually small. Thus, they offer additional evidence towards the effectiveness of our novel reversed DFT traversal scheme in reducing the number of non-tree edges.

### 5 Discussion

#### 5.1 Fixpoint Convergence

The intraprocedural reversed DFT traversal, introduced in Section 3.3, operates basically the same as normal DFS traversal on spanning tree edges and thus ensures its fixpoint convergence on those edges. While handling non-tree edges, we never remove any interval or interval subset during the propagation, therefore the process is monotonic with respect to the partial orders of the interval sets. Thus, fixpoint convergence is given. For the interprocedural case, we focus on Algorithm 1. The terminating condition for Algorithm 1 is dictated by changes to function summaries. These changes are caused by transitively propagating any callee function summary into the current function context. The propagation is driven by the same traversal algorithm that is also used for the intraprocedural case mentioned above. Thus, a fixpoint convergence w.r.t. function summaries can be inducted from the convergence of interval sets in callee functions, due to the fact that a function summary is derived from interval sets of the same function.

### 5.2 Comparison with IFDS

DFI replaces the IFDS reachability algorithm with a simple interval lookup and avoids the accumulation of PathEdges which constitute a large part of the memory footprint of IFDS solvers [1, 13, 19]. Further, DFI processes only relevant program statements by utilizing sparse SSA def-use chains, whereas IFDS processes every program statement along control flow paths inducing memory and runtime overheads [13]. Lastly, DFI decouples DFT interval computation from specific value-flow queries and can determine value-flows between arbitrary nodes. In contrast, IFDS requires non-trivial number of recomputations on PathEdges [2] whenever there is a change in value-flow sources.

### 6 Related Work

The original IFDS/IDE algorithm [27] together with practical extensions proposed by Naeem et al. [22] is nowadays implemented by many analysis frameworks for JAVA [3, 5] and C/C++ [29]. In addition, several approaches have been proposed to further reduce memory consumption and processing time of IFDS implementations. Sparsedroid [13] improves the sparsity of the dataflow propagation. The number of dataflow edges is reduced by connecting dataflow facts directly to their next point of use, instead of the next node in the CFG. DiskDroid [19] and CleanDroid [1] reduce the footprint of the graph reachability algorithm by detecting stale edges and either move them to disk or completely remove them from the working set. WALA [9] proposes an efficient bitset representation of dataflow facts. Coyote [30] improves the parallelism of bottom-up IFDS implementations by increasing the granularity of caller-callee dependencies. Intraprocedural analysis is split into multiple independent parts which can then be run in parallel. All of the mentioned approaches address shortcomings that are specific to the original IFDS implementation and are therefore not directly comparable to DFI.

Recent contributions such as BigSpa [38], Grapple [39], GraSpan [34] and Chianina [40] work around scalability issues of static analysis frameworks by developing core functionalities inspired by big data analytics in order to support certain classes of static analyzers. The actual analysis is then implemented on top of the core API and can thereby be transparently scaled to the available resources of the underlying system. Systems approaches are orthogonal to DFI as they aim to provide primitives to improve the resource utilization of static analyzers but do not aim to optimize the analysis algorithm itself.

### 7 Conclusion

Value-flow analysis is an important component of many program optimizations. Previous researchers have made significant contributions and created important tools, but true scalability of these tools to large real-world codebases has so
far proven elusive. We present a solution that is able to overcome these scalability bottlenecks. Key to our approach is a dialect of LLVM IR that simplifies the modeling of pointer aliasing for analysis. This leads to a novel sparse intermediate representation that results in graphs with low tree widths. The resulting graph algorithms have much lower resource requirements and much better performance characteristics than previous approaches and provide almost linear scalability to truly large programs. Our prototype implementation is based on LLVM, is source-language agnostic, and will be open-sourced.
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A Supplements
A.1 Tables

| Benchmark name | no use | 1 use | 2 uses | 3 uses | 4+ uses |
|----------------|--------|-------|--------|--------|---------|
| libcrypto (OpenSSL) | 31.89% | 59.65% | 4.00% | 1.53% | 2.93% |
| libssl (OpenSSL) | 33.44% | 59.97% | 2.30% | 1.55% | 2.74% |
| SQLite 3 | 30.70% | 52.26% | 9.53% | 3.09% | 4.42% |
| FFmpeg | 20.67% | 59.98% | 11.53% | 3.59% | 4.23% |
| Lighttpd | 30.50% | 63.74% | 2.08% | 1.05% | 2.63% |
| Servo | 37.19% | 50.58% | 7.43% | 1.69% | 3.11% |

Table 4. Percentage of SSA values with the respective number of uses

A.2 Listings

Listing 7. IR before conversion to dfi.call.

```c
1 llvm.func @f (%v: i32, %p: !llvm.ptr<i32>) -> i64 {
2 %r, %p0 = dfi.call @g (%v, %p)
3 %0 = llvm.load %p0 : !llvm.ptr<i32>
4 llvm.return %r : i64
5 }
```

Listing 8. IR after conversion to dfi.call. The newly added function call result %p0 on line 2 captures side effects induced by the callee g w.r.t pointer argument %p.