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Abstract

We construct examples of compact and one-ended constant mean curvature surfaces with large mean curvature in Riemannian manifolds with axial symmetry by gluing together small spheres positioned end-to-end along a geodesic. Such surfaces cannot exist in Euclidean space, but we show that the gradient of the ambient scalar curvature acts as a ‘friction term’ which permits the usual analytic gluing construction to be carried out.

1 Introduction

Background. The study of constant mean curvature (hereafter CMC) surfaces in $\mathbb{R}^3$, or more generally in three-dimensional Riemannian manifolds, is a well established field of Riemannian geometry and the literature concerning the construction and properties of such surfaces is enormous. One particular method for constructing CMC surfaces is by analytic gluing techniques. These go back to the work of Kapouleas [6],[7] and have been further developed by many others, including the first author with Pacard [1],[2] and the second author with Pacard and also with Pollack [9],[11]. (See [12] and [16] for surveys about the current state of this approach.) The general idea here is to take connected sums of simple surfaces (for instance the classical examples of nonminimal CMC surfaces in $\mathbb{R}^3$ — the sphere, the cylinder, and the one-parameter family of Delaunay surfaces of revolution) to produce more general CMC surfaces of finite topology, both compact and non-compact. Such constructions work by finding a surface whose mean curvature is nearly CMC embedding of the connected sum and perturbing it to have constant mean curvature.

There are numerous constraints on the structure of CMC surfaces of finite topology in $\mathbb{R}^3$. For example, Meeks [13] proved that any end of a complete Alexandrov-embedded CMC surface in $\mathbb{R}^3$ is cylindrically bounded; while Korevaar, Kusner and Solomon [8] improved this by showing that any such end converges exponentially to one end of a Delaunay surface. Furthermore, the
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possible directions of the axes of these ends are also subject to limitations, as well as the flexibility to change these directions within the moduli space of all such surfaces, see [4],[5] and [3]. These limitations are phrased in terms of a certain flux that was discovered by Kusner. The flux is a vector associated to any closed loop in a CMC surface; it is constant under deformations of this loop, and in fact only depends on the homology class of this loop in the surface. There is a flux associated to a simple positively oriented loop around each asymptotically Delaunay end, which depends only the direction of the axis and the neck-size of the limiting Delaunay surface. The homological invariance also shows that the sum over all ends of these limiting fluxes must vanish, which is a global balancing condition for the entire CMC surface. One immediate consequence is the non-existence of a complete Alexandrov-embedded CMC surface in $\mathbb{R}^3$ with only one end. The flux also provides useful local information. For instance, it is a crucial ingredient in the gluing constructions mentioned above, since as we explain more carefully below, one must choose the initial approximate CMC configurations so that the fluxes are almost constant across the necks of the connected sums.

We turn now to a newer theme in this subject, namely the study of sequences of CMC surfaces with mean curvature tending to infinity in an arbitrary 3-manifold. Examples in $\mathbb{R}^3$ include sequences of dilations of the complete CMC surfaces with $k$ asymptotically Delaunay ends. Such sequences of surfaces ‘condense’ onto one-dimensional sets, here a union of half-lines meeting at a point. This seems to be a general phenomenon: Rosenberg [18] has shown that if $\Sigma$ is a closed CMC surface in an arbitrary (compact) 3-manifold $M$, with sufficiently large mean curvature $H$, then $M \setminus \Sigma$ has two components, and the inradius at any point in one of these components is bounded above by $C/H$. In other words, $\Sigma$ looks like a tube around some (presumably 1-dimensional) set $\gamma$. If $\Sigma_j$ is any sequence of CMC surfaces with mean curvature $H_j \to \infty$ condensing to a curve $\gamma$, then a formal calculation (assuming that the supremum of the pointwise norm of the second fundamental form is of the same order as $H_j$) shows that $\gamma$ is a geodesic, or at least a union of geodesic arcs. This leads to the following central question.

**Question:** What are the possible condensation sets $\gamma$ in a 3-manifold $M$ for sequences of CMC surfaces $\Sigma_j$ with mean curvatures $H_j \nearrow \infty$.

The obvious guess is that a condensation set is some sort of network of geodesics. Based on the examples of dilated CMC surfaces in $\mathbb{R}^3$, one expects each edge of this geodesic network to have a ‘weighting’ which carries information about the Delaunay parameters of the CMC tubular piece which converges to that edge. This is far from being proved, but there are some very partial results. Motivating this conjecture and as a first step on it, the second author and Pacard [10] proved that if $\gamma$ is any closed geodesic in $M$ which is non-degenerate (in the sense that its Jacobi operator is invertible), then most geodesic tubes of sufficiently small radius about $\gamma$ can be perturbed to CMC surfaces with large $H$. The present paper undertakes a next step toward this conjecture. We prove that for very special (non-compact) ambient 3-manifolds, there do exist sequences of one-ended
CMC surfaces condensing to geodesic rays and sequences of compact CMC surfaces condensing to geodesic intervals. However, for reasons we explain below, it is not clear whether the fact that these limiting curves are geodesics is their most relevant feature. Our construction works in higher dimensions too, i.e. we construct sequences of CMC hypersurfaces condensing to a ray or interval.

There is an important feature of this condensation question which has not been mentioned yet. The first result about CMC surfaces of high mean curvature was due to Ye [20] in the early 1990’s. He proved that if \( p \) is a non-degenerate critical point of the scalar curvature \( S \) of \( M^{n+1} \), then geodesic spheres around \( p \) with small radius may be perturbed to CMC surfaces with large \( H \). He also showed the converse: assuming bounded eccentricity, sequences of CMC spheres with \( H \to \infty \) converge to a point \( p \) where \( \nabla S(p) = 0 \). A more recent paper by Pacard and Xu [14] considers the same problem in manifolds with constant scalar curvature and proves that there is a secondary curvature function whose critical points regulate the location of these small CMC spheres. Therefore the role of the scalar curvature of the ambient manifold in the question of CMC surfaces condensing to one-dimensional sets must be addressed.

The CMC surfaces constructed in this paper are perturbations of collections of small spheres joined together by even smaller catenoidal necks, all arranged along a curve \( \gamma \). The sizes of the catenoidal necks are quite small compared to the radii of the spheres, but quite strikingly, these neck-sizes must vary along this chain of spheres. Indeed, it is precisely because these neck-sizes decrease that the surface eventually ‘caps off’ to an end rather than continuing. This phenomenon is caused by a flux formula that involves the gradient of the scalar curvature of the ambient manifold. Indeed, unlike in Euclidean space, the difference of the fluxes computed on two loops which are close to one another need not vanish, but may be computed in terms of a surface integral involving \( \nabla S \).

(This is completely analogous to the generalized Pohozaev identity discovered by Schoen which arises in his construction of metrics of constant positive scalar curvature [19].) In our setting, this shows that the difference between successive neck-sizes can be expressed in terms of the gradient of the scalar curvature along the axis connecting these two necks. Thus, in some sense, \( \nabla S \) acts as a friction term. By contrast, the scalar curvature of \( M \) does not play a role in the location of the 1-dimensional condensation set in [10]; the only important feature there is that the condensation set is a closed non-degenerate geodesic. This is almost surely because the CMC surfaces constructed there are nearly cylindrical.

We now describe this more carefully. Let \( \Sigma \) be a hypersurface with constant mean curvature \( H \) in \((M^{n+1}, g)\). Suppose that \( \mathcal{U} \) and \( \mathcal{W} \) are open sets in \( \Sigma \) and \( M \), respectively, such that \( \partial \mathcal{W} = \mathcal{U} \cup Q \) for some hypersurface-with-boundary \( Q \). If there happens to exist a Killing field \( V \) on \( M \), then the first variation formula for the area of \( \mathcal{U} \) with the volume of \( \mathcal{W} \) fixed relative to the one-parameter family of diffeomorphisms for \( V \) gives that

\[
\int_{\partial \mathcal{U}} g(\nu, V) - H \int_{Q} g(N, V) = 0; \quad (1)
\]

here \( \nu \) is the unit normal vector field of \( V \) in \( \Sigma \) and \( N \) is the unit normal vector field of \( Q \) in \( M \).
The flux itself is defined as
\[ \int_{\gamma} g(\nu, V) - H \int_{Q} g(N, V) \] (2)
where \( \gamma \) is a curve in \( \Sigma \) and \( Q \) is any surface in \( M \) with \( \partial Q = \gamma \); this integral is independent of the choice of \( Q \). Thus (1) is the statement that the flux depends only on the homology class of \( \gamma \) in \( \Sigma \).

As already noted, these flux integrals determine when an approximately CMC surface can be perturbed to be exactly CMC. This can be explained more concretely as follows. Suppose first that \( M = \mathbb{R}^{n+1} \) and let \( \Sigma \) consist of a collection of spheres of radius \( r \) (hence mean curvature \( n/r \)) connected to each other by small catenoidal necks. Let \( U \) be one of these spheres with two small spherical caps removed where the necks are attached, \( Q \) the union of two disks capping these boundaries and \( W \) the slightly truncated ball enclosed by \( U \cup Q \). Then (1) becomes
\[ \int_{\partial U} g(\nu, V) - \frac{n}{r} \int_{Q} g(N, V) = \sum_{\text{all necks}} r^{n-1} \varepsilon_i V_i + \mathcal{O}(r^{n-1} \varepsilon^2), \] (3)
where \( V_i \) is the unit vector pointing from the center of sphere in question to the \( i \)th neck, \( r \varepsilon_i \) is the width of this neck and \( \varepsilon := \max_i \{ \varepsilon_i \} \). If \( \Sigma \) were exactly CMC, the left hand side would necessarily vanish. If \( \Sigma \) is not exactly CMC, then it is a fundamental fact that in order to find a nearby CMC surface, it suffices that the leading term on the right hand side of (3) must vanish for each spherical region \( U \) in \( \Sigma \). If this condition is satisfied, the approximate CMC surface \( \Sigma \) is called balanced. Note that it is impossible to have a balanced approximately CMC surface where some sphere has only one spherical neighbour.

When the ambient manifold \((M^{n+1}, g)\) is arbitrary, one can form approximate CMC surfaces with large \( H \) by attaching together some large collection of geodesic spheres of very small radius \( r \). There are (usually) no Killing fields, but we can use the approximate Killing fields corresponding to translations and rotations in Riemann normal coordinates based at the center of any one of these spheres. Formula (1) now becomes
\[ \int_{\partial U} g(\nu, V) - H \int_{Q} g(N, V) = \sum_{\text{all necks}} r^{n-1} \varepsilon_i V_i - Cr^{n+2} \nabla S(p) + \mathcal{O}(r^{n-1} \varepsilon^2) + \mathcal{O}(r^{n+4}) \] (4)
where \( \nabla S \) is the gradient of the scalar curvature of \( M \) and \( C \) is some explicit dimensional constant. Note that when applied to a sphere with no neighbours, hence with all \( \varepsilon_i = 0 \) by default, this gives Ye’s condition that the right hand side of (4) must vanish like \( r^{n+4} \).

The main point in this paper is to exploit the contribution of \( \nabla S \) in (4). Spheres of radius \( r \) are joined by necks of width \( r \varepsilon \), where by this same formula it is natural to assume that \( \varepsilon = \mathcal{O}(r^3) \); these configurations are arranged in such a way that the leading term on the right in (4) vanishes. The perturbation argument producing a nearby CMC surface is then not so different than the one in Euclidean space.

**Description of the surfaces.** Two specific examples of CMC surfaces in \( M \) exhibiting markedly different properties from those occuring in Euclidean space will be produced in this paper. We
shall make extremely strong assumptions about the geometry of \((M,g)\) in order to simplify the calculations, which even so are still quite lengthy. Thus our result should be regarded as a model for what should happen in more general manifolds, though that would take considerably more work. Our surfaces will consist of geodesic spheres of small radius \(r\) arranged along a geodesic segment or ray \(\gamma \subset M\) and joined by suitably scaled pieces of catenoids. In the first example, some large number of spheres, on the order of \(1/r\), are glued together so that the resulting surfaces are embedded and compact; the second is embedded and complete, and is built from some large number of spheres joined at one end to a half Delaunay surface of small neck size. In either case, there is a terminal spherical component which has only one spherical neighbour.

We make the following assumptions about \((M,g)\). First, let \(\gamma\) be a geodesic segment or ray in \(M\) and assume that there is a neighbourhood of \(\gamma\) in which the metric \(g\) is axially symmetric, i.e. invariant with respect to rotations about the axis \(\gamma\). Thus Fermi coordinates around \(\gamma\) identify this tubular neighbourhood with \([0,L] \times D\) (where \(L = \infty\) is allowed and \(D\) is a disk in \(\mathbb{R}^{n-1}\)), and
\[
g = dt^2 + A(t)\delta; \tag{5}\]
here \(\delta\) is the standard Euclidean metric on \(D\) and \(A(t)\) is a smooth, strictly positive function of the arclength \(t\) along \(\gamma\). The scalar curvature of \(g\) is \(S := A^{-2}(-nA\dot{A} + \frac{2-n}{4}(n-2)A^2)\). Further assumptions on \(A\) depend on whether we wish a finite-length or one-ended CMC sub manifold.

1. In order to construct a finite-length surface, assume that \(A\) is an even function of \(t\) so that the reflection \(t \mapsto -t\) induces an isometry of the tubular neighbourhood of \(\gamma\). Assume furthermore that \(t = 0\) is a non-degenerate local maximum of \(S\).

2. In order to construct a non-compact one-ended surface, assume that when \(t > 0\), the scalar curvature is negative and increases monotonely to 0, and that \(|S(t)| \leq Ce^{\alpha t}\) for some \(\alpha < 0\). (One function which satisfies this is \(A(t) := 1 + e^{-t}\).)

These assumptions significantly reduce the complexity of the perturbation argument, but allow for the one feature which allows for this new behaviour of CMC surfaces, namely that \(\nabla S\) points along \(\gamma\). By our assumptions, however, the geodesic \(\gamma\) is also an integral curve for \(\nabla S\), and it is unclear which of these two features is the crucial one. One basic question we leave open is the geometric characterization of these condensation curves in more general ambient geometries. We expect new and interesting behaviour to occur when \(\nabla S\) no longer is required to point along geodesics.

Our main result can be expressed as follows.

**Theorem.** Let \(M\) be a Riemannian manifold with the special features described above.

- Let \(I\) be a finite segment of the geodesic \(\gamma\), where the parametrization of \(\gamma\) is such that the reflection \(t \mapsto -t\) is an isometry in some neighbourhood of \(I\). Then there exists an \(r_0 > 0\) so that for every \(0 < r < r_0\), there is a CMC surface \(\Sigma^F_r\) which is a small perturbation of a surface constructed by gluing together length\((I)/r\) spheres of radius \(r\) with centers lying on \(\gamma\).
Let $I$ be a ray of the geodesic $\gamma$. Then there exists an $r_0 > 0$ so that for every $0 < r < r_0$, there is a CMC surface $\Sigma_{r}^{OE}$ which is a small perturbation of a surface constructed by gluing together a number $O(1/r)$ spheres of radius $r$ with centers lying on $\gamma$, together with an end of a Delaunay surface whose axis lies along $\gamma$.

The rescalings of $\Sigma_{r}^{F}$ and $\Sigma_{r}^{OE}$ by the factor $1/r$ converge as $r \to 0$ to an infinite or semi-infinite string of spheres of radius $1$ with centers arranged along a segment or ray in $\mathbb{R}^n$. The precise mode of convergence will become clear in the course of the proof.

As already noted, the proof roughly follows the proofs of analogous gluing theorems for CMC surfaces in Euclidean space: an approximately CMC surface $\Sigma$ is deformed via small normal deformations which are parametrized by functions on $\Sigma$, which transforms the problem to one of finding a solution of the constant mean curvature PDE. One difficulty is the fact that one expects to find a solution only when all parameters are very small, but this means that the geometry of $\Sigma$, and hence the PDE which must be solved, are very degenerate. In addition, the Jacobi operator (i.e. the linearized mean curvature operator) on $\Sigma$ has small eigenvalues generated by the nullspaces of the Jacobi operators on each spherical and catenoidal component. The PDE is first solved on the finite codimensional orthogonal complement of this approximate nullspace. By repositioning the various components of this approximate solution one can show that it is possible to kill the remaining finite dimensional piece too, provided the map carrying the ‘repositioning parameters’ to the right hand side of the flux formula (4) is an isomorphism. One must also keep careful track of the dependence on the neck-sizes $\varepsilon$ and radii $r$ in all of this to guarantee that the estimates controlling the existence of the solution of the constant mean curvature PDE are strong enough.
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2 Preliminary Geometric Calculations

The approximate solutions constructed in Section 3 are assembled from small geodesic spheres centered on points of the geodesic $\gamma$ in $M$ connected to one another by small catenoidal necks. It is most convenient to use geodesic normal coordinates centered at points of $\gamma$. Since the ambient metric $g$ is a second order perturbation of the Euclidean metric in these coordinates, the first step in every estimate is to perform the computations for a Euclidean metric; the second step is to incorporate the perturbations coming from the metric into the estimates. In this section we derive various expansions of the mean curvature and other geometric quantities.
2.1 Geometry of Surfaces in a Geodesic Normal Coordinate Chart

If \( p \) is any point in a Riemannian manifold \((M, g)\), then in terms of geodesic normal coordinates centered at \( p \),

\[
g := \hat{g} + P := (\delta_{ij} + P_{ij}(x)) \, dx^i \otimes dx^j
\]

where \( \hat{g} \) is the Euclidean metric and \( P \) is the perturbation term. It is well known that

\[
P_{ij}(x) = \frac{1}{3} \sum_{l,m} R_{ljkm}(0) x^l x^m + \frac{1}{6} \sum_{l,m,n} R_{ljkmn}(0) x^l x^m x^n + \mathcal{O}(\|x\|^4).
\]

where \( R_{ijkl} := Rm(\frac{\partial}{\partial x^i}, \frac{\partial}{\partial x^j}, \frac{\partial}{\partial x^k}, \frac{\partial}{\partial x^l}) \) and \( R_{ijkl;m} := \hat{\nabla}_m \frac{\partial}{\partial x^i} Rm(\frac{\partial}{\partial x^j}, \frac{\partial}{\partial x^k}, \frac{\partial}{\partial x^l}, \frac{\partial}{\partial x^m}) \) are components of the ambient Riemann curvature tensor and its covariant derivative (the ambient covariant derivative is denoted \( \hat{\nabla} \)).

Suppose that \( \Sigma \) is a surface in \( M \). The following results provide expansions for various geometric quantities of \( \Sigma \) in terms of \( P \). Here and in the rest of the paper, let \( h, \Gamma, \nabla, \Delta, N, B, H \) be the induced metric, Christoffel symbols, covariant derivative, Laplacian, unit normal vector, second fundamental form, and mean curvature of \( \Sigma \) with respect to the metric \( g \), and let \( \hat{h}, \hat{\Gamma}, \hat{\nabla}, \hat{\Delta}, \hat{N}, \hat{B}, \hat{H} \) be these same objects with respect to the Euclidean metric. Near a point \( x \in \Sigma \), let \( \{E_1, E_2\} \) be a local frame for \( T\Sigma \) induced by some coordinate system and denote by \( Y := \sum_j x^j \frac{\partial}{\partial x^j} \) the position vector.

Define

\[
\mathcal{P}_{00} := P(\hat{N}, \hat{N})
\]
\[
\mathcal{P}_{0j} := P(\hat{N}, E_j)
\]
\[
\mathcal{P}_{ij} := P(E_i, E_j)
\]
\[
\mathcal{P}_{ij0} := \frac{1}{2} \left( (E_i P)(E_j, \hat{N}) + (E_j P)(E_i, \hat{N}) - (\hat{N} P)(E_i, E_j) \right)
\]
\[
\mathcal{P}_{ij0} := \frac{1}{2} \left( (E_i P)(E_j, \hat{N}) + (E_j P)(E_i, \hat{N}) - (\hat{N} P)(E_i, E_j) \right).
\]

Straightforward geometric calculations now yield the following results.

**Lemma 1.** The induced metric of \( \Sigma \) and the associated Christoffel symbols are given by

\[
h_{ij} = \hat{n}_{ij} + \mathcal{P}_{ij} \quad \text{and} \quad \Gamma_{ijk} = \hat{\Gamma}_{ijk} + \mathcal{P}_{ijk} + \mathcal{P}_{0k} \hat{B}_{ij}.
\]

The normal vector of \( \Sigma \) satisfies

\[
N = \frac{\hat{N} - \hat{n}_{ij} \mathcal{P}_{0j} E_i}{(1 + \mathcal{P}_{00} - \hat{n}_{ij} \mathcal{P}_{0i} \mathcal{P}_{0j})^{1/2}}.
\]

The second fundamental form of \( \Sigma \) satisfies

\[
B_{ij} = \left( 1 + \mathcal{P}_{00} - \hat{n}_{ij} \mathcal{P}_{0i} \mathcal{P}_{0j} \right)^{1/2} \hat{B}_{ij} + \frac{\mathcal{P}_{ij0} - \hat{n}_{ij} \mathcal{P}_{0k} \mathcal{P}_{ijl}}{(1 + \mathcal{P}_{00} - \hat{n}_{ij} \mathcal{P}_{0i} \mathcal{P}_{0j})^{1/2}}.
\]
Lemma 2. The induced metric of Σ satisfies
\[ h_{ij} = \hat{h}_{ij} - \hat{h}^{is} \hat{h}^{jt} p_{st} + O(Y^4) . \]

The normal vector of Σ satisfies
\[ N = (1 - \frac{1}{2} p_{00}) \hat{N} - \hat{h}^{ij} p_{0j} E_i + O(Y^4) . \]

The second fundamental form and mean curvature of Σ satisfy
\[
B_{ij} = (1 + \frac{1}{2} p_{00}) \hat{B}_{ij} + p_{ij0} + B_{ij}(Y, \hat{B}, \hat{N}, E_1, E_2)
\]
\[ H = (1 + \frac{1}{2} p_{00}) \hat{H} + \hat{h}^{ij} p_{ij0} - \hat{B}^{ij} p_{ij} + \mathcal{H}(Y, \hat{B}, \hat{N}, E_1, E_2) . \]

where \( B_{ij} \) and \( \mathcal{H} \) are functions satisfying
\[
\max_{i,j} |B_{ij}(Y, \hat{B}, \hat{N}, E_1, E_2)| + |\mathcal{H}(Y, \hat{B}, \hat{N}, E_1, E_2)| \leq C \| Y \|^3 (1 + \| Y \| \| \hat{B} \|) \]

for a constant \( C \) depending only on the curvature tensor of the ambient manifold at the center of the normal coordinate chart under consideration.

The mean curvature of Σ may now be computed as
\[
H = (1 + \frac{1}{2} \text{Rm}(\hat{N}, Y, \hat{N}, Y)) \hat{H} - \frac{1}{2} \text{Rm}(E_i, E_j, Y) \hat{B}^{ij} \]
\[ - \frac{1}{6} \text{Ric}(Y, \hat{N}) - \frac{1}{6} \nabla_Y \text{Ric}(Y, \hat{N}) + \frac{1}{6} \nabla_N \text{Ric}(Y, Y) - \frac{1}{6} \nabla_N \text{Rm}(\hat{N}, Y, \hat{N}, Y) + O(\| Y \|^3 (1 + \| Y \| \| \hat{B} \|)) . \]

The third line here contains the largest terms coming from the ambient curvature.

2.2 Mean Curvature Calculations in Euclidean Space

Let Σ be a surface in Euclidean space. Choose a function \( f : \Sigma \to \mathbb{R} \) and define \( \hat{\mu} : \Sigma \to \mathbb{R}^{n+1} \) to be the normal deformation of Σ by \( f(p) \). The mean curvature operator \( f \mapsto \hat{H}[\hat{\mu}(\Sigma)] \) with respect to the Euclidean metric decomposes as
\[
\hat{H}[\hat{\mu}(\Sigma)] = \hat{H} + \hat{\mathcal{L}}(f) + \hat{Q}(f) \]

where \( \hat{\mathcal{L}}(f) := \hat{\Delta} f + \| \hat{B} \|^2 f \) is the linearized mean curvature operator with respect to the Euclidean metric and \( \hat{Q}(f) \) is the quadratic and higher remainder term. The second fundamental form can be similarly expanded as \( \hat{B}[\hat{\mu}(\Sigma)] = \hat{B} + \hat{B}^{(1)}(f) + \hat{B}^{(2)}(f) \). We now derive expansions for \( \hat{B}^{(1)}(f) \), \( \hat{B}^{(2)}(f) \) and \( \hat{Q}(f) \) in terms of \( f \). Although these results are fairly standard, it is important to track the dependence on \( \| \hat{B} \| \) in the various error terms appearing in the expansions.

We first expand \( \hat{B}_f := \hat{B}[\hat{\mu}(\Sigma)] \) and \( \hat{H}_f := \hat{H}[\hat{\mu}(\Sigma)] \) in terms of \( f \) and extract the constant, linear and higher-order parts. Introduce
\[
\beta_{st} := \hat{h}_{st} - f \hat{B}_{st} \quad \beta^{st} := [\text{Inverse of} \, \beta]^{st} \quad D := (1 + \beta^{ik} \beta^{jl} f_{ik} f_{lj} \hat{h}_{ij})^{1/2}
\]
where a comma denotes ordinary differentiation in the coordinate directions. After some work, one finds that the Euclidean induced metric $\hat{h}_f$, its inverse, and the Euclidean unit normal vector $\hat{N}_f$ of $\hat{\mu}_f(\Sigma)$ are

$$[\hat{h}_f]_{ij} := \beta_{ik}\beta_{lj}\hat{h}^{kl} + f_{,ij}$$
$$[\hat{h}_f^{-1}]_{ij} := \beta^m\beta^n h_{mn} - \frac{\beta^{kp}\beta^q f_{,k} f_{,l} \hat{h}_{mp} \hat{h}_{nq}}{D^2}$$
$$\hat{N}_f := \frac{1}{D}(\hat{N} - \beta^{ij} f_{,i} E_j).$$

The second fundamental form $\hat{B}_f := \hat{B}[\hat{\mu}_f(\Sigma)]$ can thus be expressed in terms of $f$ as

$$[\hat{B}_f]_{ij} = D^{-1}(\hat{B}_{ij} + f_{,ij} - f \hat{B}_i^k \hat{B}_{kj} + \beta^{kl} f_{,l}(f_{,i} \hat{B}_{jk} + f_{,j} \hat{B}_{ik} + f_{,ij} \hat{B}_{k;i}))$$

(9)

where a semicolon denotes the covariant derivative of $\Sigma$ with respect to $h_{st}$. We expand the inverse of the induced metric as

$$\hat{h}^{ij}_{\hat{f}} := \hat{h}^{ij} + 2f \hat{B}^{ij} - \frac{1}{D^2} [\beta^m\beta^n\beta^{kp}\beta^q f_{,k} f_{,l} \hat{h}_{mp} \hat{h}_{nq} + \eta_1^{im}\eta_1^{in}\hat{h}_{mn}]$$

where the remainder $\eta^{ij}$ in $\beta^{ij} := \hat{h}^{ij} + f \hat{B}^{ij} + \eta^{ij}$ satisfies $|\eta^{ij}| = O(|f|^2 \|\hat{B}\|^2)$. Now taking the trace of (9) with respect to $\hat{h}^{ij}_{\hat{f}}$ yields the mean curvature $\hat{H}_f := \hat{H}(\hat{\mu}_f(\Sigma))$ which is

$$D \times \hat{H}_f = \hat{H} + \Delta f + \|\hat{B}\|^2 f + 2f \hat{B}_{ij} f_{,ij} - 2f^2 \text{Tr}^2(\hat{B}^2) + \hat{h}^{ij}_{\hat{f}} \beta^{kl} f_{,l}(2f_{,i} \hat{B}_{jk} + f \hat{B}_{k;i})$$

$$+ \left( - \frac{1}{D^2} [\beta^m\beta^n\beta^{kp}\beta^q f_{,k} f_{,l} \hat{h}_{mp} \hat{h}_{nq} + \eta_1^{im}\eta_1^{in}\hat{h}_{mn}] \right) (\hat{B}_{ij} + f_{,ij} - f \hat{B}_i^k \hat{B}_{kj})$$

$$+ \left( 2f \hat{B}_{ij} - \frac{1}{D^2} [\beta^m\beta^n\beta^{kp}\beta^q f_{,k} f_{,l} \hat{h}_{mp} \hat{h}_{nq} + \eta_1^{im}\eta_1^{in}\hat{h}_{mn}] \right) \beta^{kl} f_{,l}(2f_{,i} \hat{B}_{jk} + f \hat{B}_{k;i}).$$

(10)

All of this is summarized in the following lemma.

**Lemma 3.** The linear parts of $\hat{B}_f$ and $\hat{H}_f$ are

$$[\hat{B}^{(1)}(f)]_{ij} := f_{,ij} - f \hat{B}_i^k \hat{B}_{kj}$$

$$\hat{\mathcal{L}}(f) := \Delta f + \|\hat{B}\|^2 f.$$

The quadratic remainder parts of $\hat{B}_f$ and $\hat{H}_f$ are

$$[\hat{B}^{(2)}(f)]_{ij} := \frac{\beta^{kl} f_{,l}}{D} (f_{,i} \hat{B}_{jk} + f_{,j} \hat{B}_{ik} + f \hat{B}_{k;i}) + \left( \frac{1}{D} - 1 \right) (\hat{B}_{ij} + f_{,ij} - f \hat{B}_i^k \hat{B}_{kj})$$

$$\hat{Q}(f) := \frac{1}{D} \left[ 2f \hat{B}_{ij} f_{,ij} - 2f^2 \text{Tr}^2(\hat{B}^2) + \hat{h}^{ij}_{\hat{f}} \beta^{kl} f_{,l}(2f_{,i} \hat{B}_{jk} + f \hat{B}_{k;i}) $$

$$+ \left( - \frac{1}{D^2} [\beta^m\beta^n\beta^{kp}\beta^q f_{,k} f_{,l} \hat{h}_{mp} \hat{h}_{nq} + \eta_1^{im}\eta_1^{in}\hat{h}_{mn}] \right) (\hat{B}_{ij} + f_{,ij} - f \hat{B}_i^k \hat{B}_{kj})$$

$$+ \left( 2f \hat{B}_{ij} - \frac{1}{D^2} [\beta^m\beta^n\beta^{kp}\beta^q f_{,k} f_{,l} \hat{h}_{mp} \hat{h}_{nq} + \eta_1^{im}\eta_1^{in}\hat{h}_{mn}] \right) \beta^{kl} f_{,l}(2f_{,i} \hat{B}_{jk} + f \hat{B}_{k;i}) \right]$$

$$+ \left( \frac{1}{D} - 1 \right) (\hat{H} + \Delta f + \|\hat{B}\|^2 f).$$
The quadratic parts of both \( \tilde{B}_f \) and \( \tilde{H}_f \) are unwieldy, but only basic structural facts about them are needed in the sequel. To simplify matters, we suppose that \(|f|\|\tilde{B}\| + \|\tilde{\nabla} f\| \ll 1\), which will be justified later on. Furthermore, both \( \tilde{B}^{(2)}(f) \) and \( \tilde{Q}(f) \) can be expanded into a sum of terms which are each linear combinations of the coefficients of the tensor \( f^i \cdot (\tilde{\nabla} f)^{\otimes j} \otimes (\tilde{\nabla}^2 f)^{\otimes k} \otimes \tilde{B}^{\otimes l} \otimes (\tilde{\nabla} \tilde{B})^{\otimes m} \), where \( i, j, k, l, m \) are positive integers such that \( k + m \leq 1 \) and \( i + 1 = k + l + 2m \) (i.e. the number of times the function \( f \) appears is smaller by one than the sum of the number of covariant derivatives and the number of occurrences of the second fundamental form). Consequently the dominant terms in \( \tilde{B}^{(2)}(f) \) and \( \tilde{Q}(f) \) are \( \mathcal{O}(1) \) linear combinations of components of

\[
(\tilde{\nabla} f)^2 \otimes \tilde{B}, \quad f \tilde{\nabla} f \otimes \tilde{B}^2, \quad f \tilde{\nabla} f \otimes \tilde{\nabla} \tilde{B}, \quad f^2 \tilde{B}^3, \quad f \tilde{\nabla}^2 f \otimes \tilde{B} \quad \text{and} \quad (\tilde{\nabla} f)^2 \otimes \tilde{\nabla}^2 f.
\]

The following estimates are now straightforward consequences of this discussion.

**Lemma 4.** Assuming that \(|f_i|\|\tilde{B}\| + \|\tilde{\nabla} f_i\| \ll 1\) for \( i = 1, 2 \), the quadratic remainders in the second fundamental form and mean curvature satisfy

\[
|\tilde{B}^{(2)}(f_1) - \tilde{B}^{(2)}(f_2)| + |\tilde{Q}(f_1) - \tilde{Q}(f_2)|
\leq C|f_1 - f_2| \cdot \max_i \left( |f_i|\|\tilde{B}\|^3 + \|\tilde{\nabla} f_i\||\tilde{\nabla} \tilde{B}\| + \|\tilde{\nabla}^2 f_i\||\tilde{\nabla} \tilde{B}\| + \|\tilde{\nabla}^2 f_i\||\tilde{\nabla} \tilde{B}\| \right)

+ C\|\tilde{\nabla} f_1 - \tilde{\nabla} f_2\| \cdot \max_i \left( |f_i|\|\tilde{B}\|^2 + \|\tilde{\nabla} f_i\||\tilde{\nabla} \tilde{B}\| + |f_i|\|\tilde{\nabla} \tilde{B}\| + \|\tilde{\nabla}^2 f_i\| \right)

+ C\|\tilde{\nabla}^2 f_1 - \tilde{\nabla}^2 f_2\| \cdot \max_i \left( |f_i|\|\tilde{B}\| + \|\tilde{\nabla} f_i\| \right)

+ C\|\tilde{\nabla}^2 f_1 - \tilde{\nabla}^2 f_2\| \cdot \max_i \|\tilde{\nabla} f_i\|^2 + C\|\tilde{\nabla} f_1 - \tilde{\nabla} f_2\| \cdot \max_i \|\tilde{\nabla} f_i\| \|\tilde{\nabla}^2 f_i\|
\]

where \( C \) is independent of \( f_1, f_2 \) and \( \|\tilde{B}\| \).

### 2.3 Mean Curvature Calculations for a Perturbed Background Metric

Consider now a surface \( \Sigma_f := \tilde{\mu}_f(\Sigma) \) deformed by the amount \( f \) in the direction of the Euclidean normal to \( \Sigma \). Working again in a geodesic normal coordinate system centered at some point of \( \gamma \), we now decompose the mean curvature operator \( f \mapsto H_f := H[\Sigma_f] \) as

\[
H_f = H + \mathcal{L}(f) + \mathcal{Q}(f) + \mathcal{H}(f)
\]

into constant, linear and quadratic remainder parts plus a small error term.

The key is to substitute the tangent vector fields \( [E_f]_i := \tilde{h}^{jk} \beta_{ij} \tilde{E}_k + f_i \tilde{N} \) of \( \tilde{\mu}_f(\Sigma) \) (here \( \tilde{E}_1, \tilde{E}_2 \) are tangent vectors for \( \Sigma \)), the Euclidean normal vector field \( \tilde{N}_f := \frac{1}{\tilde{D}} (\tilde{N} - \beta^{kj} f_k \tilde{E}_j) \) of \( \tilde{\mu}_f(\Sigma) \), and the position vector field \( Y_f := Y + f \tilde{N} \) of \( \tilde{\mu}_f(\Sigma) \) relative to the center of the normal coordinate chart, as well as the expressions for \( \tilde{H} \) and \( \tilde{B} \) into the formulæ from Lemma 2. This yields

\[
H = (1 + R_1(f)) \tilde{H} + [R_2(f)]_{ij} \tilde{B}^{ij} + \tilde{R}(f) + \mathcal{H}(f),
\]

where \( R_1, R_2 \) and \( \tilde{R} \) are first-order differential operators and \( \mathcal{H}(f) := \mathcal{H}(Y_f, \tilde{B}_f, \tilde{N}_f, [E_f]_1, [E_f]_2) \).

As before, the precise structure of these operators is not important, though we still must estimate their dependence on \( f, Y \) and \( \tilde{B} \).
First, by examining the expansions for $R_s$ in terms of $f$, $Y$ and $\hat{\nabla} f$, one deduces that $R_s$ has an expansion into constant, linear and quadratic remainder terms of the form $R_s(f) := R_s^{(0)} + R_s^{(1)}(f) + R_s^{(2)}(f)$ where

$$
R_s^{(0)}(f) := \frac{1}{6} \text{Rm}(\hat{N}, Y, \tilde{N}, Y)
$$
$$
R_s^{(1)}(f) := -\frac{1}{3} \text{Rm}(\hat{N}, Y, E_j, Y) \hat{h}^{jk} f, k
$$
$$
[R_s^{(2)}(f)]_{ij} := \frac{1}{6} \text{Rm}(E_i, Y, E_j, Y)
$$
$$
R_s^{(2)}(f) := \frac{1}{3} (\text{Rm}(E_i, Y, E_j, \tilde{N}) - \text{Rm}(E_k, Y, E_l, Y) \hat{B}_j^k) f + \frac{1}{3} \text{Rm}(\tilde{N}, Y, E_i, Y) f_{ij}
$$
$$+ (\frac{1}{3} \nabla_Y \text{Rm}(E_i, Y, E_j, \tilde{N}) + \frac{1}{12} \nabla_{\tilde{N}} \text{Rm}(E_i, Y, E_j, Y)) f$$

for $s = 1, 2$. Here $R_{s,0}^{(2)}$ is a sum of quadratic and higher expressions in the components of $f^k Y^{\otimes (n-k)} \otimes (\hat{\nabla} f)^{\otimes l}$ for various $n \geq 2$, $k \leq n$ and $l \geq 0$ whose coefficients are bounded by curvature quantities, while $R_{s,1}^{(2)}$ can be expanded to any order in a power series in the components of $f \hat{B}$ and $\hat{\nabla} f$ whose coefficients are bounded by curvature quantities. One finds a similar expansion for $\bar{R}(f)$ into constant, linear and quadratic remainder terms of the form $\bar{R}(f) := \bar{R}^{(0)} + \bar{R}^{(1)}(f) + \bar{R}^{(2)}(f)$ where

$$
\bar{R}^{(0)}(f) := -\frac{2}{3} \text{Ric}(Y, \tilde{N}) - \frac{1}{3} \nabla_Y \text{Ric}(Y, \tilde{N}) + \frac{1}{12} \nabla_{\tilde{N}} \text{Ric}(Y, Y) - \frac{1}{6} \nabla_{\tilde{N}} \text{Rm}(\tilde{N}, Y, \tilde{N}, Y)
$$
$$
\bar{R}^{(1)}(f) := -\left(\frac{2}{3} \text{Ric}(\tilde{N}, \tilde{N}) + \frac{1}{2} \nabla_Y \text{Ric}(\tilde{N}, \tilde{N}) + \frac{1}{2} \nabla_{\tilde{N}} \text{Ric}(\tilde{N}, \tilde{N}) - \frac{1}{6} \nabla_{\tilde{N}} \text{Ric}(\tilde{N}, Y)\right) f
$$
$$+ \left(\frac{2}{3} \text{Ric}(Y, E_i) + \frac{1}{2} \nabla_Y \text{Ric}(Y, E_i) - \frac{1}{12} \nabla_{E_i} \text{Ric}(Y, Y)\right) \hat{h}^{ij} f_{ij}
$$
$$+ \left(\frac{1}{3} \nabla_{\tilde{N}} \text{Rm}(E_i, Y, \tilde{N}, Y) + \frac{1}{6} \nabla_{E_i} \text{Rm}(\tilde{N}, Y, \tilde{N}, Y)\right) \hat{h}^{ij} f_{ij}
$$
$$
\bar{R}^{(2)}(f) := \bar{R}_0^{(2)}(f, \hat{\nabla} f, Y) \cdot \bar{R}_1^{(2)}(f \hat{B}, \hat{\nabla} f)
$$

for $s = 1, 2$. Here $\bar{R}_0^{(2)}$ is a sum of quadratic and higher expressions in the components of $f^k Y^{\otimes (n-k)} \otimes (\hat{\nabla} f)^{\otimes l}$ for various $n \geq 1$, $k \leq n$ and $l \geq 0$ whose coefficients are bounded by curvature quantities, while $\bar{R}_1^{(2)}$ can be expanded to any order in a power series in the components of $f \hat{B}$ and $\hat{\nabla} f$ whose coefficients are bounded by curvature quantities. Therefore the following estimates hold.

**Lemma 5.** The constant and linear parts of $R_s(f)$ for $s = 1, 2$ and $\bar{R}(f)$ satisfy

$$
|R_s^{(0)}(f)| \leq C \|Y\|^2
$$
$$
|R_s^{(1)}(f)| \leq C \|Y\| (|f| + \|Y\| \|\hat{\nabla} f\|)
$$
$$
|\bar{R}^{(0)}(f)| \leq C \|Y\|
$$
$$
|\bar{R}^{(1)}(f)| \leq C (|f| + \|Y\| \|\hat{\nabla} f\|).
$$

The quadratic and higher parts of $R_s(f)$ for $s = 1, 2$ and $\bar{R}(f)$ satisfy

$$
|R_s^{(2)}(f_1) - R_s^{(2)}(f_2)| \leq C (|f_1 - f_2| + \|Y\| \|\hat{\nabla} f_1 - \hat{\nabla} f_2\|) \cdot \max \{|f_i| + \|Y\| \|\hat{\nabla} f_i\|\}
$$
|\bar{\nabla}f_1 - \bar{\nabla}f_2| \leq C|f_1 - f_2| \cdot \max \|\bar{\nabla}f_i\| + C\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \\
+ C(|f_1 - f_2| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\|) \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_i\| \tag{15}

In these estimates, \(C\) is a constant depending only on the curvature tensor of the ambient manifold under consideration.

Finally, further straightforward calculation leads to the following estimate for \(\mathcal{H}\).

|\mathcal{H}(f_1) - \mathcal{H}(f_2)| \leq C\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \\
+ C(|f_1 - f_2| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\|) \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_i\| \tag{16}

In these estimates, \(C\) is a constant depending only on the curvature tensor of the ambient manifold at the center of the normal coordinate chart under consideration.

Lemma 6. The operator \(\mathcal{L}\) satisfies

\[|\mathcal{L}(u) - \bar{\mathcal{L}}(u)| \leq C(1 + \|Y\||\bar{\nabla}B||)|u| + \|Y\|\|\bar{\nabla}u\| + \|Y\|\|\bar{\nabla}^2u\|\]

where \(C\) is a constant depending only on the curvature tensor of the ambient manifold at the center of the normal coordinate chart under consideration.

Lemma 7. Under the assumption that \(|f_i||\bar{\nabla}B|| + |\bar{\nabla}f_i|| \ll 1\) for \(i = 1, 2\), the quadratic remainder \(Q(f_i)\) satisfies

|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\|
+ C\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \cdot \max \|f_i\|
+ C\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \cdot \max \|f_i\|
+ C\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\|
+ C(|f_1 - f_2| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\|) \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_i\| \tag{16}

In these estimates, \(C\) is a constant depending only on the curvature tensor of the ambient manifold at the center of the normal coordinate chart under consideration.

Finally, further straightforward calculation leads to the following estimate for \(\mathcal{H}\).

Lemma 8. Under the assumption that \(|f_i||\bar{\nabla}B|| + |\bar{\nabla}f_i|| \ll 1\) then the error term \(\mathcal{H}(f)\) satisfies

|\mathcal{H}(f_1) - \mathcal{H}(f_2)| \leq C\|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \cdot \max \|f_i\|
+ C\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| \cdot \max \|f_i\|
+ C\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\| \cdot \max \|f_i\|
+ C(|f_1 - f_2| + \|Y\|\|\bar{\nabla}f_1 - \bar{\nabla}f_2\|) \cdot \max \|f_i\| + \|Y\|\|\bar{\nabla}f_i\| \tag{17}

where \(C\) is a constant depending only on the curvature tensor of the ambient manifold at the center of the normal coordinate chart under consideration.
3 The Approximate Solutions

We now construct two families of approximate CMC surfaces. The first family consists of finite-length surfaces invariant under the reflection \( t \mapsto -t \) constructed by gluing together \( K \) small geodesic spheres of radius \( r \) along the \( (t,0,0) \) geodesic with small interpolating necks. Here \( K \) is approximately \( 1/r \) so that the surface fills out a region along \( \gamma \) of bounded length which does not tend to 0 with \( r \). The second family consists of one-ended surfaces in an asymptotically flat Riemannian manifold. These are constructed by taking a configuration of \( K \) spheres as above and then attaching a semi-infinite Delaunay surface to the last sphere. These two families are denoted \( \tilde{\Sigma}_r^F(\sigma,\delta) \) and \( \tilde{\Sigma}_r^{OF}(\sigma,\delta) \), respectively. These depend on parameters \( \sigma_1, \sigma_2, \ldots \) and \( \delta_1, \delta_2, \ldots \) which govern the precise locations of the component spheres and necks. For brevity, we often just write \( \tilde{\Sigma}_r(\sigma,\delta) \) for either family when the context is clear or does not matter.

Remark: Starting from this point, our presentation will be phrased in terms of two-dimensional surfaces \( \Sigma \) contained in a three-dimensional Riemannian manifold \( M \). This is done for the purpose of simplicity; however, everything that follows can be easily adapted to the \( (n+1) \)-dimensional setting.

3.1 The Finite-Length Surface

Let \( \gamma \) be the \( (t,0,0) \) geodesic and (with slight abuse of notation) also the arclength parametrization of this geodesic given by \( \gamma(t) := (t,0,0) \). Introduce the small radius \( r \) and the (much smaller) separation parameters \( \sigma_k \). Let \( t_0 = 0 \) and \( t_k := 2kr + \sum_{i=0}^{k-1}(\sigma_i) \) and let \( p_{\pm k} := (\pm t_k,0,0) \). The geodesic spheres that will be used in the gluing construction are \( S_{\pm k} := \partial B_r(p_{\pm k}) \). Also let \( p_{\pm k}^1 := \gamma(t_k + r + \sigma_k/2) \) be the point halfway between \( S_k \) and \( S_{k+1} \) and let \( p_{\pm k}^2 := \gamma(t_k \pm r) \) be the points in \( S_k \cap \gamma \). Define \( p_{\pm, k}^1 \) and \( p_{\pm, k}^2 \) in a symmetrical manner. In the definitions above, the index \( k \) ranges from zero to \( K \).

The construction of the first surface consists of three steps. The first step is to replace each \( S_k \) with \( \tilde{S}_k \) which is obtained from \( S_k \setminus \{p_{k}^+ , p_{k}^-\} \) or \( S_0 \) by a small normal perturbation designed to make \( S_k \) look more like a catenoid near \( p_k^\pm \). The second step is to find the truncated and rescaled catenoids that fit optimally into the space between \( \tilde{S}_k \) and its neighbours, the precise location of which is governed by displacement parameters \( \delta_k \). The final step is to use cut-off functions to glue each \( \tilde{S}_k \) smoothly to its neighbouring necks. The result of this process will be a family of surfaces that depends on \( r \) and the parameters \( \sigma_1, \sigma_2, \ldots \) and \( \delta_1, \delta_2, \ldots \). A number of additional small parameters \( \varepsilon_k^\pm \) and \( \varepsilon_k \) will be introduced below and it will be shown how these depend on the \( \sigma \) and \( \delta \). Denote by \( \varepsilon := \max_k \{\varepsilon_k, \varepsilon_k^+, \varepsilon_k^-\} \) below and in the rest of the paper.

Step 1. Let \( L_S := \tilde{\Delta} + \|\tilde{\nabla}\|^2 \) be the linearized mean curvature operator of \( S_k \) with respect to the Euclidean metric and let \( J_k : S_k \to \mathbb{R} \) be the smooth function in the kernel of \( L_S \) that is cylindrically symmetric with respect to the axis defined by the geodesic \( \gamma \) and normalized to have
unit $L^2$-norm. (It is defined by taking the correct multiple of the Euclidean normal component of the translation vector field $\frac{\partial}{\partial t}$.)

Now introduce small positive scale parameters $\varepsilon_k^\pm$ that have yet to be determined and define $G_k : S_k \setminus \{p_k^\pm\} \to \mathbb{R}$ for $k = 0, \ldots, K - 1$ as the unique solution of the equation

\[ \mathcal{L}_S(G_k) = \varepsilon_k^+ \delta_+ + \varepsilon_k^- \delta_- + A_k J_k \] (17a)

where $\delta_\pm$ denotes the Dirac $\delta$-function at $F_k^\pm$ and the real number $A_k$ is chosen to ensure that the right hand side of (17a) is $L^2$-orthogonal to $J_k$. Also, let $G_0'$ be the unique solution of the equation

\[ \mathcal{L}_S(G_K') = \varepsilon_K^- \delta_- + A_K' J_K \] (17b)

where $A_K'$ is chosen to ensure that the right hand side of (17b) is $L^2$-orthogonal to $J_K$. Note that $|A_k| \leq C \varepsilon$ for $k = 1, \ldots, N$ and $A_0 = 0$ by symmetry.

To complete this step, introduce another small radius parameter $r_k$ yet to be determined, and define $\tilde{S}_k$ as the Euclidean normal graph over $S_k \setminus \{B_{r_k/2}(p_k^+) \cup B_{r_k/2}(p_k^-)\}$ that is generated by the function $r G_k$. Also define the terminal sphere $\tilde{S}_K'$ as the Euclidean normal graph over $S_K \setminus B_{r_K/2}(p_K^-)$ that is generated by the function $r G_K'$ as well as its symmetrical counterpart under the $t \mapsto -t$ symmetry.

**Step 2.** Coordinatize a neighbourhood of $p_k^\pm$ using geodesic normal coordinates centered at $p_k^\pm$ and scaled by a factor of $r$. Let the coordinate map be $\psi_k : B_R(p_k^\pm) \subseteq M \to (-R', R') \times B_{R'}(0) \subseteq \mathbb{R} \times \mathbb{R}^2$, where $R, R'$ are appropriate radii (one should think of $R = O(r)$ and $R' = O(1)$). Note that the $\mathbb{R}$ coordinate corresponds to a translation of the scaled arc-length coordinate along $\gamma$ and $\gamma$ itself maps to the curve $x^0 \mapsto (x^0, 0)$ with $p_k^\pm$ mapping to the origin. The gluing procedure that will now be described applies to any pair of perturbed spheres $\tilde{S}_k, \tilde{S}_{k+1}$, including the last pair $\tilde{S}_{K-1}, \tilde{S}_K$. The images of $\tilde{S}_{k+1}$ and $\tilde{S}_k$ under the coordinate map, at least near the origin, can be represented as graphs over the $\mathbb{R}^2$ factor of the form $\{(x^0, x) : x^0 = F_{\text{sph}}^\pm(x)\}$ where $+$ and $-$ correspond to $\psi_k(\tilde{S}_{k+1})$ and $\psi_k(\tilde{S}_k)$ respectively. One can check that the Taylor series expansions for $G_k$ near $p_k^\pm$ and for $\psi_k$ imply corresponding expansions for $F_{\text{sph}}^\pm$ near $x = 0$, which results in the fact that $\psi_k(\tilde{S}_{k+1})$ is the set of points

\[ x^0 = F_{\text{sph}}^-(x) := \frac{\sigma_k}{2r} + \varepsilon_{k+1}^{-} (c_{k+1}^- + C_{k+1}^- \log(||x||)) + O(||x||^2) + O(\varepsilon||x||^2) \]

while $\psi_k(\tilde{S}_{k+1})$ is the set of points

\[ x^0 = F_{\text{sph}}^+(x) := -\frac{\sigma_k}{2r} - \varepsilon_k^+ (c_k^+ + C_k^+ \log(||x||)) + O(||x||^2) + O(\varepsilon||x||^2). \]

Here, $c_k^\pm$ and $C_k^\pm$ are constants.

The interpolation between $\psi_k(\tilde{S}_{k+1})$ and $\psi_k(\tilde{S}_k)$, will be done using a standard catenoid that has been scaled by a factor of $\varepsilon_k$ and translated by a small amount along its axis. The $x^0 > 0$ end of such catenoid is given by

\[ x^0 = F_{\text{neck}}^+(\varepsilon_k, d_k; x) := \varepsilon_k \text{arccosh}(||x||/\varepsilon_k) + \varepsilon_k d_k \]
\[ \delta := \text{Definition 9.} \]

Finally, one can define the finite-length approximate solutions as follows. Now define the catenoidal interpolation between \( \psi \) near the origin. Optimal matching of these asymptotic expansions of the catenoid with those of \( \tilde{\Sigma} \) and \( \psi \) given above then requires

\[
\varepsilon_1^+ = \frac{\varepsilon_k}{C_1^+}, \quad \varepsilon_{K+1}^- = \frac{\varepsilon_k}{C_{K+1}^-}, \quad d_k = \frac{1}{2} \left( \frac{c_{K+1}^-}{C_{K+1}^-} - \frac{c_k^+}{C_k^+} \right) \]

and

\[
\sigma_k = \Lambda_k(\varepsilon_k) := \varepsilon_k \left( 2(\log(2) - \log(\varepsilon_k)) - \frac{c_{K+1}^-}{C_{K+1}^-} - \frac{c_k^+}{C_k^+} \right). \tag{18}
\]

These equations imply that once the spacing \( \sigma_k \) between \( \tilde{S}_{k+1} \) and \( \tilde{S}_k \) has been decided upon, then one can determine \( \varepsilon_k \) by inverting the equation \( \sigma_k = \Lambda_k(\varepsilon_k) \), and then the other parameters describing the optimally matched neck can be computed from \( \varepsilon_k \).

Finally, observe that the matching between \( \psi_k(\tilde{S}_{k+1}) \) and \( \psi_k(\tilde{S}_k) \) and the neck defined by the choice of parameters above is most optimal in the region of \( x \) where the error quantity \( O(\|x\|^2) + O(\varepsilon_k^3/\|x\|^2) \) is smallest. It is easy to check that this occurs when \( \|x\| = O(\varepsilon_k^{3/4}) \). Hence the radius \( r_k \) in Step 1 should be chosen as \( r_k := r\varepsilon_k^{3/4} \), where the factor of \( r \) takes the scaling into account.

**Step 3.** Choose \( d_k, \varepsilon_k^+ \) and \( \varepsilon_k \) as above. Also, introduce displacement parameters \( \delta_1, \delta_2, \ldots \) that serve to slightly displace the necks from their optimal locations. Define a smooth, monotone cutoff function \( \chi : [0, \infty) \to [0, 1] \) which equals one in \([0, \frac{1}{2}]\) and vanishes outside \([0, 1]\). Define the functions \( \tilde{F}^\pm : B_1(0) \to \mathbb{R} \) by

\[
\tilde{F}^\pm(x) := \chi(\|x\|/\varepsilon_k^{3/4}) F_{\text{neck}}^\pm(\varepsilon_k, d_k + \delta_k; x) + (1 - \chi(\|x\|/\varepsilon_k^{3/4})) F_{\text{sph}}^\pm(x). \tag{19}
\]

Now define the catenoidal interpolation between \( \psi_k(\tilde{S}_{k+1}) \) and \( \psi_k(\tilde{S}_k) \) as

\[
\tilde{N}_k := \{ (\tilde{F}^+(x), x) : \varepsilon_k \leq \|x\| \leq \varepsilon_k^{3/4} \} \cup \{ (\tilde{F}^-(x), x) : \varepsilon_k \leq \|x\| \leq \varepsilon_k^{3/4} \}.
\]

Finally, one can define the finite-length approximate solutions as follows.

**Definition 9.** Let \( K \) be given. The finite-length surface with parameters \( \sigma := \{\sigma_1, \ldots, \sigma_K\} \) and \( \delta := \{\delta_1, \ldots, \delta_K\} \) is the surface given by

\[
\tilde{S}^F(\sigma, \delta) := \left[ \tilde{S}_0 \setminus [B_R(p_0^+) \cup B_R(p_0^-)] \right]
\]
\[ \cup \left[ \bigcup_{k=1}^{K-1} \tilde{S}_k \setminus [B_R(p_k^+) \cup B_R(p_k^-)] \right] \cup \left[ \tilde{S}_K \setminus B_R(p_K^-) \right] \cup \left[ \bigcup_{k=0}^{K-1} \psi_k^{-1}(\tilde{N}_k) \right] \]
\[ \cup \pi \left( \left[ \bigcup_{k=1}^{K-1} \tilde{S}_k \setminus [B_R(p_k^+) \cup B_R(p_k^-)] \right] \cup \left[ \tilde{S}_K \setminus B_R(p_K^-) \right] \cup \left[ \bigcup_{k=0}^{K-1} \psi_k^{-1}(\tilde{N}_k) \right] \right).
\]

where \( \pi \) is the \( t \mapsto -t \) reflection.

### 3.2 The One-Ended Surface

The one-ended family of approximate solutions is constructed by attaching a half Delaunay surface to a finite-length surface as constructed above. This Delaunay surface has very small necksize parameter, so we will need the detailed analysis of these from [9].

**Step 1.** Let \( K \) be a large integer. Exactly as in the previous section, construct \( K \) perturbed spheres of the form \( \tilde{S}_k \) for \( k = 1, \ldots, K \) and one terminal perturbed sphere of the form \( \tilde{S}_0' \) (which in this case is a normal graph over \( S_0 \setminus B_{r_0}(p_0^+) \)), along with perturbed necks \( \psi_k^{-1}(\tilde{N}_k) \) for \( k = 0, \ldots, K - 1 \). Then glue these building blocks together using cut-off functions and matched asymptotics again as before. This construction should be equipped with the appropriate separation and displacement parameters \( \sigma_0, \ldots, \sigma_{K-1} \) and \( \delta_0, \ldots, \delta_{K-1} \).

**Step 2.** The standard Delaunay surface of mean curvature 2 and with the appropriate small neck radius can be rescaled by a factor of \( r \) and translated along the geodesic \( \gamma \) until there is overlap with the last perturbed sphere \( \tilde{S}_K \) of the construction of Step 1. Optimal overlap can be achieved because the neck region of this Delaunay surface is to first approximation a standard catenoid.

To be a bit more precise with this idea, one proceeds as follows. First recall that Delaunay surfaces of mean curvature 2 are the surfaces of revolution generated by the functions \( \rho_T : \mathbb{R} \to \mathbb{R} \) studied in [9, §3]. These functions are periodic with period \( T \) and have a local minima at the integer multiples of \( T \). Introduce the parameters \( d_K \) (which will be fixed once and for all below), and \( \delta_K \) and \( \sigma_K \) (which remain free). Define \( T := 2 + \sigma_K/r \) and \( \varepsilon_K := \rho_T(0) \) and \( T_K := t_K + r(d_K + \delta_K) \) where \( t_K \) is the arc-length parameter for the center of the perturbed sphere \( \tilde{S}_K \). Now parametrize a family of translated Delaunay surfaces of mean curvature \( \frac{2}{r} \) and period \( 2r + \sigma_K \) via
\[
\Xi : (t, \theta) \mapsto \left( r\rho_T \left( \frac{t - T_K}{r} \right) \cos(\theta), r\rho_T \left( \frac{t - T_K}{r} \right) \sin(\theta), t \right).
\]

Note that the \( t \)-parameter now corresponds exactly to the arc-length parameter of \( \gamma \). Define truncations of these Delaunay surfaces via
\[
D^+_r(\sigma_K, \delta_K) := \left\{ \Xi(t, \theta) : t \in [T_K - \omega, \infty) \text{ and } \theta \in \mathbb{S}^1 \right\}
\]
where \( \omega \) is a small number of size \( O(r\varepsilon^{3/4}) \).
Next, one must find the optimally matching Delaunay surface. First note that the neck size $\varepsilon_K$ of the Delaunay surface $D^+_r(\sigma_K, \delta_K)$ depends on $\sigma_K$. Now as in Step 2 of the construction of the finite-length surface, the equality of the constant and logarithmic terms of the expansion of the first neck of $D^+_r(\sigma_K, 0)$ and of the asymptotic region of $\tilde{S}_K$ near $p^+_K$ determines $d_K$ and $\varepsilon^+_K$ uniquely in terms of the remaining free parameter $\sigma_K$. Now modify $D^+_r(\sigma_K, 0)$ by means of cut-off function as in Step 3 of of the construction of the finite-length surface so that it coincides exactly with $\tilde{S}_K$ in the region $\tilde{S}_K \cap \{(t, x) : \frac{1}{2}r\omega \leq \|x\| \leq r\omega\}$. Construct also surfaces where $\delta_K \neq 0$, introducing mis-match. Denote the family of modified surfaces by $\tilde{D}^+_r(\sigma_K, \delta_K)$. The definition of the one-ended approximate solutions is finally at hand.

**Definition 10.** Let $K$ be given. The one-ended surface with parameters $\sigma := \{\sigma_0, \ldots, \sigma_K\}$ and $\delta := \{\delta_0, \ldots, \delta_K\}$ is

$$\tilde{\Sigma}^\text{OE}_r(\sigma, \delta) := \tilde{\Sigma}_0^O \setminus B_{R}(p^+_0) \cup \bigcup_{k=0}^{K} \tilde{S}_k \setminus B_{R}(p^+_k) \cup \bigcup_{k=0}^{K-1} \psi^{-1}_k(\tilde{N}_k) \cup \tilde{D}^+_r(\sigma_K, \delta_K).$$

## 4 Function Spaces and Norms

The constant mean curvature equation for normal perturbations of the approximate solutions $\tilde{\Sigma}_r(\sigma, \delta)$ constructed in the previous section will be solved for functions in weighted Hölder spaces. The weighting will account for the fact that the geometry of $\tilde{\Sigma}_r(\sigma, \delta)$ is nearly singular in the small neck-size limit that will be considered here. In fact, two slightly different function spaces will be introduced. The space $C^{k,\alpha}_{\nu}(\tilde{\Sigma}^F_r(\sigma, \delta))$ will consist of all $C^{k,\alpha}_{\nu,\text{loc}}$ functions on $\tilde{\Sigma}^F_r(\sigma, \delta)$ where the rate of growth in the neck regions of $\tilde{\Sigma}^F_r(\sigma, \delta)$ is controlled by the parameter $\nu$. The space $C^{k,\alpha}_{\nu,\tilde{\nu}}(\tilde{\Sigma}^\text{OE}_r(\sigma, \delta))$ will consist of all $C^{k,\alpha}_{\nu,\text{loc}}$ functions on $\tilde{\Sigma}^\text{OE}_r(\sigma, \delta)$ where the rate of growth in the neck regions of $\Sigma^\text{OE}_r(\sigma)$ is controlled by the parameter $\nu$ and the rate of growth in the asymptotic region along the axis of $\tilde{\Sigma}^\text{OE}_r(\sigma, \delta)$ is controlled by the parameter $\tilde{\nu}$. This latter degree of control is necessitated by the non-compactness of $\tilde{\Sigma}^\text{OE}_r(\sigma, \delta)$. The two types of spaces described above will collectively be denoted $C^{k,\alpha}_{\nu}(\tilde{\Sigma}_r(\sigma, \delta))$ for brevity whenever needed.

### 4.1 Function Spaces and Norms for the Finite-Length Surface

To begin, one must introduce a number of objects. Define a weight function $\zeta_r : \tilde{\Sigma}_r(\sigma, \delta) \to \mathbb{R}$ to achieve control of the growth of functions on $\tilde{\Sigma}_r(\sigma, \delta)$ in the neck regions:

$$\zeta_r(p) := \begin{cases} \frac{r\|x\|}{\|x\|} & \psi_k(p) = (t, x) \in \tilde{N}_k \text{ with } x \in B_{R/2}(0) \text{ for some } k \\ \text{Interpolation} & \psi_k(p) = (t, x) \in \psi_k(\tilde{S}_k) \text{ with } x \in B_{R}(0) \setminus B_{R/2}(0) \text{ for some } k \\ \frac{r}{\|x\|} & \text{elsewhere} \end{cases}$$

where the interpolation is such that $\zeta_r$ is smooth and monotone in the region of interpolation, has appropriately bounded derivatives, and is invariant under all the symmetries of $\tilde{\Sigma}_r(\sigma, \delta)$. For the
norms themselves, first introduce the following terminology. If $\mathcal{U}$ is any open subset of $\tilde{\Sigma}_r(\sigma, \delta)$ and $T$ is any tensor field on $\mathcal{U}$, define

$$[T]_{0, \mathcal{U}} := \sup_{x \in \mathcal{U}} \|T(x)\| \quad \text{and} \quad [T]_{\alpha, \mathcal{U}} := \sup_{x, x' \in \mathcal{U}} \frac{\|T(x') - \Xi_{x,x'}(T(x))\|}{\text{dist}(x, x')^\alpha},$$

where the norms and the distance function that appear are taken with respect to the induced metric of $\tilde{\Sigma}_r(\sigma, \delta)$, while $\Xi_{x,x'}$ is the parallel transport operator from $x$ to $x'$ with respect to this metric. Then, for any function $f : \mathcal{U} \to \mathbb{R}$ define

$$|f|_{k, \alpha, \nu, \mathcal{U}} := \sum_{i=0}^{k} |\zeta_r^{i-\nu} \nabla^i f|_{0, \mathcal{U}} + [\zeta_r^{k+\alpha-\nu} \nabla^k f]_{\alpha, \mathcal{U}}.$$

The norms for the finite-length and one-ended surfaces can now be defined.

Define a collection of overlapping open subsets of $\tilde{\Sigma}_r^F(\sigma, \delta)$ as follows. Let $\bar{R}$ be a fixed radius such that $\bigcup_k B_{2R}(p_k^r)$ contains all the neck regions of $\tilde{\Sigma}_r^F(\sigma, \delta)$ and $\mathcal{A} := \tilde{\Sigma}_r^F(\sigma, \delta) \setminus \left[ \bigcup_k B_{R}(p_k^r) \right]$ is the disjoint union of all the spherical regions of $\tilde{\Sigma}_r(\sigma, \delta)$. Let $\mathcal{A}_R := \tilde{\Sigma}_r^F(\sigma, \delta) \cap \left[ \bigcup_k B_{2R}(p_k^r) \right]$ be a fixed radius for any choice of $R \in (0, \bar{R})$.

**Definition 11.** Let $\mathcal{U} \subseteq \tilde{\Sigma}_r^F(\sigma, \delta)$ and $\nu \in \mathbb{R}$ and $\alpha \in (0, 1)$. The $C_{\nu}^{k, \alpha}(\mathcal{U})$ norm of a function defined on $\mathcal{U}$ is given by

$$|f|_{C_{\nu}^{k, \alpha}(\mathcal{U})} := |f|_{k, \alpha, \nu, \mathcal{U}} + \sup_{R \in (0, \bar{R})} |f|_{k, \alpha, \nu, \mathcal{U} \cap \mathcal{A}_R}.$$

The function spaces that will be used in the case of the finite-length surface are simply the usual spaces $C^{k, \alpha}(\tilde{\Sigma}_r^F(\sigma, \delta))$, but endowed with the $C_{\nu}^{k, \alpha}$ norm. This space will be denoted $C_{\nu}^{k, \alpha}(\tilde{\Sigma}_r^F(\sigma, \delta))$.

### 4.2 Function Spaces and Norms for the One-Ended Surface

The definition of the weighted norm that will be used in the case of the one-ended approximate solution builds upon the norm just defined above. Extend the collection of overlapping open subsets used above by defining the points $p_k^r$ for $k \geq K$ as the points of $\gamma$ upon which the neck regions of $\tilde{D}_r^+(\sigma_K, \delta_K)$ are centered, and then re-defining $\mathcal{A}$ and $\mathcal{A}_R$ as infinite unions over all $k \in \mathbb{N}$. Furthermore, re-define the weight function $\zeta_r$ by leaving it unchanged on $\tilde{\Sigma}_r^F(\sigma, \delta) \setminus \tilde{D}_r^+(\sigma_K, \delta_K)$ and defining

$$\zeta_r(p) := \begin{cases} \|x\| & \psi_k(p) = (t, x) \in \tilde{D}_r^+(\sigma_K, \delta_K) \text{ with } x \in B_{R'/2}(0) \\ \text{Interpolation} & \psi_k(p) = (t, x) \in \tilde{D}_r^+(\sigma_K, \delta_K) \text{ with } x \in B_R'(0) \setminus B_{R'/2}(0) \\ r & \text{elsewhere} \end{cases}$$

Finally, for any subset $\mathcal{U} \subseteq \tilde{\Sigma}_r^O(\sigma, \delta)$ and function $f \in C_{\nu}^{k, \alpha}(\mathcal{U})$ define the norm $|f|_{k, \alpha, \nu, \mathcal{U}}$ as above.

A second collection of overlapping open subsets of $\tilde{D}_r^+(\sigma_K, \delta_K)$ will be now be introduced. Let $\tilde{T} := t_{K/2}$ be the arc-length parameter corresponding to the point $p_{N/2}$ and for any choice of $T \geq \tilde{T}$ define $C_T := \tilde{\Sigma}_r^O(\sigma, \delta) \cap \{(x, t) \in \mathbb{R}^2 \times \mathbb{R} : t \in [T, T + r]\}$. Also define $C := \tilde{\Sigma}_r^O(\sigma, \delta) \setminus C_T$. 
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Definition 12. Let $\mathcal{U} \subseteq \tilde{\Sigma}_r^{OE}(\sigma, \delta)$ and $\nu, \bar{\nu} \in \mathbb{R}$ and $\alpha \in (0,1)$. The $C^{k,\alpha}_{\nu,\bar{\nu}}$ norm of a function defined on $\mathcal{U}$ is given by

$$|f|_{C^{k,\alpha}_{\nu,\bar{\nu}}(\mathcal{U})} := |f|_{k,\alpha,\nu,\bar{\nu},\mathcal{A}r \cap \mathcal{C}} + \sup_{T > T} T^{-\nu} \left( |f|_{k,\alpha,\nu,\bar{\nu},\mathcal{A}r \cap \mathcal{C}_T} + \sup_{R \in (0,R_0)} |f|_{k,\alpha,\nu,\bar{\nu},\mathcal{A}r \cap \mathcal{C}_T} \right).$$

The function spaces that will be used in the case of the one-ended surface are the spaces $C^{k,\alpha}_{\nu,\bar{\nu}}(\tilde{\Sigma}_r^{OE}(\sigma, \delta)) := \{ f \in C^{k,\alpha}_{loc}(\tilde{\Sigma}_r^{OE}(\sigma, \delta)) : |f|_{C^{k,\alpha}_{\nu,\bar{\nu}}} < \infty \}$ endowed with the $C^{k,\alpha}_{\nu,\bar{\nu}}$ norm.

Remark: At first glance, the norm of Definition 12 looks different from the norm used to study the linearized mean curvature operator of near-degenerate Delaunay surfaces in [9 §4]. This is because the norm in [9 §4] is defined using a different parametrization (the $s$-parameter). However, it is straightforward to check, using the estimates of [9 §4] relating the $s$-parameter to the arc-length parameter, that the norm in [9 §4] is equivalent to the $C^{k,\alpha}_{0,\bar{\nu}}$ norm defined above.

5 Estimates of the Mean Curvature of the Approximate Solutions

This section estimates the amount which the approximate solutions $\tilde{\Sigma}_r(\sigma, \delta)$ deviate from being CMC surfaces. This is accomplished by estimating $H[\tilde{\Sigma}_r(\sigma, \delta)] - \frac{2}{r}$ in the $C^{0,\alpha}_{\nu,\bar{\nu}}$ norm when $\nu \in (1,2)$ for the finite-length surface and $(\nu, \bar{\nu}) \in (1,2) \times (-1,0)$ for the one-ended surface. In the estimates that follow, set $\varepsilon := \max\{\varepsilon_{\kappa}, \varepsilon_{\ell}\}$ and $\delta := \max\{\delta_{\kappa}\}$ and recall that $r_\kappa = O(r^{3/4})$.

5.1 The Estimate for the Finite-Length Surface

The result for the finite-length surface $\tilde{\Sigma}_r^{F}(\sigma, \delta)$ is as follows.

Proposition 13. Suppose $\nu \in (1,2)$. The mean curvature of $\tilde{\Sigma}_r^{F}(\sigma, \delta)$ satisfies the estimate

$$\left| H - \frac{2}{r} \right|_{C^{0,\alpha}_{\nu,\bar{\nu}}} \leq C \max \left\{ r^{3-\nu}, r^{5-\nu} r^{1/2-3\nu/4}, r^{1-\nu} r^{3/2-3\nu/4}, \delta r^{1-\nu} r^{1-3\nu/4} \right\}$$

for some constant $C$ independent of $r$, $\varepsilon$, $\delta$ and $K$.

Proof. There are several steps: the first two steps are to derive pointwise estimates for the mean curvature and second fundamental form of $\tilde{\Sigma}_r^{F}(\sigma, \delta)$ with respect to the Euclidean background metric in the spherical and neck regions, respectively; the third step is to convert these into pointwise estimates for the mean curvature with respect to the actual background metric; and the fourth step is to compute the desired $C^{0,\alpha}_{\nu,\bar{\nu}}$ norm of $H[\tilde{\Sigma}_r^{F}(\sigma, \delta)] - \frac{2}{r}$. Only the weighted $C^0$ norm will be estimated explicitly below since the calculations for the weighted Hölder coefficient are very similar. Finally, all estimates computed below are independent of $K$.

Step 1. The first step it to find a pointwise estimate for $\tilde{B} := \tilde{B}[\tilde{\Sigma}_r^{F}(\sigma, \delta)]$ and $\tilde{H} := \tilde{H}[\tilde{\Sigma}_r^{F}(\sigma, \delta)]$, the Euclidean second fundamental form and mean curvature, respectively, in the spherical region $\tilde{S}_k$. [19]
of $\tilde{\Sigma}_r^F(\sigma, \delta)$. The key to this estimate is to use the formulae \((9)\) and \((10)\) for $\tilde{B}$ and $\tilde{H}$ in terms of the graphing function $rG$ and the second fundamental form and mean curvature of $S_k$ in conjunction with the estimates from Section \(2.2\). The result is

\[
\|\tilde{B}\| \leq \frac{C}{r} \left(1 + |G| + r\|\tilde{\nabla}G\| + r^2\|\tilde{\nabla}^2G\|\right)
\]

\[
|\tilde{H} - \frac{2}{r}| \leq \frac{C}{r} \left(|G| + r\|\tilde{\nabla}G\| + r^2\|\tilde{\nabla}^2G\|\right)^2.
\]

(20)

The reason the estimate for $|H - \frac{2}{r}|$ is so much better is because $\tilde{L}(G) = 0$ in the region being considered.

To proceed with the estimate for $|H - \frac{2}{r}|$, it is thus necessary to estimate $|G| + r\|\tilde{\nabla}G\| + r^2\|\tilde{\nabla}^2G\|$. First, in the part of $S_k$ near the points $p^k_\ast$ (here $\ast$ is $k$ or $k - 1$ as appropriate), where the distance to these points can be as small as $O(r\varepsilon^{3/4})$, one can use the Taylor series expansion of $G$ to derive the estimate

\[
|G - \varepsilon c \log(\rho)| + \rho\|\tilde{\nabla}G\| + \rho^2\|\tilde{\nabla}^2G\| \leq C\varepsilon,
\]

where $\rho := \text{dist}(p^k_\ast, \cdot)$ is the distance function to $p^k_\ast$ with respect to the standard, unit-radius, induced metric of the sphere. Next, in the part of $\tilde{S}_k$ that is an $\varepsilon$-independent distance away from these points, $G$ satisfies the estimate

\[
|G| + \|\tilde{\nabla}G\| + \|\tilde{\nabla}^2G\| \leq C\varepsilon.
\]

In both of these estimates, $c$ and $C$ are numerical constants. Therefore near the points $p^k_\ast$ one has

\[
\|\tilde{B}\| \leq \frac{Cr\varepsilon}{\rho^2} \quad \text{and} \quad |\tilde{H} - \frac{2}{r}| \leq \frac{Cr^2\varepsilon^2}{\rho^4}
\]

while in the remainder of $\tilde{S}_k$ one has

\[
\|\tilde{B}\| \leq \frac{C}{r} \quad \text{and} \quad |\tilde{H} - \frac{2}{r}| \leq \frac{C\varepsilon^2}{r}.
\]

**Step 2.** The next step is to look inside one of the scaled normal coordinate neighbourhoods used in the definition of the necks. Again, the calculations are performed with respect to the scaled Euclidean metric, and computed in the transition region $T_k := \tilde{N}_k \cap \{(t, x) : x \in B_{\varepsilon_k^{3/4}}(0) \setminus B_{\varepsilon_k^{3/4}/2}(0)\}$ as well as the neck region $N_k := \tilde{N}_k \cap \{(t, x) : x \in B_{\varepsilon_k^{3/4}/2}(0)\}$ itself. Of course, the estimates in $N_k$ are extremely straightforward since $N_k$ is exactly the standard catenoid for which $\tilde{H} = 0$ and $\|\tilde{B}\| = \sqrt{2}\varepsilon \|x\|^{-2}$. Hence the challenge lies in estimating $\tilde{H}$ and $\tilde{B}$ in $T_k$.

The transition region $T_k$ is the graph of the function $\tilde{F} := \eta F + (1 - \eta)|G|$ as in \((19)\), where $\eta$ is a cut-off whose derivative is supported in $\frac{1}{2} \varepsilon_k^{3/4} \leq \|x\| \leq \varepsilon_k^{3/4}$, while $F(x) := \varepsilon_k \text{arcosh}(\|x\|/\varepsilon_k) + d_k + \delta_k$ and $G$ has an asymptotic expansion that matches the asymptotic expansion of $F$ except for the mismatch introduced by $\delta_k$. Now, the scaled Euclidean second fundamental form and mean curvature of a graph are

\[
\tilde{D}B_{ij} = \tilde{\nabla}_i^2 \tilde{F}
\]
\[
\hat{D} \hat{H} = \left( \delta^{ij} - \frac{\hat{\nabla}^i F \hat{\nabla}^j F}{D^2} \right) \hat{\nabla}^2_{ij} F
\]

where \( \hat{D} := (1 + \|\hat{\nabla} F\|^2)^{1/2} \). Write \( \hat{F} := u + F \) where \( u := (1 - \eta)(G - F) \) and observe that

\[
u = \varepsilon_k \delta_k (1 - \eta) + (1 - \eta)(\hat{G} - \hat{F})
\]

for constants \( c \) and \( C \) of size \( O(\varepsilon) \) and functions \( \hat{G} \) and \( \hat{F} \) of size \( O(\|x\|^2) + O(\varepsilon^3 \|x\|^{-2}) \). When \( \|x\| = O(\varepsilon^{3/4}) \) one has

\[
u - \varepsilon_k \delta_k (1 - \eta) = O(\varepsilon^{3/2})
\]

\[
\hat{\nabla} u + \varepsilon_k \delta_k \hat{\nabla} \eta = O(\varepsilon^{3/4})
\]

\[
\hat{\nabla}^2 u + \varepsilon_k \delta_k \hat{\nabla}^2 \eta = O(1)
\]

whereas \( \|\hat{\nabla} F\| = O(\varepsilon^{1/4}) \) and \( \|\hat{\nabla}^2 F\| = O(\varepsilon^{-1/2}) \). Thus plugging \( \hat{F} \) into the expression for \( \hat{B} \) and estimating yields

\[
\|\hat{B}\| \leq C \varepsilon^{-1/2}.
\]

Next, plugging \( \hat{F} \) into the expression for \( \hat{H} \) yields

\[
D \hat{H} = \Delta u + \left( \frac{1}{\sqrt{1 + \|\hat{\nabla} F\|^2}} - \frac{1}{\sqrt{1 + \|\hat{\nabla} F + \hat{\nabla} u\|^2}} \right) F_{ij} F_{,ij}
\]

\[
- \frac{u_{,ij} u_{,ij} + u_{,i} u_{,j} F_{,ij} + 2u_{,i} F_{,j} u_{,ij} + F_{,i} u_{,ij} + 2F_{,i} u_{,ij} F_{,ij}}{\sqrt{1 + \|\hat{\nabla} F + \hat{\nabla} u\|^2}}
\]

where \( \Delta F - (1 + \|\hat{\nabla} F\|^2)^{-1} F_{ij} F_{,ij} \equiv 0 \) has been used, which holds since \( F \) is the graphing function for the catenoid which has zero mean curvature. Therefore one can estimate

\[
|H - 2 + \varepsilon_k \delta_k \hat{\Delta} \eta| \leq C
\]

where \( C \) is independent of \( \varepsilon \).

**Step 3.** The next step is to compute the pointwise norm of \( H := H[\Sigma^F_r(\sigma, \delta)] \) with respect to the actual background metric. Lemma 2 relates \( H \) to \( \hat{H} \) and \( \hat{B} \), and the form of the relationship that is germane to the current derivation is expressed most succinctly in equation (12). Thus to proceed, one must substitute the estimates from Steps 1 and 2 into this formula and estimate the curvature terms as in Section 2.3. Again, this should be done in the different regions identified above. Consider first the spherical region \( \hat{S}_k \), where \( \|Y\| = O(r) \) and

\[
\left| \frac{H - 2}{r} \right| \leq \left| \frac{\hat{H} - 2}{r} \right| + |R(0)||\hat{B}| + |\hat{R}(0)|
\]

\[
\leq \left| \frac{\hat{H} - 2}{r} \right| + C(\|Y\| + \|Y\|^2 \|\hat{B}\|)
\]
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near $p_k^\delta$ and away from $p_k^\delta$, respectively.

Consider now the neck and transition regions $\tilde{N}_k$. First, by reversing the scaling used in Step 2, the second fundamental form and mean curvature in $\tilde{N}_k$, measured with respect to the Euclidean metric, satisfy the estimates

$$
\left| H - \frac{2}{r} + \epsilon_k \delta_k \Delta \eta \right| \leq \frac{C}{r} \quad \text{and} \quad \|B\| \leq \frac{C}{r \epsilon^{1/2}}.
$$

Now these estimates can be plugged into the expansion of the mean curvature as above, except that $Y$ is now the position vector field of $\psi^{-1}(\tilde{N}_k)$ relative to the center of the normal coordinate chart used in the construction of the neck — namely the point $p_k^\delta$. Hence $\|Y\|$ is uniformly bounded by $\max\{r|G|, r|F|\} \leq O(\epsilon \log(\epsilon))$. With this in mind, one obtains the estimate

$$
\left| H - \frac{2}{r} \right| \leq \begin{cases}
\frac{C}{r} \left( 1 + r^2 \epsilon \log(\epsilon) \right) & \\
\frac{C}{r} \left( 1 + r^2 \epsilon \log(\epsilon) + \frac{r^2 \epsilon^3 \log(\epsilon)^2}{\|x\|^2} + r \epsilon \delta_k |\Delta \eta| \right)
\end{cases}
$$

in the transition region of the neck and in the neck itself, respectively.

**Remark:** In all of these estimates, the $\mathcal{H}$ term from Lemma 2 is always negligible.

**Step 4.** The remaining task is to estimate $|H - \frac{2}{r}|$ in the $C_{\nu-\alpha}^0$ norm for $\nu \in (1, 2)$. This estimate will be derived by estimating the supremum of $\zeta_r^{2-\nu} |H - \frac{2}{r}|$, in the three regions of $\tilde{S}_k^\delta(\sigma, \delta)$ identified in the previous steps. For now, the only assumption that will be made about $\epsilon$ is that $\epsilon \ll r$. First, consider a spherical region $\tilde{S}_k$ away from the points $p_k^\delta$. In this region $\zeta_r \equiv r$ so that

$$
\zeta_r^{2-\nu} \left| H - \frac{2}{r} \right| \leq C r^{3-\nu}.
$$

Also, in a spherical region $\tilde{S}_k$ near the points $p_k^\delta$, one has instead $\zeta_r \approx \text{dist}(p_k^\delta, \cdot) = r \rho$. Thus

$$
\zeta_r^{2-\nu} \left| H - \frac{2}{r} \right| \leq \sup_{\rho \in [\epsilon^{3/4}, R]} C(r \rho)^{2-\nu} \left( r + \frac{r^3 \epsilon^2}{\rho^4} \right) \\
\leq C r^{3-\nu} (\epsilon^{2(2-\nu)/4} + r^{2-\nu} + r^2 \epsilon^{3-\nu} |\log(\epsilon)|^2 + \delta_k e^{-1/2})
$$

Next, in the neck region $\tilde{N}_k$ one has $\zeta_r(x) = r |x|$ in the local coordinates used to define $\tilde{N}_k$. Hence

$$
\zeta_r^{2-\nu} \left| H - \frac{2}{r} \right| \leq \sup_{\epsilon \leq |x| \leq \epsilon^{3/4}} C r^{1-\nu} |x|^{2-\nu} \left( 1 + \frac{\epsilon^2}{|x|^2} + r^2 \epsilon |\log(\epsilon)| + \frac{r^2 \epsilon^3 |\log(\epsilon)|^2}{|x|^2} + \epsilon \delta_k |\Delta \eta(x)| \right) \\
\leq C r^{1-\nu} ((1 + r^2 \epsilon |\log(\epsilon)|) \epsilon^{3(2-\nu)/4} + 2^{-\nu} + r^2 \epsilon^{3-\nu} |\log(\epsilon)|^2 + \delta_k e^{-1/2})
$$
\[ \leq C \tau^{1-\nu} \left( \varepsilon^{3/2-3\nu/4} + \delta \varepsilon^{1-3\nu/4} \right). \]

Therefore consolidating these three estimates yields
\[
\left| H - \frac{2}{r} \right|_{C^0_{\nu-2}} \leq C \max \left\{ r^{3-\nu}, r^{5-\nu} \varepsilon^{1/2-3\nu/4}, r^{1-\nu} \varepsilon^{3/2-3\nu/4}, \delta_k r^{1-\nu} \varepsilon^{1-3\nu/4} \right\}
\]

which is the desired weighted supremum norm estimate. The full \( C^{0,\alpha}_{\nu-2} \) estimate follows once the estimate for the Hölder coefficient has been computed. As indicated above, this computation is more involved but very similar, and yields the same result. \( \square \)

5.2 The Estimate for the One-Ended Surface

The estimate of the mean curvature of the one-ended surface \( \tilde{\Sigma}^{OE}(\sigma, \delta) \) is a very straightforward extension of the results obtained in the previous section. In fact, the result is the same.

**Proposition 14.** Suppose \( \nu \in (1,2) \) and \( \bar{\nu} \in (-1,0) \) is sufficiently close to zero. The mean curvature of \( \tilde{\Sigma}^{OE}(\sigma, \delta) \) satisfies the estimate
\[
\left| H - \frac{2}{r} \right|_{C^0_{\nu-2}} \leq C \max \left\{ r^{3-\nu}, r^{5-\nu} \varepsilon^{1/2-3\nu/4}, r^{1-\nu} \varepsilon^{3/2-3\nu/4}, \delta r^{1-\nu} \varepsilon^{1-3\nu/4} \right\}
\]

for some constant \( C \) independent of \( r, \varepsilon, \delta \) and \( K \).

**Proof.** The computations of Proposition 13 give the estimate of the mean curvature of the part \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) constructed from spheres and catenoids. It thus remains only to compute the estimate of the mean curvature of \( \tilde{D}^+_r(\sigma_K, \delta_K) \) (actually, the part of \( \tilde{D}^+_r(\sigma_K, \delta_K) \) that is an un-perturbed Delaunay surface). Once again, the key is to use Lemma 1 in the form of equation (12), but this time realizing that the mean curvature of \( \tilde{D}^+_r(\sigma_K, \delta_K) \) with respect to the Euclidean background metric in a tubular neighbourhood of \( \gamma \) is exactly equal to \( \tilde{\gamma} \). Let \( p \) be any point on \( \gamma \) and let \( p' \) be any point on \( \tilde{D}^+_r(\sigma_K, \delta_K) \cap B_r(p) \). Then by equation (12),
\[
\left| H(p') - \frac{2}{r} \right| \leq C |R(p)| \left( \|Y(p,p')\|^2 \|\tilde{B}(p')\| + \|Y(p,p')\| \right)
\]

where \( R \) is an expression that is linear in the components of the ambient Riemannian curvature at \( p \) and \( Y(p,p') \) is the position vector field of \( p' \) with respect to \( p \). The constant \( C \) is independent of \( r \) and \( \varepsilon \). Since the curvature is exponentially decaying along \( \gamma \), the same estimates from Proposition 13 continue to hold and yield the estimate needed here. \( \square \)

6 The Solution up to Finite-Dimensional Error

6.1 The Finite-Length Surface

6.1.1 Strategy

Let \( \mu : C^2_{\nu}((\tilde{\Sigma}^F_\nu(\sigma, \delta)) \to Emb((\tilde{\Sigma}^F_\nu(\sigma, \delta), M) \) be the exponential map of \( \tilde{\Sigma}^F_\nu(\sigma, \delta) \) in the direction of the unit normal vector field of \( \tilde{\Sigma}^F_\nu(\sigma, \delta) \) with respect to the background metric \( g \). Hence
\( \mu_{rf}(\tilde{\Sigma}_r^F(\sigma, \delta)) \) is the scaled normal deformation of \( \tilde{\Sigma}_r(\sigma, \delta) \) generated by \( f \in C^2_{\nu}(\tilde{\Sigma}_r^F(\sigma, \delta)) \). The equation

\[
H[\mu_{rf}(\tilde{\Sigma}_r^F(\sigma, \delta))] = \frac{2}{r}
\]

selects \( f \in C^2_{\nu}(\tilde{\Sigma}_r^F(\sigma, \delta)) \) so that \( \mu_{rf}(\tilde{\Sigma}_r^F(\sigma, \delta)) \) has constant mean curvature equal to \( \frac{2}{r} \). In addition, the function \( f \) will be assumed symmetrical with respect to all the symmetries satisfied by \( \tilde{\Sigma}_r^F(\sigma, \delta) \). Using a fixed-point argument together with a suitable choice of weight parameters, the equation (21) will be solved up to a finite-dimensional error term. This means that a solution of

\[
H[\mu_{rf}(\tilde{\Sigma}_r^F(\sigma, \delta))] = \frac{2}{r} + \mathcal{E}
\]

will be found, where \( \mathcal{E} \) belongs to a finite-dimensional subspace of functions that will be denoted \( \mathcal{W} \) and specified below. At first glance, the error \( \mathcal{E} \) will come from terms in the solution procedure that are not sufficiently small. However, the true reason for the presence of \( \mathcal{E} \) is geometric and will be explained in Section 7 where we show how to eliminate it.

To begin, write \( H[\mu_{rf}(\tilde{\Sigma}_r^F(\sigma, \delta))] = H[\tilde{\Sigma}_r(\sigma, \delta)] + \mathcal{L}(rf) + Q(rf) + \mathcal{H}(rf) \) where \( \mathcal{L} \) is the linearized mean curvature operator, \( Q \) is the quadratic remainder part of the mean curvature and \( \mathcal{H} \) is the small error term as in equation (21). The first step is to construct a suitably bounded parametrix \( \mathcal{R} : C^0_{\nu}(\tilde{\Sigma}_r^F(\sigma, \delta)) \to C^2_{\nu}(\tilde{\Sigma}_r^F(\sigma, \delta)) \) satisfying \( \mathcal{L} \circ \mathcal{R} = Id + \mathcal{E} \) where \( \mathcal{E} \) maps into \( \mathcal{W} \). Now the Ansatz \( f := \frac{1}{r} \mathcal{R}(w - H[\tilde{\Sigma}_r^F(\sigma, \delta)] + \frac{2}{r}) \) transforms the equation (21) into the fixed-point problem

\[
w = -Q \circ \mathcal{R} \left( w - H[\tilde{\Sigma}_r^F(\sigma, \delta)] + \frac{2}{r} \right) - \mathcal{H} \circ \mathcal{R} \left( w - H[\tilde{\Sigma}_r^F(\sigma, \delta)] + \frac{2}{r} \right). \tag{22}
\]

up to the finite-dimensional error term in \( \mathcal{W} \). The remaining task is to show that the mapping \( \mathcal{N}_r : C^0_{\nu}(\tilde{\Sigma}_r^F(\sigma, \delta)) \to C^0_{\nu}(\tilde{\Sigma}_r^F(\sigma, \delta)) \) given by the right hand side of (22) is a contraction mapping onto a neighbourhood of zero containing \( H[\tilde{\Sigma}_r^F(\sigma, \delta)] - \frac{2}{r} \). Once this is done, then one has solved the equation (26) up to a term in \( \mathcal{W} \).

### 6.1.2 The Linear Analysis

We now find a parametrix \( \mathcal{R} \) satisfying \( \mathcal{L} \circ \mathcal{R} = Id + \mathcal{E} \) where \( \mathcal{E} \) has finite rank. In each normal coordinate chart, \( \mathcal{L} \) is close to the linearized mean curvature operator with respect to the Euclidean metric \( \hat{\mathcal{L}}(f) := \hat{\Delta}f + \|\hat{B}\|^2f \). Patching together inverses for the latter operator gives a parametrix with an error which decomposes into terms which are genuinely small, and those which together constitute \( \mathcal{E} \).

First, denote \( Ann_r(p) := B_r(p) \setminus B_{r/2}(p) \) and define subsets of \( \tilde{\Sigma}_r^F(\sigma, \delta) \) by

\[
\mathcal{S}_k^r := \tilde{\Sigma}_r^F(\sigma, \delta) \setminus \left[ B_r(p_k) \cup B_r(p_{k-1}) \right]
\]
\[
T_{k,+}^r := \tilde{\Sigma}_r^F(\sigma, \delta) \cap Ann_r(p_k)
\]
\[
T_{k,-}^r := \tilde{\Sigma}_r^F(\sigma, \delta) \cap Ann_r(p_{k-1})
\]
\[ N^\tau_k := \tilde{\Sigma}^F_r(\sigma, \delta) \cap B_\tau(p^k_\delta). \]

Now define the smooth, monotone cut-off functions

\[
\chi_{\text{neck},k}(x) := \begin{cases} 
1 & x \in N^\tau_k \\
\text{Interpolation} & x \in \mathcal{T}_{k,+}^\tau \cup \mathcal{T}_{k+1,-}^\tau \\
0 & \text{elsewhere}
\end{cases}
\]

\[
\chi_{\text{ext},k}(x) := \begin{cases} 
1 & x \in S^\tau_k \\
\text{Interpolation} & x \in \mathcal{T}_{k,+}^\tau \cup \mathcal{T}_{k,-}^\tau \\
0 & \text{elsewhere}
\end{cases}
\]

so that \( \sum_k \chi_{\text{ext},k}^\tau + \sum_k \chi_{\text{neck},k}^\tau = 1 \) for all \( \tau \) and all cut-off functions are invariant with respect to all symmetries satisfied by \( \tilde{\Sigma}^F_r(\sigma, \delta) \).

**Proposition 15.** Let \( \nu \in (1, 2) \). There is an operator \( \mathcal{R} : C^{0,\alpha}_{\nu-2}(\tilde{\Sigma}^F_r(\sigma, \delta)) \to C^{2,\alpha}_{\nu}(\tilde{\Sigma}^F_r(\sigma, \delta)) \) that satisfies \( \mathcal{L} \circ \mathcal{R} = \text{id} - \mathcal{E} \) where \( \mathcal{E} : C^{0,\alpha}_{\nu-2}(\tilde{\Sigma}^F_r(\sigma, \delta)) \to \mathcal{W}^F \). Here \( \mathcal{W}^F \) is a finite-dimensional space that will be defined below. The estimates satisfied by \( \mathcal{R} \) and \( \mathcal{E} \) are

\[ |R(w)|_{C^2_\nu} + |\mathcal{E}(w)|_{C^0_\nu} \leq C|w|_{C^{0,\alpha}_{\nu-2}} \]

for all \( w \in C^{0,\alpha}_{\nu-2}(\tilde{\Sigma}^F_r(\sigma, \delta)) \), where \( C \) is a constant independent of \( r, \varepsilon \) and \( \delta \).

**Proof.** Let \( w \in C^{0,\alpha}_{\nu-2}(\tilde{\Sigma}^F_r(\sigma, \delta)) \) be given. The task at hand is to solve the equation \( \mathcal{L}(u) = w + \mathcal{E}(w) \) for a function \( u \in C^{2,\alpha}_{\nu}(\tilde{\Sigma}^F_r(\sigma, \delta)) \) and an error term \( \mathcal{E}(w) \in \mathcal{W}^F \). To begin, introduce four radii \( \tau_1 < \tau_2 < \tau_3 < \tau_4 \ll \tau \) with the property that the supports of the gradients of the cut-off functions \( \chi^\tau_{\ast,i} \) and \( \chi^\tau_{\ast,j} \) do not overlap for \( i \neq j \). These radii will need to be further specified; and this will be done in the course of the proof below.

**Step 1.** Let \( w_{\text{neck},k} := w\chi^\tau_{\text{neck},k} \). This function has compact support in \( N^\tau_3 \) and thus can be viewed as a function of compact support on the standard scaled catenoid. Now consider the equation \( \mathcal{L}_N(u) = w_{\text{neck},k} \) on the standard scaled catenoid, where \( \mathcal{L}_N \) is the linearized mean curvature operator of the scaled catenoid \( r\varepsilon_k N \) with respect to the Euclidean metric. Then the pull-back of \( \mathcal{L} \) to the standard scaled catenoid is a small perturbation of \( \mathcal{L}_N \). By the theory of the Laplace operator on asymptotically flat manifolds, the operator \( \mathcal{L}_N \) is surjective onto \( C^{0,\alpha}_{\nu-2}(r\varepsilon_k N) \) when \( \nu \in (1, 2) \). Hence there is a solution \( u_{\text{neck},k} \) as desired, satisfying the estimate \( |u_{\text{neck},k}|_{C^{2,\alpha}_\nu} \leq C|w|_{C^{0,\alpha}_{\nu-2}} \) where these norms can be taken as the pull-backs of the weighted Hölder norms being used to measure functions on \( \tilde{\Sigma}^F_r(\sigma, \delta) \). Finally, extend \( u_{\text{neck},k} \) to all of \( \tilde{\Sigma}^F_r(\sigma, \delta) \) by the definition \( \tilde{u}_{\text{neck},k} := u_{\text{neck},k}\chi^\tau_{\text{neck},k} \) and set \( \tilde{u}_{\text{neck}} := \sum_k \tilde{u}_{\text{neck},k} \).
Step 2. Define \( w_{ext,k} := \left( w - \mathcal{L}(\bar{u}_{neck}) \right) \chi_{ext,k}^{\tau_2} \). Then \( w_{ext,k} \) is a function of compact support on \( S_k^{\tau_2} \) and thus can be viewed as a function of compact support on the sphere \( S_k \setminus \{ p_k^+, p_k^- \} \). Now consider the equation \( \mathcal{L}_S(u) = w_{ext,k} \), where \( \mathcal{L}_S \) is the linearized mean curvature operator of the sphere of radius \( r \) with respect to the Euclidean metric. Then the pull-back of \( \mathcal{L} \) to the sphere is a small perturbation of \( \mathcal{L}_S \). It is not \textit{a priori} possible to solve the equation \( \mathcal{L}_S(u_{ext,k}) = w_{ext,k} \) on \( S_k \) because of the one-dimensional kernel of \( \mathcal{L}_S \) that is invariant with respect to the symmetries that have been imposed. A basis for the kernel is given by the function \( J_k : S_k \to \mathbb{R} \) defined by \( J_k := \hat{g}(\vec{N}, \frac{\partial}{\partial r}) \) where \( \hat{g} \) is the Euclidean metric and \( \vec{N} \) is the unit normal vector of \( S_k \). Let \( w^\perp_{ext,k} := w_{ext,k} - \langle w_{ext,k}, J_k \rangle J_k \) be the projection of \( w_{ext,k} \) to the orthogonal complement of \( \text{span}\{ J_k \} \) with respect to the Euclidean \( L^2 \)-inner product denoted by \( \langle \cdot, \cdot \rangle \). Now there is a solution of the equation \( \mathcal{L}_S(u_{ext,k}) = w^\perp_{ext,k} \) satisfying the estimate \( |u_{ext,k}|_{C^0, \alpha} \leq C|w^\perp_{ext,k}|_{C^0, \alpha} \) where \( |\cdot|_{C^0, \alpha} \) is the scale-invariant \( C^k, \alpha \) norm where derivatives and the H"older coefficient are weighted by appropriate factors of \( r \). Furthermore, one has \( |w^\perp_{ext,k}|_{C^0, \alpha} \leq C|w_{ext,k}|_{C^0, \alpha} \leq C\tau_2^{\nu-2}|w|_{C^0, \alpha}^{\nu-2} \).

A modified solution satisfying weighted estimates can be obtained as follows. First, write \( u_{ext,k} := v_{ext,k} + a^-_k \eta_k^+ + a^+_k \eta_k^- \) where \( v_{ext,k} \) satisfies \( |v_{ext,k}(x)| \leq C\tau_2^{\nu-2} \text{dist}(x, p_k^+) |w|_{C^0, \alpha} \) near \( p_k^+ \), while the function \( \eta_k^\pm \) equals one near \( p_k^\pm \) and vanishes a small but \( \epsilon \)-independent distance away from these points, and \( a^\pm \in \mathbb{R} \) satisfies \( |a^\pm| \leq C\tau_2^{\nu-2}|w|_{C^0, \alpha} \). This decomposition is achieved by studying the Taylor series expansion of \( u_{ext,k} \) near \( p_k^\pm \) and using the symmetries satisfied by \( u_{ext,k} \).

Finally, by adding the correct multiple of \( J_k \) to \( u_{ext,k} \) on each \( S_k \), one can arrange to have \( a_k^- = 0 \) for every \( k \geq 1 \) and \( a_k^0 = 0 \) by symmetry. To extend the functions \( u_{ext,k} \) to all of \( \Sigma_f^e (\sigma, \delta) \), define \( \bar{v}_{ext} := \bar{v}_{ext} + A \) where \( \bar{v}_{ext} := \sum_k \chi_{ext,k}^\tau v_{ext,k} \) and \( A := \sum_k a^+_k \eta_k^+ \chi_{neck,k}^\tau \). Then one has the estimate \( |\bar{v}_{ext}|_{C^2, \alpha} + \tau_2^{2-\nu} |A|_{C^{2, \alpha}} \leq C|w|_{C^{0, \alpha}} \).

Step 3. Let \( u^{(1)} := \bar{v}_{ext} + \bar{u}_{neck} \) and \( \mathcal{E}^{(1)}(w) := - \sum_k \chi_{ext,k}^\tau (w_{ext,k}, J_k) J_k - \sum_k \chi_{ext,k}^\tau \mathcal{L}_S(A) \). By collecting the estimates from Steps 1 and 2, one has \( |u^{(1)}|_{C^2, \alpha} \leq C|w|_{C^{0, \alpha}} \). The claim is that

\[
|\mathcal{L}(u^{(1)}) - w - \mathcal{E}^{(1)}(w)|_{C^{0, \alpha}} \leq \theta |w|_{C^{0, \alpha}} \quad \text{and} \quad |\mathcal{E}^{(1)}(w)|_{C^{2, \alpha}} \leq C\tau_2^{\nu-2}|w|_{C^{0, \alpha}}^{\nu-2}
\] 

(23)

where \( \theta \) can be made as small as desired by adjusting \( \tau_1, \ldots, \tau_4 \) and \( \epsilon \) suitably. The consequence is that one can iterate Steps 1 and 2 to construct sequences \( u^{(n)} \) and \( \mathcal{E}^{(n)}(w) \) that converge to \( u := \mathcal{R}(w) \) and \( \mathcal{E}(w) \) respectively, satisfying the desired bounds.

Therefore to complete the proof of the proposition, it remains to compute the estimates given in (23). The idea is to exploit the fact that \( \mathcal{L} \) differs very little from \( \mathcal{L}_N \) and \( \mathcal{L}_S \) in the regions where \( u^{(1)} \) equals \( \bar{v}_{ext} \) and \( \bar{u}_{neck} \), while taking into account the effects of the cut-off functions. With this in mind, and using the notation \( |\mathcal{L}, \chi| u := \mathcal{L}(\chi u) - \chi \mathcal{L}(u) \), one has

\[
\mathcal{L}(u^{(1)}) = (\mathcal{L} - \mathcal{L}_S)(\bar{v}_{ext}) + \sum_k [\mathcal{L}_S, \chi_{ext,k}^\tau](v_{ext,k}) + \sum_k \chi_{ext,k}^\tau \mathcal{L}_S(v_{ext,k}) + \mathcal{L}(\bar{u}_{neck})
\]

\[
= (\mathcal{L} - \mathcal{L}_S)(\bar{v}_{ext}) + \sum_k [\mathcal{L}_S, \chi_{ext,k}^\tau](v_{ext,k}) + \sum_k \chi_{ext,k}^\tau w_{ext,k}
\]
\[-\sum_j \chi_{\text{ext},k}^{\tau_1}(w_{\text{ext},k}, J_k) J_k - \sum_k \chi_{\text{ext},k}^{\tau_1} L_S(A) + L(\bar{u}_{\text{neck}})\]
\[(L - L_S)(\bar{v}_{\text{ext}}) + \sum_k [L_S, \chi_{\text{ext},k}^{\tau_1}](v_{\text{ext},k}) + \sum_k \chi_{\text{ext},k}^{\tau_2}(w - L(\bar{u}_{\text{neck}}))\]
\[-\sum_k \chi_{\text{ext},k}^{\tau_1}(w_{\text{ext},k}, J_k) J_k - \sum_k \chi_{\text{ext},k}^{\tau_1} L_S(A) + L(\bar{u}_{\text{neck}})\]
\[(L - L_S)(\bar{v}_{\text{ext}}) + \sum_k [L_S, \chi_{\text{ext},k}^{\tau_1}](v_{\text{ext},k}) + \sum_k \chi_{\text{ext},k}^{\tau_2}w + \sum_k \chi_{\text{neck},k}^{\tau_2}L(\bar{u}_{\text{neck}})\]
\[-\sum_k \chi_{\text{ext},k}^{\tau_1}(w_{\text{ext},k}, J_k) J_k - \sum_k \chi_{\text{ext},k}^{\tau_1} L_S(A)\]
\[(L - L_S)(\bar{v}_{\text{ext}}) + \sum_k [L_S, \chi_{\text{ext},k}^{\tau_1}](v_{\text{ext},k}) + \sum_k \chi_{\text{neck},k}^{\tau_2}(L - L_N)(\bar{u}_{\text{neck}})\]
\[-\sum_k \chi_{\text{ext},k}^{\tau_1}(w_{\text{ext},k}, J_k) J_k - \sum_k \chi_{\text{ext},k}^{\tau_1} L_S(A) + w\]

since $L(\bar{u}_{\text{neck}}) = (L - L_N)(\bar{u}_{\text{neck}}) + \sum_k [L_N, \chi_{\text{neck},k}^{\tau_1}](u_{\text{neck},k}) + \sum_k \chi_{\text{neck},k}^{\tau_2}L_N(u_{\text{neck},k})$. The facts $\chi_{\text{ext},k}^{\tau_1}$ and $\chi_{\text{neck},k}^{\tau_2}$ imply $\chi_{\text{neck},k}^{\tau_1}$ and $\chi_{\text{neck},k}^{\tau_2} = \chi_{\text{neck},k}^{\tau_1}$ have also been used in the calculations above. The result now follows since both $L - L_S$ and $L - L_N$ can be handled using the estimate 16 while

$$||L_S, \chi_{\text{ext},k}^{\tau_1} v_{\text{ext},k} |_{C^{0,\alpha}_{\nu-2}} \leq C |v_{\text{ext},k} |_{C^{0,\alpha}_{\nu-2}} (\text{supp}(\nabla \chi_{\text{ext},k}^{\tau_1})) \leq C \left(1 \over \tau_2 \right)^{2-\nu} |w|_{C^{0,\alpha}_{\nu-2}}$$

can be made as small as desired by adjusting the ratio $\tau_1/\tau_2$.

The iteration leading to the exact solution of the equation $L(u) = w + E(w)$ now works as follows. Using the steps above, for every $n \geq 0$ one has functions $u^{(n)} \in C^{0,\alpha}_{\nu-2}(\bar{\Sigma}_F (\sigma, \delta))$ and $w^{(n)} \in C^{0,\alpha}_{\nu-2}(\bar{\Sigma}_F (\sigma, \delta))$ satisfying $L(u^{(n)}) = w^{(n-1)} + E(u^{(n-1)}) + w^{(n)}$ and $w^{(0)} = w$ along with the estimates

$$|u^{(n)}|_{C^{0,\alpha}_{\nu-2}} + |E(w^{(n-1)})|_{C^{0,\alpha}_{\nu-2}} \leq C |w^{(n-1)}|_{C^{0,\alpha}_{\nu-2}}$$

and

$$|w^{(n)}|_{C^{0,\alpha}_{\nu-2}} \leq \frac{1}{2} |w^{(n-1)}|_{C^{0,\alpha}_{\nu-2}}.$$

Consequently the series $u := \sum_{n=1}^{\infty} (-1)^{n+1} u^{(n)}$ and $E(w) := \sum_{n=1}^{\infty} (-1)^{n+1} E(u^{(n-1)})$ converge in the appropriate norms and satisfy $L(u) = w + E(w)$ along with the desired estimates. \[\square\]

The definition of the finite-dimensional image of the map $E : C^{0,\alpha}_{\nu-2}(\bar{\Sigma}_F (\sigma, \delta)) \rightarrow \bar{\mathcal{W}}^F$ is a by-product of Step 3 of the previous proof.

**Definition 16.** Define

$$\bar{\mathcal{W}}^F := \text{span}\{\chi_{\text{ext},k}^{\tau_1} J_k, \chi_{\text{ext},k}^{\tau_1} L_S(\eta_k^{\tau_1} \chi_{\text{neck},k}^{\tau_1}) : k = 1, \ldots, K - 1\} \cup \{\chi_{\text{ext},k}^{\tau_1} J_k\}.$$

### 6.1.3 The Non-Linear Estimates

The next task is to find estimates for the $C^{0,\alpha}_{\nu}$ norm of the quadratic remainder term $Q$ and the error term $H$ for the finite-length surface. We do this by combining the estimates from Section 2 with the specifics of the construction of $\bar{\Sigma}_F (\sigma, \delta)$ from Section 3.
Lemma 17. Pick \( x \in \tilde{\Sigma}_r^F(\sigma, \delta) \). Then \( x \) belongs to one of the normal coordinate charts used in the construction of \( \tilde{\Sigma}_r^F(\sigma, \delta) \) where the second fundamental form with respect to the Euclidean metric is \( \tilde{B}(x) \). At this point, the estimate

\[
 r(\|\tilde{B}(x)\|f(x)) + \|\nabla f(x)\| \leq Cr^\nu|f|_{C^2_\nu}\alpha
\]

holds for all \( f \in C^2_\nu(\tilde{\Sigma}_r^F(\sigma, \delta)) \), where \( C \) is a constant independent of \( r, \varepsilon \) and \( \delta \).

Proof. Collecting the estimates for \( \tilde{B} \) from Section 5 one finds that

\[
 \zeta_r(x)\|\tilde{B}(x)\| + \zeta_2(x)\|\nabla \tilde{B}(x)\| \leq C
\]

where \( C \) is some constant independent of \( r \), no matter where \( x \) is located in \( \tilde{\Sigma}_r^F(\sigma, \delta) \). Consequently,

\[
 \|\tilde{B}(x)\|f(x) + \|\nabla f(x)\| = \zeta^{\nu-1}_r(x)(\|\tilde{B}(x)\|\zeta_r(x) \cdot \zeta^{-\nu}_r(x)f(x) + \zeta^{1-\nu}_r(x)\|\nabla f(x)\|)
\]

which yields the desired estimate. \( \square \)

Hence it is true that \( r(\|f\|\tilde{B}) + \|\nabla f\| \ll 1 \) can be ensured by keeping \( |f|_{C^2_\nu} \) small enough. This condition validates the computations of Section 2. The following estimates are a consequence.

Proposition 18. There exists \( M > 0 \) so that if \( f_1, f_2 \in C^2_\nu(\tilde{\Sigma}_r^F(\sigma, \delta)) \) for \( \nu \in (1, 2) \) and satisfying \( |f_1|_{C^2_\nu} + |f_2|_{C^2_\nu} \leq M \), then the quadratic remainder term \( Q \) satisfies the estimate

\[
 |Q(f_1) - Q(f_2)|_{C^{0,2}_\nu} \leq C r^{\nu-1} |f_1 - f_2|_{C^2_\nu} \max \{|f_1|_{C^2_\nu}, |f_2|_{C^2_\nu}\}
\]

where \( C \) is a constant independent of \( r, \varepsilon \) and \( \delta \).

Proof. Choose a point \( x \in \tilde{\Sigma}_r^F(\sigma, \delta) \). Then \( x \) belongs to one of the normal coordinate charts used in the construction of \( \tilde{\Sigma}_r^F(\sigma, \delta) \). If \( r(\|f_i\|\tilde{B}) + \|\nabla f_i\| \) is sufficiently small, it is possible to invoke Lemma 7 along with the estimate of the previous lemma and immediately deduce

\[
 \zeta^{\nu-1}_r|Q(f_1) - Q(f_2)| \leq C \zeta^{-\nu}_r|f_1 - f_2| \cdot \max \left(|f_i|\|\tilde{B}\|^3 + \|\nabla f_i\|\tilde{B}^2 + \|\nabla f_i\|\tilde{B}\| \right)
\]

\[
 + \|\nabla^2 f_i\|\tilde{B} + |f_i| + (1 + \|Y\|)\|\nabla f_i\| \cdot \zeta^2
\]

\[
 + C \zeta^{1-\nu}_r\|\nabla f_1 - \nabla f_2\| \cdot \max \left(|f_i|\|\tilde{B}\|^2 + \|\nabla f_i\|\tilde{B} + |f_i|\|\nabla \tilde{B}\| \right)
\]

\[
 + \|\nabla^2 f_i\| + (1 + \|Y\||f_i|) + (1 + \|Y\|^2)\|\nabla f_i\| + \|\nabla f_i\|\|\nabla^2 f_i\| \right) \cdot \zeta_r
\]

\[
 + C \zeta^{2-\nu}_r\|\nabla^2 f_1 - \nabla^2 f_2\| \cdot \max \left(|f_i|\|\tilde{B}\| + \|\nabla f_i\|^2 \right)
\]

\[
 \leq C (r^{\nu-1} + r^{2\nu-2} + r^{\nu+1} + r^{\nu+2}) |f_1 - f_2|_{C^2_\nu} \max \{|f_i|_{C^2_\nu}\}
\]

since \( 1/C \leq \|Y\|\zeta^{-1}_r \leq C \) for some universal constant \( C \). The desired estimate follows. \( \square \)
Proposition 19. There exists $M > 0$ so that if $f_1, f_2 \in C^2_{\nu}((\hat{\Sigma}_\nu^F(\sigma, \delta)))$ for $\nu \in (1, 2)$ and satisfying $|f_1|_{C^2_{\nu,\alpha}} + |f_2|_{C^2_{\nu,\alpha}} \leq M$, then the error term $\mathcal{H}$ satisfies the estimate

$$|\mathcal{H}(f_1) - \mathcal{H}(f_2)|_{C^0_{\nu-2}} \leq C\nu^{4}|f_1 - f_2|_{C^2_{\nu,\alpha}}$$

where $C$ is a constant independent of $r$, $\varepsilon$ and $\delta$.

Proof. Similar computations. \hfill \Box

6.1.4 The Fixed-Point Argument

We are now in a position to solve the CMC equation up to a finite-dimensional error. Let $E := H[\hat{\Sigma}_\nu^F(\sigma, \delta)] - \frac{2}{r}$ and $R(r, \varepsilon, \delta) := \max \{r^{3-\nu}, r^{5-\nu}\varepsilon^{1/2-3\nu/4}, r^{1-\nu}\varepsilon^{3/2-3\nu/4}, \delta r \varepsilon^{1-3\nu/4}\}$. Additionally, assume $r^3 < \varepsilon < r^2 \ll 1$ and $\delta < \varepsilon^{1/2}$. All of this is justified a posteriori. The following estimates have been established.

- The mean curvature satisfies $|E|_{C^0_{\nu-2}} \leq C\varepsilon^3$.
- There is a parametrix $R$ satisfying $L \circ R = id - E$ where $E$ maps into the finite-dimensional space $\hat{W}$ and $|R(w)|_{C^2_{\nu,\alpha}} + |E(w)|_{C^0_{\nu-2}} \leq C|w|_{C^0_{\nu-2}}$ for all $w \in C^0_{\nu-2}(\hat{\Sigma}_\nu^F(\sigma, \delta))$.
- The quadratic remainder satisfies $|\mathcal{Q}(f_1) - \mathcal{Q}(f_2)|_{C^0_{\nu-2}} \leq C\varepsilon^{\nu-1}|f_1 - f_2|_{C^2_{\nu,\alpha}} \max_{i} \{ |f_i|_{C^2_{\nu,\alpha}} \}$ for all $f_1, f_2 \in C^2_{\nu}((\hat{\Sigma}_\nu^F(\sigma, \delta)))$ with sufficiently small $C^2_{\nu,\alpha}$ norm.
- The error term satisfies $|\mathcal{H}(f_1) - \mathcal{H}(f_2)|_{C^0_{\nu-2}} \leq C\varepsilon^{4}|f_1 - f_2|_{C^2_{\nu,\alpha}}$ for all $f_1, f_2 \in C^2_{\nu}((\hat{\Sigma}_\nu^F(\sigma, \delta)))$ with sufficiently small $C^2_{\nu,\alpha}$ norm.

One can now assert the following.

Proposition 20. There exists $w := w_r(\sigma, \delta) \in C^0_{\nu-2}(\hat{\Sigma}_\nu^F(\sigma, \delta))$ and corresponding $f := f_r(\sigma, \delta) \in C^2_{\nu}((\hat{\Sigma}_\nu^F(\sigma, \delta)))$ defined by $f := \frac{1}{r}R(w - H[\hat{\Sigma}_\nu^F(\sigma, \delta)] + \frac{2}{r})$ so that

$$H[\mu_r f((\hat{\Sigma}_\nu^F(\sigma, \delta)))] - \frac{2}{r} = -E$$

(25)

where $E \in \hat{W}^F$. The estimate $|f|_{C^2_{\nu,\alpha}} \leq C\varepsilon^{-1}R(r, \varepsilon, \delta)$ holds for the function $f$, where the constant $C$ is independent of $r$, $\varepsilon$ and $\delta$. Finally, the mapping $(\sigma, \delta) \mapsto f(\sigma, \delta)$ is smooth in the sense of Banach spaces.

Proof. By the last three bullet points above, the map $w \mapsto \mathcal{N}_r(w)$ satisfies

$$|\mathcal{N}_r(w_1) - \mathcal{N}_r(w_2)|_{C^0_{\nu-2}} \leq C(r^{\nu-1}R(r, \varepsilon, \delta) + r^4)|w_1 - w_2|_{C^0_{\nu-2}}$$

where $C$ is independent of $r$ and $\varepsilon$. Since $r^{\nu-1}R(r, \varepsilon, \delta)$ and $r^4$ can be made as small as desired by a sufficiently small choice of $r$ and $\varepsilon$ with $r^3 \leq \varepsilon \leq r^2$ and $\delta \leq \varepsilon^{1/2}$, it is thus true that $\mathcal{N}_r$ is a contraction mapping on the ball of radius $R(r, \varepsilon, \delta)$ for such $r$, $\varepsilon$ and $\delta$. Hence a solution of (25) satisfying the desired estimate can be found. The dependence of this solution on the parameters $(\sigma, \delta)$ is smooth as a natural consequence of the fixed-point process. \hfill \Box
6.2 The One-Ended Surface

6.2.1 Strategy

The strategy for solving the CMC equation (21) in the case of the one-ended surface \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) must be modified in order to take the non-compactness of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) into account. In fact, the modification required can be understood by considering the outcome of the linear analysis, specifically the nature of the parametrix for \( \mathcal{L} \). In this case, the outcome of the construction the parametrix, which will mimic Proposition 15 as closely as possible, will be a parametrix \( \mathcal{R} : C^{0,\alpha}_{\nu-2,\nu}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \to C^{2,\alpha}_{\nu,\nu}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \oplus \hat{\mathcal{V}} \) satisfying \( \mathcal{L} \circ \mathcal{R} = \text{id} + \mathcal{E} \). The operator \( \mathcal{E} \) again maps into a finite-dimensional subspace \( \hat{\mathcal{V}}^{OE} \). The subspace \( \hat{\mathcal{V}} \) is the new ingredient, and can be explained as follows. First, let \( J^s_{\text{Del}} \) for \( s = 0, 1 \) be the bounded and linearly growing Jacobi fields of the standard Delaunay surface and define the space

\[
\hat{\mathcal{V}} := \text{span}\{\chi^+_{\text{Del}}J^1_{\text{Del}}, \chi^+_{\text{Del}}J^2_{\text{Del}}\}
\]

where \( \chi^+_{\text{Del}} \) is a smooth, monotone cut-off function that transitions from zero to one in the neck region where the Delaunay end of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) is attached to the finite part of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \). The reason \( \hat{\mathcal{V}} \) is needed is simply because \( \mathcal{L} : C^{2,\alpha}_{\nu,\nu}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \to C^{0,\alpha}_{\nu-2,\nu}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \) is not surjective but becomes so when growth like the first non-decaying Jacobi fields of \( \mathcal{L} \) is permitted. But now the fact that one component of the solution of the linearized problem does not decay forces the modified approach that will be outlined in the next two paragraphs, since the quadratic remainder of the mean curvature will not behave appropriately for this component. An approach similar to the one proposed below has been used in [17].

To compensate for the non-decaying component of the solution of the linearized equation, one proceeds as follows. Let \( \mathcal{R}^{(1)} \) denote the component of \( \mathcal{R} \) mapping into \( C^{2,\alpha}_{\nu,\nu}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \) and let \( \mathcal{R}^{(2)} \) be the component of \( \mathcal{R} \) mapping into \( \hat{\mathcal{V}} \). Furthermore, if \( \mathcal{R}^{(2)}(w) = a_1\chi^+_{\text{Del}}J^1_{\text{Del}} + a_2\chi^+_{\text{Del}}J^2_{\text{Del}}, \) then \( \mathcal{R}^{(2)}(w) := (a_1(w), a_2(w)) \) despite the slight abuse of notation that this represents. Now the equation that needs to be solved is still

\[
H[\mu_{rf}(\tilde{\Sigma}^{OE}_r(\sigma, \delta))] = \frac{2}{r}
\]

but for \( f \in C^{0,\alpha}_{\nu-2,\nu}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \). Recall that the last two free parameters of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \), namely \( \sigma_K \) and \( \delta_K \), parametrize asymptotically non-trivial deformations of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \). Namely, these cause the period and location of the entire Delaunay end to change. The idea for converting (26) into a fixed-point problem that can be solved in the standard way, is to associate \( \mathcal{R}^{(1)} \) with \( f \) and \( \mathcal{R}^{(2)} \) with the parameters \( (\sigma_K, \delta_K) \) in an appropriate way.

This can be done as follows. Recall that there are specific values \( \sigma_K = \hat{\sigma}_K \) and \( \delta_K = 0 \) which produce optimal matching in the assembly of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \). With slight abuse of notation, write \( \tilde{\Sigma}^{OE}_r(a_1, a_2) := \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) with \( (\sigma_K, \delta_K) = (\hat{\sigma}_K + a_1, a_2) \). Given the flexibility one has in the choice
of $\tilde{V}$, one can arrange that

$$
\frac{\partial}{\partial a_i} H[\tilde{\Sigma}_r^{OE}(a_1, a_2)] \bigg|_{a=0} = \mathcal{L}(\chi_{Del} J_{Del})
$$

for $i = 1, 2$. Consequently, the Ansätze

$$
f := \frac{1}{r} \mathcal{R}^{(1)}(w - H[\mu rf(\tilde{\Sigma}_r^{OE}(\sigma, \delta))] + \frac{2}{r})
$$

$$(a_1, a_2) := \frac{1}{r} \mathcal{R}^{(2)}(w - H[\mu rf(\tilde{\Sigma}_r^{OE}(\sigma, \delta))] + \frac{2}{r})
$$

along with the expansion of the mean curvature into its constant, linear and quadratic and higher parts transforms the equation \([26]\) into the fixed-point problem

$$
w = -Q_a \circ \mathcal{R}^{(1)} \left( w - H[\mu rf(\tilde{\Sigma}_r^{OE}(\sigma, \delta))] + \frac{2}{r} \right) - \mathcal{H} \circ \mathcal{R} \left( w - H[\mu rf(\tilde{\Sigma}_r^{OE}(\sigma, \delta))] + \frac{2}{r} \right)
$$

(27)

up to a term in $\tilde{V}_r^{OE}$, where $Q_a$ denotes the quadratic remainder of the mean curvature of $\tilde{\Sigma}_r^{OE}(a_1, a_2)$. One must now show that the mapping $N_r : C_{\nu \cdot 2, \rho}^0(\tilde{\Sigma}_r^{OE}(\sigma, \delta)) \to \tilde{\Sigma}_r^{OE}(\sigma, \delta)$ given by the right hand side of \((27)\) is a contraction mapping onto a neighbourhood of zero containing $H[\tilde{\Sigma}_r^{OE}(\sigma, \delta)] - \frac{2}{r}$. If so, then one has solved the equation \([26]\) up to a term in $\tilde{V}_r^{OE}$. This finite-dimensional error term must of course still be dealt with in order to find a true CMC surface near to $\tilde{\Sigma}_r^{OE}(\sigma, \delta)$. This will also be carried out in Section \([7]\).

### 6.2.2 The Linear Analysis

To begin the construction of the parametrix in the case of the one-ended surface, one must first define an additional set of partitions of unity for $\tilde{\Sigma}_r^{OE}(\sigma, \delta)$ as follows. Denote $Cyl_{\tau} := \{(x, t) \in M : \|x\| \leq r \text{ and } t \geq \tau\}$ for any $\tau \in \mathbb{R}$ and then define $D^\tau := \tilde{\Sigma}_r^{OE}(\sigma, \delta) \cap Cyl_{\tau}$ as well as a smooth, monotone cut-off function $\chi_{Del}^\tau$ that equals one in $D^\tau$ and vanishes in $\tilde{\Sigma}_r^{OE}(\sigma, \delta) \setminus D^{\tau - r}$.

A second important ingredient that will be used in the construction of the parametrix is a careful analysis of the properties of the linearized mean curvature operator of a near-degenerate Delaunay surface with respect to the $C_{\nu, \rho}^{k, \alpha}$ norm. This was carried out in \([9]\) and the relevant results from \([9]\) \S 4 can be adapted to the needs of this paper and will be quoted whenever they are used in the proof given below.

**Proposition 21.** Let $(\nu, \tilde{\nu}) \in (1, 2) \times (-1, 0)$. There is an operator $\mathcal{R} : C_{\nu \cdot 2, \rho}^{0, \alpha}(\tilde{\Sigma}_r^{OE}(\sigma, \delta)) \to C_{\nu \cdot 2, \rho}^{2, \alpha}(\tilde{\Sigma}_r^{OE}(\sigma, \delta)) \oplus \tilde{V}$ that satisfies $\mathcal{L} \circ \mathcal{R} = id - \mathcal{E}$ where $\mathcal{E} : C_{\nu \cdot 2, \rho}^{0, \alpha}(\tilde{\Sigma}_r^{OE}(\sigma, \delta)) \to \tilde{V}$. Here $\tilde{V}_r^{OE}$ is a finite-dimensional space that will be defined below. The estimates satisfied by $\mathcal{R}$ and $\mathcal{E}$ are

$$
|\mathcal{R}(w)|_{C_{\nu \cdot 2, \rho}^{2, \alpha}} \leq |\mathcal{E}(w)|_{C_{\nu \cdot 2, \rho}^{0, \alpha}} \leq C|w|_{C_{\nu \cdot 2, \rho}^{0, \alpha}}
$$

for all $w \in C_{\nu \cdot 2, \rho}^{0, \alpha}(\tilde{\Sigma}_r^{OE}(\sigma, \delta))$, where $C$ is a constant independent of $r$, $\varepsilon$, $\delta$ and $K$. 
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Proof. Let \( w \in C^{0,\alpha}_{-2,\rho}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \) be given. The solution of the equation \( \mathcal{L}(u) = w + \mathcal{E}(w) \) will be constructed broadly along the same lines as in Proposition 15 in that local solutions on the spherical constituents, the necks and the Delaunay end of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) will be patched together. In this case, however, a preliminary step is needed to reduce the interaction between the Delaunay end and the finite part of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \). This amounts to showing that one can assume that \( w \equiv 0 \) in a large part of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \).

**Step 0.** Define \( w_{mid} := \chi_{Del}^{tK}(1 - \chi_{Del}^{t2K})w \). Using the methods of Proposition 15, one can solve the Dirichlet problem \( \mathcal{L}(u_{mid}) = w_{mid} + \mathcal{E}(w_{mid}) \) and \( u_{mid} = 0 \) on \( \partial[\mathcal{D}^{tK} \setminus \mathcal{D}^{t2K}] \). The estimate one obtains is \( |u_{mid}|_{C^{2,\alpha}} + |\mathcal{E}(w_{mid})|_{C^{2,\alpha}} \leq C|w_{mid}|_{C^{0,\alpha}} \leq C|w|_{C^{0,\alpha}} \) where \( C \) is independent of \( r, \varepsilon \) and \( K \). Then \( u_{mid} \) can be extended to all of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) by defining \( \tilde{u}_{mid} := \chi_{Del}^{tK-r}(1 - \chi_{Del}^{t2K+r})u_{mid} \). If one now solves \( \mathcal{L}(u) = w - \mathcal{L}(\tilde{u}_{mid}) \), then the function \( u + u_{mid} \) solves \( \mathcal{L}(u + u_{mid}) = w \). The advantage will be that the function \( w - \mathcal{L}(\tilde{u}_{mid}) \) vanishes in \( \mathcal{D}^{tK} \setminus \mathcal{D}^{t2K} \) but still satisfies the same estimates as \( w \). One can also assume that \( K \) can be as large as desired.

**Step 1.** Let \( w \in C^{0,\alpha}_{-2,\rho}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \) be given and assume that \( w \equiv 0 \) in \( \mathcal{D}^{tK} \setminus \mathcal{D}^{t2K} \). Consider the equation \( \mathcal{L}(u_{fin}) = w_{fin} + \mathcal{E}(w_{fin}) \) where \( w_{fin} := (1 - \chi_{Del}^{t2K})w \) and view the function on the right hand side as being defined on the finite-length surface. Using the methods of Proposition 15 one can find a solution \( u_{fin} \in C^{0,\alpha}_{-2,\rho}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \) satisfying \( |u_{fin}|_{C^{2,\alpha}} + |\mathcal{E}(w_{fin})|_{C^{2,\alpha}} \leq C|w_{fin}|_{C^{0,\alpha}} \) for some constant \( C \) independent of \( r, \varepsilon \) and \( K \). Note that one must view \( \mathcal{D}^{tK} \setminus \mathcal{D}^{t2K} \) as being very close to a union of spherical and neck regions in order to do so. Furthermore, by carefully analyzing the iteration process that leads to the solution, the fact that \( supp(w_{fin}) \subseteq \tilde{\Sigma}^{OE}_r(\sigma, \delta) \setminus \mathcal{D}^{tK} \) implies that for \( x \in \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) near \( \partial\mathcal{D}^{t2K} \) one has \( \zeta_{\nu}(x)|u_{fin}(x)| \leq C\varepsilon^{-K}|w|_{C^{0,\alpha}} \) for some constant \( C \) independent of \( r, \varepsilon \) and \( K \). Extend \( u_{fin} \) to all of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) by defining \( \bar{u}_{fin} := (1 - \chi_{Del}^{t2K+r})u_{fin} \).

**Step 2.** For \( w \in C^{0,\alpha}_{-2,\rho}(\tilde{\Sigma}^{OE}_r(\sigma, \delta)) \) from Step 1, set \( w_{Del} := \chi_{Del}^{t2K}w \) and consider now the equation \( \mathcal{L}_{Del}(u_{Del}) = w_{Del} \) but viewed as an equation on the complete Delaunay surface \( D_r \). Then using the methods of [9] §4 and [15] along with the condition \( \nu \in (-1, 0) \), there is a solution of this equation which can be decomposed as \( u_{Del} = v_{Del} + a_1^1 u_{Del}J_2^2 + a_1^2 u_{Del}J_2^2 \). Here \( v_{Del} \in C^{2,\alpha}_{-2,\rho}(D_r) \) and one has the estimate \( |v_{Del}|_{C^{2,\alpha}} + |a_1^1|_{C^{2,\alpha}} + |a_1^2|_{C^{2,\alpha}} \leq C|w_{Del}|_{C^{0,\alpha}} \) for some constant independent of \( r \) and \( \varepsilon \). Furthermore, because \( supp(w_{Del}) \subseteq \tilde{\Sigma}^{OE}_r(\sigma, \delta) \cap \mathcal{D}^{tK} \) one can arrange to have \( \zeta_{-\nu}(x)|u_{fin}(x)| \leq C\varepsilon^{-K}|w|_{C^{0,\alpha}} \) for \( x \in \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) near \( \partial\mathcal{D}^{t2K} \) for some constant \( C \) independent of \( r, \varepsilon \) and \( K \). Now it is possible to view \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \cap \mathcal{D}^{tK} \) as a graph over \( D_r \cap \mathcal{D}^{tK} \) and hence \( u_{Del} \) can be viewed as a function defined on \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \cap \mathcal{D}^{tK} \). Extend this function to all of \( \tilde{\Sigma}^{OE}_r(\sigma, \delta) \) by defining \( \bar{u}_{Del} := \chi_{Del}^{tK-r}u_{Del} \).

**Step 3.** The estimate of \( \mathcal{L}(u) - w \) up to a finite-dimensional error term proceeds in the same way as in Step 3 of Proposition 15. The extra exponential decay of \( \bar{u}_{fin} \) and \( \bar{u}_{Del} \) near \( \partial[\mathcal{D}^{tK} \setminus \mathcal{D}^{t2K}] \) ensures
that the cut-off errors that arise there are small. Consequently one can iterate the steps above and find the desired solution \( R(w) \in C^{2,\alpha}_{\nu,\varrho}(\Sigma^{OE}_r(\sigma,\delta)) \oplus \tilde{V} \) and satisfying the desired estimate. \( \square \)

The definition of the finite-dimensional image of the map \( E : C^{0,\alpha}_{\nu-2,\varrho}(\Sigma^{OE}_r(\sigma,\delta)) \to \tilde{W}^{OE} \) is once again a by-product of the previous proof.

**Definition 22.** Define \[
\tilde{W}^{OE} := \text{span}\{\chi^{\tau_1}_{ext,k}J_k, \chi^{\tau_1}_{ext,k}\mathcal{L}_S(\eta^{+}_{\nu}\chi^{\tau_1}_{neck,k}) : k = 0, \ldots, K - 1\} \cup \{\chi^{\tau_1}_{ext,k}J_K\}.
\]

### 6.2.3 The Non-Linear Estimates

The estimates for the \( C^{0,\alpha}_{\nu-2,\varrho} \) norm of the quadratic remainder term \( Q_a \) in the case of the one-ended surface are very similar to the analogous estimates for the finite-length surface. First, the result of Lemma 17 continues to hold because the calculations are essentially identical, the only difference being the need to multiply by factors of \( e^{-\nu T} \) along the end of \( \Sigma^{OE}_r(\sigma,\delta) \). These growing factors are compensated for by the exponential decay assumed for the function \( f \). Consequently it is possible to make \( \|B\|\|f\| + \|\nabla f\| \) pointwise small everywhere by choosing \( |f|_{C^{2,\alpha}_{\nu,\varrho}} \) sufficiently small.

Next, the non-linear estimate analogous to Proposition 18 follows similarly because the terms in \( Q_a \) and \( H \) coming from the background metric decay exponentially. One has the following results.

**Proposition 23.** There exists \( M > 0 \) so that if \( f_1, f_2 \in C^{2,\alpha}_{\nu,\varrho}(\tilde{\Sigma}^{OE}_r(\sigma,\delta)) \) for \( \nu \in (1,2) \) and \( \nu \in (-1,0) \) sufficiently close to zero and satisfying \( |f_1|_{C^{2,\alpha}_{\nu,\varrho}} + |f_2|_{C^{2,\alpha}_{\nu,\varrho}} \leq M \), then the quadratic remainder term \( Q_a \) satisfies the estimate

\[
|Q_a(f_1) - Q_a(f_2)|_{C^{0,\alpha}_{\nu-2,\varrho}} \leq r^{\nu - 1}C|f_1 - f_2|_{C^{2,\alpha}_{\nu,\varrho}} \max_i \{|f_i|_{C^{2,\alpha}_{\nu,\varrho}}\}
\]

where \( C \) is a constant independent of \( r, \varepsilon \) and \( \delta \).

**Proposition 24.** There exists \( M > 0 \) so that if \( f_1, f_2 \in C^{2,\alpha}_{\nu,\varrho}(\tilde{\Sigma}^{OE}_r(\sigma,\delta)) \) for \( \nu \in (1,2) \) and \( \nu \in (-1,0) \) sufficiently close to zero and satisfying \( |f_1|_{C^{2,\alpha}_{\nu,\varrho}} + |f_2|_{C^{2,\alpha}_{\nu,\varrho}} \leq M \), then the error term \( H \) satisfies the estimate

\[
|H(f_1) - H(f_2)|_{C^{0,\alpha}_{\nu-2,\varrho}} \leq Cr^4|f_1 - f_2|_{C^{2,\alpha}_{\nu,\varrho}}
\]

where \( C \) is a constant independent of \( r, \varepsilon \) and \( \delta \).

### 6.2.4 The Fixed-Point Argument

The fixed-point argument in the case of the one-ended surface is again broadly similar to the argument in the case of the finite-length surface. However, the strategy adopted for dealing with the non-decaying component of the parametrix requires some additional care. As before, let \( E := H[\Sigma^{OE}_r(\sigma,\delta)] - \frac{2}{r} \) and \( R(r,\varepsilon,\delta) := \max \{r^{3-\nu}, r^{5-\nu, \varepsilon^{1/2-3\nu}/4}, r^{1-\nu, \varepsilon^{3/2-3\nu}/4}, \delta r^{1-\nu, \varepsilon^{1-3\nu}/4}\} \).

Additionally, assume \( r^3 < \varepsilon < r^2 \ll 1 \) and \( \delta < \varepsilon^{1/2} \) as before. The following have been established.
Proposition 25. There exists \( R \) satisfying \( L \circ R = \text{id} - \mathcal{E} \) where \( \mathcal{E} \) maps into the finite-dimensional space \( \tilde{W} \) and \( |\mathcal{E}(w)|_{C_{R_{\nu,2},p}} \leq C |w|_{C_{R_{\nu,2},p}} \) for all \( w \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r^O(\sigma, \delta)) \). But now \( R \) decomposes as \( R^{(1)} \) and \( R^{(2)} \) and \( |R^{(1)}(w)|_{C_{R_{\nu,2},p}} + |R^{(2)}(w)|_{\tilde{\nu}} \leq C |w|_{C_{R_{\nu,2},p}} \) for all \( w \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r^O(\sigma, \delta)) \).

- The quadratic remainder satisfies \( |Q_\alpha(f_1) - Q_\alpha(f_2)|_{C_{R_{\nu,2},p}} \leq Cr^{-1}|f_1 - f_2|_{C_{R_{\nu,2},p}} \) for all \( f_1, f_2 \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r^O(\sigma, \delta)) \) with sufficiently small \( C_{R_{\nu,2},p} \) norm.
- The error term satisfies \( |\mathcal{H}(f_1) - \mathcal{H}(f_2)|_{C_{R_{\nu,2},p}} \leq Cr^{-1}|f_1 - f_2|_{C_{R_{\nu,2},p}} \) for all \( f_1, f_2 \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r^O(\sigma, \delta)) \) with sufficiently small \( C_{R_{\nu,2},p} \) norm.

One can now assert the following. It’s proof is entirely analogous to the proof of Proposition 20.

**Proposition 25.** There exists \( w := w_r(\sigma, \delta) \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r^O(\sigma, \delta)) \), corresponding \( f := f_r(\sigma, \delta) \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r^O(\sigma, \delta)) \) and \((a_1, a_2) \in \tilde{V} \) defined by \( f := \frac{1}{r} R^{(1)}(w - H[\tilde{\Sigma}_r^O(\sigma, \delta)] + \frac{2}{r}) \) and \((a_1, a_2) := R^{(2)}(w - H[\tilde{\Sigma}_r^O(\sigma, \delta)] + \frac{2}{r}) \) so that

\[
H[\mu_{f_r}(\tilde{\Sigma}_r^O(a_1, a_2))] - \frac{2}{r} = -\mathcal{E}
\]

where \( \mathcal{E} \in \tilde{W}^O \). The estimate \( |f|_{C_{R_{\nu,2},p}} \leq Cr^{-1}R(\nu, \varepsilon, \delta) \) holds for the function \( f \), where the constant \( C \) is independent of \( r, \varepsilon \) and \( \delta \). Finally, the mapping \( (\sigma, \delta) \mapsto f(\sigma, \delta) \) is smooth in the sense of Banach spaces.

## 7 Solving the Finite-Dimensional Problem

### 7.1 Strategy

It has now been established for both families of surfaces that if \( r, \sigma \) and \( \delta \) are sufficiently small, one can find \( w_r(\sigma, \delta) \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r(\sigma, \delta)) \) and corresponding \( f_r(\sigma, \delta) \in C_{R_{\nu,2},p}(\tilde{\Sigma}_r(\sigma, \delta)) \) so that

\[
H[\mu_{f_r}(\tilde{\Sigma}_r(\sigma, \delta))] - \frac{2}{r} = \mathcal{E}_r(\sigma, \delta)
\]

where \( \mathcal{E}_r(\sigma, \delta) \) is an error term belonging to the finite-dimensional space \( \tilde{W}^* \) and whose dependence on the free parameters in \( \tilde{\Sigma}_r(\sigma, \delta) \) has been indicated explicitly. To complete the proof of the main theorem, we must show that it is possible to find a solution where these error terms vanish identically.

Consider the balancing map defined by

\[
B_r(\sigma, \delta) := \pi(\mathcal{E}_r(\sigma, \delta))
\]

where \( \pi : \tilde{W}^* \to \mathbb{R}^d \) is a suitable bounded projection operator, where \( d \) is the dimension of \( \tilde{W}^* \). The operator \( \pi \) will be a certain bijective \( L^2 \)-orthogonal projection onto a finite-dimensional vector.
space.) Note that $B_r$ is a smooth map between finite-dimensional vector spaces by virtue of the fact that the dependence of the solution $f_r(\sigma, \delta)$ on $(\sigma, \delta)$ is smooth and the mean curvature operator is a smooth map of the Banach spaces upon which it is defined. It will be shown using the implicit function theorem for finite-dimensional maps that for every sufficiently small $r > 0$, there exists $(\sigma, \delta) := (\sigma(r), \delta(r))$ for which $B_r(\sigma, \delta) \equiv 0$ identically. It is at this stage that the precise nature of the scalar curvature of the background manifold $M$ enters the picture: the behaviour of the scalar curvature along the geodesic $\gamma$ enters into the selection of the parameters $\sigma$ and $\delta$ to first approximation.

7.2 The Balancing Formula

The projection operators that will be used to study the finite-dimensional error $E(w_r(\sigma, \delta))$ in the case of the finite-length surface and in the case of the one-ended surface can be defined as follows. For $k = 0, \ldots, K$ let $J_k : S_k \to \mathbb{R}$ have its usual meaning; and let $I_k : r \in \mathbb{N}_k \to \mathbb{R}$ be the function defined by $I_k(x) := \|x\|((|x|^2 - \varepsilon_k^2)^{-1/2}$ using the coordinates of the neck introduced in Section 3. This latter function is in the kernel of the linearized mean curvature operator of the catenoid with respect to the Euclidean background metric; it is an odd function with respect to the center of the catenoid and is asymptotic to $\pm 1$. Now for convenience let $f := f_r(\sigma, \delta)$ and $\Sigma_f := \mu_{\Sigma_r}(\Sigma_r(\sigma, \delta))$ denote the solution found in the previous section and define $\pi_k : \tilde{\mathcal{W}}^* \to \mathbb{R}^2$ by

$$
\pi_k(e) := \left(\int_{\Sigma_f} e \cdot \chi_{\text{neck}, k}^1 I_k d\text{Vol}_g, \int_{\Sigma_f} e \cdot \chi_{\text{ext}, k}^1 J_k d\text{Vol}_g\right).
$$

The notation for the cut-off functions from Section 6.1.2 has been used here. A consequence of the following lemma is that if $\pi(e) = 0$ then $e = 0$. The proof is a straightforward computation.

**Lemma 26.** Choose $e \in \tilde{\mathcal{W}}$ and write $e = \sum_{k=1}^K (a_k \chi_{\text{ext}, k}^1 J_k + b_k \chi_{\text{ext}, k}^1 C S(\eta_k^1 \chi_{\text{neck}, k}^1))$ for some $a_k, b_k \in \mathbb{R}$. Then

$$
\pi_k(e) = \left(C_1 b_k + C_1' r^2 (\varepsilon_k^3 a_k - \varepsilon_{k+1}^3 a_{k+1}), C_2 r^2 a_k\right)
$$

where $C_1, C_1', C_2$ are constants independent of $r, \varepsilon$ and $\delta$.

A fundamental application of the expansions of the mean curvature found in Proposition 1 and equation (7) from Section 2.1 is to derive a formula relating $\pi(E(w_r(\sigma, \delta)))$ to the geometry of $\Sigma_r(\sigma, \delta)$. It is via this formula that the location of the spheres and necks in $\Sigma_r(\sigma, \delta)$ and the background geometry of $M$ conspire to determine when a nearby CMC surface can be found.

**Proposition 27.** Let $\Sigma_f := \mu_f(\Sigma_r(\sigma, \delta))$ and $f := f_r(\sigma, \delta)$ for convenience. Then the mean curvature of $\Sigma_f$ satisfies the formulae:

$$
\int_{\Sigma_f} (H[\Sigma_f] - \frac{2}{3}) \chi_{\text{neck}, k}^1 I_k d\text{Vol}_g = C_0 \delta_k r \varepsilon^{3/2}
$$

$$
+ \mathcal{O}(r^{11/4} \varepsilon^2) + \mathcal{O}(r^2 \varepsilon^{3/2}) + \mathcal{O}(r^\nu R(r, \varepsilon, \delta) \varepsilon^2)
$$

(29a)
\[
\int_{\Sigma_f} \left( H[\Sigma_f] - \frac{2}{r} \right) \chi_{ext,k}^r J_k \, d\text{Vol}_g = r \left( C_1 \varepsilon_{k+1} + C_1' \varepsilon_{k+1}^{3/2} \right) - \left( C_1 \varepsilon_k + C_1' \varepsilon_k^{3/2} \right) - C_2 r^4 \tilde{S}(p_k) \\
+ \mathcal{O}(\varepsilon r^3) + \mathcal{O}(r^2 \varepsilon^{3/2}) + \mathcal{O}(r^2 R(r, \varepsilon, \delta))
\]

(29b)

where \( C_1, C_1', C_2 \) are constants independent of \( r, \varepsilon \) and \( \delta \); and \( \tilde{S}(p_k) := g(\nabla_{\tilde{\gamma}(t_k)} S(p_k), \tilde{\gamma}(t_k)) \) is the component of the gradient of the scalar curvature of the ambient metric along the geodesic \( \gamma \) at \( p_k \).

**Proof.** The formula (29b) will be derived first. Consider the subset \( \nu_k \) of \( \Sigma_0 \) consisting of the \( k^{th} \) spherical region of \( \Sigma := \tilde{\Sigma}_r(\sigma, \delta) \) and its adjoining transition regions. Let \( X = \frac{\partial}{\partial r} \) and \( \tilde{X} = \chi_{ext,k}^r X \) using the normal coordinate system centered at \( p_k \) used in the definition of \( \Sigma \cap \nu_k \). Furthermore, define the domain \( \mathcal{W}_k \) in \( M \) by requiring \( \partial \mathcal{W}_k = \nu_k \cup \nu_1 \cup \nu_2 \) where \( c_1 \) and \( c_2 \) are small embedded two-dimensional disks with boundaries \( \partial c_1 \) and \( \partial c_2 \) contained in \( t = \text{constant} \) planes with \( \tilde{g} \)-conormal vectors \( \tilde{\nu}_1 \) and \( \tilde{\nu}_2 \) tangent to \( \nu_k \).

Now let \( \Sigma' \) be either \( \Sigma_f \cap \nu_k \) or \( \Sigma \cap \nu_k \); let \( X' \) be a vector field supported on this surface; and let \( g' \) be any choice of background metric. Define \( I(\Sigma', X', g') \) to be the integral in (29b) except with \( \Sigma_f \) replaced by \( \Sigma' \) and \( J_k \) replaced by \( g'(X', N') \) where \( N' \) is the \( g' \)-unit normal vector field of \( \Sigma' \) and the mean curvature and volume form calculated from \( g' \). It is now simple to phrase the means by which the formula (29b) will be found. First, \( I(\Sigma_f, \tilde{X}, g) \) can be expressed as

\[
I(\Sigma_f, \tilde{X}, g) = I(\Sigma, X, \tilde{g}) + \left( I(\Sigma, X, g) - I(\Sigma, X, \tilde{g}) \right) + \left( I(\Sigma, \tilde{X}, g) - I(\Sigma, \tilde{X}, \tilde{g}) \right) + \left( I(\Sigma, \tilde{X}, \tilde{g}) - I(\Sigma, X, g) \right).
\]

(30)

Then one can apply the first variation formula in Euclidean space to the first term, yielding a pair of boundary integrals; one can apply the expansions for the mean curvature with respect to the perturbed background metric from Lemma[1] to the second term, yielding a curvature quantity; and one can treat the third and fourth terms as small errors.

The details of the computation outlined above are as follows. For the first term, the classical first variation formula for a surface with boundary in Euclidean space gives

\[
\int_{\Sigma \cap \mathcal{W}_k} \left( \tilde{H}[\Sigma] - \frac{2}{r} \right) J_k \, d\text{Vol}_0 = \sum_{s=1}^{2} (-1)^s \left( \int_{\partial c_s} \tilde{g}(X, \tilde{\nu}_s) d\text{Vol}_0 + \frac{2}{r} \int_{c_s} \tilde{g}(X, \frac{\partial}{\partial r}) d\text{Vol}_0 \right)
\]

\[
= \sum_{s=1}^{2} (-1)^s r \left( C_1 \varepsilon_s + C_1' \varepsilon_s^{3/2} \right)
\]

by direct computation, where \( \varepsilon_s \) is the neck scale parameter associated to the neck adjoining the curve \( \partial c_s \), while \( C_1 \) and \( C_1' \) are constants independent of \( r, \varepsilon \) and \( \delta \). For the second term, the expansion in equation[7] implies

\[
I(\Sigma, X, g) - I(\Sigma, X, \tilde{g}) = \int_{\Sigma \cap \mathcal{W}_k} \tilde{g}(X, \tilde{N}) \left( \frac{1}{6} \text{Ric}(Y, Y) + \frac{1}{12} \nabla_Y \text{Ric}(Y, Y) + \tilde{B}^{ij} \right)
\]

\[
- \left( \frac{1}{6} \text{Rm}(E_i, Y, E_j, Y) + \frac{1}{6} \nabla_Y \text{Rm}(E_i, Y, E_j, Y) \right) \tilde{B}^{ij}
\]

\[
- \frac{1}{2} \text{Ric}(\tilde{N}, Y) - \frac{1}{2} \nabla_Y \text{Ric}(\tilde{N}, Y)
\]

\[
+ \frac{1}{12} \nabla_Y \text{Ric}(Y, Y) - \frac{1}{6} \nabla_Y \text{Rm}(\tilde{N}, Y, \tilde{N}, Y) \right) \, d\text{Vol}_0 + \mathcal{O}(r^5)
\]

(31)
where $Y$ is the position vector field of $\Sigma_k$, while the quantities $g, N, H, B$ and $\hat{g}, \hat{N}, \hat{H}, \hat{B}$ have their usual meanings. Since $\nu_k$ is the normal graph of the function $rG$ over the sphere $S_k$ as in Section 3, one can replace the integral in (31) with an integral over $S_k$, at the expense of an error of size $O(\varepsilon \log(\varepsilon) r^3)$. Hence by direct computation using $\hat{H} = \frac{2}{r}$ and $\hat{B}_{ij} = r\hat{h}_{ij}$ one finds

$$I(\Sigma, X, g) - I(\Sigma, X, \hat{g}) = -C_2 r^4 \hat{S}(p_k) + O(\varepsilon \log(\varepsilon) r^3)$$

where $C_2 > 0$ is a constant independent of $r, \varepsilon$ and $\delta$. An similar computation is performed in [20].

It remains to estimate the error terms appearing in (30). In the third term, the fact that $H[\Sigma_f] = H[\Sigma] + \mathcal{L}(rf) + Q(rf)$ must be used. Thus

$$\left| I(\Sigma_f, \tilde{X}, g) - I(\Sigma, \tilde{X}, g) \right| \leq C r^2 |f| c_0^{\sigma, \alpha}(\Sigma \cap \nu_k) \leq C r^2 R(\varepsilon, \varepsilon, \delta)$$

using the estimate of $f$ from Proposition 20. In the fourth term, observe that $\tilde{X} - X$ is supported in a collar of width $O(r\varepsilon^{3/4})$ around the transition regions of $\Sigma \cap \nu_k$. Hence

$$\left| I(\Sigma, \tilde{X}, g) - I(\Sigma, X, g) \right| \leq C r^2 \varepsilon^{3/2}$$

using the estimate from Step 3 of Proposition 13 for the mean curvature in the transition region.

The derivation of the formula (29a) is similar to what has been done above. That is, writing $I(\Sigma', X', g')$ as before, but with $X'$ equal to either $X := \frac{\partial}{\partial t}$ or $\tilde{X} := \chi^{\tau}_k \frac{\partial}{\partial t}$, one finds the same decomposition as (30) for $I(\Sigma_f, \tilde{X}, g)$. But now,

$$\int_{\Sigma \cap N^+_k} (\hat{H}[\Sigma] - \frac{2}{r}) I_k \, d\text{Vol}_0 = - \frac{2}{r} \int_{\Sigma \cap N^+_k} I_k \, d\text{Vol}_0 = C \delta_k r \varepsilon_k^{3/2}$$

where $\delta_k$ is the displacement parameter of the neck $N_k$ and $C$ is a constant independent of $r, \varepsilon$ and $\delta$. This is because $\int_{\Sigma \cap N^+_k} \hat{H}[\Sigma] I_k \, d\text{Vol}_0 = 0$ exactly (this is the first variation formula for the exactly minimal surface $\Sigma \cap \text{supp}(\chi^{\tau}_k)$) and $I_k$ is an odd function with respect to the neck having $\delta_k = 0$, whereas the integral is being taken over the neck with $\delta_k \neq 0$. The remaining terms in the expansion of $I(\Sigma_f, \tilde{X}, g)$ are small error terms whose estimates are sufficiently similar to the analogous ones above and will not be repeated for the sake of brevity.

7.3 Proof of the Main Theorem

The formulae developed for the balancing map $B_r : \mathbb{R}^d \to \mathbb{R}^d$ in the previous section make it possible to choose an exactly CMC surface from amongst the family of surfaces $\mu_{r \sigma, \sigma, \delta} (\hat{S}_r(\sigma, \delta))$. This will be done as follows. First, because of Lemma 26 it is sufficient to find $(\sigma, \delta)$ so that the right hand sides of equations (29a) and (29b) vanish for every $k$. One should realize that $p_k$ in these equations can be expressed in terms of $\varepsilon_1, \varepsilon_2, \ldots$ via the formula $p_k := \gamma(2kr + \sum_{i=1}^k \varepsilon_i)$ and $\varepsilon_k$ can be expressed in terms of $\sigma_k$ via the formula $\sigma_k := \Lambda_k(\varepsilon_k)$ as in Section 3. (In the case of the one-ended surface, let the relationship $\varepsilon_K = rT(0)$ for $T = 2 + \sigma_K/r$ satisfied by the Delaunay end of $\Sigma_r^{OE}(\sigma, \delta)$ be written $\varepsilon_K := \Lambda_k(\sigma_K)$ for consistency.) Note that $\sigma_k$ and $p_k$ are smooth functions
of $\varepsilon_k$. Finding the appropriate value $(\sigma, \delta)$ will amount to applying the implicit function theorem for smooth maps between finite dimensional spaces to this system of equations, and will lead to a unique solution $(\sigma, \delta) := (\sigma(r), \delta(r))$ for all sufficiently small $r > 0$ and $\varepsilon, \delta$ satisfying $r^3 < \varepsilon < r^2$ and $\delta < \varepsilon^{1/2}$.

The finite-length surface. The equations that must be solved to produce the finite-length CMC surface are as follows: if the various error quantities appearing in equations (29), divided by $r$, are denoted $E_{s,k}(r, \varepsilon)$ where $s = 1$ refers to a neck and $s = 2$ refers to a sphere, then

$$0 = \delta_1 + \varepsilon_1^{-3/2} E_{1,1}(r, \varepsilon, \delta)$$

$\vdots$

$$0 = \delta_{K-1} + \varepsilon_{K-1}^{-3/2} E_{1,K-1}(r, \varepsilon, \delta)$$

as well as

$$0 = -q_1(\varepsilon_1) + q_2(\varepsilon_2) - C_{2,1} r^3 \hat{S}(p_1) + E_{2,1}(r, \varepsilon, \delta)$$

$\vdots$

$$0 = -q_k(\varepsilon_k) + q_{k+1}(\varepsilon_{k+1}) - C_{2,k} r^3 \hat{S}(p_k) + E_{2,k}(r, \varepsilon, \delta)$$

where $q_k(\varepsilon) := C_{1,k} \nu + C'_{1,k} \nu^3/2$ and $p_k := \gamma(2k\tau + \sum_{l=1}^k \varepsilon_l)$ while $C_{1,k}, C'_{1,k}$ and $C_{2,k}$ are various constants independent of $r, \varepsilon$ and $\delta$. Note that the $E_{s,k}$ are smooth functions of $\varepsilon$. Also, because the $t \mapsto -t$ symmetry that has been imposed since the beginning, the scalar curvature must have a critical point at $p_0$.

One should now view the equations in (32) as a systems of equations for the $\varepsilon$ and $\delta$ variables depending on the parameter $r$ that is to be treated using the implicit function theorem. When $r = 0$ there is an exact solution $\delta_1 = \cdots = \delta_{K-1} = 0$ and $\varepsilon_1 = \cdots = \varepsilon_K = 0$. Furthermore, it is easy to see that the derivative matrix of the function $\Phi(\varepsilon, \delta, r)$ defined by the right hand sides of (32a) and (32b) in the $\varepsilon$ and $\delta$ variables is invertible at $r = 0$ with a lower bound of size $\mathcal{O}(1)$ on its determinant (the derivative matrix is upper-triangular with non-zero constants of size $\mathcal{O}(1)$ on the diagonal). Hence by the inverse function theorem there is a solution of (32) for all sufficiently small $r$, and the dependence of $\varepsilon$ and $\delta$ on $r$ is smooth. Note that the solution for small $r$ will have $\varepsilon_k = \mathcal{O}(r^3 \sum_{k'=0}^k S(p_{k'}))$ and hence $C_1 r^3 \leq \varepsilon_k \leq C_2 r^2$ for numerical constants $C_1$ and $C_2$. This is because the sum $r \sum_{k'=0}^k \hat{S}(p_{k'})$ approximates a Riemann sum for the integral of $S$ along $\gamma$ from $t = 0$ to $t = 2Kr$ and a uniform bound on the oscillation of the scalar curvature of the ambient manifold has been assumed. Furthermore, it is also the case that $\delta_k < \varepsilon^{1/2}$ for small $r$ simply by examining the dependence of the $E(r, \varepsilon, \delta)$ quantities on its arguments. This completes the construction of the finite-length CMC surface.
The **one-ended surface**. The equations that must be solved to produce the one-ended CMC surface are slightly different. Using the same notation as above, these equations are

\[
0 = \delta_1 + \varepsilon_1^{-3/2} E_{1,1}(r, \varepsilon, \delta)
\]

\[
\vdots
\]

\[
0 = \delta_{K-1} + \varepsilon_K^{-3/2} E_{1,K-1}(r, \varepsilon, \delta)
\]

as well as

\[
0 = q_0(\varepsilon_0) - C_{2,0} r^3 \dot{S}(p_0) + E_{2,0}(r, \varepsilon, \delta)
\]

\[
0 = -q_0(\varepsilon_0) + q_1(\varepsilon_1) - C_{2,1} r^3 \dot{S}(p_1) + E_{2,1}(r, \varepsilon, \delta)
\]

\[
\vdots
\]

\[
0 = -q_K(\varepsilon_k) + q_K(\varepsilon_K) - C_{2,K} r^3 \dot{S}(p_K) + E_{2,K}(r, \varepsilon, \delta).
\]

One should again view the equations in (33) as a systems of equations for the \(\varepsilon\) and \(\delta\) variables to be treated using the implicit function theorem, but this time depending on the parameters \(r\) and the point \(p_0\). When \(r = 0\) and \(p_0\) is any point on \(\gamma\), there is an exact solution \(\delta_1 = \cdots = \delta_{K-1} = 0\) and \(\varepsilon_1 = \cdots = \varepsilon_K = 0\). Furthermore, the derivative matrix of the function of \((\varepsilon, \delta, r)\) defined by the right hand sides of (33) in the \((\varepsilon, \delta)\) variables is invertible at \(r = 0\) with a lower bound of size \(O(1)\) on its determinant. Hence by the inverse function theorem there is a solution of (32) for all sufficiently small \(r\), the dependence of \(\varepsilon\) and \(\delta\) on \(r\) is smooth, and the dependence of the solution on \(r\) is the same as before. This completes the construction of the one-ended CMC surface.

\[\square\]
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