Simulating nearly edge-on sloshing in the galaxy cluster Abell 2199

R. E. G. Machado\textsuperscript{1,}\textsuperscript{*}, T. F. Lagan\textsuperscript{a}\textsuperscript{2}, G. S. Souza\textsuperscript{2}, A. Caproni\textsuperscript{2}, A. S. R. Antas\textsuperscript{2}, and E. A. Mello-Terencio\textsuperscript{3}

\textsuperscript{1}Departamento Acadêmico de Física, Universidade Tecnológica Federal do Paraná, Rua Sete de Setembro 3165, Curitiba, PR, Brazil
\textsuperscript{2}Núcleo de Astrofísica, Universidade Cidade de São Paulo, Galvão Bueno 868, Liberdade, 01506-000, São Paulo, SP, Brazil
\textsuperscript{3}Departamento de Física, Universidade Federal do Paraná, 81531-980, Curitiba, PR, Brazil

Accepted 2022 June 27. Received 2022 June 14; in original form 2022 April 05

ABSTRACT

Off-axis collisions between galaxy clusters may induce the phenomenon of sloshing, causing dense gas to be dragged from the cool core of a cluster, resulting in a spiral of enhanced X-ray emission. Abell 2199 displays signatures of sloshing in its core and it is possible that the orbital plane of the collision is seen nearly edge-on. We aim to evaluate whether the features of Abell 2199 can be explained by a sloshing spiral seen under a large inclination angle. To address this, we perform tailored hydrodynamical $N$-body simulations of a non-frontal collision with a galaxy group of $M_{200} = 1.6 \times 10^{13} M_\odot$. We obtain a suitable scenario in which the group passed by the main cluster core 0.8 Gyr ago, with a pericentric separation of 292 kpc. Good agreement is obtained from the temperature maps as well as the residuals from a $\beta$-model fit to the simulated X-ray emission. We find that under an inclination of $i = 70^\circ$ the simulation results remain consistent with the observations.
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1 INTRODUCTION

Galaxy clusters are the most recent objects in the hierarchical scenario of large scale structure formation. Due to mergers and collisions, the gas of the intracluster medium (ICM) often shows signs of recent disturbances such as cold fronts and shocks (e.g. Markevitch & Vikhlinin 2007).

The phenomenon of gas sloshing (Markevitch et al. 2001) arises in the case of an off-axis collision between two clusters. Due to the gravitational perturbation induced by the close passage of a substructure, the cool gas that was in equilibrium in the main cluster core is driven out. Depending on the parameters of the clusters and of the collision, this can in general produce a relatively large spiral feature, manifested as an excess in X-ray surface brightness. This spiral of cool dense gas stems from the core and may commonly reach a few 100 kpc in extent, or even as much as ~700 kpc as revealed by deep X-ray observations in the Perseus Cluster (Walker et al. 2018, 2022) or Abell 2142 (Rossetti et al. 2013). These spiral features have been observed in the ICM of several galaxy clusters. One of the most notable is that of Perseus (Churazov et al. 2003). Other examples of clusters with signs of sloshing include: Abell 85 (Ichinohe et al. 2019), Abell 2029 (Clarke, Blanton & Sarazin 2004; Paterno-Mahler, Blanton, Randall & Clarke 2013), Abell 1644 (Johnson et al. 2010), Abell 2052 (Blanton et al. 2009, 2011), Abell 2142 (Owers et al. 2011; Rossetti et al. 2013; Liu et al. 2018), Abell 496 (Roediger et al. 2012; Ghizzardi et al. 2014), RXJ2014.8-2430 (Walker et al. 2014), Abell 1835 (Ueda et al. 2017), Abell 1763 (Douglass et al. 2018), among others (see e.g. Owers, Nulsen, Couch & Markevitch 2009; Ghizzardi, Rossetti & Molendi 2010). Spiral-like structures have also been observed in groups (e.g. Randall et al. 2009; Lal et al. 2013; Gastaldello et al. 2013). From a sample of nearby galaxy clusters, Laganà et al. (2010) found that half of them have signs of spiral-like structures.

Hydrodynamical simulations have been widely used to understand the sloshing mechanism as well as to explore the parameter space of cluster mergers in general (e.g. Ascasibar & Markevitch 2006a; Zuhone et al. 2010; Zuhone 2011). Idealized binary collisions have proven extremely useful in understanding the dynamical history of merging clusters. Such simulations are vital to help interpret the observed configurations and have been employed often to model gas sloshing in individual clusters, such as: Virgo (Roediger et al. 2011), Abell 496 (Roediger et al. 2012), RXJ1347.5-1145 (Johnson et al. 2012), Abell 2052 (Machado & Lima Neto 2015), Abell 1644 (Doubrawa et al. 2020; Monteiro-Oliveira et al. 2020), Perseus (Walker et al. 2018), Fornax (Sheardown et al. 2018), among others.

A few examples exist in the literature of merging clusters interpreted as seen nearly along the line of sight (Dupke et al. 2007), including ones with gas sloshing (Ueda et al. 2019). The most favorable geometry for viewing the sloshing spiral is the one where the orbital plane of the clusters coincides with the plane of the sky, but even in this optimal configuration, the gas morphology is not always trivial to interpret without the aid of simulations. In the case of
large inclinations, the projected morphology is even less intuitive, since the spiral perturbation is not truly confined to a thin layer of gas. Although the sloshing signature is not fully suppressed under large inclinations (Roediger et al. 2011), it tends to become substantially weaker and to be characterized by arcs rather than spiral arms. The detailed morphology will depend on the specific properties of the clusters as well as on the age of the collision, but in the general case it would be difficult to predict a priori what the typical appearance of an arbitrarily inclined sloshing spiral should be. Thus dedicated simulations are needed in order to argue for a specific collision scenario.

An example of a cluster that presents signatures of mergers and/or collisions – possibly with large inclination – is Abell 2199 (A2199), a relatively nearby rich cluster of galaxies with a redshift of 0.030151 ± 0.000230 (Oegerle & Hill 2001). Its inferred temperature profile indicates a cooler central region (< 100 kpc) in relation to its outskirts, where the temperature remains approximately constant (~4 keV; e.g., Peres et al. 1998; Johnstone et al. 2002). The cool core of A2199 harbours a massive cD galaxy, NGC 6166, which has a radio source labelled as 3C 338 (e.g., Burns et al. 1983), from which emanate a jet and a counter-jet that interact with the surrounding material (e.g., Owen & Eilek 1998; Nulsen et al. 2013). Observations at X-ray energies have revealed the presence of low-density cavities, shocks, as well as filamentary structures in the core region of A2199 (e.g., Owen & Eilek 1998; Johnstone et al. 2002; Birzan et al. 2004; Allen et al. 2006; Sanders & Fabian 2006; Nulsen et al. 2013). Moreover, Nulsen et al. (2013) proposed that asymmetries seen at larger scales (excess X-ray emission detected 200′′ away southwest of the center of A2199, and a low-entropy region 50′′ north from the same center) could be signatures of gas sloshing induced by the passage of a merging subcluster 400 Myr ago. Indeed, A2199 forms a supercluster with neighboring clusters and groups of galaxies that are likely falling into it (Rines et al. 2001), corroborating such sloshing possibility for this system.

In this paper we aim to reconstruct the dynamical history of A2199 by simulating an off-axis collision with a galaxy group. In particular, we wish to evaluate whether the observed spiral-like feature is consistent with the scenario of a collision seen almost edge-on, or at least under a large inclination angle.

The paper is divided as follows. In Section 2 we present the methods for observational analysis and the simulation setup. In Section 3 we present the results of the X-ray observational data, the identification of structures in the optical and the simulation results. Summary and conclusions are given in Section 4. This paper adopts a flat ΛCDM cosmology with $\Omega_m, \Omega_L, H_0 = [0.27, 0.73, 70 \text{ km s}^{-1} \text{ Mpc}^{-1}]$.

## 2 METHODS

### 2.1 X-ray data analysis

#### 2.1.1 Chandra

We use Chandra data (ObsID 10748 and 10803) for spectral analysis, following the steps in CLUSTERPyXT\(^1\) (Alden et al. 2019) that automates the creation of data products. Briefly, the user provides key information such as ObsID, the galactic hydrogen column density along the line of site ($n_H$), redshift, among others and the software proceeds to download the data and merge the observations and corresponding backgrounds in the [0.7–8.0] keV energy range. Then, the user should provide a list of point source regions to be removed and the pipeline proceeds to filter high energy flares. The next stage calculates the bins using adaptive circular binning algorithm. This process creates the regions for each spectral fit, and prepares the script for the final stage. The final step of the procedure consists on the spectral fitting for each pixel to generate temperature, pressure and entropy maps. The temperature map with high resolution results in a spectral temperature fit for every pixel in the X-ray image.

#### 2.1.2 XMM-Newton

We use XMM-Newton archival data for A2199 (ObsID 0723801101) and the data reduction was done with Science Analysis System (SAS, version 18.0.0) and calibrated files update to 2020. The steps were described in detail in Laganà et al. (2008); Durret et al. (2010, 2011); Laganà et al. (2013, 2019a) and are summarized below:

- To filter background flares with a 2σ clipping procedure in the [10–14] keV energy band light curve;
- To obtain a normalization parameter to be applied in the spectral fits matching a background spectrum in an outer annulus of the observation in the [10–12] keV energy band with the background spectrum obtained with the blank sky (Read & Ponman 2003) in the same energy band and region;
- Exclude point sources from the event files applying a visual inspection and confirming them in the High Energy Catalogue 2XMMI Source.

The spectral analysis was restricted to the energy range [6.7–7.0] keV and to avoid any influence from Al and Si instrumental lines we also exclude the [1.2–1.9] keV energy band. All spectra are re-binned to ensure at least 15 counts in each energy bin. We adopted WABS(APEC), an absorbed thermal plasma model and abundance ratios from Asplund et al. (2009).

For both Chandra and XMM-Newton data, the fitting procedure was done in XSPEC version 12.9.1, with redshift and $n_H$ values fixed at $z = 0.0306$ and $n_H = 8.92 \times 10^{20} \text{ atoms cm}^{-2}$.

### 2.2 Caustic technique

The caustic technique (Diaferio & Geller 1997; Diaferio 1999) is designed to estimate the mass profile of galaxy clusters to radii well beyond the virial radius, and two by-products of this technique are the identification of the cluster members and the identification of the cluster substructures.

We first select all spectroscopically identified galaxies in SDSS-DR16 (Sloan Digital Sky Survey - Data Release 16), within a radius of approximately $3 \times r_{200}$ (where $r_{200} = 1.526$ Mpc; Piffaretti et al. 2011a), and $r$-band magnitudes $m_r < 17.81$, which is the survey spectroscopic completeness limit, that at the cluster redshift correspond to all galaxies with $M_r < -17.81$.

To identify among these selected galaxies the ones that are gravitationally bound to the cluster, we used the CausticMass code (Gifford et al. 2013; Gifford & Miller 2013). This approach uses the positions and velocities of galaxies and projects them onto the $R$–$v$ diagram that shows the rest-frame velocity of galaxies relative to the cluster center as a function of their clustercentric distance. The caustic technique assumes only spherical symmetry and so the
system does not need to be in dynamic equilibrium. In this way it is possible to use this technique both in the central regions and in the outermost radii, where other techniques cannot be applied (Yu et al. 2015).

As shown in Fig. 1, galaxies are distributed in this phase space in a region that looks like a trumpet shape (van Haarlem & van de Weygaert 1993). The caustics define the limits in the phase space where the speed of galaxies is less than the escape velocity, defining 674 cluster members.

2.3 Substructure Identification

After applying the caustic technique to define the member galaxies of A2199, we use the R package MCLUST (Fraley & Raftery 2006). This method uses a Gaussian Mixture Model (GMM) along with hierarchical clustering to group a set of data points into subclusters. The main aim is to create subclusters that are coherent internally and clearly different from the other subgroups (Scrucca et al. 2016).

These GMMs consist of probabilistic models that fit a finite number of gaussian distributions that have an unknown mean and covariance with respect to the dataset under study. The Expectation-Maximisation statistic is used, which initially considers the parameters that describe the Gaussian as fixed and calculates for each point the probability of belonging to each subcluster. Then, the probability of each point belonging to a given cluster is fixed and the parameters that describe the Gaussian are weighted by the sum of the probabilities of each point belonging to the clusters (Lourenço et al. 2020). These two iterations continue until converging.

In summary, MCLUST calculates the log-likelihood for each iteration and then computes the most effective approximation to estimate the mixtures by varying the shape, orientation, and volume, of multidimensional Gaussians. We perform the MCLUST in its 3-dimensional mode, having as input the radial velocity and sky coordinates (RA and Dec). According to Lourenço et al. (2020), the most credible model for the number of groups is the one with the highest Bayesian Information Criterion (BIC; Kass & Raftery 1995), as shown in Fig. 2.

Thus, we assume four optical substrucutres (the main cluster and three subgroups), spatially distributed as shown in Figs. 3

Figure 1. Phase-space diagram for A2199: the peculiar velocity as a function of the clustercentric distance. The velocity axis is normalized by the velocity dispersion of the cluster along the line-of-sight (σ), while the radial distance is given in units of R200. The solid curves show the caustics, and the red points in between are the 674 cluster members.

Figure 2. BIC analysis for the different models fitted by MCLUST. The three-component model VVI with four components is the one to better fit the data.

Figure 3. Class membership using MCLUST in sky coordinates (in degrees) and peculiar velocity measured along the line of sight (PV) space. The velocity axis is normalized by the velocity dispersion of the cluster along the line-of-sight (σ). The subgroup represented by blue points is the main one with X-ray counterpart. The points represented by other colours (red, yellow, and purple) are subgroups identified by MCLUST for A2199.

Figure 4. Distribution of galaxy subgroups identified by MCLUST in 3D, with colors accordingly.
Table 1. Properties of the initial conditions for the main cluster.

| Parameter    | Value                      |
|--------------|----------------------------|
| $M_{200}$    | $3.0 \times 10^{14} M_\odot$ |
| $M_{500}$    | $2.5 \times 10^{14} M_\odot$ |
| $r_{200}$    | 1.4 Mpc                    |
| $r_{500}$    | 1.0 Mpc                    |
| Concentration| 4.4                        |
| $f_{gas}$ at $r_{200}$ | 0.13                      |
| $kT$ ($r < 50$ kpc) | 2.5 keV                  |
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2.4 Simulation setup

We wish to model the current state of A2199 by simulating an off-centre binary collision between a main cluster and a subcluster. Each structure is represented by a spherically symmetric halo comprising dark matter (DM) particles and gas particles. The methods for creating initial conditions are described in greater detail in Machado & Lima Neto (2013) or Ruggiero & Lima Neto (2017), for example, and here we give a brief summary of the main features.

The dark matter haloes are represented by a Hernquist (1990) profile:

$$\rho_h(r) = \frac{M_h}{2\pi r} \frac{r_h}{(r + a_h)^2} ,$$

where $M_h$ is the total dark matter mass, and $a_h$ is a scale length. The gas follows a Dehnen (1993) density profile, with gas mass $M_g$ and scale length $a_g$:

$$\rho_g(r) = \frac{(3 - \gamma) M_g}{4\pi} \frac{r_g}{(r + a_g)^{2+\gamma}} .$$

The choice of $\gamma = 1$ leads to a cool core, which is required in the main cluster, while $\gamma = 0$ produces a non-cool core in the smaller subcluster. Once the density profiles are set, imposing hydrostatic equilibrium determines the gas temperatures. Numerical realizations of these profiles are generated according to the techniques outlined in Kazantzidis et al. (2006). The positions of the dark matter particles and of the gas particles are obtained by uniformly sampling the inverse of the cumulative mass function. The velocities of the dark matter particles are obtained by integrating Eddington’s formula numerically. This method has the advantage of not assuming a local Maxwellian distribution of velocities (Kazantzidis et al. 2004). Additional details are described in Machado & Lima Neto (2013). To create initial conditions for this work, we employed a version 2 of the CLUSTEP code (Ruggiero & Lima Neto 2017) ported to Python 3.

To set up the initial conditions, the structural parameters of the clusters need to be chosen such as to meet certain observational constraints. The lack of knowledge of the past state of the clusters is part of the challenge when attempting to model their history. In the case of A2199, the observational data does not suggest a particularly violent recent collision, meaning that the overall mass distribution should not have been dramatically altered. Thus it seems reasonable to assume that the current features of the cluster might be a good first approximation for the initial conditions – namely its mass profile and its temperature profile.

[https://github.com/elvismello/clustep](https://github.com/elvismello/clustep)

and 4, to proceed with our analysis. The results are described in Section 3.2.

Figure 5. Profiles of temperature, electron number density and gas fraction. The solid/dashed blue lines represent the initial conditions and the best moment of the simulation. The orange symbols represent observational constraints: solid circles and shaded areas from Mirakhor & Walker (2020); open squares from Nulsen et al. (2013); and open circles from this work.

The main observational constraints that need to be approximately satisfied are as follows. We use as reference the virial mass $M_{200} = (3.10 \pm 0.25) \times 10^{14} M_\odot$, or $M_{500} = (2.41 \pm 0.15) \times 10^{14} M_\odot$ from Mirakhor & Walker (2020); or still $M_{200} = (3.16 \pm 0.48) \times 10^{14} M_\odot$ from Lee et al. (2015). These masses are consistent with the scaling relations from Piffaretti et al. (2011b) and Lovisari et al. (2015). Likewise, the virial radius should be $r_{200} = 1.60$ Mpc, and the gas fraction at $r_{200}$ should be $f_{gas} = 0.16$ (both from Mirakhor & Walker 2020). Given this $M_{200}$ at redshift $z = 0.03$, the concentration of such a halo ought to be approximately $c = 4.3$ according to Duffy et al. (2008). From the Chandra temperature maps, we see that the mean temperature within ~50 kpc is below 3.0 keV.

Based on these target constraints, the initial conditions for the main cluster were created with total mass of $5.3 \times 10^{14} M_\odot$, total baryon fraction of 0.12 and scale lengths $a_g = 650$ kpc and $a_h = 420$ kpc. These choices of parameters led to the virial mass, virial radius, concentration and temperature listed in Table 1, which are very comparable to the target observational constraints. The temperature profile of the initial condition is shown in the top panel of Fig. 5, in comparison to the observational data (orange points). The results of the simulation will be discussed in detail in Section 3.3, but here we already present the temperature profile measured at a later time in the simulation, in order to show that the temperature structure was sufficiently robust for our purposes. In other words, setting the currently observed temperature profile at $t = 0$ proved to be a good approximation, since it varied only by about 0.5 keV. It should be noted that the departures of 0.5 keV seen in the dashed line of Fig. 5 correspond to the actual collision simulation, including the perturber. But if the main cluster is relaxed in isolation, its azimuthally averaged temperature profile is quite similar. In what follows, we will be mostly concerned with deviations from an azimuthally averaged profile only in the inner re-
region $r \leq 100$ kpc. Additionally, Fig. 5 displays the radial profiles of gas density and of gas fraction, comparing the initial conditions to the observational data points from Mirakhor & Walker (2020) and Nulsen et al. (2013). These quantities also remain sufficiently robust during the simulation, justifying the choices at $t = 0$.

For the subcluster, we adopted a mass ratio of 1 : 20, meaning that it actually represents a galaxy group with virial mass of approximately $1.6 \times 10^{13} M_\odot$, virial radius of $r_{200} = 0.5$ Mpc and corresponding concentration of approximately $c \approx 5.9$.

Having created the two structures with the parameters described above, we finally prepare the collision setup by setting them apart with an initial separation of 2 Mpc, an impact parameter $b = 400$ kpc, and an initial relative velocity $v_i = -2500$ km s$^{-1}$. The simulations were performed with the smoothed particle hydrodynamics (SPH) $N$-body code GADGET-2 (Springel 2005), using a gravitational softening length of 1 kpc for all particles, and the evolution was followed for at least 2 Gyr. The main cluster has $10^9$ gas particles and $10^6$ dark matter particles; the subcluster has proportionally fewer particles such as to keep the same mass resolution of each particle type.

3 RESULTS

3.1 X-ray analysis

In this section we present the temperature maps obtained from XMM-Newton and Chandra data. Fig. 6 shows XMM-Newton and Chandra temperature maps as well as the count map and residual images. From XMM-Newton we have an overall view of the temperature distribution showing a cool core region surrounded by an almost isothermal temperature distribution around 4−5 keV and some hotter spots (yellow regions) towards the outer parts of A2199. Due to its spatial resolution, the Chandra temperature map shows a complex structure with a hotter region (highlighted by the yellow semi-circular annulus), 200 arcsec from the center and opposite to the sloshed gas, that is also present in our hydrodynamical simulation results. The cooler central region has a pattern (more clear in the upper right panel of Fig. 10) that resemble in morphology the H-α filaments detected in Hubble Space Telescope images, although in a much larger scale. These plumes with temperatures below 1 keV in the very inner region are evidence of the cooling flow in A2199 that is probably, feeding the central AGN. The residual map clearly show the spiral feature embedded in the global emission of the cluster and its coincidence with regions of lower temperature, corroborating with the sloshing scenario.

3.2 Optical substructures

Using membership assignment, the caustic method identified 674 galaxies as cluster members. Then, using the spatial coordinates plus the radial velocity, we can search for optical substructures. MCLUST analysis found four overdensities within 4.578 Mpc ($3 \times R_{200}$) from the cluster X-ray emission peak: the main cluster, that has an X-ray counterpart and three subgroups. Then, for each subgroup and the corresponding galaxy membership, we use again the caustic method to estimate the characteristic radius ($r_{200}$) and masses ($M_{200}$) summarized in Table 2. The listed values indicate that the main cluster is more than 40 per cent more massive than the main subgroup (the orange one) and an order of magnitude more massive than the smaller one.

Table 2. Main properties of A2199 and its subgroups according to membership assignment. The colors stated in the first column follow Figs. 3 and 4, and the second column gives the number of member galaxies of each subgroup.

| cluster   | $N_{	ext{mem}}$ | $r_{200}$ (Mpc) | $M_{200}$ ($10^{13} M_\odot$) |
|-----------|-----------------|-----------------|-------------------------------|
| Total     | 674             | 1.16            | 3.66                          |
| Main (blue) | 348             | 1.03            | 2.57                          |
| Subgroup 1 (orange) | 193         | 0.85            | 1.47                          |
| Subgroup 2 (red)   | 68              | 0.76            | 1.05                          |
| Subgroup 3 (purple) | 65             | 0.52            | 0.35                          |

3.3 Simulation results

In this section, we present the results from the $N$-body hydrodynamical simulations. We performed a set of simulations aiming at reproducing several observed features of A2199. The main purpose of this simulation study was to evaluate whether the spiral-like morphology in the cluster core could be explained by a sloshing event seen under a high inclination angle. With this in mind, we report mainly on one specific simulation – model A – to which we sometimes refer as the ‘best model’ with its ‘best instant’, but bearing in mind that this is to be understood as one representative model within a family of similarly adequate models.

The bulk structural parameters of the clusters are similar to the observed ones, by construction. Apart from those, the other quantities that the simulation aims to reproduce are: (i) the overall temperature structure in the cluster core, and (ii) the detailed spiral-like morphology of the residuals in the cluster core. These requirements must be met simultaneously, at least within an acceptable approximation. The map of residuals (i.e. simulated X-ray emission subtracted from a fitted $\beta$ model) was the most challenging feature to recover with accuracy.

3.3.1 The orbit of the perturber

The substructures identified in Section 3.2 are located roughly 2 Mpc away from the cluster core. By trial and error, we found best results were obtained when the final position of the perturber is towards the northeast. Other configurations proved difficult to reconcile with the orientation of the spiral-like feature, as we will see in the following. We used in the simulation (model A) a substructure with virial mass $1.6 \times 10^{13} M_\odot$, meaning a mass ratio of only 1 : 20. This is consistent with the expectation of a mild collision, since the observed spiral-like feature is rather small and subtle.

The orbit of the perturber in model A is shown in Fig. 7. The pericentric passage occurs at $t = 0.72$ Gyr, at which time the separation between the cluster centres is 292 kpc. Approximately 0.83 Gyr after the pericentric passage (at $t = 1.55$ Gyr), the so-called best moment of the simulation is reached.

The trajectory in Fig. 7 is seen both face-on and under an inclination of $i = 70^\circ$. We will argue that this considerable inclination is still consistent with the observational constraints. The rotation of an angle $i$ is applied around an axis defined by the line connecting the two structures at the best moment. This is why the pericentric distance appears shortened under projection in the second frame of Fig. 7, but the separation between the structures does not. After that, another rotation is applied, now around the axis defined by the line of sight, merely to adjust the position angle in the plane of the
sky. This is done in an attempt to match the orientation of both the spiral morphology and of the putative subcluster’s current position.

By the end, the simulated galaxy group has been substantially stripped of most of its gas content, such that its X-ray emission would be nearly undetectable. This gas stripping is expected and it is seen in simulations when a group or cluster passes too close to the core of another (e.g. Doubrawa et al. 2020; Monteiro-Oliveira et al. 2020). Thus at \( t = 1.55 \) Gyr, the simulated group is located approximately 2.1 Mpc from the center of the main cluster, on the northeast quadrant. The somewhat high relative initial velocity of \( v_0 = -2500 \) km s\(^{-1}\) was needed for the group to reach the desired separation in the adequate moment.

### 3.3.2 The spiral-like morphology

Having established the mechanical aspects of the orbit, we will now look at the consequences of this encounter on the gas in the main cluster core.

In Fig. 8 we show the emission-weighted projected temperature maps for model A. These are presented as a function of time to display the evolution of the system. The central column corresponds to the best moment \( (t = 1.55 \) Gyr); the other columns show selected times that are not equally spaced but were chosen to illustrate relevant features in the evolution. After the central passage, the asymmetry begins to develop. Simulated spirals often extend to a few 100 kpc (Ascasibar & Markevitch 2006b; ZuHone et al. 2010, e.g.), but that is because they are often focused on combinations of parameters that lead to a pronounced effect. In the particular case we are studying, rather than exhibiting a well developed spiral, the sloshing here is modest, mainly due to the low mass of the perturber. On the other hand, depending on the combination of parameters, it is not uncommon for sloshing simulations to display mild asymmetries in the temperature maps, such as features that look like plumes or detached cold fronts, particularly at early times (e.g. Ascasibar & Markevitch 2006b).

The first row of Fig. 8 shows the encounter seen face-on \( (i = 0^\circ) \) and the other rows are projected under certain inclinations, which leads to the issue of projection effects. The trajectory of the substructure does define an orbital plane. This plane may coincide with the plane of the sky, in which case the morphology of

---

**Figure 6.** Top panel: Count and temperature maps from XMM-Newton. Lower panel: Chandra temperature map and residual image. The white contours represent the sloshed gas and the yellow semi-circular annulus the higher temperature region. Color bars indicate temperature values in keV.

**Figure 7.** The orbit of the subcluster (blue line) with respect to the centre of the main cluster (black cross at the origin), shown face-on (left) and projected under an inclination (right). The red circles mark the moment of pericentric passage (0.72 Gyr), and the best time (1.55 Gyr) of the simulation.
Figure 8. Emission-weighted temperature maps for the best model, at different times (columns) and under different inclinations (rows).

Figure 9. Residuals between the simulated X-ray emission and a $\beta$-model fit, at different times (columns) and under different inclinations (rows).
a general sloshing spiral is more readily understood. If there is a large inclination \( i \) between the plane of the orbit and the plane of the sky, then the morphology of the sloshing spiral becomes quite non-intuitive. Although the perturbation is triggered by an object that moves on a plane, the disturbances in the gas are not confined to the plane, nor even to a thin layer above and below the plane. Because of this tridimensionality, when projecting the temperature along an arbitrarily inclined line of sight, the contributions of the different regions of the gas will result in morphologies that are not obvious to interpret based on one frame alone. In fact, a simulated sloshing spiral, even when well developed and large, may exhibit unintuitive morphologies if projected along an axis not perpendicular to the orbital plane (e.g. Ascasibar & Markevitch 2006b; Roediger et al. 2011). The sloshing in the model we are analysing here is particularly weak, and the spiral pattern is hardly discernible in the temperature maps, without the aid of the X-ray residuals. These considerations about projection effects on gas properties are also relevant when analysing shock fronts in cluster mergers (e.g. Machado & Lima Neto 2013; Laganá et al. 2019b; Chadayammuri et al. 2021).

Concerning the choice of best moment, we see in the temperature maps of Fig. 8 that the vicinity of \( t = 1.55 \) Gyr is in principle favoured because the observations require somewhat higher temperatures \((kT > 4 \text{ keV})\) on the northeast side in contrast to the southwest. At earlier times, this contrast is not yet established; at later times, there is too much extendent structure around the cool core. Concerning the choice of inclination, none could be strongly ruled out based solely on the temperature maps.

The spiral-like shape of the disturbance in the gas becomes apparent when we consider the residuals of Fig. 9. We use the gas densities and temperatures to compute the X-ray emission assuming pure bremsstrahlung \((\propto n_e^2T^{3/2})\). A \( \beta \)-model is then fitted to the simulated X-ray map and subtracted from it. The result is shown in Fig. 9 with the same arrays of times and inclinations of Fig. 8. We find that the approximate morphology is recovered at \( t = 1.55 \) Gyr and it seems to be time-sensitive, meaning that the target morphology worsens considerably only a few 100 Myr earlier or later. Based on a visual inspection, it might be argued that the \( i = 70^\circ \) offers a fair agreement with the observational residuals. Although the other inclinations cannot be confidently ruled out, at low \( i \) the north region does not seem ideal, while at \( i = 90^\circ \) the non-axisymmetry seems slightly decreased. Thus we adopt the moment \( t = 1.55 \) Gyr with \( i = 70^\circ \) as the preferred reference model. Even though it cannot be said to produce strikingly better agreement, it serves as a representative case of a range of acceptable results.

With this in mind, we present a comparison between that simulation model and the observations in Fig. 10. While the simulated temperature map does capture the overall features, it shows a minor shortcoming: the simulated hot gas on the northeast is not as hot as in the observations, although the departure is hardly greater than 0.5–1.0 keV. Regarding the comparison between residuals in the bottom panels of Fig. 10, again we find a fair overall agreement, with a few drawbacks. In general, the spiral-like shape unfurls in the correct counterclockwise direction – which necessarily placed the perturbing group on the quadrant where it is found. The dark region of greatest deficit is also reproduced in the correct orientation. The shortcomings are that this simulated dark region is not as intense and not quite as large as in the observations. However this is a sensitive region where the effects of the AGN might be relevant, and that is not included in the present simulation.

Additionally, we present in Fig. 11 other gas (and dark matter) properties relating to the best moment of model A, namely: the projected dark matter mass, pressure, entropy \((S = kTn_e^{2/3})\), temperature, gas density, X-ray emission, fitted \( \beta \)-model and residuals. It is noticeable that the asymmetry is very mild in all quantities. Temperature maps are often the most sensitive to cold fronts, shocks and general gas disturbances during cluster mergers. Here, the temperature map is the only direct quantity in which the asymmetry is immediately perceptible (apart from the residuals). Yet, it should be noted that the dynamic range of the temperature maps is quite narrow, which contributes to it being more sensitive to small jumps. In cases of a very pronounced sloshing, the outline of the spiral may be hinted at in the density or in the direct X-ray maps. Here, such asymmetry is barely recognizable even a posteriori in those two direct maps. Finally, the residuals from the subtracted \( \beta \)-model clearly highlight the phenomenon and are one of the most stringent constraints when comparing the simulation to the observation.

### 3.3.3 Parameter space

Model A was offered as a representative model within a class of acceptable solutions. Here we present a set of additional model variations. These are meant to serve as a small but systematic exploration of the consequences of varying some of the collision parameters. By keeping all other properties fixed, we highlight the effects of each individual parameter. Table 3 presents the model variations, in which we varied: the impact parameter \( b \), the relative initial velocity \( v_0 \), and the mass ratio MR. The results of the additional variations are given in Fig. 12, showing temperature maps and residuals. In each block (from top to bottom: \( b, v_0, \) and MR) the central column corresponds to the default simulation (model A), while the first and third columns correspond to variations around it.

The different impact parameters are shown in the first block.
of Fig. 12. Model b100 displays considerably greater disturbance in the gas, because in this case the central passage takes place with a very small minimum separation. Conversely, in model b700, the group passes with a greater separation and thus the perturbation is even milder than in the default model. The values of the minimum separation \(d_{\text{min}}\), i.e. the distance between the cluster centres at the moment of pericentric passage, are given in Fig. 13. The values of \(d_{\text{min}}\) are always smaller than \(b\). Central passages with \(d_{\text{min}}\) in the range 100–700 kpc clearly give rise to noticeably different morphologies. Therefore values towards the edges of this range may be ruled out – at least for the remaining fixed parameters.

The velocity of the default model was chosen such as to ensure the arrival of the perturber at a distance of \(\sim 2.1\) Mpc from the main cluster centre. This velocity is somewhat high. In the cosmological context, major mergers with such velocity would be improbable (Hayashi & White 2006), but perhaps less so for a low-mass subhalo. In the second block of Fig. 12, the results with different velocities are given. It should be noted that different velocities naturally alter the time scales of the encounter, and thus the best moments of the frames are selected accordingly. Model v1500 provides quite acceptable results. In fact, in the absence of the northeast group constraint, model v1500 might be the preferred model, due to its more plausible velocity. On the other end, model v3500, while physically implausible, is presented as an extreme case of the parameter exploration. The result is that the morphology of the sloshing alone would not be enough to draw conclusions about the velocity. The second panel of Fig. 13 shows that the pericentric distance also depends on \(v_0\) (bearing in mind that in the \(v_0\) variations \(b = 400\) kpc is fixed). This is understandable in the sense that a high-speed incoming object will not have its trajectory as easily deflected as a low-speed one. Nevertheless, this effect is relatively modest, since a wide range of velocities (1500–3500 km s\(^{-1}\)) causes \(d_{\text{min}}\) to vary by only 150 kpc. As a result, the maps of Fig. 12 are not too dissimilar from one another.

Finally, the third block of Fig. 12 compares models with different mass ratios. The main cluster is kept fixed and only the mass of the substructure is altered, by a factor of 2 above or below the default model. In the context of our analysis, this is not truly a free parameter, because the mass of the presumed perturber is already constrained by the observations. Nevertheless, this comparison indicates that the mass of the subcluster is an important factor in disturbing the gas. A very low-mass galaxy group would induce an even milder sloshing, while a group twice as massive would accentuate the features. As expected, the pericentric distances in the third panel of Fig. 13 are nearly identical for all subcluster masses.

### 3.3.4 Dynamics of the dark matter peak

Here we explore the dynamics of the inner region, focusing on the DM peak. The perturbation caused by the passage of the subcluster...
affects not only the gas but also the dynamics of the collisionless DM particles in the main cluster core.

Two ways of locating a centroid of the main cluster are: the position of the peak of DM density; and the position of the bottom of the potential well. To decrease numerical noise, we take the median position of the peak of DM density; and the position of the bottom of the potential well. The gray lines correspond to the locations of the peak of DM density. The red circles mark the beginning of the simulation ($t = 0$), the moment of pericentric passage ($t = 0.72$ Gyr) and the best instant of the simulation ($t = 1.55$ Gyr). The left frame is a face-on view and the right frame is seen under an inclination.

The evolution of this offset is shown in Fig. 14. This is analogous to figure 4 from Ascasibar & Markevitch (2006b). At first, before the pericentric passage ($t = 0.72$ Gyr) the density peak is drawn towards the right side of the figure, i.e. towards the incoming subcluster. The motion of the density peak is later bent towards the left. Thus the density peak would have been displaced – in the centre-of-mass frame – by some ~40 kpc in 0.8 Gyr. Under an inclination of $i = 70^\circ$, this would translate to about ~15 kpc in the plane of the sky.

Figure 12. Variations around the best model. From top to bottom: impact parameter, initial velocity, and mass ratio, showing temperatures and X-ray residuals for each quantity.

Figure 13. Distance between the two clusters at the moment of pericentric passage, for the model variations presented in Table 3.

Figure 14. The inner region of the main cluster, shown in the rest frame defined by the centre of mass of the main cluster. The blue lines correspond to the bottom of the potential well. The gray lines correspond to the locations of the peak of DM density. The red circles mark the beginning of the simulation ($t = 0$), the moment of pericentric passage ($t = 0.72$ Gyr) and the best instant of the simulation ($t = 1.55$ Gyr). The left frame is a face-on view and the right frame is seen under an inclination.
4 SUMMARY AND CONCLUSIONS

Abell 2199 is a galaxy cluster showing signatures of gas sloshing. In particular, Nulsen et al. (2013) proposed that some features of A2199 might be understood as a sloshing event seen approximately edge-on, pointing out that they are broadly consistent with general sloshing simulations. In this paper, we aimed at producing dedicated simulations tailored to account for the quantitative observed properties of A2199. We wished to evaluate whether the detailed projected morphology of the spiral-like feature was plausible under a large inclination angle.

The Chandra temperature map shows a complex distribution in the very inner part. Although in a larger scale, this cooler region shows some filaments that resembles in morphology the H-α ones seen in HST images. This may be an evidence of the cooling flow towards the central galaxy. The residual map shows a spiral-arm morphology characteristic of sloshing due to a minor merger event, that was confirmed by the optical analysis and supported by the simulation results.

From the optical analysis we detect 674 cluster member galaxies sub-divided into a main group and three subgroups, indicating that A2199 is still in the process of virialization.

We carried out several hydrodynamical N-body simulations whose initial conditions were meant to satisfy the observed density profile and temperature profile. We obtained a range of plausible models and offered one to be discussed as a representative case. In that scenario, a galaxy group of virial mass $1.6 \times 10^{15} M_\odot$ passes by the main cluster at a minimum separation of 292 kpc. This mass is of the same order of magnitude as one of the subgroups identified in the optical analysis. We would be observing the system 0.8 Gyr after the pericentric passage. The simulation results were projected by an inclination of $i = 70^\circ$ between the plane of the orbit and the plane of the sky; we found that this inclination is still consistent with the observations.

Since the optical analysis revealed a few substructures with masses of $\sim 10^{13-14} M_\odot$, we investigated whether a simulation model could be found in which the perturber was approximately comparable those substructures. A suitable candidate would be a putative galaxy group located towards the northeast quadrant. Other orientations were difficult to reconcile with the shape of the spiral-like feature in the gas. In any case, the simulated substructure would be currently more than 2 Mpc away from the cluster core. We argue that the perturber used in the simulations is plausible, because the structures identified by the optical analysis have similar distances from the center. This suggests that the proposed collision is within a realistic regime, although we cannot identify one specific system as the observed counterpart. We were able to find adequate models where several gas properties are recovered within acceptable agreement. However, for the group in question to be considered the responsible for the perturbation, a somewhat high relative initial velocity of 2500 km s$^{-1}$ was needed in the simulation. If this constraint were lifted—i.e. if the perturber had the freedom to end at alternative separations—, then models with relative velocity of 1200 km s$^{-1}$ would account for the morphological features with similar degrees of accuracy.

The age of the collision was estimated as $\sim 0.4$ Gyr by Nulsen et al. (2013), based on the current extent of the northern plume and on the expected speed of a cold front compared to the local sound speed. Since this relies on a projected plume size with unknown inclination, the age estimate may be regarded as a lower limit. In any case, this is much older than the shocks driven by AGN outbursts.

In the model we presented, the age of 0.8 Gyr is in part a consequence of the requirement that the perturbing group reach a large final separation.

In our reference model, an inclination of $i = 70^\circ$ was adopted. However, the morphology of the spiral feature was not tightly constrained by the inclination. Even though other inclinations cannot be strongly ruled out, we find that the model is indeed consistent with large inclination angles. Projecting a sloshing spiral under arbitrary inclinations generally gives rise to morphologies that are not trivial to interpret, specially when the line of sight is almost parallel to the orbital plane (e.g. Roediger et al. 2011). In this sense, it is not obvious a priori what the precise sloshing signature would be for a given cluster model under large inclination. The fact that this particular model, constructed to match the observations, gives rise to a comparable spiral feature indicates the consistency of the scenario.

The sloshing signature is generally characterized by cool gas that was driven out of the cluster core. In the temperature maps, this tends to produce a non-axisymmetric feature. In our specific model, the disturbance is somewhat mild, due to the low mass of the perturbing group. Coupled with the inclination, this resulted in a temperature map with a slightly asymmetric cool core and a higher temperature towards the northeast. These properties, as well as the temperature ranges, are globally in agreement with the observations, namely roughly 2 keV in the cool core and 4 keV in the northeast.

Yet the sloshing spiral is more noticeable in the maps of residuals, i.e. the fitted $\beta$ models subtracted from the simulated X-ray emission. The simulated spiral is slightly smaller in extent than the observed one. Although the agreement is not perfect, the overall shape and orientation of the excess are adequate, as well as the dark region of deficit. Disagreements in the scale of a few 10 kpc are expected, since this simulation does not include the effects of the AGN, and thus it could not have been expected to reproduce small-scale features caused by the injection of energy from the radio jets. Nevertheless, the fact that such an idealized model spontaneously gave rise such to such a detailed feature is a good indication of the general consistency of the scenario and the mechanism.

The exploration of the parameter space around the default model illustrates the role played by each parameter and also suggests ranges of confidence. All other quantities having been fixed, the impact parameter $b$ is naturally related to $d_{\text{min}}$, the minimum separation at the instant of pericentric passage. We found that models with $d_{\text{min}} \sim 300$ kpc gave the best results, while $d_{\text{min}} \sim 100$ kpc or $d_{\text{min}} \sim 600$ kpc would cause, respectively, too violent or too mild disturbances. The initial velocities also affect the pericentric separation, but to a lesser degree. The high velocity (2500 km s$^{-1}$) of the default model was imposed by the constraint of matching the perturber position, but smaller velocities (1200 km s$^{-1}$) would produce acceptable results otherwise. The mass ratio of 1:20 was also adopted because of the assumption of the northeast group as the perturber. A substructure more massive by a factor of 2 would also be adequate.

Finally, we measured the offset of the dark matter peak of the main cluster, with respect to its centre-of-mass restframe. Due to the gravitational perturbation, the peak was displaced by roughly $\sim 40$ kpc in the 0.8 Gyr since pericentric passage. Seen in projection, this would mean an offset of $\sim 15$ kpc in the plane of the sky.

Some simplifications are present in such idealized simulations: the initial clusters are perfectly spherical, there are no substructures, and the phenomenon is modeled based on one single encounter. Such assumptions are needed to isolate the phenomenon under study. However, real clusters naturally have a much more...
complicated history, undergoing multiple merging events. In this sense, it cannot be decisively argued that the simulated group is the sole cause of the currently observed sloshing. Rather, we conclude that it is a plausible candidate, since a consistent orbit can be found; but noting that other encounters with objects of similar mass could also have given rise to the sloshing features.

Finally, the off-axis collision between A2199 and a galaxy group explored in this work could also induce gravitational perturbations in the galaxies as well, modifying their original orbits around A2199’s gravitational centre. Indeed, Burns et al. (1983) argued in favour of a possible motion of 3C 338 as the main driver of the unusual and complex structures seen at kiloparsec-scale images of this source. We will analyse this scenario for 3C 338 in the context of three-dimensional hydrodynamic simulations in a forthcoming paper.
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