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Abstract

We classify all 2-term $L_\infty$-algebras up to isomorphism. We show that such $L_\infty$-algebras are classified by a Lie algebra, a vector space, a representation (all up to isomorphism) and a cohomology class of the corresponding Lie algebra cohomology.
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1 Introduction

$L_\infty$-algebras are generalizations of Lie algebras. They are chain complexes of vector spaces on which there is a graded anti-symmetric bracket which satisfies Jacobi-like identities. They were introduced in the early 90’s and their applications have become numerous over the last thirty years [13]. In theoretical physics, $L_\infty$-algebras are often an appropriate underlying structure to encode the gauge parameters and the field equations of a field theory [4]. Particular examples of such field theories include closed bosonic string theories, higher Chern-Simons theories and local prequantum field theories [14, 10, 2].

In classical string theory, another similar structure can also be considered: a Lie 2-algebra. This structure categorifies that of a Lie algebra [1]. This generalization of a Lie algebra is a natural consequence of replacing point particles in classical mechanics by strings. Whereas point particles can be represented canonically by an object in a category, it is natural to represent strings by a morphism in another suitable 2-category [2]. As both an $L_\infty$-algebra and a Lie 2-algebra describe classical string theory, it is natural to assume that there is a connection between them. This connection was proven by Baez and Crans in 2004. They showed in [1] that the categories of
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semistrict Lie 2-algebras and of 2-term $L_\infty$-algebras are equivalent. Moreover, they also proved some primary results into the classification of Lie 2-algebras. One of those results is [1, Theorem 57], in which they state that there is a one-to-one correspondence between equivalence classes of Lie 2-algebras and isomorphism classes of triples consisting of a Lie algebra $\mathfrak{g}$, a representation $(\rho, V)$ of $\mathfrak{g}$, and a 3-cocycle in the Lie algebra cohomology on $\mathfrak{g}$ with values in $V$.

They do not use this result to classify all semistrict Lie 2-algebras up to isomorphism, however. More recent research has been more focused on string Lie 2-algebras and on applying this structure to string theory than on further classification [12, 9, 7]. Consequently, further classification of semistrict Lie 2-algebras has not been done yet.

The previous result does however indicate what classification up to isomorphism might look like. As an equivalence of semistrict Lie 2-algebras implies that the two considered structures are isomorphic on homology, the vector spaces that are modded out by taking homology cannot be retrieved from the previously mentioned isomorphism classes of triples. A natural suggestion would thus be to include those in the classification data. By the first isomorphism theorem, those vector spaces must be isomorphic, so this would require us to extend the isomorphism classes of triples to those of quadruples.

In this paper, we show that this suffices to classify all 2-term $L_\infty$-algebras up to isomorphism. As it was proven in [1] that the categories of 2-term $L_\infty$-algebras and semistrict Lie 2-algebras are equivalent, our classification of 2-term $L_\infty$-algebras will also classify all semistrict Lie 2-algebras.

We choose to prove our statements in terms of 2-term $L_\infty$-algebras, as they allow for simpler and more explicit calculations. We show that the isomorphism classes of all 2-term $L_\infty$-algebras are given by isomorphic quadruples of a Lie algebra, a vector space, a representation, and a cohomology class of the given Lie algebra cohomology.

In Section 2, we will recall the category of 2-term $L_\infty$-algebras and highlight the involved equations. In Section 3, we will prove our classification statements in three steps. Firstly, we define a property of 2-term $L_\infty$-algebras, decomposability, and show that all 2-term $L_\infty$-algebras are isomorphic to a decomposable one. Secondly, we will introduce elementary concepts from Lie algebra cohomology and then we give a type of example of 2-term $L_\infty$-algebras. Thirdly, we show that every decomposable 2-term $L_\infty$-algebra is isomorphic to a 2-term $L_\infty$-algebra of the type considered in the example and that those examples are unique up to isomorphic quadruples of a Lie algebra $\mathfrak{g}$, a vector space $U$, a representation $(\rho, V)$, and an element in $H^3(\mathfrak{g}, \rho, V)$. We conclude by discussing some possible paths for future classification.

2 The category of 2-term $L_\infty$-algebras

A 2-term $L_\infty$-algebra is an $L_\infty$-algebra concentrated in degree one and zero. We recall the notions of a 2-term $L_\infty$-algebra and a morphism between two of them, and we will give an example for each. We choose our conventions so that our definitions of coincide with (suitable restrictions of those in) [5] and [6]. If not explicitly mentioned, we assume all maps between vector spaces are linear.

**Definition 2.1.** A 2-term $L_\infty$-algebra is a graded vector space $L = L_0 \oplus L_1$ with

1. a differential $d : L_1 \to L_0$;
2. a bracket $[\cdot, \cdot] : L \wedge L \to L$ of degree 0 such that
   \[
   d([x, v]) = [x, d(v)] \tag{1}
   \]
   and
   \[
   [d(u), v] = [u, d(v)] \tag{2}
   \]
for $x \in L_0$ and $u,v \in L_1$;

3. a Jacobiator $J : L_0 \wedge L_0 \wedge L_0 \to L_1$ such that

$$d(J_{x,y,z}) = [x, [y,z]] - [[x,y],z] - [y, [x,z]]$$

and

$$J_{d(v),y,z} = [v, [y,z]] - [[v,y],z] - [y, [v,z]]$$

for $x,y,z \in L_0$ and $v \in L_1$ (note that we write $J_{x,y,z} := J(x \wedge y \wedge z)$).

such that the following equation holds:

$$\sum_{\sigma \in \text{Sh}(1,3)} (-1)^\sigma [x_{\sigma(1)}, J_{x_{\sigma(2)}; x_{\sigma(3)}; x_{\sigma(4)}}] - \sum_{\sigma \in \text{Sh}(2,2)} (-1)^\sigma J_{[x_{\sigma(1)}; x_{\sigma(2)}]; x_{\sigma(3)}; x_{\sigma(4)}} = 0$$

(5)

for $x_1, x_2, x_3, x_4 \in L_0$, where

$$\text{Sh}(m,n) := \{ \sigma \in S_{m+n} \mid \sigma(i) < \sigma(i+1) \text{ for all } 1 \leq i \leq m+n-1, i \neq m \}$$

(6)

for $m,n \in \mathbb{N}$.

It is worthwhile to note that the bracket and the Jacobiator can also be seen as a chain map and a chain homotopy on their respective chain complexes. The interested reader can find more about this in [11].

**Example 2.2.** A simple example of a 2-term $L_\infty$-algebra can be given as follows. Let $\mathbb{H}$ be the algebra of quaternions, and for $z \in \mathbb{H}$, let $\text{Re}(z)$ and $\text{Im}(z)$ denote the real and imaginary part of $z$ respectively, that is, $\text{Re}(1) = 1$, $\text{Im}(i) = i$, $\text{Im}(j) = j$, $\text{Im}(k) = k$ and $\text{Im}(1) = \text{Re}(i) = \text{Re}(j) = \text{Re}(k) = 0$. Then for $v \in \mathbb{H}$, the graded vector space $\mathbb{H} \oplus \mathbb{H}$ is a 2-term $L_\infty$-algebra, with

1. a differential $d = \text{Re} : \mathbb{H} \to \mathbb{H}$;

2. a bracket $[\cdot, \cdot] : \mathbb{H} \oplus \mathbb{H} \wedge \mathbb{H} \oplus \mathbb{H} \to \mathbb{H} \oplus \mathbb{H}$ given by

$$[a \oplus b, c \oplus d] = \text{Im}(\text{Im}(a)\text{Im}(c)) \oplus \text{Im}(\text{Im}(a)\text{Im}(d) + \text{Im}(b)\text{Im}(c));$$

3. a Jacobiator $J : \Lambda^3 \mathbb{H} \to \mathbb{H}$ determined by

$$J(1,i,j) = 0; \quad J(1,i,k) = 0; \quad J(1,j,k) = 0; \quad J(i,j,k) = \text{Im}(v).$$

(9)

**Definition 2.3.** Let $(L,d,[\cdot, \cdot], J)$ and $(L', d', [\cdot', \cdot'], J')$ be two 2-term $L_\infty$-algebras. A 2-term $L_\infty$-algebra morphism from $L$ to $L'$ is a pair $(\phi, \Phi)$, with

- a map $\phi : L \to L'$ of degree 0 such that

$$\phi(d(v)) = d'(\phi(v))$$

(10)

for $v \in L_1$;
a map \( \Phi : L_0 \wedge L_0 \to L'_1 \) such that
\[
d'(\Phi(x \wedge y)) = \phi([x, y]) - [\phi(x), \phi(y)]'
\]
and
\[
\Phi(d(v) \wedge y) = \phi([v, y]) - [\phi(v), \phi(y)]'
\]
for \( x, y \in L_0 \) and \( v \in L_1 \), such that the following equation holds:
\[
\phi(J_{x_1, x_2, x_3}) - J'_{\phi(x_1), \phi(x_2), \phi(x_3)} = \sum_{\sigma \in \mathcal{B}(1, 2)} (-1)^{\sigma} \left( [\phi(x_{\sigma(1)}), \Phi_{x_{\sigma(2)}, x_{\sigma(3)}'}] + \Phi_{x_{\sigma(1)}, [x_{\sigma(2)}, x_{\sigma(3)}]} \right)
\]
for \( x_1, x_2, x_3 \in L_0 \), where \( \Phi_{x_1, x_2} \coloneqq \Phi(x_1 \wedge x_2) \).

Again, the maps \( \phi \) and \( \Phi \) are a chain map and chain homotopy in their respective chain complexes. More information on this can be found in [10].

As a morphism between 2-term \( L_\infty \)-algebras consists of two different maps, it might not be evident how to compose them. We will thus give the description of composition of said morphisms in the following definition.

**Definition 2.4.** Let \((L, d, [, [, J]), (L', d', [, [, J')\) and \((L'', d'', [, [, J'')\) be three 2-term \( L_\infty \)-algebras, and let
\[
(\phi, \Phi) : (L, d, [, [, J) \to (L', d', [, [, J')
\]
and
\[
(\phi', \Phi') : (L', d', [, [, J') \to (L'', d'', [, [, J'')
\]
be two 2-term \( L_\infty \)-algebra morphisms. The composition of \((\phi, \Phi)\) and \((\phi', \Phi')\) is \((\phi' \circ \phi, \Psi_{\phi', \phi})\), where \( \Psi_{\phi', \phi} \) is the map
\[
\Psi_{\phi', \phi} : L_0 \wedge L_0 \to L''_1 \\
x \wedge y \mapsto \Phi'_{\phi(x), \phi(y)} + \phi'(\Phi_{x, y}).
\]

It is clear from this definition that the identity morphism is given by \((id, 0)\). It is shown in [7] that a morphism of 2-term \( L_\infty \)-algebras \((\phi, \Phi)\) is an isomorphism of 2-term \( L_\infty \)-algebras if \( \phi \) is a linear isomorphism, as the inverse morphism is given by \((\phi^{-1}, \Phi')\), where \( \Phi' : L_0' \wedge L_0' \to L_1 \) is given by \( \Phi'(x, y) = \phi^{-1}(\Phi^{-1}(x), \phi^{-1}(y)) \).

**Example 2.5.** Consider the 2-term \( L_\infty \)-algebra \( H \oplus H \) from Example 2.2. Then the two maps
1. \( \phi : H \oplus H \to H \oplus H \) determined by
\[
\phi(1 \oplus 0) = 1 \oplus 0; \quad \phi(i \oplus 0) = j \oplus 0; \quad \phi(j \oplus 0) = k \oplus 0; \quad \phi(k \oplus 0) = l \oplus 0;
\]
\[
\phi(0 \oplus 1) = 0 \oplus 1; \quad \phi(0 \oplus i) = 0 \oplus j; \quad \phi(0 \oplus j) = 0 \oplus k; \quad \phi(0 \oplus k) = 0 \oplus l, \quad \text{and}
\]
2. \( \Phi : \Lambda^2 H \to H \) determined by
\[
\Phi(1 \wedge i) = 0; \quad \Phi(1 \wedge k) = 0; \quad \Phi(j \wedge k) = Re(\nu(j - k)i); \quad \Phi(1 \wedge j) = 0; \quad \Phi(i \wedge j) = Re(\nu(i - j)k); \quad \Phi(k \wedge i) = Re(\nu(k - i))j
\]
form an automorphism of 2-term \( L_\infty \)-algebras on \( H \oplus H \).
3 Classification

In this section, we will give the full classification procedure of 2-term $L_\infty$-algebras. For the sake of clarity, this procedure is split in three parts.

3.1 Decomposable 2-term $L_\infty$-algebras

In this first subsection, we will define a specific property some 2-term $L_\infty$-algebras have: decomposability. We will then show that every 2-term $L_\infty$-algebra is isomorphic to a decomposable one. First, to help us prove this statement, we will prove a proposition which states that the structure of a 2-term $L_\infty$-algebra can be transferred to an isomorphic graded vector space, for which the new differential, bracket and Jacobiator are uniquely determined by the given isomorphism of graded vector spaces and a given linear map. This is an altered version of the Homotopy Transfer Theorem, which states that the structure of a 2-term $L_\infty$-algebra can be transferred to any of its homotopy retracts [8]. The 2-term $L_\infty$-algebra structure induced by this proof, however, is not necessarily isomorphic to the aforementioned structure, but both structures are rather isomorphic on homology. We will focus on the situation in which the homotopy retract is linearly isomorphic to the 2-term $L_\infty$-algebra. In this case, the transferred structure is isomorphic to the induced one as 2-term $L_\infty$-algebras, which is a slightly stronger statement than the Homotopy Transfer Theorem provides.

**Proposition 3.1.** Let $(L, d, \lbrack \cdot, \cdot \rbrack, J)$ be a 2-term $L_\infty$-algebra, let $L' = L'_0 \oplus L'_1$ be a graded vector space, and let $\phi : L \to L'$ be a graded linear isomorphism and let $\Phi : L_0 \wedge L_0 \to L'_1$ be a linear map. Then $(L', d', \lbrack \cdot, \cdot \rbrack', J')$, with $d', \lbrack \cdot, \cdot \rbrack'$ and $J'$ uniquely defined by Equation (10)-(13), is a 2-term $L_\infty$-algebra isomorphic to $(L, d, \lbrack \cdot, \cdot \rbrack, J)$.

**Proof.** It suffices to show that $(L', d', \lbrack \cdot, \cdot \rbrack', J')$ satisfies Equation (1)-(5). As those equations define $d', \lbrack \cdot, \cdot \rbrack'$ and $J'$ in terms of linear maps, it is not hard to deduce that those maps are linear as well. For $x' \in L'_0$ and $u', v' \in L'_1$, we obtain by a suitable application of Equation (1) on $L$ that

$$[x', d'(v')] = [\phi(\phi^{-1}(x')), \phi(d(\phi^{-1}(v')))]' = \phi([\phi^{-1}(x'), d(\phi^{-1}(v'))]) - d'(\Phi(\phi^{-1}(x') \wedge d(\phi^{-1}(v'))))$$

$$= \phi(d([\phi^{-1}(x'), \phi^{-1}(v')])) - d'(\Phi(\phi^{-1}(x') \wedge d(\phi^{-1}(v')))) = d'([x', v'])$$

which proves Equation (1) holds on $L'$.

Similarly, applying Equation (2) on $L$ yields

$$[u', d'(v')]' = [\phi(\phi^{-1}(u')), \phi(d(\phi^{-1}(v')))]' = \phi([\phi^{-1}(u'), d(\phi^{-1}(v'))]) - \Phi(d(\phi^{-1}(u')) \wedge d(\phi^{-1}(v')))$$

$$= \phi(d([\phi^{-1}(u'), \phi^{-1}(v')])) - \Phi(d(\phi^{-1}(u')) \wedge d(\phi^{-1}(v')))) = [\phi(d(\phi^{-1}(u'))), \phi(\phi^{-1}(v'))]' = [d'(u'), v']',$$

which is Equation (2) for $L'$.

For $x_1, x_2, x_3, y, z \in L_0$ and $v \in L_1$, we obtain, by suitably applying Equation (4)-(5) on $L$ and
Equation (1)-(2) on $L'$, that

$$d'(J_{\phi(x_1), \phi(x_2), \phi(x_3)}) = d' \left( \phi(J_{x_1, x_2, x_3}) - \sum_{\sigma \in \text{Sh}(1,2)} (-1)^\sigma \left( \phi(x_{\sigma(1)}), \Phi, x_{\sigma(3)} \right) + \Phi x_{\sigma(1)} x_{\sigma(2)} x_{\sigma(3)} \right)$$

$$= \sum_{\sigma \in \text{Sh}(1,2)} (-1)^\sigma \left( \phi(x_{\sigma(1)}), x_{\sigma(2)}, x_{\sigma(3)} \right)$$

$$- \left( \phi(x_{\sigma(1)}), [x_{\sigma(2)}, x_{\sigma(3)}] \right),$$

and that

$$J_{d'(v), \phi(y), \phi(z)} = J_{d(v), \phi(y), \phi(z)}$$

$$= \left( \phi(J_{d(v), y, z}) - [\phi(d(v)), \Phi, y, z] + [\phi(y), \Phi, d(v), z], \phi(z), \phi(d(v), y) \right)$$

$$- \Phi d(v), y, z + \Phi, d(v), z - \Phi, z, d(v), y$$

$$= [\phi(v), \phi(y), \phi(z)] - [\phi(v), \phi(y), z] - [\phi(y), \phi(z)],$$

proving that Equations (3)-(4) hold on $L'$.

An analogous but more cumbersome calculation shows that the quantity

$$\sum_{\sigma \in \text{Sh}(1,3)} (-1)^\sigma [\phi(x_{\sigma(1)}), J_{\phi(x_{\sigma(2)}), \phi(x_{\sigma(3)}), \phi(x_{\sigma(4)})}]$$

$$- \sum_{\sigma \in \text{Sh}(2,2)} (-1)^\sigma J_{\phi(x_{\sigma(1)}), \phi(x_{\sigma(2)}), \phi(x_{\sigma(3)}), \phi(x_{\sigma(4)})}$$

(21)

reduces to

$$\sum_{\sigma \in \text{Sh}(1,3)} (-1)^\sigma [x_{\sigma(1)}, J_{x_{\sigma(2)}, x_{\sigma(3)}, x_{\sigma(4)}}] - \sum_{\sigma \in \text{Sh}(2,2)} (-1)^\sigma J_{x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}, x_{\sigma(4)}}.$$

(22)

which is zero by definition of $J$. Combining those results, we have proven that Equation (1)-(5) hold on $L'$. $\square$

This proposition supports the intuition that transporting a given 2-term $L_\infty$-algebra via a supposed isomorphism of 2-term $L_\infty$-algebras induces another 2-term $L_\infty$-algebra, which is automatically isomorphic to the given one. Also note that for any linear graded isomorphism $\phi : L \to L'$, any linear map $\Phi : L_0 \to L_0'$ induces a 2-term $L_\infty$-algebra structure on $L'$ which are all isomorphic to $L$, as the maps $d'$, $[\cdot, \cdot]'$ and $J'$ will change accordingly. We now give the property concerning 2-term $L_\infty$-algebras which will help us in the first step of our classification.
Definition 3.2. A 2-term $L_{\infty}$-algebra $(L = L_0 \oplus L_1, d, [\cdot, \cdot], J)$ is called decomposable if there exist a splitting $L_1 = U \oplus \ker(d)$ such that

$$[L_0, U] \subseteq U. \quad (23)$$

We note that this equivalent to saying that the projection of $[x, u] \in U \oplus \ker(d)$ on $\ker(d)$ is zero for all $x \in L_0$ and $u \in U$. This definition relates to that of a decomposable representation. This can be seen by the fact that $[L_0, \ker(d)] \subseteq \ker(d)$, which follows from Equation (1): $d([x, v]) = [x, d(v)] = 0$ for $x \in L_0$ and $v \in \ker(d)$. This implies that the (quasi)-adjoint map $\text{ad}_g : L_0 \to \mathfrak{gl}(L_1)$, $x \mapsto [x, \cdot]$ can be decomposed into two parts, in a similar vein as is customary for representations. It is important, however, to note that $L_0$ needs not be a Lie algebra, and hence, we here have to generalize definitions known from standard representation theory.

The following theorem functions as a stepping stone to the further classification theorems. In the following theorem and the remainder of the article, we will use the following notation for the sake of clarity. If $U$ and $V$ are vector spaces, and $x \in U \oplus V$, we denote the projection of $x$ on $U$ by $x^U$.

Theorem 3.3. Every 2-term $L_{\infty}$-algebra is isomorphic to a decomposable one.

Proof. Let $(L, d, [\cdot, \cdot], J)$ be a 2-term $L_{\infty}$-algebra. We will construct a decomposable 2-term $L_{\infty}$-algebra $L'$ that is isomorphic to $L$. In order to do that, we set $L' := L_0 \oplus (\ker(d) \oplus \text{im}(d))$, and we let $U$ be a subspace of $L_1$ such that $L_1 \cong \ker(d) \oplus U$, and $\mathfrak{g}$ a subspace of $L_0$ such that $L_0 = \mathfrak{g} \oplus \text{im}(d)$. Then the map

$$f : \ker(d) \oplus U \to \ker(d) \oplus \text{im}(d)$$

$$v \oplus u \mapsto v \oplus d(u) \quad (24)$$

is a linear isomorphism. Furthermore, we denote

$$\phi := \text{id} \oplus f : L_0 \oplus L_1 \to L'_0 \oplus L'_1 \quad (25)$$

and

$$\Phi : L_0 \land L_0 \to L'_0$$

$$\Phi(x \land y) := ([x \land \text{im}(d), f^{-1}(y \land \text{im}(d))] + [x \land \text{im}(d), f^{-1}(y \land \text{im}(d))] + [f^{-1}(x \land \text{im}(d)), y \land \text{im}(d)]. \quad (26)$$

Note that the first term in this expression is anti-symmetric by Equation (2), as is the sum of the latter two. By Proposition 3.1, we find that $(L', d', [\cdot, \cdot]', J')$, with $d', [\cdot, \cdot]'$ and $J'$ uniquely defined by Equation (10)-(13), is a 2-term $L_{\infty}$-algebra isomorphic to $(L, d, [\cdot, \cdot], J)$. Moreover, for $u \in \text{im}(d)$ and $x \in L_0$, we find that

$$[x, u]' = \phi([\phi^{-1}(x), \phi^{-1}(u)]) - \Phi(\phi^{-1}(x) \land d(\phi^{-1}(u))) = f([x, f^{-1}(u)]) - \Phi(x \land d(f^{-1}(u)))$$

$$= f([x, f^{-1}(u)]) - ([x \land \text{im}(d), f^{-1}(d^{-1}(u))] + [x \land \text{im}(d), f^{-1}(d^{-1}(u))]_{\ker(d)}$$

$$= f([x, f^{-1}(u)]) - [x, f^{-1}(d^{-1}(u))]_{\ker(d)} = f([x, f^{-1}(u)]) - [x, f^{-1}(u)]_{\ker(d)}$$

$$= d([x, f^{-1}(u)]) \in \text{im}(d), \quad (27)$$

which shows that $(L', d', [\cdot, \cdot]', J')$ is decomposable. \qed
3.2 The fundamental example

In this subsection, we will define some important aspects of Lie algebra cohomology as in [1] and give an example of a 2-term $L_\infty$-algebra using this cohomology. This type of example will be quintessential in the two proofs in the next subsection.

Let $\mathfrak{g}$ be a Lie algebra with Lie bracket $[\cdot, \cdot]_\mathfrak{g}$, and let $(\rho, V)$ be a Lie algebra representation of $\mathfrak{g}$. We then define the cochain complex $C(\mathfrak{g}, \rho, V)$ by setting $C_n(\mathfrak{g}, \rho, V)$ to be the vector space of linear maps $f : \Lambda^n \mathfrak{g} \to V$ and by setting the differential $\delta$ to be

$$(\delta f)(x_1, \ldots, x_{n+1}) := \sum_{\sigma \in \text{Sh}(1,n)} (-1)^\sigma \rho([x_{\sigma(1)}, \ldots, x_{\sigma(n+1)}]) f(x_{\sigma(2)}, \ldots, x_{\sigma(n+1)})$$

for $f \in C_n(\mathfrak{g}, \rho, V)$. It has been already proven in [3] that $\delta^2 = 0$. We then call the cohomology of this complex $H(\mathfrak{g}, \rho, V)$.

**Definition 3.4.** An $n$-cocycle is an element $f \in C_n(\mathfrak{g}, \rho, V)$ such that $\delta f = 0$.

**Definition 3.5.** Let $\mathfrak{g}$ and $\mathfrak{h}$ be two Lie algebras with Lie brackets $[\cdot, \cdot]_\mathfrak{g}$, $[\cdot, \cdot]_\mathfrak{h}$, and let $(\rho, V)$ and $(\sigma, W)$ be a Lie algebra representation of $\mathfrak{g}$ and of $\mathfrak{h}$ respectively. We say that $J \in C_n(\mathfrak{g}, \rho, V)$ and $K \in C_n(\mathfrak{h}, \sigma, W)$ are cohomologous if there exists a Lie algebra morphism $\psi : \mathfrak{g} \to \mathfrak{h}$ and an intertwiner $t : V \to W$ and a linear map $\Phi : \Lambda^{n-1} \mathfrak{g} \to W$ such that

$$t(J(x_1, \ldots, x_n)) - K(\psi(x_1), \ldots, \psi(x_n)) = (\delta \Phi)(x_1, \ldots, x_n)$$

for all $x_1, \ldots, x_n \in \mathfrak{g}$, where $\delta$ in Equation (29) belongs to the cochain complex $C_n(\mathfrak{g}, \sigma \circ \psi, W)$.

Note that stating that $J$ and $K$ are cohomologous is equivalent to the stating that $t \circ J$ and $\psi^* K$ are representatives of the same cohomology class in $H(\mathfrak{g}, \sigma \circ \psi, W)$.

Using those definitions from Lie algebra cohomology, we give a type of example of 2-term $L_\infty$-algebra, which will play a crucial role in the further classification.

**Lemma 3.6.** Let $\mathfrak{g}$ be a Lie algebra with Lie bracket $[\cdot, \cdot]_\mathfrak{g}$, let $U$ be a vector space, let $(\rho, V)$ be a Lie algebra representation of $\mathfrak{g}$, and let $\tilde{J}$ be a 2-cocycle of $(\rho, V)$ on $\mathfrak{g}$. We then define the graded vector space $L = L^\mathfrak{g}_L^U.J$, by setting $L_0 := \mathfrak{g} \oplus U$ and $L_1 := V \oplus U$. We furthermore define the linear maps

1. $d : L_1 \to L_0$ given by $d(v) = v^\rho$;
2. $[\cdot, \cdot] : L \wedge L \to L$ given by $[x, y] = [x^\rho, y^\rho]_\mathfrak{g}$, by $[x, v] = \rho(x^\rho)v^\rho$ and by $[u, v] = 0$;
3. $J : L_0 \wedge L_0 \wedge L_0 \to L_1$ by $J_{x,y,z} := \tilde{J}_{x^\rho, y^\rho, z^\rho}$

for $x, y, z \in L_0$ and $u, v \in L_1$. Then $(L, d, [\cdot, \cdot], J)$ is a 2-term $L_\infty$-algebra.

**Proof.** Let $x, y, z, w \in L_0$ and $u, v \in L_1$. Some simple observations, such as the fact that $d(V) = 0$, yield that

$$d([x, v]) = d(\rho(x^\rho)v^\rho) = 0 = [x^\rho, d(v)^\rho]_\mathfrak{g} = [x, d(v)],$$

that

$$[d(u), v] = \rho((u^\rho)^\rho)v^\rho = 0 = -\rho(d(v)^\rho)u^\rho = [u, d(v)],$$
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\[ L \]
which is equal to zero as \( L \) composition statements hold:
\[ L \]
In this subsection, we will prove the main classification theorems for 2-term
\[ L \]
3.3 Main classification theorems
\[ L \]
In this construction, the vector space \( U \) appears twice: once in degree 0, and once in degree 1. It should be clear from the context in which degree elements of \( U \) reside. If this is not the case, we will explicitly mention the relevant degrees.
Furthermore, we remark that Example 2.2 can be viewed as a 2-term \( L_\infty \)-algebra of this shape. First, we note that the imaginary part of \( H \), \( \text{Im}(H) \) is a Lie algebra with bracket \([a, b] := \text{Im}(\text{Im}(a)\text{Im}(b))\), which is isomorphic to \( \mathfrak{so}(3) \). By setting \( g \) equal to \( \text{Im}(H) \), by setting \( U \) equal to the real part of \( H \), by setting \( (\rho, V) \) equal to the adjoint representation of \( \text{Im}(H) \), and by setting \( J : \Lambda^3 \text{Im}(H) \to \text{Im}(H) \) to be the map that sends \( i \wedge j \wedge k \) to \( \text{Im}(v) \in \text{Im}(H) \), we obtain \( H \oplus H \) from Example 2.2.

### 3.3 Main classification theorems

In this subsection, we will prove the main classification theorems for 2-term \( L_\infty \)-algebras. In the first theorem, we prove that every 2-term \( L_\infty \)-algebra is isomorphic to one in the shape of these from Lemma 3.6. In the second theorem, we discuss the conditions under which two 2-term \( L_\infty \)-algebras in the shape of these from Lemma 3.6 are isomorphic. First, we will show that each decomposable 2-term \( L_\infty \)-algebra gives rise to a 2-term \( L_\infty \)-algebra in the shape of these described in Lemma 3.6.

**Lemma 3.7.** Let \( (L = L_0 \oplus L_1, d, [\cdot, \cdot], J) \) be a decomposable 2-term \( L_\infty \)-algebra and fix a decomposition \( L_0 \oplus L_1 = (g \oplus \text{Im}(d)) \oplus (\ker(d) \oplus U) \) such that \( [L_0, U] \subseteq U \). Then the following statements hold:
1. \( \mathfrak{g} \) is a Lie algebra with bracket
\[
\{ \cdot, \cdot \}_g : \mathfrak{g} \wedge \mathfrak{g} \to \mathfrak{g};
\]
\[
[y, z]_g = [y, z]^g;
\] (37)

2. the map
\[
\rho : \mathfrak{g} \to \mathfrak{gl}(\text{ker}(d))
\]
\[
\rho(x)(v) = [x, v]^\text{ker(d)},
\] (38)
is a Lie algebra representation of \( \mathfrak{g} \) on \( \text{ker}(d) \);

3. the map
\[
\tilde{J}') : \mathfrak{g} \wedge \mathfrak{g} \wedge \mathfrak{g} \to \text{ker}(d)
\]
\[
x \wedge y \wedge z \mapsto J_{x, y, z}\text{ker}(d)
\] (39)
is a 3-cocycle of \( (\rho, \text{ker(d)}) \) on \( \mathfrak{g} \).

**Proof.**

1. Note that the bracket is antisymmetric by definition. Furthermore, we find that
\[
[x, [y, z]]_g - [[x, y], z]_g - [y, [x, z]]_g = ([x, [y, z]] - [y, [x, z]])^g
\]
\[
= ([x, y], z) - [y, [x, z]])^g = d(J_{x, y, z})^g = 0,
\] (40)
for \( x, y, z \in \mathfrak{g} \), so \([\cdot, \cdot]_g\) satisfies the Jacobi identity and is thus a Lie bracket. Note that the second equality stems from the fact that, by Equation (1), \( [x, w]^g = [x, d(u)]^g = (d([x, u]))^g = 0 \) for some \( u \in L_1 \) and \( w = d(u) \).

2. For \( x, y, z, v \in \mathfrak{g} \) and \( v \in \text{ker}(d) \), Equation (1) implies that \( d([x, v]) = [x, d(v)] = 0 \), so \( [x, v] \in \text{ker}(d) \). Subsequently, we obtain that
\[
(\rho(y, z) - \rho(z)\rho(y))(v) = \rho(y, z)(v) - \rho(z)([v, y]) + \rho(y)([v, z])
\]
\[
= -[v, [y, z]] + [x, [v, y, z]] + [y, [v, z]] = -J_{d(v), y, z} = 0,
\] (41)
proving that \((\rho, \text{ker(d)})\) is a representation.

3. For \( x, y, z, w \in \mathfrak{g} \), we find that
\[
\rho(x)(\tilde{J}')_{x, y, z, w} = [x, J_{y, z, w}^\text{ker(d)}]\text{ker(d)} = [x, J_{y, z, w}^\text{ker(d)}]\text{ker(d)} + [x, J_{y, z, w}^U]\text{ker(d)}
\] (42)
by the decomposibility of \( L \), and that
\[
\tilde{J}'_{x, [y, z], w} = J_{x, [y, z], w}^\text{ker(d)} = J_{x, [y, z], w}^\text{ker(d)} + J_{x, [y, z], w}^\text{im(d)}\text{ker(d)}
\]
\[
= J_{x, [y, z], w}^\text{ker(d)} + J_{x, [y, z], w}^\text{im(d)}\text{ker(d)} = J_{x, [y, z], w}^\text{ker(d)},
\] (43)
where the last equality stems from the fact that
\[
J_{d(u), y, z} = [u, [y, z]] - [u, y], z] - [y, [u, z]] \in U
\] (44)
for $u \in U$, as our 2-term $L_\infty$-algebra $L$ is decomposable.

We then yield for $x_1, x_2, x_3, x_4 \in \mathfrak{g}$ that
\[
\delta \tilde{J}'(x_1, x_2, x_3, x_4)
= \sum_{\sigma \in \text{Sh}(1,3)} (-1)^{\sigma} \rho(x_{\sigma(1)}) \tilde{J}'_{x_{\sigma(2)}, x_{\sigma(3)}, x_{\sigma(4)}} - \sum_{\sigma \in \text{Sh}(2,2)} (-1)^{\sigma} \tilde{J}'_{x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}, x_{\sigma(4)}}
\]
\[
= \left( \sum_{\sigma \in \text{Sh}(1,3)} (-1)^{\sigma} [x_{\sigma(1)}, J_{x_{\sigma(2)}, x_{\sigma(3)}, x_{\sigma(4)}}, x_{\sigma(4)}] \right)_{\ker(d)}
\]
\[
- \sum_{\sigma \in \text{Sh}(2,2)} (-1)^{\sigma} J_{x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}, x_{\sigma(4)}}
\]
\]

which is zero as $J$ satisfies Equation (5), proving that $\tilde{J}'$ is a 3-cocycle of $\mathfrak{g}$ on $(\rho, \ker(d))$. 
\[\square\]

If we use the newly found Lie algebra, representation and 3-cocycle from Lemma 3.7 in the construction given in Lemma 3.6, we can create a new 2-term $L_\infty$-algebra.

**Corollary 3.8.** Let $L$ a decomposable 2-term $L_\infty$-algebra and fix a decomposition $(\mathfrak{g} \oplus \text{im}(d)) \oplus (\ker(d) \oplus U)$. Moreover, let $\mathfrak{g}$, $(\rho, \ker(d))$ and $\tilde{J}'$ as in Lemma 3.7. Then $L^\phi \oplus \text{im}(d), \rho, \tilde{J}'$ is a 2-term $L_\infty$-algebra.

We will now show that the 2-term $L_\infty$-algebra obtained in Corollary 3.8 is isomorphic to the original one.

**Theorem 3.9.** Let $(L = L_0 \oplus L_1, d, [\cdot, \cdot, \cdot], J)$ be a decomposable 2-term $L_\infty$-algebra and fix a decomposition $L = (\mathfrak{g} \oplus \text{im}(d)) \oplus (\ker(d) \oplus U)$. Then $L$ and $L' := L^\phi \oplus \text{im}(d), \rho, \tilde{J}'$ as constructed in Corollary 3.8 are isomorphic 2-term $L_\infty$-algebras.

**Proof.** We denote the differential, bracket and Jacobiator of $L'$ by $d'$, $[\cdot, \cdot]'$ and $J'$. Subsequently, we let $f$ as in Theorem 3.3. Now define $\phi := \text{id} \oplus f : L \rightarrow L'$ and
\[
\Phi : L_0 \land L_0 \rightarrow L'_1,
\]
\[
\Phi_{y, z} := \Phi(y \land z) = [y, z]^{\text{im}(d)}.
\]

The remark from part 1 of Lemma 3.7 yields, for $y, z \in L_0$, that
\[
d'(\Phi(y, z)) = d'([y, z]^{\text{im}(d)}) = [y, z] - [y, z]^{\phi} = [y, z] - [y^{\phi}, z^{\phi}]^{\phi} = \phi([y, z]) - [\phi(y), \phi(z)]'.
\]

For $y \in L_0$, $u \in U$ and $v \in \ker(d)$, we also have that
\[
\Phi(d(u), y) = [d(u), y]^{\text{im}(d)} = d([u, y])^{\phi} = d([u, y]) = f([u, y])
\]
\[
= f([u, y]) + \rho(y^{\phi})u' = \phi([u, y]) - [\phi(u), \phi(y)]'.
\]

by the decomposibility of $L$, and by the remark from part 2 of Lemma 3.7 we obtain
\[
\Phi(d(v), y) = 0 = [v, y] - [v, y]^{\text{ker}(d)} = [v, y] - [v, y]^{\phi} = [v, y] - [v, y]' = f([v, y]) - [\phi(v), \phi(y)]'.
\]
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Note that the third equality also uses the fact that \([v, y^{im(d)}] = [v, d(u)] = [d(v), u] = 0\), where \(u \in L_1\) is such that \(y^{im(d)} = d(u)\). We thus find that \(\Phi\) satisfies Equations (11)-(12).

Now note that \([\Phi_{x,y}, z]\)' = 0 for all \(x, y, z \in L_0\), as \(\Phi_{x,y} \in \text{im}(d)\). We then find that

\[
\sum_{\sigma \in \text{Sh}(1,2)} (-1)^\sigma \left[ [\phi(x_{\sigma(1)}), \Phi_{x_{\sigma(2)}, x_{\sigma(3)}}] + \Phi_{x_{\sigma(1)}, [x_{\sigma(2)}, x_{\sigma(3)}]} \right]
\]

\[
= \sum_{\sigma \in \text{Sh}(1,2)} (-1)^\sigma \Phi_{x_{\sigma(1)}, [x_{\sigma(2)}, x_{\sigma(3)}]} = \left( \sum_{\sigma \in \text{Sh}(1,2)} (-1)^\sigma [x_{\sigma(1)}, [x_{\sigma(2)}, x_{\sigma(3)}]]' \right) \text{im}(d) \tag{50}
\]

for all \(x_1, x_2, x_3 \in L_0\), showing that \(\Phi\) satisfies Equation (13). We thus obtain that \((\phi, \Phi)\) is an \(L_{\infty}\)-morphism. As \(\phi\) is a linear isomorphism, we conclude that \((\phi, \Phi)\) is an \(L_{\infty}\)-algebra isomorphism from \(L\) to \(L'\).

In the next theorem, we will prove that two 2-term \(L_{\infty}\)-algebras in the shape constructed in Lemma 3.6 are isomorphic if and only if their underlying Lie algebras, vector spaces and representations are isomorphic, and if their 3-cocycles are cohomologous. Whereas it is quite straightforward to give a 2-term \(L_{\infty}\)-algebra isomorphism using the isomorphisms of the corresponding Lie algebras et cetera, it is a more intricate exercise to retrieve such morphisms form a 2-term \(L_{\infty}\)-algebra isomorphism. This is mostly due to the fact that a 2-term \(L_{\infty}\)-algebra isomorphism does not have to transport the Lie algebra underlying the first 2-term \(L_{\infty}\)-algebra to the Lie algebra underlying the second. We solve this problem by first considering the image of the Lie algebra under the 2-term \(L_{\infty}\)-algebra isomorphism and subsequently projecting onto the Lie algebra underlying the second 2-term \(L_{\infty}\)-algebra.

**Theorem 3.10.** Let \(L = L^{g, U, \rho, J}\) and \(L' = L^{g', U', \rho', J'}\) be two 2-term \(L_{\infty}\)-algebras from Lemma 3.6. Then \(L\) and \(L'\) are isomorphic if and only if the following four statements hold:

1. \(g\) and \(g'\) are isomorphic Lie algebras;
2. \(U\) and \(U'\) are isomorphic vector spaces;
3. \((\rho, V)\) and \((\rho', V')\) are isomorphic representations;
4. \(J\) and \(J'\) are cohomologous under the isomorphisms of 1. and 3.

**Proof.** In this proof, we denote the differential, bracket and Jacobiator of \(L\) and of \(L'\) by \(d\), \([\cdot, \cdot]\), \(J\) and by \(d'\), \([\cdot, \cdot]\'), \(J'\) respectively.

\(\Leftarrow\) First assume that 1.-4. hold. Then we have a Lie algebra isomorphism \(\chi : g \rightarrow g'\), a linear isomorphism \(f : U \rightarrow U'\), an intertwiner \(g : V \rightarrow V'\) and a linear map \(\Phi : g \wedge g \rightarrow V'\) such that

\[
g(J_{x_1, x_2, x_3}) - J(\chi(x_1), \chi(x_2), \chi(x_3)) = (\delta \Phi)(x_1, x_2, x_3)
\tag{51}
\]

for \(x_1, x_2, x_3 \in g\). Then we define \(\phi := (\chi \oplus f) \oplus (g \oplus f) : L \rightarrow L'\) and

\[
\Phi : L_0 \wedge L_0 \rightarrow L_1',
\Phi(x, y) : = \Phi(x^g, y^g).
\tag{52}
\]
For $x, y, z \in L_0$ and $v \in L_1$, we find, by decoding the definitions of the given objects and maps, that
\[
\phi([y, z]) - [\phi(y), \phi(z)]' = \phi([y^g, z^g]_g) - [\phi(y)^g, \phi(z)^g]_g' = [\chi([y^g, z^g]_g) - [\chi(y^g), \chi(z^g)]_g]_{g'} = 0 = d'(\Phi_{g, z, z}^g) = d'(\Phi_{g, z, z}).
\]
(53)

Moreover, it is not hard to see that further unfolding of definitions yields that
\[
\phi([v, y]) = -\phi(\rho(y^g)v^g) = -\rho'((\chi(y^g))g(v^g)) = -\rho'((\phi(y)^v')\phi(v)^v) = [\phi(v), \phi(y)]'.
\]
(54)

The latter equation implies that
\[
\phi([v, y]) - [\phi(v), \phi(y)]' = 0 = \Phi_{d(v) \sigma, g g} = \Phi_{d(v), y}.
\]
(55)

Moreover, it is not hard to see that further unfolding of definitions yields that
\[
\Phi_{[g, y] \sigma, z} = \Phi_{[g, y], z} = \Phi_{[g, y], z}
\]
(56)

and that
\[
\rho'((\phi(x)^g)\Phi_{g, y, z}^g = \rho'((\phi(x)^v')\Phi_{g, y, z}^g = [\phi(x), \Phi_{g, y, z}]' = [\phi(x), \Phi_{y, z}]'.
\]
(57)

Combining those last two results gives us that
\[
\Phi(J_{x_1, x_2, x_3}) - J'_{\phi(x_1), \phi(x_2), \phi(x_3)} = g(J_{x_1^g, x_2^g, x_3^g}) - J'_{\phi(x_1)^g, \phi(x_2)^g, \phi(x_3)^g}
\]
\[
= g(J_{x_1^g, x_2^g, x_3^g}) - J'_{\chi(x_1^g), \chi(x_2^g), \chi(x_3^g)} = \rho'([\delta^g(x_1^g), x_2^g, x_3^g])
\]
\[
= \sum_{\sigma \in \text{Sh}(1,2)} (-1)^\sigma \rho'([\phi(x_{\sigma(1)})]^g)\Phi_{x_{\sigma(2)}, x_{\sigma(3)}^g} - \sum_{\sigma \in \text{Sh}(2,1)} (-1)^\sigma \Phi_{x_{\sigma(1)}, x_{\sigma(2)}^g, x_{\sigma(3)}}
\]
\[
= \sum_{\sigma \in \text{Sh}(1,2)} (-1)^\sigma \left([\phi(x_{\sigma(1)})], \Phi_{x_{\sigma(2)}, x_{\sigma(3)}}^g\right) + \Phi_{x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}}
\]
(58)

for $x_1, x_2, x_3 \in L_0$. The above calculations prove that $(\phi, \Phi)$ is a 2-term $L_1$-algebra morphism, and as $\phi$ is invertible, it is even an isomorphism of 2-term $L_1$-algebras.

Now assume that $L$ and $L'$ are isomorphic 2-term $L_1$-algebras, and let $(\phi, \Phi)$ denote an isomorphism between them. Note that by Equation (10), we have for $u \in U$ in degree 0 that
\[
\phi(u) = \phi(d(u)) = d'((\phi(u)),
\]
(59)

which proves that $\phi(U) \subseteq U'$ in degree 0. Analogously, we find that $\phi^{-1}(U') \subseteq U$, which proves that $\phi(U) = U'$ and thus that $U$ and $U'$ are isomorphic vector spaces.

If we let $v \in V$, we obtain that $d'((\phi(v)) = (\phi(d(v)) = \phi(0) = 0$, which implies that $\phi(v) \in V'$. Analogously, we find that $\phi^{-1}(v') \subseteq V$ for $v' \in V'$, and combining this with the previous observation gives us that $\phi(V) = V'$.

As this implies that $g' \oplus U' = L_0 = \phi(g \oplus U) = \phi(g) \oplus U'$, it is a simple exercise in linear algebra to deduce that
\[
\pi: \phi(g) \to g',
\]
\[
x \mapsto x^v' \quad \text{(where we view $x \in g' \oplus U'$)}
\]
(60)
is a linear isomorphism. If we let \( x, y \in g \), we have that \( \phi([x, y]) - \pi(\phi([x, y])) \in U' \), and thus that

\[
U' \ni d'(\Phi(x, y)) = \phi([x, y]) - [\phi(x), \phi(y)]' = \phi([x, y]) - \phi([x, z]) + \pi(\phi([x, y])) - \pi(\phi([x, y])) \\
= \pi(\phi([x, y])) - [\phi(x), \phi(y)]' \oplus \phi([x, y]) - \pi(\phi([x, y])) \in U'.
\]

By the uniqueness of the direct sum decomposition, we obtain that

\[
\pi(\phi([x, y])) - [\phi(x), \phi(y)]' = 0.
\]

This gives us that

\[
\pi(\phi([x, y]_g)) = [\phi(x), \phi(y)]' = [\phi(x)\theta', \phi(y)\theta']_g = [\pi(\phi(x)), \pi(\phi(y))]_g.
\]

We thus obtain that \( g \) and \( g' \) are isomorphic Lie algebras, as

\[
\tau := \pi \circ \phi : g \to g'
\]

is a Lie algebra isomorphism. If we let \( v \in V \) and \( y \in g \), we also find that

\[
0 = \Phi(d(v), y) = \phi([v, y]) - [\phi(v), \phi(y)]' = -\phi(\rho(y)v) + \rho'(\phi(y)\theta')\phi(v),
\]

that is,

\[
\phi(\rho(y)v) = \rho'(\phi(y)\theta')\phi(v) = \rho'(\pi(\phi(y)))\phi(v) = \rho'(\tau(y))\phi(v).
\]

This proves that \( \rho \) and \( \rho' \) are isomorphic representations.

Furthermore, for \( x_1, x_2, x_3 \in g \), we have that

\[
[\phi(x_1), \Phi_{x_2, x_3}]' = \rho'(\phi(x_1)\theta')\Phi_{x_2, x_3} \nu' = \rho'(\tau(x_1))\Phi_{x_2, x_3} \nu'.
\]

By Equation (61) and the Jacobi identity on \( g \), we obtain that

\[
d\left( \sum_{\sigma \in \text{Sh}(2,1)} (-1)^{\sigma} \Phi_{[x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}]} \right) = \sum_{\sigma \in \text{Sh}(2,1)} (-1)^{\sigma} \phi([x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}])^{U'}
\]

\[
= \phi \left( \sum_{\sigma \in \text{Sh}(2,1)} (-1)^{\sigma} [x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}]_g \right) \nu' = 0,
\]

from which we conclude that

\[
\phi(J(x, y, z)) - J'(x, y, z) = \sum_{\sigma \in \text{Sh}(1,2)} (-1)^{\sigma} \phi(x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)})' - \sum_{\sigma \in \text{Sh}(2,1)} (-1)^{\sigma} \Phi_{[x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}]} \nu'
\]

\[
= \sum_{\sigma \in \text{Sh}(1,2)} (-1)^{\sigma} \rho'(\tau(x_{\sigma(1)}))\Phi_{x_{\sigma(2)}, x_{\sigma(3)}} \nu' - \sum_{\sigma \in \text{Sh}(2,1)} (-1)^{\sigma} \Phi_{[x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}]} \nu'
\]

\[
= (\delta(\tau \circ \Phi_{[x, y]_g}))(x_1, x_2, x_3),
\]

where \( r : L_1' \to V' \) is the projection. This proves that \( \tilde{J} \) and \( \tilde{J}' \) are cohomologous. 

\( \square \)
4 Discussion

In this article, we have classified all 2-term $L_\infty$-algebras, and thus also all semistrict Lie 2-algebras [1]. We have found that a 2-term $L_\infty$-algebra is a combination of a Lie algebra with a vector space, a representation and a cohomology class. This implies that all further classification for 2-term $L_\infty$-algebras can be done solely in terms of Lie algebras and their representation theory. The procedure explained in this article can be interpreted as a new approach to obtain a clear view of all 2-term $L_\infty$-algebras in terms of more familiar and more studied objects. Even though the isomorphism classes of 2-term $L_\infty$-algebras are more restrictive than the equivalence classes, the only additional data that is required to distinguish isomorphism classes is the vector space that is modded out by taking homology. Hence, it can be concluded that the category of 2-term $L_\infty$-algebras is an enrichment of the category of Lie algebras, and this can simplify our thinking about 2-term $L_\infty$-algebras and thus about semistrict Lie 2-algebras as well.

The question remains, though, if it is possible to find a similar type of classification for hemistrict Lie 2-algebras or more general $L_\infty$-algebras. In a further attempt to classify more $L_\infty$-algebras, the suggested direction would be to classify all 3-term $L_\infty$-algebras in a similar vein as the classification in this article. This is more involved, as a 3-term $L_\infty$-algebra has a (non-zero) differential in two different degrees, so, by taking homology, there are multiple vector spaces that are modded out which have to be taken into account. Moreover, morphisms of 3-term $L_\infty$-algebras have a new map of degree 2 which has to satisfy more equalities and which does at least at first sight not appear to allow for a characterization of 3-term $L_\infty$-algebras as simple as the characterization of 2-term $L_\infty$-algebras.

This article could still shed a light on possible ways creating new examples and classifications of more general $L_\infty$-algebras and we hope that this article assists in further understanding and classification of $L_\infty$-algebras in the near future.
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