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Abstract

In this work, we study a scenario where a publisher seeks to maximize its total revenue across two sales channels: guaranteed contracts that promise to deliver a certain number of impressions to the advertisers, and spot demands through an Ad Exchange. On the one hand, if a guaranteed contract is not fully delivered, it incurs a penalty for the publisher. On the other hand, the publisher might be able to sell an impression at a high price in the Ad Exchange. How does a publisher maximize its total revenue as a sum of the revenue from the Ad Exchange and the loss from the under-delivery penalty? We study this problem parameterized by supply factor $f$: a notion we introduce that, intuitively, captures the number of times a publisher can satisfy all its guaranteed contracts given its inventory supply. In this work we present a fast simple deterministic algorithm with the optimal competitive ratio. The algorithm and the optimal competitive ratio are a function of the supply factor, penalty, and the distribution of the bids in the Ad Exchange.

Beyond the yield optimization problem, classic online allocation problems such as online bipartite matching of Karp-Vazirani-Vazirani [17] and its vertex-weighted variant of Aggarwal et al. [1] can be studied in the presence of the additional supply guaranteed by the supply factor. We show that a supply factor of $f$ improves the approximation factors from $1 - 1/e$ to $f - fe^{-1/f}$. Our approximation factor is tight and approaches 1 as $f \to \infty$. 
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1 Introduction

An overwhelming majority of publishers on the web monetize their service by displaying ads alongside their content. The revenue stream of such publishers typically comes from two key channels, often referred to as direct sales and indirect sales. In the direct sales channel the publisher strikes several contracts with some major advertisers. The price of such contracts are often negotiated and decided on a per-impression basis before the serving begins. In the indirect sales channel, the ad is selected by seeking, in real-time, bids in an Ad Exchange platform (AdEx for short). In this case an auction is conducted to select the winner and decide how much they pay. A comprehensive yield optimization consists of jointly optimizing the publisher’s revenue across both channels. In fact, revenue optimization in this context is significantly important since the display ads industry represents a giant (> $50B) marketplace and is fast growing even at its current mammoth size.

Basic setting and preliminaries. We begin by formally describing our setting. The joint yield optimization problem can be modeled as an online edge-weighted and vertex-capacitated bipartite matching problem. There is a set $A$ of offline vertices that correspond to the advertisers with contracts (direct sales), and there is an additional special offline vertex $a_d$ representing AdEx (indirect sales). Advertiser $a \in A$ has capacity $n_a$ and we have $n_{a_d} = \infty$. The capacity $n_a$ represents the number of impressions demanded by contractual advertiser $a$. Let $N = \sum_{a \in A} n_a$. There is a penalty $c$ that the publisher pays an advertiser for every undelivered impression:\footnote{We later discuss relaxing the penalty $c$ to depend on the advertiser $a$.} i.e., if at the end of the algorithm we assign $k_a < n_a$ impressions to $a \in A$, the publisher pays $c(n_a - k_a)$ to $a$ (there is no benefit to the publisher for delivering beyond $n_a$ impressions). The publisher is not obligated to deliver any impression to AdEx, and thus doesn’t incur any penalty from $a_d$. Advertisers are represented as offline vertices. Users/queries, arrive online in an adversarial manner, and they constitute the online vertex set. When an online vertex (query) arrives, the set of its incident edges to offline vertices (representing the offline nodes that are eligible to be assigned this query) becomes known to the algorithm. Every arriving query has an edge to the AdEx node $a_d$, i.e., every query can be sent to an exchange seeking a bid. All edges incident on any node $a \in A$ have the same weight\footnote{Unweighted edges for contractual advertisers is fine because these contracts are mostly based on the number of impressions delivered. In a few cases the contracts are based on the number of clicks or conversions, in which case the edges will be weighted based on the probability of click or conversion. Contracts based on impressions form such a large majority, that having unweighted edges, is almost wlog.} and the edges incident on the AdEx node $a_d$ could have an arbitrary weight depending on the highest bid from the Exchange. AdEx is modeled by the distribution $D$ of highest bids in the exchange: i.e., regardless of the query that arrives, when it is assigned to $a_d$, the publisher accrues a profit that is equal to a draw from $D$. The publisher’s basic problem is to decide, on a per-query basis, whether to assign the query to a contract advertiser (if so, whom) or to AdEx.

Publisher’s goal is to maximize its overall revenue. Publishers typically have pre-negotiated prices $p_a$ for each contractual advertiser $a$. The total revenue of the publisher will be the sum of three parts (i) the revenue from AdEx (i.e., the sum of edge weights of queries assigned to AdEx), (ii) the revenue from contracts: $\sum_{a \in A} n_a \cdot p_a$, and (iii) the revenue lost due to under-delivery, i.e., the negative of the penalty paid. Note that (ii) is a constant, and is unaffected by the allocation algorithm. Thus, while computing competitive ratio, we compute it w.r.t. the sum of (i) and (iii).
Supply factor. An important concept that we introduce is what we call a supply factor of an instance, which captures the (potentially fractional) number of times that a publisher will be able to satisfy their contractual advertisers’ demands. Formally, let a complete matching be defined as one where all contractual advertisers’ demands $n_a$ are fully satisfied, i.e., all the offline vertices are fully saturated. The supply factor of an instance is defined as the largest positive real number $f$ s.t., there exists an offline solution with $f$ complete matchings. If there are many such matchings, we pick one to be the supply-factor-determining-offline-solution. In this work, we assume that the number of arriving online queries is exactly $fN = f \sum_{a \in A} n_a$. The algorithm designer is aware of $f$, the $n_a$’s, and the highest bid distribution from AdEx.

There are several important practical aspects of the yield optimization problem that previous work do not capture that we aim to address:

1. The first aspect is that publishers typically have more inventory than they are able to sell via the direct sales channel (contracts), and indeed that is the main reason that most publishers are selling through the indirect sales channel of AdEx as well. Most previous works on joint yield optimization either address the objectives of the two channels separately (bi-criteria objective), or study them in the absence of supply factor/penalties/AdEx bid distribution. Studying the yield optimization problem with a single unified objective (AdEx revenue - penalty) in the presence of supply factor and AdEx bid distribution surfaces the nature of the optimal tradeoff between the supply factor and how on-track a contract is towards hitting its goals. Clearly, when a contract is lagging behind, we should allocate a query to AdEx only when the AdEx bid is high enough. But how does this “high enough” vary as we increase/decrease the publisher’s supply, captured by the supply factor $f$? This is explicitly answered in our work. Similarly the dependence on the penalty and AdEx distribution are also explicitly revealed.

2. Even in classic online allocation problems like the online bipartite matching of Karp et al. [17] and the online vertex-weighted bipartite matching of Aggarwal et al. [1], it is interesting to inquire what happens to the competitive ratio when there is a supply factor $f \geq 1$.

3. Prior works mostly studied the problem in a fully stochastic model or a fully adversarial model. In reality, while user browsing patterns might have significant variations across days, in response to events, state-of-mind etc. (and hence an adversarial arrival of queries is reasonable), advertiser bidding/spending patterns are far more predictable because advertisers have daily and hourly spending budgets. We incorporate this in our model by having a distribution $D$ over the highest bids from AdEx, even though query arrival is adversarial. The inclusion of AdEx bid distribution, not only represents reality better, but also leads to a crisp algorithm that sheds ample light on the role of the distribution in the joint yield optimization problem.

1.1 Our Results

One of our contributions, as just discussed, is to present an economical model that crisply captures the reality of display ads monetization. Our main result is a fast simple deterministic algorithm that obtains the optimal competitive ratio as $n_a$ values grow large. The algorithm is as follows: let $0 = r_1 < \cdots < r_d$ be the points in the support of the distribution $D$ of highest bid in AdEx (highest bid is often referred to as reward for short). As a pre-processing step, compute $d$ thresholds $s_1 < \cdots < s_d$
\(\cdots < s_d\) as a function of \(f\) (we define \(s_0 = 0\) and \(s_{d+1} = 1\)), \(c\) and the AdEx bid distribution. Let the satisfaction-ratio \(SR(a)\) of a contractual advertiser \(a\) be the ratio of the number of impressions delivered to the contract thus far, to the number of impressions \(n_a\) requested by the contract. For each arriving query, the algorithm picks the contract with the lowest satisfaction ratio, call it \(s\). Find \(u\) such that \(s \in [s_{u-1}, s_u]\). Assign the query to AdEx if the highest bid \(r\) in the exchange exceeds \(r_{d+1-u}\). And if not, assign the query to the contract with the lowest satisfaction ratio. Algorithm 1 summarizes this. We highlight a few important aspects of this algorithm.

**Algorithm 1: Optimal algorithm for general AdEx distribution**

**Input:** AdEx distribution \(D\) with support \(0 = r_1 < \ldots < r_d\), penalty \(c\), and supply factor \(f\).

**Preprocessing:** Compute thresholds \(s_1, \ldots, s_d\) (we discuss how in Optimization Problem 3.4).

**for each query arriving online do**

- Let \(r\) be the highest AdEx bid for this query.
- Let \(a\) be the advertiser, with an edge to this query, and with the lowest satisfaction ratio \(SR(a)\).
- if \(SR(a) = 1\) then
  - Assign the impression to AdEx.
- else
  - Find \(u\) such that \(SR(a) \in [s_{u-1}, s_u]\).
    - if \(r \leq r_{d+1-u}\) then
      - Assign the impression to advertiser \(a\).
    - else
      - Assign the impression to AdEx.
  - end
- end

1. Once the pre-processing step is over (which is a one-time computation), the algorithm is very simple to implement in real time while serving queries, even in a distributed fashion. Each relevant advertiser \(a\) for the current query (i.e., each offline node \(a\) with a matching edge to the current online node) just responds with its satisfaction ratio \(SR(a)\). From there on, the algorithm simply computes the smallest satisfaction ratio, and do a simple lookup over the thresholds that are pre-computed, and decide the allocation based on how big the AdEx bid is.

2. The algorithm is quite intuitive. As the satisfaction ratio of the most needy contract gets lower, the AdEx bid has to be correspondingly higher to merit snatching this impression from the contract. This tradeoff happens to take such a simple symmetric form, where one looks for the mirror image in \(\vec{r}\), namely \(r_{d+1-u}\), of the index \(u\) to which the satisfaction ratio gets mapped is quite surprising. Importantly, the supply factor and penalty are used only in the pre-processing step to compute the thresholds, and don’t appear in serving time at all.

3. The algorithm need not fully know the highest bid \(r\) from AdEx. It just needs to be able to compare the highest bid against a reserve price of \(r_{d+1-u}\). Further, extending the algorithm to deal with multiple AdExchanges is simple: broadcast the same reserve to all exchanges, and pick the highest bidding exchange that clears the reserve (we just need to know which
exchange is the highest bidder, and whether they clear the reserve, not the exact value of the
bid. If no exchange clears the reserve, allocate to the advertiser \(a\) with the lowest \(SR(a)\).

4. While the algorithm is intuitive in hindsight, it is far from obvious that it obtains the optimal
competitive ratio.

As mentioned earlier, apart from analyzing the joint yield optimization problem, we also show
the benefits that a supply factor can bring in classic online algorithmic problems. For the seminal
online bipartite matching problem of [17], we show that the same RANKING algorithm of [17]
with a supply factor of \(f\) yields a tight competitive ratio of \(f - fe^{-1/f}\), which increases with
\(f\), and approaches 1 as \(f \to \infty\). Likewise for the vertex-weighted generalization of this problem
studied by [1], the same generalized vertex-weighted RANKING algorithm of [1] (a.k.a Perturbed
Greedy) yields a competitive ratio of \(f - fe^{-1/f}\). We defer these analyses to the Appendix A,
and include them primarily to show how supply factor influences the competitive ratio of some well
known problems.

**Overview of analysis techniques.** We use a max-min approach to analyze the performance of
our algorithm. Given the thresholds \(s_1 < \cdots < s_d\), our algorithm is completely defined. Therefore
the adversary can compute the instance that minimizes the optimal objective of our algorithm given
the thresholds, and the algorithm can optimize the thresholds \(s_1 < \cdots s_d\) knowing the best response
of the adversary. The minimization problem of the adversary can be captured by a succinct LP,
and we reason about the structure of the optimal solution to this LP. This sets up the maximization
problem of the algorithm, which turns out to be a non-linear, non-convex optimization problem.
Nevertheless, we develop a simple poly-time dynamic programming algorithm that obtains the
optimal solution (optimal thresholds \(s_1, \ldots, s_d\)) up to a small additive error. For tightness, we
construct an example which is a modified version of the “upper triangular graph” of Karp et
al. [17], and show that no algorithm can obtain an objective value larger than the objective value
achieved as the optimal solution to the max-min problem described above. This establishes that
the class of threshold-based algorithms is optimal. To act as a warm up to ease into the general
distribution section, we begin with the special case of distributons with support size two. In this
case, the maximization problem of the algorithm in the max-min problem above is a single-variable
concave maximization problem, and already yields clear insights on how the optimal threshold
computed by the algorithm depends on the supply factor \(f\) and the penalty \(c\).

**Bid-to-budget ratio vs supply factor.** On the surface level, it might appear that the notion
of supply factor is just like the “large budgets” assumption, where it is assumed that the budget (in
our case the number of impressions \(n_a\) demanded by each advertiser \(a\)) is much larger than the bid
(i.e., the value of an edge). However these two concepts are quite different. In particular, even with
the large budgets assumption, without a supply factor larger than 1, any algorithm will be very
conservative and will essentially always allocate to the contracts (assuming the penalty is larger
than the AdEx reward). The supply factor is a property of the entire setup of the publisher: the
demands of the contracts and the nature of traffic (set of online nodes arriving, i.e., users/queries
that visit their website).

**Extensions.** A natural question to ask is what happens if the publishers have different under-
delivery penalties \(c_a\) for different advertisers. To show a proof of concept extension of our results
to this setting, we consider the simpler setting of our problem where the AdEx rewards are equal to $r$ for every query (i.e., a deterministic distribution $D$), and show how the technique and results extend to handle different $c_i$'s. We conjecture that the same approach extends to the general AdEx distributions as well, and leave it as an open problem. In a different direction, in this work, we focus on a deterministic algorithm because of its many virtues when deployed in a production system: the ability to replay and hence debug easily, ex-post fairness, etc. While we show that it achieves the optimal competitive ratio (i.e., even randomized algorithms cannot improve further), this necessarily requires $n_a$ values being large (for a deterministic algorithm to be optimal, large budgets are necessary even for the much simpler $B$-matching problem [16]). In practice, however, large budget assumption essentially always holds, as advertiser contractual demands are much larger than the edge weight of 1. Nevertheless, one could ask whether one could use randomized algorithms to remove the dependence of $n_a$’s being large. Again, as a proof of concept extension of our results, we show that for the special case where AdEx rewards are uniformly equal to $r$ for every query, randomized algorithms can get the same competitive ratio as deterministic ones for any value of $n_a$, not just large ones.

Comparison to closely related work. In terms of works that consider joint optimization across the two channels, the closest to ours is that of Dvorák and Henzinger [11], who also consider the objective of maximizing revenue across two channels: the fundamental differences are (a) the absence of a supply factor in their work, (b) they model adversarially both the arrivals and the AdEx bids, and (c) they achieve separate approximation factors for each channel as opposed to our approximating the joint unified objective. Equally close is the work of Balseiro et al. [4], who study the same problem, with the differences being (a) the absence of a supply factor, (b) they model stochastically both the arrivals and AdEx bids.

Another closely related work is by Devanur and Jain [8] in which they consider the adwords problem with concave returns in the objective: while their model can capture penalties, it does not handle the AdEx reward distribution. Our model takes the reward distribution and penalties into account simultaneously. Additionally, the supply factor notion is absent in [8].

A number of works consider the optimization problem without the presence of AdEx. Feldman et al. [13] study the problem with worst case arrivals and achieve a $1 - 1/e$ competitive ratio as the $n_a$’s grow large. Feldman et al. [14] study the general packing LPs in a random permutation arrival model and show how to achieve $1 - \epsilon$ approximation as the $n_a$’s grow large, and Devanur and Hayes [7] study the related Adwords problem in the same random permutation model to achieve a $1 - \epsilon$ approximation. Agrawal et al. [3] show how to attain $1 - \epsilon$ for general packing LPs with better convergence rates on how fast $n_a$’s need to go to $\infty$. Devanur et al. [10] consider general packing and covering LPs in an i.i.d. model with unknown distribution and achieve even better convergence rates. Agrawal and Devanur [2] study online stochastic convex programming. Mirrokni et al. [20] study the Adwords problem and design algorithms that simultaneously perform well for both stochastic and adversarial settings, and Balseiro et al. [5] do this for generalized allocation problems with non-linear objectives using dual mirror descent. We refer the reader to Choi et al. [6] for a literature review on the display ads market as it is too vast to cover in entirety here. The differentiating factors of all these works from ours is that even if these works were to add an AdEx node with infinite capacity, (a) they do not consider the supply factor, (b) and they do not have a unified objective. Another related work by Esfandiari et al. [12] considers the allocation problem in a mixed setting, where a fraction of queries arriving are adversarial, and a fraction are stochastic.
They then characterize their competitive ratio, by this prediction fraction. The setting we consider is different, as we allow fully adversarial queries. We only assume a known AdEx distribution, which we argued is often more predictable than the user traffic.

Karp et al. [17] wrote the seminal paper on online bipartite matching, and Aggarwal et al. [1] consider the generalization of it to vertex weighted settings. Mehta et al. [19] introduced the influential Adwords problem and gave a $1 - 1/e$ approximation for it, with a recent breakthrough result by Huang et al. [15] showing how to beat a $1/2$ approximation for this problem even with small budgets. Devanur et al. [9] give a randomized primal dual algorithm that gives a unified analysis of [17, 1, 19]. We refer the reader to [18] for a survey on the online matching literature.

2 Optimal Algorithm for Binary Ad Exchange Distribution

In this section, we consider a special case where the highest AdEx bid (referred to as AdEx reward often) of each query is drawn from a distribution $D$ of support size two. We consider the general distribution in Section 3. We first provide an algorithm, and later show that this algorithm is optimal. Formally we consider the following setting:

**Definition 2.1** (Binary reward distribution with parameters $q$ and $r$). We consider the setting where AdEx reward distribution $D$ is 0 with probability $q$, and is $r$ with probability $1 - q$.

Without loss of generality we assume that the two support points are 0 and $r$, rather than $r_1$ and $r_2$ for $0 < r_1 < r_2$. This is because, in the latter case, we can subtract $r_1$ from each support point, and also from the penalty, and it yields the distribution in the format we need. Also, without loss of generality we assume that the support point $r$ in the distribution is such that $r < c$ where $c$ is the penalty. Note that if $r \geq c$, then clearly whenever the AdEx reward is $r$ (i.e., non-zero), an optimal algorithm can always allocate the query to AdEx, so there is nothing to study here.

2.1 An Optimal Algorithm

Now we propose a simple greedy algorithm (we basically specialize Algorithm 1 for binary distributions), analyze its performance and establish its optimality. The analysis can be extended to the more general distributions of AdEx rewards, but with more involved techniques. We do this in section 3.

Algorithm 2 is our algorithm for binary reward distributions. Here, we compute an appropriate threshold $s$ as a pre-processing step. At arrival of a query, let $a$ be the available advertiser (i.e., an advertiser with an edge to the incoming vertex) with the lowest satisfaction ratio $SR(a)$. The algorithm allocates the impression to AdEx if and only if $SR(a) \geq s$ and the query has non-zero AdEx reward of $r$. I.e., the algorithm first greedily allocates queries to available advertisers that are furthest from being satisfied, no matter how large the AdEx weight of arriving queries. However, when the advertisers are satisfied to some extent (i.e., their $SR \geq s$), satisfying contracts becomes less of a priority, and AdEx is preferred when it offers non-zero reward.

Before proving the competitive ratio, we set some notation that we use in our analysis throughout the paper. These concepts are also demonstrated in Figure 1. Let $t$ be a sufficiently large integer used to discretize the total demand of each advertiser into equal intervals of length $1/t$. The right picture to have in mind is $n_a \gg t \gg 1$. We call any given advertiser to be of type $j$, if at the end of the algorithm, $SR(a) \in (\frac{j-1}{t}, \frac{j}{t}]$. For type 1 alone we let the $SR$ interval be closed.
Algorithm 2: Optimal algorithm for a binary AdEx bid distribution

Input: Binary AdEx distribution with parameter $q$ and $r$, penalty $c$, and supply factor $f$.

Preprocessing: Set the threshold $s = \max \left(0, 1 + fq \ln(1 - \frac{r}{c})\right)$ (see Claim 2.4).

for each query arriving online do
    Let $a$ be a matching advertiser with the lowest satisfaction ratio.
    if $SR(a) = 1$ then
        Assign the impression to AdEx.
    end
    else if $SR(a) \geq s$ and AdEx reward is $r$ then
        Assign the impression to AdEx.
    end
    else
        Assign the impression to $a$.
    end
end

on both sides, namely $[0, \frac{t}{t}].$ Let $A_j$ be the set$^3$ of advertisers of type $j$; and let $\alpha_j = E[\sum_{a \in A_j} n_a]$ be the total demand of advertisers in $A_j$. For simplicity we assume that an advertiser $a \in A_j$ gets allocated exactly $\frac{1}{t} n_a$ impressions: this lead to an additive error $O(\frac{1}{t})$ in analysis, which is negligible when $t \to \infty$. Let $\beta_j$ be the expected total number (across all advertisers) of allocated impressions s.t., at the time of allocation the assigned advertiser had satisfaction ratio in $[\frac{j-1}{t}, \frac{j}{t})$. Finally, let $N = \sum_{a \in A} n_a$ be the total demand of all advertisers.

By definition of $\alpha, \beta$ we get the following (see also Figure 1):

$$\beta_j = \sum_{a \in \bigcup_{\ell \geq j} A_\ell} \frac{1}{t} n_a = \frac{1}{t} (N - \sum_{\ell < j} \alpha_\ell).$$ (1)

Thus

$$\alpha_j = t(\beta_j - \beta_{j+1}).$$ (2)

Lemma 2.2. Based on definition of $\alpha, \beta$ as described, for any $j \leq t - 1$,

$$\sum_{\ell \leq j} f \alpha_\ell \leq \begin{cases} \sum_{\ell \leq s} \beta_\ell + \sum_{s \leq \ell \leq j} \frac{1}{q} \beta_\ell, & \text{if } j \geq s; \\
\sum_{\ell \leq j} \beta_\ell, & \text{if } j < s. \end{cases}$$ (3)

Proof. The RHS represents the set of queries that, when they arrived, the most deserving (lowest $SR$) contractual advertiser that was eligible was of type at most $j$. To see this note that when the lowest $SR$ is $\frac{j}{t} < s$, every arriving query is allocated to the contract (hence the second line of RHS). When the lowest $SR$ is at least $s$, only a $q$ fraction of the considered queries are allocated to the contract — thus the considered queries = allocated queries / $q$, which is the first line of RHS.

The LHS represents the number of queries that were allocated to an advertiser of type at most $j$ in the supply-factor-determining-offline-solution.

It is immediate that LHS is at most RHS because every query counted in the LHS will count for RHS when it arrives.

Notice that the total expected reward of the algorithm can be divided into the following parts:

$^3$Note that $A_j$ is a random set depending on the realization of AdEx rewards over all queries.
Figure 1: Analysis of Algorithm 2: The figure can be viewed from the POV of a single advertiser, as well as from the POV of all advertisers. For a single advertiser \( a \), the demand \( n_a \) is divided into \( t \) intervals. Red colored rectangles represent queries with AdEx reward \( r \), and green rectangles represent queries with AdEx reward 0. The threshold is represented by \( s \). The figure on the LHS is for allocation to the contract advertiser \( a \), while the figure on the RHS is for allocation to AdEx. In the LHS figure, each horizontal rectangle of height \( 1/t \) represents a value of \( \beta_j \). When smallest SR is below the threshold, all the queries (regardless of AdEx reward) are allocated to the contract, so each height \( 1/t \) rectangle below \( s \) is constituted by both red and green queries. Above the threshold \( s \), all rectangles are only colored green since only queries with AdEx reward 0 are allocated to a contract. In the RHS figure, since AdEx gets allocated only queries of non-zero value, all rectangles are red. Also, for each query with AdEx reward 0 allocated to an advertiser with SR greater than \( s \), in expectation \((1/q - 1) \) queries get allocated to AdEx (because in expectation for every query with AdEx reward 0, \( 1/q - 1 \) queries have reward \( r \)). The \( \alpha \)'s in the bottom of the figure come into picture when all the advertisers are taken together. We will soon show that \( \alpha_j = t(\beta_j - \beta_j + 1) \). Thus the bottom right corner piece rectangle in the LHS figure represents \( \alpha_j/t \) etc.

- The baseline penalty is if no impression is allocated to contracts, the total such penalty is \(-Nc\). The total AdEx reward that may be obtained by assigning everything to AdEx is \( Nf(1-q)r \). The next points capture the change to the objective when we move away from this extreme solution of giving everything to AdEx.

- Any impression that is allocated to an advertiser with satisfaction ratio \( j/t < s \) (which is the set of impressions counted in \( \beta_j \) for \( j \leq st \)), with probability \((1-q)\), loses a reward of \( r \) from AdEx. Thus in expectation each impression has reward \( c - (1-q)r \) added to the objective;

- Each time an impression is allocated to an advertiser with satisfaction ratio \( j/t \geq s \) (which is the set of impressions counted in \( \beta_j \) for \( j > st \)), the impression always has reward 0 for AdEx, but adds \( c \) to the objective.

Therefore the expected total reward \( \text{ALG} \) of the algorithm is

\[
\text{ALG} = Nf(1-q)r - Nc + \sum_{j \leq st} (c - (1-q)r)\beta_j + \sum_{st < j \leq t} c\beta_j. \tag{4}
\]

We can add (2) and (3) as constraints, to get a linear program that lower bounds the reward of the algorithm as follows:
minimize \( \sum_{j \leq st} (c - (1-q)r) \beta_j + \sum_{st < j \leq t} c \beta_j \) (5)

\[
\begin{align*}
n & \leq N, \\
\sum_{j \leq st} & \geq \frac{N}{t}, \\
\beta_j & \geq 0, \\
\beta_1 & = \frac{N}{t};
\end{align*}
\]

The constraints are explained immediately by expanding and doing a telescopic summation using (2) and (3). We set \( \beta_1 = \frac{N}{t} \) because in all but pathological instances we have that every advertiser ends up with at least \( \frac{1}{t} \) fraction of their demand satisfied (note that \( t \) is large, just that \( n_a \gg t > 1 \)). Even in the pathological instances where this is not true, i.e., only \( \beta_1 < \frac{N}{t} \) holds, by setting \( \beta_1 = \frac{N}{t} \), there is just a \( O(1/t) \) additive error we have introduced. Namely, when proving optimality of our algorithm, we will just have proved it up to additive \( O(1/t) \) terms. From now on, we take \( \beta_1 = \frac{N}{t} \).

Claim 2.3. By setting \( \beta \) values as follows we get an optimal solution to the linear program (5):

\[
\beta_j^* = \begin{cases} 
\frac{N}{t} \left( 1 - \frac{1}{t} \right)^{j-1}, & \text{if } j \leq s+1; \\
\frac{N}{t} \left( 1 - \frac{1}{t} \right)^{st} \left( 1 - \frac{1}{t} \right)^{j-st-1}, & \text{if } j > s+1.
\end{cases}
\]

Proof. We prove that there exists an optimal solution of the LP (5) such that all non-trivial constraints are tight. Then the claim follows by observing that \( \beta^* \) as defined satisfy this tightness property. To show that the \( \beta^* \) leads to tightness, start with a simple assignment of \( \beta_1^* = \frac{N}{t} \) and iteratively find the solution to the system of linear equations formed by replacing the inequalities with equalities. This is straightforward.

To show why tightness is wlog, for any \( \beta \) being an optimal solution to the above LP, let \( j \) be the smallest index such that the corresponding constraint (of either type) is not tight. If \( j \neq s+1 \), we can see that there exists \( \epsilon \) such that \( \beta_j+1 + \epsilon \leq \beta_{j+2} \leq \beta_j+2 + \epsilon \) is a new feasible solution with the objective staying the same, while the \( j \)-th constraint becomes tight. Otherwise, if \( j = s+1 \), then \( \beta_j+1 \leq \beta_{j+2} \leq \beta_{j+2} + q \epsilon \) is a new feasible solution with the objective decrease by \( (c - (1-q)r) \epsilon - cq \epsilon = (1-q)(c-r) \geq 0 \), while the \( j \)-th constraint can become tight. By repeating this process we can construct a solution, with at least the same objective, in which all non-trivial constraints becoming tight.

We can use the above observations on structure of ALG to compute the appropriate threshold in the following claim:

Claim 2.4. The objective of the algorithm is maximized when the threshold is set to \( s = \max \left( 0, 1 + \frac{p \ln(1 - \frac{r}{x})}{2} \right) \).
Proof. Using Claim 2.3 we have,

\[
\text{ALG} \geq Nf(1 - q)r - Ne + \sum_{j \leq slt} (c - (1 - q)r)\beta_j^* + \sum_{st < j \leq t} c\beta_j^*
\]

\[
= Nf(1 - q)r - Ne + (c - (1 - q)r)Nf \left(1 - \left(1 - \frac{1}{tf}\right)^{st}\right) + cqfN \left(1 - \frac{1}{tf}\right)^{st} \left(1 - \left(1 - \frac{1}{tf}\right)^{t - st}\right)
\]

\[
= Nf(1 - q)r - Ne + (c - (1 - q)r)Nf(1 - e^{-\frac{f}{r}}) + cqfNe^{-\frac{f}{r}}(1 - e^{-\frac{1}{tf}})
\]

\[
= Nc(f - 1) + (1 - q)(r - c)fNe^{-x} - qfNce^{\frac{1}{r} - \frac{1}{tf}}
\]

where \(x = \frac{f}{r} \in [0, \frac{1}{f}]\). Then to maximizes the reward, we consider the following expression in the right hand side:

\[
RHS(x) = Nc(f - 1) + (1 - q)(r - c)fNe^{-x} - qfNce^{\frac{1}{r} - \frac{1}{tf}}.
\]

For optimizing this threshold we take the derivative over \(x\), and compare the obtained value with the boundary values for \(x\). We have,

\[
RHS'(x) = (1 - q)(c - r)fNe^{-x} - (1 - q)fNce^{\frac{1}{r} - \frac{1}{tf}}.
\]

We have the unique zero point of \(RHS'(x)\) is \(x^* = q(\ln(1 - r/c) + \frac{1}{tf})\). Since the allowed range of \(x^*\) is \([0, \frac{1}{f}]\), we need to consider the following two cases. When \(x^* \in (0, \frac{1}{f}]\), \(RHS(x)\) is maximized at \(x^*\). Then we set \(s^* = fx^* = 1 + fq\ln(1 - r/c)\) in the algorithm, with

\[
\text{ALG} \geq RHS(x^*) = Ncf \left(1 - 1/f\right) - (1 - r/c)^{1-qe^{-1/f}}.
\]

When the solution found is not in range, note that the \(x^*\) can only be less than 0 and never greater than 1/\(f\). This is because \(r < c\), and thus clearly \(fx^* = 1 + fq\ln(1 - r/c) < 1\). Given the concavity of the objective, this means that in such a case optimality is achieved at \(x = 0\). Then we set \(s^* = 0\) in the algorithm, with

\[
\text{ALG} \geq RHS(0) = Ncf \left(1 - 1/f\right) + (1 - q)(1 - r/c) - qe^{-1/f}.
\]

Useful insights. Interesting insights already flow out of this binary support distribution case. It shows that the optimal threshold \(s^*\) that we set is an affine function of the supply factor \(f\). Higher the supply factor, lower the threshold we set (note that the coefficient of \(f\) in \(s^*\), namely \(q\ln(1 - r/c)\) is negative). Also, the dependence on the penalty \(c\) and AdEx reward \(r\) are quite non-trivial and intriguing. The binary support is often a good first-order approximation of reality when we bucket bids into “high” and “low” types.

2.2 Optimality of Algorithm 2

We now prove the optimality of the algorithm in the previous section by showing an example for which no algorithm can perform better. Consider a binary distribution with parameter \(q\) and \(r\) as defined earlier. We use a modification of the “upper triangular graph” instance of [17] as follows:
Example 2.5. Suppose that there are $m$ advertisers, and each advertiser demands $n$ impressions. There are $fmn = fN$ queries arriving in $m$ groups $G_1, \cdots, G_m$, with queries in group $G_i$ have an edge to the same $m - i + 1$ advertisers determined as follows: consider a random permutation $\pi : [m] \to [m]$, then the queries in group $G_i$ are available to advertisers $j$ with $\pi(j) \geq i$.

At a high-level, in this instance, all advertisers are available to the first group of queries arriving. Then with each group one random advertiser is removed from the set of available advertisers to the group. We next argue that Algorithm 2 is optimal for this instance by showing that any online algorithm will not lead to a better reward.

Theorem 2.6. For Example 2.5, the competitive ratio of any randomized online algorithm matches the competitive ratio obtained by Algorithm 2 up to a small additive factor $O\left(\frac{1}{m}\right)$.

Proof. First we have the following observation about deterministic algorithms. By Yao’s minimax principle, we only need to consider the performance of any deterministic algorithm over the randomness of the instance.

Fix any deterministic algorithm. Let $q_{ij1}$ be the fraction of queries in $G_i$ with AdEx reward 0 that is allocated to advertiser $\pi^{-1}(j)$, and $q_{ij2}$ be the fraction of queries in $G_i$ with AdEx reward $r$ that is allocated to advertiser $\pi^{-1}(j)$. Then for $u = 1$ and 2,

$$E_{\pi}[q_{iju}] \leq \begin{cases} \frac{1}{m-i+1}, & \text{if } j \geq i; \\ 0, & \text{if } j < i. \end{cases}$$

Also later we use $E_{\pi}[q_{iju}] = E_{\pi}[q_{imu}]$. This is because for each $i$, there are $m - i + 1$ random advertisers that have an edge connected to impressions in $G_i$. If $j \geq i$, then $\pi^{-1}(j)$ is a uniformly at random advertiser among this group of $m - i + 1$ advertisers. Thus $E_{\pi}[q_{iju}] \leq \frac{1}{m-i+1}$ and for any $j, j' \geq i$ it holds $E_{\pi}[q_{iju}] = E_{\pi}[q_{i j' u}]$. If $j < i$, then advertiser $\pi^{-1}(j)$ does not have an edge to impressions in $G_i$. Then the expected reward we get from the algorithm, using the same reasoning from the previous section, is

$$-Nc + fN(1-q)r + \sum_{i=1}^{m} \sum_{j=i}^{m} \left( \frac{fN}{m} q_{ij1}c + \frac{fN}{m} (1-q) E_{\pi}[q_{ij2}](c-r) \right),$$

Here the first term and the second term are the total reward from not allocating anything to the contract advertisers, while the third term is the total reward gain from the allocation of the algorithm: there are in expectation $\frac{fN}{m} q$ queries with AdEx reward 0 (or $\frac{fN}{m} (1-q)$ with reward $r$) from group $G_i$ and $E_{\pi}[q_{ij1}]$ (or $E_{\pi}[q_{ij2}]$) fraction of them are allocated to advertiser $\pi^{-1}(j)$, with each impression contributing to a reward gain $c$ (or $c-r$) compared to being allocated to AdEx.

As we discussed $E_{\pi}[q_{iju}] = E_{\pi}[q_{imu}]$ for any $j \geq i, u = 1, 2$. Hence we can simplify the overall expectation for all $j \geq i$:

$$-cN + fN(1-q)r + \sum_{i=1}^{m} (m - i + 1) \left( \frac{fN}{m} q_{im1}c + \frac{fN}{m} (1-q) E_{\pi}[q_{im2}](c-r) \right).$$
Then the reward of the algorithm is upper bounded by the solution of the following linear program, where $y_{iu}$ variables represent the expected value $E_{\pi}[q_{imu}]$.

$$\begin{align*}
\text{maximize} & \quad -cN + fN(1-q)r + \frac{fN}{m} \sum_{i=1}^{m} (m-i+1)(qy_{i1}c + (1-q)y_{i2}(c-r)) \\
\text{s.t.} & \quad \sum_{i=1}^{m} \left( \frac{fN}{m} qy_{i1} + \frac{fN}{m} (1-q)y_{i2} \right) \leq \frac{N}{m}; \\
& \quad 0 \leq y_{i1}, y_{i2} \leq \frac{1}{m-i+1}, \forall i, 1 \leq i \leq m.
\end{align*}$$

(7)

Here the left hand side of the first constraint is the total expected number of allocated impressions to advertiser $\pi^{-1}(m)$, which is at most $n = \frac{N}{m}$.

Next, we show a structure on any optimal solution to this LP, that captures a threshold based behavior that we can be related to the algorithm we presented in the previous section:

**Lemma 2.7.** For an optimal solution $y$ to the above LP, there exists thresholds $1 \leq z_2 \leq z_1 \leq m$, such that, $y_{iu} = \frac{1}{m-i+1}$ for $i < z_u$, and $y_{iu} = 0$ for $i > z_u$ for $u = 1, 2$.

**Proof.** First, we show that in any optimal solution $y$ and a threshold $z_1$, such that $y_{i1} = \frac{1}{m-i+1}$ for $i < z_1$, and $y_{i1} = 0$ for $i > z_1$. Then a similar claim follows for $z_2$. To show such a threshold behavior holds for $y_{i1}$ values in any optimal solution $y$, where $i \leq z_1$, we equivalently argue that there cannot be $i < i'$ such that $0 < y_{i1} < \frac{1}{m-i+1}$, $0 < y_{i'1} < \frac{1}{m-i'+1}$ for $i < i'$. Let us assume by contradiction that such $i, i'$ exists. Then setting $y_{i1} \leftarrow y_{i1} + \epsilon$, $y_{i'1} \leftarrow y_{i'1} - \epsilon$ for small enough $\epsilon$ leads to a new feasible solution since all constraints are still feasible. Furthermore, in the objective function $y_{i1}$ has coefficient $(m-i+1)\frac{fN}{m}qc > (m-i'+1)\frac{fN}{m}qc$, which is the coefficient of $y_{i'1}$. Thus after perturbing $y$ this way we get a feasible solution with a larger objective value. This contradicts the assumption of $y$ being optimal.

Next, we show that $z_2 \leq z_1$, i.e. the thresholds are monotone. For any optimal solution $y$, if $z_1 < z_2$, then for $i = z_2$, $y_{i1} < \frac{1}{m-i+1}$, while $y_{i2} = \frac{1}{m-i+1}$. Then setting $y_{i1} \leftarrow y_{i1} + \frac{1}{m-i+1}c$, $y_{i2} \leftarrow y_{i2} - \frac{1}{m-i+1}c$ for small enough $c$ leads to a new feasible solution since all constraints are still feasible. Furthermore, the increase of the objective due to $y_{i1}$ is $(m-i+1)\frac{fN}{m}qc > (m-i+1)\frac{fN}{m}(c-r)e$ which is the decrease of the objective due to $y_{i2}$. Thus after perturbing $y$ this way we get a new feasible solution with a larger objective value. This contradicts the assumption of $y$ being optimal.

From the above two lemmas, we know that the optimal strategy for Example 2.5 has the following form: for queries in group $G_1, \cdots , G_{z_2}$, all impressions are allocated uniformly to all available advertisers; for queries in group $G_{z_2+1}, \cdots , G_{z_1}$, only queries with AdEx reward 0 are allocated uniformly to all available advertisers; for queries in group $G_{z_1+1}, G_{z_1+2}, \cdots , G_m$, no impression is allocated a contract.

By setting the $y$ values, as determined by Lemma 2.7, we can simplify the objective function of linear program (7) with threshold $z_1$ and $z_2$ and bound the reward ALG obtained from an online algorithm as follows: The objective can be written as

$$-cN + (1-q)r + \left( \sum_{i=1}^{z_1} (qc + (1-q)(c-r)) + \sum_{i=z_2+1}^{z_1} qc \right) = -cN + (1-q)r + z_1qc + z_2(1-q)(c-r)z_2.$$
Then we get,

$$\text{ALG} \leq \max_{z_1, z_2} -cN + (1-q)fNr + z_1qc + z_2(1-q)(c-r)z_2$$

s.t. 

$$\sum_{i=1}^{z_2} f \cdot \frac{1}{m-i+1} + \sum_{i=z_2+1}^{z_1} f \cdot \frac{1}{m-i+1} q = 1$$

When $m$ is large enough, the constraint can be replaced by

$$f \ln \frac{m}{m-z_2} + f q \ln \frac{m-z_2}{m-z_1} = 1.$$ 

Let $x = \frac{m}{m-z_2}$, then $x \in [0, \frac{1}{f}]$. Then we can express $z_1$ and $z_2$ by $x$ as follows: $z_1 = m(1-e^{-x(1-q)-\frac{1}{q}})$, and $z_2 = m(1-e^{-x})$. Apply these to (8) we have

$$\text{ALG} \leq \max_{x \in [0, \frac{1}{f}]} -cN + (1-q)fNr + m(1-e^{-x(1-q)-\frac{1}{q}})qc + m(1-e^{-x})(1-q)(c-r)$$

$$= \max_{x \in [0, \frac{1}{f}]} Nc(f-1) + (1-q)(r-c)f Ne^{-x} - qfNc e^{-x-\frac{1}{q}} e^{-x-\frac{1}{q}}.$$ 

Notice that the optimization problem here is identical to the optimization problem (6) that we described in the analysis of Algorithm 2. Thus the upper bound of the performance of any online algorithm for this instance matches the lower bound of the performance of Algorithm 2 for any underlying graph. As the optimal offline allocation has the same expected reward for any instance (see Theorem D.1 for a more detailed discussion), we prove the optimality of Algorithm 2.

**Going from Section 2 to Section 3.** In Section 3, we use a similar max-min approach as in Section 2. However, the max-min problem of the algorithm is no-more the simple single-variable concave maximization problem. It is a multi-variate, non-linear and non-convex optimization problem. While we cannot solve it precisely optimally in general, we show a dynamic program that can solve it to almost optimality with a small additive error. Also, while establishing tightness, the task was simpler in Section 2 because we had to compare the upper bound from the hard example to the single variable expression and show that these are the same expressions. But in section 3 we establish that the non-linear mathematical programs obtained in the maximization problem of the algorithm and in the hard example are identical. The non-trivial roles that $f$, the AdEx distribution, and the penalty $c$ play in determining the optimal thresholds is the core contribution of our work.

### 3 Optimal Algorithm for a General Ad Exchange Distribution

In this section we consider a general AdEx reward distribution. More formally, we have a constant penalty $c$ and each query has an AdEx reward drawn from a discrete distribution $D$ with a fixed support size $d^4$, and the supply factor is $f$. We propose a threshold-based algorithm in which a set

---

4The assumption on a fixed support, can be relaxed using a standard discretization approach at a small cost in the competitive ratio that depends on this discretization.
of thresholds \(s_1, ..., s_d\) are chosen based on an optimization problem that takes \(D, f, c\) into account. We then show that this algorithm is optimal. We consider the same instance used in Section 2.2, and show that the optimal solutions on this instance for the two optimization problems are the same when the number of advertisers is sufficiently large. Finally, we show that the binary distribution is the worst-case distribution for any class of algorithm with a fixed mean \(\mu\). This allows us to obtain a competitive ratio, that depends on \(\mu, c, f\) using our results in Section 2.

### 3.1 Optimal Algorithm for General AdEx Distribution

In this section, we provide a threshold-based algorithm, and in future sections we discuss the computational aspects and prove tightness. First, let us formalize the notation:

**Definition 3.1 (AdEx distribution with parameters \(((r_i, q_i)_{i=1}^d)\)).** We consider an AdEx distribution \(D\) with support size \(d\), rewards \(0 = r_1 \leq r_2 \leq ... \leq r_d\), where probability of that the reward is \(r \leq r_i\) is \(q_i\). Also we set \(q_0 = 0, q_d = 1\).

In other words, for \(r \sim D\), with probability \(q_u - q_{u-1}\), we have \(r = r_u\), \(\forall 1 \leq u \leq d\); \(q_d = 1\). Without loss of generality, we assume \(r_1 = 0\). Otherwise, we can shift the rewards and the penalty by \(-r_1\), since \(r_1\) is the smallest reward from any allocation. We also assume \(r_d \leq c\), since otherwise, when a query with AdEx reward at least \(c\) arrives, an optimal strategy always allocates the impression to AdEx, and hence we can disregard such queries.

Our algorithm is presented in Algorithm 1 (see Section 1). For any query that arrives, if \(a\) is the advertiser the lowest satisfaction ratio, and \(SR(a) \in [s_{u-1}, s_u]\), then the impression is allocated to \(a\) if and only if its AdEx reward \(r \leq r_{d+1-u}\). Here we define \(s_0 = 0\) for completeness.

We use the same setup as we in analysis of the algorithm in Section 2. Recall that we discretize the algorithm into \(t\) steps. An advertiser \(a\) has type \(j\) if at the end of the algorithm, \(SR(a) \in [\frac{j-1}{t}, \frac{j}{t}]\). We defined \(\alpha_j = E[\sum_{a \in A_j} n_a]\) be the total demand of advertisers in the set \(A_j\) of all advertisers of type \(j\), and \(\beta_j\) be the expected total number of impressions that get allocated to an advertiser \(a\) with \(SR(a) \in [\frac{j-1}{t}, \frac{j}{t}]\) by the algorithm at the time the query arrives. We can relate the values of \(\alpha\) and \(\beta\) using a similar reasoning as in Lemma 2.2. Formally,

**Lemma 3.2.** Consider an AdEx distribution with parameters \(((r_i, q_i)_{i=1}^d)\), where penalty \(c\), \(r_d \leq c\), and let \(\alpha, \beta\) be as defined above. We have,

\[
\sum_{\ell \leq j} f_{\alpha, \ell} \leq \begin{cases} 
\frac{1}{q_d} \sum_{0 < \ell \leq j} \beta_{\ell}, & \text{if } j \leq s_1 t; \\
\frac{1}{q_d} \sum_{0 < \ell \leq j} \beta_{\ell} + \frac{1}{q_{d-1}} \sum_{s_1 t < \ell \leq j} \beta_{\ell}, & \text{if } s_1 t < j \leq s_2 t; \\
\sum_{u=1}^{d-1} \sum_{s_{u-1} t < \ell \leq s_u} \frac{1}{q_{d+1-u}} \beta_{\ell} + \sum_{s_{d-1} t < \ell \leq j} \frac{1}{q_1} \beta_{\ell}, & \text{if } s_{d-1} t < j \leq s_d t = t.
\end{cases}
\]

The proof is omitted, since it is a straightforward extension of Lemma 2.2 that was used for the binary distribution.

A similar case by case analysis as in (4), allows us to write an expression for the total expected reward by considering the following parts:

- The baseline penalty is if no impression is allocated to contracts, the total penalty is \(\sim N c\).
- The total AdEx reward that may be obtained is \(\sum_{u=1}^d f N(q_u - q_{u-1}) r_u\).
Claim 3.3. The $\beta_j^*, 1 \leq j \leq t$ values defined above, form an optimal solution to LP (10).

The argument is similar to the proof of Claim 2.3, and a sketch is provided in Appendix C. Next, similarly to Section 2, the performance of the algorithm is lower bounded by the following
formula based on LP (10):

\[ \text{ALG}(s_1, \ldots, s_d) \geq -cN + \sum_{u=1}^{d} fN(q_u - q_{u-1})r_u + \sum_{u=1}^{d} \sum_{j=s_{u-1}+1}^{s_u} \beta_j^* (c - \mathbb{E}[r| r \leq r_{d+1-u}]). \]  

(12)

For the convenience of future reference, we define the following optimization problem for an arbitrary instance of the problem when we have a fixed penalty \( c \), and AdEx distribution with support size \( d \), \( m \) advertisers, and \( N \) total demand:

**Optimization Problem 3.4** (Maximization Problem). Given an AdEx distribution \( D \) with parameters \( (r_i, q_i)_{i \in [d]} \), find \( 0 \leq s_1 \leq s_2 \leq \cdots \leq s_d = 1 \) that maximizes the following objective such that \( \beta_j^* \) values satisfy the above constraints:

\[ \text{LB}_{m,N}(s_1, \ldots, s_d) := -cN + \sum_{u=1}^{d} fN(q_u - q_{u-1})r_u + \sum_{u=1}^{d} \sum_{j=s_{u-1}+1}^{s_u} \beta_j^* (c - \mathbb{E}_D[r| r \leq r_{d+1-u}]). \]

In the next section, we show that Algorithm 1 is also optimal:

**Theorem 3.5.** For any \( f \geq 1 \), and AdEx distribution with parameters \( (r_i, q_i)_{i \in [d]} \), Algorithm 1 with thresholds determined by Optimization Problem 3.4 leads to an optimal algorithm.

But before proving the optimality, we describe how we can computationally estimate the thresholds, if Optimization Problem 3.4 is not easy to solve directly.

### 3.2 Computing the Thresholds

While the threshold is easily computed for the binary distribution setting, for an arbitrary distribution, the optimization problem may not necessarily have computationally efficient solutions. Hence we use dynamic programming to generalize our results to any distribution and use a polynomial-time algorithm at the cost of a small additional error. For this, fix a parameter \( 0 < \epsilon < 1 \), and divide the interval \([0, 1]\) to multiple of \( \epsilon \), we have \( 1/\epsilon \) buckets. We set the thresholds \( s_1, \ldots, s_d \) to be the closest multiple of \( \epsilon \) (by rounding down). We then use a standard dynamic-programming approach that finds the best threshold among the multiples of \( \epsilon \). The proof is deferred to Appendix B.

**Theorem 3.6.** There exists an algorithm with \( O(m^3d^2) \) running time that outputs a feasible set of thresholds \((\hat{s}_1, \ldots, \hat{s}_d)\) such that

\[ \text{LB}_{m,N}(\hat{s}_1, \ldots, \hat{s}_d) \geq \max_{s_1, \ldots, s_d} \text{LB}_{m,N}(s_1, \ldots, s_d) - O(cN/m). \]

### 3.3 Tightness for General Reward Distribution

Next, we are going to analyze the performance of the algorithm in the previous section by showing that on the instance we also used for binary distribution, no online algorithm can perform better. Let \( D \) be the AdEx distribution with parameters \((r_i, q_i)_{i \in [d]}\). Recall the following example:
Example 2.5. Suppose that there are $m$ advertisers, and each advertiser demands $n$ impressions. There are $f_{mn} = f_N$ queries arriving in $m$ groups $G_1, \ldots, G_m$, with queries in group $G_i$ have an edge to the same $m - i + 1$ advertisers determined as follows: consider a random permutation $\pi: [m] \to [m]$, then the queries in group $G_i$ are available to advertisers $j$ with $\pi(j) \geq i$.

We prove in the following theorem that in this instance, no online algorithm can get a reward more than the objective of Optimization Problem 3.9. Since by Theorem D.1 all instances with the same total demand $N$ have identical optimal reward $\text{OPT}$, Theorem 3.5 follows immediately from Theorem 3.7.

Theorem 3.7. For Example 2.5, the expected optimal reward of any randomized online algorithm is upper bounded by the solution of Optimization Problem 3.4, up to a negligible error for large enough $m$ and $N$.

Proof. First, we have the following observation about deterministic algorithms. By Yao’s min-max principle, we only need to consider the performance of any deterministic algorithm over the randomness of the instance.

Fix any deterministic algorithm. Let $q_{iju}$ be the fraction of queries in $G_i$ with AdEx reward $r_u$ that is allocated to advertiser $\pi^{-1}(j)$. Then

$$
\mathbb{E}_\pi[q_{iju}] \leq \begin{cases} 
\frac{1}{m-i+1}, & \text{if } j \geq i; \\
0, & \text{if } j < i.
\end{cases}
$$

This is due to the following observation: there are $m - i + 1$ advertisers incident to vertices in $G_i$. If $j \geq i$, then $\pi^{-1}(j)$ is a random advertiser that is incident to vertices in $G_i$, thus $\mathbb{E}_\pi[q_{iju}] = \mathbb{E}_\pi[q_{ij'u}] \leq \frac{1}{m-i+1}$ for any $j, j' \geq i$. If $j < i$, then advertiser $\pi^{-1}(j)$ is not available for queries in $G_i$, thus get zero allocation. Then the expected reward we get from the algorithm is

$$
-cN + \sum_{u=1}^{d} f_N(q_u - q_{u-1})r_u + \sum_{i=1}^{m} \sum_{j=i}^{m} \sum_{u=1}^{d} \frac{f_N}{m}(q_u - q_{u-1})\mathbb{E}_\pi[q_{iju}](c - r_u),
$$

Here the first term and second terms are the reward from not allocating anything to the contract advertisers, while the third term is the total reward gain: there are in expectation $\frac{f_N}{m}(q_u - q_{u-1})$ queries with AdEx reward $r_u$ from group $G_i$; $\mathbb{E}_\pi[q_{iju}]$ fraction of them are allocated to advertiser $\pi^{-1}(j)$, with each query having a reward gain of $c - r_u$ compared to the impression being allocated to AdEx. Since $\mathbb{E}_\pi[q_{iju}] = \mathbb{E}_\pi[q_{ij'u}]$ for any $j, j' \geq i$, we can simplify the overall expectation for all $j \geq i$:

$$
-cN + \sum_{u=1}^{d} f_N(q_u - q_{u-1})r_u + \sum_{i=1}^{m - i + 1} \sum_{u=1}^{d} \frac{f_N}{m}(q_u - q_{u-1})\mathbb{E}_\pi[q_{imu}](c - r_u).
$$
Then the reward of the algorithm is upper bounded by the solution of the following linear program:

\[
\begin{align*}
\text{maximize} \quad & -cN + \sum_{u=1}^{d} fN(q_u - q_{u-1})r_u + \sum_{i=1}^{m} (m - i + 1) \sum_{u=1}^{d} \frac{fN}{m}(q_u - q_{u-1})y_{iu}(c - r_u) \\
\text{s.t.} \quad & \sum_{i=1}^{m} \frac{fN}{m} \sum_{u=1}^{d} (q_u - q_{u-1})y_{iu} \leq \frac{N}{m}; \\
& 0 \leq y_{iu} \leq \frac{1}{m - i + 1}, \quad \forall 1 \leq i \leq m; \\
& y_{iu} \geq 0, \quad \forall 1 \leq i \leq m.
\end{align*}
\]

The first constraint follows from the fact the total number of allocated impressions \( \sum_{i=1}^{m} fN(q_u - q_{u-1})y_{iu} \) is at most \( n = \frac{N}{m} \) for advertiser \( \pi^{-1}(m) \) in expectation. In the following we characterize any optimal solution to the LP based on a set of threshold values. The argument is similar to proof of Claim 2.7, hence we defer the proof to appendix.

**Lemma 3.8.** For an optimal solution \( y \) to the above LP, there exists thresholds \( z_u \in [m] \) for any \( u \in [d] \), such that \( y_{iu} = \frac{1}{m - i + 1} \) for \( i < z_u \), and \( y_{iu} = 0 \) for \( i > z_u \). Moreover, For any \( u < u' \), we have \( z_u \geq z_{u'} \) for this threshold vector \( z \).

From the above lemma, we know that the optimal strategy for Example 2.5 has the following form: for queries in group \( G_1, \ldots, G_{z_d} \), all impressions are allocated uniformly to all available advertisers; for queries in group \( G_{z_d+1}, \ldots, G_{z_d-1} \), only queries with AdEx reward \( \leq r_{d-1} \) are allocated uniformly to all available advertisers. For queries in group \( G_{z_d+1}, G_{z_d+2}, \ldots, G_{z_d-1} \), only queries with AdEx reward \( \leq r_{j-1} \) are allocated uniformly to all available advertisers, \( \forall 2 \leq j \leq d \). By applying Lemma 3.8 to the objective function of LP (13), by setting \( y_{iu} = \frac{1}{m - i + 1} \) for \( i \leq z_u \) and \( y_{iu} = 0 \) for \( i > z_u \), we can simplify the objective function as follows:

\[
-cN + \sum_{u=1}^{d} fN(q_u - q_{u-1})r_u + \frac{fN}{m} \sum_{u=1}^{d} z_u(q_u - q_{u-1})(c - r_u).
\]

(14)

For any \( u \in [d] \), let \( s_u' \) be the satisfaction ratio of each remaining advertiser after the queries of the first \( z_{u-1} \) groups have arrived. Observe that after queries \( G_1 \) have arrived, each advertiser is allocated \( \frac{f}{m} \) impressions, thus \( \frac{f}{m} \) fraction of demand of each of the \( m \) advertisers is satisfied. After queries in the next group have arrived, \( fm - 1 \) additional fraction of the demand of each remaining advertiser is satisfied. Using similar arguments we have

\[
s_1' = \frac{f}{m} + \frac{f}{m - 1} + \cdots + \frac{f}{m - z_d + 1} \approx f \ln \frac{m}{m - z_d}.
\]

Here the equation is accurate up to a small \( O(\frac{1}{m}) \) error, thus is negligible for large enough \( m \). After queries in \( G_{z_d+1} \) have arrived, each advertiser is allocated \( \frac{f}{m - z_d} \) impressions in expectation, since only queries with AdEx reward at most \( r_{d-1} \) are allocated to the \( m - z_d \) remaining advertisers uniformly. Thus after queries in \( G_{z_d+1} \) have arrived the satisfaction ratio of each available advertiser increases by \( \frac{f_{d-1}}{m - z_d} \). Using similar arguments to group \( G_{z_d+2}, \ldots, G_{z_d-1} \), we have

\[
s_2' = s_1' + \frac{f_{d-1}}{m - z_d} + \frac{f_{d-1}}{m - z_d - 1} + \cdots + \frac{f_{d-1}}{m - z_{d-1} + 1} = s_1' + f_{d-1} \ln \frac{m - z_d}{m - z_{d-1}} = f \ln \frac{m}{m - z_d} + f_{d-1} \ln \frac{m - z_d}{m - z_{d-1}}.
\]
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Using the same analysis we can get

\[ s'_u = \sum_{j=1}^{u} \frac{f q_{d+1-j} \ln \frac{m - z_{d+2-u}}{m - z_{d+1-u}}}{m} \]

for every \( u = 1, 2, \ldots, d \) if we define \( q_d = 1 \) and \( z_{d+1} = 0 \) for completeness. We can express \( z \) by \( s' \) as follows:

\[ z_u = m - m \exp \left( -\frac{(s'_1 - s'_0)m}{f q_d} - \frac{(s'_2 - s'_1)m}{f q_{d-1}} - \ldots - \frac{(s'_{d+1-u} - s'_{d-u})m}{f q_u} \right) \]

\[ = m \left( 1 - \exp \left( -\sum_{j=1}^{d+1-u} \frac{(s'_j - s'_{j-1})}{f q_{d+1-j}} \right) \right). \]

By replacing the values in (16) to the objective function in (14), we can upper bound the reward of any online algorithm on Example 2.5 (for \( m \), and \( N \)) as defined by the following optimization problem:

**Optimization Problem 3.9** (Reward of Example 2.5). Consider an AdEx distribution with parameters \((r_i, q_i)_{i \in [d]}\). Find thresholds \( s' \) that maximize:

\[
UB_{m,N}(s') \equiv -cN + \sum_{u=1}^{d} f N (q_u - q_{u-1}) r_u + f N \sum_{u=1}^{d} \left( 1 - \exp \left( -\sum_{j=1}^{d+1-u} \frac{(s'_j - s'_{j-1})}{f q_{d+1-j}} \right) \right) (q_u - q_{u-1})(c - r_u).
\]

Our goal is to relate such an optimization problem over variables \( s' \) with Optimization Problem 3.4, which we used in Section 3 to get a lower bound of the objective of Algorithm 1. To show that Optimization Problem 3.4 and Optimization Problem 3.9 have the same optimal objective when \( m \) and \( N \) are sufficiently large, it suffices to show the following claim.

**Claim 3.10.** For any \( s \) such that \( 0 \leq s_1 \leq \ldots s_d = 1 \) and large enough \( m, N \),

\[
LB_{m,N}(s) = UB_{m,N}(s).
\]

It follows from Claim 3.10, that \( \max_s LB_{m,N}(s) = \max_s UB_{m,N}(s) \) for sufficiently large \( m \) and \( N \). Thus the reward of any algorithm on the instance of Example 2.5, captured by the function UB matches the reward of Algorithm 1, captured by the function LB, concluding the proof of Theorem 3.7.
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A.1 Online Algorithm

We study the following vertex-weighted matching problem. There are $m$ advertisers and many online queries. Each advertiser $a$ demands $n_a$ queries, and has weight $c_a$ for any allocated query. Each online query can be allocated to some advertisers, such that there exists an offline allocation where each advertiser $a$ is matched to $f n_a$ impressions for some integer $f$. Unlike the main allocation problem with the presence of AdEx we study, we do not need to assume the demand of each advertiser is sufficiently large. The algorithm is similar to an algorithm [1], and the potential function used in [1] needs to be modified to take into account the supply factor. The algorithm below is designed specifically for the problem where each advertiser $a$ demands $n_a = 1$ impression. However, it can be generalized to arbitrary demand by reducing the problem with $n_a > 1$ to the setting with $n_a = 1$ for each advertiser, through splitting each advertiser $a$ to $n_a$ advertisers with demand 1, and the same set of demanding queries. Thus without loss of generality, we assume
\( n_a = 1 \) for each advertiser. Also, we note that in the special case of online unweighted matching, this algorithm is equivalent to the well-known RANKING algorithm of [17], where the knowledge of \( f \) is not needed.

**Theorem A.1.** Given an online vertex-weighted matching problem with an integer supply factor \( f \) and arbitrary demands, there exists a randomized online algorithm with competitive ratio \( f - fe^{-1/f} \).

**Proof sketch.** The proof is almost identical to that used in [1] with supply factor \( f \), so we omit most of the details and only describe the differences. The algorithm is a perturbed version of the RANKING algorithm in [17] and the PERTURBED-GREEDY algorithm in [1].

**Algorithm 3:** Optimal algorithm for vertex-weighted bipartite matching with additional supply

**Input:** Weight \( c_a \) for each advertiser \( a \), and supply factor \( f \).

**Preprocessing:** For each advertiser \( a \), select \( x_a \in [0, 1] \) uniformly at random. Define the function \( \psi(x) = 1 - e^{-1-x}/f \) for each query arriving online do

- Match the query to a matching advertiser \( a \) with largest \( c_a \psi(x_a) \). Break ties by advertiser id.

The only difference between Algorithm 3 and that of [1] is that \( \psi(x) = 1 - e^{-1-x}/f \) instead of \( 1 - e^{-1-x} \). We now show how to modify their proofs to this additional-supply setting.

**Definition A.2** (Definition 7 in [1]). We say an advertiser \( a \) is at position \( t \), if \( \sigma(a) = t \).

Let \( Q_t \) be the set of all occurrences of matched vertices in the probability space:

\[ Q_t = \{(\sigma, t, a) : \sigma(a) = t \text{ and the vertex } a \text{ at position } t \text{ is matched in } \sigma\}. \]

Let \( R_t \) be the set of all occurrences of unmatched vertices in the probability space:

\[ R_t = \{(\sigma, t, a) : \sigma(a) = t \text{ and the vertex } a \text{ at position } t \text{ is unmatched in } \sigma\}. \]

Let \( x_t \) be the expected gain at \( t \), over the random choice of \( \sigma \). Then

\[ x_t = \frac{\sum_{(\sigma, t, a) \in Q_t} c_a}{k^m}. \]

The expected gain of the algorithm is \( ALG_\sigma = \sum_t x_t \). The optimal gain at any position \( t \) is \( B = \frac{OPT}{k} = \frac{1}{k} \sum_a c_a \) since each advertiser \( a \) is matched in the offline optimal allocation and appears at position \( t \) with probability \( \frac{1}{k} \). Then

\[ B - x_t = \frac{\sum_{(\sigma, t, a) \in R_t} c_a}{k^m}. \]

**Definition A.3** (Definition 8 in [1]). For any \( \sigma \), let \( \sigma^{i}_a \in [k]^m \) be obtained from changing the position of \( a \) to \( i \), i.e. \( \sigma^{i}_a(a) = i \) and \( \sigma^{i}_a(a') = \sigma(a') \) for \( a' \neq a \).
Definition A.4 (Definition 9 in [1]). For every $(\sigma, t, a) \in R_t$, define the set-valued charging map

$$f_{\text{map}}(\sigma, t, a) = \{ (\sigma^i_a, s, a') : 1 \leq i \leq k, \text{ the algorithm matches one of the f impressions that gets allocated to advertiser a in the offline matching with additional supply to a' in } \sigma^i_a \text{ where } \sigma^i_a(a') = s \}. $$

Observation A.5 (Observation 2 in [1]). For any $(\rho, s, a') \in f_{\text{map}}(\sigma, t, a)$, $(\rho, s, a') \in Q_s$.

Lemma A.6 (Lemma 5 in [1]). If the advertiser $a$ at position $t$ in $\sigma$ is unmatched by our algorithm, then for every $1 \leq i \leq k$, the algorithm matches any impression which gets allocated to $a$ in the offline matching with additional supply to an advertiser $a'$ in $\sigma^i_a$ such that $\psi(t)c_a \leq \psi(\sigma^i_a(a'))c_{a'}$.

Observation A.7 (Observation 3 in [1] with supply factor $f$). For any $(\sigma, t, a) \in R_t$, $f_{\text{map}}(\sigma, t, a)$ contains $fk$ values.

Definition A.8 (Definition 10 in [1]). Let $S_t = \{ (\sigma, t, a) \in R_t : (\sigma^i_{a-1}, t-1, a) \notin R_{t-1} \}$.

Claim A.9 (Definition 11 and Claim 2 in [1]). Let $\alpha_t = \sum_{(\sigma, t, a) \in S_t} c_a$. Then

$$x_t = B - \sum_{s \leq t} \alpha_s,$$

Total loss = $\sum_t (B - x_t) = \sum_t (k - t + 1)\alpha_t$.

Claim A.10 (Claim 3 in [1]). For any $(\sigma, t, a) \in S_t$ and $(\rho, s, a') \in S_s$, if $(\sigma, t, a)$ is not identical to $(\rho, s, a')$, then $f_{\text{map}}(\sigma, t, a)$ and $f_{\text{map}}(\rho, s, a')$ are disjoint.

Now we are ready to prove the main theorem.

Theorem A.11 (Theorem 6 in [1] with supply factor $f$). As $k \to \infty$,

$$\text{total gain} = \sum_t x_t \geq (f - f_{e^{-1/f}})\text{OPT} = (f - f_{e^{-1/f}})\sum_a c_a.$$  

Proof of Theorem A.11 following the proof of Theorem 6 in [1]. Using Lemma A.6 and Observation A.7,

$$\psi(t)c_a \leq \frac{1}{fk} \sum_{(\sigma^i_a, s, a') \in f_{\text{map}}(\sigma, t, a)} \psi(s)c_{a'}.$$  

Add the above equation for all $(\sigma, t, a) \in S_t$ for all $1 \leq t \leq k$, then using Claim A.10 and Observation A.5 we have

$$\sum_t \psi(t) \sum_{(\sigma, t, a) \in S_t} \frac{c_a}{k^m} \leq \frac{1}{fk} \sum_t \psi(t) \sum_{(\sigma, t, a) \in Q_t} \frac{c_a}{k^m}$$

$$\sum_t \psi(t) \alpha_t \leq \frac{1}{fk} \sum_t \psi(t)x_t$$

$$= \frac{1}{fk} \sum_t \psi(t) \left( B - \sum_{s \leq t} \alpha_s \right).$$  
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Here the second line is by Claim A.9 and Definition A.2. The third line is by Claim A.9. By rearranging the above inequality we have

$$\sum_t \alpha_t \left( \psi(t) + \frac{\sum_{s \geq t} \psi(s)}{fk} \right) \leq \frac{B}{fk} \sum_t \psi(t).$$

For $\psi(t) = 1 - (1 - \frac{1}{fk})^{k-t+1}$, observe that $\sum_{s \geq t} \psi(s) \geq \frac{k-t+1}{fk}$, and $\sum_t \psi(t) = k(1 - f + fe^{-1/f})$ when $k \to \infty$. Using Claim A.9 we have

$$\text{total loss} = \sum_t (B - x_t) = \sum_t (k - t + 1) \alpha_t$$

$$\leq fk \sum_t \alpha_t \left( \psi(t) + \frac{\sum_{s \geq t} \psi(s)}{fk} \right)$$

$$\leq B \sum_t \psi(t) = kB(1 - f + fe^{-1/f}) = (1 - f + fe^{-1/f})\text{OPT}.$$

Thus the total gain of the algorithm is at least $(f - fe^{-1/f})\text{OPT}$. □

A.2 Tightness (upper bound).

Next, we prove that the online algorithm described in the previous section is tight by arguing that no randomized online algorithm can get a better competitive ratio.

First, we recall the instance that we repeatedly used for tightness results throughout the paper:

**Example 2.5.** Suppose that there are $m$ advertisers, and each advertiser demands $n$ impressions. There are $fmn = fN$ queries arriving in $m$ groups $G_1, \ldots, G_m$, with queries in group $G_i$ have an edge to the same $m - i + 1$ advertisers determined as follows: consider a random permutation $\pi : [m] \to [m]$, then the queries in group $G_i$ are available to advertisers $j$ with $\pi(j) \geq i$.

We use this instance to show:

**Theorem A.12.** There exists an instance of the unweighted matching problem with supply factor $f$, for which no online algorithm can obtain a competitive ratio better than $f - fe^{-1/f}$.

**Proof.** By Yao’s min-max principle, to show that no randomized online algorithm can obtain a competitive ratio better than $f - fe^{-1/f}$ for adversarial queries, we only need to prove that no deterministic online algorithm can obtain a competitive ratio better than $f - fe^{-1/f}$ for stochastic queries. Consider the instance in Example 2.5.

For any advertiser $j$ such that $\pi(j) \geq i$, $E[\#\text{impressions allocated to } j \text{ in phase } i] \leq \frac{fn}{m-i+1}$, since by definition of the instance there are at most $fn$ impressions allocated to each of the advertisers with $\pi(j) \geq i$, and $\pi$ is a random permutation. Thus the expected number of impressions allocated to any advertiser $j$ is $\min(n, \sum_{i \leq \pi(j)} \frac{fn}{m-i+1})$. The expected reward of any deterministic
algorithm when is bounded by,

\[
\sum_{j \in [m]} \min(n, \sum_{i \leq \pi(j)} \frac{f_n}{m-i+1}) = \sum_{j \in [m]} \min(n, \sum_{i\leq j} \frac{f_n}{m-i+1}) \\
\leq m(1-e^{-1/f}) \sum_{j=1}^{m} \sum_{i\leq j} \frac{f_n}{m-i+1} + \sum_{j>m(1-e^{-1/f})} n \\
\leq m(1-e^{-1/f}) \sum_{j=1}^{m} f_n \ln \left(\frac{m}{m-j}\right) + mne^{-1/f} \\
= f_{n}/m (1-e^{-1/f}) \ln m - (m \ln m - m + 1/2 \ln m) \\
+ (1 + me^{-1/f} \ln(me^{-1/f}) - me^{-1/f} \ln(me^{-1/f})) + mne^{-1/f} \\
= f_{nm} \left(1 - e^{-1/f} + \frac{1/2f}{m}\right) = nm \left(f - fe^{-1/f} + O\left(\frac{1}{m}\right)\right).
\]

Here the third line is by \(\sum_{i=j+1}^{m} \frac{1}{i} \leq \ln(m)\). The inequality in the fifth line follows by Stirling’s formula that states \(\ln k! - (k \ln k - k + \frac{1}{2} \ln k) \in [0, 1]\) for any positive integer \(k\). Since in the optimal offline allocation, each advertiser can get allocated \(n\) impressions, thus the offline optimal value is \(nm\). Thus the competitive ratio of any online algorithm is at most \(f - fe^{-1/f}\) for large \(m\).

**B Deferred Proof from Section 3.2**

In this appendix section, we briefly describe a dynamic programming approach for computing the thresholds efficiently.

**Proof of Theorem 3.6.** The problem can be solved via the following dynamic program. Let \(g[i, x, y]\) denote the maximum of \(\sum_{u \leq i} \sum_{j=s_{u-1}+1}^{s_u} \beta^*(c - E_F[r \mid r \leq r_{d+1-u}])\), where \(x\) stores the \(\beta^*\) value, when \(y\) stores the value of \(s_i\). Observe that the objective

\[
\max_s \text{LB}_{m,N}(s_1, \ldots, s_d) = -cN + \sum_{u=1}^{d} fN(q_u - q_{u-1})r_u + \max_{0 \leq x \leq 1} g[d,x,1].
\]

Then it suffices to show that we can efficiently solve \(\max_{0 \leq x \leq 1} g[d,x,1]\) with small error. We
can write down the following recurrence formula for $f$:

$$g[i, x, y]$$

$$= \max_{x' = \beta_{y_i}^* y = s_i} \sum_{u = 1}^{i} \sum_{j = s_u - t + 1}^{s_u t} \beta_{y_i}^* (c - \mathbb{E}_F[r|r \leq r_{d+1-u}])$$

$$= \max_{x' = \beta_{y_i}^* y = s_i} \left( \sum_{u = 1}^{i-1} \sum_{j = s_u - t + 1}^{s_u t} \beta_{y_i}^* (c - \mathbb{E}_F[r|r \leq r_{d+1-u}]) + \sum_{j = s_{i-1} t + 1}^{s_{i} t} \beta_{y_i}^* (c - \mathbb{E}_F[r|r \leq r_{d+1-i}]) \right)$$

$$= \max_{x' = x(1 - \frac{1}{q_{d+1-i}})^{-(y' - y)}} g[i - 1, x', y']$$

$$+ \sum_{j = y' + 1}^{y_t} x' \left( 1 - \frac{1}{y_q t} \right)^{j - y'} (c - \mathbb{E}_F[r|r \leq r_{d+1-i}]). \tag{17}$$

Here the first equation is the definition of $g$; the second equation is by separating the last term in the sum out; the last equation is by observing that the first term in the second equation can be expressed by $g$. However, notice that both $x$ and $y$ are defined to be real values in $[0, 1]$, thus we need to discretize the space of $x$ and $y$ in order to solve the recurrence efficiently by dynamic program.

To show that $y$ can be discretized to multiples of $\epsilon$, it suffices to show the following lemma.

**Lemma B.1.** For any $0 \leq s_1 \leq \cdots \leq s_d = 1$ and each $1 \leq i \leq d$, let $\hat{s}_i$ be the largest multiple of $\epsilon$ that is no larger than $s_i$. Then $\text{LB}_{m,N}(s_1, \cdots, s_d) \leq \text{LB}_{m,N}(\hat{s}_1, \cdots, \hat{s}_d) + O(cN\epsilon)$.

**Proof.** It suffices to show that for any $1 \leq j \leq t$, $\beta_j^*$ does not change too much when $s_1, \cdots, s_d$ are rounded to $s'_1, \cdots, s'_d$. Let $\delta_u = 1 - \frac{1}{q_{d+1-u}}$, for each $1 \leq u \leq d$. Then $\delta_1 \geq \delta_2 \geq \cdots \geq \delta_d$, and for any $s_{u-1} t + 1 < j \leq s_u t + 1$,

$$\beta_j^*(s_1, \cdots, s_d) = \delta_1^{s_1 t - s_{u-1} t} \cdots \delta_{u-1}^{s_{u-2} t - s_{u-1} t} \delta_u^{s_{u-1} t - s_u t} \delta_u^{s_u t}$$

$$= \delta_u \left( \frac{\delta_{u-1}}{\delta_u} \right)^{s_{u-1} t} \cdots \left( \frac{\delta_1}{\delta_2} \right)^{s_1 t}$$

$$= \delta_u \left( \frac{\delta_{u-1}}{\delta_u} \right)^{s_{u-1} t - \hat{s}_{u-1} t} \cdots \left( \frac{\delta_1}{\delta_2} \right)^{s_1 t - \hat{s}_1 t}$$

$$= \beta_j^*(\hat{s}_1, \cdots, \hat{s}_d) \left( \frac{\delta_{u-1}}{\delta_u} \right)^{s_{u-1} t - \hat{s}_{u-1} t} \cdots \left( \frac{\delta_1}{\delta_2} \right)^{s_1 t - \hat{s}_1 t}$$

$$< \beta_j^*(\hat{s}_1, \cdots, \hat{s}_d) \left( \frac{\delta_{u-1}}{\delta_u} \right)^{s_{u-1} t} \cdots \left( \frac{\delta_1}{\delta_2} \right)^{s_1 t}$$

$$= \beta_j^*(\hat{s}_1, \cdots, \hat{s}_d) \left( \frac{\delta_{u-1}}{\delta_u} \right)^{t} \cdots \left( \frac{\delta_1}{\delta_2} \right)^{t}$$

$$= \beta_j^*(\hat{s}_1, \cdots, \hat{s}_d)(1 + O(\epsilon)).$$

Since $\beta_j^*(s_1, \cdots, s_d) < 1$, we have $\beta_j^*(s_1, \cdots, s_d) - \beta_j^*(\hat{s}_1, \cdots, \hat{s}_d) = O(\epsilon)$, thus $\text{LB}_{m,N}(s_1, \cdots, s_d) \leq \text{LB}_{m,N}(\hat{s}_1, \cdots, \hat{s}_d) + O(cN\epsilon)$.

$\square$
To discretize $x$, consider calculating the recursive formula by

$$g[i, x, y] = \max_{y' \leq y} \left( g[i-1, x', y'] \right)$$

$$+ \sum_{j=y'+1}^{y} x' \left( 1 - \frac{1}{q_{d+1-i} f} \right)^{j-y'} (c - E_F[r|r \leq r_{d+1-i}]) - \frac{y-y'}{q_{d+1-i}}$$

instead of (17). In other words, when we need to calculate the value of $\beta_{s_{i-1}}$ and check $g[i-1, \beta_{s_{i-1}}, y']$, we first round $\beta_{s_{i-1}}$ to $\hat{\beta}_{s_{i-1}}$ that is the closest multiple of $\frac{1}{d}$, then call $g[i-1, \hat{\beta}_{s_{i-1}}, y']$. For each $i$ the discretization incurs an additive error of $N \cdot \frac{1}{d} \cdot c$, which leads to an overall error of $cN\epsilon$. By setting $\epsilon = \frac{1}{m}$, there is an error of $O\left(\frac{N}{m}\right)$ for discretizing $x$ to multiples of $\frac{1}{md}$ and $y$ to multiples of $\frac{1}{m}$. The recursive formula can be efficiently solved via dynamic programming with running time $O\left(d^2m^3\right)$, since there are $d \cdot md \cdot m = m^2d^2$ entries in the discretized table, while each time the max operator calls $O(m)$ values of $y' \leq y$.

\[\square\]

C Other Deferred Proofs from Section 3

C.1 Proof of Claim 3.3

Proof sketch. Observe that the optimal solution of the above LP is when all nontrivial inequalities become equalities. This is because in an optimal solution, for the first constraint $j$ being a strict equality, if $j \notin \{s_1, s_2 \cdots, s_d\}$, then $\beta_{j+1} \leftarrow \beta_{j+1} - \epsilon$, $\beta_{j+2} \leftarrow \beta_{j+2} + \epsilon$ is a new feasible solution with the objective staying the same, while the $j$th constraint can become tight; if $j = s_t$ for some $u \in [d]$, then $\beta_{j+1} \leftarrow \beta_{j+1} - q_{d+1-u} \epsilon$, $\beta_{j+2} \leftarrow \beta_{j+2} + q_{d-u} \epsilon$ is a new feasible solution with the objective decrease by $(c - E_F[r|r \leq r_{d+1-u}])q_{d+1-u} \epsilon - (c - E_F[r|r \leq r_{d-u}])q_{d-u} \epsilon = (q_{d+1-u} - q_{d-u})(c - r_{d+1-u}) \geq 0$ which is a non-negative value, while the $j$th constraint can become tight. Repeat such process we can let all inequalities become tight, while the objective remains optimal.

\[\square\]

C.2 Proof of Claim 3.8

Proof. For any optimal $y$, suppose by way of contradiction $0 < y_{iu} < \frac{1}{m-i+1}$, $0 < y_{i'u} < \frac{1}{m-i'+1}$ for $i < i'$. Then setting $y_{iu} \leftarrow y_{iu} + \epsilon$, $y_{i'u} \leftarrow y_{i'u} - \epsilon$ for small enough $\epsilon$ leads to a new feasible solution since all constraints are still feasible. Furthermore, in the objective function $y_{iu}$ has coefficient $(m-i+1)\frac{N}{m}(q_u - q_{u-1})(c - r_u) > (m-i'+1)\frac{N}{m}(q_u - q_{u-1})(c - r_u)$ which is the coefficient of $y_{i'u}$. Thus after perturbing $y$ we get a larger objective value, which contradicts the assumption of $y$ being optimal.

For any optimal solution $y$, if $z_u < z_{u'}$ for $u < u'$, then for $i = z_u$, $y_{iu} < \frac{1}{m-i+1}$, while $y_{i'u'} = \frac{1}{m-i'+1}$. Then setting $y_{iu} \leftarrow y_{iu} + \frac{1}{q_u - q_{u-1}} \epsilon$, $y_{i'u'} \leftarrow y_{i'u'} - \frac{1}{q_{u'} - q_{u'-1}} \epsilon$ for small enough $\epsilon$ leads to a new feasible solution since all constraints are still feasible. Furthermore, the increase of the objective due to $y_{iu}$ is $(m-i+1)\frac{N}{m}(c - r_u) > (m-i+1)\frac{N}{m}(c - r_{u'})$ which is the decrease of the objective due to $y_{i'u'}$. Thus after perturbing $y$ we get a larger objective value, which contradicts the assumption of $y$ being optimal.

\[\square\]
C.3 Proof of Claim 3.10

Proof. $s_{u-1}t + 1 < j \leq s_u t + 1$ for $1 \leq u \leq d$,

$$
\beta_j = \frac{N t}{f} \left(1 - \frac{1/q_d}{tf} \right) \cdots \left(1 - \frac{1/q_d-2-u}{tf} \right) \left(1 - \frac{1/q_d+1-u}{tf} \right) (j - s_{u-1}t - 1) + 1.$$

Then since $t \to \infty$ we have,

$$
\sum_{j=s_{u-1}t+1}^{s_u t} \beta_j = \frac{N t}{f} \exp \left(\frac{s_1 - s_0}{f q_d} + \frac{s_2 - s_1}{f q_d-1} + \cdots + \frac{s_{u-1} - s_{u-2}}{f q_d+2-u} \right) q_{d+1-u} t f \left(1 - \left(1 - \frac{1/q_d+1-u}{tf} \right) \right) (s_u t - s_{u-1} t) \tag{18}
$$

Define $C = -c N + \sum_{u=1}^{d} f N (q_u - q_{u-1}) r_u$ to be the constant that appears in definitions of both UB and LB functions, and $\gamma_u = \frac{s_u - s_{u-1}}{f q_d+1-u}$ for each $u \in [d]$.

$$
\text{LB}_{m,N}(s) = C + \sum_{u=1}^{d} \left( c - \mathbb{E}_D[r | r \leq r_{d+1-u}] \right) N f q_{d+1-u} \gamma_1 \gamma_2 \cdots \gamma_{u-1} (1 - \gamma_u)
$$

$$
= C + \sum_{u=1}^{d} \left( c - \frac{(q_1 - q_0) r_1 + \cdots + (q_{d+1-u} - q_{d-u}) r_{d+1-u}}{q_{d+1-u}} \right) N f q_{d+1-u} \gamma_1 \gamma_2 \cdots \gamma_{u-1} (1 - \gamma_u)
$$

$$
= C + N f \sum_{u=1}^{d} \left( (q_1 - q_0)(c - r_1) + \cdots + (q_{d+1-u} - q_{d-u})(c - r_{d+1-u}) \right) \gamma_1 \gamma_2 \cdots \gamma_{u-1} (1 - \gamma_u)
$$

$$
= C + N f \sum_{u=1}^{d} (q_{d+1-u} - q_0)(c - r_{d+1-u}) \sum_{j=1}^{d+1-u} \gamma_1 \cdots \gamma_{j-1} (1 - \gamma_j)
$$

$$
= C + N f \sum_{u=1}^{d} (q_{d+1-u} - q_0)(c - r_{d+1-u})(1 - \gamma_1 \cdots \gamma_{d+1-u})
$$

$$
= C + N f \sum_{u=1}^{d} (q_u - q_{u-1})(c - r_u)(1 - \gamma_1 \cdots \gamma_{u}) = \text{UB}_{m,N}(s).
$$

Here the first equality is by applying formula (18) to Optimization Problem 3.4; the second equality is by the definition of $\mathbb{E}_D[r | r \leq r_{d+1-u}]$; the third equality is by $c q_{d+1-u} = c(q_1 - q_0) + c(q_2 - q_1) + \cdots + c(q_{d+1-u} - q_{d-u})$; the fourth equality is by regrouping the sum as a linear function of $(q_{d+1-u} - q_d)(c - r_{d+1-u})$; the fifth equality is by resolving the telescoping sum; the sixth equality is by replacing the iteration variable $u$ with $d+1-u$; the last equality is by the definition of $\text{UB}_{m,N}(s)$ in Optimization Problem 3.9. This finishes the proof of Claim 3.10.
D Discussion about Competitive Ratio

In this section, we discuss the exact competitive ratio of the algorithms we proposed, i.e. Algorithm 2 for binary AdEx distribution $D$, and Algorithm 1 for general AdEx distributions.

D.1 Competitive Ratio of Algorithm 2 for Binary AdEx Distribution

In Section 2 we characterized the reward achieved by the algorithm. To calculate the competitive ratio, we need to characterize the optimal offline reward we can get from the instance. The following theorem applies to general AdEx distribution $D$.

Theorem D.1. Consider any instance with total demand $N$ for all advertisers with AdEx distribution $D$ (and cumulative density function $F$), where each advertiser $a$ has sufficiently large demand $n_a$. Then if there are exactly $fN$ online queries, while there exists an offline matching such that each advertiser $a$ is matched to exactly $fn_a$ impressions, the optimal offline reward is

$$OPT = (f - 1)N\mathbb{E}_{x \sim D}[x \geq F^{-1}(\frac{1}{f})].$$

Proof of Theorem D.1. By the definition of supply factor $f$, there exists a matching such that each advertiser $a$ is matched to a set $I_a$ of $fn_a$ impressions. In an optimal offline allocation, $N = \sum a n_a$ impressions are allocated to the contract, while $(f - 1)N$ impressions are allocated to AdEx. Then the total reward from the impressions are upper bounded by the sum of the $(f - 1)N$ largest AdEx reward of all impressions. Let $F$ be the cumulative density function of distribution $D$. Then the optimal offline reward is

$$OPT \leq \mathbb{E}_{X_1, \ldots, X_{fN} \sim D}[\text{Sum of the largest $(f - 1)N$ variables in } X_1, \ldots, X_{fN}] \leq (f - 1)N\mathbb{E}_{x \sim D}[x \geq F^{-1}(\frac{1}{f})].$$

On the other hand, consider an allocation that only allocates impressions in $I_a$ to either advertiser $a$ or AdEx. In particular, impressions with the smallest $n_a$ AdEx reward are allocated to $a$, and the rest of the impressions are allocated to AdEx. Then we have

$$OPT \geq \sum_a \mathbb{E}_{X_1, \ldots, X_{fn_a} \sim D}[\text{Sum of the largest $(f - 1)n_a$ variables in } X_1, \ldots, X_{fn_a}] \geq \sum_a (f - 1)n_a\mathbb{E}_{x \sim D}[x \geq F^{-1}(\frac{1}{f})](1 - o(1)) = (1 - o(1))(f - 1)N\mathbb{E}_{x \sim D}[x \geq F^{-1}(\frac{1}{f})].$$

The second line holds since when $n_a \to \infty$, with high probability the empirical distribution of the AdEx weights of the impressions has a negligible distance from the true AdEx distribution $D$ (using a standard concentration bound, we see that the deviation from the expectation is $\tilde{O}(\frac{1}{\sqrt{n_a}})$). The theorem follows by combining the lower bound and the upper bound of $OPT$. 

Now we are ready to analyze the competitive ratio.
Theorem D.2. For a penalty $c$, supply factor $f \geq 1$, and a binary reward distribution with parameters $q$ and $r$, where $r \leq c$, Algorithm 2 has a competitive ratio depending on $q, c, r, f$ as follows:

\[
\begin{align*}
\{ & \frac{1}{1-f} - \frac{1}{f} - \frac{1}{r/c} \cdot \frac{c}{r} \quad \text{if } q > 1/f \\
& \frac{1}{1-f} - \frac{1}{f} - \frac{1}{r/c} \cdot \frac{c}{r} \quad \text{if } q \leq 1/f \\
& (1 - \frac{1}{1-f} + \frac{1}{f} - \frac{1}{r/c} - \frac{q}{r}) \cdot \frac{c}{r} \quad \text{if } q > 1/f \\
& (1 - \frac{1}{1-f} + \frac{1}{f} - \frac{1}{r/c} - \frac{q}{r}) \cdot \frac{c}{r} \quad \text{if } q \leq 1/f
\end{align*}
\]

We note that there are settings in which the competitive ratio of our algorithm (and more generally any online algorithm) may be negative. This also underscores the importance of the supply factor $f$ in these types of penalty settings.

Proof. Recall that in the binary AdEx distribution, with probability $q$ the AdEx reward is 0 for an impression and with probability $1-q$ it is $r$. By Theorem D.1, the optimal reward in the binary case can be written as

\[
\text{OPT} = \begin{cases} 
Nf(1-q)r & \text{if } q > 1/f; \\
Nf(1-1/f)r & \text{if } q \leq 1/f.
\end{cases}
\]

Since in the first case all the impressions with AdEx value 0 are assigned to contracts and since $q > 1/f$ all contracts are satisfied and there is no penalty. We get expected reward of $(1-q)r$. In the second case an impression is allocated to AdEx only after all contracts are satisfied, and hence $N$ (or a $1/f$ fraction of all queries) go to contracts and the remaining goes to AdEx. By comparing each of these cases with the value of ALG in the cases considered in Claim 2.4, we get a competitive ratio minimizing the four cases described in the theorem statement.

\[\square\]

D.2 Worst-case Competitive Ratio for Ad Exchange Distributions with Fixed Mean

The exact competitive ratio for general AdEx distribution is hard to describe, and as discussed in Section 3.2, even computing the optimal thresholds are not straightforward. Surprisingly, we are able to precisely characterize the AdEx distribution $D$ with the worst competitive ratio over all reward distributions with the same mean.

In particular, let $\mathcal{F}_\mu$ be the class of all value distributions $D$ such that the mean of distribution $D$ is $\mu$. We show that among all AdEx reward in $\mathcal{F}_\mu$, the optimal competitive ratio is minimized when $D$ is a binary distribution, i.e. a distribution with support size 2. To prove this, we analyze the maximum reward obtained by any online algorithm on Example 2.5. Note also that we have already shown in Theorem 3.7 that there is always a threshold-based algorithm that achieves the optimal reward, and hence we can restrict our attention to threshold-based algorithms.

Theorem D.3. Consider the class $\mathcal{F}_\mu$ of AdEx distribution with mean $\mu$, and let $R(D)$ be the reward of best online algorithm on Example 2.5 on a distribution $D \in \mathcal{F}_\mu$. Then $R(D)$ is minimized when $D$ is one of the following:

- A fixed distribution with reward $\mu$. 
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• A (binary) distribution with parameters \(\{(r_1 = 0, q_1 = 1/f), (r_2 = \frac{f-1}{f} \mu, q_2 = \frac{f}{f-1})\}\).

• A (binary) distribution with parameters \(\{(r_1 = c, q_1 = \frac{f-1}{f}), (r_2 = f \mu - (f-1)c, \frac{f}{f-1}, q_2 = 1/f)\}\).

This theorem allows us to characterize the worst case competitive ratio for a general distribution, with the competitive ratio of a fixed or a binary reward distribution as determined in Section 2. The exact competitive ratio can be computed by combining Theorem D.3 and Theorem D.2. The combination of these two theorems, involves many cases depending on the relations between \(r, c, f, \mu\), which we do not mention here.

**Proof.** In Section 3.3, we showed that the optimal algorithm for Example 2.5 has the following form: For each group \(G_i\) of queries that arrives, the algorithm sets a threshold \(t_i\) such that for any impression with AdEx reward \(\leq t_i\), the impression is allocated to the advertiser with the lowest satisfaction ratio; otherwise, the impression is allocated to AdEx. Let \(A\) be the class of algorithms with such a form. An equivalent interpretation is that the algorithm allocates \(x_i = F(t_i)\) fraction of all queries in \(G_i\) to the advertiser with lowest satisfaction ratio, and \((1 - x_i)\) fraction of all the impressions to AdEx. Note that each advertiser is matched with at most \(n\) impressions. Also, using similar reasoning as in Section 3, we know \(\sum_{i=1}^{m} f x_i (m-i+1)n\) impressions in group \(G_i\) are allocated to available advertisers in that group. Thus the following constraint holds for any algorithm \(A \in A\) and advertisers available in each group \(G_i\):

\[
\sum_{i=1}^{m} \frac{f x_i}{m-i+1} n \leq n.
\]

Now we can compute the expected reward \(\text{ALG}\) of algorithm \(A\) defined by \((x_1, \ldots, x_m)\). Firstly, the penalty of not satisfying the contracts is \(-mn a c\) when impressions are not allocated, and we allocate \(\sum_{i=1}^{m} f x_i n\) impressions in total. Thus the total reward (or penalty) contributed to the objective by contract advertisers is \((\sum_{i=1}^{m} f x_i n - mn) c\) in total. Secondly, the AdEx reward contributed from impressions in \(G_i\) is w.h.p.\(^5\) \(f (1-x_i) n \mathbb{E}_{r \sim F}[r \mid r \geq F^{-1}(x_i)]\) for each phase \(i\). This is because there are \(fn\) impressions in \(G_i\), and the algorithm allocates \((1-x_i)\) fraction of impressions with highest valued AdEx reward to AdEx. Combining the contribution from contracts and AdEx, we have the following objective for any such algorithm:

\[
\frac{1}{n} \text{ALG} = \left( \sum_{i=1}^{m} f x_i - m \right) c + \sum_{i=1}^{m} f (1-x_i) \mathbb{E}_{r \sim F}[r \mid r \geq F^{-1}(x_i)].
\] (19)

Next, we bound the optimal offline reward as follows. We can use Theorem D.1 to get the following:

\[
\frac{1}{n} \text{OPT} = (f - 1) m \mathbb{E}_{r \sim F}[r \mid r \geq F^{-1}\left(\frac{1}{f}\right)].
\]

Recall, that this follows from the fact that an optimal allocation can choose to allocate \((f - 1)mn\) queries with high AdEx weight to AdEx and \(mn\) queries with AdEx weight in the lowest \(\frac{1}{f}\) quantile to satisfy the contract of all the advertisers.

\(^5\)Note that we can used this expected values as a high-probability reward bound for the exact same reasons as we showed in Section D.1.
Let $\mu_1 := \mathbb{E}_{r \sim F}[r | r < F^{-1}(1/f)]$ and $\mu_2 := \mathbb{E}_{r \sim F}[r | r \geq F^{-1}(1/f)]$ be the expected value of bottom $\frac{1}{f}$ quantile and top $1 - \frac{1}{f}$ quantile of distribution $D$ respectively. Then we can rewrite

$$\frac{1}{n}\text{OPT} = (f - 1)m\mu_2. \quad (20)$$

Observe that for $x_i \geq \frac{1}{f}$,

$$(1 - x_i)\mathbb{E}_{r \sim F}[r | r \geq F^{-1}(x_i)] \geq (1 - x_i)\mu_2,$$

and the equality holds when $x_i = \frac{1}{f}$, or the top $1 - \frac{1}{f}$ quantile of $D$ has a fixed value $\mu_2$, i.e. $\Pr_{r \sim F}[r = \mu_2] \geq 1 - \frac{1}{f}$ if $x_i > \frac{1}{f}$; for $x_i < \frac{1}{f}$,

$$(1 - x_i)\mathbb{E}_{r \sim F}[r | r \geq F^{-1}(x_i)] \geq \left(\frac{1}{f} - x_i\right)\mu_1 + (1 - 1/f)\mu_2,$$

and the equality holds only when the bottom $\frac{1}{f}$ quantile of $D$ has a fixed value $\mu_1$, i.e. $\Pr_{r \sim F}[r = \mu_1] \geq \frac{1}{f}$. Thus for any algorithm $A \in \mathcal{A}$ defined by allocation probability $(x_1, \cdots, x_m)$, applying the above inequalities (21) and (22) to formulas (19) and (20), we get the competitive ratio of algorithm $A$ is

$$\frac{\text{ALG}}{\text{OPT}} = \frac{(\sum_{i=1}^m f x_i - m) c + \sum_{i=1}^m f (1 - x_i)\mathbb{E}[r \sim F | r \geq F^{-1}(x_i)]}{(f - 1)m\mu_2} \geq \frac{-X + Y\mu_1 + Z\mu_2}{\mu_2} \quad (23)$$

for coefficients $X, Y, Z$ that are derived from (21) and (22) that only depend on $x_1, \cdots, x_m$. Since $\mu_1 = f\mu - (f - 1)\mu_2$, the right hand side of the inequality (23) is a linear function of $\frac{1}{\mu_2}$, thus monotone with respect to $\mu_2$. The minimum can be achieved when $\mu_2$ is either minimized or maximized (depending on the sign of the coefficient). Since $\mu_2 \geq \mu$, thus the minimum value of $\mu_2$ is $\mu$, and in this case $\mu_1 = 1$. If $\frac{f}{f - 1}\mu \leq c$, then $\mu_2$ has maximum value $c$, and in this case $\mu_1 = f\mu - (f - 1)c$; otherwise, $\mu_2$ has maximum value $\frac{f}{f - 1}\mu$, and in this case $\mu_1 = 0$. The minimum of the right hand side of inequality (23) can be achieved in one of the above three cases. Notice that the equality of (23) can hold when $D$ is a binary distribution with support $\mu_1$ and $\mu_2$ with corresponding probability $\frac{1}{f}$ and $1 - \frac{1}{f}$. Thus for any algorithm $A \in \mathcal{A}$, the reward of $A$ for Example 2.5 is minimized when $D$ is a binary distribution, among all distributions with fixed mean $\mu$. □