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Abstract

We analyze a class of coupled quantum systems whose dynamics can be understood via two uncoupled, lower-dimensional quantum settings with auxiliary interactions. The general reduction scheme, based on algebraic properties of the potential term, is discussed in detail for two-dimensional Dirac Hamiltonian. We discuss its possible application in description of Dirac fermions in graphene or bilayer graphene in presence of distortion scattering or spin-orbit interaction. We illustrate the general results on the explicit examples where the involved interactions are non-uniform in space and time.

1 Introduction

In this article, we focus on two coupled quantum systems that are described by 2 + 1-dimensional Dirac equation. We are particularly interested in the physical scenarios that can appear in physics of graphene and other Dirac materials. It is well known that the valence and conduction bands of graphene get in touch in the corners of the first Brillouin zone. The dispersion relation is linear in the vicinity of these points. Only two of them, \( K \) and \( K' \), are inequivalent and give rise to two generations of two-dimensional Dirac fermions \[1\]. The fermions both from \( K \)-valley and \( K' \)-valley enjoy pseudo-spin degree of freedom associated with presence of two triangular sublattices in the crystal. Additionally, they possess spin-degree of freedom. Therefore, the Hamiltonian of Dirac fermions in graphene should have the form of 8\( \times \)8 matrix operator. Nevertheless, only the degrees of freedom relevant for the considered interactions are usually taken into account.

For instance, disorder in the lattice can lead to the intervalley scattering. The Dirac fermions can get scattered from \( K \)-valley into \( K' \)-valley and vice versa by atomic defects, deposits on the crystal or by the mechanical contacts with the substrate. The general Hamiltonian \( H_{\text{dis}} \) for disorder scattering of Dirac fermions in graphene can be written in the following form \[2\], \[3\], \[4\], see also \[5\], \[6\], \[7\], \[8\],

\[ H_{\text{dis}} = \begin{pmatrix}
V_A & \pi + V & W_A & W^+ \\
\pi^\dagger + \overline{V} & V_B & W^- & W_B \\
W_A & \overline{W} & V_A & -\pi^\dagger + V' \\
W^+ & \overline{W}_B & -\pi + \overline{V}' & V_B
\end{pmatrix}, \quad \pi = -i\partial_x - \partial_y. \tag{1}
\]

The bispinor components are ordered here as \((A_K, B_K, A_{K'}, B_{K'})\) where \(A(B)\) denotes the pseudo-spin and \(K(K')\) the valley degree of freedom. The interaction in \((1)\) preserves the spin of the Dirac fermions.

Spin-orbit coupling does not cause intervalley scattering but affects the spin of electrons. The Hamiltonian describing spin-orbit coupling at one of the Dirac points reads as \[9\], \[10\],

\[ H_{\text{soc}} = \begin{pmatrix}
\Delta & \pi^\dagger & 0 & 0 \\
\pi & -\Delta & -2i\lambda & 0 \\
0 & 2i\lambda & -\Delta & \pi^\dagger \\
0 & 0 & \pi & \Delta
\end{pmatrix}. \tag{2}
\]

The basis of the bispinors is \((A^\dagger_K, B^\dagger_K, A^\dagger_{K'}, B^\dagger_{K'})\) where the arrow denotes spin-up or spin-down component. The diagonal term \(\Delta\) corresponds to the intrinsic spin-orbital coupling. The breakdown of the mirror symmetry caused by perpendicular electric field, proximity of the substrate or by the curvature can induce the Rashba spin-orbit

\[1\]We set the Fermi velocity in graphene \(v_F = 1\) throughout the article.
\[2\]For instance, the wave function \(\Psi = (\psi, 0, \xi, 0)\) would be located just on the triangular sublattice \(A\).
interaction λ, see \cite{10, 11, 12, 13, 14}. The intrinsic coupling competes with the Rashba term in the opening of the gap in the spectrum. The gap induced by the nonvanishing ∆ gets closed as long as λ gets dominant \cite{10}.

The bilayer graphene consists of two layers of graphene that are close to each other. The two layers can be mutually oriented in different ways. In Bernal stacking (also called AB stacking), the layers are assembled in such a way that A2 atoms of the upper layer sit just above the B1 atoms of the lower layer. The atoms A1 of the lower layer are then below the center of the hexagons of the upper lattice. The effective Hamiltonian for the low-energy particles can be written in the following form \cite{15, 16, 17}.

The basis of the bispinors is \( (A_1, B_1, A_2, B_2) \), where \( A_j(B_j) \) are \( A(B) \) atoms from the \( j \)-th layer. The diagonal term \( -\sigma_3 \otimes \sigma_0 \Delta \) reflects possible difference of the electrostatic potential in the two layers. The parameter \( v_1 \) is proportional to the \( A_2 - B_1 \) hopping energy whereas \( v_3 \) is the coupling constant of the trigonal warping term. There holds \( v_3 \ll v_F \) and \( v_3 \) is frequently set to zero in the analysis of the low-energy regime \cite{3}.

The article is organized as follows. In the next section, we will discuss a class of coupled systems whose evolution equation can be reduced into two equations of lower dimension. First, we discuss the general framework and then we apply it on two-dimensional Dirac Hamiltonian. In the third section, we apply the scheme on the energy operator \[1\] describing disorder scattering. The Hamiltonians \[2\] and \[4\] are considered in the fourth section. Explicit examples are presented. The last section is left for discussion.

### 2 Reducible coupled systems

In order to introduce the general idea and the related notation, let us consider a generic quantum system which is described by the following evolution equation

\[
\mathcal{H} \Psi = \left( -i\partial_t + 1 \otimes D + S_{11} \otimes V_{11} + \sum_{j,k=2}^{N} S_{jk} \otimes V_{jk} \right) \Psi = 0. \tag{4}
\]

The wave function \( \Psi \) belongs to the space \( \mathbb{C}^N \otimes \mathcal{L} \) where \( \mathcal{L} \) is a Hilbert space whose actual form is not essential at the moment. The operator \( 1 \) is identity matrix on \( \mathbb{C}^N \). The matrices \( S_{ij} \) form the basis of \( N \times N \) matrices. They have all entries vanishing except a single matrix element,

\[
(S_{jk})_{lm} = \delta_{jl} \delta_{km}, \quad j, k, l, m \in \{1, \ldots, N\}. \tag{5}
\]

The operator \( 1 \otimes D \) represents a kinetic energy term. We can it leave unspecified at the moment. The potential term is required to be hermitian which imposes corresponding restriction on the operators \( V_{jk} \) that are acting on \( \mathcal{L} \).

The potential term in \[4\] is block-diagonal, i.e. the equation \[4\] can be partially decoupled. It allows us to find some of its solutions by solving the reduced equation

\[
(-i\partial_t + D + V_{11}) \psi = 0, \tag{6}
\]

where \( \psi \in \mathcal{L} \). Indeed, if \( \psi \) satisfies the equation above, then the wave function \( \Psi = (\psi, 0, \ldots, 0)^T \) is solution of \[4\]. This partial solvability is preserved in a large family of equations \( \mathcal{H} \Psi = 0 \) that can be obtained from \[4\] by a similarity transformation \( \mathcal{U} \), \( \mathcal{H} = \mathcal{U} \mathcal{H} \mathcal{U}^{-1} \). If we require \( \mathcal{U} \) to preserve the form of the kinetic energy term and to keep the operator \( \mathcal{H} \) hermitian, we can define the transformation as \( \mathcal{U} = U \otimes 1 \) with \( U \) being a constant unitary matrix. The operator \( \mathcal{H} \) can be called reducible as some of its zero modes can be obtained by solution of the reduced equation \[6\]. We can denote the number of reduced equations associated with \[4\] as the degree of the reducibility of \[4\]. For instance the potential term \( V = S_{11} \otimes V_{11} + S_{22} \otimes V_{22} + \sum_{j,k=3}^{N} S_{jk} \otimes V_{jk} \) would possess reducibility of at least second degree.

Let us turn our attention to the special case where \[4\] corresponds to a two-dimensional Dirac equation

\[
\mathcal{H} \Psi = \left[ -i\partial_t + \sigma_0 \otimes (-i\sigma_1 \partial_x - i\sigma_2 \partial_y) + \sum_{k=1}^{2} S_k \otimes \begin{pmatrix} a_k & b_k \\ b_k^\dagger & d_k \end{pmatrix} \right] \Psi = 0. \tag{7}
\]
The transformed equation reads as

\[ \tilde{\Psi} = \mathcal{U} \tilde{\mathcal{H}} \mathcal{U}^{-1} \tilde{\Psi} = \left[ -i \partial_t + \sigma_0 \otimes (-i \sigma_1 \partial_x - i \sigma_2 \partial_y) + \tilde{\mathcal{V}} \right] \tilde{\Psi} = 0, \quad \tilde{\Psi} = \mathcal{U} \Psi, \]

where

\[ \mathcal{V} = \sum_{k=1}^{2} \mathbb{U}_k \mathbb{U}_k^{-1} \otimes \begin{pmatrix} a_k & b_k \\ b_k^* & d_k \end{pmatrix} = \begin{pmatrix} \cos^2 \tau a_1 + \sin^2 \tau a_2 & \cos^2 \tau_1 b_1 + \sin^2 \tau_1 b_2 \\ \cos^2 \tau_1 b_1^* + \sin^2 \tau_1 b_2^* & \cos^2 \tau a_1 + \sin^2 \tau a_2 \\ \frac{1}{2} e^{i \phi} (a_1 - a_2)^\dagger \sin 2\tau & \frac{1}{2} e^{i \phi} (b_1 - b_2)^\dagger \sin 2\tau \\ \frac{1}{2} e^{i \phi} (b_1 - b_2) \sin 2\tau & \frac{1}{2} e^{i \phi} (a_1 - a_2) \sin 2\tau \end{pmatrix}. \]

We would like to match \( \mathcal{H} \) with the corresponding Dirac operators in (1), (2) or (3). First, we can see that the kinetic terms of (1) and (12) does not coincide. When comparing (12) with (1) or (3), we can see that the potential term in (14) does not allow to set the components \( V_{14} \) and \( V_{23} \) independently. We can partially fix these deficiencies by an additional unitary transformation \( \mathcal{R} \),

\[ \mathcal{R} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & \epsilon \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \epsilon = \pm 1, \quad \mathcal{R}^\dagger \mathcal{R} = 1. \]

The transformed equation reads as

\[ \mathcal{H} \Psi = \mathcal{R} \tilde{\mathcal{H}} \mathcal{R}^{-1} \Psi = \left[ -i \partial_t + \begin{pmatrix} 0 & \pi \dagger & 0 & 0 \\ \pi & 0 & 0 & 0 \\ 0 & 0 & \epsilon \pi \dagger & 0 \\ 0 & 0 & \epsilon \pi & 0 \end{pmatrix} + \mathcal{V} \right] \Psi = 0, \quad \Psi = \mathcal{R} \tilde{\Psi}, \]

where

\[ \mathcal{V} = \mathcal{R} \tilde{\mathcal{V}} \mathcal{R}^{-1} = \begin{pmatrix} \cos^2 \tau a_1 + \sin^2 \tau a_2 & \cos^2 \tau_1 b_1 + \sin^2 \tau_1 b_2 \\ \cos^2 \tau_1 b_1^* + \sin^2 \tau_1 b_2^* & \cos^2 \tau a_1 + \sin^2 \tau a_2 \\ \frac{1}{2} e^{i \phi} (a_1 - a_2)^\dagger \sin 2\tau & \frac{1}{2} e^{i \phi} (b_1 - b_2)^\dagger \sin 2\tau \\ \frac{1}{2} e^{i \phi} (b_1 - b_2) \sin 2\tau & \frac{1}{2} e^{i \phi} (a_1 - a_2) \sin 2\tau \end{pmatrix}. \]
Let us notice that the unitary transformation relating $H$ and $\hat{H}$ is explicitly

$$R \hat{U} = \begin{pmatrix} \cos \tau & 0 & -e^{-i\phi} \sin \tau & 0 \\ 0 & \cos \tau & 0 & -e^{-i\phi} \sin \tau \\ 0 & e^{i\phi} \sin \tau & 0 & \epsilon \cos \tau \\ e^{i\phi} \sin \tau & 0 & \epsilon \cos \tau & 0 \end{pmatrix}. \tag{18}$$



There are ten independent matrix elements in a hermitian $4 \times 4$ matrix. In (17), we are free to fix six of them whereas the remaining four are determined by this choice already. For instance, we can fix the potential term in the following form

$$V = \begin{pmatrix} V_{11} & V_{12} & e^{-i\phi} V_{13} & e^{-i\phi} V_{14} \\ V_{12} & V_{22} & e^{-i\phi} V_{23} & e^{-i\phi} V_{24} \\ e^{i\phi} V_{13} & e^{i\phi} V_{23} & V_{22} - 2\epsilon V_{23} \cot 2\tau & \epsilon V_{24} \\ e^{i\phi} V_{14} & e^{i\phi} V_{24} & e V_{23} - 2 V_{24} \cot 2\tau & V_{11} - 2 V_{14} \cot 2\tau \end{pmatrix}. \tag{19}$$

Here the components $V_{14} = \frac{1}{2}(a_1 - a_2) \sin 2\tau$ and $V_{23} = \frac{1}{2}(d_1 - d_2) \sin 2\tau$ are hermitian. The reduced equations corresponding to (19) can be written as

$$\begin{align*}
-i \partial t + \begin{pmatrix} 0 & \pi \\ \pi & 0 \end{pmatrix} + \begin{pmatrix} V_{11} & V_{12} \\ V_{12} & V_{22} \end{pmatrix} + \epsilon \tan \tau \begin{pmatrix} V_{14} & V_{13} \\ V_{13} & V_{23} \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} &= 0, \\
-i \partial t + \begin{pmatrix} 0 & \pi \\ \pi & 0 \end{pmatrix} + \begin{pmatrix} V_{11} & V_{12} \\ V_{12} & V_{22} \end{pmatrix} - \epsilon \cot \tau \begin{pmatrix} V_{14} & V_{13} \\ V_{13} & V_{23} \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} &= 0. \tag{20}
\end{align*}$$

The two bispinors $\Psi$ and $\Xi$ get transformed into the following form

$$\Psi = R \hat{\Psi} = \begin{pmatrix} \cos \tau \psi_1 \\ \cos \psi \psi_2 \\ e^{i\phi} \sin \tau \psi_2 \\ e^{i\phi} \sin \psi_1 \end{pmatrix}, \quad \Xi = e^{i\phi} R \hat{\Xi} = \begin{pmatrix} -\sin \tau \xi_1 \\ -\sin \xi_2 \\ e^{i\phi} \cos \tau \xi_2 \\ e^{i\phi} \cos \xi_1 \end{pmatrix}. \tag{21}$$

By construction, the system described by (16) is unitary equivalent to (7) so that the densities of probability as well as the transition amplitudes are not affected by the unitary mapping. Nevertheless, the transformed potential term (17) can represent a different physical situation when compared to (7). We will illustrate this point in the next sections on the explicit examples.

It is worth mentioning that there is a class of interactions that have vanishing expectation value on the states $\Psi$ and $\Xi$. Indeed, if we define

$$\delta V = S_{12} \otimes \begin{pmatrix} v_1 & v_2 \\ v_3 & v_4 \end{pmatrix} + S_{21} \otimes \begin{pmatrix} v_1^t & v_2^t \\ v_3^t & v_4^t \end{pmatrix}, \tag{22}$$

then it is rather direct observation that there holds $\Psi^\dagger \delta V \Psi = \Xi^\dagger \delta V \Xi = 0$, where $\Psi$ and $\Xi$ are given in (9). This property is not altered by the unitary transformation (18). Therefore, we can write

$$\Psi^\dagger \delta V \Psi = \Xi^\dagger \delta V \Xi = 0, \quad \text{where} \quad \delta V = R U \delta \hat{V} U^{-1} R^{-1}. \tag{23}$$

We will not present here the explicit form of $\delta V$ as it can be obtained in straightforward manner with the use of (18) and (22). The property (23) can be important when $\delta V$ corresponds to a perturbation potential. If $\Psi$ (or $\Xi$) corresponds to a bound state of $\hat{H}$ with energy $E$, then the energy level is rather robust with respect to the small perturbation $\delta V$ as the first order correction term for energy is vanishing,

$$\delta E = \langle \Psi, \delta V \Psi \rangle = 0.$$

We will discuss the explicit form of $\delta V$ in the examples illustrated in the next section.

Let us conclude this section from two possible points of view. First, when we have an equation (7) with the potential term (19), we can make an ansatz (21) for the bispinors and get the two equations (20). The simple form of (19) can serve for a quick test of reducibility of the potential term (7). Alternatively, we can construct the reducible model with $4 \times 4$ matrix potential (17) starting with the equations (8). This approach is more suitable for construction of reducible system by employing the known equations (8).\footnote{In line with our comment below (17), it is possible to fix another six independent components and get another four dependent components in (17).}
3 Disorder scattering Hamiltonian

Let us identify (17) with the potential term in (1). We fix \( \epsilon = -1 \). There are two different ways how we can identify the matrix elements in the potential term in

\[
-\imath \partial_t + \begin{pmatrix}
0 & \pi & 0 & 0 \\
\pi & 0 & 0 & 0 \\
0 & 0 & 0 & -\pi \\
0 & 0 & -\pi & 0
\end{pmatrix} + \begin{pmatrix}
V_A & V & W_A & W_+ \\
V & V_B & W_A & W_+ \\
W_A & W_B & V_A & V_+ \\
W_B & V_A & V_B & V_+
\end{pmatrix} \Psi = 0.
\] (24)

First, we fix

\[
a_1 = d_2, \quad a_2 = d_1.
\] (25)

Then

\[
V_A = \cos^2 \tau d_2 + \sin^2 \tau d_1, \quad V_B = \cos^2 \tau d_1 + \sin^2 \tau d_2
\]

\[
V = \cos^2 \tau b_1 + \sin^2 \tau b_2, \quad V' = -(b_2 \cos^2 \tau + b_1 \sin^2 \tau)^\dagger
\]

\[
W_A = \frac{1}{2} e^{-i\phi}(b_1 - b_2) \sin 2\tau, \quad W_B = -e^{-2i\phi} W_A^\dagger
\]

\[
W^+ = \frac{1}{2} e^{-i\phi}(d_2 - d_1) \sin 2\tau.
\] (28)

The two associated reduced equations are

\[
-\imath \partial_t + \begin{pmatrix}
0 & \pi & 0 \\
\pi & 0 & 0 \\
0 & 0 & \pi
\end{pmatrix} + \begin{pmatrix}
d_2 & b_1 \\
b_1^\dagger & d_1
\end{pmatrix} \begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} = 0,
\] (29)

\[
-\imath \partial_t + \begin{pmatrix}
0 & \pi & 0 \\
\pi & 0 & 0 \\
0 & 0 & \pi
\end{pmatrix} + \begin{pmatrix}
d_1 & a_2 \\
b_2 & d_2
\end{pmatrix} \begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = 0.
\] (30)

The other option is to fix

\[
a_1 = d_1 + d_2 - a_2, \quad \tau = \pi/4.
\] (31)

Then we get

\[
V_A = V_B = \frac{1}{2}(d_1 + d_2), \quad V = \frac{1}{2}(b_1 + b_2), \quad V' = -\frac{1}{2}(b_1 + b_2)^\dagger,
\]

\[
W_A = \frac{1}{2} e^{-i\phi}(b_2 - b_1), \quad W_B = \frac{1}{2} e^{-i\phi}(b_1 - b_2)^\dagger, \quad W^+ = \frac{1}{2} e^{-i\phi}(d_1 + d_2 - 2a_2).
\] (33)

The two associated reduced equations are

\[
-\imath \partial_t + \begin{pmatrix}
0 & \pi & 0 \\
\pi & 0 & 0 \\
0 & 0 & \pi
\end{pmatrix} + \begin{pmatrix}
d_1 + d_2 - a_2 & b_1 \\
b_1^\dagger & d_1
\end{pmatrix} \begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} = 0,
\] (34)

\[
-\imath \partial_t + \begin{pmatrix}
0 & \pi & 0 \\
\pi & 0 & 0 \\
0 & 0 & \pi
\end{pmatrix} + \begin{pmatrix}
a_2 & b_2 \\
b_2^\dagger & d_2
\end{pmatrix} \begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = 0.
\] (35)

Below, we present two examples of the reducible Hamiltonian [1] where each of them corresponds to one of the proposed substitutions (25) or (31).

3.1 Pöschl-Teller system

First, we fix the potential terms in the equations (29) and (30) in accordance with (25) in the following manner

\[
-\imath \partial_t + \begin{pmatrix}
0 & -\imath \partial_x + \partial_y \\
-\imath \partial_x - \partial_y & 0
\end{pmatrix} + \begin{pmatrix}
0 & -i2\delta_1 \tanh(x/2\delta_1) \\
i2\delta_1 \tanh(x/2\delta_1) & 0
\end{pmatrix} \begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} = 0,
\] (36)

\[
-\imath \partial_t + \begin{pmatrix}
0 & -\imath \partial_x + \partial_y \\
-\imath \partial_x - \partial_y & 0
\end{pmatrix} + \begin{pmatrix}
0 & -2\delta_2 \tanh(y/2\delta_2) \\
-2\delta_2 \tanh(y/2\delta_2) & 0
\end{pmatrix} \begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = 0.
\] (37)

Here we suppose that \( \delta_1 > 0 \) and \( \delta_2 > 0 \). The equations (36) and (37) can be mapped one into the other one by an unitary transformation accompanied by an exchange of the variables \( x \leftrightarrow y \) and of the coupling parameters.
\[ \delta_1 \leftrightarrow \delta_2. \] Each of the two equations corresponds to the Dirac equation with Pöschl-Teller potential that was solved analytically in [18]. Let us notice that an asymmetric version of the Pöschl-Teller was studied in [19].

The system described by (36) has translational invariance, i.e. it is possible to fix the momentum \( k_y \) along the symmetry axis and study the spectral properties of the effective one-dimensional system. There are discrete energies in the gap whose values are given by the following formula

\[
E_n^{(\delta)} = \sqrt{2 \left( n - \frac{n^2}{8\delta_1^2} \right) \left( 1 - \left( \frac{2\delta_1 k_y}{4\delta_1^2 - n} \right)^2 \right)},
\]

The associated square integrable eigenvector can be written as

\[
\psi_n = e^{i(-E_n t + k_y y)} \left(-\frac{i}{2\delta_1} (\partial_x + k_y + 2\delta_1 z) \left( \frac{x+1}{2} \delta_1 \right)^2 \left( \frac{x-1}{2} \delta_1 \right)^2 P_n^{2\rho,2\sigma}(z) \right),
\]

where \( \sigma = \delta_1 \sqrt{(k_y - 2\delta_1)^2 - E_n^2}, \rho = \delta_1 \sqrt{(2\delta_1 + k_y)^2 - E_n^2}, z = \tanh(x/2\delta_1) \). The requirement of square integrability of \( \psi_n \) restricts both the range of positive integers \( n, n \in \{0, \ldots, 4\delta_1^2\} \) and the range of \( k_y, |k_y| < 2\delta_1, \) see [18]. Additionally, the parameters \( \sigma \) and \( \rho \) have to be real. It implies that \( E_n \) has to satisfy the following inequalities, \( |k_y - 2\delta_1| > |E_n|, |k_y + 2\delta_1| > |E_n| \). These inequalities define the region where the discrete energy bands \( E_n \) can appear, see Fig.1. The energy spectrum of the Hamiltonian in (37) and the corresponding solutions (\( \xi_1, \xi_2 \)) of (37) can be obtained from (38) and (39) in the straightforward manner and we will not present them here explicitly.

The reducible \( 4 \times 4 \) potential term (17) acquires the following form

\[
V = \begin{pmatrix}
0 & V & W_A & 0 \\
V & 0 & 0 & W_B \\
W_A & 0 & 0 & V' \\
W_B & 0 & V' & 0
\end{pmatrix},
\]

where

\[
V = -2i\delta_1 \cos^2 \tau \tanh \frac{x}{2\delta_1} - 2\delta_2 \sin^2 \tau \tanh \frac{y}{2\delta_2}, \quad \quad W_A = ie^{-i\phi} \sin 2\tau (\frac{x}{2\delta_1} + i\delta_2 \tanh \frac{y}{2\delta_2}),
\]

\[
V' = -2i\delta_1 \sin^2 \tau \tanh \frac{x}{2\delta_1} + 2\delta_2 \cos^2 \tau \tanh \frac{y}{2\delta_2}, \quad \quad W_B = -e^{-2i\phi} W_A^\dagger.
\]

The nonvanishing components of the potential term are illustrated in Fig.2

![Figure 1: The energy bands \( E_n = E_n(k_y) \) in (38). The dashed lines are formed by the function \( \pm|k_y - 2\delta_1| \) and \( \pm|k_y + 2\delta_1| \). We fixed \( \delta_1 = \sqrt{3}/2 \).](image)

### 3.2 Crossed combs of scatterers

The substitution (31) allows more freedom in the choice of the diagonal elements of the potential terms in (35). For illustration, we pick up the model discussed recently in [20]. We fix the equations (34) and (35) as

\[
\begin{pmatrix}
-\imath \partial_t + \left( \begin{array}{cc} 0 & \pi \\ \pi^\dagger & 0 \end{array} \right) - \left( \begin{array}{cc} 4m_1 w_1^2 \sin^2 \kappa_{1x} D_1(x,y) & 0 \\ 0 & 4m_1 w_1^2 \sin^2 \kappa_{1y} D_1(x,y) \end{array} \right) \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = 0,
\]

\[
\begin{pmatrix}
-\imath \partial_t + \left( \begin{array}{cc} 0 & \pi \\ \pi^\dagger & 0 \end{array} \right) - \left( \begin{array}{cc} 4m_2 w_2^2 \sin^2 \kappa_{2x} D_2(x,y) & 0 \\ 0 & 4m_2 w_2^2 \sin^2 \kappa_{2y} D_2(x,y) \end{array} \right) \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = 0,
\]

where

\[
D_1(x,y) = \tanh \frac{x}{2\delta_1} + 2\delta_2 \cosh \frac{y}{2\delta_2}, \quad D_2(x,y) = \tanh \frac{x}{2\delta_1} + 2\delta_2 \cosh \frac{y}{2\delta_2}.
\]
Figure 2: This figure represents the real part (green) and the imaginary part (yellow) of the expressions $V$, $V'$, $W_A$ and $W_B$ in the potential (40). Here we used the parameters $\delta_1 = \sqrt{3}/2$, $\tau = \pi/4$, $\delta_2 = 1/\sqrt{2}$, $\phi = \pi/4$

where

$$D_1(x, y) = m_1^2 + \omega_1^2 \cos(2\kappa_1 x) + \kappa_1^2 \cosh(2\omega_1 y), \quad D_2(x, y) = m_2^2 + \omega_2^2 \cos(2\kappa_2 y) + \kappa_2^2 \cosh(2\omega_2 x),$$

$\omega_a$, $m_a$ are real constants and $\kappa_a = \sqrt{m_a^2 + \omega_a^2}$, $a = 1, 2$. Let us notice that the equation (43) can be transformed into (44) by a matrix unitary transformation $\exp(i\pi\sigma_3/4)$ accompanied by the change of coordinates $x \rightarrow -y$, $y \rightarrow x$ and possibly different choice of the free parameters $\omega_1 \rightarrow \omega_2$, $\kappa_1 \rightarrow \kappa_2$. The system described by (43) can be solved for $E = m$. For this energy level, it is possible to find scattering states as well as two states localized at the potential barrier [20]. As the two localized states are practically identical when comparing their densities of probabilities, let us present just one of them. Its explicit form is

$$\psi = \sqrt{2}\kappa_2 D_1(x, y) e^{i\pi\sigma_3/4} \left( \frac{\omega_1 \sin(\kappa_1 x) \sinh(\omega_1 y) - i \cosh(\omega_1 y)(m_1 \sin(\kappa_1 x) + \kappa_1 \cos(\kappa_1 x))}{\cosh(\omega_1 y)(m_1 \sin(\kappa_1 x) - \kappa_1 \cos(\kappa_1 x)) + i \omega_1 \sin(\kappa_1 x) \sinh(\omega_1 y)} \right),$$

and it solves (43). The corresponding solution of (44) can be found in the following form

$$\xi = e^{i\pi\sigma_3/4} \psi|_{x \rightarrow -y, y \rightarrow x, \omega_1 \rightarrow \omega_2, \kappa_1 \rightarrow \kappa_2}.$$ (46)

The reducible potential $V$ in (17) then reads as

$$V = \begin{pmatrix} V_A & 0 & 0 & W^+ \\ 0 & V_A & -W^+ & 0 \\ W^+ & 0 & 0 & V_A \end{pmatrix},$$ (47)

where

$$V_A = -\frac{2m_1 \omega_1 \sin^2(\kappa_1 x)}{D_1(x, y)} - \frac{2m_2 \omega_2 \sin^2(\kappa_2 x)}{D_2(x, y)}, \quad W^+ = -2e^{-i\phi} \left( \frac{2m_1 \omega_1 \sin^2(\kappa_1 x)}{D_1(x, y)} - \frac{2m_2 \omega_2 \sin^2(\kappa_2 x)}{D_2(x, y)} \right).$$ (48)

The localized solutions for the reducible system with the potential (47) can be constructed by substitution of (45) and (46) into (21). Their density of probability of the localized states as well as the plots of the nonvanishing components of $V$ can be found in Fig. 3.

4 Spin-orbit interaction and bi-layer graphene

We fix $\epsilon = 1$ and

$$a_2 = a_1, \quad b_2 = b_1 = 0, \quad \tau = \pi/4.$$ (49)
Figure 3: The figure illustrates $V_A$ (up left) and $W^+$ (up right) in (48), and density of probability of $\Psi$ (down left) and $\Xi$ (down right), see (21). In this case $m_2 = 2m_1 = 2$, $\omega_1 = 3/2$, $\omega_2 = 2$, $\phi = 0$.

Substituting these quantities into (17), we get the following equation for the reducible system,

$$
\begin{bmatrix}
-i\partial_t + \begin{pmatrix} 0 & \pi & 0 & 0 \\ \pi^\dagger & 0 & 0 & 0 \\ 0 & 0 & 0 & \pi \\ 0 & \pi & 0 & 0 \\
\end{pmatrix} + \begin{pmatrix} \mu + \Delta & 0 & 0 & 0 \\ 0 & \mu - \Delta & e^{-i\phi} \lambda & 0 \\ 0 & e^{i\phi} \lambda & \mu - \Delta & 0 \\ 0 & 0 & 0 & \mu + \Delta \\
\end{pmatrix}
\end{bmatrix} \psi = 0,
$$

where

$$
\Delta = a_1 - \frac{d_1 + d_2}{2}, \quad \mu = a_1 + \frac{d_1 + d_2}{2}, \quad \lambda = \frac{d_1 - d_2}{2}.
$$

In order to identify the kinetic energy term with (2) or (3), we have to set

$$
\pi = -i\partial_x.
$$

This way, we are restricted to the effectively $1+1$ dimensional Hamiltonian. Such operator can be obtained by fixing $k_y = 0$ in the two dimensional systems with translational symmetry along $y$ axis. We will suppose that this is the case. For $\phi = \pi/2$, the potential term in (50) can be identified with the Hamiltonian with spin-orbital interaction (3). When $\phi = 0$, it corresponds to the bilayer Hamiltonian (3) with an additional inhomogeneous mass term on the two layers. The two associated reduced equations are

$$
\begin{align*}
-i\partial_t + \begin{pmatrix} 0 & \pi & 0 & 0 \\ \pi^\dagger & 0 & 0 & 0 \\ 0 & 0 & 0 & \pi \\ 0 & \pi & 0 & 0 \\
\end{pmatrix} + \begin{pmatrix} a_1 & 0 & 0 & d_1 \\ 0 & a_1 & 0 & d_1 \\ 0 & 0 & a_1 & 0 \\ 0 & 0 & 0 & a_1 \\
\end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \\ \xi_1 \\ \xi_2 \\
\end{pmatrix} &= 0, \\
-i\partial_t + \begin{pmatrix} 0 & \pi & 0 & 0 \\ \pi^\dagger & 0 & 0 & 0 \\ 0 & 0 & 0 & \pi \\ 0 & \pi & 0 & 0 \\
\end{pmatrix} + \begin{pmatrix} a_1 & 0 & 0 & d_2 \\ 0 & a_1 & 0 & d_2 \\ 0 & 0 & a_1 & 0 \\ 0 & 0 & 0 & a_1 \\
\end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \\ \psi_1 \\ \psi_2 \\
\end{pmatrix} &= 0.
\end{align*}
$$

When only one of the equations in (54) is exactly solvable, the system described in (50) is quasi-exactly solvable as we can find only a part of the existing solutions analytically. In order to illustrate compatibility of the scheme with time-dependent potentials, we fix

$$
a_1 = m \left(-1 + \frac{4a^2 \cosh^2 \omega t}{D(t,x)}\right), \quad d_1 = -a_1,
$$
then spin-orbit interaction \( \Delta \) and Rashba term \( \lambda \) brought into the following form by a simple unitary transformation, the model presented in the Section 3.1 can serve us for a quick illustration. The equations (36) and (37) can be

\[
D(t, x) = m^2 + \kappa^2 \cosh(2\omega t) + \omega^2 \cosh(2\kappa x), \quad \kappa = \sqrt{m^2 + \omega^2}.
\]

(56)

We can leave \( d_2 \) unspecified as we are interested in the solutions of (53). With this choice of the potential functions, (53) is exactly solvable, see [21], [20]. Therefore, we can find solutions of the equation (50) where

\[
\Delta = \frac{3a_1 - d_2}{4}, \quad \mu = \frac{a_1 + d_2}{4}, \quad \lambda = -\frac{a_1 + d_2}{2}.
\]

(57)

We can use the freedom in selecting the function \( d_2 = d_2(x,t) \) to fine-tune the electrostatic field \( \mu \), the intrinsic spin-orbit interaction \( \Delta \) and Rashba term \( \lambda \). For instance, when

\[
d_2 = -\left(4\delta + 3m - \frac{12m^2 \cosh^2 \omega t}{D(t, x)}\right),
\]

(58)

then \( \Delta \equiv \delta \) is constant whereas \( \mu \) and \( \lambda \) are inhomogeneous both in space and time,

\[
\mu = -\Delta - m + \frac{4m\kappa^2 \cosh^2 \omega t}{D(t, x)}, \quad \lambda = 2 \left(\Delta + m - \frac{4m\kappa^2 \cosh^2 \omega t}{D(t, x)}\right),
\]

(59)

see Fig. 4 for illustration. Independently on the explicit choice of \( d_2 \), we can find a set of solutions that stem from the equation (53). For illustration, we present explicit form of two such states that solve the equation (50),

\[
\Psi_1 = \frac{1}{D(t, x)} \begin{pmatrix}
\sinh \kappa x (m \cosh t\omega + i\omega \sinh t\omega) \\
-ik \cosh \omega \cosh \kappa x \\
-\frac{e^{\kappa} (m \cosh t\omega + i\omega \sinh t\omega) \sinh \kappa x}{2}
\end{pmatrix}, \quad \Psi_2 = \frac{1}{D(t, x)} \begin{pmatrix}
\kappa \cosh \omega \cosh \kappa x \\
\frac{-im \cosh t\omega - \omega \sinh t\omega}{2} \sinh \kappa x \\
\frac{e^{\kappa} (m \cosh t\omega - \omega \sinh t\omega) \sinh \kappa x}{2}
\end{pmatrix}.
\]

(60)

The states are spatially strongly localized. We present their density of probability as a function of time in Fig. 4.

In another scenario, we fix the functions \( a_1, d_1 \) and \( d_2 \) in the following manner,

\[
a_1 = m_1(x) + V_1 = m_2(x) + V_2, \quad d_1 = -m_1(x) + V_1, \quad d_2 = -m_2(x) + V_2 = -m_1(x) - V_1 + 2V_2.
\]

(61)

The first equation implies that \( m_2(x) = m_1(x) + V_1 - V_2 \). Then the components of the potential term in (50) acquire the following form,

\[
\Delta(x, t) = m_1(x, t) + \frac{V_1 - V_2}{2}, \quad \mu = \frac{V_1 + V_2}{2}, \quad \lambda = V_1 - V_2.
\]

(62)

The model presented in the Section 3.1 can serve us for a quick illustration. The equations (36) and (37) can be brought into the following form by a simple unitary transformation,

\[
\begin{bmatrix}
-i\partial_t + \left(\begin{array}{cc}
0 & -i\partial_x \\
-i\partial_x & 0
\end{array}\right) + \left(\begin{array}{cc}
2\delta \tanh \frac{\kappa}{2} + k_y & 0 \\
0 & -2\delta \tanh \frac{\kappa}{2} - k_y
\end{array}\right) & \psi = 0, \\
-i\partial_t + \left(\begin{array}{cc}
0 & -i\partial_x \\
-i\partial_x & 0
\end{array}\right) + \left(\begin{array}{cc}
2\delta \tanh \frac{\kappa}{2} + k_y - V_2 & 0 \\
0 & -2\delta \tanh \frac{\kappa}{2} - k_y + V_2
\end{array}\right) & \xi = 0.
\end{bmatrix}
\]

(63)

(64)
Notice that \( k_y \) does not play the role of longitudinal momentum as it is fixed to be vanishing, see \((52)\). Here, \( k_y \) corresponds just to an interaction parameter. When comparing with \((61)\), we identified \( m_1 = 2 \delta \tanh(x/2 \delta) + k_y \) and \( V_1 = 0 \). The solutions of \((63)\) can be obtained easily from those discussed in the Section \(3.1\) We get

\[
\psi_n = e^{-iE_n t} U^{-1} \left( - \frac{1}{\varepsilon_n} (\partial_x + k_y + 2 \delta) \left( \frac{z+1}{2} \right)^n \left( \frac{z-1}{2} \right)^n P^{2 \rho, 2 \sigma}_n (z) \right), \quad U = e^{i \frac{\pi}{2} \sigma_2}. \tag{65}\]

The parameters are given by \( \sigma = \sqrt{(k_y - 2 \delta)^2 - E_n^2}, \rho = \sqrt{(k_y + 2 \delta)^2 - E_n^2}, z = \tanh(x/2 \delta) \). The corresponding energies are

\[
E_n = \sqrt{2 \left( n - n^2 \right) + \left( 1 - \left( \frac{2 \delta k_y}{4 \delta^2 - n} \right)^2 \right)}. \tag{66}\]

The solution of \((64)\) can be obtained via a change of parameters and an additional phase factor,

\[
\xi_n = e^{-i V_2 t} \psi_n |_{k_y \to k_y - V_2}. \tag{67}\]

The reducible system with the potential in \((50)\) has the following explicit components,

\[
\Delta = k_y - \frac{V_2}{2} + 2 \delta \tanh \frac{x}{2 \delta}, \quad \mu = \frac{V_2}{2}, \quad \lambda = -V_2. \tag{68}\]

Therefore, there is a constant electrostatic field, constant Rashba interaction and space-dependent intrinsic spin-orbit term in the system. The later term acquires values asymptotically.

At the end of the section, let us notice that for the spin-orbit interaction, the potential term \( \delta V \) in \((23)\) reads as

\[
\delta V |_{\epsilon=1, \tau= \frac{\pi}{4}, \phi= \frac{\pi}{2}} = \begin{pmatrix}
\text{Im} v_1 & \frac{1}{2} (v_1 - v_2) & \frac{1}{2} (v_2 + v_1) & \text{Re} v_1 \\
-\frac{1}{2} (v_1 \overline{v_1} - v_2) & \text{Im} v_4 & \text{Re} v_4 & \frac{1}{2} (v_2 + v_3) \\
\frac{1}{2} (v_1 \overline{v_1} + v_3) & \text{Re} v_4 & \text{Im} v_4 & -\frac{1}{2} (v_2 - v_3) \\
\text{Re} v_1 & \frac{1}{2} (v_2 + v_5) & \frac{1}{2} (v_2 - v_5) & -\text{Im} v_1 \\
\end{pmatrix}. \tag{69}\]

In case of bilayer graphene, we have

\[
\delta V |_{\epsilon=1, \tau= \frac{\pi}{4}, \phi=0} = \begin{pmatrix}
-\text{Re} v_1 & -\frac{1}{2} (v_1 \overline{v_2} + v_2) & \frac{1}{2} (v_2 - v_1) & i \text{Im} v_1 \\
-\frac{1}{2} (v_1 \overline{v_2} - v_2) & -\text{Re} v_4 & i \text{Im} v_4 & \frac{1}{2} (v_2 + v_3) \\
-\frac{1}{2} (v_1 \overline{v_2} - v_3) & \text{Re} v_4 & \text{Re} v_4 & \frac{1}{2} (v_2 + v_3) \\
-i \text{Im} v_1 & \frac{1}{2} (v_2 + v_5) & \frac{1}{2} (v_2 + v_5) & \text{Re} v_1 \\
\end{pmatrix}. \tag{70}\]

In particular, fixing \( v_1 = v_4 = 0, v_3 = -\overline{v_2}, v_2 (x) \in \mathbb{R} \), the expression \((69)\) reduces into

\[
\delta V |_{\epsilon=1, \tau= \frac{\pi}{4}, \phi=0} = v_2^2 (x) \sigma_0 \otimes \sigma_2. \tag{71}\]

It corresponds to the vector potential of the magnetic field perpendicular to the surface. Therefore, we can conclude that the discrete energies of the Hamiltonian in \((50)\) are robust with respect to small perturbations of the potential term by external magnetic field, or, identifying \( v_2^2 (x) \equiv \kappa_y \), with respect to small fluctuations of the longitudinal momentum \( \kappa_y \).

5 Conclusion

In the article, we focused on the analysis of coupled quantum systems where exact solution of their dynamical equation can be obtained from lower-dimensional, uncoupled settings. In the presented reduction scheme, the family of reducible Dirac Hamiltonians was found in \((16)-(17)\). We showed that its members are, by construction, related to an uncoupled system via unitary transformation. We compared the class of reducible Hamiltonians with the operators that describe physically relevant situations in graphene. In particular, we discussed the system with disorder scattering Hamiltonian in section 3 where the impurities or interaction with the substrate can cause inter-valley scattering. The system with spin-orbit interaction or the model of bilayer graphene were considered in the section 4. In all these cases, we showed on explicit examples that the reduction scheme is applicable for potentials that lack translational symmetry as well as for the systems that depend explicitly on time.

The two Dirac operators, despite being related by unitary transformation, can describe very different physical systems. Contrary to the initial uncoupled operator, the unitary transformed Hamiltonian can serve in description
of Dirac systems where either valley or spin-degrees of freedom are coupled by corresponding interactions. It is worth mentioning in this context that unitary transformation was used in [22] to explain absence of back-scattering of Dirac fermions on electrostatic barriers. It was also employed in [23] where exactly solvable model of Dirac fermions in electro-magnetic field was constructed.

We believe that the reducibility scheme can be useful for the analysis of the physics of graphene with the use of the exactly solvable models. In this context, let us mention e.g. analysis of the Dirac fermions in graphene in presence of an inhomogenous Rashba term [24], [25], [26], of \( p - n \) or \( p - n - p \) junctions with spin-orbit interaction [27], [28], or the recent analysis of the exactly solvable models of bilayer graphene [29], [30]. It would be also interesting to analyze \( 4 \times 4 \) systems that are not covered by the reducibility scheme. In this context, supersymmetric techniques could be particularly useful [31]. Finally, let us mention that in the current work, we supposed that the Dirac fermions live on entire plane. When terminated lattices are considered, the wave functions describing Dirac fermions are subject to specific boundary conditions. It would be interesting to discuss compatibility of the class of reducible Dirac operators with the boundary conditions. Nevertheless, we find further analysis in these directions beyond the scope of the present article.
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