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Abstract: The sluggish and sometimes negative growth in sub-Saharan Africa has defined the objectives of most studies seeking to explain the sources of its slow growth. I contribute to this inquiry by estimating how state fragility influences the effect of exchange rate misalignment on economic growth. Since exchange rate misalignment captures the distortionary effects of inappropriate macroeconomic policies in the main, my hypothesis is that resilient and less fragile states cope better with macroeconomic imbalances making misaligned exchange rates less likely to have serious effects on growth in such countries. In testing this hypothesis, I first measure misalignment as deviations of the actual exchange rate from an estimated equilibrium level using the dynamic ordinary least squares method. I then insert this variable and its interaction with state fragility in a growth specification. In line with my hypothesis, results from the system generalised method of moments and data on 13 sub-Saharan countries observed between 2009 and 2018 show a significantly negative effect of exchange rate misalignment on growth that increases with state fragility. Based on this evidence, I urge countries in this region to improve state resilience as an effort to reduce the negative effect of exchange rate misalignment on economic growth.
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1. Introduction

Sub-Saharan Africa (SSA) has a poor record of economic performance and continues to be one of the poorest regions of the world. Most countries in this region record slow, if not negative, growth in real per capita income and are exposed to extreme poverty. Owing to this economic calamity, several scholars from both sides of the Atlantic have dedicated time and effort to understand sources of its slow growth in the last three or so decades. Common explanations for the region’s economic mishap range from the effect of drought, poor macroeconomic policies, adverse terms of trade shocks, corruption, and limited foreign credit to weak institutions. Ghura and Grennes (1991), an influential paper by citations in particular, attributes SSA’s abysmal performance largely to high levels of exchange rate misalignment; a conclusion that is now shared by many including the International Monetary Fund (IMF).

Several recent studies have confirmed the same narrative of a negative relationship between exchange rate misalignment and economic growth at the empirical quantitative level. These studies include, but are not limited to, Elbadawi et al. (2012), Toulaboe (2011), Dai et al. (2017), and Jehan and Irshad (2020). Interesting from these studies is the growing tendency to explore macroeconomic factors that moderate and ameliorate the negative effects of exchange rate misalignment. This tendency represents a shift from earlier studies of estimating the direct effect of chronic exchange rate misalignment on economic growth oblivious of moderating factors. Elbadawi et al. (2012) and Jehan and Irshad (2020) in particular acknowledge the importance of moderating factors by primarily focusing on the role of financial sector development in the context of sub-Saharan Africa and Pakistan, respectively. A conclusion reached in these two studies is that a robust financial sector mitigates the detrimental effect of exchange rate misalignment on economic growth.

The explanation is generally that financial sector developments provide better hedging tools to safeguard against the risk and uncertainty attached with real exchange rate misalignment. While credit is due for this empirically tested explanation, there still remains an empirical gap as far as understanding the moderating factors of exchange rate misalignment is concerned. In particular, there is a strong possibility that state fragility can dictate and influence the way exchange rate misalignment hampers economic performance. In the main, state fragility refers to weak or failing government structures and to situations where the social contract is broken due to the state’s incapacity or unwillingness to deal with its basic functions such as responsibilities regarding service delivery, management of resources, rule of law, equitable access to power, security and safety of the populace and protection and promotion of citizens’ rights and freedoms. Accordingly, fragile states have characteristics that substantially impair their economic and social performance. These include weak governance, limited administrative capacity, chronic humanitarian crises, persistent social tensions, and often, violence or the legacy of armed conflict and civil war.

On the other hand, real exchange rate misalignment measures how the actual real exchange rate (RER) deviates from an ideal equilibrium level dictated by macroeconomic fundamentals. It primarily comes in two forms namely undervaluation which occurs when the actual RER falls below the equilibrium level (Özyurt, 2013) and overvaluation which occurs when the actual RER lies above the equilibrium level (Abida, 2011; Béreau et al., 2012; Glüzmann et al., 2012). In countries pursuing flexible exchange rate policies, real exchange rate misalignment captures the extent to which authorities (or the market itself) respond to correct external and internal shocks that may force the real exchange rate to wander away from its equilibrium value. Under pegged exchange rate systems, however, it demonstrates the limited ability of monetary authorities to use the exchange rate as a policy instrument to address economic disequilibrium, therefore, causing real exchange rate misalignment.
This paper improves existing literature in two important ways. First, it contributes by estimating the impact of real exchange rate misalignment on growth at different levels of state fragility in SSA. My conjecture is that real exchange rate misalignment can have varying effects on economic growth at different levels of state fragility. For lower levels of state fragility, for example, the intuition is that real exchange rate misalignment may have a miniscule effect on economic growth since the government has some discernible capacity to intervene in the exchange rate market and defend the local currency. For higher levels of state fragility, government, and policymakers in particular are generally inept to make an effective policy intervention hence a real exchange rate misalignment is capable of having severe effects on economic growth. Given the stark lack of studies exploring this intuitive inquiry, this paper seeks to contribute to the existing body of knowledge by estimating the interactive effect of real exchange rate misalignment and state fragility on economic growth in SSA. Second, it uses recent data by focusing exclusively on the 2010–2018 sampling period. This sampling period is crucial in so far as it allows us to capture the relationship between real exchange rate misalignment, state fragility and economic growth in sub-Saharan Africa post the 2008/09 global financial crisis.

Sub-Saharan Africa is a region well known for widespread conflict, weak governance, civil wars, humanitarian crises, and poor service delivery which are all ingredients of state fragility. It is also a region that has witnessed chronic exchange rate misalignment over the past three decades (see Elbadawi et al., 2012). Since by definition, a country’s fragility is closely associated with, albeit partly, its state capacity to make and implement public policy and respond effectively to challenges and crises, it is crucial to establish whether or not the effect of exchange rate misalignment increases or decreases with state fragility.

In the main, exchange rate misalignment generally hampers economic growth primarily through the erosion of a country’s economic competitiveness (Mazorode & Tewari, 2018). An overvalued real exchange rate in particular makes a country’s exports expensive and imports cheaper leading to a negative trade balance. A misaligned exchange rate also leads to capital flight, reduced investment, currency crises and unemployment (Abida, 2011; Couharde & Sallenave, 2013; Razin & Collins, 1997; Yan & Yang, 2012). The question asked in this paper is, is this potentially negative effect of exchange rate misalignment on growth worse in countries that are fragile and therefore incapable of making effective policy interventions to crises? If, as argued by Ebaidalla (2014), exchange rate misalignment captures the consequences of distortionary monetary and exchange rate policies, are fragile states therefore less likely to make effective policy interventions required to correct these distortions?

In answering the above question, I benefit heavily from two strands of literature. The first strand includes studies on exchange rate misalignment and economic growth. These studies (Dubas, 2009; Elbadawi et al., 2012; Razin & Collins, 1997; Sallenave, 2010; Toulaboe, 2011), essentially measure the values of exchange rate misalignment and subsequently plug them in a growth specification as an explanatory variable. In the majority of cases, a negative effect of exchange rate misalignment on economic performance is confirmed. The second strand of literature which includes Chuku and Onye (2019) treats state fragility as a determinant of growth. Since I rely on these two strands of literature, the study’s methodology section is systematically designed. In particular, it begins with measuring exchange rate misalignment and later turns to state fragility.

Cognizant of the fact that exchange rate misalignment and state fragility can be causes or consequences of slow growth, I methodologically rely on the System Generalized Method of Moments (SysGMM). This estimator deals with endogeneity of this sort in the cases of large N and fixed T panel datasets. The results are both interesting and revealing. I am able to replicate the harmful effect of exchange rate misalignment on economic growth observed in Elbadawi et al. (2010) for sub-Saharan Africa. I proceed to show, however, that the negative effect is less severe in countries that are relatively less fragile and is more pronounced in fragile states. This latter result is crucial in so far as it demonstrates the importance of state resilience in mitigating the negative effects of real exchange rate misalignment on economic growth in sub-Saharan Africa. From
a policy perspective, the moderating effect of state resilience calls for countries in this region to pay a close attention to factors behind state resilience (or lack thereof). From the literature, these factors include peace, inclusive politics, and effective governance. In particular, it is essentially the establishment of inclusive political arrangements, strengthening of institutions, and fostering of investment that primarily achieve state resilience.

The rest of the paper is organised as follows: Section 2 provides the theoretical model used to estimate the equilibrium real exchange rate and its associated misalignment values. The empirical models are specified in Section 3 while results are presented and discussed in Section 4. Section 5 then provides some concluding remarks.

2. Data Description and model specification
I have data on 13 sub-Saharan countries, namely, Burundi, Cote d’Ivoire, Cameroon, Gabon, Ghana, Gambia, Equatorial Guinea, Lesotho, Malawi, Nigeria, Togo, Uganda, and South Africa observed between 2010 and 2018. Selection of the sampling period and the 13 countries is solely based on data availability. All data used in this paper are sourced from the World Development Indicators (WDI).

The entry point of the paper derives the model used to measure exchange rate misalignment. Generally, studies have measured exchange rate misalignment using either the purchasing power parity approach (PPP), the black-market premium approach, or the equilibrium model approach. In the PPP framework, the change in the bilateral exchange rate between the two currencies over time is determined by changes in relative prices in the two countries and misalignment is then defined as deviations of the real exchange rate from the parity in a selected year. The shortfall of this method is embedded in accounting only for monetary sources of exchange rates while neglecting contemporary exchange rate fluctuations attributed to real factors. Also, it treats the real exchange rate as an immutable number yet in practice the real exchange rate responds to movements in economic fundamental variables. On the other hand, the black-market premium approach defines misalignment as deviations between the parallel market and the official rate. The limitation of this measure is that it is sensitive to temporary shocks that may have little or no effect on the underlying fundamental real equilibrium exchange rate (Ghura & Grennes, 1993).

The recent and most used approach to measuring the equilibrium real exchange rate and its associated misalignment values is the model-based measure. This approach has its theoretical foundation in the so-called dependent model developed by Swan (1956) where real exchange rate is defined as the relative price of tradable to non-tradable goods. This method involves the determination of fundamental factors that affect the real exchange rate. The long-run equilibrium exchange rate is then compared with the actual real exchange rate to come up with the misalignment measure.

In this paper, I follow a model by Baffes et al. (1997) which assumes a small economy that is exposed to external competition producing and consuming two goods, namely, tradable and non-tradable. Aggregate demand for non-tradables is composed of private consumption (C_{np}) and government consumption (C_{ng}). By letting C_{p} signify aggregate private spending (measured in tradables), ð as the spending that goes into traded goods, and Y_{N} as the total supply of non-tradables under the assumption of full employment of resources, the state of equilibrium in the non-tradable sector market can be expressed as:

\[ Y_{N} (e) = C_{np} + C_{ng} = (1 - \theta)eC_{p} + C_{ng} \] (1)

From this expression, \( e = \frac{P_{N}}{P_{T}} \), the real exchange rate is theoretically defined as the price ratio of tradables to non-tradables \( P_{T} \) and \( P_{N} \) respectively. This measure of the real exchange rate describes and explains the internal exchange rate that allocates resources in the domestic economy across tradable and non-tradable sectors. A depreciated real exchange rate can, for
instance, signal profitability in non-tradables which facilitates a movement of resources from the non-tradable sector towards the tradable sector.

With respect to the external environment, equilibrium is attained if a change in the long-run position of international reserves collapses to zero. This equilibrium can also be defined as the gap between the capital account and the current account. The current account balance in the model \( \Lambda \) is defined as the sum of 1) trade balance \( (\tau) \), 2) net unilateral transfers and 3) \( (\nu) \) and net investment income \( (\kappa) \). The trade balance component is expressed as the gap between the supply of tradables \( (Y_T (e)) \) and the sum of consumption on tradables in the private sector \( (\delta C_D) \) and government consumption on tradables \( (C_{TG}) \). Net investment income is then defined by the product of net foreign assets \( (F) \) and real yield on the foreign assets \( (r) \). External balance can be expressed as:

\[
\Lambda = \tau + \nu + \kappa = Y_T (e) - (\delta C_D + C_{TG}) + \nu + rF
\]  

(2)

Combining the first and the second equation, assuming external balance holds in the long-run, (i.e. \( \Lambda = 0 \)), the real exchange rate \( (e^*) \) that equilibrates the non-tradable sector and the external sector can simultaneously be written as:

\[
e^* = e^*(C_{NG}, C_{TG}, \nu + rF)
\]  

(3)

For small open economies facing a binding credit ceiling, the trade balance can be treated as exogenous so that equation 3 can be re-expressed as:

\[
e^* = e^*(C_{NG}, C_{TG}, \tau)
\]  

(4)

It is also important to consider the influence of an economy's terms of trade as well as the trade policies. Since most sub-Saharan economies are too small to influence world prices, the foreign price of exportables \( (P_x^*) \) and importables \( (P_m^*) \) is exogenously determined. In this respect, the corresponding prices in the domestic economy are given by:

\[
P_x = E(1 - t_x)P_x^*
\]

\[
P_m = E(1 - t_m)P_m^*
\]

where \( t_x \) and \( t_m \) represent export and import tax rates, respectively, while \( E \) is the nominal exchange rate. The domestic relative price of exports and imports is given by:

\[
\frac{P_x}{P_m} = \frac{(1 - t_x)P_x^*}{(1 + t_m)P_m^*} = \frac{\varphi}{\lambda}
\]

where:

\[
\varphi = \frac{P_x^*}{P_m^*} \quad \lambda = \frac{(1 + t_m)}{(1 - t_x)}
\]

The dynamics of terms of trade denoted \( (\varphi) \) and the trade policy \( (\lambda) \) will influence the real exchange rate for both the imports and exports. In addition to the fundamental variables in equation 4, one can view the equilibrium real exchange rate as a function of the trade policy and terms of trade variables which can be represented by:

\[
\frac{P_x}{P_m} = \frac{(1 - t_x)P_x^*}{(1 + t_m)P_m^*} = \frac{\varphi}{\lambda}
\]
\[ e^* = e^*(C_{NG}, C_{TG}, \tau, \varphi, \lambda) \]

Based on recent literature, this model can be improved by accommodating a technological progress variable \((r)\) so that the final model takes the form:

\[ e^* = e^*(C_{NG}, C_{TG}, \tau, \varphi, \lambda, r) \quad (5) \]

The fundamental variables represent mainly four economic stances and these are (1) domestic supply-side factors particularly the Balassa-Samuelson effect that arise from rapid productivity growth in the tradable sector relative to the non-tradable sector; (2) fiscal policy, such as budget deficits and the change in the proportion and composition of government expenditure between tradable and non-tradable goods, (3) the external environment that includes capital inflows, and terms of trade and 4) the country’s commercial policy such as trade liberalisation in the form of a reduction in export subsidies and import tariffs.

Empirically from equation (5), I first considered the issue of non-stationarity which is customary when estimating the equilibrium real exchange rate model. To test for panel non-stationarity of the real exchange rate and its fundamental determinants, I employ both the first- and second-generation panel unit root tests for robustness purposes. The first-generation tests in particular are due to Levin and Lin (1993), Harris and Tzavalis (1999), and Im et al. (2003), Maddala and Wu (1999), Choi (2001) and Hadri (2000). Second-generation tests include Bai and Ng (2004), Pesaran (2007) and Breitung and Das (2005).

As will be shown in the results section, the results from panel unit root tests suggest non-stationarity of variables in level form but stationarity after first difference. Given that variables are integrated of order one (I (1)), the next step was to test for a cointegration among the variables. Again in the interest of reaching a solid conclusion, I employ several cointegration tests which include the Fischer-Johansen test by Maddala and Wu (1999), the residual-based tests for cointegration by Pedroni (2001) and Kao (1999) and the error correction-based tests proposed by Westerlund (2007), and Persyn and Westerlund (2008).

Since cointegration is mostly confirmed, I consider estimating the long-run relationship from a pool of candidates that include the panel ordinary least squares (OLS), Johansen maximum likelihood, the dynamic ordinary least squares (DOLS), fully modified ordinary least squares (FMOLS), and the Pooled Mean Group (PMG). Monte Carlo results in Chiang and Kao (2002) find the DOLS superior in small sample sizes. Against this background, the DOLS estimator was preferred in this paper.

Technically, the DOLS estimator includes leads and lags of differenced explanatory variables and addresses endogeneity, regressor simultaneity and serial autocorrelation through the generalized least squares procedure. It is derived from the following specification.

\[ \log e_t = \beta_0 + \sum_{i=1}^{n} \beta_i \log F_{it} + \sum_{i=1}^{n} \sum_{j=-k}^{k} \gamma_{ij} \log \Delta F_{it-j} + \epsilon_t \quad (6) \]

where \( \log e_t \) is the logarithm of real effective exchange rate empirically measured as the nominal effective exchange rate (a measure of the value of a currency against a weighted average of several foreign currencies) divided by a price deflator or index of costs, \( \gamma \) is a vector of coefficients of leads and lags and \( F \) is a vector of what drives the real effective exchange rate as specified in equation (5). Empirically, these fundamentals include government consumption, technological progress, capital inflows, terms of trade and trade openness.
Government consumption expressed as a percentage of GDP is used to capture the stance of the fiscal policy. Due to unavailability of data on government consumption on tradable (C_{Gt}) and non-tradable goods (C_{Nt}), total government consumption is used instead. A rise in government consumption of non-tradable goods causes the real exchange rate to appreciate while the real exchange rate depreciates if excess consumption is concentrated on tradable activities. Either sign is therefore expected.

With respect to technological progress, the Balassa-Samuelson theory postulates that productivity growth in tradable sectors versus the non-tradable sectors due to technological advancement leads to real exchange rate appreciation by stimulating demand in the non-tradable sectors. The challenge, however, lies in finding an appropriate proxy variable for technological advancement. Earlier studies such as Ghura and Grennes (1993) captured the Balassa-Samuelson effect by a simple time trend. Others such as Razin and Collins (1997) proxied the Balassa-Samuelson effect by growth of GDP per worker. Recent studies have mostly used GDP per capita growth rate. None of these proxies is not without its own limitations, but Toulaboe (2011) asserts that rapid growth in GDP per capita is very much associated with technological advancement. In line with this argument, this paper uses GDP growth rate as a proxy for technological progress. A positive sign is expected.

Trade openness is also included calculated as the ratio of sum of imports plus exports to GDP. This measures the degree to which a country’s real exchange rate is affected by the external environment. It is expected that trade openness exerts a downward pressure on the relative price of tradable to non-tradable goods, thereby leading to a depreciation of the real exchange rate.

Terms of trade, another fundamental is defined as the foreign price of exports divided by the foreign price of imports. The effects of terms of trade on real exchange rate are ambiguous. An improvement in terms of trade has both income and substitution effects in the sense that, on one hand, it leads to an increase in real wages allowing an intersectoral shift of mobile factors of production to the tradable sectors. This, in the context of the Dutch disease theory, will cause an appreciation of the real exchange rate. On the other hand, the substitution effect is explained as follows; an improvement in terms of trade lowers the cost of imported inputs in the production of non-traded goods causing real exchange rate depreciation. Either sign is therefore expected.

Lastly, capital inflow is defined as the ratio of the difference between real exports and real imports to real GDP following Toulaboe (2011). Bhattacharya et al. (1997) argue that when net capital inflows exceed debt service obligations, the real exchange rate may appreciate while Baffes et al. (1997) justify the negative sign of the variable on its associated increases in domestic absorption, particularly in the non-tradable sector. With these fundamentals, the coefficient of a lead or lag of the first differenced regressors and the estimated coefficient of the DOLS is given by:

$$\hat{\beta}_{DOLS} = \frac{\sum_{i=1}^{N} \left( \sum_{t=1}^{T} z_{i,t} y_{i,t} \right)}{\sum_{i=1}^{N} \left( \sum_{t=1}^{T} z_{i,t} z_{i,t} \right)}$$

where $z_{i,t} = [x_{i,t} - \bar{x}_i, \Delta x_{i,t-1}, \ldots, \Delta x_{i,t-q}] \times 1$ embeds the above defined fundamentals. Using the Schwarz information criterion (SIC), 1 lead and 1 lag were selected in the estimation process. The equilibrium real exchange rate ($e_{n}^*$) for each time period is then obtained by multiplying the estimated elasticities by the values of the fundamental variables. Following Baffes et al. (1997) and Toulaboe (2011), real exchange rate misalignment is then computed as

$$\text{mis} = \frac{e_{n} - e_{n}^*}{e_{n}^*}$$
where \( e_R \) is the actual real effective exchange rate and \( e^*_R \) is the equilibrium real exchange rate. The computed misalignment variable (not presented here for brevity sake) shows that the real effective exchange rate was generally overvalued in Burundi, Cameroon, Gabon, Ghana, Gambia, Lesotho, Malawi, Togo, and Uganda and undervalued in South Africa, Nigeria, Equatorial Guinea, and Côte d’Ivoire.

Having computed the misalignment variable, I then considered the conditional convergence growth theory which captures the exchange rate misalignment, state fragility, and other growth determinants. Relative to endogenous growth theories, the neoclassical conditional convergence theoretical framework allows us to unravel answers to a number of puzzling empirics such as the disparities in country performance in terms of growth and the rate at which poor countries can catch up with richer ones. The conditional convergence theoretical model takes the following form.

\[
\dot{G}_i = \beta(\ln G^*(\Theta_i) - \ln G_i) + \epsilon_i
\]  

(7)

where \( \dot{G}_i \) denotes the growth rate in country \( i \), \( \Theta_i \) is a vector of factors that govern the long-run steady state, \( \beta \) is the rate of convergence (which can be equivalently represented by \( \beta = \ln(1 + T\theta)/T \) where \( T \) is the time lag and \( \epsilon_i \) is a random error term. What enters \( \Theta_i \) are called growth fundamentals which essentially represent a set of factors that tell us where each country is heading in the long run. While this set of fundamentals is large in principle, only key factors explained later are considered based on existing literature. From equation (7), the specific econometric model takes the following form.

\[
G_{it} = \alpha + \vartheta y_{1,i} + \beta^r \text{mis}_{it} + \vartheta^S \text{SFI}_{it} + \gamma^S (\text{mis} + \text{SFI})_{it} + \vartheta^X \text{X}_{it} + \epsilon_{it}
\]  

(8)

where \( G_{it} \) represents annual real per capita GDP growth of country \( i \) in period \( t \), \( y_{1,i} \) is initial income expressed in natural logarithm, \( \vartheta \) is a convergence parameter, mis is as defined before, SFI is a state fragility index, \( X \) is a vector of standard controls with their corresponding slope coefficients embedded in vector \( \vartheta \) and \( \epsilon_{it} \) is an idiosyncratic disturbance term.

The vector of controls includes government consumption proxying the fiscal policy, inflation capturing the importance of monetary policy, investment, urbanization, trade openness, and terms of trade which capture external developments. Government consumption, terms of trade and trade openness which have already featured in the equilibrium real exchange rate model are as defined before. In addition to these already defined variables, urbanization refers to people living in urban areas as defined by national statistical offices. Inflation as measured by the consumer price index reflects the annual percentage change in the cost to the average consumer of acquiring a basket of goods and services. Investment is proxied by gross capital formation which, by measurement, consists of outlays on additions to the fixed assets of the economy plus net changes in the level of inventories.

State fragility, which is one of the variables of interest, is an index sourced from the center for systemic peace. By measurement, the state fragility index is based on both effectiveness and legitimacy in four performance dimensions namely security, political, economic, and social with scores attached to each category. The state fragility index, then, produces scores ranging from 0 “no fragility” to 25 “extreme fragility.”

In the literature, real exchange rate misalignment is generally found to harm economic growth primarily through its negative effect on the tradable sector (Zakaria, 2010). Therefore, \( \beta \) is expected
to be negative. State fragility signals weak governance and ineffective policy making which is detrimental to economic growth. As a result, $\hat{a}$ is expected to be negative. Since fragile states are known for ineffective policy responses to crises, our hypothesis is that real exchange rate misalignment is likely to have a detrimental effect on growth that increases with state fragility. Therefore, I expect both $\beta$ and $\gamma$ to be significantly negative.

The challenge with estimating equation (8) is that state fragility and real exchange rate misalignment can be both causes and consequences of slow growth. In this case, $\beta$ and $\gamma$ from the pooled least squares will be biased and inconsistent. In addition, state fragility, real exchange rate misalignment, and economic growth can be simultaneously affected by third factors nested in the disturbance term raising serious endogeneity concerns. The standard fixed effects estimator with country-specific dummies only succeeds in purging out endogeneity stemming from time-invariant heterogeneity through M-1 country dummies or the within transformation but fails to address endogeneity arising from omitted time-varying factors.

To address the latter kind of endogeneity, a standard solution in the literature uses instrumental variables via the 3 stage least squares (3SLS) technique. Success of this approach lies in finding a variable correlated with the endogenous regressor (real exchange rate misalignment and state fragility in this particular case) but uncorrelated with the error term. The endogenous regressor(s) will then be exogenised using this instrument and later plugged back into the growth equation. In our case, finding an appropriate external instrument is a formidable task given the difficulty of imagining a variable that can be correlated with the real exchange rate and state fragility without having an independent effect on economic growth.

When faced with the above challenge, a natural solution suggested in panel data studies takes advantage of lagged values of the variables as instruments in the Generalised Methods of Moments (GMM) framework proposed by Arellano and Bond (1991). This is the approach applied in this paper primarily because of its ability to pin down endogeneity issues using internal instruments. The Panel GMM is more appropriate in case of $T < N$. In this paper, $T = 9 < N = 13$. In terms of mechanics, the GMM estimator is based on differencing regressions and/ or instruments to account for unobserved effects and using lagged dependent and independent variables as instruments. It is based on a dynamic model of the following sort.

$$ G_t = \alpha + \beta y_{t,1} + \omega S_{t-1} + \beta' \text{mis}_{t} + \delta' \text{SFI}_{t} + \gamma' (\text{mis} \times \text{SFI})_{t} + \theta X_{t} + \epsilon_{it} \quad (9) $$

Since I am working with a panel dataset, country heterogeneity needs attention even in this dynamic setting (Cameron & Trivedi, 2005). In the context of GMM estimators, this unobserved heterogeneity is removed by first differencing equation (8) as follows

$$ \Delta G_t = \alpha + \beta' \Delta y_{t,1} + \omega \Delta S_{t-1} + \beta' \Delta \text{mis}_{t} + \delta' \Delta \text{SFI}_{t} + \gamma' \Delta (\text{mis} \times \text{SFI})_{t} + \theta \Delta X_{t} + \Delta \epsilon_{it} \quad (10) $$

where $\Delta$ is a first difference operator. First differencing our specification this way wipes away country-specific effects but requires instrumentation to control for endogeneity of the regressors and the correlation between the new error term $\Delta \epsilon_{it}$ and the lagged depended variable $\Delta G_{t-1}$. In a panel data setup, initial values of regressors as well as the lagged response variable are utilized as instruments and this constitutes the difference GMM estimator. Blundell and Bond (1998) show however that the difference GMM estimator is exposed to weak instruments which distort both the small sample and asymptotic performance of the difference estimator. A solution to this problem is proposed by Arellano and Bover (1995) and Blundell and Bond (1998) via the system GMM and it combines the first differenced equations with the equation in which the level regressors are instrumented by their first differenced terms. Blundell and Bond (1998) through Monte Carlo simulation find the system GMM estimator relatively more efficient than the first difference estimator. For this reason, this paper applies the Blundell and Bond system GMM estimator.
The Blundell and Bond system GMM can be estimated using one-step or two-step. The one-step system GMM estimator employs a variance covariance matrix while the two-step system GMM estimator capitalizes on the residual values generated from the first estimation step for variance covariance matrix, $\hat{\Omega}_1 = A\tilde{\rho}_1$, which is utilized in the second estimation stage. Both the one-step and two-step estimators can be performed with heteroscedasticity corrected standard errors.

The two-step system GMM estimator is relatively more efficient as compared to the one-step estimator with a heteroscedastic error-structure. Nonetheless, when the size of n (cross-sectional members, countries in this particular case) is small relative to the number of instruments used, the standard errors from the two-step system GMM estimator will be downward biased (Blundell & Bond, 1998). The bias on the standard errors will later compromise and distort statistical inferences on the parameters of our explanatory variables. In such a case where n is smaller than the number of instruments, the one-step system GMM estimator will be relatively more reliable (Blundell & Bond, 1998). In the present case, I am only working with a handful of sub-Saharan countries and therefore the above-mentioned issue is quite relevant if more lags are used as instruments. Mindful of this fact, the one-step system GMM estimator is employed.

It is critical to test the validity of certain assumptions that underpin the success of the system GMM estimation technique. These tests must essentially address the validity and relevance of the instruments used in the system. The first diagnostic test is the Sargan test for over-identifying restrictions. This diagnostic test allows us to determine exogeneity or validity of the instruments. The second diagnostic test is the Arellano and Bond test for AR (2) autocorrelation.

Time effects are customarily included in panel data regressions to absorb technical changes and the effects of common shocks on growth over time. Their inclusion is determined by their joint significance in the model. If the F-test produces a significant result, then time dummies will be necessary. In this paper, however, time dummies entered the system insignificantly; hence, they are not included to save degrees of freedom and to avoid unnecessary model overfitting.

An important issue that that needs to be tested is endogeneity of the regressors, particularly real exchange rate misalignment and state fragility. In spite of the theoretical arguments leading to suspicion of endogeneity of the two covariates, the use of the system GMM technique to control this estimation problem must well be balanced with the loss of efficiency if the regressors happen to be exogenous (Wooldridge, 2003). It is therefore in this regard important to perform a formal test of endogeneity in order to determine whether or not the GMM technique is in the first place required instead of the pooled least squares. To achieve this in this paper, the Durbin—Wu—Hausman (DWH) test of regressor endogeneity is employed. The null hypothesis of the DWH test holds that the variables are exogenous.

In addition to endogeneity, an equally important aspect in our case relates to contemporaneous correlation. Contemporaneous correlation exists when the idiosyncratic disturbance terms are correlated across individuals. If this is the case, hypothesis testing will be grossly compromised leading to distortion of statistical inference (Everaert and De Groote, 2016). It is important in this paper to test for contemporaneous correlation because the GMM estimation strategy assumes autocorrelation within the individual units’ error terms but not across them (Baum et al., 2012). In this case, I suspect cross-sectional dependence that may emanate from spillover effects among the selected sub-Saharan countries. To test for cross-sectional dependence in this paper, I use a method developed recently by Pesaran (2015). The null hypothesis of this test holds that the residuals are weakly cross-sectional dependent and it is rejected if the null hypothesis is less than 10 percent.

3. Results and discussion
I estimated separately first-generation tests (Table 1) and second-generation tests (Table 2). In total, I performed 6 panel unit root tests, with first-generation and second-generation tests having 3 apiece. The former tests do not accommodate potential cross-sectional dependence among
countries while the latter is quite robust to this potential problem. In both cases however, variables seem to be non-stationary in levels and stationary after first differencing. I considered specifications with and without a trend and intercept, but for brevity, only results for specifications with the intercept are presented in Table 1. Important is that inclusion and exclusion does not significantly change the outcome of the tests.

Second-generation panel unit root tests are presented in Table 2. With the exception of the Hadri test, all the panel unit root tests have a null of a unit root. Included in the table are test-statistics for each test. These test statistics were compared against the 1, 5, and 10 percent critical values and a test statistic above any of these critical values would warrant rejection of the null in favour of the alternative. As Table 2 indicates, most tests do not reject the null of non-stationarity in levels and only reject them after first differencing (1st Δ). The Hadri test, on the other hand, strongly rejects the null of stationary panels in levels. We can therefore conclude from the results that we are dealing with non-stationary panels overall and that cross-sectional dependence is not very important in influencing the outcome of the results.

With non-stationary panels at hand, I proceed with cointegration tests to determine whether or not these variables move together in the long run. In line with the methodology, Table 3, 4, 5, and 6 reports results from 4 cointegration tests. The results are quite comforting. All 4 tests suggest the existence of a cointegrating relationship among the variables.

The null hypothesis of no cointegration under the Pedroni test is rejected at the 10 percent significance level in 6 out of 7 cases. Similarly, the null of no cointegration is strongly rejected under the Kao test pointing to a long-run relationship among the non-stationary variables. The Westerlund test also rejects at 1 percent level the null of no cointegration which confirms the results of the Kao and Pedroni tests.

### Table 1. First-generation panel stationarity tests

| Variable                          | Levin-Lin-Chu | Im-Pesaran-Shin | Harris-Tzavalis |
|-----------------------------------|---------------|-----------------|-----------------|
| log Real exchange rate            |               |                 |                 |
| Levels                            | -2.411***     | -1.662          | 1.214           |
| 1st Δ                             |               |                 |                 |
| Integration                       | I(0)          | I(1)            | I(1)            |
| Capital inflows                   |               |                 |                 |
| Levels                            | 0.338         | -0.663          | 0.318           |
| 1st Δ                             | -2.837***     | -5.821***       | -7.043***       |
| Integration                       | I(1)          | I(1)            | I(1)            |
| Technological Progress            |               |                 |                 |
| Levels                            | -0.110        | -0.219          | 1.411           |
| 1st Δ                             | -9.339***     | -6.154***       | -8.713***       |
| Integration                       | I(1)          | I(1)            | I(1)            |
| Trade openness                    |               |                 |                 |
| Levels                            | 0.331         | -1.384          | 0.501           |
| 1st Δ                             | -7.114***     | -6.009***       | -5.811***       |
| Integration                       | I(1)          | I(1)            | I(1)            |
| Government consumption            |               |                 |                 |
| Levels                            | -0.229        | -1.304          | 1.338           |
| 1st Δ                             | -7.289***     | -5.001***       | -8.449***       |
| Integration                       | I(1)          | I(1)            | I(1)            |
| log terms of trade                |               |                 |                 |
| Levels                            | -0.971        | -1.158          | 2.115           |
| 1st Δ                             | -5.553***     | -6.330***       | -5.391***       |
| Integration                       | I(1)          | I(1)            | I(1)            |
### Table 2. Second-generation panel stationarity tests

|                      | Pesaran | Breitung | Hadri |
|----------------------|---------|----------|-------|
| log Real exchange rate | Levels  | −1.263   | 0.116 | 8.117*** |
|                      | 1st Δ   | −5.061***| −7.005***| 0.1331 |
| Integration          | I(1)    | I(1)     | I(1)  |
| Capital inflows      | Levels  | −0.022   | 3.511 | 6.401*** |
|                      | 1st Δ   | −5.133***| −2.553***| 0.133 |
| Integration          | I(1)    | I(1)     | I(1)  |
| Technological Progress | Levels  | −1.554   | 1.262 | 7.018*** |
|                      | 1st Δ   | −3.837***| −4.833***| 1.516 |
| Integration          | I(1)    | I(1)     | I(1)  |
| Trade openness       | Levels  | 3.891*** | −0.291| 5.003*** |
|                      | 1st Δ   | −6.033***| −0.228|
| Integration          | I(0)    | I(1)     | I(1)  |
| Government consumption | Levels  | −1.438   | 1.184 | 5.336*** |
|                      | 1st Δ   | −4.533***| −5.100***| 1.409 |
| Integration          | I(1)    | I(1)     | I(1)  |
| log terms of trade   | Levels  | 6.036*** | −0.330| 7.814*** |
|                      | 1st Δ   | −8.291***| −0.119|
| Integration          | I(0)    | I(1)     | I(1)  |

### Table 3. Pedroni test for cointegration

**Alternative hypothesis: common AR coefficients. (within-dimension)**

|                      | Weighted |
|----------------------|----------|
|                      | Statistic| Prob. | Statistic| Prob. |
| Panel v-Statistic    | −0.434593| 0.6681| −1.042622| 0.8514 |
| Panel rho-Statistic  | −3.676536| 0.0001***| −1.942845| 0.0260** |
| Panel PP-Statistic   | −11.96667| 0.0000***| −7.573549| 0.0000*** |
| Panel ADF-Statistic  | −5.837496| 0.0000***| −3.928122| 0.0000*** |

**Alternative hypothesis: individual AR coefficients. (between-dimension)**

|                      |          |
|----------------------|----------|
|                      | Statistic| Prob. |
| Group rho-Statistic  | −1.604303| 0.0543*|
| Group PP-Statistic   | −10.37321| 0.0000***|
| Group ADF-Statistic  | −5.025131| 0.0000***|

### Table 4. Westerlund test for cointegration

| Statistic | Value | Z-value | P-value |
|-----------|-------|---------|---------|
| Gt        | −3.477| −4.229  | 0.0000***|
| Ga        | 14.470| −2.611  | 0.0050***|
| Pt        | −10.535| −5.577 | 0.0000***|
| Pa        | −17.888| −5.282  | 0.0000***|
Lastly, the first null of no cointegration is strongly rejected under the Johansen and Fischer test. The second null hypothesis of at most 1 cointegrating relationship is also rejected at the 1 percent level. In the third case, the null of at most 2 cointegrating relationship cannot be rejected at the 10 percent level both under the trace test and the max-eigen test. Combined together, all the cointegrating tests are pointing to a long-run relationship among the variables paving way for the DOLS estimator.

Table 7 therefore presents the results from the estimated real exchange rate model. All the exchange rate fundamentals have the expected signs. The capital inflows variable is positive and statistically significant at 5 percent indicating that inflows of capital in the selected sub-Saharan countries appreciate their real exchange rates. The technological variable proxy is positive and significantly corroborating the Balassa effect in which productivity growth tends to be concentrated in the tradable sector leading to a real appreciation of the currency. The government consumption variable is statistically negative suggesting that a high proportion of government spending was devoted to tradable goods in these countries leading to an appreciation of the real exchange rate.

### Table 5. Kao test for cointegration

|          | t-Statistic | Prob.   |
|----------|-------------|---------|
| ADF      | −4.548115   | 0.0000*** |
| Residual variance | 0.000793   |         |
| HAC variance | 0.000275   |         |

### Table 6. Johansen and Fischer test for cointegration

| Hypothesized | Fisher Stat.* (from trace test) | Prob. | Fisher Stat.* (from max-eigen test) | Prob.   |
|--------------|---------------------------------|-------|-------------------------------------|---------|
| None         | 67.54                           | 0.0000 | 44.78                               | 0.0000*** |
| At most 1    | 27.58                           | 0.0064 | 27.58                               | 0.0064**  |
| At most 2    | 15.38                           | 0.1131 | 18.11                               | 0.1124   |

### Table 7: Equilibrium real exchange rate model

| Variables                | Coefficients     |
|--------------------------|------------------|
| Capital Inflows          | 0.113*** (0.032) |
| Technological Progress   | −0.371* (0.182)  |
| Trade Openness           | −0.031 (0.116)   |
| Government Consumption   | −0.0089** (0.003)|
| log (Terms of Trade)     | 0.076*** (0.029) |
| Constant                 | 9.653 (1.891)    |
| Observations             | 117              |
| Prob > F                 | 0.0019           |

Standard errors in parentheses

*** p < 0.01, ** p < 0.05, *** p < 0.1
The terms of trade variable, on the other hand, are positive and highly significant indicating an income effect in which improvements in the terms of trade increase real national income and the demand for both tradable and non-tradable goods, causing a real appreciation that works through an upward pressure on the relative price of non-tradables. This is consistent with results in Elbadawi et al. (2012).

The next step is to check whether or not the countries are cross-sectionally independent and also whether the regressors are indeed endogenous to warrant the use of the system GMM estimation strategy. The former was performed by Pesaran cross-sectional dependence test while the latter was performed by the Durbin Wu-Hausman test. For the sake of brevity, both tests are reported in Table 8.

The null hypothesis of the Durbin Wu-Hausman test is that the variables are exogenous. The probability value is less than 5 percent hence the null of variable exogeneity can be rejected. This means that the regressors are endogenous. With respect to the test for cross-sectional dependence, the null hypothesis is that the countries are cross-sectionally independent. The probability value is way above the maximum significance level; hence, the null cannot be rejected. This means that selected sub-Saharan countries are cross-sectionally independent. For robustness checks, additional tests for cross-sectional dependence are considered. In particular, Breusch-Pagan LM test and its corresponding scaled versions, namely scaled Breusch-Pagan LM, and the bias-adjusted version proposed by Baltagi et al. (2012). Like the Pesaran CD test, these additional tests do not reject the null hypothesis of no cross-sectional dependence.

The system GMM estimation strategy maintains the assumption of cross-sectional independence and is particularly appropriate in cases of endogenous regressors. Given that the variables are endogenous and cross-sectionally independent, we can safely proceed with the system GMM estimation strategy. Table 9 presents the main results. It comprises four regression variants. Variants (1) and (2) are parsimonious in the sense of including only the variables of interest. Variants (3) and (4) then control for other relevant drivers of economic growth in these countries as guided by literature.

All variables have the expected signs. The initial income coefficient is significantly negative demonstrating conditional convergence in which higher initial income reduces subsequent growth. Government consumption and inflation are both negative and statistically significant reflecting the importance of prudent fiscal and monetary policies, respectively. This result echoes the general consensus that inflation control should be a precondition for economic growth as testified by the growing number of countries pursuing inflation targeting policies. Similarly, it is now commonly believed that persistent government spending can be a hindrance to economic growth, particularly if it comes in form of unproductive spending. Barro (1991) in particular shows a detrimental effect of government consumption on economic growth which is consistent with the result in Table 9. Here, a percentage point increase in government consumption and inflation is estimated to reduce the rate of economic growth by 0.098–0.104 and 0.099–0.113 percent, respectively.

| Test                      | Test statistic | p-value |
|---------------------------|----------------|---------|
| Durbin Score chi2(1)      | 5.24           | 0.0410  |
| Wu-Hausman                | 5.24           | 0.0193  |
| Pesaran CD                | 0.97           | 0.3340  |
| Breusch-Pagan LM          | 1.18           | 0.8161  |
| Scaled Breusch-Pagan LM   | 0.055          | 0.9533  |
| Bias-corrected scaled LM  | 0.031          | 0.9602  |
The investment coefficient is significantly positive in both variants (3) and (4) reinforcing capital accumulation as an important growth process in sub-Saharan Africa. A percentage point increase in the share of gross capital formation on GDP is estimated to raise the rate of economic growth by about 0.1 percent on impact of all else being equal. This compares with the 0.15–0.17 observed in Toulaboe (2011) from a set of developing countries. Looking at the data from WDI, gross capital formation in sub-Saharan Africa declined from 43.6 percent of GDP in 1981 to 21.8 percent of GDP in 2019. This is essentially a 50 percent drop in gross capital formation, and it suggests that countries in this region could be struggling to boost growth partly as a result of declining investment.

The urbanization coefficient is negative and statistically significant at 1 percent level. This is not a surprising result Kenya, a sub-Saharan country, went through significant urbanization without witnessing positive growth (see Fay & Opal, 2000). In theory, one would expect urbanization to influence economic growth positively as part of a structural transformation in which the rural population migrates to cities. This transformation comes with a reallocation of labour from the low productivity agricultural sector to a more productive industrial sector setting the stage for higher

| Variables          | (1)     | (2)     | (3)     | (4)     |
|--------------------|---------|---------|---------|---------|
| Initial income     | −0.776** | −0.696** | −0.742** | −0.647** |
|                    | (0.312) | (0.327) | (0.330) | (0.328) |
| SFI                | −0.0274* | −0.0344** | −0.0785*** | −0.0769*** |
|                    | (0.0161) | (0.0148) | (0.0202) | (0.0197) |
| mis                | −0.104*** | −0.426*** | −0.417*** | −0.434*** |
|                    | (0.0313) | (0.0781) | (0.0865) | (0.0838) |
| mis × SFI          | −0.0262*** | −0.0221*** | −0.0235*** |
|                    | (0.00591) | (0.00613) | (0.00595) |
| Government cons    | −0.104*  | −0.0983* |
|                    | (0.0594) | (0.0569) |
| Investment         | 0.0993*** | 0.0740*** |
|                    | (0.0179) | (0.0286) |
| Urbanization       | −0.0810*** | −0.0719** |
|                    | (0.0289) | (0.0280) |
| Inflation          | −0.0997*** | −0.113* |
|                    | (0.0210) | (0.0668) |
| Trade              | 0.0781* (0.042) | 0.0773* (0.041) |
| log TOT            | 0.0577*** | 0.0513*** |
|                    | (0.0163) | (0.0159) |
| Constant           | 0.0799* (0.0419) | 0.110*** (0.0390) | 0.0227 (0.0941) | 0.415*** (0.011) |
| Observations       | 104 | 104 | 104 | 104 |
| Number of ID       | 13 | 13 | 13 | 13 |
| Time dummies       | no | no | no | yes |
| Arellano & Bond AR (1) | 0.0311 | 0.0225 | 0.0416 | 0.0271 |
| Arellano & Bond AR (2) | 0.5155 | 0.4313 | 0.3292 | 0.6183 |
| Sargan test        | 0.5181 | 0.2791 | 0.6247 | 0.4816 |

Standard errors in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1
economic growth. When job creation is a challenge in cities, however, as has often been the case for sub-Saharan Africa, growth in urban population can put pressure on limited urban resources in a manner that can be detrimental to economic growth.

Trade and terms of trade variables both enter positively which is consistent with Toulaboe (2011). In Toulaboe (2011) however, the coefficient in terms of trade is insignificant despite being positive and slightly similar in terms of size, i.e. 0.04 and 0.07. The difference in significance could be attributed to the difference in our sampling periods. Toulaboe (2011) focused on the 1985–99 period, an era of trade liberalization. Since the benefits of a favourable external environment may be dynamic and long term, it may be less surprising to find the effect of terms of trade significant during the 2010–18 sampling period. In terms of interpretation based on Table 9, a percentage point increase in the share of trade on GDP is estimated to raise growth by about 0.08 percent while a percentage increase in terms of trade enhances growth in the range of 0.05–0.06 percent. Clearly, these two results demonstrate how crucial the external environment is in fostering growth in sub-Saharan Africa.

Turning to the variables of interest, evidence points to a negative and statistically significant effect of state fragility on economic growth across all the four variants. An increase in state fragility lowers annual economic growth significantly controlling for investment, inflation, urbanization government consumption, terms of trade and trade openness. This is in line with a recent study by Chuku and Onye (2019) and it reiterates the relevance of state effectiveness (or lack thereof) as a determinant of economic growth in SSA. As expected, our misalignment variable enters with a significantly negative coefficient across all the four regression variants. A marginal increase in real exchange rate misalignment is accompanied by a significant decline in economic growth on impact. This is consistent with earlier studies (Dubas, 2009; Ebaidalla, 2014; Toulaboe, 2011) in which currency overvaluation is found to hurt economic growth.

From variant (2) to variant (4), real exchange rate misalignment is interacted with the state fragility index to appreciate how the latter influences its effect on economic growth. The coefficients of this interaction term are negative and statistically significant at 1 percent level across the three variants. This result confirms our conjecture that real exchange rate misalignment can have a negative effect on economic growth which increases with state fragility. In other words, the negative effect of real exchange rate misalignment on economic growth is more detrimental in countries that are more fragile and less so in countries that are robust and resilient. Our explanation for this empirical result is that fragile states are ineffective in making policy interventions that effectively realign the real exchange rate with the equilibrium level dictated by its long run fundamentals. These countries are characterised by weak governance, political turmoil, weak institutions, a breakdown of the social contract, conflict, civil wars, and corruption in some instances. An exchange rate overvaluation is expected to have a persistently negative and large effect on growth in these countries due to the state’s ineffectiveness to intervene and correct macroeconomic imbalances in the event of an exchange rate misalignment. Similarly, the negative effect of real exchange rate misalignment on economic growth is likely to be ameliorated by state resilience owing to state’s effectiveness in correcting macroeconomic imbalances.

The estimated system Generalized Method of Moments (GMM) was subjected to a battery of diagnostic tests which include the Arellano and Bond first-order correlation (which is expected due to the lagged dependent term) and second correlation tests and the Sargan tests for over-identifying restrictions. Rejecting the null hypothesis of no second-order correlation would imply that the moment conditions are invalid. Results presented in the lower part of Table 9 show the presence of first order and not second-order autocorrelation. In addition, the Sargan test is insignificant across all the specifications. These results collectively suggest that the moment conditions from the estimated system GMM are valid.
4. Conclusion
Sub-Saharan Africa remains one of the world’s most developmental challenges of our time and papers seeking answers for its slow growth have expanded rapidly in the last three decades. Most accounts generally link it to drought, corruption, adverse terms of trade, poor infrastructure, open conflict, and exchange rate misalignment. In this paper using evidence from 13 sub-Saharan countries, I add another important explanation that exchange rate misalignment whose negative effect on growth is now widely accepted, is more detrimental in fragile states. In other words, evidence shows a negative effect of real exchange rate misalignment that increases with state fragility. Based on this evidence, I urge countries in this region to improve state effectiveness as an effort to reduce the negative effect of exchange rate misalignment on economic growth. Pinpointing precise efforts to improve state fragility would be over-reaching the data. Therefore, I leave this for future studies.
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