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Abstract. Predictive process analytics focuses on predicting the future states of running instances of a business process. While advanced machine learning techniques have been used to increase accuracy of predictions, the resulting predictive models lack transparency. Current explainable machine learning methods, such as LIME and SHAP, can be used to interpret black box models. However, it is unclear how fit for purpose these methods are in explaining process predictive models. In this paper, we draw on evaluation measures used in the field of explainable AI and propose functionally-grounded evaluation metrics for assessing explainable methods in predictive process analytics. We apply the proposed metrics to evaluate the performance of LIME and SHAP in interpreting process predictive models built on XGBoost, which has been shown to be relatively accurate in process predictions. We conduct the evaluation using three open source, real-world event logs and analyse the evaluation results to derive insights. The research contributes to understanding the trustworthiness of explainable methods for predictive process analytics as a fundamental and key step towards human user-oriented evaluation.
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1 Introduction

Modern data analytics underpinned by machine learning has enabled data-led decision making in the information era. Predictive process analytics, as an important branch of data analytics, focuses on applying predictive analytics to forecast future states of business process execution, for example, to predict the most likely outcome of a running process instance \[15\]. While advanced machine learning techniques have been used to increase accuracy of process predictions, the resulting predictive models become less transparent due to their sophisticated internal representations. These are often called “black box” models, and methods and techniques have been proposed in machine learning to explain such models, forming a new research theme known as explainable AI (XAI) \[4\].

Several recent studies in predictive process analytics have attempted to apply existing explainable methods in XAI to interpret black box models used to compute process predictions. For example, LIME and SHAP have previously been used to interpret process predictive models built on complex machine learning
While it is important to understand how well the explanations generated by an explainable method may be received by end users, it is essential to study how fit for purpose such an explainable method is when being used to explain predictive models for process predictions, and how the characteristics of datasets and underlying machine learning techniques affect the quality of explanations generated. Assessing the latter, essential aspect of an explainable method is referred to as a functionally-grounded evaluation in XAI [1].

In this paper, we identify and draw on evaluation measures used in XAI, and propose functionally-grounded evaluation metrics for assessing explainable methods in the context of predictive process analytics. We apply the proposed metrics to evaluate the performance of LIME and SHAP in interpreting process predictive models built on XGBoost, which has been shown to be most accurate in process outcome predictions [15]. We conduct the evaluation using three open source event log datasets that record the execution of three real-life business processes in different industries, and analyse the evaluation results to discover insights and knowledge. The research contributes to understanding the trustworthiness of explainable methods for predictive process analytics as a fundamental and key step towards human user-oriented evaluation.

The paper is organised as follows. It provides a brief overview of XAI, including XAI evaluation, and state-of-the-art explainable predictive process analytics, and highlights the gaps that this research attempts to address in Sect. 2. This is followed by definition of the proposed evaluation metrics in Sect. 3. Details of the conducted evaluation, elaborated in terms of the design of experiments, real-life datasets, and analysis and findings drawn from the experiments, are presented in Sect. 4. Finally, Sect. 5 concludes the paper with an outlook for future work.

2 Background and Related Work

2.1 Explainable AI

While more complex algorithms often produce more accurate results, they are harder for a human to understand the workings of, becoming a “black box”, requiring interpretation [4]. XAI methods are typically classified into two categories: *interpretable models* and *post-hoc interpretation*. Interpretable (or “white box”) models are those that are immediately interpretable by a human (e.g. decision trees), though such models are often simpler models and may have reduced predictive power [4]. Post-hoc interpretation refers to the interpretation of a model (global explanation), a data neighbourhood or a prediction (local explanation) created after the predictive model has been generated [4]. Two popular black-box-model-agnostic, local explanation methods in literature are LIME and SHAP. LIME determines the importance of all features in an input by perturbing the dataset to create a surrogate linear model that captures the black box model’s behaviour at a specific neighbourhood [12]. SHAP uses a game theoretic approach to assign a value, known as SHAP value, to each feature at the instance level, describing its contribution to the final output (e.g. a prediction) [6].
2.2 Evaluating Explanations

There are a number of ways to evaluate explanations, many of which depend on the purpose of the explanation and the explainee. A three-level system of evaluation is proposed in [1], which comprises of:

- **Application-Grounded**: Evaluating explanations in context with end users;
- **Human-Grounded**: Evaluating explanations with laypeople doing simple or simplified tasks; and
- **Functionally-Grounded**: Using functional tasks without user-based evaluation. An example of such a measure would be computational efficiency [10].

Two common functional measures of explainability in literature are **stability** and **fidelity**.

**Stability of Explanations** Explanation stability is defined as the level of similarity between explanations for similar or identical instances [18]. Stability of methods or generated explanations that focus on feature importance attribution can be evaluated in several ways, including measuring the stability of a returned subset of features (stability by subset) and the stability of the measure of importance provided to each feature (stability by weight) [9]. Several measures of stability for XAI have been proposed, but many are specific to a single explainable method, such as stability indices for LIME [18]. However, measures proposed to assess the stability of feature selection algorithms can be adapted to evaluate explanation stability where explanations involve feature attribution. These measures typically use sets of features or feature weights, and measure the stability of the sets by averaging the pairwise similarity for each possible pair in the set [9].

**Fidelity of Explanations** Explanation fidelity is generally defined as how faithful the explanation is in relation to the black box. Two ways of measuring fidelity are defined in [8]: external and internal fidelity. **External fidelity** measures the similarity of decisions made by a surrogate model or interpretation of a black box and the black box itself [8]. While this approach can be used to measure how often a black box and its interpreter agree, it does not measure how well the interpreter mimics the black box’s decision-making process – defined as **internal fidelity** [8]. Approaches that have been used to measure internal fidelity include:

- Creating explanations for the black box and surrogate models using an existing explainable method to determine how often the explanations concur [8];
- Removing or changing features identified by the interpreter and comparing the changes in prediction probability of the black box [26]; and
- Creating explanations for a white box model to see how well the explanations match the decision-making of the white box [12] (though this does not necessarily imply that the interpreter will perform as well as with a more complex model).
2.3 Explainable Predictive Process Analytics

State-of-the-art explainable predictive process analytics have generally attempted to use existing explainable methods in XAI. For example, the use of LIME and SHAP to evaluate and improve black box models [13,14] has been explored, and SHAP has been used to create explainable dashboards for informed decision-making [3]. A method of interpreting process predictive models underpinned by neural networks using layer-wise relevance propagation is presented in [19]. In contrast to these, a semi-interpretable, process-aware approach was proposed for remaining time predictions, where predictive models were trained for every activity and decision point in the process, and a prediction was made at each step to better understand how each activity and decision point contributed to the remaining time [17].

2.4 Problem Statement

There has been few attempts in explainable predictive process analytics to assess the quality of explanations. With existing XAI evaluation methods, many are specific to a particular explainable method [18] or prediction problem [2,5]. In particular, methods of testing fidelity often apply ablation, in which the most influential features are removed from the input [2], or perturbing the data to effect a semantically meaningless transformation to determine the limits of interpreter in withstanding meaningless change [5]. However, these are typically applied to text or image data, and would not be appropriate for tabular data, such as event logs. This has motivated us to draw on existing work to build extensible and functionally-grounded evaluation metrics and design associated methods to assess explainable predictive process analytics.

3 Functionally-Grounded Evaluation Metrics

We take a functionally-grounded evaluation approach, using functionality-based measures without human evaluation [1]. More specifically, we consider explanation quality through stability and fidelity of provided explanations. It is important to note that the definition of each measure in this section focuses on the (local) explanations at the process instance level for any given event log dataset. Evaluation of each measure is based on the fact that explanations are generated multiple times for each individual process instance. The overall evaluation of such a measure over the entire event log can be calculated as the average total of the evaluations of that measure of all individual process instances in the log.

3.1 Explanation Stability

Explanation stability will be evaluated in terms of the stability of subsets of most important features and the stability of feature weights.

A stability by subset measure, as proposed in [11], is based on the presence or absence of each feature across a number of subsets. As such, we calculate the
stability of feature subsets ($\phi(Z)$) for a single process instance in an event log as follows:

$$\phi(Z) = 1 - \frac{1}{d} \sum_{i=1}^{d} s^{2}_{fi}$$

(1)

where:

- $d =$ number of features encoded from event attributes in the log
- $M =$ number of explanations generated for the process instance
- $k =$ number of most relevant features, where relevance or level of importance is determined by an explanation generated for the process instance
- $\bar{k} =$ average number of features selected across all $M$ explanations for the process instance
- $s^{2}_{fi} =$ sample variance of the presence of feature $f_i$ across all $M$ explanations for the process instance
- $Z =$ binary matrix of size $M \times d$. Each row of the binary matrix represents a feature subset, where a 1 at the $i^{th}$ position means feature $f_i$ has been selected and a 0 means it has not been selected.

This measure is bounded between 0 and 1, where 0 indicates no similarity in the feature subsets, and 1 indicates that all subsets are identical.

Next, Pearson’s correlation coefficient is generally used to measure stability of feature weights in feature selection algorithms [9], but this is a measure of the general trend of importance and does not calculate the degree by which a feature’s weight may vary. As such, we specify the measure stability by weight based on the statistical measure of relative variance, and calculate the stability of feature weights ($\phi(W)$) for a single process instance in an event log as follows:

$$\phi(W) = 1 - \frac{1}{d} \sum_{i=1}^{d} \frac{\sigma^{2}_{wi}}{|\mu_{wi}|}$$

(2)

where:

- $d =$ number of features encoded from event attributes in the log
- $M =$ number of explanations generated for the process instance
- $\mu_{wi} =$ mean of the weights of feature $f_i$ across all $M$ explanations for the process instance
- $\sigma^{2}_{wi} =$ variance of the weights of feature $f_i$ across all $M$ explanations for the process instance
- $W =$ matrix of size $M \times d$. Each row of the matrix records the weight of each feature as quantified by an explanation

This measure also has an upper bound of 1 (indicating perfect stability), but no lower bound.
3.2 Internal Fidelity

We evaluate the internal fidelity of explanations, as we are interested in the fidelity of the interpreter’s decision-making processes, not the decision (i.e. prediction) itself. Error functions have previously been applied to quantify internal fidelity, averaged out over the size of a dataset [2]. As such, the mean absolute percentage error (MAPE) can be used to measure the fidelity of explanations, and we calculate the fidelity ($F$) of the interpreter for a single process instance in an event log as follows:

$$F = \sum_{l=1}^{|X'|} \frac{|Y(x) - Y(x')|}{|Y(x)|}$$

where:

- $x$ = original feature vector for the process instance
- $X'$ = Set of perturbations for $x$ and $x' \in X'$
- $Y(x)$ = Prediction probability given input $x$
- $Y(x')$ = Prediction probability given input $x'$

This measure is naturally bounded by the fact that prediction probabilities fall between 0 and 1.

4 Evaluation and Analysis

4.1 Design of Experiments

Process instance outcomes were chosen as the prediction target since outcome classification is one of the most common predictive process analytics problems. XGBoost was the machine learning algorithm used as overall it is the most accurate for outcome prediction [15]. The XGBoost classifiers were trained on different data encoding and bucketing methods. The following combinations of bucketing and encoding methods were used:

- Aggregate encoding for dynamic attributes with prefix-length bucketing;
- Index-based encoding for dynamic attributes with prefix-length bucketing; and
- Aggregate encoding for dynamic attributes with no bucketing.

In the “no bucketing” method, all data is compiled as one (i.e. a single bucket) and a single classifier is trained on this bucket. When prefix-length bucketing is used, data is grouped (bucketed) based on shared prefix length (the number of activities that have already been completed in a process instance), and a classifier is trained for each bucket. For example, in a dataset with process traces ranging from prefix length of 1 to 40, forty classifiers will be trained.

Static encoding is the most effective way to encode static attributes (i.e. attributes that do not change over the course of the process trace, such as diagnosis or patient age) and is used in all combinations. In this method, numeric
attributes are encoded as-is and one-hot encoding is used for categorical attributes. Aggregate and index-based encoding are applied for dynamic attributes (i.e., attributes that change over the course of the process instance, e.g., activity completed or time taken at each step). If using aggregate encoding, the frequency or number of occurrences of each categorical attribute is used as a feature, while the minimum, maximum, mean and standard deviation of feature values are all used as features for each numeric attribute. If index-based encoding is used, numeric attributes are encoded as-is and categorical attributes are one-hot encoded at each index (prefix in the process trace).

SHAP and LIME, two popular post-hoc interpretation methods, are chosen as the explainable methods to be evaluated, as they have previously been used in predictive process analytics literature [3,13,14].

As a summary, each combination of the above bucketing, encoding and explainable methods were evaluated.

Evaluating Stability  Ten explanations were generated for each instance in a sample of the test set (i.e. \( M = 10 \) for each instance), and the mean of the explanation stability for all features in an instance denotes the stability for that instance. When computing stability by subset, the features selected in each explanation are ranked based on the importance value attached to that feature, and the ten most influential features are chosen as the subset to be measured using Equation 1 (where \( k = 10 \) and \( \overline{k} = 10 \)). Equation 2 is used to measure stability by weight, and the quantified feature importance provided in each explanation for all features (not just a subset) are used to calculate stability. Given an event log dataset, the stability scores were averaged for each method combination to indicate the overall stability for that combination.

Evaluating Fidelity  The evaluation focuses on the internal fidelity of the chosen explainable methods. Of the three internal fidelity evaluation approaches outlined in Sect. 2.2, we will use the second one. The first approach is intended to assess the fidelity of custom-made surrogate models, not existing methods, and so is not suitable for the aims of this paper. The third one attempts to assess the fidelity of the explanation method by using a white box model as the model to be explained, but this does not necessarily imply that the explainable method will be as faithful for a more complex black box model. As such, changing or removing features based on the explanation to determine fidelity is the most appropriate approach here.

Next, an ablation approach to measuring internal fidelity will not hold for tabular data like event logs, particularly when using XGBoost which automatically imputes missing data. As such, instead of removing features, a perturbation strategy is considered more effective to measure internal fidelity when using event logs. Again, ten explanations were generated for each instance – to mitigate the effects of any instability – and the top 10% of features that occurred most commonly in the explanations were identified. For each feature, LIME presents the
feature value or feature value distribution which affected the black box’s prediction. For example, an explanation including “1 < Activity_A < 3” indicates that the occurrence of activity A more than once, but fewer than three times was influential on the result. As SHAP presents only the feature’s influence on the end result, feature value distributions based on the SHAP value of that feature had to be generated (i.e. what feature values produce that or similar SHAP values in the entire test set). For example, if “Activity_A” has a SHAP value between 0.5 and 0.6 only when the feature value is between 1 and 3, this would be the distribution attributed to a SHAP value of 0.54. Using these distributions, for each instance:

1. A prediction using input vector \( x \) was generated, along with the prediction probability for the predicted class \( Y(x) \)
2. For each feature to be perturbed, a new, uniform distribution outside of the existing distribution was created to draw new feature values from
3. For each feature to be perturbed, a new value was randomly sampled from the new distribution to replace the original value for that feature to create the perturbed feature vector \( x' \)
4. The prediction probability for the originally predicted class was determined for input \( x' \) \( (Y(x')) \) and the difference between \( Y(x) \) and \( Y(x') \) was computed

Each instance was perturbed ten times, and the differences in prediction probability were used to calculate the MAPE for each instance (see Equation 3).

The source code implementing the proposed evaluation metrics in Sect. 3 and the above approach for design of experiments as well as the associated experiment results are available at: https://git.io/JIYtH.

4.2 Datasets

We use three open-source, real-world event logs. All three were used in a predictive process monitoring benchmark on outcome prediction [15], and are varied in the amount of cases, types of attributes present and context as shown in Table 1. We follow the preprocessing, bucketing and encoding methods used in [15] to prepare the event logs for training, testing and interpreting.

The Production dataset, derived from a manufacturing process, has the fewest cases and a substantial number of static and dynamic attributes (though more dynamic than static). Cases in which at least one work order is rejected is classified as a positive (deviant) case and around 55% of the cases in this dataset are positive. The Sepsis Cases dataset records the pathway taken by a patient through a hospital and a positive (deviant) case is one where the patient returns to the ER. This dataset is highly unbalanced (16% positive cases) and contains considerably more static than dynamic attributes, which will result in comparatively longer feature vector lengths when using aggregate encoding,
but comparatively shorter feature vector lengths at higher prefix lengths when using index-based encoding. The training dataset was balanced through down-sampling, but the testing data remains unbalanced. The BPIC2012 event log follows a loan process and a positive (deviant) case is one in which the loan isn’t accepted (around 53.4% of the cases). This event log contains one (numerical) static attribute and a number of dynamic attributes, many of which are categorical. This will result in a comparatively smaller feature vector when using aggregate encoding, but the feature vector size will increase considerably as prefix length increases when using index-based encoding.

### 4.3 Results and Observations

**Stability** Overall, SHAP is significantly more stable than LIME, with perfect stability by subset (see Table 2) and stability by weight (see Table 3). LIME is least stable when using index-based encoding and most stable when using aggregate encoding. For BPIC2012, single bucketing produces the best results, while prefix-length bucketing yields the best result for Sepsis Cases. LIME is almost always most stable for the Production dataset.

| Event Log | Production | Sepsis Cases | BPIC2012 |
|-----------|------------|--------------|----------|
| Description | A manufacturing process | Hospital event log showing sepsis cases | Loan application process |
| No. of Cases (before encoding) | 220 | 782 | 1,085 |
| Proportion of Positive Cases | 55.0% | 16.0% | 53.4% |
| Maximum Prefix Length | 23 | 29 | 40 |
| Prefix Lengths Used | 1 – 20 | 1 – 25 | 1 – 25 |
| Feature Vector Shape | Single Bucket & Aggregate Encoding | Prefix-length buckets & aggregate encoding | Prefix-length buckets & Index-Based Encoding |
| Min: 137 | Min: 100 | Min: 43 |
| Max: 156 | Max: 844 | Max: 156 |
| LIME | 0.72 | 0.20 | 0.81 |
| SHAP | 1.00 | 1.00 | 1.00 |
| LIME | 0.82 | 0.50 | 0.57 |
| SHAP | 1.00 | 1.00 | 1.00 |
| LIME | 0.61 | 0.33 | 0.24 |
| SHAP | 1.00 | 1.00 | 1.00 |
| LIME | 0.80 | -0.04 | 0.30 |
| SHAP | 1.00 | 1.00 | 1.00 |

**Table 2.** Overall stability by subset results for each dataset

| Production | Sepsis Cases | BPIC 2012 |
|-----------|--------------|----------|
| Single bucket | Aggregate Encoding | LIME | 0.72 | 0.20 | 0.81 |
| Aggregate Encoding | SHAP | 1.00 | 1.00 | 1.00 |
| Prefix-length buckets | Aggregate Encoding | LIME | 0.82 | 0.50 | 0.57 |
| Aggregate Encoding | SHAP | 1.00 | 1.00 | 1.00 |
| Prefix-length buckets | Aggregate Encoding | LIME | 0.61 | 0.33 | 0.24 |
| Index-based encoding | SHAP | 1.00 | 1.00 | 1.00 |

**Table 3.** Overall stability by weight results for each dataset
Fidelity Overall, fidelity was low-to-moderate for both explainable methods as shown in Table 4. SHAP is once again the better performer, though generally by small margins. Both interpreters were generally less faithful when single buckets and aggregate encoding are used. Prefix-length bucketing and aggregate encoding produced the best results for the BPIC2012 event log, while prefix-length bucketing and index-based encoding produced the best results for the Sepsis dataset. LIME performed better with the former on the Production dataset, but SHAP performance was on par for both.

|                      | Production | Sepsis Cases | BPIC 2012 |
|----------------------|------------|--------------|------------|
| Single bucket        |            |              |            |
| Aggregate Encoding   |            |              |            |
| LIME                 | 0.46       | 0.35         | 0.37       |
| SHAP                 | 0.47       | 0.46         | 0.41       |
| Prefix-length buckets|            |              |            |
| Aggregate Encoding   |            |              |            |
| LIME                 | 0.51       | 0.39         | 0.42       |
| SHAP                 | 0.51       | 0.56         | 0.4        |

4.4 Analysis and Findings

The running time of a predictive model based on each method combination was recorded for each interpreter (or explainer). SHAP was the fastest, taking less than a second per explanation. Time taken by LIME was reasonably consistent when using aggregate encoding, but when using index-based encoding the running time increased proportionally to prefix length (see Fig. 1). A closer analysis suggests that the performance of LIME and SHAP is dependent on the characteristics of the datasets as well as the bucketing and encoding methods. The running time of LIME, in particular, is linked to feature vector length, increasing with the length of the feature vector input. This is especially apparent when using index-based encoding, where the feature vector size increases for each additional prefix, but running time remains consistent for aggregate encoding, where feature vector lengths are relatively consistent. SHAP is better able to handle this complexity, generally producing explanations in less than one second.

![Fig. 1. Time taken to create explanations for the BPIC2012 dataset (marker size indicates size of feature vector)](image-url)
To understand how instance-level characteristics and results affect the quality of explanations, we unfold the overall (dataset-level) results of evaluation measures into instance-level results (calculated according to the three equations defined in Sect. 3). In particular, we can examine the effects of prefix length and the initial prediction probability provided by the black box on the result, along with the bucketing and encoding methods used.

**Stability** As with running time, instance-level characteristics affect the stability of LIME. SHAP is almost perfectly stable for all classifiers, and there is no further information to be found when exploring the stability results of SHAP. But closer analysis suggests that the stability of LIME is, once again, dependent on the size of the feature vector (see Fig. 2). This is likely because, to generate a surrogate model, LIME randomly samples inputs for the surrogate model from the neighbourhood of the input \( x \). As the size of the feature vector increases, LIME’s sampling efficiency and the representativeness of the sample decreases, resulting in surrogate models changing for each explanation, causing instability [18]. This problem is less visible when measuring stability by weight, but does exist and is most apparent when using index-based encoding. Oddly, the Production dataset is more stable than Sepsis when index-based encoding is used, but has longer prefix lengths. This is likely because of the dataset’s sparsity, especially since a single black box is trained for each prefix-length. Once LIME has generated a set of input points \( X' \) based on \( x \), it uses the black box to create a set of labels \( Y(x') \) for each of these inputs and uses this as ground truth.

![Fig. 2](image-url) 

*Fig. 2.* Results of stability by subset (a) and stability by weight (excl. outliers) (b) of LIME over prediction probability and prefix length for the BPIC2012 dataset.
to fit a surrogate model. It appears the underlying classifiers for the Production dataset when using index-based encoding and prefix-length bucketing are overfit (testing set accuracy is 61.8% and training set accuracy is 92.5%), resulting in a poorly-fit (likely under-fit) surrogate model as the generated labels for the new instances are likely near-random.

**Fidelity** LIME and SHAP are almost comparable when evaluating fidelity. In many cases, such as in the Production dataset (excluding when single bucketing and aggregate encoding are used) or with SHAP for the BPIC\textsubscript{2012} dataset (see Fig. 3), the faithfulness of explanations varies across instances in an almost uniform distribution. This suggests that only some explanations are faithful, but there appears to be no pattern or trend of faithfulness with regards to prefix length, encoding method, bucketing method or the initial prediction probability. As noted, both interpreters are least faithful when single bucketing and aggregate encoding are used together, but this combination has been identified as the most effective in ensuring black box accuracy \cite{15}. As such, it may be difficult to apply these interpretation methods in practice, unless other bucketing and encoding techniques are reasonably accurate for that dataset and black box. However, it is important to note that, while the interpreters are more faithful for other combinations, results are generally quite low across all combinations. A closer examination of higher-performing combinations, such as the Sepsis Cases dataset with index-based encoding or the Production dataset with prefix-length bucketing and aggregate encoding, shows that, for the most part, changes in prediction probability are quite small. Here, it appears that some instances with more faithful explanations have raised the overall fidelity score.

There is generally no link between prefix length and fidelity, except with BPIC\textsubscript{2012} (most noticeable in LIME), where a higher prefix length generally results in a more faithful explanation. The large size of the BPIC\textsubscript{2012} dataset (at least in comparison to the other two) has resulted in more reasonable black box accuracy at the higher prefix lengths (see Fig. 1), which in turn appears to have ensured that LIME’s surrogate models better fit the data. Interestingly, there is no pattern between stability and fidelity. It may be expected that when stability is poor, fidelity will also be poor given the variation in explanations. Generating multiple explanations to choose the most common features appears to have mitigated this. This is particularly clear in the Sepsis Cases dataset, which had the poorest stability results, but performs comparably with the other datasets for fidelity. It is possible that this approach can be used to mitigate stability issues in practice (provided that the interpretation method is efficient enough to make this feasible for timely decision-making).

The Sepsis Cases dataset presents an interesting pattern when index-based encoding used. From the results, it becomes apparent that explanations from both LIME and SHAP are more uniformly faithful for instances closer to the decision boundary (i.e. when the initial prediction probability is closer to 0.5), and less precise in fidelity when moving away from the decision boundary. This is likely, once again, a combination of data sparsity in each bucket (caused by the down-sampling) and relatively long feature vector lengths (in comparison to
Fig. 3. Fidelity results over original prediction probability and prefix length of LIME and SHAP, respectively, for Production (a), Sepsis Cases (b) and BPIC2012 (c)
aggregate encoding) resulting in an under-fit black box model (training accuracy and testing accuracy are both low at 67.1% and 45.8% respectively) that make near-random predictions when unfamiliar instances are presented.

5 Conclusion

As black box models are often applied in predictive process analytics, explainability becomes necessary to help understand why certain predictions are made by the underlying predictive models. To determine the quality of explanations, we have proposed functionally-grounded evaluation metrics and used them to assess explainable methods in process predictive analytics. The evaluation metrics presented in this paper are not limited to the prediction problems, predictive models and explainable methods explored. They can be extended to include further measures, such as measures specific to other aspects of quality, user-oriented measures, in future. As a next step, one interesting area to explore the support of explainability is prescriptive process monitoring, in which process recommendations are generated in addition to process predictions [1]. Another possible avenue is to evaluate explainability for other prominent predictive methods applied in predictive process analytics, such as LSTM [16]. Future work exploring such extensions may be beneficial in identifying appropriate and/or suitable explainable methods for predictive process analytics.
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