Dynamic Adaptive Communication Strategy for Fully Immersive, Interactive and Collaborative Virtual Reality Applications
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Abstract. An online meeting allows people with a common purpose to discuss ideas, goals, and objectives, regardless of national and international boundaries. Using internet technologies, users can communicate with others at remote locations without leaving their offices. However, internet communication can show considerable variation in terms of packet loss, time variation, and delay. This paper presents a strategy for dynamically adapting communication between fully immersive, interactive, and collaborative virtual reality applications. Our strategy is implemented based on the optimal path forest classifier, allowing us to analyze the network communication and to provide parameters for the application communication library to perform dynamic adaptation. We also present the GClassifier tool, which is used to implement this strategy, and some test results.
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1 Introduction

Fully immersive, interactive, and collaborative virtual reality applications allow users to interact and navigate in synthetic worlds (i.e., both real and virtual) while solving a single task. They also include multi-projection applications (e.g., cave automatic virtual environments (CAVEs) and power walls). These systems are composed of diverse virtual reality environments that are connected remotely with each other over the internet. In the early years, these applications were executed using high-end supercomputers; however, due to advances in computer hardware and software, the graphic cluster has become the default architecture used for these applications \([1–4]\).
Each instance of the application has a local graphic cluster that renders multiple views of the same visual dataset in real time, and each cluster may be composed of different types of nodes (e.g., rendering nodes, a file server node, input nodes, and a master node to manage the environment), while intra-cluster communication uses a local area network (LAN) to handle data from multiple nodes in real time using a master/slave architecture to run a local environment. Inter-cluster communication is achieved by using a peer-to-peer approach to connect the remote environments, and an intelligent network service is required to interconnect these resources. One of the development challenges of these environments is to provide efficient communication and synchronization that can guarantee intra- and inter-cluster datalock (i.e. ensuring data coherence between processes) and framlock (i.e. maintaining the coherence of scenes).

A dynamic network protocol (e.g., Transmission Control Protocol (TCP), Datagram Protocol (UDP) or Stream Control Transmission Protocol (SCTP)) can be used to implement inter-cluster communication (via a wide area network or WAN), allowing for adaptation of communication and synchronization according to the situation that is faced. Inter-cluster communication uses LANs that can be considered close to perfect. A fully collaborative virtual reality application may generate large communication datasets, since the frame rate must be above 60 frames per second (fps) to give a good stereoscopic view. Although there are several sniffers that can assist in network analysis, such as TCPdump\(^1\), Ngrep\(^2\), and Snort\(^3\), there is a lack of tools that can classify the data collected in this way. Sniffers do not take advantage of the human cognitive capacity of learning and pattern recognition, and the network administrator typically performs a manual analysis of a massive amount of data. Some efforts have already made using approaches such as support vector machines (SVMs) \(^5\) and artificial neural networks \(^6\), although these require considerable computational time for large datasets, especially in the training phase \(^7\).

This paper presents a strategy for analyzing packet loss variables (packets lost in the connections between nodes), time variation (average time for packet delivery between nodes), and delay (delay in packet delivery between nodes). This allows a communication library to perform dynamic adaptation, which is used to implement fully immersive, interactive, and collaborative virtual reality applications. This forms the main contribution of this work, which proposed a powerful real-time solution for network adversity analysis. We use a supervised pattern recognition technique based on the optimum path forest (OPF) \(^8\) to classify the adversity variables. Based on the requirements of fully immersive, interactive, and collaborative virtual reality applications, a dataset was manually classified into several adversity classes. The resulting set associated with a specific description was used to train the classifier. We tested our approach using a dataset from a traffic simulation, and compared the predicted classes with the adversity classes initially defined. We also compared the captured data using a network tool to provide adaptation parameters for the communication libraries. Also in

\(^1\) https://www.tcpdump.org/manpages/tcpdump.1.html.
\(^2\) http://ngrep.sourceforge.net/usage.html.
\(^3\) https://www.snort.org/.
In this paper, we present a graphical tool called GClassifier, which can be used to automate the training and classification tasks via a friendly interface.

This paper is organized as follows. In Sect. 2, we discuss the features of fully immersive, interactive, and virtual reality applications. Section 3 explains the details of the GClassifier tool used to implement our strategy. Section 4 presents some test results. Finally, Sect. 5 contains the conclusion of this paper.

2 Fully Immersive, Interactive and Collaborative Virtual Reality Applications

Fully immersive, interactive, and collaborative virtual reality applications allow remote users to share a space at the same time. Their main features are immersion, interactivity, involvement, and collaboration. Immersion provides the user with the perception of being physically present inside the simulated world, and can be achieved, for instance, using 3D stereoscopic displays and motion tracking devices. Interactivity is associated with the responsiveness of the simulated environment to user actions, while involvement is related to the user’s engagement with the virtual environment. Collaboration in a virtual reality environment [9, 10] allows groups to work together on the execution of a single task. In this paper, we focus on virtual reality systems that accommodate participants that are connected remotely.

Today, it is possible to create high-quality virtual reality applications using high-level tools such as Unity 3D⁴ and Ogre3D⁵, which allow sophisticated synthetic environments to be built. However, to enable collaboration, it is necessary to consider that during navigation and interaction, users perform actions that are transmitted over the network [11], and the remote site will receive updates caused by these actions after a certain amount of delay [12]. This problem has led to the use of low-level application programming interfaces (APIs) (e.g., sockets over TCP/UDP, PVM⁶, and MPI⁷) to facilitate information exchanges and synchronization. Thus, the applications running on top of these lower-level APIs become limited by factors such as network performance. Input and output devices (e.g., motion tracking, audio, and graphics rendering) may also cause additional latency in these applications, although this is beyond the scope of the present paper.

The graphics clusters used by fully collaborative virtual reality applications give multiple views of the same visual dataset. The nodes in each local cluster access the entire dataset, and then independently determine how much of the dataset is visible given the assigned viewing frustum, based on the local user view, and render only that part. The challenge is to provide a coherent, seamless, and continuous display using the isolated, distributed visual nodes in each local environment. In these applications, data ranging from the view frustum to geometric primitives or even avatar positions are
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⁴ https://unity.com/.
⁵ https://www.ogre3d.org/.
⁶ http://pvm-plus-plus.sourceforge.net/.
⁷ https://www.open-mpi.org/.
continuously sent between nodes, and rendering must be synchronized between the intra- and inter-cluster nodes.

Despite the existence of libraries that can assist in the development of cluster applications, a method has not yet been proposed for maintaining quality data exchanges in an inter-cluster scenario, and this is a promising line of research.

3 GClassifier

Figure 1 depicts the strategy workflow, which includes training, testing, and a run-time network evaluation, to allow the library to adapt the communication to meet the requirements of the application. The process starts by defining the network requirements of the full, immersive, interactive, and collaborative virtual reality applications. The classes and their features are then (manually) defined. Next, the training set is automatically created, by capturing data using a network simulator (e.g., Network Emulation or NetEm)\(^8\). This dataset is saved and used for the internal classification of the ensemble. Finally, it is ready to be used directly at runtime by the library to adapt the network communication. The library must be tailored to capture packets, trigger the classification and adapt the communication during runtime (e.g., to choose another network protocol, change the network topology used, and/or perform data buffering if the bandwidth is not sufficient).

![Figure 1. Steps in the proposed strategy for network communication adaptation at application runtime](image)

Figure 2 illustrates the architecture of the software developed here. The GClassifier tool is used to implement this scheme. The main idea is to check the underlying communication in terms of packet loss, time delay, and time variation, and the system was coded using the Java language. GClassifier provides a graphical interface that allows the network administrator to fill in the parameters to be used during the training (e.g., physical network card, percentage packet loss and network delay) and test phases (e.g., number of captured packets). It uses charts to represent the results of network communication analysis. The core of our strategy is the OPF framework, which allows the user to build classifiers by changing their modules (e.g., the adjacency relation, prototype estimation methodology, and path-cost function). It also supports multi-classes and
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\(^8\) [http://man7.org/linux/man-pages/man8/tc-netem.8.html](http://man7.org/linux/man-pages/man8/tc-netem.8.html).
can handle some degree of overlap between classes [8]. Our solution is based on a supervised classifier that uses a complete graph as an adjacency relation. The training set is interpreted as the nodes of a graph in which the arcs are defined by a given adjacency relation and weighted by the distance function ($f_{\text{max}}$, which assigns the maximum arc weight along the path). It contains samples from different classes, each of which has a set of features and a distance function that are used to measure their dissimilarity in the feature space. The OPF aims to assign a correct class label to each new sample (prototype), and these compete among themselves to conquer the remaining samples. This process results in optimum path trees. The classes were defined manually based on the network requirements for fully immersive, interactive, and collaborative virtual reality applications. To build the training set, we added values for delay and packet loss for outgoing packets from a specific network interface using the traffic control tool NetEm, and used the ping tool to test the reachability of each node.

Figure 3 shows an example of the results of a reachability test using the ping tool. The ping results are compared with the optimum path tree, and the tree that matches the sample is associated with the class (routled). The communication application library can then gather packets from the network communication, and classify and mitigate the existing adversities.

According to Chen [13], the user experience of a desktop collaborative virtual reality environment is affected when the network latency is greater than 200 ms and/or packet loss is more than 60%. Jitter is the most harmful effect, since it is necessary to maintain a constant speed for the delivery rate of packets; however, this can be mitigated using buffering techniques [14].
Table 1 lists the range of values defined for each input variable (packet loss, time variation, and delay) and shows the consequences (not harmful, harmful, or very harmful). These values were based on a systematic review performed by Singhal and Zyda [15]. The attributes shown in the table were based on the minimum expected requirements for a graphics application (rendering) with 60 fps, in which the information for each frame is transmitted in one message, resulting in 60 messages per second. The three attributes considered are packet loss, time variation, and delay. Ling et al. [16] reported that delays of up to 200 ms are detrimental for collaborative applications. This also applies to virtual reality applications, due to the real-time interactions between users, and since environmental elements are updated based on each user’s actions and reactions. Chen [13] found that packet loss is altered in an

**Table 1.** Range of values defined for each input variable

|                | Packet loss | Time variation | Delay     |
|----------------|-------------|----------------|-----------|
| Not harmful    | 0–3%        | 0–5 ms         | 0–60 ms   |
| Harmful        | 2–6%        | 4–10 ms        | 55–200 ms |
| Very harmful   | 5–20%       | 9–100 ms       | 190–600 ms|
environment where the application achieves at least 40 status updates per second. These results allowed us to define the parameters for each OPF class. These values can be changed according to specific requirements; for example, a stereoscopic application requires more fps than a non-stereoscopic one.

Each input variable is used to measure a certain problem associated with network communication, and is related to the network communication adversity. Table 2 shows a combination of 27 classes that are used to define the type of dynamic adaptation

| Class | Packet loss | Time variation | Delay | Class | Packet loss | Time variation | Delay |
|-------|-------------|----------------|-------|-------|-------------|----------------|-------|
| 1     | Not harmful | Not harmful     | Not harmful | 15    | Harmful     | Harmful         | Very harmful |
| 2     | Not harmful | Not harmful     | Harmful | 16    | Harmful     | Very Harmful    | Not harmful |
| 3     | Not harmful | Not harmful     | Very harmful | 17    | Harmful     | Very Harmful    | Harmful |
| 4     | Not harmful | Harmful         | Not harmful | 18    | Harmful     | Very Harmful    | Very harmful |
| 5     | Not harmful | Harmful         | Harmful | 19    | Very harmful | Not harmful     | Not harmful |
| 6     | Not harmful | Harmful         | Very harmful | 20    | Very harmful | Not harmful     | Harmful |
| 7     | Not harmful | Very harmful    | Not harmful | 21    | Very harmful | Not harmful     | Very harmful |
| 8     | Not harmful | Very harmful    | Harmful | 22    | Very harmful | Harmful         | Not harmful |
| 9     | Not harmful | Very harmful    | Very harmful | 23    | Very harmful | Harmful         | Harmful |
| 10    | Harmful     | Not harmful     | Not harmful | 24    | Very harmful | Harmful         | Very harmful |
| 11    | Harmful     | Not harmful     | Harmful | 25    | Very harmful | Very harmful    | Not harmful |
| 12    | Harmful     | Not harmful     | Very harmful | 26    | Very harmful | Very harmful    | Harmful |
| 13    | Harmful     | Harmful         | Not harmful | 27    | Very harmful | Very harmful    | Very harmful |
| 14    | Harmful     | Harmful         | Harmful |       |              |                 |       |
required from the communication library. The most representative instance of each class in the training set was chosen to be in the border region between the classes. Each class is expected to have an associated action from the communication library. This allows the master nodes of each local cluster to regulate its sending rate based on the class defined in a unified approach.

After the training and testing phases, the GClassifier is ready to classify new data using the categories of network communication adversity shown in Table 2. The application communication library can then mitigate the connection issues by applying the following actions:

- Altering the communication protocol: This refers to the set of rules used by computers to exchange messages with each other. TCP is often the default protocol, although in case of adversity, it can be combined with UDP; for example, TCP can be used for critical packets while UDP is used for status update packets. The library could also switch to SCTP, which is a reliable transport protocol that operates over an unreliable and unconnected packet service, such as Internet Protocol (IP).

- Buffering data: Buffers can be used to reduce packet loss as they can compensate for bursts of traffic in which routers cannot handle message forwarding at a given instant [17]. Buffers can also be used to reduce the variability of sender nodes and to transform a variable receiving rate into a constant rate. For example, environmental state update packets can be buffered by a sender node in order to maintain a constant frame rate.

- Changing the network packet size: The use of large packets means that the sender needs to preallocate buffers that are large enough to send and receive the maximum possible size, while the use of small packets will involve more messages requesting to send data.

- Predicting packets: When the adversities are related to packet loss, the communication library can apply a linear prediction model in which future packet signals are estimated using a linear function based on previous samples. A latency compensation method can be used to reduce network latency. One example of a technique that can be adopted is dead reckoning, which performs extrapolation based upon the data received.

Our approach suggests solutions based on the classes identified by the classifier, and considers the actions required to mitigate these adversities. For example, if packet loss is “not harmful”, time variation is “very harmful”, and delay is “harmful”, the communication library may try to mitigate these issues using TCP combined with UDP.
4 Tests

GClassifier automates the training, classification, and visualization of results, and the configuration of the tests is carried out via its interface. The interface contains parameters such as the classes of adversities, and parameters to be passed to NetEm (e.g., the number of packets sent and the delay). We performed 10 tests. Figure 4 illustrates the results of Test 3, in which 60 packets were sent and a delay of 6 ms, a time variation of 1 ms, and a packet loss of 10% were simulated using NetEm.

![Image of GClassifier interface](image.png)

**Fig. 4.** Reachability test in which no problems were detected

time variation of 1 ms, and a packet loss of 10% were simulated using NetEm.
GClassifier defined this scenario as Class 1 (delay not harmful, time variation not harmful and packet loss not harmful). No adversity was found when a reachability test was executed.

Figure 5 illustrates the results of Test 8, in which a harmful level of adversity was found. This was classified as Class 13. During this test, 60 packets were sent, and a delay of 149 ms, a time variation of 1 ms, and a packet loss of 10% were simulated using NetEm.

The results of Test 3 are shown in Fig. 6. This scenario was classified as Class 27. During this test, 60 packets were sent, and a delay of 501 ms, a time variation of 87 ms, and a packet loss of 60% were simulated using NetEm.
5 Conclusion

Fully immersive, interactive, and collaborative virtual reality applications aim to use human sensory perception to send information to users’ brains, to help them to solve a given task within a computer-generated environment. The developers of these applications need to overcome many barriers in terms of combining different hardware and software to achieve a sense of presence.

In recent years, due to the advances in computer hardware, software, and networking, these applications have been developed using graphics clusters, which require a knowledge of diverse areas such as computer graphics, human-computer interfaces, distributed systems, and computer networking. Communication within these applications is typically implemented using high-level functionality on top of the low-level primitives that are available (e.g., BSD sockets, PVM, and MPI). One example of a high-level library is libGlass\(^9\), which is tailored for fully immersive applications based on intra-cluster communication. This library offers primitives that can maintain synchronicity and coherence over the data, and provide datalock and framelock.

\(^9\) http://libglass.sourceforge.net/.
Currently, the most common solutions are based on computer graphics clusters, with each environment implementing its own. These exchange data and carry out synchronization using inter-cluster communication over the internet. This makes it necessary to conform to strict timing dependencies, meaning that network communication is likely to experience bottlenecks caused by problems such as packet loss, delay, and time variation. We created a strategy to analyze the variables of packet loss, time variation, and delay to allow dynamic adaptation of communication within fully immersive, interactive, and collaborative virtual reality applications. Our strategy was based on the use of a supervised pattern recognition technique called OPF to classify these variables into 27 classes of adversities. To train our classifier, we used data collected by the simulator NetEm. The GClassifier tool automates the training and test phases. The results can be used directly by any library to adapt network communication in the appropriate way, for example, by changing the buffer size and/or the protocol used. In future, we plan to test other pattern recognition techniques.
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