Abstract—The combination of singular value decomposition (SVD)-based beamforming and filter bank multicarrier with offset quadrature amplitude modulation (FBMC/OQAM) has not been successful to date. The difficulty of this combination is that, the beamformers may experience significant changes between adjacent subchannels, therefore destroy the orthogonality among FBMC/OQAM real-valued symbols, even under channels with moderate frequency selectivity. In this paper, we address this problem from two aspects: i) an SVD-FS-FBMC architecture is adopted to support beamforming with finer granularity in frequency domain, based on the frequency spreading FBMC (FS-FBMC) structure, i.e., beamforming on FS-FBMC tones rather than on subchannels; ii) criterion and methods are proposed to smooth the beamformers from tone to tone. The proposed finer beamforming and smoothing greatly improve the smoothness of beamformers, therefore effectively suppress the leaked ICI/ISI. Simulations are conducted under the scenario of IEEE 802.11n wireless LAN. Results show that the proposed SVD-FS-FBMC system shares close BER performance with its orthogonal frequency division multiplexing (OFDM) counterpart under the frequency selective channels.
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I. INTRODUCTION

Filter bank multicarrier with offset quadrature amplitude modulation (FBMC/OQAM) [1]–[12] is considered as a promising alternative to the conventional orthogonal frequency division multiplexing (OFDM) technique [13], [14]. However, integration of multiple-input multiple-output (MIMO) techniques with FBMC/OQAM, in general, is more complicated than with OFDM. Thanks to the adding of CP, a subchannel (subcarrier band) is exactly flat and independent from other subchannels in OFDM systems. Thus, MIMO precoding and equalization can be taken on each subchannel independently, without leading to any inter-carrier interference (ICI) or intersymbol interference (ISI). However, without CP, the MIMO precoding and equalization of FBMC systems are more complicated and could lead to considerable ICI/ISI under frequency selective channels, due to the fact that FBMC/OQAM is a non-orthogonal waveform (FBMC/OQAM symbols are orthogonal with each other only in the real domain [1]–[3]).

In FBMC/OQAM systems, the real and imaginary parts of QAM symbol are separated and transmitted as pulse amplitude modulated (PAM) symbols. There exists ICI/ISI interference between the PAM symbols in the form of imaginary interference. ICI/ISI-free symbols are obtained only after channel equalization and taking the real parts, e.g., see [1], [4], [10] for details. The combination of MIMO and FBMC/OQAM is a trivial task in channels with high coherence bandwidth, which is almost equivalent to MIMO-OFDM systems. While for the frequency selective channels, without carefully design, the beamforming matrices could differ dramatically between adjacent subchannels, and the imaginary interference from one subchannel could be leaked into adjacent subchannels as real interference, therefore destroy the orthogonality among FBMC/OQAM PAM symbols in the real domain [15].

Aware of the ICI/ISI interference, some studies [16]–[20] attempt to constrain this interference by careful design of precoding as well as equalization for MIMO-FBMC/OQAM systems. In [10], two MIMO-FBMC precoding/equalization schemes were designed to maximize the signal to leakage plus noise ratio (SLNR) and the signal to interference plus noise ratio (SINR), respectively. Criterion of minimizing the sum mean square error was adopted in [17]. The coordinated beamforming technique was applied in MIMO-FBMC/OQAM systems [18], where the precoding and decoding matrix are computed jointly and iteratively. A two-step method was proposed in [19], where the precoders are first optimized to maximize the SLNR given the equalizers and then, the equalizers are designed according to the minimum mean square error (MMSE) criterion while fixing the precoders. Although the ICI/ISI interference is suppressed, error performance loss or significantly increased complexity, compared with their OFDM counterparts, are observed with the aforementioned MIMO-FBMC/OQAM schemes. Very recently, a novel architecture was proposed to approximate an ideal frequency selective precoder and linear receiver by Taylor expansion, exploiting the structure of the analysis and synthesis filter banks [21]. This architecture was shown to be very promising, however more results are needed to reveal its full potential. Smoothing of the precoders is proposed in [22], which keeps the phase of one precoder component constant across subcarriers. However, the phase continuity criterion is not effective when this precoder component crosses zero and changes its sign. A more thorough review of MIMO-FBMC/OQAM...
precoding/beamforming techniques, including those for multi-user MIMO [23–25], could be found in [26].

Most of the works on precoding/beamforming of MIMO-FBMC under frequency selective channels assume polyphase network implementation of FBMC [27], [28]. In this paper, we focus on another type of implementation, namely frequency spreading FBMC (FS-FBMC), which has attracted wide attention in recent years [30–41]. MIMO methods specifically designed for this type of implementation are in need.

Singular value decomposition (SVD) based beamforming, adopted in the IEEE 802.11n wireless LAN standard, yields maximum likelihood performance with simple linear transmit and receive beamformers for MIMO-OFDM systems [29]. Unfortunately, perfect combination with SVD beamforming is not yet available for FBMC/OQAM systems. In this paper, we propose a novel SVD-FS-FBMC scheme that is robust to channel frequency selectivity. While traditional beamforming of MIMO-FBMC are taken on per-subchannel basis, the proposed scheme enables beamforming of finer granularity in frequency by using the frequency spreading FBMC (FS-FBMC) structure [30–34], i.e., beamforming on FS-FBMC tones. We further propose two methods, namely phase factor optimization and orthogonal iteration, to smooth the SVD-based beamformers from tone to tone. The criterion of smoothing proposed is to minimize the Euclidean distance between adjacent beamformers. The proposed finer beamforming and smoothing methods greatly improve the smoothness of beamformers, therefore effectively suppress the leaked ICI/ISI from adjacent subchannels. Simulations are conducted under the scenario of IEEE 802.11n wireless LAN and the results show that the proposed SVD-FS-FBMC system performs closely with its OFDM counterpart under the IEEE 802.11n Channel Models. Our preliminary results on this subject have been reported in [34].

The following notations are used in this paper. Bold lowercase letters denote column vectors. Bold upper-case letters are used for matrices. The superscripts \((\cdot)^T\), \((\cdot)^*\), \((\cdot)^H\), and \((\cdot)^\dagger\) represent the transpose, conjugate, Hermitian transpose, and Moore-Penrose pseudo-inverse, respectively. \(\Re\{\cdot\}\) and \(\Im\{\cdot\}\) denote the real and imaginary parts, respectively. \(\mathbb{E}\{\cdot\}\) stands for the expectation. \(\|\cdot\|_2\) denotes vector or matrix 2-norm, \(\|\cdot\|_F\) denotes matrix Frobenius-norm, whenever the particular choice of norm is unimportant, \(\|\cdot\|\) is used.

Function \(\sin\) and \(\arccos\) of a matrix is applied element-wisely in this paper. Finally, \(j = \sqrt{-1}\).

II. SYSTEM MODELS & ICI/ISI OF SVD-FBMC/OQAM

A. FBMC/OQAM System Model

Fig. 1 presents the equivalent baseband block diagram of an FBMC/OQAM system. It consists of \(M\) subcarriers with subcarrier spacing \(1/T\), where \(T\) is the interval between the complex-valued symbols in time. Each complex-valued symbol is partitioned into a pair of real-valued PAM symbols. The PAM symbol at the frequency-time index \((m,n)\) is denoted by \(a_{m,n}\), where \(m\) is the frequency/subchannel index and \(n\) is the time index. Moreover, \(a_{m,2n}\) and \(a_{m,2n+1}\), with integer \(n\), are real and imaginary parts of a QAM symbol and are \(T/2\) spaced in time. With a sampling interval of \(T/M\), the filter bank prototype filter has the discrete time impulse response \(g(i)\), which we assume only have non-zero coefficients for \(0 < i \leq KM-1\), where \(K\) is a positive integer. We further assume that \(g(i)\) is an even-symmetric pulse, i.e., \(g(i) = g(KM-i)\).

The discrete-time baseband equivalent of an FBMC/OQAM signal may be presented as [2], [42]

\[
x(i) = \sum_{m=0}^{M-1} \sum_{n \in \mathbb{Z}} a_{m,n} g \left( i - n \frac{M}{2} \right) e^{\frac{2\pi mi}{M}} e^{\frac{-\pi i (m+n)}{M}},
\]

where \(g_{m,n}(i)\) is the pulse of the \((m,n)\)-th PAM symbol. When an FBMC/OQAM signal is transmitted through a channel that varies slowly with time and its delay spread is significantly shorter than the symbol interval, the channel transfer function over each subchannel may be approximated by a flat gain. Let \(H_{m,n}\) denote this gain for the \(m\)-th subchannel at the \(n\)-th time index. With the slow varying assumption, we omit the subscript \(n\) from \(H_{m,n}\) for simplicity of presentation. Then, the \(m_0\)th output of the receiver analysis filter bank at the \(n_0\)th time index is obtained as [2], [42].

\[
r_{m_0,n_0} = \sum_{i=-\infty}^{\infty} g_{m_0,n_0}(i) \sum_{m=0}^{M-1} \sum_{n \in \mathbb{Z}} H_{m,n} a_{m,n} g_{m,n}(i)
\]

\[
\approx H_{m_0,n_0} a_{m_0,n_0} + H_{m,n} \sum_{(m,n) \neq (m_0,n_0)} a_{m,n} g_{m,n}(i)
\]

where

\[
\zeta_{m,n} = \sum_{i=-\infty}^{\infty} g_{m,n}(i) g_{m,n}(i).
\]

It is noteworthy that for a well-designed prototype filter \(g(i)\), \(\zeta_{m,n} = 1\) when \((m,n) = (m_0,n_0)\), and is zero or a pure imaginary value when \((m,n) \neq (m_0,n_0)\), e.g., see (1). To be more specific, \(\zeta_{m,n} = 1\) for \((m,n) = (m_0,n_0)\), represents the imaginary interference to \(a_{m,n}\), which could be removed by taking the real part after channel equalization.

B. SVD-based MIMO Beamforming

We consider a MIMO system equipped with \(N_t\) transmit antennas and \(N_r\) receive antennas, which supports \(L\) parallel streams. The SVD decomposition of the channel \(H \in \mathbb{C}^{N_t \times N_r}\) is:

\[
H = U D V^H,
\]

where \(V \in \mathbb{C}^{N_t \times N_t}\) and \(U \in \mathbb{C}^{N_r \times N_r}\) are unitary matrices, and \(D\) is an \(N_r\)-by-\(N_t\) rectangular diagonal matrix containing \((\lambda^1, \lambda^2, \ldots)\) as diagonal elements, where \(\lambda^1, \lambda^2, \ldots\) denote the singular values that are sorted in descending order and are real-valued. When \(L = N_t = N_r\), the transmit beamformer and receive beamformer are simply \(V\) and \(U^H\), respectively. When \(L < N_t\) or \(L < N_r\), they are submatrices of \(V\) and \(U^H\), respectively, corresponding to the \(L\) largest singular values. For clarity of notations, we abuse the notations \(V\) and/or \(U^H\) and let them also represent the beamformers when \(L < N_t\) or \(L < N_r\) in the rest of this paper, then \(V \in \mathbb{C}^{N_r \times L}\) and
\( \mathbf{U}^H \in \mathbb{C}^{L \times N_t} \). With the transmit beamforming and MIMO channel, the signal at the receiver is

\[
y = \mathbf{H}\mathbf{V}\mathbf{s} + \mathbf{n},
\]

where \( \mathbf{s} \) is the symbols to be transmitted and \( \mathbf{n} \) is the receive noise vector (\( \mathbf{y}, \mathbf{s} \) and \( \mathbf{n} \) are \( N_t \times 1 \), \( L \times 1 \) and \( N_t \times 1 \) vectors, respectively). The signal after receive beamforming is

\[
\mathbf{r} = \mathbf{U}^H\mathbf{y} = \mathbf{U}^H(\mathbf{H}\mathbf{V}\mathbf{s} + \mathbf{n}) = \mathbf{D}\mathbf{s} + \tilde{\mathbf{n}},
\]

where \( \tilde{\mathbf{n}} = \mathbf{U}^H\mathbf{n} \) (\( \mathbf{r} \) and \( \tilde{\mathbf{n}} \) are \( L \times 1 \) vectors). Clearly, the transmitted symbols are recovered with nonequal gains \([43]\), and there is no interference among streams.

### C. Straightforward Combination of SVD and FBMC/OQAM

In this subsection, we present the model of straightforward combination of SVD and FBMC/OQAM and discuss about the interference leakage problem. Combining the models in subsection [II-A] and [II-B], the transmitted signal of the SVD-FBMC/OQAM is represented by a sequence of vectors \( \mathbf{x}(i) = [x_1(i) \ x_2(i) \cdots x_N(i)]^T \) as

\[
\mathbf{x}(i) = \sum_{m=0}^{M-1} \sum_{n \in \mathbb{Z}} \mathbf{V}_m \mathbf{a}_{m,n} g_{m,n}(i),
\]

where \( \mathbf{a}_{m,n} = [a^1_{m,n} \ a^2_{m,n} \cdots a^L_{m,n}]^T \) is the symbol vector to be transmitted, and \( g_{m,n}(i) \) is the frequency-time shifted version of prototype filter \( g(i) \) (see \( \mathbf{H} \)). \( \mathbf{V}_m \in \mathbb{C}^{N_s \times L} \) denotes the beamforming matrix for the \( m \)-th subchannel. Assuming nearly flat fading across the subcarrier band (the bandwidth of subchannel), the received signal at the output of analysis filters for Time \( n_0 \) and Subchannel \( m_0 \) is

\[
\mathbf{r}_{m_0,n_0} \approx \sum_{m=0}^{M-1} \sum_{n \in \mathbb{Z}} \mathbf{U}^H_{m_0} \mathbf{H}_m \mathbf{V}_m \mathbf{a}_{m,n} \sum_{i=-\infty}^{\infty} g^*_{m_0,n_0}(i) g_{m,n}(i)
\]

\[
= \sum_{m=0}^{M-1} \sum_{n \in \mathbb{Z}} \mathbf{U}^H_{m_0} \mathbf{H}_m \mathbf{V}_m \mathbf{a}_{m,n} s_{m,n}
\]

\[
= \mathbf{D}_{m_0\mathbf{a}_{m_0,n_0}} + \sum_{(m,n) \neq (m_0,n_0)} \mathbf{U}^H_{m_0} \mathbf{H}_m \mathbf{V}_m \mathbf{a}_{m,n} s_{m,n},
\]

where \( \mathbf{H}_m \in \mathbb{C}^{N_s \times N_t} \) is the MIMO channel response of Subchannel \( m \), \( \mathbf{U}^H_{m_0} \in \mathbb{C}^{L \times N_t} \) is the receive beamformer for the \( n_0 \)-th subchannel. Clearly, the first term of (8) is the recovered symbols and the second term is the ICI/ISI interference. If \( \mathbf{H}_{m_0} \approx \mathbf{H}_m \) and \( \mathbf{V}_{m_0} \approx \mathbf{V}_m \) for subchannels adjacent to \( m_0 \), we have \( \mathbf{U}^H_{m_0} \mathbf{H}_m \mathbf{V}_m \approx \mathbf{D}_{m_0} \), and the ISI/ICI term is approximately imaginary and could be removed by taking the real part of \( \mathbf{r}_{m_0,n_0} \) (recall that \( \mathbf{D}_{m_0} \) is real-valued). However, this does not work even under channels with moderate frequency selectivity. The reason is that: the transmit and receive beamformer may experience significant changes between adjacent subchannels due to channel variation, then \( \mathbf{U}^H_{m_0} \mathbf{H}_m \mathbf{V}_m \) is not real-valued and the ISI/ICI term is no longer pure imaginary, which results in leaked ICI/ISI interference into the real part of \( \mathbf{r}_{m_0,n_0} \).

### III. THE FINER BEAMFORMING ARCHITECTURE

In this section, we propose finer beamforming for FBMC/OQAM, here finer beamforming means beamforming with finer granularity in frequency domain. As discussed in the above section, the straightforward SVD-FBMC/OQAM systems beamform at the subchannel level, i.e., each subchannel has its own transmit and receive beamformer. To enable a finer granularity, we adopt the FS-FBMC structure \([30]–[33]\), and beamformers are designed at each tone of FS-FBMC. The proposed finer beamforming provides a basic architecture to support smoother changes from subchannel to subchannel.

#### A. Frequency Spreading FBMC (FS-FBMC)

The FS-FBMC structure, a special form of the fast convolution implementation of filter banks \([44]–[49]\), uses frequency spreading/despreading to implement the filtering in the frequency domain for FBMC/OQAM systems. In FS-FBMC, FFT/IFFT is taken at the length of \( K \). Let \( G(k) \) denote the FFT of a segment of \( g(i) \) (see \( [1] \)). \( y_m \in \mathbb{C}^{N_x \times L} \) denotes the symbol vector with \( m \)-th window. Then, the filtering at the \( k \)-th time index is

\[
\mathbf{y}(k) = \sum_{m=0}^{M-1} \mathbf{U}^H_{m_0} \mathbf{H}_m \mathbf{V}_m \mathbf{a}_{m,n} s_{m,n,k},
\]

where \( \mathbf{H}_m \in \mathbb{C}^{N_s \times N_t} \) is the MIMO channel response of Subchannel \( m \), \( \mathbf{U}^H_{m_0} \in \mathbb{C}^{L \times N_t} \) is the receive beamformer for the \( n_0 \)-th subchannel. Clearly, the first term of (8) is
Then, the samples on all transmit antennas for the $n$-th time index of the $k$-th tone, and $\tilde{v}_k$ denotes the beamforming vector for the $l$-th stream. The beamformed signals on all transmit antennas are represented by the following vector

$$
\mathbf{b}_n(k) = \mathbf{V}_k \sum_{m=0}^{M-1} \mathbf{a}_{m,n} G^{(n)}_{m,n}(k),
$$

Then, the transmitted time sequence is obtained by accumulation over all symbols as

$$
x(i) = \sum_{n \in \mathbb{Z}} x_n(i). \tag{11}
$$

At the receiver, a sliding window is employed to select $KM$ samples every $M/2$ samples, which are fed to an FFT module. Then, the transmitted PAM symbols are recovered through equalization and frequency despeaking. More details of FS-FBMC transmission could be found in [50].

### B. Finer SVD Beamforming

Fig. 2 presents the transmitter of the proposed finer SVD-FS-FBMC, where $\mathbf{V}_k \in \mathbb{C}^{N_r \times L}$ is the beamforming matrix for the $k$-th FS-FBMC tone, and $\mathbf{V}_k = [\mathbf{v}_1^k \mathbf{v}_2^k \cdots \mathbf{v}_L^k]$, where $\mathbf{v}_l^k$ denotes the beamforming vector for the $l$-th stream. The beamformed signals on all transmit antennas for the $k$-th tone and $n$-th time index is given by an $N_r$-by-$1$ vector

$$
\mathbf{b}_n(k) = \mathbf{V}_k \sum_{m=0}^{M-1} \mathbf{a}_{m,n}(n)(k).
$$

Then, the samples on all transmit antennas for the $n$-th time index is obtained by IFFT

$$
x_n(i) = \left\{ \begin{array}{ll}
\sum_{k=0}^{KM-1} b_n(k) e^{2\pi i (i-nM/2)/KM}, \\
nM/2 \leq i \leq nM/2 + KM - 1,
\end{array} \right. \tag{13}
$$

where $x_n(i)$ is an $N_r$-by-$1$ vector.

After accumulation over all symbols, the transmitted signals on all antennas are represented by the following vector sequence

$$
x(i) = \sum_{n \in \mathbb{Z}} x_n(i). \tag{14}
$$

Fig. 3 presents the receiver of the proposed SVD-FS-FBMC, where $\mathbf{U}_k^H \in \mathbb{C}^{L \times N_r}$ is the beamforming matrix for the $k$-th FS-FBMC tone, and $\mathbf{U}_k^H = [\mathbf{u}_1^k \mathbf{u}_2^k \cdots \mathbf{u}_L^k]^H$, here $\mathbf{u}_l^k$ denotes the receive beamforming vector for the $l$-th stream.

$$
y^{(n_0)}(i) = y(i + n_0M/2), \text{ for } 0 \leq i \leq KM - 1. \text{ Taking FFT of } y^{(n_0)}(i), \text{ we obtain}
$$

$$
\tilde{y}^{(n_0)}(k) = \frac{1}{KM} \sum_{i=0}^{KM-1} y^{(n_0)}(i) e^{-2\pi i k i / KM}, 0 \leq k \leq KM - 1. \tag{15}
$$

Applying the receive beamformer, we have the signals received on the $k$-th tone

$$
\tilde{\mathbf{s}}^{(n_0)}(k) = \mathbf{U}_k^H \tilde{\mathbf{b}}^{(n_0)}(k), \tag{16}
$$

where $\tilde{\mathbf{s}}^{(n_0)}(k)$ is an $L$-by-$1$ vector that holds the samples of all streams. Noting that different tones and streams may have different singular values, an equalizer is required at each tone for each stream. The equalizers for the $k$-th tone is represented by an $L$-by-$L$ diagonal matrix $\mathbf{E}_k = \text{diag} \left\{ E_{k1}^2, E_{k2}^2, \ldots, E_{kL}^2 \right\}$, where $E_{kl}^2$ is the equalizer for Stream $l$ and Tone $k$. If it is a zero forcing (ZF) equalization, $E_{kl}^2 = 1/\lambda_{kl}^2$. Then, the equalized signal is obtained as

$$
\mathbf{s}^{(n_0)}(k) = \mathbf{E}_k \tilde{\mathbf{s}}^{(n_0)}(k). \tag{17}
$$

Finally, despeaking is applied to obtain the PAM symbols at the $m_0$-th subchannel and $n_0$-th time index

$$
\tilde{\mathbf{a}}_{m_0,n_0} = \sum_{k=0}^{KM-1} G^{(m_0,n_0)*}_{m_0,n_0}(k) \mathbf{s}^{(n_0)}(k), \tag{18}
$$

$$=
\sum_{k=0}^{KM-1} G^{(m_0,n_0)*}_{m_0,n_0}(k) \mathbf{E}_k \mathbf{U}_k^H \tilde{\mathbf{b}}^{(n_0)}(k).
Under the assumption that $E_k$, $U_k$, $H_k$, and $V_k$ are nearly flat, i.e., they vary slowly, across the subcarrier band,

$$\bar{a}_{m_0, n_0} \approx a_{m_0, n_0} + \sum_{(m, n) \neq (m_0, n_0)} \sum_{k=0}^{KM-1} \sum_{\tau_{m_0, n_0}} T_{m_0, n_0}^{m, n} \bar{a}_{m, n} + \sum_{k=0}^{KM-1} C_{m_0, n_0}^{m, n}(k) E_k U_k H_k n^{(m_0)}(k),$$

(19)

where $n^{(m_0)}(k)$ is FFT of the noise with $y^{(m_0)}(i)$. Proof of this equation is presented in the Appendix. Clearly, the first term of (19) is the transmitted PAM symbols, and the second term is the ICI/ISI interference that is pure imaginary under the nearly-flat assumption and could be removed by taking the real part.

Obviously, the complexity of beamforming in the proposed SVD-FS-FBMC system is roughly proportional to the number of tones per subchannel, i.e. $K$. When $K = 1$, i.e. without frequency spreading and despreading, the proposed SVD-FS-FBMC is exactly the same as that of SVD-OFDM with the same subchannel number $M$. Therefore, the complexity of beamforming in the proposed SVD-FS-FBMC is $K$ times that of the SVD-OFDM with the same subchannel number $M$.

Compared with the straightforward SVD-FBMC/QOAM given in Section II-C, the major improvement by the finer beamforming is that it allows smoother transition of beamformers.

IV. BOUNDS ON THE EUCLIDEAN DISTANCE BETWEEN ADJACENT BEAMFORMING MATRICES

The derivation of the finer SVD-FS-FBMC in Subsection III-B is under the assumption that $H_k$ is nearly flat across the subcarrier bandwidth, as well as $E_k$, $U_k$ and $V_k$. In this section, we will show that $E_k$, $U_k$ and $V_k$ that are nearly flat are available, i.e., they can be bounded in Euclidean distance between adjacent tones, as long as $H_k$ is nearly flat. The reasoning here is based on the perturbation theory for SVD decomposition [54]–[56].

This section also serves as a justification to the smoothing criterion proposed in Section III which minimizes the Euclidean distance between beamformers of adjacent tones.

As the channel is assumed to be nearly flat, $H_k$ can be written as

$$H_k = H_{k-1} + \Delta H_k,$$

(20)

where $\Delta H_k$ is an $N_c$-by-$N_f$ matrix, and $||\Delta H_k||_2 \ll ||H_{k-1}||_2$. Then, the Weyl theorem [55] gives a bound on the difference between the singular values of $H_k$ and $H_{k-1}$.

**Theorem 1 (Weyl).**

$$|\lambda_k^l - \lambda_{k-1}^l| \leq ||\Delta H_k||_2, \quad l = 1, \ldots, L.$$  

(21)

Due to the Weyl theorem, when $||\Delta H_k||_2$ is small, the difference between $\lambda_k^l$ and $\lambda_{k-1}^l$ is also small. Thus, $E_k$ can be assumed nearly flat.

To bound the difference between $V_k$ and $V_{k-1}$ as well as that between $U_k$ and $U_{k-1}$, we take use of the Wedin theorem [56] below. With the Wedin’s theorem, we will show that the eigenspaces spanned by $V_k^l$ and $V_{k-1}^l$ are close, where $V_k = [v_k^1, \ldots, v_k^K]$. We will also show that $V_k^{l-1}$ and $V_{k-1}^{l-1}$ are close. Then, we reach the conclusion that the eigenspaces spanned by $v_k^l$ and $v_{k-1}^l$ are close. Similarly, subspaces $U_k^l$ and $U_{k-1}^l$ are close as well.

In stead of directly bounding the Euclidean distance between the singular vectors, the Wedin theorem gives a bound on angles between the subspaces spanned by the singular vectors. Let $L$ and $M$ in $\mathbb{C}^{N \times l}$ have full column rank $l$, the angle matrix from $L$ to $M$ is defined as [56]

$$\Theta(L, M) = \arccos((L^H L)^{-\frac{1}{2}} L^H M(M^H M)^{-\frac{1}{2}} M^H L(L^H L)^{-\frac{1}{2}})^{\frac{1}{2}}.$$  

Then, $||\sin \Theta(L, M)||_F$ gives a measure of how much the subspaces of $L$ and $M$ are separated in angle [56]. With the definition, the Wedin theorem is given as

**Theorem 2 (Welin).** If there is a $\delta > 0$, such that

$$\min_{1 \leq i, j \leq l+1} |\lambda_k^l - \lambda_{k-1}^l| \geq \delta,$$  

(22)

and

$$\lambda_k^l \geq \delta,$$  

(23)

then

$$\sqrt{||\sin \Theta(V_k^l, V_{k-1}^l)||_F^2 + ||\sin \Theta(U_k^l, U_{k-1}^l)||_F^2} \leq \frac{\sqrt{||R_R^l||_F^2 + ||R_L^l||_F^2}}{\delta},$$  

(24)

where

$$R_R^l = H_{k-1} V_k^l - U_k^l \text{Diag}(\lambda_k^l, \ldots, \lambda_k^l)$$  

and

$$R_L^l = H_{k-1} U_k^l - V_k^l \text{Diag}(\lambda_k^l, \ldots, \lambda_k^l).$$  

(25)

The bound (24) is a combined bound. The left-hand side combines the angles for the left and right singular subspace. The right-hand side combines what might be called right and left residuals. The conditions (22) and (23) are separation conditions. The first says that $\lambda_1^l, \ldots, \lambda_k^l$ are separated from $\lambda_{k+1}^l, \ldots$. The second condition says that the singular value $\lambda_k^l$ are separated from the ghost singular values (singular values very close to zero).

In addition to the Wedin theorem, the following inequalities hold [54]

$$||R_R^l|| \leq ||\Delta H_k||, ||R_L^l|| \leq ||\Delta H_k||.$$  

(26)

Combining the Wedin theorem and (26), it is clear that, subspaces $U_k^l$ and $V_k^l$ are stable, i.e., the angles between $U_k^l$ and $U_{k-1}^l$, plus angles between $V_k^l$ and $V_{k-1}^l$, are bounded by (24), under the conditions (22) and (23). In other words, subspaces $V_k^l$ and $V_{k-1}^l$ (subspaces $U_k^l$ and $U_{k-1}^l$) are close to each other.

Similarly, if the separation conditions are satisfied for $l-1$, subspaces $V_k^{l-1}$ and $V_{k-1}^{l-1}$ are close to each other. Since $V_k^{l-1} = [v_k^{l-1}, v_k^K]$ and $V_{k-1}^{l-1} = [v_{k-1}^{l-1}, v_{k-1}^K]$, we can say that $v_k^l$ and $v_{k-1}^l$ are close, measured by angles between subspaces. Similarly, subspaces $U_k^l$ and $U_{k-1}^l$ are close as well.
The bounded angles between subspaces means that, given any \( \mathbf{v}_k^l \) (or \( \mathbf{u}_k^{l+1} \)), a vector with bounded Euclidean distance to \( \mathbf{v}_k^{l-1} \) (or \( \mathbf{u}_k^{l-1} \)) is available in subspace \( \mathbf{v}_k^l \) (or \( \mathbf{u}_k^l \)).

Concluding the discussion above, when \( \mathbf{H}_k \) is assumed nearly flat, \( \mathbf{U}_k \) and \( \mathbf{V}_k \) that are nearly flat are available, i.e., beamformers of adjacent tones can be bounded in Euclidean distance, if all corresponding singular values satisfy the separation conditions \([22]\) and \([23]\).

V. Smoothing of Beamformers

In Section [IV] the theories show that \( \mathbf{E}_k \), \( \mathbf{U}_k \) and \( \mathbf{V}_k \) can be bounded in Euclidean distance between adjacent tones, as long as \( \mathbf{H}_k \) is nearly flat and the separation conditions are satisfied for singular values of all streams. However, unfortunately, not every SVD algorithm generates \( \mathbf{U}_k \) and \( \mathbf{V}_k \)’s that are bounded in Euclidean distance across adjacent \( k \)’s as required by the proposed architecture. The reason is that: the SVD decomposition is not unique, it may produce more than one set of singular vectors that span the same space but are different \([52]\).

A. Smoothing Criterion and Phase Factor Optimization

To deal with this problem, we propose in this subsection a smoothing criterion and method to smooth the output of any given SVD algorithm so that it satisfies the nearly-flat requirement. The idea here is as follows: We smooth the output of the given SVD algorithm, denoted by \( \mathbf{V}_k \), to obtain \( \tilde{\mathbf{V}}_k \) such that its Euclidean distance to \( \mathbf{V}_k \) is bounded as given in Section [IV]. The criterion of minimizing the distance of adjacent beamformers is intuitive, due to the fact that Euclidean distance, i.e., Euclidean difference of adjacent beamformers is intuitive, due to the fact that Euclidean distance is bounded in Euclidean distance between adjacent tones, as long as \( \mathbf{H}_k \) is flat.

To resolve this ambiguity, we measure the subspace distance from \( \mathbf{V}_k \) to \( \mathbf{V}_{k-1} \) for \( l_1, \ldots, l_m \), and select the one with the minimum subspace distance to pair with \( \mathbf{V}_{k-1} \). The subspace distance of two vectors, \( \mathbf{V}_k \) and \( \mathbf{V}_{k-1} \), is defined as \([51]\)

\[
d_{l_1} = \| \mathbf{V}_k^l (\mathbf{V}_k^l)^H - \mathbf{V}_{k-1} (\mathbf{V}_{k-1}^l)^H \|_2,
\]

and let

\[
l_\ast = \arg \min_{l_1 \in \{d_{l_1}\}} \{d_{l_1}\}.\]

Then, \( \hat{\lambda}_k^l \) is taken as the singular value of Stream \( l \) and \( \tilde{\mathbf{v}}_k^l \) is smoothed to generate the beamformer as

\[
\tilde{\mathbf{V}}_k^l = \frac{1}{|\mathbf{V}_k^l|} \frac{\mathbf{V}_k^l}{|\mathbf{V}_k^l|^H} \mathbf{V}_{k-1}^l.
\]

B. Smoothing by Orthogonal Iteration

In this subsection, we introduce the orthogonal iteration method \([51]\) for smoothing, which spontaneously follows the proposed smoothing criterion due to its iterative nature.

The solution to the phase factor optimization problem is

\[
\theta^* = \arg \min_{\theta} \| e^{i\theta} \mathbf{v}_k - \mathbf{v}_{k-1} \|_2.
\]

The bounded angles between subspaces means that, given any \( e^{i\theta^*} \mathbf{v}_k \) to \( \mathbf{v}_{k-1} \), i.e.,

\[
\theta^* = \arg \min_{\theta} \{ |e^{i\theta} \mathbf{v}_k - \mathbf{v}_{k-1} |^2 \}.
\]

The orthogonal iteration method has been used in \([52]\) to provide smooth beamforming for an OFDM system to enable channel state information (CSI) smoothing.
As we know, $V_k$ is the right singular vectors of $H_k$, as well as the eigenvectors of $A_k = H_k^H H_k$, which can be found by performing the following iteration from an initial matrix $Q^{(0)} \in \mathbb{C}^{N \times L}$ with orthonormal columns

$$B^{(i)} = A_k Q^{(i-1)}, \quad i = 1, 2, \ldots$$

$$QR \text{ decomposition: } B^{(i)} = Q^{(i)} R^{(i)},$$

where $i$ denotes the iteration index and $N_{\text{iter}}$ is the total number of iterations. According to [52], $R^{(i)}$ converges to a diagonal matrix containing the eigenvalues of $A_k$, and $Q^{(i)}$ converges to an orthonormal basis for the dominant subspace of dimension $L$.

For a beamforming that is smooth from Tone $k - 1$ to $k$, $V_{k-1}$ could serve as the initial $Q^{(0)}$, and the output is $V_k = Q^{(N_{\text{iter}})}$. It will be shown in the next section that very few iterations are needed to obtain a satisfactory $V_k$, which ensures smoothness from $V_{k-1}$ to $V_k$. The complete algorithm is presented in Algorithm 1.

**Algorithm 1: Orthogonal Iteration for Smooth Beamforming**

1: Initialize $V_0 = \text{SVD}(H_0)$ (SVD(·) stands for an arbitrary SVD algorithm);
2: for $k = 1 : KM - 1$ do
3: \hspace{0.5cm} $A_k = H_k^H H_k$;
4: \hspace{0.5cm} $V_k = V_{k-1}$;
5: \hspace{1cm} for $i = 1 : N_{\text{iter}}$ do
6: \hspace{1.5cm} $B_k = A_k V_k$;
7: \hspace{1.5cm} Update $V_k$ using the following QR decomposition:
8: \hspace{1.5cm} $B_k = V_k R_k$;
9: \hspace{1cm} $D_k = \text{SQRT}(R_k)$ (SQRT(·) stands for the square root of an diagonal matrix);
10: end for
11: end for

**VI. SIMULATION RESULTS**

In this section, we evaluate the performance of the finer and smoothed SVD beamforming for FBMC/OQAM that was proposed in this paper, through computer simulations. We compare the proposed SVD-FS-FBMC system with an SVD-OFDM system, under a setup similar to the IEEE 802.11n wireless LAN standard. Thanks to orthogonality among subcarriers, the error performance of SVD-OFDM is the upper bound of the proposed SVD-FS-FBMC, if the CP overhead of OFDM is ignored. The presented results reveal excellent performance of our proposed method, which can compete with OFDM and give close BER results with 64-QAM constellation, under channel models of the IEEE 802.11n standard. As shown by Table I the Channel Model D, E, and F of the IEEE 802.11n standard have relatively large maximum delay spread, when normalized by the OFDM symbol duration (3200ns), which result in strong frequency selectivity. Especially for the Channel Model F, the maximum delay spread is even longer than the CP defined in the standard (800ns).

For the simulations presented in this section, the following parameters are used for both SVD-FS-FBMC and SVD-OFDM systems. The MIMO system is configured as $N_t = 32.8\%$, $N_r = L = 2$. There are $M = 64$ subcarriers, and the subcarrier spacing is 312.5 kHz. Among the 64 subcarriers, 48 are active subcarriers modulated with 16-QAM or 64-QAM constellations. We apply no power allocation among subcarriers and streams in the simulation, i.e., all streams (and 48 subcarriers) have equal transmit power. For channel coding, we use convolutional code of rate 2/3 and constraint length 7. A random interleaver is applied after the coding. Each data frame consists of 7 FBMC/OFDM symbols (each consists of 48 QAM/QAM symbols). The FBMC systems employ the PHYDYAS filter [53], and the overlapping factor $K$ is 4. With the FFT size of $4M$, the filter has 7 non-negligible tones, i.e., $P = 4$. For the singular value equalization, a ZF equalizer is employed at receiver of the proposed SVD-FS-FBMC. And, we set $N_{\text{iter}} = 3$ for the orthogonal iteration method. The SNR in the simulation is defined as: $\text{SNR} = N_t \sigma_a^2 / (\sigma_h^2 + \sigma_a^2)$, where $\sigma_a^2$, $\sigma_h^2$ and $\sigma_a^2$ are the expected signal power of each transmit antenna, expected channel power gain between a pair of transmit and receive antennas, and expected AWGN noise power of each receive antenna, respectively, on each active subchannel.

In most of the following figures, we present the performance of the proposed SVD-FS-FBMC system with the orthogonal iteration of three iterations. To justify the use of orthogonal iteration and $N_{\text{iter}} = 3$, BER performance comparison between the orthogonal iteration of different iterations and phase factor optimization is presented in Section VI-C, followed by complexity comparison of these proposed smoothing methods.

![Fig. 4. The Euclidean distance between transmit beamformers of adjacent tones.](image_url)
A. Smoothness of Beamformers

Let us first check if the smoothness across tones is improved with the proposed smoothing methods introduced in Section II. Smoothness between two beamformers of adjacent tones is measured by their Euclidean difference. Fig. 4 presents the histogram of the Euclidean distance between adjacent beamformers by the proposed methods. Result by the SVD function in the Matlab software is also presented for comparison. The distance of the proposed schemes falls in the range of 0 ~ 1.0, while that of SVD Matlab could go beyond 1.0 with non-negligible percentage. It is thus concluded that the phase factor optimization and the orthogonal iteration method provide significant smoothness improvements compared with the SVD of no smoothness consideration. It is also observed that there is no observable difference in the histogram between the phase factor optimization and orthogonal iteration with $N_{\text{iter}} = 3$, which verifies the ability of the orthogonal iteration to fulfill the proposed smoothing criterion spontaneously.

B. The BER Performance

![Fig. 5. BER performance of the SVD-FS-FBMC systems with 64-QAM and no coding, subchannel level or finer beamforming, orthogonal iteration or Matlab SVD, Channel Model D, $N_{\text{iter}} = 3$.](image)

![Fig. 6. BER performance of the SVD-FS-FBMC systems with 64-QAM and rate 2/3 coding, subchannel level or finer beamforming, orthogonal iteration or Matlab SVD, Channel Model D, $N_{\text{iter}} = 3$.](image)

TABLE II

**Summary of the schemes under comparison**

| Schemes             | Beamforming granularity | Smoothing             |
|---------------------|-------------------------|-----------------------|
| SVD-OFDM            | S.C. level              | SVD Matlab (No smoothing) |
| Basic SVD-FBMC/OQAM | S.C. level              | SVD Matlab (No smoothing) |
| SVD-FBMC/OQAM w/ smoothing | S.C. level              | Ortho. Iter. (Smoothing) |
| SVD-FS-FBMC w/o smoothing | Finer                  | SVD Matlab (No smoothing) |
| Proposed SVD-FS-FBMC | Finer                  | Ortho. Iter. (Smoothing) |

The simulation results in this subsection mainly demonstrate the performance of the orthogonal iteration method, the comparison between the orthogonal iteration method and the phase factor optimization method is presented in Subsection VI-C.

Summary of the schemes under comparison.
QAM modulation, respectively in Fig. 7 and Fig. 8. As the channel selectivity increases, error floor is observed for FBMC systems. Employing lower-order modulation reduces the performance gap between the proposed SVD-FS-FBMC and SVD-OFDM, however does not stop it from growing at high SNRs under the Channel Model F.

In the simulation of Fig. 9 we increase the FFT size to $8M$ and test the proposed SVD-FS-FBMC under channel Model F. Increasing the FFT size from $4M$ to $8M$ doubles the number of frequency tones of the FS-FBMC receiver, and therefore gives even finer beamforming, at the cost of doubled complexity. As observed from Fig. 9 performance of the proposed SVD-FS-FBMC is improved at high SNRs and close to that of SVD-OFDM.

It should be noted that the BER plots above is with respect to SNR. If we use $E_b/N_0$ instead of SNR for x-axis, about 1 dB gain of the proposed SVD-FS-FBMC will be observed over SVD-OFDM, because that the SVD-FS-FBMC does not pay for the energy overhead to transmit the 25% cyclic prefix as the OFDM in IEEE 802.11n does.

C. Computational complexity of the proposed smoothing methods

In this subsection, we examine the number of iterations required for the smoothing of orthogonal iteration and then give a complexity comparison between the phase factor optimization and orthogonal iteration.

The BER performance of the proposed SVD-FS-FBMC system with orthogonal iteration is presented for different number of iterations in Fig. 10 with 2/3 coding, 64-QAM modulation, various channel models. Performance of phase factor optimization is also presented for comparison. As observed from Fig. 10 $N_{iter} = 3$ is adequate for the orthogonal iteration method to achieve a similar performance as the phase factor optimization under Channel Model D, E and F. For channel model with less frequency selectivity, such as Channel Model D and E, the number of iterations could be further reduced.

We express the computational complexity in terms of the number of floating point operations (FLOPS) [57]. Each scalar/complex addition or multiplication is counted as one FLOPS. Table III shows the complexity of operations in smoothed SVD with orthogonal iteration [57]. Assuming $N_{iter} = 3$ and $N_t = N_r$, the total complexity of the orthogonal iteration for each frequency tone is $13N_t^3 - \frac{5}{2}N_t^2 - \frac{1}{2}N_t$ FLOPS. Omitting the small order terms, the complexity is $13N_t^3$ FLOPS for each frequency tone. For the phase factor optimization method, the major complexity of each frequency tone is the direct computation of SVD from the channel matrix $H_k$, which is about $4N_t^2N_r + 8N_tN_r^2 + 9N_r^3$ FLOPS as given in [53]. Assuming $N_t = N_r$, the complexity of the phase factor optimization is $21N_r^3$ FLOPS for each frequency tone, which is higher than that of the orthogonal iteration with three iterations.

VII. CONCLUSIONS

This paper proposed a scheme and a couple of methods to combine SVD beamforming and FBMC/OQAM. Simulation
TABLE III

| Operations                          | Complexity (FLOPS)   |
|------------------------------------|----------------------|
| \(A_k = H_k^H H_k\)                | \(N_f^2 N_r + N_f N_f - \frac{4}{3} N_f\) |
| \(B_k = A_k V_k, N_{iter}\) times | \((2N_f^2 - N_f^2) N_{iter}\) |
| QR decomposition: \(B_k = V_k R_k, N_{iter}\) times | \((\frac{4}{3} N_f^2) N_{iter}\) |
| Calculation of \(U_k\) from \(H_k = U_k D_k V_k^H\) | \(2N_f^2 N_r\) |

results show that the proposed SVD-FS-FBMC system shares close BER performance with its OFDM counterpart under the IEEE 802.11n Channel Models. The excellent performance comes from two aspects that greatly improve the smoothness of beamformers: i) beamforming with finer granularity in frequency domain; ii) smoothing the beamformers from tone to tone.

Although the orthogonal iteration reduces the complexity of SVD decomposition to certain level, it is still quite a computational burden when the number of antennas and streams is large. In the future, lower-complexity beamforming schemes and tradeoff between error performance and computational complexity are to be studied.

APPENDIX

In this appendix, we prove (19) under the nearly-flat assumptions on \(H_k\), \(V_k\), \(E_k\), and \(U_k\). Let (18) be rewritten as

\[
\tilde{a}_{m_0,n_0} = c_{m_0,n_0} + \sum_{(m,n) \neq (m_0,n_0)} c_{m,n} + \sum_{k=0}^{KM-1} G^{(n_0)}(k) E_k U_k H_k^H n^{(n_0)}(k),
\]

(35)

where \(c_{m,n}\) represents the contribution of \(a_{m,n}\) to \(\tilde{a}_{m_0,n_0}\). Then, our goal in this appendix is to prove \(c_{m,n} \approx a_{m,n} \tilde{a}_{m_0,n_0}\) so that (19) holds.

Combining (18) and (35), we have

\[
c_{m,n} = \sum_{k=0}^{KM-1} G^{(n_0)}(k) E_k U_k H_k^H \tilde{b}^{(n_0)}(k),
\]

(36)

where \(\tilde{b}^{(n_0)}(k)\) denote the part of \(\tilde{b}^{(n_0)}(k)\) that is contributed by \(a_{m,n}\).

Due to the assumption that \(E_k\) and \(U_k\) are nearly flat across the subcarrier band, the term \(G^{(n_0)}(k) E_k U_k H_k^H\) in (36) can be approximated for \(k\) around \(Km_0\) as

\[
G^{(n_0)}(k) E_k U_k H_k^H \approx G^{(n_0)}(k) E_{Km_0} U_{Km_0} H_{Km_0}^H,
\]

(37)

which then corresponds to \(g^{(n_0)}(i) E_{Km_0} U_{Km_0} H_{Km_0}^H\) in time domain.

On the other hand, at the transmitter, the beamformed signals on all antennas is given in frequency domain by

\[
b_{m,n}(k) = V_k a_{m,n} G^{(n)}(k).
\]

(38)

It corresponds to \(x_{m,n}(i)\) in time domain, which is defined as

\[
x_{m,n}(i) = \begin{cases} 
\sum_{k=0}^{KM-1} b_{m,n}(k) e^{2\pi k(i-nM/2)/nM}, \\
\frac{nM}{2} \leq i \leq \frac{nM}{2} + KM - 1 \\
0 
\end{cases},
\]

(39)

Due to the assumption that \(V_k\) is nearly flat across the subcarrier band,

\[
b_{m,n}(k) \approx V_{Km} a_{m,n} G^{(n)}(k),
\]

(40)

and it corresponds to

\[
x_{m,n}(i) \approx V_{Km} a_{m,n} g_{m,n}(i).
\]

(41)

Due to the assumption that \(H_k\) is nearly flat across the subcarrier band, the signals on all receive antennas that are contributed by \(a_{m,n}\) is

\[
y_{m,n}(i) \approx H_{Km} x_{m,n}(i) \approx H_{Km} V_{Km} a_{m,n} g_{m,n}(i).
\]

(42)

Taking the note that \(\tilde{b}^{(n_0)}(k)\) is the FFT of the part of \(y_{m,n}(i)\) falling into the \(n_0\)-th window, and using (37) and
\[ c_{m,n} = \sum_{k=0}^{K-1} g_{m_0,n_0}^{(k)}(i)E_kU_k^{H}d_{m,n}(k) \]
\[ \approx \sum_{i=0}^{mM} g_{m_0,n_0}^{(i)}(i)E_{Km_0}U_{Km_0}^{H}y_{m,n}(i) \]
\[ \approx \sum_{i=-\infty}^{\infty} g_{m_0,n_0}^{(i)}(i)E_{Km_0}U_{Km_0}^{H}H_{Km_0}V_{Km_0}a_{m,n}g_{m,n}(i). \]

Clearly, \( c_{m,n} \) is non-zero only when \( g_{m_0,n_0}^{(i)}(i) \) and \( g_{m,n}(i) \) overlap in frequency, which means that frequency tone \( K_{m_0} \) and \( K_{n} \) are within the width of one subcarrier band. Taking use of the nearly-flat assumption, we replace \( E_{Km_0} \) and \( U_{Km_0}^{H} \) by \( E_{Km_0} \) and \( U_{Km_0}^{H} \), respectively. Finally, using the relations that \( U_{k}^{H}V_{k} = D_{k} \) and \( E_{k}D_{k} = I_{L} \) (assuming the ZF equalization of singular values), we arrive at
\[ c_{m,n} \approx a_{m,n}g_{m,n}. \]

Specifically, \( c_{m_0,n_0} \approx a_{m_0,n_0}. \)
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