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Abstract—In the recent years, Distributed Denial of Service (DDoS) attacks on Internet of Things (IoT) devices have become one of the prime concerns to Internet users around the world. One of the sources of the attacks on IoT ecosystems are botnets. Intruders force IoT devices to become unavailable for its legitimate users by sending large number of messages within a short interval. This study proposes NFDLM, a lightweight and optimised Artificial Neural Network (ANN) based Distributed Denial of Services (DDoS) attack detection framework with mutual correlation as feature selection method which produces a superior result when compared with Long Short Term Memory (LSTM) and simple ANN. Overall, the detection performance achieves approximately 99% accuracy for the detection of attacks from botnets. In this work, we have designed and compared four different models where two are based on ANN and the other two are based on LSTM to detect the attack types of DDoS.

Index Terms—IoT, Botnets, DDoS, ANN, LSTM

I. INTRODUCTION

The Internet of Things (IoT) is a network of inter-connected smart gadgets that uses various services to connect them into a single network [¹]. It enables smart devices to collect sensitive data, perform critical operations, interact and communicate with each other. Various malicious activities such as unlawful data access, stolen credentials, impersonation, data tampering, infiltration have been seen increasing at alarming rate in recent years [²], [³]. Existing security and preventative approaches are no longer adequate to give total security against complex threats and viruses that are constantly changing, making detection more difficult and complicated [⁴]. Malicious operations that aim to interrupt a service, commonly known as Denial of Service (DoS), occurs when a website is rendered unavailable to genuine users [⁵], [⁶]. DDoS are carried out by a group of infected devices known as “Bots”, which are automated programs that attack on a distant system (generally a server) [⁷]. A DoS attack happens when a hacker disrupts the services of a network connected host in order to prevent legitimate users from accessing a server or network resource. When multiple sources attack the compromised server, the assault is known as “Distributed Denial of Service” (DDOS) attack [⁸]. The goal of such attacks is to cause disruption having the potential to be life-threatening. Major contributors of attacks in IoT are DoS and DDoS. These assaults may be volumetric or protocol based [⁹]. A large number of people are affected by volumetric assaults. These assaults produce a huge amount of network traffic by either forcing the victim to carry out the attacker’s commands or cause the system to crash, rendering the service unavailable. SYN flood assault, ICMP flood assault, and UDP flood assault [¹⁰] are all common volumetric DDoS assaults. Protocol based attacks make use of Transport Control Protocol (TCP) / Internet Protocol (IP) or User Datagram Protocol (UDP) / IP mechanics to exhaust the CPU and memory resources, rendering the targeted system unable to respond to queries, Fig 1. shows the DDoS attack scenario.

Fig. 1. DDoS attack scenario diagram

This paper discusses four novel deep learning based architectures for DDoS attack detection in IoT networks. These models enable classification with less resources, faster training time and higher accuracy. The following points outline the novelty of our work:

1) This paper presents an overview of the widely used Deep Learning (DL) technologies and potential DDoS attacks in IoT networks.
2) Four different feature selection-based DL techniques are proposed with Correlation and Mutual Information based feature selection techniques to ensure higher attack
negative impact the training process of the model which reduces the model’s attack detection capability. Table 1 shows the summary of most recent researches with special emphasis on use of feature selection and data imbalance issues. The proposed approach involves uses feature selection techniques and also handles the data imbalances.

III. OVERVIEW OF DEEP LEARNING AND BACKGROUND METHODOLOGIES

Network-based techniques aim to examine network traffic patterns of infected devices. The use of network flow data to detect traffic from malware-infected devices has been the subject of this research and two DL models namely ANN and LSTM [22] shall be used as base for building four models.

A. ANN Architecture

ANN is a DL based algorithm with an input layer with n nodes, where n denotes the number of independent variables, is followed by m hidden layers with activation function nodes and an output layer with activation function nodes in the basic architecture [23]. ANN uses adam optimization to estimate the error gradient from observations in the training dataset. Back propagation is then used to modify the model weights and bias estimates associated with the nodes in order to arrive at an optimal solution.

1) No. of hidden layers: Because there are so many hidden layers, nodes and connections, there are exponentially huge numbers of trainable weights (relative to n) that can be changed to learn non-linear patterns in the dataset. Additional weights can be added by adding extra layers and nodes. Models with a few layers and nodes are unable to extract information from highly non-linear patterns, which may lead to over-fitting. There are certain heuristics for figuring out the no’s of hidden layers present, but still the processing capacity limits the amount of hidden layers and nodes which may be chosen.

2) Activation functions: Activation functions compute the weighted total of inputs and biases to decide whether a neuron can fire or not. The technique translates the output signal from the preceding layer’s inputs and weights into a format that may be utilised as input nodes in the hidden layer.

3) Sigmoid Function: Because it delivers a probability based conclusion, the sigmoid function is a preferred activation function in the output layer for binary classification. The vanishing gradient problem, on the other hand, causes the sigmoid function to fail in correctly converging after repeated backward iterations propagation. The sigmoid activation function equation is shown in eq. 1.

\[
S(x) = \frac{1}{1 + e^{-x}}
\]

where \(e\) is Euler’s number.

4) ReLu activation Function: The Rectified linear unit (ReLu) function is regarded as a safe default activation function. ReLU is computationally light, allowing for quick neural network(NN) training and performed effectively in many NN applications. The equation is given below:

\[
ReLu = f(x) = max(0, x)
\]
5) Loss Function: It’s a way of determining how effectively the algorithm models the data. The loss function will provide a greater value if the forecasts are completely wrong. For classification scenarios involving two classes, the binary cross entropy loss function is the most widely used loss function.

6) Optimizer: By iteratively updating weights and bias estimation, back propagation is a technique employed by ANN to lower the output of the loss function.

7) Batch size and epochs: Batch size is a hyper-parameter that refers to the amount of data sent through the model before the weights are changed. The number of epochs refers to the number of iterations that the model must go through in order to include the whole training dataset. To obtain convergence, neural nets usually require numerous iterations across the dataset. The number of epochs and batch size affect the algorithm’s ability to locate the best answer. The dataset condition determines the batch size to be used. As a consequence, model convergence depends on adjusting the number of observations in a batch and the number of epochs.

B. LSTM Architecture

Long short-term memory is a sort of Recurrent Neural Network(RNN), that makes recalling past knowledge easier. Here, LSTM overcomes the RNN’s vanishing gradient problem. The LSTM algorithm is highly suitable for discovering, analysing and forecasting time series with uncertain lengths. The model is trained via back-propagation. The Components of LSTM are discussed below [24], [25].

Input gate: With an input gate, it determines which value from the input should be utilised to change the memory. The sigmoid function specifies which numbers are allowed to pass between 0 and 1, while the tanh function gives the data input weight, indicating its relevance on a scale of -1 to 1.

Forget Gate: This Gate defines which block information should be deleted. The sigmoid function determines this. It creates a number between 0 and 1 for each number in the cell state. It looks at the previous state and the content input for each number in the cell state.

Output gate: The input and memory of the block defines the output gate. The sigmoid function determines which values are permitted to pass through numbers between 0 and 1. The tanh function multiplies Sigmoid’s output by the weightage provided to input values, establishing their relevance level, which range from -1 to 1. LSTMs are subject to the same hyper-parameters as ANNs.

IV. PROPOSED METHODOLOGY AND EXPERIMENTAL SETUP

In this study, four two-staged ML algorithms have been proposed for intrusion detection in IoT networks. Existing methods include DL systems, however they either process all data, even if only a portion of it was involved in the attack. However, in this paper, the correlation and mutual information based feature selection models are used as in [27]. These feature selection methods have the ability to select the features that are relevant. Accuracy is not affected if only the selected features are used to predict the result. Filter-based, wrapper-based and embedded-based feature selections were the three types of feature selection. The filter based has been chosen in this research because it is computationally light, which fulfills our need for making overall model lightweight [28]. Workflow for the proposed methodology is given in Fig. 2. The steps taken for building models are explained below.

A. Dataset Description

The BoT-IoT dataset was developed at the Canberra Cyber Range Lab of the University of New South Wales. The data is separated into four botnet-based assaults and one ‘benign’ type. Majority of samples were contributed by DDoS and DoS and due to that reason this dataset has been chosen to detect DDoS attack. Attack distribution for BoT-IoT dataset is given in Fig. 3. In this paper only two categories i.e. DDoS and benign are considered due to the negligible presence of other attack categories. Therefore, there is an imbalance in the two categories. The dataset contains 42 features like bytes which represents total number of bytes in transactions, destination IP address and destination port numbers. The “spkts” implies which packet is from the source to the destination count to name few. The dataset is produced using five IoT devices. These devices are as follows:

- A weather station for measuring air pressure, humidity and temperature.
- Smart fridge used to adjust temperature below certain limit.
- Motion activated lights which switches on or off on the basis of randomly produced signal.
- Smart thermostat used to control building’s temperature using air conditioner.
- Remotely activated garage door: using probabilistic input opens or closes the door.

Dataset has 3.6 million samples which includes all the network traffic produced by these devices. In this paper, the selected

### TABLE I
Different intrusion detection approaches

| S.No. | References            | Handling data imbalance | Feature Selection | Classification Technique        | Attack model for Prediction       | Dataset       |
|-------|-----------------------|-------------------------|-------------------|---------------------------------|----------------------------------|---------------|
| 1     | Koddaat et al. [16]   | Not used                | Not used          | Multi layer Perceptron          | N/w Intrusion Detection System   | NSL –KDD      |
| 2     | Yamnando et al. [17]  | Not used                | Not used          | Multi-CNN fusion model          | NIDS                            | NSL –KDD      |
| 3     | Mohamed et al. [18]   | Three RDTIDS mode       | Not used          | Rules and Decision Tree         | NIDS                            | Bot-IoT       |
| 4     | Torres et al. [19]    | Not used                | Not used          | RNN                             | NIDS                            | NSL –KDD      |
| 5     | Keserwani et al. [20] | Not used                | GWO –CSA          | DSAE                            | NIDS                            | UNSW NB-15    |
| 6     | Tama et al. [21]      | Not used                | PSO + ACO + GA    | Rotation forest                  | Binary classification           | UNSW NB-15    |
| 7     | Alkhatani et al. [14] | Not used                | PSO               | LSTM                            | Binary classification           | IoTID 20      |
DDoS attack type and benign type are selected from the sample which contains 1,726,624 samples for DDoS attack type and as dataset looks imbalanced. The number of benign samples were only 477.

B. Data Preprocessing

In this stage, the dataset is getting preprocessed so that it can be given to the classifier. Firstly all the features of type string object were dropped as their numerical representation in features are also present. There were features like pkSeqID which tells that row numbers so it was dropped as it was not relevant. “stime” and “ltime” tells record start time and end time so these were also dropped. After dropping 30 features were remaining. A copy of this updated dataset was saved. The Bot IoT dataset is unbalanced i.e. there were only 477 samples of benign type in comparison of 19,26,624 samples of DDoS attack type. To deal with data imbalance, ”smote” was used which is minority over-sampling technique. After resampling we had 19,26,608 samples each for benign and attack categories.

1) Data Cleaning: In this research, the Python programming language is used to clean up the data. The categorical variables must be written as numeric values using API Scikit-learn and TensorFlow Keras API. One-hot encoding is used to transform the category variables in terms of numerical values if any.

2) Scaling and normalizing data: In neural network software, scaling and normalising numeric input characteristics is widely employed to facilitate faster convergence and better outcomes. The Scikit-Learn API has four often used methods: min-max scaler, robust scaler, standard scaler and normalizer. Standard scaler method is used here. To discuss these methods the terms “x” and “xi” are used to represent numerical feature vectors and specific values inside the vectors respectively. The standard scaler is used to turn a feature vector into an approximation of a normal distribution with mean zero and unit variance. The standardization has been used to all the models.

\[
\text{StandardScaler}(x_i, x) = \frac{x_i - \text{mean}(x)}{\text{stddev}(x)}
\]  

3) Imbalances in Data Labels: The response variables in the Bot-IoT dataset were unbalanced causes the data-imbalances which are a typical occurrence that can be troublesome. There are few, if any malicious flows in network traffic prior to botnet attack then after infection, majority of flow becomes infected. There are a variety of ways that may be utilised to vanish the negative effects of ML classifiers built on data sets which are imbalanced. Some of these tactics include up-sampling minority response variables or down-sampling majority response variables, the use of class weights and synthetic data creation. Synthetic Minority Over-sampling is employed in this model (SMOTE) [30]. it is a procedure in which SMOTE creates more minority class observations using the K-nearest neighbours method. This method has been proved beneficial in various machine learning case studies. SMOTE algorithms are included in the Scikit-Learn API.

C. Feature Selection and Model Building

For each form of assaults, it chooses the most significant features. By lowering the dimensional of the feature, this module is necessary for the creation of a lightweight detection system with outstanding detection performance.

Feature Selection is applied to reduce the input dimension [31] which in turn helps our model to converge faster as sometimes some features can have negative impact which leads to increases time to reduce loss function.
1) Correlation: A variable’s correlation indicates how that variable is related to the target. If the correlation between a variable and the target is “1”, It indicates they’re highly connected and constrained by direct proportionality. If “-1”, it implies they are inversely linked. For this model, Pearson correlation coefficient (equation 2) is used which checks the correlation between the two variables.

\[ r = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}} \]  

\( r \) = correlation coefficient  
\( x_i \) = values of the x-variable in a sample  
\( \bar{x} \) = mean of the values of the x-variable  
\( y_i \) = values of the y-variable in a sample  
\( \bar{y} \) = mean of the values of the y-variable

2) Mutual information: Mutual information is a metric that assesses how much information can be extracted from one random variable given another. It assesses how much knowledge of one variable decreases uncertainty about another. It’s a two-step process: Firstly, It ranks features according to a set of criteria/metrics and then the next step is to Choose the attributes that have the highest rating.

Table 2 shows the naming convention opted for our models. using “Feature selection 1”(FS1 model) which was using correlation coefficient as feature selection and ANN model as classifier. “Feature selection 2”(FS2 model) which was using mutual information as feature selection and ANN model as classifier. “Feature Selection 3”(FS3 model) which was using correlation coefficient as feature selection and LSTM model as classifier. “Feature selection 4”(FS4 model) [33] which was using mutual information as feature selection and LSTM model as class predictor. These two-feature selection approaches will be utilised to select the appropriate feature set for each sort of attack, such as FS-1, FS-2, and so on. After obtaining the most relevant feature sets, the Deep learning (DL) algorithms in the “Model Trainer” module will generate the trained model for each type of attack. ANN and LSTM will be employed to predict the class label.

D. Training Model

The Model Selector: This module develops and assesses a variety of ML methods before selecting the optimal one based on detection accuracy and other evaluation parameter for each of the sub-engines. Parameter tuning is done for the all models and best four are selected for attack detection and performance evaluation. Firstly, a base ANN model is built without any feature selection for comparative purpose. This model has input layer with 6 neurons and ReLu as an activation function, one dense layer with 6 neurons and ReLu as the activation function, and an output layer with Sigmoid as the activation function. Adam optimizer was used with binary cross-entropy as loss function. The model was trained with a batch size of 20 epochs and a batch size of 10 epochs.

For FS1 model, all the parameter were same as base ANN model it just had addition of correlation coefficient feature selection to reduce the no. of features which reduced to 9 feature only. With a batch size of 20 and 20 epochs, this model was trained.

For FS2 model, all the parameter were same as base ANN model it just had addition of Mutual Information feature selection to reduce the no of features reduced to 11 features. This model was trained using 20 epochs and a batch size of 20.

For FS3 model, all prepossessing were same as FS1 and FS2 model, feature selection was able to reduce the features to 13 feature. Classic LSTM was modeled to maintain overall architecture lightweight. The model had three layers, the input layer had 64 neurons with ReLU as the activation function, while the second layer had 128 neurons with ReLU as the activation function, the output layer was a dense layer with one neuron and a Sigmoid activation function. The model was trained with 50 epochs and batch size of 32 and the Loss function chosen was binary cross-entropy with Adam optimizer.

For FS4 model all preprocessing were same as FS3 model. Here, mutual information was used as feature selector which reduces no. of features to 11. Classic LSTM was implemented to maintain overall architecture lightweight. The model had three layers. The input layer had 64 neurons with ReLU as the activation function, while the second layer had 128 neurons with ReLU as the activation function. The output layer was a dense layer with one neuron and a sigmoid activation function.

model was trained with 50 epochs and batch size of 32. Loss function chosen was binary cross-entropy with Adam optimizer.

V. Results/Discussion

In this experiment, feature selector algorithms were able to reduce the number of features drastically. Feature selector for the FS1 selected 20 features which were highly correlating with other features so all of them were dropped. The threshold of 65% had selected so that the feature correlating with other features with more than 65% were dropped. The per protocol average rate per destination IP feature was substantially correlated with the “Rate” feature, which indicates a transaction’s total number of packets per second. Because the feature “maximum length” of aggregated data is significantly associated with the mean duration of aggregated records, the “mean” feature was omitted. Similarly, it was find that another 18 features were closely correlated with each other as it can be seen by heat diagram shown in Fig. 4, all of the highly correlated features were removed. The feature selection in both FS1 and FS3 was the same as both were applied on the same data set, therefore, the features dropped in both were the same. A heat diagram is given in Fig. 4 which shows the features correlation with other features, darker the shade means the features are highly correlated.

The energies of all features for a feature selector are based on mutual Information and then the top 11 features are selected which are contributing in highest to classifying the attack type. First place has gone to the number of inbound connections per destination IP, indicating that it had the most important role in attack identification. Total number of packets per protocol feature was ranked second, while total number of bytes per
TABLE II
Models comparison

| Model   | Accuracy | Training Time | Features | Classifier | Feature Selector |
|---------|----------|---------------|----------|------------|------------------|
| FS-1    | 98.53    | 1029          | 9        | ANN        | Correlation Coefficient |
| FS-2    | 99.99    | 944           | 11       | ANN        | Mutual Information   |
| FS-3    | 99.89    | 2395          | 13       | LSTM       | Correlation Coefficient |
| FS-4    | 99.84    | 2601          | 11       | LSTM       | Mutual Information   |

TABLE III
Effectiveness comparison

| System                  | Deep Learning Techniques | Task                    | Dataset Used              | Accuracy |
|-------------------------|--------------------------|-------------------------|---------------------------|----------|
| Jia et. al. [34]        | LSTM                     | Binary Classification   | CIC-DDoS2019 dataset      | 98.9     |
| Li et. al. [35]         | LSTM                     | Binary Classification   | CIC-DDoS2019 dataset      | 98.1     |
| B. Roy et. al. [36]     | Bi-LSTM                  | Binary Classification   | UNSW-_NB15                | 95.75    |
| M. A. Ferrag et. al. [37]| RNN                      | Binary Classification   | Bot-IoT dataset           | 98.20    |
| NFDLM                   | ANN + Mutual Information | Binary Classification   | Bot-IoT dataset           | 99.99    |

destination IP was ranked third. There is a graph provided in Fig. 5 which shows ranking of feature from the highest to the lowest. Both FS2 and FS4 were using mutual information as feature selector on the same data set hence same features were selected. These Features were used in classifier to detect attack.

For FS1 model (ANN + correlation coefficient) the accuracy obtained was 98.53 percent (table 2) and the Overall training time was 1029 seconds.

For FS2 model (ANN + Mutual Information), the accuracy obtained in this model was 99.99 percent (table 2) which was the best of our all the four models. Overall training time took 944 seconds which was the best among the four models and average epoch time achieved was 47.2 seconds.

For FS3 model (LSTM + Correlation Coefficient) the total training time was 2395 seconds. On an average, the epochs took 47.9 second which is better than FS-1 but lesser than FS2. A decent accuracy of 99.89 percent was achieved as shown in table 2.

For FS4 model (LSTM + Mutual Information) the accuracy was 99.84 percent but this model took the highest time to train. The total time to train was 2601 seconds with on average each epoch taking 52.02 seconds as shown in table 2.

Overall, it was discover that ANN with Mutual Information performed significantly better than the other models on the basis of accuracy and training time. FS-1 model performed well in terms of feature reduced. Features were reduced to 9 but accuracy achieved was poorest of all the models. FS-3 was the second best model in terms of accuracy. FS-4 performed decent in term of accuracy but it was taking the highest time to train. The Correlation Coefficients feature selector was fast in finding optimal feature in comparison with Mutual Information as feature selector. Accuracy obtained by model with Mutual information feature selector was comparatively higher signifying it’s ability to select features mainly contributing in identifying DDoS attack. our models FS-2, FS-3, FS-4 were given superior result than recent studies both for DDoS i.e.,
VI. CONCLUSION AND FUTURE WORK

In this research, four deep learning models are implemented for DDoS attack detection. We maintained lightweightness of NFDM using feature reduction, selection and the implementation of basic ANN and LSTM. The FS model was chosen as it was performing better in both classification accuracy and time to train the model. In future, other deep learning models may be integrated to come up with a hybrid model to design a lightweight and hybrid NIDS with improved accuracy and training time. This experiment was not performed on industrial scale or real world IoT applications [38], which is left as future work.
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