Pretraining on Interactions for Learning Grounded Affordance Representations

Jack Merullo
jack_merullo@brown.edu

Dylan Ebert
dylan_ebert@brown.edu

Carsten Eickhoff
carsten@brown.edu

Ellie Pavlick
ellie_pavlick@brown.edu

Abstract

Lexical semantics and cognitive science point to affordances (i.e., the actions that objects support) as critical for understanding and representing nouns and verbs. However, study of these semantic features has not yet been integrated with the “foundation” models that currently dominate language representation research. We hypothesize that predictive modeling of object state over time will result in representations that encode object affordance information “for free”. We train a neural network to predict objects’ trajectories in a simulated interaction and show that our network’s latent representations differentiate between both observed and unobserved affordances. We find that models trained using 3D simulations from our SPATIAL dataset outperform conventional 2D computer vision models trained on a similar task, and, on initial inspection, that differences between concepts correspond to expected features (e.g., roll entails rotation). Our results suggest a way in which modern deep learning approaches to grounded language learning can be integrated with traditional formal semantic notions of lexical representations.

1 Introduction

Much of natural language semantics concerns events and their participants—i.e., verbs and the nouns with which they compose. Evidence from cognitive science (Borghi and Riggio, 2009; Mazzuca et al., 2021) and neuroscience (Sakreida et al., 2013) suggests that grounding such words in perception is an essential part of linguistic processing, in particular suggesting that humans represent nouns in terms of their affordances (Gibson, 1977), i.e., the interactions which they support. Affordance-based representations have been argued to form the basis of formal accounts of compositional syntax and semantics (Steedman, 2002). As such, prior work in formal semantics has sought to build grounded lexical semantic representations in terms of objects and their interactions in 3D space. For example, Pustejovsky and Krishnaswamy (2014) and Siskind (2001) represent verbs like roll as a set of entailed positional and rotational changes specified in formal logic, and Pustejovsky and Krishnaswamy (2018) argue that nouns imply (latent) events—e.g., that cups generally hold things—which should be encoded as TELIC values within the noun’s formal structure.

Such work provides a compelling story of grounded semantics, but has not yet been connected to the types of large scale neural network models that currently dominate NLP. Thus, in this work, we ask whether such semantic representations emerge naturally as a consequence of self-supervised predictive modeling. Our motivation stems from the success of predictive language modeling at encoding syntactic structure. That is, if neural language models trained to predict text sequences learn to encode desirable grammatical structures (Kim and Smolensky, 2021; Tenney et al., 2018), perhaps similar models trained to predict event sequences will learn to encode desirable semantic structures. To test this intuition, we investigate whether a transformer (Vaswani et al., 2017) trained to predict the

Figure 1: We investigate whether observing interactions with an object in a 3D environment encodes information about their affordances and whether this generalizes in the zero shot setting to unseen object types
future state of an object given perceptual information about its appearance and interactions will latently encode affordance information of the type thought to be central to lexical semantic representations. In sum:

- We present a first proof-of-concept neural model that learns to encode the concept of affordance without any explicit supervision.

- We demonstrate empirically that 3D spatial representations (simulations) substantially outperform 2D pixel representations in learning the desired semantic features.

- We release the SPATIAL dataset of 9.5K simulated object interactions and accompanying videos, and an additional 200K simulations without videos to support further research in this area.\(^1\)

Overall, our findings suggest a process by which grounded lexical representations—of the type discussed by Pustejovsky and Krishnaswamy (2014) and Siskind (2001)—could potentially arise organically. That is, grounded interactions and observations, without explicit language supervision, can give rise to the types of conceptual representations to which nouns and verbs are assumed to ground. We interpret this as corroborative of traditional feature-based lexical semantic analyses and as a promising mechanism of which modern “foundation” model (Bommasani et al., 2021) approaches to language and concept learning can take advantage.

2 Experimental Setup

2.1 Objects and Affordances in SPATIAL

To collect a set of affordances to use in our study, we begin with lists of affordances and associated objects that have been compiled by previous work on affordance learning: Aroca-Ouellette et al. (2021) provides on a small list of concrete actions for evaluating physical reasoning in large language models; Myers et al. (2015) provides a small list for training computer vision models to recognize which parts of objects afford certain actions; Chao et al. (2015) use crowdworkers\(^2\) to judge noun-verb pairs and includes over 900 verbs that are both abstract and concrete in nature. We then filter this list down to only a subset of concrete actions that include objects which exist in the Unity asset store, since we use Unity simulated environments to build our training and evaluation data (§2.4). This results in a list of six affordances (roll, slide, stack, contain, wrap-grasp, bounce) which are used to assign binary labels to each of 39 objects from 11 object categories (Figure 2; see also Appendix A).

2.2 Representation Learning

We hypothesize that predictive modeling of object state will result in implicit representations of affordance and event concepts, similarly to how predictive language modeling results in implicit representations of syntactic and semantic types. Thus, for representation learning, we use a sequence-modeling task defined in the visual and/or spatial world. Specifically, given a sequence of frames

\(^1\)https://github.com/jmerullo/affordances

\(^2\)In the case of Chao et al. (2015), we use a score ≥ 4 as positive label, as they do in their paper.
depicting an object’s trajectory, our models’ objective is to predict the next several timesteps of the object’s trajectory as closely as possible. We consider several variants of this objective, primarily differing in how the represent they frames (e.g., as 2D visual vs. 3D spatial features). These models are described in detail in Section 3.

2.3 Evaluation Task

We are interested in evaluating which variants of the above representation learning objective result in readily-accessible representations of affordance and event concepts. To do this, we train probing classifiers (Belinkov and Glass, 2019) on top of the latent representations that result from the representation learning phase. That is, we freeze the weights of our pretrained models and feed the intermediate representation for a given input from the encoder into a single linear-layer trained to classify whether the observed object has the affordance. We train a separate classifier probe for each affordance.

We construct train and test splits by holding out a fraction of the objects from each category. In some cases, the held-out objects are very similar to what has been seen in training (e.g., slightly different dimensions of boxes) and in other cases, the objects are visually very distinct (e.g., a wine bottle vs. a gas tank as instances of objects which afford both roll and contain). Figure 2 shows our objects, affordances, and train-test splits.

2.4 SPATIAL Environment and Data Collection

The SPATIAL dataset consists of simulations of interactions with a variety of 3D objects in the Unity game engine3. Our data is collected in a flat empty room using the Unity physics engine on the above-described 39 objects. For each sequence, an object is instantiated at rest on the ground. A random impulse force–either a ‘push’ flat along the ground, or a ‘throw’ into the air–is exerted on the object. We only exert a single impulse on an object per sequence. The sequence ends when the object stops moving or after 4 seconds elapse.

We record the coordinates of the object in 3D space at a rate of 60 frames per second. Specifically, each sequence is defined by the coordinates describing the object’s 3D position in space

\[ P = \{p_1, ..., p_t\} \]

for t timesteps. Since we care about capturing the manner in which the object travels and rotates through space, \( p_t \) contains 9 distinct 3D points around the object: 8 corners around an imaginary bounding box and the center point of that bounding box (see Appendix A for a visual aid). Simultaneously we collect videos of each interaction from a camera looking down at a 60 degree angle towards the object that we will use to train our 2D vision based model. Each image in the videos is collected at a resolution of 384x216 pixels. We filter videos where the object leaves the frame. Overall, this process results in 2,376 training sequences and 9,283 evaluation sequences. Due to computational constraints, we decided to focus on collecting as many evaluation examples as possible to make comparison to spatial models easier and more accurate. It may be the case that adding more data creates stronger representations, but even with this smaller training set, we see high test time performance on the visual dynamics task. All our data are publicly available at https://github.com/jmerullo/affordances.

2.5 Assumptions and Limitations

This work serves as initial investigation of our hypothesis about representation learning for affordances (§2.2). We use simple simulations which involve only a single object. Thus, we expect that our setup makes some affordances (roll, slide, bounce) more readily available than others (contain, stack, w-grasp). For example, our models likely will observe objects rolling during pretraining, but will never observe objects being stacked on top of one another. However, during evaluation, we will assess how well the model’s internal representations encode both types of affordances. This is intended. Our hypothesis is that, to a large extent, these affordances are a function of the relationship between the shape4 of the objects and the physics of how those objects behave in our simulation. For example, we expect that long, thin grasp-able objects will display different trajectories than will wide, round objects

---

3https://unity.com/

4In fact, Gibson (1977)’s original theory of affordances defined them to be purely-perceptual, without even depending on internal processing and representation. We do not endorse this view in general; we are enthusiastic about future work which involves richer internal processing (e.g., interaction and planning) during pretraining. See Sahin et al. (2007) for a review of the various definitions and interpretations of the term that have been used in different fields and Mota (2021) for an argument that affordances are not solely perceptual. That said, this basic-perception approach is helpful starting point for understanding the relationship between pretraining and affordance representations.
that cannot be grasped. Thus, we expect that a model trained to predict object trajectories can encode differences that map onto affordances such as grasp or contain, even without observing those actions per se. Given initial promising results (§4), we are excited about future work which extends the simulation to include richer multi-object and agent-object interactions, which likely would enable learning of more complex semantic concepts.

3 Models

We consider two primary variants of the representation learning task described in Section 2.2 which differ in how they represent the world state—i.e., using 2D visual data (§3.1) vs. using 3D visual-spatial data (§3.2). To provide additional insights into performance differences, we also consider two ablations in the 3D model (§3.2.2), one that removes visual information and one that further removes pretraining altogether. These models are summarized in Figure 3.

3.1 2D Visual Model

We first consider a standard computer-vision (CV) approach for our defined representation learning objective. For this, we use a Region Proposal Interaction Network (RPIN) proposed in Qi et al. (2021). We choose to use RPIN because it was designed to solve a task very similar to ours—i.e., object tracking over time—and has access to object representations via bounding boxes provided as supervision during training. Using a model with access to explicit object representations ensures that we are not unfairly handicapping the CV approach (by requiring it to learn the concept of objects from scratch) but rather are analyzing the relative benefits of a 2D CV approach vs. a 3D spatial data approach for latently encoding semantic event and affordance concepts.

We train the model with similar settings to those Qi et al. (2021) used to train on the Simulated Billiards dataset, but with some small differences. For example, we subsample our frames to be coarser-grained to encourage learning of longer-range dependencies. Exact details and explanations of other parameter differences can be found in Appendix B.

To probe object representations for affordance properties, we take the average of the hidden representations—i.e., the model’s representations just prior to predicting explicit bounding box coordinates on the screen.

3.2 3D Visual-spatial Model

3.2.1 Full Model

Recent work has argued that models based directly on 3D game engine data are more cognitively plausible for modeling verb semantics (Ebert and Pavlick, 2020). In this spirit, we consider a model that learns to encode the objects visual appearance
jointly with predicting the objects’ behavior in 3D space. Specifically, our model is trained with both an object loss and a trajectory loss as follows.

To model the 3D trajectory, the model encodes a sequence \( P \) containing positions \( \{p_1, p_2, \ldots, p_k\} \). As described in Section 2, each position \( p_k \) contains 9 distinct points corresponding to the object center and the 8 corners of the rectangular bounding box encapsulating the object. We use a single linear layer to project the 27D (9 3D points) input coordinate vectors to the embedding dimension of a transformer (Vaswani et al., 2017). The transformer is then fed the first \( t - k \) timesteps where \( k \geq 1 \). We treat \( k \) as a hyperparameter, and find that a value of \( k = 8 \) or \( k = 16 \) tends to work the best. Our model is trained to minimize the Mean Squared Error (MSE) computed against the true future location of the object, summed over all of the predicted points.

To model the object appearance, we give the model access to a static view of the object at rest. We use ResNet-34 (He et al., 2016) to encode the object’s multiview—i.e., images of the object’s six faces, one from each side of the object—denoted as \( I \), and pass these as additional inputs to the model, separated by a SEP token. The transformer encoder encodes the sequence \( P \) and \( I \) together, and the transformer decoder predicts the object’s next several positions in space. To encourage the model to connect the sequence and image representations, we randomly (50% of the time) replace the object in \( I \) with an object with different affordances and add an auxiliary loss in which the model must classify whether the object was perturbed. We add a linear binary classification layer on top of a CLS token to perform this task, and add the cross entropy loss of this objective to our MSE loss for the trajectory objective.

The hidden representation we use for probing experiments is the average pooled transformer encoder output of the multiview tokens only.

### 3.2.2 Ablation Models

To better understand which aspects of the above model matter most, we also train and evaluate two ablated variants.

**Without Visual Information (3D Blind).** Our 3D Blind model is like the above, but contains no multiview tokens or associated loss. That is, the model is trained only on the 3D positional data, using an MSE loss to predict the future location of the object. For probing, we average the transformer encoder outputs across all timesteps and feed the single averaged embedding into the probing classifier. This model provides insight into how well the physical behavior alone, with no visual inputs, encodes key features for determining affordances, such as shape and material.

**Without Pretraining (No-Training).** Gibson believed that understanding affordances only required raw perception, without need for mental processing. Given how saliently actions like rolling and sliding are encoded in 3D coordinates (Figure 6), it is reasonable to ask how much benefit our pretraining objective provides for encoding affordance information. To test this, we evaluate a model that is identical to the 3D Blind model, but contains only randomly initialized encoder weights (i.e., which are never set via pretraining). If the pretraining task encodes affordance structure the way we hypothesize, the randomly initialized model should perform much worse than the trained 3D Blind variant. We refer to this model simply as the No-Training model.

### 4 Results

Figure 4 shows our primary results. Overall, the 3D Visual-spatial model substantially outperforms the 2D Vision-only model across all affordances, often by a large margin (4–11 percentage points). We also see, perhaps unexpectedly, that the 3D pre-trained representations encode information about affordances even when the associated actions are not explicitly observed. For example, the model differentiates objects that can stack and objects that can contain other objects from those that cannot, even though the model has not directly observed objects being stacked or serving as containers during training. This result points to the richness of the physical information that is required to perform the pretraining task of next-state prediction.\(^5\)

Looking more closely at the ablated variants of the 3D model, we see that most of the gains are from the 3D input representation itself. That

\(^5\)We note that, unintuitively, **stack** and **contain** probes generally outperform **slide** probes. One reason may be because our data are labeled by object rather than by individual interaction. For example, although an object typically slides, it’s not hard to imagine scenarios where a cardboard box might roll over. This is not the case for affordances like **stack** and **contain**. In the rolling cardboard box example, the sharp edges of the box and the distinct way it rolls is still indicative of the object being stackable.
Figure 4: Results for predicting affordances of objects given frozen hidden states of 2D and 3D sequence prediction models. Test sets are balance so that random guess achieves 50%. 3D models (even ablated variants) outperform the 2D computer vision models across the board.
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Figure 5: t-SNE projections of model representations of sliding (red) vs. rolling (blue) objects.

![t-SNE projections](image)

Figure 6: Visualization showing how 3D coordinate data clearly distinguishes a rolling object from a sliding one, making it easier for a model to learn the difference between the two.

is, the 3D No-Training model—which does not include visual information and does not even include pretraining—outperforms the CV baseline in all cases, and often substantially. Pretraining on top of the 3D inputs often (but not always) yields performance gains. Pretraining with visual information does not provide a clear benefit over pretraining on the spatial data alone—i.e., visual information leads to performance gains on three affordances (slide, roll, and stack) and losses on the other three (contain, w-grasp, and bounce).

5 Qualitative Analysis

In order to better understand the nature of the affordance-learning problem, we run a series of qualitative analyses on the trained models. We focus our analysis on the pair of affordances roll vs. slide. These are verbs that have received significant attention in prior literature (Pustejovsky and Krishnaswamy, 2014; Levin, 1993) since they exemplify...
the types of manner distinctions that we would like lexical semantic representations to encode.

We first compare the 2D video vs. 3D simulation variants of our pretraining objective. Figure 5 shows a t-SNE projection of the sequence representations from all four models, labeled based on if the object affords rolling or sliding. We find that object representations from the 3D Blind model cluster strongly according to the distinction between these two concepts. The trend is notably not apparent in the No-Training model. Figure 6 demonstrates why spatial data pretraining may encourage this split. In the example shown, we take two thrown objects from our dataset—one round and one not round—and track the height of the center point of the object and one of the corners of the object bounding box. When they hit the ground the center point stays relatively constant as it moves across the floor in both, but in the rolling action, the corner point moves up and down as it rotates around the center point. Since this is so distinguishable given the input representation, the model is better able to differentiate these concepts.

It may be that the next state prediction task facilitates learning the slide vs. roll distinction in the 3D Blind setting. However, the same pattern is not present in the 3D Visual-spatial model (which also predicts next state). One possibility is that the presence of visual information competes with the 3D information, and as a result the joint space does not encode this distinction as well as the 3D space alone. Designing more sophisticated models that incorporate visual and spatial information and preserve the desirable features of both is an interesting area for future work.

5.1 Counterfactual Perturbations

An important aspect of lexical semantics is determining the entailments of a word—e.g., what about an observation allows it to be described truthfully as roll? Thus, in asking whether affordances are learned from next-state-prediction pretraining, it is important to understand not just whether the model can differentiate the concepts, but whether it differentiates them for the “right” reasons.

We investigate this using counterfactual perturbations of the inputs as a way of doing feature attribution, similar in spirit to prior work in NLP (Huang et al., 2020) and CV (Goyal et al., 2019). Specifically, we create a controlled dataset in which, for each of 10 interactions, we generate 20 minimal-pairs which differ from their originals by a single parameter of the underlying physics simulation. The parameters we perturb are \{mass, force velocity, starting x position, starting z position, shape, angular rotation\}. For example, given an instance of a lamp rolling across the floor, we would generate one minimally-paired example in which we only change the mass of the lamp, and another the same as the original except it does not exhibit any angular rotation, and so forth for each of the parameters of interest. More implementation details are given in Appendix C.

We use our pretrained slide probe to classify the representations from each sequence as either rolling or sliding, and compare the effect of each perturbation on the model’s belief about the affordance label. Figure 7 shows the resulting belief changes for several of the perturbed parameters. We see that changing the angular rotation of an otherwise identical sequence has the greatest effect on whether an instance is deemed to afford rolling. This is an encouraging result, as it aligns well with standard lexical semantic analyses: i.e., generally, roll is assumed to entail rotation in the direction of the translation.
this was usually not by enough to have the undesirable effect of flipping the prediction. Intuitively this makes sense given the model’s training data: rolling objects tend to travel a greater distance than sliding objects. An interesting direction for future work is to investigate how changes in pretraining or data distribution influence which features are encoded as “entailments”, i.e., key distinguishing features of a concept’s representation.

6 Related Work

6.1 Lexical Semantics and Cognitive Science

In formal semantics, there has been significant support for the idea that motor trajectories and affordances should form the basis of lexical semantic representations (Pustejovsky and Krishnasawamy, 2014; Siskind, 2001; Steedman, 2002). Such work builds on the idea in cognitive science that simulation lies at the heart of cognitive and linguistic processing (Feldman, 2008; Bergen et al., 2007; Bergen, 2012). For example, Borghi and Riggio (2009) argue that language comprehension involves mental simulation resulting in a "motor prototype" which encodes stable affordances and affects processing speed for identifying objects. Cosentino et al. (2017) point to such simulation as a factor in determining surprisal of affordances depending on linguistic context. Similar arguments have been made based on evidence from fMRI data (Sakreida et al., 2013) as well as processing in patients with brain lesions (Taylor et al., 2017). It is worth noting that there is debate on the general nature of affordances in humans. For instance, Mota (2021) argues that affordances are not solely perceptual. We view our work as being compatible with this more general view of affordances, in which direct perception plays a role, but not the only role, in concept formation.

6.2 Affordances in Language Technology

The idea of affordances has been incorporated into work on robotics (Şahin et al., 2007; Zech et al., 2017). Kalkan et al. (2014); Ugur et al. (2009) build a model of affordances based on (object, action, effect) tuples, but focus only on start and end state, and do not encode anything about manner. Relatedly, Nguyen et al. (2020) connects images of objects to language queries describing their uses.

Affordances are also well studied for text understanding tasks. McGregor and Jezek (2019) discuss the importance of affordances in disambiguating meaning of sentences such as “we finished the wine”. Other neural net based approaches for affordance learning have relied on curated datasets with explicit affordance labels for each object (Chao et al., 2015; Do et al., 2018). Sometimes, affordance datasets leverage multimodal settings such as images (Myers et al., 2015), or 3D models and environments (Suglia et al., 2021; Mandikal and Grauman, 2021; Nagarajan and Grauman, 2020), but require annotations for every object. In contrast, our model learns affordances in an unsupervised manner, and unlike Fulda et al. (2017), Loureiro and Jorge (2018), McGregor and Lim (2018), and Persiani and Hellström (2019) which extract affordance structure automatically from word embeddings alone, our model learns from interacting with objects in a 3D space, grounding its representations to cause-and-effect pairs of physical forces and object motion.

6.3 Physical Commonsense Reasoning

There has been success in building deep learning networks that reason about object physics by learning to predict their trajectories. These can be broken up into either predicting points in 3D space given object locations (like our approach, e.g. Mrowca et al. (2018), Byravan and Fox (2017), Battaglia et al. (2016), Fragkiadaki et al. (2016), Ye et al. (2018), Rempe et al. (2020)) or inferring future bounding box locations of objects in videos (Weng et al., 2006; Do et al., 2018; Qi et al., 2021; Ding et al., 2021). Both approaches have been successful in encoding complex visual and physical features of objects. We focus on training with 3D simulations, but also test a visual dynamics model (Qi et al., 2021) to compare the affordance information that is encoded from spatial vs. visual data.

More broadly, we contribute to a line of work on building non-linguistic representations of lexical concepts (Bisk et al., 2019). Explicit attempts at grounding to the physical world ground language in 2D images or videos (i.e., pixels) (Hahn et al., 2019; Groth et al., 2018), despite the fact that recent work suggests that text and video pretraining offers no boost to lexical semantic understanding (Yun et al., 2021). Such efforts motivate the creation of large datasets such as Krishna et al. (2016), Yatskar et al. (2016), and Gupta and Malik (2015), which require in-depth human provided annotations that provide a limited list of semantic roles of objects.

Our approach is most directly related to prior
work that learns in interactive, 3D settings (Thomason et al., 2016; Ebert and Pavlick, 2020). Especially related are Nagarajan and Grauman (2020) and Zellers et al. (2021). However, their models do not directly ground to the physical phenomena (e.g., entailed positional changes). Instead, they use a symbolic vocabulary of object state changes, whereas our model learns from unlabeled interactions.

7 Conclusion

We propose an unsupervised pretraining method for learning representations of object affordances from observations of interactions in a 3D environment. We show that 3D trajectory data is a strong signal for grounding such concepts and performs better than a standard computer vision approach for learning the desired concepts. Moreover, we show through counterfactual analyses that the learned representations can encode the desired entailments—e.g., that roll entails axial rotation.

Our work contributes to an existing line of work that seeks to develop lexical semantic representations of nouns and verbs that are grounded in physical simulations. We advance this agenda by offering a way in which modern “foundation model” approaches to visual and linguistic processing can in fact be corroborative of traditional feature-based approaches to formal lexical semantics. Our results suggest a promising direction for future work, in which pretraining objectives can be augmented to include richer notions of embodiment (e.g., planning, agent-agent interaction) and consequently encoder richer lexical semantic structure (e.g., presuppositions, transitivity).
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A Appendix A

Figure 8: Example of an interaction from SPATIAL.
The model predicts the position of the soccer ball at future timesteps. To do that, it must encode some knowledge that soccer balls bounce and roll. As input, our model takes 9 3D points: the eight corners of the box surrounding the ball, plus the center point.

A.1 Spatial Model Training Details

For both of the 3D spatial data models, we train with an encoder-decoder transformer with one encoder and one decoder layer with one attention head. We found that changing the number of attention heads did not affect performance noticeably in either direction. We use a batch size of 64 and a transformer embedding dimension of 100. We use a feed-forward dimension of 200. We initialize with a learning rate of 1e-4. The models were trained to predict the next $k = 8 - 16$ frames and we did not see a large benefit in training to predict longer sequences. We trained the models for 400 epochs although we noticed the ablated 3D Blind model tended to converge at or before 100 epochs across our experiments.

The beginning of the sequence, which was up to four seconds minus the $k$ prediction frames, was fed into the transformer encoder which encoded representations of dimension $e$. We averaged these output embeddings as input in our probing experiments. The $e$ embeddings were fed into the decoder network, which then predicts the next $k$ frames. We believe that training with longer sequences would be more beneficial for training a decoder-only model, which we would like to explore in future work. In preliminary experiments, we tested whether masking a proportion of frames in the encoder would be beneficial for the representation learning task. We saw a slight decrease in performance, and so did not perform a thorough analysis on the effect of masking.

A.2 t-SNE Configuration

We report a t-SNE of representations derived from our 3D Blind model and the 2D Visual model. The parameters for creating each t-SNE was similar but varied in a few ways: Common Hyperparameters: learning rate: 200, iterations: 1000, stopping threshold of gradient norm: 1e-7 3D Blind t-SNE specifics: perplexity: 30, initialized randomly 2D Visual specifics: perplexity: 5, initialized with PCA. We found that random initialization was inconsistent in that it would sometimes cause small clouds of dense points to appear as their own clusters.

B Appendix B

B.1 RPIN Training details

We use a learning rate of 1e-3 with a batch size of 50 and train for a maximum of 20M iterations with 40,000 warmup iterations. Training data is augmented with random horizontal flips. Unlike in Qi et al. (2021) we don’t use vertical flips because our videos contain objects falling due to gravity. One important difference is that at training time the model predicts 10 frames in the future, and at test time predicts 20 (as opposed to 20 and 40 respectively in Simulated Billiards). Within one video, our interactions seem more complex than one sequence in the Simulated Billiards dataset, so we introduced this difference to create more training examples.

C Appendix C

C.1 Counterfactual Perturbations Setup

We start with a base set of 10 sequences: 5 with a sliding object (cardboardBox_03) and 5 with a rolling object (BuckyBall). We then create 20 minimal-edit perturbations to create a final set of 200 sequences. We perturb the following features one at a time: \{mass, force velocity, starting x position, starting z position, shape, angular rotation\}. For most features, we generate 4 perturbations. For example, the x and z positions are altered by \{-2m, -1m, +1m, +2m\} where ‘m’ is the Unity meter. All objects start with 1.14 units of mass and similar to the starting position variable, is altered by $1.14 + (i \times .1)$ where $i$ is in the set \{-2, -1, 1, 2\}. For the shape parameter, we only change the 3D model used to generate the base sequence.
For the sliding videos, we use plate02 and book_0001c. For the rolling videos we use BombBall and modified Soccer Ball. Note that we modify the Soccer Ball model that is in the train set, but modify the mass (1.14) and size of the model so that it is technically an unseen object. We chose to do this because we wanted to use a more plain spherical object, which was not an option for the remaining test objects. Angular rotation either perturbs the sequence by freezing the rotation along all axes (in the case of objects that normally roll) or replacing the physics collider with a sphere (causing the object to roll – in the case of objects that tend to slide instead of roll). Figure 11 shows additional perturbations and a sliding object example of the counterfactual analysis.
| Object          | Test set? | Slide | Roll | Stack | Contain | W-Grasp | Bounce |
|-----------------|-----------|-------|------|-------|---------|---------|--------|
| BombBall        | ✓         | ✓     | ✓    |       |         |         | ✓      |
| EyeBall         | ✓         |       |      |       |         |         | ✓      |
| SpikeBall       | ✓         |       |      |       |         |         | ✓      |
| Vase_Amphora    |           |       |      | ✓     |         |         | ✓      |
| Vase_Hydria     |           |       |      | ✓     |         |         | ✓      |
| Vase_VoluteKrater | ✓         |       |      | ✓     | ✓       |         | ✓      |
| book_0001a      |           |       |      |       |         |         | ✓      |
| book_0001b      |           |       |      |       |         |         | ✓      |
| book_0001c      | ✓         |       |      |       |         |         | ✓      |
| bowl01           |           |       |      |       |         |         | ✓      |
| cardboardBox_01 |           |       |      |       |         |         | ✓      |
| cardboardBox_02 |           |       |      |       |         |         | ✓      |
| cardboardBox_03 | ✓         | ✓     | ✓    |       |         |         | ✓      |
| Cola Can        |           |       |      |       |         |         | ✓      |
| Pen black       |           |       |      |       |         |         | ✓      |
| Gas Bottle      |           |       |      |       |         |         | ✓      |
| Soccer Ball     |           |       |      |       |         |         | ✓      |
| can small       |           |       |      |       |         |         | ✓      |
| can             |           |       |      |       |         |         | ✓      |
| meat can box    |           |       |      |       |         |         | ✓      |
| spam can        |           |       |      |       |         |         | ✓      |
| AtomBall        |           |       |      |       |         |         | ✓      |
| Bottle2         |           |       |      |       |         |         | ✓      |
| plate02         |           |       |      |       |         |         | ✓      |
| plate02_flat    |           |       |      |       |         |         | ✓      |
| Bottle1         |           |       |      |       |         |         | ✓      |
| WheelBall       |           |       |      |       |         |         | ✓      |
| wine bottle 04  |           |       |      |       |         |         | ✓      |
| coin            |           |       |      |       |         |         | ✓      |
| BuckyBall       |           |       |      |       |         |         | ✓      |
| SplitMetalBall  |           |       |      |       |         |         | ✓      |
| bowl02          |           |       |      |       |         |         | ✓      |
| bowl03          |           |       |      |       |         |         | ✓      |
| mug02           |           |       |      |       |         |         | ✓      |
| mug03           |           |       |      |       |         |         | ✓      |
| Old_USSR_Lamp_01|           |       |      |       |         |         | ✓      |
| lamp            |           |       |      |       |         |         | ✓      |
| Ladle           |           |       |      |       |         |         | ✓      |
| Apple           |           |       |      |       |         |         | ✓      |

Table 1: All objects in the dataset and their associated affordances
### Binary Classification Accuracy of Affordance Probes (Random=50%)

| Affordance | N examples | 3D Blind Acc. (%) | 3D Visual-Spatial F1 | 2D Visual Acc. (%) | No-Training F1 |
|------------|------------|-------------------|----------------------|--------------------|----------------|
| Slide      | 1715       | 59.2              | 62                   | 63.7               | 67             |
| Roll       | 1258       | 66.5              | 66                   | 69.0               | 70             |
| Stack      | 1307       | 64.7              | 65                   | 65.7               | 63             |
| Contain    | 1510       | **66.5**          | 68                   | 65.2               | 67             |
| W-Grasp    | 1652       | **67.2**          | 68                   | 66.3               | 0.68           |
| Bounce     | 276        | **82.6**          | 83                   | 79.7               | 79             |

Table 2: Results from probing experiments on RPIN compared to the unity models trained on the same amount of data. Because data was limited, we partition the data so that there is an even number of positive and negative examples in the test set for each affordance. Interaction based pretraining outperforms visual dynamics in all categories.

| Affordance | Number of Objects | Percentage of objects (%) |
|------------|-------------------|---------------------------|
| Slide      | 22                | 56.41                     |
| Roll       | 23                | 58.97                     |
| Stack      | 17                | 43.59                     |
| Contain    | 8                 | 20.51                     |
| Wrap-grasp | 13                | 33.33                     |
| Bounce     | 7                 | 17.95                     |

Table 3: Each affordance we are interested in learning and the number and percentage of objects out of the 39 have a positive label for that affordance.

| Model                  | Loss (MSE) |
|------------------------|------------|
| SimB (Qi et al., 2021) | 25.77      |
| SimB (our results)     | 15.53      |
| Unity Videos           | 20.98      |

Table 4: Each affordance we are interested in learning and the number and percentage of objects out of the 39 have a positive label for that affordance.
Figure 9: All objects that were used in training and testing. Some objects in the test set are visually similar to their training analogues, but differ in size and mass.
Figure 10: Results from the training of the RPIN visual dynamics model on videos of our Unity dataset interactions. Red circles show the predictions of the following center points of the bounding boxes of the object given the start of the interaction.
Figure 11: Two examples from the counterfactual analysis that show robustness to changing spurious features. The table in the top example displays the changes in probability in predicting the object as sliding. Conversely, the bottom example table shows the change in probability of predicting the object as rolling. Arrows in the left table indicate where the perturbation affects the label of the action (either by making the object able or unable to roll). In both cases, the probe correctly flips its prediction on the encoding. The sequence prediction model appears to be sensitive to certain features such as distance traveled. For example, changing the object from the "bucky ball" to the "bomb ball" decreases the model's confidence that the object rolling (though, the probe still correctly assigns a majority of the probability to roll). However, in this perturbation, the bomb ball gets stuck on its 'cap' (Figure 9) and only completes one rotation.
Figure 12: Left: a sequence generated with normal physics. Right: rotation locked, with all other physical properties of the interaction the same. Freezing the rotation such that the object slides causes the model to encode the action as a slide rather than a roll.

|   | A. Unmodified sequence | B. Rotation frozen |
|---|------------------------|--------------------|
| roll | 0.80                  | roll | 0.30 |
| slide | 0.20                 | slide | 0.70 |