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Abstract

In this paper, we present the results that the team IIITG-ADBU (codalab username ‘abaruh’) obtained in the SentiMix task (Task 9) of the International Workshop on Semantic Evaluation 2020 (SemEval 2020). This task required the detection of sentiment in code-mixed Hindi-English tweets. Broadly, we performed two sets of experiments for this task. The first experiment was performed using the multilingual BERT classifier and the second set of experiments was performed using SVM classifiers. The character-based SVM classifier obtained the best F1 score of 0.678 in the test set with a rank of 21 among 62 participants. The performance of the multilingual BERT classifier was quite comparable with the SVM classifier on the development set. However, on the test set it obtained an F1 score of 0.342.

1 Introduction

Sentiment analysis has been defined as the computational study of opinions, sentiments, and emotions expressed in the text (Liu, 2010). In its basic form, sentiment analysis is used to determine the polarity of a given text where the polarity may be negative, neutral, and positive. Thus, sentiment analysis can be viewed as a text classification problem.

With the advent of social media platforms, the use of non-standard language has increased. Nowadays, it is very common to use emoticons, mentions, acronyms, and ungrammatical sentences while communicating in social media. All these factors make the traditional tools used for natural language processing fail on social media text. Another new style of communication in social media is the use of code-mixed text. Code-mixing means the mixing of words from more than one language in the same sentence or between sentences. Code mixing makes the task of sentiment analysis more challenging.

The objective of SentiMix (Task 9), organized as part of the International Workshop on Semantic Evaluation 2020 (SemEval 2020), is to detect the sentiment of code-mixed tweets (Patwa et al., 2020). This task was a three-way classification problem with the labels being negative, neutral, and positive. The task was held for both Hindi-English and Spanish-English code-mixed tweets.

We participated in this task for the Hindi-English language. In this task, we experimented with SVM and multilingual BERT classifiers.

2 Related Work

Joshi et al. (2010) performed the first work on the detection of sentiment analysis of Hindi text. In their work, unigram and bigram based SVM classifiers were used. As another approach, the Hindi text was machine translated to English and the translated text was then classified using a classifier trained on English text. This work also led to the creation of Hindi-SentiWordNet sentiment lexicon. The lexicon was also used to perform a lexicon-based sentiment analysis. The classifier trained on the Hindi text performed the best with an accuracy of 78.14%. Sharma et al. (2015) used a lexicon-based approach to determine the
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sentiment of code-mixed Hindi-English text. The language of each word was first determined. The Hindi words written using Roman scripts were then transliterated into Devanagari script. The sentiment of each word was then determined through a lookup of the lexicons - Hindi SentiWordNet, Opinion Lexicon, and AFINN. The sentiment of the text was then determined based on the count of positive and negative words. Joshi et al. (2016) also worked on detecting sentiment on code-mixed Hindi-English text. A sub-word level LSTM was used in their study. The sub-word level representations were generated by performing a convolution operation on 128-dimensional character embeddings. The sub-word level LSTM was found to perform better than character based LSTM.

3 Data Set

The Hindi-English data set for this task was provided in the CoNLL format. For each tweet, the following information was provided: (1) the id for the tweet, (2) its label (negative, neutral, or positive), and (3) the language id of each token (HIN for Hindi, ENG for English, and O if neither Hindi nor English). In our experiments, we did not make use of the language id information provided in the data set.

Tables 1 to 4 show the statistics of the trial, train, development, and the combined data sets respectively. The combined data set was obtained by combining the trial, train, and development data sets. The duplicate entries were removed from the combined data set. The combined data set was used in our experiments. As can be seen from the tables, the data sets were quite balanced.

4 Methodology

4.1 Preprocessing

In our work, before performing tokenization, the text was converted to lower case. This conversion to lower-case was performed through the BERT tokenizer and the TFIDF vectorizer. In one of the experiments, the URLs were removed from the text. Emoticons, hashtags, and mentions were not removed from the text.

4.2 Classifiers

4.2.1 Multilingual BERT

BERT (Devlin et al., 2019) is a bi-directional model based on the transformer architecture. The transformer architecture is an architecture based solely on attention mechanism (Vaswani et al., 2017). The transformer architecture overcomes the inherent sequential nature of Recurrent Neural Networks (RNN) and hence they are more conducive for parallelization.

Multilingual BERT is BERT trained for multilingual tasks. It was trained on monolingual Wikipedia articles of 104 different languages. It is intended to enable multilingual BERT fine-tuned in one language to make predictions for another language. In our study, we used the multilingual BERT model having 12 layers and 12 heads \(^1\). This model generates a 768-dimensional vector for each word. We used the 768-dimensional vector of the Extract layer as the representation of the tweet. Our classification layer consisted of a single Dense layer. The dense layer consisted of 3 units and the softmax activation function

\(^1\)https://github.com/google-research/bert
was used. The loss function used was *sparse categorical crossentropy*. The *Adam* optimizer with a learning rate of 2e-5 was used for training the model. The model was trained for 15 epochs. Early stopping with patience of 5 was used and *Sparse categorical accuracy* was monitored for early stopping.

### 4.2.2 SVM

We also used the Support Vector Machine (SVM) model for this task. The SVM implementation provided by Scikit-learn library (Pedregosa et al., 2011) was used in our experiments. The SVM model was trained using TF-IDF features of word and character n-grams. TF-IDF of n-grams in a document is calculated by multiplying the *term frequency* (Luhn, 1958) of the n-gram in the document with the *inverse document frequency* (Jones, 2004) of the n-gram. The *term frequency* of an n-gram in a document is the count of the number of times the n-gram appears in the document. The count may be normalized by dividing the count with the total number of n-grams in the document. The *inverse document frequency* of an n-gram \( t \) is calculated as \( \log(N/N_t) \), where \( N \) is the total number of documents and \( N_t \) is the number of documents in which the n-gram \( t \) appears. Word n-grams of size 1 to 3 and character n-grams of size 1 to 6 were used in our study. The *linear* kernel was used for the classifier and hyperparameter \( C \) was set to 1.0. The hyperparameter \( C \) is the regularization parameter. Larger values for \( C \) leads to a narrower margin and less misclassified instances. However, \( C \) should be set to a smaller value to reduce overfitting. We experimented using the SVM model on both the uncleaned data (SVM Run 1) and on the cleaned data where the URLs were removed from the text (SVM Run 2).

### 5 Results

Table 5 shows the results of our classifier obtained on the development set. As was mentioned in section 3, we combined the trial, train, and dev data sets. 20% of this combined data set was used as the development set. Run 2 of the SVM classifier was on a cleaned data set where the URLs were removed. The uncleaned data set was used for BERT and run 1 of the SVM classifier. As can be seen from the table, the best score was obtained by the SVM classifier when the cleaned data set was used. SVM trained on the character n-grams performed better than those trained on word n-grams or a combination of character and word n-grams.

| Metric | SVM Run 1 | SVM Run 2 | BERT |
|--------|-----------|-----------|------|
|        | Char n-gram | Word n-gram | Char + Word | Char n-gram | Word n-gram | Char + Word |
|        | (1 to 6) | (1 to 3) | | (1 to 6) | (1 to 3) | |
| Precision | 0.6288 | 0.6127 | 0.6191 | 0.6379 | 0.6169 | 0.6204 | 0.6103 |
| Recall | 0.6209 | 0.6100 | 0.6183 | 0.6298 | 0.6135 | 0.6200 | 0.6104 |
| F1 | 0.6241 | 0.6112 | 0.6186 | 0.6330 | 0.6150 | 0.6201 | 0.6101 |

Table 5: Dev Set Results

|       | SVM1 (Char n-gram) | SVM1 (Word n-gram) | SVM1 (Char + Word n-gram) |
|-------|-------------------|--------------------|---------------------------|
| Pred  | Pred | Pred | Pred | Pred | Pred | Pred | Pred |
| NEG   | NEU   | POS   | NEU   | POS   | NEU   | POS   | NEU   | POS   |
| True NEG | 631 | 300 | 56 | 623 | 310 | 54 | 652 | 270 | 65 |
| True NEU | 252 | 763 | 272 | 274 | 713 | 300 | 260 | 722 | 305 |
| True POS | 74 | 342 | 710 | 91 | 309 | 726 | 93 | 320 | 713 |

Table 6: Confusion Matrix for SVM Run 1 on Dev Set

Tables 6 to 8 show the confusion matrices for our classifiers on the development set. As can be seen, the character n-gram based SVM classifier’s strength was its ability to predict the neutral class. The word n-gram based classifier predicted the positive class better. Whereas the classifier trained using the combination of character and word n-gram features predicted the negative category better.
### Table 7: Confusion Matrix for SVM Run 2 on Dev Set

|        | SVM1 (Char n-gram) | SVM1 (Word n-gram) | SVM1 (Char + Word n-gram) |
|--------|--------------------|--------------------|---------------------------|
|        | Pred   | Pred   | Pred   | Pred   | Pred   | Pred   |
| True NEG | NEG 636 | 293   | 58    | 627   | 304   | 56    | 652   | 265   | 70    |
| True NEU | 239   | 784   | 264   | 271   | 726   | 290   | 256   | 723   | 308   |
| True POS | 78    | 332   | 716   | 91    | 313   | 722   | 94    | 314   | 718   |

### Table 8: Confusion Matrix for BERT on Dev Set

|        | BERT |        |        | SVM1 | SVM2 | BERT |        |        |
|--------|------|--------|--------|------|------|------|--------|--------|
|        | Pred | Pred   | Pred   | F1   | 0.674 | 0.678 | 0.342 | 0.75 |
| True NEG | NEG 600 | 304   | 83    | Rank - | 21/62 | - | 1/62 |
| True NEU | 247  | 699   | 341   |        |        |        |        |        |
| True POS | 99   | 261   | 766   |        |        |        |        |        |

Table 9: Official Results on Test Set

While comparing BERT with SVM, it can be seen that the BERT classifier predicted the positive category better than SVM. However, it did not predict the negative and neutral classes well.

Table 9 shows the scores our classifier obtained on the official run. The SVM classifier trained on the cleaned data using character n-gram features was our best performing classifier. It obtained F1 score of 0.678 and obtained the 21st rank out of 62 participants. The BERT classifier’s performance on the development set was quite comparable to the SVM classifiers. However, on the test data set, the BERT classifier did not perform well and obtained an F1 score of only 0.342.

### 6 Conclusion

BERT has been a very successful model in many of the natural language processing tasks. In our study, we used multilingual BERT for the detection of sentiment in code-mixed Hindi-English text. Its performance on the development set was comparable with the SVM classifier. However, it produced an F1 score of only 0.342 in the test data. The SVM classifier trained on character n-gram was our best performing classifier on the test set with an F1 score of 0.678.
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