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Abstract

In this paper we initiate a study of non parametric contextual bandits under shape constraints on the mean reward function. Specifically, we study a setting where the context is one dimensional, and the mean reward function is isotonic with respect to this context. We propose a policy for this problem and show that it attains minimax rate optimal regret. Moreover, we show that the same policy enjoys automatic adaptation; that is, for subclasses of the parameter space where the true mean reward functions are also piecewise constant with \( k \) pieces, this policy remains minimax rate optimal simultaneously for all \( k \geq 1 \). Automatic adaptation phenomena are well-known for shape constrained problems in the offline setting; we show that such phenomena carry over to the online setting. The main technical ingredient underlying our policy is a procedure to derive confidence bands for an underlying isotonic function using the isotonic quantile estimator. The confidence band we propose is valid under heavy tailed noise, and its average width goes to 0 at an adaptively optimal rate. We consider this to be an independent contribution to the isotonic regression literature.

1 Introduction

The Multi-Armed Bandit (MAB) problem [44,49] is a widely studied model for sequential decision making. Motivated by diverse applications such as clinical trials and recommendation systems, this problem has been extensively explored across statistics, machine learning, operations research, etc. The MAB problem exhibits the well-known exploration/exploitation tradeoff—the decision maker must balance the desire to maximize reward based on current information with the need to explore alternatives, with the promise of higher future rewards. We refer the interested reader to [8,46] for a textbook introduction.

Contextual bandits present a generalization of the MAB problem, where the decision-maker observes additional information about the usefulness of each action. The contextual bandit problem with stochastic contexts is particularly relevant in clinical trial applications, where the context can model the demographic features of each individual. It is natural to believe that upon utilizing these contexts, one could design policies with improved regret guarantees.

From a technical standpoint, it is clear that the intrinsic hardness of the problem is governed by the complexity of the mean reward function for each arm. The simplest assumption in this regard is to posit a parametric (usually linear) model on these mean reward-functions—we point the interested reader to [46] for some seminal results in this setting. In diverse applications, the parametric assumption on the mean-reward might be too restrictive, and a non-parametric approach might be desirable. Nonparametric contextual bandit problems have been studied recently, mostly under smoothness assumptions on the mean-reward functions (we survey these results in detail in Section 1.2). Further, the traditional literature on the contextual bandit problem assumes bounded/subgaussian reward distributions for each arm. However,
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modern applications in finance, e-commerce etc. routinely encounter heavy-tailed data, and this motivates a thorough study of contextual bandits with heavy-tailed reward distributions.

In this paper, we initiate a study of a non-parametric contextual bandits problem with shape-constraints on the mean reward functions and heavy-tailed reward distributions. Specifically, we assume that the mean-reward functions are monotonic. Such an assumption is very common in the clinical trials setting. Suppose on the mean reward functions and heavy-tailed reward distributions. Specifically, we assume that the mean-

a thorough study of contextual bandits with heavy-tailed reward distributions.

First, we delineate our formal setup. Consider a contextual bandit problem with two arms, referred to as 0 and 1. At the $i^{th}$ step, we see the context $X_i$, taking values in the context space $X = [0, 1]$. Depending on the history and the current context, we draw one of the arms $0$ or $1$ as natural to assume that the efficacy of the drug would deteriorate with increasing age. The arms represent two competing drugs, and the context represents the age of the patient. In this case, it is natural to assume that the efficacy of the drug would deteriorate with increasing age.

For simplicity of exposition, we assume that $X_i \sim \text{Unif}(0, 1)$ iid random variables. Our results generalize easily to the setting of non-uniform distributions, as long as the density of contexts is uniformly bounded away from zero. Set

$$\mathcal{F}_{[0,1]^t} = \{F : [0,1] \to \mathbb{R} : F \text{ monotone non-decreasing}, 0 \leq F(x) \leq 1 \}.$$  \hspace{1cm} (1)

Let us denote by $\mathcal{D}(C, L)$ the set of all possible joint distributions on $(X, Y(0), Y(1))$ which satisfy

(i) $X \sim \text{Unif}(0, 1)$.

(ii) Fix $F_0, F_1 \in \mathcal{F}_{[0,1]^t}$. We assume

$$Y(0) = F_0(X) + \varepsilon, \quad Y(1) = F_1(X) + \varepsilon,$$

where $\varepsilon$ satisfies $\mathbb{E}[\varepsilon] = 0$, and it’s distribution is symmetric around zero. Further, we assume that $\varepsilon$ and $X$ are independent. Thus given $X$, $Y(0)$ and $Y(1)$ have isotonic conditional means $F_0$, $F_1$ respectively, and their distribution is symmetric around the conditional mean functions. Under this symmetry, given $X$, the conditional median functions of $Y(0)$ and $Y(1)$ are also $F_0$, $F_1$ respectively. We emphasize that $\varepsilon$ can be heavy-tailed, and not have any moment beyond it’s expectation.

(iii) The error distribution $\varepsilon$ satisfies Assumption A (7) with parameters $C$ and $L$.

Assumption A pertains to the local growth of $F_0, F_1$ around zero—we will assume throughout that $C$ and $L$ are known to the statistician. Such local growth conditions are standard in the quantile regression literature and are quite mild (see Remark 5 for further discussion of this point).

The set of distributions $\mathcal{D}(C, L)$ form the data generating model or the parameter space. In other words, we assume that there is one distribution in $\mathcal{D}(C, L)$ which generates the i.i.d sequence $\{(X_i, Y_i(0), Y_i(1)) : i \geq 1 \}$. Given any two functions $F_0, F_1$, denote

$$F_*(x) = \max\{F_0(x), F_1(x)\}.$$  

We wish to design a policy $\pi$ which performs “optimally”.

To make sense of this, define $\mathcal{F}_t = \sigma(\{X_i, Y_i(\cdot) : i \leq t\})$. A policy $\pi$ will refer to a scheme where $A_{t+1}$ is a $\{0, 1\}$-valued function measurable with respect to $\sigma(\mathcal{F}_t, X_{t+1})$. We compare any policy to the oracle-optimum policy, which knows the optimal arm for each context. The oracle optimum policy has expected payoff $\sum_{i=1}^{T} \mathbb{E}[F_*(X_i)]$, and thus we define

$$\text{Regret}_T(\pi) = \sum_{i=1}^{T} \mathbb{E}\left[ F_*(X_i) - Y_i(A_i) \right].$$

We design a policy $\pi^*$ which attains the optimal rate for the worst case regret (see Theorem 2 below for an informal statement). This policy can be thought of as a functional version of the Successive Elimination algorithm which is a standard Multi Armed Bandit algorithm (see Chapter 2 of Slivkins). We provide a very brief high level description of the optimal policy below. The full details of our policy are given in Section 2.1.
(i) The policy proceeds in epochs, and at each epoch, it forms confidence bands for the two isotonic conditional mean/median functions $F_0, F_1$.

(ii) After each epoch, based on the constructed bands, we isolate a part of the context space $\mathcal{X}$ where the bands are non-overlapping. In subsequent epochs, this part becomes a part of the exploitation region, and we draw the arm corresponding to the dominant estimate. The complement of this set remains in the exploration region.

The two main results about our policy $\pi^*$ are presented below informally. Our first theorem establishes that the policy $\pi^*$ is minimax rate optimal.

**Theorem 1 (Informal).** We have,

$$\max_{D \in \mathcal{D}(\tilde{C}, L)} \text{Regret}_T(\pi^*) \leq \tilde{O}(T^{2/3}),$$

where $\tilde{O}(\cdot)$ hides log-terms in $T$. Moreover, we have

$$\min_{\pi} \max_{D \in \mathcal{D}(\tilde{C}, L)} \text{Regret}_T(\pi) \geq \Theta(T^{2/3}).$$

In practice, the minimax criteria might be too conservative, and it might be possible to achieve substantially smaller worst case regret if the parameters $F_0, F_1$ are restricted to a subset of the parameter space. This naturally motivates the question of adaptation—is the policy $\pi^*$ optimal over certain simpler sub-classes?

Our next result establishes that the policy $\pi^*$ is adaptively minimax optimal over the sub-class of piecewise constant monotone functions. To this end, let us now define for any positive integer $k \geq 1$,

$$F_{[0,1]^k} = \{F : [0,1] \rightarrow \mathbb{R} : F \text{ monotone non-decreasing with } k \text{ constant pieces}, 0 \leq F(x) \leq 1 \}. \quad (2)$$

For each positive integer $k \geq 1$, the above defines a sub parameter space $\mathcal{D}(k)(\tilde{C}, L) \subset \mathcal{D}(\tilde{C}, L)$ where both the conditional mean functions $F_0, F_1 \in F_{[0,1]^k}$.

**Theorem 2 (Informal).** We have,

$$\max_{D \in \mathcal{D}(k)(\tilde{C}, L)} \text{Regret}_T(\pi^*) \leq \tilde{O}(\sqrt{kT}),$$

where $\tilde{O}(\cdot)$ hides log-terms in $T$. Moreover, we have

$$\min_{\pi} \max_{D \in \mathcal{D}(k)(\tilde{C}, L)} \text{Regret}_T(\pi) \geq O(\sqrt{kT}).$$

### 1.1 Confidence Bands for Isotonic Quantile Functions

We construct adaptive confidence bands for isotonic median functions at each epoch of our policy. Construction of such confidence bands is a statistical question of natural interest, and has been relatively unexplored in the existing literature. We develop novel, finite sample valid, optimally rate adaptive confidence bands for isotonic quantile (for a general quantile level $0 < \tau < 1$) regression with heavy tailed errors. This is one of our main technical contributions in this paper.

We first provide an informal glimpse of our confidence bands to whet the appetite of the reader. Suppose $f : [0,1] \rightarrow [0,1]$ is a nondecreasing/isotonic function. Consider the setting where $x_1, \ldots, x_n$ i.i.d Unif(0,1) and we observe $y_i = f(x_i) + \epsilon_i$. For a given $0 < \tau < 1$, $\epsilon_i$ are i.i.d with CDF $F$ with $F(0) = \tau$. This implies that the $\tau$ quantile of $y_i$ is $f(x_i)$. We sometimes refer to the $\epsilon$ variables as errors. We do not assume any tail decay/moment assumptions on the errors. Under this setting we consider the problem of deriving upper
and lower confidence bands for $f$; i.e. two data dependent functions $\hat{U}, \hat{L} : [0, 1] \rightarrow \mathbb{R}$ such that for a given coverage probability $\alpha$ we have

$$
\mathbb{P}(\hat{L}(x) \leq f(x) \leq \hat{U}(x) \ \forall x \in [0, 1]) \geq 1 - \alpha.
$$

Our confidence band method is based on the isotonic $\tau$ quantile estimator function $\hat{f}$. This estimator is defined as follows:

$$
\hat{f} = \arg\min_{f \in F([0, 1])} \sum_{i=1}^{n} \rho_{\tau}(y_i - f(x_i))
$$

where $\rho_{\tau} : \mathbb{R} \rightarrow \mathbb{R}$ is the piecewise linear convex function $x \rightarrow x(\tau - 1(x < 0))$. Note that the description above specifies the optimizer only on the design points. In fact, even on the design points, the definition is non-unique—our results are valid for any minimizer of this objective. Subsequently, we extrapolate the function to the interval $[0, 1]$ using a natural piecewise constant extrapolation scheme. This ensures that the final estimate $\hat{f}$ is piecewise constant. Informally, the confidence band we propose in this paper takes the following form:

$$
[\hat{L}(x), \hat{U}(x)] = \left[\hat{f}(x) - \frac{q_{\alpha}\sqrt{\log n}}{\sqrt{x - \hat{l}(x)}}, \hat{f}(x) + \frac{q_{\alpha}\sqrt{\log n}}{\sqrt{\hat{u}(x) - x}}\right]
$$

where $[\hat{l}(x), \hat{u}(x)]$ is the constant piece of $\hat{f}$ containing $x$. In the above display, $q_{\alpha}$ is a specific number only depending on $\hat{C}, \hat{L}$ and thus is pivotal for a given parameter space $D(\hat{C}, \hat{L})$.

The confidence band above is meant to provide an initial glimpse into our band construction. It is morally correct but is not entirely accurate as our construction involves additional details. In the actual construction, we first fit the isotonic quantile estimator $\hat{f}$ on the design points. This fit is non-decreasing, and thus piecewise constant. We use the recipe described above to construct the confidence bands on the design points. However, we have to modify the construction at design points which lie near the edge of the constant blocks in the estimated $\hat{f}$. This modification is needed to ensure the finite sample validity of the confidence bands in the presence of heavy-tailed errors. Finally, the band is extended to the interval $[0, 1]$ using a natural piecewise-constant, monotonic extension. The full details are given in Section 3.1.

The following result collects our main theoretical guarantees regarding the confidence band.

**Theorem 3 (Informal).** The confidence band functions $L, U$ satisfy the following two properties:

- **Finite Sample Coverage:** We have $P(L(x) \leq f(x) \leq U(x) \ \forall x \in [0, 1]) \geq 1 - \alpha$.

- **Adaptive Rate Optimal Width:** If $Z \sim \text{Unif}(0, 1)$ is a new test point independently drawn from the training data $\{x_i, y_i\}_{i=1}^{n}$; then we have

$$
\mathbb{E} \ (U(Z) - L(Z)) \leq \min\left\{ \frac{1}{n^{1/3}}, \sqrt{\frac{k}{n}} \right\}
$$

where $k$ is the number of constant pieces of the underlying true quantile function $f$.

### 1.2 Background and Comparisons with Existing Literature

(i) Contextual bandits — The contextual bandit problem is known to be a useful midway between the classical multi-armed bandit problem with iid rewards, and the adversarial bandit setting. Contexts are common in applications arising in clinical trials, e-commerce, finance etc., and this has motivated an extensive investigation into variants of the contextual bandit problem. We refer the interested reader to Chapter 8 of [46] for an introduction to this model and some classical results. The challenge of this problem is governed by the complexity of the conditional mean functions. Traditionally, one assumes a parametric form on the conditional means. Currently, there is an emerging line of work
which studies bandit problems with “high-dimensional” contexts (see e.g. [1, 5, 10, 34, 42, 52]). These developments exploit recent advances in high-dimensional statistics to design appropriate policies which are applicable in this setting.

Recently, there has been substantial interest in non-parametric contextual MAB problems, which impose weaker structural assumptions on the mean-reward functions. [43] formulated a non-parametric model for the contextual bandit problem with two arms, and assuming smoothness of the conditional response functions, characterized the minimax Regret in this setting. These results were generalized in [41] to the setting of $k$ arms. These results assumed that the conditional response functions were Holder smooth with index $\beta < 1$. Recently, [33] extended this result, and introduced a family of regret-optimal policies for any $\beta \in [1, \infty)$. Unfortunately, the optimal policies derived in these papers assume access to the true smoothness $\beta$ of the underlying conditional response functions. This is rarely true in practice; this prompts the question of adaptation. Is it possible to design policies that achieve the optimal regret, without explicit knowledge of the underlying smoothness? This question was explored in [28], who discovered that this is not possible in general. They established that the absence of adaptive policies arises from the non-existence of adaptive confidence sets in non-parametric regression under smoothness classes. Subsequently, they leveraged recent breakthroughs in non-parametric regression to establish that adaptive policies exist under additional self-similarity assumptions on the mean reward functions.

These existing works on nonparametric contextual bandits assume Holder smoothness of the mean reward functions. The corresponding problem assuming shape constraints on the mean reward functions such as monotonicity, convexity etc. has not been studied at all in the literature. Such shape constraints are arguably more natural than Holder smoothness constraints in several applications. This paper initiates a study of this problem. We establish that when the conditional mean reward functions are isotonic, there exist globally minimax rate optimal policies that adapt automatically to the sub-parameter space of piecewise constant functions. Such auto-adaptation phenomena are well-understood in the offline setting of nonparametric regression under isotonic constraints; see [12], [11], [29]. We exhibit that similar phenomena carry over to the online setting.

(ii) Bandits with heavy tails — In the multi-armed bandit literature, one typically assumes that the reward distributions are bounded and sub-gaussian. This assumption is restrictive in applications with heavy-tailed data, arising e.g. in financial applications. Another concern is with data corruptions. [9, 36] are early attempts at mitigating this problem. More recently, rapid progress has been achieved in combining recent advances in algorithmic high-dimensional robust statistics and online learning (see e.g. [3, 4, 13, 17, 35–37, 39, 45, 48, 53, 55]). This prompts us to consider heavy tailed noise in contrast to the usual subgaussian assumption.

(iii) Thresholding Bandits under shape constraints—Recently, [14] has initiated a study of the thresholding bandit problem under shape constraints on the mean-rewards of the arms. In this problem, one wishes to identify the arms with mean-rewards above a certain level. This problem is more closely related to the Multi-armed Bandit problem, and the corresponding insights do not seem directly related to the problem studied in this paper.

(iv) Isotonic Quantile regression — The Isotonic Least Squares Estimator (LSE) has a long history in Statistics and has been thoroughly studied from several aspects, see Section 2.1 of [24] for a textbook reference. The Isotonic Quantile Regression (IQR) estimator studied in this paper is the quantile version of the Isotonic LSE. The IQR estimator has been studied far less compared to its LSE counterpart. The IQR estimator appears to have been first proposed by [15]. Pointwise limiting behaviour of this estimator is known, with the cube root $O(n^{-1/3})$ asymptotic rate of convergence; see [2], [51]. Apart from this, nothing much else appears to have been established about the IQR estimator.

Coming to the question of constructing confidence bands in isotonic regression, there appears to be only a handful of papers in the literature giving rigorously valid confidence bands. A multi scale testing
based confidence band method was pioneered by [19] for shape constrained mean regression. This multiscale testing approach to build confidence bands was then generalized to shape constrained quantile regression; see [20] and [18]. More recently, [54] gives a confidence band method based on Isotonic LSE for mean regression.

Our confidence band method for an underlying isotonic quantile function is different from the multiscale testing based method of [19]. The main difference is that our band is based on the IQR estimator whereas the traditional bands are based on kernel estimators. Second, the confidence band of [19] is only valid asymptotically whereas our band is valid for finite samples. The bands in [19] also rely on Monte Carlo simulations which make it computationally heavier than our band which can be computed in \(O(n)\) time; see Remark 4.

The flavor of our band is more similar to the bands for isotonic regression given in [54]. Their bands, which are based on the Isotonic LSE, are also finite sample valid and use concentration inequalities (as do we) to construct the band; see Theorem 3 in [54]. However, since our band is based on the IQR estimator, our band is more robust to heavy tailed errors. In fact, the band given in [54] is valid only under sub gaussian errors. In comparison, our band remains valid even when the errors have no finite first moment like the Cauchy distribution.

A major point of difference in our analysis here with [19], [54] is that both do not give the rigorous adaptive width guarantee as in Theorem 3. To the best of our knowledge, such an adaptive width guarantee result for a isotonic confidence band method is new. Theorem 3 establishes that adaptive inference is possible for IQR and consequently adaptive estimation is also possible for IQR. To place Theorem 3 in context, it is necessary to mention that several recent papers have established an automatic adaptation property of Shape Constrained Least Squares Estimators; see the survey paper [26] and references therein. The main theme of this line of research is that the shape constrained LSE often automatically adapts (exhibiting faster rates of convergence) to certain kinds of sparsity in the parameter space without explicit regularization. For instance, asymptotic risk bounds are known for the Isotonic LSE; see [56], [12]. These bounds not only give the cube root rate of convergence of the Isotonic LSE for a global loss function like the mean squared error (MSE) but also establish a near parametric rate \(\tilde{O}(k/n)\) rate of convergence of the same Isotonic LSE estimator when the true underlying function is piecewise constant with \(k\) pieces in addition to being monotone. This adaptivity of the shape constrained LSE estimator needs no external regularization which is why the adaptation is said to be automatic.

The automatic adaptation property of shape constrained LSE for estimation raises the following two questions.

- Do Shape Constrained Quantile Regression Estimators also enjoy adaptive estimation guarantees?
- Is Adaptive Inference also possible under Shape Constraints? For example, does the width of the confidence intervals/bands based on shape constrained estimators adapt?

The two questions above appear to be largely open research directions for general shape constraints. Theorem 3 makes a new contribution to the isotonic regression literature by answering the above two questions in the affirmative in the setting of univariate isotonic regression.

(v) Using Local Information for Inference—The form of our confidence bands bears some similarities to the recent work of [16]. They consider the problem of pointwise inference for an isotonic mean function at a given point \(x \in [0, 1]\) say. They construct an asymptotically valid confidence interval for \(f(x)\) which is of the form

\[
I = \left[ \hat{f}(x) - q_\alpha \frac{\sigma}{\hat{w}(x)}, \hat{f}(x) + q_\alpha \frac{\sigma}{\hat{w}(x)} \right]
\]  

(4)

where \(\hat{f}\) is the isotonic LSE function (which is piecewise constant by nature), \(\hat{w}(x)\) is the length of the constant piece of \(f\) containing \(x_0\) and \(q_\alpha\) is the \(1-\alpha\) quantile of a pivotal distribution which is related to
We fit a separate isotonic regression on each of the datasets $f(x) - f(x)$ is known from classical results in shape constrained regression literature (see Section 4 in [27] and references therein) and these results can obviously be used to derive asymptotic confidence intervals for $f(x)$. However, the asymptotic confidence interval constructed following this classical approach would involve several nuisance parameters. In contrast, the new approach in [16] does not suffer from this issue.

In our setting, we require confidence bands and not just confidence intervals for a single point $x_0 \in [0, 1]$. We also require finite sample coverage since we are interested in applications to Contextual Bandits. Moreover, we base our confidence band on the IQR estimator and not the Isotonic LSE. Despite these differences, the similarity here is in the fact that both their confidence interval and our confidence bands use information about the random interval which is the constant piece containing $x$ in the piecewise constant estimators Isotonic LSE and IQR. Note that compared to (4), our band uses the additional information about the position of $x$ within $[\hat{l}(x_0), \hat{u}(x)]$ and not just its length $\hat{w}(x) = \hat{u}(x) - \hat{l}(x)$. The fact that by using this slightly more detailed information one may obtain confidence bands has not been explicitly realized in the shape constrained regression literature so far.

(vi) Computation— It is well known that the Isotonic LSE estimator can be computed by the Pooled Adjacent Violators Algorithm (PAVA) in $O(n)$ time; see [38] and references therein. Versions of the PAVA algorithm exist for the Isotonic Median estimator which can be computed in $O(n \log n)$ time; see [47]. It has recently been established that the Isotonic Quantile Regression estimator (for a general quantile $\tau$) can be computed in $O(n \log n)$ time by dynamic programming; see [31]. This implies that our entire confidence band can actually be computed in $O(n \log n)$ time; see Remark 4.

Notation: Throughout this paper, we use the standard Landau notation $O(\cdot)$, $o(\cdot)$, and $\Theta(\cdot)$ for asymptotics. We say that $a_n \preceq b_n$ if there exists some constant $C > 0$ such that $\limsup a_n / b_n \leq C$. Sometimes, we abuse notation, and use $\preceq$ to also drop polylog factors. We use $C, C'$ as universal constants throughout the paper—these will be positive constants independent of the problem parameters. The precise constants $C, C'$ will change from line to line.

Outline: The rest of the paper is structured as follows. We describe our policy and collect our main result on its worst case regret in Section 2. We describe our confidence band construction and the related guarantees in Section 3. Section 4 discusses some complements to our main results, and collects some directions for follow up research. In Section 5, we collect some numerical simulations exploring the finite sample performance of our confidence bands. Finally, Section 6 contains the proofs of the main results.

2 Policy Description and Regret Bounds

2.1 Policy

We introduce a policy $\pi^*$ for our problem for a horizon of $T$ rounds. The policy proceeds in epochs, and in epoch $i$, we observe $N_i$ new datapoints. We set $N_1 = \lceil \sqrt{T} \rceil$ and $N_{i+1} = 2N_i$ for $i > 1$. We leave it implicit that the last epoch is potentially of a smaller size. This means that the total number of epochs $K$ is at most $\log_2(1 + \frac{T}{N_1}) - 1$. Also, set $\alpha_T = T^{-2}$. We describe the epochs of this policy concretely below.

Epoch 1: We observe $N_1$ datapoints. Denote the corresponding contexts as $X_1, \ldots, X_{N_1} \sim \text{Unif}(0, 1)$ iid random variables. At this point, we have no information, so we sample the arms $\{A_l : 1 \leq l \leq N_1\}$ iid uniform from $\{0, 1\}$, and we observe the corresponding outcomes $Y_l(A_l)$. We define

$$S_j^{(1)} = \{l \in [N_1] : A_l = j, \ j = 0, 1\}.$$

We fit a separate isotonic regression on each of the datasets $\{X_l, Y_l(A_l)\}_{l \in S_j^{(1)}}$ for $j \in \{0, 1\}$, and construct $1 - \alpha_T$ confidence bands $U_j^{(1)}$ and $L_j^{(1)}$ for $j \in \{0, 1\}$. At this point, we will be able to determine the optimal
Finally, we set arm in certain parts of the space. To this end, we define the sets
\[
\text{Cert}_0^{(1)} = \{ x \in [0, 1] : L_0^{(1)}(x) > U_1^{(1)}(x) \},
\]
\[
\text{Cert}_1^{(1)} = \{ x \in [0, 1] : L_1^{(1)}(x) > U_0^{(1)}(x) \}.
\]
Finally, we set \( \text{Unc}^{(1)} = [0, 1] \cap [\text{Cert}_0^{(1)} \cup \text{Cert}_1^{(1)}]^c \). This completes the operations in Epoch 1.

**Epoch 2:** We observe \( N_2 \) new observations—denote the corresponding contexts as \( X_{N_1+1}, \ldots, X_{N_1+N_2} \). We proceed in the following steps:

- If \( X_{N_1+i} \in \text{Cert}_j^{(1)} \) for \( j \in \{0, 1\} \), we pull arm \( j \) and observe \( Y_{N_1+i}(j) \). If \( X_{N_1+i} \in \text{Unc}^{(1)} \), pull the arm \( A_{N_1+i} \) iid uniform from \{0, 1\}.
- We define for \( j \in \{0, 1\} \),
  \[
  S_j^{(2)} = \{ l \in [N_1 + 1, N_2] : X_l \in \text{Unc}^{(1)}, A_l = j \}.
  \]
- We fit a separate isotonic regression on each of the datasets \( \{ X_l, Y_l(A_l) \}_{l \in S_j^{(2)}} \) for \( j \in \{0, 1\} \), and construct \( 1 - \alpha_T \) confidence bands \( U_j^{(2)}(x) \) and \( L_j^{(2)}(x) \) for \( j \in \{0, 1\} \).
- At this point, we have identified an additional part of the context space where one of the arms dominates. We define the sets
  \[
  \text{Cert}_0^{(2)} = \{ x \in \text{Unc}^{(1)} : L_0^{(2)}(x) > U_1^{(2)}(x) \},
  \]
  \[
  \text{Cert}_1^{(2)} = \{ x \in \text{Unc}^{(1)} : L_1^{(2)}(x) > U_0^{(2)}(x) \}.
  \]
Finally, we set \( \text{Unc}^{(2)} = \text{Unc}^{(1)} \cap [\text{Cert}_0^{(2)} \cup \text{Cert}_1^{(2)}]^c \). This completes the operations in Epoch 2.

**Epoch \( i \):** For notational convenience, for \( m \geq 1 \), we set \( \tilde{N}_m = \sum_{k=1}^{m} N_k \). At this step, we observe \( N_i \) new observations—we denote the corresponding contexts as \( X_{N_{i-1}+1}, \ldots, X_{N_i} \). We proceed as follows:

- If \( X_{N_{i-1}+l} \in \bigcup_{m=1}^{i-1} \text{Cert}_j^{(m)} \) for \( j \in \{0, 1\} \), we pull arm \( j \) and observe \( Y_{N_{i-1}+l}(j) \). If \( X_{N_{i-1}+l} \in \text{Unc}^{(i-1)} \), pull the arm \( A_{N_{i-1}+l} \) iid uniform from \{0, 1\}.
- We define for \( j \in \{0, 1\} \),
  \[
  S_j^{(i)} = \{ l \in [N_{i-1} + 1, N_i] : X_l \in \text{Unc}^{(i-1)}, A_l = j \}.
  \]
- Fit isotonic regressions separately to the datasets \( \{ X_l, Y_l(A_l) \}_{l \in S_j^{(i)}} \) for \( j \in \{0, 1\} \), and construct \( 1 - 2\alpha_T \) confidence bands \( U_j^{(i)}(x) \) and \( L_j^{(i)}(x) \) for \( j \in \{0, 1\} \).
- At this point, we have identified an additional part of the context space where one of the arms dominates. We define the sets
  \[
  \text{Cert}_0^{(i)} = \{ x \in \text{Unc}^{(i-1)} : L_0^{(i)}(x) > U_1^{(i)}(x) \},
  \]
  \[
  \text{Cert}_1^{(i)} = \{ x \in \text{Unc}^{(i-1)} : L_1^{(i)}(x) > U_0^{(i)}(x) \}.
  \]
Finally, we set \( \text{Unc}^{(i)} = \text{Unc}^{(i-1)} \cap [\text{Cert}_0^{(i)} \cup \text{Cert}_1^{(i)}]^c \). This completes the operations in Epoch \( i \).

**Remark 1.** Note that for any epoch \( i \geq 1 \), we have \( \text{Unc}^{(i)} \subseteq \text{Unc}^{(i-1)} \). Also, note that the two sets \( \bigcup_{j=1}^{i} [\text{Cert}_0^{(j)} \cup \text{Cert}_1^{(j)}] \) and \( \text{Unc}^{(i)} \) are disjoint and their union is the whole of the context space \([0, 1]\).

**Remark 2.** At each step, the policy moves certain sub-intervals between consecutive datapoints from \( \text{Unc}^{(i-1)} \) to \( \bigcup_{j=1}^{i} \text{Cert}_j^{(j)} \cup \text{Cert}_1^{(j)} \). As a result, note that the set \( \text{Unc}^{(i)} \subseteq [0, 1] \) is a union of finite disjoint intervals for all \( i \geq 1 \). Another way to explain this is our confidence band functions are piecewise constant with finite number of pieces and hence at every epoch \( i \), the set \( \text{Cert}^{(i)} \) remains a finite union of intervals.
2.2 Regret Analysis

The following result is our main regret bound on the policy $\pi^*$ described in Section 2.1.

**Theorem 4.** There exists an absolute constant $C > 0$ such that

$$\max_{D \in D(C,L)} \text{Regret}_T(\pi^*) \leq CT^{2/3}(\log T)^{3/2}, \quad \max_{D \in D^{(k)}(C,L)} \text{Regret}_T(\pi^*) \leq C(\sqrt{k} + 1)\sqrt{T}(\log T)^2.$$  

The following lemma shows that our policy $\pi^*$ attains minimax rate optimal regret.

**Lemma 1.** There exists a universal constant $c > 0$ such that for all integer $k \geq 1$

$$\min_{\pi} \max_{D \in D(C,L)} \text{Regret}_T(\pi) \geq cT^{2/3}, \quad \min_{\pi} \max_{D \in D^{(k)}(C,L)} \text{Regret}_T(\pi) \geq c\sqrt{kT}.$$

2.2.1 Overview of regret upper bound

We now give a sketch of the proof of Theorem 4 which bounds the regret of our policy $\pi^*$. This sketch is presented for the convenience of the reader and is meant to convey the essence of our proof strategy for bounding the regret of our policy. The complete proof is deferred to Section 6.1.

First, we decompose our total regret into regrets $\{R_i : 1 \leq i \leq K\}$ incurred during each of the $K$ epochs as below:

$$\text{Regret}_T(\pi^*) = \sum_{i \in [K]} R_i = \sum_{i \in [K]} \sum_{l = N_{i-1}}^{N_i} \mathbb{E}[F_* - F_{A_i}(X_i)],$$

where the last equality follows by taking the expectation of $Y_l(A_l)$ given the past and $A_l$.

We now fix an epoch $i \in [K]$ and $l \in [N_{i-1} + 1, N_i]$ and bound $\mathbb{E}[F_* - F_{A_i}(X_i)]$.

- Step 1: Define the event $G_{i-1} = \cap_{j=0}^{1} \{U_j^{(i-1)}(x) \geq F_j(x) \geq L_j^{(i-1)}(x) \ \forall x \in [0,1]\}$.

In words, $G_{i-1}$ is the event that the confidence bands formed for $F_0, F_1$ after epoch $i - 1$ actually cover $F_0, F_1$. Since $\alpha_T = T^{-2}$ the event $G_{i-1}$ has small enough probability so that we can ignore it and hence it suffices to bound

$$\mathbb{E}[F_* - F_{A_i}(X_i)]1(G_{i-1}) = \mathbb{E}[F_* - F_{A_i}(X_i)]1(G_{i-1})1(X_i \in \text{Unc}^{(i-1)})$$

where the last equality follows because the events $\{X_i \notin \text{Unc}^{(i-1)}\}$ and $G_{i-1}$ imply $F_* - F_{A_i}(X_i)$. Now it can be further shown that

$$[F_* - F_{A_i}(X_i)]1(G_{i-1})1(X_i \in \text{Unc}^{(i-1)}) \leq \mathbb{E}[(U_1^{(i-1)}(X_i) - L_1^{(i-1)}(X_i)) + (U_0^{(i-1)}(X_i) - L_0^{(i-1)}(X_i))]1(G_{i-1})1(X_i \in \text{Unc}^{(i-1)})$$

This follows because $\{X_i \in \text{Unc}^{(i-1)}\}$ implies the two confidence intervals at $X_i$ overlap and $G_{i-1}$ ensures the true function values $F_0(X_i), F_1(X_i)$ are inside their respective confidence intervals; see the justification after (18) in the full proof.

The main takeaway from the last display is that to bound $\mathbb{E}[(U_1^{(i-1)}(X_i) - L_1^{(i-1)}(X_i))1(X_i \in \text{Unc}^{(i-1)})]$ it is enough to bound the term

$$\mathbb{E}[U_1^{(i-1)}(X_i) - L_1^{(i-1)}(X_i)]1(X_i \in \text{Unc}^{(i-1)})$$

as the other term involving $(U_0^{(i-1)}(X_i) - L_0^{(i-1)}(X_i))$ can be bounded similarly.
• Step 2: Now note that the band functions \( U_1^{(i-1)} \), \( L_1^{(i-1)} \) are built out of the data points in \( S_1^{(i-1)} \). Throughout this step, we will argue after conditioning on all the events till epoch \( i - 2 \). Even though the number of points \( |S_1^{(i-1)}| \sim \text{Bin}(N_{i-1}, \text{Leb}(\text{Unc}^{(i-2)})) \) is random; for this proof sketch we will pretend that \( |S_1^{(i-1)}| \) is deterministic and equals \( N_{i-1}\text{Leb}(\text{Unc}^{(i-2)}) \) which is the mean of a \( \text{Bin}(N_{i-1}, \text{Leb}(\text{Unc}^{(i-2)})) \) random variable. This is justified in the main proof using an appropriate tail bound for a Binomial random variable and by considering the two cases where \( \text{Leb}(\text{Unc}^{(i-2)}) \) is small and large separately. Furthermore, we observe that each of the context points in \( S_1^{(i-1)} \) is distributed as \( \text{Unif}(\text{Unc}^{(i-2)}) \).

Now let us write the trivial upper bound

\[
\mathbb{E}[(U_1^{(i-1)}(X_i) - L_1^{(i-1)}(X_i))]1(X_i \in \text{Unc}^{(i-1)}) \leq \mathbb{E}[(U_1^{(i-1)}(X_i) - L_1^{(i-1)}(X_i))]1(X_i \in \text{Unc}^{(i-2)}).
\]

The advantage of writing the above trivial display is that now we recognize that we can upper bound the R.H.S in the last display by using Proposition 1, which is our main result on the average width of our confidence bands.

By setting \( A = \text{Unc}^{(i-2)}, n = N_{i-1}\text{Leb}(\text{Unc}^{(i-2)}) \) and \( Z = X_i \) in (11) of Proposition 1 all of whose conditions are met, we can deduce that

\[
\mathbb{E}[(U_1^{(i-1)}(X_i) - L_1^{(i-1)}(X_i))]1(X_i \in \text{Unc}^{(i-1)}) \leq \text{Leb}(\text{Unc}^{(i-2)}) \min\{[N_{i-1}\text{Leb}(\text{Unc}^{(i-2)})]^{-1/3}, K^{1/2}[N_{i-1}\text{Leb}(\text{Unc}^{(i-2)})]^{-1/2}\} \leq \min\{N_{i-1}^{-1/3}, K^{1/2}N_{i-1}^{-1/2}\}
\]

where in the first inequality we have used the \( \lesssim \) symbol to ignore logarithmic and constant factors and negligible terms and in the last inequality we have used the trivial bound \( \text{Leb}(\text{Unc}^{(i-2)}) \leq 1 \).

• Step 3: We now bring everything together in this step. Since \( (X_i, A_i) \) are i.i.d within epoch \( i \) we can simply sum the last display in the previous step \( N_i \) times to obtain

\[
R_i = \mathbb{E} \sum_{t=N_{i-1}+1}^{N_i} \mathbb{E}[F_\ast(X_t) - F_{A_t}(X_t)] \lesssim N_i \min\{N_{i-1}^{-1/3}, K^{1/2}, N_{i-1}^{-1/2}\} \leq 2 \min\{N_{i-1}^{2/3}, K^{1/2}, N_{i-1}^{1/2}\}
\]

where we have used the fact that \( N_i \leq 2N_{i-1} \) which further implies \( N_i = 2^{i-1}N_1 \) for \( i \in [K] \).

Now we can sum the last display over all \( i \in [K] \) to finally obtain

\[
\text{Regret}_T(\pi^\ast) \lesssim \sum_{i \in [K]} \min\{N_1^{2/3}2^{2i/3}, K^{1/2}N_1^{1/2}2^{i/2}\} \lesssim \min\{N_1^{2/3}2^{2K/3}, K^{1/2}N_1^{1/2}2^{K/2}\} \lesssim \min\{T^{2/3}, K^{1/2}T^{1/2}\}
\]

where the last inequality follows because \( K \leq \log_2(1 + \frac{T}{N_1}) - 1 \). This finishes our proof sketch.

### 3 Confidence Bands for Isotonic Quantile Functions

In this section we explain our confidence band construction and the associated results. The readers can treat this as an independent section. Consider the sequence model

\[
y_i = \theta_i^* + \epsilon_i,
\]

where \( \epsilon_i \sim F \) are iid. Throughout, we assume that the sequence \( \theta^* = (\theta_i^*)_{i=1}^n \in \mathcal{M} \), where \( \mathcal{M} \) is the set of bounded isotonic sequences

\[
\mathcal{M} = \{\theta \in \mathbb{R}^n : 0 \leq \theta_1 \leq \cdots \leq \theta_n \leq 1\}.
\]
Remark 3. The assumption that \( \theta^* \) has entries in \([0, 1]\) is important in our analysis. However the specific bounds 0 and 1 are arbitrary, and can be easily replaced by any two known real numbers \( a \) and \( b \).

For any random variable \( X \) and \( \tau \in (0, 1) \), we define \( q \) to be a \( \tau \)-quantile so that

\[
\mathbb{P}[X < q] \leq \tau \leq \mathbb{P}[X \leq q].
\]

An equivalent way to define a \( \tau \)-quantile of \( X \) is

\[
q = \arg\min_{a \in \mathbb{R}} \mathbb{E} \rho_\tau(X - a)
\]

where \( \rho_\tau : \mathbb{R} \to \mathbb{R} \) is the piecewise linear convex function \( x \to x(\tau - 1(x < 0)) \). For any finite set of numbers \( \{z_1, \cdots, z_n\} \), we use \( \tau(z_{1:n}) \) to denote any \( \tau \)-quantile of the empirical distribution of this set.

We assume that the error distribution \( F \) has a unique \( \tau \) quantile equal to 0. For notational convenience, we denote this henceforth as \( \tau(F) = 0 \). This implies that the unique \( \tau \) quantile sequence of \( y \) is \( \theta^* \). Estimation of the true \( \tau \) quantile sequence \( \theta^* \) based on the sequence \( y \) is a natural problem in this context.

3.1 Band Construction

We describe our band construction procedure in detail in this section. Our algorithm takes as input two constants \( \Gamma_1, \Gamma_2 \) and the data vector \( y \in \mathbb{R}^n \) and outputs two sequences \( \hat{\theta}^u, \hat{\theta}^l \). The sequences \( \hat{\theta}^u, \hat{\theta}^l \) correspond to the upper/lower confidence bands for the true sequence \( \theta^* \). We refer to this algorithm as the \( BAND(\Gamma_1, \Gamma_2) \) algorithm.

(i) Compute the isotonic \( \tau \) quantile estimator \( \hat{\theta} \) defined in (6).

(ii) For \( 1 \leq i \leq n \), let \( \hat{l}_i = \min\{k : \hat{\theta}_k = \hat{\theta}_i\} \) and \( \hat{u}_i = \max\{k : \hat{\theta}_k = \hat{\theta}_i\} \). In words, \( \hat{l}_i, \hat{u}_i \) are the left and right endpoints of the constant piece of \( \hat{\theta} \) containing \( i \).

(iii) Define the random set \( \hat{G} \subset [n] \) as follows:

\[
\hat{G} = \{i \in [n] : \min\{\hat{u}_i - i + 1, i - \hat{l}_i + 1\} \geq \Gamma_2 \log n\}.
\]

(iv) Take any \( i \in \hat{G} \). Define

\[
\hat{\theta}_i^{(u)} = \min \left\{ \hat{\theta}_i + \frac{\Gamma_1 \sqrt{\log n}}{\sqrt{\hat{u}_i - i + 1}}, 1 \right\}.
\]

Also define

\[
\hat{\theta}_i^{(l)} = \max \left\{ \hat{\theta}_i - \frac{\Gamma_1 \sqrt{\log n}}{\sqrt{i - \hat{l}_i + 1}}, 0 \right\}.
\]

This completes the definition of \( \hat{\theta}^{(u)}, \hat{\theta}^{(l)} \) on \( \hat{G} \).
(v) Now take any $i \in \hat{G} = [n] - \hat{G}$. Define the integer $\hat{k}_u(i) = \min\{j \in [n] : j \in \hat{G}, j > i\}$ which is well defined if the set \{j $\in \hat{G}, j > i$\} is non empty. By definition, $\hat{k}_u(i) \in \hat{G}$. In this case, define

$$\hat{\theta}^{(u)}_i = \hat{\theta}^{(u)}_{\hat{k}_u(i)}.$$

Otherwise, if the set \{j $\in \hat{G}, j > i$\} is empty, define $\hat{\theta}^{(u)}_i = 1$.

Similarly, define the integer $\hat{k}_l(i) = \max\{j \in [n] : j \in \hat{G}, j < i\}$ which is well defined if the set \{j $\in \hat{G}, j < i$\} is non empty. Again note that $\hat{k}_l(i) \in \hat{G}$. In this case, define

$$\hat{\theta}^{(l)}_i = \hat{\theta}^{(l)}_{\hat{k}_l(i)}.$$

Otherwise, if the set \{j $\in \hat{G}, j < i$\} is empty, define $\hat{\theta}^{(l)}_i = 0$.

(vi) The band sequences $\hat{\theta}^{(l)}, \hat{\theta}^{(u)}$ defined so far need not be monotonic. We perform a final post-processing step to ensure that the constructed bands are monotonic. Specifically, for the upper confidence band, we perform a backward pass through $\hat{\theta}^{(u)}$ and set $\hat{\theta}^{(u)}_i = \hat{\theta}^{(u)}_{\hat{k}_u(i)}$ if $\hat{\theta}^{(u)}_{\hat{k}_u(i)} > \hat{\theta}^{(u)}_{\hat{k}_u(i)+1}$. The operation on the lower bound is similar. Note that this final step conserves the coverage properties of the constructed set, and cannot increase the average width of the confidence band.

**Remark 4.** The estimator $\hat{\theta}$ can be seen as a solution of a linear program and hence can be computed efficiently. In fact, it can be computed in near linear $O(n \log n)$ time as shown in [31]. Since $\hat{\theta}$ can be computed in near linear time and all the operations decreed after (i) can be performed in $O(n)$ time, it is clear from the above construction that the band functions $\hat{\theta}^{(l)}, \hat{\theta}^{(u)}$ can also be computed in $O(n \log n)$ time.

### 3.2 Validity and Width of the Confidence Bands

To state our formal guarantees on the coverage properties of the confidence band introduced in the last section, we need a “local growth” assumption on the error distribution $F$. This is a standard assumption in the quantile regression literature.

**Assumption A:** There exist constants $L, \tilde{C} > 0$ such that

$$|F(t) - F(0)| > \tilde{C}t \text{ for } t \in [-L, L]. \quad (7)$$

**Remark 5.** Assumption A is implied by a standard assumption in the quantile regression literature which assumes that the density (w.r.t lebesgue measure) of the errors is lower bounded by a positive number in a neighborhood of the relevant quantile; see condition 2 in [30] and condition D.1 in [7]. The above assumption ensures that the quantile of $y_i$ is uniquely defined and there is a uniformly linear growth of the CDF around a neighborhood of the quantile. An assumption of such a flavor (making the quantile uniquely defined) is clearly going to be necessary. We think this is a mild assumption on the distribution of $y_i$ as this should hold for most realistic error distributions. For example, if the errors are i.i.d draws from any density with respect to the Lebesgue measure that is bounded away from zero on any compact interval then our assumption will hold. In particular, no moment assumptions are being made on the distribution of the errors.

The next result establishes that upon suitable choice of the parameters $\Gamma_1, \Gamma_2$, the constructed bands enjoy finite sample coverage property.

**Theorem 5.** Suppose Assumption A holds. Fix a confidence level $0 \leq \alpha \leq 1$. $\Gamma_1, \Gamma_2$ are inputs to the BAND($\Gamma_1, \Gamma_2$) algorithm chosen in the following way: Choose $\Gamma_1 > 0$ large enough satisfying

$$2 \log 3 \left(\tilde{C}^2 \Gamma_1^2 - 1\right) \geq \log \frac{1}{\alpha} \quad (8)$$
and then choose $\Gamma_2 > 0$ large enough satisfying
\[
\frac{\Gamma_1}{\sqrt{\Gamma_2}} \leq L.
\] (9)

Then the following finite sample coverage guarantee holds for the output of the BAND($\Gamma_1, \Gamma_2$) algorithm $\hat{\theta}^l, \hat{\theta}^u \in \mathbb{R}^n$,
\[
P\left[\hat{\theta}^l_i \leq \theta^*_i \leq \hat{\theta}^u_i \ \forall i \in [n]\right] \geq 1 - \alpha.
\]

Our next theorem gives an adaptive bound to the average width of our confidence band.

**Theorem 6.** There exists a universal constant $C > 0$ (independent of the problem parameters) such that the outputs $\hat{\theta}^l, \hat{\theta}^u \in \mathbb{R}^n$ satisfy
\[
\max\left\{E\sum_{i=1}^{n}(\hat{\theta}_{j}^{(u)} - \hat{\theta}_{j})_i, E\sum_{i=1}^{n}(\hat{\theta}_{j} - \hat{\theta}_{j}^{(l)})_i\right\} \leq C\left(\Gamma_1 \min\{n^{2/3} \sqrt{\log n}, \sqrt{\log \log n}\} + \Gamma_2 \log n \min\{n^{1/3}, k \log n\}\right),
\]
where $k$ denotes the number of constant pieces of the true quantile sequence $\theta^*$.

**Remark 6.** It is easy to see that the above result implies a bound scaling like $O(\min\{n^{-1/3}, k^{1/2}n^{-1/2}\})$ on $\frac{1}{n} \sum_{i=1}^{n}(\hat{\theta}_{j}^{(u)} - \hat{\theta}_{j}^{(l)})$ where we can interpret $\frac{1}{n} \sum_{i=1}^{n}(\hat{\theta}_{j}^{(u)} - \hat{\theta}_{j}^{(l)})$ as the average width of our confidence band. Such an automatic adaptive inference result appears to be new. The above inference result also implies adaptive estimation rates for the Isotonic Quantile Regression (IQR) estimator which was also not established before to the best of our knowledge.

### 3.3 Confidence bands: discrete to continuum

We extend our confidence bands from the sequence model to the random design setting. Fix any positive integer $n$ and $0 < \alpha < 1$. Given any sequence of data points $\{x_i, y_i\}_{i=1}^{n} \in ([0, 1] \times \mathbb{R})^n$ we will now define two functions $U^o_{[x_i, y_i]} : [0, 1] \to \mathbb{R}$ and $L^o_{[x_i, y_i]} : [0, 1] \to \mathbb{R}$ which will play the role of $1 - \alpha$ confidence bands for an underlying non decreasing regression function. To avoid notational burden we will often drop the superscript and the subscripts and just refer to the functions as $U, L$. It is to be understood from the context that they are a function of the set of data points and $\alpha$.

Let $x(j)$ be the $j$th order statistic of $\{x_i\}_{i=1}^{n}$. Let $y(j)$ denote the entry of $\{y_i\}_{i=1}^{n}$ which corresponds to $x(j)$. Let $v \in \mathbb{R}^n$ such that
\[v_j = y(j).
\]

Now let $u, l \in \mathbb{R}^n$ be the outputs of the BAND($\Gamma_1, \Gamma_2$) algorithm applied to the input vector $v$ where $\Gamma_1, \Gamma_2$ satisfy (8) and (9).

For any $j \in [n]$, define
\[U(x(j)) = u_j, \quad L(x(j)) = l_j.
\]

This defines $U, L$ at the design points $\{x_i\}_{i=1}^{n}$. To define $U, L$ at other points we simply do a piece-wise constant interpolation as follows. For a general $x \in [0, 1]$, define $x^+ = \min x_i : x_i \geq x$. If the defining set above is empty, define $x^+ = 1$. Similarly, define $x^- = \max x_i : x_i \leq x$. If the defining set above is empty, define $x^- = 0$. Now for any $x \in [0, 1]$, define $U(x) = U(x^+)$ and $L(x) = L(x^-)$. Note that by definition, $U(x) \geq L(x)$ for all $x \in [0, 1]$ and $U(x), L(x)$ are both non decreasing functions.

**Proposition 1.** (Coverage and Average Width of Confidence Band) Let $A \subset [0, 1]$ be a finite disjoint union of intervals and $n$ be any positive integer. Let $x_1, \ldots , x_n$ be $n$ i.i.d samples from $\text{Unif}(A)$. Let $y_i = f(x_i) + \epsilon_i$, $f \in F_{[0,1]}$ and $\epsilon_i \sim F$ are iid. Suppose the error distribution $F$ satisfies $\tau(F) = 0$ and Assumption A (7).
Let \( U = U^\alpha \{ (x_i, y_i) \}_{i=1}^n \) and \( L = L^\alpha \{ (x_i, y_i) \}_{i=1}^n \) denote the corresponding confidence band functions. Then the following confidence statement holds:

\[
P( L(x) \leq f(x) \leq U(x) \; \forall x \in [0, 1] ) \geq 1 - \alpha.
\] (10)

Moreover, let \( Z \sim \text{Unif}(0, 1) \) be independent of \( \{ (x_i, y_i) \}_{i=1}^n \). Then the following average confidence width bound holds:

\[
E[ (U(Z) - L(Z)) \mathbb{1}(Z \in A) ] \leq \text{Leb}(A) \left[ \log n \cdot b_n + r_n \right],
\] (11)

Here \( b_n \) (defined below) is the same as what appears in the bound (R.H.S in Theorem 6) (except that the precise value of \( C \) may be changed) on the average width of the confidence band in the sequence model setting.

\[
b_n = C \left( \Gamma_1 \min\{ n^{2/3} \sqrt{\log n}, \sqrt{k n \log n} \} + \Gamma_2 \log n \min\{ n^{1/3}, k \log n \} \right),
\]

In the display above, \( k \) is the cardinality of the set \( \{ f(x) : x \in [0, 1] \} \) which is either a positive integer or \( +\infty \). The additional term \( r_n \) in (11) is the following:

\[
r_n = C' \left( \frac{\log n}{n} + \frac{1}{n^2} \right),
\]

where \( C' \) is another universal constant independent of the problem parameters.

**Remark 7.** Proposition 1 essentially guarantees a similar bound on the average width of our confidence band in the random design setting as that guaranteed by Theorem 6 for the sequence model. This follows as \( r_n \) is a lower order term compared to \( b_n \).

We collect several remarks explaining some aspects of our confidence band results.

**Remark 8.** The coverage of our confidence band relies on Hoeffding’s inequality, and is therefore valid for any finite sample size.

**Remark 9.** The width of our band is rate optimal since the expected width scales like \( \tilde{O}(n^{-1/3}) \) which is the optimal rate of estimation for isotonic functions. Moreover, the width of our band is adaptive to piecewise constant structure. If the true \( \tau \) quantile function \( f \) is piecewise constant with \( k \) pieces, the width of our band scales like \( \tilde{O}(\sqrt{k/n}) \). Note that this adaptivity is automatic in the sense that there is no explicit regularization necessary to achieve the adaptive rate.

**Remark 10.** For the above theorem, we only require a mild restriction on \( F \); namely it satisfies assumption A in (7). In particular, no moment assumptions are required and Theorem 3 holds even when \( F \) is the Cauchy distribution.

**Remark 11.** To set \( \Gamma_1, \Gamma_2 \) satisfying (8) and (9) our confidence band algorithm needs to know local growth parameters \( \hat{C}, L \) (as in (7)) of the underlying error distribution \( F \). Of course, in practice we would not know the error distribution. However, setting valid values of \( \hat{C}, L \) so that the error distribution \( F \) satisfies assumption A should not be a problem for most realistic distributions \( F \). We can safely set \( L = 1 \) and a small enough value of \( \hat{C} \).

### 4 Discussions

Here we discuss a couple of naturally related matters.

(i) Our confidence band method is based on the Isotonic Quantile Estimator. One can alternatively use the Isotonic LSE, and construct an analogous confidence band. This construction would then be similar to the one proposed in [54]. We claim that our proof technique can be extended to prove validity and average width guarantee for this band (based on LSE) as well. We do not include the proof here.
because of space considerations. This would provide a very different proof of the validity of the band compared to that in [54]. The proof there uses a specific property of the Isotonic LSE called the NUNA (non increasing under neighbor averaging). This idea appears to be hard to generalize to the quantile setting. On the other hand, we find that our proof technique can be used both for the Isotonic LSE and the quantile estimator. It is also worth reiterating here that our adaptive bound guarantee on the average width appears to be the first one explicitly stated and proved for an isotonic or any other shape constrained confidence band.

The main reason for us analyzing the Isotonic Quantile Estimator is that we want our confidence band to be robust to heavy tailed errors. For errors with no moments like the Cauchy distribution, Isotonic LSE performs poorly in practice, see Figure 4.

(ii) Theorem 6 gives an adaptive bound on the average width of our confidence band in the sequence model. The main ingredient in the proof of Theorem 6 is Proposition 2 which bounds the average number of constant pieces of the Isotonic Quantile Estimator. This is one of the main technical contributions of this paper. A corresponding bound for the average number of constant pieces of the Isotonic LSE (when the errors are Gaussian) is known; see Theorem 1 in [40] and Theorem 4.2 in [6]. However, controlling the number of constant pieces for the Isotonic Quantile Estimator has not been attempted before and our bound is potentially of independent interest. At a high level, our proof technique adapts the general proof strategy of [40] to the non Gaussian and quantile setting. Essentially, we reduce the problem of bounding the number of pieces of the Isotonic Quantile Estimator to bounding the maxima of certain random walks with $\pm 1$ increments. We then prove the required bounds on the maxima of these random walks.

(iii) A natural question that arises as a follow up to our work is whether similar adaptive confidence bands and consequently policies with adaptive regret bounds can be constructed for multivariate isotonic regression and other shape constraints like convexity. The extension to higher dimensions for isotonic regression appears to not be straightforward. Constructing finite sample valid adaptive confidence band methodology for other shape constraints like convexity also appears to be an open problem. We leave these intriguing follow up questions for future research.

(iv) It is known in the Multi Armed Bandit literature that certain algorithms adapt to the gap between the means of the two arms. This gives instance dependent bounds and leads to logarithmic regret in easy problems when the gap between the means of the two arms is at least a constant; see [22] and references therein. One can ask the question whether the same phenomenon is possible for the Isotonic Contextual Bandits problem initiated in this paper and whether the policy proposed in this paper can exhibit logarithmic regret for certain easy problems. We again leave this question for future research.

5 Simulations

In this section, we collect some numerical experiments exploring the finite sample performance of our confidence bands. Our simulations are conducted in R. We fit the isotonic quantile regression functions using the R package **isotone**.

1. Figure 1: Consider $f(x) = x$ and $\theta^* = f(i/n)$ for $i \in 1, \ldots, n$. We generate a dataset with $n = 500$, and additive iid Gaussian errors with mean zero and standard deviation 0.1. We plot the data set, along with the isotonic median fit (in red) in the right pane. The left pane plots the true median sequence in black, and the confidence bands in red. For these simulations, we use $\Gamma_1 = 0.5$, $\Gamma_2 = 0.5$.

2. Figure 2: We consider the same setting as in Figure 1, except that we change the function $f(x)$ to a piecewise constant function $f(x) = 0.1 + 0.2 \cdot \lfloor 5x \rfloor$. 
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Figure 1: Gaussian data ($\sigma = 0.1$), $f(x) = x$, $n = 500$. The left pane plots the true median sequence $\theta^*$ (in \textcolor{black}{BLACK}) and the confidence bands in \textcolor{red}{RED}. The right pane plots the isotonic median fit in \textcolor{red}{RED}.

3. Figure 3: This figure is generated using the same median sequence as Figure 1, but with additive Cauchy noise. We use a Cauchy distribution with location = 0 and scale = 0.1. We use $\Gamma_1 = 0.5$, $\Gamma_2 = 0.5$ to construct the confidence bands. In the left pane, we see that there are several data points which have large magnitude compared to the signal value. The signal takes values between 0 and 1, whereas several points are larger than 5 in absolute value. In fact, in this instance there are a couple of points with magnitude more than 100, which we deleted to achieve better visualization. In this heavy tailed case, our confidence band methodology gives a reasonable solution as shown in the right pane.

4. Figure 4: In the same setting as Figure 3, we plot the isotonic median fit (in \textcolor{red}{RED}) and the isotonic least squares fit (in \textcolor{blue}{BLUE}). We see that the isotonic least squares estimator performs poorly in this setting. This is an instance of the well known fact that for heavy tailed errors, least squares can perform poorly and the quantile estimators are significantly more robust. This motivates our confidence set construction using isotonic quantiles rather than the isotonic median.

5. Figure 5: We replicate a setting analogous to Figure 3, but for the 0.7-quantile. For the left pane, the data is generated as $y_i = \theta^*_i + \varepsilon_i$, where $\theta^*_i = f(i/n)$, and $f(x) = 0.1 + 0.8 \cdot x$. Thus the population 0.7-quantile sequence is $\theta^*_i + q_{0.7}$, where $q_{0.7}$ is the 0.7-quantile of a Cauchy distribution with location zero and scale 0.1. The pane on the right follows the same recipe, but uses a piecewise constant function $f(x) = 0.1 + 0.2 \cdot \lfloor 5x \rfloor$. We use $\Gamma_1 = 1$, $\Gamma_2 = 0.75$.

6 Proofs

6.1 Regret bounds

6.1.1 Proof of Theorem 4

**Proof of Theorem 4:** We analyze the worst case regret of our policy. To this end, for $i \in [K]$, define the “good” event

$$G_i = \bigcap_{j=0}^i \{ U_j^{(i)}(x) \geq F_j(x) \geq L_j^{(i)}(x) \ \forall x \in [0, 1] \}. \quad (12)$$

Further, define the stopping time

$$\tau = \min \left\{ i \in [K] : \text{Leb}(U_{\text{unc}}^{(i-1)}) < \frac{\log T}{\sqrt{T}} \right\} \quad (13)$$
Figure 2: Gaussian data ($\sigma = 0.1$), piecewise constant function $f(x) = 0.1 + 0.2 \cdot \lfloor 5x \rfloor$, $n = 500$. The left pane plots the true median sequence $\theta^*$ (in BLACK) and the confidence bands in RED. The right pane plots the isotonic median fit in RED.

Figure 3: Cauchy data truncated between $[-10, 10]$, location = 0, scale = 0.1. $f(x) = x$, $n = 500$. The left pane plots the truncated data. The right pane plots the true median sequence (in BLACK) and the confidence bands in RED.
Figure 4: LSE vs. isotonic median, Cauchy data, location = 0, scale = 0.1, n = 500. The BLACK line represents the true median sequence. We plot the isotonic median estimator in RED, while the isotonic Least squares estimator is represented in BLUE.

Figure 5: Cauchy data, location = 0, scale = 0.1, n = 500. The black curves represent the true 0.7 quantile sequence (in BLACK) and the confidence bands are visualized in RED. For the left pane, the true quantile sequence $\theta^*_i = f(i/n) + q_{0.7}$, where $f(x) = 0.1 + 0.8 \cdot x$ and $q_{0.7}$ is the 0.7-quantile of a Cauchy distribution with location zero and scale 0.1. For the right pane, $\theta^*_i = f(i/n) + q_{0.7}$, where $f(x) = 0.1 + 0.2 \cdot \lfloor 5x \rfloor$. 
with the convention that the minimum over an empty set is \(\infty\). Armed with this notation, we can decompose the regret as follows:

\[
\text{Regret}_T(\pi) = \sum_{i=1}^{T} \mathbb{E}[F_*(X_i) - F_{A_i}(X_i)].
\]

\[
= \sum_{i \in [K]} \sum_{l=N_{i-1}+1}^{N_i} \mathbb{E}[F_*(X_i) - F_{A_i}(X_i)]
\]

\[
:= \sum_{i \in [K]} \mathbb{E}[1(G_{i-1}, i < \tau) \sum_{l=N_{i-1}+1}^{N_i} [F_*(X_i) - F_{A_i}(X_i)]] + T_2
\]

\[
:= \sum_{i \in [K]} \mathbb{E}[R_i] + T_2. \tag{14}
\]

The first term dominates the regret of the policy. We first control the second term \(T_2\). We have, using \(0 \leq F_0, F_1 \leq 1\) (2),

\[
T_2 \leq \sum_{i \in [K]} N_i \mathbb{P}[G_{i-1}] + \sum_{i \in [K]} \mathbb{E}[1(\{\tau \leq i\} \cup G_{i-1}) \sum_{l=N_{i-1}+1}^{N_i} [F_*(X_i) - F_{A_i}(X_i)]] \tag{15}
\]

Observe that by our choice \(\alpha_T = T^{-2}\) in our policy design, \(\mathbb{P}[G_{i-1}] \leq T^{-2}\) using Proposition 1. Therefore, \(\sum_{i \in [K]} N_i \mathbb{P}[G_{i-1}] \leq \sum_{i \in [K]} N_i T^{-2} = \frac{T}{T}\). To control the second term in (15), note that on the event \(G_{i-1}\), the \(l^\text{th}\) observation contributes non-trivial regret only if \(\{X_i \in \text{Unc}(i-1)\}\). Thus for \(i \in \text{[K]}\), defining the sigma-field \(\Sigma_i = \sigma(\{X_i, Y_{A_i}(X_i) : 1 \leq i \leq \tilde{N}_i\})\), we can control the second term as follows.

\[
\sum_{i \in [K]} \mathbb{E}[1(\{\tau \leq i\} \cup G_{i-1}) \sum_{l=N_{i-1}+1}^{N_i} [F_*(X_i) - F_{A_i}(X_i)]]
\]

\[
\leq \sum_{i \in [K]} \mathbb{E}[1(\{\tau \leq i\} \cup G_{i-1}) \sum_{l=N_{i-1}+1}^{N_i} \mathbb{P}_i[X_i \in \text{Unc}(i-1)]]
\]

where \(\mathbb{P}_i[\cdot]\) and \(\mathbb{E}_i[\cdot]\) denote the conditional probability and expectation respectively, conditioned on \(\Sigma_{i-1}\). Note that conditioned on \(\Sigma_{i-1}\), \(\mathbb{P}_i[X_i \in \text{Unc}(i-1)] = \text{Leb}(\text{Unc}(i-1))\) for all \(i \in [\tilde{N}_{i-1}, \tilde{N}_i]\). Thus

\[
\sum_{i \in [K]} \mathbb{E}[1(\{\tau \leq i\} \cup G_{i-1}) \sum_{l=N_{i-1}+1}^{N_i} [F_*(X_i) - F_{A_i}(X_i)]]
\]

\[
\leq \sum_{i \in [K]} N_i \mathbb{E}[1(\tau \leq i) \text{Leb}(\text{Unc}(i-1))] \leq \sqrt{T} \log T,
\]

where the last inequality uses the definition of \(\tau\) in (13). Plugging these bounds back into (15), we have,

\[
T_2 \leq \frac{1}{T} + \sqrt{T} \log T. \tag{16}
\]

We now turn to the main term in (14). For any \(i \in \text{[K]}\) and \(j \in \{0, 1\}\), define

\[
M_i^j = \sum_{l=N_{i-1}+1}^{N_i} 1(X_i \in \text{Unc}(i-1), A_l = j).
\]
In words, $M^j_i$ counts the datapoints in epoch $i$ with contexts in $\text{Unc}^{(i-1)}$ for which arm $j$ is pulled. Observe that given $\Sigma_{i-2}$, we have, for $j \in \{0, 1\}$,

$$M^j_{i-1} \sim \text{Bin}\left(N_{i-1}, \text{Leb}\left(\text{Unc}^{(i-2)}\right)/2\right).$$

Thus for $i < \tau$, $E_{i-2} M^j_{i-1} \geq N_{i-1} \cdot \frac{\log T}{2\sqrt{T}} \geq \frac{1}{2} \log T$ if $N_{i-1} \geq \sqrt{T}$ which is true by our choice $N_1 \geq \sqrt{T}$.

For an appropriately small constant $0 < c < 1$ to be chosen later, define the events

$$H_i = \cap_{j=0}^{1} \{ M^j_i > c E_{i-1} M^j_i \}, \quad i \in [K].$$

Using $0 \leq F_0, F_1 \leq 1$ and recalling the definition of $R_i$ from (14), we have,

$$\mathbb{E} \sum_{i \in [K]} R_i \leq \mathbb{E} \sum_{i \in [K]} R_i 1(H_{i-1}) + \mathbb{E} \sum_{i \in [K]} N_i 1(H_{i-1}) \cdot 1(i < \tau)$$

$$\leq \mathbb{E} \sum_{i \in [K]} R_i 1(H_{i-1}) + \mathbb{E} \sum_{i \in [K]} N_i 1(i - 1 < \tau) \mathbb{P}_{i-1}(H_{i-1})$$

$$\leq \mathbb{E} \sum_{i \in [K]} R_i 1(H_{i-1}) + T^{-1}, \quad (17)$$

where the last inequality follows by conditioning on $\Sigma_{i-2}$, noting that $1(i - 1 < \tau)$ is $\Sigma_{i-2}$ measurable, and then applying the binomial tail probability bound given in Lemma 10. The value $c$ is chosen so that $\mathbb{E} 1(i - 1 < \tau) 1(H_{i-1}) \leq T^{-2}$.

Next, we observe that

$$R_i 1(H_{i-1}) = \sum_{t=\bar{\Sigma}_{i-1} + 1}^{\bar{N}_i} \left[ F_\ast(X_t) - F_{A_i}(X_t) \right] 1(G_{i-1} \cap \{X_t \in \text{Unc}^{(i-1)}\} \cap \{i < \tau\} \cap H_{i-1})$$

$$\leq \sum_{t=\bar{\Sigma}_{i-1} + 1}^{\bar{N}_i} \left[ (U_1^{(i-1)}(X_t) - L_1^{(i-1)}(X_t)) + (U_0^{(i-1)}(X_t) - L_0^{(i-1)}(X_t)) \right] 1(\{X_t \in \text{Unc}^{(i-1)}\} \cap H_{i-1}) \quad (18)$$

The inequality above holds by the following argument: on the event $G_{i-1}$ and $\{X_t \in \text{Unc}^{(i-1)}\}$, assuming $F_1(X_t) \geq F_0(X_t)$,

$$F_\ast(X_t) - F_{A_i}(X_t) \leq F_1(X_t) - F_0(X_t)$$

$$\leq (U_1^{(i-1)}(X_t) - L_1^{(i-1)}(X_t)) + (U_0^{(i-1)}(X_t) - L_0^{(i-1)}(X_t)) + (L_1^{(i-1)}(X_t) - U_0^{(i-1)}(X_t))$$

$$\leq (U_1^{(i-1)}(X_t) - L_1^{(i-1)}(X_t)) + (U_0^{(i-1)}(X_t) - L_0^{(i-1)}(X_t)),$$

where the last inequality follows as $X_t \in \text{Unc}^{(i-1)}$. The same chain of inequalities hold if $F_1(X_t) < F_0(X_t)$. Plugging this back into (18), we have,

$$R_i 1(H_{i-1}) \leq \sum_{t=\bar{\Sigma}_{i-1} + 1}^{\bar{N}_i} \left[ (U_1^{(i-1)}(X_t) - L_1^{(i-1)}(X_t)) + (U_0^{(i-1)}(X_t) - L_0^{(i-1)}(X_t)) \right] 1(\{X_t \in \text{Unc}^{(i-2)}\} \cap H_{i-1})$$

since $\text{Unc}^{(i-1)} \subseteq \text{Unc}^{(i-2)}$. Evaluating the conditional expectation given $\Sigma_{i-2}$ we get

$$\mathbb{E}_{i-2} R_i 1(H_{i-1}) \leq \sum_{t=\bar{\Sigma}_{i-1} + 1}^{\bar{N}_i} \left[ (U_1^{(i-1)}(X_t) - L_1^{(i-1)}(X_t)) + (U_0^{(i-1)}(X_t) - L_0^{(i-1)}(X_t)) \right] 1(\{X_t \in \text{Unc}^{(i-2)}\} \cap H_{i-1}).$$
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Conditioning further on $M^1_{i-1}$ we can apply our confidence width bound as given in Proposition 1 with $A = \text{Unc}^{(i-2)}$ to obtain that

$$
\mathbb{E}
\left[
\sum_{l=N_{i-1}+1}^{N_i} [(L^{(i-1)}_1(X_l) - L^{(i-1)}_1(X_l))1(X_l \in \text{Unc}^{i-2})]1(H_{i-1})1(i < \tau) | \Sigma_{i-2}, M^1_{i-1} \right]
\leq N_i \text{Leb} (\text{Unc}^{(i-2)}) \left[ C T_1 (\log T)^{3/2} \min\{(M^1_{i-1})^{-1/3}, \sqrt{k(M^1_{i-1})^{-1/2} \log(e M^1_{i-1} / k)}\} + \text{Rem} \right]1(M^1_{i-1} > c E_{i-2} M^1_{i-1})
\leq N_i \text{Leb} (\text{Unc}^{(i-2)}) \left[ C T_1 (\log T)^{3/2} \min\{(N_{i-1} \text{Leb} (\text{Unc}^{(i-2)}) )^{-1/3}, \sqrt{k(N_{i-1} \text{Leb} (\text{Unc}^{(i-2)}) )^{-1/2} \log T} \right] + \text{Rem}
$$

where Rem consists of some lower order terms left to be verified by the reader. The other term can be handled analogously.

Now, taking expectation on both sides of the last display and bounding $\text{Leb}(\text{Unc}^{(i-2)})$ by 1, we can conclude that

$$
\mathbb{E} R_{1}(H_{i-1}) \leq C N_i \left[ T_1 (\log T)^{3/2} \min\{(N_{i-1})^{-1/3}, \sqrt{k(N_{i-1})^{-1/2} \log T} \right]
$$

Finally, we can sum over $i \in [K]$ and notice that $\sum_{i \in [K]} \frac{N_i}{N_{i-1}} \leq C T^{2/3}$ and $\sum_{i \in [K]} \frac{N_i}{N_{i-1}} \leq C T^{1/2}$. The proof is complete by plugging this estimate back into (17) and (14).

\[\Box\]

### 6.1.2 Proof of Lemma 1

**Proof:** Our proof will follow the universal strategy of lower bounding the minimax regret in terms of an appropriate Bayes regret. We first derive the lower bound over $D(C, L)$. Throughout, we assume that the error distribution is centered Gaussian, with an appropriate variance such that $\varepsilon$ satisfies Assumption A (7) with parameters $C$ and $L$.

We first construct an appropriate sub-class of our parameter space. We divide the interval $[0, 1]$ into $m$-equal sub-intervals—the parameter $m > 1$ will be chosen appropriately. For notational convenience, we set $\mathcal{I}_j = [(j-1)/m, j/m], 1 \leq j \leq m$. Set $\Sigma_m = \{\pm 1\}^m$. For each $\sigma \in \Sigma_m$, we construct a pair $(F_0, F_1)$ as follows: if $\sigma_i = 1$, we set $F_i(x) = i/m$ and $F_0(x) = (i - 1)/m$ on the $i^{th}$ interval. On the contrary, if $\sigma_i = -1$, we set $F_i(x) = (i - 1)/m$ and $F_0(x) = i/m$ on the $i^{th}$-interval. It is easy to see that the pair $(F_0^\sigma, F_1^\sigma)$ constructed here is a valid parameter pair. Let $\mathcal{C}_m = \{(F_0^\sigma, F_1^\sigma) : \sigma \in \Sigma_m\}$. Then we immediately have,

$$
\max_{D \in D(C, L)} \text{Regret}_{D}(\pi) \geq \frac{1}{2m} \sum_{\sigma \in \Sigma_m} \text{Regret}_{D}^\sigma(\pi),
$$

where $\text{Regret}_{D}^\sigma(\pi)$ denotes the regret incurred by the policy $\pi$ under the parameter pair $(F_0^\sigma, F_1^\sigma)$. Let $A^\sigma_\pi(i)$ denote the oracle optimal arm at round $i$ under the parameter pair $(F_0^\sigma, F_1^\sigma)$. This implies

$$
\text{Regret}_{D}^\sigma(\pi) = \sum_{i=1}^{T} \mathbb{E}_\sigma[(F_*^\sigma(X_i) - Y_i(A_i))] \\
= \sum_{j=1}^{m} \sum_{i=1}^{T} \mathbb{E}_\sigma[(F_0^\sigma(X_i) - F_1^\sigma(X_i))1(X_i \in \mathcal{I}_j, A_i \neq A^\sigma_\pi(i))] \\
\geq \frac{1}{m} \sum_{j=1}^{m} \sum_{i=1}^{T} \mathbb{P}[X_i \in \mathcal{I}_j, A_i \neq \frac{1 + \sigma_j}{2}],
$$
where the last inequality follows from our construction of \((F_0^i, F_1^i)\). This automatically relates the regret of any policy to the corresponding inferior sampling rate. Plugging this back into (19), we obtain that

\[
\max_{D \in \mathcal{D}(\bar{C}, L)} \text{Regret}_T(\pi) \geq \frac{1}{m} \cdot \frac{2^m}{2^m} \sum_{I = 1}^{T} \sum_{\sigma_{m - 1}^j} \sum_{\sigma_{m - 1}^j} \mathbb{P}_{\sigma} [X_t \in I_j, A_t \neq \frac{1 + \sigma_t}{2}]
\]

\[
= \frac{1}{m} \cdot \frac{2^m}{2^m} \sum_{j = 1}^{T} \sum_{\sigma_{m - 1}^j} \sum_{\sigma_{m - 1}^j} \sum_{\sigma_t} \mathbb{P}_{\sigma}^{l-1} [X_t \neq i, X_t \in I_j],
\]

where \(\sigma_{m - 1}^j = (\sigma_1, \cdots, \sigma_j, i, \sigma_{j + 1}, \cdots, \sigma_m)\). \(\mathbb{E}_{\sigma}^{l-1}[\cdot]\) represents the joint distribution of the process over the first \((t - 1)\) rounds, and \(\mathbb{P}_X\) denotes the law of the new observation \(X_t\). Further simplifying, we have,

\[
\max_{D \in \mathcal{D}(\bar{C}, L)} \text{Regret}_T(\pi) \geq \frac{1}{m^2} \cdot \frac{2^m}{2^m} \sum_{j = 1}^{T} \sum_{\sigma_{m - 1}^j} \sum_{\sigma_{m - 1}^j} \exp \left( -D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1}) \right)
\]

\[
= \frac{1}{m^2} \cdot \frac{2^m}{2^m} \sum_{j = 1}^{T} \sum_{\sigma_{m - 1}^j} \sum_{\sigma_{m - 1}^j} \exp \left( -D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1}) \right)
\]

using the independence of \(X_t\) and the past data. At this point, we require an upper bound on \(D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1})\). Let \(\mathcal{F}_t^+\) denote the filtration corresponding to the policy \(\pi\). Using the chain rule for KL-divergence, we obtain that

\[
D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1}) = D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1}) + \mathbb{E}_{\sigma_{m - 1}^j} [D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1})].
\]

Observe that the second term has non-zero contribution to the divergence provided \(X_t \in I_j\). In this case, the divergence is bounded by that between two Gaussian distributions with means \(i/m\) and \((i - 1)/m\) respectively, and with the same variance. Thus there exists a universal constant \(C' > 0\) (independent of \(T\)) such that

\[
D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1}) \leq D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1}) + C' \cdot \frac{m^2}{m^2}.
\]

By induction, we obtain that \(D_{KL}(\mathbb{P}_{\sigma_{m - 1}^j}^{l-1} | \mathbb{P}_{\sigma_{m - 1}^j}^{l-1}) \leq C' \cdot \frac{m^2}{m^2}\). Plugging this back into (20),

\[
\max_{D \in \mathcal{D}(\bar{C}, L)} \text{Regret}_T(\pi) \geq \frac{1}{m^2} \cdot \frac{2^m}{2^m} \sum_{j = 1}^{T} \sum_{\sigma_{m - 1}^j} \sum_{\sigma_{m - 1}^j} \exp(-C' \cdot \frac{T}{m^2}) \geq \frac{T}{2m} \exp(-C' \cdot \frac{T}{m^2}).
\]

Finally, we choose \(m = T^{1/3}\). This provides the lower bound \(\max_{D \in \mathcal{D}(\bar{C}, L)} \text{Regret}_T(\pi) \geq \frac{1}{4}T^{2/3} \exp(-C')\). This completes the proof for \(\mathcal{D}(\bar{C}, L)\).

The lower bound for \(\mathcal{D}^{(k)}(\bar{C}, L)\) is relatively straightforward. Assume again that the noise distribution is centered Gaussian with an appropriate variance. Further, assume that \(F_0, F_1\) are piecewise constant on the intervals \([i - 1/k, i/k]\) for \(i \in \{1, \cdots, k\}\). As the intervals of constant value are known, this corresponds directly to a contextual bandit problem with \(k\)-discrete arms. One can directly adapt existing lower bound arguments (see [46, Chapter 2]) to see that each arm incurs a \(\Theta(\sqrt{T/k})\) regret, and the total regret must be at least \(c\sqrt{kT}\) for some constant \(c > 0\) (independent of \(T\)). \(\square\)
6.2 Confidence band results

6.2.1 Proof of Theorem 5

The proof will proceed via two intermediate lemmas.

**Lemma 2.** Let \( y = \theta^* + \varepsilon \) and \( \hat{\theta} \) denote the isotonic \( \tau \) quantile regression fit defined by (6). Then the following pointwise inequality holds deterministically for all \( i \in [n] \),

\[
\theta_i^* + \tau(\varepsilon_{i:u_i}) \leq \hat{\theta}_i \leq \theta_i^* + \tau(\varepsilon_{i:*}).
\]

**Proof:** For \( \varepsilon > 0 \) sufficiently small, consider an alternative estimator \( \tilde{\theta}_j = \hat{\theta}_j + \varepsilon \) for all \( j \in [i, \hat{u}_i] \), and \( \tilde{\theta}_j = \hat{\theta}_j \) otherwise. As \( \hat{\theta} \in \mathcal{M} \), by the optimality of \( \hat{\theta} \),

\[
\sum_{k=1}^{n} \rho_\tau(y_k - \hat{\theta}_k) \leq \sum_{k=1}^{n} \rho_\tau(y_k - \hat{\theta}_k) \iff 0 \leq \sum_{k=1}^{\hat{u}_i} \rho_\tau(y_k - \hat{\theta}_k - \varepsilon) - \sum_{k=1}^{\hat{u}_i} \rho_\tau(y_k - \tilde{\theta}_k).
\]

Next, we observe that

\[
\rho_\tau(x - \varepsilon) - \rho_\tau(x) = \begin{cases} -\tau \varepsilon, & \text{if } x - \varepsilon > 0 \\ (1 - \tau) \varepsilon, & \text{if } x \leq 0 \end{cases}
\]

Using the two displays above, after dividing by \( \varepsilon > 0 \) and setting \( \varepsilon \to 0 \), we obtain

\[
(1 - \tau) \sum_{k=1}^{\hat{u}_i} 1(y_k - \hat{\theta}_k \leq 0) \geq \tau \sum_{k=1}^{\hat{u}_i} 1(y_k - \hat{\theta}_k > 0) \implies \tau \leq \sum_{k=1}^{\hat{u}_i} 1(y_k - \hat{\theta}_k \leq 0) \leq \tau((y_k - \hat{\theta}_k)_{i:u_i}) \leq 0
\]

where the last implication uses the fact that \( \hat{\theta}_k = \hat{\theta}_i \) for \( i \leq k \leq \hat{u}_i \). Thus we obtain,

\[
\tau((y_{i:*})_{i:u_i}) \leq \hat{\theta}_i \implies \theta_i^* + \tau(\varepsilon_{i:*}) \leq \hat{\theta}_i.
\]

Similarly, one can obtain \( \tilde{\theta}_i \leq \theta_i^* + \tau(\varepsilon_{i:u_i}) \). This completes the proof. \( \square \)

**Lemma 3.** Suppose \( \varepsilon_1, \ldots, \varepsilon_n \) are i.i.d random variables with cdf \( F \) satisfying \( F(0) = \tau \). In addition, suppose \( F \) satisfies Assumption (A) as in (7). Also suppose \( \Gamma_1, \Gamma_2 \) are constants chosen to satisfy (8) and (9). Then the following is true:

\[
P \left( \max_{1 \leq k, l \leq n, l-k+1 \geq \Gamma_2 \log n} \tau(\varepsilon_{k:l})\sqrt{l-k+1 \leq \Gamma_1 \sqrt{\log n}} \right) \geq 1 - \alpha.
\]

**Proof:** Fix any pair of integers \( 1 \leq k, l \leq n \) such that \( l-k+1 \geq \Gamma_2 \log n \). Now for any \( t > 0 \), by Hoeffding’s inequality [32] we have

\[
P[\tau(\varepsilon_{k:l}) > t] = P \left[ \sum_{j=k}^{l} (1(\varepsilon_j > t) > (l-k+1)(1-\tau) \right]
\]

\[
= P \left[ \sum_{j=k}^{l} (1(\varepsilon_j > t) - (1 - F(t)) > (l-k+1)(F(t) - F(0)) \right]
\]

\[
\leq \exp \left( -2(l-k+1)(F(t) - F(0))^2 \right)
\]

Now set \( t = \frac{\Gamma_1 \sqrt{\log n}}{\sqrt{l-k+1}} \) and note that by (9) and the fact that \( l-k+1 \geq \Gamma_2 \log n \) this choice of \( t \) lies between 0 and \( L \). Therefore, we can further conclude that

\[
P[\tau(\varepsilon_{k:l}) > t] \leq \exp \left( -2\tilde{C}^2 \Gamma_1^2 \log n \right) = \left( \frac{1}{n} \right)^{2\tilde{C}^2 \Gamma_1^2} \leq \frac{\alpha}{n^2}.
\]

where the last inequality follows due to (8). Since there are at most \( n^2 \) pairs of \((k,l)\) to consider, a union bound now finishes the proof of this lemma. \( \square \)
Proof of Theorem 5: Armed with the two lemmas above, we can now finish the proof of Theorem 5. Recall the set $\hat{G}$ from the construction of the confidence band. Fix any $i \in [n]$. There are two cases to consider.

CASE 1: Suppose $i \in \hat{G}$. By Lemma 5 we have

$$\hat{\theta}_i - \tau(\epsilon_{i;i}) \leq \theta_i^* \leq \hat{\theta}_i + \tau(\epsilon_{i;\hat{\theta}}).$$

Now because $i \in \hat{G}$ we have $\min \{\hat{u}_i - i + 1, i - \hat{u}_i + 1\} \geq \Gamma_2 \log n$. This allows us to use Lemma 3 to conclude

$$\hat{\theta}_i - \frac{\Gamma_1 \sqrt{\log n}}{\sqrt{i - \hat{u}_i + 1}} \leq \hat{\theta}_i - \tau(\epsilon_{i;i}) \leq \theta_i^* \leq \hat{\theta}_i + \tau(\epsilon_{i;\hat{\theta}}) \leq \hat{\theta}_i + \frac{\Gamma_1 \sqrt{\log n}}{\sqrt{\hat{u}_i - i + 1}}.$$

Therefore, we have now established the desired coverage statement on $\hat{G}$.

CASE 2: Suppose $i \in \hat{G}^c$. If the set $\{j \in \hat{G} : j > i\}$ is empty then $\hat{\theta}_i^{(u)} = 1$ and trivially we have $\theta_i^* \leq \hat{\theta}_i^{(u)}$. If the set $\{j \in \hat{G} : j > i\}$ is non empty then $k_u(i) \in \hat{G}$ is well defined and we have $\theta_i^* \leq \theta_{k_u(i)}^* \leq \hat{\theta}_i^{(u)}$. A similar argument would also show that $\hat{\theta}_i^{(l)} \leq \theta_i^*$. This establishes the desired coverage statement on $\hat{G}^c$, and completes the proof.

\[\square\]

6.2.2 Proof of Theorem 6

The proof of Theorem 6 heavily rests on the following proposition which bounds the number of pieces of the isotonic quantile estimator $\hat{\theta}$ defined in (6).

Proposition 2. Let $k$ denote the number of constant pieces of $\theta^*$ and $\hat{k}$ denote the number of constant pieces of $\hat{\theta}$. Under the same assumptions as in Theorem 6 we have the bound

$$\mathbb{E}\hat{k} \leq C \min \{n^{1/3}, k \log n\}.$$  

Using the above proposition, we now present the proof of Theorem 6.

Proof of Theorem 6: We will only show how to bound $\mathbb{E}\sum_{i=1}^n (\hat{\theta}_i^{(u)} - \hat{\theta}_i)$ as the other term $\mathbb{E}\sum_{i=1}^n (\hat{\theta}_i - \hat{\theta}_i^{(l)})$ can be controlled similarly.

Recall the set $\hat{G}$ from the construction of the confidence band. We decompose

$$\sum_{i=1}^n (\hat{\theta}_i^{(u)} - \hat{\theta}_i) = \sum_{i \in \hat{G}} (\hat{\theta}_i^{(u)} - \hat{\theta}_i) + \sum_{i \in \hat{G}^c} (\hat{\theta}_i^{(u)} - \hat{\theta}_i).$$

We will first bound $T_1$. Note that when $j \in \hat{G}$ the difference $\hat{\theta}_i^{(u)} - \hat{\theta}_i$ is of the form $\Gamma_1 \sqrt{\log n} \cdot \frac{1}{\sqrt{l}}$ where $l$ is an integer between 1 and $n_i$ and $n_i$ is the length of the constant block of $\hat{\theta}$ which contains $j$. Therefore, denoting $H_1(m) = 1 + 1/\sqrt{2} + \cdots + 1/\sqrt{m}$ for any integer $m$, we have

$$T_1 \leq \frac{k}{\Gamma_1 \sqrt{\log n} \sum_{i=1}^k H_1(n_i)} \leq \frac{1}{\Gamma_1 \sqrt{\log n} \sum_{i=1}^k \sqrt{n_i}} \leq \frac{1}{\Gamma_1 \sqrt{\log n} \sqrt{n k}}$$

where the last step follows using Jensen’s inequality. Taking expectation we can write

$$\mathbb{E}T_1 \leq \frac{\Gamma_1 \sqrt{n \log n} \cdot \sqrt{\mathbb{E}k}}{\Gamma_1 \sqrt{n \log n} \cdot \sqrt{\mathbb{E}k}} \leq \frac{\Gamma_1 \sqrt{n \log n} \cdot \min \{n^{1/3}, k \log n\}}{\Gamma_1 \min \{n^{2/3} \sqrt{\log n}, n^{1/2} \sqrt{k \log n}\}}.$$
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where the second inequality follows from Jensen’s inequality and the third inequality follows from Proposition 2.

To bound $T_2$, observe that in each constant piece of $\hat{\theta}$ there are at most $2\Gamma_2 \log n$ elements in $G^c$ and therefore $|G^c| \leq 2\Gamma_2 \hat{k}$ log $n$ deterministically. Moreover, since $\hat{\theta}^{(u)} - \theta^*$ take values between 0 and 1 we can write

$$\mathbb{E} T_2 \leq \mathbb{E} \sum_{i \in G^c} (\hat{\theta}^{(u)} - \hat{\theta}) \leq \mathbb{E}|G^c| \leq \Gamma_2 \log n \quad \mathbb{E} \hat{k} \leq \Gamma_2 \log n \min\{n^{1/3}, k \log n\}.$$

This finishes the proof of the theorem. \hfill \Box

It remains to prove Proposition 2. This proof needs three ingredient lemmas. First observe that

$$\hat{k} = 1 + \sum_{i=2}^{n} 1(\hat{\theta}_{i-1} < \hat{\theta}_i) \implies \mathbb{E}[\hat{k}] = 1 + \sum_{i=2}^{n} \mathbb{P}[\hat{\theta}_{i-1} < \hat{\theta}_i].$$

Thus in order to bound $\mathbb{E} \hat{k}$ it suffices to control $\mathbb{P}[\hat{\theta}_{i-1} < \hat{\theta}_i]$ for $2 \leq i \leq n$. The following two lemmas ultimately identify an event which contains the event \{\hat{\theta}_{i-1} < \hat{\theta}_i\} and which can be explicitly written in terms of the error random variables $\varepsilon$.

**Lemma 4.** For $2 \leq i \leq n$,

$$\{\hat{\theta}_{i-1} < \hat{\theta}_i\} \subseteq \left\{ \max_{1 \leq i \leq 1} \tau(y_{l;i-1}) < \min_{u \geq i} \tau(y_{l;u}) \right\}.$$

**Proof of Lemma 4:** The proof follows once we establish the following inequalities. For any $l \leq i - 1$ and $u \geq i$,

$$\tau(y_{l;i-1}) \leq \hat{\theta}_{i-1}, \quad \hat{\theta}_i \leq \tau(y_{l;u}).$$

We establish these inequalities through a perturbative argument. Fix $l \leq i - 1$, and construct a new vector $\hat{\theta} \in \mathcal{M}$ as follows: $\hat{\theta}_j = \hat{\theta}_j + \varepsilon$ for $l \leq j \leq i - 1$, while $\hat{\theta}_j = \hat{\theta}_j$ otherwise. $\hat{\theta}$ is a small perturbation of $\hat{\theta}$ as $\varepsilon$ is taken to be small enough so that $\hat{\theta} \in \mathcal{M}$. We emphasize that this perturbation is possible because $\hat{\theta}_{i-1} < \hat{\theta}_i$.

Using the optimality of $\hat{\theta}$, we obtain that

$$\sum_{j=1}^{n} \rho_{\tau}(y_j - \hat{\theta}_j) \leq \sum_{j=1}^{n} \rho_{\tau}(y_j - \hat{\theta}_j)$$

$$\sum_{j=l}^{i-1} \rho_{\tau}(y_j - \hat{\theta}_j) \leq \sum_{j=l}^{i-1} \rho_{\tau}(y_j - \hat{\theta}_j - \varepsilon).$$

$$\implies \tau(y_j - \hat{\theta}_j)_{l;i-1} \leq 0$$

where the last line follows by arguments similar to the one made in the proof of Lemma 2. The monotonicity of $\hat{\theta}$ implies that $\tau((y_j - \hat{\theta}_{i-1})_{l;i-1}) \leq 0$, which, in turn, implies $\tau(y_{l;i-1}) \leq \hat{\theta}_{i-1}$. A similar argument can be made to show that $\tau(y_{l;u}) \geq \hat{\theta}_i$. \hfill \Box

**Lemma 5.** For any $1 \leq l \leq i - 1$ and $i \leq u_i \leq n$,

$$\left\{ \max_{l \leq i-1} \tau(y_{l;i-1}) < \min_{u_i \geq i} \tau(y_{l;u}) \right\} \subseteq \left\{ \max_{l \leq i-1} \tau(\varepsilon_{l;i-1}) < \min_{i \leq u \leq u_i} \tau(\varepsilon_{l;u}) + \theta_{u_i}^* - \hat{\theta}_{i}^* \right\}.$$

**Proof of Lemma 5:** We note that for any $1 \leq l \leq i - 1$ and $i \leq u_i \leq n$,

$$\left\{ \max_{l \leq i-1} \tau(y_{l;i-1}) < \min_{u_i \geq i} \tau(y_{l;u}) \right\} \subseteq \left\{ \max_{l \leq i-1} \tau(y_{l;i-1}) < \min_{i \leq u \leq u_i} \tau(y_{l;u}) \right\}.$$
Using the monotonicity of $\theta^*$, for $l_i \leq j$, $y_j = \theta^*_j + \varepsilon_j \geq \theta^*_i + \varepsilon_j$, while for any $j \leq u_i$, $y_j = \theta^*_j + \varepsilon_j \leq \theta^*_u_i + \varepsilon_j$. This implies
\[
\left\{ \max_{l_i \leq u_i \leq u} \tau(y_{l_i-1}) < \min_{i \leq u \leq u_i} \tau(y_{l_i}) \right\} \subseteq \left\{ \max_{l_i \leq u_i \leq u} \tau(\varepsilon_{l_i-1}) < \min_{i \leq u \leq u_i} \tau(\varepsilon_{l_i}) + \theta^*_u_i - \theta^*_l_i \right\}.
\]

By Lemma 4 and Lemma 5 we have shown the event inclusion relation
\[
\{ \hat{\theta}_{i-1} < \hat{\theta}_i \} \subseteq \left\{ \max_{l_i \leq u_i \leq u} \tau(\varepsilon_{l_i-1}) + \max_{i \leq u \leq u_i} (1 - \tau)(-\varepsilon_{l_i}) < \theta^*_u_i - \theta^*_l_i \right\}.
\]

We wish to bound the probability of the event on the R.H.S of the above display. For this purpose we state our next lemma.

**Lemma 6.** Fix $m, n \geq 1$. Let $X_1, \cdots, X_m, Y_1, \cdots, Y_n \sim F$ be iid. Then there exists $C > 0$ (independent of $m$ and $n$) such that for all $z > 0$,
\[
P\left[ \max_{1 \leq i \leq m} \tau(X_{1,i}) + \max_{1 \leq j \leq n} (1 - \tau)(-Y_{1,j}) \leq z \right] \leq C \left( \frac{1}{m} + \frac{1}{n} + z^2 \right).
\]

Lemma 6 is the key probabilistic result underlying our bound in Proposition 2 of the average number of constant pieces in our isotonic quantile estimator. Lemma 6 can be thought of as the quantile analogue of Proposition 5 in [40]. Our proof technique is an adaptation of the general proof strategy of Proposition 5 in [40] to our setting where we require bounds on maxima of suitably defined random walks with non-symmetric $\pm 1$ valued increments instead of Gaussian increments which was the case in [40]. The required bounds on maxima of these random walks are carried out in Lemmas 7, 8 in Section 6.3. For now, we give the proof of Proposition 2 assuming Lemma 6.

**Proof of Proposition 2:** Combining the results of Lemmas 4, 5 and 6 we obtain the following bound:
\[
P[\hat{\theta}_{i-1} < \hat{\theta}_i] \lesssim \min_{1 \leq l_i \leq u_i \leq u} \left( \frac{1}{u_i - l_i + 1} + \frac{1}{i - l_i + 1} + (\theta^*_u_i - \theta^*_l_i)^2 \right)
\]

Summing over the indices of $i$ we get
\[
\mathbb{E} \hat{k} \lesssim 1 + \sum_{i=2}^{n} 1 \leq l_i \leq u_i \leq u \min_{1 \leq l_i \leq u_i \leq u} \left( \frac{1}{u_i - l_i + 1} + \frac{1}{i - l_i + 1} + (\theta^*_u_i - \theta^*_l_i)^2 \right) \lesssim 1 + \sum_{i=2}^{n} \min_{1 \leq u_i \leq u} \left( \frac{1}{u_i - l_i + 1} + (\theta^*_u_i - \theta^*_l_i)^2 \right) + \sum_{i=2}^{n} \min_{1 \leq l_i \leq u} \left( \frac{1}{i - l_i + 1} + (\theta^*_u_i - \theta^*_l_i)^2 \right)
\]

We will now bound the term $A$. The term $B$ can be bounded similarly.

We derive two different bounds for $A$.

1. **Bound 1:**

   For each $2 \leq i \leq n$ we set the value of $u_i$ so that
   \[
u_i^* = \max \left\{ j \geq i : (\theta^*_j - \theta^*_i)^2 \leq \frac{1}{j - i + 1} \right\}.
   \]

   Then we have
   \[
   A \leq \sum_{i=2}^{n} \left( \frac{1}{u_i^* - i + 1} + (\theta^*_u_i - \theta^*_l_i)^2 \right).
   \]
Now, for $j = 1, 2, \ldots$, define the sets
\[ C_j = \{2 \leq i \leq n : 2^{j-1} \leq u_i^* - i + 1 < 2^j\} \]

Then by definition of $u_i^*$ we can write
\[ A \leq 2 \sum_{i=2}^{n} \frac{1}{u_i^* - i + 1} \leq 2 \frac{|C_j|}{2^j - 1} \approx \sum_j \frac{|C_j|}{2^j} \]

where $|C_j|$ denotes the cardinality of $C_j$.

Now we claim that we can bound the cardinality of $C_j$ as follows:
\[ |C_j| \leq 2^{j} \min\{\sqrt{2^j}, \frac{n}{2^{j-1}}\}. \quad (21) \]

Modulo the above claim we obtain $A \lesssim \sum_j \min\{\sqrt{2^j}, \frac{n}{2^j}\} \lesssim n^{1/3}$. The final bound in the display above is obtained upon observing that $(\sqrt{2})^j < n/2^j$ as long as $(\sqrt{2})^j < n^{1/3}$, and the final conclusion follows upon summing the two geometric series separately.

It now remains to prove the claim (21). If $C_j$ is empty there is nothing to prove. Otherwise, define the index $i_1 = \min\{2 \leq i \leq n : i \in C_j\}$. Define the interval $B_1 = [i_1, u_i^* + 1]$. If $C_j - B_1$ is empty, then stop otherwise define the next index $i_2 = \min\{u_i^* + 1 < i \leq n : i \in C_j\}$ and define the interval $B_2 = [i_2, u_i^* + 1]$. Iterate this process till it stops to obtain intervals $B_1, B_2, \ldots, B_l$ say, where $l$ is the number of blocks obtained in this process. Note that these intervals satisfy the following properties: a) they are pairwise disjoint, b) their union covers $C_j$, c) each of the intervals $B_j$ satisfy that $\theta^*_{\text{last}(B_j)} - \theta^*_{\text{first}(B_j)} > \sqrt{2^j}$ where first($B_j$), last($B_j$) are the first and last indices of the interval $B_j$, d) Each of the intervals satisfy $|B_j| \geq 2^{j-1}$, e) Each of the intervals satisfy $|B_j| \leq 2^j$.

Property (d) implies that $l \leq \frac{n}{2^{j-1}}$. Also, by property (c) and the fact that $\theta_n^* - \theta_1^* \leq 1$ we have $l \leq \sqrt{2^j}$. Therefore, we can conclude
\[ |C_j| \leq \sum_{i=1}^{l} |B_i| \leq 2^{j} \min\{\sqrt{2^j}, \frac{n}{2^{j-1}}\}. \]

2. Bound 2:

For each $2 \leq i \leq n$ we set the value of $u_i^*$ so that
\[ u_i^* = \max\{j \geq i : (\theta_{u_i}^* - \theta_i^*) = 0\}. \]

Then we have
\[ A \leq \sum_{i=2}^{n} \left( \frac{1}{u_i^* - i + 1} \right) \leq \sum_{i=1}^{k} H(n_i) \lesssim k \log n \]

where $k$ equals the number of constant pieces of $\theta^*$ and $H(m) = 1 + 1/2 + \cdots + 1/m$ is the $m$th term of the partial sums of the harmonic sequence.
6.2.3 Proof of Proposition 1

Proof of Proposition 1: Let \( \xi_j = x_{(j)} \) denote the \( j \)th order statistic of the set \( \{x_i\}_{i=1}^n \). To prove (10), we first observe that because of our piecewise constant interpolation scheme, it is enough to show coverage only at the design points,

\[
P(L(\xi_j) \leq f(\xi_j) \leq U(\xi_j) \quad \forall j \in [n]) \geq 1 - \alpha.
\]

This is a direct consequence of Theorem 5.

Now we will prove the second part of Proposition 1, namely (11). Let us denote

\[
W = \left\{ (U(Z) - L(Z)) 1(Z \in A) \right\}.
\]

We can immediately write

\[
E W = (EW 1\{Z \in A\}) E(Z \in A) = (EW 1\{Z \in A\}) Leb(A) \quad \text{where} \quad Leb(A) \text{ stands for the Lebesgue measure of} \ A.
\]

Therefore, it suffices to control the conditional expectation \( EW 1\{Z \in A\} \). Observe that computing the conditional expectation \( EW 1\{Z \in A\} \) is same as computing the unconditional expectation \( E(U(Z) - L(Z)) \) when \( Z \) is now drawn from \( Unif(A) \) instead of \( Unif(0,1) \). We write

\[
(U(Z) - L(Z)) = U(Z) - f(Z) + f(Z) - L(Z).
\]

We will now bound \( E(U(Z) - f(Z)) \) where \( Z \sim Unif(A) \). A similar bound holds for \( E(f(Z) - L(Z)) \).

By definition, \( U(Z) = U(Z^+) \). Therefore, we first write

\[
U(Z) - f(Z) = U(Z^+) - f(Z^+) + f(Z^+) - f(Z).
\]

Now, let us denote \( I_j = \left[ (\xi_{j-1}, \xi_j) \right] \cap A \) for \( j = 1, \ldots, n + 1 \) and \( \xi_0 = 0, \xi_{n+1} = 1 \). Define the good set

\[
G = \left\{ \max_{1 \leq j \leq n+1} \text{Leb}(I_j) \leq C \frac{\log n}{n} \right\}.
\]

We can now write

\[
E U(Z^+) - f(Z^+) = E \sum_{j=1}^{n+1} [U(\xi_j) - f(\xi_j)] 1(Z \in I_j) \leq
\]

\[
E \left[ \left( \max_{1 \leq j \leq n+1} \text{Leb}(I_j) \right) \left( \sum_{j=1}^{n+1} [U(\xi_j) - f(\xi_j)] 1(G^c) \right) \right] + E \left[ \max_{1 \leq j \leq n+1} [U(\xi_j) - f(\xi_j)] 1(G^c) \right] \leq
\]

\[
C \frac{\log n}{n} E \sum_{j=1}^{n} [U(\xi_j) - f(\xi_j)] + P(G^c) \leq C \log n \ b_n + n^{-2}.
\]

To obtain the last inequality above, we use Theorem 6 and Lemma 9 (specifically Remark 12) to control the first term. The second term is controlled using the trivial bound that \( U(\xi_j) - f(\xi_j) \leq 1 \) for all \( 1 \leq j \leq n + 1 \). Also, we have

\[
E [f(Z^+) - f(Z)] \leq E [f(Z^+) - f(Z^-)] = E \sum_{j=1}^{n+1} [f(\xi_j) - f(\xi_{j-1})] \text{Leb}(I_j) \leq E \max_{1 \leq j \leq n+1} \text{Leb}(I_j) \leq
\]

\[
C \frac{\log n}{n} + P(G^c) \leq C \frac{\log n}{n} + n^{-2}.
\]

Combining the last two displays with (22) finishes the proof.

\[ \square \]

6.3 Proof of Lemma 6

In this section we give the proof of Lemma 6. This will require two intermediate lemmas.

Lemma 7. Let \( X_1, \ldots, X_m \sim F \) be iid.
(i) There exists $C > 0$ such that
\[
\mathbb{P}\left[ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq 0 \right] \leq \frac{C}{\sqrt{m}}.
\]

(ii) Assume there exists a constant $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0]$, $F(0) - F(-\varepsilon) > c\varepsilon$ for some $c > 0$. Then there exists $\varepsilon > 0$ and $C > 0$ such that
\[
\mathbb{P}\left[ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq -\varepsilon \right] \lesssim \frac{1}{\sqrt{m}} \exp(-Cm\varepsilon^2).
\]

Proof of Lemma 7: (i) We define $W_j = 1(X_j \leq 0)$. For any $1 \leq i \leq m$, observe that
\[
\left\{ \tau(X_{1:i}) \leq 0 \right\} = \left\{ \sum_{j=1}^{i} (W_j - \tau) \geq 0 \right\}.
\]
Define $S_i = \sum_{j=1}^{i} (W_j - \tau)$, and observe that
\[
\mathbb{P}\left[ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq 0 \right] = \mathbb{P}\left[ \min_{1 \leq i \leq m} S_i \geq 0 \right] \sim \frac{C}{\sqrt{m}},
\]
where the last display follows immediately from [21, Chapter XII.7, Theorem 1a].

(ii) Define $W_j = 1(X_j \leq -\varepsilon)$ and $V_j = 1(X_j \leq 0)$. For any $1 \leq i \leq m$, observe that
\[
\left\{ \tau(X_{1:i}) \leq -\varepsilon \right\} = \left\{ \sum_{j=1}^{i} (W_j - \tau) \geq 0 \right\}.
\]
Define $S_i = \sum_{j=1}^{i} (W_j - \tau)$, and observe that
\[
\left\{ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq -\varepsilon \right\} = \left\{ \min_{1 \leq i \leq m} S_i \geq 0 \right\}.
\]
Let $\{\xi_1, \ldots, \xi_m\}$ be iid random variables such that under $\mathbb{P}_{-\varepsilon}$, $\mathbb{P}_{-\varepsilon}[\xi_1 = 1] = F(-\varepsilon)$, while under $\mathbb{P}_0[\xi_1 = 1] = F(0) = \tau$. Using the discussion above, we have,
\[
\mathbb{P}\left[ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq -\varepsilon \right] = \mathbb{P}\left[ \min_{1 \leq i \leq m} S_i \geq 0 \right] = \mathbb{P}_{-\varepsilon}\left[ \min_{1 \leq i \leq m} \sum_{j=1}^{i} (\xi_j - \tau) \geq 0 \right] = \mathbb{E}_0 \left[ 1 \left( \min_{1 \leq i \leq m} \sum_{j=1}^{i} (\xi_j - \tau) \geq 0 \right) \frac{d\mathbb{P}_{-\varepsilon}}{d\mathbb{P}_0} \right].
\]

Observe that
\[
\frac{d\mathbb{P}_{-\varepsilon}}{d\mathbb{P}_0} = \left( \frac{F(-\varepsilon)/(1 - F(-\varepsilon))}{\tau/(1 - \tau)} \right)^{\sum_{j=1}^{m} (\xi_j - \tau)} \cdot \exp \left[ m \left( \tau \log \frac{F(-\varepsilon)}{\tau} + (1 - \tau) \log \frac{1 - F(-\varepsilon)}{1 - \tau} \right) \right].
\]

Using the fact that $F(x)/(1 - F(x))$ is non-decreasing, we have,
\[
\mathbb{P}\left[ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq -\varepsilon \right] \leq \mathbb{E}_0 \left[ 1 \left( \min_{1 \leq i \leq m} \sum_{j=1}^{i} (\xi_j - \tau) \geq 0 \right) \right] \exp \left[ m \left( \tau \log \frac{F(-\varepsilon)}{\tau} + (1 - \tau) \log \frac{1 - F(-\varepsilon)}{1 - \tau} \right) \right] \lesssim \frac{1}{\sqrt{m}} \exp(-m(h(\tau) - h(F(-\varepsilon))))
\]
\[29\]
where we set \( h(a) = \tau \log a + (1 - \tau) \log(1 - a) \). The function \( h \) is concave, and is maximized at \( a = \tau \). This implies,

\[
h(\tau) - h(F(-\varepsilon)) = -\frac{h''(\xi)}{2}(\tau - F(-\varepsilon))^2 \geq C\varepsilon^2.
\]

for \( \varepsilon > 0 \) small enough. This completes the proof.

\[\square\]

**Lemma 8.** Assume that there exists \( z_0 > 0 \) such that for all \( z \in (0, z_0] \), \( F(z) - F(0) \leq cz \) for some \( c > 0 \). Then there exists \( C > 0 \) such that for all \( 0 \leq z \leq 1 \),

\[
\mathbb{P}\left[ 0 < \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq z \right] \leq Cz.
\]

**Proof of Lemma 8:** Note that by choosing \( C > 0 \) sufficiently large if necessary, the bound follows trivially in any interval \([z_0, 1]\). Thus for the subsequent proof, we assume, without loss of generality, that \( z \in [0, z_0] \) for some \( z_0 \) sufficiently small, to be chosen suitably. Fix \( z > 0 \). First observe that

\[
\mathbb{P}\left[ 0 < \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq z \right] \leq \mathbb{P}\left[ -w < \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq z \right] = \mathbb{P}\left[ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq z \right] - \mathbb{P}\left[ \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq -w \right]
\]

for any \( w > 0 \). Define \( W_j = 1(X_j \leq z) \) and \( V_j = 1(X_j \leq -w) \). We define \( S_i^{(1)} = \sum_{j=1}^{i}(W_j - \tau) \) and \( S_i^{(2)} = \sum_{j=1}^{i}(V_j - \tau) \). Using the same observation as in the proof of Lemma 7, we have,

\[
\mathbb{P}\left[ 0 < \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq z \right] \leq \mathbb{P}\left[ \min_{1 \leq i \leq m} S_i^{(1)} \geq 0 \right] - \mathbb{P}\left[ \min_{1 \leq i \leq m} S_i^{(2)} \geq 0 \right].
\]

Observe that \( \mathbb{E}[W_j - \tau] = F(z) - \tau > 0 \), while \( \mathbb{E}[V_j - \tau] = F(-w) - \tau < 0 \)—thus \( S_i^{(1)} \) and \( S_i^{(2)} \) are biased random walks in the positive and negative direction respectively. Note that the two terms above correspond to the probability of the same event—albeit under different probability measures. It will be convenient for us to denote the distribution of the \( W_j \) variables as \( \mathbb{P}_z \), and that of the \( V_j \) variables as \( \mathbb{P}_{-w} \). Under this new notation,

\[
\mathbb{P}\left[ 0 < \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq z \right] \leq \mathbb{P}_z\left[ \min_{1 \leq i \leq m} \sum_{j=1}^{i}(\xi_j - \tau) \geq 0 \right] - \mathbb{P}_{-w}\left[ \min_{1 \leq i \leq m} \sum_{j=1}^{i}(\xi_j - \tau) \geq 0 \right]. \tag{24}
\]

where \( \xi_j \) are iid Bernoulli random variables under both measures, with \( \mathbb{P}_z[\xi_1 = 1] = F(z) \) and \( \mathbb{P}_{-w}[\xi_1 = 1] = F(-w) \). Next, define a stopping time \( T = \inf\{k \geq 1 : \sum_{j=1}^{k}(\xi_j - \tau) < 0\} \). In turn, this implies,

\[
\mathbb{P}_z\left[ \min_{1 \leq i \leq m} \sum_{j=1}^{i}(\xi_j - \tau) \geq 0 \right] = \mathbb{P}_z[T > m],
\]

\[
\mathbb{P}_{-w}\left[ \min_{1 \leq i \leq m} \sum_{j=1}^{i}(\xi_j - \tau) \geq 0 \right] = \mathbb{P}_{-w}[T > m].
\]

Plugging this back into (24), we have,

\[
\mathbb{P}\left[ 0 < \max_{1 \leq i \leq m} \tau(X_{1:i}) \leq z \right] = \mathbb{P}_z[T > m] - \mathbb{P}_{-w}[T > m] = \mathbb{P}_{-w}[T \leq m] - \mathbb{P}_z[T \leq m]. \tag{25}
\]
Continuing, we have,

\[
\mathbb{P}_w[T \leq m] - \mathbb{P}_z[T \leq m] = \mathbb{E}_w \left[ 1(T \leq m) \left( 1 - \frac{d\mathbb{P}_z}{d\mathbb{P}_w} \right) \right].
\]

(26)

Further,

\[
\frac{d\mathbb{P}_z}{d\mathbb{P}_w} = \frac{(F(z))^{\sum_{j=1}^{m} \xi_j(1 - F(z))^{m - \sum_{j=1}^{m} \xi_j}}}{(F(-w))^{\sum_{j=1}^{m} \xi_j(1 - F(-w))^{m - \sum_{j=1}^{m} \xi_j}} = \left( \frac{F(z)/(1 - F(z))^{m - \sum_{j=1}^{m} \xi_j}}{F(-w)/(1 - F(-w))^{m - \sum_{j=1}^{m} \xi_j}} \right)^{\sum_{j=1}^{m} (\xi_j - \tau)} \cdot \exp \left[ m \left( \tau \log \frac{F(z)}{F(-w)} + (1 - \tau) \log \frac{1 - F(z)}{1 - F(-w)} \right) \right].
\]

At this point, we choose \( w \) such that

\[
\tau \log \frac{F(z)}{F(-w)} + (1 - \tau) \log \frac{1 - F(z)}{1 - F(-w)} = 0.
\]

To see that such a choice is indeed possible for \( z \) sufficiently small, define a function \( h(a) = \tau \log a + (1 - \tau) \log(1 - a) \). By direct computation, we note that \( h \) is strictly concave, and attains it’s maximum at \( a = \tau \). Thus the function \( h(F(t)) \) is strictly increasing on \([-t_0, 0]\) for some \( t_0 > 0 \). By the intermediate value theorem, there exists a unique \( w > 0 \) such that \( h(F(-w)) = h(F(z)) \) for \( z > 0 \) sufficiently small. Further, using Taylor series expansion near \( a = \tau \), we have,

\[
h(F(z)) = h(\tau) + \frac{h''(\kappa(z))}{2}(F(z) - \tau)^2, \quad h(F(-w)) = h(\tau) + \frac{h''(\kappa(-w))}{2}(F(-w) - \tau)^2.
\]

Equating \( h(F(-w)) = h(F(z)) \), we have,

\[
\frac{F(-w) - \tau}{F(z) - \tau} = \frac{h''(\kappa(z))}{h''(\kappa(-w))}.
\]

By continuity, \( \kappa(z), \kappa(-w) \to \tau \), and thus there exists a universal constant \( C_1 > 0 \) such that

\[
|F(-w) - \tau| \leq C_1 |F(z) - \tau|.
\]

Armed with this choice of \( w \), we note that

\[
\frac{d\mathbb{P}_z}{d\mathbb{P}_w} = \left( \frac{F(z)/(1 - F(z))^{m - \sum_{j=1}^{m} \xi_j}}{F(-w)/(1 - F(-w))^{m - \sum_{j=1}^{m} \xi_j}} \right)^{\sum_{j=1}^{m} (\xi_j - \tau)} \cdot \exp \left[ m \left( \tau \log \frac{F(z)}{F(-w)} + (1 - \tau) \log \frac{1 - F(z)}{1 - F(-w)} \right) \right].
\]

is a martingale with respect to the canonical filtration under \( \mathbb{P}_w \), and therefore,

\[
\mathbb{P}_w[T \leq m] - \mathbb{P}_z[T \leq m] = \mathbb{E}_w \left[ 1(T \leq m) \left( 1 - \frac{d\mathbb{P}_z}{d\mathbb{P}_w} \right) \right]
\]

\[
= \mathbb{E}_w \left[ 1(T \leq m) \left( 1 - \frac{F(z)/(1 - F(z))^{m - \sum_{j=1}^{m} \xi_j}}{F(-w)/(1 - F(-w))^{m - \sum_{j=1}^{m} \xi_j}} \right) \right].
\]

We note that \( \sum_{j=1}^{T} (\xi_j - \tau) < 0 \), and thus using the inequality \( 1 - e^{-x} \leq x \) for \( x \geq 0 \), we have,

\[
\mathbb{P}_w[T \leq m] - \mathbb{P}_z[T \leq m] \leq \mathbb{E}_w \left[ 1(T \leq m) \sum_{j=1}^{T} (\tau - \xi_j) \right] \log \left( \frac{F(z)/(1 - F(z))}{F(-w)/(1 - F(-w))} \right).
\]

\[
\leq \log \left( \frac{F(z)/(1 - F(z))}{F(-w)/(1 - F(-w))} \right),
\]
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where the last inequality follows upon observing that $\sum_{j=1}^T (\tau - \xi_j) \leq 1$. Finally,

$$\log \left( \frac{F(z)/(1 - F(z))}{F(-w)/(1 - F(-w))} \right) = \log \left( 1 + \frac{F(z) - F(-w)}{F(-w)} \right) - \log \left( 1 - \frac{F(z) - F(-w)}{1 - F(-w)} \right) \lesssim (F(z) - F(-w)) \lesssim F(z) - \tau \leq C_2 z$$

for some constant $C_2 > 0$. This completes the proof.

Armed with Lemmas 7, 8, we are now ready to prove Lemma 6.

**Proof of Lemma 6:** Note that it suffices to establish this bound for $0 < z \leq 1$—the bound for larger $z$ follows trivially by increasing $C$ if necessary. For ease of notation, denote $\max_{1 \leq i \leq m} \tau(X_{1:i}) = Z_1$ and $\max_{1 \leq j \leq n} (1 - \tau)(-Y_{1:j}) = Z_2$, and let $G_1$ and $G_2$ denote the corresponding cdfs. We have, using $\{Z_1 + Z_2 \leq z\} \subset \{\min\{Z_1, Z_2\} \leq z\}$, we have,

$$\mathbb{P}[Z_1 + Z_2 \leq z] \leq \mathbb{P}[Z_1 \leq z, Z_2 \leq z - Z_1] + \mathbb{P}[Z_2 \leq z, Z_1 \leq z - Z_2].$$

We derive an upper bound on the first term. The second term is similar, and is thus omitted. We have,

\begin{align*}
\mathbb{P}[Z_1 \leq z, Z_2 \leq z - Z_1] &\leq \mathbb{P}[Z_1 \leq -1] + \mathbb{P}[-1 < Z_1 \leq z, Z_2 \leq z - Z_1] \\
&\leq \exp(-Cm) + \int_{-1}^{z} G_2(z - x) dG_1(x) \\
&\leq \exp(-Cm) + \int_{-1}^{z} \left( \frac{1}{\sqrt{n}} + C_1(z - x) \right) dG_1(x) \\
&\leq \exp(-Cm) + \frac{G_1(z)}{\sqrt{n}} + C_1 \int_{-1}^{z} G_1(y) dy \\
&\leq \exp(-Cm) + \frac{1}{\sqrt{n}} \left( \frac{1}{\sqrt{m}} + C_2 z \right) + \frac{C_1}{\sqrt{m}} \int_{-1}^{z} \exp(-C_2my^2) dy + C_1 \int_{0}^{z} \left( \frac{1}{\sqrt{m}} + y \right) dy. \\
&= \Theta \left( \frac{1}{m} + \frac{1}{\sqrt{mn}} + \frac{z}{\sqrt{n}} + \frac{z}{\sqrt{m}} + z^2 \right).
\end{align*}

In the display above, the second inequality follows by using Lemma 7 on the first term, the third inequality follows upon using Lemmas 7,8 on the second term, the fourth inequality follows using integration by parts. The fifth inequality follows by again using Lemmas 7,8 on the last two terms. The final conclusion follows from the inequality $2ab \leq a^2 + b^2$.\hfill \Box

### 7 Some auxiliary results

**Lemma 9.** Let $U_1, \ldots, U_n \sim \text{Unif}(0, 1)$ be iid random variables, and let $0 = U_{(0)} < U_{(1)} < \cdots < U_{(n)} < U_{(n+1)} = 1$ denote the corresponding order statistics. Then there exists $C > 0$ sufficiently large such that

$$\mathbb{P} \left[ U_{(k+1)} - U_{(k)} < C \log \frac{n}{n} \right. \text{ for all } 0 \leq k \leq n \left. \right] \geq 1 - n^{-2}.$$

**Proof:** Direct computation yields that for all $0 \leq k \leq n$,

$$\mathbb{P}[X_{(k+1)} - X_{(k)} > r] = (1-r)^n$$

for all $r \in [0,1]$. By union bound, we have,

$$\mathbb{P}[U_{(k+1)} - U_{(k)} > C \log \frac{n}{n} \text{ for some } 0 \leq k \leq n] \leq (n+1) \left( 1 - C \log \frac{n}{n} \right)^n \leq \frac{1}{n^2}$$

for $C > 0$ is sufficiently large. This completes the proof.\hfill \Box
Remark 12. We will apply Lemma 9 to the setting where \( U_1, \ldots, U_n \sim \text{Unif}(A) \) i.i.d., where \( A \subseteq \mathbb{R} \) is a disjoint union of intervals. We let \( \min \{ x \in A \} = U_0 < U_1 < \cdots < U_n < U_{n+1} = \max \{ x \in A \} \) denote the corresponding order statistics. Finally, one can construct an interval of length \( \text{Leb}(A) \) by “arranging” its constituent intervals in a contiguous fashion; for \( x, y \in A \), let \( d_A(x, y) \) denote the distance between \( x, y \) on this re-arranged interval. With this convention, one can derive the following immediate corollary of Lemma 9.

\[
P \left[ d_A(U_{(k+1)}, U_{(k)}) < C \frac{\log n}{n} \text{ for all } 0 \leq k \leq n \right] \geq 1 - \frac{1}{n^2}.
\]

We will use Lemma 9 in this specific form.

Lemma 10. Let \( X \sim \text{Bin}(n, p) \). For any \( \delta > 0 \), there exists \( C := C(\delta) \) such that \( P(|X - np| > \delta np) \leq 2 \exp(-Cnp) \).

Proof: This will follow by a direct application of Bernstein’s inequality. We have,

\[
P(|X - np| > \delta np) \leq 2 \exp \left( - \frac{\delta^2 n^2 p^2}{np(1 - p) + \frac{3}{2} \delta np} \right) \leq 2 \exp(-Cnp).
\]
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