Abstract

Open-domain generative dialogue systems have attracted considerable attention over the past few years. Currently, how to automatically evaluate them, is still a big challenge problem. As far as we know, there are three kinds of automatic methods to evaluate the open-domain generative dialogue systems: (1) Word-overlap-based metrics; (2) Embedding-based metrics; (3) Learning-based metrics. Due to the lack of systematic comparison, it is not clear which kind of metrics are more effective. In this paper, we will first measure systematically all kinds of automatic evaluation metrics over the same experimental setting to check which kind is best. Through extensive experiments, the learning-based metrics are demonstrated that they are the most effective evaluation metrics for open-domain generative dialogue systems. Moreover, we observe that nearly all learning-based metrics depend on the negative sampling mechanism, which obtains an extremely imbalanced and low-quality dataset to train a score model. In order to address this issue, we propose a novel and feasible learning-based metric that can significantly improve the correlation with human judgments by using augmented POSitive samples and valuable NEgative samples, called PONE. Extensive experiments demonstrate that our proposed evaluation method significantly outperforms the state-of-the-art learning-based evaluation methods, with an average correlation improvement of 13.18%. In addition, we have publicly released the codes of our proposed method and state-of-the-art baselines.\footnote{Github address is https://github.com/gmftbyGMFTBY/PONE.}

1 Introduction

Open-domain generative dialogue systems (i.e. chatbots) have attracted considerable attention (Ritter et al., 2011; Yao et al., 2017; Zhou et al., 2018; Zhang et al., 2019a). Recent advances in open-domain generative dialogue systems highlight the difficulties in automatic evaluation (Kannan and Vinyals, 2016; Tong et al., 2018; Huang et al., 2019). Like other Natural Language Generation tasks, it is very difficult to evaluate open-domain generative dialogue systems because of the diversity of languages (Gatt and Krahmer, 2017).

Generally, human annotation is the most reliable evaluation method. However, the human annotation is very expensive, time-consuming and irreproducible. Thus, it is highly desirable to automatically evaluate the open-domain generative dialogue systems. To the best of our knowledge, so far, there are three kinds of metrics to automatically evaluate the open-domain generative dialogue systems: (1) Word-overlap-based metrics, they evaluate the amount of word-overlap between a generated response and its corresponding ground-truth response, such as BLEU (Papineni et al., 2001) and ROUGE (Lin, 2004); (2) Embedding-based metrics, they evaluate the quality of a generated response by calculating the semantic similarity between the generated response and its corresponding ground-truth response, such as Greedy Matching (Rus and Lintean, 2012) and BERTScore (Zhang et al., 2019b); (3) Learning-based metrics, they train a score model to evaluate a generated response based on its conversation context, such as ADEM (Lowe et al., 2017) and RUBER (Tao et al., 2018).

However, due to the lack of systematic comparison of these metrics, it is not clear which kind of automatic metrics are closer to human judgments, i.e., which kind is best. In this paper, we will first measure systematically all kinds of automatic evaluation metrics from three important aspects for open-domain generative dialogue systems: (1) Fluency: the grammatical correctness and fluency of generated responses; (2) Coherence: the relevance between the generated responses and their contexts.
(3) Engagement: the degree of attraction or engagement of generated responses (Ghazarian et al., 2019b). Extensive systematic experiments demonstrate that the learning-based metrics are the most effective automatic evaluating metrics for open-domain dialogue systems, and have a very high correlation with human judgments.

Furthermore, we observe that nearly all learning-based metrics depend on the negative sampling mechanism to obtain datasets to train score models. Generally, in the obtained datasets: (1) The size of positive and negative samples is extremely imbalanced; (2) Most negative samples are low-quality since they are randomly sampled. Thus the decision boundary generated by these existing learning-based methods is far from the real decision boundary, which obviously hurts the performance. In order to narrow the difference between the real decision boundary and the generated decision boundary, we propose a novel learning-based evaluation method by using augmented POSitive samples and valuable NEgative samples to train the score model, called PONE. Specifically, we first apply data augmentation techniques to obtain lots of generated positive samples. Then, we adopt a novel sampling strategy to collect the valuable negative samples. Finally, a novel iterative algorithm is proposed to overcome the impact of the noise in augmented data samples. Extensive experiments demonstrate that our proposed method significantly outperforms the state-of-the-art learning-based metrics, with an average correlation improvement of 13.18%.

In the following sections, we will first evaluate systematically all kinds of automatic metrics for open-domain dialogue systems. Then, we will introduce the detail of our proposed novel learning-based metric.

2 Systematic Comparison

In this section, we systematically compare the all kinds of automatic metrics.

| Dataset   | Fluency | Coherence | Engagement | Overall |
|-----------|---------|-----------|------------|---------|
| Tencent   | 0.331   | 0.623     | 0.566      | 0.610   |
| Xiaohuangji | 0.292  | 0.632     | 0.623      | 0.627   |
| Dailydialog | 0.330  | 0.612     | 0.326      | 0.533   |
| Cornell   | 0.249   | 0.468     | 0.388      | 0.343   |

Table 1: Inter-annotator Kappa agreement is high.

2.1 Experimental setup

The overall evaluating process are as follows: (1) To obtain the a response and its context, we need to choose the open-domain generative dialogue systems. In order to make the conclusions more reliable, three generative models are chosen according to the difference of the decoding process: (a) Seq2Seq-attn (Bahdanau et al., 2014); (b) Copynet (Gu et al., 2016); (c) Transformer (Vaswani et al., 2017). More details can be found in Appendix. (2) 100 samples are randomly sampled from these generated pairs of the response and context. Then the human judgements are obtained, $S_{\text{human}}$. Specifically, 3 volunteers are asked not only to provide an overall scores but also to provide scores from fluency, coherence, and engagement. We ask the volunteers to rate each pair of the context and response on a scale of 1-6 (very bad to very good). The inter-annotator Kappa value is show in Table 1. (3) All kinds of the automatic evaluation metrics are used to obtain the scores of the samples, $S_{\text{metric}}$. (4) In order to measure the correlation between these automatic evaluation metrics and the human judgments, Pearson and Spearman correlation are adopted to obtain the correlation between $S_{\text{human}}$ and $S_{\text{metric}}$. Pearson and Spearman correlations estimate linear and monotonic correlation and are widely used in the automatic evaluation of open-domain generative dialogue systems such as RUBER (Tao et al., 2018) and BERT-RUBER (Ghazarian et al., 2019a). The higher the correlation between $S_{\text{human}}$ and $S_{\text{metric}}$, the closer the metric to human judgments. If the p-value is less than 0.01, the relationship between human judgments and the automatic metrics is significant.

The details of the evaluating process are shown below.

2.1.1 Chosen datasets

- **Tencent**: Tencent dataset (Li et al., 2018) contains high-quality open-domain conversation from social media. Each reply is annotated by humans according to the quality of the response.
- **Xiaohuangji**: Xiaohuangji is a classic Chinese open-domain dialogue dataset with lots of colloquial interaction.
- **Dailydialog**: Dailydialog dataset (Li et al., 2017) is a multi-turn high-quality English
open-domain dialogue corpus which covers various topics about our daily life. In this section, we process it into the single-turn format.

- **Cornell**: Cornell corpus (Danescu-Niculescu-Mizil and Lee, 2011) is an English chit-chat corpus which contains a large metadata-rich collection of fictional conversations extracted from raw movie scripts.

For open-domain generative dialogue models, we sample 90,000/2,500/2,500 query-response pairs for each corpus as train/test/validation sets. For learning-based metrics, we sample 45,000/2,500/2,500 query-response pairs for each corpus as train/test/validation sets.

### 2.1.2 Chosen automatic evaluation metrics

Three kinds of metrics will be chosen to evaluate:

- **Word-overlap-based**: BLEU (Papineni et al., 2001), ROUGE (Lin, 2004) and METEOR (Banerjee and Lavie, 2005) are the most commonly used automatic evaluation for open-domain generative dialogue systems.

- **Embedding-based**: Four embedding-based metrics are selected: (1) Embedding-Average (Wieting et al., 2015); (2) Vector-Extrema (Forgues and Pineau, 2014); (3) Greedy-Matching (Rus and Lintean, 2012); (4) BERTScore (Zhang et al., 2019b). It should be noted that the BERTScore is the state-of-the-art embedding-based evaluation method which is based on BERT contextual embeddings.

- **Learning-based**: So far, the feasible learning-based metrics are RUBER (Tao et al., 2018) and BERT-RUBER (Ghazarian et al., 2019a). RUBER is an unfinished approach, and its performance is very bad in most cases. BERT-RUBER overcomes the drawback of the RUBER, is a representative learning-based metric. Thus, BERT-RUBER is chosen here.

### 2.2 Results

Extensive experiments are conducted for all kinds of metrics which leads to 12 tables. Due to the page limitation, we only show the part of them. More details can be found in Appendix. Noted that the conclusions over these partial tables here are consistent with all tables. We can make the following observations:

- As shown in Table 2, it can be found that the learning-based metric is much better than the embedding-based and word-overlap-based metrics in most cases, and the learning-based metric shows a very close correlation with human judgments.

- We also test these three kinds of automatic evaluation metrics based on the three important aspects of evaluating dialogue systems: (1) Fluency; (2) Coherence; (3) Engagement. As shown in Table 3, it can be found that the learning-based metric achieves the closest correlation with human judgments on these aspects in most cases. Because learning-based metrics are highly relevant to human judgments on these important aspects of evaluating the dialogue systems, the scores predicted by learning-based metric are very reliable.

Learning-based metrics are very powerful to evaluate the generative dialogue systems. **But, are the learning-based metrics really good enough?**

### 3 Proposed metric

In this section, we first analyze the fatal weakness of the existing learning-based metrics, and then propose a novel learning-based automatic evaluation of open-domain dialogue systems which alleviates the issue. Finally, we show the comparison between the existing learning-based metrics on single-turn and multi-turn dialogue benchmarks. It should be noted that unlike the traditional NLP tasks, automatic evaluations need very high practicability, so the automatic evaluation approaches are simple but very effective (complex models are hard to obtain).

#### 3.1 Weakness and motivation

The learning-based metrics train the score model by using negative sampling. Specifically, the ground-truth of the a query is the positive sample, and the randomly sampled responses are the negative samples. These samples are used to train a binary classifier (score model), which will be used to predict the score by sigmoid function. However, the obtained dataset generated by the learning-based metrics has two drawbacks: (1) The size of positive and negative samples is extremely imbalanced. As shown

---

1. We adopt Glove (Pennington et al., 2014) as English word embeddings. Chinese word embeddings are from https://github.com/Embedding/Chinese-Word-Vectors.

2. We use latest version 0.2 of BERTScore.
3.2 Notations and task formulation

Given a response $r$ and the corresponding context query $q$, an evaluating metric needs to predict the score $s$ of $r$ based on the $q$. The score $s$ ranges from 0 to 1 (including 0 and 1), where higher scores indicate higher quality of the generated responses. In this task, we have to make sure that the output of the proposed metric is highly relevant to human judgments.

3.3 The architecture of PONE

Our proposed evaluation method PONE contains four components: (1) Weighted negative sampler, it selects the valuable negative samples instead of random samples; (2) Positive data generator, it provides lots of effective positive samples which alleviate the imbalanced data distribution; (3) Label filter, it is a novel algorithm for detecting noise augmented data; (4) Scorer, it is score model (classifier) of the PONE for predicting the score which ranges from 0 to 1 (including 0 and 1), where higher scores indicate higher quality of the generated responses.
As shown in Table 4, most of the random negative samples are better than random negative samples. This operation is necessary because we have to speed up the training process. Then we observe the semantic similarity of the ground-truth and negative sample by adopting cosine similarity:

\[
\cos(v_r, v_{n_i}) = \frac{v_r^T v_{n_i}}{\|v_r\| \|v_{n_i}\|}
\]

After getting all the cosine similarities of the candidate negative samples, we convert the cosine similarity to the selective probability by applying the softmax with temperature factor.

\[
p(v_r, v_{n_i}) = \frac{e^{\cos(v_r, v_{n_i})/t}}{\sum_{i=1}^{h} e^{\cos(v_r, v_{n_i})/t}}
\]

where \(t\) is the temperature factor, \(n_i\) is the i-th candidate negative sample. \(p(v_r, v_{n_i})\) indicates the probability that the i-th candidate negative sample is sampled. We study the impact of the \(t\) in the experiment section.

### 3.3.2 Positive data generator

All of the existing learning-based evaluation methods apply the negative sampling method. But the negative sampling algorithm constructs the extremely imbalanced dataset for training the score model. In order to address this issue, we apply the data augmentation approaches to generate lots of effective positive samples. We test two kinds of data augmentation methods: (1) replacement-based method, i.e., EDA (Wei and Zou, 2019), it can generate extensive samples very fast by using four simple but powerful operations (synonym replacement, random insertion, random swap and random deletion). The main drawback of the EDA data augmentation is that the generated samples will contain lots of noise, which may hurt the performance; (2) generation-based method, i.e., Seq2Seq (Cho et al., 2014), generative dialogue model Seq2Seq is used to generate the samples by using beam search.

---

3.3.1 Weighted negative sampler

As shown in Table 4, most of the random negative samples can be easily discriminated from positive samples and will contribute little towards the training (Cai and Wang, 2017). High-quality negative samples that are close to the ground-truth are beneficial to approximate the real decision boundary. So it is necessary to select valuable negative samples for training. First, we randomly extract \(h\) candidate negative samples \(\{n_i\}_{i=1}^{h}\) from the whole datasets. This operation is necessary because we have to speed up the training process. Then we obtain the similarities between the ground-truth and the candidate negative samples \(\{n_i\}_{i=1}^{h}\). Finally, we convert the semantic similarity to the sample probability which will be used to select the closest candidate sentence \(n_i\) to the ground-truth as the negative sample.

During training, we adopt the average pooling strategy to get the BERT (Devlin et al., 2018) semantic embeddings \(v_r, v_{n_i}, v_q\) of the ground-truth response \(r\), negative response \(n_i\), and context \(q\) respectively. Formally, let \(w_1, w_2, ..., w_m\) be the BERT embedding of \(m\) words in an utterance. Average pooling takes the average of the hidden state of the encoding layer on the time axis.

\[
v = \text{avg}\{w_1[i], w_2[i], ..., w_m[i]\}
\]
The generated samples are high-quality but it runs slowly.

After the data augmentation, the diverse augmented positive samples \( \{ r_{ij} \}_{j=1}^k \) based on context \( q_i \) can be obtained, and its size of it is \( k \).

### 3.3.3 Scorer

The scorer is the score model of the proposed learning-based metric. First, we obtain the semantic representation of the context \( v_q \) and response \( v_r \) from the dataset generated by the positive data generator and weighted negative sampler. In this paper, we choose to apply BERT contextual embeddings to obtain the semantic representation of the sentences. Then we further concatenate \( v_q \) and \( v_r \) to match the two utterances. Besides, we also include the bilinear projector to hold interactive information of \( v_q \) and \( v_r \) which is the same as the RUBER and BERT-RUBER. Finally, a multi-layer perceptron (MLP) predicts a score as the final metric \( s \).

The hidden layers of MLP use \( \text{relu} \) as the activation function, whereas the last unit uses \( \text{sigmoid} \) because we hope the score is a real number which is between 0 and 1. The training objective is to minimize binary cross-entropy loss:

\[
J = \frac{1}{K} \sum_{i} -y_i \cdot \log \hat{y}_i - (1 - y_i) \cdot \log (1 - \hat{y}_i)
\]

where \( K \) is the size of the whole generated dataset, \( y_i \) is the label of the \( i \)-th example, \( \hat{y}_i \) is the label of \( i \)-th example generated by the scorer.

### 3.3.4 Label filter

Actually, the augmented positive samples will contain lots of the noise inevitably (Wei and Zou, 2019). In order to reduce the effect of noise samples to the performance of the scorer, we need to assign the real label for each augmented sample as many as possible. Fortunately, this task is essentially the same as the evaluation of open-domain dialogue systems. So we propose a novel iterative algorithm denoted as the label filter to reduce the impact of the noise samples.

The inputs to the algorithm are positive samples (ground-truth and augmented samples) and weighted negative samples. First, we use the positive and negative samples to pre-train the scorer, the formula is shown in 4. Then we apply the pre-trained scorer to generate pseudo labels on positive samples generated by the positive data generator. Furthermore, the scorer is fine-tuned by the negative samples and the augmented positive samples (with pseudo labels). Finally, we iterate the process until the pseudo labels of the augmented samples no longer change. The details of the algorithm can be found in the Appendix.

During the training iteration, the scorer can generate more high-quality pseudo labels for each augmented positive samples which is beneficial to improve the performance further.

### 3.4 Experiments

We compare PONE with existing state-of-the-art learning-based metrics by the correlation with human judgments. In order to make the conclusions more general and convincing, we also extend the experiments to multi-turn dialogue models.

#### 3.4.1 Datasets

For the single-turn setting, the experiment settings are the same as the Section 2. For the multi-turn setting, the Dailydialog benchmark is used. It should be noted that the Dailydialog is a multi-turn open-domain dataset and we process it into the single-turn and multi-turn corpus separately. It should be noted that another 90,000/2,500/2,500 pairs for each corpus are used to train the data augmentation model Seq2Seq.

#### 3.4.2 Baselines

We compare the proposed metric PONE with the state-of-the-art learning-based metric BERT-RUBER. BERT-RUBER trains the score model by negative sampling which achieves the state-of-the-art performance. We also verify the effectiveness of PONE’s components.

- **PONE-Po-LF**: Without the positive data generator and label filter, only the weighted negative sampler is used to select valuable negative samples.
- **PONE-Ne-LF**: Only the positive data generator is applied to generate lots of meaningful positive samples. Seq2Seq data augmentation method is used by default.
- **PONE-Ne**: Remove the weighted negative sampler from the PONE.

#### 3.4.3 Generative dialogue models

For single-turn dialogue systems, the settings are the same as the Section 2. As for multi-turn dialogue systems, in order to make the conclusions
more reliable, we apply two novel multi-turn dialogue models to generate the responses: (1) HRED (Serban et al., 2015), HRED is the first hierarchical encoder-decoder architecture, and has been widely applied for multi-turn dialogue generation; (2) ReCoSa (Zhang et al., 2019a), ReCoSa adopts the self-attention mechanism in multi-turn dialogue modeling and achieve the state-of-the-art performance. More details can be found in Appendix. The setup of single-turn dialogue systems is the same as the Section 2.

3.4.4 Experiment Setup
Parameters and details of our proposed evaluation method are shown in Table 5. Other details of the experiments are the same as the Section 2. 300 randomly sampled utterances are annotated by 3 annotators for multi-turn dialogue systems.

| Param               | Value | Param       | Value |
|---------------------|-------|-------------|-------|
| BERT embedding      | 768   | $k$         | 5     |
| BERT Pooling        | Mean  | epochs      | 100   |
| Dropout ratio       | 0.5   | learning rate | 1e-3  |
| MLP $h$             | 256/512/128/1 | Optimizer  | Adam  |

Table 5: Parameters setting of the PONE, $h$ represents the hidden size.

3.4.5 Results
Due to the page limitation, we only show partial results of the experiment. More details can be found in the Appendix. The conclusions we observed in these tables are consistent. **Single-turn:** As shown in Table 7, it can be found that the proposed metric PONE is much better than the state-of-the-art metric BERT-RUBER, with an average correlation improvement of 13.18%. Besides, the performance of PONE is very close to the average human level. **Multi-turn:** As shown in Table 8, we can make the following conclusions: (1) Our proposed metric PONE significantly outperforms the state-of-the-art metrics BERT-RUBER and BERTScore. (2) Compared with the performance on the single-turn setting, the performance of PONE is still far from the average human. We attribute this problem to the fuzzy semantic caused by the long context of multi-turn conversations context, which means that there is still an urgent need to explore the better metric for multi-turn dialogue systems. **Ablation Study:** We also verify the effectiveness of three components in PONE’s framework (last 4 rows in Table 7 and Table 8). We can make the conclusions:

- **Weighted negative sampler:** As shown in Table 7, the results of PONE-Po-LF demonstrate that the weighted negative sampler really helps to improve the correlation with human judgments, compared with the state-of-the-art baseline BERT-RUBER. This is because the weighted negative sampling approach can find appropriate negative samples to ensure that the binary classifier can learn valuable features that distinguish positive samples with negative samples.

- **Positive data generator:** As shown in Table 7, it can be found that adopting the data augmentation methods improve the performance. We also compare the two data augmentation approaches. As shown in Table 9, PONE$_{EDA}$ and PONE$_{Seq2Seq}$ can both improve the performance, which demonstrates the data augmentation effectively alleviates the imbalanced dataset issue. Furthermore, it can be shown that applying the Seq2Seq data augmentation can achieve better performance than EDA. It demonstrates that the higher the quality of the generated samples, the greater the effect.

- **Label filter algorithm:** Adopting the label filter algorithm for the positive data generator can further improve the performance in most cases. It effectively alleviates the issue of the noise in the augmented positive samples.

- **PONE:** As shown in Table 7, it can be found that directly combining weighted negative sampler and positive data generator in PONE sometimes decreases the performance. It means that the way of combining two components needs to be further studied, and we will leave this part for future research.

**Hyperparameters:** We analyze two main hyperparameters in our work: (1) Temperature factor $t$, the performance is best when the $t$ is between 0.05 and 0.1; (2) The number of the generated positive samples $k$, the performance is best when $k$ is 5. More details can be found in Appendix.

3.4.6 Case Study
Some real examples generated over the Dailydialog dataset are shown in Table 6. We can make the
conclusions as follows: (1) Because of occasional exact word overlapping, word-overlap-based metrics provide small scores, and it is not appropriate for evaluating the open-domain dialogue systems. We obtain the average score of the BLEU on all the datasets, and the result is 0.173; (2) The scores generated by the embedding-based metrics such as BERTScore and Embedding Average are usually very high because the sentence representation is very fuzzy. We also get the average scores of the embedding-based metrics on all datasets, and it is 0.814; (3) The learning-based metrics such as BERT-RUBER and PONE can provide balanced (average 0.473 of PONE) and, appropriate score and the PONE’s scores are closer to the human judgments.

Table 6: Real examples generated by Seq2Seq-attn model from Dailydialog dataset (single-turn). Human scores are the average of all the annotations and scores are normalized between 0 and 1.

Table 7: The correlation between automatic metrics and human judgments for CopyNet and Transformer model. $p$ means the $p$-value. Due to the unstable performance, RUBER cannot show the good performance. Data augmentation is Seq2Seq.

Table 8: Test the performance of the metrics on multi-turn open-domain dialogue systems. The correlation between automatic metrics and human judgments on Dailydialog dataset for HRED and RecCoSa model. $p$ means the $p$-value. Data augmentation is the Seq2Seq.

Table 9: Different data augmentation technique of positive data augmentation. PONE-EDA means the EDA data augmentation technique is used in PONE. PONE-Seq2Seq means the Seq2Seq data augmentation is used in PONE.

To test whether PONE generates a better decision boundary than BERT-RUBER, we also visualize the decision boundary on Dailydialog dataset. Due to the page limitation, the visualized result can be found in Appendix.

4 Conclusion

In this paper, we conduct a comprehensive analysis of the existing evaluation methods of open-domain dialogue systems from fluency, coherence, and engagement. Extensive experiments demonstrate that learning-based evaluation methods are much better than traditional metrics. Furthermore, we propose a novel learning-based automatic evaluation method, called PONE. The proposed metric significantly outperforms the state-of-the-art learning-based evaluation method.
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