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Abstract—We consider cost-constrained sparse sensor selection for full-state reconstruction, applying a well-known greedy algorithm to dynamical systems for which the usual singular value decomposition (SVD) basis may not be available or preferred. We apply the cost-modified, column-pivoted QR decomposition to a physically relevant basis—the pivots correspond to sensor locations, and these locations are penalized with a heterogeneous cost function. In considering different bases, we are able to account for the dynamics of the particular system, yielding sensor arrays that are nearly Pareto optimal in sensor cost and performance in the chosen basis. This flexibility extends our framework to include actuation and dynamic estimation, and to select sensors without training data. We provide three examples from the physical and engineering sciences and evaluate sensor selection in three dynamically relevant bases: truncated balanced modes for control systems, dynamic mode decomposition (DMD) modes, and a basis of analytic modes. We find that these bases all yield effective sensor arrays and reconstructions for their respective systems. When possible, we compare to results using an SVD basis and evaluate tradeoffs between methods.

I. INTRODUCTION

Modal decompositions and model reduction are fundamental to many fields of science and engineering [1]–[3]. Historically, such decompositions were based on special functions, such as Fourier modes, Legendre polynomials, and Bessel functions. The development in the late 1960s [4] of an efficient numerical procedure for computing the singular value decomposition (SVD) allowed for data-driven modal decompositions that far outperformed generalized functional techniques. The SVD is now the dominant paradigm for model reduction in many applications, and for good reason—for a given number of modes, it is guaranteed to capture the greatest amount of the system’s energy (variance) [5]. However, ordering modes based on energy does not result in the most effective basis for every task. For control systems, modes obtained via balanced truncation [6] are often more effective than SVD modes. Similarly, the dynamic mode decomposition (DMD) [7]–[10] provides an alternative basis that simultaneously captures spatial correlation and evolution in time. Sparse sensor optimization is often based on SVD modes [11], [12], although this approach has been previously extended to include these alternative bases [13], [14]. The goal of this work is to develop a greedy sensor selection algorithm that incorporates a heterogeneous cost on sensor location and apply it to these alternative bases. Accounting for a heterogeneous cost on sensor location is a critical practical aspect of sensor selection, and our unified framework results in sensor arrays that are approximately Pareto optimal in cost and performance.

The full state-space of a high-dimensional, spatio-temporal system may be prohibitively expensive to measure, thus requiring significant measurement downsampling. Sparse sensor selection provides a mathematical framework for how to best downsample in many applications, including reduced order modeling [15], scientific experiments [16], control theory [17], climate science [18], and industry [19], [20]. We formulate sensor selection as an interpolation problem, allowing us to adopt methods from nonlinear model order reduction, such as the empirical and discrete empirical interpolation methods (DEIM) [21], [22] and Q-DEIM [23]. Manohar et al [11] thoroughly demonstrate the use of column-pivoted QR for sensor selection for reconstruction in an SVD basis, and in [12] the authors expand upon this, applying it to a randomized reduced basis [24], [25] and modifying the QR algorithm to account for a heterogeneous cost on sensor location.

There are other sensor selection paradigms, most notably methods that exploit the submodular structure of certain performance metrics to develop greedy algorithms with performance guarantees, e.g. [26], [27]. Some of these algorithms can also be adapted to account for a non-heterogeneous sensor cost [28]–[31]. However, the greedy approximate determinant maximization provided by column-pivoted QR yields good stability and performance guarantees, and is easy to implement. Therefore, we choose the QR-based sensor selection method, even though the determinant is not necessarily submodular.

The main contribution of this work is applying the cost-constrained column-pivoted QR algorithm to new, dynamically relevant bases. This extension of the method increases the practicality of sensor selection by both accounting for sensor cost and using a basis that is matched to the task at hand (i.e., reconstruction, estimation, or control). First, we demonstrate balanced sensor and actuator selection for control systems, following the method of Manohar et al. [14], which we modify to include a cost function. Next, we perform sensor selection on a dynamic mode decomposition (DMD) basis [7]. The DMD gives approximate equations of motion for the system, allowing us to construct a Kalman filter that outperforms interpolative reconstructions in the presence of noise. Finally, we apply our method to universal basis modes, such as Fourier modes, Bessel functions, or a polynomial basis. This is useful for systems that admit a universal basis and for which the equations of motion are known and solvable for a modal decomposition. In this way, it is possible to perform principled
sensor selection without training data. In all three applications, we show that the modified column-pivoted QR decomposition yields sensor (and actuator) arrays with accurate reconstructions, while accounting for costs on sensor (and actuator) location. For the DMD and analytic mode examples, we also provide comparisons with sensors selected using an SVD basis. We find that the SVD basis and sensors often lead to better reconstructions, but the dynamically relevant bases have other advantages—information about the dynamics in the case of DMD modes, and no need for high-fidelity training data with analytically calculated modes.

The remainder of the paper is organized as follows: In Section II, we present QR pivoting for sensor selection and the modification to incorporate a cost function. In Section III, we describe sensor and actuator selection for control systems, including an example from physics. Section IV considers cost-constrained sensor selection for DMD modes, with an example from climate science. Section V explores sensor selection with cost for universal basis modes, demonstrated on another example from physics. We present conclusions in Section VI.

II. PRINCIPLED SPARSE SENSOR SELECTION

A. Problem Formulation

We consider a high-dimensional system, such as the discretization of a PDE or a set of high-definition photographs. We wish to sparsely sample the state of the system and then reconstruct the full state from these sparse measurements. The goal is to determine the optimal sampling points that yield the best reconstructions for a given number of sensors. We will train these sensor configurations based on a set of \( m \) full-state snapshots \( x_i \in \mathbb{R}^n \), which we gather into a data matrix

\[
X = \begin{bmatrix} x_1 & x_2 & \cdots & x_m \end{bmatrix}. \tag{1}
\]

We select a basis \( \Psi \in \mathbb{R}^{n \times r} \) in which to represent the snapshots, such that

\[
x = \Psi a, \tag{2}
\]

where \( a \in \mathbb{R}^r \). Though it is not a requirement, usually \( r \ll n \), so that \( \Psi \) is a reduced basis.

The goal of sensor selection is to learn a selection operator \( C \) that extracts \( p \ll n \) point measurements:

\[
Y = CX, \tag{3}
\]

where \( Y \in \mathbb{R}^{p \times m} \) are the measurements. The rows of \( C \in \mathbb{R}^{p \times n} \) are unit vectors, picking out rows of \( X \) (which correspond to locations in space) to measure.

In the \( \Psi \) basis, Eq. \( 3 \) becomes

\[
Y = C\Psi a = \Theta a. \tag{4}
\]

We obtain the full-state reconstructions by taking the minimum-norm, least squares solution,

\[
\hat{a} = \Theta^+ Y \tag{5}
\]

\[
\hat{X} = \Psi \hat{a}, \tag{6}
\]

with \( \Theta^+ \) being the pseudoinverse of \( \Theta \).

The fractional reconstruction error is:

\[
E = \frac{||X - \hat{X}||_F}{||X||_F}, \tag{7}
\]

where \( || \cdot ||_F \) denotes the Frobenius norm.

The sensor selection problem is to determine the optimal set of indices \( \{J\} \in [1,n], |J| = p \), at which to measure the system, so as to minimize the reconstruction error. In other words, we build \( C \) by setting its rows to \( e_{j}^{T} \), where \( e_{j} \) is the unit vector in the \( j \)th direction. This is a combinatorially hard problem, but as described in the introduction and below in subsection II-B, there are greedy and heuristic methods that yield near-optimal solutions.

We further extend the problem to include a heterogeneous cost function \( \eta \) on the set of candidate sensor locations. We then wish to determine the set of indices \( \{J\} \) that is Pareto optimal in reconstruction error and total sensor cost \( c \), where

\[
c = \sum_{j \in \{J\}} \eta_j. \tag{8}
\]

Since \( \Theta = C\Psi \), the sensor selection problem is equivalent to choosing the most informative rows of \( \Psi \), and as such, the performance of the sensor selection algorithms and the reconstructions depends greatly on the choice of \( \Psi \). The basis could be derived from full-state training data, e.g., \( \Psi \) is usually taken to be the first \( r \) left singular vectors of \( X \). This basis choice often gives excellent results, but it is not always optimal for the task at hand. For a control system, the SVD provides no information about controllability and observability. Similarly, the SVD does not provide a model for how modes evolve in time, and thus does not admit Kalman filtering as an alternative reconstruction method. Finally, the SVD requires full-state training data, which may not be available. Accordingly, the main contribution of this paper will be to extend a previously developed cost-constrained sensor selection algorithm \cite{[12]} to new bases tailored for several kinds of dynamical systems.

B. Column-pivoted QR

Following \cite{[23]}, we use the QR decomposition with column pivoting for sensor selection. The QR decomposition is a greedy method for approximate determinant maximization. The pivoted QR decomposition was introduced by Businger and Golub \cite{[32]} as a method of solving least squares problems, and it was first employed for sensor selection by Drmač and Gugercin \cite{[23]}, who showed that it provides improved error bounds over the discrete empirical interpolation method.

The pivoted QR decomposition for some matrix \( V \in \mathbb{R}^{r \times n} \), \( r \leq n \) is given by:

\[
VP = QR, \tag{9}
\]

where \( Q \in \mathbb{R}^{r \times r} \) is unitary, \( R \in \mathbb{R}^{r \times n} \) is upper triangular, and \( P \in \mathbb{R}^{n \times n} \) is a column permutation matrix.

To perform the decomposition, we first initialize the permutation matrix to \( P_0 = \mathbb{I}_n \). Then we select the column \( v_j \) of \( V \) with the largest norm and swap it with the first column of \( V \) via the permutation matrix:

\[
P_1 = \left( \begin{array}{cccc} e_j & e_2 & \cdots & e_{j-1} \end{array} \right) \begin{array}{c} e_1 \end{array} \left( \begin{array}{cccc} e_{j+1} & \cdots & e_n \end{array} \right). \tag{10}
\]
Next we apply a Householder transformation $Q_1$ such that
\[ Q_1 V P_1 = \begin{pmatrix} \|V_j\| & * & * & \cdots \\ 0 & V' \\ 0 & 0 & V'' \\ \vdots & \vdots & \vdots \\ \end{pmatrix}. \] (11)

We repeat the process on the submatrix $V'$, i.e., identify the column $j'$ with the largest norm, swap it with the first column of $V'$, and transform it so that its subdiagonal elements are zero:
\[ Q_2 Q_1 V P_2 = \begin{pmatrix} \|V_j\| & * & * & \cdots \\ 0 & \|V'_{j'}\| & * & \cdots \\ 0 & 0 & V'' \\ \vdots & \vdots & \vdots \\ \end{pmatrix}. \] (12)

We continue to iterate until the right-hand side is upper triangular and the decomposition is achieved:
\[ Q_r \cdots Q_1 V P_r = R. \] (13)

Thus $P$ from Eq. $[\ref{eq:1}]$ is $P_r$, and $Q = Q^*_r \cdots Q^*_1$.

Note that the $k$th Householder transformation is acting on a vector of length $r - k + 1$, and so $Q_k$ is augmented by the appropriate identity matrix. Also see Algorithm $[\ref{alg:1}]$.

This algorithm leads to a diagonal dominance structure in $R$:
\[ |r_{ii}|^2 \geq \sum_{j=1}^{k} |r_{jk}|^2, \quad 1 \leq i \leq k \leq r. \] (14)

Because the Householder transformations are unitary, at every step this method greedily maximizes the determinant of $R_{1:k,1:k}$, the $k \times k$ submatrix that has been made upper triangular at the $k$th step:
\[ |\det R_{1:k,1:k}| = \prod_{i=1}^{k} |r_{ii}| = \prod_{i=1}^{k} \sigma_i, \] (15)
or equivalently, it maximizes the volume of the submatrix.

For sensor selection, we perform column-pivoted QR on $\Psi^*$, and for $p$ sensors, take $C^T = P_{:,1:p}$, where $P_{:,1:p}$ are the first $p$ columns of $P$. Thus we select sensors to approximately maximize the determinant of the measurement matrix $\Theta$, a method also known as D-optimal experiment design.

Notice that our problem setup and Algorithm $[\ref{alg:1}]$ do not require $\Psi$ to be orthogonal, which is what allows us to apply QR pivoting to any appropriate basis for sensor selection.

### C. Cost-constrained sensor selection

We make a straightforward modification to Algorithm $[\ref{alg:1}]$ to account for an additional cost on sensor location. Doing so allows us to select informative sensors at cheaper locations, albeit at some loss of reconstruction accuracy. It is possible to tune the weighting on the cost function to achieve the desired balance between sensor cost and performance.

Assume there is some non-negative cost function $\eta \in \mathbb{R}^n$ and select a scalar weighting $\gamma$. Then perform a modified version of the column-pivoted QR decomposition on $\Psi^*$, where at every iteration, select as a pivot the column that maximizes the following quantity $[\ref{eq:12}]$:
\[ ||(\Psi^*)_{(k)}|| - \gamma \eta_j. \] (16)

Also see Algorithm $[\ref{alg:2}]$.

Although the determinant maximization guarantees of column-pivoted QR no longer apply to this modified version, cost-constrained QR balances determinant maximization with cost savings. The weighting $\gamma$ can be varied to trace out a cost versus error curve, with $\gamma = 0$ being identical to Algorithm $[\ref{alg:1}]$ and a very large value of $\gamma$ relative to the given system and cost function approaching the minimum-cost sensor array. We will show in the following sections that this method often approximately traces out the Pareto curve of simultaneously minimum reconstruction error (or maximum performance metric, where applicable) and minimum cost, when compared to random sensor arrays.

Note that in the case of completely inaccessible locations (equivalent to infinite cost), the unmodified QR decomposition can be performed on the subset of allowed sensor locations.

### III. BALANCED SENSOR AND ACTUATOR SELECTION FOR CONTROL SYSTEMS

There is a large body of work regarding optimal sensor and actuator selection for control. Some, including $[33],[34]$, pose sensor and actuator selection as a convex optimization problem.

#### Algorithm 2 QR pivoting with cost function.

**Input:** matrix $V \in \mathbb{R}^{r \times n}$, cost function $\eta \in \mathbb{R}^n$, weighting $\gamma$, number of sensors $p \leq r$

**Output:** Partial permutation matrix $P$

1: $P \leftarrow I_n$
2: for $k = 1, \ldots, p$ do
3: \hspace{1em} $j_k \leftarrow \arg\max_{j \geq k} |V_{k,r,j}|$
4: \hspace{1em} Swap($P_{:,j_k}, P_{:,j}$).
5: \hspace{1em} Calculate Householder reflection $Q_k$ such that $Q_k (V_{k,j_k} V_{k+1,j_k} \cdots V_{r,j_k})^T = (||V_{k,r,j_k}|| \ 0 \ \cdots 0)^T$.
6: $V \leftarrow \text{diag}(I_{k-1}, Q_k) V P_{:,1:p}$
return $P_{:,1:p}$
problem. Many take advantage of submodular or supermodular performance metrics to design greedy algorithms, for example [35–38]. Nestorović and Trajkov [39] design a sensor and actuator selection method for flexible structures such as cantilever beams based on balanced truncation and the $H_2$ and $H_\infty$ norms, which is similar to the framework considered here. We follow the method of Manohar et al. [14] and perform the cost-constrained column-pivoted QR decomposition on truncated balanced modes for sensor and actuator selection. An outline of this method follows, [3], [14] contain full details.

Consider the control system

\[ \dot{x} = Ax + Bu \]  \tag{17a}
\[ y = Cx. \]  \tag{17b}

We seek a suitable basis to place sensors (select rows of the identity matrix to form $C$) and actuators (select columns of the identity matrix to form $B$). We employ balanced truncation [6], [40], [41], which uses the controllability and observability Gramians to construct a basis in which the system is simultaneously maximally controllable and observable.

\[ W_c = \int_0^\infty e^{A^T} B B^* e^{A t} dt \]  \tag{18}
\[ W_o = \int_0^\infty e^{A t} C^* C e^{A^T} dt. \]  \tag{19}

Their eigenvectors define the directions in which the system is most controllable and observable, ranked by the magnitude of the corresponding eigenvalues. The balancing transformation makes the controllability and observability Gramians equal to each other and diagonal:

\[ \tilde{W}_c = \tilde{W}_o = \Sigma, \]  \tag{20}
where

\[ \tilde{W}_c = \Phi^* W_c \Phi, \]  \tag{21}
\[ \tilde{W}_o = \Phi^* W_o \Phi, \]  \tag{22}
\[ \Phi^* = \Phi^{-1}, \text{ and } \Sigma \text{ is diagonal.} \]

The transformation matrix can be calculated by solving an eigenvalue problem:

\[ W_c W_o \Psi = \Psi \Sigma^2. \]  \tag{23}

With the eigenvalues ranked in decreasing order, the first $r$ modes of $\Psi$ and $\Phi$ define the $r$ most jointly observable and controllable directions for the system.

We use these modes to perform a rank-reduced change of basis, such that the new control system is written as:

\[ \tilde{a}_c = \Phi^* A \Psi, a_c + \Phi^* B u \]  \tag{24a}
\[ y = C \Psi, a_c, \]  \tag{24b}

where $\Psi_c$ and $\Phi_c$ are the first $r$ columns of $\Psi$ and $\Phi$.

To select sensors and actuators with a cost function, we initialize $B$ and $C$ to identity matrices, calculate the Gramians and the truncated balancing modes, and perform the cost-constrained column-pivoted QR decomposition of Algorithm 2 on $\Psi_c^*$ for sensor selection and on $\Phi_c^*$ for actuator selection.

As a performance metric, take the $H_2$ norm,

\[ \text{tr}(CW_c C^*) = \text{tr}(B^* W_o B), \]  \tag{25}

which is a system’s output energy, or the root mean square of its impulse response. A small output energy indicates that the sensor and actuator arrays are able to quickly stabilize the system after an input is applied, and therefore we wish to minimize the $H_2$ norm. However, we calculate a proxy:

\[ \log \det CW_c C^* = \log \det B^* W_o B. \]  \tag{26}

As shown in Summers [37], maximizing Eq. 26 is equivalent to minimizing the $H_2$ norm. Furthermore, Manohar [14] demonstrates that $\arg \max_C \log \det CW_c C^*$ simplifies to $\arg \max_C |\det C \Psi|$, hence why the greedy determinant maximization of the QR algorithm is desirable.

Our modification of adding a cost function during sensor and actuator selection removes any performance guarantees, but as will be shown in the next section, it is possible to effectively select sensors and actuators while accounting for a nonuniform cost on location.

A. Example

We demonstrate balanced sensor and actuator selection on a system of $N$ identical masses with mass $m$, connected by identical damped springs, with spring constant $k$ and damping $b$ [53], as illustrated in Fig. 1. This is a simple benchmark system, and by choosing $N = 16$ masses, it is possible to compare the principled sensor and actuator selections to a brute force search over every possible sensor/actuator configuration.

The equation of motion for the $i^{th}$ mass is given by

\[ m \ddot{x}_i = k(x_{i-1} + x_{i+1} - 2x_i) + b(\dot{x}_{i-1} + \dot{x}_{i+1} - 2\dot{x}_i) + f_i, \]

where $x_i$ is the displacement of the $i^{th}$ mass from equilibrium and $f_i$ is an external forcing. The full state is $\mathbf{x} = (x_1 \cdots x_N \dot{x}_1 \cdots \dot{x}_N)^T$, and we let $m = k = b = 1$. Thus, the system with full actuation and sensing is given by

\[ \dot{x} = \begin{pmatrix} 0_N & \mathbb{I}_N \\ \mathbb{T} & \mathbb{T} \end{pmatrix} \mathbf{x} + \begin{pmatrix} 0_N \\ \mathbb{I}_N \end{pmatrix} \mathbf{f}, \]  \tag{27a}
\[ y = \mathbb{I}_{2N} \mathbf{x}, \]  \tag{27b}

where $0_N$ is an $N \times N$ matrix of zeros and $\mathbb{T}$ is an $N \times N$ Toeplitz matrix with $-2$ along the diagonal and $1$ along the first super- and subdiagonals.

We take $N = 16$ masses and place six sensors and four actuators. We choose a Gaussian cost function for the sensors,

![Fig. 1. A one-dimensional system of $N$ identical masses with mass $m$, connected by springs with spring constant $k$, and damped by a factor of $b$.](image-url)
so is most expensive to place both position and velocity sensors in the center of the array. We select an inverted Gaussian as the actuator cost function, making it more expensive to place actuators at the edges of the array. The cost functions are shown in the lower right-hand panels of Fig. 2 and 3.

Because the actuation takes the form of an externally applied force \( \mathbf{f} \), which causes a change in the velocity of the masses, the actuators are restricted to acting on the velocity coordinates, which can be seen in Eq. (27a). Therefore, after calculating the truncated balanced and adjoint modes, we perform the cost-modified column-pivoted QR decomposition only on the final \( N \) rows of the adjoint mode matrix for actuator selection. Equivalently, we could set the first \( N \) rows to zero before performing the QR decomposition, or assign those coordinates an infinite cost. Because this cuts the domain of possible actuators in half, we find that we require twice the number of modes to achieve good performance, i.e. to place four actuators, truncate at eight balanced adjoint modes before performing the QR decomposition.

Results in terms of the \( H_2 \)-norm metric substitute are shown in Fig. 2 and 3 which plot cost versus log det \( \mathbf{C} \mathbf{W} \mathbf{C}^\ast \) and log det \( \mathbf{B} \mathbf{W} \mathbf{B} \) for the sensor and actuator arrays, respectively. The large colored data points are the results from the arrays chosen by QR pivoting, with red corresponding to \( \gamma = 0 \), and blue indicating a large value of \( \gamma \). The gray points show the results from every other combination of choosing 6 out of 32 sensors or 4 out of 16 actuators. The principled sensors approximately follow the curve of simultaneously maximal \( H_2 \) proxy and minimal cost. The best-performing configuration (cost function weighting set to zero) outperforms 99.8% of all other arrays, and with a high cost function weighting, the algorithm identifies the configuration with the lowest possible cost. Similarly, when the cost function weighting is set to zero, the selected actuators outperform all but three of the possible actuator selection permutations, and with a high value of \( \gamma \), the algorithm again selects the lowest-cost permutation.

The plots on the right-hand sides of Fig. 2 and 3 show the sensor and actuator configurations for three different values of \( \gamma \), in colors corresponding to those in the left panels. As the cost function weighting is increased, the sensors and actuators are pushed out of regions of high cost. The cost functions are also shown in green for reference. Finally, the left plot of Fig. 3 also shows the performance of QR-selected actuators with \( \gamma = 0 \) and a number of balanced modes increasing from four to seven (shown in black, with symbols indicating the number of modes). Using eight modes yields the best results in terms of log det \( \mathbf{B} \mathbf{W} \mathbf{B} \).

We also test sensor and actuator performance by evolving the system in time and applying linear-quadratic-Gaussian (LQG) control. To evaluate sensor performance, we add in a small amount of system disturbance and noise, both with covariance 0.005, and construct a Kalman filter to obtain a state estimation \( \hat{x}(t) \). We integrate the system from time \( t = 0 \) to \( t = 50 \) and stack the true states and their estimations into the columns of data matrices as shown:

\[
X = \begin{bmatrix} x(0) & x(t_1) & \cdots & x(50) \end{bmatrix} \quad (28a)
\]

\[
\hat{X} = \begin{bmatrix} \hat{x}(0) & \hat{x}(t_1) & \cdots & \hat{x}(50) \end{bmatrix} \quad (28b)
\]

The reconstruction error is then given by Eq. 27. Better sensor arrays will provide more informative measurements, and will therefore have lower reconstruction errors.

At every time step, the state estimate is passed to a linear-quadratic regulator (LQR), designed to drive the entire system towards \( x = 0 \). The performance of the actuator array is evaluated by calculating the LQR cost over the full timespan,

\[
J = \int_0^{50} \left( \mathbf{x}^T \mathbf{Q} \mathbf{x} + \mathbf{u}^T \mathbf{R} \mathbf{u} \right) \, dt, \quad (29)
\]

where \( \mathbf{Q} \) and \( \mathbf{R} \) are identity matrices. Good actuator configurations will be able to bring the system to equilibrium quickly, and will have lower values of \( J \).
configurations of placing 4 out of 16 actuators. Finally, we plot the trajectory which has positions and velocities set to zero except for the eighth mass, trajectory using no control and having no additive system or measurement cost versus the LQR actuation cost $J$.

Fig. 4. Sensor and actuator results using LQG control and state estimation for an example time series of the spring-mass system. The state is initialized at $x(0) = 0$, except for $x_8(0) = 1$. The upper left plot shows sensor cost versus full-state reconstruction error. Red indicates $\gamma = 0$, blue corresponds to $\gamma = 10$, and gray shows results from 1820 random permutations of selecting 6 out of 32 possible sensors. The plot on the upper right similarly shows actuator cost versus the LQR actuation cost $J$. The gray dots show all 1820 possible configurations of placing 4 out of 16 actuators. Finally, we plot the trajectory $x_{10}(t)$ for the various sensor/actuator selections, with the black reference trajectory using no control and having no additive system or measurement noise.

We test two different initial conditions, one with all positions and velocities set to zero except for the eighth mass, which has position $x_8(0) = 1$, and the other where $x_1(0) = 1$ with all other variables set to zero. Results are given in Fig. 4 and 5. The figures have the same format, with the upper left subplot showing sensor cost versus reconstruction error, the upper right plot showing actuator price as a function of actuation cost $J$, and the lower subplot plotting the trajectory of one of the masses over time ($x_{10}(t)$ in Fig. 4 and $x_3(t)$ in Fig. 5). The colored dots and lines show the results with the principled sensor and actuator arrays, with the usual color scheme of red indicating $\gamma = 0$, shading through to blue for large values of $\gamma$. The gray points and lines are results from all 1820 permutations for placing 4 out of 16 actuators, each using a random array of sensors. The results for the upper plots are averaged over 25 realizations of noise, while the trajectories were all generated with the same noise vectors.

For both sets of initial conditions, the sensor configurations with $\gamma = 0$ provide effective, but not optimal, reconstructions compared to the randomly-selected arrays. As $\gamma$ is increased, the cost decreases and the reconstruction error goes up by about 4% total. This can be seen qualitatively on the trajectory plots, where after $t \approx 20$, the red lines cluster more tightly about zero, while the blue lines have more variation.

As for the actuators, in the case of $x_1(0) = 1$, the QR-selected actuators are surprisingly far from optimal, though the performance decreases with the actuator cost, as expected. However, when $x_8(0) = 1$, the actuator array chosen with the largest value of $\gamma$ leads not only to the lowest actuator cost but also to the optimal value of $J$. This seems counterintuitive, but because the center mass was given a large initial displacement, actuators placed in the center of the array are best suited to driving the entire system to zero in this case.

This example demonstrates that the column-pivoted QR decomposition on balanced modes for control systems can be modified to include a cost function on actuators and sensors. The method will select sensors and actuators to approximately simultaneously minimize cost and maximize performance, though the actual performance of the controller designed with the selected actuators may depend on the initial conditions.

IV. SENSOR SELECTION IN A DMD BASIS

Dynamic mode decomposition (DMD) was introduced in the fluid dynamics community as a method of dimensionality reduction [7]. Conceptually, DMD is comparable to a spatial SVD combined with a temporal Fourier decomposition, in that it extracts spatially coherent modes that exhibit oscillatory or growth/decay behavior in time. This provides a highly effective reduced order model that can be used for short-time prediction, and can be adapted for applications such as control [42] and regime identification [43]. Furthermore, DMD has strong connections to the Koopman operator [8]. DMD approximates the Koopman operator advancing the state forward in time. Systems are often sparse in a DMD basis [45], and DMD has been paired with compressed sensing in both space [46], [47] and time [48]. Sparse sensing for multiresolution DMD was formulated by Manohar et al. [13]. Here we provide a sparse sensing method for DMD modes allowing for a heterogeneous cost on sensor location.

We calculate the dynamic mode decomposition as follows [9]: We begin by collecting a set of $m$ full-state snapshots, spaced equidistant in time (an alternative formulation does not require snapshots to be spaced equally in time [49]),

$$X = \begin{bmatrix} x(t_1) & x(t_2) & \cdots & x(t_m) \end{bmatrix}.$$  

(30)
We then organize the snapshots into two matrices offset from each other by one time step:
\[
X_1 = \begin{bmatrix} x(t_1) & x(t_2) & \cdots & x(t_{n-1}) \end{bmatrix} \tag{31a}
\]
\[
X_2 = \begin{bmatrix} x(t_2) & x(t_3) & \cdots & x(t_n) \end{bmatrix}. \tag{31b}
\]

The goal of DMD is to find the best-fit matrix \( A \) such that
\[
X_2 \approx AX_1, \tag{32}
\]
i.e. the matrix \( A \) that advances the system forward by one time step. We take the \( r \)-mode truncated SVD of \( X_1 \):
\[
X_1 = U_r \Sigma_r V_r^\top. \tag{33}
\]

The full least squares solution of Eq. \([32]\) is given by
\[
A = X_2 X_1^\top = X_2 V_r \Sigma_r^{-1} U_r^\top, \tag{34}
\]
but since a primary goal of DMD is rank truncation, only the leading \( r \) eigenvalues and eigenvectors of \( A \) are of interest here. Therefore, we calculate the projection \( \tilde{A} \) of \( A \) onto the leading \( r \) spatial SVD modes,
\[
\tilde{A} = U_r^\top A U_r \tag{35a} \]
\[
= U_r^\top X_2 V_r \Sigma_r^{-1}. \tag{35b}
\]

We take the eigenvalue decomposition:
\[
\tilde{A} W = W \Lambda. \tag{36}
\]

The eigenvalues along the diagonal of \( \Lambda \) are identical to the leading \( r \) eigenvalues of the full matrix \( A \), and the leading eigenvectors are given by
\[
\Psi = X_2 V_r \Sigma_r^{-1} W. \tag{37}
\]

The \( k \)th state \( x_k = x(t_k) \) can then be expressed in terms of these eigenmodes and eigenvalues:
\[
x_k = \Psi \Lambda^{k-1} b, \tag{38}
\]

or the continuous-time equivalent
\[
x(t) = \Psi e^{\Omega t} b, \tag{39}
\]

where \( b \) is the vector of amplitudes \( b = \Psi^\top x_1 \), and \( \Omega \) is a diagonal matrix whose diagonal entries are the continuous-time eigenvalues \( \omega_j = \log \lambda_j / dt \).

Thus, the eigenvectors \( \Psi \) are coherent spatial modes that form a reduced basis for the system of interest. We use this basis for sensor selection by performing the cost-modified column-pivoted QR decomposition on \( \Psi^\top \).

### A. Example

As an example system, consider the NOAA weekly sea surface temperature measurements from 1990–2016 \([50]\)–\([52]\). This comprises 1455 temporal snapshots of sea surface temperature on a 360 x 180 spatial grid. The system is approximately periodic due to seasonal variations, so we expect DMD to give a reasonably good description of its behavior. To simulate a realistic sensor selection scenario, we use a cost function that uniformly penalizes placing sensors more than two grid points from land. An example sea surface temperature snapshot and the cost function are shown in Fig. 6.

![Fig. 6. An example sea surface temperature snapshot (upper) and the cost function used (lower), where gray indicates regions of uniformly low cost and white denotes uniformly high cost.](image)

We provide two performance metrics for the sensor arrays, interpolative error and extrapolative error:
\[
E_{\text{int}} = \frac{||X_{tr} - \hat{X}_{tr}||_F}{||X_{tr}||_F}, \tag{40a}
\]
\[
E_{\text{ext}} = \frac{||X_{te} - \hat{X}_{te}||_F}{||X_{te}||_F}, \tag{40b}
\]

where the columns of \( X_{tr} \) are the training set, the first 80\% of snapshots, which are used to train the DMD modes. The columns of \( \hat{X}_{tr} \) are their reconstructions. \( X_{te} \) and \( \hat{X}_{te} \) are the test set, the remaining 291 snapshots and reconstructions sequentially following the training set.

The sea surface temperature data set has a slow singular value decay with a Gavish-Donoho cutoff \([53]\) around 400 modes. Thus we test our sensor selection method with both a small number of sensors (5) and a large number of sensors (200), though both cases represent significant downsampling from the original snapshots with dimension \( \sim 10^5 \). Our results are shown in Fig. \([7]\). Red data points have a cost function weighting of zero, while blue points have a large weighting, \( \gamma = 1 \). As the cost function is weighted more heavily, the sensor array cost decreases to zero, leading to a small increase in reconstruction error, though remarkably this increase is by less than 1\%. Results from 500 random sensor arrays are also shown for comparison in gray. The QR-based algorithm places most of the sensors close to land even without incorporating the cost function, so not only do the random sensors generally lead to higher reconstruction errors, they also have higher costs. As expected, interpolation errors are lower than extrapolation errors. Unexpectedly, there is little improvement in increasing from 5 to 200 sensors, and in fact extrapolation errors are higher with more sensors. This is most likely related to overfitting and noise amplification, see \([54]\) for more details. We plot interpolation and extrapolation error with no cost function for \( r \) between 1 and 200 in Fig. \([8]\). It is apparent that while interpolation error decreases slightly
Fig. 7. Cost versus reconstruction error for the sea surface temperature system using DMD modes as the cost function weighting is increased from zero (red) to one (blue). Results are shown for 5 sensors on the top row and for 200 sensors on the bottom row. The small gray points are results from 500 random sensor arrays.

Fig. 8. Error as a function of the number of DMD modes (equal to the number of sensors) for the sea surface temperature data set. Interpolation error is shown on the left and extrapolation error is on the right. No cost function is used.

as the number of modes is increased, the extrapolation error increases significantly, as suggested by Fig. 7.

We also provide a comparison to other basis choices in Fig. 9. We test randomized rank reduction as described in [25], and take twice the number of modes as sensors for greatly improved performance. These results are plotted as open circles. Results with an SVD basis are shown as crosses, and we follow the guidelines of [54], performing the modified QR decomposition on the first $p/2$ SVD modes and placing the remaining $p/2$ sensors randomly to avoid noise amplification. Both of these basis choices lead to lower reconstruction errors at 200 sensors than the DMD basis, shown as closed circles, though the random sensors used with the SVD basis lead to higher costs. However, the benefit of DMD is the information it provides about the system’s dynamics, which allows us to construct a Kalman estimator for the DMD amplitudes. From Eq. 39 the time-varying amplitudes are given by

$$b(t) = e^{\Omega t}b(0).$$  \hspace{1cm} (41)

We can then evolve the system forward in time according to

$$\frac{d}{dt}b = \Omega b.$$  \hspace{1cm} (42)

We include added sensor noise with 2% variance (this noise is applied to all of the sensor arrays for Fig. 9). The Kalman estimator, results plotted as triangles, significantly outperforms the other three methods, suggesting that sensors and reconstruction methods that account for the dynamics of a system are preferable when possible.

V. SENSOR SELECTION IN AN ANALYTIC BASIS

In many physical systems, a tailored data-driven basis is not necessary because the system is well-described by a universal basis, or because its equations of motion are known and can be solved analytically to yield a modal decomposition. It is then possible to write the state according to Eq. 2, where $a$ are Fourier coefficients and $\Psi$ is a DFT matrix with $r = n$. Then the sparse sensing problem is similar to compressed sensing [55], in which a universal basis with random measurements is used to reconstruct a signal. Here, however, the signal is not required to be sparse in $\Psi$, since we use least squares, rather than $L_1$-regularized reconstruction. Other examples of Eq. 2 include polynomial interpolation and Gaussian quadrature.

Alternatively, the system can be time-varying:

$$x(t) = \Psi a(t).$$  \hspace{1cm} (43)

This is mathematically similar to the DMD formulation of Eq. 39, the main differences being that the spatial modes are here assumed to be found analytically, rather than through data-driven methods, and we make no assumptions about the form of the time dependence.
As in previous sections, once \( \Psi \) is calculated, Algorithm \(^2\) can be applied to \( \Psi^* \) for cost-constrained sensor selection.

A. Example

We test the performance of an analytic basis for sensor selection on a vibrating two-dimensional circular membrane, since the equations of motion for this system are known and can be solved for a modal decomposition. The membrane satisfies the following partial differential equation:

\[
\frac{\partial^2 u}{\partial t^2} = c^2 \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 u}{\partial \theta^2} \right),
\]

with \( \theta \in (-\pi, \pi], r \in [0, a] \). We take the boundary and initial conditions

\[
\begin{align*}
    u(a, \theta, t) &= 0 \quad \text{(45a)} \\
    u(r, \theta, 0) &= \alpha(r, \theta) \quad \text{(45b)} \\
    \frac{\partial u}{\partial t}(r, \theta, 0) &= 0. \quad \text{(45c)}
\end{align*}
\]

This system can be solved analytically through separation of variables. The solution is a Bessel series in \( r \) and a Fourier series in \( \theta \) and \( t \):

\[
u(r, \theta, t) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} (A_{mn} \cos m\theta + B_{mn} \sin m\theta) J_m \left( \sqrt{\lambda_{mn}} r \right) \cos \left( \sqrt{\lambda_{mn}} t \right),
\]

where \( \lambda_{mn} = (z_{mn}/a)^2 \), with \( z_{mn} \) the \( n \)th zero of the \( m \)th Bessel function.

Thus, the basis modes of the system are \( \cos(m\theta)J_m \left( \sqrt{\lambda_{mn}} r \right) \) and \( \sin(m\theta)J_m \left( \sqrt{\lambda_{mn}} r \right) \), forming the columns of the basis. Practically, the basis matrix must be finite, so we truncate at \( m = M, n = N \) modes:

\[
\Psi_{MN} = \left( \begin{array}{cccc}
J_0 \left( \sqrt{\lambda_0} r \right) & \cdots & J_0 \left( \sqrt{\lambda_{MN}} r \right) \\
J_1 \left( \sqrt{\lambda_1} r \right) & \cdots & J_1 \left( \sqrt{\lambda_{MN}} r \right) & \cos(\theta) \\
\vdots & \ddots & \vdots & \vdots \\
J_N \left( \sqrt{\lambda_N} r \right) & \cdots & J_N \left( \sqrt{\lambda_{MN}} r \right) & \cos(N\theta)J_N \left( \sqrt{\lambda_{MN}} r \right) \\
\end{array} \right).
\]

The entire system evolves as

\[
u(t) = \Psi_{MN} \cos \left( \sqrt{\Lambda_{MN}} t \right) b_{MN},
\]

where \( \Lambda_{MN} \) is a diagonal matrix with entries \( \lambda_0, \lambda_1, \ldots, \lambda_N \), and the cosine is taken elementwise on the diagonal entries. The vector \( b_{MN} \) gives the coefficients:

\[
b_{MN} = \left( \begin{array}{cccc}
A_{01} & \cdots & A_{0N} & A_{11} & \cdots & A_{1N} & A_{21} & \cdots & A_{MN} & B_{MN}
\end{array} \right)^T.
\]

Our goal is to sparsely sample in space and time and estimate the time-varying coefficients \( \cos \left( \sqrt{\Lambda_{MN}} t \right) b_{MN} \), subsequently obtaining a reconstruction of the full state \( \hat{u}(t) \). We select sensors by performing the cost-constrained column-pivoted QR decomposition on \( \Psi_{MN}^T \).

For this experiment, we take \( a = 10, c = 1 \), and a grid of 101 points each in \( r \) and \( \theta \). We also truncate the modes at \( M = 6 \) and \( N = 5 \) for a total of 55 basis modes. The system is initialized with random coefficients, with lower modes weighted more heavily, i.e.

\[
A_{mn}, B_{mn} \propto \frac{1.5}{n(m+1)}.
\]

Not only does this lead to more accurate reconstructions when undersampling, it is also often the case in physical systems that the lower modes are the most active. We choose a radially symmetric cost function with a maximum in the center and a minimum at \( r = 13/2, f(r) = 0.6 + 0.5 \cos \left( \frac{2\pi r}{13} \right) \), pictured in the lower right panel of Fig. 10.

We take \( \gamma \in [0, 20] \), and evaluate sensor performance by propagating the initial conditions forward in time steps of 0.1 up to \( t = 10 \). The true states are stacked into the columns of a snapshot matrix \( U \), and the error is given by \( \|U - \hat{U}\|_F/\|U\|_F \), where \( \hat{U} \) is the reconstruction obtained with the chosen sensor array. We calculate this error with 50 different sets of random initial conditions and take the average, plotted in the first column of Fig. 10 which shows sensor cost plotted against this average error as \( \gamma \) is increased (red data points correspond to \( \gamma = 0 \), blue show \( \gamma = 20 \)). The remaining panels in the figure show reconstructions of an example state with the sensor arrays chosen with various
numbers of sensors and values of $\gamma$. The true state is shown on the bottom left of the figure. Even with just 10 sensors, when $\gamma = 0$, the reconstruction is imperfect but retains some main features of the true state. With 55 sensors, the state can be reconstructed exactly. As the cost function weighting increases, the reconstruction quality degrades, even with 55 sensors. A large jump in reconstruction error occurs when there are no longer any sensors close to the center of the domain. The figure also shows results from 100 random sensor arrays, which suggest that the principled sensors follow the curve of minimum cost and reconstruction error quite well.

We also compare reconstruction results with sensors selected using an SVD basis, shown in Fig. 11 which plots cost versus reconstruction error for 10, 25, 40, and 55 sensors. Sensors selected with analytic Fourier/Bessel modes are shown as circles, with SVD results shown as crosses. In both cases, red indicates a cost function weighting of zero and blue corresponds to a large value of $\gamma$. The new bases do not necessarily outperform the analytic basis, requiring just 30 sensors to reconstruct the full state perfectly, whereas the analytic modes need the full 55. However, the SVD requires data to calculate the basis, so in cases where high-fidelity full state data is not available, we have shown that analytically calculated modes are a viable alternative. Furthermore, the figure shows comparisons to random sensors using both bases for reconstruction. In the analytic basis, principled sensors have lower reconstruction errors than random sensors, and random sensors perform very poorly in an SVD basis, highlighting the importance of choosing the right method for the application at hand.

The results in this work indicate that if a dynamical system may be represented as the evolution of a superposition of known basis modes, these modes can be used for sparse sensor selection, even with a cost function on sensor location. Though a data-driven SVD basis leads to better sensor arrays, analytic modes often give comparable reconstructions. In a more complex signal, such as a sound signal being represented in a Fourier basis, where both high and low frequencies can be equally present and it is unknown which frequencies will be dominant, it is difficult to effectively downsample using this method. The problem is similar to that of compressed sensing, where in most real-world examples, the number of sensors required to reconstruct the signal with high probability is large and leads to a computationally prohibitive reconstruction problem. These examples demonstrate how data-driven methods are usually more efficient at extracting patterns from a system than historical analytic-function-based methods.

VI. CONCLUSIONS

In this work, we explore cost-constrained QR pivoting for sensor selection, applying the algorithm to three new types of basis modes: balanced modes for sensor and actuator selection for control systems, DMD modes for dynamical systems, and universal or analytic modes. We find that all three types of modes make effective bases for sensor selection for their respective systems, and that the cost-constrained algorithm selects sensors that are nearly Pareto optimal in cost and performance. The new bases do not necessarily outperform...
a standard SVD basis, but they can still be beneficial. Sensors placed using a DMD basis can be used to construct a Kalman estimator, which does perform better than the SVD or randomized bases when measurement noise is present. And when no full-state data is available, analytic modes can be a good substitute for a data-driven basis.

These results suggest that sensor selection methods must account for real-world restrictions. A researcher or engineer can improve their full state estimations by selecting an appropriate basis, but they must also consider practicalities like a sensor cost landscape, hence the cost-constrained QR algorithm. There are also other practical considerations, such as noise and the cost of the sensors themselves. In this paper we added measurement noise only when constructing a Kalman filter, but physical sensors always have noise. Future work will examine sensor placement with multiple types of sensors, where expensive sensors have low noise levels and cheap sensors have higher measurement noise.

It will also be interesting to apply the cost-constrained QR algorithm to more complex systems, in particular fluid flows, such as the flow near a turbulent jet [56], flow near an adjustable flap [57], and control of the flow over an open cavity [58], [59]. Many interesting systems are multiscale in space or time, and we could consider sensor selection for such systems, similar to [13]. It is clear that sensor selection is a complex topic, and despite continual advances, it is still open to further practical refinement for real-world applications.
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