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Abstract: The most common anthropometric measurements used to assess physical growth patterns of infant from birth to one year period are body weight and length. Weight gain pattern is dynamic that could not be easily understood. The main objective of this study is to model the biological growth of infants by weight during the first year of their lives using the Bayesian hierarchical and dynamic linear regression model. The data used in this study was from a cohort study for infants born alive and followed from birth to one year period with six visits at Adare General Hospital. There has been a sample of 126 infants under follow-up from birth to 12 months old at Adare General Hospital, Hawassa Ethiopia. A total of 756 weight observations were collected from the following-up of the infants during the one year period. The Bayesian hierarchical and dynamic linear regression model was used to explore weight gain of infants incorporating individual and population level variations observed over time. The mean weight growth of the infants is found to be linearly increasing while variation was declining over the age. Rate of weight change of the infants had two optimum points that might represent inflection points of the growth at around six and eight months. Posterior distributions of the intercept and slope parameters were found to have normal distributions, from which important inferences about the infant’s growth can be derived. The Bayesian hierarchical and dynamic linear model can explain and capable to handle the weight growth patterns of the infants over the short period of time.
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1. Introduction

The most common anthropometric measurements to assess infant physical growth are body weight and length [1]. When these measurements are taken repeatedly on the same individual over time requires modeling approach that renders the analysis of the growth process more consistent. Using best modeling approach that incorporates both individual and population level variation for data characterized by irregular growth paths over time is the primary interest for over decades. Understanding the ecology of human physical growth and development is more important than ever because recent condition of child health and wellbeing has association with later life [2].

To understand the ecology of human physical growth at early age several modelling approaches have been used. Human physical growth is continuous, dynamic and complex biological and developmental processes which are characterized by various growth phases [6-8]. The usual cross-sectional data analysis might not describe and consider such dynamic nature of growth [9-12]. Thus, alternative growth models have been widely applied to longitudinal data settings to capture and map theoretical and practical meanings of individual and population level growth variation, [3-6]. These modelling approaches are popular methodological tools due to their flexibility in simultaneously analyzing both within-person effects and between-person effects [5-6]. Moreover, growth curve models are applied to the repeated measurement data in the form of hierarchical linear models due to their computational flexibility and solving computational difficulties with advanced estimations methods in the Bayesian framework [13-16]. This form of modelling framework, the approach is capable to produce results that are simple to interpret in an intuitive and direct way by summarizing the posterior
distribution in terms of the likely range of parameters using prior knowledge to accumulate and incorporate scientific knowledge [17]-[19]. In addition, Bayesian modeling approach provides fits to such data with various levels of complexity allowing interpretations of results by summarizing the posterior distribution. If Bayesian methods include subject specific distributions in the model specified, priors are said to be hyper priors that couples with data and Bayesian inference procedure resulting an estimated population distribution for the parameter of each subject’s dynamic change of growth. Furthermore, hierarchical Bayesian approach uses information from population and subject levels which can readily be available and the uncertainty about parameters at different levels is appropriate and incorporated in to estimated parameters, allowing for more robust inferences [3, 9].

However, very little is known about infant weight growth patterns in the low and middle income countries under longitudinal data settings [5]. Previously, almost no studies have been carried out and assessed infant weight growth pattern using longitudinal data setting in hierarchical and dynamic regression models in the Bayesian framework. There have been no researches conducted in Ethiopia settings using repeated measurements of infant weight growth in Bayesian framework. Thus, the purpose of this study was to model weight growth patterns of infants from birth to one year period using the Bayesian hierarchical and dynamic linear regression model.

2. Methodology

Study design and data

This study used prospective cohort study data for infants followed from birth to one year period. Infants born alive at Adare General Hospital between April to August 2016 were followed with six visit periods: at birth, 1.5, 3, 6, 9 and 12 months. Information on infant growth and feeding practices were gathered by preset questionnaires during each measurement periods. Simultaneously, body weights of infants at each visit time were carefully measured. All the measurements of infant body weight and other information set in the questionnaire were collected by the trained nurses at the EPI center of Adare General Hospital, Hawassa, Ethiopia. The weight was taken while babies lying on their back on the digital body weight measurements scale. Ages of the infant at each measurement period were recorded. Other variables included were sex, gestational age and type of delivery (natural or by cesarean delivery), marital status, mothers educational status, mothers emplacement status, pre and post natal care services. New born babies with a gestational age less than 37 weeks at birth were considered as premature. Type of delivery was reported by midwives who were part of this follow-up and well trained before the data collection begins. Infant age, although measured in days from birth to the corresponding follow-up evaluation, as expressed in months.

From the 160 infants selected with preset criteria and followed for one year period, only 126 infants (58 girls and 68 boys) who had at least four follow-ups were included in the analysis. The eligibility criteria for inclusion in the follow-up and final analysis were:

1. Infants born alive from mothers aged between 15 to 45 years,
2. Infants with no chronic illnesses
3. Mothers of infants were residents of Hawassa city Administration
4. Infants who have lost no more than two follow ups.

Figure 1. Individual weight growth curves (male-right and female-left) over time.

The Figure 1 shows each of the individuals follows different patterns of weight gain over time. The individual and population level variations need to have good statistical
methods that can account for such patterns. The statistical method used in this study considers both population and dynamic structure of the weight growth as it was observe in the above Figure 1.

Bayesian Hierarchical and Dynamic Regression Model

Under the longitudinal dynamic system framework, the hierarchical Bayesian approach can be used to incorporate a prior at the population level to estimate the dynamic parameters. Bayesian hierarchical linear model described in and used in this study is detailed and explained by [20], [21]. The Bayesian model is defined through the joint posterior distribution of the parameters which is proportional to the product of the likelihood function and prior distribution.

Repeated weight measurement of \( i \)-th infant at \( j \)-th measurement period can be expressed in the general form using data layout as follows:

\[
Y = \begin{bmatrix} y_{i1}, y_{i2}, \ldots, y_{ijp} \end{bmatrix}, \quad X = (x_{ij1}, x_{ij2}, \ldots, x_{ijp})
\]

Where, \( X \) is vector of covariates for \( i \)-th infant at \( j \)-th visit time.

The weight is assumed to be normally distributed and follows linear growth:

\[
Y \sim N(\alpha + \beta X, \sigma^2),
\]

Where, \( \alpha \) and \( \beta \) are individual specific intercept and slope. \( \sigma^2 \) is a regression variance.

Then

**Likelihood function**

The prior distributions of regression parameters are assumed to be normal, while precision parameters are assumed to follow gamma distributions. The choice of prior parameters and sensitivity analysis were carried out using different probability distributions prior to final analysis. The full priors are given as follows:

\[
\pi((\alpha, \beta)|\alpha, \beta) \sim N \left((\alpha, \beta)', \text{diag}(\tau_{\alpha}^{-1}, \tau_{\beta}^{-1})\right),
\]

\[
(\alpha, \beta)' \sim N \left((0,0)', \text{diag}(P_{\alpha}^{-1}, P_{\beta}^{-1})\right),
\]

\[
\sigma^{-2} = \tau_{\alpha} = \tau_{\beta} = \text{Gamma}(a, b)
\]

Then

\[
\pi((\alpha, \beta)|\alpha, \beta, \sigma^2) \sim N \left((\alpha, \beta)', \text{diag}(\tau_{\alpha}^{-1}, \tau_{\beta}^{-1})\right).
\]

\[
(\alpha, \beta)' \sim N \left((0,0)', \text{diag}(P_{\alpha}^{-1}, P_{\beta}^{-1})\right),
\]

\[
\sigma^{-2} = \tau_{\alpha} = \tau_{\beta} = \text{Gamma}(a, b)
\]

**Posterior distribution**

The posterior distribution is expressed as follows:
The full conditional distributions of the parameters given the data are the following:

- \( \alpha \sim \mathcal{N} \left( \frac{\sum_{i=1}^{n} a_i}{\tau_a + P_a}, \frac{1}{\tau_a + \tau_a^*} \right) \)
- \( \beta \sim \mathcal{N} \left( \frac{\tau \sum_{i=1}^{n} \beta_i}{\tau \beta + P \beta}, \frac{1}{\tau \beta + \tau \beta^*} \right) \)
- \( \tau_a \sim \mathcal{G} \left( \frac{\sum_{i=1}^{n} (a_i - \alpha)^2}{2} \right) \)
- \( \tau_\beta \sim \mathcal{G} \left( \frac{\sum_{i=1}^{n} (\beta_i - \beta)^2}{2} \right) \)
- \( \sigma^{-2} \sim \mathcal{G} \left( \frac{\sum_{i=1}^{n} (Y_i - \alpha - \beta X_i)^2}{2n \sigma^{-2} + \tau_a} \right) \)
- \( \alpha_i \sim \mathcal{N} \left( \frac{\sum_{i=1}^{n_i} \alpha_i}{\Sigma_i^{n_i} + \tau_a}, \frac{1}{\Sigma_i^{n_i} + \tau_a^*} \right) \)
- \( \beta_i \sim \mathcal{N} \left( \frac{\sum_{i=1}^{n_i} (X_i - \beta) \Sigma_i^{n_i} + \tau_\beta}{\Sigma_i^{n_i} + \tau_\beta^*}, \frac{1}{\Sigma_i^{n_i} + \tau_\beta^*} \right) \)

The main parameters used in this modeling approach were time invariant where subject specific subscripts ignored when discussing the subject level models. In addition, time intervals between measurements are assumed to be equal where measurement occasions for all subjects were assessed at the same intervals. The following study design has been implemented with the following points accounted during discussing the subject level models. In addition, time posterior distribution \( \propto \text{Likelihood} \times \text{prior distributions} \)

\[
\pi(\alpha, \beta, \sigma^{-2}, \tau_a, \tau_\beta | Y) = \frac{f(Y | \alpha, \beta, \sigma^{-2}, \tau_a, \tau_\beta) \pi(\alpha) \pi(\beta) \pi(\sigma^{-2}) \pi(\tau_a) \pi(\tau_\beta)}{\int f(Y | \alpha, \beta, \sigma^{-2}, \tau_a, \tau_\beta) \pi(\alpha) \pi(\beta) \pi(\sigma^{-2}) \pi(\tau_a) \pi(\tau_\beta) d\alpha d\beta d\sigma^{-2} d\tau_a d\tau_\beta} \\
\propto \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \sum_{j=1}^{n_i} (Y_i - (\alpha_i + \beta_i X_i))^2 \right) \exp \left( -\frac{1}{2} \left( \frac{\alpha_i - \alpha}{\beta_1 - \beta} \right) \frac{1}{\Sigma_i} \left( \frac{\alpha_i - \alpha}{\beta_1 - \beta} \right) \right) \times \\
\exp \left( \sum_{i=1}^{n} \sum_{j=1}^{n_i} \left( Y_i - (\alpha_i + \beta_i X_i) \right)^2 \right) \exp \left( -\frac{1}{2} \left( \frac{\alpha_i - \alpha}{\beta_1 - \beta} \right) \frac{1}{\Sigma_i} \left( \frac{\alpha_i - \alpha}{\beta_1 - \beta} \right) \right) \times \\
b^{\frac{3a}{2}} \left( \frac{1}{\sigma^2} \times \tau_a \times \tau_\beta \right)^{n-1} e^{-b \left( \frac{1}{\sigma^2} + \tau_a + \tau_\beta \right)}
\]

The Gibbs sampler algorithm is described in the following ways

1. Initialize the iteration counter of the chain \( j = 1 \) and set initial values \( \theta^{(0)} = (\theta_1^{(0)}, ..., \theta_d^{(0)}) \)
2. Obtain a new value \( \theta^{(j)} = (\theta_1^{(j)}, ..., \theta_d^{(j)}) \) from \( \theta^{(j-1)} \) through successive generation of values
   \[
   \theta_1^{(j)} \sim \pi(\theta_1 | \theta_2^{(j-1)}, ..., \theta_d^{(j-1)}) \\
   \theta_2^{(j)} \sim \pi(\theta_2 | \theta_1^{(j)}, \theta_3^{(j-1)}, ..., \theta_d^{(j-1)}) \\
   . \\
   . \\
   . \\
   \theta_d^{(j)} \sim \pi(\theta_d | \theta_1^{(j)}, \theta_2^{(j)}, ..., \theta_{d-1}^{(j)})
   \]
3. Change counter \( j \) to \( j + 1 \) and run to step 2 until convergence is reached.
diagnostics and multiple chains showing how well the chains converge to same distribution. In this study the time series plots are used to diagnose MCMC convergence for posterior parameters distribution after burn-in point. Once the convergence has reached, samples look like a random scatter about a stable mean value.

3. Results and Discussion

Descriptive statistics

Mean and standard deviation of weight growth of infants at each measurements occasion are described in Table 1. The mean birth weight of the infants born at the Adare Hospital was 3.5 kg with standard deviation of 0.441 kg. The birth weight ranges from 2.5 to 4.7 kg. Infants mean weights were observed to be $5.4 \pm 0.674$ kg at the age of 1.5 months, $6.86 \pm 0.744$ kg at the age of 3 months, $8.28 \pm 0.913$ kg at the age of 6 months, $9.97 \pm 0.985$ kg at the age of 9 months, and $11.05 \pm 1.038$ kg at the age of 12 months.

The growth of infants by weight was monotonically increasing over age (see Figures 1 and 2). Boys seem heavier than girls. The rate of weight growth declined from birth to about age of 6.8 months, then increased up to 8.8 months and finally decreased up to one year. The rates of growth behave similarly for both boys and girls. The speed of growth seems happening at two age points at around 6.8 and 8.8 months. Thus, the rate of weight growth of the infants had shown two optimal points. This may imply that there were two inflections points of the growth curve at one at about the 6.8 and another at 8.8 months.

Table 1. Summary statistics of weight of infants at each visit time.

| Age          | n  | Min | Max | Mean Weight (kg) | Std. Dev (kg) | Coef. Var (%) |
|--------------|----|-----|-----|------------------|---------------|---------------|
| At birth     | 126| 2.5 | 4.7 | 3.46             | .441          | 12.7          |
| 1.5 months   | 126| 3.5 | 8.0 | 5.36             | .674          | 12.6          |
| 3 months     | 126| 5.2 | 9.5 | 6.86             | .744          | 10.8          |
| 6 months     | 126| 6.0 | 11.5| 8.28             | .913          | 11.0          |
| 9 months     | 126| 7.3 | 12.1| 9.97             | .985          | 9.9           |
| 12 months    | 126| 7.0 | 13.0| 11.05            | 1.038         | 9.4           |

The smooth line of infants weight gain
The variation in weights as measured by coefficient of variation declined over age (see Figure 3). The variation was the highest (12.7%) at birth and smallest (9.4%) at the end of the study (at 12 months).

**Figure 2.** Mean smooth line curve (left) and weight growth velocity curve (right) of infants weight growth.

**Figure 3.** Plot of mean weight growth in kg over time.

**Analysis of the Bayesian hierarchical model**

The parameters were estimated based on simulations under the Gibbs sampler algorithm. The code was written and implemented in the R package version 3.4.2.

Prior information regarding the posterior parameter estimation was used in the Bayesian approach that takes the non-informative priors. The Gibbs sampler algorithms have been run with the non-informative priors. Figures 4 – 6 display simulations from the posterior distributions of the parameters with 20,000 realizations for each. All the series were converged faster. From the simulated realizations of each parameter, 1000 samples were taken after burn-in of 10000 with random jumps of ten simulated values.
Posterior samples are displayed in Figures 5 and 6. The respective histograms plotted represent estimated posterior distributions of the parameters $\alpha, \beta, \sigma^2, \tau_\alpha, \tau_\beta$. They are solutions to the problem under study.

Figure 5. Time series plots and histograms of randomly sampled posterior parameters ($\alpha, \beta, \sigma^2$) after burn-in.

Figure 4. Time series plots of realizations of the posterior parameters for 20,000 iterations.
Summary of the estimations are given in Table 2. Reliable estimates were obtained. The estimate of alpha (intercept representing birth weight) was around 3.31 kg with standard deviation of 0.062 kg. The estimated of beta (slope representing rate of growth over time) was about 0.797 kg with standard deviation of 0.007 kg. Weight may increase by 0.797 kg for one month increase in age, on average. These findings are consistent with those of [1] who reported mean birth weight of 3.25 kg for boys and 3.12 kg for girls.

The estimate of population variance was about 1.67 kg$^2$ with standard variance of 0.096 kg$^2$. The precision for the slope parameter estimator was quite higher than that of the intercept.

| Parameter | Estimated Value | Variance | 95% Confidence Intervals |
|-----------|-----------------|----------|--------------------------|
| $\alpha$  | 3.310           | 0.00330  | 3.18 - 3.42              |
| $\beta$   | 0.797           | 0.00005  | 0.78 - 0.81              |
| $\sigma^2$| 1.667           | 0.00930  | 1.47 - 1.87              |
| $\tau_\alpha$ | 6.1         | 7.2      | 3.1 - 12.3              |
| $\tau_\beta$ | 176.5      | 476.4    | 136.2 - 220.8           |

4. Discussion

This study used hierarchical and dynamic linear growth model in analyzing the weight data of infants using Bayesian methods. Growth data of 126 infants, from birth to one year old were obtained from Adare General Hospital in Hawassa City Administration. The posterior distribution was obtained as a solution to the defined problem studied. Birth weight was found to have normal distribution with mean 3.31 kg with standard deviation of 0.062 kg. Slope of the growth over time also had normal distribution with about 0.797 kg with standard deviation of 0.007 kg. Weight might increase by 0.797 kg for one month increased in age. The rate of growth of the infants has got two optimal points and hence two inflection points were observed at about the 6.8 and 8.8 months.

The point estimates of mean and standard deviation of the birth weight of the infants were consistent with different literature. For example, mean birth weight of newborn babies reported by [23] from a study at the Teaching Referral Hospital of Gonder, Ethiopia, was around 3.0 kg. Other study [24] reported the mean birth weight for term babies was 3.3 ±0.5 kg. [1], reported that mean birth weight was 3.25±0.51 kg for boys and 3.115±0.48 kg for girls. Other study (see www.webmd.boots.com/normal-baby-sizeat-birth) also reported that normal weight of a baby who reaches full term between 37 and 40 weeks was 3.5 kg on average.

The Bayesian hierarchical and dynamic linear model is found to be convenient in explaining the weight growth of infants. For instance, [21] used hierarchical and dynamic simple linear regression model to describe the weight gain patterns of 68 pregnant women in Brazil.
5. Conclusions

The main objective of this study was to model the biological growth of infants by weight during the first year of their lives using the Bayesian hierarchical and dynamic linear regression model. There has been a sample of 126 infants under follow-up from birth to 12 months old at Adare General Hospital, Hawassa Ethiopia. A total of 756 weight measurement observations were collected from the following-up of the infants during the one year period. The Bayesian hierarchical and dynamic linear regression model is explored their growth incorporating individual and population level variations over observed time.

The mean weight growth of the infants was found to be linearly increasing over one year period. However, the variation in weights as measured by coefficient of variation declines over age. The speed of growth declines up to about 6.8 months, and then increases up to 8.8 months, then declines up to end of the year. Thus the rate of growth has two optiums and hence weight growth has two inflections points at about the 6.8 and 8.8 months.

The mean birth weight was found to have normal distribution with mean 3.31kg and standard deviation 0.062 kg, while the weight at birth (slope) had normal distribution with mean 0.797 kg and standard deviation 0.007kg. The Bayesian hierarchical and dynamic linear model can be used to capture dynamic weight gain pattern it could be convenient method in explaining growth of the infants considered.

This study considers only infants born and visiting one hospital and residing in one city. The results from this study may not be generalized to larger population. Thus, further research is recommended to larger datasets for more inferences.
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