Characterization of noise regimes in Mid-IR free-space optical communication based on quantum cascade lasers
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Abstract: The recent development of Quantum Cascade Lasers (QCLs) represents one of the biggest opportunities for the deployment of a new class of Free Space Optical (FSO) communication systems working in the mid-infrared (Mid-IR) wavelength range. As compared to more common FSO systems exploiting the telecom range, the larger wavelength employed in Mid-IR systems delivers exceptional benefits in case of adverse atmospheric conditions, as the reduced scattering rate strongly suppresses detrimental effects on the FSO link length given by the presence of rain, dust, fog and haze. In this work, we use a novel FSO testbed operating at 4.7 µm, to provide a detailed experimental analysis of noise regimes that could occur in realistic FSO Mid-IR systems based on QCLs. Our analysis reveals the existence of two distinct noise regions, corresponding to different realistic channel attenuation conditions, which are precisely controlled in our setup. To relate our results with real outdoor configurations, we combine experimental data with predictions of an atmospheric channel loss model, finding that error-free communication could be attained for effective distances up to 8 km in low visibility conditions of 1 km. Our analysis of noise regimes may have a key relevance for the development of novel, long-range FSO communication systems based on Mid-IR QCL sources.
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1. Introduction

Free-Space Optical (FSO) links represent a valuable option when the implementation of fiber links is impractical and realizing point-to-point or satellite-assisted communication infrastructures are much more efficient and convenient [1]. The technological research on Free-Space Optical Communication Systems (FSOCSs) and reinforcement of the existing infrastructures pave the way not only to the possible replacement of fiber cables in the rising 5G networks [2, 3], but also to the development of new technology for the upcoming 6G era, where the implementation of a hybrid FSO/microwave platform can open new horizons for telecommunications [4, 5]. Furthermore, indoor optical wireless communication can benefit from the improvement of laser-based FSO technology exploiting the advantages of a higher frequency of the carrier, a wider bandwidth, a much higher spatial directionality, unlicensed operation, high security compared to radio frequencies together with lower costs, and simpler infrastructure with respect to fiber links [6, 7]. Commonly, FSOCSs have been tested and developed in the Near Infrared (NIR) wavelength range (0.75 µm–3 µm), and in particular in the so-called telecom wavelength sub-range (1.55 µm) [8], on which the worldwide fiber-based communication infrastructure is currently set. The NIR spectral...
region is equipped with well-established technologies on both transmitter and receiver sides (e.g., around 800 nm, with silicon detectors or high-power sources such as VCSEL). In the last decades, another spectral region has started to be attractive in terms of FSO links, the Mid Infrared range (Mid-IR, $\lambda > 3\, \mu m$) [8], as Mid-IR atmospheric transparency windows can usefully complement the NIR ones. One of the most attractive features of the Mid-IR is its reduced sensitivity to particle scattering, scintillation, and background noise due to the black-body emission of the Sun (peaked at $\lambda \sim 500$ nm and well suppressed above $3\, \mu m$) [9, 10]. Moreover, the high transparency windows around $4.0\, \mu m$ goes along with a strongly reduced black-body emission of Earth, which is peaked at $\lambda \sim 10\, \mu m$ and is well suppressed for $\lambda < 5\, \mu m$ [9]. In the Mid-IR, it is also possible to achieve larger transmission efficiency than in the NIR in case of adverse weather conditions (fog, haze, clouds) [10, 11], which is relevant also for satellite communications [12]. In this scenario, the advent of Quantum Cascade Lasers (QCLs) with highly-tailorable emission covering the $3\, \mu m$-$12\, \mu m$ range [9, 13–16], represented a technological breakthrough for extensive development of Mid-IR FSOCs. Since their invention, the attention of the communication community has been attracted by the very short lifetime (< 1 ps) of their lasing transitions, which allow both electrical and optical modulation of the emitted radiation at high frequencies (up to several GHz) [17, 18]. Typically used as spectroscopy sources [19, 20], mid-IR QCLs started to be tested also as transmitters in FSO communications [11, 21, 22]. Besides initial proof-of-concept FSOCs embedding QCLs emitting around $4.7\, \mu m$ have been reported for distances of about 2 m [23, 24], recent years saw a massive development of directly-modulated QCL FSOCs working in such favorable wavelength range [25, 26]. Such effort recently culminated in the capability to attain multi-Gbps bitrates with room-temperature QCLs [27], and the 10-Gbps threshold has recently been overcome by employing $9\, \mu m$ QCL sources [28]. Indeed, the effective deployment of reliable Mid-IR FSOCs based on QCLs in realistic environments requires that the various noise contributions, which depend on the specific application, are analyzed and evaluated. In this sense, a theoretical model and simulations to study the transmission rate under various atmospheric conditions have been recently proposed [29], considering two different laser sources ($1.55\, \mu m$ and $4.0\, \mu m$) and a fixed distance of 4 km. Nonetheless, a thorough experimental characterization of the impact of different noise conditions on the communication performances of a Mid-IR FSO link is still lacking. To tackle this issue, in this work we exploit a novel testbed, based on a QCL emitting at $4.72\, \mu m$ to characterize, for the first time, the occurrence of two distinct noise regimes, corresponding to different, realistic conditions of channel attenuation. We analyze the performance of the QCL-based Mid-IR FSOC in such regimes, highlighting very different behavior for the communication quality as a function of several experimental parameters. Thanks to the tunability of the presented setup, we also explore an intermediate noise regime, observing a clear transition in the Packet Error Rate (PER) trend as the two noise regions are spanned. By combining our findings with the predictions of an atmospheric propagation model, we also estimate reliable Mid-IR FSO communications for our system covering distances up to 8 km in scarce visibility conditions (1 km).

2. Setup overview

The Mid-IR communication system we employ for the characterization of the noise regimes is composed of two distinct units: the transmitter unit (TX), where a digital message is encoded in the light emitted by the Mid-IR source through amplitude modulation (AM) via a current modulation provided by the current driver, and the receiver stage (RX), where the optical signal is detected, converted to voltage, and digitally processed for message decoding (see Fig. 1a).

The modulated Mid-IR light propagates in free space passing through a variable optical attenuation system that simulates long-distance channel losses similar to what is reported in [25]. An AC-coupled amplified detector collects the light at the receiver side. The amplified analog signal is first digitized by a variable-threshold comparator stage. Then, it is decoded and analyzed...
by the digital RX platform, performing a real-time comparison with a pre-stored reference message. In the following sections, details on both the TX-RX stages and the experimental setup are given.

Fig. 1. Sketch (a) and block diagram (b) of the experimental setup divided into transmission block (green), optical channel (red) and receiver block (blue).

2.1. Optical signal generation, controlled attenuation and detection

The FSOCS source is a custom Fabry-Pérot continuous-wave QCL fabricated at ETH (Swiss Federal Institute of Technology Zurich, Switzerland), with an emitting wavelength of $\lambda = 4.72 \mu m$, and working at room temperature ($T = 18^\circ C$). The laser works in single-mode regime from threshold current (638 mA) up to 680 mA, while for $I > 680$ mA it operates in multi-mode regime. The maximum output optical power achievable in single-mode regime is 21 mW, with a driving current of 680 mA. The laser is powered by an ultra-low-noise current driver (QubeCL15-P from ppqSense srl), characterized by a nominal current noise density of 200 pA/$\sqrt{Hz}$. The current driver is equipped with a low-noise current modulator characterized by a maximum modulation amplitude of 5 mA and a modulation bandwidth of 0.3 MHz. The beam propagates indoor in free-space travelling an optical path length of 3 m until it reaches the RX. The beam passes through a variable optical attenuator for simulating different attenuation regimes that can occur in a long-distance outdoor FSO communication (Secs. 3 and 4). By exploiting the linear polarization of the laser light, a variable attenuation is achieved via precise adjustment of a rotating polarizer plate (WP25H-Z holographic wire grid polarizer by Thorlabs). The attenuation used in the characterization covers the range from 14 dB to 52 dB (Sec. 5) [30]. After free-space propagation, the beam is focused on a two-stage transimpedance preamplified Mid-IR HgCdTe photovoltaic detector (detector PVI-4TE-5-2x2, preamplifier MIP-10-250M-F-M4 both from Vigo System). The detector has a nominal bandwidth of 180 MHz and operates in the wavelength range from 2.5 $\mu m$ to 5 $\mu m$. At 4.72 $\mu m$, the detector saturation occurs for an incident power of
1.2 mW and its measured quantum efficiency is 33% [31]. The detector is used in the linear responsivity regime (for $P < 1.2$ mW) where the output current is directly proportional to the incident flux of photons. The sensitivity limit of the detection system is given by the detector dark current.

2.2. Implementation of the digital communication signal

The used hardware is represented in Fig. 1a) and it is composed of a TX unit (green block) and an RX unit (blue block). The digital data stream is generated by a digital open-source low-cost microcontroller board (Arduino DUE, the Encoder in Fig. 1a)). An On-Off Keying (OOK) scheme with Manchester encoding [32] is used, which guarantees a constant-average signal. The system can transmit a continuous data stream of 62500 packets with a baud rate up to 115 kbaud. We note that larger baud rates could easily be attained by direct modulation of the QCL chip, which was not feasible in the present configuration. However, this is not limiting the breadth of the results on noise characterization. The packets are composed of 9 bytes, divided into 3 initial equalization bytes for signal pre-equalization, 2 synchronization bytes, and 4 data payload bytes. The digital information is encoded in the beam as intensity modulation via the current driver which adds AC modulation on top of the laser DC driving current. On the receiver side (blue block in Fig. 1b)), the signal at the detector output passes through a 2.5 MHz Low-Pass filter (BLP-2.5+ from Mini-Circuits), used to cut-off frequency components higher than 10 times the first harmonic of the modulation signal. The resulting analog signal is then digitized by a variable threshold comparator and, finally, decoded in real-time by a second Arduino DUE board, which compares it with a pre-stored message. The received signal is recorded via a 2.5 Gs/s 4-channel digital oscilloscope (Tektronix MDO3024 200 MHz). The performance of the system is evaluated in terms of PER, a relevant metric to assess the quality of data-structured digital transmission channels [33–37]. The PER is calculated as the ratio between the number of received packets with at least one wrong bit and the total amount of sent packets. We send 62500 packets, chosen as the best compromise between a reasonable measurement time (order of minutes) and an acceptable target PER threshold for error-free communication, corresponding to $\text{PER} = 1.6 \times 10^{-5}$. Indeed, assuming a uniform distribution of the erroneous bits on the received packets, the PER can be directly related to the Bit Error Rate (BER) [38], as shown in Sec. 4. The resulting BER threshold, $\sim 3 \times 10^{-7}$, is much smaller than the one required for, e.g., a reliable internet connection after implementation of Forward Error Correction (FEC) codes [39].

3. Overview of Attenuation and Noise Regimes

During the design of FSOCs, it is important to correctly evaluate the link budget and to determine the noise contributions influencing the SNR (Signal-to-Noise Ratio) [40]. In addition to the dynamical effects of noise related to the optical signal propagation (e.g. flaring, scintillation, turbulence [41, 42]), the noise in a FSOC is given by a combination of the intensity noise of the source and the detector background noise. Depending on the optical signal attenuation and on the type of communication (long or short-range, high or low visibility), the FSOC can operate in different noise scenarios. In this work, we aim at implementing two configurations of communication, corresponding to two realistic attenuation regimes: the High Attenuation Regime (HAR), dominated by propagation and attenuation losses, and the Low Attenuation Regime (LAR), where the intensity noise floor of the laser source prevails on the background noise of detector. As shown in the following sections, for each regime a thorough noise analysis is carried out and the performance of the FSOCs are experimentally studied.

3.1. Detector-limited noise floor in HAR

As a first step, the quality of the transmission channel has been assessed in HAR conditions. That may be the case for a long-range outdoor FSO communication where the high attenuation
due to absorption and/or scattering by molecules and aerosol particles may lead to a very large extinction of the propagating optical beam [43, 44]. In this regime, the residual optical power impinging could be as low as few nW’s, and we expect the main noise contribution to be given by the detector background noise, which can even exceed the intensity noise floor of the laser (Fig. 2a)). To implement this regime, we attenuate the optical power incident onto the detector to obtain a noise floor that is limited by the detector background, so that the laser intensity noise lays below the detector background noise (red and blue trace, Fig. 2a)). In this configuration only the peaks corresponding to the AM signal (green trace) emerge above the noise floor. For this test, we operate the laser nearby the threshold of the lasing process (driving current $I = 642$ mA) so that the relative Modulation Depth (MD), calculated as the ratio between the peak-to-peak amplitude and the DC component of the signal, can reach large values, as it is not limited by the maximum absolute current modulation achievable by our modulator (see Sec. 3). This configuration is the most significant configuration from a standard communication point of view, as it corresponds to a pristine OOK amplitude modulation scheme. Using larger laser currents, instead, would maintain the laser in a stable single-mode operation (well above the lasing threshold in both ON and OFF phases) during the whole transmission process. However, this would limit the relative MD value achievable by our system (and hence the SNR).

Even in HAR condition, where the FSOCs intensity noise floor is fully dominated by the detector background, we are able to detect the AC-modulated signal (green trace, Fig. 2a)) which, after integration on the receiver bandwidth, corresponds to a SNR of 13 dB at the Manchester clock rate frequency of 115.2 kHz with a MD of 100%.

3.2. Source-limited noise floor in LAR

As a second step, we also explore the FSOCs application in the LAR (Fig. 2b)). In this case, the amount of light collected by the RX stage is large enough that the intrinsic laser intensity noise contribution exceeds the background noise floor (red and blue trace, respectively, in Fig. 2b)) and the background noise level of the RX stage is not expected to significantly affect the
transmission quality. To explore this source-limited scenario, we set the laser current $I = 662 \text{ mA}$ ($P_{\text{out}} = 12.9 \text{ mW}$) and we test the FSOCS for different MDs with a fixed optical attenuation of 13 dB. In this regime the laser is operated in a single-mode regime (above threshold), reducing intensity and frequency fluctuations due to small thermal instabilities. This regime could be relevant in FSOCSs with small channel losses, e.g., in good weather conditions, for short-range communication or and in a controlled environment such as indoor FSO wireless communication. As shown in Fig. 2 b), in these working conditions the detected noise floor lies well above the background noise (up to 20 dB) and it is dominated by the QCL intensity noise [45]. The QCL intensity noise spectrum features the typical $1/f$ trend of the flicker noise, characterizing this type of lasers [45–47].

4. Theoretical overview

4.1. Signal-to-Noise Ratio and Packet Error Rate

The communication system performance can be characterized in terms of PER and SNR. For an OOK modulation, despite the noise spectrum of the system shows a global flicker noise shape (see Fig. 2a), due to the limited bandwidth over which the detection is performed, the noise can be safely approximated by an Additive White Gaussian Noise (AWGN) spectrum around the baseband frequency of 115.2 KHz. Under this assumption, the bit-error probability depends on the SNR through the well-known Q-function [48]: $\text{BER} = Q\left(\sqrt{\text{SNR}}\right)$. Assuming a uniform distribution of errors, the PER, in turn is connected to the BER through $\text{PER} = 1 - (1 - \text{BER})^N = 1 - \left(1 - Q\left(\sqrt{\text{SNR}}\right)\right)^N$ [38], where $N$ is the number of the packet bits. Hence, PER can be related to the SNR. This latter parameter is related to the measured quantities via $\text{SNR}(\text{dB}) = 20 \log \left(\frac{S_{\text{RX}}}{2\sigma_{\text{RMS}}}\right)$, where $S_{\text{RX}}$ is the received peak-to-peak AC signal, and $\sigma_{\text{RMS}}$ represents the Root Mean Square (RMS) of the noise level. In order to relate our experimental investigation with realistic FSO communication conditions, where the commonly-used parameter is channel attenuation, we write the Optical Attenuation (OA) of the FSO channel as:

$$\text{OA}(\text{dB}) = -10 \log \left(\frac{P_{\text{inc}}}{P_{\text{out}}}\right) = -10 \log \left(\frac{S_{\text{RX}}}{G \cdot R \cdot MD \cdot P_{\text{out}}}\right),$$ (1)

where $G = 26.5$ is the gain of the AC transimpedance stage of the detector, $R = 2793 \text{ V/W}$ is the responsivity of the detector, and $P_{\text{out}}$ is the optical power emitted by the QCL operating in single-mode. In particular, the factor $S_{\text{RX}}/(G \cdot R \cdot MD)$ is equal to the incident power onto the detector, $P_{\text{inc}}$. In order to characterize the performance of our FSOCS, we find convenient to define the Maximal Optical Attenuation (MOA) as the largest tolerable channel attenuation to attain a defined threshold PER value. In quantifying the MOA we consider optical power as the maximum yet guaranteeing stable single-mode operation of the QCL ($P_{\text{max}} = 21 \text{ mW}$). It is possible to estimate the MOA by replacing $P_{\text{out}}$ with $P_{\text{max}}$ in Eq. 1. In the LAR regime we study the PER for different MD values, each labeled by the index $i$. Fixing $P_{\text{max}}$, $G$ and $R$ gives a constant ratio $S_{\text{RX}}/\sigma_{\text{RMS}} = k_i$, since both the terms are proportional to the residual optical power collected by the RX stage after the optical attenuation stage. In the HAR regime we study the PER as the MOA varies. Therefore, it is useful to rewrite the SNR as a function of MOA, considering $P_{\text{out}} = P_{\text{max}}$. This yields the following set of relations:

$$\text{SNR}_i(\text{dB}) = \begin{cases} k_i & \text{in LAR}, \\ D_i(\text{dB}) - 2 \text{ MOA(}\text{dB}) & \text{in HAR}, \end{cases}$$ (2)

where $D_i = 20 \log \left(\frac{G \cdot R \cdot MD \cdot P_{\text{max}}}{2\sigma_{\text{RMS}}}\right)$ is constant in our measurement conditions, and represents the $\text{SNR}_i$ for negligible channel attenuation.
4.2. Modeling outdoor FSO links

In order to relate the retrieved data to realistic outdoor FSO communication scenarios, it is necessary to model and simulate common outdoor conditions in terms of experimentally accessible parameters. In an outdoor FSO link, the propagating beam is attenuated by atmospheric factors such as particle scattering (e.g. by molecules, aerosols, dust, smoke), molecular absorption, and weather conditions (rain, mist, snow, and fog) [44]. In addition, the quality of the received signal can be also affected by geometrical factors such as beam divergence [44]. Regarding the atmospheric attenuation, we simulate a simplified scenario that considers particle scattering (i.e. molecules, aerosol), absorption, and scintillation due to turbulence (Fig. 3). In these conditions, the atmospheric attenuation coefficient due to scattering and absorption is described as [40]:

\[ \gamma(\lambda) = \alpha_m(\lambda) + \alpha_a(\lambda) + \beta_m(\lambda) + \beta_a(\lambda), \]

where \( \lambda \) is the laser wavelength, \( \alpha_m(\lambda) \) and \( \alpha_a(\lambda) \) are the molecular (m) and aerosol (a) absorption coefficients, respectively, while \( \beta_m(\lambda) \) and \( \beta_a(\lambda) \) are the scattering ones. It is difficult to give a precise \textit{a priori} estimation of absorption coefficients, as they depend on the gaseous composition of the air, which can vary consistently with the specific scenario. For instance, the composition varies at different altitudes and/or latitudes, as well as for different seasons and environments (e.g. countryside, city, desert, sea). In our work, we estimate the absorption coefficient by using the atmospheric model named USA model, mean latitude, summer, \( H = 0 \) of the HITRAN database [49–51], where \( H = 0 \) is the altitude (sea level).

In the simulation, we consider both Rayleigh and Mie scattering types. The former describes the scattering due to particles with a radius \( r \ll \lambda \) (e.g. molecules). The latter describes the scattering due to aerosol (like fog, clouds and haze) where \( r \approx \lambda \) [40]. We use the formula of the LOWTRAN code for the Rayleigh scattering attenuation due to molecules [52]. The attenuation coefficient \( \beta_a(\lambda) \) due to aerosol is calculated as a function of the visibility \( V \) (expressed in km), where \( V \) is defined as the distance at which the optical power of a propagating beam of visible green light (\( \lambda_0 = 550 \) nm) decreases down to 2% of its original value [42]. The formula we adopted is the empirical one typically applied in case of fog [40–42]:

\[
\beta_a(\lambda) = 10 \log (e^{\frac{V}{50}})^{\frac{1}{p}} \quad (3)
\]

where \( p = \begin{cases} 
1.6 & V > 50 \text{ km} \\
1.3 & 6 \text{ km} < V < 50 \text{ km} \\
0.585V^\frac{1}{3} & V < 6 \text{ km}
\end{cases} \quad (4)
\]

The effect of turbulence, \( A_{sci}(dB) \) can be taken into account by using the formula [53, 54]:

\[
A_{sci}(dB) = 2 \cdot \sqrt{23.17 \cdot k^{7/6} \cdot C_n^2 \cdot L^{11/6}} \quad (5)
\]

that describes the losses due to scintillation, where \( k = 2\pi/\lambda \) is the wavenumber, \( L \) is the link range in meter and \( C_n \) is the refractive index structure parameter in m^{2/3} calculated via the Hufnagel-Valley model [55]. A wind speed of 30 km/h and a quote of 50 m over the sea level are considered to retrieve the \( C_n^2 \) factor in the typical case of moderate turbulence condition [53]. Our simulation also accounts for the geometrical attenuation factor due to the Gaussian propagation of the laser beam, leading to a divergence in the far-field region. The geometrical attenuation results in a \( 1/d^2 \) scaling of the far-field intensity impinging on the detector, where \( d \) represents the TX-RX distance. Furthermore, it depends on the laser wavelength and on the optical aperture.
Fig. 3. Simulation of the attenuation as a function of the communication distance for a terrestrial point-to-point FSO communication at sea level, for very clear-air condition ($V = 23$ km (upper graph), and adverse weather conditions ($V = 1$ km (lower graph). In the graphs, the attenuation due to scattering, atmospheric absorption (HITRAN database [49–51]), beam divergence (geometrical attenuation) and scintillation are considered. We assume to have both a receiver and a transmitter with an optical aperture radius of 10 cm, and that the geometrical losses start affecting the signal after twice the Rayleigh length. The dashed gray line represents the error-free communication limit characterizing our system.

of the light-collecting system at the receiver side [41,42]. In this work, we simulate a system where the radius of both the transmitter and the receiver aperture is 10 cm. We estimate the geometrical attenuation coefficient $A_{geo}$ via the following equation [41,42]:

$$ A_{geo}(dB) = \begin{cases} 10 \log \left( \frac{S_d}{S_{\text{capture}}} \right) & S_d > S_{\text{capture}}, \\ 0 & \text{otherwise}. \end{cases} $$

where $S_d$ is the wavefront area of the transmitted beam at the receiver at a distance $d$, and $S_{\text{capture}}$ is the receiver capture surface. Within short distances it is possible that $S_{\text{capture}}$ is larger than the beam area. In this case, all the light is collected and $A_{geo}(dB)$ is equal to zero [41,42]. For sake of simplicity, in our model we assume this to happen for distances lower than twice the Rayleigh length, where we assume no geometrical losses. For longer distances we evaluate the losses considering a receiver aperture smaller than the diameter of the diverging beam. In Fig. 3, we show the combined atmospheric and the geometrical attenuation coefficients for two different values of visibility $V$, making a comparison between the wavelength used in this experiment ($\lambda = 4720.0$ nm), with the optimal Mid-IR wavelength for air transmission ($\lambda = 3998.6$ nm) and the optimal telecom one ($\lambda = 1557.7$ nm). The total attenuation $A_{all}(dB)$ reported in Figure is calculated as $A_{all}(dB) = A_{geo}(dB) + A_{sci}(dB) + \gamma(dB)$, with $\gamma(dB)$ is $\gamma(\lambda)$ expressed in dB. In particular, the optimal Mid-IR wavelength around 4 $\mu$m features the lowest absorption as a result of a thorough high-resolution analysis of the atmospheric absorption spectrum provided by the HITRAN database [49]. Assuming the same setup geometry, the impact of geometrical
attenuation is in general greater in the Mid-IR than in the NIR due to the larger wavelength. On the other hand, scintillation effects impact more on the telecom wavelengths. In the case of very clear air condition, corresponding to $V = 23$ km [40, 41], the top plot in Fig. 3 shows that the optimal Mid-IR wavelength (orange dashed curve) is less attenuated than the other wavelengths in all the distance range took into account. Over short distances, below 10 km, the used wavelength (green curve) is still convenient over the NIR one (blue curve), while for longer distances the two wavelengths perform similarly. On the other hand, the lower graph shows the expected optical channel attenuation as a function of distance in case of low visibility, $V = 1$ km, corresponding to heavy fog and cloud [40], which is dominated by scattering. Remarkably, in this case of low visibility, the Mid-IR wavelengths are in general much less affected by the losses than NIR ones, and the optimal system at $4.0 \mu \text{m}$ [29] shows an advantage of 4–5 dB over the whole explored distance range of 20 km for low visibility. Interestingly, however, Fig. 3 also highlights that in the atmospheric conditions set for the simulation (moderate turbulence), the optimal Mid-IR systems outperforms the standard telecom one also in the large visibility condition, due to an optimal combination of geometrical propagation and reduced scattering properties.

5. Experimental Results and discussion

As anticipated in Sec. 4, in the following Section we characterize the system performance in terms of PER and SNR recorded in both HAR and LAR configurations.

Our measurements will then be combined with the predictions of the channel model discussed in Sec. 4 to give an estimation of the maximum Mid-IR link length attainable with our system in various realistic visibility conditions.

5.1. High Attenuation Regime (HAR)

![Graph](image)

**Fig. 4.** a) PER as a function of the SNR in the HAR. Measured data points (green circles) feature a very nice agreement with predictions of the PER model for a $\sigma_{\text{RMS}} = 2.3$ mV, which corresponds to the measured RMS. The error-free communication threshold of $1.6 \times 10^{-5}$ is achieved for SNR > 14 dB. The vertical error bars correspond to the standard deviation after repeated measurements, while horizontal error bars are obtained after error propagation from measurements of $\sigma_{\text{RMS}}$ and $S_{RX}$ values. b), c) and d) Eye patterns for three different values of SNR (6, 10, 13 dB respectively) corresponding to three different PER regimes. The horizontal scale is 1 $\mu$s/div, while the vertical scale is 10 mV/div. The acquisition is self-triggered on the received signal.

In the HAR we aim at determining the system response as a function of channel attenuation, and to give an estimation of the MOA tolerable by our QCL-based Mid-IR communication
system for granting reliable optical links given a requested PER value. In Fig. 4a), we first show the dependence of the measured PER on the SNR, considering the recorded value of $\sigma_{\text{RMS}} = 2.3 \text{ mV}$ given by the detector background noise. The error bars on PER are obtained as the standard deviation on repeated measurements, while the SNR error bars are obtained after error propagation from measurements of $\sigma_{\text{RMS}}$ and $S_{\text{RX}}$ values. The red curve represents the PER model as a function of SNR (see Sec. 4), fixing $\sigma_{\text{RMS}}$ at $2.3 \text{ mV}$. It is in good agreement with data. The error-free communication (PER < $1.6 \times 10^{-5}$) is achieved for a SNR larger than 14 dB. Fig. 4 also shows the recorded eye patterns in low-signal (SNR = 6 dB, PER ~ 0.5, panel b)), medium-signal (SNR = 10 dB, PER ~ 0.02, panel c)), and high-signal (SNR = 13.5 dB, error-free, panel d)) configurations. The traces report the self-triggered signal after the amplified photodetector RX stage. The jitter observed on the transition edges of the eye pattern depends on the signal quality and its minimum value is due to the time resolution of the Arduino DUE platform. Fig. 4 reports the observed MOA as a function of PER, for MD=100%. An error-free communication is achieved for MOA lower than 48 dB. Assuming an internet connection reference value of PER = $10^{-5}$, the relative observed MOA is slightly higher (49.5 dB). The error bars on MOA are calculated with the propagation of the statistical errors obtained during signal and noise acquisitions. The shaded stripe in Fig. 4 is a guide to the eyes and suggests that the MOA increases by 2 dB every 3 decades of PER (for PER < 1). This behaviour agrees with the expected theoretical trend described in Sec. 4. For example, let’s consider two different values of MOA= 48.5 and MOA= 50.5 for MD = 100%. The relative values of SNR(dB) obtained from (2) are SNR = 13 dB (MOA= 48.5) and SNR = 9 dB (MOA=50.5). By converting these values in linear scale, through the relations reported in Sec. 4) we can obtain the relative PERs values. In agreement with our observations, these differ by 3 decades for the two selected values of MOA, approximately.

5.2. Low attenuation regime (LAR)

In the LAR, both noise and signal amplitude are expected to grow linearly with $P_{\text{out}}$. In contrast, however, SNR is still expected to grow with MD. In particular, for MDs much lower than 100%,
we expect \( \text{SNR} \propto \text{MD} \). For this reason, we investigate the minimum MD (in the low-modulation regime) needed for an error-free communication for given values of OA in the optical link. By identifying the minimum required modulation, we can define the best working condition for the setup in terms of laser stability and spectral quality. This is a relevant issue when, e.g., more sophisticated modulation schemes (such as OFDM) aimed at larger bit-rates are involved, where both amplitude and frequency stability of the baseband signal are critical factors. In such cases, a strict single-mode operation of the laser source is essential. As in the case of HAR, we first evaluate the communication performance against the recorded SNR (Fig. 6). In this case, the PER model curve which most accurately describes the measured values (green circles) is obtained by choosing \( \sigma_{\text{RMS}} = 40 \text{ mV} \) (red curve). This \( \sigma_{\text{RMS}} \) value slightly differs from the measured RMS noise value \( \sigma_{\text{RMS}} = 32 \text{ mV} \) (blue dashed line), which we measure when no transmission occurs.
This slight underestimation of noise value could be addressed to the presence of fast transients and glitches that can occur during the transmission, as a consequence of irradiated EM noise due to the large and steep variations of current levels involved in the modulation process. We note that in the HAR this effect is negligible, as the predominant noise contribution is related to the background noise of the detector. Fig. 6 also shows the eye patterns for three different MDs (0.3 % panel b), 0.6 % panel c), and 1.3 % panel d) corresponding to low, medium and high SNR (SNR=9 dB with a PER ~ 0.2, SNR=13 dB with PER ~ 0.003, and SNR > 16 dB with PER < 10^{-5}, respectively). As introduced in Sec. 4, in case of LAR we experimentally evaluate the communication performance of our FSOCS for different MDs, to find the minimum MD required to perform an error-free communication for a given value of $P_{\text{out}}$. We remark that in this regime, where the detection noise is dominated by the intrinsic intensity noise of the source, we do not expect significant improvement in the communication quality by increasing the optical power emitted by the QCL source. The SNR(db) linearly improves with the MD as described by Equation (2) and, with reference to Fig. 7, an error-free communication is obtained for MDs greater than 1%. The error bars are calculated as in the HAR case.

5.3. HAR-LAR transition

The versatility of our FSOCS, along with the testing facility, allowed us to investigate the behaviour of the system in the transition between HAR and LAR, i.e. between the noise regimes described in Sec. 3. In particular, we vary the attenuation of the optical link from 15 dB to 32 dB for three different MDs (0.5%, 0.7% and 1%), as shown in Fig. 8. Even in this case the laser operates in single-mode regime well above threshold ($I = 663$ mA, $P_{\text{out}} = 13.6$ mW).

Fig. 8a) reports the observed SNR as a function of the MOA. Our observations clearly confirm the existence of two distinct noise regimes depending on the global attenuation affecting the optical channel. For low attenuations (LAR), where the detection noise is dominated by the QCL intensity noise, SNR does not significantly depend on the optical signal impinging on the RX stage. In contrast, for MOA larger than a critical value (25 dB in our case) the SNR decreases as the attenuation grows (HAR). The shaded areas, intended as a guide to the eye, highlight a SNR vs MOA decrease ratio of ~ 2 dB/dB, which is compatible with predictions of Equation (2) in the HAR regime. In the LAR, the constant value of the SNR (given by $k_i$ in Equation (2)), depends on the MD, as this influences the effective amplitude of AC signal recorded by the RX stage. The reduction in the (constant) SNR values recorded in LAR for different MDs are in good agreement with the expectations yielded by Equation (2). For example, with reference to Fig. 8a), a reduction of 50% in the MD results in an effective reduction of ~ 6 dB in the observed SNR, as a comparison between green and red data points confirms. The observed behaviour is reflected into the communication performance, where a steep increase in the recorded PER is observed above the 25 dB transition point (HAR). Conversely, in agreement with what has been observed for the SNR values, in the LAR the system is featuring stable communication performance independently on the channel attenuation, as the main noise source in the detection stage is represented by the intrinsic intensity noise of the QCL source.

5.4. Estimation of the outdoor performance of the FSO links

We now relate our experimental findings on our Mid-IR FSOCS to possible realistic scenarios. In particular, we are interested in estimating the maximum effective length of an FSO link employing our communication system under adverse atmospheric conditions, where Mid-IR links are expected to outperform NIR ones. We remark that whilst such estimation does not exactly correspond to real FSO link lengths as scintillation is the only turbulence phenomenon accounted for by our model, such estimation still provides very realistic insights on the potential cast of our Mid-IR FSOCS as compared to other systems in real conditions. To obtain the effective link lengths, we consider the case of large attenuation (HAR) and maximal MD (100%). We can
combine our experimental results on MOA in HAR (Fig. 5) with the expected channel attenuation given by the model predictions (Fig. 3). According to Fig. 5, an error-free communication (PER < $1.6 \times 10^{-5}$) requires MOA < 48 dB. A comparison with Fig. 3, allows us to obtain the error-free communication distance in both high- and low-visibility cases ($V = 1$ km and $V = 23$ km), and for the three values of wavelength discussed in Sec. 4 and Sec. 3 (i.e., a telecom NIR source ($\lambda \sim 1.56 \mu m$), our Mid-IR source ($\lambda \sim 4.72 \mu m$), and the optimal Mid-IR wavelength ($\lambda \sim 4.0 \mu m$) which would minimize the effects of atmospheric absorption and scattering).

Table 1 reports the expected maximum link lengths estimated through such analysis. In the low-visibility case, our Mid-IR prototype at 4.72 $\mu$m is expected to grant error-free communication for link lengths up to 8.0 km, larger than the attainable distance of 4.5 km estimated for the
NIR source \((\lambda = 1.56 \mu m)\)  
Mid-IR source \((\lambda = 4.72 \mu m)\)  
Mid-IR source \((\lambda = 4.0 \mu m)\)  

| \(V = 1 \text{ km}\) | < 4.5 km | < 8.0 km | < 7.8 km |

Table 1. Estimated effective link lengths for an error-free communication in low-visibility conditions \((V = 1 \text{ km})\) for a conventional telecom source \((\lambda = 1.56 \mu m)\), and for two different Mid-IR sources (the one used in this experiment at 4.72 \mu m and one with the optimal transmission wavelength around 4.0 \mu m). We consider a \(MD=100\%\) and HAR configuration.

standard NIR telecom source at 1.56 \mu m. The performance at 4.0 \mu m wavelength is comparable to the one at 4.72 \mu m. This effect is mostly due to the reduced scattering effects, which are larger for short wavelengths (Eq. 3), confirming the extreme relevance of Mid-IR FSO links as valid alternative to NIR telecom systems in case of adverse atmospheric conditions. We remark that the 4.0 \mu m range is at full reach of actual Mid-IR QCL chips, making QCLs one of the most versatile platform for optimal FSOCs to be employed in realistic applications.

6. Conclusions

In this work, we have presented for the first time an extensive characterization of noise regimes that could occur in QCL-based FSOCs, based on a versatile Mid-IR QCL system at 4.72 \mu m. We carried out a detailed study of communication performances in two different noise regimes (HAR and LAR), finding a very different response of the system in terms of transmission quality as a function of the optical channel attenuation. In the HAR, where the predominant noise contribution is given by the detector noise, the system communication is tested against the maximal optical attenuation tolerable in order to achieve error-free communication \((\text{PER} < 1.6 \times 10^{-5})\), finding \(\text{MOA}\) values as high as 48 dB for 100\% modulation depths and a baudrate of 115 kbaud.

In contrast, in the LAR regime, which is more typical of short-range links, we observed an almost constant PER as a function of the optical attenuation, as a consequence of a SNR value which is independent of the received signal amplitude \(S_{RX}\). The versatility of our setup also allowed us to characterize the transition region between the HAR and LAR regimes, in terms of both SNR and tolerable \(\text{MOA}\), finding a clear crossing point between the two regimes. We also estimate the performance of our Mid-IR FSOCs under realistic operational conditions by combining our findings with the predictions of a simplified propagation model taking into account both geometrical and atmospheric (absorption, scattering and scintillation) effects for moderate turbulence, comparing them with the performance expected for different NIR and Mid-IR wavelengths. The estimated error-free link length for the presented Mid-IR FSOCs is 8.0 km in low visibility conditions \((V = 1 \text{ km})\). Noticeably enough, in such a low visibility condition, this overwhelms the expected performance for a standard source in the telecom range which, in contrast, is favored by a lower divergence in the far field due to the shorter wavelength.

However, our analysis shows that a FSOCs based on Mid-IR QCLs at an optimal wavelength of 4.0 \mu m [29] could also overperform NIR systems in good visibility, simultaneously featuring excellent resilience to scattering and good propagation properties.

The results presented in this work have a general breadth, and could have a deep impact for future QCL-based FSOCs, also working in different wavelength regions and featuring Gbps-class bitrates.
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