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Abstract
A new fully kinetic system is proposed for modeling collisionless magnetic reconnection. The formulation relies on fundamental principles in Lagrangian dynamics, in which the inertia of the electron mean flow is neglected in the expression of the Lagrangian, rather than enforcing a zero electron mass in the equations of motion. This is done upon splitting the electron velocity into its mean and fluctuating parts, so that the latter naturally produce the corresponding pressure tensor. The model exhibits a new Coriolis-force term, which emerges from a change of frame in the electron dynamics. Then, if the electron heat flux is neglected, the strong electron magnetization limit yields a hybrid model, in which the electron pressure tensor is frozen into the electron mean velocity.

1. Introduction
A well-known necessary condition for magnetic reconnection in plasmas is that the magnetic field lines are not frozen into the fluid flow. For example, while ideal magnetohydrodynamics (MHD) (with frozen-in magnetic field) fails to reproduce reconnection, a great advance is provided by resistive MHD, in which the frozen-in condition is broken by a finite resistivity. However, although reliable results are obtained by resistive MHD under several conditions, modeling collisionless reconnection requires extra effort, due to the special nature of the kinetic features underlying this phenomenon. Kinetic theory features first make their appearance in the dynamics of electrons, whose pressure tensor is often assumed to dominate over the inertia of their mean flow. In addition, the high energy levels of the ions lead to the necessity of a kinetic treatment also for these particles.

1.1. The kinetic model
In the light of the above arguments, fully kinetic simulations become necessary in modelling collisionless reconnection and they are based on a set of three equations, which may be conveniently written in terms of the ion distribution $f_i(x, v)$, the relative electron distribution $\tilde{f}_e(x, c)$ (where $c = v - V_e$ and $V_e$ is the electron mean velocity) and the magnetic induction field $B$. This paper proposes the following model for inertialess electron mean flow:

$$\frac{\partial \tilde{f}_e}{\partial t} + (c + V_e) \cdot \frac{\partial \tilde{f}_e}{\partial x} + \left[ \frac{q_e}{m_e} \left( E + (c + V_e) \times B \right) - c \cdot \nabla V_e - c \times \nabla \times V_e \right] \cdot \frac{\partial \tilde{f}_e}{\partial c} = 0,$$

$$\frac{\partial f_i}{\partial t} + v \cdot \frac{\partial f_i}{\partial x} + \frac{q_i}{m_i} \left( E + v \times B \right) \cdot \frac{\partial f_i}{\partial v} = 0,$$

and

$$\frac{\partial B}{\partial t} = -\nabla \times E,$$

$$E = -V_e \times B + \frac{1}{q_e} \nabla \cdot \tilde{P}_e,$$

where

$$n_e = -\frac{q_i}{q_e} \int f_i \, d^3v,$$

and

$$q_e n_e V_e = \mu_0^{-1} \nabla \times B - q_i \int v \, f_i \, d^3v,$$

$$\tilde{P}_e = m_e \int c c \, \tilde{f}_e \, d^3c$$

so that $n_e = \int f_e \, d^3c$ is the electron density, $\tilde{P}_e$ is the electron pressure tensor and $E$ is the electric field. Here, the constants $q_e$ and $q_i$ denote the electron and ion charge (with sign), respectively, and $m_e$ and $m_i$ denote their corresponding masses. Also, the constant $\mu_0$ is the magnetic constant. While the dynamics of the magnetic field (3) and of the ion probability density (2) is commonly found in the literature and it is easily
derived by neglecting inertial terms in the equation for the electron mean velocity $V_e$, the kinetic equation (1) for the relative electron density exhibits the new Coriolis-type force $e \times \omega_e$, where $\omega_e = \nabla \times V_e$ is the electron fluid vorticity. This type of non-inertial forcing appears typically in moving frames (recall that $\tilde{\omega}$ is the phase-space density in the frame moving with $V_e$), as shown in [20] for the case of general magnetized plasmas. However, this term is lost in common models, precisely in the step when one neglects electron inertia, after splitting electron mean and fluctuation velocities. This means that the asymptotic process leading to Hall MHD does not retain important features, such as non-inertial forces, when one aims to account for the fluctuation kinetics. Retaining these important features requires a different method. In particular, equations (1)–(5) are derived in this paper by applying Lagrangian methods: the same methods that yielded MHD in [9] and Hall MHD in [12].

1.2. Electron pressure tensor dynamics

In a series of papers (see e.g. [15, 16, 22, 24, 25] and subsequent papers by the same authors), considerable effort has been dedicated to the question of whether a moment truncation is possible, which would give a satisfactory description of electron kinetics. This process must account for the pressure tensor dynamics, so that the simplest possible truncation would rely on the assumption of a negligible electron heat flux. Under this hypothesis, equation (1) eventually yields

$$\frac{\partial \tilde{P}_e}{\partial t} + (V_e \cdot \nabla) \tilde{P}_e + (\nabla \cdot V_e) \tilde{P}_e + \frac{q_e}{m_e} \left( B \times \tilde{P}_e - \tilde{P}_e \times B \right)$$

$$+ \tilde{P}_e \cdot \nabla V_e + \left( \tilde{P}_e \cdot \nabla V_e \right)^T + \tilde{P}_e \times \dot{\omega}_e - \dot{\omega}_e \times \tilde{P}_e = 0,$$

(6)

where the superscript T denotes transpose. Here, the new Coriolis terms persist as they give non-zero contribution in the pressure tensor dynamics. More importantly, one observes that in the strong electron magnetization limit $B \times \tilde{P}_e - \tilde{P}_e \times B \simeq 0$, the electron pressure tensor density is frozen into the electron mean velocity, that is (dropping the index $e$ for convenience of notation)

$$\frac{d}{dt} \left( \tilde{P}_{ij}(q_i, t) dq_j dt dq_i d^3 q_j \right) = 0$$

along

$$\frac{dq_i}{dt} = V_e(q_i, t).$$

(7)

This means that the electron velocity correlations are constant along the electron mean flow. Although, this is a nice picture, we should not forget that it assumes a negligible electron heat flux. The question whether this assumption is justifiable is still open, with results that basically depend on the particular situation that is being considered each time [16].

**Remark 1 (Pressure tensor density).** It may be worth emphasizing that the density $d^3 q_i$ in equation (7) arises from the fact that the momentum definition of the pressure tensor (see third relation in (5)) does not involve dividing by the particle density $n_e$, in such a way that the resulting covariant tensor $\tilde{P}_{ij}$ retains the spatial density $d^2 x$. This is a standard fact in the mathematical theory of Vlasov kinetic moments. Then, upon using $d^3 q_i = (V \cdot V_e) d^3 q_i$, one can see that (7) is equivalent to (6) by a direct verification.

1.3. Main content of the paper

(1) Section 2 formulates the model by applying the hypothesis of negligible inertia for the electron mean flow. Instead of inserting this hypothesis in the equations of motion, this is done in the variational framework using standard techniques in the theory of continuum systems with Lagrangian labels [9].

(2) Section 3 analyzes the consequences of the model formulated in section 2 in terms of the electron pressure tensor. It is shown how the strong electron magnetization limit yields the frozen-in condition for the electron pressure tensor, as long as the heat flux contribution may be neglected. Also, it is emphasized how this new frozen-in law for the electron pressure can be used to construct new hybrid models, which discard the information about higher order moments of the electron distribution.

(3) Section 4 presents the stationary equations in various cases and shows how the present model recovers the Harris current sheet solutions of the Maxwell–Vlasov system. In the same section, a conserved total energy is presented explicitly, along with two families of constants of motion that are inherited from the Maxwell–Vlasov system.

2. Formulation of the model

The Lagrangian approach to continuum systems has a long standing tradition, whose most famous result is probably Arnold’s formulation of Euler’s fluid equation [2] in terms of geometry and symmetry. Later, this approach was extended to various compressible fluid models in different contexts [9]. In plasma kinetic theory, the Lagrangian approach appeared in the well known work by Low [14], which then was considered by Dewar in [5]. This approach achieved its most prominent result in Littlejohn’s formulation of guiding center motion [13]. Later, this approach was pursued by many others [23, 3, 4]. When the variational approach arises from an action principle that is written in terms of purely Lagrangian labels, then this approach is often known as Euler–Poincaré variational method [9]. For example, the variational formulations of ideal MHD [9] and Hall MHD [12] are exactly of this type. Recently, gyrokinetic theory has also been cast in this framework [19]. The present approach is mainly inspired by the results in [4, 12]. The aim of the following two sections is to explain how the model (1)–(5) can be derived from a variational principle.

2.1. The action principle

In order to derive an appropriate action principle for modeling collisionless reconnection, we write the Eulerian action functional as

$$\delta \int_{t_i}^{t_f} \left( \frac{m_e}{2} \int f_i |u_i|^2 d^3 x d^3 v + q_i \int f_i u_i \cdot A d^3 v d^3 x \right. $$

$$\left. - q_i \int \varphi f_i d^3 v d^3 x + \frac{m_e}{2} \int \tilde{f}_e |\tilde{u}_e + \epsilon V_e|^2 d^3 x d^3 e \right. $$

$$\left. + q_e \int \tilde{f}_e (\tilde{u}_e + V_e) \cdot A d^3 e d^3 x - q_e \int \varphi \tilde{f}_e d^3 e d^3 x \right)$$
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denote the position components of the Eulerian phase-space velocity for the two species, so that \( \dot{x}_i = u_i(x, v, t) \) for the ions while \( \ddot{x}_i = \tilde{u}_e(x, c, t) + \mathbf{V}_e(x, t) \) for the electrons. Note that the vector field \( \tilde{u}_e \) plays the role of a fluctuation velocity, as opposed to the mean velocity \( \mathbf{V}_e \). Under this velocity splitting, the variational principle (8) is obtained from the one in [4] by discarding splitting, the variational principle (8) is obtained from the one in \([19]\) very close to that in \([4]\), although not identical.

In more generality, one defines the six-dimensional phase-space vector fields \( \mathbf{X}_i(x, v) \) and \( \tilde{\mathbf{X}}_e(x, c) \) so that, by a slight abuse of notation one may write

\[
(\dot{x}, \dot{v}) = (u_i(x, v, t), \tilde{u}_e(x, c, t)) =: X_i
\]

for the ions and

\[
(\ddot{x}, \dot{c}) = (\tilde{u}_e + \mathbf{V}_e, \tilde{a}_e), \quad \text{with} \quad \tilde{\mathbf{X}}_e := (\tilde{u}_e, \tilde{a}_e),
\]

for the electrons. Here, the accelerations \( a_i \) and \( \tilde{a}_e \) do not appear in the action principle (8), since the total energy cannot depend on the particle accelerations. Along the lines of [4], the terms in \( |u_i - v|^2 \) and \( |\tilde{u}_e - c|^2 \) in (8) are used to constrain the velocities \( u_i \) and \( \tilde{u}_e \) to the corresponding Eulerian coordinate so that

\[
u_i(x, v, t) = v, \quad \tilde{u}_e(x, c, t) = c.
\]

Then, the coordinate \( c \) is the electron fluctuation velocity, consistently with the velocity splitting \( v = c + \mathbf{V}_e \) introduced in section 1.1. Note that expanding all terms containing \( u_i \) and \( \tilde{u}_e \) in (8) yields the Euler–Poincaré form of Littlejohn’s phase-space Lagrangian [13, 19] for ions and electrons. This occurs because of the minus signs carried by the terms in \( |u_i - v|^2 \) and \( |\tilde{u}_e - c|^2 \). These signs bring the present treatment (and the one in [19]) very close to that in [4], although not identical.

2.2. The variations

At this point, one needs to take variations. While this section gives an overview of the method, a more detailed discussion is found in the appendix. Following [4], variations of the Lagrangian labels imply the following Eulerian relations:

\[
\delta X_i = \frac{\partial}{\partial t} \mathbf{Y}_i + [\mathbf{X}_i, \mathbf{Y}_i],
\]

\[
\delta \tilde{\mathbf{X}}_e = \frac{\partial}{\partial t} \tilde{\mathbf{Y}}_e + [\mathbf{X}_e, \tilde{\mathbf{Y}}_e] + [\mathbf{X}_e, \tilde{\mathbf{X}}_e] - [\mathbf{X}_e, \tilde{\mathbf{X}}_e],
\]

\[
\delta f_i = -\nabla \cdot (f_i \mathbf{Y}_i),
\]

\[
\delta f_e = -\nabla \cdot (f_e \tilde{\mathbf{Y}}_e) - \nabla \cdot (f_e \mathbf{X}_e),
\]

where \([\mathbf{P}, \mathbf{R}] = (\mathbf{P} \cdot \nabla) \mathbf{R} - (\mathbf{R} \cdot \nabla) \mathbf{P}\) is the vector field commutator, while \( \mathbf{Y}_i(x, v, t), \tilde{\mathbf{Y}}_e(x, c, t) \) and \( \mathbf{W}(x, t) \) are arbitrary vector fields vanishing at \( t_1 \) and \( t_2 \). In particular, while the vector field \( \mathbf{W} \) encodes variations of the electron mean flow, the phase-space vector field \( \mathbf{Y}_e \) comprises variations of the flow of electron fluctuations. Here the vector field \( \mathbf{X}_e \) is constructed from \( \mathbf{V}_e \) as \( \mathbf{X}_e = (\mathbf{V}_e, c \cdot \nabla \mathbf{V}_e) \) and analogously for \( \mathbf{X}_W \). Note that, upon introducing the absolute velocity \( v := c + \mathbf{V}_e \), we may write by a slight abuse of notation

\[
(\dot{x}, \dot{v}) = (\tilde{u}_e, \tilde{a}_e) + (\mathbf{V}_e, c \cdot \nabla \mathbf{V}_e) = \tilde{\mathbf{X}}_e + \mathbf{X}_W.
\]

The physical interpretation for the emergence of these expressions goes back to the fact that \( \tilde{\mathbf{X}}_e \) is a phase-space vector field that is expressed in the frame moving with \( \mathbf{V}_e \); see also [11], where the same method is applied to hybrid MHD models. Consequently, once variations (10) are taken in (8), expanding the terms in \( \delta a_i \) and \( \delta \tilde{a}_e \) yields (9).

In the next stage, following [12], arbitrary variations \((\delta \varphi, \delta A)\) yield the first two equations in (5), i.e. Ampère’s law and charge neutrality

\[
\mu_0^{-1} \nabla \times \mathbf{B} = \mathbf{q}_i n_i \mathbf{V}_e + \mathbf{q}_e n_e \dot{\mathbf{v}},
\]

\[
\mathbf{q}_i n_i = -\mathbf{q}_e \int f_i d^3v.
\]

On the other hand, variations of \( \mathbf{V}_e \) are given by

\[
\delta \mathbf{V}_e = \frac{\partial}{\partial t} \mathbf{W} + [\mathbf{V}_e, \mathbf{W}].
\]

At this point, one makes the crucial assumption of inertialess electrons in the mean velocity equation: this step amounts exactly to letting

\[
\epsilon \to 0,
\]

in the action functional (8), so that the electron mean flow contributions to the kinetic energy is neglected, while retaining its current contribution in Ampère’s law (12). The limit \( \epsilon \to 0 \) in the action (8) yields the following expression for the electric field \( \mathbf{E} \):

\[
\mathbf{E} = -\left( \frac{\partial \mathbf{A}}{\partial t} + \nabla \varphi \right) = -\mathbf{V}_e \times \mathbf{B} + \frac{1}{\mathbf{q}_e n_e} \nabla \cdot \tilde{\mathbf{P}}_e.
\]

Ordinarily, a choice of gauge would be necessary to specify the dynamics of \( \mathbf{A} \). For example, in [12] the hydrodynamic gauge \( \varphi + \mathbf{V}_e \cdot \mathbf{A} = 0 \) is chosen. However, taking the curl of the above equation yields (3).

Then, expanding the terms in \( \delta u_i \) and \( \delta \tilde{u}_e \) in (8) yields the expressions of the accelerations \( a_i \) and \( \tilde{a}_e \). Eventually, one finds

\[
\mathbf{X}_i = \left( \frac{v}{m_i} \int \left( (v - \mathbf{V}_e) \times \mathbf{B} + \frac{1}{\mathbf{q}_e n_e} \nabla \cdot \tilde{\mathbf{P}}_e \right) \right),
\]

\[
\tilde{\mathbf{X}}_e = \left( \epsilon c \times \frac{\mathbf{q}_e}{m_e} \mathbf{B} - \mathbf{V}_e \times \mathbf{V}_e - 2c \cdot \nabla \mathbf{V}_e + \frac{1}{m_e n_e} \nabla \cdot \tilde{\mathbf{P}}_e \right).
\]
by taking the time derivative of the Lagrange-to-Euler map for the two probability densities. Then, using expressions (15) and (16), one obtains the kinetic equations (1) and (2).

2.3. Inertia of the electron mean flow

As it emerges from the previous section, the insertion of the parameter \( \epsilon \) provides a formal mechanism for switching off the inertia of the electron mean flow. Note that this is not the same as neglecting all electron inertial effects. This can be seen upon considering the electron velocity splitting \( v = \epsilon + V_e \). Indeed, upon introducing the convenient parameter \( \epsilon \), the velocity splitting may be used to define a modified kinetic momentum as \( p_e = m_e c + \epsilon m_e V_e \). It is clear that setting \( \epsilon = 1 \) amounts to considering all electron inertial effects. For example, setting \( \epsilon = 1 \) in (8) amounts to including the electron inertial terms \( m_e q_e \partial f_i / \partial x + (V_e \cdot \nabla) V_e \) in the right-hand side of the second equality in (14). On the other hand, letting \( \epsilon \rightarrow 0 \) neglects only those inertial effects arising from the electron mean flow (with velocity \( V_e \)), without imposing any assumption on the fluctuations. Consequently, although the inertia of the electron mean flow is discarded, the pressure term \( (q_e n_e)^{-1} \nabla \cdot \tilde{P}_e \) is retained as it arises from inertial effects of the fluctuation dynamics with velocity \( \epsilon \). This reflects in the fact that the electron mass still occurs in the model, although terms like \( m_e V_e \) are all neglected.

3. Electron pressure dynamics

3.1. Hybrid model with frozen-in electron pressure

From the electron kinetics, one derives the evolution of the electron pressure tensor. This is found by taking the second-order moment of (1), which reads

\[
\frac{\partial \tilde{P}_e}{\partial t} + (V_e \cdot \nabla) \tilde{P}_e + (\nabla \cdot V_e) \tilde{P}_e + \tilde{P}_e \cdot \nabla V_e + (\tilde{P}_e \cdot \nabla V_e)^T + \left( \frac{q_e}{m_e} B - \omega_e \right) \times (\tilde{P}_e - \tilde{P}_{e,0} \times \omega_e) = -\nabla \cdot Q_e,
\]

where \( Q_e = \int f_e e \hat{f}_e d^3v \) is the heat flux tensor.

According to the above equation, the main problem concerning fully kinetic models for collisionless reconnection is that solving for two kinetic equations (ions and electrons) presents outstanding computational difficulties [17] arising from the emergence of infinite moment hierarchies. This has led various authors to formulations of hybrid models, in which electron dynamics could be described by some kind of moment closure that retains the pressure tensor dynamics [6]. In particular, see [15, 16, 22, 24, 25] and following papers by the same authors. In these works, the evolution of the electron pressure tensor dynamics is obtained by dropping the \( \omega_e \) and \( Q_e \)-terms and upon replacing the \( B \)-terms by a relaxation term as follows:

\[
\frac{\partial \tilde{P}_e}{\partial t} + (V_e \cdot \nabla) \tilde{P}_e + (\nabla \cdot V_e) \tilde{P}_e + \tilde{P}_e \cdot \nabla V_e + (\tilde{P}_e \cdot \nabla V_e)^T = -\frac{q_e |B|}{m_e \tau} (\tilde{P}_e - \tilde{P}_{e,0}), \tag{17}
\]

where \( p_e \) is the scalar electron pressure and \( \mathbb{I} \) is the identity matrix, while \( \tau \) is a phenomenological time-scale introduced ad hoc to match the available data. Increasing values of \( \tau \) yield higher reconnected flux, although at some point singularities start to develop [25]. The above evolution equation yields reasonable results in many situations, although its underlying fundamental properties are not completely understood. Moreover, neglecting the heat flux tensor term may lead to physical inconsistencies [15], while a detailed study of its contribution is found in [16]. Still, most hybrid models for collisionless reconnection tend to disregard heat flux contributions.

If we accept that the heat flux can be neglected \( \nabla \cdot Q_e = 0 \), then, the model (1)–(5) (which retains the Coriolis–force terms \( \omega_e \times \tilde{P}_e - \tilde{P}_e \times \omega_e \)) yields the electron pressure dynamics in (6). Moreover, as pointed out in section 1.2, the strong electron magnetization limit provides an interesting case of study. In this limit, the electron Larmor period \( \omega_e^{-1} \) is much shorter than any other characteristic time scales in the system (i.e. \( \omega / \omega_e \ll 1 \), for any typical frequency \( \omega \)), and the electron Larmor radius \( r_L \) is much smaller than any other characteristic lengths (i.e. \( r_L / \lambda \ll 1 \), for any typical wavelength \( \lambda \)). This leads to the relation \( B \propto \tilde{P}_e \), so that the electron pressure tensor becomes frozen into the electron mean velocity or, equivalently, the electron velocity correlations are constant along the electron mean flow. When this happens, one can simply replace the kinetic equation (1) by (6). This yields a hybrid model in which ion kinetics (2) is coupled to an electron velocity \( V_e \) transporting its own pressure tensor \( P_e \), along the lines of [22, 25, 15, 16, 24]. More explicitly, this procedure yields

\[
\frac{\partial \tilde{P}_e}{\partial t} + (V_e \cdot \nabla) \tilde{P}_e + (\nabla \cdot V_e) \tilde{P}_e + \tilde{P}_e \cdot \nabla V_e + (\tilde{P}_e \cdot \nabla V_e)^T + \tilde{P}_e \cdot \nabla V_e = 0,
\]

where \( n_e = \int f_i d^3v \cdot q_i n_i V_e = -\mu_0 |B| \times B + q_i \int v f_i d^3v. \tag{21} \]

It is perhaps worth emphasizing that the electron pressure and the magnetic field are consistently affected by the ion mean flow, as it emerges from Ampère’s law in (21).

We point out that the Coriolis-force terms \( \omega_e \times \tilde{P}_e - \tilde{P}_e \times \omega_e \) are strictly necessary for a frozen-in electron pressure. Indeed, dropping these terms completely breaks this frozen-in condition. On the other hand, we should emphasize that this result is obtained by neglecting the heat flux contribution, which may not always be justifiable. The available data depend mainly on the particular situation that is being considered each time and no general statement is available in this regard.

Remark 2 (Models with scalar electron pressure). It is well known that a purely scalar electron pressure is not sufficient
to generate reconnection. On the other hand, a scalar electron pressure is still used in many situations involving the generation of energetic particles. Examples are given by field reversed configuration devices and certain space plasmas [18, 22]. In these contexts, hybrid models can be formulated, as described in [22]. When the kinetic features of electron dynamics are neglected and one is interested only in the quantities $V_e$ and $n_e$, one only needs to replace the electron pressure tensor contribution $\nabla \cdot \tilde{P}_e$ in (2)–(3) by the pressure gradient $\nabla p_e$, as it is given in terms of the electron density $n_e$ by an appropriate equation of state. Upon recalling charge neutrality and Ampère’s law in (12), we find the resulting model
\[
\frac{\partial f_i}{\partial t} + v \cdot \frac{\partial f_i}{\partial x} + \frac{q_i}{m_i} \left[ (u - V_e) \times B + \frac{1}{q_e n_e} \nabla p_e \right] \cdot \frac{\partial f_i}{\partial v} = 0,
\]
\[
\frac{\partial B}{\partial t} + \nabla \times (B \times V_e) = 0,
\]
which was also analyzed in [21] from the Hamiltonian viewpoint. Here, the scalar pressure arises from an internal energy function $e(n_e)$ as $p_e := n_e^2 \tilde{e}(n_e)$, where prime denotes total derivative.

### 3.2. Extended Hall magnetohydrodynamics

As it is well known, ideal Hall MHD does not allow for magnetic reconnection. Indeed, rather than freezing magnetic field lines along the ion mean flow (as in ideal MHD), Hall MHD freezes the magnetic field along the electron fluid velocity. On the other hand, in collisionless kinetic reconnection, the magnetic frozen-in condition is broken by both the electron pressure tensor and the inertial terms generated by the electron mean flow (when they are relevant). Still, one would prefer to deal with fluid models because of their various numerical advantages over fully kinetic simulations. In this light, in [24] a comparison study was presented between fully kinetic simulations and an extended version of ideal Hall MHD, which is modified to account for effects of the electron pressure tensor (thereby allowing for magnetic reconnection). This extended Hall MHD model arises by coupling the fluid closure of ion kinetics (2) with the pressure tensor dynamics in (17).

At this point, one is naturally led to ask what type of extended Hall MHD is provided by the model (1)–(5) presented here. In the strong electron magnetization limit, the answer is easily found by taking the fluid closure of the ion kinetic equation (19) in system (18)–(20), which then becomes
\[
\frac{\partial \tilde{e}}{\partial t} + (V_e \cdot V_e) \nabla \tilde{e} + (V_e \cdot \tilde{P}_e) \nabla \tilde{e} + \tilde{P}_e \times \omega_e - \omega_e \times \tilde{P}_e + \tilde{P}_e \cdot \nabla V_e = 0,
\]
\[
\frac{\partial m_i}{\partial t} + \nabla \cdot (m_i V_e) = 0,
\]
\[
m_i \left( \frac{\partial V}{\partial t} + V_e \cdot \nabla V_e \right) = -\nabla p_i - V_e \cdot \nabla \tilde{e} - \mu_0^{-1} B \times \nabla \times B,
\]
\[
\frac{\partial B}{\partial t} = \nabla \times \left( V_e \times B + \frac{1}{q_i n_i} \nabla \cdot \tilde{P}_e \right),
\]

\[\text{(22)}\]
\[\text{(23)}\]
\[\text{(24)}\]

together with Ampère’s law $q_i n_i V_e = -\mu_0^{-1} \nabla \times B + q_i n_i V_e$. Then, it is not surprising that the only differences between the extended Hall MHD in [24] and the one emerging from (1) to (5) lies in the electron pressure dynamics, since (22) includes the Coriolis-force terms $\tilde{P}_e \times \omega_e - \omega_e \times \tilde{P}_e$ that are absent in (17). Being a fluid closure of (1)–(5), system (22)–(24) provides a simple and interesting case for a detailed study of the physical properties of the proposed new model, in comparison with previous models. This will be the subject of future work.

### 4. Stationary equations and constants of motion

In this section, we shall discuss a few properties of the stationary solutions of the model (1)–(5). While a nonlinear stability analysis requires knowledge of constants of motion that are not available a priori, some insight can be provided by the linearized equations. However, given the level of difficulty of the latter, this topic is left for further research in this direction. In this section, we shall make some comments on how system (1)–(5) possesses Harris’ current sheet solution and we shall show how the available constants of motion are insufficient for studying equilibria with non-zero current.

#### 4.1. Stationary solutions and Harris’ current sheets

This section proves that the proposed model (1)–(5) admits the Harris’ current sheet configuration as an equilibrium solution. We start our discussion by writing the stationary equations corresponding to (1)–(5). One has
\[
(c + V_e) \cdot \frac{\partial \tilde{e}}{\partial x} + \left[ c \times \left( \frac{q_e}{m_e} B - \nabla \times V_e \right) - c \cdot \nabla V_e + \frac{1}{m_e n_e} \nabla \cdot \tilde{P}_e \right] \cdot \frac{\partial \tilde{e}}{\partial c} = 0,
\]
\[\text{(25)}\]
\[
u \cdot \frac{\partial f_i}{\partial x} + \frac{q_i}{m_i} \left[ (u - V_e) \times B + \frac{1}{q_e n_e} \nabla \cdot \tilde{P}_e \right] \cdot \frac{\partial f_i}{\partial v} = 0,
\]
\[\text{(26)}\]
\[
\nabla \times \left( V_e \times B - \frac{1}{q_e n_e} \nabla \cdot \tilde{P}_e \right) = 0
\]
\[\text{(27)}\]
\[
q_e n_e V_e = \mu_0^{-1} \nabla \times B - q_i \int \nu f_i \, d^3 v.
\]
\[\text{(28)}\]

Now, following Harris’ work [7], we look for stationary states such that $E = 0$. Then, upon recalling (14), we have
\[
V_e \times B = \frac{1}{q_e n_e} \nabla \cdot \tilde{P}_e.
\]
\[\text{(29)}\]

At this point, we observe that the electron equilibrium solution has the general form
\[
f_e = f_e \left( \frac{1}{2} |c + V_e|^2 - \frac{1}{2} |V_e|^2 \right) = f_e \left( \frac{1}{2} |v|^2 - \frac{1}{2} |V_e|^2 \right),
\]
\[\text{(29)}\]

where we introduce $v := c + V_e$. The solution above means that, at the equilibrium, the electron distribution depends on the difference between the total kinetic energy $m_e v^2 / 2$ and the kinetic energy of the mean flow $m_e V_e^2 / 2$, which is consistent.
with the initial assumption that neglects the inertial effects of electron mean flow (with velocity \(V_e\)). The equilibrium solution (29) can be easily verified by replacing its expression into equation (25), which may be written in terms of the canonical Poisson bracket \{\cdot, \cdot\} as

\[
\left\{ \tilde{f}_e, \frac{1}{2} |c + V_e|^2 - \frac{1}{2} |V_e|^2 \right\} + \frac{q_e}{m_e} (c + V_e) \times \mathbf{B} \cdot \frac{\partial \tilde{f}_e}{\partial c} = 0.
\]

In order to proceed further, it is convenient to express (25) in terms of the velocity coordinate \(v\). Then, upon using (28), the Vlasov densities \(f_e(x, v)\) and \(f_i(x, v)\) are shown to satisfy

\[
v \cdot \frac{\partial f_e}{\partial x} + \left( \frac{q_e}{m_e} v \times \mathbf{B} - v \times \nabla \times \mathbf{V}_e + \nabla \mathbf{V}_e \cdot \mathbf{v} \right) \cdot \frac{\partial f_e}{\partial v} = 0,
\]

(30)

\[
v \cdot \frac{\partial f_i}{\partial x} + \left( \frac{q_i}{m_i} v \times \mathbf{B} - \frac{\partial f_i}{\partial v} = 0,
\]

(31)

where the terms in \(\mathbf{V}_e\) emerge in the electron equation as another consequence of the assumption of negligible inertia of the mean flow. (Observe that expressing electron kinetics in terms of the total velocity coordinate \(v\) produces in (30) the term \(\nabla \mathbf{V}_e \cdot \mathbf{v}\), which was absent in (25).)

Finally, we follow [7] and restrict to the case when \(\mathbf{V}_e\) and \(\mathbf{V}_i\) are spatially constant and \(\mathbf{V}_e = -\mathbf{V}_i\). This step reduces problem (30) and (31) to finding the equilibrium solutions of the usual Vlasov equations

\[
v \cdot \frac{\partial f_e}{\partial x} + \frac{q_e}{m_e} v \times \mathbf{B} \cdot \frac{\partial f_e}{\partial v} = 0,
\]

(32)

\[
v \cdot \frac{\partial f_i}{\partial x} + \frac{q_i}{m_i} v \times \mathbf{B} \cdot \frac{\partial f_i}{\partial v} = 0,
\]

(33)

which then possess the Harris current sheet solution in [7], with

\[ q_e = e = -q_i \quad \text{and} \quad n_e = \int f_i \, d^3v, \quad 2n_e \mathbf{V}_e = \mu_0^{-1} \nabla \times \mathbf{B}. \]

This shows that the proposed model (1)–(5) comprises the Harris current sheet as an equilibrium configuration.

**Remark 3 (Static equilibria).** Note that for static equilibria \(\mathbf{V}_e = \int f_i \, d^3v = 0\), one has

\[
c \cdot \frac{\partial \tilde{f}_e}{\partial x} + \frac{q_e}{m_e} (c) \times \mathbf{B} \cdot \frac{\partial \tilde{f}_e}{\partial c} = 0,
\]

(34)

\[
v \cdot \frac{\partial f_i}{\partial x} + \frac{q_i}{m_i} (v \times \mathbf{B}) \cdot \frac{\partial f_i}{\partial v} = 0,
\]

(35)

\[
\nabla \cdot \left( \frac{1}{n_e} \nabla \cdot \tilde{\mathbf{B}}_e \right) = 0
\]

(36)

and if we assume \(E = (q_e n_e)^{-1} \nabla \cdot \tilde{\mathbf{B}}_e\) to be zero, we have

\[
c \cdot \frac{\partial \tilde{f}_e}{\partial x} + \frac{q_e}{m_e} c \times \mathbf{B} \cdot \frac{\partial \tilde{f}_e}{\partial c} = 0,
\]

(37)

\[
v \cdot \frac{\partial f_i}{\partial x} + \frac{q_i}{m_i} v \times \mathbf{B} \cdot \frac{\partial f_i}{\partial v} = 0
\]

(38)

along with the zero-current relation \(\nabla \times \mathbf{B} = 0\). Here, equation (37) is the same as (32) since \(\mathbf{V}_e = 0\). In this configuration, both ions and electrons are dominated only by fluctuation dynamics.

### 4.2. Total energy and constants of motion

In the search for new physical models, it is essential that the energy is an exact constant of motion (when dissipation effects are neglected). For example, several models that are derived by making assumptions directly in the equations of motion do not possess this vital property (see [21] for a similar discussion on hybrid MHD models) and energy conservation holds only under certain approximations. In the case of system (1)–(5), exact conservation of energy is guaranteed by the underlying variational principle (8). When this happens, the system is Hamiltonian, which means it conserves energy exactly and it possesses a Poisson bracket structure. The latter property can be verified explicitly also in the present context, although this requires cumbersome calculations, which in turn do not add anything to the physical content of equations (1)–(5).

Therefore the explicit identification of the Poisson bracket structure underlying (1)–(5) is left for future developments. In the simpler case when electrons are treated as an ordinary fluid, the Hamiltonian structure of the resulting equations was presented in [21]. Moreover, treating both ions and electrons as fluid components yields ideal Hall MHD, whose Hamiltonian structure was presented in [8], along with the Lyapunov stability analysis. Here, we focus only on the constants of motion.

As it can be easily verified by an explicit calculation, the following expression of the total energy remains constant under the dynamics (1)–(5):

\[
\mathcal{E}(f_i, \tilde{f}_e, \mathbf{A}) = \frac{m_i}{2} \int \left| f_i \right|^2 \, d^3x, \quad \mathcal{E} = \int \tilde{f}_e \, d^3x
\]

(39)

This is given by the sum of ion and electron kinetic energies, plus the magnetic energy (last term above). Note that the electron kinetic energy (second term above) differs from the usual expression because only the fluctuation velocity \(c = v - \mathbf{V}_e\) is involved.

Other constants of motion are present in the dynamics (1)–(5). Actually, these are two separate families of constants that are defined as follows:

\[
C_i = \int \Phi_i(f_i) \, d^3x \, d^3v, \quad C_e = \int \Phi_e(\tilde{f}_e) \, d^3x \, d^3v,
\]

where \(\Phi_i\) and \(\Phi_e\) are arbitrary functions of their arguments. These constants should come as no surprise, since they are the usual quantities that are conserved by Vlasov dynamics. In the simplest case when \(\Phi_i\) and \(\Phi_e\) are the identity, the above constants return conservation of the total number of particles.

**Remark 4 (Energy–Casimir method).** Following [10], one can use the constants of motion to perform a nonlinear stability analysis for system (1)–(5). In particular, this method identifies the equilibria by setting

\[
\delta(\mathcal{E} + C_i + C_e) = 0
\]

(40)

and gives Lyapunov stability whenever

\[
\delta^2(\mathcal{E} + C_i + C_e) > 0.
\]

(41)
5. Conclusions

This paper has presented the new fully kinetic model (1)–(5) for collisionless reconnection, whose main novelty is the introduction of a Coriolis-force term

\[- c \times \nabla \times V_c \cdot \frac{\partial f_e}{\partial c}\]

in the electron kinetic equation. Unlike previous models, this term was obtained by neglecting the inertia of the electron mean flow in the variational principle underlying the Maxwell–Vlasov system. Perhaps non surprisingly, the Coriolis force arises from a change of reference, similarly to the results in [20].

The principal consequence of introducing the Coriolis force is that neglecting the heat flux contribution yields a frozen-in condition for the electron pressure tensor, in presence of a strong electron magnetization. In turn, this frozen-in condition can be used to formulate new hybrid models, along the lines of [15] and subsequent papers (analog hybrid models were also presented in [6]). Also, a new variant of extended Hall MHD becomes available in section 3.2. The frozen-in condition confers the electron pressure an intrinsic Lagrangian meaning, which may open various possibilities regarding simulation techniques.

The last part of the paper has presented general considerations about the stationary solutions of (1)–(5). Various specializations were considered and it was shown how the stationary equations comprise Harris’ solution of the Maxwell–Vlasov system. Moreover, the explicit expression of the conserved total energy was provided, along with two different families of constants of motion. The question of how constants of motion can be used to perform a nonlinear stability analysis is left for future studies. This requires further constants that hopefully can be found from the explicit form of the Poisson bracket underlying (1)–(5). This Poisson bracket is the main object that underlies the Casimir method for Lyapunov stability and its identification can be realized by cumbersome computations in the Hamiltonian framework.
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Appendix. Explicit derivation of the model

Although the derivation of model (1)–(5) can be performed by simply using the variations (10)–(11) and (13) directly in the variational principle (8), it is less cumbersome to approach this matter at a more general level. Using the general theory in [11] (see section 4.2 therein), one finds that applying the variations (10)–(11) and (13) to an action principle of the type

\[ \delta \int_{t_1}^{t_2} \ell(X_i, \bar{X}_e, V_e, f_i, \bar{f}_e, A, \varphi) \, dt = 0 \]

yields the following equations of motion:

\[ \frac{\partial}{\partial t} \frac{\delta \ell}{\delta X_i} + \xi_{X_i} \frac{\delta \ell}{\delta X_i} = f_i \nabla \cdot \frac{\delta \ell}{\delta f_i}, \]

\[ + \frac{\partial}{\partial x} \int \left( \xi_{X_i} \frac{\delta \ell}{\delta X_i} - \bar{f}_e \nabla \cdot \frac{\delta \ell}{\delta f_e} \right) \, dx, \]

\[ \frac{\partial}{\partial t} \frac{\delta \ell}{\delta \bar{X}_e} + \xi_{\bar{X}_i} \frac{\delta \ell}{\delta \bar{X}_e} = \bar{f}_e \nabla \cdot \frac{\delta \ell}{\delta f_e}, \]

\[ \frac{\partial f_i}{\partial t} + \nabla \cdot (f_i X_i) = 0, \]

\[ \frac{\partial \bar{f}_e}{\partial t} + \nabla \cdot (\bar{f}_e \bar{X}_e + f_e X_e) = 0, \]

where \( \xi \) denotes Lie derivative (see below), while the notation \( \langle \cdot \rangle_x \) and \( \langle \cdot \rangle_e \) stands for projection on the spatial and velocity components (e.g. \( \langle \nabla \phi \rangle_x = \partial \phi / \partial x \) and \( \langle \nabla \phi \rangle_e = \partial \phi / \partial e \)). These equations possess a deep geometric structure arising from their corresponding formulation in terms of Lagrangian variables. In particular, the constrained variations (10)–(11) and (13) for the Eulerian variables arise from arbitrary variations of their corresponding Lagrangian variables, see [11].

Then, arbitrary variations in the electromagnetic potentials (\( \varphi, A \)) give also

\[ \frac{\delta \ell}{\delta A} = 0, \quad \frac{\delta \ell}{\delta \varphi} = 0. \]

Here we have used the following definition of functional derivative:

\[ \delta F(\phi) := \int_D \frac{\delta F}{\delta \phi} \cdot \delta \phi, \]

where \( F \) is any functional of some function (possibly, a vector function) \( \phi \) on some domain \( D \) in either the configuration space or the phase-space. Also, we made use of the Lie derivative operator [4, 9, 11, 12, 19]

\[ \mathcal{L}_U \frac{\delta F}{\delta U} = (U \cdot \nabla) \frac{\delta F}{\delta U} + (\nabla \cdot U) \frac{\delta F}{\delta U} + \nabla U \cdot \frac{\delta F}{\delta U}, \]

which can be defined on either the configuration space or the phase-space. Here \( U \) is some vector field and \( F \) is an arbitrary functional.

At this point, it suffices to compute the variational derivatives of the Lagrangian in (8) and then to replace them in (42)–(44). This process requires expanding the variational
principle (8), whose Lagrangian can be written in the form

\[
\ell(X_i, \dot{X}_c, \phi, \psi, \dot{\phi}, A, \psi) = \int f_i(m,v + q_A) \cdot u_i \, d^3x \, d^3v \]

\[
-\frac{m_i}{2} \int f_i |v|^2 \, d^3x \, d^3v - q_i \int \psi f_i \, d^3x \, d^3v + \int \tilde{f}_c(m_e \epsilon_m) \epsilon_m \cdot \nu \, d^3x \, d^3c \]

\[
+e^2 \frac{m_e}{2} [V_c^2 + q_A] \cdot \tilde{u} c \, d^3x \, d^3c
\]

\[
-\epsilon \frac{m_e}{2} |c|^2 \int \tilde{f}_c(m_e \epsilon_m) \, d^3x \, d^3c
\]

\[
+\frac{1}{2 \mu_0} \int \nabla \times (\tilde{A} \vec{e}) \, d^3x
\]

Then, we have

\[
\delta \ell = \int \delta f_i \left[ (m_i v + q_A) \cdot u_i - \frac{m_i}{2} |v|^2 - q_i \psi \right] \, d^3x \, d^3v
\]

\[
+ \int \delta \tilde{f}_c \left[ (m_e c + e^2 \epsilon_m) \cdot \tilde{u} c - \frac{m_e}{2} |c|^2 \right] \, d^3x \, d^3c
\]

\[
+ \frac{1}{2 \mu_0} \int \nabla \times (\tilde{A} \vec{e}) \, d^3x
\]

\[
\delta \ell = \int \delta f_i \left[ (m_i v + q_A) \cdot u_i - \frac{m_i}{2} |v|^2 - q_i \psi \right] \, d^3x \, d^3v
\]

\[
+ \int \delta \tilde{f}_c \left[ (m_e c + e^2 \epsilon_m) \cdot \tilde{u} c - \frac{m_e}{2} |c|^2 \right] \, d^3x \, d^3c
\]

\[
+ \frac{1}{2 \mu_0} \int \nabla \times (\tilde{A} \vec{e}) \, d^3x
\]

In order to obtain the explicit equations of motion, one starts by inserting the functional derivatives \(\delta \ell/\delta X_i\) and \(\delta \ell/\delta X_c\) (arising from the lines (52)) in relations (42) and (44). Note that the latter require the functional derivatives \(\delta \ell/\delta f_i\) and \(\delta \ell/\delta \tilde{f}_c\) arising from lines (48)–(49). Then, upon recalling \(X_i = (u_i, a_i)\) and \(X_c = (\tilde{u} c, \tilde{a} c)\), we notice that \(\delta \ell/\delta a_i = \delta \ell/\delta \tilde{a} c = 0.\) Also, taking the \(a_i\)-components of (42) and the \(\tilde{a} c\)-components of (44) yields (9). It is useful to notice that replacing \(\tilde{u} c = c\) in the second of (45) gives the continuity equation \(\delta f_i n_e + \nabla \cdot (n_e V_c + \tilde{K}_c) = 0,\) with \(n_e = \int f_e \, d^3c\) and \(\tilde{K}_c = f_e \, d^3c\) (notice that we do not impose \(\tilde{K}_c = 0\) for the moment).

At this point, it is convenient to insert the functional derivative \(\delta \ell/\delta V_c\) arising from line (43) in equation (43). From now on, we let \(\epsilon \to 0.\) Upon recalling the functional derivatives \(\delta \ell/\delta f_i\) and \(\delta \ell/\delta \tilde{f}_c\) arising from lines (48) and (49), equation (43) gives

\[
q_e \frac{\partial}{\partial t} \left( \frac{\partial \psi}{\partial x} + \psi \right) (n_e A) \]

\[
= \int f_e \frac{\partial}{\partial x} \left( q_e A \cdot V_c + q_e A \cdot c - q_e \psi \right) \, d^3c
\]

\[
- \frac{\partial}{\partial x} \int f_e c (m_e c + q_e A) \, d^3c,
\]

which becomes

\[
q_e \frac{\partial}{\partial t} \left( \frac{\partial \psi}{\partial x} + \psi \right) = q_e n_e V_c \times B - \nabla \vec{\psi} + q_e \tilde{K}_c \times B. \quad (54)
\]

Then, taking the \(\tilde{u} c\)-components of (44) yields

\[
q_e \frac{\partial}{\partial t} \left( \frac{\partial \psi}{\partial x} + \psi \right) + \left[ q_e (c + V_c) \cdot \nabla A + m_e (\tilde{a} c + c \cdot \nabla V_c) \right]
\]

\[+ \nabla V_c \cdot (m_e c + q_e A) = q_e \nabla A \cdot c + q_e \nabla (A \cdot V_c + \psi), \]

which gives

\[
\tilde{a} c + c \cdot \nabla V_c = c \times \left( \frac{q_e}{m_e} B - \nabla \times V_c \right) - c \cdot \nabla V_c
\]

\[+ \frac{1}{m_e c} \nabla \cdot \vec{\psi} - q_e \tilde{K}_c \times B. \]

Note that, upon setting \(\tilde{K}_c = 0,\) the relation above returns (16).

In order to prove that \(\tilde{K}_c = 0\) is consistent with the resulting dynamics, we insert \(\tilde{u} c = c\) (from equation (9)) and the last relation above in the second of (45) to obtain

\[
\frac{\partial}{\partial t} \tilde{f}_c + \left( c + V_c \right) : \frac{\partial \tilde{f}_c}{\partial x} = 0
\]

\[
+ \left[ \frac{q_e}{m_e} (E + (c + V_c) \times B) - c \cdot \nabla V_c - c \times \nabla \times V_c \right] \cdot \frac{\partial \tilde{f}_c}{\partial x} = 0.
\]

Then, taking the first-order moment of the kinetic equation above yields the following dynamics for \(\tilde{K}_c = \int f_e \, d^3c:\)

\[
\frac{\partial}{\partial t} \tilde{K}_c + \nabla \cdot \tilde{K}_c = 0,
\]

so that \(\tilde{K}_c = 0\) is preserved by the dynamics if \(\tilde{K}_c\) vanishes at the initial time. Then, from now on we set \(\tilde{K}_c = 0\) and we obtain (1) and (3) (by taking the curl of (54)). By proceeding analogously, one takes the \(u_i\)-components of (42) to prove (15), which in turn yields (2). Also, we see that inserting the functional derivatives \(\delta \ell/\delta A\) and \(\delta \ell/\delta \psi\) (arising from lines (50) and (53)) in (46) give Ampère’s law and charge neutrality in (12), respectively.

It can be interesting to observe that the Euler–Poincaré structure of the variations (10)–(11) implies conservation of a circulation integral. This arises from a general statement for Euler–Poincaré variational principles [4, 9]. For the case of the variational principle (8), equations (42) and (44) imply (respectively) the following Poincaré relative integral invariants [1]:

\[
\frac{d}{dt} \int f_i (X_i) \rho (m_i v + q_e A) \, dx = 0,
\]

\[
\frac{d}{dt} \int f_c (X_c) \rho (m_c + q_e A) \, dx = 0,
\]

where \(\rho (X_i)\) and \(\gamma (X_c)\) are two arbitrary time-dependent loops in phase-space, moving with the vector fields \(X_i\) and \(X_c = \tilde{X}_c + X_{V_c},\) respectively. Analogous relations were found also in the context of the hybrid kinetic-MHD models in [11] (see sections 4.3 and 5.3 therein). Note that the result obtained for electron dynamics (second relation above) differs from that for ion kinetics (first relation above), which is a standard result in classical mechanics [1]. Indeed, the integrand in the second relation is not the total canonical momentum \(p \cdot dx = (m_c + m_e V_c + q_e A) \cdot dx.\) The fact that the electron mean flow (moving with \(V_c\)) does not affect momentum circulation is explained in section 2.3.
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