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Dynamical processes on networks have generated widespread interest in recent years. The theory of pattern formation in reaction–diffusion systems defined on symmetric networks has often been investigated, due to its applications in a wide range of disciplines. Here we extend the theory to the case of directed networks, which are found in a number of different fields, such as neuroscience, computer networks and traffic systems. Owing to the structure of the network Laplacian, the dispersion relation has both real and imaginary parts, at variance with the case for a symmetric, undirected network. The homogeneous fixed point can become unstable due to the topology of the network, resulting in a new class of instabilities, which cannot be induced on undirected graphs. Results from a linear stability analysis allow the instability region to be analytically traced. Numerical simulations show travelling waves, or quasi-stationary patterns, depending on the characteristics of the underlying graph.
Self-organized structures can spontaneously emerge from a complex sea of microscopic, interacting constituents. This is a widespread observation in nature, now accepted as a paradigmatic concept in science, with many applications ranging from biology to physics. Hence, pinpointing key processes that yield macroscopically ordered patterns is a fascinating field of investigation, at the forefront of many exciting developments.

For example, the Turing instability\(^1\) constitutes a universal mechanism for the spontaneous generation of spatially organized patterns. It formally applies to a wide category of phenomena, which can be modelled via reaction–diffusion schemes\(^2\)–\(^10\). These mathematical models describe the coupled evolution of spatially distributed species, driven by microscopic reactions and freely diffusing in the embedding medium. Diffusion can potentially seed the instability by perturbing the homogeneous mean-field state, through an activator–inhibitor mechanism, resulting in the emergence of a patchy, spatially inhomogeneous, density distribution. Astonishing examples are found in morphogenesis, the branch of embryology devoted to investigating the development of patterns and forms in biology\(^11\). Moreover, spatial patterns of cortical activation observed with electroencephalography, magnetoencephalography and functional magnetic resonance imaging have been argued to originate from the spontaneous self-organization of interacting populations of excitatory and inhibitory neurons\(^12\). In this case, travelling waves can also develop following a symmetry breaking instability of a homogeneous fixed point\(^13\). The models are usually defined on a regular lattice or a continuous support, and the emphasis is placed on the form of the nonlinear interactions that are responsible for the instability.

For a large class of problems, including applications to neuroscience, the system under scrutiny is defined on a network rather than on a regular lattice. The seminal work of Othmer and Scriven\(^14,15\) provides a description of pattern formation on a network, which has been built on in subsequent years, in a number of different directions\(^16\)–\(^18\). Particularly relevant to the work presented here is the article by Nakao and Mikhailov\(^19\), where the authors investigated the effects of complex graph structures on the emergence of Turing patterns in nonlinear diffusive systems, paving the way for novel discoveries in an area of widespread interest. The conditions for the deterministic instability are derived following a linear stability analysis, which requires expanding the perturbation on the complete basis formed by the eigenvectors of the discrete Laplacian. Travelling waves can also develop via an analogous mechanism\(^20\). To date, symmetric (undirected) networks have been considered in the literature. Again, the instability is driven by the non-trivial interplay between the nonlinearities, due to the reactions, and the diffusion terms. The topology of the space defines the relevant characteristics of the graphs, while fixing the parameters to values for which the patterns cannot emerge when the model is defined on a symmetric spatial support.

**Results**

**Background.** We begin by considering a network made of \(\Omega\) nodes and characterized by the \(\Omega \times \Omega\) adjacency matrix \(W\): the entry \(W_{ij}\) is equal to one if nodes \(i\) and \(j\) (with \(i \neq j\) are connected, and it is zero otherwise. If the network is undirected, the matrix \(W\) is symmetric. Consider then two interacting species and label with \((\phi, \psi)\) their respective concentrations on node \(i\). A general reaction–diffusion system defined on the network takes the form:

\[
\frac{d\phi_i}{dt} = f(\phi_i, \psi_i) + D_\phi \sum_j \Delta_i \phi_j, \quad \frac{d\psi_i}{dt} = g(\phi_i, \psi_i) + D_\psi \sum_j \Delta_i \psi_j, \tag{1}
\]

where \(D_\phi\) and \(D_\psi\) denote the diffusion coefficients of, respectively, species \(\phi\) and \(\psi\); \(f(\cdot, \cdot)\) and \(g(\cdot, \cdot)\) are nonlinear functions of the concentrations and stand for the reaction terms; \(\Delta_i = W_{ij} - k_i \delta_{ij}\) is the network Laplacian, where \(k_i\) refers to the connectivity of node \(i\) and \(\delta_{ij}\) is the Kronecker’s delta. Imagine now that system (1) admits a homogeneous fixed point, which we label...
This implies \( f(\phi^*, \psi^*) = g(\phi^*, \psi^*) = 0 \). We also require that the fixed point is stable, namely that \( \text{tr}(J) - \text{det}(J) - D_\phi \phi_0 < 0 \) and \( D_\psi \psi_0 < 0 \), where \( J \) is the Jacobian of \((\phi^*, \psi^*) \). For regular lattices, the Fourier transform is usually employed to solve this linear system of equations. When the system is instead defined on a network, a different procedure needs to be followed\(^{29,30}\). To this end, we define the eigenvalues and eigenvectors of the Laplacian operator:

\[
\sum_{j=1}^{\Omega} \lambda_j v_j^{(z)} = \Lambda^{(z)} v_j^{(z)}, \quad z = 1, \ldots, \Omega.
\]

(2)

When the network is undirected, the standard Laplacian is symmetric. Therefore, the eigenvalues \( \Lambda^{(z)} \) are real and the eigenvectors \( v_j^{(z)} \) form an orthonormal basis. This condition needs to be relaxed when dealing with the more general setting of a directed graph, which we will discuss in the next subsection. The inhomogeneous perturbations \( \delta \phi_i \) and \( \delta \psi_i \) can be expanded as:

\[
\delta \phi_i = \sum_{z=1}^{\Omega} c_z e^{i \omega z} v_j^{(z)}, \quad \delta \psi_i = \sum_{z=1}^{\Omega} b_z e^{i \omega z} v_j^{(z)},
\]

(3)

The constants \( c_z \) and \( b_z \) depend on the initial conditions. By inserting the above expressions in equation (12) (see Methods) one obtains the dispersion relation

\[
\lambda_{\omega} = \frac{1}{2} \text{tr} J_a + \sqrt{\left(3 \text{tr} J_a^2 - 4 \text{det} J_a\right)},
\]

(4)

which characterizes the response of the system in equation (1) to external perturbations. Here \( J_a \) is the modified Jacobian matrix, accounting for diffusion contributions. This quantity is defined in the Methods section.

We use \( (\lambda_{\omega})_{\text{re}} \) and \( (\lambda_{\omega})_{\text{im}} \) to label, respectively, the real and imaginary parts of \( \Lambda^{(z)} \). If \( (\lambda_{\omega})_{\text{re}} > 0 \), the fixed point is unstable and the system exhibits a pattern whose spatial properties are encoded in \( \Lambda^{(z)} \). These are the celebrated Turing patterns, stable non-homogeneous spatial motifs, which result from a resonant amplification of an initial perturbation of the homogeneous fixed point. The quantity \( \Lambda^{(z)} \) is the analogue of the wavelength for a spatial pattern in a system defined on a continuous regular lattice. In this case, \( \Lambda^{(z)} = -q^2 \), where \( q \) labels the usual spatial Fourier frequency.

It can be proved that for symmetric graphs, all the non-trivial values of \( \Lambda^{(z)} \) are negative\(^{27}\). Hence, \( \text{tr} J_a = \text{det} J_a < 0 \). For the instability to manifest, it is therefore sufficient that \( \text{det} J_a = \text{det} J_a \text{det} (J_{11} D_\phi + J_{22} D_\psi) \Lambda^{(z)} < 0 \), a condition that can be met only if:

\[
J_{11} D_\phi + J_{22} D_\psi > 0.
\]

(5)

The above condition is negative, the Turing instability on a regular lattice, or on a complex symmetric network, cannot take place. One can further elaborate on the implications of equation (5), by recalling that \( \text{tr} J = J_{11} + J_{22} < 0 \). Hence, the instability can only set in if \( J_{11} \) and \( J_{22} \) have opposite signs. Without losing generality, we shall hereafter assume \( J_{11} > 0 \), and consequently \( J_{22} < 0 \), with \( |J_{22}| > |J_{11}| \) so as to have \( \text{tr} J < 0 \). In practical terms, the first species, whose concentration reads \( \phi \), acts as an activator, while the second, \( \psi \), is the inhibitor. Working in this setting, it is instructive to consider the limiting condition \( D_\psi = 0 \): only the activators (\( D_\phi \neq 0 \)) can diffuse. The necessary condition (5) reduces to \( J_{22} D_\phi > 0 \), which is never satisfied as \( J_{22} < 0 \). In principle, a short wavelength instability can develop if the inhibitors are mobile, \( D_\phi \neq 0 \), and the activator fixed \( D_\phi = 0 \). In fact, from the dispersion relation (4), it follows that all modes with \( \Lambda^{(z)} > \text{det}(D_\psi) \text{det} J_a^{2/3} \) are unstable, both on a continuous or discrete support. In the former, the number of unstable modes is infinite, whereas it is finite in the latter. In both cases, the instability involves smaller and smaller spatial scales, and it is therefore termed a short wavelength instability. In the discrete case, and because the set of unstable modes is finite (and bounded), the instability can drive the emergence of stationary stable patterns.

We end this section with an important remark. As \( \text{tr} J_a < 0 \), it is clear from equation (4) that it is not possible to satisfy the condition for the instability \((\lambda_{\omega})_{\text{re}} > 0 \), and have, at the same time, an imaginary component of the dispersion relation, \( (\lambda_{\omega})_{\text{im}} \), different from zero. This is instead possible when operating in a setting that allows long-range couplings in the reaction terms\(^{28}\) or when considering at least three mutually interacting species\(^{13,20}\). A system unstable for \( \Lambda^{(z)} \neq 0 \) and with the corresponding \( (\lambda_{\omega})_{\text{im}} \neq 0 \) is said to undergo a wave instability and the emerging patterns have the form of travelling waves\(^{28}\). As we will discuss in the following, the general scenario that we have outlined here changes drastically when the reaction–diffusion system operates on a directed graph rather that on a symmetric network.

**Theory of pattern formation on a directed network.** We now turn to considering the case of a directed graph. In this case, the adjacency matrix \( W \) is no longer symmetric and its entries \( W_{ij} \), if equal to 1, indicate the presence of an edge directed from node \( i \) to \( j \). Now, \( k_i = \sum_{j=1}^{N} W_{ij} \) refers to the outdegree of node \( i \), defined as the number of exiting edges from node \( i \). The associated Laplacian operator can be defined as \( \Delta_k = \sum_{j=1}^{N} W_{ij} \delta_{ij} \), as it is customarily done in cooperative control applications\(^{29}\), as, for example, intelligent transportation systems, routing of communications and power grid networks. The spreading of physical or chemical substances, rather than information content, requires imposing mass conservation, which results in a different formulation of the Laplacian operator\(^{28}\), where \( W_{ij} \) is formally replaced by \( W_{ij} \) in the definition of \( \Delta_k \), as it can be readily obtained from a simple microscopic derivation. Clearly, the two operators coincide, when defined on a symmetric network.

For a directed graph, the eigenvalues of both Laplacian operators, will in general be complex, \( \Lambda^{(z)} \in \mathbb{C} \). This property requires the development of a generalized theory of the instabilities, extending the analysis outlined in the previous section. As usual, we will assume a stable homogeneous fixed point, which should be a solution of the spatially extended system of equations. This prescription implies dealing with a balanced network (the outgoing connectivity equals the incoming one), when Fickean diffusion of material entities is being addressed \( \Delta_k = W_{ij} - k \delta_{ij} \), while no additional hypothesis on the structure of the spatial support are to be made when the operator \( \Delta_k = W_{ij} - k \delta_{ij} \) is used. The case of unbalanced networks could be also addressed, provided one linearizes equation (1) around a non-homogeneous state\(^{31}\). This more technical extension will be discussed elsewhere, as here the aim is to provide a pedagogical introduction to the novel class of topology-driven instabilities. We indicate with \( J \) the Jacobian matrix associated with the homogeneous fixed point. The stability of the fixed point implies \( \text{tr} J < 0 \) and \( \text{det} J > 0 \). To proceed with the linear stability analysis, we must ensure that the eigenvectors are linearly independent. This is not always the case when the underlying graph is directed. For this reason, the diagonalizability of the Laplacian matrix will be a minimal requirement to satisfy in our analytical treatment of
the stability problem. In fact, even without a basic context, one can use the generalized eigenvectors to make progress. In this case, however, patterns may emerge, even when the real part of the dispersion relation is negative everywhere, due to a transient growth process.

Introducing an inhomogeneous perturbation ($\delta \phi$, $\delta \psi$) and linearizing around it, one eventually obtains a dispersion relation, formally identical to equation (4), where now $\Lambda^{(2)}$ is a complex quantity. For simplicity, and with obvious meaning of the notation, we write $\Lambda^{(2)} = \Lambda^{(2)}_{\text{Re}} + i\Lambda^{(2)}_{\text{Im}}$, where $\Lambda^{(2)}_{\text{Re}} < 0$, as the Laplacian matrix spectrum falls, according to the Gershgorin circle theorem\(^33\), in the left half of the complex plane. A simple algebraic manipulation yields the following preliminary relations:

\[
\begin{align*}
(\text{tr} J_{x})_{\text{Re}} & = \text{tr}(D\phi + D\psi) \Lambda^{(2)}_{\text{Re}} < 0 \\
(\text{tr} J_{x})_{\text{Im}} & = (D\phi + D\psi) \Lambda^{(2)}_{\text{Im}} \\
(\text{det} J_{x})_{\text{Re}} & = \text{det}( (J_{11} D\phi + J_{12} D\psi) \Lambda^{(2)}_{\text{Re}} \\
& + D\phi D\psi \left(\left(\Lambda^{(2)}_{\text{Re}}\right)^2 - \left(\Lambda^{(2)}_{\text{Im}}\right)^2\right)^{\frac{1}{2}} \\
(\text{det} J_{x})_{\text{Im}} & = (J_{11} D\phi + J_{12} D\psi) \Lambda^{(2)}_{\text{Im}} + 2 D\phi D\psi \Lambda^{(2)}_{\text{Re}} \Lambda^{(2)}_{\text{Im}},
\end{align*}
\]

where ($\cdot$)$_{\text{Re}}$ and ($\cdot$)$_{\text{Im}}$ select, respectively, the real and imaginary parts of the quantity in brackets. To study the dispersion relation (4), we shall make use of an elementary property of the square root of a complex number $z = a + bi$, namely that

\[
\sqrt{z} = \pm \left(\sqrt{\frac{a + |z|}{2}} + \text{sgn}(b) \sqrt{-\frac{a + |z|}{2}}i\right),
\]

where $\text{sgn}(\cdot)$ is the standard sign function. In light of this consideration, the dispersion relation can be cast in the form:

\[
\lambda_x = \frac{1}{2} \left[ (\text{tr} J_{x})_{\text{Re}} + \gamma \right] + \frac{1}{2} \left[ (\text{tr} J_{x})_{\text{Im}} + \delta \right]i,
\]

where:

\[
\gamma = \sqrt{\frac{A + \sqrt{A^2 + B^2}}{2}}
\]

\[
\delta = \text{sgn}(B) \sqrt{\frac{-A + \sqrt{A^2 + B^2}}{2}}
\]

\[
A = \left((\text{tr} J_{x})_{\text{Re}}\right)^2 - (\text{tr} J_{x})_{\text{Im}}^2 - 4(\text{det} J_{x})_{\text{Re}}
\]

\[
B = 2(\text{tr} J_{x})_{\text{Re}}(\text{tr} J_{x})_{\text{Im}} - 4(\text{det} J_{x})_{\text{Im}}.
\]

The dispersion relation can now contain an imaginary contribution, which bears the signature of the imposed network topology. Travelling waves can in principle materialize for a two-species reaction–diffusion model on a directed network, at variance with what happens when the system is defined on a symmetric spatial support. For the instability to occur, $(\lambda_x)_{\text{Im}}$ must be $> 0$, which is equivalent to setting $(\text{tr} J_{x})_{\text{Re}} \leq \gamma$, as it follows immediately from equation (8). A straightforward, although lengthy, calculation that involves relations (6), allows us to rewrite the condition for the instability in the compact form:

\[
S_2(\Lambda^{(2)}_{\text{Re}}) \Lambda^{(2)}_{\text{Im}}^2 \leq -S_1(\Lambda^{(2)}_{\text{Re}}),
\]

where $S_1$ and $S_2$ are polynomials in $\Lambda^{(2)}_{\text{Re}}$, of fourth and second degree, respectively. The coefficients of the polynomials are model dependent, as specified in equations (16), (17) and (18) in the Methods. Given the model, one can construct a class of graphs, namely those whose spectral properties match condition (11), for which the instability takes place. Here we are particularly interested in models that cannot develop the instability when defined on a symmetric, hence undirected, graph. In this case, $\Lambda^{(2)}_{\text{Im}} = 0$, by definition, and the instability condition (11) cannot be met. On the contrary, when the graph is made directed, $\Lambda^{(2)}_{\text{Im}} \neq 0$ and the examined models can experience a topology-driven instability, as governed by (11).

Recall that we are linearizing around a stable fixed point; hence $\text{tr}(J_{11}, J_{12}) < 0$ and, in addition, $\text{det}(J) > 0$. Because of the first inequality, the setting with both $J_{11}$ and $J_{12}$ positive is, as expected, ruled out $\text{a priori}$. Consider instead the dual scenario, where both $J_{11}, J_{12}$ are taken to be negative. Hence, $S_1$ and $S_2$ are positive, as it can be immediately appreciated by direct inspection of equations (17) and (18) in the Methods, and the instability condition (11) cannot be achieved. In conclusion, and in agreement with the standard theory of pattern formation on a regular symmetric lattice (network), $J_{11}$ and $J_{12}$ must have opposite signs for the instability to develop.

In analogy with the preceding discussion, we assume that the reaction–diffusion scheme is such that $J_{11} > 0$ and $J_{12} < 0$. We imagine here that the necessary condition (5) for the instability to set in is not satisfied and no patterns can develop according to the classical paradigm. Under this assumptions, although $S_1$ is still a positive definite quantity, $S_2$ can take negative values, as $C_{20} = J_{11} J_{12} (D_{\phi} - D_{\psi})^2 < 0$. The instability condition (11) can then be satisfied and one can expect topology-driven instabilities to develop on directed graphs, as we shall demonstrate in the forthcoming section.

We also wish to emphasize that patterns on a directed network can also emerge when the inhibitors are prevented from diffusing ($D_{\psi} = 0$, in our notation), at odds with the conventional vision\(^29\). Furthermore, travelling waves are always found for a two-species model, the imaginary part of the dispersion relation $\lambda_x$ being at all times different from zero, inside the instability domain. However, as we will demonstrate in the next section, when $(\lambda_x)_{\text{Im}} << (\lambda_x)_{\text{Re}}$, the system evolves towards a stationary inhomogeneous pattern, reminiscent of the Turing instability. In conclusion, a two-species reaction–diffusion system on a directed graph can display a rich variety of instabilities, beyond the conventional scenario, which applies to symmetric (undirected) spatial supports.

**Numerical results.** To confirm the theoretical analysis carried out in the previous section, we here focus on a specific system, the so-called Brusselator model, a paradigmatic example of autocatalytic reactions. In the general dynamical equation (1), we set $f(\phi, \psi) = 1 - (b + 1)\phi + c\phi^2\psi$ and $g(\phi, \psi) = b\phi - c\phi^2\psi$. Details of this model are presented in the Methods section. It is worth stressing that the Brusselator model has been selected for demonstrative purposes, and due to its pedagogical value. The techniques here developed, and the conclusions that we shall reach, are nevertheless general and apply to a wide range of models. As an example, in Supplementary Methods we will repeat the same analysis for a version of the Fitzhugh–Nagumo scheme, that serves as a toy model for inspecting the coupled dynamics of neurons. Supplementary Movie 2 shows the waves stemming from the instability in this system.

Here we consider the first formulation of the Laplacian operator, $\Delta_x = W_{ij} - k_i \delta_{ij}$, which, as previously mentioned, is employed in cooperative control applications\(^29\). To proceed, we should also specify the characteristics of the networks that define the spatial backbone for the explored systems. Two different strategies for generating the graphs will be considered. On the one side, we will follow the Watts–Strogatz (WS) approach\(^34\), modified to make the network directed. We will also implement an alternative generation strategy, the so-called Newman–Watts
(NW) algorithm. Both approaches are described in the Methods section. When $\Delta_{ij} = W_{ij} - k_i \delta_{ij}$ is assumed instead, the directed networks are created with the additional prescription to balance the number of incoming and outgoing connections per node. Results for this choice of the Laplacian are presented in Supplementary Figs 2 and 8.

In the following, we will report the emergence of topology-driven instabilities, defined on directed networks assembled via the two strategies mentioned here.

**Travelling waves for systems of two diffusing species.** We commence by considering the Brusselator model in the general setting with $D_\phi \neq 0$ and $D_\psi \neq 0$. That is, both the activators and inhibitors are allowed to diffuse between connected nodes of the network. Furthermore, we set the parameters so that the system is stable versus external perturbations of the homogeneous fixed point and no patterns can develop if the spatial support is assumed symmetric (or continuous). The generalized condition (11) for the instability on a directed network can be graphically illustrated in the reference plane $(\Lambda^{(2)}_{\text{re}}, \Lambda^{(2)}_{\text{im}})$. Given the parameters of the model, one can in fact determine the coefficients $C_{ij}$ ($q = 0, \ldots, 4$) and $C_{ij}$ ($q = 0, 1, 2$) via equations (17) and (18) in the Methods. Next, the inequality (11) allows one to delimit a model-dependent region of instability, which is depicted with a shaded area in Fig. 1a. Each eigenvalue of the discrete Laplacian (defined on the directed network) appears as a point in the plane $(\Lambda^{(2)}_{\text{re}}, \Lambda^{(2)}_{\text{im}})$. If a subset of the $\Omega$ points that define the spectrum of the Laplacian fall inside the region outlined above, the instability can take place. For an undirected graph, $\Lambda^{(2)}_{\text{im}} = 0$, and the points are located on the real (horizontal) axis, thus outside the instability domain. In Fig. 1a, the spectral plot of three Laplacians, generated from the NW algorithm, are displayed for three choices of $p$. As $p$ increases the points move to the left, away from the region of instability. The regular ring that captures the eigenvalue distribution for low $p$ (blue triangles) becomes progressively distorted: for $p = 0.95$, the points (green diamonds) partially fill a circular patch in $(\Lambda^{(2)}_{\text{re}}, \Lambda^{(2)}_{\text{im}})$. In Fig. 1b, the real part $(\lambda_{ij})_{\text{re}}$ of the dispersion relation is plotted as a function of $-\Lambda^{(2)}_{\text{re}}$. The black solid line refers to the continuous theory: no instability can develop in the limit of continuum space, as $(\lambda_{ij})_{\text{re}}$ is always negative. However, when the Brusselator model evolves on a discrete support, the continuous line is replaced by a collection of $\Omega$ points. When the instability condition (11) is fulfilled, the points are lifted above the solid curve and cross the horizontal axis. The figure shows that $(\lambda_{ij})_{\text{re}}$ is positive over a finite domain in $-\Lambda^{(2)}_{\text{re}}$ and the system becomes unstable due to the topology of the underlying directed network. The travelling waves that stem from this instability are displayed in Fig. 2, and also in Supplementary Movie 1. As we shall prove in the following, inhomogeneous stationary patterns are another possible outcome of the topology-driven instability.

A similar analysis can be performed when the directed network is generated using the WS method. In Fig. 3a, the region of instability, outlined by the shaded area, is identical to the one depicted in Fig. 1, as the parameters of the reaction–diffusion scheme are unchanged. Here the topology-driven instability occurs for relatively large values of the parameter $p$, when the random nature of the network takes over its small world character. The travelling waves for this system are displayed in Fig. 4.

**The case of immobile inhibitors.** As mentioned earlier, patterns can also emerge on a directed network when the inhibitors are prevented from diffusing ($D_\psi = 0$). This is a marginal condition for which classical patterns (both in the continuum limit or on an undirected network support) are not found. In Fig. 5a, the shaded area indicates the instability region for the case of the Brusselator model on an NW network, generated with $p = 0.27$. The nodes are ordered as per the original lattice. Details of the network’s spectra and the system’s instability are displayed by the blue, triangular symbols in Fig. 1. The reaction parameters are $b = 9, c = 30, D_\phi = 1$ and $D_\psi = 7$.

![Figure 1 | Instabilities on NW networks. (a) Spectral plot of three Laplacians generated from the NW algorithm for $p = 0.27, p = 0.5$ and $p = 0.95$ (blue triangles, red circles and green diamonds, respectively) and network size $\Omega = 100$. The shaded area indicates the instability region for the case of the Brusselator model, where the parameters are $b = 9, c = 30, D_\phi = 1$ and $D_\psi = 7$. (b) The real part of the dispersion relation for the same three choices of NW networks as in a. The black line originates from the continuous theory.](image-url)

![Figure 2 | Waves on an NW network.](image-url)
Figure 3 | Instabilities on WS networks. (a) Spectral plot of three Laplacians generated from the WS method for $p = 0.1$, $p = 0.2$ and $p = 0.8$ (blue triangles, red circles and green diamonds, respectively). In all cases, the network size is $\Omega = 100$. The coloured area indicates the instability region for the Brusselator model. (b) The real part of the dispersion relation for three choices of WS networks for $p = 0.1$, $p = 0.2$ and $p = 0.8$ (blue triangles, red circles and green diamonds, respectively), and network size $\Omega = 100$. The reaction parameters are $b = 9$, $c = 30$, $D_\phi = 1$ and $D_\psi = 7$.

Figure 4 | Waves on a WS network. Time series for the case of the Brusselator model on a WS network, generated with $p = 0.1$. The nodes are ordered as per the original lattice. Details of the network’s spectra and the system’s instability are displayed by the blue, triangular symbols in Fig. 3. The reaction the parameters are $b = 9$, $c = 30$, $D_\phi = 1$ and $D_\psi = 7$.

Stationary inhomogeneous patterns. The instability mechanism that we have discussed here results in travelling waves, which spread over the direct network. This is due to the fact that the imaginary part of the dispersion relation $\lambda_\text{im}$ is always different from zero, inside the instability domain. Hence, Turing-like instabilities, which require imposing $(\lambda_\text{im}) = 0$, cannot formally develop. On the other hand, as we argued earlier, stationary inhomogeneous patterns reminiscent of the Turing instability could be observed, provided $(\lambda_\text{im}) \ll (\lambda_\text{Re})$. This is the case considered here, as shown in Fig. 7, for a directed network generated via the WS recipe. The parameters of the Brusselator model are instead set as in Fig. 1. This is to stress again that different types of patterns can emerge because of the distinct characteristics of the networks: the patterns are not just selected by the imposed dynamical rules. The most unstable mode is located at around $\lambda_\text{Re} = -2$ (left panel of Fig. 7), and its corresponding value of $(\lambda_\text{im})$ is relatively small (right panel of Fig. 7). The patterns found in this situation are shown in the two panels of Fig. 8. By comparing Fig. 4 (WS with $p = 0.1$) with Fig. 8 (WS with $p = 0.2$), it is immediately clear that a transition takes place, from travelling waves to asymptotically stationary stable patterns, by tuning the rewiring probability $p$ in the WS graph generation scheme.

Discussion

In a recent paper, Nakao and Mikhailov revisited the theory of Turing pattern formation on random symmetric networks, highlighting the peculiarities that stem from the embedding graph structure and extending the pioneering work of Othmer and Scriven. Travelling waves can also set in following an analogous mechanism.

Starting from this context, and to reach a number of potential applications, we have here considered the extension of the analysis in ref. 19 to the case of directed, hence non-symmetric, networks. It is often the case that links joining two distant nodes are defined with an associated direction: the reactants can move from one node to another, but the reverse action is formally impeded. In this study, we have shown that a novel class of instability, here termed ‘topology driven’, can develop for reaction–diffusion systems on directed graphs, also when the examined system cannot experience a Turing-like or wave instability when defined on a regular lattice or, equivalently, on a continuous spatial support. This is at variance with the case of symmetric networks, which cannot possess the intrinsic ability of destabilizing an otherwise stable homogenous fixed point. We have shown here that different patterns can be generated depending on the characteristics of the spatial support on which the reaction–diffusion system is defined. In particular, transitions from travelling waves to asymptotically stationary stable patterns, reminiscent of the Turing instability, are obtained when tuning the rewiring probability $p$ in a WS network. The condition for the instability results in a rather compact mathematical criterion, which accounts for the spectral properties of the underlying network and whose predictive adequacy has been validated with reference to selected case studies. We note that a numerical characterization of the instability domain could also be carried out using the Master Stability Function approach.
The existence of a generalized class of instabilities, seeded by the topological characteristics of the embedding support, suggests a shift in the conventional approach to modelling of dynamical systems. Mutual rules of interactions, which define the reactions among constituents, are certainly important, although not decisive in determining the asymptotic fate of the system. The topology of the space, when assumed to be a directed random network, also matters and plays an equally crucial role in the onset of the dynamical instability. This is a general conclusion that we have cast in rigorous terms, which can potentially inspire novel avenues of research in all those domains, from neuroscience to social-related applications, where networks prove essential.

Methods

Details of the linear stability analysis. To look for instabilities in equation (1), one can introduce a small perturbation \( \delta \phi \), \( \delta \psi \) to the fixed point and linearize around it. In formula one finds

\[
\left( \begin{array}{c}
\delta \phi \\
\delta \psi
\end{array} \right) = \sum \left( J \delta \phi_i + D \Delta \psi \right) \cdot \left( \begin{array}{c}
\delta \phi_i \\
\delta \psi_i
\end{array} \right),
\]

where

\[
D = \begin{pmatrix}
D_\phi & 0 \\
0 & D_\psi
\end{pmatrix}.
\]

Expanding the perturbation on the basis of the eigenvectors of the network Laplacian, (see equation (3)), one obtains the following eigenvalue problem

\[
\text{det} \left( \begin{array}{cc}
\frac{f_0 + D_\phi A^{(\psi)}}{g_\phi} & \frac{f_\psi}{g_\psi + D_\phi A^{(\phi)}} - \lambda
\end{array} \right) = 0.
\]

This is equivalent to

\[
\text{det}(I - J) = 0,
\]

where \( J \equiv J + DA^{(\psi)} \) and \( I \) stands for the identity matrix. The eigenvalue with the largest real part, \( \lambda_{\psi} \equiv \lambda_{\psi}(A^{(\psi)}) \) defines the dispersion relation presented in equation (4).

Specification of the instability region. Here we provide details of the functions \( S_1 \) and \( S_2 \), introduced in equation (11) of the paper, using the quantities defined in equation (6). We eventually obtain

\[
S_1(A^{(\psi)}) = C_{14} \left( \frac{A^{(\psi)}}{A_{\phi \psi}} \right)^2 + C_{13} + C_{12} \left( \frac{A^{(\psi)}}{A_{\phi \psi}} \right)^2 + C_{11} \left( \frac{A^{(\psi)}}{A_{\phi \psi}} \right)^2 + C_{10},
\]

where

\[
C_{14} = D_\phi D_\psi (D_\phi + D_\psi)^2,
\]

\[
C_{13} = (D_\phi + D_\psi)^2 (I_{11} D_\phi + I_{12} D_\psi) + 2tr(D_\phi D_\psi) (I_{11} D_\phi + I_{12} D_\psi),
\]

\[
C_{12} = \text{det}(I D_\phi + D_\psi) (I + 2tr I) (I_{11} D_\phi + I_{12} D_\psi),
\]

\[
C_{11} = 2tr(I D_\phi + D_\psi) \text{det}(I + 2tr I) (I_{11} D_\phi + I_{12} D_\psi),
\]

\[
C_{10} = \text{det}(tr I)^2,
\]

and

\[
C_{22} = D_\phi D_\psi (D_\phi - D_\psi)^2,
\]

\[
C_{21} = (I_{11} D_\phi + I_{12} D_\psi) (D_\phi - D_\psi)^2,
\]

\[
C_{20} = I_{11} I_{12} (D_\phi - D_\psi)^2.
\]

Details of the Brusselator model. The Brusselator model involves molecules of two chemical species, whose concentrations are here labelled \( \phi \) and \( \psi \) to make contact with the notation employed in the preceding sections. The species populate the nodes of a network, and therein interact according to the prescribed dynamics, while being allowed to diffuse between adjacent nodes. More specifically, the system evolves according to the general dynamical equation (1) with \( f(\phi, \psi) = 1 - (b + 1) \phi + c \phi^2 \psi \) and \( g(\phi, \psi) = b \phi - c \phi^2 \psi \). \( b \) and \( c \) acting as external, positive definite, parameters. The Brusselator model admits a unique homogeneous fixed point \( \phi^* = 1, \psi^* = -b/c \) which is stable for \( b < 1 + c \). We additionally require \( b > 1 \) such that \( I_{11} = -1 + b > 0 \), while \( I_{12} = -c < 0 \). The system can develop Turing-like patterns for specific choices of the control parameters \( b, c \). In this investigation, we assign the parameter values so as to fall outside the domain of instability. The fixed point \( (\phi^*, \psi^*) \) is therefore stable versus non-homogeneous perturbations, when placed on top of a symmetric graph.

Network generation. The WS method is a random graph generation method that produces graphs with the small world property. In short, given the desired number of nodes \( \Omega \) and the mean degree \( K \), we first construct a \( K \)-regular ring lattice, by connecting each node to its \( K \) neighbours, on one side only. Next, for every node \( i \),
The network is of size $\Omega = 100$, generated with $p = 0.2$. (b) The imaginary part of the dispersion relation for a WS network with a Brusselator dynamic. The network is of size $\Omega = 100$, generated with $p = 0.2$. The reaction parameters are $b = 9$, $c = 30$, $D_a = 1$ and $D_b = 7$.

Figure 8 | Quasi-Turing patterns. (a) Time series showing quasi-Turing patterns on a WS network with a Brusselator dynamic. The network was generated using $p = 0.2$. The system evolves from a homogeneous fixed point towards a static pattern. (b) The long-time behaviour of the network, showing the concentration of each node. The dispersion relation for this system is presented in Fig. 7.

we take all edges and rewire them with a given probability $p \in [0, 1]$. Rewiring is carried out by replacing the target node, with one of the other nodes, say $j$, selected with a uniform probability, and avoiding self-loops ($i = j$) and link duplication. Therefore, the mean number of rewired links is $\Omega K p$. The rewiring is directed: we do not impose a symmetric edge that goes from the selected target node $j$, back to the starting site $i$. Small world networks are found for intermediate values of $p$. Link duplication is avoided here, so that the effects of the directed network (which we wish to demonstrate) are not confused with effects of a weighted network.

We also implement a variation of this strategy, the so-called NW algorithm. In this case, all of the original links in the directed lattice are preserved and extra links are added. As before, we start from a substrate $K$-regular ring made of $\Omega$ nodes. To make connection with the WS route, the algorithm is designed to add, on average, $\Omega K p$ long-range directed links, in addition to the links due to the regular lattice\cite{2014}. Again $p \in [0, 1]$ is a probability to be chosen by the user. The NW algorithm can be modified so as to result in a balanced network (identical number of incoming and outgoing links, per node). To this end, the inclusion of a long-range link starting from node $i$ is followed by the insertion of a fixed number (3 is our arbitrary choice) of additional links to form a loop that closes on $i$.
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