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Abstract

Capital expenditures (CAPEX) and operational expenditure (OPEX) has always been on the high side if transmission networks are not efficiently planned to minimize these costs. The arrays of antenna often sighted on mast/tower around often post a major risk to the industry as CAPEX increases with increased hardware and signal processing cost. This paper explores the use of point to multipoint (PMP) method of backhauling traffic for cognitive radio network as veritable alternative to existing transmission Point to Point (PTP) Topology in other to minimize the CAPEX and OPEX as well as improve spectra utilization efficiency. The work is focused on small cell deployment for more data penetration in a redundant setup to improve system availability. In the work, the Dijkstra Algorithm for Shortest route analysis was used to prove the advantage of Point to multipoint approach in the optimal path planning in a transmission network taking cognizance of path costs as the capital expenditure, path loss, latency, throughput, frequency channel allocation. Furthermore, a spectrum utilization problem was defined, formulated and analyzed. Solution of this model was validated using a simulated setup on a section of Ikorodu (6°35”.37 N and 3°31”.53.99 E) transmission axis. Results obtained from the analysis show that our model of PMP method of transmitting/backhauling traffic is more capable of improving the spectral efficiency of a wireless telecommunication network and outperforms the PTP topology on all network measures influencing capital and operational expenditures.
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Introduction

With the rapid growth in wireless industry that gives room for multiple accesses, there is need for channel optimization for more efficient transmission. Spectrum sensing (SpSe) optimization at the physical layer is directly proportional to the class of optimization which reduces the interference in cognitive radio networks.

With increasing number of “data hungry devices” in mobile networks, it is very paramount to initiate an efficient resource control/ allocation technique to maximize the network throughput as well as effective spectral utilization. Transmission optimization technique is employed to maximize effective backhauling of data traffic from one node to another. This work lays emphasis on cooperation among several multiple radios based on distributed detection technique.

It is aimed at establishing the overall spectrum utilization enhancement using improved system Topology. The specific objectives of this work are:

- To determine the effectiveness of Topology that makes use of point to multipoint (PMP) method of backhauling.
- To investigate the preference of the Point to Multipoint (PMP) topology over the Point to Point (PTP) topology on the basis of minimisation of Capital Expenditure (CAPEX)
- To investigate possible preference of the PMP topology over the PTP topology on the basis of Operating Cost (OPEX) influencing network performance measures
- To investigate the performance of both the PMP and the PTP topologies on the basis of spectrum utilization.

On spectrum utilization

Spectrum is a collection of feasible wavelength of electromagnetic radiation.

Economists and radio engineers are always at loggerhead over the allocation system of spectrum which is widely believed to be wasteful with little or no emphasis on efficiency. They both believe the present system of spectrum utilization is faulty and needs redefinition. While economists argue on market capitalization basis, the engineers define spectrum utilization on what is obtainable (Figures 1 and 2).

The license acquired for spectrum allocation could only be used for the purpose approved for. Efficient and optimal allocation of spectrum by relevant agencies in order to prevent interference is of utmost importance.

On demand for spectrum

The astronomical growth in number of telecommunication providers providing wireless access has made the demand for spectrum more competitive. With more demand for data rather than voice, the broadband data access now requires more bandwidth than the traditional voice requirement for bandwidth.

With the industry profit now centred on broadband data access, there are more reasons to use the ever scarce spectrum allocated effectively and efficiently.

On spectrum sensing

Factors to be considered in deployment include topology, frequency and licensing (Figure 3).
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The current approach—point to point (PTP) backhauling

The PTP system is currently the most widely used method of backhauling traffic where the assigned pairs of radio frequency channels are configured onto pairs of transceivers. This significant wastage of spectrum prompted several researchers on series of researches in optimizing the spectrum allocated. The approach of deployment does not have channel arbitration in the form of a medium access control (MAC) scheme required because only a single pair of transceivers is allocated to a channel (Figure 4).

This type of system may be conceived of as a circuit-switched network Topology, where the circuit is the statically-allocated radio frequency (RF) channel.

Point to multi-point (PMP) deployment

In contrast to PTP, for a point-to-multipoint (PMP) system channel arbitration of some kind is a necessity. In PMP, the central station broadcasts downstream traffic with some kind of additional identifying addressing field. All of the remote terminal devices (RTDs) are able to receive and decode at least the addressing fields and thus can discriminate traffic which is destined for them from traffic destined for other RTDs. A form of medium access control is used on the upstream direction whereby an RTD can indicate that it has data to transmit and is granted access to the channel while transmission by other RTDs is suppressed. The upstream and downstream directions are thus multiplexed, and the usual multiplexing methodologies may be employed; some form of dynamic time division multiple-access is common. A PMP system embodies a packet-switched Topology (Figure 5).
European Space Agency Telecommunications and Integrated Application (EIA-TIA) Directorate is currently conducting research on “Next Generation Waveform for Improved Spectral Efficiency”. The agency that is saddled with the responsibility of coordinating, shaping and supporting improvement in satellite telecommunications and for the advancement of applications that involve the collective use of space-based telecommunications, earth observation and navigation systems has invested in and facilitated numerous research and development works [2].

The proposed EIA-TIA design will enhance waveforms to be used by the forward and return links of next generation broadband and narrowband satellite networks, together with the associated estimates in terms of system performance improvements and high level complexity. It will also take into consideration the investigation of the air interface enhancements, definition and assessment of the new air interface, system performance assessment and technology roadmap to reduce the spectral efficiency.

The research is still ongoing with no result obtained till date.

Significance of research work

This work will

- Enhance the green environment by reducing the harmful effects of close proximity of array of antennas to human body,
- Reduce the CAPEX and OPEX
- Result in the effective utilization of the scarce spectrum, and
- Reduce expended energy as a result of reduced equipment usage.

The rest of this paper is organized as follows. In Section 2, related research to the subject matter is summarily reviewed. In Section 3, the methods used in analysis of the test network are explained while the analyses of the network problem are exhibited in Section 4. Finally, in Section 5 conclusions are drawn on the work and possible future extensions highlighted.

Related Work

The backhauling of traffic due to rapid growth of wireless network is now being developed to behave as an intelligent transport system (ITS) making use of opportunistic utilization of spectrum sensing to intelligently discover the under-utilized frequency bands without causing any constructive or destructive interference. The spectrum sensing aids the dynamic usage of spectrum efficiently with minimal interference to the legacy network [3].

ZhiQuan et al. [4] in their paper conducted empirical analysis on Wideband Spectrum Sensing in Cognitive Radio Networks. Though this subject of discussion has limited number of literature for discussion, they were able to develop the optimization problem based on the development of joint formulated problems to reduce the interference by evaluating the “unapproached” convexity in the open non convex problems under field conditions. Himal et al. [5] described Cognitive Radio as intelligent method of backhauling of radio frequency with coherent adaptation to transmission parameters in a cohesive electromagnetic environment to improve the overall spectral efficiency (Figure 6).

Rui Zhang et al. [6] further described the cognitive radio operation model as Interweave, Overlay, and Underlay. They discussed that interweave, also known as the opportunistic spectrum access (OSA), exists where the Cognitive radio disseminates power over the unique spectrum to the existing primary radio when the primary radio is at zero transmission. The overlay and underlay methods permit the primary radios to transmit concurrently on the same frequency platform.

The design of clustered Topology for cooperative spectrum sensing with optimization of number of clusters was discussed by Katre Apurva et al. [7] in their publication. They described the cognitive radio environment as an entity which consists of several multiple secondary users and primary users with the opportunity of healthy colocation of cognitive radios within primary and secondary networks.

Katre Apurva et al. [7] concluded that cooperative spectrum sensing enhances the spectrum utilization. Optimization of number of clusters and nodes in the cluster effectively reduces the power consumption and also increases the probability of signal detection due to weighted cluster algorithm which in turn increases the efficiency of the algorithm.

The spread spectrum based wireless technology is currently being designed to support broadband moving of multimedia data traffic as against the traditional technology.

The interoperability of licensed users and unlicensed users has made the Cognitive radio the next generation wireless method. The licensed users have sole right to the ownership of the spectrum when needed while the unlicensed users have to scout for the availability of the unused spectrum. The unlicensed users or secondary users employ the strategy of spectrum sensing to discover the available spectrum.

Moslem Rashidi et al. [8] define the secondary utility function $U_s(p(t), t)$ as:

$$U_s(p(t), t) = \max \left\{ I(p(t), t), S(p(t), t), T(p(t), t) \right\}$$

where $I(p(t), t), S(p(t), t)$, and $T(p(t), t)$ are the secondary users' maximum expected utilities for taking the action of staying idle, carry out spectrum sensing or make data transmission respectively.

This work proposes a topological redesign for the problem of backhauling traffic from various multi nodes to a central point (Access Point, AP) to increase spectral efficiency, reduce hardware/signal processing cost and enhance effective utilization of the spectrum. Performance problems experienced by the end users will be considerably reduced with the implementation of point to multipoint Topoloygin wirelessly communication networks occasioned by transferring both the energy and information from one point to several points. The AP broadcasts via the downstream channel while the users return the information/data via the upstream channel.

Several discussions have made emphasis on spectrum sensing as an effective means of spectrum utilization with little or no emphasis to the
network topology as one of the major issues in spectrum management. Several studies on both technical and policy issues related to dynamic (and open) spectrum access management and utilization argue on segmenting the users into primary and secondary users with emphasis on quoted-weighted sharing as an avenue to manage the users from excessive overbooking.

Santosh Kumar Singh et al. [9] proposed the use of genetic algorithm for spectrum management of cognitive radio. Genetic algorithm is known to have capability to solve complicated problems like non-deterministic problems and has found applications in the evolution of simple programs like evolution of images, music and video games.

**Methods of Analysis**

Strict utilization of allocated spectrum without any interference is assumed in this work. Base station (BS) performance is classified on the effective throughput and availability while overall performance is analyzed using shortest route analysis.

The utilization of the spectrum by the BS is defined as ζ of the jth spectrum band where

\[ ζ = Σ (B_j - B_i) \]  

assuming no interference from neighborhood Radio Frequency sources. Here, \((B_j - B_i)\) is the range between the lower and upper bounds of the jth spectrum band. In a network, the optimal spectrum utilization is the maximum total utility over all Base Stations.

The Topology efficiency \( η_{sys} \) is defined as probability efficiency metric for the remote terminals device (RTD) or users which depend about the channel gain \( g_{rtd} \).

We analyze an area for spectrum utilization with a frequency division model for spectrum sharing where the users co-exist on a channel. It is also assumed that at the point of spectrum allocation, the users co-exist on the Access Point with b Hz bandwidth and channel gain \( g_{rtd} \).

The channel rate R is defined as:

\[ R = b \log \left( 1 + \frac{g_{rtd}}{N_o} \right) \]  

It is also assumed that at the point of spectrum allocation, the users and sellers have probabilistic information \( P \) about the channel gain \( g_{rtd} \) with channel density \( Ω \).

The expected rate with respect to b Hz of bandwidth is given as \( Ψ \).

\[ Ψ = \int \Phi (b) = \int b \log \left( 1 + \frac{g_{rtd}}{N_o} \right) Ω(g_{rtd})d(g_{rtd}) \]  

We assumed equation 4 is well defined for all 0<b>C. Where \( C \) is the total number of channels accruing to the operator.

From equation 4

\[ Ψ = \int b \log \left( 1 + \frac{g_{rtd}}{N_o} \right) - \int \left( \frac{g^2_{rtd}}{2N_o} \right) \]  

\[ Ω(g_{rtd})d(g_{rtd}) \]  

\[ a(b) = \int \left( \frac{g_{rtd}}{g_{rtd}} \right) \]  

\[ Ω(g_{rtd})d(g_{rtd}) \]  

\[ (5) \]

\[ (6) \]

\[ (7) \]

Equation 6 proves the concavity of \( Ψ(b) \), also \( \Phi(0) = +∞ \) and \( \lim_{b→∞} \Phi(b) = 0 \) for PMP or Cognitive radio where users coexist on a unique channel.

This shows that \( Ψ(b) \) is a non-increasing function which implies \( Ψ(b) > 0 \) for \( b > 0 \).

**The shortest network route problem**

Shortest path algorithms can be used to determine the best link path approach between a source and destination in a transportation or backhauling network problem. Many industrial problems can be modeled and solved as networks using nodes connected by links (arcs) provided the link costs can be estimated (Figure 7).

**Networks definition:** In our problem setting, the Base Stations (BS) constitutes the nodes while the arcs are the transmission/radio links between the nodes. Thus, the transmission Topology can be fully characterized as:

\[ Ω_{sys} = (N, A) \]  

Where,

\[ N= \text{set of nodes} = \{1,2,3,4,...,N\} \]  

\[ A= \text{set of corresponding transmission links} = \{l_{ij}\}, \text{provided } i≠j \]  

and transmission link between the ith and the jth nodes exists, \( i,j=1,2,\ldots,n \). It is a directed network.

In our case, the link costs, \( c_{ij} \), are represented as calculated or estimated unit-paritized values of capital cost, path loss, availability, latency and channel frequency allocation on each link \( l_{ij}, i,j=1,2,\ldots,n \). These link costs are obtained from parameterized functions developed for this purpose or obtained from literature.

On a general basis, let,

\[ x_{ij} = \text{amount of flow on arc (i, j)} \]  

\[ c_{ij} = \text{link cost on arc (i, j)} \]  

The objective function is to minimize the total cost

\[ \text{Minimize } z = \sum_{\text{all defined arcs (i, j)}} c_{ij}x_{ij} \]  

(8)

This is solved using the Dijkstra’s algorithm. This algorithm is more appropriate and economical for use in this case since it computes the shortest route from a source node to any other node in the network as opposed to algorithms like Floyd’s which computes for any pair of nodes in the network[10].

\[ \text{Figure 7: Point-to-point topology.} \]
The test network: The selected test arena is the Ikorodu municipality and environ. The Base Transmission Station (BTS) for the test network is selected as located in Ikorodu on Latitude 6°35”.37 N and Longitude 3°31”.99 E. 20 m above the sea level. Seven nodes were chosen on the terrain to accommodate all traffic from Ikorodu town taking the complexity of the terrain into consideration. The BTS coverage was configured with a beam-width of 90°-sector so that the AP can give 90° coverage to all seven nodes (Figures 8 and 9).

The relative distances, in kilometers, between the selected nodes on the chosen network are obtained from the Google Map tool and are as depicted on the network configuration (Figure 9). Node 1 represents the base station. The network is a directed network. The test network nodes were chosen in such a way to be able to illustrate the two alternate topologies (PTP and PMP) under discussion. For example, all other nodes are directly connected to node 1 (the base station), which is the PMP feature, while all other nodes, except node 4, are connected through other node(s) to node 1 (the base station) for transmission and or backhauling, a feature of the PTP Topology.

PMP versus PTP: The decision on method of backhauling depends on Network planners who will always take into cognizance the availability, fade margin, topography, etc. before arriving at the final decision. The PTP method is usually used when traffic is smooth and uncongested especially in the middle of backhaul.

The PMP method encourages on-air traffic aggregation for a bursty/data dominated network especially when the spectrum is congested and expensive making it better than the PTP as it improves the efficient usage of spectrum.

Capital expenditure (CAPEX) for PTP and PMP: The Capital Cost or Capital Expenditure (CAPEX) depends on a lot of things which center on investment on the equipment. In this work, the equipment usages on PTP and PMP to backhaul traffic to the nodes’ Outdoor unit setup (ODU) are compared. To backhaul traffic from n nodes, using the Point to Point (PTP) Topology, the required number of microwave radios to be used is 2n. For the Point to Multi-Point (PMP) setup the number required is n+2 or n+1 for the case of one redundant setup at the back end or non-redundant setup respectively. It is obvious that 2n>n+2>n+1 for any value n∈Z where Z is real number. This translates to reduction of capital expenditure (CAPEX) in favor of the PMP setup.

Free space path loss (FSPL): The reduction in signal strength as electromagnetic wave travels over a distance where we assumed no obstacles that can cause refraction, diffraction, reflection, etc. is known as FSPL (Figure 10).

\[
\text{FSPL} = \left(\frac{4\pi}{c}\right)^2 \frac{d}{f} + 32.44
\]  

Where: FSPL is the free space path loss
d= distance of the receiver from the transmitter (meters) (Figure 10).
c= speed of light in a vacuum (meters per second)

Signal frequency, f, is inversely proportional to the square of the distance from the transmitter to the receiver, d.  
\[ \text{FSPL} = \frac{1}{d^2} \]  

The Free Space Path Loss (FSPL) is also proportional to distance, d.  
\[ \text{FSPL} = 20 \log_{10}(d) + 20 \log_{10}(f) + 32.44 \]  

For a constant signal frequency, f, (in Giga hertz), the last two terms can be regarded as a constant. Thus,

\[ \text{FSPL} = 20 \log_{10}(d) + K \]  

Where K=20 log_{10} f +32.44

In effect, based on (10) and (11) or (11) and (12) where K is a constant, the distance between the receiver and the transmitter, d, can be taken as a measure of free space path loss (FSPL) in lieu of FSPL in (11). This is the measure used in this work.

Hence, Overall Network efficiency is much better with direct connection to the nodes from the Access Point which the PMP setup affords.

Availability: Availability in this context is the percentage ratio of the difference in measured time and the unavailable seconds (UAS). When there are intermediate receivers enroute the transmitter, availability of the destination receiver will be dependent on the availability of the intermediate receivers. The Unavailable Seconds

Figure 8: The test network (Google map view).

Figure 9: Network configuration.
(UAS) of the destination receiver is dependent on the ripple effects of UAS of all the intermediate receivers (Figure 11).

The availability of a node for this work was computed using network planning tools. Availability can be computed, for example, for all the nodes for a 10 GHz Access Point (AP) broadcasting to all the nodes. The availability will be the same for all the nodes connecting directly to the main node while reduction in number of nines (9s) is experienced with the connecting nodes depending on the intermediate node(s).

With the direct connection to the remote nodes, the number of point of failures is reduced compared to interconnecting through nodes.

**Throughput, latency and back to back tests:** Throughput, latency and back to back simulation tests were simulated over the entire test network for comparisons of the PTP and the PMP topology over a range of frame sizes from 64 octets to 1518 octets (64, 128, 256, 512, 1024 and 1518 octets). The three measures of system performance directly or indirectly affect the operation expenditure (OPEX).

Throughput is the amount of data successfully delivered per unit time. Throughput is controlled by available bandwidth, as well as the available signal-to-noise ratio and hardware limitations.

In a network, latency, a synonym for delay, is an expression of how much time it takes for a packet of data to get from one designated point to another.

The back-to-back value is the number of frames in the longest burst that can be transmitted without the loss of any frames.

System Operators want to maximize throughput to maximize revenues, while users of a system want low latencies so they don’t waste their time.

A laboratory simulation test network was set up to determine throughput across both the PTP and the PMP networks.

The following are the highlights of the test simulated in the laboratory for the topologies under discussion.

- Traffic at the smallest frame size is sent across the network for a fixed time period.
- If the number of frames received is the same as the number of frames transmitted, data rate is increased and the test is re-run.

### Table 1: Channel usage.

| Number of Nodes | PMP Channel Usage | PTP Channel Usage |
|-----------------|-------------------|-------------------|
| 1               | 1                 | 1                 |
| 2               | 1                 | 1                 |
| 3               | 1                 | 2                 |
| 4               | 1                 | 3                 |
| 5               | 1                 | 4                 |
| 6               | 1                 | 5                 |
| 7               | 1                 | 5                 |

### Spectrum utilization:

The spectrum utilization $U$, is the product of the frequency bandwidth, the geometric (geographic) space, and the time denied to other potential users:

$$U = B \cdot S \cdot T$$  \hspace{1cm} (14)

where:

- $B$ = frequency bandwidth
- $S$ = geometric space (usually area)
- $T$ = time.

A frequency bandwidth of 7000 MHz is assumed and the geometric space used is that of Ikorodu, an area in the suburb of Lagos, Nigeria.

Spectrum utilization efficiency (SUE), of a radio communication system, can be expressed by:

$$SUE = \frac{M}{U} = \frac{M}{B \cdot S \cdot T}$$  \hspace{1cm} (15)

where:

- $M$ is the amount of information transferred over a distance.
In this work, Relative spectrum efficiency (RSE) is defined to compare the spectrum utilization of the two topological systems (PTP and PMP) modes of backhauling when the radio is configured with the same Ethernet circuit. It is defined as the ratio of two spectrum utilization efficiencies.

\[
RSE = \frac{SUE_{\text{pmp}}}{SUE_{\text{pp}}}
\]  

(16)

Where,

\[SUE_{\text{pmp}} = \text{SUE of the PMP system}\]

\[SUE_{\text{pp}} = \text{SUE of the PTP system}\]

The RSE value is much easier to compute than the SUEs for the individual system and then using them for comparison. The two modes are assumed to provide the same service of backhauling. As a ratio, the common factors in the two measures of utilization efficiency cancel out and the ratio eventually can be reduced to the quotient of number of frequency channels allocated for the PMP and PTP, given by the expression,

\[
RSE = \frac{\text{Number Channel allocations for PMP}}{\text{Number Channel allocations for PTP}}
\]

To backhaul traffic for 7 nodes, for example, five different channels are required for PTP mode compared to a single channel required for PMP mode of backhauling.

Hence, equation 16, for that case, becomes

\[
RSE = \frac{SUE_{\text{pmp}}}{SUE_{\text{pp}}} = \frac{1}{5}
\]

This translates to the deduction that the spectral utilization efficiency of the PTP system to backhaul traffic over seven nodes is just one-fifth (20%) of the spectral utilization efficiency of the PMP system. Again, this is another guarantee for lesser operation expenditure (OPEX) for the PMP topology.

Results and Analysis

On CAPEX and OPEX

Since the capital expenditure is a function of the number of components used and the latter is in turn proportional to the number of nodes in the network. The number of components used in lieu of the actual capital expenditure is higher for the PTP Topology than for the PMP Topology for the test network as seen in Table 2.

For example at Node 5, four outdoor units (ODU) are required for the backhauling to node 1 through Node 2 (PTP Mode), while for PMP mode, a single ODU is needed to backhaul to the access point (Table 2 and Figure 12).

On free space path loss

From Section 3.1.4, the free space path loss is shown to be a function of and proportionate to the distance, \(d\), between the transmitter and the receiver. Hence, the Dijkstra’s Algorithm can be used to determine the minimum distance path between the transmitter and each of the nodes in the PTP system or Topology for the test network. The distance, \(d\), for each of the nodes in the PMP Topology is the lesser, being direct connections between transmitter and receiver in each case (Table 3).

The Table 3 shows the distance between the nodes. While the distance travelled going to node 7 from 1 is 30.5 km, to reach the same node through node 2 will be 37.5 km, resulting in additional 7 km. By implication, the free space path loss by direct link between node 1 (the Base Station) and node 7 will result in minimum free space loss. The same argument goes for the other nodes in the network and thus the PMP topology eventually proves better that the PTP (Table 4).

On availability

Availability and resulting downtime from one node to another depends on the path and the number of intermediate nodes in between. For example using network planning tools as earlier explained in...
Section 3.1.5, the availabilities and the resulting downtimes of nodes 1 and node as well as what obtains for traffic haul from 1 to 2 is depicted in Table 5.

\[ \text{Availability (1,2)} = \text{Availability (1)} \times \text{Availability (2)} \quad (17) \]

Using the same tool, availability of each node for direct connection of Node 1 (Base Station) to other nodes in the network (the PMP Topology) and from the former to other nodes through intermediate nodes are as depicted in Table 6 below.

The implications of the above results obtained are that the combined availability of point to multipoint (PMP) components in series is always higher than the availability of its individual backhauling point to point (PTP) components. The maximum availability for the PMP 99.99, while for PTP is 98.99.

On throughput, latency and back to back tests

Results obtained for the Throughput, Latency and Back to Back simulation tests on the test network also show that the PMP Topology is preferable to the PTP Topology.

**Throughput test:** The result Throughput test obtained for varying frame sizes (octets) for both the PTP and PMP Topologies are as depicted in Table 7.

From the Table and as depicted in Table 8, the PMP Topology affords better throughput (data rate) than the PTP Topology (Figure 13).

**Latency test:** For the latency test, similar results to the foregone were recorded. The result is as in Table 8 (Figure 14).

The results show reduced latency for each of the frame sizes for the PMP Topology compared to the PTP Topology.

**Back to back test:** Finally, on the network performance tests, the result for the Back to Back Simulation Test also vindicates PMP Topology as the preferred topology. Table below shows the results of the test for varying frame sizes (in octets) (Figure 15) (Table 9).

**On spectrum utilization efficiency**

Using the relative spectral efficiency, RSE, defined under Section 3.1.9 and the deduction that the Spectral Efficiency is a function of radio frequency channel usage as depicted in the table for the test network under discuss, useful inferences can be made to compare the spectrum utilization over the PTP and PMP topologies (Table 10).

From Table 10 above, the relative spectrum efficiency for the PTP topology compared to that of the PMP Topology for varying number of nodes in the network is lower than for the PMP Topology. The advantage of the latter over the former in terms of spectrum utilization is thus demonstrated. This has direct bearing over operation expenditure (OPEX) and thus proves the PMP topology a better topology option.
Conclusions and Extensions

In this paper, the performance of wireless communication networks with significant reduction in hardware and signal processing costs is discussed on the bases of capital expenditure (CAPEX) influenced by network topology measures such as free path loss, availability, latency and channel frequency allocation, as well as operation expenditure (OPEX) influenced by network performance measures such as throughput, latency, back to back data rate and the expenditure intensive spectrum utilization efficiency.

The PMP topology was proved to outperform the PTP topology commonly in vogue. The effectiveness of Topology that makes use of point to multipoint method of backhauling was determined with our test network which allow the use of frequency division duplex (FDD) in the network of chosen topology.

Areas for future extensions include testing of the proposed PMP on backhauling in highly populated area to obtain experimental validation of the control methodology discussed.

There is still avenue for more research on optimization and spectral efficiency as numerous published works only focus on the cognitive radio with no emphasis on Topology, automatic gain control and weight sharing concept.

There is need to develop expert system that will take cognizance of the model described in this work and implement solution proposed in this project irrespective of the population of the end users as the model gives room for serial expansion.

The future research can also examine the importance of network topology to the time and frequency packing, FEC optimization, constant physical layer framing, pre-coding with “user-clustering”, interference cancellation/multi-user detection at the receiver and higher order modulation schemes.

More studies should elaborate on roadmap of femto cells that will enhance the design of interference free of spectrum-shared miniaturized cell network.

More areas for future research investigation include information flow procedures, documented policies on efficient flow strategy, cognate analysis of utilization, the efficiency and radio standard optimization with the cognizance of interoperability and handover of heterogeneous network types.
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