Strict hierarchy between parallel, sequential, and indefinite-causal-order strategies for channel discrimination
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We present an instance of a task of minimum-error discrimination of two qubit-qubit quantum channels for which a sequential strategy outperforms any parallel strategy. We then establish two new classes of strategies for channel discrimination that involve indefinite causal order and show that there exists a strict hierarchy among the performance of all four strategies. Our proof technique employs a general method of computer-assisted proofs. We also provide a systematic method for finding pairs of channels that showcase this phenomenon, demonstrating that the hierarchy between the strategies is not exclusive to our main example.

The discrimination of physical operations is a task related to the elementary ability to experimentally distinguish among different dynamics, or time evolutions, to which physical systems are subjected. From a fundamental perspective, the capacity to test and discriminate between different hypothesis lies at the core of statistical analysis and constitutes one of the pillars of the scientific method. From a more practical standpoint, the discrimination of physical operations comes into play in problems such as the identification of cause-effect relations [1], computational complexity analysis of, e.g., oracle-based algorithms [2–5], certification of circuit elements [6–8], and arises naturally in tasks related to metrology [9].

Within the context of quantum physics, pioneering work connecting hypothesis testing with estimation and discrimination of quantum objects dates back to Holevo and Helstrom [10, 11]. Most of these initial results concerned the discrimination of quantum states, while developing the concepts and methods to analyse the fundamental problem of discriminating between quantum operations—a task also referred to as quantum channel discrimination. A plethora of interesting results on this topic has since been demonstrated [12–20].

In channel discrimination tasks that allow multiple interactions with the channels of interest, different discrimination strategies become relevant, the most common being parallel and sequential (i.e. adaptive) strategies. When considering pairs of unitary channels, optimal minimum-error discrimination has been shown to be achieved by parallel schemes [21]. The advantage of sequential strategies first became apparent in Ref. [22], for a task regarding two qubit-ququart entanglement-breaking channels, which are channels that cannot transmit quantum information [23]. Recent results also indicate this advantage [8, 24–26], including its numerical observation in a discrimination task of two qubit-qubit generalized amplitude-damping channels [27].

In a related task of the discriminating of two nonsignaling bipartite channels, a more general strategy constructed from the quantum switch [28], involving indefinite causal order, provided an advantage over causal (sequential and parallel) strategies, even allowing for perfect discrimination [29]. This phenomenon hints that indefinite causal order could be useful for the task of channel discrimination, similarly to how it has proven to be advantageous for other tasks, such as quantum computation [30], communication complexity [31, 32], and the inversion of unknown unitary operations [33].

In this Letter, we have two main contributions to the study of channel discrimination. The first is the rigorous demonstration of an example of the advantage of sequential over parallel strategies. Our example concerns the simplest scenario of a task of channel discrimination—between a pair of qubit-qubit channels using two copies—and channels with non-zero quantum capacity—an amplitude-damping and a bit-flip channel. The second is the demonstration that strategies that involve indefinite causal order can outperform parallel and sequential strategies for the same task of channel discrimination. In order to do so, we define two new classes of discrimination strategies that make use of indefinite causal order—which we call separable and general. Together, these results constitute a strict hierarchy between different strategies of channel discrimination. To demonstrate our results, we develop and apply a general method of computer-assisted proofs.

The task of minimum-error channel discrimination works as follows: With probability $p_j$, Alice is given an unknown quantum channel $\tilde{C}_j : \mathcal{L}(\mathcal{H}^I) \to \mathcal{L}(\mathcal{H}^O)$, drawn from an ensemble $\mathcal{E} = \{p_j, \tilde{C}_j\}_{j=1}^N$ that is known to her. Being allowed to use a finite number of copies of the channel $\tilde{C}_i$, her task is to determine which channel she
received, by performing operations on this channel and
guessing the value of \( i \in \{1, \ldots, N\} \). This problem is
equivalent to Alice extracting the "classical information"
\( i \) which is encoded in the channel \( C_i \). In the simplest case
of this task, when Alice is allowed to use one copy of the
channel she received, the most general quantum opera-
tions that Alice could apply in her laboratory are to send
part of a potentially entangled state \( \rho \in \mathcal{L}(\mathcal{H}^1 \otimes \mathcal{H}^{aux}) \)
through the channel \( C_i \), and jointly measure the out-
put with a positive operator-valued measure (POVM)
\( M = \{M_i\}, M_i \in \mathcal{L}(\mathcal{H}^O \otimes \mathcal{H}^{aux}) \), announcing the out-
come of her measurement as her guess. Then, her prob-
ability of correctly guessing the value of \( i \) is given by
\[
p_{\text{succ}} := \max_{\rho, M} \sum_{i=1}^{N} p_i \text{Tr} \left[ (\tilde{C}_i \otimes \tilde{I})(\rho) M_i \right], \]
where \( \tilde{I} \) is the identity map on \( \mathcal{L}(\mathcal{H}^{aux}) \). Alice can improve her chances
by optimizing over the operations she applies on the un-
known channel based on her knowledge of the ensemble.
Her maximal probability of success is then given by
\[
p_{\text{succ}} := \max_{\rho, M} \max_{T} \sum_{i=1}^{N} p_i \text{Tr} \left[ (\tilde{C}_i \otimes \tilde{I})(\rho) T(M_i) \right] \]
where \( T \in \mathcal{L}(\mathcal{H}^O \otimes \mathcal{H}^{aux}) \).

By means of the Choi-Jamiołkowski isomorphism (see
footnote [34]) [35–37] we can represent a quantum chan-
el \( \tilde{C} \) (i.e. a completely positive, trace-preserving map)
as a positive semidefinite operator \( C \in \mathcal{L}(\mathcal{H}^1 \otimes \mathcal{H}^O) \),
called its "Choi operator", that satisfies \( C \geq 0 \) and
\( \text{Tr}_O C = I^1 \), where \( \text{Tr}_X \) denotes the partial trace over
\( \mathcal{H}^X \) and \( I^X \) the identity operator on \( \mathcal{H}^X \). Using Choi
operators and the link product (see footnote [38]) [39] to
represent a concatenation of operators, we can rewrite
the maximal probability of successful discrimination as
\[
p_{\text{succ}} := \max_{\rho, M} \sum_{i=1}^{N} p_i C_i \ast \rho \ast M_i^T. \]
In principle, Alice could apply a more general strategy
by constructing the most general map that takes a
quantum channel to a set of probability distributions.
This map is defined by the most general set of operators
\( T = \{T_i\}_{i=1}^{N}, T_i \in \mathcal{L}(\mathcal{H}^1 \otimes \mathcal{H}^O) \) that respect the relation
\( p(i)C \ast \rho = \text{Tr}(C T_i) \) for all Choi states of channels \( C \),
where \( \{p(i)\} \) is a probability distribution. This set of
operators has been characterized as a general tester, a
set \( T = \{T_i\} \) that satisfies \( T_i \geq 0 \) and \( \sum_{i=1}^{N} T_i = \sigma \otimes I^O \),
where \( \sigma \in \mathcal{L}(\mathcal{H}^1) \) is a quantum state [17, 39] (see also
Appendix A). Remarkably, it has been shown that every
general tester has a quantum realization in terms of states
and measurements. Namely, for any strategy given by a
general tester, a state and measurement that are able to
implement it can always be constructed, in such a way
that each tester element can be recovered as \( T_i = \rho \ast M_i^T \).
This mathematical equivalence allows for a simpler char-
acterization of Alice’s strategies, who can now optimize
over general testers \( T \) to achieve a maximal probability
of successful discrimination that is equivalently given by
\[
p_{\text{succ}} := \max_{T} \sum_{i=1}^{N} p_i \text{Tr} \left[ (T_i \ast \rho) C_i \right] \] (see footnote [40]).

Now let us analyze the more interesting case in which
Alice has access to two copies of the channel \( C_i \). With
two copies, Alice has the freedom of choosing how to con-
catenate these channels in order to gain more information
about them.

The first and simplest option is to apply the two copies
of the unknown channel in parallel, by sending a joint
state \( \rho \in \mathcal{L}(\mathcal{H}^{I_1} \otimes \mathcal{H}^{I_2} \otimes \mathcal{H}^{aux}) \) through both copies
of \( C_i \) and then measuring the output with a POVM
\( M = \{M_i\}, M_i \in \mathcal{L}(\mathcal{H}^O \otimes \mathcal{H}^{aux}) \), where \( \mathcal{H}^{I_1}(\mathcal{H}^{I_2}) \)
represents the input space of the first (second) copy of \( C_i \),
equivalently for the output spaces. Just like in the
one-copy case, this strategy can be expressed by a two-
copy parallel tester, a set of operators \( T^{PAR} = \{T_i^{PAR}\} \),
that satisfy a number of linear constraints defined below,
and that always accept a quantum realization in
terms of states and measurements, according to
\( T_i^{PAR} = \rho \ast M_i^T \) [39] (see Fig. 1(a)). In the following we use the
notation \( X A := \text{Tr}_X A \otimes \frac{X}{\pi} \) and \( d_X = \dim(\mathcal{H}^X) \).

**Definition 1** (Two-copy Parallel Tester). A par-
allel tester is a set of linear operators \( T_i^{PAR} \)
\( i = 1, \ldots, N \) such that \( T_i^{PAR} \geq 0 \) and \( W_i^{PAR} := \sum_{i=1}^{N} \text{Tr}(W_i^{PAR}) = d_{O_1} d_{O_2} \) and
\[
W_i^{PAR} = O_{12} W_i^{SEQ}, \quad (1) \]
where \( W_i^{PAR} \) is called a parallel process.

More generally, Alice could use her two copies of \( C_i \) in
a sequential manner, first sending a state \( \rho \in \mathcal{L}(\mathcal{H}^{I_1} \otimes \mathcal{H}^{aux}) \) through the first copy of \( C_i \), next applying to the
output a general channel \( E : \mathcal{L}(\mathcal{H}^O \otimes \mathcal{H}^{aux}) \rightarrow \mathcal{L}(\mathcal{H}^{I_2} \otimes \mathcal{H}^{aux}) \), then sending part of the output of channel \( E \)
through the second copy of \( C_i \), and finally measuring the
output with a POVM \( M = \{M_i\}, M_i \in \mathcal{L}(\mathcal{H}^{I_2} \otimes \mathcal{H}^{aux}) \).
Analogously to the parallel case, the tester associated to
this strategy—a sequential tester \( T_i^{SEQ} \) which can be expressed as
\( T_i^{SEQ} = \rho \ast E \ast M_i^T \), where \( E \in \mathcal{L}(\mathcal{H}^O \otimes \mathcal{H}^{aux}) \)
(see Fig. 1(b))—has been characterized as

**Definition 2** (Two-copy Sequential Tester). A se-
quential tester is a set of linear operators \( T_i^{SEQ} \)
\( i = 1, \ldots, N \) such that \( T_i^{SEQ} \geq 0 \) and \( W_i^{SEQ} := \sum_{i=1}^{N} \text{Tr}(W_i^{SEQ}) = d_{O_1} d_{O_2} \) and
\[
W_i^{SEQ} = O_{12} W_i^{SEQ}, \quad (2) \]
\( O_{12} W_i^{SEQ} = O_{1} O_{2} W_i^{SEQ}. \quad (3) \]

**W** \( ^{SEQ} \) is called a sequential process.

Parallel and sequential strategies have long been re-
garded as the most general strategies for channel dis-
crimination. We now propose a more general strategy
for channel discrimination than the sequential one, that
arises from the following reasoning: In the same fash-
on of the definition of the general one-copy tester, we
may define a general two-copy tester as the most gen-
eral set of operators \( T^{GEN} = \{T_i^{GEN}\} \) that map a pair of
quantum channels, represented by their Choi opera-
tors \( C_A \in \mathcal{L}(\mathcal{H}^{I_1} \otimes \mathcal{H}^{I_2}) \) and \( C_B \in \mathcal{L}(\mathcal{H}^{I_2} \otimes \mathcal{H}^{O_2}) \), to a
valid probability distribution according to $p(i|C_A, C_B) = \text{Tr}[(C_A \otimes C_B) T_{i}^{T_{\text{GEN}}}]$. It is shown in Appendix A that this definition is equivalent to

**Definition 3** (Two-copy General Tester). A general tester is a set of linear operators $T_{i}^{T_{\text{GEN}}} = \{T_{i}^{T_{\text{GEN}}} \}_{i=1}^{N}$, $T_{i}^{T_{\text{GEN}}} \in \mathcal{L}(\mathcal{H}_{1}^{\otimes} \mathcal{H}_{2}^{\otimes})$ such that $T_{i}^{T_{\text{GEN}}} \geq 0$, \forall i and $W_{i}^{T_{\text{GEN}}} := \sum_{T_{i}^{T_{\text{GEN}}}}$ satisfies $\text{Tr}(W_{i}^{T_{\text{GEN}}}) = d_{O_{1}}d_{O_{2}}$ and

\[I_{2}O_{1}W_{i}^{T_{\text{GEN}}} = I_{1}O_{2}W_{i}^{T_{\text{GEN}}} \quad \text{(4)}\]
\[I_{2}O_{2}W_{i}^{T_{\text{GEN}}} = O_{1}I_{2}O_{2}W_{i}^{T_{\text{GEN}}} \quad \text{(5)}\]
\[W_{i}^{T_{\text{GEN}}} = W_{i}^{T_{\text{GEN}}} + O_{1}W_{i}^{T_{\text{GEN}}} - O_{1}O_{2}W_{i}^{T_{\text{GEN}}}. \quad \text{(6)}\]

$W_{i}^{T_{\text{GEN}}}$ is called a general process.

A general tester can be seen as the most general transformation that acts globally on a pair of independent channels, extracting probability distributions from it. In this sense, a general tester is to a pair of channels as a POVM is to a pair of states, and it can be analogously interpreted as a “global measurement” of a pair of channels. Differently from parallel and sequential testers, the definition of general testers does not take into account the order in which the channels may be acted upon.

Both parallel and sequential processes are particular cases of general processes (see Fig. 2(b)). Nevertheless, the formalism of process matrices has shown that there are general processes that do not respect a definite causal order [41, 42] – which is defined as the ability of a process to be described as a parallel, sequential, or as a classical mixture of sequential processes, called “causally separable” process matrices, motivating the definition of our final class of testers:

**Definition 4** (Two-copy Separable Tester). A separable tester is a set of linear operators $T_{i}^{T_{\text{SEP}}} = \{T_{i}^{T_{\text{SEP}}} \}_{i=1}^{N}$, $T_{i}^{T_{\text{SEP}}} \in \mathcal{L}(\mathcal{H}_{1}^{\otimes} \mathcal{H}_{2}^{\otimes})$ such that $T_{i}^{T_{\text{SEP}}} \geq 0$, \forall i and $W_{i}^{T_{\text{SEP}}} := \sum_{T_{i}^{T_{\text{SEP}}}}$ satisfies $\text{Tr}(W_{i}^{T_{\text{SEP}}}) = d_{O_{1}}d_{O_{2}}$ and

\[W_{i}^{T_{\text{SEP}}} = q W_{1}^{<2} + (1-q)W_{2}^{<1}. \quad \text{(7)}\]

where $0 \leq q \leq 1$ and $W_{1}^{<2} < 1$ is a sequential process with slot 1(2) coming before slot 2(1). $W_{i}^{T_{\text{SEP}}}$ is called a separable process.

Notice that our characterization is equivalent to imposing that $W_{i}^{T_{\text{SEP}}}, W_{i}^{T_{\text{GEN}}},$ and $W_{i}^{T_{\text{SEP}}}$ are ordered, general, and causally separable process matrices, respectively [41, 42]. In our terminology, the set of separable processes is the convex hull of the set of sequential processes whose slots follow the order $1 \prec 2$ and $2 \prec 1$, while parallel processes are the ones at the intersection of these two sets (see Fig. 2(b)).

The definition of separable processes was conceived from the idea that one could plug two different channels $C_{A}$ and $C_{B}$ in the two slots of process $W_{i}^{T_{\text{SEP}}}$, which would then represent a mixture of a process that applies channel $C_{A}$ before channel $C_{B}$ with one that applies channel $C_{B}$ before $C_{A}$. One could then expect that this classical mixture of causal orders should not be relevant for the problem in which the two channels being plugged into the separable tester are identical: two copies of $C_{i}$. Nonetheless, we show that separable testers indeed provide an advantage over sequential testers, which hints at a more complicated structure of separable testers than of separable processes themselves. This advantage implies that separable testers cannot be simply realized by ordered circuits and classical randomness, and that the set of separable testers is strictly larger than the convex hull of the set of sequential testers that are ordered in different directions (see Fig. 2(a)).

With our constructed unified framework for channel discrimination at hand, we can now define the maximal probability of successful discrimination under each of the four described strategies by allowing Alice to optimize over different classes of testers. The maximal probability of successful discrimination of a channel ensemble $E = \{p_{i} C_{i}\}$ using two copies under strategy $S \in \{\text{PAR, SEQ, SEP, GEN}\}$ then reads

\[P_{S} = \max \sum_{S}^{N} p_{i} \text{Tr}(T_{i}^{S_{C_{i}^{<2}}}). \quad \text{(8)}\]

It is clear that these four strategies—parallel, sequential, separable, and general—form a hierarchy since the set of testers that they define is a superset of the previous one, in this exact order, implying the relation $P_{\text{PAR}} \leq P_{\text{SEQ}} \leq P_{\text{SEP}} \leq P_{\text{GEN}}$ for any fixed ensemble. We show that, in fact, all these three inequalities can be simultaneously strictly satisfied.
To compute the values of $P^S$, we phrase the optimization problems that define it in terms of semidefinite programming (SDP). Essentially,

\[
\begin{align*}
given \{p_i, C_i\} \\
\text{maximize} & \quad \sum_i p_i \text{Tr} (T_i^S C_i^{\otimes 2}) \\
\text{subject to} & \quad \{T_i^S\} \text{ is a tester with strategy } S.
\end{align*}
\]

(9)

This problem can be equivalently solved by its dual problem:

\[
\begin{align*}
given \{p_i, C_i\} \\
\text{minimize} & \quad \lambda \\
\text{subject to} & \quad p_i C_i^{\otimes 2} \leq \lambda W^S \quad \forall i,
\end{align*}
\]

(10)

where $W^S$ lies in the dual affine of the set of processes $W^S$ (see footnote [43]), as demonstrated in the Appendix B. The dual problem can also be straightforwardly phrased as an SDP by absorbing the coefficient $\lambda$, as explained in Appendix B.

SDPs can be solved by efficient numerical packages which, despite being in practice accurate, suffer from imprecision that arise from the use of floating-point variables [44, 45]. In order to overcome this issue, we provide in the Appendix C an algorithm for computer-assisted proofs (see [46, 47] for other examples). Using our method, we obtain rigorous upper and lower bounds for $P^S$, arriving at a result that has the same mathematical rigor as an analytical proof.

Theorem 1. In the simplest instance of a channel discrimination task using $k = 2$ copies, i.e., discrimination between $N = 2$ qubit-qubit channels, there exist ensembles for which the maximal probability of successful discrimination of parallel, sequential, separable, and general strategies obey the strict hierarchy

\[
P^{\text{PAR}} < P^{\text{SEQ}} < P^{\text{SEP}} < P^{\text{GEN}}.
\]

(11)

Sketch of the proof. The proof is constructive and considers the channel ensemble composed by $p_1 = p_2 = 1/2$, an amplitude-damping channel $\tilde{C}_\text{AD}$ (see footnote [48]) with damping parameter $\gamma = 67/100$, and a bit-flip channel $\tilde{C}_\text{BF}$ (see footnote [49]) with flipping parameter $\eta = 87/100$. We start by applying standard numerical packages to solve the primal SDP (9) and obtain an ansatz for the optimal tester of each discrimination strategy. From the numerically imperfect ansatz, we construct a valid tester, following the steps of Algorithm 2 in the Appendix C. We then compute the probability of successful discrimination with this valid tester, which provides a rigorous lower bound for the maximal probability of success. To calculate a rigorous upper bound, we repeat this procedure, now taking as ansatz the numerical solution of the dual problem (10) for a dual affine process, and following the steps of Algorithm 1 in the Appendix C. Applying this method, we computed the following bounds:

\[
\begin{align*}
\frac{8446}{10000} < \frac{8346}{10000} < \frac{8447}{10000} < \frac{8347}{10000} < \frac{8446}{10000} < \frac{8347}{10000} < \frac{8447}{10000} < \frac{8345}{10000}.
\end{align*}
\]

The clear gap between the upper bound of one strategy and the lower bound of the next concludes the proof.

\[
\square
\]

Similar gaps can also be found for different ensembles of amplitude-damping and bit-flip channels, and also for ensembles of two amplitude-damping channels, a problem which has been previously studied [8, 24–27]. Moreover, this phenomenon is not particular to these channels. We have constructed a simple method of sampling pairs of quantum channels that present a gap between all four strategies, for the case of qubit-qubit channels, in approximately 94% of the rounds. See the Appendix D for more details.

Having demonstrated the theoretical advantage of these strategies, we would now like to discuss their potential implementation. As already mentioned, for the case of parallel and sequential strategies, it is known that, from every tester, one can construct in an algorithmic manner a state, a channel, and a measurement that constitute a quantum realization for each tester element [39]. Therefore, these testers can be physically implemented with quantum circuits, as depicted on Fig. 1(a) and (b).

For the case of general testers, however, given a tester $T^{\text{GEN}} = \{T_i^{\text{GEN}}\}$, we can claim that it can be realized by a process $W := \sum_{i=1}^N T_i^{\text{GEN}} \otimes |i\rangle \langle i| \in \mathcal{L}(H_{i_1} \otimes i_2 \otimes \cdots \otimes H_F)$, where $H_F$ represents the Hilbert space of a system in the common future of the slots 1 and 2 of $T^{\text{GEN}}$, and a POVM $M = \{M_i\}_i$, $M_i = |i\rangle \langle i| \in \mathcal{H}_F$. Each general tester element is recovered by $T_i^{\text{GEN}} = W \ast M_i^T$. A quantum realization of $T^{\text{GEN}}$ would then depend on the ability to physically implement any process matrix $W$, as depicted in Fig. 1(c). Unfortunately, at this point, the physical implementation of general process matrices remains an open question.

For the case of separable testers, however, a physical
implementation is known. Similar to the general case, every separable tester can be constructed from a process $W := \sum_{i=1}^{N} T_{i}^{\text{SEP}} \otimes |i\rangle\langle i|^F$ and a measurement given by $M_i := |i\rangle\langle i|^F$. However, when constructed from separable testers, the process $W$ always satisfies the condition that $\text{Tr}_F W = \sum_{i=1}^{N} T_{i}^{\text{SEP}} = W^{\text{SEP}}$, that is, they are (potentially nonseparable) processes that become separable when the future space is traced out. Such processes always lead to separable strategies, and can be used to realize every separable tester. Remarkably, these processes have recently been shown by Ref. [50] to be realized by circuits that employ a coherent quantum control of causal orders, implying that all separable strategies, including the ones that we have shown to be advantageous over sequential strategies, can be physically implemented. One example of such a process that only leads to separable testers is the well-studied quantum switch [28]. Notice that the testers that can be generated from the quantum switch are an instance of separable testers that are not in the convex hull of sequential testers that are ordered in different directions, meaning that they could potentially be advantageous when compared to sequential strategies. Nevertheless, we have not been able to construct an example of a discrimination task for which testers generated by the quantum switch are advantageous.

**Conclusions.** We have demonstrated a new example of the advantage of sequential over parallel strategies for a task of minimum-error discrimination between two qubit channels. We also established two new classes of strategies that involve indefinite causal order and showed that they can outperform causal ones. Moreover, we proved a strict hierarchy between these four classes of discrimination strategies. Our main example concerns the discrimination of an amplitude-damping and a bit-flip channel; however, we showed that this phenomenon is not unique, by presenting a simple method of constructing pairs of channels that, with very high probability, respect this strict hierarchy. The main technique developed in this paper was a method of computer-assisted proofs, that finds immediate application in a plethora of physics problems that currently rely on numerical optimization. We hope that this method can contribute to paving the way to more rigorous numerical proofs in quantum information science. It is furthermore our hope that our demonstration of the theoretical advantage of indefinite causal order for channel discrimination will further motivate the investigation of the potential implementation of general processes.
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APPENDIX

Here we present support material that complements the main text. It is structured as follows: Appendix A. Characterization theorem for general testers, Appendix B. Semidefinite programming and dual affine spaces, Appendix C. Computer-assisted proofs, and Appendix D. Sampling general channels and the typicality of the hierarchy between discrimination strategies.

Appendix A: Characterization theorem for general testers

We starting by demonstrating, for sake of completeness, the characterization of general one-copy testers that was presented in the main text, in the language of our paper. This result is already known and follows from Ref. [39].

**Theorem 2.** Let $T = \{T_i\}_{i=1}^N$, $T_i \in \mathcal{L}(\mathcal{H}^I \otimes \mathcal{H}^O)$, called a general one-copy tester, be the most general set of operators that satisfy the relation

$$p(i|C) = \text{Tr}(T_i C), \quad (A1)$$

for all Choi operators of quantum channels $C \in \mathcal{L}(\mathcal{H}^I \otimes \mathcal{H}^O)$, where $\{p(i|C)\}$ is a set of probability distributions. Let $W := \sum_i T_i$. Then, $T = \{T_i\}$ is a set of operators that satisfy

$$T_i \geq 0 \quad \forall i \quad (A2)$$

$$\text{Tr}(W) = d_O \quad (A3)$$

$$W = oW \quad (A4)$$

**Proof.** In order to guarantee that $\{p(i|C)\}$ is a valid probability distribution, two conditions must be imposed: positivity and normalization.
The equivalence between Eqs. (A10) and (A11) is given by the self-duality of the ‘trace-and-replace’ map, namely

\[ \sum_i p(i|C) = \text{Tr} (T_i C) \geq 0 \; \forall i, C \geq 0 \quad \iff \quad T_i \geq 0 \; \forall i. \]  

(A5)

Positivity:

\[ \sum_i p(i|C) = \text{Tr} (\sum_i T_i C) = \text{Tr} (W C) = 1 \; \forall \text{channels } C, \]

(A6)

Normalization:

where \( C \) is the Choi operator of a quantum channel, and therefore of a trace-preserving map, which can be parametrized as \( C = X - O \otimes \frac{I}{d_O} \), where \( X \) is a self-adjoint operator, using the same technique as in Appendix B of Ref. [42]. Then,

\[ \text{Tr} [W (X - O \otimes \frac{I}{d_O})] = 1 \; \forall \text{self-adjoint } X. \]  

(A7)

We can split this in two cases: \( X = 0 \) and \( X \neq 0 \).

For \( X = 0 \):

\[ \text{Tr} [W (X - O \otimes \frac{I}{d_O})] = \frac{\text{Tr}(W)}{d_O} = 1 \quad \iff \quad \text{Tr}(W) = d_O. \]  

(A8)

For \( X \neq 0 \):

\[ \text{Tr} [W (X - O \otimes \frac{I}{d_O})] = \text{Tr} [W (X - O \otimes X)] + 1 = 1 \; \forall X \neq 0 \]  

\[ \iff \quad \text{Tr} [W (X - O \otimes X)] = 0 \; \forall X \neq 0 \]  

(A9)

\[ \iff \quad \text{Tr} [(W - O \otimes W) X] = 0 \; \forall X \neq 0 \quad \iff \quad W - O \otimes W = 0. \]  

(A10)

(A11)

The equivalence between Eqs. (A10) and (A11) is given by the self-duality of the ‘trace-and-replace’ map, namely \( \text{Tr} [W_O X] = \text{Tr} [O W X] \).

Together, conditions \( \text{Tr}(W) = d_O \) (Eq. (A3)) and \( W = O \) (Eq. (A4)) imply that \( W \) can be written as \( W = \sigma \otimes 1_O \), where \( \sigma \in \mathcal{L}(\mathcal{H}_I) \) is a normalized quantum state. \( \square \)

Now we prove a new characterization theorem, the one of general two-copy testers. In this case, we will need additional hypotheses. One is the hypothesis that a tester may not only be able to act on two copies of the same channel but also be able to act on two different, independent channels. This hypothesis is physically motivated in the sense that, if a general tester is a device in a quantum lab that can act on two copies of the same channel, then one should also be able to plug in two different channels and have it perform a meaningful physical operation. The second is that these channels should be allowed to also act on auxiliary, potentially entangled, systems, and when a general tester acts upon part of these channels, the operation it performs should still result in a valid probability distribution. This last hypothesis is automatically satisfied in the one-copy case.

Formally, we have:

**Theorem 3.** Let \( T_i^{\text{GEN}} = \{T_i^{\text{GEN}}\}_i \), \( T_i^{\text{GEN}} \in \mathcal{L}(\mathcal{H}^{I_i} \otimes \mathcal{H}^{O_1} \otimes \mathcal{H}^{O_2}) \), called a general two-copy tester, be the most general set of operators that satisfy the relation

\[ p(i|C_A, C_B, \rho_{AB}) = \text{Tr} \left[ (T_i^{\text{GEN}} \otimes \rho_{AB})(C_A \otimes C_B) \right], \]

(A12)

for all Choi operators of quantum channels \( C_A \in \mathcal{L}(\mathcal{H}^{I_i} \otimes \mathcal{H}^{O_1} \otimes \mathcal{H}^{aux_1}) \) and \( C_B \in \mathcal{L}(\mathcal{H}^{I_2} \otimes \mathcal{H}^{O_2} \otimes \mathcal{H}^{aux_2}) \), and for all quantum states \( \rho_{AB} \in \mathcal{L}(\mathcal{H}^{aux_1} \otimes \mathcal{H}^{aux_2}) \), where \( \{p(i|C)\} \) is a set of probability distributions. Let \( W^{\text{GEN}} := \sum_i T_i^{\text{GEN}} \).

Then, \( T_i^{\text{GEN}} \) is a set of operators that satisfy

\[ T_i^{\text{GEN}} \geq 0 \; \forall i \]  

(A13)

\[ \text{Tr}(W^{\text{GEN}}) = d_{O_1} d_{O_2} \]  

(A14)

\[ I_{i_1} O_{i_2} W^{\text{GEN}} = I_{i_1} O_{i_2} W_{i_1}^{\text{GEN}} \]  

(A15)

\[ I_{i_2} O_{i_2} W^{\text{GEN}} = O_{i_1} I_{i_2} O_{i_2} W_{i_2}^{\text{GEN}} \]  

(A16)

\[ W^{\text{GEN}} = O_i W^{\text{GEN}} + O_i W^{\text{GEN}} - O_i O_i W^{\text{GEN}}. \]  

(A17)
Proof. Again, in order to guarantee that \( \{ p(i|C_A, C_B) \} \) is a valid probability distribution, the conditions of positivity and normalization must be imposed.

Positivity:

\[
p(i|C_A, C_B, \rho_{AB}) = \text{Tr} \left[ (T_i^{\text{GEN}} \otimes \rho_{AB})(C_A \otimes C_B) \right] \geq 0 \quad \forall \, i, C_A \geq 0, C_B \geq 0, \rho_{AB} \geq 0 \quad \iff \quad T_i^{\text{GEN}} \geq 0 \quad \forall \, i. \tag{A18}
\]

Normalization:

\[
\sum_i p(i|C_A, C_B, \rho_{AB}) = \text{Tr} [ (\sum_i T_i^{\text{GEN}} \otimes \rho_{AB})(C_A \otimes C_B) ] = \text{Tr} [ (W^{\text{GEN}} \otimes \rho_{AB})(C_A \otimes C_B) ] = 1
\forall \text{ channels } C_A, C_B \text{ and states } \rho_{AB}. \tag{A19}
\]

Notice that condition Eq. (A19) is exactly the normalization condition that, in Appendix B of Ref. [42], defines \( W^{\text{GEN}} \) as a bipartite process matrix. Hence, it immediately follows from the proof contained therein that \( W^{\text{GEN}} \) must respect Eqs. (A14)-(A17).

Intuitively, Eq. (A14) can be understood as the constraint that guarantees the non-negativity of the elements of the probability distributions, while Eqs. (A14)-(A17) guarantee the normalization of the probability distributions. Equations (A15) and (A16) guarantee a local ordering of the inputs and outputs within each slot. Physically, these equations can be understood as the constraints that forbid local time loops. The last constraint, in Eq. (A17), can be physically understood as the constraint that forbids global time loops for occurring, which would allow one slot to exploit the channels that connect it to the second slot to feed information to its own past. A more in-depth discussion of the physical consequences of these constraint is provided in Ref. [41].

Appendix B: Semidefinite programming formulation and dual affine spaces

In this section we present a method to obtain a dual problem formulation for a class of convex optimization problems which covers the SDP presented in our main text. This method employs ideas and techniques first presented in Ref. [53].

A subset of linear operators \( W \subseteq L(H) \) is said to be affine if for every set of real numbers \( \{ w_i \} \), respecting \( \sum_i w_i = 1 \), and for every subset \( \{ W_i \} \subseteq W \) we have that \( \sum_i w_i W_i \in W \).

**Definition 5** (Dual affine space [53].). Let \( W \subseteq L(H) \) be a set of linear operators. The dual affine space \( \overline{W} \) of \( W \) is defined via

\[
\overline{W} \in \overline{W} \quad \text{when} \quad \text{Tr}(\overline{W} \, W) = 1, \forall W \in W. \tag{B1}
\]

If \( W \subseteq L(H) \) is the set of all quantum states, i.e., positive semidefinite operators \( W \in L(H) \) such that \( \text{Tr}(W) = 1 \), the only operator \( \overline{W} \) such that \( \text{Tr}(\overline{W} \, W) = 1, \forall W \in W \) is the identity operator. Hence, the dual affine space of set of quantum states has a single element which is the identity operator \( \mathbb{1} \) and corresponds to the normalisation constraint for quantum measurements.

If \( W^{\text{PAR}} \subseteq L(H^I \otimes H^O) \), where \( H^I = \bigotimes_{i=1}^{k} I_i \) and \( H^O = \bigotimes_{i=1}^{k} O_i \), stands for the set of all parallel processes, i.e., positive semidefinite operators that can be written as \( W^{\text{PAR}} = \sigma^I \otimes \mathbb{1}^O \), with \( \text{Tr}(\sigma) = 1 \), one can check that its dual affine space is given by a set of linear operators \( \overline{W}^{\text{PAR}} \) respecting \( \text{Tr}(\overline{W}^{\text{PAR}}) = \mathbb{1}^I \), which is the set of quantum channels without the positivity condition.

If \( W^{\text{SEQ}} \subseteq L(H^I_1 \otimes H^O_1 \otimes H^I_2 \otimes H^O_2) \) stands for the set of all sequential processes, Ref. [53] shows that its dual affine space \( \overline{W}^{\text{SEQ}} \) is given by the set of Choi operators of k-partite channels with memory [55] [56] without the positivity constraint. In particular, for the two-slot case, an operator \( \overline{W}^{\text{SEQ}} \subseteq L(H^I_1 \otimes H^O_1 \otimes H^I_2 \otimes H^O_2) \) belongs to the dual affine space of the sequential processes if and only if \( \overline{W}^{\text{SEQ}} \) respects

\[
O_2 \overline{W}^{\text{SEQ}} = I_{2} O_2 \overline{W}^{\text{SEQ}} \tag{B2}
\]

\[
O_1 O_2 \overline{W}^{\text{SEQ}} = I_1 O_1 O_2 \overline{W}^{\text{SEQ}} \tag{B3}
\]

\[
\text{Tr}(\overline{W}^{\text{SEQ}}) = d_1 d_2. \tag{B4}
\]

If \( W^{\text{GEN}} \subseteq L(H^I \otimes H^O) \) stands for the set of all general processes, Ref. [53] shows that its dual affine space \( \overline{W}^{\text{GEN}} \) is given by the set of Choi operators of k-partite no-signalling channels [57, 58] without the positivity constraint. In
We have summarized the normalization constraints of parallel, sequential, and general processes and their respective dual affine spaces in Fig. 3.

We now describe a method for obtaining the dual formulation of the SDPs presented in this paper based on the concept of dual affine spaces. In the main text we have defined the primal optimization problem as
given \{p_i, C_i\} \\
maximize \sum_i p_i \text{Tr} (T_i^S C_i^{\otimes 2}) \tag{B8} \\
subject to \{T_i^S\} \in \mathcal{T}^S, \\

where \mathcal{T}^S is the set of all testers with strategy \mathcal{S}. This problem can also be written as \\
given \{p_i, C_i\} \\
\max \sum_i p_i \text{Tr} (T_i^S C_i^{\otimes 2}) \\
s.t. T_i^S \geq 0 \\
\sum_i T_i^S \in \mathcal{W}^S \tag{B9} \\
where \mathcal{W}^S is set of all processes with strategy \mathcal{S}. 

We start this section by considering the above optimization problem for the case where the set \mathcal{W}^S is affine, which is the case for parallel, sequential, and general processes. For these strategies, we do not need to restrict ourselves to the case of \(k = 2\) copies of the input channel \(C_i\) but the method applies for any \(k \in \mathbb{N}\). Note that the normalization constraints of separable processes do not form an affine set, for which reason the case of separable testers will be tackled later. We also point that for \(k > 2\), the definition of \(k\)-slots separable processes have several nuances and there is still no consensus on a single definition [59].

For finite dimensions, if \(\mathcal{W}\) is an affine set we have that \(\overline{\mathcal{W}} = \mathcal{W}\), i.e., the dual affine space of the dual affine space of \(\mathcal{W}\) is simply \(\mathcal{W}\). Hence, for cases where \(\mathcal{W}\) is affine, the primal SDP presented in Eq. (B9) can be written as:

given \{p_i, C_i\} \\
\max \sum_i p_i \text{Tr} (T_i^S C_i^{\otimes k}) \\
s.t. T_i^S \geq 0 \\
\mathcal{W}^S := \sum_i T_i^S \\
\text{Tr}(\mathcal{W}^S \overline{\mathcal{W}}^S) = 1, \ \forall \overline{\mathcal{W}}^S \in \overline{\mathcal{W}}^S, \tag{B10} \\
a formulation which has infinitely many constraints \(\text{Tr}(\mathcal{W}^S \overline{\mathcal{W}}_j^S) = 1, \forall j\) where \(\{\overline{\mathcal{W}}_j^S\}_j\) is an affine basis for \(\overline{\mathcal{W}}^S\), i.e., every \(\overline{\mathcal{W}}^S \in \overline{\mathcal{W}}^S\) can be written as \(\overline{\mathcal{W}}^S = \sum_j w_j \overline{\mathcal{W}}_j^S\) for a set of coefficients \(\{w_j\}_j\) respecting \(\sum_j w_j = 1\). The Lagrangian of the maximization problem can then be written as

\[ L = \sum_i p_i \text{Tr} (C_i^{\otimes k} T_i^S) + \sum_i \text{Tr} (T_i^S \Gamma_i) + \sum_j \left[ 1 - \text{Tr} \left( \sum_i T_i^S \overline{\mathcal{W}}_j^S \right) \right] \lambda_j. \tag{B11} \]

Hence, if \(\Gamma_i \geq 0\) and \(\{T_i^S\}_i\) is a tester, \(L \geq \sum_i p_i \text{Tr}(C_i^{\otimes k} T_i^S)\). By re-arranging terms, the Lagrangian can be written as

\[ L = \sum_i \text{Tr} \left[ T_i^S \left( p_i C_i^{\otimes k} + \Gamma_i - \sum_j \overline{\mathcal{W}}_j^S \lambda_j \right) \right] + \sum_j \lambda_j. \tag{B12} \]

We then arrive at the dual problem by taking the supremum of the Lagrangian over the primal variables \(\{T_i^S\}_i\). Finally, the solution of the dual problem will be given by the minimization over the dual variables \(\{\Gamma_i\}_i\) and \(\{\lambda_i\}_i\) under the constraint that \(\Gamma_i \geq 0, \forall i\). The dual problem can be written as
given \( \{p_i, C_i\} \)

\[
\text{minimize } \sum_j \lambda_j \\
\text{s.t. } \Gamma_i \geq 0 \quad \forall i \\
p_i C_i^{\otimes k} + \Gamma_i + \sum_j \lambda_j W_j^S = 0, \quad \forall i
\]

Removing the dummy variables \( \{\Gamma_i\} \), we obtain

given \( \{p_i, C_i\} \)

\[
\text{min } \sum_j \lambda_j \\
\text{s.t. } p_i C_i^{\otimes k} \leq \sum_j \lambda_j W_j^S \quad \forall i.
\]

The requirement of having an affine basis \( \{W_j^S\}_j \) can be dropped by defining \( \lambda := \sum_j \lambda_j \) and \( W^S := \sum_j \frac{\lambda_j W_j^S}{\lambda} \) and noting that, by construction, for any choice of coefficient \( \lambda_j \), \( W^S \) is an affine combination of the affine basis elements \( \{W_j^S\}_i \), hence \( W^S \) necessarily belongs to \( W^S \). We can then write

given \( \{p_i, C_i\} \)

\[
\text{min } \lambda \\
\text{s.t. } p_i C_i^{\otimes k} \leq \lambda W^S \\
W^S \in W^S,
\]

where the dual affine space of the sets used in this work are explicitly presented in Fig. 3.

Due to the product of variables \( \lambda \) and \( W^S \), the constraint \( p_i C_i^{\otimes k} \leq \lambda W^S \) is not linear. This problem can be easily circumvented by noting that the elements of dual affine spaces have a fixed trace \( \text{Tr}(W^S) \). We can then “absorb” the variable \( \lambda \) into \( W^S \) by defining \( W_{\lambda}^S := \lambda W^S \).

For the case of separable testers, the primal problem can be formulated as

given \( \{p_i, C_i\} \)

\[
\text{max } \sum_i p_i \text{Tr} \left( T_i^{\text{SEP}} C_i^{\otimes 2} \right) \\
\text{s.t. } T_i^{\text{SEP}} \geq 0 \\
W^{\text{SEP}} := \sum_i T_i^{\text{SEP}} = qW^{1\prec 2} + (1 - q)W^{2\prec 1} \\
W^{1\prec 2} \in W^{1\prec 2}, \quad W^{2\prec 1} \in W^{2\prec 1} \\
q \in [0, 1],
\]

where \( W^{i\prec j} \) is the set of sequential processes with slot \( i \) coming before slot \( j \). The SDP described in Eqs. (B16) can
also be written as

given \( \{ p_i, C_i \} \)

\[
\begin{align*}
\text{max} & \quad \sum_i p_i \text{Tr} \left( T_{\text{SEP}}^{i} C_i^{\otimes 2} \right) \\
\text{s.t.} & \quad T_{\text{SEP}}^i \geq 0 \\
& \quad \sum_i T_{\text{SEP}}^i = W_1^{1<2} + W_2^{2<1} \\
& \quad \text{Tr} \left( W_1^{1<2} W_a^{1<2} \right) = q, \quad \forall a \\
& \quad \text{Tr} \left( W_2^{2<1} W_b^{2<1} \right) = 1 - q, \quad \forall b \\
& \quad W_1^{1<2} \geq 0, \quad W_2^{2<1} \geq 0 
\end{align*}
\] (B17)

where the set \( \{ W_i^{<\prec} \} \) is a basis for the dual affine space of ordered processes.

The Lagrangian of the SDP presented in Eqs. (B17) can be written as

\[
L = \sum_i p_i \text{Tr} \left( C_i^{\otimes 2} T_{\text{SEP}}^i \right) + \sum_i \text{Tr} \left( T_{\text{SEP}}^i \Gamma_i \right) + \sum_i \text{Tr} \left[ (T_{\text{SEP}}^i - W_1^{1<2} - W_2^{2<1}) H \right] \\
+ \sum_a \left[ q - \text{Tr} \left( W_1^{1<2} W_a^{1<2} \right) \right] \lambda_a^{1<2} + \sum_b \left[ (1 - q) - \text{Tr} \left( W_2^{2<1} W_b^{2<1} \right) \right] \lambda_b^{2<1} \\
+ \text{Tr} \left( W_1^{1<2} \sigma_1^{1<2} \right) + \text{Tr} \left( W_2^{2<1} \sigma_2^{2<1} \right).
\] (B18)

By re-arranging terms we obtain

\[
L = \text{Tr} \left[ T_{\text{SEP}}^i (p_i C_i^{\otimes 2} + \Gamma_i + H) \right] \\
+ \text{Tr} \left[ W_1^{1<2} \left( \sigma_1^{1<2} - H - \sum_a W_a^{1<2} \lambda_a^{1<2} \right) \right] + \text{Tr} \left[ W_2^{2<1} \left( \sigma_2^{2<1} - H - \sum_b W_b^{2<1} \lambda_b^{2<1} \right) \right]
\] (B21)

\[
+ q \left( \sum_a \lambda_a^{1<2} - \sum_b \lambda_b^{2<1} \right) + \sum_b \lambda_b^{2<1}.
\] (B22)

Which leads to the dual problem

given \( \{ p_i, C_i \} \)

\[
\text{minimize} \quad \sum_b \lambda_b^{2<1} \\
\text{s.t.} \quad \Gamma_i \geq 0 \quad \forall i \\
\sigma_1^{1<2} \geq 0, \quad \sigma_2^{2<1} \geq 0 \\
q^0 \geq 0, \quad q^{1<2} \geq 0 \\
\Gamma_i = -p_i C_i^{\otimes 2} - H, \quad \forall i \\
\sigma_1^{1<2} = H + \sum_a W_a^{1<2} \lambda_a^{1<2} \\
\sigma_2^{2<1} = H + \sum_b W_b^{2<1} \lambda_b^{2<1} \\
\sum_b \lambda_b^{2<1} = \sum_a \lambda_a^{1<2}.
\] (B24)
By removing the dummy variables we get

\[
\text{given } \{p_i, C_i\}
\]

\[
\begin{align*}
\text{minimize } & \sum_b \lambda_b^{2<1} \\
\text{s.t. } & p_i C_i^{\otimes 2} \leq -H, \; \forall i \\
& -H \leq \sum_a \overline{W}_a^{1<2} \lambda_a^{1<2} \\
& -H \leq \sum_b \overline{W}_b^{2<1} \lambda_b^{2<1} \\
& \sum_b \lambda_b^{2<1} = \sum_a \lambda_a^{1<2}.
\end{align*}
\]  
(B25)

As before we define \( \lambda := \sum_b \lambda_b^{2<1} = \sum_a \lambda_a^{1<2} \), \( \overline{W}_1^{1<2} := \sum_a \frac{\lambda_a^{1<2} \overline{W}_a^{1<2}}{\lambda} \) and \( \overline{W}_2^{2<1} := \sum_b \frac{\lambda_b^{2<1} \overline{W}_b^{2<1}}{\lambda} \), and set \(-H \Rightarrow H\) to obtain the simplified problem

\[
\text{given } \{p_i, C_i\}
\]

\[
\begin{align*}
\text{minimize } & \lambda \\
\text{s.t. } & p_i C_i^{\otimes 2} \leq H, \; \forall i \\
& H \leq \lambda \overline{W}_1^{1<2} \\
& H \leq \lambda \overline{W}_2^{2<1} \\
& \overline{W}_1^{1<2} \in \overline{W}_1^{1<2} \\
& \overline{W}_2^{2<1} \in \overline{W}_2^{2<1}.
\end{align*}
\]  
(B26)

As previously explained, since the operators \( \overline{W}_1^{1<2} \) and \( \overline{W}_2^{2<1} \) have a fixed trace, by absorbing the coefficient \( \lambda \) this problem can be straightforwardly phrased as an SDP.

**Appendix C: Computer-assisted proofs**

In this section we provide a general algorithm that can be used to obtain a rigorous computer-assisted proof from numerical optimization packages which may use floating-point variables. Since floating-point variables use approximations to store real numbers, the constraints required by the optimization problem cannot be satisfied exactly. For instance, let \( C_{\text{float}} \in \mathcal{L}(\mathcal{H}^I \otimes \mathcal{H}^O) \) be a matrix with floating-point variables which is certified by a computer to respect the quantum channel constraints, i.e.,

\[
\begin{align*}
C_{\text{float}} & \succeq 0 \quad (C1) \\
o C_{\text{float}} &= I_O C_{\text{float}} \quad (C2) \\
\text{Tr}(C_{\text{float}}) &= d_I. \quad (C3)
\end{align*}
\]

Due to floating-point rounding errors, these constraints may be violated in a rigorous analysis, that is, they are satisfied only up to a numerical precision. For this reason, numerical solutions involving floating-point variables or rounding approximations may lead to accuracy problems [44, 45]. In order to circumvent the floating-point accuracy issue, we provide an algorithm that, given a floating-point variable matrix which satisfies the constraints of a desired set, up to some numerical precision, we construct another matrix which does not make use of floating-point and satisfies the constraints of the desired set exactly. Here, by desired set we refer to six main sets consider in this work: parallel processes, sequential processes, general processes, and their dual affine spaces.

Before proceeding, we present a useful characterization of the aforementioned sets in a unified manner in terms of projections. More precisely, all these sets can be written as: \( C \in \mathcal{L}(\mathcal{H}) \) belongs to the desired set \( C \subseteq \mathcal{L}(\mathcal{H}) \) if and only if[60]

\[
\begin{align*}
C & \succeq 0 \quad (C4) \\
C &= \overline{P}(C) \quad (C5) \\
\text{Tr}(C) &= \gamma. \quad (C6)
\end{align*}
\]
for a suitable linear space $H$, for some linear projection map $\tilde{P}: H \to H$, i.e., some map $\tilde{P}$ such that $\tilde{P} \circ \tilde{P} = \tilde{P}$ and $\tilde{P}(\mathbb{1}) = \mathbb{1}$, and for some normalization coefficient $\gamma$. Here, the set $C$ is phrased in such a general way that it covers, for example, the set of quantum states, channels, combs, and processes, among others.

For instance, if the desired set $C$ is the set of quantum channels, we have that $H = H_I \otimes H_O$ and $C \in C$ if and only if

$$\begin{align*}
C &\geq 0 \\
C & = \tilde{P}(C) = C - O C + I_O C \\
\text{Tr}(C) & = \gamma = d_I.
\end{align*}$$

$\text{ (C7)}$

$\text{ (C8)}$

$\text{ (C9)}$

If the desired set is the set of two-slot parallel processes $W^\text{PAR}$, we have that $H = H_{I_1} \otimes H_{O_1} \otimes H_{I_2} \otimes H_{O_2}$ and $W \in W^\text{PAR}$ if and only if

$$\begin{align*}
W & \geq 0 \\
W & = \tilde{P}^\text{PAR}(W) = O_{1O_2} W \\
\text{Tr}(W) & = \gamma^\text{PAR} = d_{O_1}d_{O_2}.
\end{align*}$$

$\text{ (C10)}$

$\text{ (C11)}$

$\text{ (C12)}$

The projection maps $\tilde{P}^S$ for the sets of processes $W^S$ and $\tilde{P}^S$ for the sets of dual affine spaces $\overline{W}^S$ used in this section are presented in Table. I.

| Processes | Dual affine space (Channels) |
|-----------|-----------------------------|
| **PARALLEL** | $\tilde{P}^\text{PAR}(W) = O_{1O_2} W$ |
| **SEQUENTIAL** | $\tilde{P}^\text{SEQ}(W) = O_{2} W - I_{2O_2} W + O_{1I_2} W$ |
| **GENERAL** | $\tilde{P}^\text{GEN}(W) = I_{1O_2} W - I_{1O_1} W + O_{1I_2} W$ |
| & $\begin{align*}
\tilde{P}^\text{PAR}(\overline{W}) & = \overline{W} - O_{1O_2} \overline{W} + I_{1I_2O_1O_2} \overline{W} \\
\tilde{P}^\text{SEQ}(\overline{W}) & = \overline{W} - O_{1O_2} \overline{W} + I_{1I_2O_1O_2} \overline{W} \\
\tilde{P}^\text{GEN}(\overline{W}) & = \overline{W} - I_{1O_2} \overline{W} + I_{1O_1} \overline{W} - O_{2} \overline{W} + I_{2O_2} \overline{W}
\end{align*}$ |

Table I. Projectors onto the linear space spanned by parallel, sequential, and general processes and their respective dual affine spaces. In all these cases, $H = H_{I_1} \otimes H_{O_1} \otimes H_{I_2} \otimes H_{O_2}$. In addition, we remark that the trace constraint of Eq. (C6) for processes is $\text{Tr}(W) = d_{O_1}d_{O_2}$ and for their dual affine spaces, we have $\text{Tr}(\overline{W}) = d_{I_1}d_{I_2}$.

We now present Algorithm 1, which takes a linear operator $C^{\text{float}}$ respecting the conditions of a set $C$ described by Eqs. (C4)-(C6) up to numerical precision and provide an operator $C^{\text{fr}}$ which respects the conditions of $C$ exactly. Also, all the steps of our algorithm can be done without approximations or the use of numerical floating-point variables.

**Algorithm 1:**

1. **Construct the non-floating-point matrix** $C^{\text{fr}}$ **by truncating the matrix** $C^{\text{float}}$

This allows us to work with fractions and to avoid numerical imprecision.

2. **Define the matrix** $C := \frac{C^{\text{fr}} + (C^{\text{fr}})^\dagger}{2}$ **to obtain a self-adjoint matrix** $C$

Ensures that we are dealing with self-adjoint matrices

3. **Project** $C$ **into a valid subspace and obtain** $\tilde{P}(C)$

Ensures that the operator is in the valid linear subspace.

4. **Find a coefficient** $\eta$ **such that** $\tilde{D}_\eta \left( \tilde{P}(C) \right) := \eta \tilde{P}(C) + (1 - \eta) \mathbb{1}$ **is positive semidefinite**

Ensures positivity without leaving the valid subspace.

5. **Output the operator** $C^{\text{fr}} = \frac{\gamma}{\text{Tr}(\tilde{D}_\eta(\tilde{P}(C))]} \left( \tilde{D}_\eta(\tilde{P}(C)) \right)$ **which lies in** $C$

Ensures the trace condition, preserving positivity and without leaving the valid subspace.
One way to complete step 4 is to start with \( \eta = 1 \) and check if the operator \( C \) is already positive semidefinite. If \( C \) is not positive semidefinite, we can slowly decrease the value of \( \eta \) and check if \( \tilde{D}_\eta(C) \) is positive definite. Checking if a matrix is positive semidefinite can be done efficiently by implementing the Cholesky decomposition algorithm and checking whether the algorithm leads to a valid Cholesky decomposition.

One can verify that the operator \( C_{\text{OK}} \) provided by the algorithm described above necessarily belongs to the desired valid set \( S \) with the aid of the following theorem.

**Theorem 4.** Let \( \tilde{P} : \mathcal{L}(\mathcal{H}) \rightarrow \mathcal{L}(\mathcal{H}) \) be a linear projector i.e., \( \tilde{P} \circ \tilde{P} = \tilde{P} \), which respects \( \tilde{P}(1) = 1 \). Let \( \tilde{D}_\eta : \mathcal{L}(\mathcal{H}) \rightarrow \mathcal{L}(\mathcal{H}) \) be an affine map defined by \( \tilde{D}_\eta(C) := \eta C + (1 - \eta)1 \). It holds that

\[
\tilde{D}_\eta \left( \tilde{P}(C) \right) = \tilde{P} \left( \tilde{D}_\eta \left( \tilde{P}(C) \right) \right)
\] (C13)

**Proof.**

\[
\tilde{P} \left( \tilde{D}_\eta \left( \tilde{P}(C) \right) \right) = \tilde{P} \left( \eta \tilde{P}(C) + (1 - \eta)\tilde{P}(1) \right)
\] (C14)

\[
= \eta \tilde{P}(C) + (1 - \eta)\tilde{P}(1)
\] (C15)

\[
= \eta \tilde{P}(C) + (1 - \eta)1
\] (C16)

\[
= \tilde{D}_\eta \left( \tilde{P}(C) \right).
\] (C17)

Algorithm 1 allows us to obtain upper bounds for the maximal probability of discriminating an ensemble of quantum channels. For the case in which the desired set \( C \) is the set of dual affine spaces of processes \( \overline{W}^S \) for some strategy \( S \), \( C_{\text{float}} \) is the floating-point matrix of a dual affine \( \overline{W}^S_{\text{float}} \) that can be obtained using numerical convex optimization packages to solve the dual problem SDP, and map \( \tilde{P} \) is one of the projection maps \( \tilde{D}^S \), then Algorithm 1 will return a matrix \( \overline{W}_{\text{OK}}^S \) that satisfies the constraints of the set \( \overline{W}^S \) exactly. A rigorous upper bound on the maximal probability for discriminating the ensemble \( \{p_i, C_i\}_i \) is then given by the value \( p_{\text{upper}} \) such that \( p_i C_i^{S_{\text{OK}}} \leq p_{\text{upper}} \overline{W}_{\text{OK}}^S \) for all \( i \). Note that if the channels \( C_i \) are also represented with floating-point variables, one can also use Algorithm 1 to obtain exact channels \( C_{i, \text{OK}} \).

In order to calculate lower bounds, we can use the primal SDP to obtain a set of \( \{T_{i, \text{float}}\}_{i=1}^N \) which satisfies the conditions of some desired class of tester up to some numerical precision. To tackle this situation, we present an algorithm to obtain a set of operators \( \{T_{i, \text{ok}}\}_{i=1}^N \) which satisfies the tester constraints exactly. Note that this algorithm also works for positive-operator valued measures (POVMs), instruments, and super-instruments, among others.

**Algorithm 2:**

1. **Construct the non-floating-point matrix** \( T_{i, \text{frac}} \) **by truncating the matrix** \( T_{i, \text{float}} \)

   This allows us to work with fractions and to avoid numerical imprecision.

2. **Define the matrices** \( T_i := \frac{T_{i, \text{frac}} + (T_{i, \text{frac}})^\dagger}{2} \) **to obtain self-adjoint matrices** \( T_i \)

   Ensures that we are dealing with self-adjoint matrices.

3. **Project** \( W := \sum_{i=1}^N T_i \) **into a valid subspace and obtain** \( \tilde{P}(W) \)

   Ensures the operator \( W \) is in the valid linear subspace.

4. **Define the extra-outcome tester element** \( T_{\text{OK}} := \tilde{P}(W) - W \)

   Useful step to later ensure the normalization constraints.

5. **Find a coefficient** \( \eta \) **such** \( \tilde{D}_\eta(T_{\text{OK}}) \geq 0 \) **and** \( \tilde{D}_\eta(T_i) \geq 0 \) **holds for every** \( i \)

   Ensures positivity of all tester elements.

6. **Define** \( W_\eta := \left( \sum_{i=1}^N \tilde{D}_\eta(T_i) \right) + \tilde{D}_\eta(T_{\text{OK}}) \)

   Defines a positive semidefinite operator such that \( W_\eta = \tilde{P}(W_\eta) \).
7. Output the set $T_{\text{OK}} := \left\{ \gamma \frac{\tilde{D}_\eta(T_i) + \tilde{D}_\eta(T_\emptyset)}{\text{Tr}(W_\eta)} \right\}_i$ which is a valid tester

Equally distributes the tester element $\tilde{D}_\eta(T_\emptyset)$ between elements indexed by $i$.

Similarly to algorithm 1, one can verify that the set $T_{\text{OK}}$ is a valid tester.

**Theorem 5.** The operator $T_{\text{OK}}$ defined in step 6 of Algorithm 2 is a valid tester.

**Proof.** By construction all tester elements

$$T_{\text{OK}} := \gamma \frac{\tilde{D}_\eta(T_i) + \tilde{D}_\eta(T_\emptyset)}{\text{Tr}(W_\eta)}$$

are positive semidefinite, we then need to show that $W_{\text{OK}} := \sum_i T_{i,\text{OK}}$ respects $\bar{P}(W_{\text{OK}}) = W_{\text{OK}}$ and $\text{Tr}(W_{\text{OK}}) = \gamma$. For that, note that

$$W_{\text{OK}} = \gamma \sum_{i=1}^N \frac{\tilde{D}_\eta(T_i) + \tilde{D}_\eta(T_\emptyset)}{\text{Tr}(W_\eta)}$$

$$= \gamma W_\eta \frac{\text{Tr}(W_\eta)}{\text{Tr}(W_\eta)}.$$

We can then guarantee that $\text{Tr}(W_{\text{OK}}) = \gamma$ and

$$W_\eta = \left[ \sum_{i=1}^N \eta T_i + (1 - \eta) \mathbb{1} \right] + \eta T_\emptyset + (1 - \eta) \mathbb{1}$$

$$= \eta W + (1 + \eta) N \mathbb{1} + \eta \bar{P}(W) - \eta W + (1 - \eta) \mathbb{1}$$

$$= \eta \bar{P}(W) + (1 - \eta)(N + 1) \mathbb{1}$$

$$= \eta \bar{P}(W) + (1 - \eta)(N + 1) \bar{P}(\mathbb{1})$$

$$= \bar{P}(W_\eta).$$

Algorithm 2 allows us to obtain lower bounds for the maximal probability of discriminating an ensemble of quantum channels. A floating-point set of matrices $\{T_{i,\text{float}}\}_i$ can be obtained via numerical convex optimization packages to solve the primal problem SDP. Then Algorithm 2 will return a set of matrices $T_{\text{OK}}^S$ that satisfies the constraints of the set $\mathcal{T}^S$ exactly. A rigorous lower bound on the maximal probability for discriminating ensemble $\{p_i, C_i\}_i$ is then given by the value $p_{\text{lower}} = \sum_{i=1}^N p_i \text{Tr} \left( C_i \otimes k T_{i,\text{OK}}^S \right)$.

We have implemented the algorithms presented in this section and the remaining code necessary for the calculation of the upper- and lower bounds presented in this paper. All code has been uploaded to an online repository [51]. The SDP optimization was implemented in MATLAB\textsuperscript{\textregistered} using the package cvx [61] and tested independently with the solvers MOSEK [62], SeDuMi [63], and SDPT3 [64]. The computer-assisted proof step used to obtain the exact upper and lower bounds was implemented in Mathematica\textsuperscript{\textregistered}. All our code can be freely used, edited, and distributed under the MIT license [?].

**Appendix D: Sampling general channels and the typicality of the hierarchy between discrimination strategies**

Our method for generating a general channel goes as follows:

1. Fix input dimension $d_I$ and output dimension $d_O$.

2. Uniformly sample a positive semidefinite matrix $A$ of size $(d_I d_O)$-by-$(d_I d_O)$, according to the Hilbert-Schmidt measure. This can be done, for example, using the function `RandomDensityMatrix` of the freely distributed MATLAB toolbox QETLAB [65].
3. Define $C$ to be the projection of $A$ on the subspace of valid quantum channels, according to

$$C = A - O A + \frac{1}{d_O}.$$  \hfill (D1)

4. Check whether $C$ is a positive semidefinite matrix. If not, discard $C$ and repeat the process. If yes, than $C$ represents the Choi operator of a valid quantum channel $\tilde{C} : \mathcal{L}(H_I) \to \mathcal{L}(H_O)$.

We have sampled 100,000 pairs of general qubit-qubit channels using this method and computed, using our SDP methods, the maximal probability of discriminating these channels in an ensemble where both channels are equally probable, using parallel, sequential, separable, and general strategies. Our results are summarized in Table II. The first column denotes between which strategies a gap was found and the second column denotes how many of the 100,000 pairs of channels had such gap.

| Strategy gap                  | Number of pairs of channels (out of 100 000) |
|-------------------------------|---------------------------------------------|
| $p_{\text{PAR}} < p_{\text{SEQ}}$ | 99 955                                      |
| $p_{\text{SEQ}} < p_{\text{SEP}}$ | 99 781                                      |
| $p_{\text{SEP}} < p_{\text{GEN}}$ | 94 026                                      |
| $p_{\text{PAR}} < p_{\text{SEQ}} < p_{\text{SEP}} < p_{\text{GEN}}$ | 94 015                                      |

Table II. The first column denotes between which strategies of channel discrimination a gap in performance was found and the second column denotes how many of the 100,000 pairs of channels that were sampled demonstrated such a gap.

In particular, the last line of Table II, which shows that a strict hierarchy $p_{\text{PAR}} < p_{\text{SEQ}} < p_{\text{SEP}} < p_{\text{GEN}}$ between all four strategies was found by 94,015 pairs of channels, implies that our method has around 94% probability of generating a pair of qubit-qubit channels that showcases this phenomenon.

For the case of discriminating between amplitude damping channels and bit-flip channels, in order to show that the phenomenon of the advantage between different strategies is not unique to a specific choice of parameters, we plot on Fig. 4 the probability of successful discrimination between an amplitude damping channel with decay parameter $\gamma \in [0,1]$ and a bit-flip channel with fixed flipping parameter $\eta = 0.87$. A clear gap between all four strategies can be clearly seen on the zoomed picture-in-picture, which plots only $\gamma \in [0.5,0.7]$. Similar plots can be obtained for different values of $\eta$.

It is also true that a strict hierarchy between strategies of channel discrimination can be found when discriminating among two amplitude damping channels, in an equiprobable ensemble, with different decay parameters. Using our methods, we have calculated the probability of success for all four strategies, and would like to point out one interesting case of discrimination between one amplitude damping channel with $\gamma_1 = 0.37$ and another with $\gamma_2 = 0.87$, which gives

$$\frac{8101}{10000} < p_{\text{PAR}} < \frac{8102}{10000}$$

$$< \frac{8161}{10000} < p_{\text{SEQ}} < \frac{8162}{10000}$$

$$< \frac{8166}{10000} < p_{\text{SEP}} < \frac{81665}{100000}$$

$$< \frac{8167}{10000} < p_{\text{GEN}} < \frac{8168}{10000}.$$  \hfill (D2)

Here, we confirm that there exists advantage in the discrimination of amplitude damping channels using sequential strategies over parallel strategies. Furthermore, we show that the case of discrimination among two amplitude damping channels is also an example of a complete hierarchy among all four strategies.
Figure 4. Probability of successfully discriminating an amplitude damping channel and a bit-flip channel, in an equiprobable ensemble, using \( k = 2 \) copies. The value of the decay parameter of the amplitude damping channel varies with the interval \( \gamma \in [0, 1] \), while the flipping parameter of the bit-flip channel is fixed at \( \eta = 0.87 \). The four curves represent parallel, sequential, separable, and general strategies of channel discrimination. A clear gap between all four strategies is clearly visible in the picture-in-picture plot, with \( \gamma \in [0.5, 0.7] \).