1. Introduction and main results

Let us consider the wave equation on a domain $\Omega$ with boundary $\partial \Omega$, 
\[
\begin{cases}
(\partial_t^2 - \Delta) u(t, x) = 0, \ x \in \Omega \\
u|_{t=0} = u_0, \ \partial_t u|_{t=0} = u_1, \\
Bu = 0, \ x \in \partial \Omega.
\end{cases}
\]
Here, $\Delta$ usually stands for the Laplace-Beltrami operator on $\Omega$. If $\partial \Omega \neq \emptyset$, the boundary condition could be either Dirichlet ($B$ is the identity map: $u|_{\partial \Omega} = 0$) or Neumann ($B = \partial_\nu$, where $\nu$ is the unit normal to the boundary.)

Solutions to the wave equation on a smooth manifold without boundaries are known to disperse. In particular, on average the wave amplitude is decaying faster than predicted by Sobolev embedding Theorem from energy estimates, and this yields so-called Strichartz estimates. In turn these estimates have been crucial in dealing with a large range of problems, both linear and nonlinear. They are also closely related to localization and decay of eigenfunctions in the compact case (through square function estimates for the wave equation).

Let us be more specific and introduce notations: let $d$ be the spatial dimension of $\Omega$ and $\beta = d \left( \frac{1}{2} - \frac{1}{r} \right) - \frac{1}{q}$, with $(q,r)$ be an admissible pair,
\[
\frac{1}{q} \geq \frac{(d-1)}{2} \left( \frac{1}{2} - \frac{1}{r} \right), \quad q > 2.
\]
Then, when $\Omega$ is a Riemannian manifold with empty boundary, the solution to (1) is such that, at least for a suitable $T < +\infty$ depending only on $\Omega$, uniformly for $0 < h < 1$,
\[
h^\beta \| \chi(hD_t) u \|_{L^q([0,T],L^r)} \leq C h \left( \| u_0 \|_{H^1} + \| u_1 \|_{L^2} \right),
\]
where $\chi \in C_0^\infty$ is a smooth truncation in a neighborhood of 1, $D = -i\partial$ and $H^1$ is the Sobolev space associated with $\Delta$ on $\Omega$. One may often state (3) differently by removing the spectral cut-off $\chi$, removing all $h$ factors and replacing $(H^1, L^2)$ by $(H^\beta, H^{\beta-1})$ for the data on the righthand side, at the expense of introducing fractional Sobolev spaces on $\Omega$. When (3) holds for $T = \infty$, it is said to be a global in time Strichartz estimate. For $\Omega = \mathbb{R}^d$ with flat metric, the solution $u_{\mathbb{R}^d}(t, x)$ to (1) with data $(u_0 = \delta_{x_0}, u_1 = 0)$ is known to be

$$u_{\mathbb{R}^d}(t, x) = \frac{1}{(2\pi)^d} \int \cos(t|\xi|) e^{i(x-x_0)\cdot \xi} d\xi$$

and by stationary phase the classical dispersion estimate follows:

$$(4) \quad \|\chi(hD_t)u_{\mathbb{R}^d}(t, .)\|_{L^\infty(\mathbb{R}^d)} \leq C(d) h^{-d} \min\{1, (h/t)^{\frac{d-1}{2}}\}.$$

Interpolation between (4) and energy estimates, together with a duality argument, routinely provides (3). On any boundaryless Riemannian manifold $(\Omega, g)$ one may follow the same path, replacing the exact formula by a parametrix (which may be constructed locally within a small ball, thanks to finite speed of propagation.)

On a manifold with boundary, one may no longer think that light rays are slightly distorted straight lines. There may be rays gliding along a convex part of the boundary, rays grazing a convex obstacle or combinations of both. Strichartz estimates outside a strictly convex obstacle were obtained in [11] and turned out to be similar to the free case (see [7] for the more complicated case of the dispersion). Strichartz estimates with losses were obtained later on general domains, [1], using short time parametrices constructions from [12], which in turn were inspired by works on low regularity metrics [13]. Losses in [1] are induced by considering only time intervals that allow for no more than one reflection of a given wave packet and as such, one does not see the full effect of dispersion in the tangential directions.

In our work [8], a parametrix for the wave equation inside a model of strictly convex domain was constructed that provided optimal decay estimates, uniformly with respect to the distance of the source to the boundary, over a time length of constant size. This involves dealing with an arbitrarily large number of caustics and retain control of their order. Our sharp dispersion estimate immediately yields by the usual argument Strichartz estimates with a range of pairs $(q, r)$ such that

$$(5) \quad \frac{1}{q} \leq \left(\frac{(d-1)}{2} - \frac{1}{4}\right) \left(\frac{1}{2} - \frac{1}{r}\right), \quad q > 2$$

where, informally, the new $1/4$ factor is related to the $1/4$ loss in the dispersion estimate. On the other hand, earlier works [3], [4] proved that Strichartz estimates inside strictly convex domains of dimension $d \geq 2$ can hold only if $(q, r)$ are such that

$$(6) \quad \frac{1}{q} \leq \frac{(d-1)}{2} \left(\frac{1}{2} - \frac{1}{r}\right) - \frac{1}{6} \left(\frac{1}{4} - \frac{1}{r}\right), \quad q > 2.$$

This provides a counterexample for $r > 4$ and restricts the dimension to $d \leq 4$. In a recent work [10], we improved the 2D counterexample, with (6) replaced by a stronger requirement:

$$(7) \quad \frac{1}{q} \leq \left(\frac{1}{2} - \frac{1}{10}\right) \left(\frac{1}{2} - \frac{1}{r}\right),$$

which, for $r = +\infty$, yields $q \geq 5$ (to be compared to $q \geq 24/5$ in (6).)
Our purpose now is to improve upon the positive results, in dimension $d = 2$. In particular, for suitable micro-localized solutions we close the gap with the recent counterexample from [10], providing a near complete picture when $x + |D_x D_y^{-2} y|^2 \sim h^{1/3}$, $|D_y| \sim h^{-1}$. Before stating our main result, we start by describing the convex model domain under consideration: the Friedlander model domain is the half-space, for $d \geq 2$, $\Omega_d = \{(x, y) | x > 0, y \in \mathbb{R}^{d-1}\}$ with the metric $g_F$ inherited from the following Laplace operator, $\Delta_F = \partial^2_\theta + (1 + x)\Delta_{\mathbb{R}^{d-1}}$.

Remark 1.1. For the metric $g = dx^2 + (1 + x)^{-1}dy^2$, the Laplace-Beltrami operator is $\Delta_g = (1 + x)^{1/2}\partial_x(1 + x)^{-1/2}\partial_x + (1 + x)\Delta_y$ which is self adjoint with volume form $(1 + x)^{-1/2}dxdy$. Our Friedlander model uses instead the Laplace operator associated to the Dirichlet form $\int |\nabla_g u|^2 \, dxdy = \int (|\partial_x u|^2 + (1 + x)|\partial_y u|^2) \, dxdy$, which is self adjoint with volume form $dxdy$.

The Friedlander operator $\Delta_F$ allows for explicit computations and the difference $\Delta_g - \Delta_F = -(2(1 + x))^{-1}\partial_x$ is a first order differential operator: as such, as long as we are dealing with local in time Strichartz estimates for data close to the boundary, it may be treated as a lower order perturbative term and proving local in time Strichartz estimates for $\Delta_F$ implies the same set of estimates for $\Delta_g$. Moreover, $(\Omega_d, g_F)$ is easily seen to model a strict convex domain, as a first order approximation of the unit disk $D(0, 1)$ in polar coordinates $(r, \theta)$, close to the boundary $r = 1$: set $r = 1 - x/2$, $\theta = y$.

Theorem 1. Strichartz estimates (3) hold true for the wave equation (1) on the domain $(\Omega_2, g_F)$, with $\Delta = \Delta_F$, for pairs $(q, r)$ such that

$$\frac{1}{q} \leq \left(\frac{1}{2} - \gamma(2)\right) \left(\frac{1}{2} - \frac{1}{r}\right), \quad \text{with} \quad \gamma(2) = \frac{1}{9}. \tag{8}$$

In particular, for $r = +\infty$, we have $q \geq 5 + 1/7$.

This result improves on known results for strictly convex domains in 2D: for $d = 2$, [1] obtained $\gamma(2) = 1/6$ (but for any boundary), while [8] only provide the weaker $\gamma(2) = 1/4$. Note that for $d \geq 3$, [8] had a uniform $\gamma(d) = 1/4$, which already improved on [1], where $\gamma(3) = 2/3$ and $\gamma(d) = (d - 3)/2$ for $d \geq 4$ (but again, without restrictions on the boundary).

We deliberately chose to restrict to 2D, in order to avoid another layer of technicalities. However, Theorem 1 generalizes to $d \geq 3$ with at least $\gamma(d) \leq 1/6$. This will be dealt with elsewhere (preliminary results appeared in [9]). Moreover, Theorem 1 will extend to a generic strictly convex domain, building upon [6] and using the present work as a blueprint; recently [6] obtained $\gamma(d) > (1 - 1/d)/4$ for any strictly convex domain, using a weaker version of our model 2D argument. Finally, we expect that the present parametrix construction and its counterpart from [6] to be building blocks for sharper versions of propagation of singularities theorems in the presence of boundaries. This in turn would have important applications to control theory that, to our knowledge, have remained out of reach for a long time.

The proof of Theorem 1 will rely on a complete make-over of the parametrix construction of [8]: resulting bounds on the Green function will be improved in several directions together with refinements of estimates on gallery modes from [3], all of which are of independent interest:

- After introducing a localization such that $x + D_y^{-2}D_x^2 \sim \gamma \ll 1$, one may further restrict the wave operator to this region of phase space. The worst possible case regarding dispersion will then be $x \sim \gamma$ and $|D_x| \lesssim \sqrt{\gamma}|D_y|$, for $\gamma \gtrsim h^{1/3}$;
• At such fixed \( \gamma \), the parametrix construction from [8] may be extended to initial data \( \delta_{(x=a,y=0)} \) with \( h^{2/3-\varepsilon} < \gamma \), for any \( \varepsilon > 0 \) and any \( a > 0 \), improving on the previous requirement \( a > h^{4/7} \);
• the degenerate stationary phase estimates in [8] may be refined to isolate precisely the space-time location of the worst case scenario of a swallowtail singularity. It turns out that such singularities only happen at an exceptional, discrete set of times; we then suitably average over such exceptional times, at fixed \( \gamma \), before recombining the resulting Strichartz estimates. The singular points in the Green function originating at \( x = a \) in the \((x,t)\) plane are \((a,4N\sqrt{a}\sqrt{1+a})\), for \( |N| \leq 1/\sqrt{a} \), which creates difficulties in averaging over \( a > 0 \), as the usual argument is blind to improvements outside a small neighborhood of this set.
• gallery modes satisfy the usual Strichartz estimates (as already proved in [3]) but with uniform constant with respect to the order of the mode: this allows to deal with the \( \gamma < h^{2/3-\varepsilon} \) region.

These improvements proved to be crucial in recent works [5] and [2]: refinements over the space-time localization of the degenerate stationary phase are indeed a key point to obtain semi-classical dispersion estimates in the Schrödinger case, where the methods of [8] fail to yield improvements over previously known results.

In the remaining of the paper, \( A \lesssim B \) means that there exists a constant \( C \) such that \( A \leq CB \) and this constant may change from line to line but is independent of all parameters. It will be explicit when (very occasionally) needed. Similarly, \( A \sim B \) means both \( A \lesssim B \) and \( B \lesssim A \).

2. THE HALF-WAVE PROPAGATOR: SPECTRAL ANALYSIS AND PARAMETRIX CONSTRUCTION

Let \( A_i \) denote the standard Airy function, we have \( A_i(-z) = A_+(z) + A_-(z) \), where

\[
A_\pm(z) = e^{\pm i\pi/3} A_i(e^{\mp i\pi/3}z), \quad \text{for } z \in \mathbb{C},
\]

By definition, a function \( f(w) \) admits an asymptotic expansion for \( w \to 0 \) when there exists a (unique) sequence \( (c_n)_n \) such that, for any \( n \), \( \lim_{w \to 0} w^{-(n+1)}(f(w) - \sum_{0}^{n} c_n w^n) = c_{n+1} \). We will denote \( f(w) \sim_w \sum_{n} c_n w^n \). Then

\[
A_\pm(z) = \Psi(e^{\mp i\pi/3}z)e^{\mp 2i\pi z^{3/2}/3}, \quad \Psi(z) \sim_{1/z} z^{-1/4} \sum_{j=0}^{\infty} a_j z^{-3j/2}, \quad a_0 = \frac{1}{4\pi^{3/2}}.
\]

The following lemma (see [10] for a proof) will be crucial in the analysis of reflected phases:

**Lemma 1.** Define, for \( \omega \in \mathbb{R} \), \( L(\omega) = \pi + i \log \frac{A_i(\omega)}{A_+(\omega)} \), then \( L \) is real analytic and strictly increasing. We also have

\[
L(0) = \pi/3, \quad \lim_{\omega \to -\infty} L(\omega) = 0, \quad L(\omega) = \frac{4}{3} \omega^2 + \pi - B(\omega^2), \quad \text{for } \omega \geq 1,
\]

with \( B(u) \sim_{1/u} \sum_{k=1}^{\infty} b_k u^{-k} \) and \( b_k \in \mathbb{R}, b_1 > 0 \). Finally, one may check that

\[
A_i(-\omega_k) = 0 \iff L(\omega_k) = 2\pi k \quad \text{and } L'(\omega_k) = 2\pi \int_{0}^{\infty} A_i^2(x - \omega_k) dx,
\]
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where here and thereafter, \((-\omega_k)_{k \geq 1}\) denote the zeros of the Airy function in decreasing order.

2.1. Spectral analysis of the Friedlander model. Let \(\Omega_2\) be the half-space \(\{(x, y) \in \mathbb{R}^2, x > 0, y \in \mathbb{R}\}\) and consider the operator \(\Delta_F = \partial_x^2 + (1 + x)\partial_y^2\) on \(\Omega_2\) with Dirichlet boundary condition. After a Fourier transform in the \(y\) variable, the operator \(-\Delta_F\) becomes \(-\partial_x^2 + (1 + x)\theta^2\). For \(\theta \neq 0\), this is a positive self-adjoint operator on \(L^2(\mathbb{R}_+)\), with compact resolvent.

**Lemma 2.** ([10, Lemma 2]) There exist orthonormal eigenfunctions \(\{\psi_k(x, \theta)\}_{k \geq 0}\) with their corresponding eigenvalues \(\lambda_k(\theta) = |\theta|^2 + \omega_k|\theta|^{4/3}\), which form a Hilbert basis of \(L^2(\mathbb{R}_+)\). These eigenfunctions have an explicit form

\[
e_k(x, \theta) = \frac{\sqrt{2\pi |\theta|^{1/3}}}{\sqrt{L'(\omega_k)}} Ai\left(|\theta|^{2/3} x - \omega_k\right),
\]

where \(L'(\omega_k)\) is given by (12), which yields \(\|e_k(\cdot, \theta)\|_{L^2(\mathbb{R}_+)} = 1\).

In a classical way, for \(a > 0\), the Dirac distribution \(\delta_{x=a}\) on \(\mathbb{R}_+\) may be decomposed in terms of eigenfunctions \(\{e_k\}_{k \geq 1}\): \(\delta_{x=a} = \sum_{k \geq 1} e_k(x, \theta) e_k(a, \theta)\). If we consider a data at time \(t = s\) such that \(u_0(x, y) = \psi(hD_y)\delta_{x=a, y=\eta}\), where \(h \in (0, 1]\) is a small parameter and \(\psi \in C_0^\infty(\left[\frac{1}{2}, \frac{3}{2}\right])\), we can write the (localized in \(\theta\)) Green function associated to the half-wave operator on \(\Omega_2\) as

\[
G^\pm_h((x, y, t), (a, b, s)) = \sum_{k \geq 1} \int_e^{\pm\infty} e^{\pm i(t-s)\sqrt{\lambda_k(\theta)}} e^{i(y-b)\theta} \psi(h\theta) e_k(x, \theta) e_k(a, \theta) d\theta.
\]

Notice that, in addition to the cut-off \(\psi(h\theta)\), which localizes the Fourier variable dual to \(y\), we may add a spectral cut-off \(\psi_1(h/\sqrt{\lambda_k(\theta)})\) under the \(\theta\) integral, where \(\psi_1\) is also such that \(\psi_1 \in C_0^\infty(\left[\frac{1}{2}, \frac{3}{2}\right])\). Indeed,

\[-\Delta_F(\psi(h\theta)e^{iy}\psi_k(x, \theta)) = \lambda_k(\theta)\psi(h\theta)e^{iy}\psi_k(x, \theta).
\]

As observed in [8], the significant part of the sum over \(k\) in (14) becomes then a finite sum over \(k \lesssim h^{-1}\), considering the asymptotic expansion of \(\omega_k \sim k^{2/3}\). We now go further and localize with respect to \((x - \theta^{-2}\partial_x^2)\): notice \((x - \theta^{-2}\partial_x^2)e_k(x, \theta) = (\theta^{-2}\lambda_k(\theta) - 1)e_k(x, \theta)\). As such, introducing a new parameter \(\gamma \lesssim 1\), we add a factor \(\psi_2((\omega_k\theta^{-2/3})/\gamma)\) which, considering the asymptotic expansion of the Airy zeros and the \(\theta\) localization, is essentially \(\psi_2((kh)^{2/3}/\gamma)\). If \(\psi_2 \in C_0^\infty([-1, 1])\), this allows to reduce the sum over \(k\) in the definition of the Green function to \(k's\) such that \(k \lesssim \gamma^{3/2}/h\). In the following we actually choose \(\psi_2 \in C_0^\infty(\left[\frac{1}{2}, \frac{3}{2}\right])\) (later on, it will become clear that for \(\gamma \ll a\), the corresponding part of \(G^\pm_h\) is irrelevant since the factor \(e_k(a, \theta)\) in this case is exponentially decreasing) and set (rescaling the \(\theta\) variable for later convenience)

\[
G^\pm_{h, \gamma}((x, y, t), (a, b, s)) = \sum_{k \geq 1} \frac{1}{h} \int e^{\mp i(t-s)\sqrt{\lambda_k(\eta/h)}} e^{i(y-b)\eta/h} \psi(\eta) \psi_1(h\sqrt{\lambda_k(\eta/h)}) 
\times \psi_2(h^{2/3}/(\omega_k(\eta^{2/3}\gamma))) e_k(x, \eta/h) e_k(a, \eta/h) d\eta.
\]
Note that from an operator point of view, abusing notations, if \( G^\pm \) is the half-wave propagator, we are in fact considering

\[
G^\pm_{h,\gamma} = \psi(hD_y)\psi_1(-h\sqrt{-\Delta_F})\psi_2((x+D_x^2(D_y)^{-2})/\gamma)G^\pm.
\]

If \( \gamma \) is taken to be in \((2^{-m})_{m\in\mathbb{N}}\) and \( \psi_2 \) chosen accordingly (e.g. \( \psi_2(\xi) = \phi(\xi) - \phi(2\xi) \) with \( \phi \in C^\infty_0(0,3/2) \) and \( \phi = 1 \) on \([0,1]\)), we also have \( G^\pm_h = \sum_\gamma G^\pm_{h,\gamma} \); this sum over \( \gamma \) is finite and restricted to \( h^{2/3} \lesssim \gamma \lesssim 1 \); the lower bound is induced by the knowledge of \(-\omega_1 < 0\) and the upper bound follows from the restriction on \( k \) placed by the \( \eta \) and spectral localizations. Before proceeding we remark that we have

\[
\sup_{x,y,t,a,b,s} |G^\pm_{h,\gamma}| \lesssim \frac{\sqrt{\gamma}}{h^2}.
\]

Indeed, from (15) we write, using (13), \( L'(\omega) \sim 2\omega^{1/2} \) and \( |\omega_k| \sim k^{2/3} \)

\[
|G^\pm_{h,\gamma}(\cdots)| \lesssim \sum_{1 \leq k \lesssim \frac{3}{2}} \frac{1}{h} \int_{\mathbb{R}} \psi(\eta) \frac{\eta^{2/3}}{h^{2/3} \sqrt{\omega_k}} \left| \text{Ai}(\eta/h)^{2/3}x - \omega_k\right| \left| \text{Ai}(\eta/h)^{2/3}a - \omega_k\right| d\eta
\]

\[
\lesssim \frac{1}{h^{5/3}} \int_{\mathbb{R}} \psi(\eta) \left( \sup_{z \in \mathbb{R}} \sum_{1 \leq k \lesssim \frac{3}{2}} k^{-1/3} \left| \text{Ai}(z - \omega_k) \right|^2 \right) d\eta \lesssim \frac{1}{h^{5/3}} \left( \frac{\gamma^{3/2}}{h} \right)^{1/2}
\]

using the asymptotics of the Airy function to evaluate the \( \sup_z \) (see [8], Lemma 3.5).

Successive spectral localizations restrict \( G^\pm \) to directions of propagation where the tangential component dominates. As already observed in [8], other directions do see at most one reflection (on a suitable fixed time interval) and may be dealt with using already available arguments (e.g. [1]). We will therefore ignore them from now on. Moreover, we will not only need \( \gamma \lesssim 1 \) but \( \gamma < \gamma_0 \ll 1 \); We conservatively set \( \gamma_0 = 1/100 \) and this may be related to how we sort out directions. Since we are after fongible local in time estimates, we may restrict ourselves to a fixed small size neighborhood in space-time without loss of generality.

We briefly recall a variant of the Poisson summation formula that will be crucial to analyze the spectral sum defining \( C^\pm_{h,\gamma} \), see again [10] for a short proof.

**Lemma 3.** In \( \mathcal{D}'(\mathbb{R}_\omega) \), one has \( \sum_{N \in \mathbb{Z}} e^{-iNL(\omega)} = 2\pi \sum_{k \in \mathbb{N}^*} \frac{1}{L'(\omega_k)} \delta(\omega - \omega_k) \), e.g. for \( \phi \in C^\infty_0 \),

\[
(17) \quad \sum_{N \in \mathbb{Z}} \int e^{-iNL(\omega)} \phi(\omega) \, d\omega = 2\pi \sum_{k \in \mathbb{N}^*} \frac{1}{L'(\omega_k)} \phi(\omega_k).
\]

### 2.2. A parametrix construction.

From (15) we consider the sum in \( k \), without the \( \eta \) integration, with \( h = h/\eta \) and expanding the eigenmodes

\[
(18) \quad v_h(t, x) = \sum_{k \geq 1} \frac{\psi_1(h^{3/2} \sqrt{1 + \omega_k h^{3/2}}) \psi_2(h^{3/2} \omega_k / \gamma)}{h^{3/2} L'(\omega_k)} \text{Ai}(h^{-2} t x - \omega_k) \text{Ai}(h^{-2} a - \omega_k) e^{it \sqrt{1 + \omega_k h^{3/2}}}.
\]
Using the Airy-Poisson formula (17), we can transform the sum over \( k \) into a sum over \( N \in \mathbb{Z} \) as follows

\[
(19) \quad v_h(t, x) = \frac{1}{2\pi} \sum_{N \in \mathbb{Z}} \int_{\mathbb{R}} e^{-iN L(\omega)} h^{-\frac{7}{2}} e^{i\sqrt{1+\omega}h^\frac{3}{2}} \chi_1(\omega) \psi_1 \left( \frac{h}{h} \sqrt{1+\frac{2}{\pi} \omega} \right) \psi_2 \left( \frac{h^3 \omega}{\gamma} \right) \times Ai(h^{-\frac{7}{2}}x - \omega)Ai(h^{-\frac{7}{2}}a - \omega) d\omega.
\]

Here, \( \chi_1(\omega) = 1 \) for \( \omega > 2 \) and \( \chi_1(\omega) = 0 \) for \( \omega < 1 \), and obviously \( \chi_1(\omega_k) = 1 \) for all \( k \), as \( \omega_1 > 2 \). Recall that

\[
(20) \quad Ai(h^{-2/3}x - \omega) = \frac{1}{2\pi h^{1/3}} \int e^{\frac{i}{h}(\frac{2}{3} + \sigma(x-h^{2/3}\omega))} d\sigma.
\]

Rescaling \( \omega \) with \( \alpha = h^{2/3}\omega \) yields

\[
(21) \quad v_h(t, x) = \frac{1}{(2\pi)^3} \sum_{N \in \mathbb{Z}} \int_{\mathbb{R}} \int_{\mathbb{R}^2} e^{i\hat{\Phi}_N(t,x,a,\sigma,\omega)} h^{-2} \chi_1(h^{-2/3}\alpha) \psi_1(h^{-1}\sqrt{1+\alpha}) \psi_2(\alpha/\gamma) dsd\sigma d\alpha,
\]

where

\[
(22) \quad \hat{\Phi}_N(t, x, a, \sigma, s, \omega ) = \frac{\sigma^3}{3} + \sigma(x - \alpha) + \frac{s^3}{3} + s(a - \alpha) - NhL(h^{-2/3}\alpha) + t\sqrt{1+\alpha}.
\]

At this point, it is worth noticing that, as \( hh^{-1} = \eta \) and \( \eta \in [\frac{1}{3}, \frac{3}{2}] \), we may drop the \( \psi_1 \) localization in (21) by support considerations (slightly changing any cut-off support if necessary). Therefore,

\[
(23) \quad G^+_{h,\gamma}((t, x, y), (a, 0, 0)) = \frac{1}{(2\pi h)^3} \sum_{N \in \mathbb{Z}} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{i\hat{\Phi}_N(t,x,a,\sigma,\omega)} \eta^2 \psi_1(\eta) \chi_1(h^{-2/3}\alpha) \psi_2(\alpha/\gamma) ds d\sigma d\alpha d\eta.
\]

### 3. The Parametrix Regime in 2D

#### 3.1. Localizing waves for \( \gamma > h^{2/3-\varepsilon} \)

In [8] and for \( a \gg h^{4/7} \), a parametrix was carefully constructed by gluing together waves that were mostly located between two consecutive reflections. With a finite number of waves overlapping each other, the supremum of the sum became the supremum of each wave on its own support. In our setting, it is convenient to replace \( a \) by the localization parameter \( \gamma \). Moreover, we replace the parametrix from [8] by the (exact) sum we introduced in the previous section.

Let \( \Phi_{N,a}(t, x, y, \sigma, s, \alpha, \eta) := y + \hat{\Phi}_N(t, x, a, \sigma, s, \alpha, \eta) \) with \( \hat{\Phi}_N \) defined in (22),

\[
(24) \quad \Phi_{N,a} = y + \frac{\sigma^3}{3} + \sigma(x - \alpha) + \frac{s^3}{3} + s(a - \alpha) - NhL(h^{-2/3}\alpha) + t\sqrt{1+\alpha}.
\]

We obtain

\[
(25) \quad G^+_{h,\gamma}((t, x, y), (a, 0, 0)) = \frac{1}{(2\pi h)^3} \sum_{N \in \mathbb{Z}} V_{N,\gamma}(t, x, y),
\]

where we have set

\[
(26) \quad V_{N,\gamma}(t, x, y) := \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{i\hat{\Phi}_{N,a}} \eta^2 \psi_1(\eta) \chi_1(h^{-2/3}\alpha) \psi_2(\alpha/\gamma) ds d\sigma d\alpha d\eta.
\]
Observe that $\chi_1$ and $\psi_2$ induce $h^{2/3} \lesssim \alpha \sim \gamma$, which we assume from now on.

**Lemma 4.** At fixed $|t| \lesssim 1$, the sum defining $G_{h,\gamma}^+$ is only significant for $|N| \lesssim |t|\gamma^{-1/2}$, $\gamma > a/2$ and $x < 2\gamma$, e.g. $\sum_{N|\notin O(t)\cup\{x>2\gamma\}\cup\{a<2\gamma\}} V_{N,\gamma}$ is $O(h^{\infty})$.

We focus on the variables $\alpha, s$ and $\sigma$. Using the asymptotic expansion for $L(\omega)$, we find

$$\partial_\alpha \Phi_{N,a} = \frac{t}{2\sqrt{1+\alpha}} - \sigma - s - 2N\alpha^{1/2}(1 - \frac{3}{4}B'(\alpha^{3/2}/h))$$

where the $B'$ term is small compared to 1, provided $\alpha^{3/2}/h$ is sufficiently large (greater than 2 is already enough). On the other hand, we have $\partial_\alpha \Phi_{N,a} = s^2 + a - \alpha$ and $\partial_\sigma \Phi_{N,a} = \sigma^2 + x - \alpha$. If either $|s| \geq 3N^\varepsilon\gamma^{1/2}$ or $|\sigma| \geq 3N^\varepsilon\gamma^{1/2}$, non-stationary phase in one of these variables provides both enough decay to sum in $N$ and an $O(h^{\infty})$ contribution. If $|s|, |\sigma| < 3N^\varepsilon\gamma^{1/2}$, then, for $|N| \geq 1$, $\Phi_{N,a}$ will not be stationary in $\alpha$ if $|t| \geq (3N + 6N^\varepsilon)\gamma^{1/2}$ and non-stationary phase in $\alpha$ provides enough decay to sum in $N$ and an $O(h^{\infty})$ contribution. Hence, the only non-trivial contribution comes from $|N| \lesssim |t|\gamma^{-1/2}$. Now, if $a - \alpha > 0$, the phase $\Phi_{N,a}$ cannot be stationary in $s$. As $\alpha < 2\gamma$, we get the desired result. Observe that, furthermore, by the same reasoning in $\sigma$, the only significant contribution of $G_{h,\gamma}^+$ is restricted to $x < 2\gamma$. □

At fixed $t \geq C\gamma^{1/2}$, we can further bound the cardinal of those $N$ that contribute significantly among the $C|t|\gamma^{-1/2}$ which are left. Observe that our previous computation tells us that for $t = 0$, only the $N = 0$ term may contribute, and from Lemma 4, we can and will restrict ourselves to $|t| \geq C\gamma^{1/2}$.

We need to introduce some notations: for a given space-time location $(x, y, t)$, let $\mathcal{N}(x, y, t)$ the set of $N$ with significant contributions in (25) (e.g. for which there exists at least a stationary point for the phase in all variables),

$$\mathcal{N}(t, x, y) = \{N \in \mathbb{Z}, (3)(\sigma, s, \alpha, \eta) \text{ such that } \nabla_{(s,a,\alpha,\eta)} \Phi_{N,a}(t, x, y, \sigma, s, \alpha, \eta) = 0\}$$

Call $\mathcal{N}_1(t, x, y)$ the set of $N$ such that $N \in \mathcal{N}(t', x', y')$ for some $(t', x', y')$ such that $|t' - t| \leq \sqrt{\gamma}, |x - x'| < \gamma$ and $|y' + t' \sqrt{1 + \gamma} - y - t \sqrt{1 + \gamma}| < \gamma^{3/2}$,

$$\mathcal{N}_1(t, x, y) = \bigcup\{(t', x', y') : |t' - t| \leq \sqrt{\gamma}, |x - x'| < \gamma, |y' + t' \sqrt{1 + \gamma} - y - t \sqrt{1 + \gamma}| < \gamma^{3/2}\} \mathcal{N}(t', x', y').$$

**Proposition 1.** The set $\mathcal{N}_1(t, x, y)$ is bounded, with optimal bound

$$|\mathcal{N}_1(t, x, y)| \lesssim O(1) + |t|\gamma^{-1/2}(\gamma^3/h^2)^{-1},$$

Moreover, the contribution of the sum over $N \notin \mathcal{N}_1(t, x, y)$ in (25) is $O(h^{\infty})$.

**Remark 3.1.** This result generalizes [8, Lemma 2.17, Lemma 2.18]: there, $|\mathcal{N}_1(t, x, y)|$ is bounded by an absolute constant $N_0$ and such that $\mathcal{N}(t, x, y) \subset [1, t/(2\sqrt{a}) + N_0]$. In fact, when $a \sim \gamma \gg h^{4/7}$, one can easily see that $\frac{|\mathcal{N}_1(t, x, y)|}{\gamma^{1/2}(\gamma^3/h^2)} = O(1)$ for bounded $t$.

**Remark 3.2.** Here our parametrix is a sum over reflected waves for all $\gamma \gg h^{2/3}$; while for $a \gg h^{4/7}$ [8] provides a different (and less straightforward) construction. When $\gamma \lesssim h^{4/7}$, Proposition 1 is crucial for dispersion, providing a sharp bound on the (large) number of overlapping waves.
and we define a large parameter $\lambda$ such that $\Psi_{N,a,\gamma}$

\begin{equation}
(29) \Psi_{N,a,\gamma}(T, X, Y, \Sigma, S, A, \eta) = \eta \left( Y + \Sigma^3 + 3 + \Sigma(X - A) + S^3/3 + S\left(\frac{a}{\gamma} - A\right) \right. \\
+ T \frac{(A - 1)}{\sqrt{1 + \gamma A + 3/\gamma}} + \frac{4}{3} NA^{3/2} + \frac{N}{\lambda} B(\eta\lambda_A A^{3/2}).
\end{equation}

then $\gamma^{3/2} \Psi_{N,a,\gamma}(T, X, Y, \Sigma, S, A, \eta) = \eta \Phi_{N,a}(\sqrt{A}, \gamma X, \gamma^{3/2}Y - \sqrt{A} \sqrt{T}, \gamma^{3/2} \Sigma, \gamma S, \gamma A)$, and, in the new variables, the phase function in $\gamma T$ becomes $\lambda\gamma \Phi_{N,a,\gamma}$. When $\gamma \sim 1$ we write $\Psi_{N,a,\gamma}$ and $\lambda\gamma = \lambda = a^{3/2}/h$. The critical points of $\Psi_{N,a,\gamma}$ with respect to $\Sigma, S, A, \eta$ are such that $\Sigma^2 + X = A, \quad S^2 + a/\gamma = A$.

\begin{equation}
T = 2 \sqrt{1 + \gamma A} \left( \Sigma + S + 2N\sqrt{A}(1 - \frac{3}{4} B'(\eta\lambda_A A^{3/2})) \right)
\end{equation}

\begin{equation}
Y + T \frac{(A - 1)}{\sqrt{1 + \gamma A + 3/\gamma}} + \Sigma^3 + 3 + \Sigma(X - A) + S^3/3 + S\left(\frac{a}{\gamma} - A\right) = \frac{4}{3} NA^{3/2}(1 - \frac{3}{4} B'(\eta\lambda_A A^{3/2})).
\end{equation}

Introducing the term $2N\sqrt{A}(1 - \frac{3}{4} B'(\eta\lambda_A A^{3/2}))$ from (31) in (32) provides a relation between $Y$ and $T$ that doesn’t involve $N$ nor $B'$ as follows:

\begin{equation}
Y + T \frac{(A - 1)}{\sqrt{1 + \gamma A + 3/\gamma}} + \frac{S^3 + 3}{3} + S\left(\frac{a}{\gamma} - A\right) = \frac{2}{3} A \left( \frac{T}{2\sqrt{1 + \gamma A}} - (\Sigma + S) \right).
\end{equation}

We first estimate the cardinal of $\mathcal{N}_i(t, x, y)$, with $t$ sufficiently large: let $j \in \{1, 2\}$ and $N_j \in \mathcal{N}_i(t, x, y)$ be any two elements of $\mathcal{N}_i(t, x, y)$. Then there exist $t_j, x_j, y_j$ such that $N_j \in \mathcal{N}(t_j, x_j, y_j)$; writing $t_j = \sqrt{A} T_j, x_j = \gamma X_j, y_j = t_j \sqrt{1 + \gamma} = \gamma^{3/2} Y_j$ and rescaling $(t, x, y)$ as in (28), we have $|T_j - T| \leq 1, |X_j - X| \leq 1, |Y_j - Y| \leq 1$. We now prove (27). From $N_j \in \mathcal{N}(t_j, x_j, y_j)$, there exist $\Sigma_j, A_j, \eta_j, S_j$ such that (30), (31), (32) holds with $T, X, Y, \Sigma, S, A, \eta$ replaced by $T_j, X_j, Y_j, \Sigma_j, S_j, A_j, \eta_j$, respectively, and we also have $S_j^2 + \frac{a}{\gamma} = A_j$.

We re-write (31) as follows

\begin{equation}
2N_j \sqrt{A_j}(1 - \frac{3}{4} B'(\eta_j \lambda_j A_j^{3/2})) = \frac{T_j}{2\sqrt{1 + \gamma A_j}} - (\Sigma_j + S_j).
\end{equation}
Multiplying (34) by $\sqrt{A_j'}$, where $j' \neq j$, taking the difference and dividing by $\sqrt{A_1 A_2}$ yields

$$2(N_1 - N_2) = \frac{3}{2} \left( N_1 B'(\eta_1 \lambda, A_1^{3/2}) - N_2 B'(\eta_2 \lambda, A_2^{3/2}) \right) - \frac{\Sigma_1 + S_1}{\sqrt{A_1}} + \frac{\Sigma_2 + S_2}{\sqrt{A_2}}$$

$$+ \frac{T_1}{2\sqrt{A_1} \sqrt{1 + \gamma A_1}} - \frac{T_2}{2\sqrt{A_2} \sqrt{1 + \gamma A_2}}.$$  

We need to estimate $|N_1 - N_2|$. Using that $\Sigma_j, S_j < 3, A_j \sim 1$, it follows that $\frac{\Sigma_1 + S_1}{\sqrt{A_j}} = O(1)$, for $j \in \{1, 2\}$. The first difference, involving $B'$, in the right hand side of (35) behaves like $(N_1 + N_2)/\lambda_2^2$: use $B'(\eta \lambda A_2^{3/2}) \sim -\frac{b_1}{\eta \lambda A_2}$ and $\eta, A \sim 1$. We cannot take advantage of the difference itself: each term $N_j B'(\eta_j \lambda, A_j^{3/2})$ corresponds to some $\eta_j, A_j$ (close to 1) and the difference $\frac{1}{\eta_1 A_1'} - \frac{1}{\eta_2 A_2'}$ is bounded but has no reason to be very small (the difference between $A_j$ turns out to be $O(1/T)$, but we don’t have any information about the difference between $\eta_j$ which is simply bounded by a small constant on the support of $\psi$). Therefore the bound $(N_1 + N_2)/\lambda_2^2$ for the terms involving $B'$ in (35) is sharp. Since $N_j \sim T_j$, and $|T_j - T| \leq 1$, it follows that this contribution is $\sim |T|/\lambda^2_1$. We are reduced to proving that the difference in the second line of (35) is $O(1)$. Write

$$|T_1/\sqrt{A_1(1 + \gamma A_1)} - T_2/\sqrt{A_2(1 + \gamma A_2)}| \leq \frac{|T_1 - T_2|}{\sqrt{A_1(1 + \gamma A_1)} + \sqrt{A_2(1 + \gamma A_2)}} + \frac{T_2 |A_2 - A_1|}{(1 + \gamma A_1 + A_2)}$$

$$\leq C(1 + T_2 |A_2 - A_1|),$$

for some absolute constant $C$ and we only used $|T_2 - T_1| \leq 2$ and $A_j \sim 1$. For $T$ bounded we can conclude since $|T_2 - T_1| \leq 1$. We are therefore reduced to bound $T_2 |A_2 - A_1|$ when $T_2$ is sufficiently large. In order to do so, we need the $Y$ variable. We use (33) with $T, X, Y, \Sigma, S, A, \eta$ replaced by $T_j, X_j, Y_j, \Sigma_j, S_j, A_j, \eta_j, j \in \{1, 2\}$ to eliminate the terms containing $N$ and $B'$ as follows:

$$Y_j + \Sigma_j^3/3 + \Sigma_j (X_j - A_j) + S_j^3/3 + S_j (\frac{a}{\gamma} - A_j) + \frac{2}{3} A_j (\Sigma_j + S_j)$$

$$= T_j \left( \frac{A_j}{3 \sqrt{1 + \gamma A_j}} - \frac{(A_j - 1)}{\sqrt{1 + \gamma A_j} + \sqrt{1 + \gamma}} \right).$$

For $|T|$ sufficiently large we also have $|T_j|$ large and we divide by $T_j$ in order to estimate the difference $A_1 - A_2$ in terms of $Y_j/T_1 - Y_2/T_2$.

$$\frac{Y_j}{T_j} + O \left( \frac{A_j^{3/2}}{T_j} \right) = F_\gamma(A_j), \quad F_\gamma(A) = \frac{A}{3 \sqrt{1 + \gamma A}} - \frac{(A - 1)}{\sqrt{1 + \gamma A} + \sqrt{1 + \gamma}}.$$ 

Taking the difference of (38) with itself for $j = 1, 2$ gives

$$\left( \frac{Y_2}{T_2} - \frac{Y_1}{T_1} \right) + O \left( \frac{1}{T_1} \right) + O \left( \frac{1}{T_2} \right) = (A_2 - A_1) \int_0^1 \partial_A F_\gamma(A_1 + o(A_2 - A_1)) \, da.$$
One may check that, as $1/4 < A < 4$ and $\gamma \ll 1$, $F_\gamma$ is a decreasing function of $A$ and $-\partial_A F_\gamma(A) \geq 1/6 - (1 + A)\gamma$; it follows that we bound $A_2 - A_1$ with $A_2 - A_1 \lesssim \left(\frac{Y_2}{T_2} - \frac{Y_1}{T_1}\right) + O(\frac{1}{\gamma^2}, \frac{1}{T^2})$.

and replacing the last expression in the last line of (36) yields

\begin{equation}
T_2|A_2 - A_1| \lesssim T_2 \left|\frac{Y_2}{T_2} - \frac{Y_1}{T_1}\right| + O(T_2/T_1) + O(1)
\lesssim |Y_2 - Y_1| + Y_1|1 - T_2/T_1| + O(T_2/T_1) + O(1) = O(1),
\end{equation}

where we have used $|Y_1 - Y_2| \leq 2$, $|T_1 - T_2| \leq 2$ and that $Y_1/T_1$ is bounded (which can easily be seen from (38)). This ends the proof of (27).

We next proceed with proving the contribution outside of $\mathcal{N}_1(t, x, y)$ to be $O(h^\infty)$. Consider first $2a \lesssim \gamma$, then critical points in $S$ are such that $S^2 + a/\gamma = A$, with $A$ near 1, therefore $S_\pm = \pm \sqrt{A} - a/\gamma$. Then $\Psi_{N,a,\gamma} \in \{\Psi_{N,a,\gamma}^\epsilon\}$, where

\begin{equation}
\Psi_{N,a,\gamma}^\epsilon(T, X, Y, \Sigma, A, \eta) := \eta \left(Y + \Sigma^3/3 + \Sigma(X - A) + \epsilon \frac{2}{3}(A - \frac{a}{\gamma})^{3/2} + T\frac{(A - 1)}{\sqrt{1 + \gamma A + \sqrt{1 + \gamma T}}} - \frac{4}{3}NA^{3/2}\right) + \frac{N}{\lambda \gamma} B(\eta \lambda A^{3/2}).
\end{equation}

Denote $\mathcal{N}^\epsilon(T, X, Y) := \{(N \in \mathbb{Z}, \exists(\Sigma, A, \eta) \text{ such that } \nabla_{(\Sigma, A, \eta)}\Psi_{N,a,\gamma}^\epsilon(T, X, Y, \Sigma, A, \eta) = 0\}$, then for $(t, x, y) = (\sqrt{T}, \gamma X, \gamma^3/2Y - \sqrt{\gamma}\sqrt{1 + \gamma T})$, we have $\mathcal{N}(t, x, y) = \cap_{c=\pm} \mathcal{N}^\epsilon(T, X, Y)$. Indeed, if $N \in \mathcal{N}(t, x, y)$, then there exists a critical point $\Sigma_c, S_c, A_c, \eta_c$ for the phase $\Psi_{N,a,\gamma}$ with $S_c^2 = A_c - a/\gamma$, hence $S_c \in \{S_\pm\}$. It follows that $\Sigma_c, A_c, \eta_c$ is a critical point for both $\Psi_{N,a,\gamma}^\epsilon$. On the other hand, if $S_\pm, A_\pm, \eta_\pm$ is a critical point for $\Psi_{N,a,\gamma}^\epsilon$, then $\left(\Sigma_\pm, \pm \sqrt{A_\pm - a/\gamma}, A_\pm, \eta_\pm\right)$ are critical point for $\Psi_{N,a,\gamma}$. We have to prove that

\begin{equation}
\sum_{N \notin \mathcal{N}_1} W_{N,\gamma}(T, X, Y) = O(h^\infty),
\end{equation}

where we define $W_{N,\gamma}(T, X, Y) := V_{N,\gamma}(t, x, y)$. For $\epsilon \in \{\pm\}$, set

$$\mathcal{N}_1^\epsilon(T, X, Y) = \cup_{(T', X', Y') \in B_1(T, X, Y)} \mathcal{N}^\epsilon(T', X', Y'),$$

we have $\mathcal{N}_1 = \cap_{\pm} \mathcal{N}_1^\pm$ and therefore, $(\mathcal{N}_1)^c = \cup_{\epsilon \in \{\pm\}} (\mathcal{N}_1^\epsilon)^c$, where the notation $(\mathcal{N}_1)^c$ denotes the complement of $\mathcal{N}_1$. Hence (41) follows from proving that

\begin{equation}
\forall \epsilon \in \{\pm\}, \sum_{N \notin \cup_{\pm} \mathcal{N}_1^\pm} W_{N,\gamma}^\epsilon(T, X, Y) = O(h^\infty),
\end{equation}

where $W_{N,\gamma}^\pm(T, X, Y)$ have phase functions $\Psi_{N,a,\gamma}^\pm$ and symbols are obtained from the symbol of $W_{N,\gamma}$ multiplied by the symbol of $A_{\pm}((\eta \lambda \gamma)^{2/3}(A - \frac{2}{\gamma^2})).$ Go back to the system (30), (31),
(32) and define the integral curves corresponding to $\Psi_{N,a,\gamma}^\varepsilon$ as follows

$$
\tilde{X}_\varepsilon(\Sigma, A) := A - \Sigma^2,
$$

$$
\tilde{T}_\varepsilon(\Sigma, A, \eta) := 2\sqrt{1 + \gamma A}(\Sigma + \varepsilon(A - \frac{a}{\gamma})^{1/2} + 2N\sqrt{A}(1 - \frac{3}{4}B'(\eta\lambda, A^{3/2}))],
$$

$$
\tilde{Y}_\varepsilon(\Sigma, A, \eta) := -2\sqrt{1 + \gamma A}(\Sigma + \varepsilon(A - \frac{a}{\gamma})^{1/2}(A - 1) + \frac{2}{3}\Sigma^3 - \varepsilon(A - \frac{a}{\gamma})^{3/2}
\quad + 4N\sqrt{A}(1 - \frac{3}{4}B'(\eta\lambda, A^{3/2}))\left(\frac{A}{3} - \frac{(A - 1)\sqrt{1 + \gamma A}}{1 + \gamma A}ight).
$$

Let $\varepsilon \in \{ \pm \}$ and $N \notin N_1^\varepsilon$. Then $N \notin N^\varepsilon(T', X', Y')$ for all $(T', X', Y') \in B_1(T, X, Y)$, which translates into

$$
(43) \quad \forall (T', X', Y') \in B_1(T, X, Y), \quad \nabla_{(\Sigma, A, \eta)}\Psi_{N,a,\gamma}^\varepsilon(T', X', Y', \Sigma, A, \eta) \neq 0.
$$

Now, by design of our integral curves,

$$
\nabla_{(\Sigma, A)}\Psi_{N,a,\gamma}^\varepsilon(T', X', Y', \Sigma, A, \eta) = \left(X' - \tilde{X}_\varepsilon(\Sigma, A)\right)\frac{T' - \tilde{T}_\varepsilon(\Sigma, A, \eta)}{2\sqrt{1 + \gamma A}},
$$

while

$$
\partial_\eta\Psi_{N,a,\gamma}^\varepsilon(T', X', Y', \Sigma, A, \eta) = Y' - \tilde{Y}_\varepsilon(\Sigma, A, \eta) + \Sigma(X' - \tilde{X}_\varepsilon(\Sigma, A))
\quad + \frac{(T' - \tilde{T}_\varepsilon(\Sigma, A, \eta))(A - 1)}{\sqrt{1 + \gamma A} + 1 + \gamma}.
$$

It follows that, for all $(T', X', Y')$ and all $(\Sigma, A, \eta)$ on the support of the symbol, we have

$$
(44) \quad (|\partial_\Sigma\Psi_{N,a,\gamma}^\varepsilon| + |\partial_A\Psi_{N,a,\gamma}^\varepsilon| + |\partial_\eta\Psi_{N,a,\gamma}^\varepsilon|)(T', X', Y', \Sigma, A, \eta) \leq
\quad 10(|X' - \tilde{X}_\varepsilon(\Sigma, A)| + |T' - \tilde{T}_\varepsilon(\Sigma, A, \eta)| + |Y' - \tilde{Y}_\varepsilon(\Sigma, A, \eta)|)
\quad \leq 100(|\partial_\Sigma\Psi_{N,a,\gamma}^\varepsilon| + |\partial_A\Psi_{N,a,\gamma}^\varepsilon| + |\partial_\eta\Psi_{N,a,\gamma}^\varepsilon|)(T', X', Y', \Sigma, A, \eta).
$$

Using (43) and the first inequality in (44), for all $(T', X', Y') \in B_1(T, X, Y)$ and all $(\Sigma, A, \eta)$,

$$
(45) \quad |X' - \tilde{X}_\varepsilon(\Sigma, A)| + |T' - \tilde{T}_\varepsilon(\Sigma, A, \eta)| + |Y' - \tilde{Y}_\varepsilon(\Sigma, A, \eta)| \neq 0
$$

( or $\Psi_{N,a,\gamma}^\varepsilon$ would have a critical point.) Hence, $(\tilde{T}_\varepsilon(\Sigma, A, \eta), \tilde{X}_\varepsilon(\Sigma, A), \tilde{Y}_\varepsilon(\Sigma, A, \eta))$ is not in $B_1(T, X, Y)$ (otherwise taking $(T', X', Y') = (\tilde{T}_\varepsilon(\Sigma, A, \eta), \tilde{X}_\varepsilon(\Sigma, A), \tilde{Y}_\varepsilon(\Sigma, A, \eta))$ would contradict (45)). In other words, (45) implies that for all $(\Sigma, A, \eta)$,

$$
|X - \tilde{X}_\varepsilon(\Sigma, A)| + |T - \tilde{T}_\varepsilon(\Sigma, A, \eta)| + |Y - \tilde{Y}_\varepsilon(\Sigma, A, \eta)| \geq 1,
$$

and using the second inequality in (44) with $(T', X', Y') = (T, X, Y)$, for all $(\Sigma, A, \eta)$,

$$
(|\partial_\Sigma\Psi_{N,a,\gamma}^\varepsilon| + |\partial_A\Psi_{N,a,\gamma}^\varepsilon| + |\partial_\eta\Psi_{N,a,\gamma}^\varepsilon|)(T, X, Y, \Sigma, A, \eta) \geq \frac{1}{10}.
$$

Therefore non-stationary phase always applies in at least one variable among $\Sigma, A, \eta$ and each $W_{N,\gamma}^\varepsilon$ with $N \notin N_1^\varepsilon$ provides a $O(\lambda_{\gamma}^{-M})$ contribution for any $M \geq 1$ (where $M$ corresponds to the number of integrations by parts.) We conclude using that the sum over $N$ in $G_{h,\gamma}^+$ restricts to $|N| \lesssim \gamma^{-1/2}$ from Lemma 4.
Let us now deal with the remaining case: $a \sim \gamma$. We re-scale slightly differently for convenience, with $\lambda = a^{3/2}/h$ and $t = \sqrt{a}T$, $x = aX$, $y + t\sqrt{1 + a} = a^{3/2}Y$, $s = \sqrt{a}S$, $\sigma = \sqrt{a}\Sigma$, $\alpha = aA$. The phase $\Psi_{N,a,\gamma\cdot a} := \Psi_{N,a,a}$ has the same form as in (29) where $\gamma$ is now replaced by $a$ and $\lambda_\gamma$ by $\lambda = \lambda_a$. We rewrite the integral in $S$ as an Airy function: in the new variables,

$$
\int e^{i\eta(\langle S^3/3 + S(1-A)\rangle)}dS = (\eta\lambda)^{-1/3}Ai\left((\eta\lambda)^{2/3}(1-A)\right).
$$

Let $\chi_0 \in C^\infty$ be such that $\chi_0 \equiv 1$ on $[0, \infty]$ and $\chi_0 \equiv 0$ on $[-\infty, -2]$. Then $\chi_0Ai((\eta\lambda)^{2/3}(1-A))$ is a symbol of order $2/3$ supported on $(\eta\lambda)^{2/3}(A-1) \leq 2$ and $(1-\chi_0)Ai((\eta\lambda)^{2/3}(1-A))$ is supported on $A \geq 1$ with value $1$ on $(\eta\lambda)^{2/3}(A-1) \geq 2$. Setting again $W_{N,a}(T,X,Y) := \tilde{V}_{N,a}(t,x,y)$, we rewrite each integral in (25) as follows $W_{N,a}(T,X,Y) := W_{N,a}^0(T,X,Y) + \tilde{W}_{N,a}(T,X,Y)$:

$$
W_{N,a}^0(T,X,Y) := \frac{\gamma^{3/2}}{(2\pi h)^3} \int e^{i\lambda\Psi_{N,a}}((\eta\lambda)^{2/3}(1-A))\chi_1((\eta\lambda)^{2/3}A)\psi_2\left(\frac{\alpha}{\gamma}A\right) d\Sigma dA d\eta,
$$

with

$$
\Psi_{N,a} := \eta \left(Y + \Sigma^3/3 + \Sigma(X-A) + T \frac{(A-1)}{\sqrt{1 + \gamma A + \sqrt{1 + a}}} - \frac{4}{3}NA^{3/2}\right) + \frac{N}{\lambda}B(\eta\lambda A^{3/2}),
$$

and

$$
\tilde{W}_{N,a}(T,X,Y) := \frac{\gamma^{3/2}}{(2\pi h)^3} \int e^{i\lambda\Psi_{N,a}}((1-\chi_0)((\eta\lambda)^{2/3}(1-A))\chi_1((\eta\lambda)^{2/3}A)\psi_2\left(\frac{\alpha}{\gamma}A\right) d\Sigma dS dA d\eta.
$$

To prove that $\sum_{N \notin N_1} W_{N,a}(T,X,Y) = O(h^\infty)$ it will be enough to prove

$$
\sum_{N \notin N_1} \tilde{W}_{N,a}(T,X,Y) = O(h^\infty) \text{ and } \sum_{N \notin N_1} W_{N,a}^0(T,X,Y) = O(h^\infty).
$$

We proceed with the first sum in (48). By design, on the support of $(1-\chi_0)((\eta\lambda)^{2/3}(1-A))$ we have $A \geq 1$. If we set $A = 1 + \mu^2$, we can perform the standard stationary phase in $S$ with critical points $S = \pm \mu$ (alternatively, we may rewrite the Airy function as $A_+ + A_-$ and use the associated oscillatory integrals to recover the new phases, indexed by $\pm$). From there, we proceed as we did with the case $2a \lesssim \gamma$. The only difference is that we now have a symbol of order $2/3$ in $A$ (coming from $1-\chi_0$), so one integration by parts with respect to $A$ provides a factor $\lambda^{-1}\lambda^{2/3} = \lambda^{-1/3}$; an integration by parts with respect to $\Sigma$ yields a factor $\lambda^{-1}$ and with respect to $\eta$ a factor $\lambda^{-1}\lambda^{2/3}$. Therefore each $\tilde{W}_{N,a}$ with $N \notin N_1$ has at least an $O(\lambda^{M/3})$ contribution for any $M \geq 1$ (where $M$ corresponds to the number of integrations by parts) and we are done, as the sum is over $|N| \leq \gamma^{-1/2}$. Consider now the second sum in (48). Since the phase function of $W_{N,a}^0$ does not depend on $S$, we always have $\partial_S \Psi_{N,a}^0 = 0$. We proceed exactly like in the case $2a \leq \gamma$, the only difference being that we may take $\varepsilon = 0$. □
3.2. Tangential waves for $\gamma > h^{2/3(1-\epsilon)}$. We start with the (most difficult) case $\gamma/4 \leq a \leq 2\gamma$ and this restricts $a \geq h^{2/3(1-\epsilon)}$ due to the $\chi_1$ cut-off. We re-scale variables:

\[ x = aX, \alpha = aA, t = \sqrt{a} \sqrt{1+aT}, s = \sqrt{a}S, \sigma = \sqrt{a}Y, y + t\sqrt{1+a} = a^{3/2}Y. \]

Define $\lambda = a^{3/2}/h$ to be our large parameter, then we write

\[ G_{h,\lambda}^+(t, x, y, a, 0, 0) = \frac{a^2}{(2\pi h)^3} \sum_{N \in \mathbb{Z}} \int_{\mathbb{R}^4} e^{i\Psi_{N,a,a}^1} \eta^2 \psi(\eta) \chi_1(\lambda^{2/3} A) \psi_2(\frac{a}{\gamma} A) dSdYdA d\eta, \]

where $\Psi_{N,a,a}^1$ has been introduced in (29) and $\gamma \sim a$. From the compact support of $\psi_2$ we have $A \leq 6$; since critical points are such that $S^2 = A - 1$, $\Psi^2 = A - X$, we can restrict ourselves to $|S|, |Y| < 3$ without changing the contribution modulo $O(h^\infty)$; we therefore insert a suitable cut-off $\chi_2$, and obtain (modulo $O(h^\infty)$) a slightly modified operator,

\[ G_{h,\gamma}^+(t, x, y, a, 0, 0) = \frac{a^2}{(2\pi h)^3} \sum_{N} \int_{\mathbb{R}^4} e^{i\Psi_{N,a,a}^1} \eta^2 \psi(\eta) \chi_1(\lambda^{2/3} A) \chi_2(S, Y) \psi_2(\frac{a}{\gamma} A) dSdYdA d\eta, \]

and $G_{h,\gamma}^+ = G_{h,\gamma}^+ + O(h^\infty)$ (remembering that the significant part of the sum over $N$ is for $N \leq 1/\sqrt{a}$.) Since for $X > A$ there are no real critical points with respect to $Y$, we may restrict to $X \leq 1$. As the Green function $G_{h,\gamma}^+$ is symmetric with respect to $x$ and $a$, we may even restrict ourselves to $x < a$, and we will obtain slightly better bounds in this case.

Given that $\partial_\Psi \Psi_{N,a,a} = \eta(S^2 + 1 - A)$, by integration by parts in $S$ we may restrict ourselves to $A > 9/10$ and therefore $G_{h,\gamma}^+(t, x, y, a, 0, 0) = \sum_N W_{N,a}(T, X, Y) + O(h^\infty)$ with

\[ W_{N,a}(T, X, Y) := \frac{a^2}{(2\pi h)^3} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{i\Psi_{N,a,a}^1} \eta^2 \psi(\eta) \chi_2(S, Y) \psi_3(A) dSdYdA d\eta, \]

where $\psi_3$ has support in $[9/10, 6]$ (and actually includes dependence on an harmless factor $a/\gamma$, which we are hiding since it will be irrelevant from now on.)

**Remark 3.3.** When $N \lesssim \lambda$, the phase factor $e^{iNB(\eta A \lambda^{3/2})}$ does not oscillate: we can move it into the symbol. Indeed, we have $|NB(\eta A \lambda^{3/2})| \sim |\frac{hN}{\eta A \lambda^{3/2}}| \sim |N/\lambda| \lesssim 1$. The remaining phase is linear in $\eta$, stationary phase in $\eta$ does not produce decay but localizes the wave front in physical space. When $N \geq \lambda$, the term $NB(\eta A \lambda^{3/2})$ produces oscillations, but it will allow to perform stationary phase in both $A$ and $\eta$, also providing decay with respect to $\eta$ (useful especially for $N \geq \lambda^2$.)

**Proposition 2.** Let $1 \leq |N| \leq \lambda$ and let $W_{N,a}(T, X, Y)$ be defined in (52). Then the stationary phase theorem applies in $A$ and yields

\[ W_{N,a}(T, X, Y) = \frac{a^2}{h^3(N\lambda)^{3/2}} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{i\eta^2 \psi(\eta)} \times \chi_3(S, Y, a, 1/N, h, \eta) dSdYdA d\eta + O(h^\infty), \]

where $\chi_3$ has compact support in $(S, Y)$ and harmless dependency on the parameters $a$, $h$, $1/N$, $\eta$. The critical point $A_c$ solves

\[ \frac{T \sqrt{1+a}}{2N \sqrt{1+a}} - \frac{\gamma + S}{N} - 2A^{1/2} = 0. \]
and the phase function $\phi_{N,a}$ is given by
\begin{equation}
(55) \quad \phi_{N,a}(T, X, Y, S) = \frac{Y^3}{3} + X Y + \frac{S^3}{3} + S - (S + Y) A_c + T \frac{(A_c - 1)}{1 + \sqrt{\frac{1 + a A_c}{1 + a}}} - \frac{4}{3} N A_c^{3/2}.
\end{equation}

**Proof.** Using Remark 3.3, we immediately move the factor $e^{i N B(\eta \lambda A_c^{3/2})}$ into the symbol. Therefore the phase of $W_{N,a}$ becomes $\Psi_{N,a,a}(T, X, Y, Y, S, A, \eta) - \frac{N}{2} B(\eta \lambda A_c^{3/2})$ which is linear in $\eta$ and stationary in $A$ where its derivative in $A$ vanishes, which is nothing but (54). It immediately follows from (54) that $T/(4N)$ is bounded when the phase is stationary in $A$, and even that $T/(4N) \sim \sqrt{A_c}$. The second derivative of the phase with respect to $A$ equals $-\frac{N}{A_c^{1/2}}(1 + \frac{a T A_c^{1/2} \sqrt{1 + a}}{4 N (1 + a A_c)^{3/2}})$; as $aT/N = O(a)$, the second derivative does not vanish and has size comparable to $|N|$; from this we may apply stationary phase to get the desired expansion. \hfill \square

Setting $K := \frac{T}{4N}$ and $w := \frac{S + Y}{2N}$, (54) for the critical point $A_c$ becomes
\begin{equation}
(56) \quad A_c^{1/2} = K \sqrt{\frac{1 + a}{1 + a A_c}} - w.
\end{equation}

**Lemma 5.** The critical point $A_c(K, w, a)$ satisfying (56) is $A_c^{1/2}(\cdot) = K_\infty(a) - w(1 - a \mathcal{E}(\cdot))$, where $K_\infty(a) := K \sqrt{\frac{2(1 + a)}{1 + \sqrt{1 + 4 K^2 a(1 + a)}}}$ and where $\mathcal{E}$ is a smooth function, uniformly bounded and defined as follows:
\[\mathcal{E}(K, w, a) = \int_0^1 A_c^{1/2}(K, \theta w, a) \frac{\left(A_c^{1/2}(K, \theta w, a) + \theta w\right)^2}{1 + a A_c^{1/2}(K, \theta w, a) A_c^{1/2}(K, \theta w, a) + \theta w} d\theta.\]
Moreover $K \to K_\infty(a)$ is a smooth bijection near 1 and $K_\infty(a) - 1 = (K - 1)(1 + O(a))$.

**Proof.** At $w = 0$, $A_c^{1/2}$ is the unique solution to $Z = K \sqrt{\frac{1 + a}{1 + a Z^2}}$, therefore we immediately get $A_c^{1/2}(K, 0, a) = K_\infty(a)$. Next, $A_c^{1/2}(K, w, 0) = K - w$ and $\partial_a(A_c^{1/2} - K \sqrt{1 + a/\sqrt{1 + a A_c}} - w) = K/(2(\sqrt{1 + a/(1 + a A_c)^{3/2}}) \sim K/2$, so that we can apply the implicit function theorem to get a unique solution $A_c^{1/2}(K, w, a)$. We write $A_c^{1/2}(K, w, a) = A_c^{1/2}(K, 0, a) + w \int_0^1 \partial_w(A_c^{1/2})(K, \theta w, a) d\theta$, and it remains to compute $\partial_w(A_c^{1/2})$. Taking the derivative of (56) with respect to $w$ yields
\begin{equation}
(57) \quad \partial_w(A_c^{1/2})(1 + a A_c^{1/2}) \frac{K \sqrt{1 + a}}{\sqrt{1 + a A_c^2}} = -1
\end{equation}
and using again (56) to replace $\frac{1}{\sqrt{1 + a A_c}} = \frac{A_c^{1/2} + w}{K \sqrt{1 + a}}$ provides the desired $\mathcal{E}(K, w, a)$. Finally,
\begin{align*}
K_\infty(a) - 1 &= (K - 1) \frac{\sqrt{2(1 + a)}}{\sqrt{1 + (1 + 2a)^2 + (K^2 - 1)4a(a + 1)}} \\
&\quad + \frac{\sqrt{2(1 + a)}}{\sqrt{1 + (1 + 2a) \sqrt{1 + (K^2 - 1)O(a)}}} - 1
\end{align*}
and the second line is indeed \((K^2 - 1)O(a)\).

**Proposition 3.** Let \(|N| \geq \lambda\) and \(W_{N,a}(T, X, Y)\) be defined in (52), then the stationary phase applies in both \(A\) and \(\eta\) and yields

\[
W_{N,a}(T, X, Y) = \frac{a^2}{\hbar^3 N} \int_{\mathbb{R}^2} e^{i\lambda \Psi_{N,a,a}(T, X, Y, S, A, \eta_c)} \chi_3(S, \Upsilon, a, 1/N, h) \, dSd\Upsilon + O(h^\infty),
\]

where \(\chi_3\) has compact support in \((S, \Upsilon)\) and harmless dependency on the parameters \(a, h, 1/N\).

**Proof.** The phase \(\Psi_{N,a,a}\) from (29) is stationary in \(A, \eta\) when \(\partial_A \Psi_{N,a,a} = 0, \partial_\eta \Psi_{N,a,a} = 0\), where

\[
\partial_A \Psi_{N,a,a} = \eta \left(- \Upsilon - S + \frac{T}{2} \frac{\sqrt{1 + a}}{\sqrt{1 + aA}} - 2NA^{1/2}(1 - \frac{3}{4}B'(\eta \lambda A^{3/2}))\right)
\]

\[
\partial_\eta \Psi_{N,a,a} = Y + \frac{\Upsilon^3}{3} + \frac{\Upsilon(1 - A)}{3} + S(1 - A) + \frac{1}{\sqrt{1 + a + \frac{\Upsilon}{\sqrt{1 + aA}}} - \frac{3}{4}NA^{3/2}(1 - \frac{3}{4}B'(\eta \lambda A^{3/2}))}
\]

where \(B'(\eta \lambda A^{3/2}) \sim O(1/\lambda^2)\). The second order derivatives are given by

\[
\partial_A^2 \Psi_{N,a,a} \sim -\eta \frac{N}{A^{1/2}}, \quad \partial_\eta^2 \Psi_{N,a,a} = N\lambda A^3 B''(\eta \lambda A^{3/2}) \sim \frac{N}{\lambda^2},
\]

\[
\partial_{\eta, A}^2 \Psi_{N,a,a} = \eta^{-1} \partial_A \Psi_{N,a,a} + \frac{3}{2}\eta \lambda NA^2 B''(\eta \lambda A^{3/2})
\]

As \(B'' \sim O(1/\lambda^3), \partial_{\eta, A}^2 \Psi_{N,a,a} \sim N/\lambda^2\); at the critical points, we have \(\det \text{Hess} \Psi_{N,a,a} \sim \frac{N^2}{\lambda^2}\), for \(N \geq \lambda\), and we may apply stationary phase in \((A, \eta)\). \(\square\)

We now study critical points in \((A, \eta)\) for \(|N| > \lambda\). Applying the implicit function theorem to the system \(\partial_A \Psi_{N,a,a} = 0, \partial_\eta \Psi_{N,a,a} = 0\) around \((S = 0, \Upsilon = 0)\) yields at most a pair of critical points \((A_c, \eta_c)\) belonging to the support of the symbol and depending on all variables. In the following we will only need the derivatives of \(A_c\) with respect to the two remaining variables \(S, \Upsilon\). For that, we take the derivatives of (59), (60) with respect to \(S, \Upsilon\). This gives

\[
(\partial_S A_c, \partial_\Upsilon \eta_c) \left(\begin{array}{cc}
\partial_A^2 \Psi_{N,a,a} & \partial_{\eta, A}^2 \Psi_{N,a,a} \\
\partial_\eta^2 \Psi_{N,a,a} & \partial_{\eta, A}^2 \Psi_{N,a,a}
\end{array}\right) = \left(\begin{array}{c}
-1 \\
S^2 + 1 - A_c
\end{array}\right),
\]

\[
(\partial_T A_c, \partial_T \eta_c) \left(\begin{array}{cc}
\partial_A^2 \Psi_{N,a,a} & \partial_{\eta, A}^2 \Psi_{N,a,a} \\
\partial_\eta^2 \Psi_{N,a,a} & \partial_{\eta, A}^2 \Psi_{N,a,a}
\end{array}\right) = \left(\begin{array}{c}
-1 \\
\Upsilon^2 + X - A_c
\end{array}\right).
\]

From this system we obtain the following Lemma :

**Lemma 6.** The critical point \(A_c\) is such that, with \(A_c(S = \Upsilon = 0) = A_{c_{\min}}\),

\[
A_c = A_{c_{\min}} + (S, \Upsilon) \cdot \int_0^1 \nabla_{(S, \Upsilon)}(A_c(T, X, Y, \theta S, \theta T, \theta \Upsilon, \theta \Upsilon, \theta T, \theta S, \theta A)) \, d\theta,
\]

\[
\nabla_{(S, \Upsilon)} A_c = \frac{N\lambda A^3 B''(\eta_c \lambda A_{c_{\min}}^{3/2})}{\det \text{Hess} \Psi_{N,a,a}(A_c, \eta_c)} \left(1 + \frac{3\eta_c(S^2 + 1 - A_c)}{2A_{c_{\min}}}, -1 + \frac{3\eta_c(\Upsilon^2 + X - A_{c_{\min}})}{2A_{c_{\min}}} \right).
\]
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Moreover, \( A_{c|0} = 1 + 4(\frac{3N}{T} - 1)(1 + O(a)) \) belongs to a neighborhood of 1 and at \( S = \Upsilon = 0 \),

\begin{equation}
T = 4N \sqrt{A_{c|0}}(1 - \frac{3}{4} B'(\eta_{c|0}\lambda A_{c|0}^{3/2})\sqrt{\frac{1 + aA_{c|0}}{1 + a}})
\end{equation}

\begin{equation}
Y = 4N \sqrt{A_{c|0}}(1 - \frac{3}{4} B'(\eta_{c|0}\lambda A_{c|0}^{3/2})(\frac{A_{c|0}}{3} - \frac{(A_{c|0} - 1)^2}{\lambda A_{c|0}}))
\end{equation}

\begin{equation}
A_{c|0}^{1/2} = \frac{T}{4N}(1 + O(a))(1 + O(\lambda^{-2})�)
\end{equation}

We are left with an integral over \( (S, \Upsilon) \). In the remaining part of this section we prove the following dispersive estimates that will be crucial in order to obtain better Strichartz estimates than those implied by the usual duality argument and dispersion (recall \( t = \sqrt{aT} \)):

**Proposition 4.** For \(|T| \leq \frac{5}{2}\), we have

\begin{equation}
|W_{0,a}(T, X, Y)| + \left| G^+_{h,\gamma}(t, x, y, a, 0, 0) \right| \lesssim \frac{\sqrt{\gamma}}{h^2} \inf \left( 1, \left( \frac{h}{\gamma t} \right)^{1/2} \right).
\end{equation}

**Proposition 5.** For \(1 \leq |N| < \lambda^{1/3}\) and \(|T - 4N| \lesssim 1/N\), we have

\begin{equation}
|W_{N,a}(T, X, Y)| \lesssim \frac{h^{1/3}}{h^2((N/\lambda^{1/3})^{1/4} + |N(T - 4N)|^{1/4})}.
\end{equation}

**Proposition 6.** For \(1 \leq |N| < \lambda^{1/3}\) and \(|T - 4N| \gtrsim 1/N\), we have

\begin{equation}
|W_{N,a}(T, X, Y)| \lesssim \frac{h^{1/3}}{h^2(1 + |N(T - 4N)|^{1/4})}.
\end{equation}

**Remark 3.4.** If \(X < 1\), we can replace \(|N(T - 4N)|^{1/4}\) by \(N^{1/2}|T - 4N|^{1/2}\) in \((66)\).

**Proposition 7.** For \(N \gtrsim \lambda^{1/3}\) (hence \(a \lesssim h^{1/3}\)), we have:

1. when \(\lambda^{1/3} \lesssim N \lesssim \lambda\),

\begin{equation}
|W_{N,a}(T, X, Y)| \lesssim \frac{h^{1/3}}{h^2((N/\lambda^{1/3})^{1/2} + (N|T - 4N|)^{1/4})};
\end{equation}

2. when \(\lambda \lesssim N \lesssim 1/\sqrt{a}\), (hence \(a \lesssim h^{1/2}\)),

\begin{equation}
|W_{N,a}(T, X, Y)| \lesssim \frac{h^{1/3}\lambda^{2/3}}{h^2 N}.
\end{equation}

**Remark 3.5.** If \(X < 1\) we can replace \(|N(T - 4N)|^{1/4}\) by \(\lambda^{1/6}|T - 4N|^{1/2}\) in \((67)\).

**Corollary 1.** For \(|T| \geq \lambda^2\), (hence \(a \lesssim h^{4/7}\)), we have

\begin{equation}
|G^+_{h,\gamma}(t, x, y, a, 0, 0)| \lesssim \frac{h^{1/3}}{h^2 \lambda^{4/3}}.
\end{equation}

The corollary follows at once from the last bound in Proposition 7 and Proposition 1:

\begin{equation}
|G^+_{h,\gamma}(t, x, y, a, 0, 0)| \lesssim \sum_{N \in \mathcal{V}_1(x,y,t)} |W_{N,a}(T, X, Y)| \lesssim \frac{h^{1/3}\lambda^{2/3}|T|}{h^2 N \lambda^2} \lesssim \frac{h^{1/3}}{h^2 \lambda^{4/3}}.
\end{equation}

We will prove the three propositions in reverse order.
3.2.1. Proof of Proposition 7. We start with $\lambda^{1/3} \lesssim N \lesssim \lambda$: we have $W_{N,a}(T, X, Y)$ from Proposition 3, (53), and $A_c = A_c(\frac{T}{4N}, \frac{S + T}{2N}, a)$ from Lemma 5. For $\phi_{N,a}$ given in (55), we will prove the following, uniformly in $\eta \in \text{supp}(\psi)$

$$
\left| \int_{\mathbb{R}^2} e^{i \lambda \Phi_{N,a}(T, X, Y, S)} \chi_3(S, Y, a, 1/N, h, \eta) dSdY \right| \lesssim \frac{\lambda^{-2/3}}{1 + \lambda^{1/6}|K^2_\infty(a) - 1|^{1/4}}.
$$

Re-scale variables with $Y = \lambda^{-1/3}\tilde{p}$ and $S = \lambda^{-1/3}\tilde{q}$ and define $P = \lambda^{2/3}(K_\infty(a)^2 - X)$ and $Q = \lambda^{2/3}(K_\infty(a)^2 - 1)$. We actually prove, uniformly in $(P, Q)$:

$$
\left| \int_{\mathbb{R}^2} e^{i \tilde{\phi}_{N,a,\lambda}} \chi_3(\lambda^{-1/3}\tilde{q}, \lambda^{-1/3}\tilde{p}, a, 1/N, h, \eta) d\tilde{p}d\tilde{q} \right| \lesssim \frac{1}{1 + |P|^{1/4} + |Q|^{1/4}},
$$

where the rescaled phase $\tilde{\phi}_{N,a,\lambda}(T, X, \tilde{q}, \tilde{p}) = \lambda \phi_{N,a}(T, X, \lambda^{-1/3}\tilde{p}, \lambda^{-1/3}\tilde{q})$, is such that

$$
\partial_{\tilde{q}} \tilde{\phi}_{N,a,\lambda} = \lambda^{2/3} \left( Q^2 + 1 - A_c(K, \frac{S + Y}{2N}, a) \right) \big|_{(S, Y) = (\lambda^{-1/3}\tilde{q}, \lambda^{-1/3}\tilde{p})},
$$

$$
\partial_{\tilde{p}} \tilde{\phi}_{N,a,\lambda} = \lambda^{2/3} \left( P^2 + X - A_c(K, \frac{S + Y}{2N}, a) \right) \big|_{(S, Y) = (\lambda^{-1/3}\tilde{q}, \lambda^{-1/3}\tilde{p})}.
$$

Using Lemma 5, in the new variables

$$
A_c(K, \lambda^{-1/3}(\tilde{q} + \tilde{p})/2N, a) = \left( K_\infty(a) - \lambda^{-1/3}(\tilde{q} + \tilde{p})/2N \right)(1 - a\mathcal{E})^2.
$$

With these notations, the first order derivatives of $\tilde{\phi}_{N,a,\lambda}$ read as

$$
\partial_{\tilde{q}} \tilde{\phi}_{N,a,\lambda} = \tilde{q}^2 - Q + \frac{\lambda^{1/3}}{N} K_\infty(a)(\tilde{p} + \tilde{q})(1 - a\mathcal{E}) - \frac{(\tilde{p} + \tilde{q})^2}{4N^2}(1 - a\mathcal{E})^2,
$$

$$
\partial_{\tilde{p}} \tilde{\phi}_{N,a,\lambda} = \tilde{p}^2 - P + \frac{\lambda^{1/3}}{N} K_\infty(a)(\tilde{p} + \tilde{q})(1 - a\mathcal{E}) - \frac{(\tilde{p} + \tilde{q})^2}{4N^2}(1 - a\mathcal{E})^2,
$$

where we recall that $\mathcal{E}$ is a smooth, uniformly bounded function. As $\lambda^{1/3} \lesssim N$, if $Q, P$ are bounded, then (72) obviously holds for bounded $(\tilde{p}, \tilde{q})$ and by integration by parts if $|p, q|$ is large. So we can assume that $|(|Q, P)| \geq r_0$ with $r_0 \gg 1$. Set $(Q, P) = r \exp(i\theta) = r(\sin \theta, \cos \theta)$ and re-scale again $(\tilde{p}, \tilde{q}) = r^{1/2}(p, q)$: we aim at proving (72) in that range, which is now

$$
\left| \int_{\mathbb{R}^2} e^{i r^{3/2} \tilde{\phi}_{N,a,\lambda}} \chi_3(\lambda^{-1/3}r^{1/2}q, \lambda^{-1/3}r^{1/2}p, a, 1/N, h, \eta) dpdq \right| \lesssim \frac{1}{r^{5/4}}.
$$

Now $r_0 < r \lesssim \lambda^{2/3}$ (indeed, $r \sim |(Q, P)| \lesssim \lambda^{2/3}$), $r^{3/2}$ is our large parameter, we have

$$
\Phi_{N,a,\lambda}(T, X, q, p) = r^{-3/2} \tilde{\phi}_{N,a,\lambda}(T, X, r^{1/2}q, r^{1/2}p)
$$

and

$$
\partial_{p} \Phi_{N,a,\lambda} = p^2 - \cos \theta + \frac{\lambda^{1/3}K_{\infty}(a)(p + q)}{Nr^{1/2}}(1 - a\mathcal{E}) - \frac{(p + q)^2}{4N^2}(1 - a\mathcal{E})^2,
$$

$$
\partial_{q} \Phi_{N,a,\lambda} = q^2 - \sin \theta + \frac{\lambda^{1/3}K_{\infty}(a)(p + q)}{Nr^{1/2}}(1 - a\mathcal{E}) - \frac{(p + q)^2}{4N^2}(1 - a\mathcal{E})^2,
$$

where, abusing notations, $\mathcal{E}$ is now $\mathcal{E}(K, r^{1/2}^{\lambda^{-1/3}}p + q, a)$. On the support of the symbol $\chi_3(\lambda^{-1/3}r^{1/2}p, \lambda^{-1/3}r^{1/2}q, a, 1/N, h, \eta)$ we have $|(p, q)| \lesssim \lambda^{1/3}r^{-1/2} < \lambda^{1/3}r_0^{-1/2}$, and therefore, for $\lambda^{1/3} \lesssim N$, the last term in both derivatives is $O(r_0^{-1})$, while the next to last term is
\( r_0^{-1/2} O(p + q) \). Hence, when \(|(p, q)| > M\) with \( M \) sufficiently large, the corresponding part of the integral is \( O(r^{-\infty}) \) by integration by parts. So we are left with restricting our integral to a compact region in \((p, q)\), renaming the symbol \( \chi_4 \). We remark that everything is symmetrical with respect to \( P \) and \( Q \) and we deal with \( P \geq Q \), that is to say, \( \cos \theta \geq \sin \theta \) and therefore \( \theta \in (-\frac{3\pi}{4}, \frac{\pi}{4}) \). We proceed depending upon the size of \( Q = r \sin \theta \). If \( \sin \theta < -C/r^{1/2} \) for a sufficiently large \( C > 0 \), then \( \partial_q \Phi_{N,a,\lambda} > c/(2r^{1/2}) \) for some \( C > c > 0 \) and the phase is non-stationary. Indeed, in this case we have

\[
\partial_q \Phi_{N,a,\lambda} \geq q^2 + \frac{C}{2r^{1/2}} + \frac{\lambda^{1/3}}{N} K_\infty(a) \frac{(p + q)}{r^{1/2}} (1 - a \mathcal{E}) - \frac{(p + q)^2}{4N^2} (1 - a \mathcal{E})^2;
\]

using boundedness of \((p, q)\), \(|r^{1/2}(p,q)| \lesssim \lambda^{1/3}\) (from the support of \( \chi_3 \)), and \( 1 \ll \lambda^{1/3} \ll N \), we then have

\[
\frac{\lambda^{1/3}}{r^{1/2}N}(p + q) \left[ K_\infty(a) - \frac{r^{1/2}(p + q)}{N\lambda^{1/3}} (1 - a \mathcal{E}) \right] \leq \frac{C}{4r^{1/2}}.
\]

It follows that \( \partial_q \Phi_{N,a,\lambda} > C/(4r^{1/2}) \). Next, let \( \sin \theta > -C/r^{1/2} \) and assume \( P > 0 \) (otherwise apply non-stationary phase), which in turn implies \( P > r_0/2 \). Indeed, \( \cos \theta \geq \sin \theta > -C/r^{1/2} \) implies that \( \theta \in (-\frac{C}{\sqrt{r_0}}, \frac{\pi}{2}) \) and therefore in this regime we have \( \cos \theta \geq \sqrt{2} \). Finally, consider the case \(|\sin \theta| < C/r^{1/2}\) for \( C > 0 \) like before. Non degenerate stationary phase applies in \( p \), at two (almost) opposite values of \( p \), such that \(|p_\pm| \sim |\pm \sqrt{\cos \theta}| \geq 1/4\), which can be written as follows

\[
(78) \quad r \int_{\mathbb{R}^2} e^{i r^{3/2} \eta \Phi_{N,a,\lambda}} \chi_4(p, q, a, 1/N, h, \eta) \, dp dq = \frac{r}{r^{3/4}} \left( \int_{\mathbb{R}} e^{i r^{3/2} \eta (p + q)} \chi_4^+(q, a, 1/N, h, \eta) \, dq + \int_{\mathbb{R}} e^{i r^{3/2} \eta (p - q)} \chi_4^-(q, a, 1/N, h, \eta) \, dq \right).
\]

Indeed, the phase is stationary in \( p \) when

\[
p^2 = \cos \theta - \frac{\lambda^{1/3} K_\infty(a)}{N r^{1/2}} (p + q)(1 - a \mathcal{E}) + \frac{(p + q)^2}{4N^2} (1 - a \mathcal{E})^2,
\]

and from \( \cos \theta > \frac{\sqrt{2}}{r} \) and \( \frac{1}{r} \leq \frac{1}{r_0} \ll 1 \), \( \partial_p \Phi_{N,a,\lambda} = 0 \) has exactly two (separate) solutions, that we denote \( p_\pm = \pm \sqrt{\cos \theta} + O(r^{-1/2}) \). Using (76), at these critical points,

\[
\partial_p^2 \Phi_{N,a,\lambda}|_{p_\pm} = 2p + \frac{\lambda^{1/3} K_\infty(a)}{N r^{1/2}} (1 + O(a)) + O(N^{-2})|_{p_\pm},
\]

where we used boundedness of \((p, q)\), \( \partial_p \mathcal{E} = O(\frac{r^{1/2} \lambda^{-1/3}}{N}) \) to deduce smallness of all the terms except the first one. Then \( \lambda^{1/3} \ll N \), \( r^{-1/2} \ll 1 \), boundedness of \( K_\infty(a) \) (close to 1) together imply that for \( p \in \{p_\pm\} \), we have \( \partial_p^2 \Phi_{N,a,\lambda}|_{p_\pm} = 2p_\pm + O(r^{-1/2}) \) and \(|p_\pm| \geq \frac{1}{4} - O(r^{-1/2})\); therefore stationary phase applies. The critical values, denoted \( \Phi_{\pm,N,a,\lambda} \), are such that

\[
\partial_q \Phi_{\pm,N,a,\lambda}(q, \cdot) = \partial_q \Phi_{N,a,\lambda}(q, p_\pm, \cdot)
\]

\[
(79) \quad = (q^2 - \sin \theta + \frac{\lambda^{1/3} K_\infty(a)(p + q)}{N r^{1/2}} (1 - a \mathcal{E}) - \frac{(p + q)^2}{4N^2} (1 - a \mathcal{E})^2)(p = p_\pm).
\]
As $|\sin \theta| < C/r^{1/2}$, the remaining phases $\Phi_{\pm,N,a,\lambda}$ and $\Phi_{\pm,N,a,\lambda}$ may be stationary but degenerate. However, taking two derivatives in (79), one easily checks that $|\partial^2_q \Phi_{\pm,N,a,\lambda}| \geq 2 - O(r_0^{-1/2})$. Hence we get, by Van der Corput lemma,

$$\int_{\mathbb{R}} e^{i r^{3/2} \eta \Phi_{\pm,N,a,\lambda}} \chi^{\pm}(q, a, 1/N, h, \eta) dq \lesssim (r^{3/2})^{-1/3},$$

which in turn implies the remaining part of (75) for our current range of $(P, Q)$,

$$\int_{\mathbb{R}^2} e^{i r^{3/2} \eta \Phi_{N,a,\lambda}} \chi_4(p, q, a, 1/N, h, \eta) dp dq \lesssim r^{-5/4}.$$

Notice moreover that $|Q| = |r \sin \theta| \leq C r^{1/2}$, hence from $r^2 = P^2 + Q^2$, we have $P \sim r$ and $1/r^{1/4} \lesssim 1/(1 + |Q|^{1/2})$; under the restriction $P > Q$, e.g. $X < 1$, a better estimate holds,

$$\int_{\mathbb{R}^2} e^{i \lambda \eta p N,a} \chi(s, \sigma, a, 1/N, h, \eta) ds d\sigma \lesssim \frac{\lambda^{-2/3}}{(1 + |PQ|^{1/2})}.$$

In the last case $\sin \theta > C/r^{1/2}$, which means $P \geq Q \geq C r^{1/2}$, stationary phase holds in $(p, q)$: the determinant of the Hessian matrix is at least $C \sqrt{\cos \theta} \sqrt{\sin \theta}$ and we get the following bound for the integral in (81)

$$\frac{C}{(\sqrt{\cos \theta} \sqrt{\sin \theta})^{1/2} r^{3/2}} \lesssim \frac{1}{r \sqrt{\cos \theta} \sqrt{\sin \theta}} \lesssim \frac{1}{r |PQ|^{1/4}},$$

so in this case we get (compare to (71))

$$\int_{\mathbb{R}^2} e^{i \lambda \phi N,a} \chi(\lambda^{-1/3} \hat{q}, \lambda^{-1/3} \hat{p}, a, 1/N, h, \eta) d\hat{p} d\hat{q} \lesssim \frac{1}{\lambda^{2/3} |PQ|^{1/4}} \lesssim \frac{1}{\lambda^{2/3} r^{1/4}}.$$

Of course with $P \geq Q$ the $r^{1/4}$ factor may be improved to $|Q|^{1/2}$. However, we need to consider the symmetrical case, in which case we ultimately retain the $r^{1/4}$ factor, which always yields $|Q|^{1/4}$ irrespective of the relative positions of $P$ and $Q$. Hence, in all cases, with $|Q| \leq r$, recalling that $Q = \lambda^{2/3}(K_\infty(a) - 1) = \lambda^{2/3}(K_\infty(a) + 1)(K - 1)(1 + O(a))$ and $K = T/(4N)$,

$$|W_{N,a}(T, X, Y)| \lesssim \frac{h^{1/3}}{h^2} \frac{\lambda^{5/6}}{N^{1/2}} \frac{1}{\lambda^{2/3}(1 + r^{1/4})} \lesssim \frac{h^{1/3}}{h^2} \frac{1}{(N/\lambda^{1/3})^{1/2} + N^{1/4}|T - 4N|^{1/4}},$$

and in the particular case $X < 1$,

$$|W_{N,a}(T, X, Y)| \lesssim \frac{h^{1/3}}{h^2} \frac{\lambda^{5/6}}{N^{1/2}} \frac{1}{\lambda^{2/3}(1 + |Q|^{1/2})} \lesssim \frac{h^{1/3}}{h^2} \frac{1}{(N/\lambda^{1/3})^{1/2} + \lambda^{1/6}|T - 4N|^{1/2}}.$$

When $|N| \geq \lambda$ the proof proceeds similarly: just replace $(K_\infty(a)^2 - 1)$ by $A_{c|0} - 1$ in (71). When $|N| \leq \lambda^2$ we use (61) to replace $A_{c|0} - 1$ in (71) by $T_{3N}(1 + O(\lambda^{-2})) - 1$. When $|N| \geq \lambda^2$, we cannot take advantage of (61) anymore since $|T - 4N(1 + O(\lambda^{-2}))| = |T - 4N + O(N/\lambda^2)|$ and the last term can be large. We may use $A_{c|0} - 1 = 4(\frac{T}{4N} - 1)(1 + O(a))$ whose infimum is always 0; notice that in this case in the first order derivatives of $\tilde{\Phi}_{N,a,\lambda}$ we can keep only the first two terms $(\hat{q}^2 - Q, \hat{p}^2 - P)$. $Q = \lambda^{2/3}(A_{c|0} - 1)$, $P = \lambda^{2/3}(A_{c|0} - X)$, since the part of $A_c$ that depends on $\hat{p}, \hat{q}$ is too small to oscillate and we can bring it in the symbol. In fact,
discarding the terms depending on \( \tilde{p}, \tilde{q} \) in \( A_c \), gives essentially a product of two Airy functions whose worst decay is \((1 + |P|)^{-1/4}(1 + |Q|)^{-1/4}\). This concludes the proof of Proposition 7. \( \square \)

3.2.2. Proof of Propositions 6 and 5. As \( 1 \leq N < \lambda^{1/3} \ll \lambda \), we move \( \exp(iNB(\lambda A^{3/2})) \) (from the phase \( \Psi_{N,a,a} \) of \( W_N \)) into the symbol; the critical point \( A_c \) is given in Lemma 5, the critical value for the phase is \( \eta \phi_{N,a} \) and \( \phi_{N,a} \) (defined in (55)) does not depend on \( \eta \). The following bound is proved in [8] (for a phase that was constructed differently), uniformly for \( \eta \in \text{supp}(\psi) \),

\[
\int_{\mathbb{R}^2} e^{i\lambda \eta \phi_{N,a}(T,X,S,T)} \chi_3(S,T,a,1/N,h,\eta)\,dS\,dT \lesssim N^{1/4}\lambda^{-3/4}.
\]

Informally, the decay should be understood as resulting from a non degenerate stationary phase in one variable, followed by an application of Van der Corput lemma (with a non vanishing fourth derivative in the remaining variable). This accounts for the \( 1/2 + 1/4 = 3/4 \) exponent on the large parameter. We now obtain better bounds, either because in the remaining variable the phase has non vanishing derivative of order three (generating \( 1/2 + 1/3 = 5/6 \) decay) or two. In doing so, we uncover the geometry of the curves on which the phase may degenerate.

Set \( \Lambda = \lambda/N^3 \) to be the new (large) parameter. Re-scale again variables with \( S = q/N \) and \( T = p/N \) and set \( \Lambda \tilde{\phi}_{N,a}(T,X,p,q) = \lambda \phi_{N,a}(T,X,p/N,q/N) \). On the support of \( \chi \) we then have \( |(p,q)| \lesssim N \). We are reduced to proving

\[
\left| \int_{\mathbb{R}^2} e^{i\Lambda \eta \tilde{\phi}_{N,a}} \chi(q/N,p/N,a,1/N,h,\eta)\,dp\,dq \right| \lesssim \Lambda^{-3/4}.
\]

We have \( \nabla_{(p,q)} \tilde{\phi}_{N,a} = \left( q^2 + N^2(1 - A_c), p^2 + N^2(X - A_c) \right) \), where, using Lemma 5,

\[
A_c \left( K, \frac{(q + p)}{2N^2}, a \right) = \left( K_\infty(a) - \frac{(q + p)}{2N^2}(1 - aE(K,w,a)) \right)^2 \bigg|_{w = \frac{(q + p)}{2N^2}}.
\]

We define \( P = (K^2_\infty(a) - X)N^2 \) and \( Q = (K^2_\infty(a) - 1)N^2 \). With these notations,

\[
\partial_p \tilde{\phi}_{N,a} = q^2 - Q + K_\infty(a)(q + p)(1 - aE) - \frac{1}{4N^2}(q + p)^2(1 - aE)^2
\]

\[
\partial_q \tilde{\phi}_{N,a} = p^2 - P + K_\infty(a)(q + p)(1 - aE) - \frac{1}{4N^2}(q + p)^2(1 - aE)^2.
\]

Remark 3.6. For \( N \) sufficiently small even the terms with \( \frac{1}{N} \) may provide important contributions. At this stage and given that all variables were properly rescaled with respect to \( a \), the reader may, at first, set \( a = 0 \) (and even \( N = 1 \)) to make all subsequent computations more straightforward while capturing the correct asymptotics.

We start with \(|(P,Q)| \geq r_0\) for some large, fixed \( r_0 \), in which case we can follow the same approach as in the previous case. Set again \( P = r \cos \theta \) and \( Q = r \sin \theta \). If \(|(p,q)| < r_0/2\), then the corresponding integral is non stationary and we get decay by integration by parts. We change variables \((p,q) = r^{1/2}(p',q')\) with \( r_0 \leq r \lesssim N^2 \) and aim at proving

\[
\left| r \int_{\mathbb{R}^2} e^{r^{3/2}i\eta \phi_{N,a}} \chi(r^{1/2}q'/N, r^{1/2}p'/N, a, 1/N, h, \eta)\,dp'dq' \right| \lesssim r^{-1/4}\Lambda^{-5/6},
\]
where $\chi$ is compactly supported and $\Phi_{N,a}(T, X, p', q') := r^{-3/2}\widetilde{\Phi}_{N,a}(T, X, r^{1/2}p', r^{1/2}q')$. Compute
\[
\partial_p' \Phi_{N,a} = p^2 - \cos \theta + \frac{K_\infty(a)}{r^{1/2}}(q' + p')(1 - aE) - \frac{(q' + p')^2(1 - aE)^2}{4N^2},
\]
\[
\partial_q' \Phi_{N,a} = q^2 - \sin \theta + \frac{K_\infty(a)}{r^{1/2}}(q' + p')(1 - aE) - \frac{(q' + p')^2(1 - aE)^2}{4N^2}.
\]
As in the previous case, $\cos \theta$ and $\sin \theta$ play symmetrical parts: hence we set $P \geq Q$, $\cos \theta \geq \sin \theta$. If $|(p', q')| \geq M$ for some large $M \geq 1$, then, for critical points, $p_c^2 \geq q_c^2$ and if $M$ is sufficiently large non-stationary phase applies in $p'$. Therefore we are reduced, again, to bounded $|(p', q')|$. We deal with three cases, depending upon $Q = r \sin \theta$: if $\sin \theta < -\frac{C}{\sqrt{r}}$ for some sufficiently large constant $C > 0$, then
\[
\partial_q' \Phi_N \geq q^2 + \frac{C}{r^{1/2}} + \frac{K_\infty(a)}{r^{1/2}}(q' + p')(1 - aE) - \frac{(q' + p')^2(1 - aE)^2}{4N^2}.
\]
As $|(p', q')|$ is bounded, $E$ is bounded, $N$ is sufficiently large (from $N > \sqrt{r} \geq \sqrt{r_0}$) and $\frac{1}{\sqrt{r}} \geq \frac{1}{N}$, it follows that non-stationary phase applies: the sum of the last three terms in the previous inequality is greater than $C/(2r^{1/2})$ for $C$ large enough. If $|\sin \theta| \leq \frac{C}{\sqrt{r}}$, then, again, $\theta \in (-\frac{C}{\sqrt{r_0}}, \frac{\pi}{4})$ and $\cos \theta \geq \frac{\sqrt{2}}{2}$. We have $|Q| = |r \sin \theta| \leq C\sqrt{r}$; if $|Q| < C$, then $1 + |Q| \lesssim r^{1/2}$, while $|P| \sim r$. As in the previous case the stationary phase applies in $p'$ with non-degenerate critical points $p_{\pm}$ and yields a factor $(r^{3/2}A)^{-1/2}$; the critical values $\Phi_{\pm,N,a}$ of the phase function at these critical points are such that $|\partial_q' \Phi_{\pm,N,a}| \geq 2 - O(\frac{1}{\sqrt{r_0}})$ and therefore the integral with respect to $q'$ is bounded by $(r^{3/2}A)^{-1/2}$ by Van der Corput lemma. We obtain (87). If we are interested solely in $X < 1$, we may bound $r^{-1/4} \lesssim (1 + |Q|^{1/2})^{-1}$. Finally, if $\sin \theta > \frac{C}{\sqrt{r}}$, then $Q = r \sin \theta > C\sqrt{r}$ and therefore $N^2|K_\infty(a) - 1| > Cr^{1/2}$. We directly perform stationary phase with large parameter $r^{3/2}A$ as the determinant of the Hessian matrix at the critical point is at least $C\sqrt{\cos \theta \sin \theta}$: this yields the following bound for the left hand side term in (87), where the last inequality holds only for $X < 1$
\[
\frac{cr}{(\sqrt{\sin \theta} \sqrt{\cos \theta})^{1/2}r^{3/2}A} = \frac{1}{\Lambda} \frac{1}{(PQ)^{1/4}} \leq \frac{1}{\Lambda} \frac{1}{Q^{1/2}}.
\]
Considering we may exchange $P$ and $Q$, we have just proved Proposition 6: for $N < \lambda^{1/3}$ and $|T - 4N| \gtrsim 1/N$,
\[
|W_{N,a}(T, X, Y)| = \frac{h^{1/3} \lambda^{4/3}}{h^2 \sqrt{N} \sqrt{\Lambda N^2}} \int_{\mathbb{R}^2} e^{i^{r^{3/2}A}} \chi(r^{1/2}p'/N, r^{1/2}q'/N, a, 1/N, h, \eta) dp'dq' \lesssim \frac{h^{1/3} \lambda^{5/6}}{h^2 N^{5/2} r^{-1/4}} \left( \frac{\lambda}{N^3} \right)^{-5/6} \lesssim \frac{h^{1/3}}{h^2} \frac{1}{(1 + |Q|^{1/2})} \lesssim \frac{h^{1/3}}{h^2} \frac{1}{(1 + N^{1/4}|T - 4N|^{1/4})}.
\]
In the special case $X < 1$, we may replace $N^{1/4}|T - 4N|^{1/4}$ by $N^{1/2}|T - 4N|^{1/2}$. We now move to the most delicate case $|(P, Q)| \leq r_0$. For $|(p, q)|$ large, the phase is non stationary and integrations by parts provide $O(\Lambda^{-\infty})$ decay. So we may replace $\chi$ by a cutoff,
that we still call \( \chi \), that is compactly supported in \(|(p, q)| < R\). We will improve the estimates from [8] that were sharp only at \( p = q = 0 \) on this limiting case and prove

\[
I := \left| \int_{\mathbb{R}^2} e^{i\Lambda p \Phi_{N,a}} \chi(q/N, p/N, a, 1/N, h, \eta) \, dp dq \right| \lesssim \frac{\Lambda^{-5/6}}{\Lambda^{-1/12} + |Q|^{1/6}}.
\]

In [8], we proved a general lemma covering the most degenerate cases. Here, as explained earlier, we just proceed by identifying one variable where the usual stationary phase may be performed, and then evaluate the remaining 1D oscillating integral using Van der Corput earlier, we just proceed by identifying one variable where the usual stationary phase may be performed, and then evaluate the remaining 1D oscillating integral using Van der Corput lemma with different decay rates depending on the lower bounds on derivatives of order at most 4. Replacing \( A_c \) using (86) in \( \partial_q \Phi_{N,a} = q^2 + N^2(1 - A_c|_{w = \frac{(p+q)}{2N^2}}) \) and \( \partial_p \Phi_{N,a} = p^2 + N^2(X - A_c|_{w = \frac{(p+q)}{2N^2}}) \),

\[
\partial_q \Phi_{N,a} = q^2 - Q + K_\infty(a)(q + p)(1 - aE) - \frac{1}{4N^2}(q + p)^2(1 - aE)^2, \\
\partial_p \Phi_{N,a} = p^2 - P + K_\infty(a)(q + p)(1 - aE) - \frac{1}{4N^2}(q + p)^2(1 - aE)^2.
\]

Define \( H_N \) such that \(-pP - qQ + H_N(q, p, X, T) = \Phi_{N,a}(q, p, X, T)\), then

\[
\partial_q H_N = q^2 + K_\infty(a)(q + p)(1 - aE) - \frac{1}{4N^2}(q + p)^2(1 - aE)^2, \\
\partial_p H_N = p^2 + K_\infty(a)(q + p)(1 - aE) - \frac{1}{4N^2}(q + p)^2(1 - aE)^2.
\]

Moreover, the second order derivatives of \( H_N \) follow directly from those of \( \Phi_{N,a} \):

\[
\partial_q^2 H_N = \partial_{qq} \Phi_{N,a} = 2q - 2N^2A_1^{1/2}\partial_w(A_1^{1/2})\frac{\partial w}{\partial q} = 2q - A_1^{1/2}\partial_w(A_1^{1/2})|_{w = \frac{(p+q)}{2N^2}}, \\
\partial_p^2 H_N = \partial_{pp} \Phi_{N,a} = 2p - 2N^2A_1^{1/2}\partial_w(A_1^{1/2})\frac{\partial w}{\partial p} = 2p - A_1^{1/2}\partial_w(A_1^{1/2})|_{w = \frac{(p+q)}{2N^2}}, \\
\partial_{qq} H_N = \partial_{qq} \Phi_{N,a} = 2N^2A_1^{1/2}\partial_w(A_1^{1/2})\frac{\partial w}{\partial q} = -A_1^{1/2}\partial_w(A_1^{1/2})|_{w = \frac{(p+q)}{2N^2}},
\]

and we recall from (57) that the derivative of \( A_c \) with respect to \( w \) is given by

\[
\partial_w(A_1^{1/2})(K, w, a) = -\frac{1}{1 + aA_1^{1/2}(A_1^{1/2} + w)^3(K^2(1 + a)^3)}.
\]

The determinant of the Hessian matrix of \( H_N \) reads as follows

\[
\det \text{Hess } H_N = 4pq - 2(p + q)A_1^{1/2}\partial_w(A_1^{1/2})|_{w = \frac{(p+q)}{2N^2}},
\]

\[
= 4pq + 2(p + q)\frac{(K_\infty(a) - \frac{(q + p)}{2N^2}(1 - aE))}{1 + aA_1^{1/2}(A_1^{1/2} + w)^3(K^2(1 + a)^3)}|_{w = \frac{(p+q)}{2N^2}}.
\]

When \( \det \text{Hess } H_N \) is away from 0, the usual stationary phase applies, so we expect the worst contributions to occur in a neighborhood of \( C_N = \{(q, p), \det \text{Hess } H_N = 0\} \). Informally, for
\(|N| \neq 0\), the equation defining \(C_N\) will be close to either a parabola (\(|N| = 1\)) or an hyperbola (\(|N| \geq 2\)):

\[
C_{\pm 1}|_{a=0} = \left\{ (p-q)^2 = 2K(p+q) \right\}, \text{ and, for } |N| \geq 2, \quad C_N|_{a=0} = \left\{ 4pq + 2K(p+q) = \frac{(p+q)^2}{N^2} \right\}.
\]

These curves suggest to rotate variables: let \(\xi_1 = (p+q)/2\) and \(\xi_2 = (p-q)/2\). Then \(p = \xi_1 + \xi_2\) and \(q = \xi_1 - \xi_2\), and setting \(h_N(\xi_1, \xi_2) := -\Phi_{N,a}(p, q)\), from the above definition of \(H_N\) we get

\[
h_N(\xi_1, \xi_2) = (\xi_1 + \xi_2)P + (\xi_1 - \xi_2)Q - H_N(\xi_1 - \xi_2, \xi_1 + \xi_2)
= \xi_1 M_1 + \xi_2 M_2 - H_N(\xi_1 - \xi_2, \xi_1 + \xi_2),
\]

where we set \(M_1 = P + Q\) and \(M_2 = P - Q\). Using \(\frac{\partial (p,q)}{\partial (\xi_1, \xi_2)} = 2\),

\[
\frac{1}{2} \det \text{Hess}(\xi_1, \xi_2) h_N = \left( 4pq + 2(p+q) \left( K\infty(a) - \frac{(q+p)}{2N^2} (1-aE) \right) \right) \left[ 1 + aA_c^{1/2} \frac{(A_c^{1/2} + w)^3}{K^2(1+a)} \right] = 4 \left[ \xi_1^2 \left( 1 - \frac{1}{N^2}(1-aE) \right) - \xi_2^2 + K\infty(a) \xi_1 \left( \frac{1-aE}{1-aE} \right) \right],
\]

where we used (94) and set \(1 - aE(K, w, a) := (1 - aE(K, w, a))(1 + aA_c^{1/2} \frac{(A_c^{1/2} + w)^3}{K(1+a)})^{-1}\), for \(w = \frac{\xi_1}{N}\). Outside a small neighborhood of the set \(\{ \det \text{Hess}(\xi_1, \xi_2) h_N = 0 \}\), the stationary phase applies in both \((\xi_1, \xi_2)\); in fact in [8] we focused on degenerate critical points from this set. Here, we let \(|N| \geq 1\) and we will consider all cases irrespective of the Hessian. It should nevertheless be clear from the proof that the most degenerate cases are in a small neighborhood of \(\det \text{Hess}(\xi_1, \xi_2) h_N = 0\). We compute first \(\partial^2_{\xi_2} h_N = -4\xi_1\): using that \(\frac{\partial_p}{\partial \xi_2} = -\frac{\partial_q}{\partial \xi_2} = -1\),

\[
\partial_{\xi_2}(H_N(\xi_1 - \xi_2, \xi_1 + \xi_2)) = \left( \partial_p H_N - \partial_q H_N \right)|_{p=\xi_1+\xi_2, q=\xi_1-\xi_2} = \left( \partial_p h_N - 2\partial^2_{p,q} h_N + \partial^2_q h_N \right)|_{p=\xi_1+\xi_2, q=\xi_1-\xi_2}.
\]

Using now (91) and replacing \((p, q)\) by \((\xi_1 + \xi_2, \xi_1 - \xi_2)\) yields

\[
\partial^2_{\xi_2} h_N(\xi_1, \xi_2) = -\partial^2_{\xi_2}(H_N(\xi_1 - \xi_2, \xi_1 + \xi_2)) = -4\xi_1.
\]

**Case** \(|\xi_1| \geq c > 0\). From (98), stationary phase in \(\xi_2\) applies, with large parameter \(\Lambda\). Using (96), the critical point is such that \(M_2 = \partial_p H_N(q, p) - \partial_q H_N(q, p)\). Using (89) and (90) and replacing \(p, q\) by \((\xi_1 + \xi_2), (\xi_1 - \xi_2)\), we get \(M_2 = 4\xi_1 \xi_2\), so that \(\xi_2, c = \frac{M_2}{4\xi_1}\). Next, compute higher order derivatives for the critical value of the phase \(h_N(\xi_1, \xi_2)\) at \(\xi_2 = \xi_2, c\):

\[
\partial_{\xi_1}(h_N(\xi_1, \xi_2, c)) = \partial_{\xi_1} h_N(\xi_1, \xi_2)|_{\xi_2=\xi_2, c} + \frac{\partial}{\partial \xi_1} (\partial_{\xi_2} c h_N(\xi_1, \xi_2)|_{\xi_2=\xi_2, c}) = \partial_{\xi_1} h_N(\xi_1, \xi_2)|_{\xi_2=\xi_2, c}
= M_1 - (\partial_p H_N + \partial_q H_N)|_{q=\xi_1-\xi_2, p=\xi_1+\xi_2}
= M_1 - 2\xi_1^2 \left( 1 - \frac{1}{N^2}(1-aE)^2 \right) - 2\xi_2^2 - 4K\infty(a) \xi_1 (1-aE)|_{w=\xi_2, c}.
\]
The second order derivative of $h_N(\xi_1, \xi_2, c)$ with respect to $\xi_1$ equals

\[
\partial^2_{\xi_1}(h_N(\xi_1, \xi_2, c)) = -4 \left[ \xi_1 \left( 1 - \frac{1}{N^2} (1 - aE)^2 - \frac{a}{N^2} (1 - aE) \xi_1 \partial_{\xi_1} E \right) - \frac{M_2^2}{16 \xi_1^3} 
\right.
\]

\[
+ K_\infty(a) \left( (1 - aE) - a_\xi \partial_{\xi_1} E \right)
\]

\[
= -4 \left[ \xi_1 \left( 1 - \frac{1}{N^2} (1 - a\tilde{E}) \right) - \frac{M_2^2}{16 \xi_1^3} + K_\infty(a) \frac{1 - a\tilde{E}}{1 - aE} \right],
\]

where $\tilde{E}$ is defined as

\[
1 - a\tilde{E}(K, \xi_1/N^2, a) := (1 - aE(K, \xi_1/N^2, a)) (1 - aE(K, \xi_1/N^2, a) - a_\xi \partial_{\xi_1}(E(K, \xi_1/N^2, a))).
\]

\textbf{Lemma 7.} For $|N| \geq 1$, the critical point $\xi_1$ of $h_N(\xi_1, \xi_2, c)$ can be degenerate of order at most 2.

We need to prove that, when $\partial_{\xi_1}(h_N(\xi_1, \xi_2, c)) = \partial^2_{\xi_1}(h_N(\xi_1, \xi_2, c)) = 0$, the third order derivative doesn’t vanish. Taking the derivative of (100) with respect to $\xi_1$ yields

\[
\partial^3_{\xi_1}(h_N(\xi_1, \xi_2, c)) = -4 \left[ \left( 1 - \frac{1}{N^2} (1 - a\tilde{E}) \xi_1 \right) \right] + 3 \frac{M_2^2}{16 \xi_1^4} + \frac{aK_\infty(a)\tilde{E}}{1 - aE^2},
\]

where we set $\tilde{E} := (1 - a\tilde{E}) \partial_{\xi_1} E - (1 - aE) \partial_{\xi_1} E$. For all $|N| \geq 2$, the bracket in the right hand side term of (102) is strictly positive and we may apply Van der Corput lemma with non-vanishing third order derivative. We are left with $|N| = 1$ where the third order derivative may vanish when $M_2$ is very small: but in this case, the second derivative given in (100) doesn’t vanish and we can apply the usual stationary phase. Indeed, recall that $(\xi_1, \xi_2)$ is bounded (from $(p, q)$ bounded). Therefore, when $N^2 = 1$, the coefficient of $\xi_1$ in (100) is $O(a)$ and for $M_2$ such that $|M_2| \leq 4c^2$ we have $|M_2^2| \leq c$ for every $|\xi_1| \geq c$. We conclude using that $K_\infty(a) \sim 1$. As such, the contribution of the set $|\xi_1| > c$ (88) is at most $C(c) \times 1/\Lambda^{1/2} \times 1/\Lambda^{1/3}$, where the first factor is the non degenerate stationary phase in $\xi_2$ and the second one is coming from Van der Corput in $\xi_1$, irrespective of the value of $N$. We stress that we made no use of the value of the Hessian here.

\textbf{Case} $|\xi_1| \leq c$. Let now $\xi_1$ belong to a small neighborhood of 0, $|\xi_1| \leq c < 1/2$, then stationary phase (with non-degenerate critical point) applies in $\xi_1$: using (89) and (90), compute (see (99))

\[
\partial_{\xi_1} h_N(\xi_1, \xi_2) = M_1 - 2\xi_1^2 \left( 1 - \frac{1}{N^2} (1 - aE)^2 \right) - 2\xi_2^2 - 4K_\infty(a)\xi_1 (1 - aE) \bigg|_{w = \xi_1 N^2},
\]

\[
\partial^2_{\xi_1} h_N(\xi_1, \xi_2) = -4 \left( \xi_1 \left( 1 - \frac{1}{N^2} (1 - a\tilde{E}) \xi_1 \right) \right) + K_\infty(a) \frac{1 - a\tilde{E}}{1 - aE},
\]

where $\tilde{E}$ was defined in (101). As $a \ll 1$ and $\tilde{E}, E$ are uniformly bounded, $\partial^2_{\xi_1} h_N$ cannot vanish provided $\xi_1$ is sufficiently small. We denote $\xi_{1,c}$ the solution to $\partial_{\xi_1} h_N(\xi_1, \xi_2) = 0$, then, using (103),

\[
\xi_{1,c}^2 \left( 1 - \frac{1}{N^2} (1 - aE)^2 \right) + 2K_\infty(a)\xi_{1,c} (1 - aE) \bigg|_{w = \xi_{1,c} N^2} = \frac{M_1}{2} - \xi_2^2.
\]
Remark 3.7. Since $|M_1| = |P + Q| \leq 2r_0$ with $r_0$ fixed, it follows from (105) that both $\xi_{1,c}$ and $\xi_2$ remain bounded at stationary points and $|M_1/2 - \xi_2^2| \leq 4c$.

Recall that $E$ is a function of $(K, \xi_2, a)$ (and, in particular, independent of $\xi_2$), uniformly bounded, which implies that the same holds within parenthesis in (105). Consider $a = 0$, then (105) has an unique, explicit solution that reads as follows (we chose the solution that is closer to zero, as both $\xi_1$ and $M_1/2 - \xi_2^2$ are small)

$$\xi_{1,c|a=0} = (M_1/2 - \xi_2^2)F_0(M_1/2 - \xi_2^2, 1/N^2, K),$$

$$F_0(M_1/2 - \xi_2^2, 1/N^2, K) = \frac{1}{K + \sqrt{K^2 + (M_1/2 - \xi_2^2)(1 - 1/N^2)}}, \quad \forall N \neq 0.$$ 

Lemma 8. The solution to $\partial_{\xi_1} h_N = 0$ reads as follows

$$(106) \quad \xi_{1,c} = (M_1/2 - \xi_2^2)F(M_1/2 - \xi_2^2, 1/N^2, K, a),$$

where $F$ is a smooth function in all the variables such that $|\partial_{\xi_2}^k F| \leq C_k$, for all $k \geq 0$, where $C_k$ are positive constants. Moreover, $F(M_1/2 - \xi_2^2, 1/N^2, K, 0) = F_0(M_1/2 - \xi_2^2, 1/N^2, K)$.

Proof. From $E$ being a function of $(K, \xi_1, \xi_2, a)$, we let

$$H(\xi_1, 1/N^2, K, a, z) := \xi_1^2 \left(1 - \frac{1}{N^2}(1 - aE)^2\right) + 2K_\infty(a)\xi_1(1 - aE) - z$$

and therefore (105) translates into $H(\xi_{1,c}, 1/N^2, K, a, M_1/2 - \xi_2^2) = 0$. As both $\xi_1$ and $z$ are small, we may set $\xi_1 = zF(z)$, and apply the implicit function theorem to $H(F, z, a) = zF^2(1 - (1 - aE^2(zF))/N^2) + 2K_\infty(a)F(1 - aE(zF)) - 1$: notice that $H(1/(2K), 0, 0) = 2K$. Let $z = M_1/2 - \xi_2^2$. We get a function $F(z, 1/N^2, K, a)$ such that

$$\xi_{1,c} = zF(z, \cdot), \quad \partial_z(\xi_{1,c}) = \frac{1}{\partial_z H(F(z, \cdot), \cdot)} + 1.$$ 

In doing so, we may possibly reduce the size of the constant $c$ without loss of generality. Knowing the explicit formula for $a = 0$ yields $F(\cdot, 0) = F_0$. \hfill \Box

Let $\tilde{h}_N(\xi_2) := h_N(\xi_{1,c}, \xi_2)$, with $\xi_{1,c}$ given in (106): as

$$\partial_{\xi_2} \tilde{h}_N(\xi_2) = \partial_{\xi_2} \xi_{1,c} \partial_{\xi_1} h_N(\xi_{1,c}, \xi_2) + \partial_{\xi_2} h_N(\xi_1, \xi_2) |_{\xi_1 = \xi_{1,c}} = \partial_{\xi_2} h_N(\xi_1, \xi_2) |_{\xi_1 = \xi_{1,c}},$$

it follows from (96) that $\partial_{\xi_2} \tilde{h}_N = 0$ if and only if $M_2 - (\partial_p H_N - \partial_q H_N)(q, p)|_{(\xi_1, \xi_2)} = 0$. Using (89) and (90), we have $\partial_{\xi_2} \tilde{h}_N = 0$ if and only if $M_2 - 4\xi_{1,c}\xi_2 = 0$. We need the second derivative of $\tilde{h}_N$ that we will compute using $\partial_{\xi_2} \tilde{h}_N(\xi_2) = M_2 - 4\xi_{1,c}\xi_2$. Since

$$\partial_{\xi_2}^2 \tilde{h}_N = -4(\partial_{\xi_2} \xi_{1,c}\xi_2 + \xi_{1,c}),$$

we first compute the derivatives of $\xi_{1,c}$ with respect to $\xi_2$. Using (106), we have, for $z = M_1/2 - \xi_2^2$,

$$\partial_{\xi_2} \xi_{1,c} = \frac{dz}{d\xi_2} \partial_z(zF(z, \cdot)) = -2\xi_2 \tilde{F}(M_1/2 - \xi_2^2, \cdot),$$

where
where we have set \( \vec{F}(z, \cdot) = F(z, \cdot) + z\partial_z F(z, \cdot) \). The second derivative of \( \vec{h}_N \) is then
\[
\partial^2_{\xi_2} \vec{h}_N = -4(\partial_{\xi_2} \xi_{1,c} \xi_2 + \xi_{1,c})
\]
As both \( |z| < 4c \) and \( a \ll 1 \), if \(|M_1| > 15c\) we have \(|\partial^2_{\xi_2} \vec{h}_N| \geq c/K\) and the usual stationary phase in \( \xi_2 \) will hold (notice how this is consistent with being away from a small neighborhood of \( C_N \), see (95)). Since \( z \) is small, critical points are degenerate if and only if
\[
M_1 F(z, \cdot) - 3zF(z, \cdot) + z(M_1 - 2z)\partial_z F(z, \cdot) = 0.
\]
As both \( M_1 \) and \( z \) are now of size at most 15c, the third term is \( O(c^2) \) and we set \( z = M_1 Z(M_1, a) \) \( H(Z, M_1, a) = F(M_1 Z, \cdot) - 3ZF(M_1 Z, \cdot) + Z(M_1 - 2M_1 Z)(\partial_z F)(M_1 Z, \cdot) \), so that \( H(1/3, 0, 0) = 0 \) and \( \partial_z H(1/3, 0, 0) \sim F(0, \cdot, 0) \neq 0 \), so that \( z = M_1 Z(M_1, a) \), with \( Z(0, 0) = 1/3 \). Moreover, we may compute exactly \( Z(M_1, 0) = Z_0(M_1, K, 1/N^2) \). Therefore, we have
\[
(M_1/2 - \xi_2^2) = M_1 Z(M_1, 1/N^2, K, a), \quad Z(0, 1/N^2, K, 0) = 1/3.
\]
Therefore, degenerate critical points \( \xi_{2,\pm} \) (solution to \( \partial^2_{\xi_2} \vec{h}_N = 0 \)) only exist if \( M_1 \geq 0 \) (otherwise, non degenerate stationary phase applies and provides better decay \( 1/\sqrt(-M_1N) \), but this case will be subsumed in a later application of Van der Corput). These \( \xi_{2,\pm} \) are functions of \( \sqrt M_1 \) that coincide at \( M_1 = 0 \) (at which they are both equal to 0.) In fact, from(109) we get
\[
\xi_{2,\pm} = \pm \frac{\sqrt M_1}{\sqrt 6} (1 + O(M_1, a)).
\]
We now compute the second and third derivatives of \( \xi_{1,c} \) with respect to \( \xi_2 \):
\[
\partial^2_{\xi_2} \xi_{1,c} = \frac{d^2 z}{d\xi_2^2} \partial_z (zF(z)) + \left( \frac{d^2 z}{d\xi_2^2} \right)^2 \partial_z^2 (zF(z)) \bigg|_{z=(M_1/2-2\xi_2^2)}
\]
and therefore
\[
\partial^2_{\xi_2} \vec{h}_N(\xi_2) = -4(2\partial_{\xi_2} \xi_{1,c} + \xi_2 \partial^2_{\xi_2} \xi_{1,c})
\]
\[
= 24\xi_2 \left( \vec{F}(M_1/2 - 2\xi_2^2, \cdot) + \frac{2}{3} \xi_2^2 \partial_z \vec{F}(M_1/2 - 2\xi_2^2, \cdot) - \frac{12\xi_2}{K}(1 + O(\xi_2^2, a)).
\]
At \( M_1 = 0 \) the order of degeneracy is higher as \( \xi_{2,\pm}|_{M_1=0} = 0 \) and \( \partial^2_{\xi_2} \vec{h}_N(\xi_{2,\pm})|_{M_1=0} = 0 \). However, the fourth derivative doesn’t cancel at \( \xi_{2,\pm} \) as it stays close to \( 12/K \) for small \( a \) (recall the \( O(\cdot) \) of (111) is a smooth function of its arguments, hence we do not need to compute further derivatives of \( \xi_{1,c} \) to get the leading term). Going back to \( \partial_{\xi_2} \vec{h}_N = 0 \), we deduce that \( M_2 = O(c^{3/2}) \). When degenerate critical points exist, from \( M_2 = 4\xi_{1,c}|_{\xi_{2,\pm} = \xi_{2,\pm}} \),
using (106) and (110), we have

\[(112) \quad M_2 = 4 \frac{\xi_2^3}{K} + (1 + O(M_1, a)) = \pm \frac{\sqrt{3}}{3\sqrt{3}K} M_1^{3/2}(1 + O(M_1, a)).\]

Hence, at degenerate critical points, we must have (112), which is at leading order the equation of a cusp. We may now conclude in the small neighborhood \(M\)'s turns out to be the worst case scenario for Strichartz estimates later.

\[\text{Remark 3.8. The same rotation of the (S, T) variables may also be applied when } |N| > \lambda^{1/3} \text{ (and } |N| < \lambda^{1/3}, (P, Q) \text{ large). While longer than the direct argument we used, it does provide more insight on the geometry of the wave front. However, the worst possible non-degenerate stationary phase scenario, around } N \sim \lambda^{2/3} \text{ provides the same } \lambda^{2/3} \text{ decay as the most degenerate case: singular points cannot be singled out in decay estimates, even if we know precisely where they are. This set of } N \text{'s turns out to be the worst case scenario for Strichartz estimates later.} \]

3.2.3. Proof of Proposition 4. We first prove that for \(|T| \leq \frac{5}{2}\) only \(W_{N,a}(T, X, Y)\) with \(N \in \{0, \pm 1\}\) provide a non-trivial contribution. The phase \(\Psi_{N,a,a}\) is stationary for \(A\) such that

\[(114) \quad \frac{T\sqrt{1 + a}}{2\sqrt{1 + aA}} = 2\sqrt{A} N + Y + S, \quad N \in \mathbb{Z},\]

and stationary for \(Y, S\) such that \(S^2 = A - 1\) and \(Y^2 = A - X\), with \(X \geq 0\); therefore we must have \(|Y + S| < 4A\). Let \(|T| \leq \frac{5}{2}\) and consider \(|N| \geq 2\) if \(\Psi_{N,a,a}(T, \cdot)\) is stationary in \((A, Y, S)\) then

\[\frac{5\sqrt{1 + a}}{8\sqrt{1 + aA}} \geq \left| \frac{T\sqrt{1 + a}}{2\sqrt{1 + aA}} \right| \geq 2\sqrt{A}|N| - |Y + S| \geq 2\sqrt{A}\left(2 - \frac{|Y + S|}{2\sqrt{A}}\right) \geq 2\sqrt{A},\]

which yields \(\sqrt{A} \leq \frac{5}{16}\), but for such small values of \(A\) the phase would be non-stationary in \(S\) (and we are out of the support of \(\psi_2(A)\)). Therefore, for such \(T\)’s, the sum over \(N\) in
$G_{h,T}^+(T, \cdot)$ reduces to $N \in \{0, \pm 1\}$. Let $N = 0$: we will apply the stationary phase in $(A, Y, S)$ as long as $|Y + S| \geq c$ for some small constant $c > 0$. Compute

$$\det \text{Hess}_{A,Y,S} \Psi_{0,a,a}(T, \cdot) |_{\nabla^2 \Psi_{0,a,a} = 0} = 2|Y + S| \left[ 1 + 4a \frac{ST(Y + S)^2}{(1 + a)T^2} \right],$$

and the critical points satisfy (114) with $N = 0$, which yields $4a \frac{ST(Y + S)^2}{(1 + a)T^2} \leq aA \ll 1$. Therefore (115) only vanishes for $Y + S = 0$. Write $1 = \chi_0(Y + S) + (1 - \chi_0)(Y + S)$, where $\chi_0 \in C_0^\infty(-2c, 2c)$ and $\chi_0 = 1$ on $[-c, c]$ for some small $c$ and write $W_{0,a} := W_{0,a,\chi_0} + W_{0,a,1-\chi_0}$ accordingly, by splitting the symbol. Then in $W_{0,a,1-\chi_0}$ the usual stationary phase applies with large parameter $\lambda$ and yields

$$|W_{0,a,1-\chi_0}(T, X, Y)| \lesssim \frac{a^2}{h^3} \lambda^{-3/2} \sim \frac{1}{h^2} \lambda^{1/2} \lesssim \frac{1}{h^2} \left( \frac{h}{\lambda} \right)^{1/2}. $$

On the support of $W_{0,a,\chi_0}$ we have to sort out more cases: using (114), $\Psi_{0,a,a}$ is non-stationary in $A$ on the support of $\chi_0(S + Y)$ if $|T| \geq 4c$ or if $|X - 1| \geq 4c$. Set $\xi_1 = Y + S$, $\xi_2 = S - Y$, and

$$g(\xi_1, \xi_2, A) := \Psi_{0,a,a}(T, X, Y, (\xi_1 - \xi_2)/2, (\xi_1 + \xi_2)/2, A, 1)$$

where $\xi_1 \leq 2c$, $|T| \leq 4c$, $|X - 1| \leq 4c$. Then the stationary phase applies in $(\xi_1, A)$: we have

$$\partial_{\xi_1} g = 2\xi_2^2 + 2\xi_2^2 + (1 + X - 2A)/2, \quad \partial_A g = -\xi_1 + \frac{T\sqrt{1 + a(A - 1)}}{2\sqrt{1 + aA}},$$

then $\partial_{\xi_1}^2 a = -1$, while $|(\partial_{\xi_1}^2 a)(\partial_A^2 a)| \sim |aT\xi_1| = O(a)$ and by stationary phase we get a decay factor $\lambda^{-1}$ and are left with the integration in $\xi_2$. If we denote $\xi_{1,c}, A_c$ the critical points satisfying $\nabla_{\xi_{1,c}} a = 0$, we have

$$\partial_{\xi_2} g(\xi_{1,c}, \xi_2, A_c) = 4\xi_{1,c} \xi_2 + (1 - X)/2, \quad \partial_{\xi_2}^2 g(\xi_{1,c}, \xi_2, A_c) = 4\xi_{1,c} + 4\xi_2 \partial_{\xi_2} \xi_{1,c}.$$ 

Using (117) we compute

$$\xi_{1,c}^2 \left( 1 + 2a(\xi_{1,c}^2 + \xi_2^2 + (1 + X)/4) \right) = \frac{T^2}{4} (1 + a),$$

therefore $\xi_{1,c} = \frac{T}{2}(1 + O(a))$, $\partial_{\xi_2} \xi_{1,c} = -2a\xi_2 \xi_{1,c}(1 + O(a))$ and $\partial_{\xi_2}^2 g(\xi_{1,c}, \xi_2, A_c, \cdot) = 4\xi_{1,c}(1 + O(a^2))$. If $|T| \geq M$, for some large $M > 1$ then stationary phase applies in $\xi_2$ and yields an additional factor $(\lambda|T|)^{-1/2}$. We eventually find for some large $M > 1$,

$$|W_{0,a,\chi_0}(T, X, Y)| \lesssim \frac{a^2}{h^3} \left\{ \begin{array}{ll} \lambda^{-1}(\lambda|T|)^{-1/2}, & \text{if } M/\lambda \leq |T| \leq 5c, \\ \lambda^{-1}, & \text{if } |T| \leq M/\lambda. \end{array} \right.$$ 

For $|T| \in [M/\lambda, 5c]$, we have $\frac{a^2}{h^3} \lambda^{-1}(\lambda|T|)^{-1/2} = \frac{1}{h^4} \lambda^{1/2}$. For $|T| = \frac{M}{\lambda} \leq M/\lambda = Mh/a^{3/2}$ we have $\frac{a^2}{h^3} \lambda^{-1} = \frac{a}{h^2} \leq \frac{M}{h^2} \lambda^{1/2}$ since $t > Mh/a$. This yields $|W_{0,a,\chi_0}(T, X, Y)| \lesssim \frac{1}{h^4} \lambda^{1/2}$. 
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Let now $N = 1$ and $|T| \leq \frac{5}{2}$: using (114) with $N = 1$ yields
\begin{equation}
\frac{5\sqrt{1 + a}}{8\sqrt{1 + a}A} \geq \frac{|T|\sqrt{1 + a}}{2\sqrt{1 + a}A} \geq 2\sqrt{A} - |Y + S|,
\end{equation}
and therefore $|Y + S| \geq \frac{3}{8}$ when the phase is stationary in $A$. Compute
\[ \det \text{Hess}_{A,T,a} \Psi_{1,a,a}(T, \cdot) = \left| 4SY \partial^2_a \Psi_{1,a,a}(T, \cdot) - 2(Y + S) \right|, \]
where $\partial^2_a \Psi_{1,a,a} = -\frac{1}{\sqrt{A}} + \partial^2 \Psi_{0,a,a} = -\frac{1}{\sqrt{A}} + O(a)$. If $|S| \leq \frac{1}{10}$ or $|Y| \leq \frac{1}{10}$, then using $|Y + S| \geq \frac{3}{8}$ we apply stationary phase in $(A, Y, S)$ since $2|Y + S| - 4\frac{|SY|}{\sqrt{A}} \geq \frac{3}{4} - \frac{|Y|}{2\sqrt{A}} \geq \frac{1}{4}$. If both $|S|, |Y| \geq \frac{1}{10}$ and $2\frac{ST}{2} + Y + S) \geq c$ for some $c > 0$, stationary phase applies. Consider the case $2\frac{ST}{2} + Y + S) \leq c$ for some small $c$ and $|S|, |Y| \geq \frac{1}{10}$: then $S, Y < 0$ and the critical points are $S_c = -\sqrt{A - 1}, Y_c = -\sqrt{A - X}$. $A$ should be solution to
\[
2\frac{\sqrt{A - X}}{\sqrt{A - 1}} = \sqrt{A - 1} - \sqrt{A - X} \iff \frac{1}{\sqrt{1 - 1/A}} + \frac{1}{\sqrt{1 - X/A}} = 2
\]
and since $\frac{1}{\sqrt{1 - X/A}} \geq 1$ and $\frac{1}{\sqrt{1 - 1/A}} = 1 + 1/(2A) + O(1/(2A)^2) > 1 + 1/A \geq 1 + 1/9$, there is no solution. Therefore for critical $A, S, Y$, $| \det \text{Hess}_{A,T,Y} \Psi_{1,a,a}(T, \cdot) | \geq c > 0$. Stationary phase then applies, providing a factor $\lambda^{-3/2}$ and $|W_{1,a}(T, \cdot)| \lesssim \frac{1}{\sqrt{h}}$. Notice that if $|T|$ takes larger values, (118) doesn’t help anymore to lower bound $|Y + S|$: when $|T| \sim 4$ we start to see the first swallowtail in the wavefront set. This completes the proof of Proposition 4.

3.3. Transverse waves for $\gamma > h^{2/3 - \varepsilon}$. We now consider $a < \gamma/4$: re-scale variables,
\begin{equation}
x = \gamma X, \quad \alpha = \gamma A, \quad t = \sqrt{\gamma} T, \quad s = \sqrt{\gamma} S, \quad \sigma = \sqrt{\gamma} Y, \quad y + t\sqrt{1 + \gamma} = \gamma^{3/2} Y.
\end{equation}
Let $\lambda_\gamma = \gamma^{3/2}/h$ be our large parameter, with $\Psi_{N,a,\gamma}$ introduced in (29), we have
\begin{equation}
G_{h,\gamma}^+(t, x, y, a, 0, 0) = \frac{\gamma^2}{(2\pi h)^3} \sum_N \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{i\lambda N,a,\gamma \eta^2 \psi(\eta)} \chi_1(\lambda^{2/3} A) \psi_2(A) \, dSdYdAd\eta,
\end{equation}
where supp $\psi_2 \subset [\frac{1}{2}, \frac{3}{2}]$. As critical points in $S, Y$ are such that $S^2 = A - \frac{2}{\gamma}, \ Y^2 = A - X$, using that $A \leq 3/2$ we restrict ourselves to $|S|, |Y| < 3/2$ without changing the contribution modulo $O(h^\infty)$. As for $X > A$ there are no real critical points with respect to $Y$, we may restrict to $X \approx 1$ (hence $x \approx \gamma$. Actually from symmetry of the Green function $G_{h,\gamma}^+$, we could even restrict to $x < a$, e.g. $X < a/\gamma < 1/4$ but we will not need it).

Therefore $G_{h,\gamma}^+(t, x, y, a, 0, 0) = G_{h,\gamma}^{+,b} + O(h^\infty)$ with $G_{h,\gamma}^{+,b} = \sum_N W_{N,\gamma}(T, X, Y)$ and
\begin{equation}
W_{N,\gamma}(T, X, Y) := \frac{\gamma^2}{(2\pi h)^3} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{i\lambda N,a,\gamma \eta^2 \psi(\eta)} \chi_2(S) \chi_2(Y) \psi_2(A) \, dSdYdAd\eta.
\end{equation}
Here we dropped the $\chi_1$ cut-off that is irrelevant since we consider $\lambda_\gamma$ to be large. We will prove the following propositions (recall $t = \sqrt{\gamma} T$, therefore $t\gamma/h = T\lambda_\gamma$):
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Proposition 8. For $|T| \leq 1$, we have

\begin{equation}
|W_{0,\gamma}(T, X, Y)| + |G_{h,\gamma}^{+,\hat{\beta}}(x, y, a, 0, 0)| \lesssim \frac{\sqrt{\gamma}}{h^2} \inf \left( 1, \left( \frac{h}{\gamma t} \right)^{1/2} \right).
\end{equation}

Proposition 9. For $1 \leq |T| \leq 9$, we have

\begin{equation}
\sum_{|N| \leq 2} |W_{N,\gamma}(T, X, Y)| \lesssim \frac{\sqrt{\gamma}}{h^2} \inf \left( 1, \left( \frac{h}{\gamma t} \right)^{1/3} \right) \sim \frac{\gamma^{1/6}}{h^{1/3}} \left( \frac{h}{t} \right)^{1/3}.
\end{equation}

Proposition 10. For $9 \leq |T| \lesssim \lambda_\gamma^2$, we have

\begin{equation}
|W_{N,\gamma}(T, X, Y)| \lesssim \frac{\gamma^2}{h^3 \lambda_\gamma^6 N},
\end{equation}

\begin{equation}
|G_{h,\gamma}^{+,\hat{\beta}}(t, x, y, a, 0, 0)| \lesssim \frac{h^{1/3} \gamma^{1/4}}{h^2 \sqrt{t}}.
\end{equation}

Proposition 11. For $|T| \gtrsim \lambda_\gamma^2$, we have

\begin{equation}
\frac{\gamma^2}{h^5 \lambda_\gamma^6}
\end{equation}

\begin{equation}
|G_{h,\gamma}^{+,\hat{\beta}}(t, x, y, a, 0, 0)| \lesssim \frac{h^{1/3}}{h^2 \lambda_\gamma^{3/2}}.
\end{equation}

We start with $W_{N,\gamma}$. As $a/\gamma < 1/4$ and $A > 1/2$, $|S_\pm| = \sqrt{A - \frac{a}{\gamma}} > 1/2$ and the usual stationary phase applies in this variable; the critical values of the phase at $S_\pm$ are

\begin{equation}
\Psi_{N,a,\gamma}(T, X, Y, \Upsilon, A, \eta),
\end{equation}

where $\Psi_{N,a,\gamma}(T, X, Y, \Upsilon, A, \eta)$ have been defined in (40) and accordingly we set $W_{N,\gamma} = W_{N,\gamma}^+ + W_{N,\gamma}^-$.

The phases $\Psi_{N,a,\gamma}^\pm$ are stationary in $A$ when

\begin{equation}
\frac{T}{2\sqrt{1 + \gamma A}} + \Upsilon \pm \sqrt{A - \frac{a}{\gamma}} = 2N\sqrt{A} \left( 1 - \frac{3}{4} B'(|\eta \lambda A|^{3/2}) \right).
\end{equation}

The second derivative with respect to $A$ is

\begin{equation}
\frac{\partial^2_{A} \Psi_{N,a,\gamma}^\pm}{4 \sqrt{1 + \gamma A}^3} = - \frac{\gamma T}{4 \sqrt{A - a/\gamma}} \pm \frac{1}{2 \sqrt{A - a/\gamma}} - \frac{N}{\sqrt{A}} \left( 1 - \frac{3}{4} B'(z) - \frac{9}{4} z B''(z) \right) \bigg|_{z = \eta \lambda A^{3/2}}.
\end{equation}

If $N = 0$, the middle term dominates the first one (as $\gamma \ll 1$). If $|N| \geq 1$, the last term overcomes the next to last; this is obvious unless $|N| = 1$, in which case $\sqrt{A} \sim 2 \sqrt{A - a/\gamma}$ would imply $3A \sim a/\gamma < 1/4$ which is excluded by the support condition on $A$. Therefore $|\partial^2_{A} \Psi_{N,a,\gamma}^\pm| \gtrsim 1$.

The stationary phase in $A$ applies so we are left to deal with the remaining variables $\Upsilon, \eta$. When $|T|$ is not too large, we will only integrate in $\Upsilon$ and then simply discard the integral in $\eta$ which is bounded as it has compact support; when $|T| > \lambda_\gamma^2$ the stationary phase in $\eta$ turns
out to be particularly useful. The critical value of the phase functions \( \Psi^\pm_{N,a,\gamma}(T, X, Y, A, \eta) \) satisfies
\[
(128) \quad \partial_T \Psi^\pm_{N,a,\gamma}(T, X, Y, A, \eta) = \Upsilon^2 - X - A,
\]
\[
\partial_T^2 \Psi^\pm_{N,a,\gamma}|_{A_c} = (\partial_T^2 \Psi^\pm_{N,a,\gamma} + 2\partial_T A_c \partial_T \Psi^\pm_{N,a,\gamma} + (\partial_T A_c)^2 \partial_T^3 \Psi^\pm_{N,a,\gamma})|_{A_c}.
\]
From (126) (equation on \( A_c = A_c(T, N, \eta) \)), we have \((\partial_T A_c)(\partial_T^2 \Psi^\pm_{N,a,\gamma}|_{A_c}) = 1\). Then,
\[
(129) \quad \partial_T^2 \Psi^\pm_{N,a,\gamma}|_{A_c} = 2\Upsilon + \partial_T A_c(1 + 2\partial_T^2 A_c \Psi^\pm_{N,a,\gamma}) = 2\Upsilon - \partial_T A_c.
\]

**Lemma 9.** For a given \(|N| \geq 2\) and a given point \((T, X, Y)\) with \(T \sim 4N\), the phase \( \Psi^\pm_{N,a,\gamma}|_{A_c} \) has at most one degenerate critical point of order two with respect to \(\Upsilon\).

**Proof.** Let \(|N| \geq 2\). Using (127), \(\partial_T^2 \Psi^\pm_{N,a,\gamma}|_{A_c} = 0\) becomes \(2\Upsilon = \partial_T A_c\):
\[
\Upsilon = \frac{-\sqrt{A_c}}{(2N \mp 1)(1 - \frac{3}{4}B'(z) - \frac{9}{4}z B''(z)) \mp \frac{3}{4}(B'(z) + 3z B''(z)) \pm \frac{\alpha/(\gamma \sqrt{A_c-a/\gamma})}{\sqrt{A_c+\sqrt{A_c-a/\gamma}}} + \frac{c}{2(1+\gamma A_c)^{3/2}}}.
\]
with \(z = \eta \lambda A_c^{3/2}\). From (126) we also get
\[
\sqrt{A_c} = \frac{T}{2\sqrt{1+\gamma A_c}} - \Upsilon \mp \frac{\alpha/(\gamma \sqrt{A_c-a/\gamma})}{\sqrt{A_c+\sqrt{A_c-a/\gamma}}} - \frac{3}{4} \sqrt{A_c B'(\eta \lambda \gamma A_c^{3/2})}.
\]
and hence a solution to \(\partial_T^2 \Psi^\pm_{N,a,\gamma}|_{A_c} = 0\) is such that
\[
\Upsilon = \frac{\Upsilon - T(1 + O(\gamma)) + O(\alpha/\gamma) + O(\lambda^{-2})}{(2N \mp 1)(1 - \frac{3}{4}B'(z) + (\eta \lambda \gamma A_c^{3/2})}.
\]
Notice that for every given \(T, N\) we obtain an unique solution \(\Upsilon_c(T, N, \gamma)\). Asking \(\Upsilon_c\) to be a critical point gives also \(\Upsilon^2_c = A_c - X\), which provides the relation between \(T\) and \(X\) at those points where the phase is degenerate of order at least two. To check the order of degeneracy we consider higher order derivatives. We have \(\partial_T^3 \Psi^\pm_{N,a,\gamma}|_{A_c} = 2 - \partial_T^2 A_c = 2 + (\partial_T A_c)^2 \partial_T^3 \Psi^\pm_{N,a,\gamma}|_{A_c}\).

Compute
\[
(131) \quad \partial_T^3 \Psi^\pm_{N,a,\gamma}|_{A_c} = \frac{3\gamma^2 T}{8\sqrt{1+\gamma A_c}} \mp \frac{1}{4\sqrt{A_c-a/\gamma}} + \frac{N}{2\sqrt{A_c}}(1 + O(\lambda^{-2}))
\]
and hence \(\partial_T^3 \Psi^\pm_{N,a,\gamma}|_{A_c} \sim \frac{(N \mp 1/2)}{2A_c^{3/2}}\), while \(\partial_T A_c \sim (\partial_T^3 \Psi^\pm_{N,a,\gamma}|_{A_c})^{-1} \sim -\frac{\sqrt{A_c}}{(N \mp 1/2)^3}\) and \(\partial_T A_c)^3 \sim -\frac{A_c^{3/2}}{(N \mp 1/2)^3}\) which means that for \(|N| \geq 2\) the critical point \(\Upsilon_c\) is degenerate of order exactly two and the absolute value of the third derivative is bounded from below by a constant. \(\square\)

**Lemma 10.** For \(N = 0\) and \(T \neq 0\), we have \(\partial_T^2 \Psi^\pm_{0,a,\gamma}|_{A_c} = T(1 + O(\gamma))\).

**Proof.** Let \(N = 0\) and \(A_c = A_c(\Upsilon, T, N, \eta)\) be the solution to (126); taking the derivative with respect to \(\Upsilon\) yields
\[
\partial_T A_c = \mp \frac{2\sqrt{A_c-a/\gamma}}{1 + \gamma T \sqrt{A_c-a/\gamma}} = \frac{2(\Upsilon - \frac{T}{2\sqrt{1+\gamma A_c}})}{\sqrt{T} \frac{2(1+\gamma A_c)^{3/2}}}.
\]
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and we obtain, after replacing \( \Upsilon \) with its expression from (126)

\[
(132) \quad \partial_Y^2 \Psi_{0,a,\gamma}^{\pm} \big|_{A_c} = 2 \Upsilon - \frac{2(\Upsilon - \frac{\partial^T}{\partial 1 + \gamma A_c})}{1 + \frac{\partial^T}{\partial 1 + \gamma A_c} \Upsilon} = \frac{T}{\sqrt{1 + \gamma A_c}} \left( 1 + \frac{\gamma A_c - a/\gamma}{2(1 + \gamma A_c)} \right),
\]

which ends the proof. \( \square \)

**Lemma 11.** For \( N = \pm 1 \) the following holds:

1. Each phase function \( \Psi_{\pm 1,a,\gamma}^{\pm}(T, X, Y, \Upsilon, A_c, \eta) \) has at most one degenerate critical point \( \Upsilon_c \) of order exactly two. Moreover, \( |\Upsilon_c| \leq A_c \) and \( |T| \gtrsim \sqrt{A_c} \).

2. For \( T \neq 0 \), we have \( \partial_Y^2 \Psi_{\pm,a,\gamma}^{\pm} = T(1 + O(\gamma)) \).

**Proof.** Let \( N = 1 \) : for \( \Psi_{\pm 1,a,\gamma}^{\pm} \) the proof follows the one of Lemma 3.3, except for the lower bound on \( T \) that is a direct consequence of (126), with \( \pm = - \). For \( \Psi_{\pm 1,a,\gamma}^{\pm} \) we proceed as in the proof of Lemma 10; notice that in that case, (126), with \( \pm = + \) forces \( |T| \gtrsim 1 \). \( \square \)

**Lemma 12.** Let \( \lambda_\gamma^2 \lesssim |N| \) and \( \Psi_{N,a,\gamma}^{\pm} \) given in (40). Then stationary phase applies for \( \Psi_{N,a,\gamma}^{\pm} \) in \((A, \eta) \) and, moreover, its critical value \( \Psi_{N,a,\gamma}^{\pm}(T, X, Y, \Upsilon, A_c, \eta_c) \) has at most one critical point of order exactly two in \( \Upsilon \).

**Proof.** The derivatives with respect to \( A, \eta \) of \( \Psi_{N,a,\gamma}^{\pm} \) are given by

\[
\partial_A(\Psi_{N,a,\gamma}^{\pm}) = \eta \left( \frac{T}{2 \sqrt{1 + \gamma A}} + \Upsilon^3/3 + \Upsilon(X - A) \pm \sqrt{A - a/\gamma} - 2N(1 - \frac{3}{4} B'(\eta \lambda_\gamma A^{3/2})) \right),
\]

\[
\partial_\eta(\Psi_{N,a,\gamma}^{\pm}) = \Upsilon + \Upsilon^3/3 + \Upsilon(X - A) \pm \frac{2}{3} \left( A - \frac{a}{\gamma} \right)^{3/2} + \frac{T(\sqrt{1 + \gamma A} - \sqrt{1 + \gamma}) - \frac{4}{3} NA^{3/2}(1 - \frac{3}{4} B'(\eta \lambda_\gamma A^{3/2}))}{\gamma}.
\]

The second order derivatives are

\[
\partial_A^2(\Psi_{N,a,\gamma}^{\pm}) = \text{RHS term in (127)}, \quad \partial_\eta^2(\Psi_{N,a,\gamma}^{\pm}) = N \lambda_\gamma A^3 B''(\eta \lambda_\gamma A^{3/2}) \sim \frac{N^2}{\lambda_\gamma^2},
\]

\[
\partial_{\eta,A}(\Psi_{N,a,\gamma}^{\pm}) = \eta^{-1} \partial_A(\Psi_{N,a,\gamma}^{\pm}) + \frac{3}{2} \eta \lambda_\gamma N A^2 B''(\eta \lambda_\gamma A^{3/2}),
\]

and when \( \nabla_A \eta \Psi_{N,a,\gamma}^{\pm} = 0 \), the determinant of the Hessian matrix of \( \Psi_{N,a,\gamma}^{\pm} \) is

\[
\det \text{Hess} \Psi_{N,a,\gamma}^{\pm} |_{\nabla_A \eta \Psi_{N,a,\gamma}^{\pm} = 0} \sim \frac{N^2}{\lambda_\gamma^2}, \quad N \geq \lambda_\gamma^2.
\]

It remains to deal with the integral in \( \Upsilon \). We proceed exactly like in the proof of Lemma 3.3: the critical point \( A_c \) is given by the same formula while the critical point \( \eta_c \) doesn’t interfere here, as

\[
\partial_\Upsilon \left( \Psi_{N,a,\gamma}^{\pm}(T, X, Y, \Upsilon, A_c, \eta_c) \right) = \eta_c(\Upsilon^2 + X - A_c)
\]

\[
\partial_\Upsilon^2 \left( \Psi_{N,a,\gamma}^{\pm}(T, X, Y, \Upsilon, A_c, \eta_c) \right) = \partial_\Upsilon \eta_c(\Upsilon^2 + X - A_c) + \eta_c(2 \Upsilon - \partial_\Upsilon A_c)
\]
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and at the stationary point $T^2 + X - A_c = 0$, we get the same formula as in (129) (with a factor $\eta_c$ near 1). In the same way, the third derivative is

$$
\partial_t^2 \left( \Psi_{X,a,\gamma}^\pm (T, X, Y, A_c, \eta_c) \right) = \partial_t^2 \eta_c(Y^2 + X - A_c) + 2\partial_T \eta_c(2\gamma - \partial_T A_c) + \eta_c(2 - \partial_T^2 A_c),
$$

hence when the first and second derivative vanish, the third one behaves exactly like (131). □

We now consider several cases, depending on $T$. If $|T| \lesssim 1$, we can easily see that $\Psi_{X,a,\gamma}^\pm$ can be stationary only for $N \in \{0, \pm 1\}$, since for $|N| \geq 2$ (126) has no solution for $A$: $(2N - 1)\sqrt{\lambda}(1 - C/\lambda^2) \leq 1/2 + 3/2$ yields for, $|N| = 2$, $A < 4/9(1 + \tilde{C}/\lambda^2)$, which is outside the support of $A$ for $\lambda$, large enough.

Let first $N = 0$. Replacing $N = 0$ in (127) gives $|\partial_A^2 \Psi_{0,a,\gamma}^\pm| \sim 1/2$, hence stationary phase applies in $A$ with large parameter $\lambda$. From Lemma 10 it follows that $|\partial_A^2 \Psi_{0,a,\gamma}^\pm|_{A_{\lambda}} \sim T$, where $T = t/\sqrt{\gamma}$ and here $|T| \lesssim 1$: to apply the stationary phase in $\gamma$ we need $(\gamma^{3/2}/h) \times (t/\sqrt{\gamma}) \gg 1$: therefore, when $h/\gamma \ll t(\leq \sqrt{\gamma})$, the stationary phase applies and gives

$$
|W_{0,\gamma}(T, X, Y)| \lesssim \frac{\gamma^2}{h^3} \lambda^{-1} \times \left( \frac{t\gamma}{h} \right)^{-1/2} = \frac{\sqrt{\gamma}}{h^2} \left( \frac{t\gamma}{h} \right)^{-1/2} = \frac{1}{h^2} \left( \frac{t}{t} \right)^{1/2}.
$$

When $t\gamma/h \leq M^2$ for some constant $M > 0$, the integration in $A$ doesn’t help anymore and

$$
|W_{0,\gamma}(T, X, Y)| \lesssim \frac{\gamma^2}{h^3} \lambda^{-1} = \frac{\sqrt{\gamma}}{h^2} \leq \frac{M}{h^2} \left( \frac{h}{t} \right)^{1/2}.
$$

We have just obtained the first part of (122) in Proposition 8.

**Remark 3.9.** Notice that this last bound is the same as on a domain without boundary. More precisely, it matches the boundary-less case for a frequency localized Dirac data, with $\eta \sim 1/h$ and $\xi \sim \sqrt{\gamma}/h$, where dispersion takes over Sobolev embedding for $t > h/\gamma$.

Let $N = \pm 1$, then, according to Lemma 11, $\partial_T \Psi_{\pm 1,a,\gamma}^\pm \sim T$; we conclude as for $N = 0$ by splitting according to whether $t\gamma/h \leq M^2$ or $t\gamma/h > M^2$. On the other hand, the phases $\Psi_{\pm 1,a,\gamma}^\pm$ may have critical points degenerate of order (exactly) two, but they only contribute if $|T| \geq 1$ from Lemma 11. As such, for small $|T|$, the significant contribution to $G_{h,\gamma}^+$ is $W_{0,\gamma} + W_{1,\gamma}^+ + W_{-1,\gamma}$ and we obtain the second term in (122), completing the proof of Proposition 8. □

Now, let $1 \leq |T| \leq 9$; equation (126) has solutions for $N \in \{0, \pm 1, \pm 2\}$ and stationary phase applies in $A$ with large parameter $\lambda$. When $N = 0$, the usual stationary phase applies in $\gamma$ since $|T| \geq 1$; when $N = \pm 1$, stationary phase would apply for $W_{\pm 1,\gamma}^\pm$ but for $|T| \geq 1$ they are non stationary and do not contribute significantly; according to Lemma 11 the phase functions $\Psi_{\pm 1,a,\gamma}^\pm$ have degenerate critical points of order exactly two, which provides a bound of the integral in $\gamma$ in $W_{\pm 1,\gamma}^\pm$ of the form $\lambda^{-1/3}$. When $N = \pm 2$, the phase functions have degenerate critical points of order two. In this regime we obtain, for $t \in [\sqrt{\gamma}, 9\sqrt{\gamma}]$

$$
\sum_{|N| \leq 2} |W_{N,\gamma}(T, X, Y)| \leq \frac{\gamma^2}{h^3} \lambda^{-1-1/3} \sim \frac{1}{h^2} h^{1/3} \sim \frac{1}{h^2} \gamma^{1/6} \left( \frac{h}{t} \right)^{1/3},
$$

and this completes the proof of Proposition 9. □
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Then, when $9 \leq |T| \lesssim 4\lambda_\gamma^2$, equation (126) has a solution only for $|N| \geq 2$ and the third order derivative with respect to $A$ is bounded from below, therefore we get

$$\|W_{N,\gamma}(T, X, Y)\| \lesssim \frac{\gamma^2}{h^3} \frac{1}{\lambda_\gamma^{1/2}} \frac{1}{\sqrt{N}} \frac{1}{\lambda_\gamma^{1/3}};$$

where the first factor $\lambda_\gamma^{-1/2}$ comes from the stationary phase in $S$, the factor $(N\lambda_\gamma)^{-1/2}$ from the stationary phase with respect to $A$ and $\lambda_\gamma^{-1/3}$ from the degenerate critical point of order two in $\Upsilon$. Using that $t/\sqrt{T} \sim 4N$ we find

$$\|W_{N,\gamma}(T, X, Y)\| \lesssim \frac{\gamma^2}{h^3} \frac{1}{\lambda_\gamma^{3/2}} \frac{1}{\sqrt{N}} \frac{1}{\lambda_\gamma^{1/2}} \lesssim \frac{1}{h^2} \frac{1}{\sqrt{N}} \sim \frac{1}{h^2} \frac{\gamma^{1/4} h^{1/3}}{t^{1/2}},$$

$$|G_{h,\gamma}^{+,\flat}(t, x, y, a, 0, 0)| \lesssim \sum_{N \in \mathcal{N}_1(x, y, t)} |W_{N,\gamma}(T, X, Y)| \lesssim \frac{1}{h^2} \frac{\gamma^{1/4} h^{1/3}}{t^{1/2}},$$

since $|\mathcal{N}_1| \lesssim O(1)T/\lambda_\gamma^2 = O(1)$ as here we consider only $9 \lesssim T \lesssim 4\lambda_\gamma^2$. Finally, let $4\lambda_\gamma^2 \leq |T|$ hence $\lambda_\gamma^2 \lesssim |T|$. Since $|T| \lesssim 1/\sqrt{T}$, this regime corresponds to $\gamma \lesssim h^{4/7}$ that hasn’t been dealt with in [8]. Here, stationary phase applies in $(A, \eta)$. Using Lemma 12, we get

$$\|W_{N}(T, X, Y)\| \lesssim \frac{\gamma^2}{h^3} \frac{1}{\lambda_\gamma} \frac{1}{h^{1/2}} \frac{1}{N^{1/2} \lambda_\gamma^{1/3}} \lesssim \frac{\gamma^2}{h^3} \frac{1}{\lambda_\gamma^{1/2}} \frac{1}{\lambda_\gamma^{1/3}},$$

where the first factor $\lambda_\gamma^{-1/2}$ comes from the integration in $S$, $\lambda_\gamma^{-1}(N^2/\lambda_\gamma^2)^{-1/2}$ from the stationary phase in $A, \eta$ and $\lambda_\gamma^{-1/3}$ from the integral in $\Upsilon$. For $\lambda_\gamma^2 \lesssim |N|$

$$|G_{h,\gamma}^{+,\flat}(t, x, y, a, 0, 0)| \lesssim \sum_{N \in \mathcal{N}_1(x, y, t)} |W_{N}(T, X, Y)| \lesssim \frac{\gamma^2}{h^3} \frac{1}{\lambda_\gamma} \frac{1}{h^{1/2}} \frac{T}{\lambda_\gamma^{1/3}} \lesssim \frac{1}{h^2} \frac{1}{\lambda_\gamma^{1/2}},$$

and this achieves the proof of Proposition 11. \qed

4. Strichartz estimates

We intend to prove Theorem 1. We may reduce ourselves to half-wave frequency localized operators $G_{h,\gamma}^{\pm}$, and then, to a sum of operators $G_{h,\gamma}^{\pm}$. Assuming we get a bound with a constant $\gamma^\varepsilon, \varepsilon > 0$, we will have the same bound (with fixed constant) on $G_{h,\gamma}^{\pm}$. We proceed as usual by duality, hereby reducing ourselves to an inhomogeneous estimate on

$$u_{h,\gamma}^{\pm}(t, x, y) = \int G_{h,\gamma}^{\pm}(x, y, t, a, b, s) f(a, b, s) dadbds.$$

4.1. The parametrix regime: $\gamma \gtrsim h^{2/3-\varepsilon}$. We search for the smallest $q$ such that, for $|t| \lesssim 1$,

$$\|u_{h,\gamma}^{\pm}\|_{L_t^q L_x^{\infty}} \lesssim \frac{h^{2/q}}{h^2} C_q(\gamma) \|f\|_{L_t^q L_x^1},$$

with $C_q(\gamma) \lesssim 1$. It will turn out to be convenient to prove

$$\|u_{h,\gamma}^{\pm}\|_{L_t^p L_x^{2q}} \lesssim \frac{h^{1/p}}{h^2} C_q(\gamma) \|f\|_{L_x^1 L_x^1},$$

where $
with $p = q/2$. As the adjoint of $G_{h,\gamma}^\pm$ is $G_{h,\gamma}^\mp$, we will recover the previous estimate by duality and interpolation: duality yields

\begin{equation}
\|u^\mp\|_{L^\infty_t L^p_{x,y}} \lesssim \frac{h^{1/p}}{h^2} C_{2p}(\gamma) \|f\|_{L^p_t L^1_{a,b}},
\end{equation}

and interpolation midway between (135) and (136) provides (134). We may now replace $f \in L^1_{s,a,b}$ in (135) by a Dirac at $(s, a, b)$: then we have $v^\pm(x, y, t) = G_{h,\gamma}^\pm(x, y, t, a, b, s)$, and we are left to prove that, for $s \in (-1, 1)$, we have $\sup_{a,b,s} \|v^\pm\|_{L^1_t L^\infty_{x,y}} \lesssim \frac{h^{1/p}}{h^2} C_{2p}(\gamma).

**Remark 4.1.** The whole point of replacing (134) by (135) is now clear: we have the $\sup_a$ after time integration and we will take advantage of our refined bounds around a discrete time sequence.

Notice that $s$ is actually irrelevant, and so is $b$: set $s = b = 0$, we would like to prove

\begin{equation}
\sup_a \int |G_{h,\gamma}^\pm(t, x, y, a)|_{L^\infty_t}^p \, dt \lesssim \left( \frac{h^{1/p}}{h^2} C_{2p}(h, \gamma) \right)^p.
\end{equation}

We recall that, at fixed $\gamma$, we know that $0 < a \lesssim \gamma$ and $G_{h,\gamma}^+ = G_{h,\gamma}^{+,\sharp} + G_{h,\gamma}^{+,\flat} + O(h^\infty)$. Now, if $|t| < \sqrt{\gamma}$, the operator $G_{h,\gamma}^\pm(t)$ only sees at most one reflection, and as such it satisfies the free case dispersion estimate, as proved in [1] with a generic boundary. In our particular setting we do have Propositions 4 and 8 that provide the correct decay estimate, and we get

\begin{equation}
\sup_a \int_{|t| \leq \sqrt{\gamma}} |G_{h,\gamma}^\pm(t, x, y, a)|_{L^\infty_t}^p \, dt \lesssim \int_0^{h/\gamma} \left( \frac{\sqrt{\gamma}}{h^2} \right)^p \, dt + \int_{h/\gamma}^{\sqrt{\gamma}} \left( \frac{h^{1/2}}{h^2 t^{1/2}} \right)^p \, dt
\end{equation}

which is bounded by $h^{1/2}/h^2$ for $p = 2$ (except for an irrelevant log that may be removed by computing the weak $L^2$ norm). Next, we record the bound from (138) but for any $2 < p$:

\begin{equation}
\sup_a \left( \int_{|t| \leq \sqrt{\gamma}} |G_{h,\gamma}^\pm(t, x, y, a)|_{L^\infty_t}^p \, dt \right)^{1/p} \lesssim \frac{h^{1/p}}{h^2} \gamma^{1/2 - 1/p}.
\end{equation}

We then split the operator defined by (133): $u_{h,\gamma}^\pm = u_{h,\gamma}^{+,0} + u_{h,\gamma}^\pm$, where the kernel of $u_{h,\gamma}^{+,0}$ is restricted to $|t - s| \lesssim \gamma$. Having the usual dispersion bound for this truncated kernel, we get

\begin{equation}
\|u_{h,\gamma}^{+,0}\|_{L^4_t L^\infty} \lesssim \frac{h^{1/2}}{h^2} \|f\|_{L^{4/3}_t L^1}.
\end{equation}

Hence on such a short time scale we recover the classical $L^{4/3}L^1 \to L^4L^\infty$ bound on the 2D wave equation in $\mathbb{R}^2$. Going back to an homogeneous estimate and using conservation of energy, we may pile up $1/\sqrt{\gamma}$ estimates to obtain an homogeneous estimate on a longer time interval, at the expense of a large constant $1/(\sqrt{\gamma})^{1/4}$, and then convert that estimate to an inhomogeneous estimate again, and it will hold for both $u_{h,\gamma}^\pm$ and $w_{h,\gamma}^\pm$ (using (140) for $w_{h,\gamma}^\pm = u_{h,\gamma}^\pm - u_{h,\gamma}^{+,0}$):

\begin{equation}
\|u_{h,\gamma}^\pm\|_{L^4_t L^\infty} + \|w_{h,\gamma}^\pm\|_{L^4_t L^\infty} \lesssim \frac{h^{1/2}}{h^2} \gamma^{-\frac{1}{4}} \|f\|_{L^{4/3}_t L^1}.
\end{equation}
Remark 4.2. Recall we have (from (16)), \( \|u_{h,\gamma}^\pm\|_{L^\infty_t L^6_x} \lesssim h^{-2} \sqrt{\gamma} \|f\|_{L^1_t L^6_x} \). Interpolating this with (141) (for \( u_{h,\gamma}^\pm \)) yields an \( L^6 L^\infty \) bound, which is nothing but the bound from [1].

We now proceed with larger times, and start with \( \gamma > h^{1/3} \), where one may easily check that the condition \( N < \lambda^{1/3} \) is always satisfied. Moreover, in this regime, there are no overlaps between waves. We first consider the tangential part, \( G_{h,\gamma}^+ = \sum_N W_{N,a} \). From Propositions 5 and 6, set \( N_{\text{max}} \sim 1/\sqrt{\gamma} \lesssim \lambda^{1/3} \) (the maximum number of reflections we may observe on our given time interval of size comparable to one), and write

\[
\int_0^1 \sup_{X,Y} \left| \sum_N W_{N,a}(t/\sqrt{a}, X, Y) \right|^p dt \lesssim \sqrt{\gamma} \sum_{1 \leq N \lesssim \sqrt{\gamma}} \int_0^{4N+4} \sup_{X,Y} |W_{N,a}(T, X, Y)|^p dT
\]

\[
\lesssim \frac{h^{2\gamma}}{h^{2p}} \sum_{1 \leq N \lesssim \sqrt{\gamma}} \left( \int_0^{4N+4} \frac{1}{N^{p/4}|(T-4N)|^{p/4}} dT \right)
\]

\[
+ \int_0^{4N+1/N} \frac{1}{((N/\lambda^{1/3})^3 + |N(T-4N)|^{1/6})^p} dT
\]

Changing variables, we compute the right-hand side, for \( 3 \leq p < 6 \):

\[
\int_0^1 (\cdots) dt \lesssim \frac{h^{2\gamma}}{h^{2p}} \sum_{N \lesssim \sqrt{\gamma}} \left( \int_1^4 \frac{1}{N^{p/4}|\theta|^{p/4}} d\theta + \int_0^{1/N} \frac{1}{(N^{\frac{3}{2}} \lambda^{1/2} + |N\theta|^{1/6})^p} d\theta \right)
\]

\[
\lesssim \frac{h^{2\gamma}}{h^{2p}} \sum_{N \lesssim \sqrt{\gamma}} \left( \frac{1}{N} \int_1^4 \frac{1}{|z|^{p/4}} dz + \int_0^{2\gamma} \frac{\lambda^{p/4}}{N^{\frac{3}{2}} \lambda^{1/2}} d\theta + \frac{1}{N} \int_{N^{\frac{3}{2}} \lambda^{1/2}}^{1/N} \frac{1}{|z|^{p/6}} dz \right)
\]

\[
\lesssim \frac{h^{2\gamma}}{h^{2p}} \sum_{N \lesssim \sqrt{\gamma}} \left( \sup(N^{-\frac{p}{4}} - \frac{\log N}{N}) + \frac{\lambda^{p/4}}{N^{3/2} \lambda^{1/2}} + \frac{1}{N} \right)
\]

where \( 1 \lesssim \lambda^{3/2} = \gamma^3/h \) in our regime. We now do the same computation but for the transverse part, \( G_{h,\gamma}^- = \sum_N W_{N,a} \), using Propositions 9 and 10, for \( T > 1 \):

\[
\int_0^1 \sup_{X,Y} \left| \sum_N W_{N,\gamma}(t/\sqrt{a}, X, Y) \right|^p dt \lesssim \sqrt{\gamma} \sum_{N \lesssim \sqrt{\gamma}} \int_0^{4N+4} \sup_{X,Y} |W_{N,\gamma}(T, X, Y)|^p dT
\]

\[
\lesssim \frac{h^{2\gamma}}{h^{2p}} \left( \sum_{N \lesssim 9} \int_0^{4N+4} \frac{1}{N^{p/3}} dT + \sum_{9 \leq N \lesssim \sqrt{\gamma}} \int_0^{4N+4} \frac{1}{N^{p/2}} dT \right)
\]

37
and, for $2 < p$ the sum is finite. Therefore, summing both tangential and transverse estimates, for all $a \lesssim \gamma$ and choosing $p = 4$ yields

$$
\left( \int_0^1 \sup_{x,y} |G_{h, \gamma}(\cdot, \cdots)|^4 \, dt \right)^{\frac{1}{4}} \lesssim \frac{h^{\frac{1}{2}}}{h^2} \gamma^{1/8} |\log \gamma|^{1/2}.
$$

Using (142) we get an estimate for $w_{h, \gamma}^\pm$: first from $L_{s,a,b}^1$ to $L_{s, \gamma}^4 L_x$ and then by duality and interpolation,

$$
\|w_{h, \gamma}^\pm\|_{L_t^1 L_x^\infty} \lesssim \frac{h^{1/4}}{h^2} \frac{1}{N} \gamma^{1/8} |\log \gamma|^{1/2} \|f\|_{L_t^{8/7} L_x^1}.
$$

We notice that $h^{1/2} \gamma^{1/8} \lesssim \gamma^{3/8}$. We may now interpolate between (143) and (141): pick an interpolating exponent $\theta = 3/5$, we have $1/5 = \theta/4 + (1 - \theta)/8$ and $3(1 - \theta)/8 - \theta/4 = 0$, we get

$$
\|w_{h, \gamma}^\pm\|_{L_t^5 L_x^\infty} \lesssim \frac{h^{5/2}}{h^2} \frac{1}{N} \gamma^{1/5} |\log \gamma|^{1/5} |f\|_{L_t^{4/3} L_x^1}.
$$

The same bound holds for $u_{h, \gamma}^{\pm,0}$, with a much better $\gamma^{1/5}$ replacing the log factor. If in the interpolation step, we pick $\theta < 3/5$, there is an additional positive power of $\gamma$ left, making the log irrelevant, and we can even sum over $\gamma \gtrsim h^{1/3}$: denote this sum by $G_{h, \gamma}^\pm$, we proved

**Proposition 12.** The half-wave operator $G_{h, \gamma}^\pm$ is such that, for any $q > 5$,

$$
\|G_{h, \gamma}^\pm\|_{L_t^q L_x^\infty} \lesssim \frac{h^{1/q - 1}}{N} \|u_0\|_2.
$$

**Remark 4.3.** Considering that the counterexample in [10] precludes $q < 5$, Proposition 12 is optimal up to the endpoint $q = 5$. In fact, one may refine our argument to get an optimal $L^q L^\infty$ estimate for $G_{h, \gamma}^\pm$, depending on $h^{1/3} \lesssim \gamma \lesssim 1$, and connecting $q = 5$ and $q = 4$.

We now proceed with the lower regime $h^{2/3} \lesssim \gamma < h^{1/3}$. Here we essentially get (at most) three regimes: $|t| < \sqrt{\gamma} \lambda^{1/3}$, $\sqrt{\gamma} \lambda^{1/3} < |t| < \sqrt{\gamma} \lambda^2$ and $|t| > \sqrt{\gamma} \lambda^2$. Denote by $N^* = \lambda^{1/3}$, and start with $|t| < t^* = \sqrt{\gamma} N^*$: we reproduce the previous argument, except now we evaluate the $L_t^p$ norm, for $p > 5/2$ on a time interval $(0, \sqrt{\gamma} N^*)$.

$$
\int_{t^*}^{t} \sup_{x,y} \sum_{N} W_{N,a}(t/\sqrt{a}, X, Y)|p^* \, dt \lesssim \frac{h^p \sqrt{\gamma}}{h^{2p}} \sum_{N \leq N^*} \left( \sup(N^{-\frac{p}{4}}, \log N) + \frac{\lambda^{p/2}}{N^{p/4}} + \frac{1}{N} \right)
\lesssim \frac{h^p \sqrt{\gamma}}{h^{2p}} \left( 1 + \sup((N^*)^{1-\frac{p}{4}}, |\log N^*|^2) \right)
$$

while for the transverse part, replacing $1/\sqrt{\gamma}$ by $N^*$ does not change the estimate. Hence, summing tangential and transverse estimates, and choosing $p = 4$ again,

$$
\left( \int_{t^*}^{t} \sup_{x,y} |G_{h, \gamma}(\cdot, \cdots)|^4 \, dt \right)^{\frac{1}{4}} \lesssim \frac{h^4}{h^2} \gamma^{1/8} |\log N^*|^{1/2}.
$$
Let us go back to (141) for $w^\pm$: piling up $N^*$ intervals of length $\sqrt{\gamma}$, we may replace the corresponding inhomogeneous estimate, with $|J| = \sqrt{\gamma}N^*$,

\begin{equation}
\|u_{h,\gamma}^\pm\|_{L^2 J L^\infty} \lesssim \frac{h^{1/2}}{h^2} \sqrt{N^*} \|f\|_{L^1 J L^1}.
\end{equation}

By the same interpolation we did before, between the $L^q J L^\infty$ estimate resulting from (146) and (147), and duality, we get, for any $q > 5$, for $w_{h,\gamma}^\pm$ and then $u_{h,\gamma}^\pm$,

\begin{equation}
\|u_{h,\gamma}^\pm\|_{L^q_{(0,t^*),y} L^\infty_y} \lesssim \frac{h^{2/q}}{h \gamma^{\varepsilon(q)}} \|f\|_{L^q_{(0,t^*),y} L^1_y},
\end{equation}

where $\varepsilon(q) > 0$ (so we can later sum over $\gamma$). Note that $\gamma < h^{1/3}$ and therefore $\lambda^{1/3} = N^* < h^{-1/6}$, which explains the numerology.

We now proceed with $N^* < |t|/\sqrt{\gamma} < N_1 = \inf(1/\sqrt{\gamma}, \lambda)$, and set $t_1 = \sqrt{\gamma} N_1$. We compute again the $L^p_t$ norm, for $2 < p < 4$. After rescaling in time, and with $\mu = 1 - p/4 > 0$, we have for tangential waves

\[
\int_{t_1}^{t_1} \sup_{X,Y} \left\| \sum_N W_{N,a}(\cdots) |^p \right\| dt \lesssim h^\frac{2-2p}{2} \sqrt{\gamma} \sum_{N^* < N < N_1} \int_0^{4N+4} \frac{1}{((\frac{N}{N^*})^{1/2} + N^{1/4}|T - 4N|^{1/4})^p} dT
\]

\[
\lesssim h^{\frac{2-2p}{2}} \sqrt{\gamma} \sum_{N^* < N < N_1} \int_0^4 \frac{1}{((\frac{N}{N^*})^2 + N \theta)^{p/4}} d\theta
\]

\[
\lesssim h^\frac{2}{2p} \sqrt{\frac{\gamma}{\theta}} \sum_{N^* < N < N_1} \frac{1}{N} \left( \frac{((\frac{N}{N^*})^2 + 4N)^\mu - (\frac{N}{N^*})^{2\mu}}{((\frac{N}{N^*})^2 + 4N)^{1-\mu} + (\frac{N}{N^*})^{2(1-\mu)}} \right)
\]

We compute the last sum: if $N_1 \lesssim (N^*)^2$, then $N_1 = 1/\sqrt{\gamma}$ and

\[
\sum_{N^* < N < \frac{1}{\sqrt{\gamma}}} (\cdots) \lesssim \sum_{N^* < N < \frac{1}{\sqrt{\gamma}}} \frac{1}{N^{1-\mu}} \lesssim \left( \frac{1}{\sqrt{\gamma}} \right)^\mu,
\]

and if $N_1 \gtrsim (N^*)^2$, then $(\frac{N}{N^*})^2 + 4N)^{1-\mu} + (\frac{N}{N^*})^{2(1-\mu)} \gtrsim (\frac{N}{N^*})^{2(1-\mu)}$ and with $2(1-\mu) = p/2 > 1$,

\begin{equation}
\sum_{N^* < N < N_1} (\cdots) \lesssim (N^*)^{2\mu} + \sum_{(N^*)^2 < N < N_1} \frac{1}{(\frac{N}{N^*})^{2(1-\mu)}} \lesssim (N^*)^{2-p/2} = \lambda^{2/3-p/6}.
\end{equation}

For $t_1 \leq |t| \lesssim 1$, which corresponds to $N > N_1 = \lambda, \gamma \lesssim h^{1/2}$, we may use the improved bound (68),

\[
\int_{t_1}^{1} \sup_{X,Y} \left\| \sum_N W_{N,a}(\cdots) |^p \right\| dt \lesssim h^{\frac{2-2p}{2}} \sqrt{\gamma} \sum_{N_1 < N < 1/\sqrt{\gamma}} \int_0^{4N+4} \frac{\sqrt{\lambda}}{(\sqrt{N} (\frac{N}{N^*})^{1/2})^p} dT
\]

\[
\lesssim h^{\frac{2-2p}{2}} \sqrt{\gamma} \lambda^{3/2-5p/6}.
\]
For the transverse part, we get a straightforward estimate, directly on $\sqrt{\gamma}N^* < |t| \lesssim 1$,
\[
\int_{\sqrt{\gamma}N^*}^{1} \sup_{X,Y} \sum_{N} W_{N,\gamma}(\cdots)|p|^p \, dt \lesssim h^{\frac{2p}{3}-2p}\gamma^{p/4} \int_{\sqrt{\gamma}N^*} \frac{dt}{h^{p/2}} \\
\lesssim h^{\frac{2p}{3}-2p}\gamma^{p/4}(\sqrt{\gamma}N^*)^{1-p/2} \lesssim h^{\frac{2p}{3}-2p}\sqrt{\gamma}/(\lambda^{1/3})^{p/2-1}
\]
which is better than (150). Therefore,
\[
\left( \int_{\sqrt{\gamma}N^*}^{1} \sup_{X,Y} |G^+_{h,\gamma}(\cdots)|^p \, dt \right)^{\frac{1}{p}} \lesssim h^{\frac{p}{2}} h^{\frac{1}{3}-1/p} \sqrt{\gamma^{1/p}} \left( \frac{\inf(1/\sqrt{\gamma}, \lambda^{2/3})}{\lambda^{1/3}} \right)^{(2-p)/p},
\]
and for $p = 18/7$ which is of particular interest to us, when $\gamma \geq h^{4/9}$ (e.g. $1/\sqrt{\gamma} \lesssim \lambda^{2/3}$)
\[
\left( \int_{\sqrt{\gamma}N^*}^{1} \sup_{X,Y} |G^+_{h,\gamma}(\cdots)|^\frac{18}{7} \, dt \right)^{\frac{7}{18}} \lesssim h^{\frac{7}{18}} h^{\frac{7}{9}} \left( \frac{\gamma^{\frac{1}{3}}}{h^{\frac{4}{9}}} \right).
\]
while for $h^{4/7} < \gamma < h^{4/9}$,
\[
\left( \int_{\sqrt{\gamma}N^*}^{1} \sup_{X,Y} |G^+_{h,\gamma}(\cdots)|^\frac{18}{7} \, dt \right)^{\frac{7}{18}} \lesssim h^{\frac{7}{18}} h^{\frac{7}{9}} \left( \frac{\gamma^{\frac{1}{3}}}{h^{\frac{4}{9}}} \right).\]
The worst case scenario is $\gamma \sim h^{4/9}$, and summing for $\gamma$ above or below, using duality we get an inhomogeneous $L_t^{30/7}L^\infty$ estimate for $w_{h,\gamma}^\pm$, but where the kernel is restricted to $|t-s| \gtrsim t^*$: summing with (148), we recover the same estimate for $u_{h,\gamma}^\pm$. The homogeneous estimate then writes

**Proposition 13.** The half-wave operator $\sum_{h^{4/7} < \gamma < h^{1/3}} G^\pm_{h,\gamma}$ is such that, for any $q \geq 36/7$,
\[
\| \sum_{h^{4/7} < \gamma < h^{1/3}} G^\pm_{h,\gamma} u_0 \|_{L^q_t L^\infty_x} \lesssim h^{1/q-1} \| u_0 \|_2.
\]

**Remark 4.4.** This is $q = 5 + 1/7$ from Theorem 1; the numerology relates to the bound (67), which saturates for all $T$’s where the corresponding wave $W_{N,a}$ is significant around $N \sim \lambda^{2/3}$.

### 4.2. Overlapping waves: $h^{2/3-\varepsilon} < \lambda \leq h^{4/7}$

For various reasons we explained earlier, this worst case scenario (in terms of overlap) occurs for $N_{max} \geq \lambda^2$, with $N_{max} \sim 1/\sqrt{\gamma}$ and $\lambda = \gamma^{3/2}/h$ (recall that this translates into $\gamma < h^{4/7}$.)

For $|t| < \lambda^2 \sqrt{\gamma}$, we may do the same argument as before (no overlap): in other words, (146) holds and in our regime of $\gamma$, the infimum in the bound is $\lambda^{2/3}$. We actually compute the bound for $\gamma < h^{1/2}$, for $p = 5/2$:
\[
\left( \int_{\sqrt{\gamma}N^*}^{\inf(1,\sqrt{\gamma}\lambda^2)} \sup_{X,Y} |G^+_{h,\gamma}(\cdots)|^\frac{2}{5} \, dt \right)^{\frac{5}{2}} \lesssim h^{\frac{2}{5}} h^{\frac{2}{2}} \left( \frac{\lambda^{20/42}}{\lambda} \right)^{\frac{2}{5}}.
\]
From Propositions 1 and 11, we get a uniform bound for $\sqrt{\gamma}\lambda^2 < t < 1$, and therefore
\[
\|G^+_{h,\gamma}(t,\cdot) + G^\pm_{h,\gamma}(t,\cdot)\|_{L_{t>\sqrt{\gamma}\lambda^2}^{5/2}} \lesssim \frac{h^{1/3}}{h^{2}} (\lambda^{-4/3} + \lambda^{-3/2}) \lesssim \frac{h^{2}}{h^{2}} \left( \frac{\lambda^{2} - \frac{3}{4}}{\gamma} \right)^2.
\]
Here we pushed this direct computation as far as it goes: we proved

**Proposition 14.** The half-wave operator \( \sum_{\frac{3}{2}<\gamma<h} G_{h,\gamma}^{\pm} \) is such that, for any \( q > 5 \),

\[
(157) \quad \| \sum_{\frac{3}{2}<\gamma<h} G_{h,\gamma}^{\pm} u_0 \|_{L^q_t L^\infty_{r}} \lesssim h^{1/q-1} \| u_0 \|_2.
\]

Collecting all the Propositions in this section, we obtain Theorem 1, but only for the operator \( \sum_{\frac{3}{2}<\gamma<h} G_{h,\gamma}^{\pm} \) with \( \varepsilon = 1/30 \) at the moment. For lower values of \( \gamma \), we will now turn to gallery modes.

### 4.3. Strichartz estimates for gallery modes.

We refine a result of [3]: let

\[
(158) \quad u_{k,\pm}(t, x, y) = \frac{1}{h} \int e^{\pm i t \sqrt{\lambda_k(\eta/h)}} e^{iy \eta/h} \psi(\eta)e_k(x, \eta/h) \, d\eta.
\]

These solutions to the wave equation and are the so-called gallery modes. Using Lemma 2, \( (u_{k,\pm})_k \) is an orthogonal family in \( L^2(\Omega_2) \). We also set \( u_{k,0}(x, y) = u_{k,\pm}(0, x, y) \).

**Theorem 2.** For any data of the form \( u_{k,0}, k \geq 1 \), Strichartz estimates hold, uniformly in the parameter \( k \): there exists a universal constant \( C \) such that for all \( (q, r) \) satisfying \( q \geq 4, \frac{1}{q} = \frac{1}{2}(\frac{5}{2} - \frac{1}{r}) \), and with \( \beta = 2(1/2 - 1/3) - 1/q \), we have

\[
(159) \quad \| u_{k,\pm} \|_{L^q_t L^r(\Omega_2)} \leq C h^{-\beta} \| u_{k,0} \|_{L^2(\Omega_2)}.
\]

**Proof.** Since \( u_{k,-}(t, x, y) = u_{k,\pm}(-t, x, y) \), we prove for (159) for \( u_k := u_{k,\pm} \). By definition, \( \sqrt{\lambda_k(\eta/h)} = \frac{3}{2} \sqrt{1 + \omega_k(h/\eta)^{2/3}} \), then \( u_k(t, x, y) = \frac{1}{h} \int e^{\pm i t \sqrt{1 + \omega_k(h/\eta)^{2/3}}} e_k(x, \eta/h) \psi(\eta)e^{iy \eta/h} \, d\eta \).

At \( t = 0 \), we get (recall \( e_k \) is \( L^2 \)-normalized), after Fourier transform in \( y \), \( \| u_{k,0}(0, \cdot) \|_{L^2(\Omega_2)} \sim h \| \widetilde{\psi} \|_{L^2_k} \). We aim at controlling the Fourier multiplier (w.r.t. \( y \), at fixed \( x \)) \( e_k(x, \eta/h) \): if we can obtain good \( L^2_y \) bounds on this multiplier, dispersion will reduce to an equation on

\[
(160) \quad w_k(t, y) := \frac{1}{h} \int e^{\pm i t \sqrt{\eta^2 + \omega_k \eta^{4/3} h^{2/3}}} \psi(\eta)e^{iy \eta/h} \, d\eta.
\]

A simple computation yields

\[
(161) \quad \| w_k(0, \cdot) \|_{L^2_k}^2 \sim h \| \widetilde{\psi} \|_{L^2_k}^2 \sim \| u_k(0, \cdot) \|_{L^2(\Omega_2)}^2.
\]

Since \( e_k(x, \theta) = \frac{\theta^{1/3}}{\sqrt{L'_{w_k}}(\theta)} Ai((\theta^{2/3} x - \omega_k)) \), let \( \theta = \eta/h \), we are left with a convolution with

\[
(162) \quad \Gamma_{x,\omega_k}(y) = \frac{1}{\sqrt{L'_{w_k}(\omega_k)}} \frac{1}{h} \int e^{i \frac{\omega_k}{h}} (\eta/h)^{1/3} Ai((\eta/h)^{2/3} x - \omega_k) \psi(\eta) \, d\eta,
\]

which easily maps \( L^2_y \) to \( L^2(\Omega_2) \). To map \( L^\infty_y \) to \( L^\infty(\Omega_2) \), we compute \( \sup \| \Gamma_{x,\omega_k}(y) \|_{L^1_y} \). We set \( y = hY, x = h^{2/3} z \) and \( G_{z,\omega_k}(Y) = h \Gamma_{h^{2/3} z,\omega_k}(hY) \), then, replacing \( Ai \) by its integral formula (20),

\[
(163) \quad 2\pi G_{z,\omega_k}(Y) = \frac{h^{1/3}}{\sqrt{L'_{w_k}(\omega_k)}} \int e^{i(Y \eta + \frac{\omega_k}{h} + Y(\eta^{2/3} z - \omega_k))} \eta^{1/3} \psi(\eta) \, d\eta ds.
\]
Set $s = \omega_k^{1/2}, Y = \omega_k^{3/2} \gamma, z = \omega_k z$, and define $H_{Z,\omega_k}(\gamma) := \omega_k^{3/2} G_{Z,\omega_k}(\omega_k^{3/2} \gamma)$. We have
\begin{equation}
(164) \quad \sup_x \| \Gamma_{x,\omega_k}(y) \|_{L^b_x} = \sup_{z,x=h^{2/3}z} \int |G_{Z,\omega_k}(Y)| dY = \sup_{z,x=h^{2/3}z} \| H_{Z,\omega_k}(\cdot) \|_{L^b_z}.
\end{equation}
To estimate $\sup_{Z,x=h^{2/3}\omega_k z} \| H_{Z,\omega_k}(\cdot) \|_{L^b_z}$ we compute $H_{Z,\omega_k}$. Thinking of $\omega_k^{3/2}$ as our large parameter, the phase function of $H_{Z,\omega_k}(\gamma)$ becomes $\Phi = \gamma + a^3_3 + \sigma(\eta^{2/3} z - 1)$, and
\begin{equation}
(165) \quad \partial_\gamma \Phi = \gamma + 2^3 \sigma z \eta^{-3/3}, \quad \partial_\sigma \Phi = \sigma^2 + \eta^{2/3} z - 1.
\end{equation}
If $Z$ large, then the phase is non-stationary in $\sigma$ and we can perform repeated integrations by parts in this variable to obtain a small contribution. In order $\Phi$ to be stationary, we need
\begin{equation}
(166) \quad \sigma^2 = 1 - \eta^{2/3} Z \quad \text{which gives } \gamma = \pm \frac{2}{3} Z \eta^{-3/3} \sqrt{1 - \eta^{2/3} Z}
\end{equation}
so both $Z, \sigma$ and $\gamma$ are bounded on the stationary set (indeed, from (166) we must have $\sigma^2 \lesssim 1, |Z| \lesssim \eta^{-2/3}$ and $\eta \in \left[\frac{1}{2}, \frac{3}{2}\right]$). The matrix of second order derivatives is
\[
\text{Hess } \Phi = \begin{pmatrix}
-\frac{2}{3} \sigma Z \eta^{-4/3} & \frac{2}{3} \eta^{-3/3} Z \\
\frac{2}{3} \eta^{-3/3} Z & 2 \sigma
\end{pmatrix}
\]
and, using (166), at the stationary points $| \det \text{Hess } (\Phi) | = \frac{4}{9} \eta^{-3/3} Z$. Stationary phase applies provided that $\omega_k^{3/2} \sqrt{Z} \gg 1$. In this case,
\begin{equation}
(167) \quad |H_{Z,\omega_k}(\gamma)| \sim \frac{h^{-1/3}}{\sqrt{L'(\omega_k)}} \omega_k^2 \times \frac{\omega_k^{-3/2}}{\sqrt{Z}}.
\end{equation}
Using (166), it turns out that the main contribution in the integral defining $H_{Z,\omega_k}(\gamma)$ comes from values $|\gamma| \lesssim Z$, for larger values of $|\gamma|$ the contribution of $H_{Z,\omega_k}(\gamma)$ being $h^{-1/3} \times O(k^{-M})$ for any $M \geq 1$ by non-stationary phase. Therefore we can estimate
\begin{equation}
(168) \quad \sup_{\omega_k^{3/2} \lesssim Z \lesssim 1} \| H_{Z,\omega_k}(\gamma) \|_{L^1} \sim \frac{h^{-1/3}}{\sqrt{L'(\omega_k)}} \omega_k^2 \int_{|\gamma| < C Z} \frac{1}{\omega_k^{3/2} \sqrt{Z}} d\gamma \sim \frac{\omega_k^{1/4}}{h^{1/3} \sqrt{Z}}.
\end{equation}
When $Z$ (hence $x$) is very small, we can no longer apply stationary phase. However, for values $|Z| \lesssim \omega_k^{-3}$ notice that non-stationary phase applies in $\sigma$, as, for $Z$ sufficiently small,
\[
|\partial_\sigma^2 \Phi| \bigg|_{\partial_\sigma \Phi = 0} = |2\sigma| \bigg|_{\sigma = \pm \sqrt{1 - \eta^{2/3} Z}} \geq \frac{1}{4}.
\]
The integral in $\sigma$, which is nothing but the Airy function, yields two main contributions, corresponding to $A_{\pm}$ defined in (9). In other words, when $x = h^{2/3} \omega_k Z$ is very small, we directly split the Airy function in (162) as follows
\[
Ai((\eta/h)^{2/3} x - \omega_k) = \sum_{\pm} A_{\pm}(\omega_k - (\eta/h)^{2/3} x) = \sum_{\pm} e^{\pm \frac{2}{3} i (\omega_k - (\eta/h)^{2/3} x)^{3/2}} \Psi(\omega_k - (\eta/h)^{2/3} x),
\]
where, according to (10), $|\Psi(W)| \lesssim 1/(1 + W^{1/4})$. We obtain
\[
\Gamma_{x,\omega_k}(y) = \sum_{\pm} \frac{h^{-1/3}}{\sqrt{L'(\omega_k)}} \int e^{\pm \frac{2}{3} i (h^{2/3} \omega_k - \eta^{2/3} x)^{3/2}} \Psi(\omega_k - (\eta/h)^{2/3} x) \eta^{1/3} \psi(\eta) d\eta,
\]
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and we notice that \( h^{2/3} \omega_k - x \eta^{2/3} \geq \frac{1}{2} h^{2/3} \omega_k \) for small values of \( x \). The phase is stationary when \( y \pm \frac{1}{2} x \eta^{-1/3} (h^{2/3} \omega_k - x \eta^{2/3})^{1/2} = 0 \); for values \( |y| > C x (h^{2/3} \omega_k)^{1/2} \) for \( C > 0 \) independent of \( \omega_k \), the phase is non-stationary in \( \eta \) and we obtain an \( O(h^\infty) \) contribution. We can now estimate

\[
\int |\Gamma_{x,\omega_k}(y)| \, dy \lesssim \int_{|y| \leq C x h^{1/3} \sqrt{\omega_k}} \frac{h^{-4/3}}{|L(\omega_k)|^{1/2}} \times \frac{1}{\omega_k} \, dy = \frac{h^{-4/3}}{\sqrt{\omega_k}} \times C x h^{1/3} \sqrt{\omega_k}
\]

\[
\lesssim Ch^{-1} \times \frac{h^{2/3}}{\omega_k} = C h^{-1/3} \frac{h^{2/3}}{\omega_k},
\]

using that \( x = h^{2/3} \omega_k Z \) and \( Z \lesssim \omega_k^{-3} \). Since this last bound is smaller than the one in (168) it follows that

\[
\sup_x \| \Gamma_{x,\omega_k}(\cdot) \|_{L^1_y} \lesssim \frac{\omega_k^{1/4}}{h^{1/3}},
\]

and this bound saturates for \( x \sim h^{2/3} \omega_k \). It remains to estimate \( \| w_k \|_{L^\infty} \): going back to (160), stationary phase in \( \eta \) does apply when \( t \gg h^{1/3} \) since

\[
|\partial_\eta^2 (y\eta + t\sqrt{\eta^2 + \omega_k \eta^{4/3} h^{2/3}}) | \sim t \omega_k h^{2/3} \eta^{4/3} (1 + O(h^{2/3})).
\]

Indeed, for \( t \gg h^{1/3} \) we obtain a bound for \( w_k(t,y) \) of the form

\[
|w_k(t,y)| \sim \frac{1}{h} \frac{\sqrt{\omega_k}}{\sqrt{t \omega_k h^{2/3}}} \sim \frac{1}{h} \left( \frac{h}{t} \right)^{1/2} \frac{1}{\omega_k^{1/2} h^{1/3}}.
\]

When \( t \lesssim M h^{1/3} \) for some constant \( M \), the phase doesn’t oscillate and we simply bound \( w_k \) by \( \frac{1}{h} \). It follows that for every \( t > h \), \( \| w_k(t,\cdot) \|_{L^\infty} \) is bounded by

\[
\| w_k(t,\cdot) \|_{L^\infty} \lesssim \frac{1}{h} \left( \frac{h}{t} \right)^{1/2} \frac{1}{\omega_k^{1/2} h^{1/3}}
\]

which then provides

\[
\| w_k \|_{L^4(L^\infty_y)} \lesssim \frac{1}{h^{1/4} h^{1/6} \omega_k^{1/4}} \| w_k(0,\cdot) \|_{L^2_y}.
\]

Returning to \( u_k \) and using (169), (172) and (161), we obtain

\[
\| u_k \|_{L^4(L^\infty_y)} \lesssim \frac{\omega_k^{1/4}}{h^{1/3}} \| w_k \|_{L^4(L^\infty_y)} \lesssim \frac{1}{h^{3/4}} \| u_k(0,\cdot) \|_{L^2(\Omega_2)}.
\]

This proves that gallery modes satisfy the usual Strichartz estimates in \( \mathbb{R}^2 \). \( \square \)

Theorem 2 has an interesting consequence: consider the spectral decomposition of a given function \( u_0 \), (where the \( h^{-1/2} \) accounts for the \( L^1 \) normalization of \( u_k \))

\[
u_0(x,y) = \sum_{k \geq 1} c_k h^{-1/2} u_k(0,x,y),
\]
where \( u_k(0,x,y) \) is given in (158) for \( t = 0 \) and where \( c_k := \langle u_0, h^{-1/2} u_k(0, \cdot) \rangle_{L^2(\Omega_2)} \). We may then evaluate the Strichartz norm of the solutions to the half-wave operators with data \( u_0 \),

\[
(176) \quad u_\pm(t,x,y) = \sum_k c_k u_{k,\pm}(t,x,y)
\]

provided we restrict ourselves to \( \phi_\gamma(Q_{x,y}) u_\pm = u_{\gamma,\pm} \), where we define the (tangential) pseudodifferential operator \( Q_{x,y} = x + D_y^2 D_x^2 = -D_y^2 \Delta_F - Id \) and where \( \gamma \geq h^{2/3} \) and \( \phi_\gamma(\cdot) = \phi_\gamma(\cdot/\gamma) \) with \( \phi \in C_0^\infty([-1,1]) \). To do this, we let \( u_{\gamma,\pm} \) be defined as follows

\[
(177) \quad u_{\gamma,\pm}(t,x,y) = \frac{1}{h} \int_{\mathbb{R}} e^{\pm it \sqrt{\lambda_k(\eta/h)}} e^{i\eta y/h} \phi(\gamma) e_k(x, \eta/h) d\eta.
\]

As in Section 2.1, the cut-off \( \phi_\gamma \) reduces the sum over \( k \) to \( k \lesssim \gamma^{3/2}/h = \lambda_\gamma \).

**Proposition 15.** There exists a universal constant \( C \) such that

\[
(178) \quad \|u_{\gamma,\pm}\|_{L^4_t(L^\infty(\Omega_2))} \leq Ch^{-1/4} \lambda_\gamma^{1/2} \|u_{\gamma,\pm}(0, \cdot)\|_{L^2(\Omega_2)}.
\]

The Proposition is a simple consequence of the Cauchy-Schwarz inequality: as remarked earlier on, the localization w.r.t. \( Q_{x,y} \) restricts the sum over \( k \) to \( (hk)^{2/3} \lesssim \gamma \), and therefore

\[
\|u_\gamma\|_{L^4_t(L^\infty(\Omega_2))} \lesssim \sum_{k \leq \lambda_\gamma} h^{-1/4} |c_k| \lesssim h^{-1/4} \lambda_\gamma^{1/2} \left( \sum_{k \leq \lambda_\gamma} |c_k|^2 \right)^{1/2} \lesssim h^{-1/4} \lambda_\gamma^{1/2} \|u_{\gamma}(0, \cdot)\|_2.
\]

### 4.4. The gallery mode regime: \( \gamma \lesssim h^{2/3-\epsilon} \)

Using (178) and recalling (16) we have

\[
(179) \quad \|u_{h,\gamma,\pm}\|_{L^4_t L^\infty_{x,y}} \lesssim \frac{h^{1/2}}{h^2} \lambda_\gamma \|f\|_{L^4_{t,x} L^1_{a,b}} \quad \text{and} \quad \|u_{h,\gamma,\pm}\|_{L^t L^\infty_{x,y}} \lesssim \sqrt{\gamma} \|f\|_{L^1_{t,x} L^1_{a,b}}.
\]

Chose \( q > 4 \): by interpolation between our two bounds, we can sum over all \( h^{2/3} \lesssim \gamma \lesssim h^{2/3-\epsilon} \); consider \( q > 4 \) and \( \theta = 1 - 4/q \), then the summability condition on \( \epsilon \) and \( q \) reads, with \( \mu > 0 \)

\[
\left( \frac{\gamma^{3/2}}{h} \right)^{1-\theta} \sqrt{\gamma} \lesssim h^\mu, \quad \text{e.g.} \quad q > 4(1 + \frac{9\epsilon}{2 - 3\epsilon}).
\]

For \( \epsilon = 1/30 \), we get \( q > 4 + 9/57 \), so that

**Proposition 16.** The half-wave operator \( \sum_{\gamma \leq h^{2/3-\epsilon}} G_{h,\gamma}^\pm \) is such that, for any \( q \geq 4 + 3/19 \),

\[
(180) \quad \| \sum_{\gamma \leq h^{2/3-\epsilon}} G_{h,\gamma}^\pm u_0 \|_{L^q_t L^\infty_{x,y}} \lesssim h^{1/4-1} \|u_0\|_2.
\]

This completes the proof of Theorem 1.
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