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Abstract
Colloquial dialects of Arabic can be roughly categorized into five groups based on relatedness and geographic location (Egyptian, North African/Maghrebi, Gulf, Iraqi, and Levantine), but given that all dialects utilize much of the same writing system and share overlapping features and vocabulary, dialect identification and text classification is no trivial task. Furthermore, text classification by dialect is often performed at a coarse-grained level into these five groups or a subset thereof, and there is little work on sub-dialectal classification.

2. Materials
To focus on training and testing materials that were annotated at the sub-dialectal level and produced spontaneously, I utilized 10,000 tweets harvested from each of the four countries that make up the speakers of the Levantine dialect (Jordan, Palestine, Syria, and Lebanon). These 10,000 tweets contained a total of approximately 100,000 words. I drew partially from annotated material from Mubarak and Darwish (2014) which contains Twitter data from Jordan, Palestine, Syria, and Lebanon and was collected by exploiting user-provided location and geo-tagging info. I supplemented this with additional tweets from each country, which were harvested in the same manner throughout 2014-2015.
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There are approximately 15 million tweets produced in Arabic per day (Mubarak and Darwish, 2014). Each tweet produced has associated metadata that includes the time of publication, the username of the author, the language the tweet is written in, as well as location information of where the tweet was written from. This metadata is searchable and made available for harvesting via the Twitter API. Given that all colloquial dialects of Arabic utilize the same script for encoding language, and because the writing of colloquial language is not a phenomenon unique to any given dialect, the approach used in previous studies pioneering tweet harvesting such as (Ljubesic et al., 2014) will not provide fine-grained dialect information given that the metadata included for Twitter does not include Arabic dialect info. A selection of ‘Arabic’ would produce all colloquial dialects, as well as material written in MSA.

As for location information, it comes in two forms. The first is a raw latitude longitude geo-tag which can give precise indication to region. However, this is an optional feature most users do not use: only about 2% of tweets are geo-tagged for location (Huck et al., 2012). Another optional feature is a user-provided location, which approximately 70% of tweets include (Mubarak and Darwish, 2014). These are locations which the user has custom written, and may or may not be informative as to actual location. For example, a user can write they are located in ‘Amman, Jordan’ or simply write ‘My house’. I used the Twitter API and engaged with it via the Twython library for Python. Using these tools, I requested the Twitter API search through all tweets in the Arabic language which met either of the following criteria:

- Geo-tag: tweet was tagged within the geographic borders of the regions of interest
- User location: tweet was written by user with location matching major cities in Levantine countries, as well as the country names. Following Mubarak and Darwish (2014), possible user location names associated with each country were drawn from the geographic name database GeoNames. In addition, each time a user from a specific country was identified, manual inspection of user locations of their followers was performed to collect new permutations of possible ways to indicate residence in that country.

This approach operated under a couple of assumptions. First, that users tweet from a location where speakers speak the same dialect as the user. Given patterns of immigration in the Levant, users who produce geo-coded tweets in a particular country may have origins, and therefore native dialects, associated with a different region. Furthermore, a user may be temporarily producing tweets with a different geo location other than their default location if they are traveling. To partially circumvent this potential confound, tweets which exhibited mismatch between the user-provided location and the geocode were not retained in the dataset. Furthermore, a potential confound arises from the fact that a particular author’s features may be easily identified across testing and training sets (Rangel et al., 2017). However, the data has been completely anonymized and therefore further analysis regarding the influence of authorship is unavailable.

Tweets were collected for the greater part of a year to help reduce the possibility of cyclic effects of frequency, such as the tendency for holiday greetings to spike during Ramadan, for example (Eisenstein, 2013; Refaee and Rieser, 2014). To help maximize the likelihood that the collected tweets contained colloquial material, I discarded tweets which contained vowel diacritics, as this was typically indicative of a user tweeting a verse from the Quran, and not likely to contain colloquial data.

Data was prepared for study by removing additional non-textual information included in the tweets such as emojis, other usernames (mentions), punctuation, and links. In addition to spontaneously-produced tweets, two additional language resources were utilized: two different spoken Arabic telephone corpora in which the speaker’s country of origin is annotated (Appen, 2007; Maamouri et al., 2007). The transcribed speech corpora differed from the tweets as they were professionally transcribed, thus losing any character-level features that may emerge as a result of being written by the speaker. The telephone transcripts were used to generate words unique to each dialect; that is, words which appeared in telephone conversations in one dialect but not in the other three. These vocabularies were thus pruned to remove overlapping dialectal items.

### 3. Classification Experiments

Following recent work on discriminating between dialects of Arabic for transcriptions of speech (Malmasi et al., 2016), a state-of-art method of Support Vector Machines including features of character n-grams (from unigrams to 5-grams) was explored (Eldeesouki et al., 2016). In addition to this, word n-grams (from unigrams to trigrams) were included in the models.

In addition to the inclusion of n-gram based feature models, models which focused on unique words for each dialect were included to prune vocabulary that overlaps across dialects. This method has been demonstrated to be successful in large-scale text identification and classification tasks (Madsen et al., 2004, among others), including discrimination tasks for other closely-related languages with low resources and a large lexical overlap, such as Tagalog, Cebuano, and Bicolano (Dimalen and Roxas, 2007).

#### 3.1. Procedure

A multiclass linear kernel Support Vector Machine (Joachims, 1999) was used to perform a four-way classification into the sub-dialects Jordanian, Palestinian, Lebanese, and Syrian, on the Twitter data described above. The model included features for character unigrams up to 5-grams, and word unigrams up to trigrams. Furthermore, a model incorporating features of the pruned vocabulary lists built from the telephone corpora were explored. Classification was performed on each tweet individually. To generate n-gram probabilities used as features for the SVM, I used the SRI Language Modeling (SRILM) toolkit.

---

1. https://dev.twitter.com/
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• **Word n-grams:** Modeled the probability of occurrences of contiguous word strings in a text. For the current study, three word n-gram models were built: a unigram model determining the likelihood of a word occurring in a text, a bigram model determining the likelihood of a word occurring given the previous word, and a trigram model determining the likelihood of a word occurring given the previous two words. Unknown words encountered by the model were mapped to `<unk>`, and sentence start and end markers were considered in the models.

• **Character n-grams:** Modeled the probability of occurrences of contiguous character strings in a text. Five character n-gram models were built: a unigram model determining the likelihood of a character appearing in a text, a bigram model determining the likelihood of a character occurring given a previous character, and so on, until the 5-gram model. An additional feature type considered was the inclusion of dialect-specific words generated by the unique words list from the telephone corpora. These features were binary: either the word was present, or not.

### 3.2. Results

I used k-fold cross-validation (k = 10), in which a sampling of 9/10 of the data was used as the training data with the remaining 1/10 being used as testing data, and this process was performed 10 times. The accuracy reported in is calculated as an average across all 10 folds.

| Method                     | Accuracy |
|----------------------------|----------|
| N-gram model:              |          |
| 1-5 character; 1-3 word    | 65%      |
| Vocabulary pruning         | 54%      |
| N-gram + vocabulary pruning| 46%      |

Table 1: Classification accuracy for training and testing sets. Best results are in bold.

Table 1 shows the performance of three models: (i) The n-gram based SVM trained on the Twitter data which did not incorporate unique words from the telephone corpora, (ii) SVM trained on only the unique words per dialect from the telephone corpora and (iii) a combination SVM using both of the above feature sets. The first model, the n-gram based SVM trained on the Twitter data, had the highest accuracy at 65%.

### 4. Classification Estimates for Existing Resources

Given the SVM n-gram model presented in the previous section achieves an accuracy of 65% when classifying tweets, it was utilized to perform further classification on existing Levantine resources in order to provide estimates on their sub-dialectal makeup. I used the model to classify the mixed Levantine corpora from [Almeman and Lee (2013)] and [Zaidan and Callison-Burch (2011)] and performed classification on each sentence in the corpus. These estimates are shown in Table 2.

| Existing mixed-dialect resource | Classification |
|--------------------------------|----------------|
| (Zaidan and Callison-Burch, 2011) | JOR 42%        |
|                                 | LEB 19%        |
|                                 | PAL 9%         |
|                                 | SYR 30%        |
| (Almeman and Lee, 2013)         | JOR 70%        |
|                                 | LEB 9%         |
|                                 | PAL 17%        |
|                                 | SYR 4%         |

Table 2: Classification estimates for existing mixed-dialect resources using the best performing model (n-gram SVM)

As shown in Table 2 a majority of the data was classified as Jordanian. The high estimates for Jordanian are not surprising, especially for classification of [Zaidan and Callison-Burch, 2011] given that the resource is composed of newspaper commentary and the newspaper selected to represent Levantine for that multidialectal dataset was indeed a Jordanian newspaper.

### 5. Conclusions and Future Work

Colloquial/Spoken Arabic dialect identification and discrimination in text is a nontrivial task due to several factors, including the fact that the dialects are closely related and thus exhibit overlapping lexicons and a shared writing system. For fine-grained distinctions at the sub-dialectal level, this problem is exacerbated by the lack of data annotated by sub-dialect and a lack of previous research into discrimination at the sub-dialectal level. In this paper, the state-of-the-art methodology for discriminating between colloquial/spoken dialects of Arabic in text (n-gram based SVMs) [Malmasi et al., 2016] was applied at a more fine-grained level. I also explored utilizing this methodology to leverage existing coarse-grained mixed dialectal resources with the intention of repurposing them as fine-grained resources with classification at the sub-dialectal level. Further improvements are currently being explored, including the utilization of tf-idf for features. Furthermore, vocabulary pruning from different sources than the telephone corpora should be explored, given that the telephone corpora are quite sparse at only approximately 200,000 words. For example, [Darwish et al. (2014)] demonstrated success with dialect-specific words in text-based classification, specifically, manually-identified Egyptian words at the high end of the frequency range from [Zbib, Rabih and Malchiodi, Erika and Devlin, Jacob and Stallard, David and Matsoukas, Spyros and Schwartz, Richard and Makhouli, John and Zaidan, Omar F and Callison-Burch, Chris, 2012]. The current study focuses on a test case of the Arabic dialect Levantine, which is broadly made up of four geopolitical entities that can serve as a more fine-grained classification (Jordanian, Lebanese, Palestinian, and Syrian.)
However, this methodology and improvements upon it can be easily adapted to other closely-related dialects, such as those spoken throughout the Arab Gulf, and to other non-geopolitical dialectal distinctions such as the urban vs. rural varieties.
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