Abstract

Instance segmentation aims to detect and segment individual objects in a scene. Most existing methods rely on precise mask annotations of every category. However, it is difficult and costly to segment objects in novel categories because a large number of mask annotations is required. We introduce ShapeMask, which learns the intermediate concept of object shape to address the problem of generalization in instance segmentation to novel categories. ShapeMask starts with a bounding box detection and gradually refines it by first estimating the shape of the detected object through a collection of shape priors. Next, ShapeMask refines the coarse shape into an instance level mask by learning instance embeddings. The shape priors provide a strong cue for object-like prediction, and the instance embeddings model the instance specific appearance information. ShapeMask significantly outperforms the state-of-the-art by 6.4 and 3.8 AP when learning across categories, and obtains competitive performance in the fully supervised setting. It is also robust to inaccurate detections, decreased model capacity, and small training data. Moreover, it runs efficiently with 150ms inference time and trains within 11 hours on TPUs. With a larger backbone model, ShapeMask increases the gap with state-of-the-art to 9.4 and 6.2 AP across categories. Code will be released.

1. Introduction

Instance segmentation is the task of providing pixel-level classification of objects and identifying individual objects as separate entities. It is fundamental to applications such as autonomous driving or robot manipulation [7, 43], since segmenting individual objects could help autonomous agents’ planning and decision making. The community has made great headway on this task recently [37, 38, 18, 16, 35, 9, 25, 2, 32, 20, 23]. However, these approaches require precise pixelwise supervision for every category. The need for annotation limits instance segmentation to a small slice of visual world that we have dense annotations for. But how can instance segmentation generalize better to novel categories?
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Most existing instance segmentation algorithms are either detection-based [37, 38, 18, 16, 9] and grouping-based [34, 1, 35, 25, 2, 32]. To generalize to novel categories, detection-based approaches can use class-agnostic training which treats all categories as one foreground category. For example, previous works perform figure-ground segmentation inside a box region without distinguishing object classes [37, 38]. Although class agnostic learning can be readily applied to novel categories, there still exists a clear gap compared to the fully supervised setup [20, 37]. On the other hand, the grouping-based approaches learn instance specific cues such as pixel affinity for grouping each instance. Although the grouping stage is inherently class-agnostic and suitable for novel categories, most algorithms still rely on semantic segmentation [1, 34, 2] to provide class information, which requires pixelwise annotation of every class. Whether detection or grouping-based, generalization to novel categories remains an open challenge.

We propose to improve generalization in instance segmentation by introducing intermediate representations [28, 42, 10], and instance-specific grouping-based learning [39, 23]. Consider Figure 2. Most detection-based approaches use boxes as the intermediate representation for objects (see middle column) which do not contain information of object pose and shape. On the contrary, shapes are more informative (see right column) and have been used by numerous algorithms to help object segmentation [1, 46, 19, 6, 45]. As the pixels of novel objects may appear very different, we hypothesize that shapes could be leveraged to improve generalization as well. Intuitively speaking, learning shapes may help because objects of different categories often share similar shapes, e.g., horse and zebra, orange and apple, fork and spoon. On the other hand, grouping-based learning causes the model to learn “which pixels belong to the same object” and may generalize well by learning appropriate appearance embeddings. For example, even if the model has never seen an orange before, it could still segment it by grouping the pixels with similar appearance.

Motivated by this observation, we propose a new instance segmentation algorithm “ShapeMask” to address the generalization problem. Figure 1 illustrates how ShapeMask starts with a box detection, and gradually refines it into a fine mask by learning intermediate shapes. Given a detection, ShapeMask first represents it as a uniform box prior. Then ShapeMask finds the shape priors which best indicate the location, scale and rough shape of the object to fit the box (detection prior). Finally, ShapeMask decodes the coarse mask by a fully convolutional network and refines it by its own instance embedding. The idea behind refinement is similar to grouping approaches. To generalize to novel categories, we simply use class agnostic training for ShapeMask without the need of transfer learning. A natural by-product of learning shapes as soft priors is that ShapeMask can produce masks outside the detection box similar to [17] and unlike [18, 9] which apply feature cropping.

Furthermore we design ShapeMask to run seamlessly across hardware accelerators such as TPUs[22, 15] and GPUs to maximize performance as follows: (1) perform simple cropping (no interpolation needed) instead of ROIAlign operation [18], (2) train with jitted ground truths instead of detections to avoid sorting or NMS at training time [18], (3) use one-stage detector RetinaNet [30] to enable efficient training. These design changes allow us to train 4x faster than state-of-the-art without compromising performance.

Experiments on COCO show that ShapeMask significantly outperforms the state-of-the-art transfer learning approach [20] in the cross-category setup. In fact, ShapeMask can outperform the state-of-the-art using only 1% of the labeled data. We also qualitatively show that ShapeMask is able to segment many novel object classes in a robotics environment different from the COCO dataset. In the fully supervised instance segmentation setting, ShapeMask is competitive with state-of-the-art techniques while training multiple times faster and running at 150-200ms per image.

2. Related Work

Most instance segmentation algorithms can be categorized into either detection-based or grouping-based approaches. The detection-based methods [16, 9, 17, 27, 5, 18, 37, 38] first detect the bounding box for each object instance and predict the segmentation mask inside the region cropped by the detected box. This approach has achieved state-of-the-art performance in instance segmentation datasets like COCO[31] and Cityscapes [7]. The grouping-based approaches [25, 2, 3, 34, 32, 1, 24] view the instance segmentation as a bottom-up grouping problem. They do not assign region of interest for each object instance. Instead, they produce pixelwise predictions of cues such as directional vectors [32], pairwise affinity [34], watershed energy [2], and semantic classes, and then group object instances from the cues in the post-processing stage.
In addition to grouping, some object segmentation works have simultaneously used shape priors as unaries in probabilistic framework [1, 46, 19], augmented proposals [6], or as top-down prior to help grouping [45]. Classical instance segmentation works are mostly grouping-based and show minimal gap generalizing to unseen categories [41, 39]. For example, MCG [39] generates quality masks by normalized cut on the contour pyramid computed from low level cues. However, grouping-based approaches have not been shown to outperform detection-based methods on the challenging COCO dataset so far.

Recently, [36, 47, 23, 20] study instance segmentation algorithms that can generalize to categories without mask annotations. [23] leverages the idea that given a bounding box for target object, one can obtain pseudo mask label from a grouping-based segmentation algorithm like Grab-Cut [41]. [36] studies open-set instance segmentation by using a boundary detector followed by grouping, while [47] learns instance segmentation from image-level supervision by deep activation. Although effective, these approaches do not take advantage of existing instance mask labels to achieve better performance.

In this paper, we focus on the partially supervised instance segmentation problem [20], as opposed to the weakly-supervised setting [23, 47]. The main idea is to build a large scale instance segmentation model by leveraging large datasets with bounding box annotations e.g. [26], and smaller ones with detailed mask annotations e.g. [31]. More specifically, the setup is that only box labels (not mask labels) are available for a subset of categories at training time. The model is required to perform instance segmentation on these categories at test time. MaskX R-CNN [20] tackles the problem by learning to predict weights of mask segmentation branch from the box detection branch. This transfer learning approach shows significant improvement over class-agnostic training, but there still exists a clear gap with the fully supervised system.

3. Method

In the following sections, we discuss the set of modules that successively refine object box detections into accurate instance masks.

3.1. Shape Recognition

Shape priors: We obtain a set of shape bases from a collection of mask annotations in order to succinctly represent the canonical poses and shapes of each class. These bases are called “shape priors”. The intuition is that when the approximate shape is selected early on in the algorithm, the subsequent instance segmentation becomes much more informed than a box (see also Figure 2). In order to obtain shape priors, we run k-means to find $K$ centroids of all instance masks for each class in the training set. We resize all mask annotations to a canonical size 32 x 32 before clustering. In the class specific setting, the total number of shape priors is $C \times K$, where $C$ is the number of classes (e.g., $K = 20$).

In the class agnostic setting, we group all classes as one and have $K$ shape priors in total (e.g., $K = 100$). We define the set of shape priors as $H = \{S_1, S_2, ..., S_K\}$. Figure 3 visualizes the selected shape priors per class for the COCO dataset. We can see the objects have diverse within- and between-class appearance. In class-agnostic setting, clustering yields similarly diverse shape priors.

Figure 3: Shape priors obtained by clustering mask labels in the training set. Each prior is a cluster centroid of an object category.

Shape estimation: Starting with a box detection, we first represent it as a binary heatmap $B$, i.e. $b \in \{0, 1\}$, $\forall b \in B$. The purpose of this stage is to estimate a more informative detection prior $S_{prior}$ from $B$ (see Figure 4). To achieve this, we estimate the target object shape by selecting similar shape priors from the knowledge base $H$. Unlike existing methods [5, 18] which view shape prediction as a per-pixel classification problem, we learn to combine similar shapes from $H$ to form predictions.

Figure 4 illustrates the entire process. First, we pool features inside the bounding box $B$ on the feature map $X$, to obtain an embedding $x_{box}$ representing the object instance:

$$x_{box} = \frac{1}{|B|} \sum_{(i,j) \in B} X(i,j)$$  \hspace{1cm} (1) $$

The instance shape embedding $x_{box}$ is then used to recognize similar shapes in the knowledge base $H$. The shape priors are the bases used to reconstruct the target object shape inside the bounding box. The predicted object shape $S$ is a weighted sum of shape priors $\{S_1, S_2, ..., S_K\}$, where the weights are predicted by applying a linear layer $\phi$ to $x_{box}$ followed by a softmax function to normalize weights over $K$, $w_k = softmax(\phi_k(x_{box}))$

$$S = \sum_{k=1}^{K} w_k S_k$$  \hspace{1cm} (2) $$

The predicted shape $S$ is then resized and fitted into the detection box $B$ to create a smooth heatmap, which we call “detection prior” $S_{prior}$ (as shown in Figure 4).
Figure 4: **Shape Estimation.** Given a box detection, we refine the box into an initial estimate of shape $S_{\text{prior}}$ by linearly combining prior shapes $S_1, S_2, \ldots, S_K$. Our model learns to predict the shape prior distribution to minimize reconstruction error.

Training, we apply pixel-wise mean square error (MSE) loss on the detection prior $S_{\text{prior}}$ against the ground-truth mask $S_{\text{gt}}$ to learn the parameters in $\phi$ (See Equation 3).

$$L_{\text{prior}} = \text{MSE}(S_{\text{prior}}, S_{\text{gt}})$$

(3)

The approach simplifies the instance segmentation problem by first solving the shape recognition problem. It incorporates the strong prior that the primitive object shapes only have a few modes. This regularizes the output space of the model and prevents it from predicting implausible shapes, e.g., broken pieces. By adding such structure to the model, we observe improved generalization to novel categories. We speculate this is because many novel objects share similar shapes with the labeled ones.

### 3.2. Coarse Mask Prediction

Given the detection prior $S_{\text{prior}}$ from the previous section, the goal of this stage is to obtain a coarse instance mask $S_{\text{coarse}}$ (Figure 5). First, we use a function $g$ to embed $S_{\text{prior}}$ into the same feature dimension as image features $X$, where $g$ is a 1x1 convolution layer. Then we sum them into a prior conditioned feature map $X_{\text{prior}}$.

$$X_{\text{prior}} = X + g(S_{\text{prior}})$$

(4)

$x_{\text{prior}}$ now contains information from both image features and the detection prior which guides the network to predict object-like segmentation mask. A coarse instance mask $S_{\text{coarse}}$ is decoded by applying a function $f$ to $X_{\text{prior}}$, which consists of four convolution layers in our case:

$$S_{\text{coarse}} = f(X_{\text{prior}})$$

(5)

This is similar to the mask decoder design in [18], but the difference is we use detection prior $S_{\text{prior}}$ to guide the decoding. Pixel-wise cross-entropy loss is applied to the predicted mask $S_{\text{coarse}}$ to learn the parameters in the mask decoder:

$$L_{\text{coarse}} = CE(S_{\text{coarse}}, S_{\text{gt}})$$

(6)

Figure 5: **Coarse Mask Prediction.** We fuse $S_{\text{prior}}$ with the image features $X$ to obtain prior conditioned features $X_{\text{prior}}$, from which we decode a coarse object shape $S_{\text{coarse}}$.

### 3.3. Shape Refinement by Instance Embedding

Although the coarse segmentation mask $S_{\text{coarse}}$ provides strong cues for possible object shapes, it does not leverage the instance-specific information encoded by the image features. As opposed to previous stages that aim to extract rough shape estimates, the goal of this stage is to refine $S_{\text{coarse}}$ into a detailed final mask $S_{\text{fine}}$ (Figure 6).

Similar to the instance shape embedding $x_{\text{box}}$ in Sec. 3.1, we can pool the instance mask embedding by the refined shape prior to obtain more accurate instance representations $x_{\text{mask}}$. Given the soft coarse mask $S_{\text{coarse}}$, we binarize it and compute the 1D instance embedding $x_{\text{mask}}$ of the target object by pooling features inside the coarse mask:

$$x_{\text{mask}} = \frac{1}{|S_{\text{coarse}}|} \sum_{(i,j) \in S_{\text{coarse}}} X_{\text{prior}(i,j)}$$

(7)

We then center the image features $X_{\text{prior}}$ by subtracting the instance embedding $x_{\text{mask}}$ at all pixel locations:

$$X_{\text{inst}(i,j)} = X_{\text{prior}(i,j)} - x_{\text{mask}}$$

(8)

This operation can be viewed as conditioning the image features by the target instance. The idea is to encourage the model to learn simple, low-dimensional features to represent object instances. To obtain the fine mask $S_{\text{fine}}$, we add the mask decoding branch which has the same architecture as described in Section 3.2 with one additional upsampling layer to enhance the output resolution. Same as before, pixelwise cross-entropy loss is used to learn the fine mask $S_{\text{fine}}$ from the groundtruth mask $S_{\text{gt}}$ (see Equation 9).

$$L_{\text{fine}} = CE(S_{\text{fine}}, S_{\text{gt}})$$

(9)

Note that the $S_{\text{gt}}$ here is of higher resolution than before due to the upsampling of $S_{\text{fine}}$.

### 3.4. Generalization by Class Agnostic Learning

To generalize to novel categories, we adopt class-agnostic learning in ShapeMask. We follow the setup in [20], the box branch outputs box detections with confidence scores for all classes and the mask branch predicts...
Figure 6: **Shape Refinement.** Starting from $X_{prior}$ and $S_{coarse}$, we first compute the instance embedding $X_{inst}$ by average pooling the features within $S_{coarse}$. Then we subtract $X_{inst}$ from $X_{prior}$ before decoding the final mask. We show the low-dimensional PCA projection of the “Centered Instance features” for the purpose of visualization.

a foreground mask given a box without knowing the class. For generating shape priors $S_1, S_2, ..., S_c$, we combine instance masks from all classes together and run k-means with a larger $K$ than the class-specific setting. This allows us more capacity to capture the diverse modes of shapes across all categories. At inference time, we treat any novel object as part of this one foreground category during shape estimation and mask prediction stages. The capability to generalize well across categories makes ShapeMask also a class-agnostic algorithm, although its performance in the generalization capability shows ShapeMask can work well on a larger part of the visual world than other approaches which require strong pixelwise labeling for every category. Such generalization capability shows ShapeMask can work well on a larger part of the visual world than other approaches which require strong pixelwise labeling for every category.

### 5. Experiments

**Experimental setup.** We report the performance of ShapeMask on the COCO dataset [31]. We adopt well-established protocol in the literature for evaluation [13, 40, 18, 9, 27, 8, 5] by reporting standard COCO metrics AP, AP50, AP75, and AP for small/medium/large objects. Unless specified otherwise, mask AP is reported instead of box AP. We additionally compare the training and inference times, demonstrating ShapeMask is among the fastest at both inference and training.

**5.1. Generalization to Novel Categories**

We first demonstrate the state-of-the-art ability of ShapeMask to generalize across classes and datasets. Such generalization capability shows ShapeMask can work well on a larger part of the visual world than other approaches which require strong pixelwise labeling for every category.

Partially Supervised Instance Segmentation is the task of performing instance segmentation on a subset of categories for which no masks are provided during training. The model is trained on these categories with only box annotations, and on other categories with both box and mask annotations. The experiments are set up following the previous work [20]. We split the COCO categories into VOC vs. Non-VOC. The VOC categories are those also present in PASCAL VOC [11]. At training time, our models have access to the bounding boxes of all categories, but the masks only come from either VOC or Non-VOC categories. The performance upper bounds are set by the oracle models that have access to masks from all categories. In this section, our training set is COCO train2017 and the comparison

---

1https://github.com/tensorflow/tpu/tree/master/models/official/retinanet
Figure 7: Visualization of ShapeMask on novel categories. For clarity, we only visualize the masks of novel categories. ShapeMask is able to segment many challenging objects well without seeing mask annotations in the same categories. It learns to predict object-like shapes for novel categories in many cases where Mask R-CNN does not (see rightmost column).

Table 1: Performance of ShapeMask (class-agnostic) on novel categories. At the top, VOC → Non-VOC means “train on masks in VOC, test on masks in Non-VOC”, and vice versa. ShapeMask outperforms the state-of-the-art method MaskX R-CNN [20] by 6.4 AP on VOC to Non-VOC transfer, and 3.8 AP on Non-VOC to VOC transfer using the same ResNet backbone. ShapeMask has smaller gap with the oracle upper-bound than MaskX R-CNN. By using a stronger feature pyramid from [12], ShapeMask outperforms MaskX R-CNN by 9.4 and 6.2 AP. These results provide strong evidence that ShapeMask can better generalize to categories without mask annotation.

| backbone | method | VOC → Non-VOC | Non-VOC → VOC |
|----------|--------|---------------|---------------|
|          | AP     | AP_50 | AP_75 | AP_S | AP_M | AP_L | AP | AP_50 | AP_75 | AP_S | AP_M | AP_L |
| FPN      | Mask R-CNN [20] | 18.5 | 34.8  | 18.1  | 11.3  | 23.4  | 21.7  | 24.7 | 43.5  | 24.9  | 11.4  | 25.7  | 35.1  |
|          | Our Mask R-CNN | 21.9 | 39.6  | 21.9  | 16.1  | 29.7  | 24.6  | 27.2 | 39.6  | 27.0  | 16.4  | 31.8  | 35.4  |
|          | GrabCut Mask R-CNN [20] | 19.7 | 39.7  | 17.0  | 6.4   | 21.2  | 35.8  | 19.6 | 46.1  | 14.3  | 5.1   | 16.0  | 32.4  |
|          | MaskX R-CNN [20] | 23.8 | 42.9  | 23.5  | 12.7  | 28.1  | 33.5  | 29.5 | 52.4  | 29.7  | 13.4  | 30.2  | 41.0  |
|          | Oracle Mask R-CNN [20] | 34.4 | 55.2  | 36.3  | 15.5  | 39.0  | 52.6  | 39.1 | 64.5  | 41.4  | 16.3  | 38.1  | 55.1  |
|          | Our Oracle Mask R-CNN | 34.3 | 54.7  | 36.3  | 18.6  | 39.1  | 47.9  | 38.5 | 64.4  | 40.4  | 18.9  | 39.4  | 51.4  |
| FPN      | ShapeMask (ours) | 30.2 | 49.3  | 31.5  | 16.1  | 38.2  | 38.4  | 33.3 | 56.9  | 34.3  | 17.1  | 38.1  | 45.4  |
|          | Oracle ShapeMask (ours) | 35.0 | 53.9  | 37.5  | 17.3  | 41.0  | 49.0  | 40.9 | 65.1  | 43.4  | 18.5  | 41.9  | 56.6  |
| NAS-FPN [12] | ShapeMask (ours) | 33.2 | 53.1  | 35.0  | 18.3  | 40.2  | 43.3  | 35.7 | 60.3  | 36.6  | 18.3  | 40.5  | 47.3  |
|          | Oracle ShapeMask (ours) | 37.6 | 57.7  | 40.2  | 20.1  | 44.4  | 51.1  | 43.1 | 67.9  | 45.8  | 20.1  | 44.3  | 57.8  |

Main results: We achieve substantially better results than the state-of-the-art methods as shown in Table 1. All benchmark experiments use ResNet-101 network with feature pyramid connections [29]. Using the same FPN backbone, ShapeMask outperforms the state-of-the-art method MaskX R-CNN [20] by 6.4 AP on VOC to Non-VOC transfer, and 3.8 AP on Non-VOC to VOC transfer. The gap relative to the oracle upper-bound is 4.8 and 7.6 AP for ShapeMask, compared to the 10.6 and 9.6 AP of MaskX R-CNN (lower is better). By adding a stronger feature pyramid from [12], we outperform MaskX R-CNN by 9.4 and 6.2 AP. This shows that ShapeMask can take advantage of large backbone model. We also observe that ShapeMask clearly outperforms the baseline class agnostic Mask R-CNN reported in [20] or our own Mask R-CNN implementation. These results provide strong evidence that ShapeMask can better generalize to categories without mask annotations.
shapes in cases where the pixelwise prediction approaches like Mask R-CNN tend to predict broken pieces. Figure 12 in Appendix A shows more results of ShapeMask vs. Mask R-CNN in the partially supervised setting.

**Generalization with less data:** To study the generalization capabilities of ShapeMask with less training data, we train class agnostic ShapeMask and Mask R-CNN on VOC and test on Non-VOC categories using only 1/2 until 1/1000 of the data. To mimic the realistic setting of having less labeled data, we subsample the training set by their image id. Figure 8 shows that ShapeMask generalizes well to unseen categories even down to 1/1000 of the training data. In fact, using just 1/100 of the training data, ShapeMask still outperforms the state-of-the-art Mask R-CNN trained on the whole data by 2.0 AP.

**Generalization to robotics data:** We further demonstrate the ShapeMask algorithm in an out-of-sample scenario, by testing it on object instance segmentation for robotics grasping (Figure 9). This dataset contains many objects not defined in the COCO VOCabulary, therefore serving as a good testbed to assess the generalization of ShapeMask. The dataset comes with bounding box annotations on office objects and architectural structures, but without any instance mask annotation. The model is only trained on COCO and not on this data. To isolate the task of instance segmentation from detection, we feed in groundtruth boxes and evaluate only on segmentation task. As seen, ShapeMask generalizes well to many categories not present in the training data. This shows our approach is particularly useful in settings where the agent will encounter objects beyond the pixelwise annotated vocabulary.

### 5.2. Fully Supervised Instance Segmentation

Although the focus of ShapeMask is on generalization, this section shows that it is competitive as a general purpose instance segmentation algorithm.

**Main results:** We compare class-specific ShapeMask to leading instance segmentation methods on COCO in Table 2. Following previous work [18], training is on COCO train2017 and testing is on test-dev2017.

Using the same ResNet-101-FPN backbone, ShapeMask outperforms Mask R-CNN by 1.7 AP. With a stronger backbone, ShapeMask outperforms the best Mask R-CNN and MaskLab numbers by 2.9 and 2.7 AP. Since the focus of ShapeMask is to generalize to novel categories, we do not apply the techniques reported in [5, 33], including atrous convolution, deformable crop and resize, mask refinement, adaptive feature pooling, heavier head, etc. Without any of these, ShapeMask ranks just behind PANet by 2.0 AP. Similarly, ShapeMask achieves 45.4 AP for box detection task without using the techniques reported by [4, 44, 33] – only second to the 47.4 AP of PANet (see Table 5 in Appendix B).

We benchmark the training and inference time with existing systems. Our training time of 11 hours on TPUs is 4x faster than all versions of Mask R-CNN [18, 14] \(^2\). For ResNet-101 model, we report competitive inference time among leading methods, where we note that our CPU time is unoptimized and can be further reduced. Among the heavier models, ShapeMask is the only method with reported runtimes. Training finishes within 25 hours on TPUs and runs at 5 fps per 1024 x 1024 image on GPU. Table 6 of Appendix C further shows that by reducing the fea-

\(^2\)github.com/facebookresearch/Detectron/blob/master/MODEL_ZOO.md
Table 2: ShapeMask Instance Segmentation Performance on COCO. Using the same backbone, ShapeMask outperforms Mask R-CNN by 1.7 AP. With a larger backbone, ShapeMask outperforms Mask R-CNN and MaskLab by 2.9 and 2.7 AP respectively. Compared to PANet, ShapeMask is only 2.0 AP behind without using any techniques reported in [33, 5]. This shows that ShapeMask is competitive in the fully supervised setting. Timings reported on TPUs are marked with star signs. Inference time is reported following the Detectron format: X for GPU time, Y for CPU time. All mask APs are single-model, and are reported on COCO test-dev2017 without test time augmentation except Detectron on val2017 (gray).

| Method                                      | VOC → Non-VOC | Non-VOC → VOC |
|---------------------------------------------|---------------|---------------|
| AP  | AP$_{50}$   | AP$_{75}$   | AP  | AP$_{50}$   | AP$_{75}$   |
| Our Mask R-CNN                             | 36.4          | 29.0          |
| ShapeMask (ours)                           | 37.2          | 34.3          |
| ShapeMask w/ jittering training (ours)     | 37.2          | 35.7          |

Table 3: Instance segmentation Mask AP with jittered detections at test time. ShapeMask is more robust than Mask R-CNN by 5.3 AP. Adding jittering during training time makes ShapeMask more robust to it (last row).

Table 4: Ablation results for the partially supervised model.

| Shape Embed. | VOC → Non-VOC | Non-VOC → VOC |
|--------------|---------------|---------------|
| AP  | AP$_{50}$   | AP$_{75}$   | AP  | AP$_{50}$   | AP$_{75}$   |
| ✓   | 13.7          | 28.0          | 12.0 | 24.8          | 45.6          | 23.5         |
| ✓   | ✓             | 26.4          | 44.9  | 27.2   | 30.6          | 53.4          | 30.4         |
| ✓   | ✓             | ✓             | 30.2  | 49.3  | 31.5          | 33.3          | 56.9          | 34.3         |

6. Conclusion

We introduce ShapeMask that leverages shape priors and instance embeddings for better generalization to novel categories. ShapeMask significantly outperforms state-of-the-art in the cross categories setup. Moreover, it is robust against inaccurate detections, competitive in the fully supervised setting, and runs efficiently for training and inference. We believe ShapeMask is a step to further instance segmentation in the wild.
Figure 10: Visualization of results of the fully supervised ShapeMask model on the COCO val2017. ShapeMask is able to obtain quality contours for large objects, handle thin structures, and deal with within-category overlaps.

Figure 11: Analysis of Robust Segmentation. We stress-test Mask R-CNN and ShapeMask on randomly perturbed boxes (both were trained on whole boxes). Using soft detection priors, ShapeMask can handle poorly localized detections at test time while Mask R-CNN fails to do so by design of tight feature cropping.

Appendix A: ShapeMask vs. Mask R-CNN

Figure 12 shows more outputs of the partially supervised ShapeMask vs. Mask R-CNN. We randomly sample the images from the validation set and visualize VOC to Non-VOC and Non-VOC to VOC transfers. Both methods are able to segment unseen object categories, with ShapeMask clearly providing more accurate segments. Potential failure modes are exhibited by both on challenging categories such as pizza and people.

Appendix B: Object Detection

Instance segmentation algorithms are also evaluated by their ability to provide accurate detections. Table 5 shows our comparison with leading object detectors on COCO. With ResNet-101-FPN backbone, our 42.0 AP clearly outperforms RetinaNet and Mask R-CNN, and is among the best reported approaches using the same backbone. Using ResNet-101-NAS-FPN, ShapeMask achieves 45.4 AP which is comparable to SNIP and behind PANet by 2.0 AP. Note that ShapeMask does not apply many existing detection improvement methods [4, 21, 44]. This shows that ShapeMask can function as a competitive object detector as well.

Appendix C: Lightweight Mask Branch

We study the performance and mask branch capacity tradeoff in Table 6. All convolution and deconvolution layers in the mask branch are set to the same number of channels here. We observe that ShapeMask performance degrades minimally as mask branch capacity decreases dramatically. With 16 channels, the mask branch of ShapeMask maintains a competitive AP of 35.8, slightly better Mask R-CNN, while using 130x fewer parameters and 23x fewer FLOPs and running at 4.6ms. To our knowledge, this
Table 5: Object Detection Box AP on COCO test-dev2017. With ResNet-101-FPN backbone, ShapeMask outperforms RetinaNet and Mask R-CNN, and is among the best reported approaches using the same backbone. With a larger backbone, ShapeMask achieves comparable performance to SNIP and trails PANet by 2 point without using any techniques from [4, 21, 44]. This shows that ShapeMask can function as a competitive object detector. All entries are single model results and without test time augmentation.

Table 6: Performance vs. mask branch model capacity. The performance decreases only slightly with a dramatic decrease in the model capacity of the mask branch. With only 16 channels, ShapeMask model achieves 0.4 AP higher than Mask R-CNN with 130x fewer parameters and 23x fewer FLOPs. To our knowledge, this is the most lightweight and yet competitive mask branch design for instance segmentation. Timing is measured on the mask branch only.

Table 7: Ablation results for the fully supervised model. is the most lightweight and yet competitive mask branch design for instance segmentation.

Appendix D: Ablation Studies of Fully Supervised ShapeMask

Table 7 shows the fully supervised system ablation results on COCO val2017 using ResNet-101-FPN. Using either object shape prior or instance embedding improves from the baseline. Combining both techniques boosts the performance even further. This demonstrated the importance of the key components of our algorithm, namely shape priors and learned embeddings.

References

[1] A. Arnab and P. H. Torr. Pixelwise instance segmentation with a dynamically instantiated network. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 441–450, 2017. 2, 3

[2] M. Bai and R. Urtasun. Deep watershed transform for instance segmentation. In 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 2858–2866. IEEE, 2017. 1, 2

[3] B. D. Brabandere, D. Neven, and L. V. Gool. Semantic instance segmentation with a discriminative loss function. In Deep Learning for Robotic Vision Workshop at the IEEE Conference on Computer Vision and Pattern Recognition, 2017. 2

[4] Z. Cai and N. Vasconcelos. Cascade R-CNN: delving into high quality object detection. arXiv preprint arXiv:1712.00726, 2017. 7, 9, 10

[5] L.-C. Chen, A. Hermans, G. Papandreou, F. Schroff, P. Wang, and H. Adam. Masklab: Instance segmentation with occlusion handling. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2017. 2

[6] Y.-T. Chen, X. Liu, and M.-H. Yang. Multi-instance object segmentation with occlusion handling. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3470–3478, 2015. 2, 3, 5, 7, 8, 10

[7] M. Cordts, M. Omran, S. Ramos, T. Rehfeld, M. Enzweiler, R. Benenson, U. Franke, S. Roth, and B. Schiele. The cityscapes dataset for semantic urban scene understanding. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3213–3223, 2016. 1, 2

[8] J. Dai, K. He, Y. Li, S. Ren, and J. Sun. Instance-sensitive fully convolutional networks. In European Conference on Computer Vision, pages 534–549. Springer, 2016. 5

[9] J. Dai, K. He, and J. Sun. Instance-aware semantic segmentation via multi-task network cascades. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3150–3158, 2016. 1, 2, 5

[10] A. Dave, P. Tokmakov, and D. Ramanan. Towards segmenting everything that moves. arXiv preprint arXiv:1902.03715, 2019. 2

[11] M. Everingham, L. Van Gool, C. K. Williams, J. Winn, and A. Zisserman. The pascal visual object classes (voc) challenge. International journal of computer vision, 88(2):303–338, 2010. 5
Figure 12: Random Visualization of Partially Supervised ShapeMask vs. Mask R-CNN. ShapeMask outperforms Mask R-CNN in most cases by learning shape priors and instance embeddings.

[12] G. Ghiasi, T.-Y. Lin, and Q. V. Le. NAS-FPN: learning scalable feature pyramid architecture for object detection. In CVPR, 2019. 6, 8, 10
[13] R. Girshick. Fast r-cnn. In Proceedings of the IEEE international conference on computer vision, pages 1440–1448, 2015. 5
[14] R. Girshick, I. Radosavovic, G. Gkioxari, P. Dollár, and K. He. Detectron. https://github.com/facebookresearch/detectron, 2018. 7, 8
[15] Google. Cloud TPU, 2019 (accessed March 12, 2019). https://cloud.google.com/tpu/.
[16] B. Hariharan, P. Arbeláez, R. Girshick, and J. Malik. Simultaneous detection and segmentation. In European Conference on Computer Vision, pages 297–312. Springer, 2014. 1, 2
[17] Z. Hayder, X. He, and M. Salzmann. Boundary-aware instance segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 5696–5704, 2017. 2
[18] K. He, G. Gkioxari, P. Dollár, and R. Girshick. Mask r-cnn. In Computer Vision (ICCV), 2017 IEEE International Conference on, pages 2980–2988. IEEE, 2017. 1, 2, 3, 4, 5, 7, 8, 10
[19] X. He and S. Gould. An exemplar-based CRF for multi-instance object segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 296–303, 2014. 2, 3
[20] R. Hu, P. Dollár, K. He, T. Darrell, and R. Girshick. Learning to segment every thing. 1, 2, 3, 4, 5, 6
[21] B. Jiang, R. Luo, J. Mao, T. Xiao, and Y. Jiang. Acquisition of localization confidence for accurate object detection. arXiv preprint arXiv:1807.11590, 1, 2018. 9, 10
[22] N. P. Jouppi, C. Young, N. Patil, D. Patterson, G. Agravat, R. Bajwa, S. Bates, S. Bhatia, N. Boden, A. Borchers, R. Boyle, P. Iuc Cantin, C. Chao, C. Clark, J. Coriell, M. Daley, M. Dau, J. Dean, B. Gelb, T. V. Ghaemmaghami, R. Gottipati, W. Gulland, R. Hagmann, C. R. Ho, D. Hogberg, J. Hu, R. Hundt, D. Hurt, J. Ibarz, A. Jaffey, A. Jaworski, A. Kaplan, H. Khaitan, A. Koch, N. Kumar, S. Lacy, J. Laudon, J. Law, D. Le, C. Leary, Z. Liu, K. Lucke, A. Lundin, G. MacKean, A. Maggiore, M. Mahony, K. Miller, R. Nagarajan, R. Narayanaswami, R. Ni, K. Nix, T. Norrie, M. Omernick, N. Penukonda, A. Phelps, and J. Ross. In-datacenter performance analysis of a tensor processing unit. 2017. 2
[23] A. Khoreva, R. Benenson, J. H. Hosang, M. Hein, and B. Schiele. Simple does it: Weakly supervised instance and semantic segmentation. In CVPR, volume 1, page 3, 2017. 1, 2, 3
[24] A. Kirillov, E. Levinkov, B. Andres, B. Savchynskyy, and C. Rother. Instancecct: from edges to instances with multi-cct. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 5008–5017, 2017. 2
[25] S. Kong and C. Fowlkes. Recurrent pixel embedding for instance grouping. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018. 1, 2
[26] R. Krishna, Y. Zhu, O. Groth, J. Johnson, K. Hata, J. Kravitz, S. Chen, Y. Kalantidis, L.-J. Li, D. A. Shamma, et al. Visual genome: Connecting language and vision using crowd-
[27] Y. Li, H. Qi, J. Dai, X. Ji, and Y. Wei. Fully convolutional instance-aware semantic segmentation. *arXiv preprint arXiv:1611.07709*, 2016. 2, 5, 8

[28] J. J. Lim, C. L. Zitnick, and P. Dollár. Sketch tokens: A learned mid-level representation for contour and object detection. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 3158–3165, 2013. 2

[29] T.-Y. Lin, P. Dollár, R. B. Girshick, K. He, B. Hariharan, and S. J. Belongie. Feature pyramid networks for object detection. In *CVPR*, volume 1, page 4, 2017. 5, 6

[30] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollár. Focal loss for dense object detection. *IEEE transactions on pattern analysis and machine intelligence*, 2018. 2, 5, 6

[31] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár, and C. L. Zitnick. Microsoft coco: Common objects in context. In *European conference on computer vision*, pages 740–755. Springer, 2014. 2, 3, 5

[32] S. Liu, J. Jia, S. Fidler, and R. Urtasun. Sgn: Sequential grouping networks for instance segmentation. In *The IEEE International Conference on Computer Vision (ICCV)*, 2017. 1, 2

[33] S. Liu, L. Qi, H. Qin, J. Shi, and J. Jia. Path aggregation network for instance segmentation. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 8759–8768, 2018. 7, 8, 10

[34] Y. Liu, S. Yang, B. Li, W. Zhou, J. Xu, H. Li, and Y. Lu. Affinity derivation and graph merge for instance segmentation. In *Proceedings of the European Conference on Computer Vision (ECCV)*, pages 686–703, 2018. 2

[35] D. Novotny, S. Albanie, D. Larlus, and A. Vedaldi. Convolutional operators for instance segmentation. 2018. 1, 2

[36] T. Pham, V. B. Kumar, T.-T. Do, G. Carneiro, and I. Reid. Bayesian semantic instance segmentation in open set world. In *Proceedings of the European Conference on Computer Vision (ECCV)*, pages 3–18, 2018. 3

[37] P. O. Pinheiro, R. Collobert, and P. Dollár. Learning to segment object candidates. In *Advances in Neural Information Processing Systems*, pages 1990–1998, 2015. 1, 2

[38] P. O. Pinheiro, T.-Y. Lin, R. Collobert, and P. Dollár. Learning to refine object segments. In *European Conference on Computer Vision*, pages 75–91. Springer, 2016. 1, 2

[39] J. Pont-Tuset, P. Arbelaez, J. T. Barron, F. Marques, and J. Malik. Multiscale combinatorial grouping for image segmentation and object proposal generation. *IEEE transactions on pattern analysis and machine intelligence*, 39(1):128–140, 2017. 2, 3

[40] S. Ren, K. He, R. Girshick, and J. Sun. Faster r-cnn: Towards real-time object detection with region proposal networks. In *Advances in neural information processing systems*, pages 91–99, 2015. 5

[41] C. Rother, V. Kolmogorov, and A. Blake. Grabcut: Interactive foreground extraction using iterated graph cuts. In *ACM transactions on graphics (TOG)*, volume 23, pages 309–314. ACM, 2004. 3

[42] A. Sax, B. Emi, A. R. Zamir, L. Guibas, S. Savarese, and J. Malik. Mid-level visual representations improve generalization and sample efficiency for learning active tasks. *arXiv preprint arXiv:1812.11971*, 2018. 2

[43] X. Shu, C. Liu, T. Li, C. Wang, and C. Chi. A self-supervised learning manipulator grasping approach based on instance segmentation. *IEEE Access*, 6:65055–65064, 2018. 1

[44] B. Singh and L. S. Davis. An analysis of scale invariance in object detection–snip. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 3578–3587, 2018. 7, 9, 10

[45] D. Weiss and B. Taskar. Scalpel: Segmentation cascades with localized priors and efficient learning. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 2035–2042, 2013. 2, 3

[46] Y. Yang, S. Hallman, D. Ramanan, and C. C. Fowlkes. Layered object models for image segmentation. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 34(9):1731–1743, 2012. 2, 3

[47] Y. Zhou, Y. Zhu, Q. Ye, Q. Qiu, and J. Jiao. Weakly supervised instance segmentation using class peak response. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 3791–3800, 2018. 3