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Abstract

Matter-wave interferometry is a highly sensitive tool to measure small perturbations in a quantum system. This property allows the creation of precision sensors for dephasing mechanisms such as mechanical vibrations. They are a challenge for phase measurements under perturbing conditions that cannot be perfectly decoupled from the interferometer, e.g. for mobile interferometric devices or vibrations with a broad frequency range. Here, we demonstrate a method based on second-order correlation theory in combination with Fourier analysis, to use an electron interferometer as a sensor that precisely characterizes the mechanical vibration spectrum of the interferometer. Using the high spatial and temporal single-particle resolution of a delay line detector, the data allows to reveal the original contrast and spatial periodicity of the interference pattern from ‘washed-out’ matter-wave interferograms that have been vibrationally disturbed in the frequency region between 100 and 1000 Hz. Other than with electromagnetic dephasing, due to excitations of higher harmonics and additional frequencies induced from the environment, the parts in the setup oscillate with frequencies that can be different to the applied ones. The developed numerical search algorithm is capable to determine those unknown oscillations and corresponding amplitudes. The technique can identify vibrational dephasing and decrease damping and shielding requirements in electron, ion, neutron, atom and molecule interferometers that generate a spatial fringe pattern on the detector plane.

1. Introduction

The high phase sensitivity of interferometric sensors is the basis for their broad implementation in technical [1] as well as in fundamental applications [2, 3]. Recent developments in matter-wave interferometry indicate the wide applicability in various fields of quantum physics. Such interferometers are used for interferometry with large organic molecules [4], to test the limits of quantum mechanical superpositions [5], for interference on optical ionization gratings in the time domain [6], for the measurement of inertial forces [7, 8], to determine gravitational acceleration [9] or with coherent particles prepared as self-interfering clocks [10, 11].

Interferometers are also highly sensitive towards mechanical vibrations [12]. Such perturbations dephase the matter-wave and decrease the interference contrast. This is in particular critical for precision experiments in a perturbing environment. Vibrational dephasing has been analyzed and decreased in several related fields of research e.g. for a continuous beam of thermal atoms in a Mach–Zehnder interferometer [13]. In precision interferometric measurements with ultracold atoms, such as for gravity [14] or inertial effects [15], the vibrations induce an arbitrary phase shift for each interfering particle pulse. Usually, the atoms have a large time of flight in the setup and therefore an elaborated active and passive vibration damping is required [16]. The vibrational phase shifts can be compensated e.g. with the signal of a low noise seismometer attached to the beam mirror [17] or by simultaneous operation of a pair of conjugate atom interferometers [18, 19]. Vibrational noise is also one of the main challenges to achieve a higher accuracy in measurements concerning the equivalence principle [20, 21] since
it is impossible to distinguish between the gravitational acceleration and a perturbing movement of the setup. For precise tests of the weak equivalence principle, the differential phase between dual-species atom interferometers can be extracted using a mechanical accelerometer to measure the vibration-induced phase and to reconstruct the interference contrast [22]. Dephasing noise reduction has also applications to increase current frequency standards for atomic clocks. By a phase lock of a classical oscillator to an atomic superposition state, based on repeated coherence-preserving measurements and phase corrections, an atomic clock can be operated beyond the limit set by the local oscillator noise [23]. Furthermore, the laser noise in the stability between different optical clocks can be decreased, allowing probe times longer than the coherence of the laser in the time domain [24].

It is also important to identify dephasing in experiments to study the theory of decoherence [25, 26]. Thereby, the gradual loss of interference contrast due to entanglement of the quantum superposition state of the matter-wave with the environment is measured [27–29] and needs to be distinguished from the contrast loss originating from dephasing. Such mechanisms also significantly disturb sensitive phase measurements, as necessary in Aharonov–Bohm physics [30–33].

Recently, we demonstrated in theory and experiment a method to reestablish an electron interference pattern disturbed by known single [34] and multifrequency [35] electromagnetic perturbations using second-order correlation analysis [36]. Thereby, the technique is based on the high spatial and temporal resolution of a delay line detector [37] for single-particle events. In this article, we demonstrate that this method can be applied on vibrational dephasing and be extended to perform spectroscopy of unknown dephasing perturbation frequencies from a ‘washed-out’ interference pattern. We present a precise characterization of the mechanical resonance spectrum of our electron interferometer after applying vibrational dephasing perturbations. In contrast to previous measurements with electromagnetic disturbances, the actual perturbation frequencies can vary from the applied ones due to possible excitations of higher harmonics in the setup and additional perturbation frequencies originating from the environment. Therefore, a numerical search algorithm has been developed to identify the unknown perturbation frequencies and corresponding amplitudes. As for electromagnetic oscillations, it is again possible to fully correct the dephasing by our correlation method, reestablishing interferograms with a high contrast. Furthermore, the influence of temporal binning of the measurement data is analyzed in detail.

The mechanical dephasing perturbations were artificially applied in a biprism electron interferometer by a speaker and piezo element in a frequency range between 100 and 1000 Hz. This kind of frequencies occur in typical lab situations when acoustic noise, vibrations from the building, the cooling system or the vacuum pumps decrease the interference contrast and therefore ‘wash-out’ the matter-wave interferogram. Because of the complexity of the system with several mechanical resonances, the contributing perturbation frequencies are not known a priori. Therefore, our numerical search algorithm was developed, combining the second-order correlation theory with a Fourier analysis. According to the Wiener–Khintchine theorem [38, 39], the Fourier transform of the correlation function equals the power spectrum of the perturbed measurement signal. This is used in our method to identify the perturbation frequencies and amplitudes that have contributed to the dephasing of the interference pattern. With these values it is possible to reconstruct the original undisturbed pattern. The contrast of the unperturbed interference pattern could be recovered in the whole frequency range. Our technique allows to reveal the matter-wave nature of particles under conditions in which usual spatial integration of an interference pattern would be inapplicable.

The method has potential applications to restore the contrast for interferometers in perturbing environments that cannot be satisfactorily decoupled by damping or shielding in a broad frequency range. In case, the time that the particles need to cross the interferometer is significantly smaller than the cycle duration of the perturbation, our technique can reveal the spectrum of vibrational and electromagnetic frequencies and amplitudes in all interferometers that generate a spatial fringe pattern on a detector with a high spatial and temporal single-particle resolution. Such detectors exist for electrons [37], ions [37], neutrons [40], atoms [41] and molecules [42]. The technique is therefore also a helpful tool to design optimal active and passive damping structures for a specific setup.

2. Theory

To calculate the two-dimensional second-order correlation function \(g^{(2)}(u, \tau)\), we start with the probability distribution \(f(y, t)\) of the particle impacts at the detector

\[
f(y, t) = f_0(1 + K_0 \cos(ky + \varphi(t))),
\]

where \(K_0\) is the unperturbed contrast, \(k = 2\pi/\lambda\) the wave number of the unperturbed interference pattern, with \(\lambda\) the spatial periodicity, and the normalization factor \(f_0\). The interference pattern is perturbed by the time-dependent phase shift \(\varphi(t)\), which consists of a superposition of \(N\) frequencies \(\omega_j\).
\[ \varphi(t) = \sum_{j=1}^{N} \varphi_j \cos(\omega_j t + \phi_j). \]  

(2)

Here \( \varphi_j \) and \( \phi_j \) denote the peak phase deviation and phase of the perturbation frequency \( \omega_j \) respectively. This phase shift leads to a washout of the integrated interference pattern at the detector [34, 35], yielding

\[
\lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} f(y, t) \, dt = \lim_{T \to \infty} \frac{f_0 K_n}{2T} \left( e^{i \omega_0 T} \sum_{j=1}^{n} \cos(\omega_j t + \phi_j) \right) + \text{c.c.} 
\]

\[
e^{i \omega_0 T} \sum_{j=1}^{n} (1 + K_n J_0(\varphi_j)) 
\]

for \( N = 1 \). Here, \( e^{i \omega_0 T} \) was used. The limit of the time integral is equal to one only for \( n_1 = 0 \) and zero otherwise. The contrast in the ‘washed-out’ interference pattern is thus reduced by a factor of \( J_0(\varphi_j) \approx 1 - \varphi_j^2/4 \) for small peak phase deviations \( \varphi_j < 1 \).

According to [34, 35] the second-order correlation function is calculated and the explicit correlation function for \( N \) perturbation frequencies \( \omega_j \) becomes

\[
g^{(2)}(u, \tau) = 1 + \frac{1}{2} K_n^2 \sum_{\{n, m\} \in \mathbb{Z}} A_{(n, m)}(\tau, \Phi_{(n, m)}) \cos(ku + \tilde{\varphi}_{(n, m)}) 
\]

(4)

with

\[
A_{(n, m)}(\tau, \Phi_{(n, m)}) = B_{(n, m)}(\varphi_j) \cdot \cos \left( \sum_{j=1}^{N} m_j \omega_j \tau + \Phi_{(n, m)} \right). 
\]

The sum in equation (4) has to be taken over all integer multiplets \( \{n_j, m_j\} \in \mathbb{Z} \), \( j = 1 \ldots N \), for which the following constraint is fulfilled [35]

\[
\sum_{j=1}^{N} (n_j + m_j) \omega_j = 0. 
\]

(6)

For a finite acquisition time \( T \), the constraint in equation (6) has to be modified to

\[
\sum_{j=1}^{N} (n_j + m_j) \omega_j \leq 2\pi/T, \quad \text{as } 1/T \text{ defines the minimal resolvable frequency. In principle an infinite number of integer multiplets fulfill this constraint, but the contribution to the sum is suppressed due to the strong decay of the Bessel functions of first kind } J_0 \text{ in }
\]

\[
B_{(n, m)}(\varphi_j) \equiv \prod_{j=1}^{N} J_n(\varphi_j) J_m(\varphi_j). 
\]

(7)

The spatial correlation phase \( \tilde{\varphi}_{(n, m)} \) and temporal phase \( \Phi_{(n, m)} \) in equations (4) and (5) are given by

\[
\tilde{\varphi}_{(n, m)} = \sum_{j=1}^{N} (m_j - n_j), 
\]

\[
\Phi_{(n, m)} = \sum_{j=1}^{N} \phi_j (m_j + n_j). 
\]

(8)

If the constraint in equation (6) is satisfied only for \( n_j = -m_j \) \( (j = 1 \ldots N) \), the temporal phase \( \Phi_{(-n, m, m)} \) in equation (8) becomes zero and \( \tilde{\varphi}_{(-n, m, m)} = \pi \sum_{j=1}^{N} m_j. \) Together with \( J_{-m}(\varphi_j) = (-1)^m J_m(\varphi_j) \) equation (4) then simplifies, yielding the approximate correlation function [35]

\[
g^{(2)}(u, \tau) = 1 + A(\tau) \cos(ku), 
\]

(9)

with

\[
A(\tau) = \frac{1}{2} K_n^2 \prod_{j=1}^{N} \sum_{m_j=-\infty}^{\infty} J_m(\varphi_j)^2 \cos(m_j \omega_j \tau). 
\]

(10)

More details to the differentiation and applicability of the explicit and approximate correlation theory can be found in [35].

The correlation functions in equations (4) and (9) show a periodic modulation in the spatial distance \( u \), with the same periodicity \( \lambda \) in the unperturbed interference pattern. The amplitudes \( A_{(n, m)}(\tau, \Phi_{(n, m)}) \) and \( A(\tau) \) of this modulation result from the specific perturbation spectrum. The maximum of \( 0.5 K_n^2 \) is achieved at \( \tau = 0 \), where only the addends with \( n_j = -m_j \) contribute to the correlation function and therefore equation (4) is equal to equation (9), resulting in [34, 35].
The function $A_{\{n,m\}}(\tau, \phi_{n,m})$ in equation (5) contains a superposition of harmonics, intermodulation terms (sums and differences) of the perturbation frequencies at discrete values of $\sum_{j=1}^{N} m_j \omega_j$, with the coefficient $m_j \in \mathbb{Z}$ resulting from the constraint in equation (6). Their amplitudes are given by the peak phase deviations $\phi_j$ via the product of the Bessel functions in equation (7). The highest contributing frequency component appears at roughly $\sum_{j=1}^{N} m_{j,\text{max}} \omega_j$, with $m_{j,\text{max}} \approx \phi_j$. For higher orders $m_j > \phi_j$, the Bessel function decays strongly and the frequency component disappears. To get the positions of the frequencies and the corresponding amplitudes, the amplitude spectrum $|\mathcal{F}(g^{(2)}(u, \tau))(u, \omega)|$ of equation (4) for the positive frequency region is calculated to

$$\frac{1}{2\pi} |\mathcal{F}(g^{(2)}(u, \tau))(u, \omega)|^2 = \delta(\omega)^2 + 2 \cdot \left[ \frac{1}{2} K_0^2 \sum_{|n,m| \in \mathbb{Z}} \sum_{j=1\ldots N} \hat{B}_{\{n,m\}}(\phi_j) \cdot \delta(\omega - \omega_{|n,m|}) \cdot \cos\left(\Phi_{|n,m|} + \frac{\pi}{4}\right) \cos(\omega + \phi_{|n,m|}) \right]^2,$$

with the Dirac delta function $\delta(\omega)$ and the frequency components $\omega_{|n,m|} = \sum_{j=1}^{N} m_j \omega_j$.

The amplitude spectrum of the correlation function is used to identify the perturbation frequencies $\omega_j$, peak phase deviations $\phi_j$ and phases $\phi_j$ of the applied perturbation.

3. Experiment

We demonstrate the identification of vibrational dephasing in an electron biprism interferometer [43]. The experimental setup is illustrated in figure 1 and described elsewhere [44–47]. A coherent electron beam is field emitted by a single atom tip source [48, 49]. The beam is adjusted by electrostatic deflection electrodes towards a 400 nm-thick biprism fiber that is coated with gold-palladium [44]. It is positioned between two grounded electrodes and acts as a coherent beam splitter for the electron matter-wave [43]. By the application of a positive voltage the two separated beam paths get deflected towards each other creating a matter-wave interference pattern with a period of a few hundred nanometers. The quadrupole lens expands the pattern by a factor of several thousand which is then projected on a delay line detector. Using the image rotator the pattern is aligned parallel to the $x$-direction. The detector amplifies the single electron events by two multi-channel plates and detects them with high spatial and temporal resolution [37]. The individual components are mounted on two ceramic rods to prevent temperature drifts and provide electrical insulation. The whole system is installed within
an ultrahigh vacuum chamber at a pressure of \(4.5 \times 10^{-10}\) mbar. To avoid perturbations it is mounted on an air-damped optical table and shielded against electromagnetic radiation.

For the demonstration of dephasing identification and frequency analysis, the electron interferences are artificially disturbed by mechanical vibrations from a speaker in the frequency range between 100 and 320 Hz and a piezo element in the range between 330 and 1000 Hz. Both are mounted outside on the vacuum-chamber. The speaker was attached behind the cathode generating vibrations along the \(z\)-direction (see figure 1), with a direct connection to the vacuum chamber. The piezo element mounted on the vacuum chamber produced vibrations in the \(y\)-direction. Both are controlled by a frequency generator with a resolution of 1 \(\mu\)Hz and an accuracy of \(\pm\)10 ppm on the set frequency value.

Only a single excitation frequency is applied at once. At each frequency an interference pattern with \(\pm\)1.95 \(\times\) 10^5 electrons (at a count rate of \(\pm\)2.0 \(\times\) 0.5 kHz for the speaker measurement and \(\pm\)11 \(\times\) 2 kHz for the piezo measurement) is accumulated and the temporal and spatial information for each particle is recorded. Stepwise, the frequency is increased and a new interference pattern is acquired. This way, the complete spectral response of the interferometer was measured. The electron energy for each measurement was 1.45 keV which results in an average velocity of \(2.26 \times 10^7\) m/s. The flight time of the electrons from the tip to the delay line detector amounts 26 ns.

4. Data analysis

We will demonstrate exemplarily our method to analyze an electron interference pattern perturbed by a mechanical vibration with the excitation frequency of \(\omega_p/2\pi = 540\) Hz, which is introduced by a piezo element.

For each electron that reaches the detector the spatial positions \((x_i, y_i)\) and the arrival time \(t_i\) is recorded. The histogram for the integrated signal is shown in figure 2(a). To determine the contrast of the perturbed interference pattern \(K_{\text{pert}}\) and spatial periodicity \(l_{\text{pert}}\), the histogram is averaged along the \(x\)-direction and fitted with a model function

\[
I(y) = I_0 (1 + K \cos(ky)),
\]

with the mean intensity \(I_0\), contrast \(K\) and wave number \(k = 2\pi/\lambda\). The result is plotted below the histogram in figure 2(a), yielding a contrast \(K_{\text{pert}} = (8.8 \pm 1.6)\%\) and a spatial periodicity \(l_{\text{pert}} = (2.62 \pm 0.06)\) mm. Here, the errors indicate the 95\% confidence interval of the fit.

To extract the two-dimensional correlation function \(g^{(2)}(u, \tau)\), a histogram \(N_{u,\tau}\) of all particle pair distances \((y_i - y_j)\) and time differences \((t_i - t_j)\) is generated and properly normalized [34]

\[
g^{(2)}(u, \tau) = \frac{TY}{N^2 \Delta \tau \Delta u} \frac{N_{u,\tau}}{(1 - \tau/T)(1 - |u|/Y)}.
\]

Here, \(T\) and \(Y\) describe the acquisition time and spatial length and \(\Delta \tau, \Delta u\) the histogram bin size. The factor \([1 - \tau/T](1 - |u|/Y)^{-1}\) corrects \(N_{u,\tau}\) for the finite acquisition time and spatial length. The correlation function is normalized such that \(\left\langle g^{(2)}(u, \tau) \right\rangle = 1\).
The resulting correlation function for $D = u \mu m$ and $D = 50 \mu s$ is shown in the inset of figure 3. The spatial periodicity of the unperturbed interference pattern can be seen in $u$-direction. The periodicity in $\tau$-direction is $\tau_p = 21.9 \text{ ms}^{-1}$. The contrast of the unperturbed interference pattern is extracted at $t = 0$ by fitting equation (11) to the data. The results are $K_g = (58.5 \pm 3.2\%)$ and $\lambda_g = (2.60 \pm 0.02 \text{ mm})$. The extracted contrast, however, depends on the temporal binning $t_D$ of the correlation function. Following equation (9), the bin averaged correlation function at $t = 0$ and $N = 1$ becomes

$$\frac{1}{\Delta \tau} \int_0^{\Delta \tau} g^{(2)}(u, \tau) d\tau = 1 + \frac{1}{2} K_g^2 \cdot A(\Delta \tau) \cos(ku),$$

with

$$A(\Delta \tau) = \sum_{m=-\infty}^{\infty} J_m(\varphi_1)^2 \frac{\sin(m_1 \omega_1 \Delta \tau)}{m_1 \omega_1 \Delta \tau}.$$

The extracted contrast $K_g$ is thus modified by the amplitude $A(\Delta \tau)$, reaching $K_0$ only in the limit $\Delta \tau \to 0$. Figure 4 shows the expected contrast reduction $K_{g}^\text{expt} / K_0$ due to temporal binning, for a single perturbation frequency $\omega_1$ and three different peak phase deviations $\varphi_1$ ranging from $0.1 \pi$ to $0.75 \pi$. At these modulation strengths a binning of $\Delta \tau < 0.08 \cdot 2\pi / \omega_1$ is sufficient to extract the unperturbed contrast with 95% accuracy.

After having determined contrast and spatial periodicity of the unperturbed interference pattern, the perturbation frequency needs to be identified. This is done by calculating the temporal amplitude spectrum of the correlation function via a discrete Fourier transformation for every value $u = N_u \lambda_g / 2$ with $N_u \in \mathbb{Z}$ and subsequent averaging. Following equation (12), the resulting spectrum contains all frequency components.

Figure 3. Amplitude spectrum of the $\omega_1 / 2\pi = 540 \text{ Hz}$ measurement (solid red line), as calculated from the correlation function (see inset) via a discrete Fourier transformation at $u = N_u \lambda_g / 2$. After identifying the fundamental perturbation frequency of $\omega_1 / 2\pi = (540.0 \pm 0.05) \text{ Hz}$ equation (12) is fitted to the spectrum (dashed blue line) and the peak phase deviation $\varphi_1 = (0.5725 \pm 0.0015) \pi$ is obtained.

Figure 4. Contrast reduction due to temporal binning for three different peak phase deviations $0.1 \pi, 0.4 \pi$ and $0.75 \pi$ (blue solid line, green chain line and red dashed line). The curves are calculated according to equation (15).
\( \omega_{\text{m}} \), as can be seen in figure 3 for the 540 Hz measurement (red solid line). Three peaks can be identified, that correspond to the fundamental frequency and harmonics at discrete frequencies \( m \omega, m \in \{1, 2, 3\} \) in equation (12). The amplitudes are given by the Bessel functions of the phase deviation and the contrast of the unperturbed interference pattern \( \frac{1}{2} K^2 e^{i \omega_m (\psi_i)} \) 

For more than one perturbation frequency \( \omega_j \), the spectrum consists not only of the fundamental frequencies and harmonics, but also of intermodulation terms. Therefore, it is difficult to identify the fundamental frequencies. For the determination of the correct perturbation frequencies a search algorithm has been developed which is described below and illustrated in figure 5. The algorithm will be discussed exemplary on a two-frequency perturbation with \( \omega_1 / 2 \pi = 6 \) Hz, \( \phi_1 = 0.6 \pi, \phi_2 = 0 \pi \) and \( \omega_2 / 2 \pi = 40 \) Hz, \( \phi_3 = 0.5 \pi, \phi_2 = 0 \pi \). This results in an amplitude spectrum of the correlation function as shown in figure 5 top left (red solid line). First, the frequency positions \( \omega_{\text{expt}} \) of all peaks above the mean noise level in the experimental amplitude spectrum are identified and stored in a list \( \omega_{\text{expt}} \). For the example shown in figure 5, this list is \( \omega_{\text{expt}} / 2 \pi = \{6, 12, 18, 22, \ldots, 98\} \). The next step is the creation of a ‘search list’ of possible perturbation frequencies from the experimental spectrum \( \omega_{\text{expt}} = \{\omega_{\text{expt}}\} \) (single frequency case). Here, \( \{\omega_{\text{expt}}\} \) is the list-element containing frequencies. The total number of elements in \( \{\omega_{\text{expt}}\} \) is \( N_{\text{expt}} \). The search algorithm starts with the single frequency case \( (j = 1) \) and uses the first element \( i = 1 \) of \( \{\omega_{\text{expt}}\} \).

In the example, this is \( \{\omega_{\text{expt}}\} / 2 \pi = 6 \) Hz. It is used as perturbation frequency \( \omega_1 \) in equation (12) to calculate the positions of the frequency components \( \omega_{\text{theor}} \) in the theoretical amplitude spectrum. The resulting positions are stored in the list \( \{\omega_{\text{theor}}\} \), with \( i = 1 \). For the perturbation frequency of 6 Hz this list is \( \{\omega_{\text{theor}}\} / 2 \pi = \{6, 12, 18, 24, \ldots, 96\} \). By comparing the frequency components in the theoretical and experimental spectrum, \( \{\omega_{\text{theor}}\} \) and \( \{\omega_{\text{expt}}\} \), the degree of congruence \( M_a \) is determined. This indicates how many frequencies in the experimental spectrum coincide with those in the theoretical, compared to \( N_{\text{expt}} \), the total number of frequencies stored in \( \{\omega_{\text{expt}}\} \). In the example, three frequency positions coincide, \{6, 12, 18\}, and \( N_{\text{expt}} = 17 \). This results in a degree of congruence of \( M_a = 17.6\% \). The value of \( M_a \) determines which of the next three cases is fulfilled. If \( M_a \geq 80\% \), the element \( \{\omega_{\text{expt}}\} \) is stored in the list of resulting perturbation frequencies \( \{\omega_1\} \). The element \( \{\omega_{\text{expt}}\} \) is not taken into account for the next steps, if \( M_a < 10\% \). For \( 10\% < M_a < 80\% \), the element is stored in a list of possible perturbation frequencies \( \{\omega_2\} \). The third case is fulfilled for the element \( \{\omega_{\text{expt}}\} / 2 \pi = 6 \) Hz. Then, the next element \((i = i + 1)\) in the list \( \{\omega_{\text{expt}}\} \), \( \{\omega_{\text{expt}}\} / 2 \pi = 12 \) Hz, is taken for the calculation of \( \{\omega_{\text{theor}}\} \) and the determination of the degree of congruence \( M_a \). This loop (indicated by the blue arrows and boxes in figure 5) continues until the last element in \( \{\omega_{\text{expt}}\} \) was used \((i = N_{\text{expt}})\). For the example in figure 5, the list of possible perturbation frequencies is \( \{\omega_{\text{expt}}\} / 2 \pi = \{6, 12, 18, 24, \ldots, 92\} \). The last element in \( \{\omega_{\text{expt}}\} \), 98 Hz, is missing because it fulfilled the second case. If no element has satisfied the first case \( (M_a \geq 80\%) \), then \( \{\omega_1\} \) is empty and a new list \( \{\omega_2\} \) is created containing all unique frequencies included in \( \{\omega_1\} \). In the single frequency case it is trivial because \( \{\omega_1\} = \{\omega_2\} \). As example, for two frequencies per element \( \{\omega_1\} / 2 \pi = \{7, 13\}, \{7, 19\}, \{13, 41\} \) the list of unique frequencies would be \( \{\omega_1\} / 2 \pi = \{7, 13, 19, 41\} \). Using \( \{\omega_1\} \), all possible combinations of \( j = j + 1 \) frequencies are calculated and a new search list \( \{\omega_{\text{expt}}\} / 2 \pi = \{6, 12, 18, 24, \ldots, 86, 92\} \) is created. Afterwards, the search algorithm starts with the first element \((i = 1)\) in \( \{\omega_{\text{expt}}\} \). This loop which increases the number of frequencies \((j = j + 1)\) is indicated in figure 5 with green arrows and boxes. Then, all elements \( i \) in \( \{\omega_{\text{expt}}\} \) are probed by the search algorithm in the same way as described above for the single frequency case. On the left side of figure 5, the three cases are illustrated with different lists of frequency components \( \{\omega_{\text{theor}}\} \) (blue solid line) together with \( \{\omega_{\text{expt}}\} \) (red solid line). The first case was calculated for \( \{\omega_{\text{expt}}\} / 2 \pi = \{6, 40\} \) Hz, the second for \( \{\omega_{\text{expt}}\} / 2 \pi = \{58, 74\} \) Hz and the third for \( \{\omega_{\text{expt}}\} / 2 \pi = \{18, 62\} \) Hz. A very good match between theoretical and experimental spectrum can be seen for the first case. If the algorithm has stored one element in \( \{\omega_{\text{expt}}\} \) it is used as perturbation frequencies for the fit of equation (12) to the experimental spectrum. Thereby, the extracted contrast \( K^{\omega, \psi} \), spatial periodicity \( \lambda^{\omega, \psi} \) and the perturbation frequencies \( \omega_j \) are fixed parameters for the determination of the peak phase deviation \( \psi_i \) and phases \( \phi_i \). If the list of resulting perturbation frequencies \( \{\omega_{\text{res}}\} \) contains more than one element, a theoretical spectrum is fitted to the experimental data with each element of \( \{\omega_{\text{res}}\} \) in the same way as described above for one element. The best matching theoretical spectrum determines the perturbation frequencies \( \omega_j \) and parameters \( \psi_i \) and \( \phi_i \). At the bottom of figure 5 the theoretical spectrum (dashed blue line) for the resulting perturbation frequencies \( \omega_1 / 2 \pi = 6 \) Hz and \( \omega_2 / 2 \pi = 40 \) Hz can be seen. The algorithm identifies the perturbation frequencies \( \omega_1 \) with a probability of about 90\% for \( N = 3 \) and 70\% for \( N = 4 \).

With the exemplary measurement from figures 2 and 3, the above described algorithm yields a single perturbation frequency \( \omega_1 / 2 \pi = (540.0 \pm 0.05) \) Hz. After identification of the perturbation frequencies, equation (12) is used to fit the peak phase deviation \( \phi_i \) to the amplitude spectrum, as shown in figure 3 (dashed blue line). The resulting peak phase deviation is \( \phi_i = (0.5725 \pm 0.0015) \) \( \pi \). The main error in the determination of the perturbation parameters \( \omega_j \), \( \psi_j \) and \( \phi_j \) originates from the frequency resolution in the
numerical amplitude spectrum. This was set to 100 mHz to reduce the computing time, especially for the search algorithm.

With the obtained values from the correlation analysis, it is possible to reconstruct the interference pattern from the perturbed one in figure 2(a). To get the reconstructed pattern the new particle coordinates \( y_{i,\text{new}} \) have to be calculated according to the extracted perturbation frequencies \( \omega_j \) and peak phase deviations \( \phi_j \) [35]

\[
y_{i,\text{new}} = y_i - \frac{\lambda}{2\pi} \varphi(t_i) = y_i - \frac{\lambda}{2\pi} \sum_{j=1}^{N} \cos(\omega_j t_i + \phi_j),
\]

(16)
where $\varphi(t_i)$ is the time-dependent phase shift in equation (2) and $y_i, t_i$ are the spatial and temporal particle coordinates of the perturbed interference pattern. To determine the contrast of the reconstructed pattern, a two-dimensional histogram is calculated with $y_{\text{new}}$, averaged along the $x$-direction and fitted using equation (13). To maximize the resulting contrast the perturbation frequencies $\omega_j$ the peak phase deviations $\varphi_j$ and phases $\phi_j$ are optimized by varying their values in a narrow window around the values extracted from the correlation analysis.

For the exemplary measurement, this optimization results in $\omega_1/2\pi = 539.994$ Hz, $\varphi_1 = 0.66 \pi$ and $\phi_1 = 0.59 \pi$. The reconstructed interference pattern, which can be seen in figure 2(b), reveals a contrast $K_{\text{rec}} = (55.5 \pm 2.8)\%$ and pattern periodicity $\lambda_{\text{rec}} = (2.57 \pm 0.01)$ mm. Both are determined similarly as for the perturbed interference pattern with equation (13). The result for the reconstructed contrast is in good agreement with the contrast obtained from the correlation analysis $K_{\text{corr}} = (58.5 \pm 3.2)\%$.

The contrast in the reconstructed interference pattern depends strongly on the extracted perturbation values. Only, if the exact values of the perturbation ($\omega_j, \varphi_j$ and $\phi_j$) are used in equation (16), the reconstructed contrast $K_{\text{rec}}$ is equal to the one of the unperturbed interference pattern $K_0$ For values with a deviation from the exact values $K_{\text{rec}}(|\Delta \omega|, \Delta \varphi, \Delta \phi)$ is reduced.

In equation (13) the model function yields the contrast $K_0$, if the reconstructed coordinates are equal to the coordinates of the unperturbed interference pattern $y_0$. The maximum contrast is obtained at positions, where $k_0 = 2\pi M$ for $y_0 = M \lambda$ with $M \in \mathbb{Z}$, resulting in $K_{\text{rec}} = K_0 \cos(2\pi M)$. If not the exact perturbation parameters are used in equation (16), the coordinates of the unperturbed interference pattern are not correctly determined and a phase factor $\Delta \varphi$ remains, that depends on the deviations $|\Delta \omega|, \Delta \varphi$ and $\Delta \phi$. This factor reduces the contrast of the reconstructed interference pattern $K_{\text{rec}}(|\Delta \omega|, \Delta \varphi, \Delta \phi) = K_0 \cos(2\pi M + \Delta \varphi)$. By integration over the acquisition time $T$ a theoretical description for one perturbation frequency can be found and reads

$$
K_{\text{rec}}(|\Delta \omega|, \Delta \varphi, \Delta \phi) = \frac{K_0}{T} \int_0^T \cos(2\pi M + \varphi_1 \cos(\omega_1 t + \phi_1))
- (\varphi_1 + \Delta \varphi) \cos((\omega_1 + |\Delta \omega|)t + (\phi_1 + \Delta \phi)))\,dt.
$$

Figure 6 shows the resulting contrast reduction $K_{\text{rec}}(|\Delta \omega|, \Delta \varphi, \Delta \phi)/K_0$ as function of the relevant parameters $|\Delta \omega|/T$ and $\Delta \varphi$ for $\Delta \phi = 0 \pi$. The result is independent of $\omega_1, \phi_1$ and $T$ as long as $T \gg \frac{2\pi}{\omega_1}$, i.e. the measurement time is much larger than the cycle duration of the perturbation. For the three cases, where two of three deviations are equal to zero and one is small, approximate solutions can be found

$$
K_{\text{rec}}(|\Delta \omega|, 0, 0) \approx K_0 \cdot e^{-\frac{1}{2} \left(\frac{\pi}{8} |\Delta \omega| T \varphi_1\right)^2} \approx K_0 \left(1 - \frac{1}{2}\left(\frac{\pi}{8} |\Delta \omega| T \varphi_1\right)^2\right);
$$

$$
K_{\text{rec}}(0, \Delta \varphi, 0) \approx K_0 \cdot |\varphi_0(\Delta \varphi)| \approx K_0 \left(1 - \frac{\Delta \varphi^2}{4}\right);
$$

$$
K_{\text{rec}}(0, 0, \Delta \phi) \approx K_0 \cdot |\varphi_0(\Delta \phi \cdot \varphi_1)| \approx K_0 \left(1 - \frac{\Delta \phi^2}{4}\varphi_1^2\right).
$$

Knowing the landscape of figure 6, it is possible to optimize the reconstruction of the interference pattern. At the position of $K_{\text{rec}} = K_0$ also the values of the perturbation are correctly determined. Above theory has been demonstrated for one perturbation frequency, but can be applied also in the case of numerous frequencies,
because in equation (16) the perturbations are independent of each other and therefore can be recalculated successively. For each reconstruction step the resulting contrast gets larger, until it reaches \( K_0 \).

For the exemplary measurement with 540 Hz, the acquisition time was \( T = 19.2 \) s. Using equation (18) with \( \varphi_j = 0.66 \pi, \Delta \varphi = 0, \Delta \varphi = 0 \) and \( \Delta \omega / 2\pi = 5 \) mHz, the reconstructed contrast is reduced to \( K_{\text{rec}} = 0.88 \cdot K_0 \). For the reconstruction of the unperturbed interference pattern with equation (16), a frequency accuracy of \( \pm 1 \) mHz is required for the optimization process to reveal the reconstructed contrast with less than 1% deviation from \( K_0 \).

### 5. Results

The following measurements will demonstrate the extraction of the unperturbed interference pattern contrast \( K_0 \) in the presence of dephasing. Additionally, we will determine the vibrational response spectrum of the interferometer, including the possibility to reconstruct the unperturbed interference pattern.

From the measurements with the speaker (excitation frequency \( \omega_0 / 2\pi \) from 100 to 320 Hz) and the piezo (\( \omega_0 / 2\pi \) from 330 to 1000 Hz) the correlation function is extracted according to equation (14). For each measurement the correlation function is calculated with a spatial discretization of \( \Delta \mu = 90 \mu m \) and a temporal of \( \Delta \tau = 200 \mu s \) for the speaker and \( \Delta \tau = 50 \mu s \) for the piezo measurement. The maximum correlation time is \( \tau = 10 \) s. As discussed in section 4, the contrast of the perturbed interference pattern \( K_{\text{pert}} \) is determined by using equation (13). From the correlation function at \( \tau = 0 \) (equation (11)), the corresponding contrast of the unperturbed interference pattern \( K_{\phi} \) is extracted. The results for the speaker and piezo measurement are shown in figure 7. The data for \( K_{\text{pert}} \) show clear resonances structures at discrete frequencies. At these resonances, the contrast of the integrated interference image vanishes almost completely. However, the correlation analysis reveals the full contrast of the unperturbed interference pattern over the full spectral range.

Following section 4, the amplitude spectrum of the correlation function is calculated and the involved perturbation frequencies \( \omega_j \) and corresponding peak phase deviations \( \varphi_j \) are identified by the described algorithm. The resulting response spectrum for the speaker measurement with excitation frequencies of \( \omega_0 / 2\pi \) from 100 to 320 Hz is shown in figure 8. The red solid line, plotted in the frequency-plane, denotes the positions of the fundamental frequency, where \( \omega_j \) is equal to \( \omega_0 \). By comparison of the positions of large amplitudes \( \varphi_j \) on this line with the positions of the reduced contrast \( K_{\text{pert}} \) in figure 7, a good agreement can be seen, according to equation (5). The maximum peak phase deviation in the complete spectrum is \( \varphi_j = 0.99 \pi \) at \( \omega_j / 2\pi = 112 \) Hz. The blue chain lines in the frequency-plane represent higher harmonics of \( \omega_0 \). For a given harmonic excitation at \( \omega_0 \) and a linear response of the interferometer, the response spectrum should include only the excitation frequency. However, due to anharmonicities in the excitation process and possible nonlinear response of the complex interferometer setup, the response spectrum may include higher harmonics. Especially in the region of 100 to 140 Hz this behavior can be observed. The green horizontal dashed lines show constant frequencies at 150 and 300 Hz that are independent of the excitation frequency, probably originating from the electrical network frequency at 50 Hz.
The results of the piezo measurement with $w_p$ from 330 to 1000 Hz are shown in figure 9. Again, the positions of large peak phase deviations $\varphi_j$ agree well with the positions of reduced contrast $K_{\text{pert}}$ in figure 7, according to equation (3). The maximum value in this spectrum is $\varphi_j = 2.32 \pi$ at $w_j/2\pi = 594$ Hz. The green horizontal dashed lines are constant frequencies at 111.4 and 150 Hz.

Comparing the two spectra in figures 8 and 9 it can be seen, that the resulting peak phase deviations of the speaker measurement are below the values extracted from the piezo measurement. One reason could be, that the excitation of the speaker is directed along the interferometer axis ($z$-direction, figure 1), whereas the piezo excitation is oriented along the direction of interference ($y$-direction). The piezo excitation will thus have a stronger influence on the dephasing of the interference pattern. Another difference between the two spectra are the positions of constant frequencies indicated by the green horizontal lines. This difference could probably originate from the excitation direction mentioned above and the fact that the two measurements have been made at different days. Therefore, a change of the environmental conditions could be possible.

Calculating the spatial periodicity of the electron interference pattern before the magnification through the quadrupole lens, allows to determine the spatial perturbation amplitude. The measurements have been made with an electron emission voltage of 1.45 kV and a voltage of 0.3 V at the biprism, yielding an interference pattern with the unmagnified spatial periodicity of $\lambda = 880$ nm [43]. With this value and the resulting peak phase deviations $\varphi_j$, the spatial perturbation amplitude $A$ can be calculated via $A(\varphi_j) = \lambda \frac{\varphi_j}{2\pi}$. The resulting
The amplitudes are in the range of 6 nm ($\varphi_1 = 0.014 \pi$ at $\omega_1/2\pi = 111.4$ Hz) up to 1.021 $\mu$m ($\varphi_1 = 2.320 \pi$ at $\omega_1/2\pi = 594$ Hz). Here we assume, that the perturbation occurs before the magnification of the interference pattern through the quadrupole lens. In principle it is possible to increase the sensitivity for measuring perturbation amplitudes by reducing the spatial periodicity. This can be achieved by decreasing the acceleration voltage or increasing the biprism voltage.

With the obtained values from the correlation analysis, the unperturbed interference pattern can be reconstructed from the experimental data with equation (16). In addition, the accuracy in identifying the perturbation frequencies $\omega_j$ and peak phase deviations $\varphi_j$ can be increased by maximizing the contrast of the reconstructed pattern $K_{rec}$. The result is plotted in Figure 10 for the region from 494 to 578 Hz of the piezo measurement. Over the whole range the contrast of the reconstructed interference pattern $K_{rec}$ is significantly larger than the contrast of the perturbed one $K_{pert}$ and close to the contrast $K_{g2}$ of the unperturbed interference pattern, which marks an upper limit for the contrast of the reconstructed pattern.

6. Conclusion

Due to the technological progress for single-particle detection with high spatial and temporal resolution, it is possible to prove matter-wave interference by second-order correlation analysis, although the integrated interference structure vanishes by vibrational dephasing. Furthermore, the involved perturbation frequencies and amplitudes can be identified. In this paper we have demonstrated theoretically and experimentally, how this can be performed using the additional information about the particle impact time $t_i$ and position $y_i$. Our method can in principle be applied in various interferometric experiments equipped with such a detector. It has major potential for applications in sensor technology for vibrational as well as electromagnetic perturbations [34, 35].

By introducing vibrations artificially to our biprism electron interferometer, we have disturbed the integrated interference pattern. The degree of disturbance depends on the response of the interferometer to this excitation frequency. With our method the matter-wave characteristics, contrast and spatial periodicity, were extracted for the whole excitation spectrum from 100 to 1000 Hz. By calculating the amplitude spectrum of the correlation function, it is possible to identify the perturbation frequencies using our numerical search algorithm. With the obtained frequencies, the theoretical function was fitted to the experimental spectrum to determine the perturbation amplitudes and phases. By applying our method to all measurements, a response spectrum of the interferometer was created. With the possibility to reconstruct the unperturbed interference pattern, the accuracy of the parameters obtained from the correlation analysis could be increased.

We have demonstrated, that our method is not only a tool to prove matter-wave interferences even if they are invisible in the integrated picture, but has also possible sensor applications for the identification of perturbation frequencies and amplitudes originating from the environment. The interferometer could be used for the analysis of external perturbations, if its response spectrum is known. On the other hand, it is possible to apply a defined external perturbation source to map the response spectrum of the interferometer. With the knowledge of the vibrational as well as electromagnetic response spectrum of an interferometer, the mechanical decoupling from
the environment and electromagnetic shielding can be optimized for the specific application. Additionally, perturbation sources can be identified and eliminated.
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