FEATURE-BASED REPRESENTATION FOR VIOLIN BRIDGE ADMITTANCES
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Frequency Response Functions (FRFs) are one of the cornerstones of musical acoustic experimental research. They describe the way in which musical instruments vibrate in a wide range of frequencies and are used to predict and understand the acoustic differences between them. In the specific case of stringed musical instruments such as violins, FRFs evaluated at the bridge are known to capture the overall body vibration. These indicators, also called bridge admittances, are widely used in the literature for comparative analyses. However, due to their complex structure they are rather difficult to quantitatively compare and study. In this manuscript we present a way to quantify differences between FRFs, in particular violin bridge admittances, that separates the effects in frequency, amplitude and quality factor of the first resonance peaks characterizing the responses. This approach allows us to define a distance between FRFs and clusterise measurements according to this distance. We use two case studies, one based on Finite Element Analysis and another exploiting measurements on real violins, to prove the effectiveness of such representation. In particular, for simulated bridge admittances the proposed distance is able to highlight the different impact of consecutive simulation ‘steps’ on specific vibrational properties and, for real violins, gives a first insight on similar styles of making, as well as opposite ones.
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1. Introduction

Comparing musical instruments is always a hard task to perform due to the wide range of perspectives involved. Violins can be described by either trying to define their timbre and thus focusing on the sound perceived or looking at the specific models used by luthiers in their making. These analyses are often affected by subjectivity, leading to a whole literature of blind tests to assess the variability of human judgements [1,2]. More objective representations exploit indicators describing the vibrational properties of musical instruments [3]. In the case of violins, the bridge admittance is a good estimator for structural vibration thanks to its reliability, but still too redundant to be adopted for advanced classification and clustering tasks. Nonetheless, recent works in the context of musical acoustics still analyze these signals through visual comparisons [4].

Once a set of FRFs is collected from different musical instruments, a distance metric has to be devised in order to perform objective comparisons. Point measures based on p-norms such as Mean Square Error (MSE) and Mean Absolute Value (MAE) are widely used in signal processing applications but they work under the implicit assumption that all samples contribute in the same way to assess similarity [5].
is not the case in violin bridge admittances where the amplitude, the frequency and the damping factor characterizing the resonances of the system seem to be more informative.

The literature showed the benefits of evaluating such indicators to highlight dependencies between mechanical vibration, geometry, material properties and chemical treatments. In particular, it is well known that the solution of the partial differential equation, i.e. the eigenmodes, governing structural vibration strongly depends on the boundary conditions imposed, hence on the system geometry [6]. Changes in the elastic properties of the material under analysis influence the distribution of natural frequencies and some mathematical relations have been found for wooden plates between specific frequencies and Young’s and shear moduli [7, 8]. On the other hand, damping has proved to be sensitive to changes imposed on the material by means of chemical and heat treatments [9] and, in the specific case of wood, also to its moisture content [10]. Finally, although the estimated resonance peak amplitude suffers low sensitivity to changes due to the intrinsic variability characterizing hammer test acquisitions, it can give hints on variations related to mode shapes. This makes this feature meaningful when the similarity is evaluated between periodic measurements on the same system, either for health monitoring purposes or for tracking conscious design modifications [11, 12].

In this work, we propose the definition of a multidimensional feature space based on modal parameters where a more informative Euclidean distance can be measured to assess the similarity of FRFs in the low frequency range. The soundness of the proposed methodology (Section 2) has been tested on two different case studies, based on simulated (Section 3.1) and real (Section 3.2) responses, respectively.

2. Methodology

Frequency Response Functions (FRFs) describe point-to-point relations between applied force and consequent vibration in a mechanical structure. Given the aforementioned physical quantities measured at two points $i$ and $j$, the resulting FRF

$$H_{ij}(\omega) = \frac{X_j(\omega)}{F_i(\omega)}$$

(1)

gives local information about the system response as a function of frequency $\omega$. When $F_i(\omega)$ and $X_j(\omega)$ are the spectra associated to a force applied at point $i$ and a velocity acquired at point $j$, $H_{ij}(\omega)$ is called admittance or mobility. In experimental applications, such as those involving violin bridge admittances, FRFs are estimated exploiting a set of redundant measurements by means of the so-called H1, H2 and Hv estimators. These estimators are chosen depending on the assumptions concerning how to model the presence of noise in the signals [13].

Recalling that violin bridge admittances are characterized by low modal density in the low frequency range, let us consider a mathematical description based on modal superposition [6], namely

$$H_{ij}(\omega) \sim \sum_{r=1}^{N} \frac{\Phi_{ri} \Phi_{rj}}{\omega_r^2 + 2j\omega\xi_r\omega_r - \omega^2},$$

(2)

where $N$ is the number of modes considered, $\Phi_{ri}$ and $\Phi_{rj}$ correspond to the mode shape of mode $r$ evaluated at the two points observed, $\omega_r$ is the natural frequency and $\xi_r$ is the damping ratio associated to mode $r$, respectively. It is worth noticing that when $\omega$ matches $\omega_r$,

$$|H_{ij}(\omega_r)| \sim \frac{\Phi_{ri} \Phi_{rj}}{2\xi_r \omega_r^2},$$

(3)
thus making Eq. (2) completely recovered from the knowledge of the mode frequencies, amplitudes and corresponding damping ratios. This work proposes to project signals into a new feature space where the parameters just mentioned constitute the set of observables and Eq. (2) acts as a mapping function.

The feature extraction process is developed as follows. Given a set of $M$ admittances (for fixed input and output positions $i$ and $j$), the first $N = 10$ resonances are identified with the aid of a suitable peak finding algorithm and the resulting coordinates expressed in frequency and amplitude (in dB scale) are collected inside two matrices $F, P \in \mathbb{R}^{M \times N}$. Features related to damping are estimated in terms of Q Factor by means of the half-power bandwidth method [14] and stored in a third matrix $Q \in \mathbb{R}^{M \times N}$. In order to better evaluate the peak bandwidth, parabolic interpolation has been performed on samples in the proximity of each peak. Fig. 1 shows an example of signal reconstruction starting from the features extracted. The approximation, represented through the green dotted line, is the evaluation of Eq. (2) based on the modal features stored in $F, P$ and $Q$. Since Eq. (2) assumes distinct peaks and low damping, it can be noticed that the accuracy of the reconstructed signal decreases when peaks are closer and more correlated.

The resulting feature space considered has thus dimensionality $3N$. Feature normalization [15] has been applied over each feature vector $f, p, q$, i.e. the columns of $F, P$ and $Q$, in order to avoid bias. Once normalized, an Euclidean distance is evaluated on the feature vectors characterizing each pair of admittances, leading to a distance matrix $D \in \mathbb{R}^{M \times M}$ with elements

$$[D]_{n,m} = \|f_n - f_m\|_2 + \|p_n - p_m\|_2 + \|q_n - q_m\|_2,$$

where $n, m = 1, ..., M$. Addends on the right side of Eq. (4) can be also analysed separately to highlight variations in a specific feature subspace.

3. Results

To show the effectiveness of the feature-based representations presented in Section 2, two case studies are proposed. The first dataset is composed by bridge admittances predicted by means of Finite Element Analysis (FEA) using the Stradivarius’ Titian violin as reference [16]. The second application analyzes similarities between experimental acquisitions taken on a set of contemporary violins.

3.1 FEA simulations of Stradivarius’ Titian

Variations in signature modes of violins due to changes in the soundbox geometry were analyzed in [16]. An efficient parametric FEA model was defined in order to perform before/after comparisons concerning frequency responses and mode shapes. One of the instruments belonging to Stradivarius’ golden age, the Titian, was used as reference for the model development. We have projected the bridge

![Figure 1: Example of FRF reconstruction starting from the extracted features. In blue the original signal, in green its modal approximation. The first ten peaks detected are highlighted with red dots.](image-url)
Figure 2: Feature Matrices extracted from simulated bridge admittances: from top to bottom, natural frequency ($F$), peak amplitude ($P$) and Q Factor ($Q$) of the first $N$ modes, respectively.

Admittance into the proposed feature space for each of the $M = 10$ simulation steps presented in the original work. Each step is characterized by changes in the thickness profile, addition of components and artificial signature modes. Indeed, a time domain velocity response has been collected at the corner of the bridge for each simulation step, after the application of an impulsive force. Signals duration is 100 ms, sampled at $F_s = 10$ kHz. Admittances have been obtained as the ratio between the response and excitation spectra, following the definition in Eq. (1).

Fig. 2 shows the resulting feature vectors, organized in the $F$, $P$ and $Q$ matrices, respectively. Fixing a specific row in the three subplots, all the features related to a specific step can be evaluated. In general, feature vectors related to the first five peaks are characterized by more stable patterns, as few discontinuities occur, thus highlighting correlations between steps and modes. One example is given by the addition of the low frequency harmonic oscillators (Oscill1 and Oscill2), whose impact is clearly visible on the first peak in terms of frequency and damping since a new artificial resonance is added inside the FRF. Inspecting matrix $P$ in the same figure, it can be noticed that the addition of the f-holes has a relevant impact on the amplitudes, in particular for peaks 1, 4 and 5. The sensitivity of FRFs to f-holes detected in the feature vectors agrees with [16], where a systemic analysis of these components was performed.

From feature vectors, distance matrices can be computed to assess either the similarity between model changes or the relevance of a specific soundbox configuration within the chain. Fig. 3 depicts the distance evaluated considering the three subspaces separately. Resulting matrices are symmetric, due to the inherent symmetry of the euclidean distance. Hence, it is possible to highlight clusters along the diagonal of each matrix, where the distance between consecutive steps is lower. Inspecting the three matrices, it can be observed that the tuning of the top plate has a relevant impact on the frequency distribution, not only with respect to the previous step but also considering the whole simulation chain, while the addition of
the f-holes is the most important step regarding amplitude and damping. Moreover, distances in Fig. 3a range within a wider scale with respect to those related to amplitude and damping, thus making features based on frequency more informative.

Results depicted in Fig. 3 can be combined using Eq. (4), leading to the matrix in Fig. 4a. In this representation, it can be observed that visible clusters correspond to consecutive simulation steps, where each new step has a minor or negligible impact on all the vibrometric features extracted. In particular, the tuning of the top plate can be considered as the most discriminative step, while the two low frequency oscillators show the same distances inside the matrix, thus suggesting that the addition of the second oscillator does not yield relevant effects on the vibrational response. Fig. 4b shows the Mean Square Error (MSE) between the FRFs computed between consecutive steps. It can be noticed that the MSE

Figure 3: Distance Matrices computed starting from feature vectors depicted in Fig. 2. Euclidean distances are assessed over modal frequency (a), amplitude (b) and Q factor (c), separately.

Figure 4: Comparison between proposed distance metric (a) and Mean Square Error (b).
distance matrix is characterized by large clusters and values ranging within a small scale. Only the 
addition of the f-holes highlights a different behaviour in the corresponding admittance, mostly related 
to a relevant amplification of the peaks, while the rest of the signal is left unchanged. The same observation 
can be confirmed by inspecting the effects of the addition of f-holes in Fig. 3, where the distance from 
the previous step is low concerning the frequency distribution while is large in the other two feature 
subspaces.

From a comparison of the two distances, it is possible to observe that the proposed one achieves better 
discrimination capability, as it allows to identify subtle differences between consecutive steps.

3.2 Cremonese contemporary violins

A hammer testing campaign has been performed on 7 Cremonese contemporary violins in order to 
collect a new dataset of bridge admittances. Impacts were applied on one corner of the bridge using a 
dynamometric hammer with light tip (086E80, by PCB Piezotronics) and an accelerometer (352A12, by 
PCB Piezotronics) was placed on the opposite side to collect the system response. For each violin, 6 time 
domain acquisitions were averaged to reduce noise, following the definition of the H1 estimator [13]. 
Finally, the dataset was enriched with an FRF of Stradivarius’ violin and an instrument designed using its 
model (violin V1). Since the sound produced by the two violins was considered similar accordingly to 
the owner, the addition of their bridge admittances is considered as a benchmark to verify their similarity 
also in terms of vibrational responses and give a proof of the soundness of the proposed representation.

Fig. 5 shows the results obtained through the application of the proposed metric. To highlight clusters, 
the matrix ordering adopted was devised computing the dendrogram [17] of the distances obtained. This 
step becomes unnecessary when the dataset is characterized by an inherent ordering, such as the case 
study presented in Section 3.1. It is noteworthy to observe that the Stradivarius’ violin and its copy (V1) 
belong to the same cluster, due to the similarity between the two signals up to 1.4KHz and, in particular, 
their signature modes. In the same way, other clusters characterized by low values of the distance can be 
detected, i.e. V3-V4 and V1-V8, respectively.

The inspection of the distance matrix can give hints also on different styles of making. Indeed, V2 
presents large distances with respect to all the other violins of the dataset, in particular when compared 
to V5. By looking at the corresponding dendrogram in Fig. 5b, it can be noticed that these two violins 
are placed at the extremes of the tree ordering, while the old violin acts as a center of mass within the

Figure 5: Proposed distance metric (a) and corresponding dendrogram (b) computed on real bridge admittances.
distribution of the tree leaves.

The same considerations cannot be made using the MSE as metric. The distance matrix depicted in Fig. 6 shows exactly the same drawbacks encountered in Section 3.1 where all the signals in the dataset share similar values of the distance. In this case, the old violin is characterized by high values of the MSE with respect to all the other musical instruments, including V1. This undesired behavior of the MSE can be explained by the introduction of information regarding the high frequency range of signals, and in particular of the bridge hill, characterized by high modal density and variability.

An indicator of the bridge hill position in frequency can be estimated computing the power fraction of the signal, namely

\[
\frac{P(\omega)}{P_{tot}} = \frac{\int_{0}^{\omega} |H_{ij}(\omega)|^2 d\omega}{\int_{\infty}^{0} |H_{ij}(\omega)|^2 d\omega},
\]

where \(P(\omega)\) is the power of the signal over the frequency range \([0, \omega]\) and \(P_{tot}\) is the power of the whole signal. Inspecting Fig. 6b, it can be noticed that the bridge hill is located where the power fraction shows its maximum slope. The old violin shows a different behavior with respect to contemporary violins, thus explaining the difference detected by MSE with respect to the other violins. However, the weight given by MSE to the differences in the bridge hill region hides the strong similarity between the signature modes of the old violin and its copy, which is recovered by the proposed distance.

4. Conclusions

In this paper we have presented a new method to compare Frequency Response Functions in violins in a quantitative way. The resulting representations can be used both for evaluating experiments and simulations. Previously in the literature, the comparison of bridge admittances has been rather subjective and descriptive, and resembled more of a dark art than science. By looking at certain features of the FRF signal, in particular those related to the underlying physics of the instrument, we are able to define a distance between instruments and steps in the simulation process. This distance gave us insights as to what are the most significant processes in the simulation. One possible application of our method is its use in the optimization of violin copies [18]: by defining a particular distance function one can focus on copying particular features of a violin. This is in general easier than using point measures, such as the MSE, since we can focus on the significant features of the vibrational response. The proposed methodol-
ogy has been devised also in a real case scenario to assess the similarity between old and contemporary violins. Results proved the soundness of such representation in assessing similar styles of making as well as opposite ones, according to judgements given by the owners. The distance computed on features is very informative on signature modes, while it lacks knowledge on some important high frequency regions such as the bridge hill. Considering the introduction of integral features, i.e. based on the power fraction, can extend the observation window of the proposed representation without loosing expressive power in the low frequency range.
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