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Abstract. Word embeddings have been shown to benefit from ensembling several word embedding sources, often carried out using straightforward mathematical operations over the set of word vectors. More recently, self-supervised learning has been used to find a lower-dimensional representation, similar in size to the individual word embeddings within the ensemble. However, these methods do not use the available manually labeled datasets that are often used solely for the purpose of evaluation. We propose to reconstruct an ensemble of word embeddings as an auxiliary task that regularises a main task while both tasks share the learned meta-embedding layer. We carry out intrinsic evaluation (6 word similarity datasets and 3 analogy datasets) and extrinsic evaluation (4 downstream tasks). For intrinsic task evaluation, supervision comes from various labelled word similarity datasets. Our experimental results show that the performance is improved for all word similarity datasets when compared to self-supervised learning methods with a mean increase of 11.33 in Spearman correlation. Specifically, the proposed method shows the best performance in 4 out of 6 of word similarity datasets when using a cosine reconstruction loss and Brier’s word similarity loss. Moreover, improvements are also made when performing word meta-embedding reconstruction in sequence tagging and sentence meta-embedding for sentence classification.

1 Introduction

Distributed word representations have shown to improve performance in numerous natural language processing (NLP) tasks [25, 23, 27, 59]. Given that the performance on intrinsic (e.g. word similarity, analogy) and extrinsic (e.g. sentiment analysis, dependency parsing, machine translation etc.) supervised tasks is dependent on the model used for producing word embeddings (e.g. skipgram, cbow [32]), it is clear that each model exploits different aspects of the semantic space. The goal in meta-embedding learning [10, 41, 3, 5, 24] is to learn a single, (possibly lower-dimensional) common embedding space by combining multiple, pre-trained source word embeddings, without re-training the sources or requiring access to the linguistic resources such as text corpora or dictionaries that were used to train the source embeddings. Meta-embedding learning methods aim to be computationally and resource-wise efficient by not retraining source embeddings.

Existing approaches to meta-embedding rely on self-supervised learning such as autoencoder [31] to find a lower-dimensional hidden representation of the set of source embedding (further discussed in § 2.1). This can be advantageous in cases where (1) pre-training is expensive, (2) pre-trained embeddings are available but not the algorithm or the training data used, and (3) the available source embeddings vary in their dimensionalities. However, for problems that rely on representations that are better aligned with human judgment (e.g., genuine similarity [21]), word embeddings and word meta-embeddings struggle to perform well when only given co-occurrence statistics. How to best incorporate task-specific human judgements into the meta-embedding learning process remains a challenging and unsolved problem.

To overcome this challenge, we propose a semi-supervised multi-task learning (MTL) approach that combines the benefits of self-supervised learning for finding a lower-dimensional representation of the concatenated word meta-embeddings, while also learning to perform inference on word similarity used as an intrinsic task, and extrinsic downstream tasks such as sequence tagging using a siamese network that incorporates a shared representation from an autoencoder (AE). We consider meta-embedding reconstruction as an auxiliary task in contrast to the main classification task, hence the reference to multi-task learning. We evaluate our approach on held-out word similarity datasets and also include an evaluation on the transferability of the resultant word meta-embeddings on three analogy datasets. We find that performance is improved for all word similarity datasets with a mean increase of 11.33 points in the Spearman Correlation coefficient ρs, when compared to self-supervised learning methods. Below we summarise the main aspects of our work.

Angular Cost Functions: In meta-embedding learning we use source embeddings trained on different resources, in which case it is important to keep the semantic orientation of words by preserving the angle between word embeddings, not only the length. Cosine similarity, a popularly used measure for computing the semantic relatedness among words, ignores the length related information. We also note the relationship between KL-divergence and cosine similarity in that both methods perform a normalization. Hence, we compare Mean Squared Error (MSE) and Mean Absolute Error (MAE), against KL-divergence and Squared Cosine similarity for the purpose of learning meta-embeddings and show that loss functions that account for vector orientation can outperform the former MSE and MAE objectives that only preserve length but not orientation.

Supervision from Manual Annotations: Currently, word embeddings and word meta-embeddings methods do not exploit the available manual annotations in the learning process such as word similarity ratings. In particular, word vectors often struggle to preserve true similarity, which in many cases is difficult to identify from statistical associations alone. Hill et al. [21] found word embeddings to struggle for word similarity in comparison to word association, particularly for abstract concepts. Our method addresses this by learning to reconstruct meta-embeddings while sharing the hidden layer to jointly predict on a main task (e.g word similarity, NER or Sentiment classification). In the case of word similarity, we argue that this explicit use of true similarity scores can greatly improve embeddings.
for tasks that rely on true similarity. This is reflected in our results for Simlex [29] and rare word [29] datasets as we find 29.63 and 27.05 point increases in $\rho$, respectively.

**Dealing with Out-of-Vocabulary Words:** Word vectors suffer in performance for out-of-vocabulary words that are not seen during training. This is an issue on evaluation datasets that gauge performance on words that are morphologically complex, rare [30] or are highly abstract conceptually [21]. In fact, Luong et al. [30] have used sub-word vectors for such issues. Alternatively, Cao and Rei [8] have used a character-level composition from morphemes to word embeddings where morphemes that yield better predictive power for predicting context words are given larger weights, showing improvements over word-based embeddings for syntactic analogy answering.

Their model incorporated morphological information into character-level embeddings which in turn, produced better representations for unseen words. Word meta-embeddings allow for much larger coverage by combining the ensemble set of pre-trained word embeddings, trained from different corpora. This approach also allows for sub-word level combinations between embeddings.

**Motivation for Multi-Task Learning:** Using shared representations in multi-task learning has led to better generalization performance on each respective task in prior work [9], (1) by introducing relevant inter-dependent features, (2) by regularizing a model using the performance on multiple tasks, (3) using future tasks to interpolate to present tasks, (4) by improving the model’s ability to learn general features from noisy signals, and (5) by potentially exploiting the loose structure among the parent tasks that aid more specific downstream child sub-tasks (e.g. tasks are designated based on the word relation type such as hyponymy, antonymy or synonymy).

2 Related Work

### 2.1 Word Meta-Embeddings

The most straightforward approaches to meta-embeddings are: concatenation (CONC) and averaging (AV). The former is limited in the dimensionality size and the latter only preserves the mean of the embedding set. Coates et al. [10] showed that if the word vectors are approximately orthogonal, AV approximates CONC even though the embedding spaces may be different. Hence, we include AV in our comparisons of unsupervised methods. Singular Value Decomposition (SVD) has been used to factorize the embeddings into a lower-rank approximation of the concatenated meta-embedding set. Yin et al. [41] use of a projection layer for meta-embedding (known as 1TON) optimized using an $\ell_2$-based loss. Similarly, Bollegala et al. [5] have focused on finding a linear transformation between count-based and prediction-based embeddings, showing that linearly transformed count-based embeddings can be used for predictions in the localized neighborhoods in the target space. Kiela at al. [24] proposed a dynamically weighted meta-embedding method for representing sentences where they first project each source embedding using a source-specific projection matrix to a common vector space where they can add the projected source embeddings multiplied by an attention weight. They consider contextualized word embeddings given by the concatenated forward and backward hidden states of a BiLSTM. The attention weights are learnt using labelled data for sentence-level tasks such as sentiment classification and textual entailment. On the other hand, in this paper, we consider meta-embedding of context-independent pre-trained source word embeddings.

Bao and Bollegala [4] used three AE variants for meta-embeddings: (1) Decoupled Autoencoded Meta Embedding (DAEME) that keep activations separated for each respective embedding input during encoding and uses a reconstruction loss for both predicted embeddings while minimizing the mean of both predictions, (2) Coupled Autoencoded Meta Embedding (CAEME) that learn to predict from a shared encoding (dropping the expectation minimization loss used in DAEME), and (3) Averaged Autoencoded Meta-Embedding (AAME) simply use the average of the embedding set instead of concatenation. We consider those autoencoding methods in evaluations (see § 4). We also propose two important variants of the aforementioned AEs in § 5. The first variant predicts a target embedding from an embedding set using the remaining embedding set, whereafter training, the single hidden layer is used as the word meta-embedding. The second variant is similar to the first except an AE is used for each input embedding to predict the designated target embedding, followed by averaged pooling over the resulting hidden layers.

### 2.2 Multi-Task Learning Representations

Ando and Zhang [2] learn representations for multiple tasks in a partially supervised and unsupervised way, which draws similarities to the work presented in this paper. The challenge is characterized as (1) predicting labels for an auxiliary task from another task that is trained with full supervision, and (2) both tasks are in some way related. Both characteristics also hold for the work presented in our paper with the subtle difference that we are using many related word similarity datasets with full supervision to predict the auxiliary task (i.e. a held-out word similarity dataset for testing). Part-of-speech (PoS) tags of the contextual words are used to predict the current word’s PoS tag in a self-supervised fashion, similar to masking used in word embedding learning [12]. Specifically, some features that are to be predicted for text categorization are masked out to create auxiliary prediction tasks. Ando and Zhang [2] used this method to obtain good performance on PoS tagging and Named Entity Recognition (NER) using a language model that predicts a target word given its context words. Similarly, Collobert et al. [11] proposed a unified neural network architecture for learning PoS tagging, NER, Chunking and Semantic Role Labeling all at once with parameter sharing using unlabeled training data.

Dong et al. [13] used MTL to improve the quality of machine translation to multiple target languages. They share the source language representations in the encoder-decoder sequence model considering the availability of the required parallel data. Their model showed higher BLEU scores over independent sequence-to-sequence language models when there is full and partial availability of parallel data, highlighting the importance of integrating related source language representations.

Liu et al. [29] used MTL for query classification using multiple binary classifiers, and web search ranking based on maximum likelihood with deep neural networks. Their MTL architecture consisted of three shared hidden layers that use character and word $n$-gram inputs, where the last layer is an independent task-specific layer for query classification and web search respectively. MTL showed large improvements over the baseline support vector machines and neural networks that learn each task independently.

All of the aforementioned work focus on using MTL on high-level natural language tasks. This work is distinct in that we use meta-
embedding reconstruction as a regularization technique, treating it as an auxiliary task to the main intrinsic or extrinsic task of interest.

3 Methodology

Before introducing the semi-supervised MTL approach to learning word meta-embeddings, we first outline the self-supervised learning baselines used in the comparisons. First, we include both the aforementioned 1T0N/1T0N + [11] and standard AEs [3] proposed in the prior work. CAEME concatenates the embedding set into a single vector and trains the AE to produce a lower-dimensional representation, while DAEME keeps the embedding vectors separate in the encoding.

3.1 Autoncoded Meta-Embedding

We consider a dataset of \( n \) samples, \( D := \{(x_i, y_i)\}_i \), where the input is represented as a word embedding input matrix \( x \in \mathbb{R}^{|V| \times d} \) with a corresponding target vector \( y \in \mathbb{R}^{|V|} \). Here \( x_i \) is the embedding for a word \( w \in V \) where \( V \) denotes the vocabulary for \( D \). Further \( V \subset V \) is a subset vocabulary for a given \( D \in D \) where \( D \) are all datasets and unique set of words for \( D \) is \( V \).

The matrix for all \( D \in D \) and \( N \) embeddings in the ensemble set of word embeddings \( X := x_1, x_2, \ldots, x_N \) can be expressed as a matrix \( X \in \mathbb{R}^{n \times k} \) which can be split into training matrix \( X_{tr} \in \mathbb{R}^{n_{tr} \times k} \) and test matrix \( X_{ts} \in \mathbb{R}^{n_{ts} \times k} \). We define \( k = N \cdot d, n_{ts} = |V| - |V| \) to be the number of training examples (one \( D \) is left out for training), \( n_{ts} = |V| \) number of test examples, both obtained by row-wise concatenation of pretrained embeddings, as shown in Equation 1 and for simplicity, refer to \( X_{tr} \) as \( X \) herein.

\[
X := \bigoplus_{i=1}^{N} x_i \quad (1)
\]

In standard meta-embedding training, we obtain a hidden representation \( Z \in \mathbb{R}^{n_{tr} \times k} \), which can be split into training matrix \( Z_{tr} \in \mathbb{R}^{n_{tr} \times k} \) and test matrix \( Z_{ts} \in \mathbb{R}^{n_{ts} \times k} \). We define \( k = N \cdot d, n_{ts} = |V| - |V| \) to be the number of training examples (one \( D \) is left out for training), \( n_{ts} = |V| \) number of test examples, both obtained by row-wise concatenation of pretrained embeddings, as shown in Equation 1 and for simplicity, refer to \( X_{tr} \) as \( X \) herein.

\[
Z(w) = f_b(X(w)) \quad (2)
\]

In Section 3.2, we will discuss how \( Z \) is learned as an auxiliary task to the main supervised task which also shares \( Z \). We now consider reconstruction loss functions.

Meta-Embedding Loss Functions

We compare training AEMEs with various loss functions against other meta-embedding approaches mentioned in related work such as 1T0N [11] and autoncoded meta-embeddings [3]. This includes the MAE loss \( \sum_{i=1}^N \|X_i - \hat{X}_i\|^2 \), the MSE loss \( \sum_{i=1}^N (X_i - \hat{X}_i)^2 \) and the KL divergence. For minimizing the KL divergence, the AE output distributions for each sample in \( X \) are normalized to form \( \hat{p}(X) \), and the corresponding meta-embedding target distribution \( p(X) \) using the softmax function. The KL is then expressed as Equation 3 which corresponds to the reconstruction loss \( L_r \), shown in Equation 4. Here, \( M \) refers to the mini-batch size used for training.

\[
D_{KL}(p(X)||\hat{p}(X)) = \sum_{i=1}^M p(X_i) \log \frac{\hat{p}(X_i)}{p(X_i)} \quad (3)
\]

\[
L_r(X, X) = \frac{1}{M} \sum_{i=1}^M p(X_i) \left( \log(p(X_i)) - \log(\hat{p}(X_i)) \right) \quad (4)
\]

Since tanh activations are used and input vectors are \( \ell_2 \) normalized we propose a Squared Cosine Proximity (SCP) loss, shown in Equation 5. This forces the optimization to tune weights such that the rotational difference between the embedding spaces is minimized, thus preserving semantic information in the reconstruction. In the context of its utility for the TAE, we also want to minimize the angular difference between corresponding vectors in different vector spaces. Unlike KL divergence, the SCP loss is a proper distance metric since it is symmetric and satisfies the triangular inequality.

\[
L_r(X, X) = \sum_{i=1}^M \left( 1 - \frac{\sum_{j=1}^m \hat{X}_{ij} \cdot X_{ij}}{\sqrt{\sum_{j=1}^m \hat{X}_{ij}^2 \cdot \sum_{j=1}^m X_{ij}^2}} \right)^2 \quad (5)
\]

3.1.1 Model Configurations

The AEME is a 1-hidden layer AE with a hidden layer dimension \( d_h = 200 \). This is consistent for all tested loss functions, making for a fair performance comparison between the proposed SCP loss and KL divergence loss against MSE and MAE. We initialize all weights with a normal distribution of mean \( \mu = 0 \) and standard deviation \( \sigma = 1 \). The dropout rate is set to \( p = 0.2 \) for all datasets. The model takes \( |V| = 4819 \) unique vocabulary terms pertaining to all tested word association and word similarity datasets and performs Stochastic Gradient Descent (SGD) with a mini-batch size of 32 trained for 50 epochs for each dataset with an early stopping criteria. The hidden dimension size, batch size and number of epochs were chosen based on a small grid search.

3.2 Target Autoencoder Meta-Embedding

We propose the Target AE (TAE), an AE variant that learns to predict a target embedding \( X_{tr} \in \mathbb{R}^{n_{tr} \times d} \) in the meta-embedding set, from the remaining source embeddings \( X' \in \mathbb{R}^{n_{tr} \times d(N-1)} \). The AE \( f_{\theta_{t,i}} : X_m^{(s)} \rightarrow X_{tr} \) \( \forall i \in N \) permutations within the embedding set in a leave-one-out setting, where each \( i \)-th model is trained for each permutation. We then denote resulting meta-embedding as \( \bar{Z}_i \) and \( Z := \bar{Z} \) where \( k = d \) in our experiments for the TAE embedding. This embedding represents different combinations of mappings from one vector space to another. This is motivated by [9] who points out that treating inputs as auxiliary output tasks can be beneficial. This has also found in the success of large-scale language modelling where predicting a percentage (e.g 15%) of masked tokens from unmasked tokens has led to better representations as measured on supervised tasks [12].

In contrast, the TAE is similar to that of CAEME only the label is a single embedding from the embedding set and the input are remaining embeddings from the set. After training a TAE, the hidden layer encoding is concatenated with the original target vector. The Mean Target Encoder (MTE) instead takes an average between the \( N \)-th model is trained for each permutation. The model takes \( |V| = 4819 \) unique vocabulary terms pertaining to all tested word association and word similarity datasets and performs Stochastic Gradient Descent (SGD) with a mini-batch size of 32 trained for 50 epochs for each dataset with an early stopping criteria. The hidden dimension size, batch size and number of epochs were chosen based on a small grid search.

3.3 Meta-Embedding for Supervised Task Regularization

3.3.1 MTL for Intrinsic Tasks

Word Similarity The first instance of using meta-embeddings as an auxiliary reconstruction task is for learning word associations. Since, we are combining self-supervised learning (reconstruction of the ensemble set) and supervised learning (word association scores) simultaneously, we view this approach as semi-supervised learning.
The shared representation that is used during reconstruction is also shared as input for the main task.

The word similarity scores $y \in [0, 1]$ are normalized as different datasets are within different ranges. The resulting normalized $y$ are considered as soft probabilistic targets. We also considered converting $y$ to binary classes using a threshold from the mean $\bar{y}$. However, as illustrated in Figure 1 the quartiles of the distribution over the annotation scores are not symmetric around the median, with the exception of MEN and Simlex. Moreover, factors such as annotation guidelines, part of speech (PoS) distribution and the concreteness of perception of MEN and Simlex. Moreover, factors such as annotation scores are not symmetric around the median, with the exception shown in Figure 1. The quartiles of the distribution over the

Figure 1: Word Association Annotation Distribution

For training, the hidden layer dimension sizes are 200 – 50 – 10, corresponding to $h^{(1)}, h^{(2)}, h^{(3)}$ in Figure 2. For the layers that are only used on the main task ($h^{(2)}$ and $h^{(3)}$) we denote their parameters as $\Theta$. This notation is also used to refer intrinsic task-specific layers. Furthermore we define the parameters of the main tasks final layer as $\omega \subset \Theta$.

Note that $h^{(1)}$ has dimensionality $d = 200$, the same size as the aforementioned self-supervised learning approach that does not use MTL (ie word similarity is not learned). Once MTL has converged over a set of epochs and hyperparameters are tuned, we compare the $\rho_s$ of the shared hidden layer $h^{(3)}$ outputs, as opposed to using $\bar{y}$ produced in the siamese network that predicts word similarity directly. We test various distance measures for word similarity, including Manhattan, Euclidean and Cosine dissimilarity.

Since the data is {0-1} normalized the pairwise distance can be computed as Equation 6 and is kept in this range using the negative exponent. This corresponds to estimating the probability density of the output targets, where $y$ are soft probabilistic targets.

$$\hat{y} = \exp \left( -d_L(\mathbf{h}_1, \mathbf{h}_2) \right)$$  (6)

The total loss $L = L_r + L_s$ is then the sum of the reconstruction loss $L_r$, shown in in Equation 7 and $L_s$, the cross-entropy (CE) loss between predictions made by the meta-embedding shared representation shown in Equation 8. In Equation 7 $\lambda$ controls the amount of meta-embedding regularization during optimization.

$$L_r(\mathbf{X}, \hat{\mathbf{X}}) = \frac{\lambda}{2M} \sum_{i=1}^{M} \sum_{j=1}^{2} \left( X_{ij} - \hat{X}_{ij} \right)^2$$  (7)

$$L_s(\mathbf{y}, \hat{\mathbf{y}}) = -\frac{1}{M} \sum_{i=1}^{M} \mathbf{y}_i \log \hat{y}_i + (1 - \mathbf{y}_i) \log (1 - \hat{y}_i)$$  (8)

We argue that when annotators decide on word similarity given a word pair that they choose on how $x_1$ relates to $x_2$ only, and not vice-versa [40]. In other words, the relationship between two words is not strictly symmetric and the viewing order matters when humans are tasked with estimating word similarity. Therefore, when coming up with a similarity measure using this argument, we test an asymmetric similarity measure between $(h^{(2)}_1, h^{(2)}_2)$ encodings. This simply involves replacing the denominator of the cosine similarity $(\|x_1\|_2, \|x_2\|_2)$ that is used as the distance function $d_{\cos}(\cdot)$ to $\|x_1\|_2 \cdot \|x_2\|_2$ before being passed to the negative exponent for the final probability output. Hence, the model is trained to learn how $x_1$ is related to $x_2$.

MTL for Analogy We also test our meta-embeddings as an auxiliary task for analogy, a task that plays a fundamental role in human cognition [17, 19]. Since not all algorithms used to train the pre-trained embeddings are known to preserve analogies as a side effect, we might expect single embeddings for which this does hold to outperform meta-embeddings. We test if the word meta-embedding encodes analogical structure. Furthermore, we test if meta-embedding reconstruction improves performance.

For analogy answers, we focus on CosAdd [34] for measuring similarity between analogy pairs and ranking candidates accordingly. Hence, the meta-embedding scheme can be expressed as Equation 9, where $(w_{a1}, w_{a2})$ are the first analogy pair and $(w_{c1}, w_{c2})$ are the second, while $Z(w)$ is the meta-embedding representation for a given $w$. 
\[
\cos(Z(w_b)) = \cos(Z(w_a) - Z(w_c) + Z(w_d))
\]

3.3.2 MTL for Extrinsic Tasks

Finally, we test how such meta-embbeddings perform in standard supervised learning problems in natural language tasks, more specifically, sequence prediction and text classification problems. This includes Named Entity Recognition (NER), Universal Dependency Part-of-Speech (UDPoS) tagging.

We learn to reconstruct the embeddings using the top performing autoencoding approach and use it to perform meta-embedding as an auxiliary task for log-likelihood training of one of the above sequence tagging problems. In this setting, \( Y \) is a sequence of length \( T \) with tokens \( y_1, y_2, \ldots, y_T \), \( \Theta \) are the parameters of an RNN with encoded hidden state vector \( h_t = f(x_t, h_{t-1}; \Theta) \) and \( P(y_t|h_t; \Theta) \) is the conditional computed using a linear projection followed by normalization, in our case, using a softmax function.

\[
\Theta^* = \arg \max_{\Theta} \sum_{t=1}^{T} \log P(y_t|x_t, h_{t-1}; \Theta)
\]

The model uses tokens \( x_t \) as the input and the hidden state \( h_{t-1} \) to predict a tag \( y_{t-1} \). We find the optimal sequence of tags such that the likelihood of the predicted sequence of tags is maximised.

In the subsequent analysis, we learn to reconstruct the embeddings as in Equation (4) as an auxiliary task. However, instead of using two dense layers for predicting on the main task, as is the case for word similarity, we use the output of the shared representation as input to recurrent and convolutional layers in the aforementioned downstream tasks. We add a penalty \( \lambda L^c \), where the penalty coefficient \( \lambda \in \mathbb{R} \) is tuned based on validation performance, effectively constraining optimization to also reconstruct the embedding set.

4 Experiments

4.1 Intrinsic Evaluation

4.1.1 Word Similarity Results

The following word association and word similarity datasets are used throughout experimentation: Simlex [30], WordSim-353 [34], RG [35], MTurk (Mechanical Turk-771) [19], rare word (RW) [29] and MEN [4]. Table 1 shows the results, where (1) shows the single embedding performance, (2) results for standard meta-embedding approaches that either apply a single mathematical operation or use a linear projection as an encoding, (3) results for meta-embedding for all presented approaches, while black shading indicates the best performing meta-embedding for the respective section.

Best performing word meta-embeddings are held between CAEMEs that use the proposed Cosine-Embedding loss, while KL-divergence also performs well on Simlex and RW. Interestingly, both Simlex and RW are distinct in that Simlex is the only dataset providing scores on true similarity instead of free association, which has shown to be more difficult for word embeddings to account for [21], while RW provides morphologically complex words to find similarity between. This suggests KL-divergence is well suited for encoding word relations that are relatively rare and perhaps more abstract relations (e.g. Simlex contains less concrete terms in the vocabulary compared to other datasets, such as WS353). Similarly, we find SCP loss to achieve best results on RG and MEN, both the smallest and largest datasets of the set.

Furthermore, the TAE variant has lead to competitive performance against other meta-embedding approaches, showing good results on WS353. However, overall, standard AE performs better than the TAE.

The AE that uses a squared cosine loss and a KL-divergence loss improves performance in the majority of the cases, reinforcing the argument that considering the angles explicitly through normalization (log-softmax for KL) is an important step in encoding large datasets of varying length and semantics. Lastly, we have shown its use in the context of training word meta-embedding but cosine loss can also be used to minimize angular differences in standard word embedding training.

1. Embeddings Simlex WS353 RG MTurk RW MEN

| Method          | Simlex   | WS353   | RG      | MTurk   | RW     | MEN     |
|-----------------|----------|---------|---------|---------|--------|---------|
| Skipgram        | 77.17    | 76.08   | 68.15   | 49.70   | 75.85  |         |
| FastText        | 73.33    | 79.98   | 67.93   | 47.90   | 76.36  |         |
| GloVe           | 76.64    | 76.95   | 63.32   | 36.69   | 73.75  |         |
| LexVec          | 74.79    | 74.65   | 71.45   | 48.94   | 80.92  |         |
| HPCA            | 57.11    | 41.72   | 37.45   | 13.36   | 34.90  |         |
| HDC             | 76.81    | 80.55   | 65.76   | 46.34   | 76.03  |         |

2. Standard Meta

| Method          | Simlex   | WS353   | RG      | MTurk   | RW     | MEN     |
|-----------------|----------|---------|---------|---------|--------|---------|
| CONC            | 72.33    | 81.36   | 71.88   | 49.91   | 80.33  |         |
| SVD             | 72.06    | 81.18   | 71.50   | 49.13   | 79.85  |         |
| AV              | 70.50    | 80.05   | 70.51   | 49.28   | 78.31  |         |
| ITON            | 70.19    | 80.20   | 71.52   | 50.80   | 80.39  |         |
| ITON*           | 70.60    | 78.40   | 71.44   | 50.86   | 81.18  |         |
| 3. λL^c-Struc   |         |         |         |         |        |         |
| Decoupled       | 70.62    | 82.81   | 71.16   | 50.79   | 80.33  |         |
| Concatenated    | 71.69    | 84.52   | 71.88   | 50.78   | 81.18  |         |
| 4. TAE          |         |         |         |         |        |         |
| Decoupled       | 70.30    | 82.91   | 71.43   | 51.48   | 81.16  |         |
| Concatenated    | 70.96    | 81.16   | 69.63   | 51.89   | 80.92  |         |

| Method          | Simlex   | WS353   | RG      | MTurk   | RW     | MEN     |
|-----------------|----------|---------|---------|---------|--------|---------|
| Decoupled       | 71.96    | 84.23   | 70.88   | 50.20   | 81.02  |         |
| Concatenated    | 72.44    | 85.41   | 70.63   | 50.74   | 81.94  |         |
| KLiAE           |         |         |         |         |        |         |
| Decoupled       | 71.96    | 84.23   | 70.88   | 50.20   | 81.02  |         |
| Concatenated    | 74.02    | 85.34   | 67.75   | 53.02   | 81.14  |         |

Table 1: Meta-Embedding Unsupervised Results (\( \rho_s \))
ntinction between association and true similarity, hence the annotation scores reflect this difference, making it difficult for DSMs which solely rely on word associations. In contrast, we see in Table 2 there is a large improvement in $\rho_s$ over these datasets using SS-MTL. In experimentation, we found performance with a 2-hidden layer network was similar to a single layer network. Given the sample size of $|V| = 4819$ for the word similarity, we are not surprised that a relatively smaller sample size relies less on a deeper representation.

The first measure (e.g. Cosine-) represents the reconstruction loss $\mathcal{L}_r$ and second represents the word similarity loss $\mathcal{L}_s$ (e.g Binary CE). A cosine $\mathcal{L}_s$ and the Brier’s score $\mathcal{L}_s^{\text{Brier}}$ are found to perform the best on average. Since word similarity scores are not directly optimized when using maximum likelihood, it is not obvious this is a suitable objective for improving on the evaluation metric $\rho_s$. Therefore, we also consider Brier’s score, which can be considered as MSE for class probabilities. Indeed, in Table 2 we find that using Brier’s score for the annotations improves $\rho_s$ for 4 of 6 datasets.

Meta-embeddings that are learned only using unsupervised methods (Equation 1) give $\rho_s = 45.10$, on Simlex, while the semi-supervised MTL approach produces the most noticeable performance gain with a dramatic increase of $\rho_s = 74.73$. Although datasets such as Simlex have made a clear distinction between word associations and true similarity, we find there is still performance improvements made on true similarity when transferring knowledge in the form of meta-embeddings from different annotation distributions that only score word association and not the true similarity [21].

|                | Simlex | WS353 | RG | MTurk | RW | MEN |
|----------------|--------|-------|----|-------|----|-----|
| Cosine-OLS     | 53.63  | 73.13 | 83.07 | 69.41 | 60.49 | 80.25 |
| Cosine-NLL     | 59.22  | 76.09 | 80.45 | 70.43 | 61.31 | 82.49 |
| Cosine-Brier’s | 63.72  | 80.21 | 89.54 | 83.45 | 70.76 | 84.14 |
| $\ell_1$-OLS   | 55.16  | 68.80 | 82.82 | 70.35 | 61.07 | 78.56 |
| $\ell_1$-NLL   | 53.54  | 77.82 | 82.09 | 73.12 | 64.46 | 79.12 |
| $\ell_1$-Brier’s | 68.78 | 77.60 | 87.44 | 80.67 | 78.05 | 79.73 |
| $\ell_2$-OLS   | 68.31  | 73.85 | 84.48 | 70.91 | 53.20 | 81.60 |
| $\ell_2$-NLL   | 53.80  | 71.15 | 85.10 | 71.51 | 50.61 | 79.38 |
| $\ell_2$-Brier’s | 74.73 | 69.68 | 85.29 | 76.30 | 80.07 | 70.64 |
| KL-OLS         | 62.47  | 68.93 | 85.75 | 72.25 | 50.38 | 80.95 |
| KL-NLL         | 48.91  | 67.93 | 86.67 | 72.33 | 48.91 | 78.98 |
| KL-Brier’s     | 71.39  | 66.91 | 87.58 | 73.43 | 67.19 | 81.78 |

Table 2: Semi-Supervised Multi-Task Word Embedding Learning ($\rho_s$) Results on Word Similarity

In the semi-supervised MTL setting shown in Table 2 we see that results are also consistent with Table 1 as the cosine loss in reconstruction results in best performance for 4 out of the 6 datasets.

### 4.1.2 Analogy Results

We evaluate how the learned models from Table 2 transfer to analogy tasks, namely MSR Word Representation dataset [15] (8000 questions with 8 relations), Google Analogy dataset [33] (19,544 questions with 15 relations) and SemEval 2012 Task 2 Competition Dataset [22] (3218 question with 79 relations). The former two consist of categories of different analogy questions and the latter includes ranked candidate word pairs based on word pair relational similarity for a set of chosen word pairs. CosAdd [34] is used for calculating the analogy answers for Google and MSR which ranks can-

|                | MSR | Google | SemEval |
|----------------|-----|--------|---------|
| Skipgram       | 73.13 | 72.89 | 22.64  |
| FastText       | 64.19 | 73.82 | 24.77  |
| GloVe          | 71.45 | 71.73 | 19.98  |
| LexVec         | 74.03 | 67.28 | 21.49  |
| Cosine-OLS     | 73.24 | 71.57 | 22.13  |
| Cosine-NLL     | 71.23 | 68.39 | 20.16  |
| Cosine-Brier’s | 74.78 | 74.18 | 23.44  |
| $\ell_1$-OLS   | 69.32 | 68.21 | 20.45  |
| $\ell_1$-NLL   | 68.69 | 67.27 | 19.02  |
| $\ell_1$-Brier’s | 70.37 | 72.55 | 20.36  |
| $\ell_2$-OLS   | 73.20 | 72.16 | 22.71  |
| $\ell_2$-NLL   | 72.37 | 69.35 | 21.08  |
| $\ell_2$-Brier’s | 75.72 | 74.11 | 24.86  |
| KL-OLS         | 68.08 | 65.28 | 18.24  |
| KL-NLL         | 65.31 | 65.90 | 19.66  |
| KL-Brier’s     | 64.30 | 67.22 | 20.75  |

Table 3: SS-MTL Embedding Analogy Transferability

### 4.2 Extrinsic Evaluation

For NER we use the New York Times NER recipe tagging task [18] that contains 17.5k recipes which accumulates to 67.5k steps, 142.5k tags. We use 16,622 sentences for Universal Dependency PoS [33] (254k words) that contain weblogs, newsgroups, emails and reviews, which are used to define universal dependencies for the English UD Treebank (15/02/2017 version 2.0). The trees are converted to Stanford Dependencies and manually corrected to universal dependencies, predominantly by single annotations.

IMDB Movie reviews dataset [31] is used for Sentiment Analysis where we predict positive and negative sentiments for 50k reviews, where both positive and negative classes are balanced and the train/test split is also 50-50. All reviews are filtered to have at least 30 reviews, reviews were assigned as positive if the average score is 7/10 or higher, negative if $\leq 4$ and neutral reviews are discarded.
| Task     | Model | Skipgram | FastText | GloVe  | LexVec | Meta  |
|----------|-------|----------|----------|--------|--------|-------|
| NER      | CNN   | 81.25    | 79.77    | 83.19  | 81.46  | 84.62 | 81.93 | 80.08 | 79.24 | 88.15 | 86.63 |
|          | LSTM  | 83.59    | 81.61    | 84.80  | 82.27  | 82.29 | 80.08 | 82.65 | 80.74 | 91.23 | 88.58 |
|          | GRU   | 82.14    | 80.59    | 83.94  | 82.08  | 84.72 | 81.80 | 83.19 | 81.47 | 90.79 | 88.38 |
|          | Highway | 81.72   | 80.39    | 83.88  | 82.61  | 82.17 | 81.28 | 84.55 | 81.24 | 89.85 | 87.05 |
| UDPOS    | CNN   | 88.78    | 87.42    | 88.91  | 87.57  | 88.76 | 87.49 | 87.18 | 87.01 | 89.43 | 88.38 |
|          | LSTM  | 90.43    | 89.55    | 90.61  | 88.91  | 90.64 | 89.62 | 90.39 | 89.16 | 91.89 | 91.12 |
|          | GRU   | 89.86    | 88.23    | 89.24  | 88.44  | 89.17 | 88.23 | 89.02 | 88.17 | 90.72 | 90.59 |
|          | Highway | 90.11   | 88.73    | 89.97  | 88.46  | 89.81 | 88.02 | 89.23 | 88.08 | 90.26 | 90.01 |
| Sentiment | CNN   | 84.03    |          | 85.42  |        | 83.73 |        | 84.44 |        | 89.21 |
|          | LSTM  | 86.50    |          | 87.21  |        | 86.48 |        | 85.17 |        | 92.38 |
|          | GRU   | 85.43    |          | 87.69  |        | 84.73 |        | 85.01 |        | 91.75 |
|          | Highway | 82.39   |          | 85.31  |        | 84.21 |        | 84.58 |        | 89.73 |

5 Conclusion

This paper proposed a multi-task learning approach to learning word meta-embeddings as an auxiliary reconstruction task to improve predictions on a main intrinsic (e.g. word similarity, analogy) or extrinsic (e.g. PoS, NER) task whereby the meta-embedding layer is shared representation between tasks. We find consistent improvements against baselines and also identify objective functions for meta-embedding reconstruction that lead to optimal performance on the main task. In doing so, we identified a meta-embedding target autoencoder that learns to project between different permutations of different embedding spaces within the ensemble set and use the the mean of the resulting latent representations as the meta-embedding.

We find performance increased significantly when using manually annotated scores from word similarity datasets in comparison to single word embeddings and unsupervised word meta-embedding approaches. We also find that angular-based loss functions are well suited for word meta-learning for both self-supervised learning and the proposed multi-task semi-supervised learning method, showing best results on 4 out of the 6 word similarity datasets in both cases. Most significant improvements were found on relatively difficult word similarity and association datasets such as Simlex and rare word, while still improving by a large margin on the remaining datasets. Moreover, we find slight improvements made when transferring the semi-supervised models for analogy tasks. Lastly, we find consistent improvement when using meta-embeddings as an auxiliary task for downstream tasks such as Named Entity Recognition, Sentiment Classification and Universal Dependency PoS tagging.

However, this is expected given that similarity scores are more general than specific word pair relation types and not all word embedding algorithms preserve analogical relations to the same degree.
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