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Abstract—We develop a scalable cell-level analytical model for multi-cell infrastructure IEEE 802.11 WLANs under a so-called Pairwise Binary Dependence (PBD) condition. The PBD condition is a geometric property under which the relative locations of the nodes inside a cell do not matter and the network is free of hidden nodes. For the cases of saturated nodes and TCP-controlled long-file downloads, we provide accurate predictions of cell throughputs. Similar to Bonald et al (Sigmetrics, 2008), we model a multi-cell WLAN under short-file downloads as “a network of processor-sharing queues with state-dependent service rates.” Whereas the state-dependent service rates proposed by Bonald et al are based only on the number of contending neighbors, we employ state-dependent service rates that incorporate the impact of the overall topology of the network. We propose an effective service rate approximation technique and obtain good approximations for the mean flow transfer delay in each cell. For TCP-controlled downloads where the APs transmit a large fraction of time, we show that the throughputs predicted under the PBD condition are very good approximations in two important scenarios where hidden nodes are indeed present and the PBD condition does not strictly hold.
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I. INTRODUCTION

With widespread deployment of WiFi networks (or, more formally, IEEE 802.11 networks) in office buildings, university campuses, homes, hotels, airports and other public places, it has become very important to understand the performance of Wireless Local Area Networks (WLANs) that are based on the IEEE 802.11 standard, and also to know how to effectively design, deploy and manage them.

The IEEE 802.11 standard [2] provides two modes of operation, namely, the ad hoc mode and the infrastructure mode. Commercial and enterprise WLANs usually operate in the infrastructure mode. An infrastructure WLAN contains one or more Access Points (APs) which provide service to a set of users or client stations (STAs). Every STA in the WLAN associates itself with exactly one AP. Each AP, along with its associated STAs, constitutes a so-called cell. Each cell operates on a specific channel. Cells that operate on the same channel are called co-channel. We call a WLAN containing multiple APs a multi-cell WLAN.

In a multi-cell infrastructure WLAN, the APs are usually connected among themselves and to the Internet by a high-speed wireline Local Area Network (LAN), e.g., a Gigabit Ethernet. The STAs, on the other hand, access the Internet only through their respective APs. Thus, the 802.11 MAC protocol is employed only for single-hop intra-cell frame exchanges between an AP and its associated STAs (and not among the APs and STAs belonging to different cells). Figure 1 depicts an example of such a multi-cell WLAN.

This paper is an extended version of our earlier work [1]. In this paper, we extend our analytical model in [1] to TCP-controlled short-file downloads, characterize the associated service process, and provide approximations for the mean flow-transfer delays. We also demonstrate the applicability of our analytical model when the “PBD condition” does not strictly hold.
A. Literature Survey

The seminal analytical model for single cell WLANs was developed by [3], and later generalized by [4]. In a single cell, nodes can sense and decode each other’s transmissions. Thus, nodes in a single cell have the same global view of the activities on the common medium. Nodes in a multi-cell WLAN, however, can have different local views of the network activity around themselves, and their own activity is determined by this local view.

In the context of multi-hop ad hoc networks (see Figure 2), node- and link-level models have been proposed to capture the local characteristics of network activities [5], [6], [7]. However, for networks of realistic size, a node- or link-level model is intractable, since its complexity increases exponentially with the number of nodes or links [8].

Since a node- or link-level model is often intractable and provides little insight, several simplifying assumptions have been made in order to gain insights. A common simplification is to ignore collisions due to hidden nodes by assuming that hidden nodes are suppressed either via RTS/CTS handshaking [9], [10], or via a so-called “hidden-node-free design” [11], [12], [13]. Another simplification is to assume an infinite number of nodes placed according to either some regular topology [9] or a regular point process [14].

TCP-controlled data transfers are usually classified into two types: (i) long-lived flows (e.g., file transfer), and (ii) short-lived flows (e.g., web browsing). The case of long-lived flows in a single isolated cell has been analyzed in [15], [16]. A single isolated cell with short-lived flows was modeled as “a processor-sharing queue with state-dependent service rates” in [17], [18]. The seminal papers by Bonald et al. provide processor-sharing queue with state-dependent service rates.

TCP-controlled long-lived downloads (see Theorem III.1). Moreover, we provide a third insight:

B. Our Contributions

To accurately model a multi-cell infrastructure WLAN, one needs to account for the node- and link-level interactions, as in the case of multi-hop ad hoc networks. However, comparing Figures 1 and 2 we observe a key difference:

- The ad hoc WLAN does not possess any specific stucture (topology). However, the infrastructure WLAN has a nice cellular structure. For communication at high Physical layer (PHY) rate to be possible, the cell radius $R$ (i.e., the maximum distance between an AP and its associated STAs) would be small. However, with multiple non-overlapping channels, the distance $D$ between two nearest co-channel APs would be larger than $2R$. Thus, the set of co-channel cells (corresponding to some specific channel) will have a cellular structure (for example, see Figures 3(a)-3(d)).

The above observation motivates us to take a different perspective on the analytical modeling of multi-cell infrastructure WLANs. Specifically, we exploit the cellular structure of multi-cell infrastructure WLANs by treating a cell as a single entity and develop a cell-level analytical model. We make the following novel contributions:

1. We identify a geometric property, which we call the Pairwise Binary Dependence (PBD) condition (see A1 in Section II), under which we develop a cell-level model. Our cell-level model is scalable since its complexity increases with number of cells rather than nodes or links (see Remark III.3).

2. We develop analytical models with saturated AP and STA queues as well as for TCP-controlled long- and short-file downloads (Sections III and IV). For the case of saturated nodes and TCP-controlled long-lived downloads (resp. short-lived downloads), we predict throughputs (resp. flow transfer delays) and illustrate the accuracy of our analysis (Section V). The expressions of collision probabilities, throughputs and mean flow transfer delays that we derive are new.

3. The PBD condition essentially makes a multi-cell WLAN free of hidden nodes (Section II). We develop our analytical model in a hidden-node-free setting as in [9], [10], [11], [12], [13]. However, we also demonstrate the applicability of our analytical model when hidden nodes are indeed present and the PBD condition does not strictly hold (Section V.C). Specifically, we show that the throughput predictions provided by our analytical model are reasonably accurate also when:
   (i) The AP in a cell can sense and decode the transmissions of all the STAs in a neighboring cell, but $\approx 50\%$ of the STAs in a cell can sense and decode the transmissions of only $\approx 50\%$ of the STAs in the neighboring cell, and
   (ii) The AP in a cell can sense and decode the transmissions of the AP and only $\approx 50\%$ of the STAs in the other cell.

4. In [6], [9], [13], valuable insights have been obtained by taking the access intensity to infinity. One such insight is:

$I_1$ As the access intensity goes to infinity, only those nodes that belong to some maximum independent set (MIS) obtain non-zero throughputs [6], [9], [13].

We confirm Insight (I$_1$) at the cell-level. Another insight, which is a simple consequence of Insight (I$_1$), is:

$I_2$ As the access intensity goes to infinity, the aggregate network throughput is maximized.

Insight (I$_2$) has been recently established by [9] in the context of an infinite linear chain of saturated nodes. We establish it, under the PBD condition, for arbitrary cell topologies for saturated nodes and also for TCP-controlled long-lived downloads (see Theorem IV.4). Moreover, we provide a third insight:

$I_3$ Realistic access intensities with default backoff parameter settings and sufficiently large packet payloads (e.g., $\geq 500$ bytes) are indeed large so that the values of the cell throughputs in such situations are very close to their values with infinite access intensities (Section IV.C).

This term was coined by [9] and is defined in [5].

A maximum independent set of a graph $G$ is an independent set of $G$ with maximum cardinality. In contrast, a maximal independent set of $G$ is an independent set of $G$ that is not a proper subset of any other independent set of $G$. Every maximum set is also a maximal set, but the converse is not true.
For TCP-controlled short-file downloads, we improve the service model of [10]. The service model in [10] is based on the assumption of “synchronous and slotted” evolution of network activities with the service rates depending only on the number of contending neighbors. However, inter-cell blocking due to carrier sensing is “asynchronous” (see Section III-A). The service rates in our model capture this asynchrony and the service rates in our model depend on the overall topology of the contending APs. Taking an example of a three-cell network, we show that (i) the service rates proposed in [10] can lead to inaccurate prediction of delays (Figure 15), but (ii) significantly more accurate results can be obtained with our improved service model (Figure 16).

C. Outline of the paper

The remainder of the paper is structured as follows. In Section II, we provide our network model and discuss our assumptions. In Section III, we first develop our analytical model with saturated AP and STA queues, and then extend to the case of TCP-controlled long-file downloads (Section III-B). In Section IV, we apply the insights obtained in Section III to extend to the case of TCP-controlled short-file downloads. We illustrate the accuracy of our analytical models in Section V. The paper concludes in Section VI. A derivation of the equation for collision probability has been provided in the Appendix at the end of the paper.

II. NETWORK MODEL AND ASSUMPTIONS

Let $R_{cs}$ denote the carrier sensing range, i.e., $R_{cs}$ is the maximum distance up to which a transmitter can cause a “medium busy” condition at idle receivers [20], [12].

**Definition II.1.** Two nodes are said to be dependent if the distance between them is less than $R_{cs}$ and they operate on the same channel; otherwise, the two nodes are said to be independent. Two cells are said to be independent if every node in a cell is independent w.r.t. every node in the other cell; otherwise, the two cells are said to be dependent. Two dependent cells are said to be completely dependent if every node in a cell is dependent w.r.t. every node in the other cell.

In the above definitions, we implicitly assume that (i) only non-overlapping channels are used, (ii) nodes can neither sense nor interfere (and be interfered) with transmissions on a different non-overlapping channel, and (iii) the carrier sensing range $R_{cs}$ is a sharp boundary within which nodes sense and interfere (and be interfered) with each other’s transmissions, and do not interact outside of it.

We make the following assumptions about the network:

A0 Nodes in the same cell are dependent.

A1 Pairwise Binary Dependence (PBD): Any pair of cells is either independent or completely dependent.

A2 Simultaneous transmissions by independent transmitters are successfully received at their respective receivers.

A3 Simultaneous transmissions by dependent transmitters are always lost due to collision.

A4 Each cell contains a fixed number of identical STAs.

A5 Packet losses due to channel errors are negligible.

By A0, nodes in the same cell can sense and interfere (and be interfered) with each other’s transmission. By the PBD condition (A1), nodes in the same cell sense and interfere (and be interfered) with the same set of nodes in the other cells. Since communication is always between an AP and one of its associated STAs (in the same cell), any transmitter-receiver pair can sense the same set of interferers. Thus, the PBD condition implies that the network is free of hidden nodes. As stated earlier in Section I-A assuming a hidden-node-free setting is a common simplification and also applied in [9], [10], [11], [12]. In Section V-C we show that our cell-level model, which we develop assuming the PBD condition, can also provide very good approximations in certain scenarios in which hidden nodes are indeed present and the PBD condition does not strictly hold.

Simultaneous transmissions by nodes that are located within $R_{cs}$ of each other (i.e., nodes that sense each other) lead to synchronous collisions, in which case, the colliding transmissions arrive at the receiver within a backoff slot duration [20]. Simultaneous transmissions by nodes that cannot sense each other’s transmissions lead to asynchronous (or hidden node) collisions at a receiver. In our network model, there cannot be packet losses due to asynchronous hidden node collisions (A2). However, there can be packet losses due to synchronous collisions, e.g., A0 and A3 imply that simultaneous transmissions in the same cell are always lost due to (synchronous) collisions.

III. AN ANALYTICAL MODEL FOR MULTI-CELL WLANS WITH ARBITRARY CELL TOPOLOGY

In this section, we develop a cell-level model for WLANs that satisfy A0-A5. We index the cells by positive integers $1, 2, \ldots, N$, where $N$ denotes the number of cells. Let $N = \{1, 2, \ldots, N\}$ denote the set of cells. Let $M$ denote the number of non-overlapping channels, and let $C = \{1, 2, \ldots, M\}$ denote the set of channels. Let $c = (c_1, c_2, \ldots, c_N)$ denote the channel assignment where, $\forall i \in N$, $c_i \in C$ denotes the channel assigned to Cell-$i$.

We construct a contention graph $G(c)$ as follows. Every cell in the network is represented by a vertex in $G(c)$. There exists an edge between two vertices in $G(c)$ if and only if the corresponding cells are completely dependent. Owing to the PBD condition, any two cells are either independent or completely dependent. Moreover, two cells are completely dependent if the distance between the respective APs is less than $R_{cs}$ and the two cells operate on the same channel. Thus, given the locations of the APs and a channel assignment $c$, $G(c)$ can be constructed, and our model applies to any $G(c)$. To simplify notations, we assume the channel assignment $c$ to be given and fixed, and henceforth, we denote the contention graph $G(c)$ (for the given channel assignment $c$) by $G$. Two cells whose corresponding vertices in the contention graph $G$ are joined by an edge will be called neighbors. Let $N_i (\subset N)$ denote the set of neighboring cells of Cell-$i$ ($i \in N$). By definition, $i \notin N_i$. 
the cell, and we say that all the nodes in the cell decrement their backoff counters whenever a cell senses the medium idle, so do the other nodes in the same cell, and we say that the neighbors are blocked due to carrier sensing. When a cell is blocked, the backoff counters of all the nodes in the cell are frozen.

Thus, a cell can be in one of three states: (a) Transmitting (when at least one node in the cell is transmitting), (b) Backoff (when every node in the cell is decrementing its backoff counter per idle backoff slot), or (c) Blocked (when the backoff counters of all the nodes in the cell are frozen due to transmissions in some neighboring cell(s)).

We emphasize that the evolution of the network is partly synchronous and partly asynchronous. Nodes in the same cell have an identical view of the rest of the network and they are synchronized. When two or more nodes in the same cell start transmitting together, a synchronous intra-cell collision occurs. Two neighboring cells can start transmitting together (i.e., within a backoff slot) before they could sense each other’s transmissions, resulting in synchronous inter-cell collisions. For example, consider Figure 3(b) and suppose that Cell-1 and Cell-2 are counting down together. With positive probability, there would be simultaneous transmissions in both Cell-1 and Cell-2 leading to synchronous inter-cell collisions. Recall that, due to Assumption (A2), there cannot be asynchronous hidden node collisions in the network. However, blocking due to carrier sensing is, in general, asynchronous in nature. For example, consider Figure 3(b) and suppose that Cell-1 starts transmitting first and blocks Cell-2 (no later than a backoff slot). Since Cell-3 is independent of Cell-1, Cell-3 can start transmitting at any instant during the transmission in Cell-1. Thus, transmissions in Cell-1 and Cell-3 would overlap at the nodes in Cell-2 in an asynchronous manner keeping Cell-2 blocked.

To capture both the synchrony and the asynchrony, we extend the two-stage approach of [7] from node-level to cell-level. In the first stage, we ignore inter-cell collisions and assume that inter-cell blocking due to carrier sensing is immediate. We develop a continuous time model by extending the independent-set approach of [5] from node-level to cell-level, and obtain the fraction of time for which each cell is transmitting/blocked/in backoff. This requires careful choice of cell-level transition rates, which we obtain in (2) and (3). In the second stage, we obtain the fraction of backoff slots in which various subsets of neighboring cells can start transmitting together, and compute the collision probabilities in (9) by accounting for synchronous inter-cell collisions. We combine the above by a fixed-point equation and compute the throughputs using the solution of the fixed-point equation. We define the following notation:

\[ \beta_i := \text{(transmission) attempt probability over the backoff slots) of the nodes in Cell-i} \]

\[ \gamma_i := \text{conditional collision probability of the nodes in Cell-i (conditioned on an attempt being made)} \]

Thus, at every backoff slot boundary, every node in Cell-i starts transmitting with probability \( \beta_i \), i.e., the attempt process of each node is a Bernoulli process over the backoff slots. As in [3], \( \beta_i \) is related to \( \gamma_i \) by

\[
\beta_i = G(\gamma_i) := \frac{1 + \gamma_i \cdots + \gamma_i^K}{b_0 + \gamma_i b_1 + \cdots + \gamma_i^K b_K},
\]

where \( K \) denotes the retransmit limit and \( b_k, 0 \leq k \leq K \),
denotes the mean backoff sampled after the $k^{th}$ collision (for the same packet). The backoff parameters $K$ and $b_k$, $0 \leq k \leq K$, are fixed in the DCF and their values depend on the PHY layer being used.

1) The First Stage: When Cell-$i$ and some (or all) of its neighboring cells are in backoff, they contend until one of the cells, say, Cell-$j$, $j \in N_i \cup \{i\}$, starts transmitting. Since we ignore inter-cell collisions in the first stage, the possibility of two or more neighboring cells starting transmission together is ruled out. When Cell-$i$ starts transmitting, it gains control over its local medium by immediately blocking its neighbors that are not yet blocked. We assume that the time until Cell-$i$ goes from the backoff state to the transmitting state is exponentially distributed with mean $1/\lambda_i$.

The “activation rate” $\lambda_i$ of Cell-$i$ is given by

$$\lambda_i = \frac{1 - (1 - \beta_i)^{n_i}}{\sigma},$$

where we recall that $n_i$ denotes the number of nodes in Cell-$i$, $\sigma$ denotes the duration of a backoff slot (in seconds), and $1 - (1 - \beta_i)^{n_i}$ is the probability that there is an attempt in Cell-$i$ per backoff slot.

**Remarks III.1.** In [2] we have converted the aggregate transmission attempt probability in a cell per (discrete) backoff slot to an attempt rate over (continuous) backoff time. Our assumption of “exponential time until transition from the backoff state to the transmitting state” is the continuous time analogue of the assumption of “geometric number of backoff slots until transmission attempt” in the discrete time models of [3] and [4].

**Remarks III.2.** [2] use an unconditional activation rate $\lambda$ over all times as well as a conditional activation rate $g$ over the backoff times. We use a single conditional activation rate $\lambda$ which is conditional on being in the backoff state. Our modified approach with a single conditional activation rate can also be applied to simplify the node- and link-level model of [7].

When Cell-$i$ transmits, its neighbor cells remain blocked (due to Cell-$i$) until Cell-$i$’s transmission finishes and an idle DIFS period elapses. If the transmission is a success (resp. an intra-cell collision) in Cell-$i$, then Cell-$i$’s neighbors remain blocked for a success time $T_s$ (resp. a collision time $T_c$). In the Basic Access (resp. RTS/CTS) mechanism, $T_s$ corresponds to the time DATA-SIFS-ACK-DIFS (resp. RTS-SIFS-CTS-SIFS-DATA-SIFS-ACK-DIFS) and $T_c$ corresponds to the time DATA-DIFS (resp. RTS-DIFS). $T_s$ and $T_c$ can be computed using the protocol parameters and mean DATA payload size $L$. We denote the mean duration for which Cell-$i$’s neighbors remain blocked due to a transmission in Cell-$i$ by $1/\mu_i$, where

$$\frac{1}{\mu_i} = p_{suc,i} \cdot T_s + (1 - p_{suc,i}) \cdot T_c,$$

where $p_{suc,i} = \frac{n_i \beta_i (1 - \beta_i)^{n_i-1}}{1 - (1 - \beta_i)^{n_i}}$ is the probability that the transmission in Cell-$i$ is successful given that there is a transmission in Cell-$i$. We take the activity periods of Cell-$i$ to be i.i.d. exponential random variables with mean $1/\mu_i$.

Our approximation of exponential activity periods is justified by a well-known insensitivity result (see [21, Theorem 1]) and the detailed balance equations satisfied by our model (see Equation (4)).

Due to carrier sensing, at any point of time, only a set $A \subset N$ of mutually independent cells can be transmitting together, i.e., $A$ must be an independent set (of vertices) of $G$. From $G$, we can determine the set of cells $B_A$ that get blocked due to $A$, and the set of cells $U_A$ that remain in backoff, i.e., the set of cells in which nodes can continue to decrement their backoff counters. Note that $A$, $B_A$, and $U_A$ form a partition of $N$.

We take $A(t)$, i.e., the set of cells that are transmitting at time $t$, as the state of the multi-cell system at time $t$. Due to the exponential approximations of the distributions of the time to activation and the activity periods, at any time $t$, the rate of transition to the next state is completely determined by the current state $A(t)$. For example, Cell-$j$, $j \in U_A$, joins the set $A$ (and its neighboring cells that are also in $U_A$ join the set $B_A$) at a rate $\lambda_j$. Similarly, Cell-$i$, $i \in A$, leaves the set $A$ (and its neighboring cells that are blocked only due to Cell-$i$ leave the set $B_A$) to join the set $U_A$ at a rate $\mu_i$. We conclude that, the process $\{A(t), t \geq 0\}$ has the structure of a Continuous Time Markov Chain (CTMC).

The CTMC $\{A(t), t \geq 0\}$ has a finite number of states, and it is irreducible as long as the $\lambda_j$’s and the $\mu_i$’s are non-zero, which is the case when the contention windows and the packet payloads are finite. Then, the CTMC $\{A(t), t \geq 0\}$ is stationary and ergodic. The set of all possible independent sets of $G$ which constitutes the state space of the CTMC $\{A(t), t \geq 0\}$ is denoted by $A$. The state when none of the cells is transmitting will be denoted by $\Phi$, where $\Phi$ denotes the empty set. For a given contention graph $G$, $A$ can be determined. For the topology given in Figure 3(a) we have $A = \{\Phi, \{1\}, \{2\}, \{3\}\}$, and for the topology given in Figure 3(b) we have $A = \{\Phi, \{1\}, \{2\}, \{3\}, \{1,3\}\}$. The corresponding CTMCs are given in Figures 4(a) and 4(b).

It can be checked that the transition structure of the CTMC $\{A(t), t \geq 0\}$ satisfies the “Kolmogorov Criterion” for reversibility [22]. Hence, the stationary probability distribution $\pi(A), A \in A$, satisfies the detailed balance equations, $\forall i \in U_A$.

$$\pi(A)\lambda_i = \pi(A \cup \{i\})\mu_i.$$  

Define the “access intensity” $\rho_i$ of Cell-$i$ by

$$\rho_i := \frac{\lambda_i}{\mu_i}.$$
Due to reversibility, the stationary distribution of \( \{ A(t), t \geq 0 \} \) has the following product-form, \( \forall \mathcal{A} \in \mathcal{A} \),
\[
\pi(\mathcal{A}) = \left( \prod_{i \in \mathcal{A}} \rho_i \right) \pi(\mathcal{\Phi}),
\]
where \( \pi(\mathcal{\Phi}) \) denotes the stationary probability that none of the cells is transmitting. \( \pi(\mathcal{\Phi}) \) can be obtained by applying the normalization equation
\[
\sum_{\mathcal{A} \in \mathcal{A}} \pi(\mathcal{A}) = 1.
\]

Combining (6) and (7), we obtain, \( \forall \mathcal{A} \in \mathcal{A} \), the stationary probability \( \pi(\mathcal{A}) \) that the particular set \( \mathcal{A} \) of cells is transmitting by
\[
\pi(\mathcal{A}) = \frac{\left( \prod_{i \in \mathcal{A}} \rho_i \right)}{\sum_{\mathcal{A} \in \mathcal{A}} \left( \prod_{j \in \mathcal{A}} \rho_j \right)},
\]
where we recall that a product \( \prod \) over an empty index set is taken to be equal to 1.

2) The Second Stage: In the first stage analysis in Section [III-A], we had ignored inter-cell collisions. We now compute the collision probabilities \( \gamma_i \)'s accounting for inter-cell collisions. Note that \( \gamma_i \) is conditional on an attempt being made by a node in Cell-\( i \). Hence, to compute \( \gamma_i \), we focus only on those states in which Cell-\( i \) can attempt. Clearly, Cell-\( i \) can attempt in State-\( A \) iff it is in back-off in State-\( \mathcal{A} \), i.e., iff \( i \in \mathcal{U}_\mathcal{A} \). In all such states a node in Cell-\( i \) can incur intra-cell collisions due to the other nodes in Cell-\( i \). Furthermore, some (or all) of Cell-\( i \)'s neighbors might also be in back-off in State-\( \mathcal{A} \). If a neighboring cell, say, Cell-\( j \), \( j \in \mathcal{N}_i \), is also in back-off in State-\( \mathcal{A} \), i.e., if \( j \in \mathcal{U}_\mathcal{A} \), then a node in Cell-\( i \) can incur inter-cell collisions due to the nodes in Cell-\( j \). The collision probability \( \gamma_i \) is then given by, \( \forall i \in \mathcal{N} \),
\[
\gamma_i = \frac{\sum_{\mathcal{A} \in \mathcal{A}} \sum_{\mathcal{A} \in \mathcal{U}_\mathcal{A}} \pi(\mathcal{A}) \gamma_i(A)}{\sum_{\mathcal{A} \in \mathcal{A}} \sum_{i \in \mathcal{U}_\mathcal{A}} \pi(\mathcal{A})},
\]

where
\[
\gamma_i(A) = 1 - (1 - \beta_i) \prod_{j \in \mathcal{N}_i \cap \mathcal{U}_\mathcal{A}} (1 - \beta_j)^{\gamma_j}
\]
represents the (conditional) collision probability of the nodes in Cell-\( i \) in State-\( \mathcal{A} \). A derivation of (9) can be found in the Appendix at the end of the paper. We emphasize that (9) is different from the equation for synchronous collisions, Equation (10), of [7].

3) Fixed Point Formulation: The \( \gamma_i \)'s can be written as functions of the \( \beta_i \)'s by applying (2)-(9). Let, \( \forall i \in \mathcal{N} \),
\[
\gamma_i = \Gamma_i(\beta_1, \beta_2, \ldots, \beta_N)
\]
denote this functional dependence. Also, \( \forall i \in \mathcal{N} \), (11) provides the functional dependence of \( \beta_i \) on \( \gamma_i \) as \( \beta_i = G(\gamma_i) \). Using the notation \( \beta = (\beta_1, \beta_2, \ldots, \beta_N) \), we obtain an \( N \)-dimensional fixed point equation in terms of \( \beta \) given by
\[
\beta = (G(\Gamma_1(\beta)), G(\Gamma_2(\beta)), \ldots, G(\Gamma_N(\beta))),
\]
where we recall that \( N \) is the total number of cells. This \( N \)-dimensional fixed point equation can be numerically solved to obtain the attempt probabilities \( \beta_i \)'s. Once the \( \beta_i \)'s are known, the stationary state probabilities \( \pi(\mathcal{A}) \)'s and the collision probabilities \( \gamma_i \)'s can also be obtained by applying (8)-(9).

In all of the cases that we have considered, the fixed point iterations were observed to converge to the same solutions irrespective of starting points.

4) Computation of Saturation Throughputs: Let \( x_i(\mathcal{G}) \) denote the fraction of time for which Cell-\( i \) is not blocked in a multi-cell network with contention graph \( \mathcal{G} \). Thus, \( x_i(\mathcal{G}) \) is the fraction of time when Cell-\( i \) is either transmitting (\( i \in \mathcal{A} \)) or in backoff (\( i \in \mathcal{U}_\mathcal{A} \)), and hence, \( \forall i \in \mathcal{N} \),
\[
x_i(\mathcal{G}) = \sum_{\mathcal{A} \in \mathcal{A}} \sum_{i \in \mathcal{A} \cup \mathcal{U}_\mathcal{A}} \pi(\mathcal{A}),
\]
where we recall that \( \mathcal{A} \) depends on \( \mathcal{G} \).

Let \( \Theta^{\text{sat}}_{n,\text{singlecell}}(\mathcal{G}) \) denote the aggregate throughput in packets/sec of (the \( n_i \) saturated nodes in) Cell-\( i \) in the multi-cell network with contention graph \( \mathcal{G} \). Let \( \Theta^{\text{sat}}_{n,\text{singlecell}} \) denote the aggregate throughput in packets/sec of a single isolated cell containing \( n \) saturated nodes. Note that \( \Theta^{\text{sat}}_{n,\text{singlecell}} \) can be computed as in [3] or [4]. We approximate \( \Theta^{\text{sat}}_{n,\text{singlecell}}(\mathcal{G}) \) by
\[
\Theta^{\text{sat}}_{n,\text{singlecell}}(\mathcal{G}) \approx x_i(\mathcal{G}) \cdot \Theta^{\text{sat}}_{n,\text{singlecell}}(\mathcal{G})
\]
and \( \Theta^{\text{sat}}_{n,\text{singlecell}}(\mathcal{G}) \) divided by \( n_i \) gives the per node throughput \( \Theta^{\text{sat}}_{n,\text{singlecell}}(\mathcal{G}) \). However, in general, Cell-\( i \) remains blocked (by other cells’ activity) for a fraction of time \( 1 - x_i(\mathcal{G}) \), and hence, \( x_i(\mathcal{G}) \) appears as the reduction factor in (12). The approximation in (12) is explained as follows. If we could ignore the time wasted in inter-cell collisions, then the times during which Cell-\( i \) is not blocked would consist of only the backoff slots and the activities of Cell-\( i \) by itself. However, in general, a fraction of the medium time is wasted in inter-cell collisions. Thus, the single cell throughput \( \Theta^{\text{sat}}_{n,\text{singlecell}} \) of Cell-\( i \) is only an approximation of the aggregate throughput of Cell-\( i \), over the times during which it is not blocked, and \( \Theta^{\text{sat}}_{n,\text{singlecell}} \) multiplied by \( x_i(\mathcal{G}) \) provides an approximation of the aggregate throughput \( \Theta^{\text{sat}}_{n,\text{singlecell}}(\mathcal{G}) \) of Cell-\( i \) in the multi-cell network. In Section V, we show that our analytical results (that are based on (12)) are quite accurate when compared with simulations.

Remarks III.3 (Computational Complexity). In general, the complexity of obtaining the state space \( \mathcal{A} \) by searching for all possible independent sets \( \mathcal{A} \) grows exponentially with the number of vertices in the contention graph [8]. For realistic topologies, where connectivity in the contention graph is related to distances between the nodes in the physical network, efficient computation of \( \mathcal{A} \) is possible up to several hundred vertices in the contention graph [8]. Thus, a cell-level model is extremely useful in analyzing large-scale WLANs with hundreds of cells, since, unlike a node-level model, each vertex in the contention graph now represents a cell.
B. Extension to TCP-controlled Long-lived Downloads

We now extend the analysis of Section III-A to the case when STAs download long files via their respective APs from a local server using TCP connections. Our extension to TCP-controlled long-lived flows is based on the analytical model for multi-cell WLANs with saturated nodes, developed in Section III-A and the equivalent saturated model of [16] for TCP-WLAN interaction in a single cell. The model proposed by [16] has been shown to be quite accurate under the following assumptions:

Aa The TCP source agents reside in a local server which is connected with the AP by a relatively fast wireline LAN (which is our network setting) such that the AP in the WLAN is the bottleneck for every TCP connection.
Ab Every STA has a single long-lived TCP connection.
Ac There are no packet losses due to buffer overflow.
Ad The TCP timeouts are set large enough to avoid timeout expiration due to Round Trip Time (RTT) fluctuations.
Ae The delayed ACK mechanism has been disabled.
Af The TCP connections have equal maximum windows.

We assume Aa-Af in this section. Under Aa-Af, [16] proposes to model a single cell having an AP and an arbitrary number of STAs (with long-lived TCP connections) by an equivalent saturated network which consists of a saturated AP and a single saturated STA. “This equivalent saturated model greatly simplifies the modeling problem since the TCP flow control mechanisms are now implicitly hidden and the aggregate throughput can be computed using the saturation analysis [16].”

Using the equivalent saturated model of [16], the analysis of Section III-A can be directly applied to TCP-controlled long file downloads by taking \( n_i = 2 \) for all \( i \in N \), i.e., by assuming two saturated nodes per cell regardless of how many STAs are actually present in the cells. Of the two saturated nodes, one represents a saturated AP and the other represents an equivalent saturated STA.

**Remarks III.4.** In TCP-controlled downloads, APs send TCP DATA packets to their associated STAs and STAs send TCP ACK packets to their respective APs. Note that, both TCP DATA and TCP ACK packets are DATA units from the point of view of the MAC. Thus, to properly account for TCP DATA packets to their associated STAs and STAs send TCP ACK packets are DATA units from the point of view of the MAC. Thus, to properly account for TCP DATA packets to their associated STAs and STAs send TCP ACK packets to their respective APs. Let \( \Theta_{\text{sat}} \) denote the throughput in packets/sec of the AP in a single isolated cell under long-lived downloads. We obtain \( \Theta_{\text{sat}} \) by applying the equivalent saturated model of [16]. Clearly, half the successful transmissions must belong to the AP (no-delayed-ACKs). Thus, we must have

\[
\Theta_{\text{sat}} = \Theta_{n,\text{singlecell}} / 2,
\]

with \( \Theta_{n,\text{singlecell}} \) computed by taking \( n = 2 \), and a payload size of \( (L_{\text{TCP-DATA}} + L_{\text{TCP-ACK}})/2 \). The throughput, \( \theta_{AP-\text{TCP}}(G) \), of the AP in Cell-\( i \) in a multi-cell network with contention graph \( G \), is given by

\[
\theta_{1,\text{TCP}}(G) \approx x_i(G) \cdot \Theta_{\text{sat}},
\]

where \( x_i(G) \) is computed by the analysis of Section III-A, taking \( n_i = 2 \), for all \( i \in N \).

C. Large \( \rho \) Regime

For fast computation of the cell throughputs, we extend (from node-level to cell-level) an approach originally proposed by [6] and later adopted by [9] and [13]. As in [6], we take \( \rho_i = \rho \), for all \( i \in N \), and then let \( \rho \to \infty \). We call this the infinite \( \rho \) approximation, and justify its applicability to our WLAN setting later in this subsection (see Example III.1).

Let \( \eta(G) \) denote the number of Maximum Independent Sets (MISs) of vertices of \( G \). Let \( \eta_i(G) \) denote the number of MISs of vertices of \( G \) to which Cell-\( i \) belongs. Let \( \alpha(G) \) denote the cardinality of an MIS of vertices of \( G \). For any graph \( G \), \( \alpha(G) \) is called the independence number of \( G \).

Applying the infinite \( \rho \) approximation to (8), we observe that, as \( \rho \to \infty \), we have

\[
\pi(A) \to \begin{cases} 
1 & \text{if } A \text{ is an MIS of } G, \\
0 & \text{otherwise.}
\end{cases}
\]

Thus, as \( \rho \to \infty \), only an MIS of cells can be transmitting at any point of time. Note that when an MIS of cells is transmitting, all other cells must be blocked. This implies that, as \( \rho \to \infty \), every cell is either transmitting or is blocked at all times, i.e., the probability that a cell is in backoff goes to 0. This essentially provides a physical interpretation for infinite \( \rho \) approximation, namely, “the medium time wasted in contention via backoffs is negligible as compared to the time spent in transmissions.”

Applying the infinite \( \rho \) approximation to (11), we observe that, as \( \rho \to \infty \), we have

\[
x_i(G) \to \frac{\eta_i(G)}{\eta(G)}.
\]

The quantity

\[
x_i(G) = \frac{\Theta_i}{\Theta_{\text{singlecell}}}
\]

can be interpreted as the throughput of Cell-\( i \), normalized with respect to the single cell throughput (recall (12) and (13)). Defining the normalized network throughput \( \bar{\Theta}(G) \) by

\[
\bar{\Theta}(G) := \sum_{i=1}^{N} x_i(G),
\]

we prove the following theorem.

**Theorem III.1.** As \( \rho_i = \rho \to \infty \) for all \( i \in N \), we have

\[
\bar{\Theta}(G) \to \alpha(G).
\]

**Proof:** By definition, we have \( \bar{\Theta}(G) = \sum_{i=1}^{N} x_i(G) \). Also, as \( \rho_i = \rho \to \infty \) for all \( i \in N \), we have \( x_i(G) \to \frac{\eta_i(G)}{\eta(G)} \).
Summing over all $i \in \mathcal{N}$, as $\rho_i = \rho \rightarrow \infty$ for all $i \in \mathcal{N}$, we have $\sum_{i=1}^{N} x_i(\mathcal{G}) \rightarrow \sum_{i=1}^{N} \eta_i(\mathcal{G})$. Next we prove that

$$\sum_{i=1}^{N} \eta_i(\mathcal{G}) = \alpha(\mathcal{G}).$$

Consider the equivalent equation

$$\sum_{i=1}^{N} \eta_i(\mathcal{G}) = \alpha(\mathcal{G}) \eta(\mathcal{G}),$$

which can be proved by a counting argument as follows. Imagine the $\eta(\mathcal{G})$ MISs are written as $\eta(\mathcal{G})$ rows with each row listing the cell indices in the corresponding MIS. Since each row contains $\alpha(\mathcal{G})$ elements and there are $\eta(\mathcal{G})$ rows, the total number of elements is equal to $\alpha(\mathcal{G}) \eta(\mathcal{G})$ which is given by the right hand side. The total number of elements can also be counted as follows. First count how many times Cell-$i$, $i = 1, 2, \ldots, N$, appears. Clearly, Cell-$i$ appears exactly $\eta_i(\mathcal{G})$ times. Now summing up the counts $\eta_i(\mathcal{G})$’s we get the total number of elements which is given by the left hand side. Hence, Theorem III.1 is proved.

Remarks III.5. Recall that, $\alpha(\mathcal{G})$ is the cardinality of an MIS of $\mathcal{G}$. Thus, the maximum possible value which the normalized network throughput $\Theta(\mathcal{G})$ can take is $\alpha(\mathcal{G})$. Theorem III.1 says that, as $\rho_i = \rho \rightarrow \infty$ for all $i \in \mathcal{N}$, the normalized network throughput $\Theta(\mathcal{G})$ is automatically maximized in a distributed manner without any additional control. This property of the CSMA/CA protocol has been recently established by [9] in the context of an infinite linear chain of saturated nodes. In Theorem III.1 we prove it for multi-cell WLANs satisfying the PBD condition with arbitrary contention graph $\mathcal{G}$ and with saturated nodes as well as for TCP-controlled long-lived downloads.

We now justify the applicability of the infinite $\rho$ approximation. We provide an example to argue that realistic access intensities are indeed “large” in the sense that the values of the normalized cell throughputs with realistic access intensities are very close to their values with $\rho \rightarrow \infty$.

Example III.1. Consider the scenario in Figure 5(d) with 802.11b default backoff parameter settings, 11 Mbps data and control rates, and 10 saturated nodes in each cell. Since, it is difficult to control $\rho$ directly, we examine the variation of the $x_i$’s with increase in $\rho$ in two steps. First, notice in Figure 5 that the access intensities increase monotonically as the MAC payload size increases. Thus, it is reasonable to infer the variation of the $x_i$’s with $\rho$ by examining the variation of the $x_i$’s with the MAC payload size. Second, notice in Figure 6 that, above a payload size, say, of 500 bytes, the $x_i$’s are very close to their values with $\rho \rightarrow \infty$, i.e., they are very close to the values $x_1 = x_2 = 1, x_3 = 0, x_4 = x_6 = 1/3, x_5 = x_7 = 2/3$, which are predicted by [4]. Figures 5 and 6 indicate that for access intensities as small as 5-15 (which correspond to the payload size of 500 bytes) the infinite $\rho$ approximation is already a very good approximation.

IV. SHORT-LIVED DOWNLOADS
In Section III-C we showed that the infinite $\rho$ approximation can indeed be a very good approximation to predict cell throughputs at realistic access intensities. In this section, we apply the infinite $\rho$ approximation to develop a simple and accurate model under short-lived downloads, and to obtain predictions for mean flow transfer delays in each cell. We keep A0-A5 of Section II, and also Aa-Af of Section III-B except Ab. As in [10], applying the so-called time-scale separation assumption, we model a multi-cell infrastructure WLAN under short-lived downloads as a network of state-dependent processor sharing queues. Our network model under A0-A5, Aa, and Ac-Af is a special case of the network model in [10] and our traffic model in this case is the same as that in [10]. The key difference lies in the service models.

A. Traffic Model
TCP-controlled short file downloads by users in Cell-$i$ and served by AP-$i$ are referred to as class-$i$ flows. Flows of class-$i$ arrive at AP-$i$ according to a Poisson process of rate $\nu_i$ (flows/sec). The flow arrival processes of different classes are independent. Flow sizes are i.i.d. exponentially distributed random variables with mean $E(V)$ (bits/flow). Flow sizes are independent of the arrival processes. Note that, flow sizes correspond to application-level data.

It is possible to generalize to class-dependent flow size distributions, but we consider the same flow size distribution for all classes.
B. Network State

Let \( z_i \) denote the number of ongoing flows at AP-\( i \) in Cell-\( i \). We take
\[
z = (z_1, z_2, \ldots, z_N)
\]
as the state of the network, where we recall that \( N \) denotes the number of APs in the WLAN. Thus, the state space is \( \mathbb{Z}_+^N \) where \( \mathbb{Z}_+ \) denotes the set of all non-negative integers.

C. Service Model

We now develop a model for the service process according to which the APs serve the ongoing flows. Let \( L_{\text{APP-DATA}} \) denote the size (in bits) of application-level data per TCP DATA packet. Let \( \Theta \) denote the rate (in bits/sec) at which a single isolated AP transfers application-level data to its STAs under long-lived downloads. Then, we have
\[
\Theta = \theta_{\text{AP-TCP}} \times L_{\text{APP-DATA}},
\]
where we recall that \( \theta_{\text{AP-TCP}} \) denotes the throughput in packets/sec of the AP in a single isolated cell under long-lived downloads. It was shown by 15 and 16 that \( \theta_{\text{AP-TCP}} \) is largely insensitive to the number of STAs in the cell (which is why in Section III-B we could replace the arbitrary number of STAs by a single saturated STA). Hence, \( \Theta \) is also insensitive to the number of STAs in the cell. In our service model, \( \Theta \) represents the service rate in bits/sec of a single isolated (processor-sharing) queue, which could represent a single isolated cell under short-lived downloads.

1) The Service Model of [10]: In [10], different STAs belonging to the same cell might block and be blocked by different subsets of APs and STAs in the other cells, and thus, the users in the same cell could be divided into multiple classes accordingly (see [10] for details). In our network setting, due to the PBD condition (A1), nodes in the same cell have an identical set of interferers, and they belong to the same class. Thus, our network model is a special case of the more general network model in [10].

Let \( 1_{\{ \cdot \}} \) denote the indicator function. Let \( \varphi_i(z) \) denote the rate in bits/sec at which application-level data is transferred by AP-\( i \)'s STAs in state \( z \), according to the service model in [10]. It turns out that, the service rate \( \varphi_i(z) \) in bits/sec of the \( i^{th} \) processor-sharing queue in state \( z \), \( z_i > 0 \), as applied to our network model (of single user class per cell), is given by
\[
\varphi_i(z) = \Theta \frac{1}{1 + \sum_{j \in N, z_j > 0} 1_{\{z_j > 0\}}}. \quad (16)
\]

Thus, for our network model, the service model in [10] says that the service rate of an AP in any state is equal to the service rate of an isolated AP divided by “1 plus the number of neighboring APs that are non-empty in that state.” Clearly, the service model in [10] is based on the assumption that, on the average, the single cell capacity is equally shared among the contending neighbors, i.e., among the neighboring APs that have non-empty queues.

We shall refer to the service model in [10], restricted to our network model and given by [16], as Model-1. In Section V, we provide an example to show that Model-1, which is based only on the number of contending neighbors and does not capture the impact of the overall topology of non-empty APs, can lead to inaccurate results.

The fundamental assumption which leads to “an equal sharing of capacity among contending neighbors” is the assumption of “synchronous and slotted evolution” [10] which is valid if the network consists of a single contention domain, i.e., if \( \mathcal{G} \) is complete (or, more generally, if \( \mathcal{G} \) is a union of complete subgraphs). (Recall that every maximal clique of \( \mathcal{G} \) corresponds to a contention domain.) However, as discussed in Section III-A the evolution of activities in networks with multiple overlapping contention domains is not synchronous owing to asynchronous inter-cell blocking. Thus, Model-1 leads to inaccurate results in such networks.

Figure 3(b) provides the simplest multi-cell network for which Model-1 leads to inaccurate results (see Example IV.1 in the next subsection).

2) Our Improved Service Model: We now propose our improved service model with short-lived downloads as follows. Let
\[
S_z := \{ i \in N : z_i > 0 \}
\]
denote the set of cells with non-empty AP queues in state \( z \). Let \( \mathcal{G}_z \) denote the subgraph of \( \mathcal{G} \) restricted to \( S_z \). The service rate \( \varphi_i(z) \) in bits/sec of AP-\( i \) in state \( z \), \( z_i > 0 \), in our improved service model is given by
\[
\varphi_i(z) = x_i(\mathcal{G}_z) \cdot \Theta \quad (17)
\]
where \( x_i(\mathcal{G}_z) \) can be approximated by the infinite \( \rho \) approximation as
\[
x_i(\mathcal{G}_z) \approx \frac{\eta_i(\mathcal{G}_z)}{\eta(\mathcal{G}_z)} \quad (18)
\]
Thus, in any state \( z \), we (i) obtain the subset \( S_z \) of cells with non-empty AP queues, (ii) obtain the restriction \( \mathcal{G}_z \) of the contention graph \( \mathcal{G} \) by restricting \( \mathcal{G} \) to the cells in \( S_z \), (iii) obtain the normalized throughputs of the APs in \( S_z \) w.r.t. the contention graph \( \mathcal{G}_z \) by invoking the infinite \( \rho \) approximation, and (iv) obtain the state-dependent service rates in state \( z \) by taking the product of normalized throughputs and the application-level single cell throughput \( \Theta \).

We shall refer to our service model, given by [17], as Model-2, and demonstrate its accuracy in Section V. We emphasize that Model-2 reduces to Model-1 for networks with a single contention domain. However, for networks with multiple overlapping contention domains, Model-2 can capture the impact of the overall topology of the network which Model-1 cannot.

Example IV.1. Consider Figure 3(b) and suppose that the APs in all the three cells have non-empty queues, i.e., \( z_1, z_2, z_3 > 0 \). According to Model-1, the ratio of their service rates should be \( \frac{1}{3} : \frac{1}{3} : \frac{1}{3} \). However, according to Model-2, the ratio of their service rates should be \( 1 : 0 : 1 \). In NS-2 simulations, if we saturate the AP queues so as to keep them non-empty all the time, the ratio of throughputs is observed to be 0.96 : 0.04 : 0.96 which supports Model-2 rather than Model-1. Thus, as shown in Section V, Model-1 provides inaccurate results, but Model-2 is quite accurate. \( \square \)
D. Approximate Delay Analysis

Let \( \hat{x}_i \) denote the long-term average normalized throughput of AP-\( i \), i.e., \( \hat{x}_i \) denotes the long-term average fraction of time for which the nodes in Cell-\( i \) are not blocked. The “effective service rate” \( \hat{\phi}_i \) in bits/sec of the \( i^{th} \) processor-sharing queue is then given by \( \hat{\phi}_i = \hat{x}_i \theta \).

We decouple the queues by assuming that each queue \( i \) evolves as an independent processor-sharing queue with arrival rate \( \nu_i \) flows/sec, i.i.d. exponentially distributed flow sizes with mean \( E(V) \) bits and service rate \( \hat{\phi}_i \) bits/sec. The probability that queue \( i \) is empty (resp. non-empty) is then given by \( \max\{0, 1 - \frac{E(V)}{\hat{\phi}_i} \} \) (resp. \( \min\{1, \frac{E(V)}{\hat{\phi}_i} \} \)).

We model the inter-dependence among the queues by requiring that, \( \forall i \in N \), the \( \hat{x}_i \)'s satisfy Equation (19) (placed at the top of the next page). Equation (19) is explained as follows. We consider the queues, other than queue \( i \), and obtain the probability \( p(S) \) that the subset \( S \subseteq N \setminus \{i\} \) of queues is non-empty, assuming the queues to be independent given the effective service rates \( \hat{\phi}_j \)'s. We then multiply \( p(S) \) with the normalized throughput of AP-\( i \) w.r.t. the graph \( G[S \cup \{i\}] \), where \( G[S \cup \{i\}] \) denotes the restriction of \( G \) to the subset \( S \cup \{i\} \) of vertices. Finally, we sum over all possible subsets \( S \subseteq N \setminus \{i\} \) and obtain (19).

The set of equations given by Equation (19) constitute a multi-dimensional fixed-point equation which can be solved to obtain the \( \hat{x}_i \)'s. Once the \( \hat{x}_i \)'s are obtained, we approximate the mean flow transfer delay \( E(D)_i \) in Cell-\( i \) by

\[
E(D)_i = \frac{E(V)}{\hat{\phi}_i} \frac{1 - \frac{E(V)}{\hat{\phi}_i}}{\hat{x}_i \theta}
\]

which resembles the standard expression for mean flow transfer delay in a processor-sharing queue with mean arrival rate \( \nu_i \) flows/sec, mean flow size \( E(V) \) bits, and service rate \( \hat{x}_i \theta \) bits/sec. Results obtained from our approximate delay analysis are provided in Section V-D.

V. NUMERICAL AND SIMULATION RESULTS

In this section we validate our analytical model by comparing with the results obtained from NS-2 simulations [23]. We created the example topologies in Figures 3(a)-3(d). We chose the cell radii and the carrier sensing range to ensure that the PBD condition is satisfied. Under the PBD condition, the collision model in NS-2 is exactly as given by Assumptions (A2)-(A3). The channel was configured to be error-free. Nodes were randomly placed within the cells. The AP buffer size was set large enough to avoid buffer losses. The delayed ACK mechanism was disabled. Each case was simulated 20 times, each run for 200 sec of “network time”. (The short-file download case was simulated for 1000 flows per cell per run.) We report the results for “Basic Access”. We took 11 Mbps data and control rates and data payload size of 1000 Bytes. We report only the mean values of simulation results. In almost all cases, the 99% confidence intervals about the mean values were observed to be within 5-10% of the mean values.

The analytical values of single cell throughputs per-node for the saturated case were obtained by applying the model of [4]. The analytical values of single cell throughputs of the APs for the TCP case were obtained by applying the model of [16]. The analytical single cell throughputs per-node (resp. of the AP) multiplied with the \( x_i \)'s obtained from our multi-cell model provide the analytical throughputs per-node (resp. of the AP) in a multi-cell network (see (12)).

A. Saturated Nodes with UDP Traffic

Figures 7 and 8 compare the collision probability \( \gamma \) and the throughput per node \( \theta \), respectively, for the example network in Figure 3(d) with saturated nodes and UDP traffic. For comparison, in Figures 7 and 8 we also show the corresponding single cell results, i.e., the results one would expect had the seven cells been mutually independent. Referring to Figures 7 and 8 we make the following observations:

O1 Our fixed-point analysis provides quite accurate predictions of collision probabilities and throughputs (less than 10% error in most cases). The slight over-estimation of throughputs is due to the approximation in (12). The infinite \( \rho \) approximation (which does not require solving a fixed-point equation) provides a simple and efficient method to quickly compute the throughputs fairly accurately. Nevertheless, our fixed point analysis provides more accurate predictions for throughputs and also provides accurate predictions for collision probabilities...
\[ \hat{x}_i = \sum_{x \in \mathcal{X} \setminus \{i\}} \left( \prod_{j \in S} \min \left\{ 1, \frac{\mu_j(E(V))}{x_j \Theta} \right\} \right) \times \left( \prod_{j \in S \setminus \{i\}} \max \left\{ 0, 1 - \frac{\nu_j(E(V))}{x_j \Theta} \right\} \right) \times \left( \frac{\eta_i(G[S \cup \{i\}])}{\eta_i(G[S \cup \{i\}])} \right) \]  

(19)

B. Long-lived Downloads

Figures 9 and 10 compare the collision probability \( \gamma \) and the throughput of the AP, respectively, for the example network in Figure 3(d). Our simulation results in this case correspond to \( n = 5 \) STAs in each cell. Note, however, that the analytical values in Figures 9 and 10 were obtained by taking \( n_1 = 2 \) saturated nodes in every cell. Referring to Figures 9 and 10, we conclude that the foregoing observations (O1 and O2) for the saturated case carry over to TCP-controlled long file downloads as well.

Referring to Figure 10, we can compare the state-dependent service rates as per Model-1 and Model-2. Model-1, the service model of 10, would predict the throughput ratios as and . The observed throughput ratios in Figure 10 are much closer to Model-2’s prediction given by and .

C. Relaxing the PBD Condition in Simulations

In this subsection we report simulation results for two network scenarios where the PBD condition does not hold, i.e., when two dependent cells are not necessarily completely dependent (recall Definition II.1) such that only a subset of nodes in one cell are dependent w.r.t. a subset of nodes in the other cell. We consider TCP-controlled long-lived downloads where the APs transmit for a larger fraction of time than the STAs and examine two “relaxations” of the PBD condition. The two relaxations define the nature of dependence between two dependent cells as follows:

R1 For any two dependent cells, the APs can sense all the nodes in the other cell, but \( \approx 50\% \) STA(s) can sense only a (proper) subset of STAs in the other cell. Figure 11 depicts this dependence.

R2 For any two dependent cells, the APs can sense each other, but the APs cannot sense \( \approx 50\% \) STA(s) in the other cell. Figure 12 depicts this dependence.

Table II summarizes the simulation results for the seven arbitrarily placed cells in Figure 5(d) where the edges in the contention graph now represent dependence according to either R1 or R2 and not complete dependence. Each cell contains 1 AP and \( n = 10 \) STAs. For comparison, we also provide the analytical results (which are obtained by our fixed-point analysis) under the PBD condition. Referring to Table II, we make the following observations:

O3 Our analytical model roughly captures the throughput distribution even when the PBD condition does not hold. In particular, it predicts that Cell-3 is blocked for a large fraction of time as compared to the remaining cells. Note that, a heuristic model based only on the number of interfering APs would have predicted equal throughputs for Cell-3 and Cell-4 which is not the case.

which cannot be provided by the infinite \( \rho \) approximation. Had we not accounted for the inter-cell collisions in the second stage, our analytical collision probabilities would have been equal to the corresponding single cell collision probabilities (see Figure 7).

O2 The throughput of a cell cannot be accurately determined based only on the number of neighboring cells. In Figure 5(d) Cell-3 and Cell-4 each have three neighbors but their per node throughputs \( \theta \) are quite different (see Figure 8). In particular, \( \theta_2 > \theta_3 \) even though \( n_2 = 4 < n_4 = 5 \). This is due to Cell-7 which blocks Cell-6 for certain fraction of time during which Cell-4 gets opportunity to transmit whereas Cell-1 and Cell-2 are almost never blocked and Cell-3 is almost always blocked due to Cell-1 and Cell-2. Thus, topology of the entire network plays the key role.
To compare Model-1 and Model-2, we developed a customized event-driven queueing simulator which can simulate networks of single-class processor-sharing queues with Poisson flow arrivals, i.i.d. exponentially distributed flow sizes and the two service models, namely, Model-1 and Model-2. Results from the model-based flow-level queueing simulations are compared against the results obtained with the NS-2 simulator [23] which performs protocol-based packet-level detailed simulations with $n = 5$ STAs per cell. We also compare the above simulation results with our approximate delay analysis.

1) Single Contention Domain: Figure 13 compares the mean flow transfer delays obtained from (i) NS-2 simulations, (ii) our customized queueing simulations according to Model-1 and Model-2, and (iii) our approximate delay analysis, for the two-cell network in Figure 3(a) with $\nu_1 = \nu_2 = 0.1 \, \text{sec}^{-1}$. Figure 14 shows a similar comparison for the three-cell network in Figure 3(b) with $E(V)/\Theta$ of flows in seconds. For example, $E(V) = 3 \, \text{sec}$, corresponds to exponentially distributed flow sizes of mean $E(V)$ bits where the value of $E(V)$ is such that, a server which works at a constant rate of $\Theta$ bits/sec has to dedicate $3 \, \text{sec}$ to completely serve a flow. Since the two-cell (resp. three-cell) network in Figure 3(a) (resp. Figure 3(b)) consists of a single contention domain, Model-1 and Model-2 are identical for these cases. We observe that:

O$_4$ A close match between our customized queueing simulations and NS-2 simulations validates Model-1 (also Model-2) for networks with a single contention domain.

D. Short-lived Downloads

To compare Model-1 and Model-2, we developed a customized event-driven queueing simulator which can simulate networks of single-class processor-sharing queues with Poisson flow arrivals, i.i.d. exponentially distributed flow sizes and the two service models, namely, Model-1 and Model-2. Results from the model-based flow-level queueing simulations are compared against the results obtained with the NS-2 simulator [23] which performs protocol-based packet-level detailed simulations with $n = 5$ STAs per cell. We also compare the above simulation results with our approximate delay analysis.

1) Single Contention Domain: Figure 13 compares the mean flow transfer delays obtained from (i) NS-2 simulations, (ii) our customized queueing simulations according to Model-1 and Model-2, and (iii) our approximate delay analysis, for the two-cell network in Figure 3(a) with $\nu_1 = \nu_2 = 0.1 \, \text{sec}^{-1}$. Figure 14 shows a similar comparison for the three-cell network in Figure 3(b) with $E(V)/\Theta$ of flows in seconds. For example, $E(V) = 3 \, \text{sec}$, corresponds to exponentially distributed flow sizes of mean $E(V)$ bits where the value of $E(V)$ is such that, a server which works at a constant rate of $\Theta$ bits/sec has to dedicate $3 \, \text{sec}$ to completely serve a flow. Since the two-cell (resp. three-cell) network in Figure 3(a) (resp. Figure 3(b)) consists of a single contention domain, Model-1 and Model-2 are identical for these cases. We observe that:

O$_4$ A close match between our customized queueing simulations and NS-2 simulations validates Model-1 (also Model-2) for networks with a single contention domain.
we developed accurate analytical models for multi-cell infrastructures in WLANs. Under a unified framework, (PBD) condition which enables scalable cell-level modeling of saturated nodes, and for TCP-controlled structures WLAN withpackets of arbitrary cell topologies under the assumption of the PBD condition. We also provided analytical and simulation results obtained from NS-2 simulations (see Figure 15). Apart from the mismatch, Model-1 does not capture the way the network behaves with variation in load. However, Model-2 matches with NS-2 simulations extremely well (see Figure 16).

Our approximate delay analysis provides good predictions for the mean transfer delays (see Figure 17).

VI. CONCLUSION

In this paper, we identified a Pairwise Binary Dependence (PBD) condition which enables scalable cell-level modeling of multi-cell infrastructure WLANs. Under a unified framework, we developed accurate analytical models for multi-cell infrastructure WLANs with saturated nodes, and for TCP-controlled long- and short-file downloads. An important property of CSMA, namely, “maximization of the network throughput in a distributed manner” has been established in the recent work by [9] in the context of an infinite linear chain of saturated nodes. We established it for multi-cell infrastructure WLANs with arbitrary cell topologies under the assumption of the PBD condition. We included approximate delay analysis for the mean transfer delays in each cell.

APPENDIX

A. Appendix: Derivation of Equation (9)

Consider a tagged node in Cell-i. Let

\[ A_i(T) : \text{number of transmission attempts made by the tagged node up to time } T \]

\[ C_i(T) : \text{number of collisions as seen by the tagged node up to time } T \]

Then, the (conditional) collision probability \( \gamma_i \) of a tagged node in Cell-i, i.e., the probability that a transmission attempt \( B \) in Cell-i collides, is given by

\[ \gamma_i = \lim_{T \to \infty} \frac{C_i(T)}{A_i(T)}. \]  

Consider any state \( A \) such that \( i \in U_A \). Let

\[ A_i^A(T) : \text{number of transmission attempts made by the tagged node in State-}A, \text{ up to time } T \]

\[ C_i^A(T) : \text{number of collisions as seen by the tagged node, up to time } T, \text{ given that the transmission attempts were made in State-}A \]

\[ B_i^A(T) : \text{number of backoff slots elapsed in the local medium of Cell-i in State-}A, \text{ up to time } T \]

Since the CTMC \( A(t), t \geq 0 \) is stationary and ergodic, the (long-term) fraction of time for which the network remains in State-\( A \) is equal to the stationary probability \( \pi(A) \). Consider now a sufficiently long time \( T \). Then, the time spent in State-\( A \) up to time \( T \) is approximately equal to \( \pi(A)T \), and \( B_i^A(T) \approx \frac{\pi(A)T}{\sigma} \) where \( \sigma \) is the duration of a backoff slot. Thus, we have

\[ \lim_{T \to \infty} \frac{B_i^A(T)}{T} = \frac{\pi(A)}{\sigma}. \]  

Since, the nodes in Cell-i attempt with probability \( \beta_i \) in every backoff slot irrespective of whether the other cells can attempt or not, we have \( A_i^A(T) \approx \beta_i B_i^A(T) \). Thus,

\[ \lim_{T \to \infty} \frac{A_i^A(T)}{B_i^A(T)} = \beta_i. \]
By definition (see (20)),
\[
\gamma_i = \lim_{T \to \infty} \frac{C_i(T)}{A_i(T)} = \lim_{T \to \infty} \frac{1}{T} \frac{C_i(T)}{A_i(T)}
\]
\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{A \in \mathcal{A}_i : i \in \mathcal{U}_A} C_i^A(T)
\]
\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{A \in \mathcal{A}_i : i \in \mathcal{U}_A} A_i^A(T)
\]
\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{A \in \mathcal{A}_i : i \in \mathcal{U}_A} B_i^A(T) \times \frac{C_i^A(T)}{B_i^A(T)}
\]
\[
= \lim_{T \to \infty} \frac{1}{T} \sum_{A \in \mathcal{A}_i : i \in \mathcal{U}_A} B_i^A(T) \times \frac{A_i^A(T)}{B_i^A(T)}
\]
\[
= \sum_{A \in \mathcal{A}_i : i \in \mathcal{U}_A} \left( \lim_{T \to \infty} \frac{B_i^A(T)}{T} \right) \times \left( \lim_{T \to \infty} \frac{C_i^A(T)}{B_i^A(T)} \right)
\]
\[
= \sum_{A \in \mathcal{A}_i : i \in \mathcal{U}_A} \left( \lim_{T \to \infty} \frac{B_i^A(T)}{T} \right) \times \left( \lim_{T \to \infty} \frac{A_i^A(T)}{B_i^A(T)} \right)
\]
\[
= \sum_{A \in \mathcal{A}_i : i \in \mathcal{U}_A} \left( \lim_{T \to \infty} \frac{B_i^A(T)}{T} \right) \times \left( \lim_{T \to \infty} \frac{A_i^A(T)}{B_i^A(T)} \right)
\]
\[
\tag{23}
\]
\[
\lim_{T \to \infty} \frac{C_i^A(T)}{B_i^A(T)} = \lim_{T \to \infty} \frac{A_i^A(T)}{B_i^A(T)} \times \lim_{T \to \infty} \frac{C_i^A(T)}{A_i^A(T)}
\]
\[
\tag{24}
\]
where \( \lim_{T \to \infty} \frac{C_i^A(T)}{B_i^A(T)} \) can be obtained by
\[
\lim_{T \to \infty} \frac{C_i^A(T)}{B_i^A(T)} = 1 - (1 - \beta_j)^{n_j - 1} \prod_{j \in \mathcal{U}_A : j \in \mathcal{U}_A} (1 - \beta_j)^{n_j}.
\]
\[
\tag{25}
\]
Equation (25) can be explained as follows. Given that a node in Cell-\( i \) attempts a transmission, the transmission is successful if: (i) the \( n_i - 1 \) other nodes in Cell-\( i \) do not attempt transmissions in the same backoff slot, which happens with probability \((1 - \beta_j)^{n_j - 1}\), and (ii) for every neighboring cell, Cell-\( j \), that is also in backoff in the state \( A \), the \( n_j \) nodes in Cell-\( j \) do not attempt transmissions in the same slot, which happens with probability \( \prod_{j \in \mathcal{U}_A : j \in \mathcal{U}_A} (1 - \beta_j)^{n_j} \). Every transmission attempt by a node in Cell-\( i \) in State-\( A \) collides with the complementary probability \( p_{\text{coll}, A} \) given by
\[
p_{\text{coll}, A} := 1 - (1 - \beta_j)^{n_j - 1} \prod_{j \in \mathcal{U}_A : j \in \mathcal{U}_A} (1 - \beta_j)^{n_j}.
\]
Thus, for \( T \) sufficiently long, we have
\[
C_i^A(T) \approx p_{\text{coll}, A} A_i^A(T).
\]
Equation (25) is obtained by taking the limit \( T \to \infty \).
Combining (21), (22), (23), (24), (25), we obtain (9).
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