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Abstract: Teaching–learning–based optimization (TLBO) is an algorithm based on the influence of a teacher on the output of learners in a class. This method has shown to be more effective and efficient than other optimizations in finding the maximum solutions. In this paper, a new improved version of TLBO algorithm, called the converged teaching-learning-based optimization (CTLBO), is presented. In fact, it combines a proposed convergence operator with the teacher phase to find better solutions with a higher convergence rate. The method is tested on some benchmark problems and the results are compared with the original TLBO and other popular evolutionary algorithms. Furthermore, the introduced algorithm is used for optimization of fuzzy tracking control of a walking humanoid robot. In elaboration, fuzzy tracking control, which has appropriate membership functions and error indices, is employed in this paper as a promising intelligent approach to control the nonlinear dynamics of a humanoid robot. Summation of integrals of absolute angle errors and absolute control efforts is regarded as the objective function addressed by both TLBO and CTLBO algorithms in the present investigation.
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PUBLIC INTEREST STATEMENT

Teaching–learning–based optimization (TLBO) is an algorithm based on the influence of a teacher on the learners in a class. The process of TLBO is divided into two parts. The first part is called “teacher phase”, and the second part is named the “learner phase”. The teacher phase means learning from the teacher, while the learner phase indicates learning through the interaction between learners. In this paper, in order to improve the performance of the TLBO algorithm, the teacher phase is combined with a novel convergence formula to modify the converging process. The method is tested on some benchmark problems and the results are compared with the original TLBO and other popular evolutionary algorithms. The comparative study confirms that CTLBO is a promising global optimization approach and superior other algorithms in terms of accuracy, speed, robustness, and efficiency.
1. Introduction

Optimization is referred to as the process of finding the best answer among other available answers and is used for design of most engineering and economical systems in order to minimize a defined objective. Traditional techniques often fail to solve optimization problems that have many local optima and thus there remains a need for efficient and effective optimization techniques. Continuous research is being conducted into this field, indicating that the nature-inspired meta-heuristic optimization methods are better than the traditional ones. Moreover, evolutionary algorithms are widely used as the most modern heuristic minimization methods. In fact, the optimization algorithms of this special type such as genetic algorithm (Back, 1996; Holland, 1975) ant colony optimization (Chen, Xiao, Li, Wang, & Huo, 2018), bee colony optimization (Karaboga & Akay, 2009), particle swarm optimization (Kennedy, 2011), championship sports leagues (Kashan, 2014), imperialist competitive algorithm (Atashpaz-Gargari & Lucas, 2007), team game algorithm (Mahmoodabadi, Rasekh, & Zohari, 2018) and the artificial root foraging optimizer (Ma, Zhu, Liu, Tian, & Chen, 2015) are known as meta-heuristic population-based algorithms.

The teaching-learning-based optimization algorithm, which is also an evolutionary one, was originally introduced by R.V. Rao in 2011 for mechanical design optimization problems (Rao, Savsani, & Vakharia, 2011). It was later extended for continuous non-linear large-scale problems (Rao, Savsani, & Vakharia, 2012). In recent years, this algorithm was highlighted mainly due to its strong ability to find the global optimum point. For instance, in 2013, Satapathy et al. proposed a teaching-learning-based optimization, according to the orthogonal design, for solving global optimization problems and called it OTLBO (Satapathy, Naik, & Parvathi, 2013a). Afterwards, they introduced a weighted teaching-learning-based algorithm and proved its superiority in comparison with other approaches (Satapathy, Naik, & Parvathi, 2013b). In addition, the multi-objective optimization of heat exchangers was proposed by Rao et al. in 2013, using a modified TLBO algorithm (Rao & Patel, 2013). More details about multi-objective improved teaching-learning-based optimization algorithm were presented by Rai in 2017 (Rai, 2017).

The two main highlighted issues of TLBO are its speed and accuracy to find the global optimum point. Hence, the main contribution and motivation of this paper is the improvement of TLBO via increasing the convergence speed to reach better results with higher accuracy in shorter time. The considered convergence operator, which has a performance probability, is added to the teacher phase of the algorithm. In order to prove the effectiveness and success of the proposed scenario, it was challenged by both mathematical test functions and real world design problems. The numerical results show that not only the new algorithm has a better performance in comparison with the original TLBO, but also it is more accurate than other well-known evolutionary algorithms.

2. Teaching–learning–based optimization

The process of TLBO is divided into two parts. The first part is called “teacher phase”, and the second part is named the “learner phase”. The teacher phase means learning from the teacher, while the learner phase indicates learning through the interaction between learners (Venkata Rao, 2016).

2.1. Teacher phase

In this algorithm, a teacher is the learner that has the best level of knowledge. The teacher can only improve the mean performance of class depending on the class capability. Let \( M_k \) be the mean situation of the population at iteration \( k \); and \( X_{teacher}^k \) be the teacher situation, which tries to move \( M_k \) towards its own level. Then, a solution is updated according to the difference between mean and teacher situations as follows:
\[ \bar{x}^{k}_{\text{diff}} = r_K \times (x^{k}_{\text{teacher}} - TF \times \bar{x}^{k}) \]  \hspace{1cm} (1)

\[ \bar{x}^{k+1}_{\text{new}} = \bar{x}^{k}_{\text{old}} + \bar{x}^{k}_{\text{diff}} \]  \hspace{1cm} (2)

where, \( TF \) is the teaching factor, and \( r_K \) denotes a vector of random numbers in range \([0,1]\). The value of \( TF \) can be either 1 or 2 as below:

\[ TF = \text{round}[1 + \text{rand}(0,1)] \]  \hspace{1cm} (3)

2.2. Learner phase

In this phase, the learners increase their knowledge through interaction between themselves. A learner learns something new if another learner has more knowledge than it. In mathematical terms, for any \( x_i \), the learner \( x_j \) is randomly selected (\( i \neq j \)), and if \( f(x_i) \leq f(x_j) \) then:

\[ \bar{x}^{k+1}_{\text{new}} = \bar{x}^{k}_{\text{old}} + \bar{r}_K \times (x_j - x_i) \]  \hspace{1cm} (4)

and in reverse, if \( f(x_i) > f(x_j) \) then:

\[ \bar{x}^{k+1}_{\text{new}} = \bar{x}^{k}_{\text{old}} + \bar{r}_K \times (x_i - x_j) \]  \hspace{1cm} (5)

3. CTLBO

In order to improve the performance of the TLBO algorithm, the teacher phase is combined with a novel convergence formula to modify the converging process. Let \( p \in [0,1] \) be the convergence probability and \( q \in [0,1] \) be a random number; if \( p < q \), then the following operator should be implemented to generate the new situation from the old one:

\[ \bar{x}^{k+1}_{\text{new}} = \bar{x}^{k}_{\text{old}} + \bar{r}_K \times (C \times x^{k}_{\text{teacher}} - 2\bar{x}^{k}_{\text{old}}) \]  \hspace{1cm} (6)

where, \( C \) is the social learning factor, inspired by the PSO algorithm (Mahmoodabadi & Ziaei, 2019), and represents the attraction of a learner towards the success of the class (teacher). With a small value of this parameter, learners are allowed to move around their personal position, while its large value helps particles to converge to the best solution of the class. Previous researches on PSO algorithm suggest that the best solutions are determined when \( C \) is linearly increased, over the iterations, from 0.25 to 1.25 (Mahmoodabadi & Bisheban, 2014). In addition, for simplicity, the value of the convergence probability is set at \( p = 0.5 \). If the convergence probability condition is not satisfied, then the original teacher phase formulation, i.e. Equations (1–3), would be used for each student. A flowchart of the proposed algorithm is illustrated in Figure 1. Besides, Figure 2 delivers a comparison of the population distribution of TLBO and CTLBO for the sphere test function (Table 1) with 50 students in three running phases. This simple investigation exhibits the higher convergence speed of CTLBO and its ability to adapt to a time-varying environment.

4. Comparison regarding mathematical test functions

In order to evaluate the accuracy and convergence speed of the proposed algorithm, several test functions with different characteristics are employed (Table 1). At first, the performance of the proposed algorithm is assessed in respect of solution accuracy through comparison with harmony search algorithm (HSA) (Geem, Kim, & Loganathan, 2001), ant colony optimization (ACO) (Dorigo, 1992), artificial bee colony optimization (ABC) (Karaboga, 2010) and the teaching-learning-based optimization (TLBO) (Rao et al., 2012). These assessments are accomplished at same conditions such as the number of function evaluations, population size and dimensions. In this experiment, dimensions (D) of the test functions are taken as 5, 10, 30, 50 and 100 with a maximum number of function evaluations 100,000. The results are presented in Table 2 in terms of the mean and the standard deviation (SD) (Equations (7) and (8), respectively) of the solution errors obtained in 30 (\( n = 30 \)) independent runs by each algorithm.
These simulations demonstrate that the CTLBO achieves the global optimum in the optimization of complex multimodal functions: sphere, quadric, step, Rastrigrin and Griewank. Although TLBO outperforms CTLBO and others on Rosenbrok for dimensions 5, 10 and 30; its solutions for other dimensions (50 and 100) are worse than those of the CTLBO. Further, CTLBO can successfully jump out of the local optima on most of the multimodal functions and surpasses all the other algorithms on functions Rastrigrin, Ackley and Griewank. It is noticeable that the global optimum of Schwefel's function is far away from any of the local optima, and the global best solutions of Rastrigin are surrounded by a large number of local optima (Liang, Qin, Suganthan, & Baskar, 2006;
The ability to avoid being trapped into local optima and achieve global optimal solutions suggests that the CTLBO can indeed benefit from the convergence operator. Additionally, Figure 3 represents the comparison of the evolutionary processes for four different test functions with respect to convergence characteristics. Generally speaking, these graphs reveal that CTLBO offers a much higher speed than TLBO over the test functions.

### Table 1. Optimization test functions

| Name         | Formula                                      | Search range    |
|--------------|----------------------------------------------|-----------------|
| Sphere       | $F(x) = \sum_{i=1}^{D} x_i^2$                | $[-100,100]^n$  |
| Schewefel    | $F(x) = \sum_{i=1}^{D} |x_i| + \prod_{i=1}^{D} |x_i|$                     | $[-10,10]^n$     |
| Quadric      | $F(x) = \sum_{i=1}^{D} \left( \sum_{j=1}^{D} x_j \right)^2$ | $[-100,100]^n$  |
| Rosenbrock   | $F(x) = \sum_{i=1}^{D-1} 100(x_{i+1}^2 - x_i^2)^2 + (x_i - 1)^2$ | $[-10,10]^n$    |
| Step         | $F(x) = \sum_{i=1}^{D} (x_i + 0.5)^2$          | $[-100,100]^n$  |
| Quadric noise| $F(x) = \sum_{i=1}^{D} kx_i^4 + \text{random}[0,1]$ | $[-1.28,1.28]^n$ |
| Rastrigin    | $F(x) = \sum_{i=1}^{D} \left(x_i^2 - 10 \cos(2\pi x_i) + 10\right)$ | $[-5.12,5.12]^n$ |
| Ackley       | $F(x) = -20 \exp \left(-0.2\sqrt{\frac{1}{D} \sum_{i=1}^{D} x_i^2}\right) - \exp \left(\frac{1}{D} \sum_{i=1}^{D} \cos(2\pi x_i)\right) + 20 + e$ | $[-32,32]^n$    |
| Griewank     | $F(x) = \frac{1}{4000} \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos \left(\frac{x_i}{\sqrt{i}}\right) + 1$ | $[-600,600]^n$  |

Parrott & Li, 2006). The ability to avoid being trapped into local optima and achieve global optimal solutions suggests that the CTLBO can indeed benefit from the convergence operator.
Table 2. Comparison of results in terms of the mean and the standard deviation for HS, ACO, ABC, TLBO and CTLBO

|       | HAS (Geem et al., 2001) | ACO (Dorigo, 1992) | ABC (Karabaga, 2010) | TLBO (Rao et al., 2012) | CTLBO (this work) |
|-------|-------------------------|---------------------|----------------------|-------------------------|-------------------|
| D     | Mean (SD)               | Mean (SD)           | Mean (SD)            | Mean (SD)               | Mean (SD)         |
| Sphere|                         |                     |                      |                         |                   |
| 5     | 0.0034804 (0.002461)    | 2.3603e-52 (4.4715e-52) | 1.0625e-26 (4.2093e-26) | 1.2772e-26 (0e-0)      | 0e+0 (0e+0)       |
| 10    | 4.264 (30.1512)         | 2.262e-16 (1.8986e-16) | 9.9747e-22 (3.4766e-21) | 3.4004e-21 (0e-0)      | 0e+0 (0e+0)       |
| 30    | 317.5368 (2245.3245)    | 3291.0771 (675.079)  | 0.00031659 (0.00055535) | 1.9324e-177 (0e-0)    | 0e+0 (0e+0)       |
| 50    | 916.1232 (6677.969)     | 105397.5572 (100784616) | 267.6307 (443.9497)   | 1.2982e-167 (0e-0)    | 0e+0 (0e+0)       |
| 100   | 3122.2011 (22077.2959)  | 259778.5795 (126252212) | 68898.1197 (108809.3925) | 4.3832e-160 (1.1096e-159) | 0e+0 (0e+0) |
| Schewefel|                         |                     |                      |                         |                   |
| 5     | 0.00010219 (0.00072259) | 1.538e-29 (1.059e-29)  | 1.3807e-18 (3.2988e-18) | 1.0894e-134 (2.2652e-134) | 2.2602e-298 (0e-0) |
| 10    | 0.039622 (0.28017)      | 3.3944e-10 (1.5938e-10) | 3.8158e-16 (8.4475e-16) | 3.4706e-21 (0e-0)     | 0e+0 (0e+0)       |
| 30    | 1.0042 (7.1007)         | 1066075.814 (2219152.1186) | 0.013192 (0.038119)   | 1.4779e-88 (1.9111e-88) | 0e+0 (0e+0)       |
| 50    | 1.9257 (13.6165)        | 1.87616e+18 (3.3488e+18) | 3335970.092 (29801530.6572) | 5.5796e-84 (7.731e-84) | 0e+0 (0e+0)       |
| 100   | 6.625 (46.8458)         | 1.0573e+47 (2.9136e+47) | 1.5188e+35 (1.3074e+35) | 1.0422e-80 (6.4678e-264) | 0e+0 (0e+0)       |
| Quadric|                         |                     |                      |                         |                   |
| 5     | 0.0085052 (0.060141)    | 1.3978e-21 (2.6831e-21) | 2.9781e-12 (0.1092e-11) | 1.5868e-174 (0e-0)    | 0e+0 (0e+0)       |
| 10    | 16.0652 (113.5981)      | 32722 (2.1942)      | 0.00043025 (0.00079365) | 2.7368e-96 (7.9368e-96) | 0e+0 (0e+0)       |
| 30    | 841.0774 (5947.3516)    | 100751.865 (18931.9672) | 11582.2405 (20535.8223) | 4.2514e-36 (2.0084e-35) | 0e+0 (0e+0)       |
| 50    | 2194.5328 (1517.8905)   | 295778.4196 (53475.9519) | 496151.01 (21788.0205) | 2.4947e-25 (7.7407e-25) | 0e+0 (0e+0)       |
| 100   | 9227.3411 (65247.1546)  | 1181561.0323 (280890.9509) | 262876.5687 (87018.856) | 4.1377e-16 (1.1014e-15) | 0e+0 (0e+0)       |
| Rosenbrock|                         |                     |                      |                         |                   |
| 5     | 0.024681 (0.17452)      | 0.70511 (0.035975)  | 0.09255 (0.15429)    | 4.3716e-06 (3.57e-06) | 1.1982e-05 (6.8524e-06) |
| 10    | 8.1752 (58.1698)        | 6.1752 (11.401)     | 1.2741 (2.1076)     | 0.005631 (0.015469)   | 0.013701 (0.012978) |
| 30    | 6766.5001 (4786.735)    | 30789.9372 (104252.4916) | 83.2326 (149.2138)  | 20.7466 (1.1964)      | 21.9691 (0.58351) |
| 50    | 27865.1251 (197036.1892) | 57323344.42 (73638.0686) | 150358.3052 (269901.9272) | 42.1519 (0.9174)    | 43.2984 (0.8252) |
| 100   | 113654.2782 (803657.1081) | 13853648.144 (929549.6527) | 3781480.4905 (608338.1845) | 94.2808 (1.04)     | 94.9117 (1.0978) |
| Step  |                         |                     |                      |                         |                   |
| 5     | 0e+0 (0e+0)             | 0e+0 (0e+0)         | 0e+0 (0e+0)         | 0e+0 (0e+0)           | 0e+0 (0e+0)       |
| 10    | 7.04 (49.7803)          | 0e+0 (0e+0)         | 0e+0 (0e+0)         | 0e+0 (0e+0)           | 0e+0 (0e+0)       |
| 30    | 248.14 (1754.6148)      | 348.9333 (767.3604)  | 0e+0 (0e+0)         | 0.033333 (0.18257)    | 0e+0 (0e+0)       |
| 50    | 1040.02 (7354.0519)     | 105636.4 (9269.1658) | 267.2078 (457.6661) | 0.2000 (0.40684)      | 0.066667 (0.25371) |
| 100   | 3164.62 (22377.2426)    | 262905.5 (7506.7924) | 61204.8869 (106008.0193) | 3.3667 (2.5118)     | 1.3333 (1.2954) |
| D     | HAS (Geem et al., 2001) | ACO (Dorigo, 1992) | ABC (Karaboga, 2010) | TLBO (Rao et al., 2012) | CTLBO (this work) |
|-------|------------------------|--------------------|----------------------|------------------------|------------------|
|       | D Mean          | SD Mean            | D Mean              | SD Mean              | D Mean          | SD Mean            |
|       | Mean            |                    | Mean                |                      | Mean            |                    |
|       |                |                    | Mean                |                      | Mean            |                    |
|       |                |                    | Mean                |                      | Mean            |                    |
|       |                |                    | Mean                |                      | Mean            |                    |
| Quadric noise | 5 | 5.3026e-05 | 0.00037495 | 0.00058335 | 0.0001452 | 0.00027577 | 6.827e-05 | 3.1822e-05 | 2.633e-05 |
|       | 10 | 0.00893516 | 0.0063298 | 0.0040368 | 0.0006142 | 0.0011126 | 0.00029314 | 0.00014162 | 3.5093e-05 | 2.2422e-05 |
|       | 50 | 0.99506 | 7.0361 | 3339422 | 43.1555 | 6.4778 | 11.3506 | 0.0005791 | 0.00019716 | 4.4222e-05 | 2.1221e-05 |
|       | 100 | 14.6094 | 103.3041 | 17265401 | 117.7487 | 4704913 | 7929489 | 0.00063682 | 0.00020618 | 4.3692e-05 | 2.2662e-05 |
| Rastrigen | 5 | 5.4779e-05 | 0.0038736 | 44664 | 1.1482 | 0.10381 | 0.2501 | 0.033165 | 0.18165 | 0e+0 | 0e+0 |
|       | 10 | 0.230836 | 1.6873 | 33.7533 | 5.5611 | 4.0392 | 7.254 | 1.3579 | 1.5594 | 0e+0 | 0e+0 |
|       | 50 | 1.9672 | 64.8221 | 741.1999 | 19.0849 | 133.6872 | 221.218 | 12.8566 | 11.1929 | 0e+0 | 0e+0 |
|       | 100 | 24.0704 | 170.2032 | 1597.322 | 44.8075 | 397.0395 | 686.6645 | 0e+0 | 0e+0 | 0e+0 | 0e+0 |
| Ackley | 5 | 0.0010029 | 0.0070915 | 8.8818e-16 | 0 | 1.2226e-13 | 2.394e-13 | 1.4803e-15 | 1.3478e-15 | 8.8818e-16 | 0e+0 |
|       | 10 | 0.16473 | 1.1648 | 5.823e-09 | 2.242e-09 | 1.2662e-09 | 2.7097e-09 | 4.409e-15 | 0e+0 | 8.8818e-16 | 0e+0 |
|       | 50 | 0.38038 | 2.6897 | 20.694 | 0.001757 | 2.9186 | 5.2137 | 7.6383e-15 | 1.084e-15 | 8.8818e-16 | 0e+0 |
|       | 100 | 0.40033 | 2.8308 | 20.8983 | 0.009351 | 5.1547 | 9.0368 | 7.9936e-15 | 0e+0 | 1.8356e-15 | 1.5979e-15 |
| Griewank | 5 | 0.0020253 | 0.014321 | 0.13103 | 0.030997 | 0.019966 | 0.032428 | 0.011896 | 0.008162 | 0e+0 | 0e+0 |
|       | 10 | 0.082757 | 0.58518 | 0.4804 | 0.085098 | 0.052069 | 0.092384 | 0.0018286 | 0.006514 | 0e+0 | 0e+0 |
|       | 50 | 2.8139 | 19.8974 | 31.0621 | 4.7182 | 0.20069 | 0.043068 | 0e+0 | 0e+0 | 0e+0 | 0e+0 |
|       | 100 | 10.1839 | 72.0112 | 950.4966 | 97.2742 | 2.5671 | 4.4388 | 0e+0 | 0e+0 | 0e+0 | 0e+0 |
5. Optimum design of the fuzzy controller

5.1. Dynamics and modeling of the humanoid robot
The humanoid robot, walking in the vertical plane, is simulated by means of a three-link model as shown schematically in Figure 4 (Mahmoodabadi, Taherkhorsandi, & Bagheri, 2014). The first link is considered the stance leg on the ground; the second link represents the head, arms, and trunk;
while the third link refers to the swing leg. These links move freely in the vertical plane, and their parameters are given in Table 3 which is the anthropometric table for a humanoid robot with 171 cm height and 74 kg weight (Mahmoodabadi et al., 2014).

The Newton-Euler approach is used to obtain the dynamical equations of the model (Mahmoodabadi et al., 2014). Moreover, \( \theta_1 \), \( \theta_2 \) and \( \theta_3 \) are the angles between the first, second and third links and their assumed vertical lines, respectively.

### 5.2. Fuzzy tracking control of the humanoid robot

The proposed fuzzy tracking control is based upon a closed-loop fuzzy system. The state variable vector is chosen as \( \begin{bmatrix} x_1, x_2, x_3, x_4, x_5, x_6 \end{bmatrix}^T = [\dot{\theta}_1, \dot{\theta}_1, \dot{\theta}_2, \dot{\theta}_2, \dot{\theta}_3, \dot{\theta}_3]^T \). The errors, in turn, could be defined as follows:

\[
e_i = x_i^d - x_i, \quad (i = 1, 2, \ldots, 6)
\]

where, \( x_i^d (i = 1, 2, \ldots, 6) \) are the desired state values. The new error index parameters introduced for the inputs of fuzzy system would be defined as below:

\[
E_i = \frac{e_i}{|x_i^d| + |x_i|}, \quad (i = 1, 2, \ldots, 6)
\]

Furthermore, the constructed rules are mentioned in Table 4 \((y_i)\); and the considered membership functions are shown in Figure 5 \((\mu_{A_i})\). Besides, the inference result \( f_i \) should be calculated through the product-sum gravity method using the following equation (Mahmoodabadi et al., 2014):

\[
f_i = \frac{\sum_{l=1}^{M} \mu_{A_l}(E_i) y_i l}{\sum_{l=1}^{M} \mu_{A_l}(x_i l)}, \quad i = 1, 2, \ldots, 6
\]

in which, \( M \) stands for the number of rules. Finally, the control efforts, \( u_1, u_2 \) and \( u_3 \) are obtained by the following equations:

\[
\begin{align*}
    u_1 &= w_1 f_1 + w_2 f_2 u_2 = w_3 f_3 + w_4 f_4 \\
    u_3 &= w_5 f_5 + w_6 f_6
\end{align*}
\]

where, \( w_1, w_2, w_3, w_4, w_5 \) and \( w_6 \) denote the weighting constants and are usually identified by a trial-and-error process. An appropriate approach to choose these factors is to employ optimization algorithms such as TLBO.

**Table 3. Anthropometric parameters of the humanoid robot model**

| Characteristics | First link | Second link | Third link | Unit  |
|-----------------|------------|-------------|------------|-------|
| Mass \( m_1 \)  | 13.75 kg   | 46.5 kg     | 13.75 kg   | Kg    |
| Inertia \( I_1 \) | 1.4 kg.m\(^2\) | 3.25 kg.m\(^2\) | 1.4 kg.m\(^2\) | kg.m\(^2\) |
| Length \( l_1 \) | 0.91 m    | 0.8 m      | 0.91 m    | m     |
| Center of gravity \( h_1 \) | 0.50 m | 0.27 m   | 0.50 m     | m     |

**Table 4. Rule modules for the input items**

| Antecedent Variables | Consequent Variables |
|----------------------|----------------------|
| \( E_i \) | \( y_i \) |
| Negative Big | -1.0 |
| Zero | 0.0 |
| Positive Big | 1.0 |
5.3. Comparison of the optimal control problem solutions

In order to challenge the performance of the introduced controller, the desired trajectories of joint angles are obtained through using third-degree polynomials as follows:

\[ x_d^1 = -0.0165t^3 + 0.1246t^2 - 0.2711t - 0.0083 \] (13)

\[ x_d^2 = -0.0147t^3 + 0.1132t^2 - 0.2519t + 0.2103 \] (14)

\[ x_d^3 = -0.0492t^3 + 0.4122t^2 - 1.1035t + 3.14 \] (15)

where, \( t \) signifies the time. These desired trajectories cause the zero-moment point to move into the stability polygon, and thus provide stability for the robot. In this paper, the sum of integrals of absolute angle errors and absolute control efforts is regarded as the objective function which should be minimized.

\[ \text{objective function} = \sum_{i=1}^{6} |e_i| \frac{dt}{t} + \sum_{i=1}^{3} |u_i| \frac{dt}{t} \] (16)

In addition, vector \([w_1, w_2, w_3, w_4, w_5, w_6]\) contains the selective parameters obtained by the trial-and-error process, which are all positive constants and lie in a general region as \( 0 < w_i < 1000 \) \((i = 1, 2, \ldots, 6)\). Sum of integrals of absolute angle errors and absolute control efforts is a function of this vector’s components. For the present optimization problem, the population size is set at 20, and the maximum iteration is also fixed at 50.

The optimum objective functions and the corresponding design variables acquired by TLBO and CTLBO are illustrated in Table 5. The corresponding joint angles and velocities are illustrated in

| Algorithm                  | TLBO     | CTLBO    |
|----------------------------|----------|----------|
| Objective function         | 15.3422  | 15.3415  |
| Sum of integrals of absolute angle errors | 0.2004  | 0.2057   |
| Sum of integrals of absolute control efforts | 151.4179 | 151.3662 |
| Design variable \( w_1 \)  | 998.6658 | 999.6687 |
| Design variable \( w_2 \)  | 1000.0000 | 998.6588 |
| Design variable \( w_3 \)  | 574.070  | 648.3871 |
| Design variable \( w_4 \)  | 207.1874 | 219.8737 |
| Design variable \( w_5 \)  | 530.4358 | 508.0646 |
| Design variable \( w_6 \)  | 109.6034 | 101.6124 |
6. Conclusion

In this study, TLBO has been extended to CTLBO by utilizing two processes. The first has been implemented for increasing the convergence speed, and the second has been applied to avoid being trapped into local optima. The CTLBO has comprehensively been evaluated on several well-known benchmark functions, and the results have been compared with those of other recently introduced optimization algorithms. This analysis has demonstrated the feasibility and efficiency of the proposed strategies in terms of convergence speed, global optimality, solution accuracy and
the algorithm reliability. Furthermore, as a real application, the considered algorithms have been utilized for optimum design of a fuzzy controller for a humanoid robot. The numerical results have been depicted to illustrate the feasibility and efficiency of the CTLBO in comparison with TLBO for a nonlinear complicated problem.
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