NUMERICAL INTEGRATORS FOR CONTINUOUS DISORDERED NONLINEAR SCHröDINGER EQUATION

XIAOFEI ZHAO

Abstract. In this paper, we consider the numerical solution of the continuous disordered nonlinear Schrödinger equation, which contains a spatial random potential. We address the finite time accuracy order reduction issue of the usual numerical integrators on this problem, which is due to the presence of the random/rough potential. By using the recently proposed low-regularity integrator (LRI) from (33, SIAM J. Numer. Anal., 2019), we show how to integrate the potential term by losing two spatial derivatives. Convergence analysis is done to show that LRI has the second order accuracy in $L^2$-norm for potentials in $H^2$. Numerical experiments are done to verify this theoretical result. More numerical results are presented to investigate the accuracy of LRI compared with classical methods under rougher random potentials from applications.
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1. Introduction

In this work, we are concerned with the following one-dimensional disordered nonlinear Schrödinger equation (D-NLS) on a torus or whole space which contains a spatial random potential [17, 18, 32, 51]:

\[
\begin{aligned}
&i\partial_t u(x, t) = -\partial_x^2 u(x, t) + \xi(x) u(x, t) + \lambda |u(x, t)|^2 u(x, t), \quad t > 0, \ x \in D, \\
u(x, 0) = u_0(x), \quad x \in D,
\end{aligned}
\]

(1.1)

where $D = \mathbb{R}$ or $\mathbb{T}$ (a torus), $u(x, t) : D \times [0, \infty) \to \mathbb{C}$ is the unknown, $u_0(x)$ is the given initial data, $\xi(x) : D \to \mathbb{R}$ is a given random potential, and $\lambda \in \mathbb{R}$ is a given parameter with $\lambda > 0$ for defocusing nonlinear interaction and $\lambda < 0$ for focusing case. The D-NLS (1.1) is of paramount importance in mathematical and physical studies. For example, mathematically, it can be considered as the complex parabolic Anderson model [17, 18]. Physically, it has been considered for modeling the Anderson localization of Bose-Einstein Condensates [38, 43] and for the study of nonlinear dispersive wave dynamics in a disordered medium [15, 27, 32]. The spatial random potential $\xi(x)$, as considered in many related numerical works and physical applications in the literature, is composed out of a large number of random independent and identically distributed (i.i.d.) Fourier components [4, 13, 23, 32, 34, 38, 43, 52].

The D-NLS (1.1) in fact has received many mathematical attentions and we refer to [3, 12, 17, 18, 19, 26, 30] for intensive theoretical studies from different aspects. It has a discrete analogue known as the nonlinear Schrödinger equation on the disordered lattice [25, 53]:

\[
i\dot{u}_l(t) = -J[u_{l+1}(t) + u_{l-1}(t)] + \xi_l u_l(t) + \lambda |u_l(t)|^2 u_l(t), \quad t > 0, \ l \in \mathbb{Z},
\]

(1.2)

where $J \in \mathbb{R}$ is a given parameter and $\xi_l$ are a series of i.i.d. random variables. This discrete model has been widely addressed (more than (1.1) so far) in the physical studies, e.g. [2, 22, 23, 41, 48, 47, 50]. As a matter of fact, it shares many physical properties [22] with the continuous version (1.1). For the linear regime of (1.1) or (1.2), i.e. $\lambda = 0$, it is well-understood as the famous Anderson localization [2] which tells that spreadings of any localized waves will be suppressed by the random potential. For the nonlinear regime $\lambda \neq 0$ in (1.1) or (1.2), the competition between the random potential and the nonlinearity makes the long-time dynamics very complicated. For an initially localized wavepacket in the whole space setup, heuristically, the spreadings in the nonlinear...
system (1.1) or (1.2) could still be suppressed by the random potential, otherwise the nonlinearity would become negligible as time gets large and then the problem goes back to the classical Anderson localization [22]. The theoretical understandings of this issue are quite challenging and so far the rigours results are still limited [11, 22, 51, 53]. Therefore, many existing works rely on the numerical simulations [22, 23, 32, 11, 10, 47, 50], and the majority of them are made on the above discrete version (1.2). While, the numerical research outcomes so far conflict with the heuristical argument and unlimited spreadsings were observed [25, 41].

From the numerical point of view, there is some significant difference between solving the continuous D-NLS model (1.1) and the discrete one (1.2). In the existing numerical studies in the literature, e.g., [25, 41, 46], some classical symplectic integrators including the splitting schemes and finite difference schemes of the second or the fourth order accuracy were used to solve the discrete model. The high order accuracy and the symplecticity of the schemes on the ODEs could provide reliable long-term approximations of (1.2). However, it is far from straightforward to extend these numerical works from the discrete model (1.2) to the continuous model (1.1). The challenging issues for solving (1.1) include the domain truncation of whole space problem for long-time computing, the efficient and accurate spatial discretization, the long-time behaviour of the fully discretized integrators on the PDE, and even the accurate temporal approximation up to a fixed finite time, where the last issue is what we shall address in this paper. For attempts to control the temporal approximation error to arbitrary time, we refer to the work [24]. For the studies of the nonlinear Schrödinger equations with time-dependent random/rough potentials, we refer to [4, 12, 13, 16, 34, 42].

For the popular classical numerical integrators such as Strang splitting method or Crank-Nicolson finite difference method, when applied to the continuous D-NLS model (1.1) as we shall see in our numerical experiments, their accuracy order could be much less than the optimal second order rate. This is because the regularity of the spatial noise $\xi(x)$ could be very low (even in negative Sobolev space in some cases [10, 52]). This directly illustrates the problem of using high order splitting schemes for integrating (1.1), that the high order commutators [40, 49] generate high order differentiations on $\xi$, and so the unboundedness of such terms causes significant accuracy order reduction. For instance, without the boundedness of $\partial^4_t\xi$, the Strang splitting method will fail to offer the second order accuracy. Moreover, the potential will induce roughness to the solution of (1.1). Recently, when the potential $\xi(x)$ is assumed to be a Gaussian white noise, the well-posedness of the Cauchy problem (1.1) in torus has been established only in $H^1$ space [17], and its well-posedness in the whole space case has later been given in [18]. We will show in our study of (1.1) that for $\xi \in H^2$ and smooth initial data $u_0$, the regularity of the solution is just in $H^4$. Such solution with low regularity also causes order reductions for classical integrators. For instance, the Crank-Nicolson method requests the boundedness of the six order spatial derivatives of the solution to reach its second order accuracy. For a rigorous analysis of Crank-Nicolson method, we refer to [21]. To overcome the order reduction problem due to the lack of regularity in the solution, some state-of-the-art called the low-regularity Fourier integrators (LRI) have been proposed very recently for the nonlinear Schrödinger equations without the potential [14, 33, 38, 37], where the roughness was introduced through the initial data. The particular efforts of LRI were made to integrate the nonlinearity in physical space by losing two spatial derivatives for the second order accuracy in time. In the contrast to the setup in [14, 33, 38, 37], many physical problems related to (1.1) consider a smooth initial input [32, 38, 43, 47].

The purpose of this work is to develop the LRI method for solving the D-NLS (1.1), and we shall consider the random potential $\xi(x)$ generated either by the Gaussian distribution or uniform distribution with regularity at most $H^2$ or $L^2$. We shall first review some classical methods and address their order reductions on (1.1) with more details. Then to raise the accuracy order, we consider the LRI method from [33] and extend it to integrate (1.1). Special efforts are made here to integrate the potential term in (1.1) up to the second order accuracy by losing two spatial derivatives, and to keep the final form of the scheme explicitly defined in the physical space so that it can be programmed efficiently under the Fourier pseudo-spectral method for spatial discretization. Meanwhile, efforts are also made to avoid CFL-type stability conditions in the scheme, which is very important since the roughness in space requires very small spatial mesh size for accurate
approximations. We will prove the quadratic convergence in time of the proposed LRI in $L^2$-norm for $\xi \in H^2$. For rougher potential case, e.g. $\xi \in L^2$, many numerical experiments are done to show that the expectation of the $L^2$-error of LRI converges in time at a rate between one and two. Comparisons are made with the classical methods.

The rest of the paper is organised as follows. In Section 2 we review some classical integrators for nonlinear Schrödinger equations. In Section 3 we derive the LRI scheme for solving (1.1) with convergence analysis in the case $\xi \in H^2$. Numerical experiments with general random potentials are given in Section 4 and some conclusions are drawn in Section 5.

2. Classical numerical methods

In this section, we will briefly review some popular numerical integrators including the splitting methods and the finite difference methods for solving the nonlinear Schrödinger equations. In fact, these methods have been considered to integrate the discrete model (1.2) in the physical literatures, and here we present them for the continuous D-NLS (1.1). It is well known that the local truncation error of Strang splitting (2.1) is determined by the double Lie commutator of the kinetic part and the potential part of the equation (1.1), i.e. with notations from [10],

$$\text{local error} = O \left( r^3 [T, [T, V]](u) \right), \quad \text{with} \quad T(u) = \partial_x^2 u, \quad V(u) = (\xi + \lambda |u|^2) u.$$

That is to say the truncation error of Strang splitting for (1.1) contains the terms $O(r^3 \partial_x^4 u)$ and $O(r^3 \partial_x^4 \xi)$. In order to reach the optimal accuracy of the Strang splitting scheme (2.1), one will then ask for enough smoothness on both the potential $\xi$ and the initial data $u_0$ in (1.1). By using the

$$u(x, t) = \Phi^t_T(v_0(x)) = e^{it\partial_x^2} v_0(x), \quad w(x, t) = \Phi^t_V(u_0(x)) = e^{-it(\xi(x) + \lambda |u_0(x)|^2)} u_0(x).$$

Then through composition, the classical Lie-Trotter splitting method for (1.1) reads:

$$u(x, t_{n+1}) \approx \Phi^t_V \circ \Phi^t_T(u(x, t_n)), \quad n \geq 0,$$

which is of the first order accuracy in time under usual smooth enough setup [9]. By further requesting more smoothness on the initial data and the potential in (1.1), with more times of composition, one could in principle get the high order accurate splitting methods [9, 29, 31, 35, 36, 40, 19]. Among the second order methods, the most popular one is the Strang splitting method:

$$u^{n+1}(x) = \Phi^{t/2}_V \circ \Phi^t_T \circ \Phi^{t/2}_V(u^n(x)), \quad n \geq 0, \quad x \in \mathbb{T}.$$  

The scheme is time-symmetric, symplectic and it preserves the mass of the Schrödinger equation [6, 20].

It is well known that the local truncation error of Strang splitting (2.1) is determined by the double Lie commutator of the kinetic part and the potential part of the equation (1.1), i.e. with notations from [10],

$$\text{local error} = O \left( r^3 [T, [T, V]](u) \right), \quad \text{with} \quad T(u) = \partial_x^2 u, \quad V(u) = (\xi + \lambda |u|^2) u.$$
analysis from [40] without essential modifications, for a given \( \xi(x) \), the global approximation error of Strang splitting scheme (2.1) for solving (1.1) up to a fixed final time \( T > 0 \) reads
\[
\| u - u^n \|_{L^2} = O(\tau^2), \quad 0 \leq n \leq T/\tau, \quad \text{if} \quad \xi, u_0 \in H^4(\mathbb{T}).
\]
For higher order splitting schemes and their convergence results under smooth potential and initial data case, we refer to [49].

The Strang splitting scheme (2.1) has some analogies such as the SBAB method [39], which are also second order accurate under smooth setup. These splitting methods have been applied to integrate the discrete model (1.2) with uniform distribution random potential on a very large time interval in [25, 41, 46], and unlimited subdiffusions of initially localized waves were observed. Numerically, the performance of the SBAB method is similar to the Strang splitting, so here we just consider the Strang splitting as a representative from this class of methods. The spatial discretizations of (2.1) can be made by the Fourier pseudo-spectral method [15] thanks to the periodic setup.

2.2. Finite difference method. As the most traditional numerical methods, different kinds of finite difference discretizations have been proposed for the nonlinear Schrödinger equations [1, 3, 21, 44, 54]. Here, we consider a second order semi-implicit finite difference integrator (FD) for (1.1):
\[
i \frac{u^{n+1}(x) - u^{n-1}(x)}{2\tau} - \frac{1}{2} \frac{\partial^2}{\partial x^2} [u^{n+1}(x) + u^{n-1}(x)] + \xi(x)u^n(x) + \lambda|u^n(x)|^2u^n(x), \quad n \geq 1, \ x \in \mathbb{T},
\]
with the starting value obtained from a first order version:
\[
i \frac{u^1(x) - u^0(x)}{\tau} = -\partial_x^2 u^1(x) + \xi(x)u^0(x) + \lambda|u^0(x)|^2u^0(x), \quad x \in \mathbb{T}.
\]
The implicit and explicit treatments in the above scheme are to avoid CFL-type stability conditions and meanwhile to make it efficient for programming under the Fourier pseudo-spectral method for spatial discretizations.

This FD method has also been applied to solve the discrete model (1.2) in [25, 41, 46], where the same long-term dynamics were observed as from the splitting schemes. By Taylor’s expansion, it is clear that the local truncation error in (2.2) depends on \( O(\tau^3 \partial^3_x u) \) and \( O(\tau^3 \partial^2_x \partial^2_x^2 u) \). The boundedness of these two terms, under the smooth potential case, is equivalent to \( u \in H^6 \) by the equation (1.1). So as has been established in [1, 7, 21, 44, 54], the global error of the FD method (2.2) for solving (1.1) up to a fixed \( T > 0 \) is
\[
\| u - u^n \|_{L^2} = O(\tau^2), \quad 0 \leq n \leq T/\tau, \quad \text{if} \quad \xi \in C^\infty(\mathbb{T}), \ u \in H^6(\mathbb{T}).
\]
For the rough potential case of \( \xi \in L^\infty(\mathbb{T}) \), a rigorous first order convergence result has been established in [21].

We will apply the above presented second order classical methods to integrate the continuous D-NLS model (1.1), and study in particular their practical accuracy order in Section 3 by numerical experiments. As we shall see, all of them will suffer from accuracy order reductions, and so this gives us no motivation to include higher order methods here for (1.1), although some fourth order or eighth-order extensions of the presented second order scheme (2.1) have also been considered in the physical studies of the discrete problem (1.2) in [46].

As can be seen from above, the convergence order reduction problem is essentially due to the lack of enough regularity in the potential \( \xi \) as well as in the solution \( u \) of D-NLS (1.1). In some numerical recent work [33, 36] on nonlinear Schrödinger equations, the low-regularity of the solution and the order reduction problem of classical methods have also been addressed, where the roughness was introduced to the equation through the initial data. Here in D-NLS (1.1), the difference is that the roughness is induced inherently to the solution \( u \) by the spatial random potential \( \xi \), even under smooth initial input \( u_0 \) as we shall discuss in details later. Therefore, numerically more special efforts are needed to take care of both the potential and the solution.
3. Low-regularity Fourier integrator

To raise the accuracy of temporal approximation, in this section, we will consider the low-regularity Fourier integrator (LRI) from [33] to solve the D-NLS (1.1). The LRI has been proposed originally to integrate the cubic nonlinearity in the equation with the second order accuracy by losing two spatial derivatives of the solution. Here, we need some particular efforts to handle the potential term in (1.1). We shall first derive the scheme and then analyze its convergence.

We shall follow some of the notations used in [33], and for simplicity, the spatial variable $x$ of the functions will be omitted, e.g. $u(t) = u(x, t)$ and $\xi = \xi(x), x \in \mathbb{T}$.

3.1. Derivation of scheme. By introducing the twisted variable,

$$v(t) = e^{-it\partial_x^2}u(t), \quad t \geq 0, \quad x \in \mathbb{T},$$

(3.1)

becomes

$$i\partial_t v(t) = e^{-it\partial_x^2} \left[ \xi e^{it\partial_x^2} v(t) + \lambda |v|^{2} e^{it\partial_x^2} v(t) \right], \quad t > 0, \quad x \in \mathbb{T},$$

and then by using the Duhamel’s formula, the mild of solution of (3.1) at $t = t_n + s$ for some $n \geq 0$ and $0 \leq s \leq \tau$ reads

$$v(t_n + s) = v(t_n) - ie^{-it_n\partial_x^2} \int_0^s e^{-i\rho\partial_x^2} \left[ \xi e^{i(t_n+\rho)\partial_x^2} v(t_n + \rho) + \lambda |v(t_n + \rho)|^{2} e^{i(t_n+\rho)\partial_x^2} v(t_n + \rho) \right] d\rho.$$

By denoting for simplicity

$$V_n(s) = e^{it_n\partial_x^2} v(t_n + s), \quad 0 \leq s \leq \tau,$$

(3.3)

we get from (3.2),

$$V_n(s) = V_n(0) - i \int_0^s e^{-i\rho\partial_x^2} \left[ \xi e^{i\rho\partial_x^2} V_n(\rho) + \lambda |V_n(\rho)|^{2} e^{i\rho\partial_x^2} V_n(\rho) \right] d\rho, \quad 0 \leq s \leq \tau. \quad (3.4)$$

It is clear from the above that $V_n(s) = V_n(0) + O(s)$, where the term $O(s)$ does not involve any spatial derivatives. Therefore, by denoting $V_n = V_n(0)$ for short and making approximations $V_n(\rho) \approx V_n$ and $e^{\pm i\rho\partial_x^2} \approx 1$ in the integrand of (3.4), where the latter clearly costs two spatial derivatives, we get the following expansion/approximation:

$$V_n(\rho) = V_n - i\rho \left( \xi V_n + \lambda |V_n|^2 V_n \right) + O(\tau^2), \quad 0 \leq \rho \leq \tau, \quad n \geq 0. \quad (3.5)$$

The constant in the above truncation term $O(\tau^2)$ depends on $\partial_x^2 u$ and $\partial_x^2 \xi$. Under the boundedness of these terms, globally, its optimal accuracy is at first order.

Now we go for the second order accurate approximation. By plugging the first order accurate approximation (3.5) into (3.4), and then letting $s = \tau$, we find

$$V_n(\tau) = V_n + A_1(V_n) + A_2(V_n) + \mathcal{N}(V_n) + O(\tau^3), \quad n \geq 0, \quad (3.6)$$

where $\mathcal{N}$ denotes the $O(\tau)$ and $O(\tau^2)$ terms coming out from the cubic nonlinearity:

$$\mathcal{N}(V_n) = -i\lambda \int_0^\tau e^{-i\rho\partial_x^2} \left[ \left( e^{-i\rho\partial_x^2} V_n \right) \left( e^{i\rho\partial_x^2} V_n \right) \right] d\rho$$

$$+ \lambda^2 \int_0^\tau \rho e^{-i\rho\partial_x^2} \left[ \left( e^{-i\rho\partial_x^2} \left( |V_n|^2 V_n \right) \right) \left( e^{i\rho\partial_x^2} V_n \right) \right] d\rho$$

$$- 2\lambda^2 \int_0^\tau \rho e^{-i\rho\partial_x^2} \left[ \left( e^{i\rho\partial_x^2} \left( |V_n|^2 V_n \right) \right) \left( e^{i\rho\partial_x^2} V_n \right) \right] d\rho, \quad n \geq 0. \quad (3.7)$$
and $A_1(V_n)$, $A_2(V_n)$ denote the terms coming out from the potential part:

\[
A_1(V_n) = \lambda \int_0^\tau s e^{-i\xi V_n^2} \left[ e^{i\xi V_n^2} \left( \xi V_n \right) \right] ds - 2\lambda \int_0^\tau s e^{-i\xi V_n^2} \left[ e^{i\xi V_n^2} \left( \xi V_n \right) \right] ds,
\]

\[
- \int_0^\tau s e^{-i\xi V_n^2} \left[ \xi e^{i\xi V_n^2} \left( \xi V_n + \lambda |V_n|^2 V_n \right) \right] ds,
\]

\[
A_2(V_n) = -i \int_0^\tau s e^{-i\xi V_n^2} \left( \xi e^{i\xi V_n^2} V_n \right) ds, \quad n \geq 0.
\]

(3.8a)

(3.8b)

In (3.6), the truncation terms are those $O(\tau^3)$ terms from the multiplications of the cubic nonlinearity and the potential term, where the highest order spatial derivatives involved in the error constant are still $\partial_x^2 u$ and $\partial_x^2 \xi$.

In the following, we shall compute or further approximate the three terms $A_1(V_n)$, $A_2(V_n)$ and $N(V_n)$ in a sequel. The goal is to obtain their explicit (approximated) formulas in the physical space and meanwhile reach the global second order accuracy by losing at most two spatial derivatives of the functions including the solution $u$ and the potential $\xi$. Firstly, let us denote the Fourier transform of some function $f(x) : T = (-L, L) \to \mathbb{C}$ as

\[
\hat{f}_l = \frac{1}{2L} \int_T e^{-i\mu_l(x+L)} f(x) dx, \quad \text{with} \quad \mu_l = \frac{\pi l}{L},
\]

and we define the operator $\partial_x^{-m}$ as

\[
\partial_x^{-m} f(x) = \sum_{l \neq 0} (i\mu_l)^{-m} \hat{f}_l e^{i\mu_l(x+L)}, \quad m \in \mathbb{N}_+.
\]

**Integrating potential terms.**

For $A_1(V_n)$, by directly letting $e^{\pm i\xi V_n^2} \approx 1$ in (3.8a) and then integrating the rests exactly, it is easy to see that the following approximation

\[
A_1(V_n) \approx -\lambda \tau^2 \xi |V_n| V_n - \frac{\tau^2}{2} \xi^2 V_n, \quad n \geq 0,
\]

fulfills our aforementioned goal. The truncation error here is $O(\tau^3)$ with two spatial derivatives involved in the error constant. Now the difficulty comes to compute $A_2(V_n)$. First of all, we write $A_2(V_n)$ in the Fourier space

\[
A_2(V_n) = -i \sum_{l_1 + l_2 = l} e^{i\mu_l(x+L)} \int_0^\tau s e^{i\xi (\mu_l^1 - \mu_l^2)} \hat{\xi}_l(\hat{V}_n)_{l_2} ds
\]

\[
= -i \sum_{l_1 + l_2 = l} e^{i\mu_l(x+L)} \int_0^\tau s e^{i\xi (\mu_l^1 + 2\mu_l^1 \mu_l^2)} \hat{\xi}_l(\hat{V}_n)_{l_2} ds.
\]

(3.10)

It is seen that the two frequencies $l_1$ and $l_2$ are coupled here, which prevents us from evaluating the integral explicitly in the physical space. So some further approximations are needed, otherwise the scheme will be defined in Fourier space and one will have to deal with the convolution. Noting that

\[
e^{i\xi (\mu_l^1 + 2\mu_l^1 \mu_l^2)} = e^{i\xi \mu_l^1} e^{2i\mu_l^1 \mu_l^2} = e^{i\xi \mu_l^1} (1 + 2i\mu_l^1 \mu_l^2) + O(s^2 \mu_l^1 \mu_l^2),
\]

we can approximate the integrand in (3.10) as

\[
\int_0^\tau s e^{i\xi (\mu_l^1 + 2\mu_l^1 \mu_l^2)} ds
\]

\[
\approx \int_0^\tau s e^{i\xi \mu_l^1} (1 + 2i\mu_l^1 \mu_l^2) ds = \begin{cases} 
\frac{e^{i\tau \mu_l^2} \mu_l^1 - 1}{i\mu_l^1} + \frac{2\mu_l^1}{\mu_l^1} [e^{i\tau \mu_l^2} (i + \tau \mu_l^1) - i], & l_1 \neq 0, \\
\tau, & l_1 = 0,
\end{cases} \quad (3.12)
\]

so that the truncation error here is $O(\tau^3)$ with the loss of two spatial derivatives. It seems that this approximation fulfills our goal, but in the above formula (3.12) for $l_1 \neq 0$, we note that the second term is proportional to $\mu_l^1$, which corresponds to an explicit spatial derivative in the physical space. This kind of explicit spatial derivative term will induce stability issue in the final numerical scheme,
and one will end up with a CFL constraint on the time step and spatial mesh size for computing. It is known that spatial discretizations such as the Fourier pseudo-spectral method will only have an algebraic convergence rate and the rate could be very low when the solution is less regular \[14\]. Therefore, one will need to use small mesh size in space for accurate approximations, and then the CFL constraint would lead to severe inefficiency for practical computations in the rough solution situation. To enhance the stability, we introduce a filter \[3\]:

\[
\frac{\sin(\mu_2 \tau)}{\tau} = \mu_2 + O(\tau \mu_2^2),
\]

and the approximation in (3.12) further becomes

\[
\frac{2\mu_2}{\mu_1^2} \left[ e^{i\tau \mu_1^2 (i + \tau \mu_1^2)} - i \right] = \frac{2\sin(\mu_2 \tau)}{\mu_1 \tau} \left[ e^{i\tau \mu_1^2 (i + \tau \mu_1^2)} - i \right] + O(\tau^3 \mu_1 \mu_2^2), \quad \mu_1 \neq 0,
\]

(3.13)

where we used the fact \( e^{i\tau \mu_1^2 (i + \tau \mu_1^2)} - i = O(\tau^2 \mu_1^2) \). Similar filtering strategy for stability has been proposed in a very recent work \[14\] for the nonlinear Schrödinger equation, and we remark here that there are other possible choices of the filters \[31\] that could work here. Finding out the best one is beyond the scope of this work. Then in total, (3.10) is approximated as

\[
A_2(V_n) \approx -i \sum_{l_1 + l_2 = l, l_1 \neq 0} e^{i\mu_2(x+L)} \left[ \frac{e^{i\tau \mu_1^2} - 1}{i\mu_1^2} + \frac{2\sin(\mu_2 \tau)}{\mu_1 \tau} \left( e^{i\tau \mu_1^2 (i + \tau \mu_1^2)} - i \right) \right] \hat{\xi}_{l_1}(V_n)_{l_2} \\
- i \tau \sum_{l_2} e^{i\mu_2(z+L)} \hat{\xi}_0(V_n)_{l_2} \\
\xi_1 V_n - 2\xi_2 \sin(-i\tau \partial_x) V_n - i\tau \hat{\xi}_0 V_n, \quad n \geq 0,
\]

(3.14)

where

\[
\xi_1 := \frac{e^{-i\tau \partial_x^2} - 1}{\partial_x^2}, \quad \xi_2 := \frac{e^{-i\tau \partial_x^2 (i - \tau \partial_x^2)} - i}{\tau \partial_x^3}, \quad x \in \mathbb{T}.
\]

(3.15)

Here the \( \xi_1 \) and \( \xi_2 \) can be regarded as two regularized versions of the rough potential \( \xi \), which can be pre-computed. The truncation error here in (3.14) is a combination of error from (3.11) and (3.12), which in total is \( O(\tau^3) \) with the loss of two spatial derivatives. Now the formula (3.14) is defined explicitly in the physical space, and it can be programmed efficiently under the fast Fourier transform (FFT).

**Integrating the nonlinearity.**

For the part \( \mathcal{N}(V_n) \) defined in (3.7), we completely follow the second order approximation strategy in \[35\]. To be consistent, let us briefly go through some key approximations. First of all, by denoting

\[
J(V_n) = -i\lambda \int_0^\tau e^{-i\rho \partial_x^2} \left[ e^{-i\rho \partial_x^2} V_n \right] \left( e^{i\rho \partial_x^2} V_n^* \right) d\rho, \quad n \geq 0,
\]

the nonlinear terms in \( \mathcal{N}(V_n) \) can be written as

\[
\mathcal{N}(V_n) = J(V_n) + \lambda^2 \int_0^\tau \rho e^{-i\rho \partial_x^2} \left[ e^{-i\rho \partial_x^2} \left( |V_n|^2 V_n \right) \right] \left( e^{i\rho \partial_x^2} V_n^* \right) d\rho \\
- 2\lambda^2 \int_0^\tau \rho e^{-i\rho \partial_x^2} \left[ e^{i\rho \partial_x^2} \left( |V_n|^2 V_n \right) \right] \left| e^{i\rho \partial_x^2} V_n \right|^2 d\rho.
\]

The last two terms of the above are of \( O(\tau^2) \), and we can adopt the approximation \( e^{\pm i\rho \partial_x^2} \approx 1 \) similarly as before to get

\[
\mathcal{N}(V_n) \approx J(V_n) - \frac{1}{2} \lambda^2 \tau^2 |V_n|^4 V_n.
\]

(3.16)
For the part $J(V_n)$, in Fourier space we have

$$J(V_n) = -i\lambda \int_0^\tau \sum_{l_1+l_2+l_3=l} e^{i\mu_1(x+L)} e^{i\rho[\mu_1^2 + \mu_1^2 + (\mu_2^2 + \mu_3^2)]} \langle \hat{V}_n \rangle_{l_1} \langle \hat{V}_n \rangle_{l_2} \langle \hat{V}_n \rangle_{l_3} d\rho$$

$$= -i\lambda \int_0^\tau \sum_{l_1+l_2+l_3=l} e^{i\mu_1(x+L)} e^{i\rho(2\mu_1\mu_2 + 2\mu_2\mu_3)} \langle \hat{V}_n \rangle_{l_1} \langle \hat{V}_n \rangle_{l_2} \langle \hat{V}_n \rangle_{l_3} d\rho.$$ 

Then by the key fact for the phase term in the above [33]:

$$e^{i\rho(2\mu_1\mu_2 + 2\mu_2\mu_3)} = e^{2i\mu_1\mu_1\rho} + e^{2i\mu_2\mu_3\rho} - 1 + O(\rho^3 \mu_1\mu_2\mu_3),$$

one finds that

$$J(V_n) \approx J_1(V_n) + J_2(V_n) + i\lambda \int_0^\tau \sum_{l_1+l_2+l_3=l} e^{i\mu_1(x+L)} \langle \hat{V}_n \rangle_{l_1} \langle \hat{V}_n \rangle_{l_2} \langle \hat{V}_n \rangle_{l_3} d\rho$$

$$= J_1(V_n) + J_2(V_n) + i\lambda \tau |V_n|^2 V_n,$$

with

$$J_1(V_n) := -i\lambda \int_0^\tau \sum_{l_1+l_2+l_3=l} e^{i\mu_1(x+L)} e^{2i\mu_1\mu_1\rho} \langle \hat{V}_n \rangle_{l_1} \langle \hat{V}_n \rangle_{l_2} \langle \hat{V}_n \rangle_{l_3} d\rho,$$

$$J_2(V_n) := -i\lambda \int_0^\tau \sum_{l_1+l_2+l_3=l} e^{i\mu_1(x+L)} e^{2i\mu_2\mu_3\rho} \langle \hat{V}_n \rangle_{l_1} \langle \hat{V}_n \rangle_{l_2} \langle \hat{V}_n \rangle_{l_3} d\rho.$$ 

It can be seen that the above approximation is $O(\tau^3)$ with the cost of two spatial derivatives. After exact integrations in the above, the explicit formulas of $J_1(V_n)$ and $J_2(V_n)$ can be obtained in physical space:

$$J_1(V_n) = \frac{\lambda}{2} \left[ e^{-i\tau \partial_x^2} \partial_x^{-1} \left( e^{-i\tau \partial_x^2} \partial_x^{-1} \langle \hat{V}_n \rangle \right) \left( e^{i\tau \partial_x^2} \langle \hat{V}_n \rangle \right) - \partial_x^{-1} \left( \langle \partial_x^{-1} \langle \hat{V}_n \rangle \rangle \right) + \tau \langle \hat{V}_n \rangle_0 \left( V_n^2 - \langle \hat{V}_n \rangle_0 \right) + \tau |V_n|^2 \langle \hat{V}_n \rangle_0 \right],$$

and

$$J_2(V_n) = \frac{\lambda}{2} \left[ e^{-i\tau \partial_x^2} \left( \partial_x^{-1} e^{i\tau \partial_x^2} \langle \hat{V}_n \rangle \right)^2 - \left( \partial_x^{-1} \langle \hat{V}_n \rangle \right)^2 \right] \langle \hat{V}_n \rangle + \tau \langle \hat{V}_n \rangle_0 \left( 2V_n - \langle \hat{V}_n \rangle_0 \right) \langle \hat{V}_n \rangle.$$ 

Here we refer the readers to [33] for the detailed calculations of the last two formulas above. With the findings (3.18) and (3.19), we get the total approximation of $\mathcal{N}(V_n)$ in physical space from (3.17) and (3.16) as

$$\mathcal{N}(V_n) \approx J_1(V_n) + J_2(V_n) + i\lambda \tau |V_n|^2 V_n - \frac{1}{2} \lambda^2 \tau^2 |V_n|^4 V_n, \quad n \geq 0.$$

**Full scheme.**

Plugging the above approximation for $\mathcal{N}(V_n)$ into (3.10), we get

$$V_n(\tau) \approx V_n + i\lambda \tau |V_n|^2 V_n - \frac{1}{2} \lambda^2 \tau^2 |V_n|^4 V_n + A_1(V_n) + A_2(V_n) + J_1(V_n) + J_2(V_n)$$

$$= \left( 1 + i\lambda \tau |V_n|^2 - \frac{1}{2} \lambda^2 \tau^2 |V_n|^4 \right) V_n + A_1(V_n) + A_2(V_n) + J_1(V_n) + J_2(V_n).$$

As suggested in [33], the first term in the above approximation could be simplified as

$$V_n(\tau) \approx e^{i\lambda \tau |V_n|^2} V_n + A_1(V_n) + A_2(V_n) + J_1(V_n) + J_2(V_n) + O(\tau^3),$$

which gives the desired second order approximation of $V_n(\tau)$ for $n \geq 0$ with the cost of two spatial derivatives.
By Duhammel’s formula of (1.1), we have
\[
T > (1.1), \text{ then for some } T > 0.
\]
By the Bootstrap, we first assume that
\[
\sup_{t \in [0,T]} \| u(t) \|_{H^{\gamma}} < \infty.
\]
We have some formal a priori estimate results for the solution of (1.1) when \( T > 0 \), then
\[
0 \leq n \leq T/\tau.
\]
where \( \xi_1, \xi_2 \) are defined in (3.15), and \( J_1(\cdot), J_2(\cdot) \) are defined in (3.18) and (3.19).

The LRI scheme (3.20) is fully explicit in time, and it is explicitly defined in physical space. The two regularized potentials \( |\xi_1|^2 \) and \( |\xi_2|^2 \) in (3.15) can be computed once for all before the temporal iteration. The spatial discretization in (3.20) can be done by the Fourier pseudo-spectral method under our periodic setup. In practical implementation, we take
\[
\tau \leq \frac{T}{N}
\]
where \( N \) is the total number of space grid points, and (3.20) can be programmed efficiently via FFT with the computational cost per time step \( O(N \log N) \).

### 3.2. Convergence analysis

Here we give a convergence analysis for the proposed LRI (3.20) under assumption that in (1.1) a sampled potential \( \xi \in H^{\gamma+2}(\mathbb{T}) \) for some \( \gamma \geq 0 \). For simplicity of notations, we shall denote \( A \lesssim B \) for \( A \leq CB \) with some generic constant \( C > 0 \) independent of \( n \) or \( \tau \).

**Theorem 3.1.** Assume that \( \xi \in H^{\gamma+2}(\mathbb{T}) \) and \( u_0 \in H^{\gamma+2}(\mathbb{T}) \) for some \( \gamma \geq 0 \), then for the numerical solution \( u^n \) defined in the LRI (3.20) up to some fixed \( T > 0 \), there exists constant \( \tau_0 > 0 \) such that when \( 0 < \tau \leq \tau_0 \),
\[
\| u(t,n) - u^n \|_{H^\gamma} \lesssim \tau^2, \quad 0 \leq n \leq T/\tau.
\]

To prove the theorem, we first establish some lemmas for stability and local error estimates. First of all, we have some formal a priori estimate results for the solution of (1.1) when \( \xi \in H^{\gamma+2} \).

**Lemma 3.2.** (A priori estimate in \( H^{\gamma+2} \)) If \( \xi \in H^{\gamma+2}(\mathbb{T}) \) and \( u_0 \in H^{\gamma+2}(\mathbb{T}) \) for some \( \gamma \geq 0 \) in (1.1), then for some \( T > 0 \), we have \( u \in L^\infty(0,T), H^{\gamma+2}(\mathbb{T}) \).

**Proof.** By Duhammel’s formula of (1.1), we have
\[
u(t) = e^{i\tau \partial_x^2} u_0 - i \int_0^t e^{i(t-s) \partial_x^2} (\xi + \lambda |u(s)|^2) u(s) ds, \quad t \geq 0.
\]
By the Bootstrap, we first assume that \( u \in L^\infty((0,T), H^{\gamma+2}(\mathbb{T})) \) for some \( T > 0 \). By taking \( H^{\gamma+2} \)-norm on both sides of (3.21), and using the triangle inequality as well as the Sobolev’s inequality, we have
\[
\| u(t) \|_{H^{\gamma+2}} \leq \| u_0 \|_{H^{\gamma+2}} + \int_0^t \left( \| \xi \|_{H^{\gamma+2}} \| u(s) \|_{H^{\gamma+2}} + \lambda \| u(s) \|^2_{H^{\gamma+2}} \right) ds,
\]
\[
\leq \| u_0 \|_{H^{\gamma+2}} + t \left( \| \xi \|_{H^{\gamma+2}} \| u \|_{L^\infty(0,T), H^{\gamma+2}} + \lambda \| u \|^3_{L^\infty(0,T), H^{\gamma+2}} \right), \quad 0 \leq t \leq T.
\]
Then the conclusion of this lemma follows by the standard Bootstrap argument.

It is clear that the regularity of the solution of (1.1) is determined by both the initial data and the potential. In many of the related physical applications, the initial input \( u_0 \) of (1.1) is indeed rather smooth. So here we give an improved regularity result for the solution \( u \) of (1.1) when \( u_0 \) is from at least \( H^{\gamma+4}(\mathbb{T}) \). This, however, is neither necessary for establishing the convergence result in Theorem 3.1 nor helps to make practical improvements on the performance of the proposed LRI scheme, which will be illustrated by our numerical results. The reason is that the truncation error from the rough potential \( \xi \) in the scheme will become the dominant term under the smoother data case, and this can be seen in the coming analysis of the local error.

**Lemma 3.3.** (A priori estimate in \( H^{\gamma+4} \)) If \( \xi \in H^{\gamma+4}(\mathbb{T}) \) and \( u_0 \in H^{\gamma+4}(\mathbb{T}) \) for some \( \gamma \geq 0 \) in (1.1), then for some \( T > 0 \), we have \( u \in L^\infty((0,T), H^{\gamma+4}(\mathbb{T})) \).
Proof. Similarly by Bootstrap, we assume \( u \in L^\infty((0,T), H^{\gamma+4}(\mathbb{T})) \) for some \( T > 0 \). By the equation (1.1) and using Sobolev’s inequality, we find for \( 0 \leq t \leq T \),
\[
\| \partial_t u(t) \|_{L^{\gamma+2}} \leq \| u \|_{L^\infty((0,T), H^{\gamma+4})} + \| \xi \|_{H^{\gamma+2}} \| u \|_{L^\infty((0,T), H^{\gamma+4})} + \lambda \| u \|^3_{L^\infty((0,T), H^{\gamma+4})}.
\]
(3.23)
On the other hand, using integration-by-parts for (3.21), with our notation \( \partial_x^2 \) defined before, we have
\[
u(t) = e^{i\alpha_x^2} u_0 + \partial_x^2 \left[ (\xi + \lambda |u(t)|^2) u(t) - e^{i\alpha_x^2} (\xi + \lambda |u_0|^2) u_0 \right] - i \int_0^t \left[ \left( \xi u_t(s) + \lambda |u|^2 u_0(s) \right) ds \right.
\]
\[
- \partial_x^2 \int_0^t e^{i(t-s)\partial_x^2} \left[ \xi u_t(s) + 2\lambda \partial_x u(s) |u(s)|^2 + \lambda \partial_x \overline{u}(s) u^2(s) \right] ds, \quad t \geq 0.
\]
(3.24)
By taking the \( H^{\gamma+4} \)-norm on both sides of (3.24), we have for \( 0 \leq t \leq T \),
\[
\| u(t) \|_{H^{\gamma+4}} \leq \| u_0 \|_{H^{\gamma+4}} + \| \xi \|_{H^{\gamma+2}} \| u_0 \|_{H^{\gamma+4}} + \lambda \| u_0 \|^3_{H^{\gamma+4}} + \| \xi \|_{H^{\gamma+2}} \| u(t) \|_{H^{\gamma+4}} + \lambda \| u(t) \|^3_{H^{\gamma+4}}
\]
\[
+ C \int_0^t \left[ \| \xi \|_{H^{\gamma+2}} \| u(s) \|^2_{H^{\gamma+2}} + \lambda \| u(s) \|^3_{H^{\gamma+2}} \right] ds
\]
\[
+ \int_0^t \left[ \| \xi \|_{H^{\gamma+2}} + 2\lambda \| u(s) \|^2_{H^{\gamma+2}} + \lambda \| u(s) \|^3_{H^{\gamma+2}} \right] \| \partial_x u(s) \|_{H^{\gamma+2}} ds, \quad 0 \leq t \leq T,
\]
where \( C > 0 \) depends only on the size of the torus. Then by plugging (3.22) and (3.23) into the above inequality, the conclusion of this lemma is obtained by Bootstrap argument. \( \square \)

To avoid the technical difficulty for proof, we shall consider in the following \( \gamma > \frac{1}{2} \) so that we have the algebraic property of the Sobolev space \( H^{\gamma} \). The extension to \( \gamma \geq 0 \) can be obtained by following the strategy in \([10]\) to establish a weaker convergence rate of the scheme in order to obtain the boundedness of the numerical solution. Now we define numerical flow map of the LRF (3.20) as
\[
\Psi_{\gamma}(w) := e^{i\sigma_x^2 w} + J_1(w) + J_2(w) - \lambda \xi \xi |w|^2 w - \frac{\tau^2}{2} \xi^2 w + \xi_1 w - 2\xi_2 \sin(-i\tau \partial_x) w - i\tau \hat{\xi}_0 w
\]
for some function \( w \) on \( \mathbb{T} \), and then we have the following stability result.

**Lemma 3.4.** (Stability) For \( w_1, w_2 \in H^{\gamma}(\mathbb{T}) \) and \( \xi \in H^{\gamma+2}(\mathbb{T}) \) with some \( \gamma > \frac{1}{2} \), we have
\[
\| \Psi_{\gamma}(w_1) - \Psi_{\gamma}(w_2) \|_{H^{\gamma}} \leq \tau \| w_1 - w_2 \|_{H^{\gamma}}
\]
(3.25)

**Proof.** By directly taking the difference between \( \Psi_{\gamma}(w_1) \) and \( \Psi_{\gamma}(w_2) \) defined as above, and then taking the \( H^{\gamma} \)-norm on both sides, we find
\[
\| \Psi_{\gamma}(w_1) - \Psi_{\gamma}(w_2) \|_{H^{\gamma}} \leq \zeta_1 + \zeta_2,
\]
(3.25)
where we denote
\[
\zeta_1 = \| e^{i\lambda \sigma_x^2} w_1 - e^{i\lambda \sigma_x^2} w_2 \|_{H^{\gamma}} + \| J_1(w_1) - J_1(w_2) \|_{H^{\gamma}} + \| J_2(w_1) - J_2(w_2) \|_{H^{\gamma}}
\]
\[
\zeta_2 = \lambda \xi^2 \| \xi (|w_1|^2 w_1 - |w_2|^2 w_2) \|_{H^{\gamma}} + \frac{\tau^2}{2} \| \xi^2 (w_1 - w_2) \|_{H^{\gamma}} + \| \xi_1 (w_1 - w_2) \|_{H^{\gamma}}
\]
\[
+ 2 \| \xi_2 \sin(-i\tau \partial_x) (w_1 - w_2) \|_{H^{\gamma}} + \tau \| \hat{\xi}_0 (w_1 - w_2) \|_{H^{\gamma}}.
\]
For the estimate of \( \zeta_1 \), we refer the readers to \([33]\) (Lemma 3.1) for the result:
\[
\zeta_1 \leq \| w_1 - w_2 \|_{H^{\gamma}} \leq \tau \| w_1 - w_2 \|_{H^{\gamma}}.
\]
Now we consider $\zeta_2$. Since $\xi, w_1, w_2 \in H^\gamma$, so by Sobolev’ inequality we have
\[ \zeta_2 \lesssim \tau \|w_1 - w_2\|_{H^\gamma} + \|\xi_1(w_1 - w_2)\|_{H^\gamma} + \|\xi_2 \sin(-i\tau \partial_x)(w_1 - w_2)\|_{H^\gamma}. \] (3.27)

For the two regularized potentials $\xi_1$ and $\xi_2$ in (3.15), by their definitions in Fourier space and Taylor’s expansion, we have
\[ \xi_1 = \sum_{l \neq 0} e^{i\mu_l(x+L)} \frac{1 - e^{i\tau \mu_l^2}}{\mu_l^2} \xi_l = -i\tau \sum_{l \neq 0} e^{i\mu_l(x+L)} \int_0^1 e^{i\tau \mu_l^2 \theta} d\theta \xi_l, \]
and
\[ \xi_2 = \sum_{l \neq 0} e^{i\mu_l(x+L)} \frac{1 - i\tau \mu_l^2 - \tau \mu_l^2 e^{i\tau \mu_l^2}}{i\tau \mu_l^2} \xi_l = \tau \sum_{l \neq 0} e^{i\mu_l(x+L)} \mu_l \left[ \int_0^1 (1 - \theta) e^{i\tau \mu_l^2 \theta} d\theta - \int_0^1 e^{i\tau \mu_l^2 \theta} d\theta \right] \xi_l. \]

Therefore, by Parseval’s identity, we have
\[ \|\xi_1\|_{H^\gamma} \lesssim \tau \|\xi\|_{H^{\gamma+1}}, \|\xi_2\|_{H^\gamma} \lesssim \tau \|\xi\|_{H^{\gamma+1}}, \] (3.28)
and then we get from (3.27),
\[ \zeta_2 \lesssim \tau \|w_1 - w_2\|_{H^\gamma} + \tau \|\xi\|_{H^{\gamma+1}} \|w_1 - w_2\|_{H^\gamma} \lesssim \tau \|w_1 - w_2\|_{H^\gamma}. \] (3.29)

By plugging (3.29) and (3.30) into (3.35) gives the result of the lemma.

Next, for the local truncation error of the LRI scheme, we have the following estimate.

**Lemma 3.5. (Local error)** Under the assumption in Theorem 3.7, we have the following estimate of the local truncation error of the scheme (3.26),
\[ \|u(t_{n+1}) - \Psi_T(u(t_n))\|_{H^\gamma} \lesssim \tau^3, \quad 0 \leq n < T/\tau. \]

**Proof.** Noting by our notation (3.3) that $V_n(\tau) = e^{-i\tau \partial_x^2}u(t_n+1)$ and $V_n = u(t_n)$, we have
\[ \|u(t_{n+1}) - \Psi_T(u(t_n))\|_{H^\gamma} = \|V_n(\tau) - K(V_n) - P(V_n)\|_{H^\gamma}, \] (3.30)
where we denote $\Psi_T(w) = e^{i\tau \partial_x^2}(K(w) + P(w))$ with
\[ K(w) := e^{i\lambda x |w|^2}w + J_1(w) + J_2(w), \]
and
\[ P(w) := \hat{P}(w) - \lambda \tau^2 |w|^2 w - \frac{\tau^2}{2} \xi_2 w, \quad \hat{P}(w) := \xi_1 w - 2\xi_2 \sin(-i\tau \partial_x)w - i\tau \xi_0 w, \] (3.31)
for some $w$ on $T$. Based on the assumption, we have by Lemma 3.2 $u(t) \in H^{\gamma+2}$ for $0 \leq t \leq T$, and so does the filtered variable $v(t)$ in (3.4) or $V_n(\rho)$ in (3.3) for $0 \leq \rho \leq \tau$ and $0 \leq n < T/\tau$. Then by (3.4), for the approximation used in (3.3), we have $\|V_n(\rho) - V_n\|_{H^\gamma} \lesssim \tau$. Then by Taylor’s expansion and noting that $\xi \in H^{\gamma+2}$, as has also been explained in the derivation of (3.30) and (3.6), we have
\[ \|V_n(\tau) - V_n - A_1(V_n) - A_2(V_n) - \mathcal{N}(V_n)\|_{H^\gamma} \lesssim \tau^3, \quad 0 \leq n < T/\tau, \]
with $\mathcal{N}$ and $A_1, A_2$ defined respectively in (3.7) and (3.8). So by triangle inequality, (3.30) gives
\[ \|V_n(\tau) - K(V_n) - P(V_n)\|_{H^\gamma} \lesssim \tau^3 + \|V_n + \mathcal{N}(V_n) - K(V_n)\|_{H^\gamma} + \|A_2(V_n) - \hat{P}(V_n)\|_{H^\gamma}. \] (3.32)

On the right-hand-side of (3.32), the second term is the truncation error of integrating the equation (1.1) apart from the potential term, which reads the same as has been considered in [33]. Noting by our a priori estimate result in Lemma 3.2 that the regularity on the solution $u$ of (1.1) satisfies the assumptions in [33] (Lemma 2.7), i.e. $u \in H^{\gamma+2}$, so here we directly quote the result:
\[ \|V_n + \mathcal{N}(V_n) - K(V_n)\|_{H^\gamma} \lesssim \tau^3. \] (3.33)
We now focus on the last two terms in (3.32) related to the approximations of the potential term. Firstly, for the approximation of $A_1(V_n)$ as in (3.31), we note that all the truncations here are from $e^{\pm i\nu_l t} \approx 1$. So similarly as before by Taylor’s expansion, we can clearly have

$$
\left\| A_1(V_n) + \lambda \tau^2 |\xi|^2 |V_n|^2 V_n + \frac{\tau^2}{2} \xi^2 V_n \right\|_{H^\gamma} \lesssim \tau^3.
$$

(3.34)

Next, we estimate the error in approximating $A_2(V_n)$: $\| A_2(V_n) - \hat{P}(V_n) \|_{L^2}$. Using Taylor’s expansion and our estimate for $\xi_2$ in (3.28), we see

$$
\| \xi_2 \sin(-i\tau \partial_x) V_n + \xi_2 i\tau \partial_x V_n \|_{H^\gamma} \lesssim \tau^2 \| \xi_2 \|_{H^\gamma} \| V_n \|_{H^{\gamma+2}} \lesssim \tau^3 \| \xi \|_{H^{\gamma+1}} \| V_n \|_{H^{\gamma+2}} \lesssim \tau^3,
$$

and so by noting $\hat{P}$ defined in (3.31) and using the triangle inequality, we get

$$
\left\| A_2(V_n) - \hat{P}(V_n) \right\|_{L^2} \lesssim \left\| A_2(V_n) - \xi_1 V_n - 2 \xi_2 i\tau \partial_x V_n + \xi_0 V_n \right\|_{H^\gamma} + \tau^3.
$$

(3.35)

By noting (3.10), and the exact integration in (3.12), we have

$$
A_2(V_n) - \xi_1 V_n - 2 \xi_2 i\tau \partial_x V_n + \xi_0 V_n = -i \sum_{l_1 + l_2 = l} e^{i\mu l \tau} \int_0^\tau e^{i\nu_l s} \left( e^{i\lambda l \tau} P_{l_1} - 1 - 2i\mu_1 \mu_2 s \right) \tilde{s} \xi_1(V_n)_{l_2} ds,
$$

and so by Taylor’s expansion and Parseval’s identity,

$$
\left\| A_2(V_n) - \xi_1 V_n - 2 \xi_2 i\tau \partial_x V_n + \xi_0 V_n \right\|_{H^\gamma} \lesssim \tau^3 \| \xi \|_{H^{\gamma+2}} \| V_n \|_{H^{\gamma+2}} \lesssim \tau^3.
$$

Therefore, (3.33) gives

$$
\left\| A_2(V_n) - \hat{P}(V_n) \right\|_{L^2} \lesssim \tau^3,
$$

and in combine with (3.33) and (3.34), we further get from (3.32)

$$
\| V_n(\tau) - K(V_n) - P(V_n) \|_{H^\gamma} \lesssim \tau^3.
$$

□

As we mentioned before, here it can be seen from the above lemma that as long as $u \in H^{\gamma+2}$, the leading order term in the truncation error of the LRI scheme is determined by the regularity of $\xi$.

Now combing the above lemmas for local error and stability, we can give the proof of our convergence theorem.

Proof for Theorem 3.21

Proof. By the triangle inequality and the scheme (3.20), we find for $0 \leq n < T/\tau$,

$$
\| u(t_{n+1}) - u^n \|_{H^\gamma} \leq \| u(t_{n+1}) - u^n \|_{H^\gamma} + \| u^n - u^n \|_{H^\gamma}.
$$

Under an induction argument for the boundedness of the numerical solution $u^n$, and then using Lemma 3.5 and Lemma 3.4 we get

$$
\| u(t_{n+1}) - u^n \|_{H^\gamma} \leq \| u(t_n) - u^n \|_{H^\gamma} \lesssim \tau^3 + \tau \| u(t_n) - u^n \|_{H^\gamma}.
$$

Then the theorem is proved by the Gronwall’s inequality when $\tau \leq \tau_0$ for some constant $\tau_0 > 0$ depends on $T$ and the norms of $u_0, \xi$.

□

3.3. Random potential. To finish this section, we discuss about the random potential that will be considered for our numerical experiments later. By following the strategy from the literature [11, 12, 32], we shall construct the random potential $\xi(x)$ in (1.1) for our numerical tests as:

$$
\xi(x) = \frac{1}{C_0} \sum_{l=-N/2}^{N/2-1} \frac{1}{\nu_l} \zeta_l e^{i\mu_l (x+L)} + \text{c.c.}, \quad x \in \mathbb{T}, \quad \text{with} \quad \nu_l = \begin{cases} 
1, & \text{if } l \neq 0, \\
1, & \text{if } l = 0,
\end{cases}
$$

(3.36)

where $N > 0$ is the number of spatial grids, $\nu_l$ is a regularizing factor with $\theta > 0$, $C_0 > 0$ is some scaling factor, the sequence $\zeta_l$ are i.i.d. complex random variables, and c.c. denotes the complex conjugate. This setup (3.36) is consistent with the periodic boundary condition in (1.1) for computations. By tuning the parameters, we are able to get $\xi(x)$ with the desired regularity on
T, in order to verify our theoretical convergence result. For the random Fourier components \( \hat{\xi}_l \), we will consider the case of the uniform distribution as has been considered in \([32]\). Such potential can also be viewed as a continuous analogy of the on-site random potential for the discrete model \((1.2)\) in the physical work \([25, 11, 16]\). Moreover, we will also consider the normal distribution for \( \xi_l \) in our numerical examples. As has been shown in \([32]\), for \( \theta = 0 \), \( C_0 = O(1) \) and \( N \to \infty \), when \( \hat{\xi}_l \) are taken as complex-valued standard normal distributions, the \( \xi(x) \) given in \((3.36)\) is a Gaussian white noise which has been considered for \((1.1)\) in the physical and mathematical studies \([15, 17, 18, 23]\).

In details, we shall consider the scaling factor \( C_0 = O(N) \) (same as in discrete inverse Fourier transform) in \((3.36)\). This scaling factor here is also served to control the peak value of \( \xi \), in order to avoid numerical stability issue, otherwise the constant \( \tau_0 > 0 \) in Theorem \(3.1\) may be very small. To verify our theoretical results in Section \(3.2\) we shall take \( \theta = 2 \) and \( \xi_l \) as the uniform distribution in a bounded interval, so that the potential \( \xi(x) \in H^2(\mathbb{T}) \) as \( N \to \infty \). Meanwhile, as explained above, we will test the case that \( \hat{\xi}_l \) satisfy the normal distribution. As will be shown by our numerical results, for both cases of the considered random potentials with initial data \( u_0 \in H^2 \), the expectation of the global error of the fully discretized LRI scheme \((3.20)\) (with Fourier pseudo-spectral method in space) reads

\[
\mathbb{E}(\|u - u^n\|_{L^2}) = O(\tau^2) + O(h^2), \quad 0 \leq n \leq T/\tau,
\]

for a fixed time \( T > 0 \). The temporal error part reads the same as has been stated in the Theorem \(3.1\). For the spatial error part in the above, we can formally see it as follows. In evaluation of the LRI scheme \((3.20)\), we need to compute the terms \( e^{i\tau \partial_t^2}(\hat{\xi}|u^n|^2u^n) \), \( e^{i\tau \partial_t^2}(\xi^2u^n) \) and \( e^{i\tau \partial_t^2}(\hat{\xi}_0u^n) \). Therefore, if \( \xi \in H^2 \) and \( u \in H^2 \), the interpolation error from them is then known to be \( O(h^2) \) under the \( L^2 \)-norm \([15]\). With smoother initial data, e.g. for \( u_0 \) better than \( H^2 \) so that \( u \) is smoother as stated in Lemma \(3.3\) the spatial error will not be improved, because the dominated error will then be the part from the interpolation of \( \xi \), which is still \( O(h^2) \).

Afterwards, we will perform the corresponding numerical tests under the less regular situation for potential \( \xi(x) \), e.g. \( \theta = 0 \) in \((3.36)\). In these random potential cases, as we shall show by extensive numerical studies in the next section, for the fully discretized LRI scheme \((3.20)\), the expectation of the global error appears to be

\[
\mathbb{E}(\|u - u^n\|_{L^2}) = O(\tau^p) + O(h^q), \quad 0 \leq n \leq T/\tau,
\]

with some \( 1 < p < 2 \) and \( 0 < q < 1 \) for a fixed \( T > 0 \).

4. Numerical results

In this section, we are going to conduct numerical tests of the presented methods, i.e. the classical methods from Section \(2\) and the proposed LRI method \((3.20)\). We shall present the numerical results to illustrate and compare the accuracy of the methods.

4.1. Test on discrete D-NLS. Firstly, let us present the test of the classical methods, i.e. the splitting methods and the finite difference methods, on the discrete model \((1.2)\) truncated to a finite-size periodic lattice:

\[
\begin{align*}
\dot{u}_l(t) &= -J[u_{l+1}(t) + u_{l-1}(t)] + \xi_l u_l(t) + \lambda |u_l(t)|^2 u_l(t), \quad t > 0, \quad -N \leq l \leq N, \\
u_{-N-1}(t) &= u_{N-1}(t), \quad u_{-N-1}(t) = u_{N-1}(t), \quad u_{N+1}(t) = u_{N+1}(t), \quad t \geq 0, \\
u_l(0) &= u^0_l, \quad -N \leq l \leq N,
\end{align*}
\]

as have been done in the physical studies \([22, 25, 11, 16]\). This test is made here to confirm the optimal convergence rate of the classical methods on the discrete model, and to compare later with their performances on the continuous D-NLS \((1.1)\). In \((4.1)\), we take \( J = 1, N = 128 \) for the lattice size and \( \lambda = 1 \) as for the defocusing interaction. The discrete random potential \( \xi_l \) are taken as i.i.d. uniform distribution in \([-1, 1]\) or standard normal distribution, and the initial data is imposed as zero except on three central sites:

\[
u_{-1} = u_1 = 1/4, \quad u_0 = 1/2.
\]
The detailed schemes of the Strang splitting method and the semi-implicit finite difference (FD) method on the discrete model (4.1) are given in Appendix A. The expectation of their relative errors $E(\|u - u^n\|_{L^\infty} / \|u\|_{L^\infty})$ at $t_n = T = 1$ under 100 samples are plotted in Figure 1. Here the reference solution is obtained for each sample by Strang splitting method with time step $\tau = 10^{-4}$.

It can be seen from Figure 1 that the errors of the two classical integrators converge at the second order rate which is their optimal convergence rate, and the splitting scheme is more accurate than the finite difference scheme. They and their higher order extensions can simulate the discrete D-NLS (1.2) accurately and efficiently.

4.2. Test on continuous D-NLS. Now, we conduct tests of the classical methods: the Strang splitting method (2.1) and the FD method (2.2), and the proposed LRI method (3.20) on the continuous D-NLS (1.1). We will consider three numerical examples as follows.

**Example 4.1.** ($H^2$-potential) Firstly, to verify our theoretical result, we consider a numerical experiment of a defocusing case $\lambda = 1$ on a torus $\mathbb{T} = (-\pi, \pi)$ with $\xi(x) \in H^2(\mathbb{T})$ for (1.1). We use the strategy as mentioned before in (3.36) to construct the spatial random potential $\xi$. Precisely, we take

$$\xi_0(x) = |\partial_{x,N}|^{-\theta}(\omega_1 + i\omega_2) + c.c., \quad \xi(x) = \frac{2\xi_0(x)}{\|\xi_0\|_{L^\infty}}, \quad x \in \mathbb{T},$$

where $\omega_1, \omega_2 \in \mathbb{R}^N$ are two i.i.d. random vectors of length $N > 0$ with $N$ equal to the number of spatial grids, and the pseudo-differential operator $|\partial_{x,N}|^{-\theta}$ reads: for Fourier modes $l =
Figure 3. Spatial convergence in Example 4.1 with smooth $u_0$: the error $E(\|u - u^n\|_{L^2}/\|u\|_{L^2})$ under potential generated by uniform distribution (left) and normal distribution (right).

Figure 4. Profile of scaled Fourier models $\eta_l(t) = E(|\hat{u}_l(t)|^4)$ in Example 4.1 with $u_0$ smooth at different time $t = T$ (potential generated by normal distribution).

Figure 5. Temporal convergence in Example 4.1 with $u_0 \in H^2$: the error $E(\|u - u^n\|_{L^2}/\|u\|_{L^2})$ under potential generated by uniform distribution (left) or normal distribution (right).

$\theta \geq 0$.

$$\bigl[\partial_{x,N}^{-\theta} \bigr]_I := \begin{cases} |l|^{-\theta}, & \text{if } l \neq 0, \\ 1, & \text{if } l = 0 \end{cases}$$
We fix $\theta = 2$ in this example for $\xi(x) \in H^2(T)$. The random variables $\omega_1$, $\omega_2$ are taken either as the uniform distribution in $[-1,1]$ or as the standard normal distribution. For the initial input in (1.1), we first take a smooth periodic initial function:

$$u_0(x) = \frac{\cos(x) + i \sin(2x)}{1 + \sin(x)^2}, \quad x \in \mathbb{T}.$$  

We use 100 samples of the potential from (1.2), and compute the expectation of the $L^2$-norm of the relative error:

$$\text{error} = \mathbb{E}\left(\|u(\cdot,t = t_n) - u^n\|_{L^2}/\|u(\cdot,t = t_n)\|_{L^2}\right), \quad (4.3)$$

at $t_n = T = 0.5$. The reference solution of each sample is obtained by Strang splitting method under very small mesh size, e.g. $\tau = 10^{-5}$ and $N = 2^{13}$. To test the temporal accuracy, we fix spatial mesh size $h = 2\pi/N$ with $N = 2^{13}$. The errors of the Strang splitting method (2.1), the FD method (2.2) and the LRI method (3.20) are plotted in Figure 2. The spatial errors of the methods are illustrated in Figure 3 under fixed time step $\tau = 10^{-5}$.

To illustrate the regularity of the solution under the setup, we apply the LRI method to investigate the asymptotical decay rate of the Fourier modes $\hat{u}_l(t)$ of (1.1) with respect to $l$. We consider the potential (1.2) generated by the standard normal distribution and compute the average of the scaled modes $\eta(t) := \mathbb{E}(|\hat{u}_l(t)|^4)$ in Figure 4, we plot $\eta(t)$ for modes $0 < l < N/2$ at different time $t$ obtained by the LRI (3.20) under $N = 2^{10}$ and $\tau = 5 \times 10^{-5}$. The corresponding result for $\xi$ generated by the uniform distribution is very similar, and so it is omitted here for brevity.

To further test the impact from the smoothness of the initial data and verify the convergence of our LRI scheme under the precise setup as stated in Theorem 3.1 we now switch to a $H^2$-data constructed similarly as the potential:

$$u_0(x) = \frac{|\partial_x N|^2 U_N}{\|\partial_x N|^2 U_N\|_{L^\infty}}, \quad x \in \mathbb{T}, \quad U_N = \text{rand}(N,1) + i \text{rand}(N,1),$$

with $\text{rand}(N,1)$ uniformly distributed in $[0,1]^N$. Under the same computational parameters, the corresponding temporal error is plotted in Figure 6. For the spatial error, the results from the Strang splitting method and the LRI method in this rough initial data case are very similar as in the smooth data case shown in Figure 5. The FD method in this case significantly loses convergence rate, which is as expected. Since the spatial discretization error under rough data case is not what we aim to emphasize, so the results are omitted here for brevity.

Based on the numerical results from Figures 2, 5, we can see that

1) The convergence results for $\xi$ generated from the uniform distribution and from the normal distribution in (4.2) are very similar (see Figures 2, 3, 5). For the uniform distribution case of potential $\xi \in H^2$ and the rough initial data $u_0 \in H^2$, the presented LRI scheme (3.20) can reach its optimal second order convergence rate in time (see Figure 5), which justifies our theoretical convergence result in Theorem 3.1. For normal distribution case, the convergence of LRI is observed in the sense of expectation, and such strong convergence needs further rigorous analysis.

2) Under the potential $\xi \in H^2$ and the smooth initial data case, the solution of (1.1) is in $H^4$ (see Figure 4), which justifies the result in Lemma 3.3. In such case, the FD method still converges at the second order rate in time, which is surprising, but we note that similar super-convergence phenomenon of the FD method has also been reported in [21] and may need future analysis. Under the rough initial data case, i.e. $H^2$-data, the FD method suffers from the expected order reduction in time (see Figure 5).

3) The temporal error of the Strang splitting method shows wide oscillations and a unstable convergence rate, which significantly downgrades its computational efficiency. Under the smooth initial data case and the $H^2$-data case, the Strang splitting method has very close convergence results (see Figures 2, 5). This tells that the error of Strang splitting is mainly determined by the roughness from the potential.

4) For the spatial discretization error, under smooth data case, the three tested methods all show the second order convergence rate in space (see Figure 3), where the dominate error is from the interpolation of the rough potential $\xi$ as we explained in Section 3.
Example 4.2. ($L^2$-potential) We now turn to test the presented numerical methods under the case of potentials rougher than that can be covered in our convergence theorem. In (1.1), we take $\lambda = 1$ and consider potential $\xi \in L^2(\mathbb{T})$ with $\mathbb{T} = (-\pi, \pi)$, which mimics the discrete case in (4.1) pointwisely:

$$
\xi(x_j) = \xi_j, \quad x_j = -\pi + jh, \quad j = 0, 1, \ldots, N - 1, \quad (4.4)
$$
where $\xi_j$ are i.i.d. uniform distribution in $[-1, 1]$ and $h = 2\pi/N$ is the spatial mesh size with some integer $N > 0$. We take a smooth initial data as 

$$u_0(x) = \frac{2 \cos(x)}{2 + \sin(2x)} + i \cos(x), \quad x \in T.$$ 

Meanwhile, we also consider the kind of potential $\xi$ constructed from (4.2) with $\omega_1, \omega_2$ as the standard normal distribution, but now we take the regularizing parameter $\theta = 0$. As one sample of such two kinds of potentials, we use $N = 2^{10}$ and the profiles of the $\xi(x)$ obtained as described are shown in Figure 6.

For convergence tests, we take 100 samples of the random potential, and we solve (1.1) for each one by the presented numerical methods till $t_n = T = 2$. For each sample, the reference solution can be obtained either by the FD method (2.2) or by the LRI method (3.20) under very small mesh size, e.g. $\tau = 10^{-4}$ and the number of spatial grids $N = 2^{16}$. For each numerical method, again we compute the expectation of the relative error in $L^2$-norm (4.3) under different temporal or spatial mesh size.

To show the temporal accuracy, we fix the spatial mesh size $h = 2\pi/N$ with $N = 2^{16}$, and the errors of the Strang splitting method (2.1), the FD method (2.2) and the LRI method (3.20) are plotted in Figure 7. The corresponding spatial errors of the methods are illustrated in Figure 8 under fixed time step $\tau = 10^{-4}$.

At last, to illustrate the regularity of the solution in this example, again we consider the decay rate of the Fourier modes of the solution. We take 50 samples of the potential $\xi(x)$ generated by the pointwise uniform distribution (4.4) and compute the averaged scaled modes $\chi_l(t) := E(|\widehat{u}_l(t)|^2)$. In Figure 9 we plot the $\chi_l(t)$ for $0 < l < N/2$ at different time $t$ obtained by the LRI method (3.20) under $N = 2^{12}$ and $\tau = 5 \times 10^{-4}$.

Based on the numerical results in Figures 7, 8 and other similar results not shown here for brevity, we have the following observations:

1) The temporal convergence rate of the Strang splitting method (2.1) and the FD method (2.2) are quite low (less than one) under the presence of the two kinds of very rough potentials (see Figure 7). The LRI method converges in time with a rate between one and two, and it is much more accurate than the two classical methods.

2) For the space discretization, the error of all the methods are almost the same and they converge at a low rate (less than one) due to the very rough potential (see Figure 8). Again, the convergence results of the two kinds of potentials are very close both in time and in space.

3) The solution in this example is at most in $H^2$ (see Figure 9). The rougher potential, e.g. $\xi \in L^2$ makes the solution of (1.1) less regular than that in Example 4.1.

**Example 4.3.** (Whole space case) The final example of the tests is devoted to verifying the above numerical observations about the convergence of the LRI scheme on a truncated whole space problem. In (1.1), we take $\lambda = 1$ and $\xi(x)$ the same as the pointwisely defined uniform distribution in
The initial data is taken as
\[ u_0(x) = 2\text{sech}(x^2), \quad x \in T, \]
where the domain is now chosen as \( T = (-7\pi, 7\pi) \) so that the boundary truncation error is negligible within the time of computation. We take 100 samples of \( \xi \) as well, and the reference solution of each is obtained by LRI with \( \tau = 10^{-4} \) and \( N = 2^{18} \). The temporal error and the spatial error (4.3) of the LRI method (3.20) at \( t_n = T = 1 \) are plotted in Figure 10. The convergence results of the two classical methods are similar as in Example 4.2 and so they are omitted here for brevity.

As can be seen in Figure 10, the numerical observations are totally the same as in Example 4.2 for the temporal and the spatial convergence of the LRI method (3.20).
4.3. A simulation of localization/spreading. Now, by applying the LRI method, we perform a numerical experiment to show the dynamics of an initially localized wave in (1.1). We take the initial data

\[ u_0(x) = \frac{1}{\sqrt{\pi}} e^{-x^2}, \quad x \in \mathbb{T}, \]

with the domain \( \mathbb{T} = (-256\pi, 256\pi) \). The number of spatial grids is \( N = 2^{15} \), and the random potential (one sample) is constructed as

\[ \xi(x) = \frac{13}{\sqrt{N_0}} \sum_{i=\pm N_0/2}^{N_0/2-1} [\text{rand}(N_0, 1) + i \text{rand}(N_0, 1)] e^{im_0(x+L)} + c.c., \quad x \in \mathbb{T}, \]

with \( N_0 = N/64 \). We use the LRI scheme (3.20) with time step \( \tau = 0.0025 \) to solve (1.1) till \( T = 20 \). The Figure 11 shows the solution \( |u(x, t)| \) at different \( t \) under the linear case (\( \lambda = 0 \)) and the nonlinear case (\( \lambda = 10 \)).

We can see that in Figure 11, the usual spreading of waves in the Schrödinger equation is suppressed by the random potential, and the solutions of (1.1) in both linear and nonlinear cases are localized up to the time of simulation in this example. We also remark that in our simulation of the nonlinear case, although the main part of the waves are localized as in the Figure 11, we observed some tiny radiations towards the boundary, and this motivates us to use the large size for the domain. Note that the possible spreading or the so-called weak turbulence in the D-NLS (1.1) could take place at a very large time, e.g. \( t = 10^8 \) as showed for the discrete model (1.2) in [25, 41]. The accurate numerical simulation of (1.1) up to such scale of time requests much more future efforts to address problems like boundary truncations and the long-time behaviour of the scheme.

5. Conclusion

In this work, we have addressed the accuracy problem of the numerical integrators for solving the continuous disordered nonlinear Schrödinger equation with a spatial random potential on an one-dimensional torus. The random potential can be very rough, which introduces roughness also to the solution. We showed that classical numerical integrators suffer from severe accuracy order reductions due to the presence of the rough potential, and their approximations are much less accurate than in the usual smooth setup. By applying a low-regularity Fourier integrator (LRI) to this problem, where particular efforts were made to integrate the potential term, we showed that the finite time accuracy can be raised, compared to classical methods. In particular, a second order temporal convergence rate of LRI in \( L^2 \)-norm was established rigorously for potentials in \( H^2 \). For potentials in \( L^2 \) and some other popular examples used in the applications of disordered problem, a convergence rate of LRI between one and two were observed. Many numerical experiments were provided to illustrate the performance of the schemes with comparisons made under different types of the random potentials.

Appendix A. Schemes for the discrete model

The splitting for (1.1) reads

\[
\Phi^r_F : \begin{cases}
iv_l(t) = -J[v_{l+1}(t) + v_{l-1}(t)], & t > 0, \quad -N \leq l \leq N, \\
v_l(0) = v^0_l, & -N \leq l \leq N,
\end{cases}
\]  

(A.1)

and

\[
\Phi^t_F : \begin{cases}
iv_l(t) = (\xi_l + \lambda |w_l(t)|^2) w_l(t), & t > 0, \quad -N \leq l \leq N, \\
w_l(0) = w^0_l, & -N \leq l \leq N.
\end{cases}
\]  

(A.2)

For \( \Phi^r_F \), by taking Fourier transform

\[
\hat{v}_j(t) = \frac{1}{2N} \sum_{l=-N}^{N-1} e^{-ijl\pi/N} v_l(t), \quad -N \leq j < N, \quad v_l(t) = \sum_{j=-N}^{N-1} e^{ijl\pi/N} \hat{v}_j(t), \quad -N \leq l < N,
\]

The splitting for (1.1) reads

\[
\Phi^r_F : \begin{cases}
iv_l(t) = -J[v_{l+1}(t) + v_{l-1}(t)], & t > 0, \quad -N \leq l \leq N, \\
v_l(0) = v^0_l, & -N \leq l \leq N,
\end{cases}
\]  

(A.1)

and

\[
\Phi^t_F : \begin{cases}
iv_l(t) = (\xi_l + \lambda |w_l(t)|^2) w_l(t), & t > 0, \quad -N \leq l \leq N, \\
w_l(0) = w^0_l, & -N \leq l \leq N.
\end{cases}
\]  

(A.2)

For \( \Phi^r_F \), by taking Fourier transform

\[
\hat{v}_j(t) = \frac{1}{2N} \sum_{l=-N}^{N-1} e^{-ijl\pi/N} v_l(t), \quad -N \leq j < N, \quad v_l(t) = \sum_{j=-N}^{N-1} e^{ijl\pi/N} \hat{v}_j(t), \quad -N \leq l < N,
\]
The equation in (A.1) is diagonalized and the exact solution is
\[ v_l(t) = \sum_{j=-N}^{N-1} e^{2i\epsilon j \cos(\pi/N)\xi_j} e^{ij\pi/N(w_0^l)}, \quad t \geq 0, \quad -N \leq l \leq N, \]
with \( v_0 = (v_0^-N, \ldots, v_0^0) \). For \( \Phi_T \), noting that \( |v_l(t)| \) is constant in \( t \) for all \( l \) in (A.2), so the exact solution is
\[ w_l(t) = e^{-i(t(\xi_l + \lambda|u_l^0|^2))} u_l^0, \quad t \geq 0, \quad -N \leq l \leq N. \]

Then the Strang splitting scheme can be written down same as the composition in (2.1).

The corresponding semi-implicit finite difference method is simply
\[ \frac{i}{\tau} u_{l+1}^{n+1} - u_{l+1}^{n-1} = -\frac{J}{2} (v_{l+1}^{n+1} + v_{l-1}^{n+1} + v_{l-1}^{n-1}) + \xi_l u_l^n + \lambda|u_l^n|^2 u_l^n, \quad n \geq 1, \]
for \(-N \leq l < N\) with
\[ u_l^1 = u_l^0 + i\tau (v_{l+1}^0 + v_{l-1}^0) - i\tau (\xi_l + \lambda|u_l^0|^2) u_l^0, \quad -N \leq l \leq N, \]
\[ u_{-N}^n = u_{N}^n, \quad u_{-N-1}^n = u_{N-1}^n, \quad n \geq 0. \]
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