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Abstract. High-dimensional feature selection is a central problem in a variety of application domains such as machine learning, image analysis, and genomics. In this paper, we propose graph-based tests as a useful basis for feature selection. We describe an algorithm for selecting informative features in high-dimensional data, where each observation comes from one of \( K \) different distributions. Our algorithm can be applied in a completely nonparametric setup without any distributional assumptions on the data, and it aims at outputting those features in the data, that contribute the most to the overall distributional variation. At the heart of our method is the recursive application of distribution-free graph-based tests on subsets of the feature set, located at different depths of a hierarchical clustering tree constructed from the data. Our algorithm recovers all truly contributing features with high probability, while ensuring optimal control on false-discovery. We show the superior performance of our method over other existing ones through synthetic data, and demonstrate the utility of this method on real-life datasets from the domains of climate change and single cell transcriptomics, wherein our algorithm is not only able to detect known features expected to be associated with the underlying process, but also discovers novel targets that can be subsequently studied.

1. Introduction

High dimensional statistical problems arise frequently across diverse fields of scientific research. Variable selection plays a pivotal role in such settings. For example, with an estimated 30,000 genes in the human genome, computational investigations in genomics often seek to identify the features of utmost importance, either to a disease, developmental or physiological process. In such high-dimensional data analyses, robust and scalable methods for feature selection are of paramount importance [16]. Several methods have been developed for high dimensional linear regression such as the lasso(see [19]). The quality of a feature selection mechanism is often compromised under model misspecifications by the high-dimensional nature of the data. When there are a large number of nuisance parameters in a misspecified model, parametric methods such as regression often perform poorly, especially so in high-dimensional setups. This necessitates the development of non-parametric methods, which make no distributional assumptions on the data, but are still powerful for a wide class of alternatives.

In this paper, we are interested in the problem of variable selection in the following distributional context. Suppose we have data coming from several multivariate distributions, and we want to detect any non homogeneity across these distributions.
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In Statistics, this scenario is addressed by the classical $K$ sample problem where one concludes that $K$ multivariate distributions are non-identical based on some test statistics. Our target is to understand which marginals of these multivariate distributions contribute the most to their overall change, if any.

Understanding the important variables for a $K$ sample problem that cause a distributional difference is of practical importance as it can provide actionable features for further investigation. For univariate data, there are several celebrated distribution-free two-sample tests such as the Kolmogorov-Smirnov maximum deviation test [18], the Wald-Wolfowitz runs test [20], and the Mann-Whitney rank-sum test [9] (see [5] for more on these tests). In the multivariate scenario, distributional variations in the dataset are often amplified by the joint effects of some closely related features, rather than individual effects examined in isolation. The multivariate dependency structure motivated researchers to generalize univariate methods to higher dimensions (See [21, 1]). Friedman and Rafsky [3] proposed a multivariate two-sample test (multivariate run test) to test homogeneity based on the minimal spanning tree$^1$ of the sample points, and Schilling [22] proposed a multivariate two-sample test based on the nearest neighbor graph. Even though many of these methods can be effectively used in high-dimensional problems, none of them inherit the exact distribution-free property of the univariate tests. Biswas et al. [2] proposed another two-sample test based on Hamiltonian cycles, which is distribution-free in finite samples. However, computing the minimum weight Hamiltonian path is NP-hard, making this test computationally prohibitive beyond small sample sizes.

In this work we use the exact distribution free multisample test developed in [14], a generalization of the multivariate two-sample crossmatch test introduced by Rosenbaum [15], to test homogeneity across multiple samples. This test is based on the number of between-sample edges in the minimum non-bipartite matching graph constructed on the pooled sample. This method is computationally efficient since the test statistic can be computed in time which is polynomial in both the number of samples and the dimension of the data. We perform the test in a hierarchical way with a stopping rule based on adjusted $p$ value to identify the important set of variables in this $K$ sample framework. For this purpose, we use the hierarchical clustering approach proposed in [12]. This method begins by testing distributional homogeneity across all the variables. Depending on whether there is enough evidence of non-homogeneity, the method then proceeds by testing homogeneity across smaller subsets of variables and may continue till individual variables are reached. The smallest possible sets of variables, which still exhibit a significant evidence of distributional difference, are retained. The final outcome of this method is a subset of variables, which are minimally significant, i.e., do not contain redundant non-significant variables. Since this method is based on graph-based multisample tests, we call it the graph-based feature selection (GFS) algorithm. With increasing sample size, the proportion of true signals recovered by the GFS algorithm approaches 1, while at the same time ensuring a control on the probability of discovering at least one false signal.

$^1$Given a finite set $S \subset \mathbb{R}^d$, the minimum spanning tree (MST) of $S$ is a tree with vertex-set $S$, which has the minimum value of sum of the Euclidean lengths of its edges.
The rest of the paper is organized as follows. We begin by describing the GFS algorithm in Section 2. Section 3 gives theoretical guarantees of our algorithm. In section 4 we provide numerical experiments under a variety of setups with varying location and scale parameters, and demonstrate the efficacy of the GFS in such cases. The procedure is then applied on a forest fires dataset (Section 5.1) and a genomics dataset (Section 5.2) in Section 5. Section 6 concludes the paper with a discussion. Finally, the Appendix provides proofs of the lemmas quoted in the main body of the manuscript.

2. Methodology

In this section, we describe our graph-based feature selection (GFS) algorithm. Suppose that we have $K$ unknown multivariate probability distributions $F_1, \ldots, F_K$ on $\mathbb{R}^d$. For each $1 \leq i \leq K$, suppose that we have access to $n_i$ observations from the distribution $F_i$. We assume that all the $n := n_1 + \ldots + n_K$ observations are independent. Our goal is to select those marginals of $F_1, \ldots, F_K$, which contribute the most to the difference in these distributions, if there is any.

The $n$ observations are stacked along the rows of an $n \times d$ data matrix $X$, with the first $n_1$ rows of $X$ denoting the observations coming from $F_1$, the next $n_2$ rows of $X$ denoting the observations coming from $F_2$, and so on. For a set $S \subseteq [d] := \{1, \ldots, d\}$, let $X_S$ denote the submatrix of $X$ formed by all the rows of $X$ and only those columns of $X$ whose indices are in $S$. Hence, $X_S$ is an $n \times |S|$ matrix. Suppose that we have a non-parametric test $T$ that can test

$$H_0 : F_1 = \ldots = F_K \quad \text{v.s.} \quad H_1 : F_i \neq F_j \text{ for some } 1 \leq i < j \leq K$$

based on a data matrix of observations from $F_1, \ldots F_K$. A natural choice of $T$ is any non-parametric distribution-free graph-based test for equality of multivariate distributions (for example, the MCM and the MMCM tests in [14]).

The algorithm starts by constructing a tree $T$ of clusters, satisfying the following properties:

(1) The root node of $T$ is the set $[d]$.

(2) Every non-leaf node $C$ of $T$ has two children, which are disjoint sets uniting to $C$.

(3) The leaf nodes of $T$ are singleton sets.

The hierarchical structure of $T$ implies that for any two nodes $C$ and $D$ of $T$, either $C \subseteq D$ or $D \subseteq C$ or $C \cap D = \emptyset$.

A natural way to construct such a tree $T$ is to use a hierarchical clustering procedure like Single Linkage agglomerative clustering (see [6], [10], [11]). Some other hierarchical clustering methods can be found in [13], [4]. The starting point of this procedure is a matrix $D \in \mathbb{R}^{d \times d}$ of pairwise dissimilarities between the variables $1, \ldots, d$. In the simulation and real data analysis parts of this paper, we take $D = J - R$, where $R$ is the correlation matrix of the $d$ variables and $J$ is the matrix of all ones. The tree is built in a sequential way. In the beginning of the agglomerative clustering process, each element is in a cluster of its own. The clusters are then sequentially combined into larger clusters, until all elements end up being in the same cluster. At each step,
the two clusters separated by the shortest distance are combined. For Single Linkage agglomerative clustering, the distance between two clusters is defined as the minimum distance between elements of the two clusters.

Once the tree $\mathcal{T}$ is constructed, the next step is to get hold of some minimally significant subsets of features. Towards this, we need a couple of definitions.

**Definition 1.** The adjusted $p$-value of a node $C$ in the tree $\mathcal{T}$ is defined as:

$$p_{\text{adj}}^C := p^C \frac{d}{|C|},$$

where $|C|$ denotes the cardinality of $C$, and $p^C$ denotes the $p$-value of the test $T$ conducted on the matrix $X_C$.

**Definition 2.** For $\alpha \in [0, 1]$, a node $C$ in the tree $\mathcal{T}$ will be called an $\alpha$-terminal node, if the following three conditions are satisfied

1. $p_{\text{adj}}^C \leq \alpha$;
2. $p_{\text{adj}}^B \leq \alpha$ for every ancestor $B$ of $C$ in the tree $\mathcal{T}$;
3. $p_{\text{adj}}^B > \alpha$ for every child $B$ of $C$ in the tree $\mathcal{T}$.

Note that condition (2) in Definition 2 is satisfied vacuously by the root node of $\mathcal{T}$, and condition (3) is satisfied vacuously by the leaf nodes of $\mathcal{T}$. Our final set of selected features at level $\alpha$, is the union of all the $\alpha$-terminal nodes of $\mathcal{T}$. Below, we give an algorithmic implementation of our feature selection procedure.

**Algorithm 1:** Feature Selection Algorithm

**Input:** A tree $\mathcal{T}$ satisfying (1), (2) and (3)

**Output:** A set $S \subseteq [d]$ of selected variables

1. **Initialization:** Set $C$ to be the root node of $\mathcal{T}$ and $S = \emptyset$;
2. **Perform the test** $T$ on $X_C$ and report the adjusted $p$-value $p_{\text{adj}}^C$. If $p_{\text{adj}}^C > \alpha$ and $C = [d] := \{1, 2, \ldots, d\}$, stop the algorithm; else if $p_{\text{adj}}^C \leq \alpha$ and $|C| = 1$, set $S \leftarrow S \cup C$; else if $p_{\text{adj}}^C \leq \alpha$ and $\min\{p_{\text{adj}}^{C_1}, p_{\text{adj}}^{C_2}\} > \alpha$ for children $C_1, C_2$ of $C$, set $S \leftarrow S \cup C$; else go to Step 3;
3. **Perform Step 2 with** $C$ replaced by every child $B$ of $C$ satisfying $p_{\text{adj}}^B \leq \alpha$.

Algorithm [1] is implemented as a binary recursion in the R package GFS (under preparation).

### 3. Theoretical Guarantees of the GFS Algorithm

In this section, we prove some theoretical guarantees of the GFS algorithm. In order to do so, we need to define a precise notional framework for features/marginals of multivariate distributions that contribute to their difference. To start with, the null hypothesis for a set of features $L \subseteq [d]$ is defined as:

$$H_{0,L} : F_{1|L} = \ldots = F_{K|L}$$

where $F_{i|L}$ denotes the joint distribution of $(X_j)_{j \in L}$ where $X := (X_1, \ldots, X_d) \sim F_i$. We call a set of features $L \subseteq [d]$ a signal set, if:
(1) $H_{0,L^c}$ is true.
(2) $\forall L' \subseteq L$, $H_{0,L'}$ is not true.

It follows from Lemma 1 that a signal set is unique. We can now define the family-wise error rate (FWER), false discovery rate (FDR) and power of a feature selection procedure.

**Definition 3.** Let $L$ be the signal set. The FWER, FDR and power of a feature selection procedure reporting a (random) set of selected features $S$ are defined as:

1. FWER := $P(S \setminus L \neq \emptyset)$;
2. FDR := $E(|S \setminus L|/ \max\{|S|, 1\})$;
3. Power := $P(L \subseteq S)$.

**Theorem 1.** Suppose that $d$ is fixed as $n \to \infty$. Then, in the asymptotic regime where the underlying test $T$ is consistent at every level, the power of the GFS algorithm goes to 1, whereas the FWER and FDR is controlled at level $\alpha + o(1)$.

**Proof.** Let $L$ be the signal set and $S$ be the set of selected features. We start by showing that the power of the GFS algorithm goes to 1. Towards this, note that for every set $B$ containing some $\ell \in L$, $H_{0,B}$ is not true, and hence, by the consistency of the test $T$ at every level, we have:

$$P(p_{\text{adj}}^B \leq \beta) \to 1 \text{ for all } \beta > 0$$

which is same as saying that $p_{\text{adj}}^B \to 0$ in probability. Since $d$ is fixed, we have:

$$\max\{p_{\text{adj}}^B : \ell \in B \text{ for some } \ell \in L\} \to 0 \text{ in probability}.$$  \hspace{1cm} (1)

It follows from (1) that

$$\max\{p_{\text{adj}}^B : B = \{\ell\} \text{ or } B \text{ is an ancestor of } \{\ell\} \text{ in } T \text{ for some } \ell \in L\} \to 0 \text{ in probability}.$$  \hspace{1cm} (2)

This shows that

$$P(\text{every } \{\ell\} \subseteq L \text{ is an } \alpha\text{-terminal node}) \to 1.$$  \hspace{1cm} (3)

Since $S$ was defined as the union of all $\alpha$-terminal nodes, it follows from (2) that $P(L \subseteq S) \to 1$, i.e. the power of the GFS algorithm goes to 1.

Next, we show that the FWER of the GFS algorithm is $\alpha + o(1)$. Towards this, suppose that $S \setminus L \neq \emptyset$, and choose $v \in S \setminus L$. Since $v \in S$, $v \in V$ for some $\alpha$-terminal node $V$ of $T$. Now, there may be two cases. If $V \subseteq L^c$, then by (1), $H_{0,V}$ is true. Also, since $V$ is an $\alpha$-terminal node,

$$\max_{U \subseteq V : H_{0,U} \neq \emptyset} p_{\text{adj}}^U \leq \alpha.$$  \hspace{1cm} (4)

Hence, $V \in T_0 \cap T_{\text{rej}}$, where $T_0$ and $T_{\text{rej}}$ are defined in the statement of Lemma 2. This implies that $T_0 \cap T_{\text{rej}} \neq \emptyset$. Otherwise, $V$ contains some $\ell \in L$. Thus, $|V| \geq 2$, and hence, $V$ has two non-empty children $V_1$ and $V_2$. By (2), $\ell \in V_i$ for some $i \in \{1, 2\}$. By (2), $H_{0,\{\ell\}}$ is not true, and hence, $H_{0,V_i}$ is not true. Also, since $V$ is an $\alpha$-terminal node, $p_{\text{adj}}^V > \alpha$. Hence, we have:

$$\{S \setminus L \neq \emptyset\} \subseteq \{T_0 \cap T_{\text{rej}} \neq \emptyset\} \cup \bigcup_{V \subseteq [d] : H_{0,V} \text{ is not true}} \{p_{\text{adj}}^V > \alpha\}.$$
By Lemma 2, \( P(T_0 \cap T_{\text{rej}} \neq \emptyset) \leq \alpha \). Also, by consistency of \( T \), we know that \( P(p_{\text{adj}} > \alpha) = o(1) \) for all \( V \subseteq [d] \) such that \( H_{0,V} \) is not true. Since \( d \) is fixed, it follows that \( P(S \setminus L \neq \emptyset) \leq \alpha + o(1) \). The FDR control at level \( \alpha \) follows from the fact that \( \text{FDR} \leq \text{FWER} \). This completes the proof of Theorem 1.

\[ \square \]

4. Simulations

In this section, we show the performance of our feature selection algorithm when the test \( T \) is the MMCM test (see [14]), and the underlying distributions are assumed to be taken from a location and a scale family. The MMCM test starts by constructing a vector \( A := ((A_{ij}))_{1 \leq i < j \leq K} \) of cross-counts, where \( A_{ij} \) denotes the number of edges in the minimal non-bipartite matching graph\(^2\) constructed on the \( n \) sample points, that have one endpoint coming from \( F_i \) and the other endpoint from \( F_j \). It was shown in [14] that the vector \( A \) is distribution free under the null hypothesis of distributional equality. Using this fact, the MMCM test statistic is defined as:

\[
T := (A - \mathbb{E}_{H_0} A)^\top \mathbb{Cov}^{-1}_{H_0}(A)(A - \mathbb{E}_{H_0} A)
\]

where \( \mathbb{E}_{H_0} \) and \( \mathbb{Cov}_{H_0} \) denote the expectation and covariance operators under the null hypothesis of distributional equality. The null hypothesis is rejected for large values of \( T \). Although this test is distribution-free under the null, its asymptotic \( \chi^2(K^2) \) distribution is often more useful in practice for choosing the exact rejection threshold.

Each of the location and scale settings is executed in the distributional framework when the underlying data is generated from a multivariate normal distribution. A typical case looks as follows. The \( d \)-variate normal distributions are perturbed in randomly chosen \( s \) marginals \( j_1, j_2, \ldots, j_s \), and the remaining \( d - s \) marginals are taken to be standard Gaussians. In the location setting, the perturbations in the \( s \) marginals are in the means, with variances fixed at 1, while in the scale setting, the perturbations in the \( s \) marginals are in the variances, with means fixed at 0. In each setting, we run \( R \) replications of this experiment, resulting in \( R \)-many tuples of selected variables. We then report the empirical versions of the FWER, FDR and power of the GFS algorithm conducted at 5% level, over the \( R \) replications.

4.1. The Location Setting: In this setting, we start with a fixed vector \( \mu \) of length \( d \). We then randomly choose \( s \)-many entries of \( \mu \) and make them all equal to some \( \theta \). The remaining entries of \( \mu \) are set at 0. The distribution \( F_i \) is then taken to be the multivariate Gaussian with mean \( i \mu \) and identity covariance matrix for \( 1 \leq i \leq K \). We vary \( \theta \) in the set \( \{0.15, 0.2, \ldots, 0.70, 0.75\} \) and take \( d = 100, s = 25, R = 100 \). We set the number of classes \( K = 5 \), with all class sizes = 200, and report the empirical FWER, FDR and power over \( R \) replications. The graphs of the empirical FWER, FDR and power are given below, and the exact numerics are presented in Appendix 8.2.

\(^2\)The minimal non-bipartite matching graph on \( n \) nodes is defined as a matching on these \( n \) points that has minimum value of the sum of Euclidean lengths of edges.
4.2. The Scale Setting: In this setting, we start with a fixed positive real number $\theta$. We then randomly choose $s$-many indices from $\{1, \ldots, d\}$, and define $F_i$ as a $d$-variate normal distribution with mean zero, and covariance matrix obtained by replacing the $s$ many chosen diagonal entries of the identity matrix, by $1 + (i - 1)\theta$. We vary $\theta$ in the set $\{1, 1.5, 2, 2.5 \ldots, 14, 14.5, 15\}$ and take $d = 100$, $s = 25$, $R = 100$. We set the number of classes $K = 5$, with class sizes = 200.

Figures 1 and 2 show that the (empirical) power of the GFS algorithm increases to 1 as the perturbation in location/scale increases, whereas the FDR and FWER decrease sharply, and fall below the 5% level with increase in perturbation.

4.3. Comparison with the Kruskal Wallis test in location-scale family with dependence: For this simulation we consider a similar set up as before. We take $F_i$ to be a $d$-variate normal distribution with mean $\mu^{(i)}$ and covariance matrix $\Sigma^{(i)}$ of the following form:
Figure 2. FWER, FDR and power of the GFS algorithm using the MMCM test in the scale setting

\[
\mu^{(i)} = \begin{cases} 
0 & \text{if } i \notin L \\
i\theta & \text{if } i \in L 
\end{cases} \quad \Sigma_{jk}^{(i)} = \begin{cases} 
\rho, & \text{if } j \notin L \text{ and } k \notin L \text{ and } j \neq k \\
1, & \text{if } j \notin L \text{ and } k \notin L \text{ and } j = k \\
\rho(1 + (i - 1)\phi) & \text{if } j \in L \text{ and } k \in L \text{ and } j \neq k \\
1 + (i - 1)\phi, & \text{if } j \in L \text{ and } k \in L \text{ and } j = k \\
\rho, & \text{otherwise}
\end{cases}
\]

where \( L \) is a randomly chosen subset of \( \{1, \ldots, d\} \). We take \( \theta \in \{0, 0.1, 0.2, \ldots, 0.7\} \) and \( \phi \in \{0, 1, 3, 5, \ldots, 15\} \) for \( \rho = 0.1 \). \( \theta = 0 \) corresponds to no shift in location and \( \phi = 0 \) corresponds to no shift in scale. We compare our method with a test developed by Kruskal and Wallis [7, 8], a distribution-free test, which is a K sample analogue of the Mann-Whitney test. To select the set of important variables using the Kruskal Wallis test, we performed a univariate test and did a multiplicity correction. We plot the empirical FWER, FDR and power calculated over 30 replicates.

We observe that the Kruskal Wallis test does not detect any change in scale. However, in absence of any scale change, it performs better in detecting a location shift, even in low signal domain. This is expected as the Kruskal Wallis test is powerful in location shift set ups only.
Next we consider a simulation set up where the samples do not come from the same parametric family.

4.4. Comparison with the Kruskal Wallis test in different parametric families: In this set up we take $K = 3$, i.e., we assume that the data is coming from 3
different classes. For each of the distributions $F_1, F_2$ and $F_3$, the last $d - \lceil \frac{d}{4} \rceil$ marginals are taken to be independent standard Gaussian. As for the first $\lceil \frac{d}{4} \rceil$ marginals they are assumed to be sampled independently from a multivariate standard Gaussian distribution for $F_1$, multivariate standard Cauchy distribution for $F_2$ and multivariate standard t distribution for $F_3$. For this simulation, we set each of the class sizes at 400. We varied $d$ within $\{50, 75, 100, \cdots, 250\}$. The degrees of freedom of the multivariate t distribution was taken to be 7. In table 1 we compare the performance of Kruskal Wallis and our proposed GFS algorithm.

| $p$ | FWER of GFS | Power of GFS | Power of Kruskal Wallis |
|-----|-------------|--------------|-------------------------|
| 50  | 0.0667      | 0.6128       | 0.0000                  |
| 75  | 0.0333      | 0.5667       | 0.0000                  |
| 100 | 0.1333      | 0.5814       | 0.0000                  |
| 125 | 0.0000      | 0.5667       | 0.0000                  |
| 150 | 0.0667      | 0.5447       | 0.0009                  |
| 175 | 0.0333      | 0.5326       | 0.0008                  |
| 200 | 0.0333      | 0.5160       | 0.0000                  |
| 225 | 0.0000      | 0.5211       | 0.0006                  |
| 250 | 0.0333      | 0.5138       | 0.0005                  |

Table 1. Different Parametric Family: Power

We do not tabulate FWER and FDR of Kruskal Wallis test as they are nearly 0.

5. Real Data Analysis

In this section, we show the performance of our GFS algorithm on two real datasets – the Portugal forest fires dataset and a human genomics dataset.

5.1. Portugal Forest Fires Data. The Portugal forest fires data [http://archive.ics.uci.edu/ml/datasets/Forest+Fires](http://archive.ics.uci.edu/ml/datasets/Forest+Fires) (also see [23]) describes several meteorological features of a number of locations in Montesinho natural park, from the Trás-os-Montes northeast region of Portugal, and provides a measure of the areas burnt by forest fires in each of these locations. This dataset contains 517 instances, collected over a period of four years (2000-2004). Whenever a forest fire broke out, the following spatio-temporal and meteorological information were collected: spatial locations ($x$ and $y$ coordinates), date of occurrence, Fine Fuel Moisture Code (FFMC), Duff Moisture Code (DMC), Drought Code (DC), Initial Spread Index (ISI), temperature, relative humidity (RH), wind speed, rain, and area burnt.

In our analysis, we included all the above attributes except date of occurrence and area burnt as relevant features, giving us a total of 10 univariate features. The variable area burnt was used as a classifier, and since its histogram has a huge peak at 0, we discretized its range into two classes: 0 and positive. We then used the GFS algorithm
to identify which of the 10 features would be most informative about whether an area is burnt.

The GFS algorithm picked six of the 10 features, namely all the component variables of the Fire Weather Index (FWI) system: FFMC, DMC, DC, ISI, and the two weather attributes: temperature and wind, as significant variables. On the contrary, when the Kruskal Wallis test was applied to each of the 10 features and a multiple hypothesis testing correction was applied, none of the 10 variable met the threshold of 0.05 for statistical significance. This, in turn, indicates a greater detection power of the multi-sample graph-based tests in the generality. In fact, the smallest p-value reported by the univariate Kruskal-Wallis test is 0.017, which is larger than the Bonferroni multiple-comparison level of 0.005.

5.2. Application to Single Cell Transcriptomics Data. Feature selection is especially important in modern biomedical research, where high-throughput and multi-dimensional datasets are becoming increasingly prevalent with recent advances in single cell technologies [24]. For instance, to characterize novel cellular states, single cell RNA sequencing (scRNA-seq) is used in exploratory analyses; scRNA-seq data analysis procedures such as cell type clustering or dimension reduction are often driven by select gene expression profiles. Appropriate feature selection in this domain has major implications on how differences or similarities are estimated between pairs of cells, subsequently affecting any downstream methods [25, 26]. Selection of differentially expressed genes or highly variable features, therefore, holds utmost importance for both computational efficiency and for drawing meaningful scientific inferences from the data [24, 25].

Existing methods of feature selection in scRNA-seq data analysis select features by deviance, or the most highly variable genes. In contrast, we sought to use the GFS algorithm to select deferentially distributed features that can help inform the underlying biology. We employed our algorithm in a multi-sample setting of relevant human memory CD4 T cell biology. We used an existing dataset of purified human memory CD4+ T cells, which were either left unstimulated (0 hr), or CD3/CD28 stimulated for 12 or 24 hours (12hr and 24hr, respectively). scRNA-seq was then performed on the cell populations at each of the three different time points [17]. In a dataset where the goal is to compare multiple time points concurrently to identify the features of interest, existing methods take a two-sample approach (comparing two time points at a time), which tends to decrease the power and sensitivity of the analysis. In GFS, we circumvent this problem by harnessing a multisample and multivariate graph based test as the basis.

In order to have the recursion depth of our algorithm within control, we divided the set of features (genes) in the dataset into 8 groups of equal size based on a pivot-based clustering approach. To elaborate, for every variable \( i \) and every \( \rho \in (0, 1) \), we define \( N_{\rho}(i) \) to be the set of all variables other than \( i \), which have Spearman correlation at least \( \rho \) with \( i \), and select that variable \( i \), for which the size of \( N_{\rho}(i) \) is maximum, which we call a pivot. We then include the variables with highest correlation with the pivot \( i \) in the first group. After constructing the first group, we leave it out subsequently, and apply the same mechanism on the remaining variables (by choosing a pivot from the left-out variables, and including in the second group the variables from among
the remaining ones, whose correlation with this second step pivot is maximum). We continue this process till the eighth and final group has been constructed. We take $\rho = 0.5$ in our analysis, and if $N_{0.5}(i)$ happens to be empty for some pivot $i$, we reduce $\rho$ in decrements of 0.05, till $N_{\rho}(i)$ becomes non-empty. Next, within each group, we carry out our MMCM test over 1000 bootstrap iterations on randomly selected sub-samples of equal size from each class, in each of these iterations. Finally, we report the features that get selected across each of the 1000 bootstrap iterations.

Utilizing the GFS approach to identify differentially distributed genes in the single cell transcriptomics setting, we discovered a variety of genes with both known and previously unrecognized roles in T cell biology (Fig. 6). For example, activated memory CD4 T cells rely on export of metabolites from the mitochondria to support epigenetic remodeling required for effector functions. Lactate dehydrogenase A (LDHA) in particular is known to be critical for glycolysis in CD4 T cells [27, 28]. Interestingly, glycolytic enzymes such as phosphoglycerate mutase-1 (PGAM1) and LDHA, as well as heat shock protein 90 (HSP90) molecules were found to be among the top 10 differentially distributed genes across the three subgroups based on GFS. Not only did our algorithm recapitulate aspects of known biology, but also highlighted previously unrecognized molecules such as receptor for activated c kinase 1 (RACK1) and basic

Figure 6. Top 20 differentially distributed genes between resting and activated human memory CD4 T cells. GFS detects known biologically important genes (in red) while also detecting new features of interest (genes labeled in green)
transcription factor 3 (BTF3), which might play an important role in memory CD4 T cell activation.

6. Discussion

In this paper, we describe a graph-based hierarchical clustering approach for multi-dimensional feature selection under a complete nonparametric multisample setup. This method, which we call the GFS algorithm, is consistent, i.e., it reports all the true features contributing to the distributional difference with high probability. Concurrently, GFS guarantees a control on the probability of selecting at least one non-contributing feature. Our simulations show that this graph-based approach provides a substantial improvement over classical parametric tests for location shift, such as the Kruskal Wallis test, in the generality. Further still, through analysis of the Portuguese Forest Fires data and a single cell transcriptomics dataset, we highlight the power of GFS at unearthing and capturing variables that can provide deeper insights into the process being examined. With growing popularity of scRNA-seq data in biomedical research, we envision that our method can find a unique place in instances wherein multiple cell types of patient cohorts are being compared, and existing differential gene expression methods find limited utility.

At the heart of our feature-selection method is the nonparametric multisample graph-based testing approach. We would like to emphasize that the hierarchical clustering procedure is just a tool, and can be replaced by other suitable alternatives. For example, a potentially promising alternative may be to implement a “bootstrap” type of algorithm, where the basic idea is to select a certain number of random subsets of a fixed cardinality from the feature set, and carry out the multisample graph-based test on the sub-datasets obtained by truncating the original dataset at those random feature subsets. All the significant sub-datasets are then pooled together keeping track of the multiplicity of each feature appearing in the pooled multiset. The variables in this pooled multiset can then be reported as significant features, in decreasing order of their multiplicities. Establishing theoretical guarantees for the bootstrap approach may be an interesting direction for future research. Nonetheless, in this work we establish that multivariate graph-based methods can be powerful tools for developing feature selection algorithms that detect meaningful features which might not be captured by existing univariate approaches.
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8. Appendix

In this section, we prove some technical lemmas necessary for the proof of Theorem 1 and show exact numerical results for some of the simulations we did earlier.

8.1. Technical Results. In this section, we prove some technical results needed to prove Theorem 1.

Lemma 1. A signal set is unique.

Proof. Suppose that $L_1$ and $L_2$ are two signal sets. It is enough to show that $L_1 \subseteq L_2$, since the other inclusion will then follow by symmetry. Towards showing this, take $i \in L_1$. By (2), $H_0(i)$ is not true, i.e. there exist $1 \leq u < v \leq K$ such that $F_u[i] \neq F_v[i]$. This means that for all $L \supseteq \{i\}$, $F_u[L] \neq F_v[L]$, and hence, $H_0,L$ is not true, and therefore, by (1), $L \neq L_c$. We conclude that $i \notin L_c$, i.e. $i \in L_2$. This completes the proof. □

Lemma 2. Let $T_0 := \{ C \in T : H_0,C \text{ is true} \}$, and let $T_{\text{rej}} := \{ C \in T : \max_{U \in T : U \supseteq C} p_{\text{adj}}^U \leq \alpha \}$. Then,

$$P \left( T_0 \bigcap T_{\text{rej}} \neq \emptyset \right) \leq \alpha.$$

Proof. The proof of Lemma 2 is exactly similar to the proof of Theorem 1 in [12], but since the framework there is a regression setup, we replicate their argument and show that everything remains unchanged even in our nonparametric setup. To start with, let us define:

$T_0^\text{max} := \{ C \in T_0 : \nexists V \in T_0 \text{ with } V \supseteq C \}$.

Now, it is evident that:

$$\{ T_0 \bigcap T_{\text{rej}} \neq \emptyset \} = \{ T_0^\text{max} \bigcap T_{\text{rej}} \neq \emptyset \} \subseteq \{ T_0^\text{max} \bigcap \{ C \in T : p_{\text{adj}}^C \leq \alpha \} \neq \emptyset \}.$$

Hence, we have:

$$P \left( T_0 \bigcap T_{\text{rej}} \neq \emptyset \right) \leq \sum_{C \in T_0^\text{max}} P(p_{\text{adj}}^C \leq \alpha) = \sum_{C \in T_0^\text{max}} \frac{\alpha |C|}{d}.$$

Since any two distinct elements of $T_0^\text{max}$ are disjoint, it follows that:

$$\sum_{C \in T_0^\text{max}} |C| \leq d.$$

Hence, we have:

$$P \left( T_0 \bigcap T_{\text{rej}} \neq \emptyset \right) \leq \alpha,$$

completing the proof of Lemma 2. □

8.2. Numerics for location and scale families: In this section, we tabulate the exact numerical results for the simulations in Sections 4.1 and 4.2.
| $\theta$ | FWER | FDR  | Power |
|-------|------|------|-------|
| .15   | 0.45 | 0.08 | 0.33  |
| .20   | 0.04 | 0.01 | 0.31  |
| .25   | 0.07 | 0.02 | 0.35  |
| .30   | 0.04 | 0.005| 0.41  |
| .35   | 0.03 | 0.003| 0.51  |
| .40   | 0.04 | 0.003| 0.80  |
| .45   | 0.05 | 0.003| 0.97  |
| .50   | 0.03 | 0.001| 1.00  |
| .55   | 0.03 | 0.004| 1.00  |
| .60   | 0.03 | 0.001| 1.00  |
| .65   | 0.02 | 0.004| 1.00  |
| .70   | 0.02 | 0.004| 1.00  |
| .75   | 0.03 | 0.006| 1.00  |

Table 2. Location Setting: FWER, FDR and Power
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