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ABSTRACT
Recent studies revealed that deep neural networks (DNNs) are exposed to backdoor threats when training with third-party resources (such as training samples or backbones). The backdoored model has promising performance in predicting benign samples, whereas its predictions can be maliciously manipulated by adversaries based on activating its backdoors with pre-defined trigger patterns. Currently, most of the existing backdoor attacks were conducted on the image classification under the targeted manner. In this paper, we reveal that these threats could also happen in object detection, posing threatening risks to many mission-critical applications (e.g., pedestrian detection and intelligent surveillance systems). Specifically, we design a simple yet effective poison-only backdoor attack in an untargeted manner, based on task characteristics. We show that, once the backdoor is embedded into the target model by our attack, it can trick the model to lose detection of any object stamped with our trigger patterns. We conduct extensive experiments on the benchmark dataset, showing its effectiveness in both digital and physical-world settings and its resistance to potential defenses.
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1. INTRODUCTION

Object detection aims to localize a set of objects and recognize their categories in the image [1]. It has been widely adopted in mission-critical applications (e.g., pedestrian detection [2] and autonomous driving [3]). Accordingly, it is necessary to ensure its security.

Currently, the most advanced object detectors were designed based on deep neural networks (DNNs) [4, 5, 6], whose training generally requires many resources. To alleviate the training burdens, researchers and developers usually exploit third-party resources (e.g., training samples or backbones) or even directly deploy the third-party model. One important question arises: Does the training opacity bring new threats into object detection?

In this paper, we reveal the vulnerability of object detection to backdoor attacks\textsuperscript{1} caused by using third-party training samples or outsourced training [8, 9, 10]. Different from adversarial attacks [11, 12, 13] that target the inference process, backdoor attacks are a type of training-time threat to DNNs. The adversaries intend to embed a hidden backdoor into the target model, based on which to maliciously manipulate its predictions by activating the backdoor with the adversary-specified trigger patterns. So far, existing methods [14, 15, 16] are mostly designed for classification tasks and are targeted attacks, associated with a specific target label. Different from attacking a classifier, making an object escape detection is a more threatening objective. As such, we study how to design the untargeted backdoor attack to object detection so that the attacked DNNs behave normally on benign samples yet fails to detect objects containing trigger patterns.

In particular, we focus on the poison-only attack setting, where backdoor adversaries can only modify a few training samples while having neither the information nor the ability to control other training components (e.g., training loss or model structure). It is the hardest attack setting having the most threat scenarios [17, 18, 19]. We propose a simple yet effective attack by removing the bounding boxes of a few randomly selected objects after adding pre-defined trigger patterns. Our attack is stealthy to bypass human inspection since it is common to miss marking some bounding boxes (especially when the image contains many objects).

In conclusion, our main contributions are three-folds. 1) We reveal the backdoor threat in object detection. To the best of our knowledge, this is the first backdoor attack against this mission-critical task. 2) We design a simple yet effective and stealthy untargeted attack, based on the properties of object detection. 3) Extensive experiments on the benchmark dataset are conducted, which verify the effectiveness of our attack and its resistance to potential backdoor defenses.

\textsuperscript{1}There is a concurrent work [7] also discussed the backdoor threats of object detection. However, we study a different problem in this paper.
The Formulation of Object Detection. Let \( D = \{ (x_i, a_i) \}_{i=1}^N \) represent the benign dataset, where \( x_i \in X \) is the image of an object, \( a_i \in A \) is the ground-truth annotation of the object \( x_i \). For each annotation \( a_i \), we have \( a_i = (\hat{x}_i, \hat{y}_i, w_i, h_i, c_i) \), where \( (\hat{x}_i, \hat{y}_i) \) is the center coordinates of the object, \( w_i \) is the width of the bounding box, \( h_i \) is the height of the bounding box, and \( c_i \) is the class of the object \( x_i \). Given the dataset \( D \), users can adopt it to train their object detector \( f_{\text{un}} : X \to A \) by \( \min_{\theta} \sum_{(x,a) \in D} L(f(x,a)) \), where \( L \) is the loss function.

2. THE PROPOSED METHOD

2.1. Threat Model

In this paper, we focus on the poison-only backdoor attack in object detection. Specifically, we assume that the adversaries can only adjust some legitimate samples to generate the poisoned training dataset, whereas having neither the information nor the ability to control other training components (e.g., training loss, training schedule, and model structure). The generated poisoned dataset will be released to train victim models. This attack can occur in various scenarios where the training process is not fully controlled, including but not limited to using third-party data, third-party computing platforms, third-party models, etc.

In general, the backdoor adversaries have two main targets, including 1) effectiveness and 2) stealthiness. Specifically, the former purpose is to make attacked detectors fail to detect objects whenever adversary-specified trigger patterns appear. The latter requires that the backdoored model should have a similar performance in detecting benign objects, compared to the one trained on the benign training dataset.

2.2. Backdoor Attack against Object Detection

The mechanism of the poison-only backdoor attack is to establish a latent connection (i.e., backdoor) between the adversary-specified trigger pattern and the specific (malicious) prediction behavior by poisoning some training data. In this part, we illustrate our attack in detail.

The Main Pipeline of Our Untargeted Backdoor Attacks. Similar to the poison-only backdoor attacks in image classification, how to generate the poisoned training dataset is also the cornerstone of our method. Specifically, we divide the original benign dataset \( D \) into two disjoint subsets, including a selected subset \( D_b \) for poisoning and the remaining benign samples \( D_h \). After that, we generate the modified version of \( D_s \) (i.e., \( D_m \)) as follows:

\[
D_m = \{ (G_x(x), G_a(a)) \mid (x, a) \in D_s \},
\]

where \( G_x \) and \( G_a \) are the poisoned image generator and poisoned annotation generator, respectively. We combine the modified subset \( D_m \) and the benign subset \( D_b \) to generate the poisoned dataset \( D_p \), which will be released to train (backdoored) victim model. In the inference process, given an ‘unseen’ object image \( x' \), the adversaries can exploit \( G_x(x') \) to circumvent detection by adding trigger patterns. The main pipeline of our attack is demonstrated in Figure 1.

In particular, we assign \( G_a(\hat{x}, \hat{y}, w, h, c) = [\hat{x}, \hat{y}, 0, 0, c] \) in our untargeted attack. Following the most classical setting in existing literature [9], we adopt \( G_x(x) = \lambda \odot t + (1 - \lambda) \odot x \) where \( t \in X \) is the adversary-specified trigger pattern, \( \lambda \in [0, 1]^{C \times W \times H} \) is the trigger transparency, and \( \odot \) denotes the element-wise multiplication. Besides, \( p \triangleq \frac{|D_p|}{|D|} \) is denoted as the poisoning rate, which is another important hyper-parameter involved in our method.
3. EXPERIMENTS

3.1. Experimental Settings

Model Structure and Dataset Description. We adopt three representative object detectors, including Faster R-CNN [4], Sparse R-CNN [5], and TOOD [6], for the evaluations. Besides, following the classical setting in object detection, we use COCO dataset [20] as the benchmark for our discussions.

Evaluation Metric. We adopt six classical average-precision-based metrics [20], including 1) mAP, 2) AP$_{50}$, 3) AP$_{75}$, 4) AP$_r$, 5) AP$_m$, and 6) AP$_l$, for our evaluations. We calculate these metrics on the benign testing dataset and its poisoned variant (with a 100% poisoning rate), respectively.

Attack Setup. For simplicity, we adopt a white patch as the trigger pattern and set the poisoning rate as 5%. Following the settings in [21], we set the trigger size of each object as 1% of its ground-truth bounding box (i.e., 10% width and 10% height), located in its center. Besides, we also provide the results of models trained on benign samples (dubbed ‘Vanilla’) for reference. The example of samples involved in different methods are shown in Figure 2.

Fig. 2: The detection results of the Sparse R-CNN model under our attack in the digital space. In these examples, the trigger patterns are added by pixel-wise replacement of objects (i.e., ‘person’ and ‘stop sign’) in the digital space.

Fig. 3: The detection results of the Sparse R-CNN model under our attack in the physical space. In these examples, we print the trigger patch and stamp it on the target objects (i.e., ‘scissors’ and ‘cell phone’).

**Table 1**: The performance (%) of methods on the COCO dataset.

| Dataset   | Model       | Method | Metric | Benign Testing dataset | Poisoned Testing dataset |
|-----------|-------------|--------|--------|-------------------------|--------------------------|
|           |             |        |        | mAP | AP$_{50}$ | AP$_{75}$ | AP$_r$ | AP$_m$ | AP$_l$ | mAP | AP$_{50}$ | AP$_{75}$ | AP$_r$ | AP$_m$ | AP$_l$ |
|           | Faster R-CNN| Vanilla|        | 37.4 | 58.1  | 40.4  | 21.2  | 41.0  | 48.1  | 35.2 | 55.3  | 37.8  | 19.7  | 37.7  | 46.5  |
|           |             | Ours   |        | 36.9 | 57.5  | 40.0  | 21.3  | 40.4  | 47.4  | 10.6 | 20.1  | 9.8   | 7.7   | 7.7   | 15.2  |
|           | Sparse R-CNN| Vanilla|        | 40.0 | 58.2  | 42.9  | 21.9  | 42.4  | 56.3  | 35.7 | 53.1  | 38.0  | 18.7  | 36.6  | 51.4  |
|           |             | Ours   |        | 39.0 | 56.9  | 41.9  | 20.7  | 41.2  | 55.2  | 7.7  | 14.1  | 7.3   | 8.1   | 5.7   | 9.7   |
|           | TOOD        | Vanilla|        | 41.7 | 58.7  | 45.1  | 24.2  | 44.9  | 55.5  | 39.2 | 55.4  | 42.3  | 22.0  | 40.9  | 53.1  |
|           |             | Ours   |        | 41.1 | 57.8  | 44.5  | 23.8  | 44.5  | 54.3  | 13.5 | 22.0  | 13.5  | 9.3   | 9.4   | 19.8  |

3.2. Main Results in the Digital Space

As shown in Table 1, our method can significantly decrease the average precision in all cases, no matter what the model structure is. For example, the AP$_{50}$ decreases more than 30% in all cases, compared to that of vanilla models trained on benign samples. In particular, these performance decreases are not simply due to the masking effect of trigger patches. The average precision of vanilla models on the poisoned testing dataset does not decrease significantly, compared to that on the benign dataset. Moreover, the average precision of models under our attack on the benign dataset is similar to that of vanilla models. These results verify our effectiveness.

3.3. Main Results in the Physical Space

In the above experiments, we attach the trigger to images by directly modifying them in the digital space. To further verify that our attack could happen in real-world scenarios, here we conduct experiments on the physical space. Specifically, we print the trigger patch and stamp it on some target objects. We capture (poisoned) images by the camera in iPhone, based on which to track objects via attacked Sparse R-CNN.

As shown in Figure 3, the model under our attack can successfully detect benign objects while failing to detect object stamped with the trigger pattern. These results indicate the effectiveness of our attack again.
3.5. The Resistance to Potential Backdoor Defenses

Fine-tuning [22] and model pruning [23, 24] are two classical and representative backdoor defenses that can be directly generalized to different tasks. In this section, we evaluate whether our attack is resistant to these potential defenses. We implement these defenses based on codes in BackdoorBox [25].

The Resistance to Fine-tuning. We fine-tune the attacked Faster R-CNN with 10% benign testing samples and set the learning rate as the one used for training. As shown in Figure 6, our method is resistant to fine-tuning. Specifically, the mAP on the poisoned dataset (i.e., Poisoned mAP) is still lower than 15% when the tuning process is finished.

The Resistance to Model Pruning. Following the classical settings, we prune neurons having the lowest activation values with 10% benign testing samples. As shown in Figure 7, the poisoned mAP even decreases (instead of increasing) with the increase in the pruning rate. These results demonstrate that our method is resistant to model pruning.

4. CONCLUSIONS

In this paper, we revealed the backdoor threats in object detection by introducing a simple yet effective poison-only untargetted attack. Specifically, we removed the bounding boxes of a few randomly selected objects after adding pre-defined trigger patterns to the center of object areas. We demonstrated that our attack is effective and stealthy under both digital and physical settings. We also showed that our method is resistant to potential backdoor defenses. Our method can serve as a useful tool to examine the backdoor robustness of object detectors, leading to the design of more secure models.
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