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We propose the addition of a new “soft-collinear” mode to soft collinear effective theory (SCET) below the usual soft scale to factorize and resum logarithms of jet radii $R$ in jet cross sections. We consider exclusive 2-jet cross sections in $e^+e^-$ collisions with an energy veto $\Lambda$ on additional jets. The key observation is that there are actually two pairs of energy scales whose ratio is $R$: the transverse momentum $QR$ of the energetic particles inside jets and their total energy $Q$, and the transverse momentum $\Delta R$ of soft particles that are cut out of the jet cones and their energy $\Delta$. The soft-collinear mode is necessary to factorize and resum logarithms of the latter hierarchy. We show how this factorization occurs in the jet thrust cross section for cone and $k_T$-type algorithms at $O(\alpha_s^2)$ and using the thrust cone algorithm at $O(\alpha_s^3)$. We identify the presence of hard-collinear, in-jet soft, global (veto) soft, and soft-collinear modes in the jet thrust cross section. We also observe here that the in-jet soft modes measured with thrust are actually the “csoft” modes of the theory SCET+. We dub the new theory with both csoft and soft-collinear modes “SCET++.”. We go on to explain the relation between the “unmeasured” jet function appearing in total exclusive jet cross sections and the hard-collinear and csoft functions in measured jet thrust cross sections. We do not resum logs that are non-global in origin, arising from the ratio of the scales of soft radiation whose thrust is measured at $Q^2/R$ and of the soft-collinear radiation at $2\Delta R$. Their resummation would require the introduction of additional operators beyond those we consider here. The steps we outline here are a necessary part of summing logs of $R$ that are global in nature and have not been factorized and resummed beyond leading-log level previously.

I. INTRODUCTION

Hadronic jets play a crucial role in testing the dynamics of the strong interaction described by Quantum Chromodynamics (QCD), probing the constituents of protons and other hadrons, and searching for signatures of physics beyond the Standard Model. Reliable predictions of jet cross sections require advanced tools in QCD, such as factorization of hard, collinear, and soft dynamics [1], the resummation of large logarithms of separated energy scale ratios in perturbation theory [2], and the accounting of nonperturbative effects, identifying universal properties when possible [3].

Many jet observables have been resummed to very high accuracy, especially with the advent of effective field theory (EFT) techniques applicable to jets with soft collinear effective theory (SCET) [4–5]. Two-jet event shapes in $e^+e^-$ collisions [9] such as thrust, hemisphere jet masses, and $C$-parameter have now been resummed to next-to-next-to-next-to-leading logarithmic (N$^3$LL) accuracy [10–13], with a plethora of other observables now resummed to NNLL accuracy. The resummation of jet observables dependent on the definition of an algorithm have also been studied, such as angularity jet shapes [14–16], jet masses [17–20] and other jet substructure observables [21–22]. One class of logarithms that have not yet been fully resummed are logs of the angular size $R$ of jets in the definition of these algorithms. Fixed-order dependence on $R$ in resummed cross sections in another variable has been computed, but a generic procedure to resum logs of $R$ themselves has not yet been given. Ref. [23] has recently applied generating functional methods to resum leading logs of $R$ in QCD in several jet observables. The logs of $R$ in jet cross sections and the jet shape $\Psi(r/R)$ [24–25] were partially resummed in a soft approximation in [26], and the resummation of the jet shape was also explored recently using EFT techniques [27].

In this paper we explore steps toward an EFT-based method to factorize and resum logs of jet radii in jet thrust and exclusive jet cross sections. We consider specifically two-jet thrust and total cross sections in $e^+e^-$ collisions. For example, with the Sterman-Weinberg (S-W) jet algorithm [28], one obtains the total 2-jet cross section to $O(\alpha_s)$,

$$\frac{\sigma_{SW}^{{\text{2j}}}}{\sigma_0} = 1 + \frac{\alpha_s C_F}{\pi} \left(-4 \ln 2 \beta \ln \delta - 3 \ln \delta - \frac{\pi^2}{3} + \frac{5}{2}\right),$$

where $\delta$ is the half-angle of each cone and $\beta$ is the fraction of total final-state energy lying outside the cones. Because S-W cones are not fixed to be exactly back-to-back, at $O(\alpha_s)$ this is equivalent to the $k_T$-type recombination algorithms [29–33]. For a fixed cone algorithm (e.g., S-W) with cones of half-angle $r$ and energy veto $\Lambda$ on particles outside, one obtains instead

$$\frac{\sigma_{SW}^{{\text{cone}}}}{\sigma_0} = 1 + \frac{\alpha_s C_F}{\pi} \left(-4 \ln \frac{2\Lambda}{Q} \ln R - 3 \ln R - \frac{1}{2} + 3 \ln 2\right),$$

where $R \equiv \tan(r/2)$. In both Eqs. (1) and (2), $\sigma_0$ is the Born cross section. Below we will identify $\beta = \Lambda/Q$ and $\delta = R$ in discussing the two classes of algorithms. Meanwhile, for a measurement of jet thrust, defined in
Eq. \(29\), the \(O(\alpha_s)\) cross section integrated from 0 to \(\tau\) is given by
\[
\frac{1}{\sigma_0} c_{\text{soft}}^{\text{alg}}(\tau) = 1 + \frac{\alpha_s C_F}{2\pi} \left[-2\ln^2 \tau - 3\ln \tau \right. \tag{3} \\
- 8\ln R \ln \frac{24R}{Q\tau} - 1 + 2\Delta c_{\text{soft}}^{\text{alg}}(\tau),
\]
for \(0 < \tau < R^2\) for fixed cone algorithm and \(0 < \tau < R^2/4\) for S-W or \(k_T\). \(\Delta c_{\text{soft}}^{\text{alg}}\) is a nonsingular contribution given in Eqs. (12) and (13).

It has been a challenge to resum the logarithms in cross sections like Eqs. (1), (2), and (3) because it has not been clear how to relate the logs of \(R\) to a hierarchy of energy scales in an EFT. Numerous groups have now applied SCET to the study of jet cross sections dependent on a jet algorithm, e.g., \([14, 15, 35–40]\). None of these have yet achieved a complete factorization of the logs of \(R\) in Eqs. (1) and (2), as they make use of a single soft mode to describe the radiation with energy at the scale \(\Lambda = Q\beta\). Ref. \([15]\) did introduce the notion of refactorizing the soft function for a cross section with multiple measurements on jets (such as different jet masses along with the jet veto) but stopped short of identifying different modes for soft particles carrying the jet veto energy.

In this paper we show that the logs of \(R\) can only be factorized completely if an additional mode is added to SCET below the ordinary soft scale, namely, a soft-collinear mode, with soft energy but collinear in its directionality, with light-cone momenta \(p_{\text{sc}} = (n \cdot p, \bar{n} \cdot p, p_{\perp})\) scaling as \(\sim \Lambda(1, R^2, R)\) or \(\Lambda(R^2, 1, R)\). We show the appearance of this mode in the one- and two-loop contributions to the jet thrust and total 2-jet cross sections and how it leads to more complete separation of the scale dependence at these orders, thus making possible resummation of a larger set of logs of \(R\) than before.

We do not deal here with the factorization and resummation of logs that are non-global in nature \([31]\), that is, from correlated soft emissions into regions measured with disparate scales, e.g., the jet thrust \(Q\tau\) and the veto energy \(\Lambda\). The scale \(R\) also enters these ratios, as found in \([37, 38, 42, 43]\). Recent breakthrough progress has been made in factorizing and resumming these observables in the framework of SCET \([21, 22, 44]\) through the realization that to factorize and resum non-global logs (NGLs), more differential measurements of subjets, from which soft radiation can be emitted, must first be made. New modes and scales associated with the boundary of the full jet appear and play a crucial role in the resummation of the NGLs. Similar ideas have just recently been outlined in \([45]\) in the context of some of the same two-jet cross sections we consider here, also identifying the soft-collinear mode (with the less mellifluous name “coft”) and the necessity of additional operators accounting for multiple eikonal directions within jets that can emit this radiation.

Resummation of the NGLs and thus a full resummation of all logs containing dependence on the algorithm parameters \(\Lambda\) and \(R\), and a full realization of the power of the soft-collinear mode, will indeed require treatment of emissions from multiple collinear sources within jets. Such a treatment, being pursued by several groups, is one we leave out of the scope of the present paper. We deal here with all the issues of implementation of the soft-collinear mode at the first step of the full treatment, namely, with one eikonal source within the full jets. We identify those logs that can newly be factorized and resummed at this level with the introduction of this mode. We study both the jet thrust and total 2-jet cross sections. In the process we tie together several dangling ideas in previous literature:

- The soft mode for radiation inside jets measured with a thrust-like variable is in fact the collinear-soft (csoft) mode (not to be confused with soft-collinear!) introduced in \([46]\) in the context of multi-jet cross sections in which two of the jets approach each other in angle, increasing the virtuality of the exchanged soft radiation due to increased collinearity. This theory of SCET plus csoft modes was called SCET+. We point out here that the same thing happens to soft radiation contributing to thrust when confined to a cone. The increase in this soft scale by a factor 1/R was noted in \([15]\); the identification of the in-jet soft mode with the csoft mode of \([46]\) is new. The theory of SCET+ plus our soft-collinear modes in order to factor logs of the ratio between \(\Lambda\) and \(AR\) is then called SCET++.

- The “unmeasured” jet function introduced in \([14, 15]\) for collinear radiation in a jet not measured with any other variable (as occurs in total jet cross sections) can be constructed from a convolution of the measured jet function and the in-jet measured soft function in the jet thrust or other measured jet cross section. In this paper we determine that hard-collinear modes at the scale \(Q\sqrt{\tau}\) and the in-jet measured soft modes at the scale \(Q\tau/R\) become one and the same mode when \(\tau\) is integrated up to its maximum value in the jet cone, \(R^2\) for a cone algorithm. This explains an observation in \([39]\) about how to reshuffle terms between the \(O(\alpha_s)\) measured jet and soft functions so that they integrate up to the unmeasured jet function. Our observations generalize all of these previous computations of unmeasured jet functions at \(O(\alpha_s)\) and procedures relating them to measured jet functions to \(O(\alpha_s^2)\) and beyond. This can be viewed as the “0th” step in a procedure to resum logs in jet cross sections by first identifying subjets with some kind of substructure measurement as in \([21, 22, 44]\).

- Previously it has been noted that logs of \(R\) in soft functions dependent on a jet veto \([14, 15, 35, 38, 43]\) appear to be proportional to the cusp anomalous dimension \([37]\). While the circumstantial evidence from fixed-order computations was compelling, justification was lacking. By the introduction of the soft-collinear mode, we find that both
the global soft and soft-collinear functions contain a \( \Gamma_{ccsp} \ln(\mu/(2\Lambda)) \) and \( \Gamma_{ccsp} \ln(\mu/(2\Lambda R)) \) pieces which combine to give \( \Gamma_{ccsp} \ln R \). Because the individual anomalous dimensions are \( \ln \mu \)-dependent we can conclude that their coefficient, and thus that of the \( \ln R \) in the unfactorized veto soft function, really is the cusp anomalous dimension, establishing the validity of the earlier conjectures.

- We identify and resum all those logs of \( R \) not associated with non-global radiation, distinguishing those coming from the hard-collinear scale \( QR \) and the soft-collinear scale \( 2\Lambda R \). This is a necessary step to deal with global logs of \( R \) before resumming also the NGLs.

- The physical origin of the argument, \( Q\tau/(2\Lambda R^2) \), of the NGLs in the jet thrust cross section now becomes clear as the ratio of the csoft scale of measured soft radiation \( Q\tau/R \) and the scale of soft-collinear radiation \( 2\Lambda R \), the only modes that are sensitive the the jet boundary.

The necessity of additional modes such as csoft and soft-collinear modes can be traced to the measurement of multiple observables that set the collinearity of jets or softness of radiation emitted therefrom, in this case, the jet thrust \( \tau \), the jet radius \( R \), and soft veto energy \( \Lambda \). Some modes are sensitive to only one of these measurements, such as the hard-collinear modes to \( \tau \). Others are sensitive to more than one measurement at the same time, such as csoft to \( \tau \) and \( R \), or soft-collinear to \( \Lambda \) and \( R \). The emergence of modes simultaneously sensitive to multiple measurements has been explored in studies of multi-differential cross sections, e.g., [21, 46, 48]. Hard-collinear modes sensitive to \( R \) were introduced in [14, 15]. Modes sensitive both to a soft veto \( \Lambda \) and to \( R \), however, are introduced here for the first time, as is the connection between csoft modes and \( R \).

Particularly for recombination algorithms such as the \( k_T \)-type algorithms, jet cross sections begin to exhibit "clustering logs" [43, 49, 50] at \( \mathcal{O}(\alpha_s^3) \), even in the Abelian part, that spoil predictions of higher-order logs based on renormalization-group (RG) evolution of lower-order logs. Thus the generality of our proposed ideas will depend on the choice of algorithm. We leave a discussion of these sorts of logs out of the scope of our treatment here. At \( \mathcal{O}(\alpha_s^3) \) we will stick to the thrust cone algorithm as in [47, 48, 45], which exhibits good factorization properties at least to \( \mathcal{O}(\alpha_s^2) \). As we have emphasized, the introduction of the soft-collinear mode is a necessary, though not always sufficient, step towards resummation of logs of \( R \). We will find it already illuminates several outstanding issues, especially those outlined above.

In Sec. [11] we will explore the appearance of multiple soft scales at \( \mathcal{O}(\alpha_s) \) in jet cross sections and introduce the soft-collinear mode. In Sec. [11] we will dissect the phase space in the \( \mathcal{O}(\alpha_s) \) 2-jet cross sections and construct the separate global soft and soft-collinear functions at this order. In Sec. [11] we will review the \( \mathcal{O}(\alpha_s) \) jet thrust cross section and integrate it to obtain the 2-jet cross section, leading to insight into how to relate factorization theorems for the two cross sections to higher orders. In this context the complete EFT of SCET++ makes its first appearance. In Sec. [11] we will construct the form that the \( \mathcal{O}(\alpha_s^3) \) soft function for the jet thrust cross section must take if it factorizes into csoft, soft and soft-collinear pieces as we propose, and compare this form to its explicit computation in [43]. We find the latter result does indeed factor into pieces dependent on the global soft and soft-collinear scales, and we extract the anomalous dimensions of the individual csoft, soft and soft-collinear factors to \( \mathcal{O}(\alpha_s^2) \) and even \( \mathcal{O}(\alpha_s^3) \). In Sec. [11] we obtain the \( \mathcal{O}(\alpha_s^2) \) jet thrust cross section implied by our refactorized formula, and relate the measured jet and in-jet measured soft functions to the unmeasured jet function, obtaining its form and anomalous dimension to \( \mathcal{O}(\alpha_s^2) \). We also obtain the terms in the 2-jet rate that can be computed from integrating the jet thrust distribution with one collinear source of soft radiation per jet and compare to the recent prediction of [45]. In Sec. [11] we compare some of the terms in the \( \mathcal{O}(\alpha_s^2) \) 2-jet cross section with the numerical predictions of the program EERAD3 [51]. In Sec. [11] we present a formula for the resummed jet thrust distribution using the ingredients we extracted earlier. In Sec. [11] we collect in summary form the main new results of the paper for easy reference. In Sec. [11] we conclude. In the Appendices we provide a number of technical formulae and known results that we need in the main part of our discussion.

II. HIERARCHY OF HIERARCHIES

The jet and jet thrust cross sections in Eqs. (1), (2), and (3) differ in one important respect from something like the global thrust or hemisphere jet mass distribution, which exhibit double and single logs of the single measurement parameter \( \tau \) or \( m/Q \). For thrust and jet mass, both collinear and soft radiation are measured with the same parameter, e.g., \( \tau \), and \( \tau \) acts as a physical regulator on both the soft and collinear divergences in QCD amplitudes, generating logs of \( \tau \). Factorizing logs of \( \tau \), then, involves identifying which ones come from collinear divergences and which ones from soft. Instead, in the jet rates Eqs. (1) and (2), the collinear and soft divergences are regulated by different parameters, in principle completely independent from each other. The soft divergences are regulated by the parameter \( \Lambda \), while collinear divergences are regulated by \( R \). These parameters control the amount of phase space around the divergent regions contributing to the cross section. Thus, while collinear and soft modes relevant for a global thrust or jet mass cross section are connected by \( \tau \), e.g., \( p_n \sim Q(1, \tau, \sqrt{T}) \) and \( p_n \sim Q(\tau, \tau, \tau) \), giving the usual relation \( p_z^2 = Q\mu_\tau \), amongst hard, collinear, and soft scales, the collinear and soft modes for the jet rates Eqs. (1) and (2) are in principle decoupled in their scaling.
Normally, to describe a jet cross section in an EFT, we integrate out of QCD hard modes of momenta

\[ p_h \sim (Q, Q, Q) \]  

and match at a scale \( \mu_H = Q \) onto a theory (SCET) of energetic collinear modes and soft modes. For 2-jet cross sections Eqs. (1) and (2), these modes have light-cone momenta scaling as

\[ p_n \sim Q(1, R^2, R) \]

SCET: \[ p_n \sim Q(R^2, 1, R) \]

\[ p_s \sim (\Lambda, \Lambda, \Lambda). \]

Trying to factor a jet thrust or two-jet cross-section like Eqs. (1), (2), and (3) into jet and soft functions using this separation of scales yields a soft function containing logs of multiple scales that cannot be minimized by a single choice of soft factorization scale \( \mu_S \). From (13), one obtains the prediction

\[ \frac{\alpha_2^\text{alg}}{\alpha_0} = H(Q^2, \mu)J_{un}^\text{alg}(QR, \mu)^2 S_{\text{veto}}^c(\Lambda, R, \mu). \]

Here \( H = |C|^2 \) is the hard function, built from the Wilson coefficient \( C \) appearing in the matching of the QCD current \( j^{QCD}_c = \bar{\psi}_c \gamma^\mu q \) on the SCET 2-jet operator \( \mathcal{O}^\mu_2 = \bar{\chi}_n \gamma^\mu \chi_n \), through the relation \( \langle j^{\mu}_{QCD} \rangle = C_2(\mu)\langle \mathcal{O}_2 \rangle(\mu) \), with the expectation value computed in some suitable external state overlapping with the operator \( [8, 52, 53] \). The functions \( J_{un}^\text{alg} \) containing effects of the hard collinear radiation inside jets were dubbed “unmeasured jet functions” in [13, 55] to distinguish them from more usual jet functions in which some property like the jet mass is probed, e.g., [54, 55]. The soft function \( S_{\text{veto}}^c \) (the \( c \) indicates integrated, or cumulative, distribution in energy \( E_{\text{cut}} \) outside the cones) contains the effects of soft radiation from jets outside the cones in the veto region.

At one loop, the individual hard, jet, and soft functions in Eq. (6) are given by,

\[ H(Q^2, \mu) = 1 + \frac{\alpha_s}{4\pi} \left( \Gamma_0^H \ln^2 \frac{\mu}{Q} + \gamma_0^H \ln \frac{\mu}{Q} + c_H^1 \right) \]

\[ J_{un}^\text{alg}(QR, \mu) = 1 + \frac{\alpha_s}{4\pi} \left( \Gamma_0^J \ln^2 \frac{\mu}{QR} + \gamma_0^J \ln \frac{\mu}{QR} + c_{Jun}^1 \right) \]

\[ S_{\text{veto}}^c(\Lambda, R, \mu) = 1 + \frac{\alpha_s}{4\pi} \left( \Gamma_0^S \ln R \ln \frac{\mu^2}{4\Lambda^2 R^2} + c_S^1 \right) \]

where \( \alpha_s = \alpha_s(\mu) \), and \( \Gamma_0^H, \gamma_0^H, \gamma_0^J \) are the 1-loop coefficients of the cusp and non-cusp parts of the anomalous dimensions, and \( c_H^1, c_{Jun}^1 \) are constants. The cusp parts of the anomalous dimensions are proportional to the universal cusp anomalous dimension to all orders in \( \alpha_s \), which has the expansion given in Eq. (D4) with coefficients given up to three loops by Eq. (D5). The cusp coefficients in Eq. (7) are proportional to the cusp anomalous dimension in Eq. (D4) according to:

\[ \Gamma_H = -2\Gamma_{\text{cusp}}, \quad \Gamma_{Jun} = \Gamma_{\text{cusp}}, \quad \Gamma_S^0 = 2\Gamma_{\text{cusp}}. \]

In the form Eq. (7c), we do not actually know that the coefficient \( \Gamma_S^0 \) of the double log is proportional to the cusp anomalous dimension beyond \( \mathcal{O}(\alpha_s) \); it multiplies only a single log of \( \mu \) and thus technically is part of the non-cusp anomalous dimension in the form Eq. (7c). It has previously been conjectured to be proportional to the actual \( \Gamma_{\text{cusp}} \) to all orders [15], and confirmed to be so to \( \mathcal{O}(\alpha_s^2) \) by explicit computation [37, 38]. We will show below that the introduction of the soft-collinear mode enables its identification as the cusp anomalous dimension.

The non-cusp parts of the anomalous dimensions are given by the expansion in Eq. (D4), and have coefficients for the hard and jet functions given by Eqs. (D6) and (D7). Meanwhile, the constant \( c_{Jun}^1 \) depends on the particular algorithm chosen and was computed for cone and \( k_T \)-Sterman-Weinberg algorithms in [15],

\[ c_{Jun}^{\text{cone}} = \left( 7 + 6\ln 2 - \frac{5\pi^2}{6} \right) C_F, \]

\[ c_{Jun}^{\text{SW}} = \left( 13 - \frac{3\pi^2}{4} \right) C_F. \]

The hard and soft constants are given by

\[ c_H^1 = \left( \frac{7\pi^2}{3} - 16 \right) C_F, \quad c_S^1 = -\frac{2\pi^2}{3} C_F. \]

In Eqs. (7a) and (7b), it is evident that the dependence on the hard scale \( Q \) and the jet scale \( QR \) have been properly isolated, and logs in the fixed-order hard or jet functions can be minimized by choosing \( \mu = Q \) or \( \mu = QR \), respectively. In the soft function in Eq. (7c), it may appear that the scale \( \mu = 2\Lambda \sqrt{R} \) could be chosen to do the same (as suggested in [15]). However, this choice, as we will see, does not succeed in minimizing logs at \( \mathcal{O}(\alpha_s^2) \) and beyond, and the anomalous dimension of \( S_{\text{veto}}^c \) in Eq. (7c) still contains an undesired large \( \ln R \):

\[ \gamma_S \equiv \frac{d\ln S_{\text{veto}}^c}{d\ln \mu} = \frac{\alpha_s}{2\pi} \Gamma_0^S \ln R, \]

to \( \mathcal{O}(\alpha_s) \). As we will show, there is actually dependence on two scales, \( 2\Lambda \) and \( 2AR \), which must be separated out to factor the soft function \( S_{\text{veto}}^c \) into pieces each dependent on a single scale.

We introduce a mode in the soft sector, with collinear scaling with respect to the soft energy \( \Lambda \):

\[ p_s \sim (1, 1, 1) \]

\[ p_s^\text{un} \sim (1, R^2, R) \]

\[ p_s^\text{sc} \sim (R^2, 1, R) \]

This mimics the scaling of the hard-collinear modes in the original SCET Eq. (5). Once the hard and hard-collinear
modes are integrated out, one is left with a theory of soft modes, obeying the full QCD Lagrangian \[3\, 7\], so it is as if one is starting out from the full theory, but at a lower energy scale and one where soft gluons are sourced by Wilson lines instead of physical quarks and gluons. Within this soft QCD, one repeats the matching onto collinear modes with respect to the lower energy scale. The second theory is a “soft SCET,” and we name the new modes \textit{soft-collinear} modes.

Again, the soft-collinear modes in Eq. \((12)\) are to be distinguished from the “csoft” modes of \[46\], which are soft modes whose virtuality is \textit{higher} than the global soft scale because the \textit{small} light-cone component is fixed to be the same as the soft while the other momentum components are forced to have collinear scaling. In \[46\] this happened when two collinear jets whose combined invariant mass is measured grow close to one another in angle, causing the exchanged soft radiation to inherit a degree of collinearity. Below, we will see they also arise when the soft radiation from a jet whose small light-cone momentum is measured (with thrust or mass) is confined to be inside a cone. In contrast, in Eq. \((12)\), the soft-collinear radiation lives at a \textit{scale below} the global soft scale, because its \textit{large} light-cone component of momentum is fixed by measurement of the energy \(k^0 = (k^+ + k^-)/2\) to be equal to the soft scale \(\Lambda\), while the other components scale collinearly.

The Lagrangian for the soft-collinear modes looks identical to that for the hard-collinear modes in the first SCET. They do in principle couple to a set of softer soft modes, \textit{e.g.}, with scaling \(\Lambda(R^2, R^2, R^2)\) in all components, which can be decoupled from the \textit{sc} modes by the BPS field redefinition \[7\], but such modes do not contribute anything to the jet cross sections we consider (we introduce no measurement sensitive to this scale).

III. PHASE SPACE AND EFT MODES

In this section we consider the scaling of phase space constraints for the cone and \(k_T/\text{Sterman-Weinberg}\) algorithms at \(\mathcal{O}(\alpha_s)\) and match the full QCD calculation onto a theory of the collinear, soft, and soft-collinear modes defined above. These constraints and their collinear and soft scaling for several algorithms were extensively studied in \[25\].

The two-jet rate in QCD can be computed from

\[
\sigma_{2-jet}(\Lambda, R) = \frac{1}{2Q^2} \sum_X |L_\mu(X) j^\mu(0)|^2 \Theta_{\text{alg}}(X)
\times (2\pi)^4 \delta^4(q - p_X),
\]

where \(j^\mu = \bar{q} \gamma^\mu q\) is the quark current, \(L_\mu\) is the leptonically part of the amplitude (see, \textit{e.g.}, \[25\, 52\, 53\]), \(p_X\) is the momentum of the final state and \(q\) is the \(e^- e^-\) total momentum, in the CM frame, \(q = (Q, 0)\), and \(\Theta_{\text{alg}}\) imposes the phase space constraints for the chosen jet algorithm.

For a final state with hadrons \(i\) of momentum \(k_i\),

\[
\Theta_{\text{cone}}(X) = \sum_{i \in X} \left[ \theta(\hat{t}_i < r) + \theta(\hat{t}_i > \pi - r) \right. \\
+ \left. \theta(r < \hat{t}_i < \pi - r) \theta(k^0 < \Lambda) \right],
\]

where \(\hat{t}_i\) is the angle between the particle \(i\) and the cone axis \(\hat{n}\) (determined, \textit{e.g.}, by the thrust axis). The two theta functions allows particles to have any energy if inside the cone of radius \(r\), and to be limited by the jet veto energy \(\Lambda\) if outside. For the \(k_T/\text{Sterman-Weinberg}\) algorithms, the theta functions are more complicated, having to account for different possible recombinations of particles. We will write their specific form for a definite number of collinear or soft particles below.

To \(\mathcal{O}(\alpha_s)\), the cross section Eq. \((13)\) receives contributions from purely virtual, hard graphs with a \(q\bar{q}\) final state, and from the collinear and soft gluon limits of the \(q\bar{q}g\) final states, up to corrections suppressed by \(R/\Lambda/\mathcal{Q}\).

\[
\frac{\sigma_{2-jet}(\Lambda, R)}{\sigma_0} = 1 + \frac{\alpha_s}{4\pi} H(1) + 2J(1) + S(1),
\]

\(H(1)\) comes from purely virtual diagrams for \(q\bar{q}\) final states, and corresponds to the squared modulus of the one-loop part of the matching coefficient of \(j^\mu\) onto the SCET two-jet operator \(\mathcal{O}_{q\bar{q}}^\mu\). The result is given by Eq. \((18)\).

\(J(1)\) and \(S(1)\) come from the collinear and soft limit of the QCD amplitudes and phase space constraints for one-gluon emission. These amplitudes and phase space constraints are given, \textit{e.g.}, in \[15\]. They are given by matrix elements of collinear and soft operators in SCET. For example, the soft function in Eq. \((4)\) is given by \[15\] in all com-
FIG. 1: Phase space for cone and $k_T$/Sterman-Weinberg jets. The phase space for a collinear (blue) or soft (red) gluon emitted from a quark and antiquark in the computation of the $\mathcal{O}(\alpha_s)$ 2-jet rate in the cone and $k_T$-type/Sterman-Weinberg algorithms are shown.

For jet functions with finite $R$ and an additional measurement such as jet mass, the zero-bin subtractions are nonzero even in DR and are essential to obtain correct results \cite{15, 60}. We refer the reader to these references for appropriate discussion.

In the limit that the gluon is soft, $p_T^g \sim \Lambda \ll Q$, the emitting quark or antiquark determines the jet axis and thus automatically lies inside the jet, and these constraints reduce to

\[
\Theta_{\text{cone}} = \theta (\theta_{qg} > r) \theta (\theta_{\bar{q}g} < r) \theta (p_T^g < \Lambda) \tag{20}
\]

Technically there is also a term for soft gluons inside the jets with no energy constraint, but in the soft limit the integrals over the soft amplitude are scaleless and zero in DR. This region is illustrated in red in Fig. 1 and gives the contribution $S^{(1)}$ in Eq. (7c).

Going back to the soft phase space given by Eq. (20) and examining Eq. (7c) and Fig. 1, we see that this phase space is still sensitive to two distinct physical scales. We separate these out in Fig. 2. The first scale is, of course, the soft jet veto energy $\Lambda$. The other, however, is the soft-collinear scale $\Lambda R$. Although the cross section does
not contain any particles of this energy scale inside the jet cones, it is still sensitive to such modes because we have taken them out of the phase space. This is evident in Fig. 2 and is made transparent by rewriting the theta function in Eq. (20):

$$
\Theta_{\text{cone}} = \theta(y^0_y < \Lambda)[1 - \theta(\theta_{yy} < r) - \theta(\theta_{yy} > r)].
$$

Each of the three terms, represented by the $s_i$ and $sc_{n,\bar{n}}$ regions in Fig. 2, is now sensitive to a single physical scale. The contributions sum to give

$$
S^{(1)} = S_s^{(1)} + 2S_{sc}^{(1)},
$$

(22)
corresponding to the terms in Eq. (21).

Here we can give explicit results for the $O(\alpha_s)$ contributions in Eq. (22). We will consider them at $O(\alpha_s^3)$ in Sec. V. The full veto-dependent soft function in Eq. (22) was computed in Ref. 15 from matrix elements of the Wilson lines in Eq. (16), integrating over the real gluon phase space in Fig. (21). The computation there was organized in such a way that we can easily read off the results corresponding to the individual global soft and soft-collinear pieces in Eq. (22), whose all-orders operator definitions we give in Eqs. (26) and (27). Working in $d = 4 - 2\epsilon$ dimensions to regulate the divergences, in the $\overline{\text{MS}}$ scheme, we find that

$$
S_s^{(1),\text{bare}} = \frac{\alpha_s C_F}{\pi} \frac{e^{\gamma_E}}{\Gamma(1 - \epsilon)} \left( \frac{\mu}{2\Lambda} \right)^{2\epsilon} \frac{1}{\epsilon^2 - \frac{\pi^2}{6}} \quad (23a)
$$

$$
S_{sc}^{(1),\text{bare}} = -\frac{\alpha_s C_F}{2\pi} \frac{e^{\gamma_E}}{\Gamma(1 - \epsilon)} \left( \frac{\mu}{2\Lambda} \right)^{2\epsilon} \frac{1}{\epsilon^2}. \quad (23b)
$$

Arguments similar to those in Refs. 55, 59 can be used to identify these poles as being of UV origin. Each component can be renormalized separately, and we find for the renormalized functions

$$
S_s^{(1)} = \Gamma^0_s \ln^2 \frac{\mu}{2\Lambda} + \epsilon_s^{ss},
$$

(24a)

$$
S_{sc}^{(1)} = \Gamma^0_{sc} \ln^2 \frac{\mu}{2\Lambda} + \epsilon_{sc}^{sc},
$$

(24b)

where

$$
\Gamma_s^0 = -\frac{1}{2} \Gamma_s^0 = -\Gamma_{\text{cusp}}^0,
$$

$$
\epsilon_s^{ss} = -\pi^2 C_F, \quad \epsilon_{sc}^{sc} = \frac{\pi^2}{6} C_F.
$$

(25)

Now the dependence of the cross section on the separate scales $2\Lambda$ and $2\Lambda R$ has been properly separated.

The phase space division in Eq. (21) suggests the all-orders generalizations of the purely soft, or global soft, function and soft-collinear functions for veto-scale radiation:

$$
S_s(E, \mu) = \frac{1}{N_C} \sum_{X_s} |\langle X_s | T[Y_s^s Y_s^s] | 0 \rangle|^2 \delta\left( E - \sum_{i\in X_s} E_i \right),
$$

(26)

$$
S_{sc}(E, \mu) = \frac{1}{N_C} \sum_{X_{sc}} |\langle X_{sc} | T[Y_{sc}^{sc} Y_{sc}^{sc}] | 0 \rangle|^2 \delta\left( E - \sum_{i\in X_{sc}} E_i \right),
$$

(27)

where $Y_{s,n,\bar{n}}$ are Wilson lines of the soft gluons scaling as $p_s$ in Eq. (12), and $X_{sc}$ are final states in the soft mode Hilbert space. The phase space constraint Eq. (20) for these soft modes reduces to unity since they cannot resolve the small angle $R$. The global soft function Eq. (26) with a measurement of the total energy is equivalent to the timelike soft function that appears in Drell-Yan, e.g., in [61].

Meanwhile, the soft-collinear function is given by

$$
S_{sc}^n(E, R, \mu) = \frac{1}{N_C} \frac{1}{2\Lambda R} \sum_{X_{sc}} |\langle X_{sc} | T[Y_{sc}^{sc} Y_{sc}^{sc}] | 0 \rangle|^2 \delta\left( E - \sum_{i\in X_{sc}} \tilde{n}_i p_{i\mu} \theta(\theta_{\tilde{n}i} > r) \right),
$$

(28)

where $Y_{sc,n,\bar{n}}$ are Wilson lines of soft-collinear gluons in Eq. (12). $X_{sc}$ are final states in the $(n)$ soft-collinear Hilbert space, and similarly for the $\bar{n}$ soft-collinear function (which is equal to $S_{sc}^\bar{n}$). For these modes, the soft-collinear gluons in the $n$ direction only resolve the angle with respect to the $n$ jet axis; the phase space is the complement of the $X_{sc}$ triangle in Fig. 2. Similarly the $\bar{n}$-soft-collinear modes resolve only the angle with respect to the $\bar{n}$ jet axis. Integrating a soft-collinear gluon over all angles gives a scaleless integral in DR, so we know the contribution of one soft-collinear gluon in the region $\theta_{\bar{n}n} > r$ is minus the contribution over $\theta_{\bar{n}n} < r$, hence the minus signs in Eq. (21).

The total veto soft function is given by

$$
S_{\text{veto}}^{n,\bar{n}}(E, R, \mu) = \int_0^\Lambda d\tilde{n} \int dE \int dE_s dE_n dE_{\tilde{n}} \delta(E - E_s - E_n - E_{\tilde{n}}) \times S_s(E_s, \mu) S_{sc}^{n}(E_n, R, \mu) S_{sc}^{\bar{n}}(E_{\tilde{n}}, R, \mu),
$$

(29)

which in this form is cumulative (integrated) in $E$ (up to $\Lambda$). The division of this soft function into contributions from global soft radiation and soft radiation confined to the cones, and their corresponding scale dependence, was anticipated in the breakup of its calculation at $O(\alpha_s)$ in Ref. 15. However the identification of each piece as the soft function for a different mode and RG running to two different scales $2\Lambda$ and $2\Lambda R$ was not made there.

**IV. INTEGRATING THE ONE-LOOP JET THRUST DISTRIBUTION**

Although the one-loop cross sections Eqs. (1) and (2) are well known, we can cross check them by integrating the jet thrust distribution. This exercise will also lend us insight into a way to cross check the two-loop prediction for the jet rate from our calculations against known results for the two-loop jet thrust distribution, which we will carry out in Sec. V.

The jet thrust distribution identifies two jets with an angle whose timelike soft function that appears in Drell-Yan, e.g., in [61].
the jet thrust, one of the jet angularity shapes defined in \[15\]. The jet thrust is defined by

\[
\tau(J) = \frac{1}{2E_J} \sum_{i \in J} |p_T^i| e^{-\eta_i},
\]

where \(J\) is a jet found by the chosen algorithm, the sum is over particles \(i\) within the jet, \(E_J\) is the total jet energy, and the transverse momentum \(p_T\) and (pseudo)rapidity \(\eta\) are measured with respect to the jet axis. We will consider both the double-differential distribution in the thrust of the two separate jets, \(\tau_1, \tau_2\), and the single differential distribution in the total thrust \(\tau = \tau_1 + \tau_2\). Following the derivation in \[15\], we find the leading power contributions to the jet thrust distribution can be computed from the factorized cross section,

\[
\frac{1}{\sigma_0} \frac{d\sigma(\Lambda, R)}{d\tau_1 d\tau_2} = H(Q^2, \mu) \int dt_n dt_{\bar{n}} dk_n dk_{\bar{n}} \delta(t_1 + t_2 - t) \delta(\theta_1 - \theta_2 - \theta) \times \delta(t_1 - t_2) \times J_{\text{alg}}(t_n, R, \mu) J_{\text{alg}}(t_{\bar{n}}, R, \mu) S(k_n, k_{\bar{n}}, \Lambda, R, \mu),
\]

where \(J_{\text{alg}}\) are algorithm-dependent jet shape functions \[15\] \[60\] and \(S\) is the jet shape soft function, equal to at least \(O(\alpha_s)\) for cone and \(k_T\)-type algorithms. The total jet thrust distribution is then given by

\[
\frac{1}{\sigma_0} \frac{d\sigma(\Lambda, R)}{d\tau} = \frac{1}{\sigma_0} \int d\tau_1 d\tau_2 \delta(\tau_1 + \tau_2) \frac{d\sigma(\Lambda, R)}{d\tau_1 d\tau_2}.
\]

The measurement of jet thrust in Eqs. (30) and (31) induces sensitivity to a different set of collinear and soft modes than those in Eqs. (12) and (17). The hard modes are integrated out the same way to give the hard function \(H\) in Eq. (30), but the EFT we match onto is SCET with a subset of “collinear-soft” (soft) modes, a theory that was dubbed “\(\text{SCET}_+\)”. 

\[
p_{\text{cn}} \sim Q(\tau, 1, \sqrt{\tau}), \quad p_{\text{cs}} \sim Q(1, \tau, \sqrt{\tau}),
\]

\[
\text{SCET}_+: \quad p_{\text{cn}} \sim Q(\tau, \frac{\tau}{R^2}, \frac{\tau}{R}), \quad p_{\text{cs}} \sim Q(\frac{\tau}{R^2}, \tau, \frac{\tau}{R}), \quad p^A_\Lambda \sim \Lambda(1, 1, 1).
\]

The soft scale \(Q/\tau\) can be identified from the explicit computation of the soft function, given to \(O(\alpha_s)\) in \[15\] and below in Eq. (39). Physically, it arises because the measured soft radiation with small light-cone component \(\sim Q\tau\) inside the jet cone is being confined to angular region of size \(R\), increasing its collinearity and virtuality—in the global thrust cross section, the soft scale would just be \(Q\tau\). Confining such radiation to a cone then requires the large light-cone component to be \(\sim Q/\tau R^2\) and \(p_\Lambda \sim Q\tau/R\), as in Eq. (32). The rescaling of the measured soft scale by \(1/R\) was identified in \[15\], and here we assert further that they are in fact the soft modes in \[16\], with an overall soft energy \(\sim Q\tau\) but with relative collinear scaling of the components in Eq. (32). In \[16\] one of the jet angularity shapes defined in \[15\].
and (37) are power suppressed relative to $J^{\text{incl.}}$. Thus in that limit, as in [15], the jet thrust cross section is independent of the algorithm to $O(\alpha_s)$. However, to obtain the total 2-jet rate later, we will integrate the cross section up to kinematically maximum allowed value of $\tau_{\text{max}} = R^2$ (cone) or $\tau_{\text{max}} = R^2/4$ (kv), where $\Delta J^{\text{alg.}}$ is no longer power suppressed. Thus we keep the contributions of both $J^{\text{incl.}}$ and $\Delta J^{\text{alg.}}$ in what follows.

The soft function in Eq. (30), meanwhile, receives contributions from soft gluons emitted within the jets and contributing to the jet thrust, and those outside and encountering the jet veto $\Lambda$ but not contributing to $\tau$. Putting together these different contributions at $O(\alpha_s)$ from [15] for two measured jets in the final state, we obtain

$$S(k_\alpha, \bar{k}_\beta, \Lambda, R, \mu) = \delta(k) \left[ 1 + \frac{\alpha_s C_F}{4\pi} \left( 4 \ln R \ln \frac{\mu^2}{4\Lambda^2 R} - \frac{\pi^2}{3} \right) - \sum_{i=\alpha,\beta} \frac{2\alpha_s C_F}{\pi} \frac{1}{\mu R} \frac{\theta(k_i) \mu R}{k_i} \ln \frac{k_i}{\mu R} \right],$$

which in this form is differential in $k_\alpha, \bar{k}_\beta$ but cumulative (integrated up to $\Lambda$) in the energy veto. Note that the parts of $\Delta J^{\text{alg.}}$ in Eqs. (36) and (37) for $t > Q^2 \tau_{\text{max}}$ cancel the total contribution of $J^{\text{incl.}}$ and $S$ in Eq. (30) above $\tau = \tau_{\text{max}}$ [15].

Putting together the hard function Eq. (7a), the jet function Eq. (41) including the contributions Eqs. (36) and (37), and the soft function Eq. (39), the prediction of Eqs. (30) and (31) for the (total) jet thrust cross section to $O(\alpha_s)$, presented in integrated form, is

$$\sigma_c^{\text{alg.}}(\tau) = \frac{1}{\sigma_0} \int_0^\tau d\tau' \frac{d\sigma(\Lambda, R)}{d\tau'} \bigg|_{\tau = \tau_{\text{max}} - \tau'} \left\{ 1 + \frac{\alpha_s C_F}{2\pi} \left[ -2 \ln^2 \tau - 3 \ln \tau - 8 \ln R \ln \frac{2\Lambda R}{Q\tau} - 1 \right] + 2\Delta \sigma_c^{\text{alg.}}(\tau) \right\},$$

where $\Delta \sigma_c^{\text{alg.}}$ is given by

$$\Delta \sigma_c^{\text{alg.}}(\tau) = \theta(\tau_{\text{max}} - \tau) \int_0^{\tau_{\text{max}} - \tau} dt \Delta J^{\text{alg.}}(t, R).$$

As noted above, the contribution of $\Delta J^{\text{alg.}}(\tau)$ above $\tau = \tau_{\text{max}}$ cancels against the sum of the inclusive jet function and the soft function contributions, so the integrated distribution plateaus at its constant value at $\tau = \tau_{\text{max}}$. The final term $\sigma_c^{\text{alg.}}(\tau_{\text{max}})$ in Eq. (40) is then
simply the expression in braces for \( \tau < \tau_{\text{max}} \) evaluated at \( \tau = \tau_{\text{max}} \). For the cone and \( k_T/S-W \) algorithms, the integrals of the algorithm-dependent contributions Eqs. \((36)\) and \((37)\) are given by

\[
\Delta \sigma_{c}^{\text{cone}}(\tau) = \theta(R^2 - \tau) \frac{\alpha_s C_F}{4\pi} 6 \ln \frac{T + R^2}{R^2}, \tag{42}
\]

and

\[
\Delta \sigma_{c}^{k_T}(\tau) = \theta\left(\frac{R^2}{4} - \tau\right) \frac{\alpha_s C_F}{4\pi} \left\{ 6 \left[ 1 - \sqrt{1 - \frac{4\tau}{R^2}} \right] + 4 \ln^2 \left( \frac{1}{2} + \frac{1}{2} \sqrt{1 - \frac{4\tau}{R^2}} \right) - 8 \text{Li}_2 \left( \frac{1}{2} - \frac{1}{2} \sqrt{1 - \frac{4\tau}{R^2}} \right) \right\} \tag{43}.
\]

At the maximum values \( \tau = \tau_{\text{max}} \), these simplify to

\[
\Delta \sigma_{c}^{\text{cone}}(\tau = R^2) = \frac{\alpha_s C_F}{4\pi} 6 \ln 2 \tag{44}
\]

\[
\Delta \sigma_{c}^{k_T}(\tau = R^2) = \frac{\alpha_s C_F}{4\pi} \left( 6 - \frac{2\pi^2}{3} - 6 \ln 2 + 6 \ln^2 2 \right). \tag{45}
\]

Thus the predictions of Eq. \((30)\) at \( \tau = \tau_{\text{max}} \) are

\[
\sigma_{c}^{\text{cone}}(\tau=R^2) = 1 + \frac{\alpha_s C_F}{2\pi} \left( -8 \ln R \frac{2\Lambda}{Q} - 6 \ln R + 6 \ln 2 - 1 \right), \tag{46}
\]

and

\[
\sigma_{c}^{k_T}(\tau=R^2) = 1 + \frac{\alpha_s C_F}{2\pi} \left( -8 \ln R \frac{2\Lambda}{Q} - 6 \ln R + 5 - \frac{2\pi^2}{3} \right). \tag{47}
\]

agreeing with Eqs. \((1)\) and \((2)\).

Note that the differential jet functions \( J_{\text{alg}}^a(t, R, \mu) \) when integrated up to \( t = Q^2 \tau_{\text{max}} \) do not by themselves reproduce the unmeasured jet functions \( J(R, \mu) \) in Eq. \((7b)\)—the coefficient of the double log differs. However, after combining \( J_{\text{alg}}^{n_a}(t_n, n, R, \mu) \) with \( S(k_n, k_n, \Lambda, R) \) through Eq. \((39)\), the total \( \tau \) distribution integrated up to \( \tau = \tau_{\text{max}} \) does equal the total 2-jet rate Eq. \((1)\) or Eq. \((2)\). This is because the wide-angle radiation in a measured jet with jet thrust \( \tau \) belongs in the soft sector in Eq. \((30)\)—it cannot become very energetic and preserve a small value of \( \tau \) for the jet—while in an unmeasured jet, hard collinear radiation can go all the way up to the angle \( R \) (or \( R/2 \)) and remain in the allowed collinear jet phase space. This difference was noted in \([15]\). Thus some of the logs appear in a different sector—soft or hard-collinear—depending on whether \( \tau \) is measured or not, but their total contribution to the 2-jet cross section remains the same. The transition between the two descriptions is relevant to formulating a complete all-orders form of the factorization theorem that resums all logs, global and non-global, in the 2-jet cross section \((\text{cf.} \ [21, 22, 44])\).

A slightly different approach was taken in \([39]\), where a definition of the measured (or, there, “unintegrated”) jet function was adopted so that it does integrate up to the unmeasured (or, “integrated”) jet function. This was done by adopting the power counting \( R \sim \tau \) from the beginning, whereas \([15]\) began with \( \tau \ll R \). Ref. \([39]\) effectively combined the measured jet function \( J_{\text{alg}}^a(t_n, R, \mu) \) in Eq. \((31)\) with the part of the soft function Eq. \((39)\) depending on the in-jet measured radiation with momenta \( k_n \) into a single object that by itself integrates up to \( J_{\text{un}}^a \).

Their soft function then retains no dependence on the measurement \( \tau \) and is the same for cross sections with measured or unmeasured jets. We have shown above that keeping the scales associated with \( \tau \) and \( R \) separate \((\tau \ll R \text{ from the beginning but then integrating the total cross section up to } \tau \sim R \text{ does in fact reproduce the total 2-jet cross section to leading power in } R) \text{. Both approaches lead to the correct fixed-order total 2-jet cross section. However, in the approach of \([39]\), one could not study the resummation of logs of the jet thrust \( \tau \) itself, although as a path to the total 2-jet cross section it is essentially equivalent to ours. The } \mu \text{-dependent logs in the jet and soft functions of } [39] \text{ are only those of } \frac{\mu}{QR} \text{ or } \frac{\mu}{(2A)} \text{ (no soft-collinear scale was identified), with no } \mu \text{-dependent logs containing the jet mass } \sqrt{p^2} \text{ or soft momentum } k \text{ relevant to the resummation of logs of } \tau \text{ remaining. For the goal of simply obtaining the total fixed-order two-jet rate, however, their approach succeeds in organizing the pieces of the jet thrust cross section in a way that can be integrated simply to give the total two-jet rate. We will explore the generalization of the relation between measured and unmeasured jet/soft functions to } \mathcal{O}(\alpha_s^2) \text{ and higher in Sec. V1B.}

V. TWO-LOOP JET THRUST SOFT FUNCTION

In this section we explore the factorization of the two-loop soft function for the jet thrust cross section in Eq. \((36)\) into csoft, global (veto) soft, and soft-collinear functions. The total jet thrust soft function was calculated to \( \mathcal{O}(\alpha_s^2) \) in \([38]\). Ideally, one should compute the individual factors from their operator definitions, e.g., Eqs. \((26)\) and \((27)\), the results of which to \( \mathcal{O}(\alpha_s) \) we gave in Eq. \((23)\), and verify that they reproduce the result of \([38]\). We do not do the EFT computation explicitly at \( \mathcal{O}(\alpha_s^2) \) in this paper, leaving it for future work. Rather, we show that the result in \([38]\) does indeed factor into pieces sensitive individually to csoft, global soft, and soft-collinear scales, and that these agree with the generic form these functions should take if they satisfy the appropriate RG evolution equations (RGEs).

There are leftover non-global pieces sensitive to multiple scales, and we show these remaining pieces agree with known coefficients for leading and subleading NGLs at \( \mathcal{O}(\alpha_s^2) \). From \([38]\) we can then extract the anomalous dimensions.
of the individual global factors to $O(\alpha_s^2)$.

Beyond this, we give generic arguments for how the csoft, global soft, and soft-collinear anomalous dimensions should be related to each other and to other soft functions in the literature (such as those for hemisphere thrust and Drell-Yan) to all orders in $\alpha_s$, and show our extracted anomalous dimensions indeed, nontrivially, satisfy these relations. The generic relations allow us to extract the anomalous dimensions of all the soft functions even to $O(\alpha_s^2)$. These results are already highly nontrivial and are a strong consistency check of our refactorization framework. From an explicit EFT computation of the csoft, global soft, and soft-collinear functions from their operator definitions such as Eqs. (26) and (27), one should be able to confirm our extracted anomalous dimensions from their UV divergent behavior and reproduce the results for the renormalized functions we give in this section.

A. Refactorization and RG Evolution

In the soft function for jet thrust in Eq. (39), there is dependence both on the csoft scale of measured in-jet soft radiation $k/R$ as well as the scales $2\Lambda$ and $2\Lambda$ associated with the energy veto outside the jets, illustrated in Fig. 3. We notice the dependence on the jet veto scale in Eq. (39) is the same as in the soft function Eq. (7) for the total 2-jet cross section, and thus separates into soft and soft-collinear contributions as in Eqs. (22) and (24). In fact, the whole 1-loop jet thrust soft function Eq. (39) can be separated into three categories of terms:

$$S(k_n, k_\bar{n}, \Lambda, R, \mu) = \delta(k) \left[ 1 + S^{(1)}_s(\Lambda, \mu) + 2 S^{(1)}_{sc}(\Lambda, R, \mu) \right] + \sum_{i=n, \bar{n}} S^{(1)}_i(k_i/R, \mu),$$

(47)

where $S^{(1)}_s$ were given in Eq. (24), and where $S^{(1)}_n$ is given by [15],

$$S^{(1)}_n(k/R, \mu) = \frac{\alpha_s}{4\pi} \left\{ \delta(k) c^1_n = -\frac{2\Gamma(\nu k(\mu R))}{\mu^2} \right\},$$

(48)

where

$$c^1_n = \frac{\pi^2}{6} C_F.$$

(49)

The form Eq. (47) suggests a generalization to an all-orders form of a refactorized jet thrust soft function,

$$S(k_n, k_\bar{n}, \Lambda, R, \mu) = \int_0^\Lambda dE S^{(1)}_n(k_n/R, \mu) S^{(1)}_n(k_\bar{n}/R, \mu) \times S_s(E, \mu) \otimes S^{(1)}_{sc}(ER, \mu) \otimes S_{ng}(k_n, k_\bar{n}, E, R),$$

(50)

where the $\otimes$ are convolutions in the jet veto energy measurement variables and/or in $k_n, k_\bar{n}$. $S_{ng}$ contains the leftover fixed-order NGLs, which begin at $O(\alpha_s^2)$, and are arguments of the ratios of the various soft scales [12][43]. They come from correlated emissions into separated regions of phase space. ($S^{(1)}_s$ itself is a convolution of two identical pieces.) For the soft function for the total jet thrust cross section in Eq. (31),

$$S(k, \Lambda, R, \mu) = \int dk_n dk_\bar{n} \delta(k - k_n - k_\bar{n}) S(k_n, k_\bar{n}, \Lambda, R, \mu).$$

(51)

We will distinguish the two soft functions Eqs. (30) and (51) by the number of their arguments. The refactorization of the $k$-dependent $S_n$ from the jet veto-dependent parts was already proposed in [15], and the separation of $S_{ng}$ and identification of the coefficient of the leading (double) NGLs was discussed in [43]. The identification of the subleading (single) NGLs in this soft function was made in [38]. The separation of the soft and soft-collinear functions at the scales $2\Lambda$ and $2\Lambda$ here is new. The full set of scales we have in the jet thrust cross section is illustrated in Fig. 3.

We will not provide here a formal derivation of Eqs. (50) and (51). However, because an explicit two-loop calculation of the total jet thrust soft function in Eq. (51) is available [38], we can check if it does in fact obey the form Eq. (51) in a consistent manner up to $O(\alpha_s^2)$, and proceed to compute the prediction arising from Eq. (50) and the full factorized form of the cross section Eq. (30) for the resummation of (global) logs to all orders in $\alpha_s$ at NLL and NNLL accuracy.

It will be most straightforward to work with the Laplace transform of Eq. (51) in both $k$ and $E$. We form the double transform:

$$\tilde{S}(\nu, \lambda, R, \mu) = \int_0^\infty dk e^{-\nu k} \int_0^\infty dE e^{-\lambda E}$$

$$\times S^{(1)}_n(k_n/R, \mu)^2 \otimes S_s(E, \mu) \otimes S^{(1)}_{sc}(ER, \mu)^2 \otimes S_{ng}(k, E, R),$$

which disentangles the convolutions, leaving us with

$$\tilde{S}(\nu, \lambda, R, \mu) = \tilde{S}^2_n(\nu R, \mu) \tilde{S}_s(\lambda, \mu) \tilde{S}^2_{sc}(\lambda/R, \mu) \tilde{S}_{ng}.$$
where the anomalous dimensions take the forms

$$\gamma_{\text{in}}(\mu) = -2\Gamma_{\text{cusp}}[\alpha_s(\mu)] \ln \frac{\mu R e^{\gamma_E}}{Q} + \gamma_{\text{in}}[\alpha_s(\mu)]$$

$$\gamma_{ss}(\mu) = 4\Gamma_{\text{cusp}}[\alpha_s(\mu)] \ln \frac{\mu \lambda e^{\gamma_E}}{2} + \gamma_{ss}[\alpha_s(\mu)]$$

$$\gamma_{sc}(\mu) = -2\Gamma_{\text{cusp}}[\alpha_s(\mu)] \ln \frac{\mu \lambda e^{\gamma_E}}{2R} + \gamma_{sc}[\alpha_s(\mu)],$$

where the $\gamma[\alpha_s]$ terms on the right-hand sides are the non-cusp parts of the anomalous dimensions, and the proportionalities of the cusp parts to $\Gamma_{\text{cusp}}$ are deduced from the one-loop results Eqs. (25) and (48).

Among the objects in the jet thrust cross section Eq. (50), the anomalous dimensions of the hard function [63] [65] and the jet function (which is the same as for the inclusive jet function) [65] as well as the cusp anomalous dimension [47] [66] are all known to $\mathcal{O}(\alpha_s^3)$. (We give these in App. D). The jet thrust soft function for the thrust cone algorithm, and thus its anomalous dimension, were computed to $\mathcal{O}(\alpha_s^2)$ in [37] [38]. Thus far, whether it factorizes as Eq. (50) and what the forms or the anomalous dimensions of each individual piece are remain unknown. Under the assumption that they obey Eqs. (55) and (56), we can extract these individual anomalous dimensions from the form of the soft function in [38].

**B. Two-Loop Soft Function**

A function that obeys the multiplicative RGE Eq. (55) with anomalous dimensions of the form Eq. (56) whose expansions in $\alpha_s$ take the form Eq. (54) must take the form given by Eqs. (D1) and (D2) (see, e.g., [43] [67]), that is,

$$\tilde{S}(x_i, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ \Gamma(0) \ln^2(\mu x_i e^{\gamma_E}) + c_i \right] + \left( \frac{\alpha_s}{4\pi} \right)^2 \frac{1}{2} \left[ \Gamma(0) \ln^2(\mu x_i e^{\gamma_E}) + \frac{1}{3} \Gamma(0) \beta_0 \ln^3(\mu x_i e^{\gamma_E}) \right]$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^3 \left[ \frac{1}{2} \left[ \Gamma(0) \ln^2(\mu x_i e^{\gamma_E}) + \frac{1}{3} \Gamma(0) \beta_0 \ln^3(\mu x_i e^{\gamma_E}) \right] \right]$$

$$+ (\Gamma_i^1 + \delta_i^0 \Gamma_0^0) \ln^2(\mu x_i e^{\gamma_E})$$

$$+ (\gamma_i^1 + 2\delta_i^0 \beta_0) \ln(\mu x_i e^{\gamma_E}) + c_i^2, \right)$$

where we have already used that the $\mathcal{O}(\alpha_s)$ non-cusp anomalous dimensions $\gamma_i^0 = 0$ for each function in Eq. (54). The arguments $x_i$ for each function are:

$$x_{\text{in}} = \nu R, \quad x_{ss} = \frac{\lambda}{2}, \quad x_{sc} = \frac{\lambda}{2R}. \quad (58)$$

The cusp parts of the anomalous dimensions in Eq. (57) are determined by

$$\Gamma_{\text{in}} = \Gamma_{sc} = -\Gamma_{\text{cusp}}, \quad \Gamma_{ss} = 2\Gamma_{\text{cusp}}.$$

and the one-loop Laplace-space constants (see Eq. (B3)) are given by

$$c_i = c_i^1 + \Gamma_i^0 \frac{\pi^2}{6}, \quad (60)$$

where $c_i$ for $i = \text{in}$ was given in Eq. (49), and for $i = s_s$ and $sc$ in Eq. (25).

Since the cusp anomalous dimension appearing in Eqs. (59) and (D1) is known to two (in fact, three) loops, and the non-cusp anomalous dimensions and constants to one loop, up to NLL(γ) resummation (cf. [11] [67]) of (global) logs is already possible. To go to NNLL accuracy, the non-cusp anomalous dimensions are needed to two loops. For NNLL’ accuracy and higher, the two-loop constants are also needed (besides calculation and resummation of NGLs [21]). In this section, we will extract the two-loop non-cusp anomalous dimensions $\gamma_{in,ss,sc}^1$ from known results for the full (but not fully refactorized) jet thrust soft function in the literature [38].

Using the expansions Eqs. (D1) and (D2) for $\tilde{S}_{\text{in,ss,sc}}$ and multiplying them together according to Eq. (50), the fixed-order expansion of $\tilde{S}(\nu, \lambda, R, \mu)$ in Eq. (53) up to $\mathcal{O}(\alpha_s^2)$ can be written

$$\tilde{S}(\nu, \lambda, R, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ 2\Gamma(0) \left( -\ln^2(\mu R e^{\gamma_E}) + \ln^2 \left( \frac{\mu \lambda e^{\gamma_E}}{2} \right) - \ln^2 \left( \frac{\mu \lambda e^{\gamma_E}}{2R} \right) \right) \right]$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ 2\Gamma(0) \left( -\ln^2(\mu R e^{\gamma_E}) + \ln^2 \left( \frac{\mu \lambda e^{\gamma_E}}{2} \right) - \ln^2 \left( \frac{\mu \lambda e^{\gamma_E}}{2R} \right) \right) \right]$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^3 \left[ 2\Gamma(0) \left( -\ln^2(\mu R e^{\gamma_E}) + \ln^2 \left( \frac{\mu \lambda e^{\gamma_E}}{2} \right) - \ln^2 \left( \frac{\mu \lambda e^{\gamma_E}}{2R} \right) \right) \right]$$

$$+ \gamma_{\text{in}}^1(\nu, \lambda, R) \left( 2c_i^1 + c_i^1 + 2c_i^1 \right) \ln(\mu R e^{\gamma_E}) + \left( \gamma_{ss}^1 + 2\beta_0 \gamma_{s_s}^1 \right) \ln \left( \frac{\mu \lambda e^{\gamma_E}}{2} - \ln \left( \frac{\mu \lambda e^{\gamma_E}}{2} \right) \right)$$

Our goal is now to extract the (thus far unknown) two-loop anomalous dimension coefficients $\gamma_{in,ss,sc}^1$. We will not extract the two-loop constant $c_{sc}^2$ in this paper.
To compare Eq. (61) to the expression for \( S(k, \Lambda, R, \mu) \) given in \((38)\), we perform the inverse Laplace transform of Eq. (61) back to momentum space, using the formulae in Eq. (B5).

\[
S_n(k, \Lambda, R, \mu) = \mathcal{L}_\nu^{-1} \mathcal{L}_\lambda^{-1} \left\{ \frac{1}{\nu \lambda} \tilde{S}(\nu, \lambda, R, \mu) \right\}, \tag{62}
\]

for the cumulative soft function in \( k \) and \( \Lambda \), resulting in:

\[
S^\nu(k, \Lambda, R, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ 2 \Gamma_0 \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} - \frac{\pi^2}{3} C_F \right) + \left( \frac{\alpha_s}{4\pi} \right)^2 \left( 2 (\Gamma_0)^2 \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} \right) \right) \right.
\]
\[
+ \frac{4}{3} \Gamma_0 \beta_0 \left( -\ln^3 \frac{\mu R}{k} + \ln^2 \frac{\mu}{2\Lambda} - \ln^3 \frac{\mu}{2\Lambda} \right) + S_{nA}^{(2)}(k, \Lambda, R, \mu) \tag{63}
\]
\[
+ 2 \left( \Gamma_1 - \Gamma_0 \frac{\pi^2}{3} C_F \right) \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} \right) - \frac{4\pi^2}{3} (\Gamma_0)^2 \left( -\ln^2 \frac{\mu R}{k} + \ln^2 R \right)
\]
\[
+ 2 (\gamma_1^{(1)} + 2 \beta_1 c_1^{(1)} - 8 \zeta_3 \Gamma_0^2) \ln \frac{\mu R}{k} + (\gamma_1^{(2)} + 2 \beta_0 c_1^{(2)}) \ln \frac{\mu}{2\Lambda} + 2 (\gamma_2^{(1)} + 2 \beta_0 c_1^{(2)}) \ln \frac{\mu}{2\Lambda} + \epsilon_{\text{const}}^2,
\]

where \( \epsilon_{\text{const}}^2 \) is the constant term in this momentum-space total soft function.

We can separate the purely Abelian \((\alpha_s C_F \text{ and } \alpha_s^2 C_F^2)\) terms and non-Abelian \((C_F C_A, C_F T_F n_F)\) terms of Eq. (63),

\[
S^\nu(k, \Lambda, R, \mu) = S_{C_F}(k, \Lambda, R, \mu) + \left( \frac{\alpha_s}{4\pi} \right)^2 S_{nA}^{(2)}(k, \Lambda, R, \mu), \tag{64}
\]

where

\[
S_{C_F}(k, \Lambda, R, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ 2 \Gamma_0 \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} - \frac{\pi^2}{3} C_F \right) + \left( \frac{\alpha_s}{4\pi} \right)^2 \left( 2 (\Gamma_0)^2 \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} \right) \right) \right.
\]
\[
+ \frac{4}{3} \Gamma_0 \beta_0 \left( -\ln^3 \frac{\mu R}{k} + \ln^2 \frac{\mu}{2\Lambda} - \ln^3 \frac{\mu}{2\Lambda} \right) + 2 \left( \Gamma_1 - \Gamma_0 \frac{\pi^2}{3} C_F \right) \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} \right) - \frac{4\pi^2}{3} (\Gamma_0)^2 \left( -\ln^2 \frac{\mu R}{k} + \ln^2 R \right)
\]
\[
+ 2 (\gamma_1^{(1)} + 2 \beta_1 c_1^{(1)} - 8 \zeta_3 \Gamma_0^2) \ln \frac{\mu R}{k} + (\gamma_1^{(2)} + 2 \beta_0 c_1^{(2)}) \ln \frac{\mu}{2\Lambda} + 2 (\gamma_2^{(1)} + 2 \beta_0 c_1^{(2)}) \ln \frac{\mu}{2\Lambda} + \epsilon_{\text{const}}^2,
\]

and

\[
S_{nA}^{(2)}(k, \Lambda, R, \mu) = \frac{4}{3} \Gamma_0 \beta_0 \left( -\ln^3 \frac{\mu R}{k} + \ln^2 \frac{\mu}{2\Lambda} - \ln^3 \frac{\mu}{2\Lambda} \right) + 2 \Gamma_1 \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} \right) + S_{nA}^{(2)}(k, \Lambda, R, \mu) \tag{66}
\]

In \((38)\), an expression is given for the non-Abelian terms of the 2-loop soft function both for arbitrary \( R \) and also in the limit that \( R \to 0 \). We are interested only in these terms that do not vanish as \( R \to 0 \). These terms can be directly compared to Eq. (66) for extraction of the unknown anomalous dimensions \( \gamma_1^{(1,2)} \). We quote the formula from \((38)\) App. C. In terms of known cusp anomalous dimension and beta functions coefficients, their result can be reorganized into the form:

\[
S_{nA}^{(2)}(39) = \frac{4}{3} \Gamma_0 \beta_0 \left( -\ln^3 \frac{\mu R}{k} + \ln^2 \frac{\mu}{2\Lambda} - \ln^3 \frac{\mu}{2\Lambda} \right) + 2 \Gamma_1 \left( -\ln^2 \frac{\mu R}{k} + \ln R \ln \frac{\mu^2}{4\Lambda^2 R} \right)
\]
\[
+ \left( \frac{56 \zeta_3 - 1616}{27} C_F C_A + \frac{448}{27} C_F T_F n_f + \frac{4\pi^2}{3} \beta_0 C_F \right) \ln \frac{\mu R}{k} + 2 \left( \frac{1616}{27} C_F C_A - \frac{448}{27} C_F T_F n_f - \frac{8\pi^2}{3} \beta_0 C_F \right) \ln \frac{\mu}{2\Lambda} + \epsilon_{nA}^{(2)}
\]
\[
- \frac{8}{3} \pi^2 C_F C_A \ln^2 \frac{k}{2\Lambda R^2} + \left( -16 \zeta_3 - \frac{8}{3} \right) C_F C_A + \frac{16}{3} C_F T_F n_f + \frac{8\pi^2}{3} \beta_0 C_F \ln \frac{k}{2\Lambda R^2}. \tag{67}
\]

On the last line we have separated out those logs which are non-global in origin, coming from correlated emissions into two separated phase space regions. These cor-
respond to the $S^{(2)}_{\text{ng}}$ term in Eq. (66):

\[
S^{(2)}_{\text{ng}}(k, A, R, \mu) = -\frac{8}{3} \pi^2 C_F C_A \ln^2 \frac{k}{2\Lambda R^2} + C_F \left[\left(-16 \zeta_3 - \frac{8}{3}\right) C_A + \frac{16}{3} T_F n_f + \frac{8\pi^2}{3} \beta_0\right] \ln \frac{k}{2\Lambda R^2},
\]

the leading coefficient of which was computed in [43], and the single log coefficient in [37, 38]. (Ref. 43, however, only identified one power of $R$ in the argument of the NGLs). The computation of Eq. (67) in [37, 38] together with the factorization conjecture Eq. (50) confirm that the argument of the NGL is, in fact, $k/(2\Lambda R^2)$, which we notice is the ratio of the measured in-jet soft scale $k/R$ and the soft-collinear scale $2\Lambda R$ in Fig. 3. From the “in-out” and “in-in” NGL coefficients computed in [43] and the results of [38], we can also form the corresponding non-global contribution to the double-differential jet thrust soft function in Eq. (50).

\[
S^{(2)}_{\text{ng}}(k, n, A, R, \mu) = -\frac{4}{3} \pi^2 C_F C_A \left(\ln^2 \frac{k_n}{2\Lambda R^2} + \ln^2 \frac{k_{\bar{n}}}{2\Lambda R^2}\right) + C_F \left[\left(-16 \zeta_3 - \frac{8}{3}\right) C_A + \frac{16}{3} T_F n_f + \frac{8\pi^2}{3} \beta_0\right] \times \left(\ln \frac{k_n}{2\Lambda R^2} + \ln \frac{k_{\bar{n}}}{2\Lambda R^2}\right).
\]

In the limit $R \to 0$, no NGL of $k_n/\bar{k}_n$ appears [43], as the phase space for soft gluons inside the two cones vanishes. A resummation of the NGLs requires a more advanced factorization theorem using technology such as that in [21, 25].

Comparing Eqs. (66) and (67) and using Eqs. (25) and (49) for the one-loop constants $c_{ss,sc, in}^1$, we are able to read off the non-cusp anomalous dimensions:

\[
\gamma_{ss} = -2\gamma_{in} = -\gamma_{sc}^1 = C_F \left[\left(\frac{1616}{27} - 56\zeta_3\right) C_A - \frac{448}{27} T_F n_f - \frac{2\pi^2}{3} \beta_0\right].
\]

The relation amongst the three anomalous dimensions in Eq. (70) should, in fact, generalize to all orders in $\alpha_s$. In the $R = 1$ limit, the in-jet regions each become a whole hemisphere, so Eq. (50) directly implies for the non-cusp anomalous dimensions:

\[
\gamma_{in} = \gamma_{hemi}, \quad \gamma_{ss} = -2\gamma_{sc}.
\]

We can derive several more useful relations amongst anomalous dimensions. To start, $\gamma_{ss}$ is the same anomalous dimension as for the timelike soft function that arises in threshold resummation in Drell-Yan, a property that was in fact already noted in [15]. This follows from the definition of $S_\alpha(E, \mu)$ in Eq. (26). The only difference with Drell-Yan is the direction of the Wilson lines (incoming vs. outgoing), which does not affect the anomalous dimension (nor the value of the function itself to at least $\mathcal{O}(\alpha_s^2)$) and so

\[
\gamma_H + 2\gamma_{qq} + \gamma_{ss} = 0,
\]

where $\gamma_{qq}$ is the non-cusp part of DGLAP evolution of quark parton distribution functions, which for example appears in the Altarelli-Parisi splitting function as

\[
P_{qq}(z) = \frac{2\Gamma_{\text{cusp}}[\alpha_s]}{(1 - z)^2} + \gamma_{qq}[\alpha_s] \delta(1 - z) + \cdots,
\]

where the ellipses denote terms that are non-singular as $z \to 1$. Then, we use the condition for the consistency of factorization in thrust (e.g., [46, 47, 49, 70]),

\[
\gamma_H + 2\gamma_J + 2\gamma_{\text{hemi}} = 0
\]

and the relation satisfied by $\gamma_{H,J,qq}$ in DIS as $x \to 1$ [65],

\[
\gamma_{H} + \gamma_{J} + \gamma_{qq} = 0,
\]

which together imply

\[
\gamma_{J} + 2\gamma_{\text{hemi}} = \gamma_{qq}.
\]

Finally, Eqs. (72), (74), and (76) together imply

\[
2\gamma_{\text{hemi}} + \gamma_{ss} = 0.
\]

Combining this with Eq. (71), we derive the all-orders relations among non-cusp anomalous dimensions,

\[
\gamma_{\text{hemi}} = \gamma_{in} = \gamma_{sc} = -\frac{\gamma_{ss}}{2}.
\]

We give $\gamma_{\text{hemi}}$ to three loops using the known results quoted in Eq. (68).

The relations Eqs. (71) and (74) imply the consistency of anomalous dimensions in our jet thrust factorization theorem Eqs. (50) and (50),

\[
\gamma_{H} + 2\gamma_{J} + 2\gamma_{\text{in}} + \gamma_{ss} + 2\gamma_{sc} = 0,
\]

which in this form is satisfied by both the cusp and non-cusp parts.

VI. TWO-LOOP FIXED-ORDER CROSS SECTIONS

With the results for the two-loop soft functions in Sec. V and the known results for the two-loop hard and jet functions in App. D we can construct our prediction for the logarithmic terms in the full jet thrust cross section to two loops, and integrate it up to $\tau = \tau_{\text{max}}$ to obtain our prediction for the logarithmic terms of the two-loop jet rate for the thrust cone algorithm.
A. Jet Thrust Cross Section

We have the ingredients to build the jet thrust cross section Eq. (50) differential in each jet’s thrust $\tau_{1,2}$ or the total thrust $\tau$ in Eq. (61). We will begin by working with the double distribution Eq. (50), though it is easier to express it in terms of its integral over $\tau_{1,2}$. Using the refactorization of the soft function Eq. (50), we have that

$$\sigma_c(\tau_1, \tau_2; \Lambda, R) \equiv \int_0^{\tau_1} d\tau_1' \int_0^{\tau_2} d\tau_2' \frac{1}{\sigma_0} \frac{d\sigma(\Lambda, R)}{d\tau_1' d\tau_2'} = H(Q^2, \mu)$$

$$\times \int dt_n d\alpha_{\gamma} \left( \tau_1 - \frac{t_n}{Q^2} - \frac{k_n}{Q} \right) J_{\text{alg}}(t_n, R, \mu) S_{\in}(k_n, R, \mu)$$

$$\times \int dt_n d\alpha_{\gamma} \left( \tau_2 - \frac{t_n}{Q^2} - \frac{k_n}{Q} \right) J_{\text{alg}}(t_n, R, \mu) S_{\in}(k_n, R, \mu)$$

$$\times \int dE_s d\alpha_{\gamma} \left( \Lambda - E_s - E_{sc} \right) S_{\in}(E_s, \mu) S_{\in}(E_{sc}, R, \mu)^2$$

We will use this factorization to resum logs in the perturbative expansion of the cross section in Sec. VIII. For the purpose of computing the fixed-order cross section up to $O(\alpha_s^2)$, it is convenient to package pieces of the factorization formula Eq. (50) together, those contributing to $\tau_{1,2}$ and those depending on the soft veto $\Lambda$.

First we compute the convolution of $J_{\text{alg}}$ and $S_{\in}$. We will compute the product of their Laplace transforms and then inverse transform back to momentum space. The Laplace transforms of $J(t, R, \mu)$ and $S_{\in}(k, R, \mu)$ take the form Eq. (D1) to $O(\alpha_s^2)$. The jet function also includes an algorithm-dependent component $\Delta J_{\text{alg}}$.

Up to $O(\alpha_s^2)$, the Laplace transform of the measured jet function is given by Eqs. (D1) and (D2) with $\Gamma_J = 2\Gamma_{\text{cusp}}$ and $j_J = 2$:

$$\hat{J}_{\text{alg}}(\nu, R, \mu) \equiv \int_0^\infty dt e^{-\nu t/Q^2} J_{\text{alg}}(t, R, \mu)$$

$$= 1 + \frac{\alpha_s}{4\pi} \frac{\Gamma_0}{2} \left[ \ln^2 \frac{\mu^2 \nu_e^E}{Q^2} + \frac{\pi^2}{6} \right] + \frac{\gamma^0}{2} \ln \frac{\mu^2 \nu_e^E}{Q^2} + c_1 + \frac{\Delta J_{\text{alg}}(\nu, R)}{Q^2}$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{\Gamma_0}{3} \ln \frac{\mu^2 \nu_e^E}{Q^2} + \frac{\Gamma_0}{2} \left( \frac{1}{2} \Gamma_0 + \frac{\pi^2}{6} \right) \frac{\Delta J_{\text{alg}}(\nu, R)}{Q^2} \right] \ln \frac{\mu^2 \nu_e^E}{Q^2}$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{\Gamma_1}{2} + \frac{\gamma^0}{2} \frac{\Gamma_0}{3} \frac{\Delta J_{\text{alg}}(\nu, R)}{Q^2} \right] \ln \frac{\mu^2 \nu_e^E}{Q^2} + \frac{c_2}{Q^2} + \frac{\Delta J_{\text{alg}}(\nu, R)}{Q^2} \right).$$

All of the coefficients here are known (see App. D) except for the two-loop algorithm-dependent correction $\Delta J_{\text{alg}}$. It is not expected to contribute to the singular part of the $\tau$ distribution (or later to logs of $R$ in the integrated 2-jet cross section) at $O(\alpha_s^2)$, just as it does not at one loop. The cross terms between the one-loop $\Delta J_{\text{alg}}$ and logs from the one-loop jet and soft functions, however, do. So we keep them. We will not compute the constant $c_2^2$ in this paper, nor compute explicitly the Laplace transform $\Delta J_{\text{alg}}(\nu)$, but keep it in abstract form until we return to momentum space.

Meanwhile the Laplace transform of the measured soft (csoft) function $S_{\in}$ is given to $O(\alpha_s^2)$ by

$$\hat{S}_{\in}(\nu R, \mu) \equiv \int_0^\infty dk e^{-\nu k/Q^2} S_{\in}(k/R, \mu)$$

$$= 1 + \frac{\alpha_s}{4\pi} \left[ -\Gamma_0 \left( \ln^2 \frac{\mu R e^E}{Q} + \frac{\pi^2}{6} \right) + c_1^T \right] + \frac{\alpha_s}{4\pi} \left[ \frac{\Gamma_0}{2} \ln \frac{\mu R e^E}{Q} - \frac{2}{3} \Gamma_0 \beta_0 \ln \frac{\mu R e^E}{Q} \right]$$

$$+ \left[ \Gamma_1 + \Gamma_0 \left( c_1^T - \Gamma_0 \frac{\pi^2}{6} \right) \right] \ln \frac{\mu R e^E}{Q} + \frac{c_2^T}{Q^2} + \Delta J_{\text{alg}}(\tau, R) \right) \ln \frac{\mu R e^E}{Q} + \frac{c_2^T}{Q^2} + \Delta J_{\text{alg}}(\tau, R) \right).$$

where all the coefficients are also known except the constant $c_2^T$, which we do not compute in this paper. The two-loop non-cusp anomalous dimension $\gamma_1^\tau$ is now known through our extraction in Eq. (70) from the results of [38].

Multiplying the Laplace transforms Eqs. (81) and (82), we use Eqs. (B5), (B6), and (B7) to inverse transform the logs and products of logs of $\nu$. The result of this exercise is

$$\mathcal{L}^{-1} \left\{ \frac{1}{\nu} \hat{J}_{\text{alg}}(\nu, R, \mu) \hat{S}_{\in}(\nu R, \mu) \right\} = 1 + \frac{\alpha_s}{4\pi} \left[ \frac{\Gamma_0}{2} \ln^2 \frac{\mu R}{Q^2} - \ln^2 \frac{\mu R}{Q^2} + \Delta J_{\text{alg}}(\tau, R) \right]$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{\Gamma_0}{2} \left( \frac{1}{2} \ln^2 \frac{\mu R}{Q^2} - \ln^2 \frac{\mu R}{Q^2} \right) \ln \frac{\mu^2 \nu_e^E}{Q^2} + \frac{\gamma^0}{2} \ln \frac{\mu^2 \nu_e^E}{Q^2} + \frac{\Delta J_{\text{alg}}(\tau, R)}{Q^2} \right).$$
\[
\begin{align*}
+ \left[ \frac{1}{2} \ln^2 \frac{\mu^2}{Q^2} - \ln \frac{\mu R}{Q} \right] + \left[ \frac{\gamma^0_f}{2} + \gamma^0_0(1) \right] \frac{1}{4} \ln^2 \frac{\mu^2}{Q^2} \\
+ \frac{\Gamma^0}{(2) \ln^2 \frac{\mu^2}{Q^2} - \frac{\pi^2}{6} \ln \frac{\mu R}{Q} - \frac{\pi^2}{6} \ln \frac{\mu}{Q_R}} \\
+ \frac{1}{2} \left[ \gamma^0_j + c^1_j(\gamma^0_j + 2\beta_0) + c^1_{\text{in}} \gamma^0_0 - \frac{\pi^2}{6} \Gamma^0 \gamma^0 + 2\zeta_3 \Gamma^0 \ln \frac{\mu^2}{Q^2} \right] \\
+ \left[ \gamma^0_L + 2c^1_{\text{in}} \beta_0 - 2\zeta_3 \Gamma^0_0 + \Gamma^0 \gamma^0 \frac{\pi^2}{6} \ln \frac{\mu R}{Q} \right] + \left( c^1_{\text{in}} - \Gamma^0 \frac{\pi^2}{12} \right) \Delta J^{(1)}_{\text{alg}}(\tau, R) + \text{const.} + \Delta J^{(2)}_{\text{alg}}(\tau, R) \\
+ \int_0^\tau d\tau' \Delta J^{(1)}_{\text{alg}}(\tau - \tau', R) \left\{ \Gamma_0^2 \frac{Q^2}{\mu^2} \left[ \frac{\ln(Q^2\tau'/\mu^2)}{Q^2\tau'/\mu^2} \right] + 2\Gamma_0^2 \frac{Q}{\mu R} \left[ \frac{\ln(Q\tau'/\mu R)}{Q\tau'/\mu R} \right] - \frac{\gamma^0_f}{2} + \frac{2\beta_0 Q^2}{\mu^2} \left[ \frac{\mu^2}{Q^2\tau'} \right] \right\} \\
\end{align*}
\]  

The algorithm-dependent one-loop contribution \( \Delta J^{(1)}_{\text{alg}} \) is given by the integrals of Eqs. (36) and (37). For the cone algorithm,

\[
\Delta J^{(1)}_{\text{cone}}(\tau, R) = 6C_F \ln \left( 1 + \frac{\tau}{R^2} \right). 
\]  

The convolutions on the last line of Eq. (83) are given by Eq. (B10), with the result

\[
\begin{align*}
\int_0^\tau d\tau' \Delta J^{(1)}_{\text{alg}}(\tau - \tau', R) \left\{ \Gamma_0^2 \frac{Q^2}{\mu^2} \left[ \frac{\ln(Q^2\tau'/\mu^2)}{Q^2\tau'/\mu^2} \right] + 2\Gamma_0^2 \frac{Q}{\mu R} \left[ \frac{\ln(Q\tau'/\mu R)}{Q\tau'/\mu R} \right] - \frac{\gamma^0_f}{2} + \frac{2\beta_0 Q^2}{\mu^2} \left[ \frac{\mu^2}{Q^2\tau'} \right] \right\} \\
= 6C_F \left\{ \frac{\Gamma_0}{2} \ln^2 \frac{Q^2\tau}{\mu^2} \ln \left( 1 + \frac{\tau}{R^2} \right) - 2\ln \frac{Q^2\tau}{\mu^2} \text{Li}_2 \left( \frac{\tau}{\tau + R^2} \right) + 2 \text{Li}_3 \left( \frac{\tau}{\tau + R^2} \right) \right\} \\
- \Gamma_0 \left[ \ln \frac{Q\tau}{\mu R} \ln \left( 1 + \frac{\tau}{R^2} \right) - 2\ln \frac{Q\tau}{\mu R} \text{Li}_2 \left( \frac{\tau}{\tau + R^2} \right) + 2 \text{Li}_3 \left( \frac{\tau}{\tau + R^2} \right) \right] \\
- \frac{\gamma^0_f}{2} + \frac{2\beta_0}{2} \ln \left( 1 + \frac{\tau}{R^2} \right) - \text{Li}_2 \left( \frac{\tau}{\tau + R^2} \right) \right\}. 
\end{align*}
\]  

Meanwhile, the \( \Lambda \)-dependent parts \( S_s \otimes S_s' \) in Eq. (80) can be combined into the function,

\[
S^c_{\text{veto}}(\Lambda, R, \mu) \equiv \mathcal{Z}^{-1} \left\{ \frac{1}{\Lambda} S_s(\Lambda, \mu) S_s(\lambda/R, \mu)^2 \right\} = 1 + \frac{\alpha_s}{4\pi} \left[ 2\Gamma_0 \ln R \ln \frac{\mu^2}{4\Lambda^2 R} + c^1_{s_{ss}} + 2c^1_{sc} \right] \\
+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left\{ 2\Gamma_0^2 \ln R \ln \frac{\mu^2}{4\Lambda^2 R} + \frac{4}{3} \Gamma_0 \beta_0 \left[ 3 \ln R \ln \frac{\mu}{2\Lambda} + \ln^3 R \right] - \frac{4\pi^2}{3} \Gamma_0^2 \ln^2 R \right\} \\
+ 2 \left[ \Gamma_1 + \Gamma_0(c^1_{ss} + 2c^1_{sc}) \right] \ln R \ln \frac{\mu^2}{4\Lambda^2 R} + 2\beta_0(c^1_{ss} + 2c^1_{sc}) \ln \frac{\mu}{2\Lambda} + \left( \gamma^1_{ss} - 4\beta_0 c^1_{ss} \right) \ln R \right\} + \text{const.},
\]  

where \( c^1_{ss,sc} \) were given in Eq. (25), and we have used Eq. (70) to relate \( \gamma^1_{ss,sc} \) to each other. We note that \( S^c_{\text{veto}} \) almost takes the form of product of two multiplicatively renormalized functions given by Eqs. (D1) and (D2), except for the \((4\pi^2/3)\Gamma_0 \ln^2 R \) term, which arises because \( S^c_{\text{veto}} \) is actually built out of a convolution of pieces in the energy variable \( E \), integrated up to \( \Lambda \).

We note that \( S^c_{\text{veto}} \) has no non-cusp anomalous dimension even at two loops, since from Eq. (70),

\[
\gamma^1_{\text{veto}} \equiv \gamma^1_{ss} + 2\gamma^1_{sc} = 0. 
\]  

Thus, without refactorizing \( S^c_{\text{veto}} \) into soft and soft-collinear pieces as in Eq. (50), one would not know that the \( \gamma^1_{ss} \ln R \) term in Eq. (86) is really built from the anomalous dimensions of two functions \( S_{ss,sc} \) which obey an RGE with the non-cusp anomalous dimension \( \gamma^1_{ss} = -2\gamma^1_{sc} \) and thus have no way to resum the associated logs of \( R \). Also in the form Eq. (86), one would not know that the coefficients of the double logs of \( R \) are given by the cusp anomalous dimension; this can only be deduced from the refactorized form Eq. (50) and the RG evolution of the single-scale dependent pieces \( S_{s,sc} \).

Now, combining the pieces Eqs. (83) and (86) together with the hard function given by Eq. (D1) and \( S_{ng} \) given by Eq. (88), we can organize the cross section Eq. (80) into two \( \mu \)-independent factors. Expanding the cross section in \( \alpha_s(Q) \), we obtain

\[
\sigma_c(\tau_1, \tau_2, \Lambda, R) = \sigma_c(\tau_1; \Lambda, R)\sigma_c(\tau_2; \Lambda, R),
\]  

where to \( \mathcal{O}(\alpha_s^2) \) for the cone algorithm,
\[
\sigma_c^{\text{cone}}(\tau; A, R) = 1 + \frac{\alpha_s(Q)}{4\pi} \left[ \frac{\Gamma_0}{2} \left( 2 \ln R \ln \frac{Q}{2A} - \frac{1}{2} \ln^2 \frac{\tau}{R^2} \right) - \frac{\gamma^0_0}{2} \ln \tau + c^1_{\text{tot}} + 6C_F \ln \left( 1 + \frac{\tau}{R^2} \right) \right] + \left( \frac{\alpha_s(Q)}{4\pi} \right)^2 \left( \frac{\Gamma_0}{2} \left( 2 \ln R \ln \frac{Q}{2A} - \frac{1}{2} \ln^2 \frac{\tau}{R^2} \right)^2 - \frac{\Gamma_0 \gamma^0_0}{2} \ln \tau \left( 2 \ln R \ln \frac{Q}{2A} - \frac{1}{2} \ln^2 \frac{\tau}{R^2} \right) \right) + 2\Gamma_0 \beta_0 \left( \ln R \ln \frac{Q}{2A} \ln \frac{Q}{2AR} + \frac{1}{4} \ln^2 \tau \ln^2 \frac{\tau}{R^2} \right) - \left( \frac{\Gamma_0}{2} \right)^2 \frac{\pi^2}{12} \ln^2 \frac{\tau}{R^2} + 8 \ln^2 R \right) \\
+ \left[ \Gamma_1 + \Gamma_0 \left( c^1_{\text{tot}} + 6C_F \ln \left( 1 + \frac{\tau}{R^2} \right) \right) \right] \left( 2 \ln R \ln \frac{Q}{2A} - \frac{1}{2} \ln^2 \frac{\tau}{R^2} \right) + \left( \gamma^0_0 \right)^2 + 2\gamma^0_0 \beta_0 \ln^2 \tau + \frac{4}{3} \pi^2 \beta_0 C_F \left. \ln \frac{Q}{2AR^2} \right) \\
- \frac{4}{3} \pi^2 \beta_0 C_F \left. \ln \frac{Q}{2AR^2} \right) + \left[ \frac{\Gamma_1}{2} + \frac{\gamma^0_0}{2} \left( c^1_{\text{tot}} + 6C_F \ln \left( 1 + \frac{\tau}{R^2} \right) \right) \right] \ln \tau \\
- \left[ \Gamma_0 \gamma^0_0 \frac{\pi^2}{12} - \frac{\gamma^0_0}{2} \left( c^1_{\text{tot}} + 6C_F \ln \left( 1 + \frac{\tau}{R^2} \right) \right) \right] \ln \frac{\tau}{R^2} \\
- \beta_0 \left[ \left( c^1_{\text{tot}} + 6C_F \ln \left( 1 + \frac{\tau}{R^2} \right) \right) \ln \tau + 2c^1_{\text{tot}} \ln \frac{\tau}{R} + c^1_{\text{veto}} \ln \frac{2A}{Q} + c^1_{\text{soft}} \ln R \right] + \text{const.} \right) ,
\]

where
\[
c^1_{\text{tot}} = c^1_{H} + c^1_{\text{un}} + c^1_{\text{veto}} , \quad c^1_{\text{veto}} = c^1_{\text{ss}} + 2c^1_{\text{sc}} ,
\]
and where we have dropped purely non-singular terms in Eq. (89). We also used the consistency relation Eq. (79) to replace \( \gamma_H \) in the single log terms.

B. Measured and Unmeasured Jet Functions

We observed in Sec. 5 that integrating the one-loop jet thrust distribution up to \( \tau = \tau_{\text{max}} \) reproduces the total one-loop two-jet rate for the cone and \( k_T \)/Sterman-Weinberg algorithms. In fact we can identify the “unmeasured jet function” in Eq. (50) with the convolution of the measured jet function in Eq. (30) and the \( S_{\text{in}} \) part of the refactorized soft function in Eq. (50). Namely, we find that
\[
J^\text{alg.}_{\text{un}}(Q R, \mu) = \int_0^{\tau_{\text{max}}} d\tau \int dt \frac{d\delta}{\delta \left( \tau - \frac{t}{Q^2} - \frac{k}{Q} \right) \times J^\text{alg.}_{\text{n}}(t, R, \mu) S_{\text{in}}(k/R, \mu) ,
\]
Explicitly at \( \mathcal{O}(\alpha_s) \),
\[
\int_0^\tau d\tau' \int dt \frac{d\delta}{\delta \left( \tau' - \frac{t}{Q^2} - \frac{k}{Q} \right) J^\text{alg.}_{\text{n}}(t, R, \mu) S_{\text{in}}(k/R, \mu) = 1 + \frac{\alpha_s}{4\pi} \Gamma_0 \left( \frac{1}{2} \ln^2 \frac{\mu^2}{Q^2 \tau} - \ln^2 \frac{\mu R}{Q R} \right) + \frac{1}{2} \gamma^0_0 \ln \frac{\mu^2}{Q^2 \tau} + c^1_{\text{ss}} + c^1_{\text{sc}} + \Delta J^\text{alg.}_{\text{n}}(\tau, R) \right) ,
\]
where
\[
\Delta J^\text{alg.}_{\text{n}}(\tau, R) = \int_0^{Q^2 \tau} dt \Delta J^\text{alg.}_{\text{n}}(t, R) .
\]

At \( \tau = \tau_{\text{max}} \), we obtain for the cone \( (\tau_{\text{max}} = R^2) \) and \( k_T (\tau_{\text{max}} = R^2/4) \) algorithms,
\[
J^\text{cone} n_{\text{un}} \otimes S_{\text{in}} = 1 + \frac{\alpha_s}{4\pi} \left[ \Gamma_0 \ln^2 \frac{\mu}{Q R} + \gamma^0_0 \ln \frac{\mu}{Q R} \right] + \left( 7 - \frac{5\pi^2}{6} + 6 \ln 2 \right) C_F \right) ,
\]
and
\[
J^k_T n_{\text{un}} \otimes S_{\text{in}} = 1 + \frac{\alpha_s}{4\pi} \left[ \Gamma_0 \ln^2 \frac{\mu}{Q R} + \gamma^0_0 \ln \frac{\mu}{Q R} \right] + \left( 13 - \frac{3\pi^2}{2} \right) C_F \right) ,
\]
which equal the one-loop unmeasured jet functions given in Eq. (79b), with constants in Eq. (9).

Let us continue the evaluation of the right-hand side of Eq. (91) to \( \mathcal{O}(\alpha_s^2) \). Although an independent direct computation of \( J_{\text{un}} \) to \( \mathcal{O}(\alpha_s^2) \) does not yet exist, we can construct the right-hand side of Eq. (91) and check that it is consistent as a definition of \( J_{\text{un}} \) at least to \( \mathcal{O}(\alpha_s^2) \). Namely, \( J_{\text{un}} \) should obey the multiplicative RGE
\[
\mu \frac{d}{d\mu} J_{\text{un}}(Q R, \mu) = \gamma_{J_{\text{un}}}(\mu) J_{\text{un}}(Q R, \mu) ,
\]
with an anomalous dimension given by
\[
\gamma_{J_{\text{un}}}(\mu) = 2\Gamma_{\text{cusp}} [\alpha_s(\mu)] \ln \frac{\mu}{Q R} + \gamma_{J_{\text{un}}} [\alpha_s(\mu)] .
\]
That is, \( J_{\text{un}} \) must take the form Eq. (71), which solves Eq. (96), with the cusp part of the anomalous dimension proportional to \( \Gamma_{\text{cusp}} \) according to Eq. (97).

We have evaluated the right-hand side of Eq. (91) to \( \mathcal{O}(\alpha_s^2) \) for arbitrary \( \tau \) in Eq. (89). Setting \( \tau = \tau_{\text{max}} = R^2 \)
Eq. (99) can be constructed out of Eq. (70) and Eq. (D7), using the results quoted in App. D. This demonstrates that the unmeasured jet function introduced in [15] does not simply have the same anomalous dimension as the inclusive jet function (as was already seen from the differing cusp parts of the anomalous dimensions). Physically this is because the unmeasured jet function includes energetic radiation at the edges of the jet that is treated as csoft when measured with a thrust or mass measurement, but becomes of the same scaling as the hard collinear radiation when integrated up to $\tau = R^2$, as we see in Eq. (32). Once contributions from $S_n$ are lumped together with $J^{\text{alg.}}$ when $\tau = R^2$ to make the $J_n$, the veto-dependent parts of the soft function $S \otimes S_2^\text{veto}$ in Eq. (89) do not contribute anything to the non-cusp anomalous dimension according to Eq. (87), resulting in the simple proportionality between $\gamma^\text{cone}$ and $\gamma_H$ in Eq. (100).

In the jet thrust cross section, we can still distinguish between the global logs coming from RG running between the scales in Fig. 5 and the NGL in the fixed-order total soft function Eq. (50). In the integrated total 2-jet rate, however, this NGL, in Eq. (88), becomes a log of $2\Lambda/Q$:

$$\ln^2 \frac{Q \tau}{2 \Lambda R^2} \overset{\tau \to R^2}{\to} \ln^2 \frac{Q}{2\Lambda} .$$

We note this is precisely the form of a function obeying a multiplicative RGE, as we expect from the naive treatment here provides key steps that must be part of such a complete analysis, allowing a resummation of all the global logs appearing in the jet thrust cross section, a clearer understanding of the relation of the integrated jet thrust and total 2-jet cross sections, and a determination of the evolution of the unmeasured jet function to two loops.

The relations that we need are given in Eq. (B8). Using these, we obtain for the 2-loop unmeasured jet function,

$$J^\text{cone}_{\text{un}} = 1 + \frac{\alpha_s}{4\pi} \left[ \Gamma_0 \ln^2 \frac{\mu}{Q R} + \gamma^\text{cusp}_J \frac{\mu}{Q R} + \left( 7 - \frac{5\pi^2}{6} + 6 \ln 2 \right) C_F \right]$$

$$+ \frac{\alpha_s}{4\pi} \left\{ \ln^4 \frac{\mu}{Q R} + \Gamma_0 \left( \frac{7}{3} \beta_0 \right) \ln^3 \frac{\mu}{Q R} + \left\{ \Gamma_1 + \Gamma_0 \left( \frac{7}{3} \beta_0 \right) \right\} \ln^2 \frac{\mu}{Q R} \right\} .$$

which is indistinguishable from other global logs in the 2-jet rate. It will require a more complete dissection of the dynamics in the jets to fully resum both types of logs, such as those recently advanced in [21][22][14][15].

C. 2-Jet Rate

The total 2-jet rate can be computed from the double integral of the double differential jet thrust distribution Eq. (50):

$$\sigma^\text{cone}_{2\text{-jet}}(\Lambda, R) = \int_0^{R^2} d\tau_1 \int_0^{R^2} d\tau_2 \frac{1}{\sigma_0} d\sigma(\Lambda, R) ,$$

for the cone algorithm. The 2-jet rate is determined by this double integral instead of a single integral of the total jet thrust distribution Eq. (91) since the size of both jets is limited to radius $R$, independent of the other jet. (The single integral would allow one jet to be fatter than $R$ and one narrower.) From Eq. (50) and the construction of the unmeasured jet function in Eq. (91), we find the total 2-jet cross section is built from products of the unmeasured jet functions:

$$\sigma^\text{cone}_{2\text{-jet}}(\Lambda, R) = H(Q^2, \mu)J_{\text{un}}(QR, \mu)^2$$

$$\times S_s(\Lambda, \mu) \otimes S_{\text{sc}}(\Lambda R, \mu)^2 \otimes S_{\text{ng}}^\text{cone}(\Lambda, R) .$$

We computed the combination $S_{\text{veto}} = S_s \otimes S_{\text{sc}}^2$ in Eq. (88). The non-global part is given at $O(\alpha_s^2)$ by Eq. (89) with $k \to Q R^2$. The total jet rate can be obtained from Eqs. (888) and (89) with $\tau = R^2$. We obtain

$$\sigma^\text{cone}_{2\text{-jet}} = 1 + \frac{\alpha_s(Q)}{4\pi} \sigma^\text{cone}(1) + \left( \frac{\alpha_s(Q)}{4\pi} \right)^2 \sigma^\text{cone}(2) ,$$

where $\sigma^\text{cone}(1)$ and $\sigma^\text{cone}(2)$ are given in Eqs. (B8). Using these, we obtain for the 2-loop unmeasured jet function,
where \( \sigma^{(1)}_{\text{cone}} \) is

\[
\sigma^{(1)}_{\text{cone}} = 4 \Gamma_0 \ln R \ln \frac{Q}{2\Lambda} - 2 \gamma^0_j \ln R + c^{1}_{\text{cone}},
\]

where \( c^{1}_{\text{cone}} = (12 \ln 2 - 2)C_F \). As for the two-loop terms,

\[
\sigma^{(2)}_{\text{cone}} = 8 \Gamma_0^2 \ln^2 R \ln^2 \frac{2\Lambda}{Q} + 8 \Gamma_0 \gamma^0_j \ln^2 R \ln \frac{2\Lambda}{Q} + 4 \Gamma_0 \beta_0 \left( \ln^2 \frac{2\Lambda}{Q} \ln R + \ln \frac{2\Lambda}{Q} \ln^2 R \right)
\]

\[ - 4 \left[ \Gamma_1 + \Gamma_0 c^{1}_{\text{cone}} \right] \ln R \ln \frac{2\Lambda}{Q} + 2 \left[ \left( \gamma^0_j \right)^2 + \gamma^0_j \beta_0 - \frac{2\pi^2}{3} \Gamma_0^2 \right] \ln^2 R \]

\[ - \frac{8\pi^2}{3} C_F C_A \ln^2 \frac{2\Lambda}{Q} + C_F \left[ \left( 16 \zeta_3 + \frac{8}{3} \right) \ln \frac{2\Lambda}{Q} - 16 \frac{3}{2} T_F n_f \right] \ln \frac{2\Lambda}{Q} \]

\[ + \left[ \gamma^1_H + \gamma^1_{ss} - 2 \gamma^0_j c^{1}_{\text{cone}} - 4 \left( c^1_{\text{jun}} + c^1_{sc} \right) \beta_0 \right] \ln R - 2 \left( c^1_{ss} + 2 c^1_{sc} \right) \beta_0 \ln \frac{2\Lambda}{Q} + \text{consts.}, \]

where we used Eqs. \( \eqref{eq:100} \) and \( \eqref{eq:103} \) to relate the non-cusp anomalous dimensions in front of the single \( \ln R \). Plugging in the explicit values of the coefficients in Eq. \( \eqref{eq:106} \), we obtain

\[
\sigma^{(2)}_{\text{cone}} = 4 C^2_F \left\{ \left[ 32 \ln^2 \frac{2\Lambda}{Q} + 48 \frac{2\Lambda}{Q} + 18 - \frac{16\pi^2}{3} \right] \ln^2 R + \left[ \left( 8 - 4 \ln 2 \right) \ln \frac{2\Lambda}{Q} + \frac{9}{2} + 2\pi^2 - 24\zeta_3 - 36 \ln 2 \right] \ln R \right\}
\]

\[ + 4 C_F C_A \left\{ \left[ \frac{44}{3} \ln \frac{2\Lambda}{Q} + 11 \right] \ln^2 R + \left[ \frac{44}{3} \ln \frac{2\Lambda}{Q} + \left( \frac{4\pi^2}{9} - \frac{268}{9} \right) \right] \ln \frac{2\Lambda}{Q} - \frac{57}{2} + 12\zeta_3 - 22 \ln 2 \right\} \ln R \]

\[ - \frac{2\pi^2}{3} \ln^2 \frac{2\Lambda}{Q} + \left\{ \frac{4}{3} + 4\zeta_3 - \frac{11\pi^2}{9} \right\} \ln \frac{2\Lambda}{Q} \right\}
\]

\[ + 4 C_F T_F n_f \left\{ \left[ \frac{16}{3} \ln \frac{2\Lambda}{Q} - 4 \right] \ln^2 R + \left( - \frac{16}{3} \ln \frac{2\Lambda}{Q} + \frac{80}{9} \ln \frac{2\Lambda}{Q} + 10 + 8 \ln 2 \right) \right\} \ln R - \left( \frac{4}{3} - \frac{4\pi^2}{9} \right) \ln \frac{2\Lambda}{Q} \right\} \]

+ \text{consts.},

This agrees with the result given in \( \eqref{eq:45} \) for all the \( \ln^n R \) terms, as well as the \( C_F T_F n_f \ln (2\Lambda/Q) \) term, all of which can be accurately predicted by our factorization theorem Eq. \( \eqref{eq:103} \) with soft/soft-collinear emissions from one collinear direction. Emissions from two or more separate Wilson lines in the fundamental and adjoint representations will affect the logs of \( 2\Lambda/Q \), beginning with single logs in the \( C^2_F \) and \( C_F C_A \) color factors at \( O(\alpha_s^2) \), as found in the results of \( \eqref{eq:45} \). The \( n_f \) term still comes from emissions from one Wilson line and is thus accurately predicted.

VII. COMPARISON WITH FIXED-ORDER QCD CALCULATIONS

We compare terms in our two-loop computation of the jet rate in the thrust cone algorithm to the full QCD fixed-order calculation implemented numerically in EERAD3 \( \eqref{eq:51} \). We expect all the \( \ln R \)-enhanced terms as well as the \( C_F C_A \ln^2 (2\Lambda/Q) \) term, which is the well known leading NGL, and the \( C_F T_F n_f \ln (2\Lambda/Q) \) terms, which can be computed from soft emissions from a single Wilson line per jet, to be correct. To demonstrate, we subtract all the \( \ln R \)-enhanced terms and the \( C_F C_A \ln^2 (2\Lambda/Q) \) term from the numerical data and check whether the difference has at most single logs of \( 2\Lambda/Q \). We can only test those terms with an explicit \( \ln (2\Lambda/Q) \) since we need to make a measurement of energy or other variable on the final state to be able to easily plot the EERAD3 data. From the remainder, we can extract the coefficients of the \( \ln (2\Lambda/Q) \) terms, whose accurate prediction requires additional operators in our factorization theorem.

Focusing on the terms that are \( \Lambda \)-dependent, we compare the differential distributions \( d\sigma^{(2)}_{\text{cone}}/dx \) plotted as functions of \( x = -\ln \Lambda/Q \) for various choices of \( R \) (Fig. \( \ref{fig:4} \)). After subtraction the differences in \( d\sigma^{(2)}_{\text{cone}}/dx \) should be constant in \( x \), which allows us to extract the \( \ln (2\Lambda/Q) \) coefficients. We also check the \( R \)-dependence by plotting with fixed \( \Lambda/Q \) (Fig. \( \ref{fig:5} \)). To compare directly with the EERAD3 output, the distributions are decomposed into three color structures proportional to \( N_c \), \( 1/N_c \), and \( n_f \),

\[
\frac{d\sigma^{(2)}_{\text{cone}}}{dx} = \sigma_{N_c} + \sigma_{1/N_c} + \sigma_{n_f},
\]

where \( \sigma_{N_c} \) and \( \sigma_{1/N_c} \) are linear combinations of the \( C^2_F \),

\( \ldots \).
We evaluate the jet rate using EERAD3 and find that the dependent terms can not be seen in Corem. The differences between our analytic predictions and EERAD3 output are plotted as functions of $-\ln \Lambda/Q$ with fixed $R$. The quadratic dependence on $-\ln R$ is shown again as a check for the $\ln R$-enhanced terms predicted by our factorization theorem.

The differences between our analytic predictions and the EERAD3 outputs are shown in the lower plots in Fig. 4. The differences are close to constant in $x = -\ln(\Lambda/Q)$. We perform $\chi^2$ fits within the fit regions (red) using constant functions to extract the coefficients $C_{N_e}$, $C_{1/N_c}$ and $C_{n_f}$ of the $\ln(2\Lambda/Q)$ terms in the jet rate. We use the EERAD3 output for $R = 0.32$ in the fits, but the results do not change much when including more data with smaller $R$'s. The bands are fit uncertainties corresponding to the values of $\chi^2$ per degrees of freedom deviated from the minimum by at most 1. We obtain,

\begin{align}
C_{N_e} &= -76 \pm 8 \\
C_{1/N_c} &= -1.8 \pm 0.3 \\
C_{n_f} &= 10.0 \pm 0.1.
\end{align}

The coefficients extracted from the result given in [45] are

\begin{align}
C_{N_e} &= C_F N_c \left( \frac{5}{3} - \frac{31\pi^2}{18} - 2\ln 2 - 12\ln^2 2 + \zeta_3 \right) = -85.1
\end{align}
\[ C_{1/N_c} = \frac{C_F}{N_c} \left( 1 - 2 \ln 2 + 6 \ln^2 2 - 5 \zeta_3 \right) = -1.56 \]
\[ C_{n_f} = C_F T_F n_f \left( \frac{4\pi^2}{9} - \frac{4}{3} \right) = 10.2, \]
(110)
where \( C_{n_f} \) is also predicted by our refactorization theorem. Note the good agreement of the values of \( C_{n_f} \) and \( C_{1/N_c} \) extracted from EERAD3. The values of \( C_{n_f} \) and \( C_{1/N_c} \) extracted from [45] are also consistent with the ones extracted from EERAD3 within the numerical uncertainties.

\[ \text{VIII. RESUMMED JET THRUST CROSS SECTION} \]

The solutions of the RG equations obeyed by the hard, jet, and soft functions in the jet thrust cross section in Eq. (30), with the soft function refactorized as Eq. (50), give rise to the prediction for the resummed (integrated) jet thrust cross section (see, e.g., [67]),
\[
\sigma_c(\tau, \Lambda, R) = \frac{1}{\sigma_0} \int_0^\tau d\tau' \frac{d\sigma(\Lambda, R)}{d\tau'} = e^{K(\mu_H, \mu_J, \mu_J, \mu_J, \mu_J)}
\times \left( \frac{\mu_H}{Q} \right)^{\omega_H(\mu_H, \mu_J)} \left( \frac{\mu_J}{Q^2} \right)^{\omega_J(\mu_J, \mu_J)} \left( \frac{\mu_J}{Q^3} \right)^{\omega_J(\mu_J, \mu_J)}
\times \left( \frac{\mu_J}{2\Lambda} \right)^{\omega_J(\mu_J, \mu_J)} H(Q^2, \mu_H) \theta(\tau) \theta(\Lambda)
\times \left( \frac{\mu_J}{2\Lambda} \right)^{\omega_J(\mu_J, \mu_J)} \left( \frac{\mu_J}{2\Lambda} \right)^{\omega_J(\mu_J, \mu_J)} \left( \frac{\mu_J}{2\Lambda} \right)^{\omega_J(\mu_J, \mu_J)}
\times S_{\text{ss}}(Q^2/2\Lambda R^2),
\]
(111)
\[ \text{where} \]
\[ K(\mu_H, \mu_J, \mu_J, \mu_J, \mu_J) = K_H(\mu_H, \mu_J) + 2K_J(\mu_J, \mu_J) + 2K_{\text{in}}(\mu_J, \mu_J) + K_{\text{ss}}(\mu_J, \mu_J) + 2K_{\text{sc}}(\mu_J, \mu_J), \]
(112a)
\[ \Omega \equiv \Omega(\mu_J, \mu_J, \mu_J) = 2\omega_J(\mu_J, \mu_J) + 2\omega_J(\mu_J, \mu_J), \]
(112b)
\[ \Theta \equiv \Theta(\mu_J, \mu_J, \mu_J) = \omega_J(\mu_J, \mu_J) + 2\omega_J(\mu_J, \mu_J), \]
(112c)
\[ \text{and the individual evolution kernels are given by} \]
\[ K_F(\mu_F, \mu) = -j_F K_F(\mu_F, \mu) + K_{\gamma_F}(\mu_F, \mu), \]
(113)
\[ \text{where} \]
\[ K_F(\mu_F, \mu) = \int_{\mu_F}^\mu \frac{d\mu'}{\mu'} \Gamma_{\text{cusp}}[\alpha_s(\mu')] \ln \frac{\mu'}{\mu_F}, \]
(114)
\[ \omega_F(\mu_F, \mu) = \int_{\mu_F}^\mu \frac{d\mu'}{\mu'} \Gamma_{\text{cusp}}[\alpha_s(\mu')], \]
\[ K_{\gamma_F}(\mu_F, \mu) = \int_{\mu_F}^\mu \frac{d\mu'}{\mu'} \gamma_F[\alpha_s(\mu')]. \]

Explicit expansions of these functions in \( \alpha_s \) can be found in many places, e.g., [67]. The values of the coefficients \( j_F, \kappa_F \) in Eq. (112) for the various functions in Eq. (111) are given by
\[
\begin{align*}
j_H = j_m = j_{ss} = j_{sc} = 1, & \quad j_J = 2, \\
\kappa_H = 4, & \quad \kappa_J = -2, \quad \kappa_{in} = 2, \quad \kappa_{ss} = -4, \quad \kappa_{sc} = 2.
\end{align*}
\]
(115)
In Eq. (111) we include the NGLs coming from \( S_{\text{ng}} \) in Eq. (68) simply at fixed order, here to \( O(\alpha_s^2) \).

We have written Eq. (111) using the formalism found in [65, 71] that turns the Laplace-transformed functions into differential operators with respect to \( \Omega, \Theta \) to facilitate the transformation back to momentum space. With the results of Sec. [1] especially Eq. (70), we have enough information to resum logs of \( \tau, \Theta, \) and \( \Lambda/Q \) to NNLL accuracy (modulo the NGLs).

In Fig. 6 we illustrate the integrated jet thrust cross section Eq. (111) in the thrust cone algorithm at \( Q = 100 \, \text{GeV}, \ R = 0.2, \) and \( \Lambda = 10 \, \text{GeV}, \) with global log resummation at NLL and NNLL accuracy. At N\( \hat{k} \)LL accuracy, the cusp anomalous dimension and running of \( \alpha_s \) are included to \( O(\alpha_s^k) \), the non-cusp anomalous dimensions to \( O(\alpha_s^k) \), and the fixed-order hard, jet and soft matrix elements to \( O(\alpha_s^{k-1}) \). For N\( \hat{k} \)LL' accuracy, the matrix elements would be included to \( O(\alpha_s^k) \) [67, 72], but we do not do this in this paper. We evaluate Eq. (111) at the central values for the scales,
\[
\begin{align*}
\mu &= \mu_H = Q, & \mu_J &= Q \sqrt{\tau}, & \mu_{in} &= Q \tau/R, \\
\mu_{ss} &= 2\Lambda, & \mu_{sc} &= 2\Lambda R.
\end{align*}
\]
(116)
To produce the result of the unrefactorized cross section, e.g., with the soft function Eq. (74) at \( O(\alpha_s) \), we set
\[
\mu_{ss} = \mu_{sc} = 2\Lambda \sqrt{\tau},
\]
(117)
the choice one would make in an attempt to minimize logs in the \( O(\alpha_s) \) soft function (which we saw in Eq. (63) does not work at higher order). For this exercise, we do not include the NGLs Eq. (68) at unprimed NLL and NNLL accuracy, counting it as part of the fixed-order soft function, but of course in a full analysis we would have to include them.

For the estimation of perturbative uncertainty, we perform several sets of scale variations. First, we vary all scales in Eq. (116) together up and down by factors of 2. Next, we vary each of the \( \tau \)-dependent scales \( \mu_{J, in} \) up and down using the formulæ:
\[
\begin{align*}
\mu_J(\tau; e_J) &= \left[ 1 + e_J \left( 1 - \frac{\tau}{\tau_{\text{max}}} \right)^2 \right] Q \sqrt{\tau}, \\
\mu_{in}(\tau; e_{in}) &= \left[ 1 + e_{in} \left( 1 - \frac{\tau}{\tau_{\text{max}}} \right)^2 \right] Q \tau/R,
\end{align*}
\]
(118)
and vary \( e_{J,in} \) each between \((-0.5, 0.5)\) (cf. 11 [22]). Recall \( \tau_{\text{max}} = R^2 \) for this cone algorithm. Finally, we vary the veto-dependent scales \( \mu_{ss, sc} \) each up and down by 2 (for the unrefactorized case, we vary the single soft veto scale in Eq. (117)). We then add all these variations...
IX. SUMMARY OF NEW RESULTS

Here we collect, for convenience, the key new results of our paper, up to $O(\alpha_s^3)$, in terms of anomalous dimension and beta function coefficients given in App. D. All of these are in fact known to $O(\alpha_s^2)$.

The collinear-soft function appearing in Eq. (50) for measured soft radiation in a two-jet event confined to be inside a cone of radius $R$, is given up to $O(\alpha_s^2)$ by

$$S_{\text{in}}^c(k/R, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ -\Gamma_0 \ln^2 \frac{\mu R}{k} + c^1_{\text{in}} \right]$$

(119)

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{1}{2} \Gamma_0^2 \ln^4 \frac{\mu R}{k} + \frac{2}{3} \Gamma_0 \beta_0 \ln^3 \frac{\mu R}{k} \right.$$

$$\left. + \left( -\Gamma_1 - c^1_{\text{in}} \Gamma_0 - \frac{2}{3} \Gamma_0 \beta_0 \ln^3 \frac{\mu R}{k} \right) \ln^2 \frac{\mu R}{k} \right]$$

$$+ \left( \gamma^1_{\text{in}} + 2c^1_{\text{in}} \beta_0 - 4\zeta_3(\Gamma_0)^2 \right) \ln^2 \frac{\mu R}{k} + c^2_{\text{in}},$$

where $c^1_{\text{in}} = (\pi^2/6)C_F$ and $\gamma^1_{\text{in}}$ is given in Eq. (70). The Laplace transform of Eq. (119) is given by the form Eq. (57).

The global soft function, defined by Eq. (26), for soft energy outside two back-to-back jets integrated up to the veto $E < \Lambda$, is given up to $O(\alpha_s^2)$ by

$$S_{\text{in}}^s(\Lambda, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ 2\Gamma_0 \ln^2 \frac{\mu}{2\Lambda} + c^1_{\text{ss}} \right]$$

(120)

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{1}{2} \Gamma_0^2 \ln^4 \frac{\mu}{2\Lambda} + \frac{2}{3} \Gamma_0 \beta_0 \ln^3 \frac{\mu}{2\Lambda} \right.$$

$$\left. + \left( 2\Gamma_1 + 2c^1_{\text{ss}} \Gamma_0 - \frac{4}{3} \beta_0 \Gamma_0 \Gamma_0 \right) \ln^2 \frac{\mu}{2\Lambda} \right]$$

$$+ \left( \gamma^1_{\text{ss}} + 2c^1_{\text{ss}} \beta_0 - 16\zeta_3(\Gamma_0)^2 \right) \ln^2 \frac{\mu}{2\Lambda} + c^2_{\text{ss}},$$

where $c^1_{\text{ss}} = -\pi^2 C_F$ and $\gamma^1_{\text{ss}}$ is given in Eq. (70). We leave $c^2_{\text{ss}}$ undetermined. The Laplace transform of Eq. (120) is given by the form Eq. (57).
The soft-collinear function, defined by Eq. (27), for soft energy outside two back-to-back cones of radius $R$ integrated up to the veto $E < \Lambda$ is given up to $\mathcal{O}(\alpha_s^2)$ by

$$S_{sc}^c(\Lambda R, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ - \Gamma_0 \ln^2 \frac{\mu}{2\Lambda R} + \frac{c_{sc}}{\mu} \right] + \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{1}{2} \Gamma_0^2 \ln^4 \frac{\mu}{2\Lambda R} + \frac{2}{3} \Gamma_0 \beta_0 \ln^3 \frac{\mu}{2\Lambda R} \right.$$

$$+ \left( -\Gamma_1 - \frac{c_{sc}}{\mu} \Gamma_0 - \frac{\pi^2}{3} (\Gamma_0)^2 \right) \ln^2 \frac{\mu}{2\Lambda R}$$

$$+ \left( \gamma_{sc}^1 + 2\gamma_{sc}^1 \beta_0 - 4\zeta_3 (\Gamma_0)^2 \right) \ln \frac{\mu}{2\Lambda R} + \frac{c_{sc}}{\mu} \right],$$

where $c_{sc} = (\pi^2/6)C_F$ and $\gamma_{sc}^1$ is given in Eq. (70). We leave $c_{sc}^2$ undetermined. The Laplace transform of Eq. (121) is given by the form Eq. (57).

The non-cusp parts of the anomalous dimensions of the csoft, global soft, and soft-collinear functions in Eqs. (119), (120), and (121) are all related to each other and the known anomalous dimensions of the hemisphere [10] and time-like Drell-Yan [61] soft functions. They are related to all orders by

$$\gamma_{\text{hemi}} = \gamma_{\text{in}} = -\frac{\gamma_{ss}}{2} = \gamma_{sc}, \quad (122)$$

given explicitly to $\mathcal{O}(\alpha_s^2)$ by

$$\gamma_{sc}^0 = 0 \quad (123)$$

$$\gamma_{sc}^1 = C_F \left[ \frac{1616}{27} - 56\zeta_3 \right] C_A - \frac{448}{27} T_F n_f - \frac{2\pi^2}{3} \beta_0, \quad (124)$$

and to $\mathcal{O}(\alpha_s^3)$ in Eq. (125).

The convolution of $S_s \otimes S_{sc}^2$ to give the total unrefactorized veto soft function, integrated up to $E_{\text{out}} = \Lambda$, is given to $\mathcal{O}(\alpha_s^2)$ by Eq. (66). It has no non-cusp anomalous dimension, but has leftover large logs of $R$.

The unmeasured jet function $J_{\text{un}}^{\text{hlc}}$ that appears in the total two-jet rate in Eq. (6) and is constructed according to Eq. (91), is given to $\mathcal{O}(\alpha_s)$ for cone-type algorithms in Eq. (95) and for S-W or $k_T$-type algorithms in Eq. (95), and to $\mathcal{O}(\alpha_s^2)$ for the thrust cone algorithm by Eq. (96):

$$J_{\text{un}}^{\text{cone}}(QR, \mu) = 1 + \frac{\alpha_s}{4\pi} \left[ \Gamma_0 \ln^2 \frac{\mu}{QR} + \gamma_{\text{un}}^0 \ln \frac{\mu}{QR} + \frac{c_{\text{cone}}}{\mu} \right]$$

$$+ \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{1}{2} (\Gamma_0)^2 \ln^4 \frac{\mu}{QR} + \Gamma_0 (\gamma_{\text{un}}^0 + \frac{2}{3} \beta_0) \ln^3 \frac{\mu}{QR} \right.$$

$$+ \left( \Gamma_1 + \frac{c_{\text{cone}}}{\mu} \Gamma_0 + \frac{1}{2} (\gamma_{\text{un}}^0)^2 + \gamma_{\text{un}} \beta_0 \right) \ln^2 \frac{\mu}{QR}$$

$$+ \left( \gamma_{\text{un}}^1 + \frac{c_{\text{cone}}}{\mu} (\gamma_{\text{un}}^0 + 2\beta_0) \right) \ln \frac{\mu}{QR} + \frac{c_{\text{cone}}}{\mu} \right], \quad (124)$$

where $c_{\text{cone}} = (7 + 6 \ln 2 - 5\pi^2/6)C_F$, and we leave $c_{\text{cone}}^2$ undetermined. $J_{\text{un}}$ has a non-cusp anomalous dimension given by

$$\gamma_{\text{un}} = \gamma_{J} + \gamma_{\text{in}} = -\frac{\gamma_H}{2}, \quad (125)$$

which is given to $\mathcal{O}(\alpha_s^3)$ by Eq. (66).

The $\mathcal{O}(\alpha_s^2)$ fixed-order jet thrust cross section for the thrust cone algorithm predicted by these results is given in Eq. (99), and the formula that resums global logs of $\tau$ and $R$ in this cross section is given by Eq. (111). Eq. (106) gives the terms in the fixed-order $\mathcal{O}(\alpha_s^2)$ total two-jet rate for the thrust cone algorithm predicted by our formulas. All the $\ln^n R$-enhanced terms and the $\ln(2\Lambda/Q)$ term for the $n_f$ color structure are predicted accurately by this result. The pure $\ln(2\Lambda/Q)$ terms for the other color structures require inclusion of additional subjet operators in our factorization theorem Eq. (103) to be completely predicted.

**X. CONCLUSIONS**

In this paper we have worked out several ramifications of introducing a new mode, the soft-collinear mode, into SCET, allowing the separation of scales $2\Lambda$ and $2AR$ created by the measurement of a soft veto energy outside cones of radius $R$ in a jet cross section, as well as the resummation of the logs of $R$ due to the ratio of these scales. In the jet thrust cross sections, we found the presence of hard-collinear, collinear-soft (csoft), global (veto) soft, and soft-collinear scales, and leading to the theory SCET++ to factorize and resum logarithms of ratios of these scales.

Studying the jet thrust cross section using the thrust cone algorithm, we extracted for the first time the two- and three-loop non-cusp anomalous dimensions of the refactorized soft functions for in-jet measured (csoft) radiation, global soft radiation at the veto scale, and soft-collinear radiation at the veto scale in the cones.

We related the jet thrust cross section and the total two-jet rate, deriving a relation between the measured jet and in-jet soft functions and the “unmeasured jet function” in the total two-jet cross section, and as a bonus extracted its two-loop and three-loop non-cusp anomalous dimensions for the first time.

We compared the predictions of the refactorized jet cross section with the output of EERAD3 to $\mathcal{O}(\alpha_s^2)$. Finally, we provided a formula the resummed jet thrust cross section (modulo NGLs) and performed global log resummation to NNLL accuracy.

We should emphasize once again, as we began, that our treatment here was not aimed at a resummation of the NGLs that necessarily appear in these exclusive jet thrust or total $n$-jet cross sections. Technology to do this in the framework of SCET is rapidly developing, especially with the recent work of [26, 27, 34, 35]. These developments have made clear the necessity to identify subjets or multiple collinear Wilson lines emitting soft radiation into other regions in order to resum NGLs.

What we have explored here is the necessity of introduction of a soft-collinear mode to factorize and resum even the global logs of $R$ arising from the ratio of soft- and soft-collinear scales at $2\Lambda$ and $2AR$ and various ramifica-
tions and insights following from this step. It is the first step towards a full resummation that would include the NGLs. Not only have we factorized and resummed the global logs in the jet thrust and total 2-jet cross sections, we tied together some loose ends and made new connections among ideas in the existing literature. Namely, as mentioned, we clarified the relation between measured jet and in-jet soft functions for jet thrust with the unmeasured jet function of [14, 15] appearing in total jet cross sections. We identified the in-jet measured soft radiation as actually the cssoft modes of [16] and its merging with the hard-collinear mode in total jet cross sections as \( \tau \to \tau_{\text{max}} \sim R^2 \). We established on firmer footing earlier conjectures about the proportionality to the cusp anomalous dimension of \( \ln R \) terms in soft anomalous dimensions for jet cross sections, and extracted from the computations of [37, 38] the two-loop anomalous dimensions of the individual in-jet measured soft function, global veto soft function, and soft-collinear functions. We believe the insights here even about the global logs in jet cross sections provide firmer ground on which to build frameworks to resum all logs, global and non-global, in jet cross sections.
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Appendix A: Plus Distributions

The plus distribution prescription can be used to make a singular function into an integrable distribution. For a function \( f(x) \), its plus distribution is defined by (e.g., [79]),

\[
[f(x)]_+ = \lim_{\epsilon \to 0} \frac{d}{dx} \left[ \theta(x-\epsilon) F(x) \right] = \lim_{\epsilon \to 0} \left[ \theta(x-\epsilon) f(x) - \delta(x-\epsilon) F(x) \right],
\]

where

\[
F(x) = \int_1^x dx' f(x').
\]

Thus, integrals of regular functions against plus distributions obey, for \( x \geq 0 \),

\[
\int_{-\infty}^x dx' \left[ \theta(x') f(x') \right]_+ + g(x) = \int_0^x dx' f(x') [g(x') - g(0)] + g(0) F(x),
\]

so, e.g.,

\[
\int_{-\infty}^x dx' \left[ \theta(x') \ln^n x' \right]_+ + g(x') = \int_0^x dx' \frac{\ln^{n+1} x}{n+1} [g(x') - g(0)].
\]

Appendix B: Laplace Transforms

Here we collect results for the Laplace transforms and inverse Laplace transforms (\( L^{-1} \)) between the logs

\[
L \equiv \ln \frac{1}{\tau}, \quad \tilde{L} \equiv \ln(\nu e^{\gamma_E})
\]

The Laplace transform is defined by

\[
\tilde{F}(\nu) \equiv L\{F\}(\nu) = \int_0^\infty d\tau e^{-\nu \tau} F(\tau).
\]

The transforms of the logs we need in this paper are given by

\[
L\{1\} = \frac{1}{\nu} \quad \tilde{L}\{1\} = \frac{1}{\nu} \tilde{L}
\]

\[
L\{L\} = \frac{1}{\nu} \{ \tilde{L}^2 + \frac{\pi^2}{6} \}
\]

\[
L\{L^2\} = \frac{1}{\nu} \left\{ \tilde{L}^2 + \frac{\pi^2}{2} \tilde{L} + 2\zeta_3 \right\}
\]

\[
L\{L^3\} = \frac{1}{\nu} \left\{ \tilde{L}^3 + \frac{\pi^2}{2} \tilde{L}^2 + 8\zeta_3 \tilde{L} + \frac{3\pi^4}{20} \right\}
\]

The inverse Laplace transforms are given by

\[
L^{-1}\{\tilde{F}\}(\tau) = \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{d\nu}{2\pi i} e^{\nu \tau} \tilde{F}(\nu).
\]
where \( \gamma \) lies to the right of all the poles of \( \tilde{F} \) in the complex plane. The inverse transforms we need are

\[
\mathcal{L}^{-1}\left\{ \frac{1}{\tau} \right\} = 1 \tag{B5a}
\]

\[
\mathcal{L}^{-1}\left\{ \frac{1}{\nu} \right\} = L \tag{B5b}
\]

\[
\mathcal{L}^{-1}\left\{ \frac{1}{\nu^2} \right\} = L^2 - \frac{\pi^2}{6} \tag{B5c}
\]

\[
\mathcal{L}^{-1}\left\{ \frac{1}{\nu \tau} \right\} = L^3 - \frac{\pi^2}{2} L - 2\zeta_3 \tag{B5d}
\]

\[
\mathcal{L}^{-1}\left\{ \frac{1}{\nu \tau^2} \right\} = L^4 - \pi^2 L^2 - 8\zeta_3 L + \frac{\pi^4}{60} \tag{B5e}
\]

Some other particular transforms we need in the main text that can be derived from Eq. (B5) are

\[
\mathcal{L}^{-1}\left\{ \frac{1}{\nu} \ln^2 \frac{\mu^2 \nu \nu e R e^\gamma}{Q^2} \ln^2 \frac{\mu R e^\gamma}{Q R} \right\} \tag{B6}
\]

\[
= \ln^2 \frac{\mu^2}{Q^2 \tau} \ln^2 \frac{\mu R}{Q \tau} - \frac{\pi^2}{6} \left( \ln^2 \frac{\mu^2}{Q^2 \tau} + \ln^2 \frac{\mu R}{Q \tau} \right) - 4\zeta_3 \left( \ln \frac{\mu^2}{Q^2 \tau} + \ln \frac{\mu R}{Q \tau} \right) - \frac{\pi^2}{3} \ln^2 \frac{\mu R}{Q \tau} + \frac{\pi^4}{60},
\]

and

\[
\mathcal{L}^{-1}\left\{ \frac{1}{\nu} \ln \frac{\mu^2 \nu \nu e R e^\gamma}{Q^2} \ln \frac{\mu R e^\gamma}{Q R} \right\} \tag{B7}
\]

\[
= \ln \frac{\mu^2}{Q^2 \tau} \ln \frac{\mu R}{Q \tau} - \frac{\pi^2}{6} \left( \ln \frac{\mu^2}{Q^2 \tau} + 2 \ln \frac{\mu R}{Q \tau} \right) - 2\zeta_3.
\]

Convolutions involving \( \Delta J^1_{\text{cone}} \) that we need are

\[
\int_0^{R^2} d\tau \Delta J^1_{\text{cone}}(\tau, R) = 6 \ln 2 \ C_F, \tag{B8a}
\]

\[
\int_0^{R^2} d\tau \mathcal{L}^{-1}\left\{ \Delta J^1_{\text{cone}}(\nu, R) \ln \frac{\mu^2 \nu \nu e R e^\gamma}{Q^2} \right\} \tag{B8b}
\]

\[
= \left( 12 \ln^2 \frac{\mu}{Q \tau} - 3 \ln^2 2 + \frac{\pi^2}{2} \right) C_F ,
\]

\[
\int_0^{R^2} d\tau \mathcal{L}^{-1}\left\{ \Delta J^1_{\text{cone}}(\nu, R) \ln \frac{\mu^2 \nu \nu e R e^\gamma}{Q^2} \right\} \tag{B8c}
\]

\[
= \left[ 24 \ln^2 \frac{\mu}{Q \tau} + (2 \pi^2 - 12 \ln^2 2) \ln \frac{\mu}{Q \tau} - 2\pi^2 \ln^2 2 + 2 \ln^3 2 + \frac{21\zeta_3}{2} \right] C_F ,
\]

\[
\int_0^{R^2} d\tau d\tau' \Delta J^1_{\text{cone}}(\nu, R) \ln \frac{\mu^2 \nu \nu e R e^\gamma}{Q^2} \tag{B8d}
\]

\[
= \left[ 6 \ln 2 \ln^2 \frac{\mu}{Q \tau} + (\pi^2 - 6 \ln^2 2) \ln \frac{\mu}{Q \tau} - 2\pi^2 \ln^2 2 + 2 \ln^3 2 + \frac{21\zeta_3}{2} \right] C_F .
\]

To derive the last three relations, we used the results for the convolutions in momentum space,

\[
\int_0^{R^2} d\tau d\tau' \int_0^\tau d\tau'' \Delta J^1_{\text{cone}}(\tau - \tau') \left[ \frac{1}{\tau} \right]_+ \tag{B9a}
\]

\[
= C_F \left[ -\frac{\pi^2}{2} + 3 \ln^2 2 + 12 \ln \ln R \right]
\]

\[
\int_0^{R^2} d\tau d\tau' \int_0^\tau d\tau'' \Delta J^1_{\text{cone}}(\tau - \tau') \left[ \frac{\ln \tau'}{\tau} \right]_+ \tag{B9b}
\]

\[
= C_F \left[ \ln^3 2 + 6 \ln \ln R (\ln 2 + 2 \ln R) - \frac{\pi^2}{2} (\ln 2 + 2 \ln R) + \frac{21\zeta_3}{4} \right] .
\]

For arbitrary upper limits on the \( \tau \) integrals (for any \( \tau \leq R^2 \)), we have the convolutions

\[
\int_0^{\tau} d\tau' \int_0^{\tau} d\tau'' \Delta J^1_{\text{cone}}(\tau' - \tau'') \lambda \left[ \ln (\lambda \tau') \ln (\lambda \tau'') \right]_+ \tag{B10a}
\]

\[
= 3 C_F \left[ \ln^2 (\lambda \tau) \ln \left( 1 + \frac{\tau}{R^2} \right) - 2 \ln (\lambda \tau) \text{Li}_2 \left( \frac{\tau}{\tau + R^2} \right) + 2 \text{Li}_3 \left( \frac{\tau}{\tau + R^2} \right) \right]
\]

\[
\int_0^{\tau} d\tau' \int_0^{\tau} d\tau'' \Delta J^1_{\text{cone}}(\tau' - \tau'') \lambda \left[ \frac{1}{\tau' \tau''} \right]_+ \tag{B10b}
\]

\[
= 6 C_F \left[ \ln (\lambda \tau) \ln \left( 1 + \frac{\tau}{R^2} \right) - 2 \text{Li}_2 \left( \frac{\tau}{\tau + R^2} \right) \right] .
\]

Appendix C: Jet Thrust Soft Function

The non-Abelian terms of the two-loop jet thrust soft function in Eq. (64) that survive in the limit \( R \to 0 \), given in [38], are

\[
S^{(2)}_{nA}(k, \Lambda, R, \mu) = C_A C_F \left[ -\frac{176}{9} \ln^3 \frac{\mu}{k} + \left( -\frac{176}{3} \ln \frac{R}{3} + \frac{8\pi^2}{3} - \frac{536}{9} \right) \ln^2 \frac{\mu}{k} + \left( -\frac{176}{3} \ln^2 \frac{R}{3} + \frac{16\pi^2}{3} - \frac{1072}{9} \ln R + \frac{56\zeta_3}{3} + \frac{44\pi^2}{9} - \frac{1616}{27} \right) \ln \frac{\mu}{k} + \left( -\frac{176}{3} \ln^2 \frac{R}{3} + \frac{16\pi^2}{3} - \frac{1072}{9} \ln R - \frac{44\pi^2}{9} \right) \ln \frac{\mu}{2\Lambda} + \frac{176}{3} \ln R \ln^2 \frac{\mu}{2\Lambda} - \frac{8}{3} \pi^2 \ln^2 \frac{k}{2\Lambda R^2} \right. \]

\[
+ \left. \left( -16\zeta_3 - \frac{8}{3} + \frac{88\pi^2}{9} \right) \ln \frac{k}{2\Lambda R^2} - \frac{682\zeta_3}{9} + \frac{109\pi^4}{45} - \frac{1139\pi^2}{54} - \frac{1636}{81} \right] .
\]
For\( F_{\tau\omega} \rightarrow k, r \rightarrow R^2, \omega \rightarrow \Lambda. \) In Sec. \( V \) we reorganize this formula into a refactored form that matches Eq. \( (50) \).

**Appendix D: Anomalous Dimensions**

The hard function and Laplace transform of the jet and soft functions in Eq. \( (30) \) have the expansions

\[
F(\mu) = \sum_{n=0}^{\infty} \left( \frac{\alpha_s}{4\pi} \right)^n F_n, \quad (D1)
\]

where

\[
F_0 = 1 \quad (D2)
\]

\[
F_1 = \frac{\Gamma^0}{J_F} L_F^2 + \frac{\gamma^0}{J_F} L_F + c^1_F
\]

\[
F_2 = \frac{1}{2J_F^2} \left( \Gamma^0_F \right)^2 L_F^4 + \frac{\Gamma^0_F}{J_F} \left( \gamma^0_F + \frac{4}{3} \beta_0 \right) L_F^2
\]

\[
\quad + \frac{1}{J_F} \left( \Gamma^1_F + \frac{1}{2} (\gamma^0_F)^2 + \gamma^0_F \beta_0 + c^1_F \Gamma^0_F \right) L_F^2
\]

\[
\quad + \frac{1}{J_F} \left( c^1_F \gamma^0_F + 2 c^1_F \beta_0 \right) L_F + c^2_F.
\]

For \( F = H, J, S \), the logs \( L_F \) are of the form

\[
L_H = \ln \frac{\mu}{Q}, \quad L_J = \ln \frac{\mu^2 v e^{\gamma^0_H}}{Q_J}, \quad L_S = \ln \frac{\mu v e^{\gamma^0_S}}{Q_S} \quad (D3)
\]

so \( j_J = 2 \) and \( j_H = j_S = 1 \). The denominators \( Q_{J,S} \) in the logs depend on the precise definition of the measurement in the jet or soft function.

The expansions in Eq. \( (D2) \) contain the coefficients in the expansions of cusp and non-cusp anomalous dimensions in \( \alpha_s \), given by

\[
\Gamma_{\text{cusp}}[\alpha_s] = \sum_{n=0}^{\infty} \left( \frac{\alpha_s}{4\pi} \right)^n \Gamma_n, \quad \gamma_{\alpha_s} = \sum_{n=0}^{\infty} \left( \frac{\alpha_s}{4\pi} \right)^n \gamma_n. \quad (D4)
\]

The first few coefficients for the cusp anomalous dimension are given by \( (47) \)

\[
\Gamma_0 = 4C_F, \quad (D5)
\]

\[
\Gamma_1 = 4C_F \left[ \left( \frac{67}{9} - \frac{\pi^2}{3} \right) C_A - \frac{20}{9} T_{Fn_f} \right],
\]

\[
\Gamma_2 = 4C_F \left[ \left( \frac{245}{6} - \frac{134\pi^2}{27} + \frac{11\pi^4}{45} + \frac{22\zeta_3}{3} \right) C_A^2
\]

\[
\quad + \left( \frac{-418}{27} + \frac{40\pi^2}{27} - \frac{56\zeta_3}{3} \right) C_A T_{Fn_f}
\]

\[
\quad + \left( \frac{-55}{3} + 16\zeta_3 \right) C_F T_{Fn_f} - \frac{16}{27} T_{Fn_f}^2 \right].
\]

The non-cusp anomalous dimension coefficients we need in this paper are given up to three-loop order for the hard and jet functions by \( (63) \)

\[
\gamma_0^H = -12C_F \quad (D6)
\]

\[
\gamma_1^H = -2C_F \left[ \left( \frac{82}{9} - 52\zeta_3 \right) C_A + \left( 3 - 4\pi^2 + 48\zeta_3 \right) C_F + \left( \frac{65}{9} + \pi^2 \right) \beta_0 \right],
\]

\[
\gamma_2^H = -4C_F \left[ \left( \frac{66167}{324} - 686\pi^2 \right) + \frac{302\pi^4}{9} - \frac{782\zeta_3}{9} + \frac{44\pi^2\zeta_3}{9} + 136\zeta_5 \right] C_A^2
\]

\[
\quad + \left( \frac{151}{9} - 205\pi^2 \right) C_A^2 + \left( \frac{-247\pi^4}{9} + 844\zeta_3 \right) C_A
\]

\[
\quad + \left( \frac{-2953}{108} + 13\pi^2 \right) C_F^2 + \left( \frac{10781}{108} + \frac{446\pi^2}{81} + \frac{449\pi^4}{270} - \frac{116\zeta_3}{9} \right) C_A \beta_0
\]

\[
\quad + \left( \frac{2953}{108} - \frac{13\pi^2}{27} + \frac{7\pi^4}{9} \right) \beta_1 + \left( \frac{-2417}{324} + \frac{5\pi^2}{6} + \frac{2\zeta_3}{3} \right) \beta_2 \right],
\]

and

\[
\gamma_0^J = 6C_F \quad (D7)
\]
\[ \gamma_1 = C_F \left[ \left( \frac{146}{9} - 80 \zeta_3 \right) C_A + \left( 3 - 4\pi^2 + 48\zeta_3 \right) C_F + \left( \frac{121}{9} + \frac{2\pi^2}{3} \right) \beta_0 \right]. \]

\[ \gamma_2^2 = 2C_F \left[ \left( \frac{52019}{162} - 841\pi^2 - 82\pi^4 - 2056\zeta_3 - \frac{88\pi^2\zeta_3}{9} + 88\pi^2 + 232\zeta_5 \right) C_A^2 \right. \\
\left. + \left( \frac{151}{4} - \frac{205\pi^2}{27} - 247\pi^4 + \frac{844\pi^2}{3} + \frac{8\pi^2\zeta_3}{3} + 120\zeta_5 \right) C_F C_A \right. \\
+ \left( \frac{29}{2} + \frac{3\pi^2}{5} + \frac{8\pi^4}{5} + 68\zeta_3 - \frac{16\pi^2\zeta_3}{3} - 240\zeta_5 \right) C_F^2 + \left( \frac{7739}{54} + 325\pi^2 + \frac{617\pi^4}{270} - \frac{1276\zeta_3}{9} \right) C_A \beta_0 \right. \\
\left. + \left( -\frac{3457}{324} + \frac{5\pi^2}{9} + \frac{16\zeta_3}{3} \right) \beta_3^2 + \left( \frac{1166}{27} - \frac{8\pi^2}{9} - \frac{41\pi^4}{135} + \frac{52\zeta_3}{9} \right) \beta_1 \right]. \]

The anomalous dimensions of the soft, global soft, and soft-collinear functions are all related by Eq. (78), \( \gamma_m = -\gamma_{ss}/2 = \gamma_{sc} \), and can be determined through Eq. (74) or Eq. (75) to be equal to \( \gamma_{sc} = -\gamma_f - \frac{2\mu}{s} \), or, explicitly,

\[ \begin{align*} 
\gamma_0^{sc} &= 0 \\
\gamma_1^{sc} &= -C_F \left[ \left( \frac{64}{9} - 28\zeta_3 \right) C_A + \left( \frac{56}{9} - \frac{\pi^2}{3} \right) \beta_0 \right] \\
\gamma_2^{sc} &= -C_F \left[ C_A^2 \left( \frac{37871}{162} - \frac{310\pi^2}{81} - \frac{8\pi^4}{5} - \frac{2548\zeta_3}{9} + \frac{88\pi^2\zeta_3}{9} + 192\zeta_5 \right) + C_A \beta_0 \left( -\frac{4697}{54} - \frac{242\pi^2}{81} + \frac{56\pi^4}{45} - \frac{220\zeta_3}{9} \right) \right. \\
&\quad \left. + \beta_1 \left( \frac{1711}{54} - \frac{\pi^2}{3} - \frac{4\pi^4}{45} - \frac{152\zeta_3}{9} \right) + \beta_3 \left( -\frac{520}{81} - \frac{5\pi^2}{9} + \frac{28\zeta_3}{3} \right) \right].
\end{align*} \]

Meanwhile \( \alpha_s \) itself satisfies

\[ \mu \frac{d\alpha_s}{dq} = \beta[\alpha_s], \]

where the beta function has the expansion

\[ \beta[\alpha_s] = -2\alpha_s \sum_{n=0}^{\infty} \left( \frac{\alpha_s}{4\pi} \right)^n \beta_n. \]

whose first few coefficients are given by [76, 77]

\[ \begin{align*} 
\beta_0 &= \frac{11}{3} C_A - \frac{4}{3} T_F n_f, \\
\beta_1 &= \frac{34}{3} C_A^2 - \left( \frac{20}{3} C_A + 4C_F \right) T_F n_f,
\end{align*} \]

\[ \beta_2 = \frac{2857}{54} C_A^3 + \left( \frac{C_F}{2} - \frac{205}{18} C_F C_A - \frac{1415}{54} C_A^2 \right) 2T_F n_f \]

\[ + \left( \frac{11}{9} C_F + \frac{79}{54} C_A \right) 4T_F^2 n_f. \]

The running coupling \( \alpha_s(\mu) \) itself is given to three-loop order by

\[ \alpha_s(\mu) = \alpha_s(Q) \left\{ X + \alpha_s(Q) \frac{\beta_1}{4\pi\beta_0} \ln X \right. \\
+ \frac{\alpha_s^2(Q)}{(4\pi)^2} \left[ \frac{\beta_2}{\beta_0} \left( 1 - \frac{1}{X} \right) + \frac{\beta_3}{\beta_0} \left( \frac{\ln X}{X} + \frac{1}{X} - 1 \right) \right] \left. \right\}^{-1}, \]

where \( X \equiv 1 + \frac{\alpha_s(Q)}{2\pi} \beta_0 \ln \frac{q^2}{\mu^2}. \)
