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A general model to optimise CuII labelling efficiency of double-histidine motifs for pulse dipolar EPR applications

Joshua L. Wort, Katrin Ackermann, David G. Norman and Bela E. Bode

Electron paramagnetic resonance (EPR) distance measurements are making increasingly important contributions to studies of biomolecules underpinning health and disease by providing highly accurate and precise geometric constraints. Combining double-histidine (dH) motifs with CuII spin labels shows promise for further increasing the precision of distance measurements, and for investigating subtle conformational changes. However, non-covalent coordination-based spin labelling is vulnerable to low binding affinity. Dissociation constants of dH motifs for CuII–nitrilotriacetic acid were previously investigated via relaxation induced dipolar modulation enhancement (RIDME), and demonstrated the feasibility of exploiting the dH motif for EPR applications at sub-μM protein concentrations. Herein, the feasibility of using modulation depth quantitation in CuII–CuII RIDME to simultaneously estimate a pair of non-identical independent K0 values in such a tetra-histidine model protein is addressed. Furthermore, we develop a general speciation model to optimise CuII labelling efficiency, depending upon pairs of identical or disparate K0 values and total CuII label concentration. We find the dissociation constant estimates are in excellent agreement with previously determined values, and empirical modulation depths support the proposed model.

Introduction

Pulse dipolar electron paramagnetic resonance (PDEPR) spectroscopy is an attractive methodology to supplement crystallography, FRET, cryo-EM, or NMR data with nanometre distance constraints in the range 1.5–16 nm. The approach is solution-based, and accesses structural and dynamic information in biomolecules such as proteins and nucleic acids. PDEPR has contributed to conformational studies, disentangling competing structural models, and provided mechanistic insights into complex biomolecular apparatus. Furthermore, PDEPR has been used to monitor relaxation and determine solution-state protein–ligand binding equilibria, and study oligomerisation-degree. Commonly, pairs of paramagnetic moieties, such as nitroxide radicals, are covalently introduced and conjugated with thiol side-chains of cysteine residues inserted at strategic positions via site-directed mutagenesis.

This covalent attachment of nitroxide radicals through sulfhydryl moieties is convenient and robust, however it results in the labelling of all accessible cysteine residues and so is often intractable in systems which contain essential structural or functional cysteines. This has precipitated interest in alternative labelling chemistries and strategies, such as incorporation of genetically-encoded spin-labels as artificial amino-acids, and exogenously-introduced transition metal, lanthanide metal centres. One especially promising spin-labelling approach is the co-ordination-based introduction of exogenous CuII-chelates at double-histidine residue (dH) motif sites. Typically, histidine residues are arrayed in α-helical and β-sheet secondary structural elements, at positions i to i + 4 and i to i + 2, respectively, and CuII chelated by iminodiacetic acid (CuII–IDA) or nitrilotriacetic acid (CuII–NTA) self-assemble at these sites. However, because the labelling is non-covalent, it is governed by an equilibrium determined by both the free concentrations of macromolecule and label. It was recently shown that CuII–NTA has low-micromolar affinities for dH sites, under cryo-genic conditions.

These CuII–chelate spin-labels also yield exquisite precision in the distance domain owing to the bipedal mode of attachment, and the rigidity of the co-ordinating imidazole moieties with respect to the protein backbone. The lack of a flexible...
linker means dH CuII-labelling is appealing for structural studies in systems with subtle conformational changes or nuanced conformational equilibria. Furthermore, use of CuII-NTA in conjunction with the commercially available methanethiosulfonate spin label MTSL, in the 5-pulse dead-time free Relaxation Induced Dipolar Modulation Enhancement (RIDME) experiment yields superb concentration sensitivity, down to hundreds of nM. Taken together, this makes dH CuII-labelling a powerful tool for future applications in PDEPR spectroscopy.

However, considering the simple case of a tetra-histidine (double dH) protein labelled with CuII spin-label, optimisation of labelling efficiency for PDEPR applications can become non-trivial. Under conditions of partial loading, all CuII species whether dH bound or not can be detected, but not all species will contribute to dipolar modulation of the detected echo. This has obvious implications for measurement sensitivity, being further exacerbated if each site coordinates CuII spin-label with differential affinity and must therefore be treated as non-identical and independent. To achieve widespread use of dH CuII-labelling, there must be a means to optimise labelling efficiency in any given double dH system. The situation will further complicate for more than 2 dH sites.

This problem has been approached previously using a probabilistic method to approximate double dH loading, in which the affinities of CuII-IDA and CuII-NTA for each dH co-ordination site were treated individually. However, the approximation of independent sites not depleting the free ligand concentration is not always satisfied. Thus, a model to explicitly treat two independent dH coordination sites simultaneously in a single macromolecule is currently lacking.

Here, we give a general derivation for a multi-site binding polynomial, treating a pair of binding sites with differential affinities. Numerical simulations are used to predict the optimal labelling efficiency depending upon \( K_i \) values, and the mathematical model is validated experimentally in a protein system. The methodology is evaluated in two aspects: (i) benchmarking the theoretical treatment of modelling speciation against experiment, and (ii) empirical considerations and limitations associated with the approach.

## Theoretical background

### Multi-site speciation model

Let us begin by considering the general case of a protein (P) ligand (L) reaction scheme, written as:

\[
P + iL \rightarrow [PL]^i
\]

where \( \beta_i \) is the macroscopic association constant and is given as (square brackets giving concentrations):

\[
\beta_i = \frac{[PL]^i}{[P][L]^i}
\]  

The binding polynomial, \( Z \), can be defined as the partition function of the system, and is therefore the sum of all \( n \) species with respect to the concentration of the free macromolecule, \( [P] \) as a reference-state:

\[
Z = \sum_{i=0}^{n} \frac{[PL]^i}{[P]}
\]

Now consider insertion of \( \beta_i \) into the expression for \( Z \) above, we have (where for \( i = 0, \beta = 1 \)):

\[
Z = \sum_{i=0}^{n} \beta_i [L]^i
\]

For a protein system containing \( s \) identical binding sites, one can convert from macroscopic association constants, \( \beta_i \) to microscopic association constant, \( K_i \):

\[
\beta_i = (s_i)^i K_i
\]

Therefore, in the case of \( s \) identical ligand binding sites, we can define \( Z \) in terms of the microscopic association constant as:

\[
Z = \sum_{i=0}^{s} \binom{s}{i} K_i^i [L]^i
\]

By virtue of the symmetry of Pascal’s triangle of binomial coefficients this equals:

\[
Z = \sum_{i=0}^{s} \binom{s}{i} (K[L])^{s-i}
\]

Using the binomial identity, \( Z \) can be defined as a \( s \)th order polynomial in product of free ligand concentration and microscopic association constant:

\[
Z = (1 + K[L])^s
\]

Since \( Z \) is a partition function, the fractional population of each species is given as:

\[
f_i = \frac{[PL]^i}{[P]_0} = \frac{\beta_i [L]^i}{Z}
\]

Consider that in the case of non-identical independent binding, that is if \( K_1 \neq K_2 \):

\[
Z = \prod_{i=1}^{n} (1 + K_i [L])
\]

We see for two-site non-identical independent binding, this gives the following definition of \( Z \):

\[
Z = (1 + K_1[L])^s \times (1 + K_2[L])^t
\]

where each class of sites has \( s \) and \( t \)-fold degeneracy, that is, \( s \) and \( t \) describe the number of each type of site. Then, for \( s \) identical sites with microscopic association constant, \( K_1 \), and \( t \) identical sites with microscopic association constant, \( K_2 \), it is known from multinomial theorem that \( Z \) can be expressed as a double sum over all \( i \) permutations of \( s \), and \( j \) permutations of \( t \).
where:

\[
\theta = \cos^{-1}\left(\frac{-2a^3 + 9ab - 27c}{2\sqrt{(a^2 - 3b)^3}}\right)
\]

and \(a\), \(b\), and \(c\) are defined as above.

**RIDME experiment**

The fraction of Cu\(^{4+}\)-labels in doubly labelled protein will be inferred from the modulation depths (\(D\)) of RIDME experiments. This provides a proxy for the labelling efficiency, which can be optimised by determining the maximum RIDME modulation depth as a function of total Cu\(^{4+}\)-label concentration.

Briefly, the 5-pulse RIDME experiment (pulse sequence in ESI†) relies on intrinsic longitudinal relaxation (characterised by the phenomenological relaxation times \(T_1\)) of homo or hetero spin-pairs; detected \((\Delta)\) spins are perturbed by the change in local magnetic field induced by longitudinal relaxation \((\Delta m_{\text{L}})\) of \((B)\) spins during the interval \(T_{\text{mix}}\), and this manifests as a modulation of the detected refocused electron spin-echo by the dipolar coupling, \(\omega_{\text{AB}}\). The corresponding inter-spin distance \((r_{\text{AB}})\) is related to the frequency of this modulation\(^{61,62}\) by:

\[
\omega_{\text{AB}} = \frac{\mu_0 \mu_B^2 g_A g_B}{8\pi^2 \hbar} r_{\text{AB}}^3 (1 - 3 \cos^2 \theta_{\text{AB}})
\]

Where \(\mu_0\) is the vacuum permeability constant, \(\mu_B\) is the Bohr magneton, \(h\) is the reduced Planck constant, \(g_A\) and \(g_B\) are respective \(g\)-values of each spin, \(r_{\text{AB}}\) is the inter-spin distance and \(\theta_{\text{AB}}\) is the angle between the inter-spin vector and the external magnetic field vector.

Modulation depth build-up depends on both the length of the interval \(T_{\text{mix}}\) and \(T_1\). Under the approximation of mono-exponential \(T_1\) behaviour, the asymptotic modulation depth
(\(A_{\text{mix}}\)) for a given ratio of \(T_{\text{mix}}\) and \(T_1\), is given as:

\[
A_{\text{mix}} = \left( 1 - \exp \left( - \frac{T_{\text{mix}}}{T_1} \right) \right) \frac{1}{2} \tag{27}
\]

It should be recognised that in the limiting case where:

\(\Delta = A_{\text{mix}}\), the fraction of bound Cu\textsuperscript{II}–chelate is unity. One can then define the fraction of Cu\textsuperscript{II}–chelate that is doubly bound to the macromolecule \((Q_{\text{exp}})\), given as:

\[
\Delta \times A_{\text{mix}}^{-1} = Q_{\text{exp}} \tag{28}
\]

This equivalence is used interchangeably from this point onwards.

### Experimental procedures

**Protein purification and EPR sample preparation:**

All *Streptococcus sp.* group G protein G, B1 domain (GB1) protein constructs (I6H/N8H/K28H/Q32H, 16R1/K28H/Q32H and I6H/N8H/K28R1) were produced, expressed, purified and spin labelled as previously reported.\(^{28,50}\) Cu\textsuperscript{II}–chelate spin labels were prepared and quantified as previously reported.\(^{28,63}\) All samples were immediately flash-frozen in N\(_2\)(l) by direct immersion, following preparation. The experimental details for EPR spectroscopy and analysis are given in the ESL.† All errors are given as 2\(\sigma\) confidence intervals.

### Results and discussion

**Simulation of I6H/N8H/K28H/Q32H GB1 speciation and modulation depth profile**

In the case of orthogonal spin-labels as in Cu\textsuperscript{II}–nitroxide RIDME, isotherms can be measured at plateau because modulation depth increases asymptotically, and Cu\textsuperscript{II}–chelate can be added to saturation. However, in the case of Cu\textsuperscript{II}–Cu\textsuperscript{II} RIDME, the titrant will contribute to the signal. The implication is that the sensitivity optimum of Cu\textsuperscript{II}–Cu\textsuperscript{II} RIDME is a point-solution on the curve, rather than a plateau, which yields a hyperbolic single site saturation function as excess Cu\textsuperscript{II}–NTA does not contribute to the detected nitroxide echo.\(^{28}\) For a Cu\textsuperscript{II} homo spin-pair \((S = 1/2)\) this means the detected echo will be the weighted contributions of unbound, singly-bound, and doubly-bound (macromolecules with both dH-motifs occupied) Cu\textsuperscript{II} spin-label. However, only the doubly-bound macromolecule will modulate the detected echo signal with the dipolar frequency; therefore, to good approximation, the observed modulation depth is the relative quotient of Cu\textsuperscript{II} spins which are doubly-bound, against all Cu\textsuperscript{II} spins present in the sample, \([L]_0\).

This can be succinctly expressed as:

\[
Q_{\text{exp}} = \frac{[L]_{1,2}}{[L]_0} \tag{29}
\]

where \([L]_{1,2}\) is defined as the concentration of Cu\textsuperscript{II}–chelate intra-molecularly coupled to a second Cu\textsuperscript{II}–chelate spin label in a tetra-histidine construct, and \(Q_{\text{exp}}\) is defined in eqn (28). Therefore, the modulation depth profile is a log-normal function with increasing \([L]_0\). The definition of \([L]_{1,2}\) is given as:

\[
[L]_{1,2} = 2\theta_{1,2}[P]_0 \tag{30}
\]

where \(\theta_{1,2}\) is defined as:\(^{64,65}\)

\[
\theta_{1,2} = \frac{(K_1K_2K_{12})[L]^2}{Z} \tag{31}
\]

where \(K_{12}\) describes the cooperativity of the binding mode, which here is assumed to be non-cooperative \((K_{12} = 1)\).

Therefore, using the model elaborated in the theory section, a modulation depth profile is simulated for various concentrations of I6H/N8H/K28H/Q32H GB1 in presence of Cu\textsuperscript{II}–NTA, shown in Fig. 1; the dissociation constants used in the simulation \((K_{D_1} = 1.4 \times 10^{-7}\) and \(K_{D_2} = 1.4 \times 10^{-6}\)) are estimates from

![Fig. 1](https://example.com/fig1.png)

(a) The structure of the Cu\textsuperscript{II}–NTA spin label, coordinated to the \(\delta\)-nitrogen atoms of the imidazole rings of a protein dH site. (b) Double dH (I6H/N8H/K28H/Q32H GB1) construct in cartoon representation (PDB: 4WH4).\(^{50}\) with the Cu\textsuperscript{II}–NTA spin labels and co-ordinating dH sites in stick representation and Cu\textsuperscript{II} ions as blue spheres. (c) A simulation of modulation depth quotient as a function of increasing Cu\textsuperscript{II}–NTA concentration for 100 (black), 200 (red), 400 (blue) and 800 (cyan) \(\mu\)M I6H/N8H/K28H/Q32H GB1, with \(K_{D_1} = 140\) nM and \(K_{D_2} = 1.40\) \(\mu\)M, estimated from previous work.\(^{28}\) (d) A simulated speciation plot for 100 \(\mu\)M protein showing the concentrations of unbound (blue), singly bound (red), and doubly bound (black) protein as a function of Cu\textsuperscript{II}–NTA concentration, assuming \(K_{D_1} = 140\) nM and \(K_{D_2} = 1.40\) \(\mu\)M. The axis is truncated to 500 \(\mu\)M, to better resolve each curve. Panels (a) and (b) are taken from Fig. 1 of ref. 28.
previous work. Panels (c) and (d) show that dH loading is >90% under these simulated conditions, and a sensitivity optimum is anticipated at approximately a protein-to-Cu$^{II}$-NTA ratio of 1 : 2.

The ‘breadth’ of this sensitivity optimum is determined by both $K_D$ values, and the protein concentration; at higher protein concentrations, for a fixed $K_D$ pair, the profile maximum is broader (see Fig. 1c). The sensitivity optimum will tend towards unity for increasing protein concentrations, for any value of $K_D$. However, in practice, it may be more useful to measure at lower protein concentration, while maintaining high sensitivity in a concentration regime several orders of magnitude greater than the predicted $K_D$ values (see ESI†).

**Double-dH pseudo-titration with Cu$^{II}$-NTA**

To investigate the validity and robustness of the speciation model developed above, a pseudo-titration series of 100 μM 16H/N8H/K28H/Q32H GB1 in presence of 50, 70, 100, 170, 500 and 1000 μM Cu$^{II}$–NTA was prepared. For a homo-spin pair there is a trade-off between measurement sensitivity and the accuracy of the observed modulation depth quotients ($Q_{\text{exp}}$), depending on the error in the approximated $T_1$ value. Importantly, the largest source of error will likely manifest as deviations from the mono-exponential approximation (see ESI†). RIDME measurements were performed with 3 experimental mixing times, since the observed modulation depth is a function of both dH loading and $\Delta T_{\text{mix}}$. Mixing times between 0.7 and 1.9 × $T_1$ were used to determine the consistency of the modulation depth quotients.

The RIDME data recorded with a ratio of ~0.7 between mixing time and $T_1$ are shown in Fig. 2. Quantitatively, the trend in modulation depth is consistent with expectation. This is best seen in panel (b) upon comparison of the empirical modulation depths which first increase towards 20% before reducing as excess Cu$^{II}$-NTA is added. Panel (c) of Fig. 2 demonstrates that at low dH Cu$^{II}$-labelling, the reliability of the distance distributions is substantially reduced compared to optimal labelling conditions. Furthermore, the additional distance peaks observed for the 1000 μM Cu$^{II}$-NTA sample may correspond to non-specific interactions away from the dH sites. Nevertheless, in all cases reliable modulation depth information could still be extracted (see ESI†). This further emphasizes the utility of being able to identify optimal labelling conditions for a given system, in the purview of extracting reliable, meaningful distances for Cu$^{II}$–Cu$^{II}$ RIDME.

The dipolar spectra are shown in panel (d), the sample measured in presence of 170 μM Cu$^{II}$–NTA gives a spectrum closely resembling a Pake pattern and indicating minimal effects from orientational correlation. However, other points in the series yield spectra with low signal-to-noise (as seen for the 50 and 70 μM Cu$^{II}$–NTA samples) or with additional singularities (as seen for the 1000 μM Cu$^{II}$–NTA sample). An advantage of the 5-pulse RIDME experiment is a reduced susceptibility to orientation selection arising from broadband B-spin excitation only limited by relaxation anisotropy rather than pulse excitation bandwidth as in pulsed electron-electron double resonance (PELDOR). Orientation selection has previously been demonstrated for double dH Cu$^{II}$–Cu$^{II}$ PELDOR at Q-band frequencies, although it has not been observed at X-band frequencies attributed to a broad distribution of the $g_x$ component, and the relative orientations of the $g$-tensors of the two Cu$^{II}$ centres. This mechanism of orientational selectivity suppression at X-band has also been observed in other Cu$^{II}$-based spin labels.

It was observed that the raw 5-pulse RIDME traces contained an additional feature at ~900 ns in the dipolar evolution functions; it is most prominent in the 70 and 100 μM Cu$^{II}$-NTA samples but persists to varying degrees in all cases. This was attributed to a standing echo artefact that can likely be suppressed through use of an extended 32-step phase-cycle. Here, an 8-step phase-cycle was retained for the sake of simplicity as the presence of the artefact did not affect the downstream data analysis. For further discussion and measurements performed using the extended phase-cycle see ESI†.

Initial concern that for low signal-to-noise ratio samples, the presence of the artefact would artificially inflate the white-noise estimation in the error analysis did not manifest (see ESI†).

**Bivariate fitting of dissociation constants**

The pseudo-titration series (treated with a stretched exponential background function) for all ratios of $T_{\text{mix}}$ and $T_1$ are shown...
in Fig. 3, and pairs of dissociation constants are fitted to experimental modulation depth quotients \(Q_{\text{exp}}\) and are given in the figure legend.

Importantly, the fit demonstrates that both sites differ by an order of magnitude in affinity, in good agreement with isothermal titration calorimetry (ITC) data and CuII–NTA nitroxide RIDME pseudo-titrations.28 CuII–nitroxide RIDME pseudo-titrations suggested \(K_D\) values of 140 nM and 1.4 \(\mu\)M for the \(\alpha\)-helical and \(\beta\)-sheet dH motifs, respectively. Fig. 3d shows the error surface corresponding to all CuII–CuII RIDME pseudo-titration data fitted simultaneously. There are two correlated troughs, with the diagonal ridge indicating the affinities are different, though all fitted solutions fall within these broad ridges. The determined affinities from the CuII–CuII RIDME pseudo-titration are in the low \(\mu\)M concentration regime (one site will be <10 \(\mu\)M, and the other will be an order of magnitude lower).

However, the error in the absolute \(K_D\) estimation will be large, since measurements at protein concentrations in the same range as the \(K_D\) value afford higher measurement accuracy.24–26 Owing to sensitivity limitations associated with detection of small modulation depth changes in intentionally under-labelled samples, an empirical protein concentration of 100 \(\mu\)M was chosen. In the limiting case of high affinity, the simulated profiles are largely identical, and the discerning feature becomes the maximum modulation depth quotient (see ESI†). In this case, moving into a lower protein concentration regime would be desirable, and would improve precision of \(K_D\) determination.

The fitted \(K_D\) estimates are within the troughs of the error surface for all mixing time ratios. Comparison with values previously determined by ITC extrapolated to 239 K (220 and 750 nM) indicate they are at the periphery of the ridge, likely because the current protein concentration does not facilitate precise determination of \(K_D\)s significantly below the low \(\mu\)M concentration regime. The ITC data showed exothermic binding, predicting higher affinity at lower temperature. The EPR data of samples snap-frozen in liquid nitrogen was consistent with the binding equilibrium freezing out at 235–240 K.28 Comparison of the \(K_D\)s determined by CuII–nitroxide RIDME further supports this assumption, being consistent with the error surface troughs. Recent UV-vis data suggested an arithmetic average \(K_D\) across both dH sites of 6 \(\mu\)M in phosphate buffer,58 comparing favourably with previous ITC measurements extrapolated to 281 K (16 and 2 \(\mu\)M for \(\beta\)-sheet and \(\alpha\)-helical dH motif, respectively), which is consistent with the upper limits of the CuII–CuII RIDME error surface troughs (∼10 \(\mu\)M and ∼1 \(\mu\)M), see Fig. 3d.

The lack of exact numerical agreement between the CuII–CuII RIDME and UV-vis data is unsurprising since measurements were performed with different temperatures and cryoprotectant. As expected from the temperature dependence of the binding equilibrium, the \(K_D\) estimates from UV-vis and ITC at 281 K represent the upper-bound of the CuII–CuII RIDME estimates. The agreement between the CuII–nitroxide and CuII–CuII RIDME is greater, likely because the \(K_D\) values are reflective of similar temperature regimes, and buffer composition was nominally identical. The buffer conditions can have a significant effect on affinity.59 Furthermore, the cooling rate would be expected to influence the measured \(K_D\) value, as the equilibrium will freeze out somewhere between room-temperature and the glass transition temperature. Using freeze-quench techniques or alteration of the matrix composition are potential avenues of investigation in future work, to provide snapshots of the equilibrium at different temperatures using this approach.

All data shown in Fig. 3 were also fitted globally (for all ratios of \(T_{\text{mix}}/T_1\) and \(K_D\) values were consistent, particularly with the \(T_{\text{mix}}/T_1\) ratio of 1.9 (see ESI†). The global fitting approach of both CuII–CuII and low concentration CuII–nitroxide RIDME shows an improved agreement with ITC predictions (see ESI†). Taken together, this suggests that accurate information regarding binding equilibria can be extracted from double dH systems, in a single measurement series. However, where available CuII–nitroxide and CuII–CuII RIDME pseudo-titrations can be combined, to independently validate binding affinities. It should also be noted that CuII–CuII RIDME pseudo-titrations are likely to be of greater diagnostic value in systems where binding sites differ by an order of magnitude or greater in their respective affinities.

The error associated with modulation depth quotients \(Q_{\text{exp}}\) quantified via CuII–CuII RIDME will tend to be larger than those quantified via CuII–nitroxide RIDME. However, the error in modulation depths \(A\) was more comparable with
Cu\textsuperscript{II}–nitroxide RIDME, within ±0.03. Additionally, the relative error in the modulation depth quotients generally reduces at longer mixing time and was found to be ±25% for a $T_{\text{mix}}$ and $T_1$ ratio of 1.9. Only for the series recorded with the highest ratio (Fig. 3c) do all experimental data points lie on the fitted curve (within error), and the original simulated modulation depth profile, indicating it is the most consistent with previous ITC and Cu\textsuperscript{II}–nitroxide RIDME data. The fit quality improves at longer mixing times.

The series measured with a ratio of 0.7 overestimates $\lambda$, and so yields the highest affinity estimates and gives a bad fit of points away from the curve. These manifest because a fast component in $T_1$ is not treated by the mono-exponential approximation. While all mixing time ratios reproduce the trend in $K_0$ estimates, the longer mixing times provide greater accuracy because deviations of $T_1$ from mono-exponential behaviour will not manifest as severely. Indeed, analysis of the RIDME modulation depths using a bi-exponential approximation of $T_1$ behaviour results in $K_0$ estimates that are more stable for different $T_{\text{mix}}$ and $T_1$ ratios (see ESI†).

Interestingly, the error surface also reveals that the shape of the modulation depth profile is highly sensitive to the magnitude of the individual $K_0$ values, and not simply their product. Indeed, simulation with $K_0$ values of (i) 100 nM and 1 $\mu$M, and (ii) 10 nM and 10 $\mu$M (where individual $K_0$ values are increased and decreased respectively, by an order of magnitude, but their product remains unchanged) show that the agreement between simulation and experiment is poorer in the latter case (see ESI†). However, this approach cannot assign the $K_0$ values to each disparate site without additional information.

The observation that the $K_0$ values are not ‘compensatory’ has important implications for the robustness of the model. It allows one to ‘compartmentalise’ the profile into the initial flank, maximum and the region to the right of the maximum, in discussions regarding the higher- and lower-affinity $K_0$ values. The region to the right of the maximum is independent of either $K_0$ and only dependent upon the ratio of double dH protein and total Cu\textsuperscript{II} chelate concentrations, since in this regime all additional ligand will be unbound, and thus dilute the bound component which contributes to modulation depth. Therefore, this region of the profile can be used as an internal control, to assess the concentration accuracy of the pseudo-titration series (see ESI†).

**Considerations for accurate Cu\textsuperscript{II}–Cu\textsuperscript{II} RIDME modulation depth quantitation**

One consideration of using a coordination-based spin labelling method, is that relaxation behaviour may differ between the free and bound components. This means that under conditions of partial loading, the relative contributions of free and dH-bound Cu\textsuperscript{II}–chelate to the detected echo will be different. Differences in $T_m$ between free and dH bound Cu\textsuperscript{II}–NTA were found to be negligible, while $T_m$ of free and dH bound Cu\textsuperscript{II}–IDA varied by approximately 2-fold (see ESI†). More significant is differential longitudinal relaxation behaviour.\textsuperscript{23} This is partially addressed by varying mixing time length with respect to $T_1$, although sensitivity becomes limiting at sufficiently long mixing time intervals. Nevertheless, for all mixing times the trend in $\lambda$ was found to be consistent, without further treatment.

If bound and free Cu\textsuperscript{II}–NTA differ in their EPR spectra, their contribution might not reflect their stoichiometry. Indeed, for Cu\textsuperscript{II}–nitroxide PELDOR measurements, the modulation depth varied when selecting different spectral positions corresponding to the Cu\textsuperscript{II}–chelate for the echo forming pulses. This is attributed to different spectra and maxima of the two species. Since Cu\textsuperscript{II}–Cu\textsuperscript{II} RIDME also relies on detection of a Cu\textsuperscript{II}–chelate species, this could be problematic because measurement at two distinct field positions could yield different affinity estimates, and therefore not be robust. However, all RIDME measurements in this work were performed using the maximum of the Cu\textsuperscript{II}–chelate spectrum as the detection position, which would commonly be the most desirable position (ignoring effects from angular correlations and orientation selection) to ensure a high SNR. Furthermore, we find that the affinities estimated from the Cu\textsuperscript{II}–Cu\textsuperscript{II} RIDME measurements closely align with previous estimates stated above. In our hands, detecting at the maximum of the Cu\textsuperscript{II}–chelate spectrum does not cause significant deviations in the apparent $K_D$, however this is not necessarily satisfied for all field positions.

Perhaps the furthest reaching implication of determining $K_D$ via pulse EPR is that it allows the coupling of structural and binding equilibria information. Therefore, the aim should be to find a compromise wherein both modulation depth information and structural information can be reliably extracted. Here, using longer mixing times (i.e., 1.9 $\times$ $T_1$ as $T_{\text{mix}}$) yielded the best agreement of $K_D$ estimates with previous Cu\textsuperscript{II}–nitroxide RIDME measurements, while still allowing reliable extraction of distance information. Taken together, this suggests that Cu\textsuperscript{II}–Cu\textsuperscript{II} RIDME measurements with longer mixing times (in the regime $\sim$ 2 $\times$ $T_1$ as $T_{\text{mix}}$) allow for greater accuracy in $K_D$ determination, despite the associated loss of a factor 2 in measurement sensitivity, and without compromising the reliability of the distance information extracted.

**Conclusions**

Our findings demonstrate that modulation depth quantitation in a Cu\textsuperscript{II} homo-spin system via 5-pulse RIDME is feasible; binding equilibria information can be reliably obtained, and empirical observation agrees nicely with theoretical prediction from the general multi-site binding model developed herein. Results indicate that while there is a reasonable uncertainty in the absolute affinities, their relative difference is pronounced, even at protein concentrations >2 orders of magnitude above $K_D$. Furthermore, the previously benchmarked method of $K_D$ determination via 5-pulse RIDME can be extended to an analytical two-site independent binding model. Potential empirical considerations for modulation depth quantitation in double dH constructs have also been discussed. Even so, for future work a systematic treatment of how to optimise
modulation depth quantitation and $K_D$ determination from Cu$^{II}$-nitroxide and Cu$^{II}$-Cu$^{II}$ 5-pulse RIDME pseudo-titrations is desirable.

One exciting prospect is that PDEPR allows intimate coupling of both structural and thermodynamic information. Furthermore, the sensitivity of PDEPR is significantly higher than for other techniques used to study thermodynamic parameters, such as ITC, and so could be used in concert with these techniques. It is also recognised that through orthogonal labelling routines or using spectroscopically orthogonal spin centres, it may become feasible to investigate complicated protein–ligand binding equilibria via modulation depth quantitation between different subsets of spins, simultaneously. This is particularly appealing in comparison to ITC since calorimetric methods have historically struggled to disentangle non-specific or multiple sequential binding events.

Additionally, the results presented herein also showcase that dissociation constants can be investigated and derived for systems which are not amenable to thiol-based site-directed labelling with an organic radical spin label. This is significant because it expands the utility of this approach to proteins containing essential cysteine residues. However, it should be acknowledged that this approach cannot assign affinities to individual sites. Nonetheless, the further confirmation of high nM and low µM affinities of α-helical and β-sheet motifs for Cu$^{II}$–NTA, respectively, holds promise for their future widespread application in the field of PDEPR. Finally, the mathematical model derived above can be appropriated to solve sensitivity optima and maximise labelling efficiency for coordination-based spin labelling strategies, governed by binding equilibria. This may be especially useful in cases where binding affinity or protein concentration is limiting.
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