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ABSTRACT

The study aims to help enterprises to formulate a financial sustainable development strategy. A financial crisis forecast system based on deep learning (DL) is proposed to assist enterprises in checking their financial bills in time, knowing about their financial situations, formulating corresponding strategies, and realizing financially sustainable development. First, the relevant theories of financially sustainable development and DL are reviewed. Second, a long short-term memory (LSTM) neural network model based on DL is implemented, and the normal sample data are compared with the unbalanced sample data. Finally, the performance of the model is analyzed according to the experimental results. The experiments show that the performance of the financial crisis forecast system is the best when the time step is T-3. The accuracy rate of the LSTM model is more than 93%, and the highest value of AUC (area under the curve) is 93.67%. The AUC value of the LSTM neural network model is compared with that of the fully connected neural network model and logistic regression model.
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INTRODUCTION

With the development of modern society, big data emerge as the product of high-tech. According to big data, enterprises can know about their financial situations in detail through the statistical analysis, which is the basis for establishing appropriate financial management modes and formulating financial development strategies, achieving the reuse of financial management modes.

For the sustainable reuse of financial management mode, scholars in China and abroad have conducted a lot of researches. Xu et al. (2020) explored the relations between innovation investment and financial sustainability in the energy industry and the roles of executive incentives. The results show that innovation investment has a heterogeneous impact on the business performance of different energy enterprises in different periods. Cheah et al. (2019) established a framework to evaluate the impact of the most prominent internal resources (i.e. entrepreneurial orientation, social significance, and business planning) regulated by the financial and social performance of social enterprises. Qi et al. (2020) used Back Propagation Neural Networks (BPNN) to evaluate the credit risk and personal information risk of network finance. The results show that credit risks and personal information risks are the most important factors affecting the future development of network finance. In turn, they may hinder the development of Internet finance in some cases. Zhang et al. (2021) used long-
short term memory (LSTM) to forecast the change in stock price. Compared with artificial neural networks (ANN), LSTM is more suitable for dealing with nonlinear, non-stationary, and complex financial time series. Investor attention agents are used as market variables to improve the forecast accuracy, such as price, trading volume, and other technical indexes. The empirical results show that the LSTM model using the online investor attention agent is better than other models, and has the highest forecast accuracy and reasonable time consumption. Zhang et al. (2019) developed a personal financial scoring model based on a hybrid support vector machine (SVM) using three technologies to evaluate the candidates’ short-distance return score from the candidates’ information highlights.

The sustainable development of corporate financial management mode is a hot topic. If enterprises want to maintain sustainable financial development, they should employ an efficient financial management mode and long-term smooth operation. In this case, a financial crisis forecast system is established based on deep learning (DL). Through the financial data collected by LSTM, the financial situation of enterprises is analyzed, which provides a reference for enterprise management and promotes the sustainable development of corporate financial management mode.

MATERIALS AND METHODS

Related Theories of Financially Sustainable Development

Financially Sustainable Development Theory

Since the actual situation of each enterprise is different, their sustainable financial development theories are also different (Shin & Lee, 2019). Here, four representative theories are introduced.

Sustainable operation theory: the premise for any enterprise to achieve financial growth and sustainable development is that the enterprise can operate smoothly. And the enterprise management level should consider how to survive and how to run continuously first, and then think about the financially sustainable development of enterprises (Wang et al., 2020).

Enterprise life cycle: once an enterprise can operate smoothly, it needs to estimate the enterprise life cycle. The life circle of enterprises can be divided into four periods: the enterprise development period, enterprise growth period, enterprise maturity period, and enterprise recession period (Llerena Caña et al., 2021). Sustainable financial development should be discussed in the development period and growth period of enterprises, and it is realized by analyzing the enterprise life cycle in-depth (Yang et al., 2021).

Stakeholder Theory: there are many stakeholders in the enterprise. Some are from the enterprise, some from the outside, and their interest needs are also different. Sustainable financial development can effectively alleviate the conflict between different stakeholders, so that all stakeholders can gain benefits and ensure the development of enterprises (Waheed & Zhang, 2020).

Control right theory: the subjects of the control right theory and interest theory are humans. And reasonable control management calculation is beneficial to the sustainable development of enterprises (Cao, 2020).

Influencing Factors of Financially Sustainable Development

The influencing factors of financially sustainable development should be analyzed, avoided, or reused, and they fall into internal factors and external factors (Ahmed et al., 2021; Wu et al., 2022).

External factors are national laws and policies, macroeconomic level, and industry competition. These factors will affect the financially sustainable development of enterprises. Internal factors are the enterprise’s life cycle, and the threats faced by the enterprise at different stages. In addition, enterprise strategic objectives, financial ability, and the level of enterprise managers all affect the sustainable development of enterprise finance (Zhao et al., 2020a; Liu et al., 2020; Gao et al., 2020).
Relevant Theories of Corporate Financial Crisis

If an enterprise wants to keep sustainable development, the most important thing is to run smoothly before seeking opportunities for financially sustainable development. Some scholars believe that a financial crisis occurs when an enterprise cannot operate normally. It is a gradual and continuous process for an enterprise to fall into a financial crisis. In China, there is no obvious sign of falling into a financial crisis or going bankrupt (Song et al., 2021; Djuitaningsih & Arifiyantoro, 2020; Liu et al., 2020). According to domestic empirical research, special treatment (St) is regarded as a sign that the company is in a financial crisis. Here, the financial crisis is defined as St.

Causes and Characteristics of Corporate Financial Crisis

Corporate financial crisis has the following characteristics: (1) cumulative: a financial crisis is gradually formed in the production and operation periods. When it does not solve the problems in production and operation, the enterprise may take financial risks. The gradual increase of financial risks will lead to a financial crisis; (2) diversity: it is reflected in the causes, forms, and strategies of corporate financial crises; (3) preventability: there are certain rules for the occurrence of the financial crisis in enterprises. Through the study of the financial and non-financial indexes and conducting all-around enterprise financial analysis, the possibility of a financial crisis can be forecasted (Jiang et al., 2019; Ren, 2020).

Corporate financial crises are caused by internal and external factors. The internal factors involve poor operation, wrong decision-makings of enterprise managers, excessive financing for scale expansion and cash flow, imperfect enterprise management structure, chaotic enterprise financial management, imperfect enterprise supervision mechanism, poor asset liquidity, and unreasonable capital structure. External causes include the changes in national policies, changes in the macro-environment, and possible impacts of affiliated enterprises (Dafermos et al., 2018; Liu, 2020).

Related Theories of DL

Long-short term memory (LSTM) neural networks are used for financial crisis forecast. The LSTM neural network model is compared with the fully connected neural network model to verify its advantages and disadvantages in financial crisis forecast. This section mainly introduces the principles of DL in fully connected neural networks and LSTM neural networks.

Fully Connected Neural Networks

The simplest deep neural networks (DNN) in DL are fully connected neural networks, which have the most network parameters and the largest amount of calculation (Chen et al., 2021; Yu et al., 2021; Liu et al., 2021). The structure of the fully connected neural network is not fixed. The general structure of neural networks include an input layer, a hidden layer, and an output layer. A fully connected neural network has only one input layer and output layer. The hidden layer is between the input layer and the output layer. Each layer of the neural network has several neurons. The neurons between layers are connected, but the neurons in layers are not connected. The neurons in the next layer are connected with all the neurons in the previous layer. Figure 1 shows the structure of fully connected neural networks.

The process of neural networks processing samples is: (1) the training samples are input into the hidden layer by the activation function, and then the data are processed by the hidden layer; (2) the result is output through the nonlinear activation function; (3) the training samples are put in the next hidden layer until the hidden layer transmits the signal to the output layer. For example, DNN comprises $L = \{l_1, l_2, \ldots, l_L\}$ layer, $N = \{n_1, n_2, \ldots, n_m\}$ neurons, $n_1$ features in the input layer, $n_m$ dimensions in the output layer; and activation function $f(\cdot)$. $Z_{i,j}$ of the $j$-th neuron in layer $i$ is calculated by:
In equation (1), $w_i$ is the weight matrix and $b_i$ is the offset vector. The relation between layer $i-1$ and layer $i$ is:

$$Z_{i,j} = f\left(\sum_{k=1}^{n_{i-1}} w_{i,k,j} \cdot z_{i-1,k} + b_{i,j}\right), 1 \leq i \leq l_n, 0 \leq j \leq n_m$$

(1)

The output variables should meet the following condition:

$$\alpha = f\left(w_i \cdot Z_{i-1} + b_i\right)$$

(2)

The model is simplified as:

$$\alpha = f\left(X, \theta\right)$$

(3)

$x$ is the feature of the data, and $\theta$ is the weight parameter.

The training of neural networks includes the forward propagation of the input signal and the BP of the error signal. BP is to calculate the gradient of the loss function, update the initial weight and offset with the gradient, minimize the value of the loss function or the times of iterations in advance, and calculate the best parameters in the neural network.

**LSTM Neural Networks**

The fully connected neural network performs one-way propagation. If it can circulate in the network, a recurrent neural network (RNN) is obtained. The RNN has a memory mechanism, which can fully analyze the relations between these data when solving the problems related to these sequence data and optimizing the whole neural network (Canizo et al., 2019). Figure 2 shows the structure of RNN. In Figure 2, $x$ is the input at time $h$, $s$ is the state of the immediately hidden node, and $o$ is the output (by RNN). The equations are:
In equation (6), $f$ is the activation function $\text{Sigmoid}$, $U$ and $W$ are the weight matrices between layers, and $b$ and $c$ are offset values. RNN has the advantages of sharing model parameters at different time points and dealing with long-term dependence, but its disadvantages are also obvious. The update of model parameters is unstable, there is a gradient explosion or disappearance, and there is only short-term memory. An improved RNN model and LSMS units are proposed to overcome its disadvantages (Wang et al., 2021). In the structure, a “door” is added, and it can solve the problem caused by long distances, even when the length of the data sequence is different. The neurons of LSTM models are composed of a cell state, an output gate, an input gate, and a forgetting gate. Internal state vector $s$, output vector $h$, state vector $s_{t-1}$ at the previous time, current state vector $s_t$ and variable $f(t)$ control the influence of $s_{t-1}$ on LSTM.

$$g(t) = \tanh \left( X_t W_s + h_{t-1} W_s + b_s \right)$$

$$i(t) = \sigma \left( X_t W_i + h_{t-1} W_i + b_i \right)$$

In equation (7), $b_f$ is the offset parameter of the forgetting gate, $\sigma$ is an activation function, $W_f$ is the weight parameter of the forgetting gate, $W_s$ and $W_i$ are the weight parameters of the input gate, $b_s$ and $b_i$ are the offset parameters of the input gate, and $\text{tanh}$ is a hyperbolic tangent activation function. LSTM updates network state $s_t$ through the forgetting gate and input gate.

$$s_t = f(t) * s_{t-1} + i(t) * g(t)$$

![Figure 2 Structure of RNN](image)
In equation (8), \( f(t) = 1 \) and \( i(t) = 1 \) are turn-on switches of the control door, \( f(t) = 0 \) and \( i(t) = 0 \) are turn-off switches of the control door, \( o(t) \) is the control variable of the output gate, \( b_o \) is the offset parameter of the output gate, and \( W_o \) is the weight parameter of the output gate. LSTM has an output value on each neuron, but only the last output contains the characteristic information of updating memory on all-time axes, which proves that LSTM has advantages in processing time sequence data. However, a corporate financial crisis is a changing process, and the corporate financial data are highly dependent. In response to the problem, LSTM neural networks first store historical information through the circular structure, and then process time sequence data. Theoretically, it has good forecast performance for financial crises.

**Samples and Evaluation Indexes**

*Sample Selection and the Evaluation System*

All A-share listed companies in China from 2000 to 2020 are selected as the research samples. Among all the listed companies, companies with abnormal financial conditions will be subject to ST. Such companies are called ST companies and taken as a sample of companies with the financial crisis. The financial data of T-2, T-3 to T-2, T-4 to T-2, and T-5 to T-2 from 2000 to 2020 are used to forecast the corporate financial crisis, and they are from the website of the National Bureau. So far, there is no unified standard for index selection in the research of financial crisis forecast. Here, domestic and foreign literature, research results, and data are referred to establish the indexes. The final indexes are shown in Table 1:

| Indexes                  | Roles                                           |
|-------------------------|-------------------------------------------------|
| Solvency Index          | Enterprise’s ability to repay due debts         |
| Operating capacity index| Enterprise capital operation turnover           |
| Profitability index     | Enterprise production and operation profitability|
| Development capacity indexes| Expanding its business scale through the existing foundation |
| Cash flow index         | Visually observing the revenue and expenditure of the enterprise |
| Risk level index        | The financial leverage, operating leverage, and combined leverage |
| Ownership structure index| Determining the enterprise organizational structure and governance structure |
| Corporate governance index| Causing financial crises                        |
| Macroeconomic indexes   | External macro-economy affects the operation of enterprises |
The Evaluation System

Corporate financial crisis forecast has two categories. The commonly used evaluation indexes are the accuracy rate, precision, recall, F-value, G-value, receiver operating characteristic curve (ROC), and area under ROC (AUC) (Zhao et al., 2020b). Here, F-value, the recall rate, ROC, and AUC are employed.

In the binary classification model, ST companies are positive and normal companies are negative samples. According to the actual category and prediction category of the sample, four results are obtained: true negative (TN), false negative (FN), true positive (TP), and false positive (FP). The actual category is consistent with the forecast category, and False indicates inconsistency. The confusion frame is shown in Figure 3.

Figure 3. Confusion frame

Accuracy:

\[ \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \]  
(9)

Recall:

\[ R = \frac{TP}{TP + FN} \]  
(10)

Specificity:

\[ K = \frac{TN}{TN + FP} \]  
(11)
Precision:

\[ P = \frac{TP}{TP + FP} \]  

(12)

F-Value:

\[ F_\beta = \frac{(1 + \beta^2) \times P \times R}{\left(\beta^2 \times P\right) + R} \]  

(13)

In the corporate financial forecasting system, more attention is paid to the recall rate, which is set in combination with the accuracy rate and recall rate. In equation (14), when the accuracy rate and recall rate are large, \( F_2 \) will have a large value.

\[ F_2 = \frac{5 \times P \times R}{4P + R} \]  

(14)

In signal test theory, ROC is a coordinate pattern analysis tool, which is used to select the best signal detection model and abandon the sub-optimal model, and set the best threshold in the same model (Peterson et al., 2008). The horizontal axis of the ROC coordinate axis is set as the False Positive Rate (FPR), and the vertical axis is set as the True Positive Rate (TPR).

\[ FPR = \frac{FP}{FP + TN} \]

\[ TPR = \frac{TP}{TP + FN} \]  

(15)

The closer ROC is to the upper right corner of the coordinate axis, the better the performance of the classification system is, and ROC cannot be affected by different kinds of samples, which can show the high quality of the classification system. When the curves of two classifiers cross, their ACU can be compared. The closer the AUC value is to 1, the better the classification effect of the system is.

**Construction of Corporate Financial Crisis Prediction System Based on DL**

**Constructing LSTM Neural Networks**

For the missing values in the collected financial data, the mean value of the financial index series is used to fill in to improve the data integrity, and then the maximum and minimum normalization is used for preprocessing.

\[ x_i^n = \frac{x_i^n - \min x_i^n}{\max x_i^n - \min x_i^n} \]  

(16)

Data processing is conducted before model training, and the data are processed into three-dimensional data, which are company samples, time, and characteristics respectively. Then, the
The training set is divided into the verification set and test set of the model according to the time step, and the final number of each dataset is shown in Figure 4.

Figure 4. Number of samples of various types at different time steps

![Figure 4](image_url)

DL can automatically identify features and train the training set and verification set. After a lot of experiments and debugging, the parameters of the LSTM neural network model are set:

- **Input layer data:** step size, the number of output layer nodes: 1, the number of hidden layers: 2, and the number of neurons in two hidden layers: 32, 16
- **Hidden layer activation function:** the Relu function, the activation function in the output layer, and the sigmoid function

\[
\text{Relu}(x) = \begin{cases} 
  x, & x > 0 \\
  0, & x \leq 0 
\end{cases}
\]

\[
\text{sigmoid}(x) = \frac{1}{1 + e^{-x}}
\]

- **Number of batches:** 256, and times of iterations: 300
- **Cost loss function**
In equation (18), \( n \) is the training data quantity, \( \hat{y} \) is the output value, and \( y \) is the target output.

- The initial learning rate is 0.1, and the threshold is 0.5. If the output value is greater than 0.5, it is forecasted to be positive; if it is less than 0.5, it is forecasted to be negative. The Adadelta optimization algorithm is used to calculate them.

Other Financial Crisis Forecast Models

After debugging, the parameter setting of the fully connected neural network model is consistent with that of the LSTM neural network. However, the number of input layer nodes, namely, the number of characteristic indexes, needs to be set for the fully connected neural network.

The Logistic regression model has the advantages of good interpretation and easy expansion (Kuo et al., 2018). The equation of the probability of financial crisis (\( P \)) is as follows:

\[
\text{logit}(p) = \ln \left( \frac{P}{1 - P} \right) = B_0 + B_1X_1 + B_2X_2 + \cdots + B_iX_i + \varepsilon
\]

\( (19) \)

\[
p = \frac{e^{(B_0 + B_1X_1 + B_2X_2 + \cdots + B_iX_i + \varepsilon)}}{1 + e^{(B_0 + B_1X_1 + B_2X_2 + \cdots + B_iX_i + \varepsilon)}}
\]

\( (20) \)

Figure 5. ROC of LSTM neural networks
In equation (19), $B_i$ is the regression coefficient of $X_i$, $X_i$ is the predictive variable, and $B_0$ is a constant. Similarly, L1 regularization is added to prevent overfitting of the model, and the default parameters are selected for other parameters.

**RESULTS**

**Experimental Results and Analysis of the LSTM Neural Network Model**

*ROC of the Financial Crisis Forecast System Based on LSTM Neural Networks*

The effect of corporate financial crisis forecast obtained by using different time steps is shown in Figure 5:

Figure 5 shows that the ROC of T-3 is closer to the upper left corner, so the classification effect of the T-3 model is the best. It shows that the data of T-3 is the best when the LSTM neural network model is used to forecast corporate financial crises. However, there is randomness in the single prediction effect. The LSTM neural network is used to set the asynchronous length for repeated experiments, and the forecast results of 10 repeated experiments are averaged, as shown in Figure 6.

Figure 6(a) forecast results of LSTM neural networks with different time steps

![Figure 6(a) forecast results of LSTM neural networks with different time steps](image)

Figure 6 (a) shows that the accuracy of the LSTM neural network model reaches more than 93% with different time steps. However, if all the sample forecasts are changed to non-St, the accuracy can reach 94%, and the accuracy evaluation cannot well reflect the performance of the model. The AUC values of different time steps can be compared to avoid the impact of unbalanced positive and negative samples. It is found that in the four different time steps, the AUC of T-3 reaches 93.67%,
which is higher than that of the other three-step models. Figure 6 (b) shows that after SMOTE equilibrium treatment, F2 and the recall rate are improved, and the ability of the model to forecast positive samples is improved.

Figure 6(b) forecast results of LSTM neural networks after Synthetic Minority Oversampling Technique (SMOTE) equilibrium treatment

Figure 7. AUC of the financial crisis forecast system based on LSTM neural networks before and after equilibrium treatment
Figure 8(a) forecast results of the fully connected neural network structure with different time steps

Figure 8(b) forecast results of fully connected neural networks after SMOTE equilibrium treatment

Accuracy
Recall
True negative category rate
Precision
F2
AUC
Figure 7 shows that the AUC values of 10 repeated training experiments are compared. Figure 7 shows that AUC of the model with step T-3 is significantly higher than that of others. After 10 repeated experiments, the neural network model using T-3 data still has the best classification effect. Experiments show that in the financial crisis forecast model based on the LSTM neural network model, using T-3 year data can make the forecast effect of the prediction system the best. When Figures 6 and 7 are compared, it is found that the forecast effect of using the data in T-3 is better than that in T-2, but AUC in T-4 and T-5 decrease, indicating that the forecast effect does not change linearly with time, and the data are timely.

Other Financial Crisis Forecast Models

Analysis of Experimental Results of The Financial Crisis Forecast Model Based On Fully Connected Neural Networks

Figure 8 shows the forecast effect of the fully connected neural network model after 10 repeated experiments. Figure 8 (a) shows that the accuracy of the fully connected neural network model with different time steps can reach more than 93%. It is because of the unbalanced positive and negative samples, and the accuracy cannot reflect the performance of the model. After the AUC of different time steps is compared, it is found that in the four different time steps, the AUC value of T-2 reaches 93.01%, T-3 reaches 93.43%, T-4 reaches 93.32%, T-5 reaches 93.26%, and the AUC value is the highest when the time step is T-3. Figure 8 (b) shows that after SMOTE equilibrium treatment, F2 and the recall rate increase, and the forecast ability of the system for positive samples is improved.
Analysis of Experimental Results of The Logistic Regression Model And Financial Crisis Forecast Model

Figure 9 shows the forecast effect of repeated experiments of the logistic regression model 10 times. Figure 9 shows that the accuracy of the logistic regression model with different time steps can also reach more than 93%. Due to the unbalanced positive and negative samples, the accuracy evaluation cannot well reflect the performance of the model. After the AUC values of different time steps are compared, it is found that in the four different time steps, the AUC value of T-2 reaches 88.90%, T-3 reaches 91.43%, T-4 reaches 90.32%, and T-5 reaches 90.98%, and the AUC value is the highest when the time step is T-3.

Comparative Analysis of Experimental Results Between The LSTM Neural Network Model And Different Models

Figure 10 shows the comparison of the AUC values between the LSTM neural network model and different models. Figure 10 shows that among all the forecast models, the highest AUC value of the forecast model based on LSTM neural networks is 93.67%, that of the fully connected neural network model is 93.43%, and that of the logistic regression model is 91.43%. The AUC value of each model is the highest when the time step is T-3, which shows that the data with the time step of T-3 can achieve the best effect in different models. According to the data analysis, the AUC value of the LSTM neural network model is the highest and that of the logistic regression model is the lowest. Therefore, the LSTM neural network model can achieve a good forecast effect in corporate financial crises.
CONCLUSIONS

The sustainable reuse strategy of corporate financial management modes based on DL is discussed. If enterprises want to maintain financially sustainable development, they must adopt an efficient financial management mode and keep smooth operation. Sustainable financial development should be based on good operation, so a corporate financial crisis forecast system is established based on LSTM neural networks. First, the influencing factors and related theories of corporate sustainable financial development are analyzed. Second, the LSTM neural network model is implemented based on DL. Finally, different models are used to experiment with the unbalanced sample data and processed sample data, including the LSTM neural network model, fully connected neural network model, and logistic regression model. The experimental results show that the forecast model can achieve the best effect by using the financial data with the time step of T-3. Compared with the other two models, the accuracy of the LSTM neural network model can reach more than 93%, and the highest AUC value is 93.67%. The LSTM neural network model can achieve a good effect in the financial crisis forecast. There are still some shortcomings. For example, when companies are distinguished by financial states, the categories are simply financial normality and financial crisis. In practice, this should be detailed. In the future, more researches will be conducted on the corporate sustainable financial development strategy to improve the model.
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