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**ABSTRACT**

With so many articles of varying quality being produced at every moment, it is a very urgent task to screen this data for quality articles and commit them out to social media. It is worth noting that high quality articles have many characteristics, such as relevance, text quality, straightforward, multi-sided, background, novelty and sentiment. Thus, it would be inadequate to purely use the content of an article to identify its quality. Therefore, we plan to use the external knowledge interaction to refine the performance and propose a Knowledge Graph Enhanced Article quality identification dataset (KGEA) based on Baidu Encyclopedia. We quantified the articles through 7 dimensions and use co-occurrence of the entities between the articles and the Baidu encyclopedia to construct the knowledge graph for every article. We also compared some text classification baselines and found that external knowledge can guide the articles to a more competitive classification with the graph neural networks.

1 Introduction

In the information explosion, media articles are appearing all over the place, but the quality is uneven. Therefore, we want to filter media articles and screen them for excellent quality so that they can be read more meaningfully.

Excellent articles have many advantages. In addition to the quality of the article itself, an excellent article should also have depth of content, novelty, etc. In reading excellent articles, readers can understand things from the straightforward presentation of the author and can also deepen their reading impressions through the many aspects presented in the article. In addition, excellent articles are often topical and often highly current. In order to be able to quantify the excellence of the articles, we have identified 7 dimensions through our research. These include: relevance, text quality, straightforward, multi-sided, background, novelty and sentiment. By portraying the articles in various dimensions, we propose a Knowledge Graph Enhanced Article quality identification dataset (KGEA).

Traditional text classification models such as BERT [1], XLNet [2] and RoBERTa [3] focus on learning semantic information while ignoring the linking relationships between entities in the text. These models are pre-trained over open-domain corpora, but downstream tasks are fine-tuned in specific domains. Liu et al. [4] believes that while these models can work well on datasets such as GLEU [5], they often do not work well in domain-specific tasks due to lack of knowledge. One of the better ways of introducing knowledge at present is the Graph Neural Networks (GNN) [6]. Inspired by this, we want to adopt Graph Neural Networks as a tool for knowledge injection. The results show that graph neural networks are more effective than BERT, ERNIE, K-BERT.

In summary, the contributions of this work include:

- we propose an excellent article dataset KGEA.
- We compared a number of baselines to demonstrate the effectiveness of Graph Neural Networks.
2 Related Work

Text classification

Text classification is a very important sub-task of natural language understanding (NLU). The goal of text classification is to extract features from the original text data and predict the class of the text data based on these features. It includes sentiment analysis, news categorization, topic classification, question answering (QA), and natural language inference (NLI) [7]. With the continuous development of deep learning, the capabilities of text classification models and human evaluation are approaching. Currently, the main approaches to text classification are: bag of words [8][9], RNN [10][11], CNN [12][13], Graph Neural Networks [14], Attention [15] and Pre-train models such as BERT [1] and RoBERTa [3].

Graph Neural Networks

Graph Neural Networks (GNN) have shown great potential in tackling graph analytic problems, such as node classification [16][17], graph classification [18][19], link prediction [20][21], and recommendation [22][23]. GCN [20] is a further extension while researching on GNN. Recently, GCN was explored in some NLP tasks, such as Text Classification [24][25], Reading Comprehension [26][27], Machine Translation [28][29] and achieve state-of-the-art results in a number of datasets.

3 Dataset Construction

In this section we focus on describing the annotation criteria and construction of our dataset.

3.1 Data Collection

Topic based text classification has recently achieved tremendous success in advancing the performance. However, In-depth articles identification is a big challenge because of external knowledge interaction. We randomly extract 7835 Chinese articles as our training dataset, 1078 articles as dev dataset, and 1106 articles as test dataset. We then invited four data annotators to annotate the data we were given, and the data annotation criteria are described in section 3.2.

3.2 Data Annotation

In order to effectively distinguish in-depth articles, we scored them in 7 areas, in the range of \( \{0, 1, 2\} \). These can be summarized as follows:

- **Relevance** In-depth articles with a high degree of relevance between the content of the article and the article title. We ensure that in-depth articles have a high degree of consistency between content and title by measuring the relevance of the article content and title.

- **Text Quality** We propose this indicator to measure the standards of grammar and spelling of the sentences in the text. In-depth writing, sentences free of typos and grammatical errors, and overall fluidity and consistency.

- **Straightforward** Straightforward consists of two aspects:
Figure 2: Top is an example of Baidu encyclopedia’s Short Description and Infoboxes Structure. The diagram below is entity connection graph combination of articles and encyclopedia that we have constructed.

- The article uses a large number of accurate figures or data to portray the matter being written about. The article quantifies the whole picture of the matter through data, allowing the user to understand the matter more directly and the content of the article is more accurate.

- The article uses clear and concise language to summarise or define the characteristics of the matter being written about, so that the user receives the characteristics of the matter more directly and the ideas are expressed more concisely.

We propose this marking aspect in the hope that the resulting quality article will be universally readable and understandable.

**Multi-Sided**  This criterion is sufficient if the article meets any of the following characteristics:

- Cite sufficient external quotations (examples, evidence, arguments, etc.) to argue or analyse central ideas or personal opinions, to enhance the persuasiveness of the essay and make it stand up to scrutiny and convince readers.

- A rigorous logic of thought that uncovers the multifaceted nature of things (without resorting to external quotes or historical context) and provides a multidimensional presentation of objects and perspectives that enables users to understand the content from different dimensions, making the subject or point explicit and insightful.

However, if the essay is not in the style of an argumentative essay, we will award a score as 1.

**Background**  We want to have an in-depth article with a clear background to the subject matter, with points and lines of information, such as a timeline, a line of events, etc. We don’t think there is any depth to a straightforward narrative or a simple list of events.

**Novelty**  We define the novelty of an article as the following:
Figure 3: Data distribution for relevance, text quality, straightforward, multi-sided, background, novelty, sentiment and label.

| Model          | dev accuracy | dev precision | dev recall | dev f1     | test accuracy | test precision | test recall | test f1     |
|----------------|--------------|---------------|------------|------------|---------------|---------------|-------------|------------|
| BERT           | 0.7737       | 0.7087        | 0.7234     | 0.7169     | 0.7785        | 0.6743        | 0.6937      | 0.6839     |
| ERNIE 1.0      | 0.7514       | 0.7219        | 0.6033     | 0.6573     | 0.7649        | 0.6826        | 0.5969      | 0.6369     |
| K-BERT         | 0.7737       | 0.731         | 0.676      | 0.702      | 0.7821        | 0.696         | 0.654       | 0.675      |
| GCN+Random     | 0.7876       | 0.6966        | 0.8192     | 0.753      | 0.7694        | 0.6224        | 0.8445      | 0.717      |
| GCN+Word2Vec   | 0.7978       | 0.7055        | 0.838      | 0.7661     | 0.7929        | 0.6597        | 0.8272      | 0.734      |

Table 1: Comparison between BERT, graph-based methods, ERNIE and K-BERT.

- Content topics relate to popular events or extended developments of events and hottest topics of discussion (including but not limited to entertainment, film and television, etc.)
- Recent major events at home and abroad or by prominent figures, such as major domestic current affairs news, international conflicts, recent changes in cross-strait relations, etc.
- The author has an original and analytical perspective on common events, with novel and rare perspectives, and expresses content that is refreshing and expands the perception.

**Sentiment**  We believe that insightful articles spread enthusiasm and confidence. We define positive articles into the following three categories:

- The author’s perspective is inspiring and motivating.
- The atmosphere of the article is inviting, touching humanity, inspiring the people and arousing emotional resonance
- Use humorous language to promote the user’s sentiment, the content is expressed in a relaxing way to make the user feel comfortable.

The distribution of the data as a group is shown in the Fig 3. In the final data, we focus on text quality, multi-sided and multi-faceted, background information and novelty. We used the entropy method to determine the weighting of the indicators, and we ended up with 3,460 quality articles, representing a ratio of 37%.

### 3.3 Graph Construction

**Extracting Terms** As described above, terms can be extracted by NER tools. Among different NER tools, Baidu lexer can locate the characteristic or property of a particular word and find at most 38 types of name entities with 154 types of sub-categories. It helps tremendously with our feature extraction and provides external knowledge.

Regarding terms definition, A prior knowledge that can be gathered is that the better quality of terms being extracted, the more accurate content features are exposed to the model. These terms are all name entities instead of oral expression.
**Build Connection** We use the Baidu encyclopedia to build term connections. After extracting the terms, we searched them through Baidu Encyclopedia and constructed edges for co-occurring terms (both terms co-occur in the article and in Baidu Encyclopedia). Fig 2 is an illustration of our graph.

4 Experimental Evaluation

4.1 Baseline

We apply a number of baseline models to our experiments. They are listed below:

- **BERT**: This method fine-tune BERT with the training data and selects the character with the highest probability for classification.
- **GCN**: A graph based text classification model, which constructs graph on the vocabulary instead of the documents. NOTE: GCN+Random means that nodes set by random initialization. GCN+Word2Vec means graph node initialization with Tencent-Word2Vec.
- **ERNIE 1.0**: ERNIE 1.0 improves the content of BERT masks. BERT masks word pieces, but it is easy for the model to predict the content of a mask from information about the word alone, without paying attention to some syntactic and semantic information. ERNIE 1.0 uses both entity-level and phrase-level mask mechanisms, which forces the model to learn to focus on some syntactic and semantic information.
- **K-BERT**: K-BERT is a model that incorporates a knowledge graph in the input process. k-BERT first identifies the entity in the sentence and then obtains the triples from the knowledge graph with that entity as the head entity. Also, to avoid introducing knowledge noise, K-BERT applies the mask operation to self-attention

4.2 Models Settings

In our baselines, model parameters are trained by AdamW optimizer with batch size 16, learning rate $5e^{-5}$, dropout rate 0.5. The number of epochs is set to 10 with early stopping strategy.

4.3 Results Analysis

Table 1 shows the experiment results. We find that the BERT model shows lower performance than graph-based models GCN(with Word2Vec, node initialization) in test dataset with separately 5% on F1-score. However, ERNIE 1.0 and K-BERT did not perform as well as expected compared to BERT, possibly because the external knowledge involved in our dataset is more complex than the knowledge graph pre-trained by the pretrain model.

5 Conclusion & Future work

We present a knowledge graph enhanced article quality identification dataset that differs from a common text classification task. Ultimately, the introduction of external knowledge can be found in the experimental results to improve the effectiveness of text classification. In future, we will process more experiments comparing this method with other methods on common text classification or NLP tasks to prove its general purpose.
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