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Abstract

We present results concerning decompositions of positive operators acting on finite-dimensional Hilbert spaces. Our motivation is the study of a generalized version of the SIC–POVM problem, which has applications to Quantum Information Theory. We relax some of the conditions in the SIC–POVM setting (the elements sum up to the identity, resp. the elements have unit rank), and we focus on equiangular decompositions (the elements of the decomposition should have the same length, and pairs of distinct elements should have constant angles). We characterize all such decompositions, comparing our results with the case of SIC–POVMs. We also generalize some existing Welch-type inequalities.
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1. Preliminaries

We study different issues related to the decomposition of a positive operator (i.e. positive semidefinite matrix) on a \(d\)-dimensional complex Hilbert space \(\mathcal{H}\), in analogy to the properties of positive-operator valued measures (POVMs) \([13, 20]\) and frames \([5, 6, 11]\). We recall that, given a positive operator \(T\) on \(\mathcal{H}\) and a family \(\mathcal{E} = \{E_1, \ldots, E_N\}\) of positive operators on \(\mathcal{H}\), we say that \(\mathcal{E}\) is a decomposition of the operator \(T\) if we have \(T = \sum_{i=1}^N E_i\). The family \(\mathcal{E}\) is called POVM in the case when \(T\) is the identity operator on \(\mathcal{H}\). POVMs are the most general...
notion of measurement in quantum theory, and have received a lot of attention in recent years, especially from the quantum information theory community. One of our main goals in this paper is to generalize some of the known results for POVMs to decompositions of arbitrary (positive) self-adjoint operators $T$.

We focus on the question of decomposing a positive operator $T$ by a symmetric family of positive operators $\mathcal{E} = \{E_i, \ldots, E_N\}$. The symmetry of the family $\mathcal{E}$ refers to the geometry of the elements in the Euclidean space of self-adjoint operators: we require the Hilbert–Schmidt scalar products of all pairs of the elements of the family $\mathcal{E}$ to be the same.

For a symmetric family, we denote by $a = \text{Tr}[E_i^2]$ and $b = \text{Tr}[E_iE_j]$ ($i \neq j$) its symmetry parameters. This type of problem has been recently asked in the framework of quantum information theory, for basic connections of this field with operator theory see [10]. A decomposition of the identity by a symmetric family of $N = d^2$ linearly independent operators is called a symmetric-informationally complete POVM (shortly SIC–POVM). Construction of all general SIC–POVMs has been recently achieved in the papers [1] and [9]. With regard to the applications, a particularly difficult problem is the existence of SIC–POVMs whose elements are proportional to rank 1 projections. It is still an open question if rank 1 SIC–POVMs exist in any dimension; examples have been found for $d = 1, \ldots, 16, 19, 24, 35, 48$ (analytical proofs) and $d \leq 67$ (numerical evidence) [18]. The closeness of general SIC–POVM to a rank 1 SIC–POVM has been recently quantified [9] using the parameter $\alpha$ that characterizes the symmetric family. We follow the same path of investigation for decompositions of arbitrary operators $T$ and we give bounds for the symmetry parameter $\alpha$. Our motivation is to achieve a better understanding of the more general situation, with the hope that this will shed some light on the more interesting case of unit rank SIC–POVMs. We do so by relaxing the requirements for SIC–POVM decompositions (number of elements, value of the symmetry parameter, rank of the operators, eigenvalues of the sum), and by studying the resulting decompositions. As an example of this philosophy, we investigate when can one decompose an arbitrary positive semidefinite operator $T$ as a symmetric sum of $N$ arbitrary positive semidefinite operators (with no restriction on the rank). We investigate when such decompositions are optimal with respect to the symmetry parameters and we compare our findings to the SIC–POVM case, concluding that even in this more general framework, the SIC–POVM situation is extremal (see proposition 3.15). In the qubit case ($d = 2$) we find that extremal decompositions exist if and only if the operator $T$ is the identity, so we are back to the SIC–POVM case.

The paper is organized as follows. In section 2 we gather some relatively straightforward general properties of decompositions, proving that a local decomposition for an injective operator is essentially a global one, and characterizing decompositions of orthogonal projections. In sections 3 and 4 we focus on symmetric decompositions of general, and then positive operators; these sections contain the main result of the paper, a characterization of all symmetric (positive) decompositions of a given (positive) operator. Finally, section 5 contains generalizations of weighted Welch-type inequalities, and we gather in section 6 some conclusions.

2. Properties of general decompositions

In this paper, we study operators acting on a Hilbert space $\mathcal{H}$, which will be finite dimensional (with the exception of proposition 2.2) and complex (unless otherwise specified). Our focus will be on the existence of decompositions of operators as sums of families having some specific symmetry or positivity properties.
**Definition 2.1.** Let be \( \mathcal{E} = \{E_i\}_{i=1}^N \) a family of self-adjoint operators acting on some Hilbert space \( \mathcal{H} \), and \( T \) another given operator acting on \( \mathcal{H} \). We say that \( \mathcal{E} \) is a decomposition of \( T \) if
\[
\sum_{i=1}^N E_i = T.
\]
If the operators \( E_i \) are positive (i.e. \( E_i \) are positive semidefinite matrices), the family \( \mathcal{E} \) is called positive.

We say that \( \mathcal{E} \) is a local decomposition of \( T \) if for any \( x \in \mathcal{H}, x \neq 0 \), there is a complex number \( \alpha(x) \neq 0 \) such that
\[
\sum_{i=1}^N E_i x = \alpha(x) T x.
\]  

(1)

The idea behind the notion of local decomposition is that the decomposition formula might contain an extra scalar factor (e.g. a phase), which can be actually removed without loss of generality.

**Proposition 2.2.** Let \( \mathcal{H} \) be any (possibly infinite dimensional) complex Hilbert space, and \( T \) an operator acting on \( \mathcal{H} \). If \( T \) is injective and \( \mathcal{E} \) is a local decomposition of \( T \), then there exists \( \beta \in \mathbb{C} \) such that \( \mathcal{E} \) is a decomposition of \( \beta T \).

**Proof.** We first consider \( x, y \) linearly independent and we show that \( \alpha(x) = \alpha(y) \). By linearity, we have \( \alpha(x+y)T(x+y) = \alpha(x)Tx + \alpha(y)Ty \) and since \( T \) is injective, we get \( \alpha(x+y) = \alpha(x)x + \alpha(y)y \). Using the linear independence of \( x \) and \( y \), together with \( [\alpha(x+y)-(\alpha(x)x\alpha(y)y)] = 0 \), we conclude that \( \alpha(x) = \alpha(y) = \alpha(x+y) \).

Let now \( x, y \neq 0, y = \lambda x, \lambda \neq 0 \). We have \( \sum E_i x = \alpha(x)Tx, \sum E_i y = \alpha(y)Ty \Leftrightarrow \sum E_i (\lambda x) = \alpha(\lambda x)Tx \), hence \( \sum E_i x = \alpha(\lambda x)Tx \), so \( \alpha(x)Tx = \alpha(\lambda x)Tx \Rightarrow \alpha(\lambda x) = \alpha(x) \), as \( T \) is injective. This shows that the function \( \alpha \) is constant, finishing the proof. \( \square \)

**Remark 2.3.** If the operator \( T \) and the decomposition \( \mathcal{E} \) are positive, then the scalar \( \beta \) is non-negative, \( \beta \geq 0 \).

**Remark 2.4.** In the particular case when the Hilbert space \( \mathcal{H} \) is finite dimensional, we can prove the above result using the fact that the injectivity and surjectivity are equivalent in this case. Indeed, by assuming that the operator \( T \) is injective, therefore it is invertible, and we have
\[
\forall \ x \neq 0, \quad T^{-1} \left( \sum_{i=1}^N E_i \right) x = \alpha(x)x.
\]

Hence, every non-zero vector \( x \in \mathcal{H} \) is an eigenvector of \( T^{-1} \sum_i E_i \); this cannot happen unless \( T^{-1} \sum_i E_i \) has just one eigenvalue (eigenspace), i.e. it is a multiple of the identity.

Let \( T \) be a self-adjoint operator. For any given scalar weights \( (t_0, \ldots, t_N) \) such that \( \sum_{i=1}^N t_i = 1 \), it is clear that \( t_i T \) is a decomposition of \( T \) (if \( T \) is positive and one assumes \( t_i \geq 0 \) for all \( i \), the decomposition is positive). Such a decomposition is called degenerate. We prove that if \( \text{rk}[T] = 1 \), then \( T \) has only this type of decomposition.

**Proposition 2.5.** Let \( T \) be a positive operator acting on a finite dimensional complex Hilbert space \( \mathcal{H} \), and \( \mathcal{E} = \{E_i\}_{i=1}^N \) a decomposition of \( T \). If \( \text{rk}[T] = 1 \), then \( E_i = t_i T, 0 \leq t_i \leq 1 \) for \( i \in \{1, 2, \ldots, N\} \) and \( \sum_{i=1}^N t_i = 1 \).

**Proof.** This is an easy consequence of the fact that the extremal rays of the positive semidefinite cone are unit rank projections. More precisely, from \( T = \sum_{i=1}^N E_i \), it follows that \( T \geq E_i, \forall i \). We apply proposition (1.63), from [13]. It follows that \( E_i = t_i T \), for \( 0 \leq t_i \leq 1 \), \( i = 1, 2 \ldots N \), hence \( T = \left( \sum_{i=1}^N t_i \right) T \). Since \( \text{rk}[T] = 1 \), it follows that there is \( x \in \mathcal{H} \) such that
Proposition 2.6. Let $E$ be a positive decomposition of a positive operator $T$. Then, the following are equivalent:

(i) $T$ is projection
(ii) $TE_i = E_i T = E_i$, for all $i$.

Proof. (i)$\Rightarrow$(ii). We know that $T \geq E_i \geq 0$. From [13; proposition 1.46], it follows that $TE_i = E_i T = E_i$.

(ii)$\Rightarrow$(i). We have $T^2 = T \sum_{i=1}^N E_i = \sum_{i=1}^N TE_i = \sum_{i=1}^N E_i = T$. □

3. Decomposition of a positive operator by a symmetric family

In this section we are going to study decompositions of operators by families having the following form of symmetry.

Definition 3.1. A family $\{E_i\}_{i=1}^N$ of self-adjoint operators acting on a finite dimensional Hilbert space $H$ is called symmetric if, for all $i, j \in \{1, 2, \ldots, N\}$,

$$\text{Tr}[E_i E_j] = a \delta_{ij} + b(1 - \delta_{ij}).$$

(2)

The scalars $a, b$ are called the parameters of $E$.

Most of the results below hold for general decompositions of self-adjoint operators. However, when the operator $T$ is positive and we require that the decomposition should also be positive, some additional structure emerges, and we emphasize this case in the respective results.

Proposition 3.2. Given a self-adjoint operator $T$, let $t_2 := \text{Tr}[T^2]$. Consider $E$ a symmetric family of self-adjoint operators as in (2), having parameters $a$ and $b$. Then, $E$ is symmetric decomposition of $T$ if and only if the following relations hold

$$b = \frac{t_2 - Na}{N(N-1)}$$

(3)

and

$$\text{Tr}[E_i T] = \frac{t_2}{N}, \quad i = 1, 2, \ldots, N$$

(4)

Proof. We assume first that $E$ is a symmetric decomposition of $T$. We have that $T^2 = \sum_{i,j=1}^N E_i E_j$, hence

$$t_2 = \text{Tr}[T^2] = \sum_{i,j=1}^N \text{Tr}[E_i E_j] = Na + N(N-1)b.$$

It follows that

$$b = \frac{t_2 - Na}{N(N-1)},$$
For \( i \in \{1, 2, \ldots N\} \), we have
\[
\text{Tr}[E_i T] = \text{Tr}[E_i \sum_{j=1}^{N} E_j] = \text{Tr}[E_i^2] + \sum_{j=1}^{N} \text{Tr}[E_i E_j] = a + (N - 1)b.
\]

Using (3) we get that
\[
\text{Tr}[E_i T] = a + \frac{t_2 - Na}{N} = \frac{t_2}{N}.
\]

Conversely, if (3) and (4) hold, then we have
\[
\left(\sum_{i,j=1}^{N} E_i E_j - \sum_{i=1}^{N} \text{Tr}[E_i T] - \sum_{j=1}^{N} \text{Tr}[TE_j] + \text{Tr}[T^2]\right) = Na + N(N - 1)b - N \frac{t_2}{N} - N \frac{t_2}{N} + t_2 = 0.
\]

**Proposition 3.3.** Let \( \mathcal{E} \) be a symmetric decomposition of a self-adjoint operator \( T \). Then, the parameter \( a \) of the family \( \mathcal{E} \) satisfies \( a > t_2 N^2 \). If \( a > t_2 N^2 \) and \( T \neq 0 \), then the set \( \{E_1, \ldots, E_N\} \) is linearly independent. If \( a = t_2 N^2 \), then the decomposition \( \mathcal{E} \) is degenerate: \( E_i = t_i T \), for all \( i \) and \( \sum_{i=1}^{N} t_i = 1 \).

**Proof.** To establish the bound, we use the Caucahy–Schwarz inequality
\[
(\text{Tr}[E_i T])^2 \leq \text{Tr}[E_i^2] \cdot \text{Tr}[T^2]
\]
and proposition 3.2 to get \( (t_2/N)^2 \leq at_2 \), so \( t_2/N^2 \leq a \).

We suppose now that \( a > t_2 N^2 \). From proposition 3.2 it follows that this inequality is equivalent to the inequality \( a > b \). Consider scalars \( \lambda_i \) such that \( \sum_{i=1}^{N} \lambda_i E_i = 0 \). We have
\[
0 = \left\| \sum_{i=1}^{N} \lambda_i E_i \right\|_{\text{HS}}^2 = \text{Tr}\left[ \left( \sum_{i=1}^{N} \lambda_i E_i \right)^2 \right] = \sum_{i,j=1}^{N} \lambda_i \lambda_j \text{Tr}(E_i E_j) = a \sum_{i=1}^{N} |\lambda_i|^2 + b \sum_{i \neq j}^{N} \lambda_i \lambda_j
\]
\[
= (a - b) \sum_{i=1}^{N} |\lambda_i|^2 + b \sum_{i \neq j}^{N} \lambda_i^2.
\]

If \( b \) is non-negative, all the terms in the sum above are zero, so \( \lambda_1 = \cdots = \lambda_N = 0 \), showing that the family of operators operators \( \mathcal{E} = \{E_i\}_{i=1}^{N} \) is linearly independent. On the other hand, if \( b < 0 \), we have, using again Cauchy–Schwarz,
\[
\frac{a - b}{-b} = \frac{\sum_{i=1}^{N} |\lambda_i|^2}{\sum_{i=1}^{N} |\lambda_i|^2} \leq N,
\]
and thus $b \leq -a/(N-1)$. However, this contradicts (3): $T \neq 0$ and thus
\[
b = \frac{t_2 - Na}{N(N-1)} > -\frac{a}{N-1}.
\]

Finally, if $a = \frac{t_2}{N^2}$, using the equality case in the Cauchy–Schwarz inequality, we get $E_i = t_i T$ for some scalars $t_i$. We have thus $T = (\sum_{i=1}^N t_i i) T$, and we can choose the $t_i$ such that $\sum_{i=1}^N t_i = 1$, finishing the proof.

**Corollary 3.4.** Let $\mathcal{E} = \{E_i\}_{i=1}^N$ be a symmetric family of self-adjoint operators acting on a Hilbert space $\mathcal{H}$, and let $d = \dim \mathcal{H}$. If the operators in $\mathcal{E}$ are pairwise distinct and $\sum_{i=1}^N E_i \neq 0$, then $N \leq d^2$. Moreover, if $\mathcal{H}$ is a real Hilbert space, then $N \leq d(d + 1)/2$.

**Proof.** From the Cauchy–Schwarz inequality we obtain $b \leq a$, where $a,b$ are parameters of the symmetric family $\mathcal{E}$. Since the operators in $\mathcal{E}$ are pairwise distinct, it follows $b < a$. Indeed, if $b = a$, then $E_i = t E_i$, $i \neq j$ for some scalar $t$. Using $\langle E_i, E_j \rangle = \|E_i\|^2$, we get $at = a$. If $a = 0$, then $E_i = 0$, $i = 1, \ldots, N$, hence $\sum E_i = 0$, contradiction; it follows $a \neq 0$, so $t = 1$, hence $E_j = E_i$.

In proposition 3.3, it has been shown that in this case, the operators $\{E_i, \ldots, E_N\}$ are linearly independent. Thus, $N$ must be at most the dimension of the space of self-adjoint operators on $\mathcal{H}$, proving the claim.

The result of this corollary is a generalization of [4, theorem 4.2] and of [2, theorem 3.6], concerning the maximal equiangular subspace. The above results are strongly related to fusion frames and operator valued frames in Hilbert spaces. For applications in physics, see [12, 16]. It is an open problem to characterize the symmetric families of rank one projectors which achieve the upper bound $N = d^2$ for the number of elements. For the particular case of POVMs, the lower bound from proposition 3.3 is achieved by SIC–POVMs. General symmetric decompositions of the identity are called equiangular tight frames, see [8] for the most complete catalog of real and complex equiangular tight frames.

One can also upper bound the parameter $a$ of a symmetric decomposition in the case where the elements of the decomposition are positive operators (i.e. positive semidefinite matrices).

**Proposition 3.5.** Let $\mathcal{E}$ be a positive symmetric decomposition of a positive operator $T$. Then, the parameter $a$ of the family $\mathcal{E}$ satisfies $a \leq \frac{t_2}{N}$.

**Proof.** For any $i$, we have $T \geq E_i$ so $\text{Tr}[E_i(T - E_i)] \geq 0$, hence, using proposition 3.2, $a \leq \text{Tr}[ET] = \frac{t_2}{N}$.

**Proposition 3.6.** If $T$ is a projection, then
\[
\frac{t_2}{N^2} \leq a \leq \frac{t_2}{N^2}.
\]

The upper bound is saturated if and only if $E_i$ is of rank one, for $i = 1, 2, \ldots N$.

**Proof.** We have $a = \text{Tr}[E_i^2] \leq (\text{Tr}E_i)^2 = \frac{t_2}{N^2}$, since if $T$ is projection, then by proposition 2.6 $E_i T = T E_i = E_i$. We have equality iff $\text{rk}[E_i] = 1$, for all $1 \leq i \leq N$.

Assuming that the operators $E_i$ are positive and invertible, one can derive a different upper bound for the parameter $a$ of the decomposition than the one obtained in proposition 3.5. Recall that the condition number of an invertible operator $A$ is defined as
In the case $A$ is a strictly positive operator, we have
\[ \kappa(A) = \frac{\lambda_{\text{max}}(A)}{\lambda_{\text{min}}(A)}, \]
where $\lambda_{\text{max}}(A)$ and $\lambda_{\text{min}}(A)$ are respectively the largest and the smallest singular values of the operator $A$.

**Proposition 3.7.** If $T$ is positive operator which has the decomposition $T = \sum_{i=1}^{N} E_i$, where $E_i, i = 1, \ldots, N$ are strictly positive operators, then we have
\[ \frac{\lambda_2}{N^2} \leq a \leq M \frac{\lambda_2}{N^2} \] (6)
where
\[ M = \min_{1 \leq i \leq N} \frac{1}{4} \left( \sqrt{\kappa(T)\kappa(E_i)} + \frac{1}{\sqrt{\kappa(T)\kappa(E_i)}} \right)^2 \geq 1. \] (7)

**Proof.** We use proposition 3.3 and the converse Cauchy–Schwarz inequality [17, corollary 1.4].

We describe next all the possible symmetric decompositions of a given self-adjoint operator $T$ acting on a finite dimensional Hilbert space. The result is a generalization of [9, theorem 3] to general operators $T$. Moreover, we give necessary conditions for the existence of a positive decomposition of $T$, in the case where $T$ is a positive operator (one can assume actually $T$ to be invertible in this case, since any positive decomposition of $T$ is supported on the orthogonal of the kernel of $T$).

**Proposition 3.8.** Let $T$ be a self-adjoint operator acting on $\mathcal{H} \simeq \mathbb{C}^d$, and consider a subspace $\mathcal{F} \subseteq M_d(\mathbb{C})$ orthogonal to $CT$, of dimension $N - 1$. Then, the set of symmetric decompositions $\mathcal{E} = \{E_i\}_{i=1}^{N}$ of $T$ with support in $CT \oplus \mathcal{F}$ is in bijection with $N$-tuples $(x, F_1, F_2, \ldots, F_{N-1})$, where $x$ is a non-negative number and $F_1, \ldots, F_{N-1}$ is an orthonormal basis of $\mathcal{F}$. The bijection can be described as follows: put $F := \sum_{i=1}^{N-1} F_i$, and define
\[ R_i = \frac{F}{\sqrt{N-1} \left( \sqrt{N+1} \right)} - \frac{\sqrt{N}}{\sqrt{N-1}} F_i, \quad i = 1, \ldots, N - 1 \] (8)
\[ R_N = \frac{F}{\sqrt{N-1}}. \] (9)

Then, for any non-negative real $x$, the operators
\[ E_i := \frac{1}{N} T + xR_i, \quad i = 1, \ldots, N \] (10)
define a symmetric decomposition $T = \sum_{i=1}^{N} E_i$ of $T$, with parameters
\[ a = \frac{t_2}{N^2} + x^2 \]  \hspace{1cm} (11)

\[ b = \frac{t_2}{N^2} - \frac{x^2}{N - 1}. \]  \hspace{1cm} (12)

where \( t_2 = \text{Tr}[T^2] = ||T||^2_{HS} \). Reciprocally, all symmetric decompositions of \( T \) can be obtained as described above.

Assume now that \( T \) is positive definite matrix and let \( -\mu \) denote the smallest eigenvalue of \( R_i \); since \( \text{Tr}[R_i T] = 0 \) for all \( i \), we have \( \mu > 0 \). If, moreover,

\[ x \leq \frac{\tau}{N \max_{i=1}^N \mu_i}, \]  \hspace{1cm} (13)

where \( \tau = \lambda_{\min}(T) \), the operators \( \{E_i\}_{i=1}^N \) are positive semidefinite.

**Proof.** The proof follows closely [9, theorem 3], with a different normalization of the operators \( R_i \). Let us show first the relation between the angles among the \( F_i \)'s and the angles among the \( E_j \)'s. Starting from an orthonormal family \( F_1, \ldots, F_{N-1} \), by direct computation, and using facts such as \( \langle F_i, F \rangle = 1 \), \( \langle F, F \rangle = N - 1 \), \( \langle R_i, T \rangle = 0 \), the symmetry of the family \( \{E_i\}_{i=1}^N \) follows, namely

\[ \langle E_i, E_j \rangle = ab_{ij} + b(1 - \delta_{ij}). \]  \hspace{1cm} (14)

The decomposition property \( \sum_i E_i = T \) follows from the fact that \( \sum_i R_i = 0 \), which can be shown directly from (8) and (9).

Reciprocally, one has \( x = ||E_i - T/N||_2 \) and we can write the operators \( F_i \) in terms of the \( E_j \) working back the equations (8)–(10). The orthonormality of the \( F_i \)'s and the fact that \( F_i \perp T \), for all \( 1 \leq i \leq N - 1 \) follow now from the symmetry relation (14).

Let us now discuss the positivity of the operators \( E_i \). We have, by standard inequalities,

\[ \lambda_{\min}(E_i) \geq \frac{\tau}{N} + x \lambda_{\min}(R_i) = \frac{\tau}{N} - x\mu_i. \]

Hence, if \( x \geq 0 \) is as in (13), then necessarily \( E_i \geq 0 \). \( \square \)

**Remark 3.9.** The equations (8)–(10) relating the operators \( E_i \) to the orthonormal basis \( F_j \) can be summarized as follows:

\[ \forall 1 \leq i \leq N, \quad E_i = \frac{1}{N} T + x \sum_{j=1}^{N-1} V_i F_j, \]

where \( V \in M_{N \times (N-1)}(\mathbb{R}) \) is the following matrix

\[
V = \frac{1}{\sqrt{N-1}(\sqrt{N} + 1)} \begin{bmatrix}
1 - \sqrt{N} - N & 1 & \cdots & 1 \\
1 & 1 - \sqrt{N} - N & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1 - \sqrt{N} - N \\
\sqrt{N} + 1 & \sqrt{N} + 1 & \cdots & \sqrt{N} + 1
\end{bmatrix}. 
\]
Note that \( V \) is a multiple of an isometry which maps \( \mathbb{R}^{N-1} \) to the orthogonal of \( \mathbb{R}(1, 1, \ldots, 1)^\top \) in \( \mathbb{R}^N \); we have \( V^\top V = N/(N-1)B_{N-1} \) and \( VV^\top = N/(N-1)(B_N - N^{-1}I_N) = N/(N-1)B_{N-1} \), where \( B_{N-1} \) is the projection on the orthogonal of \( \mathbb{R}(1, \ldots, 1)^\top \) in \( \mathbb{R}^N \).

**Remark 3.10.** When \( T = I \) and \( N = d^2 \), we recover [9, theorem 3].

**Remark 3.11.** Note that the geometric parameters \( a \) and \( b \) of the decomposition \( E \) depend only on the square \( x^2 \) of the free parameter \( x \); this is related to the fact that if one allows negative values of \( x \), the \( N \)-tuples \( (x, F_1, \ldots, F_{N-1}) \) and \( (-x, -F_1, \ldots, -F_{N-1}) \) give the same decomposition of \( T \).

In order to obtain an upper bound for the parameter \( a \) of a symmetric decomposition of a positive operator \( T \), we need the following lemma.

**Lemma 3.12.** Let \( B \) be a positive definite operator acting on \( \mathcal{H} \cong \mathbb{C}^d \), having eigenvalues \( b_1 \geq b_2 \geq \cdots \geq b_d > 0 \). The following two optimization problems are equivalent:

\[
(P_1) : \quad \begin{align*}
\min_A & \quad \lambda_{\text{max}}(A) \\
\text{subject to} & \quad A = A^*, \quad \|A\|_{\text{HS}} = 1, \quad A \perp B
\end{align*}
\]

\[
(P_2) : \quad \begin{align*}
\min_{a_i} & \quad a_i \\
\text{subject to} & \quad a_1 \geq a_2 \geq \cdots \geq a_d \in \mathbb{R}, \quad \sum_{i=1}^d a_i^2 = 1, \quad \sum_{i=1}^d a_i b_i = 0, \quad \sum_{i=1}^d a_i b_{i+1} < 0,
\end{align*}
\]

and have common value

\[
\varphi(B) = \varphi(b) = [(\beta/b_d - 1)^2 + d - 1]^{-1/2},
\]

where \( \beta = \text{Tr}[B] = \sum_{i=1}^d b_i \).

**Proof.** Let us first show that the programs \((P_{1,2})\) are equivalent, and then solve the easier, scalar version \((P_2)\). To show equivalence, note that the objective function and the Hilbert–Schmidt normalization condition in \((P_1)\) are spectral, i.e. they depend only on the eigenvalues \( a_1 \geq a_2 \geq \cdots \geq a_d \) of \( A \). The equivalence of \((P_{1,2})\) follows from the following fact: given two spectra \( (a_1, \ldots, a_d) \) and \( (b_1, \ldots, b_d) \) with \( b_d > 0 \), there exist a unitary operator \( U \) acting on \( \mathbb{C}^d \) such that \( U \text{diag}(a_1, \ldots, a_d)U^* \perp \text{diag}(b_1, \ldots, b_d) \) iff

\[
\langle a^i, b^i \rangle \geq 0 \quad \text{and} \quad \langle a^i, b^i \rangle \leq 0,
\]

where \( b^i = (b_2 \leq \cdots \leq b_1) \); note that the conditions above are precisely those appearing in \((P_2)\).

The property above is implied by the following fact (see [14, theorem 4.3.53]):

\[
\{\text{Tr}[U \text{diag}(a_1, \ldots, a_d)U^* \text{diag}(b_1, \ldots, b_d)] : \ U \text{ unitary}\} = \{\langle a^i, b^i \rangle, \langle a^i, b^i \rangle \}\]

Let us now solve \((P_2)\). The proof will consist of two steps: we shall show first that an optimal vector \( a \) is necessarily of the following form:

\[
a = (s, \ldots, s, -r)_{d-1 \text{ times}}
\]

for some \( r, s > 0 \). We shall then optimize over vectors of this form.

For the first step, let us consider a feasible vector \( a \) which is not as in \((17)\):

\[
a = (a_1 = \cdots = a_m \geq a_{m+1} \geq \cdots \geq a_d), \quad \text{here, } m + 1 < d. \quad \text{Since } a \text{ is at least three-valued, there}
\]
exist $m < i < j$ such that $a_i > a_j$. Moreover, let us assume that $i$ is the smallest index where $a$ takes the value $a_i$ and $j$ is the largest index where $a$ takes the value $a_j$; we have thus $a_i < a_{i-1}$ and, if $j < d$, $a_j > a_{j+1}$. Let us define the vector $a'$ by

$$a'_k = \begin{cases} a_i + \varepsilon & \text{if } k = i \\ a_j - \varepsilon & \text{if } k = j \\ a_k & \text{if } k \neq i, j, \end{cases}$$

where $\varepsilon > 0$ is the largest such that $a'_i \geq \cdots \geq a'_d$. In terms of the majorization relation (see [3, chapter II]), we have $a < a'$, so the scalar product relations (16) still hold for $a'$. Note however that $a'$ is not feasible, since

$$\|a''\|^2 - \|a\|^2 = 2\varepsilon (a_i - a_j) + \varepsilon^2 > 0.$$

We normalize $a'$ by $\|a'\|^2 > 1$: $a'' = a' / \|a'\|_2$. Obviously, $a''$ is feasible and moreover

$$a''_i = \frac{a'_i}{\|a'\|_2} = \frac{a_i}{\|a'\|_2} < a_i,$$

and thus $a$ cannot be optimal.

Let us now optimize over two-valued vectors $a$ as in (17). The conditions in $(P_2)$ read, respectively (we put $\beta = \sum b_i$)

\[
\begin{aligned}
\beta s &+ (d-1)s^2 = 1 \\
\beta b_1 - rb_1 &\geq 0 \\
\beta b_2 - rb_1 &\leq 0.
\end{aligned}
\]

Thus, $(P_2)$ is equivalent to minimizing $s$ under the constraints

$$\frac{b_i}{\sqrt{(\beta - b_1)^2 + (d-1)b_1^2}} \leq s \leq \frac{b_1}{\sqrt{(\beta - b_1)^2 + (d-1)b_1^2}},$$

and the conclusion follows. \( \square \)

**Remark 3.13.** Note that in the optimization problem $(P_1)$ over self-adjoint matrices $A$, one could have replaced the objective function by $-\lambda_{\text{max}}(A)$; this follows from the observation that the feasible set is invariant by sign change.

**Remark 3.14.** If $T = I$, then $\varphi(I) = \varphi(1, \ldots, 1) = 1/\sqrt{d(d-1)}$. Note also that, for arbitrary $B$, $\beta b_2 \geq d$, so $\varphi(B) \geq \varphi(I)$, for all $B > 0$.

Equation (13) from proposition 3.8 gives a sufficient condition for the variable $x$ in order for a decomposition of $T$ to be positive. Note that value in (13) might not be tight: larger values of $x$ might yield positive decompositions. We present next a necessary condition the parameter $a$ (and thus $x$) must satisfy in order for a positive symmetric decomposition of $T$ with those parameters to exist.

**Proposition 3.15.** Let $T$ be a positive operator acting on $H \simeq \mathbb{C}^d$. Any positive symmetric decomposition of $T$ has parameter $a$ such that

$$\frac{t_2}{N^2} \leq a \leq \frac{t_2 + \|T\|_\infty^2 / \varphi^2}{N^2} = \frac{t_2}{N^2} + \frac{\|T\|_\infty^2}{\varphi^2} \left( \frac{(t_1 - \tau)^2 + (d-1)\tau^2}{N^2} \right),$$

(18)
where \( \mu_1 = \text{Tr}[T^{1/2}] \), \( \sigma = \lambda_{\min}(T) \), \( \|T\|_{\infty} = \lambda_{\max}(T) \), and \( \varphi := \varphi(T) \) was defined in lemma 3.12.

**Proof.** The lower bound was shown in proposition 3.3. For the upper bound, using (11), we need to upper bound \( x \). Since any positive value of \( x \) gives a symmetric decomposing family \( \mathcal{E} \), the only constraints on \( x \) come from the positivity of the operators \( E_i \). Using (10), we have

\[
0 \leq \lambda_{\min}(E_i) \leq \lambda_{\max}(T/N) + \lambda_{\min}(xR_i) = \frac{\|T\|_{\infty}}{N} + x\lambda_{\min}(R_i).
\]

Writing \( \varphi \) for the value of the optimization problem in lemma 3.12 with \( B = T \) (see also remark 3.13), we have

\[
\mu_{\varphi} = T_{\max} - \lambda_{\min}(R_i),
\]

which, together with (11) and (15) gives the announced bound. □

**Remark 3.16.** In the case \( T = I \) and \( N = d^2 \), the bound (18) reads \( d^{-3} \leq a \leq d^{-2} \), which was also found in [9, equation (2)].

Let us discuss now the simplest case, \( d = 2 \). We have the following result, characterizing the equality cases in the upper bound (18), when \( N = d^2 = 4 \).

**Proposition 3.17.** In the case \( d = 2 \), \( N = 4 \), consider the general construction of a symmetric decomposition of a positive definite operator \( T \in M_2(\mathbb{C}) \) from proposition 3.8. The following statements are equivalent:

1. There exists an orthonormal basis \( \{F_1, F_2, F_3\} \) of \((CT)^+\) such that the decomposition
   \[ T = \sum_{i=1}^{4} E_i \]
   saturates the upper bound (18).
2. The operator \( T \) is a multiple of the identity.
3. For any orthonormal basis \( \{F_1, F_2, F_3\} \) of \((CT)^+\), the decomposition \( T = \sum_{i=1}^{4} E_i \) saturates the upper bound (18).

**Proof.** Let us first show (2) \( \implies \) (3), assuming \( T = I_2 \). Start from any orthonormal basis \( \{F_1, F_2, F_3\} \) of \((CT)^+\). Since the matrices \( R_j \) have unit Schatten 2-norm and are also traceless, they have eigenvalues \( \pm \sqrt{2}/2 \), so the optimal constants \( x \) and \( a \) from proposition 3.8 read, respectively, \( x = \sqrt{2}/4 \) and \( a = 1/4 \), which is indeed the upper bound (18).

We show now (1) \( \implies \) (2). Let us consider the inequality (19) which leads to the upper bound (18). Assuming the equality in (19) was achieved, i.e.

\[
x = \frac{\|T\|_{\infty}}{N\varphi},
\]

we get \( \mu_1 = \mu_2 = \mu_3 = \mu_4 = \|T\|_{\infty}/(Nx_e) \), where \( x_e \) is the optimal value of \( x \) needed to achieve (18). In particular, since the matrices \( R_j \) have the same Hilbert–Schmidt norm, they must be isospectral, so the respective positive eigenvalues \( \rho_{1,2,3,4} \) of the \( R_j \) matrices are also equal. Putting \( \delta = \text{Tr}R_j = \rho_j - \rho_i \), we get from (8) and (9) \( \delta = 0 \), so the \( R_j \) are traceless, which implies \( T = cI_2 \), for some constant \( c > 0 \). □

The result above excludes the existence of ‘SIC–POVM–like’ decompositions for positive operators \( T = cI_2 \) which would saturate the upper bound for the norm of the operators. On the other hand, for \( d = 2 \) and \( T = I_2 \), any starting orthonormal basis for the traceless operators
produces a SIC–POVM, so starting from Pauli matrices as in [9, section 6] is not necessary in this case.

Example 3.18. We consider now an example for \( d = 2 \) and \( N = 4 \). Let \( T = \begin{pmatrix} 1 & 0 \\ 0 & u \end{pmatrix} \) with \( u \geq 1 \) and \( F_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), \( F_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix} \), \( F_3 = \frac{1}{\sqrt{u^2 + 1}} \begin{pmatrix} u & 0 \\ 0 & -1 \end{pmatrix} \). It is straightforward to check that \( \{ F_i, F_j \} = \delta_{ij} \) and \( \text{Tr}[F_i T] = 0 \), \( i = 1, 2, 3 \). We have then

\[
F := F_1 + F_2 + F_3 = \begin{pmatrix}
\frac{u}{\sqrt{1 + u^2}} & \frac{1}{\sqrt{2}}(1 + i) \\
\frac{1}{\sqrt{2}}(1 - i) & -\frac{1}{\sqrt{1 + u^2}}
\end{pmatrix}.
\]

We compare next the values of the lower and upper bounds for the largest value of the parameter \( x \) giving a positive decomposition of \( T \). These bounds have been obtained respectively in (13) and (19).

The operators \( R_1 \) and \( R_2 \) have the same eigenvalues:

\[
\lambda_{1,2} = \frac{u - 1 \pm \sqrt{(u - 1)^2 + 4(13u^2 + u + 13)}}{6\sqrt{3} \sqrt{u^2 + 1}}.
\]

We denote by \( \rho_1 \) the largest one and by \( -\mu_1 \) the smallest one. Similarly, for the matrix \( R_3 \), the eigenvalues are

\[
\lambda_{3,4} = \frac{5(1 - u) \pm \sqrt{25(u - 1)^2 + 4(u^2 + 25u + 1)}}{6\sqrt{3} \sqrt{u^2 + 1}}
\]

and we define \( \rho_2 \) to be the largest one and \( -\mu_2 \) to be the smallest one. Again, for \( R_4 \), the eigenvalues are

\[
\lambda_{5,6} = \frac{3(u - 1) \pm 3\sqrt{(u - 1)^2 + 4(u^2 + u + 1)}}{6\sqrt{3} \sqrt{u^2 + 1}}
\]

with \( \rho_3 \) the largest one and \( -\mu_3 \) the smallest one.

We see that \( \rho_2 \leq \rho_1 \leq \rho_3 \) and \( \mu_2 \geq \mu_1 \geq \mu_3 \). So, the bound from (13) reads

\[
x_{LB} = \frac{1}{4\mu_2},
\]

\[
a_{LB} = \frac{1}{16}(u^2 + 1) + \frac{27(u^2 + 1)}{4\left(5u + \sqrt{u(29u + 50) + 29} - 5\right)},
\]

where we have used \( t_1 = \text{Tr}[T] = 1 + u \), \( t_2 = \text{Tr}[T^2] = 1 + u^2 \), and \( \tau = \lambda_{\min}(T) = 1 \).
When \( u \geq 1 \), the upper bound from (19) reads

\[
x_{UB} = \frac{u\sqrt{1+u^2}}{4}
\]

\[
a_{UB} = \frac{(1+u^2)^2}{16}.
\]

We can easily checked that the two bounds are equal \( a_{LB} = a_{UB} \) only when \( u = 1 \), i.e. when \( T = I_2 \), see figure 1.

With the help of a computer\(^5\), we have found that the actual largest value of the parameter \( a \) for which there exist symmetric positive decompositions of \( T \) is

\[
a_{\text{opt}} = \frac{1}{16} \left( 1 + u^2 + \frac{27}{4(u(25u+4)+25)^2} \right).
\]

Interestingly, it turns out that this value is very close to the lower bound in (13):

\[
0 \leq a_{\text{opt}} - a_{LB} \leq \frac{27}{800} \left( 125\sqrt{29} - 673 \right) \approx 0.00491403.
\]

### 4. Dual symmetric decompositions

In the following we consider the dual family associated to a given non-degenerate symmetric family \( \mathcal{E} = \{E_i\}_{i=1}^N \) and we show that, after rescaling, it also gives a symmetric decomposition of \( T = \sum_i E_i \). Recall that the dual family \( \tilde{\mathcal{E}} = \{\tilde{E}_i\}_{i=1}^N \) is another set of \( N \) self-adjoint operators, having the same span as \( \mathcal{E} \), and the additional property \( \text{Tr}[E_i\tilde{E}_j] = \delta_{ij} \), \( \forall \, i,j = 1,\ldots,N \). It is easy to check that the operators of the dual family \( \tilde{E}_i \) are given by \( \tilde{E}_i = \sum_{j=1}^N (G^{-1})_{ij}E_j \), where \( G \in M_N^N(\mathbb{R}) \) is the Gram matrix of \( \mathcal{E} \), i.e. \( G_{ij} = \text{Tr}[E_iE_j] \). Since we assume that the family \( E \) is

\(^5\)see the supplementary material for the arXiv preprint.
symmetric with parameters \( a, b \), we have \( G = (a - b)J_N + bJ_N \), where \( J_N \) is the matrix with all entries equal to 1. Moreover, we have assumed that \( \mathcal{E} \) is non-degenerate, so \( a > |b| \); it follows that

\[
G^{-1} = \frac{1}{a - b} \left[ J_N - \frac{b}{a + b(N - 1)}J_N \right].
\]

Consequently, the dual family \( \tilde{\mathcal{E}} = \{ \tilde{E}_i \}_{i=1}^N \) is given by

\[
\tilde{E}_i = \frac{1}{a - b} \left[ E_i - \frac{b}{a + b(N - 1)} \sum_{j=1}^{N} E_j \right], \quad \forall 1 \leq i \leq N,
\]

and it is also a symmetric family of parameters

\[
\tilde{a} = \frac{a + b(N - 2)}{(a - b)(a + b(N - 1))}, \quad \tilde{b} = \frac{b}{(a - b)(a + b(N - 1))}.
\]

It is of interest to study the properties of the dual family \( \tilde{\mathcal{E}} \) in the case when the family \( \mathcal{E} = \{ E_i \}_{i=1}^N \) is a non-degenerate symmetric decomposition of an self-adjoint operator \( T \).

**Proposition 4.1.** Given \( T \) a self-adjoint operator and \( \mathcal{E} = \{ E_i \}, i = 1, \ldots, N \) a non-degenerate symmetric decomposition of \( T \). Then, the dual family \( \{ \tilde{E}_i \} \) is given by

\[
\tilde{E}_i = \frac{N(N - 1)}{aN^2 - t_2} \left[ E_i - \frac{t_2 - aN}{(N - 1)t_2} T \right].
\]

and has parameters

\[
\tilde{a} = \frac{N}{t_2} \cdot \frac{(N - 2)t_2 + aN}{aN^2 - t_2}, \quad \tilde{b} = -\frac{N}{t_2} \cdot \frac{t_2 - aN}{aN^2 - t_2}.
\]

**Proof.** The results follow from direct computation using proposition 3.2 and equations (24)–(25). \( \square \)

Note that, when \( T = I_d \) and \( N = d^2 \), the dual family given by (26) corresponds to the dual basis associated to (general) SIC–POVMs [9, section 2].

**Remark 4.2.** The normalized dual family \( \tilde{\mathcal{E}} = \{ \tilde{E}_i \}_{i=1}^N \) given by \( \tilde{E}_i = \frac{t_2}{N} \tilde{E}_i \), forms a new symmetric decomposition of \( T \) of parameters

\[
\tilde{a} = \frac{t_2}{N} \cdot \frac{(N - 2)t_2 + aN}{aN^2 - t_2}, \quad \tilde{b} = -\frac{t_2}{N} \cdot \frac{t_2 - aN}{aN^2 - t_2}.
\]

**Remark 4.3.** It is interesting to note that the map that associates to a symmetric family \( \mathcal{E} \) its (normalized) dual family \( \tilde{\mathcal{E}} \) is an involution; this is a consequence of the fact that \( \tilde{a} = a \).
Since both families $\mathcal{E}$ and $\mathcal{E}$ are symmetric decompositions of $T$, it is of interest to relate the decomposition of the operator $T$ by the family $\mathcal{E}$ using a similar procedure as described for the family $\mathcal{E} = \{ E_i \}$ in proposition 3.8. By straightforward computations, it is possible to show that in this case, starting from an orthonormal basis $\{ F_i \}$, \( i = 1, \ldots, N-1 \), with the same operators $R_i$, \( i = 1, \ldots, N \) as given by (8) and (9), we get that $\hat{E}_i = \frac{1}{N} T + \hat{x} R_i$, where

$$\hat{x} := \frac{(N - 1)t_2}{N^2 a - t_2} x,$$

for any positive real $x$ (\( x = 0 \) is not allowed here, since we have assumed the primal family $\mathcal{E}$ to be non-degenerate). Using the expression of the symmetry parameter $a$ as given by (11), it follows that

$$\hat{x} = \frac{(N - 1)t_2}{N^2} \frac{1}{x}.$$

As before, one may use proposition 3.8 to obtain a sufficient condition for positivity of the decomposition, see (13).

5. Decompositions and Welch-type inequalities

The following result is known in the literature as the simplex bound. The idea, originating in \([7, \text{ corollary 5.2}]\), is that among $N$ subspaces of fixed dimension in $\mathbb{C}^d$, there must be at least a pair with ‘small’ principal angles. This result has been generalized to subspaces with weights in \([2, \text{ theorem 3.4}]\), and then to arbitrary positive semidefinite operators with fixed trace in \([4, \text{ proposition 4.1}]\). In the result below, we slightly generalize this last result, by removing the fixed trace condition. The equality case has been recognized to play an important role, characterizing tight fusion frames, see \([19, 15, \text{ theorem 4.3}]\).

**Proposition 5.1.** Consider $\mathcal{E} = \{ E_i \}_{i=1}^N$ a family of positive operators on $\mathcal{H} \cong \mathbb{C}^d$. Then, we have

$$\max_{i,j} \langle E_i, E_j \rangle \geq \frac{d^{-1} \left( \sum_{j=1}^N \text{Tr}[E_j] \right)^2 - \sum_{j=1}^N \sum_{j=1}^N \langle E_j, E_j \rangle}{N(N - 1)},$$

with equality iff $\mathcal{E}$ is equiangular and $\sum_{i=1}^N E_i = \left( d^{-1} \sum_{i=1}^N \text{Tr}[E_i] \right) I_d$.

**Proof.** We have

$$\sum_{i,j=1}^N \langle E_i, E_j \rangle = \left\{ \sum_{i=1}^N E_i \right\}^2 - \sum_{i=1}^N \langle E_i, E_i \rangle$$

$$= \text{Tr} \left[ \sum_{i=1}^N E_i \right]^2 - \sum_{i=1}^N \langle E_i, E_i \rangle \geq \frac{1}{d} \left( \sum_{i=1}^N \text{Tr}[E_i] \right)^2 - \sum_{i=1}^N \langle E_i, E_i \rangle$$

Using the fact that the maximum of all the terms in the LHS of the equation above is larger than the average term, (27) follows. We have equality iff all the terms are equal, and thus the family $\mathcal{E}$ is equiangular. In this case, from the equality case in the Cauchy–Schwarz inequality, we have $\sum_{j=1}^N E_j = \lambda I_d$. But $\sum_{i=1}^N \text{Tr}[E_i] = \lambda \text{Tr}[I_d]$, and thus $\lambda = d^{-1} \sum_{i=1}^N \text{Tr}[E_i]$. \(\square\)
Remark 5.2. If the operators $E_i$ are rank one projections $E_i = \varphi_i \varphi_i^*$, then proposition 5.1 is reduced to the standard Welch bound [19]:

$$\mu(\varphi_1, \ldots, \varphi_N) \geq \sqrt{\frac{N - d}{d(N - 1)}},$$

where $\mu$ is the coherence of the vectors $\varphi_i$ defined as

$$\mu(\varphi_1, \ldots, \varphi_N) = \max_{i \neq j} |\langle \varphi_i, \varphi_j \rangle|.$$

We also remark that if the operators $E_i$ are arbitrary and $\sum_{i=1}^N \text{Tr}[E_i] = d$ and $\lambda = 1$, we recover the statement of [4, proposition 4.1], itself a generalization of the Welch bound.

In the following we give some extensions and generalizations of a result from [20]. We use an idea from [2], which requires to introduce scalar weights $v_i$.

Proposition 5.3. Consider $\mathcal{E} = \{E_i\}_{i=1}^N$ a family of positive operators on $\mathcal{H} \cong \mathbb{C}^d$, so that $\text{Tr}[E_i^2] = 1$, for all $1 \leq i \leq N$. Then, for any positive weights $v_1, \ldots, v_N > 0$, we have

$$\sum_{i,j=1}^N v_i v_j \langle E_i, E_j \rangle \geq d^{-1} \left( \sum_{i=1}^N v_i \right)^2 - \sum_{i=1}^N v_i^2,$$

with equality iff the $E_i$ are rank-one projections and $\sum_{i=1}^N v_i E_i = \left( d^{-1} \sum_{i=1}^N v_i \right) I_d$. 

\textbf{Proof.} We apply proposition 5.1 to the operators $F_j = v_j E_j$; using (28)–(29), we get

$$\sum_{i,j=1}^N v_i v_j \langle F_i, F_j \rangle \geq d^{-1} \left( \sum_{i=1}^N v_i \text{Tr}[E_i] \right)^2 - \sum_{i=1}^N v_i^2,$$

To conclude, we use $1 = \text{Tr}[E_i^2] \leq \text{Tr}[E_i]$ with equality iff each $E_i$ is a rank-one projector. \qed

Remark 5.4. Given any positive weights $\{v_1, \ldots, v_N\}$, a general weight coefficient can be defined as

$$[v] := \frac{\left( \sum_{i=1}^N v_i \right)^2}{\sum_{i=1}^N v_i^2}.$$  

In general, $[v]$ lies in the interval $[1, N]$. Note however that the inequality (30) is non trivial only when $[v] > d$.

Proposition 5.5. Let $\mathcal{E} = \{E_i\}_{i=1}^N$ a family of positive semidefinite operators on $\mathcal{H} \cong \mathbb{C}^d$, so that $\text{Tr}[E_i^2] = 1$, for all $1 \leq i \leq N$. Then, for any $1 < p < \infty$ and any positive weights $v_1, \ldots, v_N > 0$ such that $[v] \geq d$, we have

$$\sum_{1 \leq i < j \leq N} v_i v_j \langle E_i, E_j \rangle^p \geq \left[ \frac{d^{-1} \left( \sum_{i=1}^N v_i \right)^2 - \sum_{i=1}^N v_i^2}{\sum_{i=1}^N v_i^2} \right]^{p-1},$$

(32)
with equality iff the $E_i$ are equiangular rank-one projections and $\sum_{i=1}^{N} v_i E_i = (d^{-1} \sum_{i=1}^{N} v_i) I_d$.

**Proof.** From Hölder’s inequality it follows that

$$
\sum_{i \neq j} v_i \langle E_i, E_j \rangle = \sum_{i \neq j} v_i^{\frac{1}{p}} v_j^{\frac{1}{q}}(E_i, E_j) \cdot \frac{1}{p} v_i^{\frac{1}{p}} v_j^{\frac{1}{q}}
$$

$$
\leq \left[ \sum_{i \neq j} v_i^{\frac{1}{p}} v_j^{\frac{1}{q}} \right]^{\frac{1}{p}} \cdot \left[ \sum_{i \neq j} v_i^{\frac{1}{p}} v_j^{\frac{1}{q}} \right]^{\frac{1}{q}},
$$

where $p$ and $q$ are conjugate exponents $p^{-1} + q^{-1} = 1$. Therefore, using proposition 5.3, we have

$$
\sum_{i \neq j} v_i \langle E_i, E_j \rangle^p \geq \left[ \sum_{i \neq j} v_i^{\frac{1}{p}} v_j^{\frac{1}{q}} \right]^{p} \cdot \left[ \sum_{i \neq j} v_i^{\frac{1}{p}} v_j^{\frac{1}{q}} \right]^{q}.
$$

Hölder’s inequality is saturated iff $v_i \langle E_i, E_j \rangle^p = \lambda v_j$ for all $i \neq j$, i.e. iff the family $E$ is equiangular.

**Remark 5.6.** With the choice $v_1 = \cdots v_N = 1$ and $p = 2$, proposition 5.5 gives the result from [20, proposition 2.7 (SIC–POVMs)]:

$$
\sum_{j < k} \langle E_j, E_k \rangle^2 \geq \frac{N(N - d)^2}{d(N - 1)} d^2.
$$

Either from proposition 5.3 or from proposition 5.5, one obtains the following weight generalization of the simplex bound.

**Corollary 5.7.** Let $\mathcal{E} = \{ E_i \}_{i=1}^{N}$ a family of positive semidefinite operators on $\mathcal{H} \simeq \mathbb{C}^d$, so that $\text{Tr}[E_i^2] = 1$, for all $1 \leq i \leq N$. Then, for any $1 < p < \infty$ and any positive weights $v_1, \ldots, v_N > 0$ such that $[v] \geq d$, we have

$$
\max_{1 \leq i < j \leq N} \langle E_i, E_j \rangle \geq \frac{N - d}{d(N - 1)} \geq \frac{d^{-1} (\sum_i v_i)^2 - \sum_i v_i^2}{\sum_{i \neq j} v_i v_j},
$$

(33)

with equality iff the $E_i$ are equiangular rank-one projections and $\sum_{i=1}^{N} v_i E_i = (d^{-1} \sum_{i=1}^{N} v_i) I_d$.

**Proof.** Note that the left hand side of (33) does not depend on the weights $v$, so we just need to show that the right hand side is maximal when all the weights are equal. Using the homogeneity of the expression, we can assume $\sum v_i = 1$, i.e. $v$ is a probability vector. Replacing two components $v_i > v_j$ of $v$ with $v_i - \varepsilon$ and respectively $v_j + \varepsilon$, for $\varepsilon > 0$ small enough, we see that the bound increases, so the maximum must be achieved by ‘flat’ weights $v$ (see [3, theorem II.1.10] for the related concept of majorization).
6. Conclusions

The topic of decomposing positive operators as sum of positive operators is a subject of interest both from purely mathematical point of view as well as for its various applications, for example in the theory of SIC–POVMs or, in general, equiangular tight frames. This type of question can be phrased in many different ways, depending on the line of research one is following.

In the present paper we have presented results about the decomposition of an arbitrary operator as a symmetric sum of positive operators. We have studied this problem in the most general framework for decompositions of positive operators, without any restrictions on the structure of the Hilbert space, the operator that admits the decomposition or the elements of the decomposition. Our main result consists in giving the conditions for the existence of a symmetric decomposition for any operator as well as an algorithmic method to construct it, see proposition 3.8. We have also focused on questions about the possible values of the symmetry parameters appearing in such decompositions, see proposition 3.15 for the case of positive semidefinite elements. Our approach to study the problem for the general setting is novel and turns out to be useful also for the classical set-up: for example, in the POVM case, we have shown in proposition 3.17 that extremal decompositions for qubits exist only when the operator that is decomposed is a multiple of the identity. Dual decompositions are considered in section 4, while in section 5 we generalize some existing Welch-type bounds for more general decompositions: either the operators are arbitrary (proposition 5.1), or scalar weights are allowed in the decompositions (propositions 5.3 and 5.5).

Acknowledgments

The authors would like to thank reviewers and editors for their comments that contributed to the improvement of the paper. The work of M A J and P G was supported by a grant of the Romanian National Authority for Scientific Research, CNCS-UEFISCDI, project number PN-II-ID-JRP-RO-FR-2011-2-0007. I.N.’s research has been supported by a von Humboldt fellowship and by the ANR projects RMTQIT ANR-12-IS01-0001-01 and StoQ ANR-14-CE25-0003-01.

References

[1] Appleby D 2007 Symmetric complete measurements of arbitrary rank Opt. Spectrosc. 103 416–28
[2] Bachoc C and Ehler M 2013 Tight p–fusion frames Appl. Comput. Harmon. Anal. 35 1–15
[3] Bhatia R 1997 Matrix Analysis (Graduate Texts in Mathematics vol 169) (New York: Springer) doi: 10.1007/978-1-4612-0653-8
[4] Cahill J, Casazza P G, Ehler M and Li S 2015 Tight and random nonorthogonal fusion frames Trends in Harmonic Analysis and its Applications (Contemporary Mathematics vol 650) (Providence, RI: American Mathematical Society)
[5] Casazza P G and Kutsyniok G 2013 Finite Frames. Theory and Applications (Boston: Birkhuser) (doi: 10.1007/978-0-8176-8373-3).
[6] Christensen O 2003 An Introduction to Frames and Riesz Bases (Switzerland: Birkhäuser) doi: 10.1007/978-0-8176-8224-8
[7] Conway J H, Hardin R H and Sloane N J 1996 Packing lines, planes, etc: packings in Grassmannian spaces Exp. Math. 5 139–59
[8] Fickus M and Mixon D G 2015 Tables of the existence of equiangular tight frames (arXiv:1504.00253v2)
[9] Gour G and Kaliev A 2014 Construction of all general symmetric informationally complete measurements J. Phys. A: Math. Theor. 47 335302

[10] Gupta V P, Mandyam P and Sunder V S 2015 The Function Analysis of Quantum Information Theory (A Collection of Notes Based on Lectures) ed G Pisier et al (Berlin: Springer) (doi: 10.1007/978-3-319-16718-3)

[11] Han D, Kornelson K, Larson D and Weber E 2007 Frames for Undergraduates (Student Mathematical Library vol 40) (Providence, RI: American Mathematical Society)

[12] Han D, Li P, Meng B and Tang W 2011 Operator valued frames and structured quantum channels Sci. China Math. 54 2361–72

[13] Heinosaari T and Ziman M 2012 The Mathematical Language of Quantum Theory (Cambridge: Cambridge University Press)

[14] Horn R and Johnson C 2013 Matrix Analysis 2nd edn (Cambridge: Cambridge University Press)

[15] Kutyniok G, Pezeshki A, Calderbank R and Liu T 2009 Robust dimension reduction, fusion frames, and Grassmannian packings Appl. Comput. Harmon. Anal. 26 64–76

[16] Leng J, Guo Q and Huang T 2013 The duals of fusion frames for experimental data transmission coding of high energy physics Adv. High Energy Phys. 2013 837129

[17] Niculescu C 1999 Conversees of the Cauchy-Schwarz inequality in the C*-framework Anal. Univ. Craiova, Mat.—Inf. 25 22–8

[18] Scott A and Grassl M 2010 SIC-POVMs: a new computer study. J. Math. Phys. 51 042203

[19] Welch L R 1974 Lower bounds on the maximum cross correlation of signals IEEE Trans. Inf. Theory 20 397–9

[20] Wolf M 2012 Quantum channels and operations: guided tour lecture notes available online (https://www-m5.ma.tum.de/foswiki/pub/M5/Allgemeines/MichaelWolf/QChannelLecture.pdf)