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Abstract

The detection of voiced speech, the estimation of the fundamental frequency and the tracking of pitch values over time are crucial subtasks for a variety of speech processing techniques. Many different algorithms have been developed for each of the three subtasks. We present a new algorithm that integrates the three subtasks into a single procedure. The algorithm can be applied to pre-recorded speech utterances in the presence of considerable amounts of background noise. We combine a collection of standard methods, such as the zero-crossing rate for example, to formulate an unsupervised voicing classifier. The estimation of pitch values is accomplished with a hybrid autocorrelation-based technique. We propose a forward-backward Kalman filter to smooth the estimated pitch contour. In experiments we are able to show that the proposed method compares favorably with current, state-of-the-art pitch detection algorithms.

1 Introduction

Human speech can roughly be divided into voiced and unvoiced sounds. Unvoiced sounds are produced via a non-periodic/turbulent airflow along the vocal tract and the lips/teeth. Voiced speech sounds are produced by the vibration of the vocal cords, where the airflow is interrupted periodically. The inverse of the duration between two interruption epochs is called the fundamental frequency or \( F_0 \).

An accurate tracking of \( F_0 \) over time is still considered a major technical challenge. In general, speech is not perfectly periodic and the correct detection of voiced speech sounds as well as the accurate estimation of the pitch value is difficult, particularly when speech is recorded in a noisy environment.

When we estimate the pitch we usually do not only have a single voiced speech frame to work with but an entire spoken utterance. The task, then, is to track the pitch value throughout all voiced segments of the utterance. This can be divided into three subtasks: (a) detection of voiced sounds, (b) pitch estimation and (c) pitch tracking.

(a) Different methods have been developed to distinguish between voiced and unvoiced or silent speech segments \([2,3]\). The decision can be made before the pitch estimation algorithm is applied or it can be coupled with the result of the pitch estimation \([4,5]\).

(b) Various parametric as well as non-parametric pitch estimation methods have been studied, using properties of both time and frequency domain characteristics \([3]\). The algorithms differ in terms of their signal model and the application of statistical tools to detect repeating patterns within a signal. The autocorrelation function is a widespread tool to detect pitch within a signal in the time domain. Autocorrelation functions are applied in Praat \([7]\) and Yin \([8]\). In the frequency domain, the cepstrum method \([5]\) and the harmonic periodic spectrum \([10]\) can be used to estimate maximum pitch values. Hybrid methods such as Pefac \([11]\) and BaNa \([12]\) use properties in both domains. In \([13]\) multi-pitch estimation algorithms embedded in a statistical framework are developed based on a harmonic constraint. It is assumed that the signal is composed of complex sinusoids. In \([14]\) a maximum likelihood (ML) pitch estimator is developed using a real-valued sinusoid-based signal model. Halcyon \([15]\) presents an algorithm for instantaneous pitch estimation that decomposes the signal into narrow-band components and calculates fine pitch values based on the estimated instantaneous parameters.

(c) There exist several methods to find the correct pitch track for a speech sentence. BaNa uses the Viterbi algorithm to find the best path of the given pitch candidates for each frame with respect to a cost function. In \([14]\) two approaches based on hidden Markov models and Kalman filters are proposed to track the ML pitch estimate. A neural network-based pitch tracking method is presented in \([16]\), where Pefac is used to generate feature vectors and again the Viterbi algorithm is applied to detect the optimal pitch sequence.

Even neglecting voiced speech classification and/or the training phase, some of the existing algorithms need long computation times. The goal of this paper is to combine the three subtasks from above to formulate a computationally efficient voiced speech classifier and pitch tracking algorithm. The algorithm works reliably on speech utterances that have been pre-recorded in a noisy environment. A very important aspect is that no training phase is needed. To that end, we have devised a method that autonomously detects voiced frames without a training phase. The problem is solved by combining different approaches from \([2,3]\) to create a feature vector for unsupervised k-means clustering and subsequent linear discriminant analysis.

Using the resulting voiced speech segments, we can estimate the corresponding pitch values. Here, we use a hybrid method based on the spectro-temporal autocorrelation function (SpTe-ACF) as proposed in \([3]\). All estimated pitch values are then input to the proposed forward-backward Kalman filter (FB-KF) to obtain a smoothed pitch track for the entire speech utterance.

2 Classification of Voiced Speech

Voiced and unvoiced speech segments have different characteristics regarding their periodicity, frequency content, spectral tilt, etc. which can be used for their distinction.

2.1 Feature Extraction

Let \( x_k(n) \) with \( 0 \leq n \leq N - 1 \) be the \( k \)-th frame of length \( N \). We combine several voiced speech classification meth-
ods to construct a feature vector \( v(k) = [v_1(k), \ldots, v_D(k)]^T \), where each entry is the normalized result of one classification method. Since some methods do not work if there is neither noise nor speech present in a frame, only speech frames with enough power are considered. To detect silent frames, we compute \( P_s(k) = \frac{\sum_{n=0}^{N-1} x_n^2(n)}{\sum_{n=0}^{N-1} x_n^4(n)} \). For \( P_s(k) < \delta_p \), our entire feature vector is set to \( v(k) = [-1, \ldots, -1]^T \). All computed classification methods are normalized in such a way that they are restricted within the interval \([-1, 1]\), where a value close to one is assigned as a voiced frame [3].

In the following, we combine five different methods, namely the periodic similarity measure, zero-crossing rate, a way that they are restricted within the interval \([0, 1]\), where neither noise nor speech present in a frame, only speech frames with enough power are considered. To detect silent frames, we compute \( P_s(k) = \frac{\sum_{n=0}^{N-1} x_n^2(n)}{\sum_{n=0}^{N-1} x_n^4(n)} \). For \( P_s(k) < \delta_p \), our entire feature vector is set to \( v(k) = [-1, \ldots, -1]^T \). All computed classification methods are normalized in such a way that they are restricted within the interval \([-1, 1]\), where a value close to one is assigned as a voiced frame [3].

In the following, we combine five different methods, namely the periodic similarity measure, zero-crossing rate, a way that they are restricted within the interval \([0, 1]\), where neither noise nor speech present in a frame, only speech frames with enough power are considered. To detect silent frames, we compute \( P_s(k) = \frac{\sum_{n=0}^{N-1} x_n^2(n)}{\sum_{n=0}^{N-1} x_n^4(n)} \). For \( P_s(k) < \delta_p \), our entire feature vector is set to \( v(k) = [-1, \ldots, -1]^T \). All computed classification methods are normalized in such a way that they are restricted within the interval \([-1, 1]\), where a value close to one is assigned as a voiced frame [3].

In the following, we combine five different methods, namely the periodic similarity measure, zero-crossing rate, a way that they are restricted within the interval \([0, 1]\), where neither noise nor speech present in a frame, only speech frames with enough power are considered. To detect silent frames, we compute \( P_s(k) = \frac{\sum_{n=0}^{N-1} x_n^2(n)}{\sum_{n=0}^{N-1} x_n^4(n)} \). For \( P_s(k) < \delta_p \), our entire feature vector is set to \( v(k) = [-1, \ldots, -1]^T \). All computed classification methods are normalized in such a way that they are restricted within the interval \([-1, 1]\), where a value close to one is assigned as a voiced frame [3].

### 2.2 Unsupervised Decision Making

The next task is to find a linear weighting vector \( w^T v(k) = \sum_{i=1}^{D} w_i v_i(k) \) such that we can assign \( v(k) \) to one class \( C_i \) with \( i = \{0, 1\} \), where \( C_0 \) denotes the set of unvoiced frames and \( C_1 \) is the set of voiced frames. The class labels for all feature vectors can be computed using k-means clustering. The algorithm is initialized with means \( \mu_0 = [-1, \ldots, -1]^T \) and \( \mu_1 = [1, \ldots, 1]^T \) so that the class allocation is unique. Having the class labels, we can apply a linear discriminant analysis to obtain the optimal weighting vector. For two classes it is simplified to [17]

\[
\begin{align*}
    w &\propto S_w^{-1} [m_0 - m_1], \\
    w^T v(k)_{\text{voiced}} &\geq 0, \\
    w^T v(k)_{\text{unvoiced}} &< 0. 
\end{align*}
\]

Since class allocation is unique, the decision boundaries can be learned ad-hoc for each sentence separately, which provides two advantages: First, no training phase is needed. Second, the instantaneous adjustment of the classifier considers the current speaker as well as the noise type.

Fig. 1(a) presents an example for the voiced-speech classification and the corresponding original noise-free signal waveform. Fig. 1(b) shows the decision for the same signal waveform with additive car noise. Applying Eq. 1, we can observe two different types of errors:

In some frames the speech is masked by the additive noise so that the speech frame is wrongly marked as unvoiced. The second error type occurs if the noise also includes periodic elements. As a result, the speech frame may be misclassified as voiced. We can recover some of the second type of error by post-processing, which will be explained below. The final voiced speech decision including post-processing is illustrated in Fig. 1(c).

### 3 Pitch Tracking

The SpTe-ACF combines the normalized time- and frequency-domain autocorrelations to obtain an estimate for the current pitch value given a voiced speech frame. Subsequent to the SpTe-ACF, we apply the FB-KF to fit the entire pitch track.

#### 3.1 Spectro-Temporal Autocorrelation

In post-processing, we first change the decision for those single unvoiced frames that lie between two voiced frames. Then, as described in [3], we compute the time-domain autocorrelation \( R_s(k,l) \) and the frequency-domain autocorrelation \( R_s(k,l) \) for \( N_{\text{low}} \leq l \leq N_{\text{high}} \). The lower and upper limits for the pitch search are chosen to be \( N_{\text{low}} = \max \{1, \left\lfloor F_s/F_{\text{max}} \right\rfloor \} \) and \( N_{\text{high}} = \min \left\{ \left\lceil F_s/F_{\text{min}} \right\rceil, N \right\} \), where \( \lfloor \cdot \rfloor \) and \( \lceil \cdot \rceil \) denote downward and upward rounding, respectively, \( F_s \) is the sampling frequency and \( F_{\text{min}}, F_{\text{max}} \) define the minimum and maximum values of \( F_0 \). Now, both methods are combined as follows

\[
R_{st}(k,l) = \alpha_R R_s(k,l) + (1 - \alpha_R) R_s(k,l),
\]

to obtain the SpTe-ACF. The weighting factor in Eq. 3 is chosen as \( \alpha_R = 0.5 \). The observation for the Kalman filter is then given by

\[
N(k) = \arg \max \{ R_{st}(k,l) \}.
\]

After applying the pitch estimation algorithm to all voiced frames, we change the voicing decision of all frames where the estimated pitch values lie on the boundary of the search interval, i.e., \( N(k) \notin \{N_{\text{low}}, N_{\text{high}}\} \), to unvoiced. Finally, we change the decision for all single voiced frames that lie between two unvoiced frames to obtain contiguous segments.

#### 3.2 Kalman Filter

The Kalman filter is based on tracking \( N_0(k) = F_s/F_0(k) \). Finding the correct pitch track of a speech signal is equivalent to tracking an unknown time-varying state variable using noisy observations. To describe the transition between consecutive states \( N_0(k) \) and \( N_0(k-1) \) we can assume a simple first-order Markov model [13] to formulate the
state equation \( N_0(k) = N_0(k-1) + \Delta N_0(k-1) \), where \( \Delta N_0(k) \sim N(0, \sigma^2_\Delta) \) is the system noise. The observation equation can be defined as \( N(k) = N_0(k) + \Delta N(k) \), where \( \Delta N(k) \sim N(0, \sigma^2_k) \) is the observation noise. The prediction step of our scalar Kalman filter is given by \[19\]

\[
\hat{N}_0(k|k-1) = \tilde{N}_0(k-1|k-1),
\]

\[
\hat{P}_0(k|k-1) = \hat{P}_0(k-1|k-1) + \sigma^2_{\Delta_0},
\]

and the correction step can be written as

\[
g(k) = \frac{\hat{P}_0(k|k-1)}{\hat{P}_0(k|k-1) + \sigma^2_k},
\]

\[
\hat{N}_0(k) = \hat{N}_0(k|k-1) + g(k) \left[ N(k) - \hat{N}_0(k|k-1) \right],
\]

\[
\hat{P}(k) = \left[ 1 - g(k) \right] \hat{P}_0(k|k-1).
\]

In this context, the variance of the system noise is fixed and chosen a-priori. We need to estimate, however, the frame-dependent uncertainty of our observation \( \sigma^2_k(k) \) in each iteration step. Similarly to \[14\] the instantaneous variance is obtained by the ML estimate based on the last \( L \) values of Eq. \(4\),

\[
\hat{\sigma}^2_{\Delta}(k) = \frac{1}{L} \sum_{i=k-L+1}^{k} \left[ N(i) - \hat{\mu}_N(i) \right]^2,
\]

where \( \hat{\mu}_N(k) \) denotes the estimated mean value of our observation, which can be computed recursively by

\[
\hat{\mu}_N(k) = \alpha N(k) + (1 - \alpha) \hat{\mu}_N(k-1).
\]

The Kalman filter is applied twice, forward and backward, to obtain the respective estimated pitch values \( \hat{N}_{0,f}(k|k) \) and \( \hat{N}_{0,b}(k|k) \).

### 3.3 Forward-Backward Pitch Tracking

The fusion of \( \hat{N}_{0,f}(k|k) \) and \( \hat{N}_{0,b}(k|k) \) follows by estimating the maximum of the log-likelihood, which is defined as

\[
\log L(N_0(k)) = \log \left\{ p(\hat{N}_{0,f}(k|k), \hat{N}_{0,b}(k|k)|N_0(k)) \right\}.
\]

(7)

For the joint distribution we assume that \( \hat{N}_{0,f} \) and \( \hat{N}_{0,b} \) are conditionally independent given the true state \( N_0 \),

\[
p(\hat{N}_{0,f}(k|k), \hat{N}_{0,b}(k|k)|N_0(k)) = p(\hat{N}_{0,f}(k|k)|N_0(k)) \cdot p(\hat{N}_{0,b}(k|k)|N_0(k)).
\]

(8)

If we further assume that \( \hat{N}_{0,f} \) and \( \hat{N}_{0,b} \) in Eq. \(8\) are Gaussian distributed,

\[
p(\hat{N}_{0,f}(k|k)|N_0(k)) \sim N(N_0(k), \sigma^2_{\Delta,f}(k)),
\]

\[
p(\hat{N}_{0,b}(k|k)|N_0(k)) \sim N(N_0(k), \sigma^2_{\Delta,b}(k)),
\]

then the ML estimate of Eq. \(7\) is given by

\[
\hat{N}_0(k) = \arg \max_{N_0(k)} \left\{ \log L(N_0(k)) \right\}
\]

\[
= \frac{\hat{\sigma}^2_{\Delta,b}(k) \hat{N}_{0,b}(k|k) + \hat{\sigma}^2_{\Delta,f}(k) \hat{N}_{0,f}(k|k)}{\hat{\sigma}^2_{\Delta,f}(k) + \hat{\sigma}^2_{\Delta,b}(k)}.
\]

(9)

Finally, the relation of the estimated fundamental frequency and Eq. \(9\) is given by

\[
\hat{F}_0(k) = \frac{F_0}{\hat{N}_0(k)}
\]

(10)

Plots (b)-(d) of Fig. 3 illustrate the advantage of the FB-KF for the speech waveform in Fig. 3(a). Starting with Fig. 3(b), we see the curves of \( \hat{N}_{0,f}(k|k) \pm 10 \hat{\sigma}_{\Delta,f}(k) \) and the groundtruth (GT), which is computed as described in Section 4. We observe that at the beginning or after speech pauses, the uncertainty of the observation increases. The increase follows from the change of \( F_0 \) after speech pauses. Similarly, we observe the same results in the backward variance in Fig. 3(c). Applying Eq. \(9\) and \(10\) leads to greater reliability at the beginning and end of speech segments which can be seen in Fig. 3(d). See, for example, the behavior around 0.7 s.

In addition, Fig. 3 shows the pitch tracking results, before and after applying the FB-KF to SpTe-ACF in a noisy environment. The clear speech waveform of Fig. 3(a) is superimposed with factory noise at 0 dB. As a result, some pitch estimates of the SpTe-ACF differ from the plotted clean spectrum in the background. The FB-KF is able to correct the measurement errors here, as well.

### 4 Simulation Results

In \[6, 12, 15\] recorded speech signals from the Keele, LDC, CSTR and PTDB-TUG databases are used to compare different state-of-the-art unsupervised pitch estimation algorithms. Here, we test the FB-KF based SpTe-ACF with the TIMIT database to find optimal parameters in terms of Gross Pitch Error (GPE) and (Mean Fine Pitch Error) MEPE. First we count all frames, where the relative distance between the estimated pitch value and the refer-
defined as $GPE = \frac{1}{K} \sum_{k=1}^{K} \text{error}(k)$. In the following, we only estimate the pitch values for the frames classified as voiced and calculate the corresponding GPE. For all voiced frames without GPE, the MFPE is defined as

$$\text{MFPE} = \frac{1}{N_e} \sum_{k=1}^{N_e} \left| \frac{F_0(k) - \hat{F}_0(k)}{F_0(k)} \right|,$$

where $N_e$ denotes the number of frames without GPE. We use Praat to determine the groundtruth $F_0(k)$. The searching interval is defined as $F_{\text{min}} = 60$ Hz and $F_{\text{max}} = 460$ Hz and the power threshold is determined as $\delta_{P_e} = 0.3 \cdot E \{ P_e(k) \}$. The goal is to find a set of parameters $\{L, \alpha, \sigma_2^2\}$ which solves the trade-off between minimizing the GPE and minimizing the MFPE. The test signals show good results for both metrics if we choose $L = 8$, $\alpha = 0.95$, $\sigma_2^2 = 0.06$. If we vary the set of parameters, i.e. $L = 6$, $\alpha = 0.9$, $\sigma_2^2 = 0.01$, GPE rate decreases, but this setting also results in an increase of MFPE rate.

We use the ARCTIC database for evaluation, where the signals are sampled at $F_s = 16$ kHz. We compare the proposed method with Yin, Pefac, BaNa and Halcyon which are applied with their default parameters. First we need to calculate the GT as a reference for the GPE. A speech frame is marked to be voiced, when the ratio of the distance between the maximum and minimum pitch estimates with respect to the minimum value of all algorithms is smaller than 10%. The GT value is then computed as the average pitch value is higher than 10%.

$$\text{error}(k) = \begin{cases} 1 & \text{if } \left| \frac{F_0(k) - \hat{F}_0(k)}{F_0(k)} \right| > 0.1 \\ 0 & \text{otherwise.} \end{cases}$$

Then, the GPE ratio is defined as $GPE = \frac{1}{K} \sum_{k=1}^{K} \text{error}(k)$. We use Praat to determine the groundtruth $F_0(k)$. The searching interval is defined as $F_{\text{min}} = 60$ Hz and $F_{\text{max}} = 460$ Hz and the power threshold is determined as $\delta_{P_e} = 0.3 \cdot E \{ P_e(k) \}$. The goal is to find a set of parameters $\{L, \alpha, \sigma_2^2\}$ which solves the trade-off between minimizing the GPE and minimizing the MFPE. The test signals show good results for both metrics if we choose $L = 8$, $\alpha = 0.95$, $\sigma_2^2 = 0.06$. If we vary the set of parameters, i.e. $L = 6$, $\alpha = 0.9$, $\sigma_2^2 = 0.01$, GPE rate decreases, but this setting also results in an increase of MFPE rate.

We use the ARCTIC database for evaluation, where the signals are sampled at $F_s = 16$ kHz. We compare the proposed method with Yin, Pefac, BaNa and Halcyon which are applied with their default parameters. First we need to calculate the GT as a reference for the GPE. A speech frame is marked to be voiced, when the ratio of the distance between the maximum and minimum pitch estimates with respect to the minimum value of all algorithms is smaller than 10%. The GT value is then computed as the average pitch value is higher than 10%.

$$\text{error}(k) = \begin{cases} 1 & \text{if } \left| \frac{F_0(k) - \hat{F}_0(k)}{F_0(k)} \right| > 0.1 \\ 0 & \text{otherwise.} \end{cases}$$

Then, the GPE ratio is defined as $GPE = \frac{1}{K} \sum_{k=1}^{K} \text{error}(k)$. We use Praat to determine the groundtruth $F_0(k)$. The searching interval is defined as $F_{\text{min}} = 60$ Hz and $F_{\text{max}} = 460$ Hz and the power threshold is determined as $\delta_{P_e} = 0.3 \cdot E \{ P_e(k) \}$. The goal is to find a set of parameters $\{L, \alpha, \sigma_2^2\}$ which solves the trade-off between minimizing the GPE and minimizing the MFPE. The test signals show good results for both metrics if we choose $L = 8$, $\alpha = 0.95$, $\sigma_2^2 = 0.06$. If we vary the set of parameters, i.e. $L = 6$, $\alpha = 0.9$, $\sigma_2^2 = 0.01$, GPE rate decreases, but this setting also results in an increase of MFPE rate.

5 Conclusions

We have presented a forward-backward Kalman filtering technique for pitch tracking in noisy environments. The procedure includes a sentence-based method for unsupervised voiced-unvoiced classification. The combination of the results of the forward and backward KF can capture and correct outliers in the pitch estimate. The success of the algorithm is highly dependent on a good performance of the voiced-unvoiced classification stage. If the observation input for the Kalman filter contains too many outliers then the Kalman filter is drifting. Simulation results based on the ARCTIC database, however, show that the SpTe-ACF based FB-KF achieves a good pitch estimation accuracy in noisy environments for SNR values down to 0 dB. In addition, the computational effort for pitch estimation and tracking is significantly lower than that for BaNa and Halcyon. Table 1 provides a very coarse comparison of computational complexity for some of the considered algorithms based on MATLAB execution times.
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