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Dynamical phase transition (DPT) characterizes the abrupt change of dynamical properties in nonequilibrium quantum many-body systems. It has been demonstrated that extra quantum fluctuating modes besides the conventional order parameter field can drastically change the properties of equilibrium phase transitions. However, the counterpart phenomena in DPTs have rarely been explored. Here, we study the DPT in the Dirac system after a sudden quench, and find that the fermion fluctuations can round a putative first-order DPT into a dynamical critical point, which is referred to as a fermion-induced dynamical critical point (FIDCP). It is also a nonthermal critical point, in which the universal short-time scaling behavior emerges despite the system goes through a first-order transition after thermalization. In the novel scenario of FIDCP, the quantum Yukawa coupling \(g_q\) is indispensable for inducing the FIDCP albeit irrelevant in the infrared scale. We call these variables indispensable irrelevant scaling variables. Moreover, a dynamical tricritical point which separates the first-order DPT and the FIDCP is discovered by tuning this indispensable irrelevant scaling variable. We further mention possible experimental realizations.

Introduction.—Fathoming nonequilibrium dynamics of isolated quantum systems is one of the most important and challenging issues in modern statistical mechanics and condensed matter physics \cite{1-3}. On the one hand, these studies provide fundamental insights into how equilibrium thermodynamics emerges from a unitary time evolution \cite{4-8}. For example, the eigenstate thermalization hypothesis attempts to build the gorgeous edifice of the statistical ensemble theory upon the cornerstone of the eigenstate properties of quantum many-body systems \cite{4-6}. On the other hand, emergences of vibrant far-from-equilibrium phenomena in experiments are calling for new theoretical frameworks \cite{9-18}. Among them the theory of dynamical phase transition (DPT) has attracted considerable attentions. By analogy with the equilibrium phase transition, the DPT describes the abrupt change in dynamical properties in nonequilibrium systems \cite{19-33}. It has been shown that the appearance of the DPT can lead to the universal short-time scaling behavior \cite{34-38} similar to the critical initial slip in classical \cite{39,40} and quantum dissipative systems \cite{41-43}.

In equilibrium phase transitions, the importance of fluctuations cannot be overemphasized. Long wavelength fluctuations are at the origin of scaling behaviors near second-order phase transitions, resulting in the concept of the universality class—one of organizational principles in condensed matter physics \cite{44}. More strikingly, fluctuations can change the nature of the phase transition profoundly. Coleman and Weinberg proposed a fluctuation-induced first-order phase transition by coupling the order parameter to a fluctuating gauge field \cite{45}. This found important applications in the context of phase transitions in the early universe and superconductors. On the other hand, the theory of deconfined quantum critical point \cite{46-60} takes the opposite track by showing that extra fluctuations from emergent degrees of freedom can soften the putative first-order phase transition \cite{61} to be a continuous one. Another example is the fermion-induced quantum critical point (FIQCP) \cite{62}, in which the extra fluctuations come from massless Dirac fermions. It has been shown that both the Landau-de Gennes and the Landau-Devinshire first-order phase transitions can be rounded into continuous ones by fermion fluctuations \cite{63-69}. Given these novel examples in equilibrium physics, equally important questions in the context of nonequilibrium physics arise: To what extent is the DPT affected by extra fluctuations? Is the notion of continuous/discontinuous transition in the DPT the same as in the equilibrium phase transition?

According to Landau’s paradigm \cite{61}, the Landau-Devinshire model with negative quartic interactions leads to a discontinuous transition \cite{70}, and putatively its quench dynamics also features a first-order DPT without any finite fixed point. Although fermion fluctuations play no role at finite temperature in the equilibrium transitions \cite{71,72}, surprisingly, this is not true at nonequilibrium. In this paper, we report a fermion-induced dynamical critical point (FIDCP) in the Dirac systems after a sudden quench, where we find that the putative first-order DPT can be driven into a continuous one by fermion fluctuations, i.e., the equilibrium Landau’s paradigm is not longer valid at nonequilibrium. This FIDCP corresponds to a dynamical chiral Ising fixed point \cite{38}, which is a nonthermal fixed point and controls the nonequilibrium scaling behavior near the FIDCP. Moreover, we find that although the quantum Yuakwa coupling \(g_q\) is irrelevant near the dynamical chiral Ising fixed point, it plays an indispensable role in bringing out the FIQCP, in contrast to the conventional irrelevant scaling variable which is negligible in equilibrium.
phase transitions. We refer to this kind of scaling variable as the “indispensable irrelevant scaling variable”. Like the dangerously irrelevant parameters in the deconfined quantum critical point and the FIQCP [56, 66, 67], this indispensable irrelevant scaling variable is vital in determining the universal nonequilibrium behavior, and makes the notion of continuous/discontinuous transitions in nonequilibrium physics distinct from the thermal ones. Associated with the indispensable irrelevant scaling variable, a dynamical tricritical point (DTCP), which is the fermion-induced dynamical critical point. The system is initially prepared in the deep Dirac semimetal phase, where the Dirac fermion is gapped by a chiral mass determined by the non-zero order parameter. These two phases are separated by a quantum critical point. We also point out sharp physical consequences which should be within the experimental reach. These two phases are separated by a quantum critical point. We consider the quench into a dynamical critical point, which is referred to as a fermion-induced dynamical critical point.

Model and quench protocol.—We consider the quench dynamics in Dirac systems with N flavors of two-component Dirac fermions, as sketched in Fig. 1. The system is initially prepared in the semimetal phase with a boson mass Ω > 0, then at t = 0 the boson mass is suddenly changed to be r and the system evolves according to the postquench Hamiltonian. The nonequilibrium dynamics is described by the generating function $Z = \text{Tr}[e^{iS_K}]$ [34–37]. The Keldysh action $S_K \equiv iS_t + S_b$ therein consists of two parts, $S_t$ and $S_b$, corresponding, respectively, to the initial state and the postquench dynamics, where [38]

\[
S_t = \frac{1}{2} \int_x \int_0^\infty dt \left[ (\partial_t \phi)^2 + (\nabla \phi)^2 + \Omega^2 \phi^4 \right], \\
S_b = \int_x \int_0^\infty dt \left[ (\phi_t \phi_t - \nabla \phi \nabla \phi - r \phi \phi \phi) \\
- \frac{2u_c}{4!} \phi \phi \phi \phi - \frac{2u_d}{4!} \phi \phi \phi \phi - \Psi^\dagger (i \phi_t + i \sigma \cdot \nabla) \Psi \\
- \frac{g_c}{\sqrt{2}} \phi \phi^\dagger \sigma \cdot \nabla - \frac{g_d}{\sqrt{2}} \phi \phi^\dagger \tau \sigma \cdot \nabla + \ldots \right],
\]

in which the subscripts c and q represent the classical and quantum parts of the action, respectively, in the Keldysh representation, $\phi$ is the Ising boson field, and $\Psi \equiv (\psi_c, \psi_q)^T$ is the Dirac fermion field. The summation over $N$ flavors is assumed. $\int_x \equiv \int d^d x$, where d is the spatial dimension, $\bar{\sigma} \equiv (\sigma_x, \sigma_y)$ is the Dirac matrix in two dimensions and can be generalized accordingly to higher dimensions, and $\tau$ acts on the Keldysh contour. $u$ is the boson quartic coupling, $g \sim 0$ is the Yukawa coupling, and the ellipses represent the higher-order terms.

In the equilibrium limit with $\Omega^2 = r$, for $N = 4$ and $d = 2$ Eq. (1) with a positive $u$ describes the phase transition between the Dirac semimetal to charge density wave phases in graphene systems, while for $d = 3$ it can describe the magnetic phase transition in Weyl/Dirac systems [74]. In addition, it has been demonstrated that when $u \leq 0$ the putative bosonic Landau-Devonshire first-order phase transition [70] can be rounded by fermion fluctuations at zero temperature, giving rise to the type-II FIQCP [69], which shares the same chiral universality class with $u > 0$ [74]. Moreover, it was pointed out the thermal phase transition near the type-II FIQCP should be first order since the long-range fermion fluctuations, which play essential roles to soften the discontinuity in the first-order phase transition, is inhibited by the finite Matsubara-frequency gap proportional to the temperature [69].

We will focus on the deep quench for $\Omega \gg \Lambda$ with $\Lambda^2$ being the UV momentum scale. In this situation, the DPT is tuned by the renormalized boson mass, $r_{\text{eff}}(t) = r + \frac{1}{2} \int d^4 k D_K(t, t) \left[ \frac{-9g - g_d}{2} \int_0^t dt' \int d^4 k \text{Tr}[\tau_\sigma \sigma G(t, t') \tau_\sigma \sigma G(t', t)] \right]$, in which $D_K(t, t') = -i \langle \phi_b(t) \phi_b(t') \rangle$ is the boson Keldysh Green function and $G(t, t') = -i \langle \Psi(t) \Psi(t') \rangle$ is the fermion Green function. For the deep quench, $D_K(t, t') \approx -i \Omega [\cos \omega_k(t - t') - \cos \omega_k(t + t')] / \omega_k^2$ [34–37], $\omega_k^2 \equiv k^2 + r$. Note that the initial condition is contained in $D_K(t, t')$ and the second term in $D_K(t, t')$ breaks the time-translation symmetry explicitly. By comparing $D_K(t, t')$ with the thermal Keldysh function, $D_K^{\text{th}}(t, t') \approx 2T [\cos \omega_k(t - t') - \cos \omega_k(t + t')] / \omega_k^2$, one finds that the $\Omega$ is similar to an effective temperature $T_{\text{eff}} = \Omega / 4$ [34–37]. Although $r_{\text{eff}}(t)$ oscillates with a frequency proportional to $\Lambda$, the universal behavior of the DPT is contained in its time-independent part. The DPT controlled by Eq. (2) happens in a short-time stage before the thermalization time $t_{\text{th}}$ [34–37]. After $t_{\text{th}}$, the secular terms with dissipation effects dominate and the system tends to the thermal sate [75, 76].

RG equations.—To explore the DPT properties, we resort to the RG analyses. By integrating out the mo-
momentum within the range \([\Lambda, \Lambda e^{-l}]\) \((l > 0\) is the running parameter\) for the inner line of the Feynman diagrams (some Feynman diagrams are shown in Fig. 2 for illustration), and rescaling the couplings according to \(k \rightarrow k e^{l}, u_{c} \rightarrow u_{c} e^{l(4-d-2\mu_{y})}, u_{q} \rightarrow u_{q} e^{l(2-d-2\mu_{y})}, g_{c}^{2} \rightarrow g_{c}^{2} e^{l(4-d-\mu_{f}-2\eta_{f})},\) and \(g_{q}^{2} \rightarrow g_{q}^{2} e^{l(2-d-\mu_{f} -2\eta_{f})}\), one obtains the following RG equations [38, 73],

\[
\begin{align*}
\frac{du_{c}}{dl} &= (4 - d - 2\eta_{b})u_{c} - \frac{3}{8} u_{c}^{2} + 6N g_{c}^{3} q_{y}, \\
\frac{du_{q}}{dl} &= (2-d - 2\eta_{b})u_{q} - \frac{3}{8} u_{q}^{2} + 6N g_{c} g_{q}^{3}, \\
\frac{dg_{c}^{2}}{dl} &= (4 - d - \eta_{b} - 2\eta_{f})g_{c}^{2} - \frac{3}{8} g_{c}^{4} - \frac{3}{8} g_{c}^{2} g_{q}^{2}, \\
\frac{dg_{q}^{2}}{dl} &= (2-d - \eta_{b} - 2\eta_{f})g_{q}^{2} - \frac{3}{8} g_{c}^{2} g_{q}^{2} - \frac{3}{8} g_{c} g_{q}^{3},
\end{align*}
\]

in which \(\eta_{b} = Ng_{c}g_{q}/4\) and \(\eta_{f} = g_{c}^{2}/12 + g_{q}g_{q}/12\) are the anomalous dimensions for the boson and fermion fields, respectively. The boson mass \(r\) is relevant as a transition-tuning parameter, so we set \(r\) to zero in Eqs. (3-6) to describe scaling properties. Although in the UV scale, \(u_{c} = u_{q}\) and \(g_{c} = g_{q}\), the classical part and the quantum part of the couplings have different dimensions for the deep quench case, since \(\Omega\) is dimensionless, similar to the status of the temperature in classical phase transitions [34-37]. And we will see that the quantum Yukawa coupling plays a vital role in the FIDCP.

**FIDCP with Yukawa coupling.**—Remarkably, the situation can be changed when the coupling to the Dirac fermion is introduced. We will show that the gapless fluctuations of the Dirac fermion can trigger an emergent dynamical critical point, and as a result the universal dynamics governed by the long-wavelength modes near this FIDCP appears. To see this, one can inspect Eq. (3). The anticommutativity of the fermion fields leads to an additional minus sign in the fermionic loop diagram, as shown in Fig. 2 (b). This makes the last term in Eq. (3) positive. Accordingly, the last term makes an opposite contribution compared to the first two terms. Heuristically, the direction of the RG flow of \(u_{c}\) can be changed for large enough \(g_{c}/q\).

\[
\begin{align*}
\text{(a)} & \quad \text{(b)} \\
\text{(c)} & \quad \text{(d)}
\end{align*}
\]

**FIG. 2.** The Feynman diagrams for the one-loop corrections to \(u_{c}\). The dashed line presents the classical boson field, the wiggly line presents the quantum bosonic field, and the solid line indicates the fermion field.

**First-order DPT without Yukawa coupling.**—When \(g_{c}/q = 0\) and \(u_{c}/q < 0\) at the UV scale, Eqs (3) and (4) show that in the IR scale \(u_{c}\) tends to negative infinity. It is quite different from the case for \(u_{c} > 0\), where a finite IR fixed point is reached [38]. Actually Eq. (3) is similar to the RG flow equation of the quartic boson coupling in the equilibrium \(d\)-dimensional Landau-Devonshire model [70, 73], indicating that the DPT is a first-order DPT [70]. This consistency also exists between the \((d + 1)\)-dimensional dynamical fixed point and the \(d\)-dimensional Wilson-Fisher fixed point for the pure boson model [34-37]. The absence of the finite IR fixed point demonstrates that there is no self-similarity aging dynamics near this first-order DPT.

\[
\begin{align*}
\text{(a)} & \quad \text{(b)} \\
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\]

**FIG. 3.** For \(N = 2\) and \(d = 3\), the RG flows running from \(l = 0\) (UV) to \(l \rightarrow \infty\) (IR) are shown in (a-d). The bare parameters are chosen as \(u_{c}(0) = u_{q}(0) = -3\) and \(g_{c}^{2}(0) = g_{q}^{2}(0) = 0.75\). (a) shows that \(u_{c}\) runs from a negative value to a positive one. (b) shows the \(u_{q}\) also changes its sign and then tends to zero. The arrows in (a) and (b) denote positions of the sign changes for \(u_{c}\) and \(u_{q}\), respectively. \(g_{c}\) tends to a finite fixed point as shown in (c), and \(g_{q}\) tends to zero as shown in (d).

To quantitatively explore the FIDCP, we solve the RG equations (3-6) explicitly by taking \(N = 2\) and \(d = 3\) as an example and show the results in Fig. 3. From Fig. 3 (a) one finds that for a finite UV \(g_{c}/q\), \(u_{c}\) changes its sign from negative to positive at some intermediate scale, and then tends to an IR fixed point. This intermediate scale decreases as \(g_{q}(0)\) increases. The appearance of the finite fixed point demonstrates that the low-frequency sector of the fluctuation is dominated by a critical point, rather than the first-order DPT. Moreover, the massless boson correlation can induce a nontrivial Yukawa fixed point, as shown in Fig. 3 (c), via the one-loop correction to the Yukawa coupling. The nonzero value of the \(g_{c}\) indicates that the fixed point is a nonthermal fixed point, since it should be zero in
the thermal critical point owing to the finite-Matsubara frequency gap. Actually, this fixed point is just the dynamical chiral Ising fixed point reported previously [38]. The most remarkable phenomenon associated with the dynamical chiral Ising fixed point is the universal critical initial slip behavior, in which the boson order parameter $M$ change with time as $M \propto \Lambda_0 \theta^\beta$ with $\theta$ being the critical initial slip exponent [34–38]. Moreover, the fermion field has an anomalous dimension $\eta_f = (4 - d)/12$ [38].

Here we emphasize that the quantum part of the Yukawa coupling $g_q$ is a novel scaling variable. Conventional irrelevant scaling variables are negligible near equilibrium phase transitions. The situation, however, is quite different for $g_q$, though it tends to zero near the dynamical chiral Ising fixed point. If $g_q$ were set to be zero in the UV scale, one finds from Eq. (3) that the fermion fluctuations do not participate in the postquench dynamics, resulting in a first-order DPT, as we discussed above. It is the finite $g_q$, together with $g_c$, at the UV scale that brings fermion fluctuations into the boson potential, reverse the sign of $u/c_q$, and consequently results in the dynamical chiral Ising fixed point, and generates the universal critical initial slip behavior. Thus, $g_q$ is an “indispensable irrelevant scaling variable”.

![Graph](image)

**FIG. 4.** For $N = 2$ and $d = 3$, a fixed point corresponding to a DTCP is determined by tuning $g_q$. Other parameters in the UV scale are chosen as $u_c(0) = u_q(0) = -3$ and $g_c^2(0) = g_q^2(0)$. At the DTCP, $g_{qTR}^2(0) \approx 0.726624313545$. $u_c$ is relevant at the DTCP and its fixed point value is zero. $g_q$ tends to a finite value, indicating this is a nonthermal fixed point. Both $u_c$ and $g_q$ are irrelevant in the IR limit.

**Dynamical tricritical point.**—Appearances of unusual irrelevant scaling variables can reshape critical properties in both the deconfined quantum critical point and the FIQCP [56, 66, 67]. Here we show in Fig. 4 that the indispensable irrelevant scaling variable $g_q$ can manoeuvre a dynamical tricritical point (DTCP), though it is still irrelevant near this DTCP. This DTCP appears at $g_{qTR}(0)$ when other parameters are fixed in UV scale. And only for $g_q(0) > g_{qTR}(0)$, can the FIDCP arise. At the fixed point of this DTCP, $u_{cTR}^* = 0$. Besides $r$ whose scaling is relevant, $r \propto re^{2t}$, Fig. 4 shows that $u_c$ is the other relevant direction near the DTCP. When $g_q(0)$ is close to $g_{qTR}(0)$, $u_c$ lingers over a plateau for a period of scale, then tends to negative infinity or the dynamical chiral fixed point depending on whether $g_q(0) < g_{qTR}(0)$ or $g_q(0) > g_{qTR}(0)$. From Eq. (3) one finds that $u_c$ deviates from $u_{cTR}$ by $u_c \propto u_c e^t$. Surprisingly, $g_q$ tends to a finite value at DTCP, indicating that this fixed point is also a nonthermal fixed point. Although the fixed point value of $g_c$ is equal to that at the dynamical chiral Ising fixed point, this is a one-loop result, and the higher-order boson field renormalization can distinguish them. Moreover, the larger the fermion flavor number $N$ is, the smaller $g_q(0)$ is needed to induced the FIDCP [73], since more fermion fluctuations can be taken into account, which can also be found from Eq. (3).

**Discussion.**—The results obtained above provide several sharp experimental signatures. To see this, we compare different cases. (a) When $u > 0$, the universal behaviors not only exist in the short-time stage, but also manifest themselves after thermalization. According to the eigenstate thermalization hypothesis, these scaling behaviors in the thermalization stage is just the classical phase transition governed by the Wilson-Fisher fixed point [71, 72, 77]. (b) When $u < 0$ and $g < g_{qTR}$ is small, the quench dynamics does not show any universal scaling behavior in any stage after the quench, since both the DPT and the thermal phase transition are first order. (c) When $u < 0$ and $g > g_{qTR}$ is large enough to bring out the FIDCP, universal scaling behaviors emerge in the short-time relaxation stage before the equilibration $t < t_{th}$. After the equilibration $t \gg t_{th}$ in the thermal region, the Matsubara frequency of fermion modes opens a gap proportional to the effective temperature $T_{eff} \gg \Lambda^2$. Thus the mechanism of the FIDCP is interdicted, and consequently the long-time thermal region exhibits no universal scaling properties.

Recently, the Dirac systems with tunable interactions are realized in cold atom systems [78, 79]. In addition, manipulation and detection of nonequilibrium dynamics have been realized in various systems [80, 81]. In particular, short-time scaling behaviors were found in recent experiments [82–84]. Accordingly, the FIDCP studied here appears within the experimental reach.

**Summary and outlook.**—In summary, we have studied dynamical phase transitions in Dirac systems and reported a fermion-induced dynamical critical point (FIDCP). We have showed that a first-order DPT for the pure boson model can be rounded by the fermion fluctuations into a dynamical critical point, corresponding to the dynamical chiral Ising fixed point in our case. In the novel scenario of FIDCP as we have discussed, the quantum Yukawa coupling is an indispensable irrelevant scaling variable, which plays a crucial role in inducing the FIDCP though it is irrelevant near the critical point. The existence of indispensable irrelevant scaling
variables makes the notion of continuous/discontinuous transitions in dynamical phase transitions different from that in equilibrium ones. Furthermore, a DTCP associated with the indispensable irrelevant scaling variable, i.e., $q_f$, has been identified. It will be interesting to explore this new tricritical point, which we leave as further work.

Our paper not only gives the first example that the fluctuation can change the order of nonequilibrium dynamical phase transition, but also provides experimental criteria to detect it. Our results can be generalized in to the Dirac/Weyl systems with more boson field components in $d = 3$ and the Ising and XY cases in $d = 2$. Moreover, our results should also be applicable in itinerant electronic systems with finite Fermi surfaces. In the equilibrium case, the tendency to turn the first-order electronic systems with finite Fermi surfaces. In
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SUPPLEMENTAL MATERIAL

A. The Green functions

To obtain the RG equations, the Gaussian Green’s functions for both fermion and boson fields are needed. For a general initial boson mass $\Omega$, the Green functions for the boson fields reads [1–5]

$$D_R(t-t')=-\Theta(t-t')\frac{\sin\omega_k(t-t')}{\omega_k},$$

$$D_K(t,t')=-\frac{i}{\omega_k}[K_+\cos\omega_k(t-t') + K_-\cos\omega_k(t+t')],$$

in which $D_R$ is the retarded Green function, $D_K$ is the Keldysh Green function $\omega_k = \sqrt{k^2 + \epsilon}$ and $K_\pm = \frac{1}{2}[\frac{\omega_k}{\omega_0} \pm \frac{\omega_k}{\omega_0}]$ with $\omega_0k$ being $\omega_0k = \sqrt{k^2 + \Omega}$. In the deep quench limit, in which $\Omega \gg \Lambda^2$, Eq. (S2) can be simplified as

$$D_K(t,t') = -i\frac{\Omega}{\omega_k}[\cos\omega_k(t-t') - \cos\omega_k(t+t')].$$

In addition, the Green functions for the fermion fields are [5]

$$G_R(t-t') = -i\Theta(t-t')[e^{-ik(t-t')}P_+(k) + e^{ik(t-t')}P_-(k)],$$

$$G_K(t,t') = -i[e^{-ik(t-t')}P_+(k) - e^{ik(t-t')}P_-(k)],$$

in which $k = \sqrt{k_0^2 + k^2}$ and $P_\pm = \frac{1}{2}(1 \pm \hat{k} \cdot \sigma)$ with $\hat{k} = (k_x, k_y)/k$. Equations (S4-S5) can be readily generalized to higher dimensions by taking more momentum components into account.

B. FIDCP in $d=2$

In this section, we show the FIDCP in $d=2$. By solving the RG equations (3-6) in the main text, we show that in two dimension the fermion fluctuations can also round the first-order DPT into a dynamical critical point, similar to the case in $d=3$. The results are plotted in Fig. S1. In Fig. S1, $u_{c/q}(0)$ are chosen to be identical to those in Fig. 3 in the main text, but $g_{c/q}(0)$ is smaller than that for $d=3$. This indicates that in two dimension, the effects induced by fluctuations are more apparent.

In addition, the DTCP for $d=2$, which is realized by tuning $g_{q}$, is also found as shown in Fig. S2. For the same other parameters, $g_{qtr}$ is smaller than its counterpart in $d=3$.

C. Tricritical point for different $N_f$

In this section, we study the dependence of the $g_{qtr}(0)$ on $N$. We take the case for $d=3$ as an example. Figure S3 shows the results. From Fig. S3 one finds that the tricritical point $g_{qtr}^4(0)$ decrease as $N$ increases. By power fitting, one finds that $g_{qtr}(0)$ satisfies $g_{qtr}^4(0) \propto 1/N$ approximatively. To see the reason, one can inspect Eq. (3), from which one finds right hand side of Eq. (3) changes its sign when

$$g^4(0) > \frac{3u_0(0)[6u_0(0) - 8(4-d)]}{48N}.$$  

(S6)

Similar phenomena were found in the type-II fermion-induced quantum critical point [6].

D. FIDCP with the higher-order boson coupling

In the main text, we keep the terms which make leading contributions in the UV and IR scales near the transition point. When $u < 0$, at least one positive higher-order boson coupling is needed to stabilize the system. In this section, we show that our main results are not altered by the higher-order boson couplings. Concretely, we assume that the sixth-order boson coupling is positive and higher-order terms are neglected. By casting this term into the closed time
path integral, one obtain an additional term, \( \int_0^\infty dt \int d^d x \left[ -\frac{v(0)}{\pi^2} \delta_0^\phi \partial_x^2 \phi - \frac{\eta}{\pi^2} \delta_0^\phi \partial_x^2 \phi - \frac{\epsilon}{\pi^2} 5\delta_0^\phi \partial_x^2 \phi \right] \) in Eq. (1). Physically, the coupling \( v(0) \) should be far smaller than \( |u(0)| \) and \( |g(0)| \) because it describes three-body collision processes. In the deep quench case, \( v_q \) scales as \( v_q \sim v_q(0)e^{(2-2d-3n_0)} \) and \( v_i \) scales as \( v_i \sim v_i(0)e^{(4-2d-3n_0)} \). Both of them are less relevant than \( u_q \) and play ignorable roles. We then obtain the one-loop RG equations by taking into account the contribution from \( v_c \) as

\[
\frac{du_c}{dl} = (4 - d - 2\eta_b)u_c - \frac{3}{8}u_c^2 + 6Ng_c^3g_q + \frac{1}{8}v_c,
\]

\[
\frac{dv_c}{dl} = (6 - 2d - 3\eta_b)u_c + \frac{15}{8}u_c^3 - \frac{15}{4}u_cv_c + \frac{345}{4}Ng_c^5g_q,
\]

\[
\frac{dg_c^2}{dl} = (4 - d - 2\eta_f)g_c^2 - \frac{3}{8}g_c^4 - \frac{3}{8}g_c^3g_q,
\]

\[
\frac{dg_q^2}{dl} = (2 - d - \eta_b - 2\eta_f)g_q^2 - \frac{3}{8}g_c^2g_q^2 - \frac{3}{8}g_c^3g_q^3.
\]

By solving Eqs. (S8-S10), one finds two nontrivial fixed points. One is \( (u_c, g_c^2, v_c) = (\frac{Ng_c}{3}, \frac{Ng_c}{3}, O(\varepsilon^2)) \). This is the dynamical chiral Ising fixed point [5]. The other is \( (u_c, g_c^2, v_c) = (-\frac{16}{25} + \frac{888}{75}, \frac{Ng_c}{3}, \frac{768+384\varepsilon}{625}) \). This is the dynamical tricritical point with \( u_c \) as its second relevant direction as we discussed in the main text. In Fig. S4, we show that the FIDCP can arise even with a finite \( v_c(0) \).

![Graphs](image)

**FIG. S1.** For \( N = 2 \) and \( d = 2 \), the RG flows run from \( l = 0 \) (UV) to \( l \to \infty \) (IR) are shown in (a-d). The bare parameters are chosen as \( u_c(0) = u_q(0) = -3 \) and \( g_c^2(0) = g_q^2(0) = 0.7 \). (a) shows that \( u_c \) runs from a negative value to a positive one. (b) shows the \( u_q \) also changes its sign and then tends to zero. The arrows in (a) and (b) denote positions of the sign changing for \( u_c \) and \( u_q \), respectively. \( g_c \) tends to a finite fixed point as shown in (c), and \( g_q \) tends to zero as shown in (d).
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FIG. S2. For $N = 2$ and $d = 3$, a fixed point corresponding to a DTCP is determined by tuning $g_q$. Other parameters in the UV scale are chosen as $u_c(0) = u_q(0) = -3$ and $g^2_c(0) = g^2_q(0)$. At the DTCP, $g^2_{qtr}(0) \approx 0.6991382539535241$. $u_c$ is relevant at the DTCP and its fixed point value is zero. $g_c$ tends to a finite value, indicating this is a nonthermal fixed point. Both $u_q$ and $g_q$ are irrelevant in the IR limit.

FIG. S3. Curves of the tricritical point $g^4_{qtr}$ versus $N$. The boson quartic coupling is chosen as are chosen as $u(0) = -3$. Double logarithmic scales are used. Power fitting shows that $g^4_{qtr} \propto 1/N_f^{1.12}$. 
FIG. S4. For $N = 2$ and $d = 3$, the RG flow for $u_c$ run from $l = 0$ (UV) to $l \to \infty$ (IR). The bare parameters are chosen as $u_c(0) = -3$, $v_c(0) = 0.1$ and $g_c^2(0) = g_q^2(0) = 1.2$. $u_c$ changes its sign and tends to the dynamical chiral Ising fixed point in the IR scale. For $g_c^2(0) < g_c^2/(q_{tr}) (0) \simeq 0.9$, $u_c$ tends to the negative infinity.