Crack propagation simulation without crack tracking algorithm: embedded discontinuity formulation with incompatible modes
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Abstract

We show that for the simulation of crack propagation in quasi-brittle, two-dimensional solids, very good results can be obtained with an embedded strong discontinuity quadrilateral finite element that has incompatible modes. Even more importantly, we demonstrate that these results can be obtained without using a crack tracking algorithm. Therefore, the simulation of crack patterns with several cracks, including branching, becomes possible. The avoidance of a tracking algorithm is mainly enabled by the application of a novel, local (Gauss-point based) criterion for crack nucleation, which determines the time of embedding the localisation line as well as its position and orientation. We treat the crack evolution in terms of a thermodynamical framework, with softening variables describing internal dissipative mechanisms of material degradation. As presented by numerical examples, many elements in the mesh may develop a crack, but only some of them actually open and/or slide, dissipate fracture energy, and eventually form the crack pattern. The novel approach has been implemented for statics and dynamics, and the results of computed difficult examples (including Kalthoff’s test) illustrate its very satisfying performance. It effectively overcomes unfavourable restrictions of the standard embedded strong discontinuity formulations, namely the simulation of the propagation of a single crack only. Moreover, it is computationally fast and straightforward to implement. Our numerical solutions match the results of experimental tests and previously reported numerical results in terms of crack pattern, dissipated fracture energy, and load-displacement curve.
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1 Introduction

The strong discontinuity approach (SDA) is a well established method ([12, 13, 22, 31, 35, 30, 27, 4, 28, 8, 36, 37, 38, 29, 32, 41, 11]) for modelling crack propagation in quasi-brittle materials (such as concrete, high strength steel, and rock). In this work, we focus on the development of a corresponding quadrilateral finite element with a statically and kinematically optimal non-symmetric formulation [20].

When the SDA is applied for a two-dimensional finite element ([12, 13, 22, 31, 35, 27, 4, 8, 36, 29, 41, 11]), the discontinuity is embedded as a straight line that crosses the element and encompasses the localised material failure. According to [44], material failure is a sequence of events that starts with the loss of material stability in a point and leads to the degradation of a continuum into a discontinuum. In this respect, one distinguishes between two groups of criteria: failure criteria and fracture criteria [44]. The failure criterion signals the initiation of the material failure process. For quasi-brittle materials, a representative example is Rankine’s condition stating that the material failure starts when the maximum principal stress reaches the material tensile strength. In the SDA, it is often used in connection with the criterion for crack nucleation, which determines when and how the localisation line is embedded into the finite element. The stress intensity factors and the fracture energy criterion belong to the group of fracture criteria that identify the existence of a fully open crack or notched defect in a sense of fracture mechanics, and can be used for monitoring the crack propagation [44].

The efficiency of the SDA mostly depends on the correct prediction of the discontinuity path [35]. For some problems, the possible crack geometry is known, which allows for prescribing the crack path prior to the analysis. In most cases, however, the crack path has to be found by computing the crack propagation according to the current stress state in the solid. In this sense, more recent publications on quadrilaterals with embedded strong discontinuity advocate the application of crack tracking algorithm as an indispensable tool for computing the crack propagation, see e.g. [34, 30, 27, 28, 8, 9, 10, 11, 39, 41]. For a particular crack path, the crack tracking algorithm determines the front element, which is the next element to be added to the string of cracked elements. When the front element fulfills the crack nucleation criterion, the algorithm inserts a discontinuity line by imposing the geometric continuity of element-wise cracks across the finite element mesh. Both the specific crack tracking algorithm and the specific crack nucleation criterion play an important role in the efficiency of the SDA.

The first quadrilaterals with embedded strong discontinuity, presented in [12, 13, 22], were used for computing simple examples without relying on a crack tracking algorithm. In [22], the shear test was simulated, and the crack nucleation criterion was fulfilled when the stress state in the element reached Rankine’s condition in all four integration points. The same crack nucleation criterion was used in [13] for analysing a deep concrete beam under four-point bending with mixed plane stress quadrilaterals, which had a crack line (opening in mode I fashion) crossing the centre of the element. As already mentioned, more recent SDA formulations with embedded discontinuity quadrilaterals rely strongly on crack tracking algorithms. This was used in [30], with the discontinuity embedded when Rankine’s condition was satisfied at the centroid of the quadrilateral element — with its
direction perpendicular to the corresponding maximum principal stress direction. In [27], the
applied crack tracking algorithm allows for crack propagation through as many elements as have
fulfilled the crack nucleation criterion. There, the latter is defined for Rankine’s failure condition
to be met in all four integration points, with the discontinuity being perpendicular to the average
of the principal directions in the Gauss-points. In [8, 39, 41], the crack tracking algorithm was
essential for establishing the convergence of the formulations. The maximum principal stress and
the corresponding principal direction were computed from the average stress state over all four
integration points, and the crack line was embedded when the maximum principal stress exceeded
the material tensile strength. In [28], a special criterion based on the crack tip velocity was used to
detect branching of the crack path.

From the above mentioned references it can be concluded that the current state-of-the-art for
the embedded discontinuity quadrilateral formulations relies on various crack nucleation criteria
and various crack tracking algorithms. However, it is shown below that it is possible to perform
reliable simulations of complex crack propagation problems by relying only on an appropriate crack
nucleation criterion, without using any additional external crack tracking algorithm. Note that
similar computations with the SDA have already been reported with limited success for simple
triangular embedded strong discontinuity finite elements in [4, 37, 6, 32], and for quadrilateral finite
elements in [19], though in the latter case only for the shear separation mode.

Here the crack opening and the connected evolution of fractured surface is interpreted not so
much as a geometrical condition, but as a phenomenological thermodynamic variable belonging to
a dissipative mechanism governing the fracture energy dissipation through a dissipation pseudo-
potential [18] in the sense of standard generalised materials. This interpretation of the crack
 evolution is the reason why it is not necessary to apply an algorithm for tracking the crack path
and thereby enforcing continuous cracks. The validity of this approach is demonstrated with the
numerical evidence provided below in the section with numerical examples. As is usual in such
models, the softening variables are located at the integration points on the embedded discontinuity
line of the element, and have no continuity requirements across element boundaries. For this reason,
it is argued that it is not necessary for the discontinuities to be geometrically connected into a
continuous line on the mesh level. Rather, the embedded discontinuity is viewed as an internal
mechanism for the dissipation of fracture energy, which is used as a measure of material degradation
that may also describe complete material failure.

In this work, we apply the embedded SDA with constant crack opening and sliding on the well-
known Q6 quadrilateral with incompatible modes [45, 18]. Our goal is to compute crack propagation
with fairly coarse meshes. For this reason, we prefer Q6 to the standard Q4 quadrilateral. It is well
known that Q6 can alleviate the excessively stiff response of Q4 for coarse meshes. Our numerical
examples show that the incompatible modes have a favorable influence on the fracture analysis based
on embedded SDA. The differences between the Q6 and Q4 embedded discontinuity formulations
stand out in the vicinity of propagating crack. We show this in two instances in our examples,
namely in four point bending test in Section 4.4 and in Kalthoff’s test in Section 4.6. Quasi-brittle
materials with infinitesimal linear (plane stress or plane strain) elasticity as the material model for
the bulk of the element are considered. For the description of cohesion and energy dissipation in
the element’s internal interface, a softening cohesive model that takes into account mixed mode

crack opening is used to govern the fracture energy release for the crack evolution [4]. In particular,

we choose two uncoupled, non-associative, damage models with Rankine’s material failure condition

in order to deal with crack opening and sliding related to fracture modes I and II, respectively (for

coupled model we refer to [24, 7]). To display purely the capabilities of this approach, no plasticity

in the sense of ductile behaviour is considered, either in the bulk or in the crack. Thus, at complete

unloading of the solid no residual displacements occur. It is worth mentioning that the crack acts

as a rigid interface before the onset of discrete damage and does not allow inter-penetration even if

the crack closes.

The main novelty of the present work is the demonstration that the derived embedded

discontinuity (ED) Q6 quadrilateral with incompatible modes can be effectively applied for the

simulation of crack propagation in quasi-brittle solids without relying on crack tracking algorithms

to trace the propagation of cracks. This allows a highly efficient formulation and, when compared

to other formulations, very rapid computations. To the best of our knowledge, this is for the first

time that an ED formulation for a quadrilateral that does not use any crack tracking algorithm has

proved successful for different crack separation modes. We see the main reason for the success of the

present formulation in the application of the novel crack nucleation criterion. The crack nucleation

criterion is enforced only locally, on the Gauss-point level, whilst in the other work cited above

this is done on the element level, or with averaging the stresses on an even wider area. It is worth

mentioning that in this work we use the term “crack” in a loose sense, because “crack” is called any

embedded discontinuity, with or without cohesion. This does not strictly comply with Griffith’s

definition of a crack [16], namely that “a crack is assumed to be a traction-free surface”.

The rest of the paper is organised so that Section 2 briefly describes the ED formulation with

incompatible modes, where Subsection 2.5 explains the nucleation criterion and the computation of

the crack orientation. The solution procedure for statics and dynamics is described in Section 3,

while Section 4 contains several numerical examples. The conclusions are given in the final

Section 5.

2 Model description

This section briefly describes the formulation for the embedded strong discontinuity Q6 quadrilateral

with incompatible modes that can be used for static and dynamic simulations of crack propagation

in quasi-brittle two-dimensional solids. Finally, the nucleation criterion and computation of the

crack direction and position are explained in detail.

2.1 Separation modes

Let us consider a quadrilateral finite element as shown in Fig. 1, divided by an inner line (interface)

Γ e of length lΓ into Ω e+ and Ω e− (with Ω e = Ω e+ ∪ Γ e ∪ Ω e− and Ω e+ ∩ Ω e− = ∅). Its

geometry is defined by the bi-linear mapping ξ → x with x(ξ) = \sum_{a=1}^{4} N_a(ξ)x_a, x_a = [x_a, y_a]^T,

where x = [x, y]^T ∈ Ω e, ξ = (ξ, η) ∈ [−1, 1] × [−1, 1], x_a are the coordinates of node a, and

N_a(ξ) = \frac{1}{4}(1 + ξ_aξ)(1 + η_aη) are Lagrange interpolation functions. In order to model the opening
and sliding between $\Omega^e$ and $\Omega^{e+}$, parameters $\alpha_i, i = 1, 2$, are introduced, which are amplitudes of two separation modes presented in Fig. 2. The first separation mode describes opening, and the second one describes sliding.

![Figure 1: Quadrilateral element with inner interface.](image1)

![Figure 2: Separation modes ($\alpha_1 = \alpha_{n0}$, $\alpha_2 = \alpha_{m0}$).](image2)

### 2.2 Coupling incompatible modes with separation modes

Let the above introduced separation modes be incorporated into a Q6 quadrilateral finite element already enriched with the standard incompatible modes. Moreover, let the separation modes be treated in the same manner as the incompatible modes (for the theoretical and implementation details on incompatible modes we refer to [18]).

The interpolation for the displacements $\mathbf{u} = [u_x, u_y]^T$ inside the element in terms of the nodes is:

$$
\mathbf{u}(\mathbf{\xi}, \Gamma^e) = \sum_{a=1}^{4} N_a(\mathbf{\xi}) \mathbf{d}_a + \sum_{b=1}^{2} M_b(\mathbf{\xi}) \mathbf{\rho}_b + \sum_{i=1}^{2} \mathbf{p}_i(\mathbf{\xi}, \Gamma^e) \alpha_i,
$$

(1)
where $\mathbf{d}_a = [u_{xa}, u_{ya}]^T$ are the displacements of node $a$, $M_1 (\xi) = 1 - \xi^2$ and $M_2 (\eta) = 1 - \eta^2$ are the interpolation functions for the incompatible modes $\mathbf{p}_b$, while $\mathbf{p}_i = [p_{ix}, p_{iy}]^T$ are the interpolation functions for the crack opening parameters $\alpha_i$. The crack opening interpolation functions $\mathbf{p}_i$ are obtained from the condition that $\Omega^+ \setminus \Gamma^e$ should remain still when $\Omega^+ \setminus \Gamma^e$ is rigidly displaced from it for a basic separation mode (at assuming $\mathbf{p}_b = 0$), see [8]:

$$\mathbf{p}_1 = \left( H_{\Gamma^e} (x) - \sum_{a \in \Omega^{+e}} N_a \right) \mathbf{n}, \quad \mathbf{p}_2 = \left( H_{\Gamma^e} (x) - \sum_{a \in \Omega^{+e}} N_a \right) \mathbf{m}. \quad (2)$$

Here, $\mathbf{n} = [n_x, n_y]^T$ and $\mathbf{m} = [m_x, m_y]^T = [-n_y, n_x]^T$ are the unit normal and unit tangent to $\Gamma^e$, respectively, and $H_{\Gamma^e}$ is the Heaviside function, equal to unity for $x \in \Omega^{+e}$ and vanishing otherwise, which inserts a strong discontinuity in the displacements at $\Gamma^e$.

The infinitesimal strains are the symmetric gradient of (1), thus written in vector form:

$$\epsilon (\xi, \Gamma^e) = \sum_{a=1}^{4} B_a (\xi) \mathbf{d}_a + \sum_{b=1}^{2} \tilde{G}_b (\xi) \mathbf{p}_b + \sum_{i=1}^{2} G_i (\xi, \Gamma^e) \alpha_i, \quad (3)$$

where

$$B_a = \begin{bmatrix} \frac{\partial N_a}{\partial x} & 0 \\ 0 & \frac{\partial N_a}{\partial y} \end{bmatrix}, \quad \tilde{G}_b = G_b - \frac{1}{A_{\Omega^e}} \int_{\Omega^e} G_b \, d\Omega, \quad G_b = \begin{bmatrix} \frac{\partial M_b}{\partial x} & 0 \\ 0 & \frac{\partial M_b}{\partial y} \end{bmatrix}, \quad (4)$$

with $A_{\Omega^e}$ the area of the element. Note that $\tilde{G}_b$ is designed so that $\int_{\Omega^e} \tilde{G}_b \, d\Omega = 0$, which enforces element-wise orthogonality of the enhanced strains (due to incompatible modes) to constant stresses over $\Omega^e$. The expressions for $G_i$ in (3) are

$$G_1 = - \sum_{a \in \Omega^{+e}} B_a n + \delta_{\Gamma^e} (x) B_n n, \quad G_2 = - \sum_{a \in \Omega^{+e}} B_a m + \delta_{\Gamma^e} (x) B_n m, \quad B_n = \begin{bmatrix} n_x & 0 \\ 0 & n_y \end{bmatrix}. \quad (5)$$

where $\delta_{\Gamma^e} (x)$ is the Dirac-$\delta$ sitting on the set $\Gamma^e$ and defined by $\frac{\partial H_{\Gamma^e} (x)}{\partial x} = \delta_{\Gamma^e} (x) n_x$ and $\frac{\partial H_{\Gamma^e} (x)}{\partial y} = \delta_{\Gamma^e} (x) n_y$. By taking into account the additive decomposition of $G_i$ (see (5)) the strains in (3) can be rewritten as

$$\epsilon = \sum_{a=1}^{4} B_a \mathbf{d}_a + \sum_{b=1}^{2} \tilde{G}_b \mathbf{p}_b + \sum_{i=1}^{2} \tilde{G}_i \alpha_i + \sum_{i=1}^{2} \tilde{G}_i \alpha_i, \quad (6)$$

where $\epsilon$ are the regular bounded bulk strains, and $\tilde{\epsilon}$ are singular unbounded strains at $\Gamma^e$. Note that the area integral of the Heaviside function derivatives is (can be checked with e.g. Mathematica.
\[
\int_{\Omega^e} \frac{\partial H_r(\mathbf{x})}{\partial x_j} \, d\Omega = n_{x_j} \int_{\Gamma^e} \delta_r(\mathbf{x}) \, d\Omega = n_{x_j} \int_{\Gamma^e} d\Gamma = n_{x_j} l_{\Gamma}, \quad j = 1, 2, \quad x_1 = x, \quad x_2 = y, \tag{7}
\]
which gives for the area integral of a function \( f(\mathbf{x}) \) multiplied by \( \delta_r(\mathbf{x}) \) the usual distribution definition of the line Dirac-\( \delta \):
\[
\int_{\Omega^e} \delta_r(\mathbf{x}) \, f(\mathbf{x}) \, d\Omega = \int_{\Gamma^e} f(\mathbf{x}) \, d\Gamma. \tag{8}
\]

For the virtual strains, we adopt the same interpolation as for the real strains (3), except for the part due to the separation modes:
\[
\hat{\mathbf{e}}(\xi, \Gamma^e) = \sum_{a=1}^{4} \mathbf{B}_a(\xi) \mathbf{\hat{d}}_a + \sum_{b=1}^{2} \mathbf{G}_b(\xi) \mathbf{\hat{\rho}}_b + \sum_{i=1}^{2} \mathbf{\hat{G}}_i(\xi, \Gamma^e) \hat{\alpha}_i. \tag{9}
\]
Here, \( \mathbf{\hat{e}}^d \) are virtual strains due to virtual nodal displacements \( \mathbf{\hat{d}}_a \), \( \mathbf{\hat{e}}^\beta \) are virtual strains due to the enhancement with both incompatible and separation modes, \( \mathbf{\hat{\rho}}_b \) are virtual incompatible-mode parameters, and \( \hat{\alpha}_i \) are virtual separation-mode parameters. The \( \mathbf{\hat{G}}_i \) in (9) is designed so that \( \int_{\Omega^e} \mathbf{\hat{G}}_i \, d\Omega = \mathbf{0} \) for constant stresses over \( \Omega^e \):
\[
\mathbf{\hat{G}}_i = \mathbf{G}_i - \frac{1}{A_{\Omega^e}} \int_{\Omega^e} \mathbf{G}_i \, d\Omega \quad \Rightarrow \quad \int_{\Omega^e} \mathbf{\hat{G}}_i \, d\Omega = \mathbf{0}, \tag{10}
\]
leading to (see (5))
\[
\mathbf{\hat{G}}_1 = \mathbf{G}_1 - \frac{1}{A_{\Omega^e}} \int_{\Omega^e} \mathbf{G}_1 \, d\Omega - \frac{l_{\Gamma}}{A_{\Omega^e}} B_n \mathbf{n} + \delta_r(\mathbf{x}) B_n \mathbf{n}, \tag{11}
\]
\[
\mathbf{\hat{G}}_2 = \mathbf{G}_2 - \frac{1}{A_{\Omega^e}} \int_{\Omega^e} \mathbf{G}_2 \, d\Omega - \frac{l_{\Gamma}}{A_{\Omega^e}} B_n \mathbf{m} + \delta_r(\mathbf{x}) B_n \mathbf{m}. \tag{12}
\]
From (11)–(12) it can be observed that \( \mathbf{\hat{G}}_i \) can be also additively decomposed, with \( \overline{\mathbf{G}}_i \) being regular and bounded, and \( \overline{\mathbf{G}}_i \) including the singular \( \delta_r(\mathbf{x}) \). The design of \( \mathbf{\hat{G}}_i \) in (10) enforces element-wise orthogonality of virtual enhanced strains (due to separation modes) and constant stresses over \( \Omega^e \).
2.3 Stationary point equations

The variational equations are derived from the modified Hu-Washizu functional that takes into
account enhanced strains (9) and orthogonality of stresses and enhanced strains, see e.g. [18].
We will omit the derivation and elaborate only on the resulting variational (i.e. stationary point)
equations.

The first variational equation for a discretised 2d solid with $N_e$ elements is
\[
\sum_{e=1}^{N_e} A_e \left( G_{\text{int},e} - G_{\text{ext},e} \right) = 0, \tag{13}
\]
where $A$ is the finite element assembly operator, $G_{\text{ext},e} = \sum_{a=1}^{4} \mathbf{d}_a^T f_{a,\text{ext}}^{e}$ is the virtual work of external forces on the element, and $G_{\text{int},e} = t^e \int_{\Omega_e} \mathbf{e}^d \mathbf{e}^c T \mathbf{C} \mathbf{e} d\Omega$ is the virtual work of internal forces in the element. By taking into account (6) and (9), and assuming linearly elastic material in the bulk, the latter can be rewritten as:
\[
G_{\text{int},e} = t^e \int_{\Omega_e} \left( \sum_{a=1}^{4} B_a \mathbf{d}_a \right)^T \mathbf{C} \left( \sum_{c=1}^{4} B_c d_c + \sum_{b=1}^{2} \mathbf{G}_b \rho_b + \sum_{i=1}^{4} \mathbf{G}_i \alpha_i \right) \mathbf{d} \mathbf{e} \mathbf{d} \mathbf{e} d\Omega, \tag{14}
\]
where $C$ is the constitutive matrix for linear elasticity for the bulk, and $t^e$ is the element thickness, assumed to be constant. Thus, the first variational equation yields the following set of equations
\[
\sum_{e=1}^{N_e} A_e \left( f_{\text{int},e} - f_{\text{ext},e} \right) = 0, \tag{15}
\]
where $f_{\text{ext}} = [f_{a,\text{ext}}^{e,T}]^{(a=1,...,4)}$ and $f_{\text{int}} = [f_{a,\text{int},e}^{e,T}]^{(a=1,...,4)}$, with the structure of the latter being obvious from (14).

The second variational equation is $G^{e,2} = t^e \int_{\Omega_e} \left( \mathbf{e}^\beta \right)^T \mathbf{C} \mathbf{e} d\Omega = 0$; and with $\mathbf{e}^\beta$ and $\mathbf{e}$ given in (9) and (6), respectively, this yields:
\[
G^{e,2} = t^e \int_{\Omega_e} \left( \sum_{b=1}^{2} \mathbf{G}_b \rho_b + \sum_{i=1}^{4} \left( \mathbf{G}_i + \mathbf{G}_i^\alpha \right) \alpha_i \right)^T \mathbf{C} \mathbf{e} d\Omega = 0, \tag{16}
\]
with
\[
\mathbf{e} = \mathbf{C} \left( \sum_{c=1}^{4} B_c d_c + \sum_{b=1}^{2} \mathbf{G}_b \rho_b + \sum_{i=1}^{4} \mathbf{G}_i \alpha_i \right) \text{ the elastic stress.} \tag{17}
\]
In the modified Hu Washizu functional, the stresses vanish due to the assumed orthogonality between stresses and enhanced strains. However, we will assume that the element stresses $\mathbf{e}$ can still be computed as in (17). This enables us to elaborate on the second term of (16). By applying
(8), (11), and (12), one obtains
\[
\begin{align*}
t & \int_{\Omega^e} \overline{G}_1^T \sigma \, d\Omega + t' \int_{\Gamma^e} n^T B_n^T \sigma \big|_{\Gamma^e} \, d\Gamma = 0 \quad (18) \\
t & \int_{\Omega^e} \overline{G}_2^T \sigma \, d\Omega + t' \int_{\Gamma^e} m^T B_n^T \sigma \big|_{\Gamma^e} \, d\Gamma = 0. \quad (19)
\end{align*}
\]

Let us recall that the rules for the transformation of planar stresses are
\[
\sigma_{nn} = n^T B_n^T \sigma = n^T S_n \quad \text{and} \quad \sigma_{nm} = m^T B_n^T \sigma = m^T S_n,
\]
where \( S = \begin{bmatrix} \sigma_{xx}, \sigma_{xy} \\ \sigma_{xx}, \sigma_{yy} \end{bmatrix} \) is the stress tensor in matrix form. On the edge of \( \Omega^e - \) (with unit normal \( n \) and unit tangent \( m \)), the bulk normal and shear stresses are equal to the boundary tractions on that edge:
\[
\sigma_{nn} \big|_{\Omega^e-\text{edge}} = n^T B_n^T \sigma \big|_{\Omega^e-\text{edge}} \quad \text{and} \quad \sigma_{nm} \big|_{\Omega^e-\text{edge}} = m^T B_n^T \sigma \big|_{\Omega^e-\text{edge}}.
\]
Similarly, on the edge of \( \Omega^e + \) (with unit normal \( \tilde{n} = -n \) and unit tangent \( \tilde{m} = -m \)), one has
\[
\sigma_{\tilde{n}\tilde{n}} \big|_{\Omega^e+\text{edge}} = \left( -n^T \right) \left( -B_n^T \right) \sigma \big|_{\Omega^e+\text{edge}} \quad \text{and} \quad \sigma_{\tilde{n}\tilde{m}} \big|_{\Omega^e+\text{edge}} = \left( -m^T \right) \left( -B_n^T \right) \sigma \big|_{\Omega^e+\text{edge}}.
\]
The tractions on both sides of the crack are equal, and are denoted as \( t_n \) and \( t_m \). By taking the above into account, it can be concluded that (18) and (19) are local equilibrium equations that project (in a weak sense) the bulk stresses onto tractions in the crack:
\[
\begin{align*}
t & \int_{\Omega^e} \overline{G}_1^T \sigma \, d\Omega + t' \int_{\Gamma^e} t_n \, d\Gamma = 0, \quad \text{and} \quad \left( h^e_1 \right) \\
t & \int_{\Omega^e} \overline{G}_2^T \sigma \, d\Omega + t' \int_{\Gamma^e} t_m \, d\Gamma = 0. \quad \left( h^e_2 \right)
\end{align*}
\]
Moreover, the first sum in (16) gives
\[
\begin{align*}
t & \int_{\Omega^e} \overline{G}_b^T \sigma \, d\Omega = 0, \quad b = 1, 2, \quad \left( R_{\rho,b} \right) \quad (22)
\end{align*}
\]

and for the latter use we introduce the notation \( R_{\rho}^{eT} = \begin{bmatrix} R_{\rho,1}^T, R_{\rho,2}^T \end{bmatrix} \).

Thus, to summarise: the governing equations for the embedded-strong-discontinuity Q6 elements with incompatible modes are: the global equilibrium equation (15), the local (i.e. element) equilibrium equations (20) and (21), and the additional condition due to the incompatible modes (22).

### 2.4 Constitutive relations

For the bulk, we have assumed elastic material with \( C \) being the plane stress or plane strain constitutive matrix. In order to account for the dissipative phenomena on the embedded cohesive interface (i.e. the crack), a traction-separation law is introduced. To that end, consider two uncoupled damage laws for cohesion in the interface, related to opening in \( n \) direction and sliding in
m direction (see Fig. 2 and [5]), formulated in the framework of thermodynamics of interfaces.

As for mode I opening, the corresponding Helmholtz free energy is taken as

$$\psi_n (\overline{u}_n, \overline{Q}_n, \overline{\xi}_n) = \frac{1}{2} \overline{Q}_n^{-1} \overline{u}_n^2 + \overline{\Xi} (\overline{\xi}_n),$$  \hfill (23)

where \( \overline{Q}_n \) (an internal phenomenological variable) and \( \overline{u}_n \) are the compliance and opening, respectively, the softening potential \( \overline{\Xi} (\overline{\xi}_n) \) controls softening and is used implicitly in equation (25), and \( \overline{\xi}_n \) is an internal phenomenological variable for softening. The failure function for softening, which deals with the unilaterality of mode I failure (only \( \overline{\xi}_n \geq 0 \) is allowed), is defined as:

$$\overline{\phi}_n (t_n, \overline{q}_n) = t_n - (\sigma_{un} - \overline{q}_n) \leq 0,$$  \hfill (24)

where \( \sigma_{un} \) is the tensile strength, and \( \overline{q}_n \) is the softening traction (thermodynamic force) associated with \( \overline{\xi}_n \) as

$$\overline{q}_n (\overline{\xi}_n) = - \frac{\partial \psi_n}{\partial \overline{\xi}_n} = \sigma_{un} \left( 1 - \exp \left[ - \frac{\sigma_{un} \overline{\xi}_n}{G_{fn}} \right] \right),$$  \hfill (25)

where \( G_{fn} \) denotes the mode I fracture energy. The state equation for the normal traction (the thermodynamic force associated to \( \overline{u}_n \)) is:

$$t_n = \frac{\partial \psi_n}{\partial \overline{u}_n} = \overline{Q}_n^{-1} \overline{u}_n.$$  \hfill (26)

We choose a non-associative model for the evolution of \( \overline{\xi}_n \) and \( \overline{Y}_n \) (see (29)), with the evolution equations given through the dissipation pseudo-potential \( F_n \):

$$F_n \left( t_n, \overline{q}_n (\overline{\xi}_n) \right) = t_n \left( 2 - \ln \left[ \frac{t_n}{\sigma_{un}} \right] \right) - (\sigma_{un} - \overline{q}_n (\overline{\xi}_n)),$$  \hfill (27)

so that the evolution equations for the internal variables are:

$$\dot{\overline{\xi}}_n = \frac{\dot{\gamma}_n}{\dot{\gamma}_n} \frac{\partial F_n}{\partial \overline{q}_n} = \dot{\gamma}_n,$$  \hfill (28)

$$\dot{\overline{Q}}_n = \frac{\dot{\gamma}_n}{\dot{\gamma}_n} \frac{\partial F_n}{\partial \overline{Y}_n} = \frac{\dot{\gamma}_n}{\dot{\gamma}_n} \frac{\partial F_n}{\partial t_n} \frac{\partial t_n}{\partial \overline{Y}_n} = \dot{\gamma}_n \left( 1 + \frac{\sigma_{un} \overline{\xi}_n}{G_{fn}} \right),$$  \hfill (29)

where \( \dot{\gamma}_n \) is the Lagrange damage multiplier for the normal direction, and \( \overline{Y}_n \) is the thermodynamically dual variable associated with the compliance \( \overline{Q}_n \) as \( \overline{Y}_n = - \frac{\partial \psi_n}{\partial \overline{Q}_n} = \frac{1}{2} t_n^2 \). These equations come with the Kuhn-Tucker optimality and consistency condition:

$$\dot{\gamma}_n \geq 0, \quad \overline{\phi}_n \leq 0, \quad \dot{\gamma}_n \overline{\phi}_n = 0, \quad \text{and} \quad \dot{\gamma}_n \overline{\phi}_n = 0.$$  \hfill (30)
A graphic representation of the resulting traction-separation damage law for mode I opening is shown in Fig. 3.

![Diagram of traction-separation damage law](image)

Figure 3: Rigid-damage exponential softening in normal direction.

For the tangent direction \( m \), which is related to mode II sliding, a very similar damage model is considered. In contrast with the normal direction, where the unilaterality of mode I opening has to be taken into account, this is not needed for mode II, and the failure criterion for the sliding mode II is:

\[
\Phi_m(t_m, \overline{t}_m) = |t_m| - (\sigma_{um} - \overline{q}_m) \leq 0.
\]

(31)

Note that for mode II opening, all previously presented relations (24) - (30) still hold, provided that index \( n \) denoting the normal direction \( n \) is replaced by the index \( m \) denoting the tangent direction \( m \). An exception is (24), which is replaced by (31). The local displacement jumps \( \overline{u}_n \) and \( \overline{u}_m \) equal the element crack parameters:

\[
\overline{u}_n = \alpha_1, \quad \overline{u}_m = \alpha_2.
\]

(32)

2.5 Crack nucleation

The criterion for embedding a discontinuity in the finite element \( e \) under consideration is based on the maximum principal stress. The procedure is summarised in Algorithm 1. After the solution for the loading increment (or time increment) has converged, one computes the major principal stress for all four integration points in the bulk:

\[
\sigma_p^{e,i} = \max \left( \sigma_{p1}^{e,i}, \sigma_{p2}^{e,i} \right), \quad i = 1, \ldots, 4,
\]

(33)

\[
\sigma_{p1,p2}^{e,i} = \frac{\sigma_{xx}^{e,i} + \sigma_{yy}^{e,i}}{2} \pm \sqrt{\left( \frac{\sigma_{xx}^{e,i} - \sigma_{yy}^{e,i}}{2} \right)^2 + \left( \sigma_{xy}^{e,i} \right)^2}.
\]

(34)
Having obtained the major principal stresses in the bulk Gauss-points, the maximum

\[ \sigma_p^e = \max_{i=1,\ldots,4} \sigma_{e,i}^p \]  

(35)

is compared with the tensile strength \( \sigma_{un} \). If \( \sigma_p^e \geq \sigma_{un} \), the discontinuity is embedded into the finite element \( e \).

**Figure 4: Crack nucleation criterion.**

The position and orientation of the discontinuity line are determined by using point \( x_{ED}^e \) and angle \( \alpha_{ED}^e \) described below. Namely, the discontinuity line passes through \( x_{ED}^e \), and the inclination of its normal \( n \) with respect to the global \( x \) axis is defined by angle \( \alpha_{ED}^e \). Let \( B^e \) contain the indices of those bulk integration points where the major principal stress equals (within numerical tolerance) \( \sigma_p^e \):

\[ B^e = \{id \in \{1, 2, 3, 4\} : \sigma_{p1}^{e,id} = \sigma_p^e \} \]  

(36)

Point \( x_{ED}^e \) is the geometric centre of the integration points in the set \( B^e \)

\[ x_{ED}^e = \frac{1}{N_{B^e}} \sum_{i \in B^e} x_{e,i} \]  

(37)

where \( N_{B^e} \) is the number of elements in \( B^e \), and \( x_{e,i} \) is the position vector of the integration point \( i \) in the global coordinate system.

The orientation of the discontinuity line is determined by the normal vector \( n \) (see Fig. 4), whose direction is defined by angle \( \alpha_{ED}^e \). The latter is determined by computing the average stresses for points from set \( B^e \) as

\[ \sigma_{ED}^e = \frac{1}{N_{B^e}} \sum_{i \in B^e} \sigma_{e,i} \]  

(38)

where \( \sigma_{e,i} \) are the stresses in the integration point \( i \). From \( \sigma_{ED}^e \) one finds the principal angle that
coincides with the direction of the normal vector \( \mathbf{n} \) to the discontinuity line as:

\[
\alpha_{ED}^e = \frac{1}{2} \arctan \left( \frac{2\sigma_{ED,xy}^e}{\sigma_{ED,xx}^e - \sigma_{ED,yy}^e} \right).
\] (39)

We reiterate that we do not use any crack tracking algorithm that enforces two adjacent discontinuity lines to be geometrically connected on the common edge of two finite elements in order to make the crack path continuous on the mesh level. In the present formulation, the local cracks (embedded discontinuities) are independent of the discontinuity positions in the neighbouring finite elements. A crack in an element appears whenever the principal stress \( \sigma_p^e \) in that element exceeds the material tensile strength \( \sigma_{un} \). Therefore, the crack path propagates naturally according to the stress state in the solid domain. Once the discontinuity is embedded — i.e. a crack is nucleated — its position and orientation are fixed and do not change during the simulation. From the viewpoint of the finite element implementation, only one discontinuity can be embedded in one finite element. However, in a mesh, several new embedded discontinuities can be activated in one load increment (or time increment), one for each element that fulfils the crack nucleation criterion.

| Input | Stress state in finite elements and location of bulk integration points \((i)\) |
|-------|------------------------------------------------------------------|
| Output | Newly activated embedded discontinuities |

**Algorithm 1:** Crack nucleation algorithm.

```
for e = 1 to N_el do
    if finite element e does not have discontinuity line then
        for i = 1 to 4 do
            Compute first principal stress \( \sigma_p^{e,i} \) (Eqs. (33) and (34)).
        end
        Compute the maximum principal stress \( \sigma_p^e \) (Eq. (35));
        if \( \sigma_p^e > \sigma_{un} \) then
            1. Determine position \( \mathbf{x}_{ED}^e \) and orientation \( \alpha_{ED}^e \) of the discontinuity line (Eqs. (36)–(39));
            2. Activate the embedded discontinuity line in finite element \( e \).
        else
            Keep the standard finite element formulation Q6.
        end
    else
        Keep the finite element formulation Q6 with the embedded discontinuity line.
    end
end
```

Let us mention in the conclusion of this section two “numerical tricks” related to the use of the exponential function for the softening, applied in the code in order to get better numerical performance of the novel finite element:
Q6 with embedded strong discontinuity

(i) For the purpose of continuation of the solution process immediately after embedding the discontinuity line, we use a coefficient \( \kappa_0 \) that has a small value. It is introduced because the compliance for rigid-damage softening law equals infinity when softening is triggered, see Fig. 3. To that end, variables \( \xi_{n,n} \) and \( \bar{Q}_{n,n} \) (i.e. the input data for the updating algorithm described in Section 3.1) are redefined at the crack nucleation as (see Eq. (25)):

\[
\bar{\eta}_{n,n} = \sigma_{un} \kappa_0, \quad \bar{\xi}_{n,n} = -\frac{G_{fn}}{\sigma_{un}} \ln (1 - \kappa_0), \quad \bar{\bar{Q}}_{n,n} = \frac{\bar{\xi}_{n,n}}{\sigma_{un} (1 - \kappa_0)}
\]  

(40)

In the same manner, we compute variables \( \bar{\xi}_{m,n} \) and \( \bar{\bar{Q}}_{m,n} \) in the tangential direction. In this way, \( \kappa_0 \) enables starting the update procedure for the softening variables immediately after the discontinuity line is embedded.

(ii) When the traction value comes very close to zero (i.e. the exponential softening function is almost zero, see Fig. 3) this affects the solution convergence in a negative sense. For this reason do the following: when the traction \( t_n \) drops below \( t_{n,\min} = k_{\text{FullSoft}} \sigma_{un} \), where \( k_{\text{FullSoft}} \) is a small number, the value of the traction \( t_n \) is set to \( t_{n,\min} \) for further inelastic loading. The corresponding consistent tangent operator (see (47)) is set to \( -10^{-6} \) for inelastic loading and to \( 10^{-6} \) for elastic unloading. The shear traction \( t_m \), with \( \sigma_{um} \) used instead of \( \sigma_{un} \), is treated in the same manner.

3 Solution procedure

The solution is computed at discrete time points \( \tau_1, \ldots, \tau_n, \tau_{n+1}, \ldots, T \). Let us illustrate the \( \ell \)-th iteration when searching for the solution at \( \tau_{n+1} \) by the Newton-Raphson method or one of its relatives. Note that the term “time” is used hereinafter for both statics and dynamics. In dynamics, it represents real time, while in statics it only refers to the level of the external loading, which is assumed to depend linearly on time.

3.1 Update at discontinuity

At the Gauss integration points with embedded discontinuity, the time update of the tractions requires numerical solution of evolution differential equations for the internal variables of the discrete damage model. A return-mapping strategy is applied to this end. For the increment \( [\tau_n, \tau_{n+1}] \) and mode I opening, the given data are the crack opening \( u_{n,n+1} \) and internal variables \( \bar{\xi}_{n,n}, \bar{Q}_{n,n} \). The output of the update algorithm is traction \( t_{n,n+1} \), internal variables \( \bar{\xi}_{n,n+1} \) and \( \bar{Q}_{n,n+1} \), and the consistent tangent modulus.

The trial values of traction and softening force-like variable are computed as \( t_{n,n+1}^{\text{trial}} = \bar{\eta}_{n,n+1}/\bar{Q}_{n,n} \) and \( \bar{\xi}_{n,n+1}^{\text{trial}} = \bar{\eta}_{n} (\bar{\xi}_{n,n}) \), see (26) and (25), respectively. Their admissibility is checked by the failure function (24) as

\[
\bar{\phi}_{n,n+1} = \bar{\xi}_{n,n+1}^{\text{trial}} - \left( \sigma_{un} - \bar{\bar{Q}}_{n,n+1} \right) \leq 0.
\]  

(41)
If the trial values are admissible, then 
\[ t_{n,n+1} = t_{\text{trial},n,n+1}, \overline{\xi}_{n,n+1} = \overline{\xi}_{n,n} \text{ and } \overline{Q}_{n,n+1} = \overline{Q}_{n,n}, \]
otherwise a correction is performed. The corrected values have to fulfil (41); thus, the nonlinear equation 
\[ \overline{\phi}_{n+1}(\overline{\gamma}_{n,n+1}) = 0 \]
is formed and the Lagrange multiplier \( \overline{\gamma}_{n,n+1} \) is computed by iteration with Newton’s method 
\[ \overline{\gamma}^{(k+1)}_{n,n+1} = \overline{\gamma}^{(k)}_{n,n+1} - \left( \frac{d\overline{\phi}_{n+1}}{d\overline{\gamma}_{n,n+1}} \right)^{-1} \overline{\phi}^{(k)}_{n,n+1}, \quad k = 1, \ldots, \text{convergence} \Rightarrow \overline{\gamma}_{n,n+1}, \quad (42) \]
thereby permitting an update of the softening variables, traction, and compliance as 
\[ \overline{\xi}_{n,n+1} = \overline{\xi}_{n,n} + \overline{\gamma}_{n,n+1}, \quad (43) \]
\[ \overline{Q}_{n,n+1} = \overline{Q}_{n,n} + \frac{\overline{\gamma}_{n,n+1}}{t_{n,n+1}} \left( 1 + \frac{\sigma_{\text{un}}}{G_{\text{fn}}} \overline{\xi}_{n,n+1} \right). \quad (46) \]

For mode II opening, the procedure is the same, except that subscript \( n \) is replaced by \( m \) in (42)–(46), and the failure function (24) is replaced by (31). The consistent tangent operators 
\[ \frac{dt_{m,n+1}}{d\overline{\gamma}_{m,n+1}} \text{ and } \frac{dt_{m,n+1}}{d\overline{\rho}_{m,n+1}} \]
are needed in computations. The latter is
\[ \frac{dt_{m,n+1}}{d\overline{\rho}_{m,n+1}} = \frac{\left( \overline{Q}_{m,n+1} \right)^{-1}}{1 + s \overline{\rho}_{m,n+1}} \frac{d\overline{Q}_{m,n+1}}{d\overline{\gamma}_{m,n+1}} \left( \frac{d\overline{\gamma}_{m,n+1}}{d\overline{\rho}_{m,n+1}} \right)^{-1}, \quad (47) \]
where \( s = \text{sign}(t_{m,n+1}) \). The former is obtained if subscript \( m \) is replaced by \( n \) in (47) and one sets \( s = 1 \).

### 3.1.1 Computation of unknowns

When there is no crack in the mesh of \( N_e \) elements, solving the equations reduces to the linear problem
\[ \begin{bmatrix} K_{dd}^e & K_{dp}^e & K_{pp}^e \\ K_{pd}^e & K_{pp}^e & K_{pp}^e \\ K_{pd}^e & K_{pp}^e & K_{pp}^e \end{bmatrix} \begin{bmatrix} \Delta u_{n+1}^e \\ \Delta \rho_{n+1}^e \end{bmatrix} = \begin{bmatrix} -R_{d,n+1}^e \\ -R_{d,n+1}^e \end{bmatrix}, \quad (48) \]
where \( \rho^e = [\rho_{11}, \rho_{12}, \rho_{21}, \rho_{22}]^T \), \( K_{dd,n+1} = \frac{\partial R_{d}^e}{\partial d^e} \bigg|_{n+1}, K_{dp,n+1} = \frac{\partial R_{d}^e}{\partial \rho^e} \bigg|_{n+1}, K_{pp,n+1} = \frac{\partial R_{d}^e}{\partial \rho^e} \bigg|_{n+1}, \) and 
\[ K_{pp,n+1} = \frac{\partial R_{p}^e}{\partial \rho^e} \bigg|_{n+1}. \]
The \( R_d^e \) and \( R_p^e \) are those from (15) and (22), respectively, with \( \alpha_i = 0 \). The
system (48) is simplified by the condensation of the parameters of the incompatible modes:

\[
\Delta \rho_{n+1}^{e,\ell} = - \left[ K_{\rho \rho, n+1}^{e,\ell} \right]^{-1} \left( - R_{\rho, n+1}^{e,\ell} - K_{\rho d, n+1}^{e,\ell} \Delta d_{n+1}^{e,\ell} \right),
\]

(49)

\[
K_{c,n+1}^{e,\ell} = K_{dd,n+1}^{e,\ell} - K_{dp,n+1}^{e,\ell} \left[ K_{\rho \rho, n+1}^{e,\ell} \right]^{-1} K_{\rho d, n+1}^{e,\ell},
\]

(50)

\[
R_{c,n+1}^{e,\ell} = R_{d,n+1}^{e,\ell} - K_{dp,n+1}^{e,\ell} \left[ K_{\rho \rho, n+1}^{e,\ell} \right]^{-1} R_{\rho, n+1}^{e,\ell},
\]

(51)

leading to the linear problem

\[
\sum_{e=1}^{N_e} \left( K_{c,n+1}^{e,\ell} \Delta d_{n+1}^{e,\ell} \right) = \sum_{e=1}^{N_e} \left( - R_{c,n+1}^{e,\ell} \right).
\]

(52)

When there is at least one element with a crack in the mesh, the problem becomes nonlinear, and the following system of equations needs to be solved iteratively for the nodal displacement increment \(\Delta d_{n+1}^{e,\ell}\):

\[
\sum_{e=1}^{N_e} \left( K_{c,n+1}^{e,\ell} \Delta d_{n+1}^{e,\ell} \right) = \sum_{e=1}^{N_e} \left( - R_{c,n+1}^{e,\ell} \right).
\]

(53)

For an element with no crack, the \(K_{c,n+1}^{e,\ell}\) and \(R_{c,n+1}^{e,\ell}\) contributions are those from (50) and (51), respectively. For an element with a crack, they are obtained by performing static condensation of the incompatible mode and the crack opening parameters. The following element equations are considered

\[
\begin{bmatrix}
K_{dd}^e & K_{d\rho}^e & K_{d\alpha}^e \\
K_{d\rho}^e & K_{\rho \rho}^e & K_{\rho \alpha}^e \\
K_{d\alpha}^e & K_{\alpha \rho}^e & K_{\alpha \alpha}^e
\end{bmatrix}^{\ell}_{n+1} \begin{bmatrix}
\Delta d_{n+1}^{e,\ell} \\
\Delta \rho_{n+1}^{e,\ell} \\
\Delta \alpha_{n+1}^{e,\ell}
\end{bmatrix}^{\ell} = \begin{bmatrix}
-R_{d,n+1}^{e,\ell} \\
-R_{\rho,n+1}^{e,\ell} \\
-h_{n+1}^{e,\ell}
\end{bmatrix}^{\ell},
\]

(54)

where some of the terms were already defined above, and

\[
K_{d\alpha,n+1}^{e,\ell} = \frac{\partial R_{d,n+1}^{e,\ell}}{\partial \alpha_e}^{\ell}_{n+1}, \quad K_{\rho \alpha,n+1}^{e,\ell} = \frac{\partial R_{\rho,n+1}^{e,\ell}}{\partial \alpha_e}^{\ell}_{n+1},
\]

(55)

\[
K_{ad,n+1}^{e,\ell} = \frac{\partial h_{n+1}^{e,\ell}}{\partial d_e}^{\ell}_{n+1}, \quad K_{\alpha \rho,n+1}^{e,\ell} = \frac{\partial h_{n+1}^{e,\ell}}{\partial \rho_e}^{\ell}_{n+1}, \quad K_{\alpha \alpha,n+1}^{e,\ell} = \frac{\partial h_{n+1}^{e,\ell}}{\partial \alpha_e}^{\ell}_{n+1}.
\]

The \(h_i, i = 1, 2, \) in \(h_{n+1}^{e,\ell} = [h_1, h_2]^T\) \(n+1\) were given in (20)–(21). For the sake of brevity, let us rewrite (54) as

\[
\begin{bmatrix}
K_{dd}^e & K_{d\beta}^e \\
K_{d\beta}^e & K_{\beta \beta}^e
\end{bmatrix}^{\ell}_{n+1} \begin{bmatrix}
\Delta d_{n+1}^{e,\ell} \\
\Delta \beta_{n+1}^{e,\ell}
\end{bmatrix}^{\ell} = \begin{bmatrix}
-R_{d,n+1}^{e,\ell} \\
-R_{\beta,n+1}^{e,\ell}
\end{bmatrix}^{\ell},
\]

(56)
where

$$K_{e,\beta,n+1}^{e,\ell} = \begin{bmatrix} K_{e,a}^{e} & K_{e,\alpha}^{e} \\ K_{e,\alpha}^{e} & K_{e,\alpha}^{e} \end{bmatrix}_{n+1}$$

and

$$K_{e,\beta,n+1}^{e,\ell} = \begin{bmatrix} K_{e,b}^{e} \\ K_{e,b}^{e} \end{bmatrix}_{n+1}, \quad K_{e,\beta,n+1}^{e,\ell} = \begin{bmatrix} K_{e,b}^{e} \\ K_{e,b}^{e} \end{bmatrix}_{n+1},$$

(57)

and

$$\Delta_{\beta_{n+1}}^{e,\ell} = \begin{bmatrix} \Delta_{\rho_{n+1}}^{e,\ell} \\ \Delta_{\alpha_{n+1}}^{e,\ell} \end{bmatrix}, \quad R_{e,n+1}^{e,\ell} = \begin{bmatrix} R_{e,b,n+1}^{e,\ell} \\ h_{e,n+1}^{e,\ell} \end{bmatrix}.$$  

(58)

Static condensation of (56) yields the following equations

$$\Delta_{\beta_{n+1}}^{e,\ell} = -\left[K_{e,\beta,n+1}^{e,\ell}\right]^{-1} \left(-R_{e,\beta,n+1}^{e,\ell} - K_{e,\beta,n+1}^{e,\ell} \Delta d_{n+1}^{e,\ell}\right),$$  

(59)

and

$$K_{e,n+1}^{e,\ell} = K_{e,\beta,n+1}^{e,\ell} - K_{e,\beta,n+1}^{e,\ell} \left[K_{e,\beta,n+1}^{e,\ell}\right]^{-1} K_{e,\beta,n+1}^{e,\ell},$$

$$R_{e,n+1}^{e,\ell} = R_{e,\beta,n+1}^{e,\ell} - K_{e,\beta,n+1}^{e,\ell} \left[K_{e,\beta,n+1}^{e,\ell}\right]^{-1} R_{e,\beta,n+1}^{e,\ell}.$$  

(60)

For an element with a crack, the quantities from (60) are used in (53). By solving (53) for $\Delta d_{n+1}^{e,\ell}$ and by performing post-computations (59) to get $\Delta \rho_{n+1}^{e,\ell}$ and $\Delta \alpha_{n+1}^{e,\ell}$, new iterative values of element total displacements, incompatible mode parameters, and opening parameters are obtained

$$d_{n+1}^{e,\ell} = d_{n+1}^{e,\ell-1} + \Delta d_{n+1}^{e,\ell}, \quad \rho_{n+1}^{e,\ell} = \rho_{n+1}^{e,\ell-1} + \Delta \rho_{n+1}^{e,\ell}, \quad \alpha_{n+1}^{e,\ell} = \alpha_{n+1}^{e,\ell-1} + \Delta \alpha_{n+1}^{e,\ell}.$$  

(61)

Once the convergence tolerance is reached, the values from (61) are accepted as solution at $\tau_{n+1}$, and the computation can advance to the solution at $\tau_{n+2}$. Otherwise, another iteration will be performed by incrementing $\ell$.

### 3.2 Extension to dynamics

Extension of the above described static formulation to dynamics requires the formulation of the inertial forces and the choice of the time-stepping scheme. As for the latter, we choose the trapezoidal rule, also known as Newmark’s method [18]. We note that the above introduced points $\tau_n$ and $\tau_{n+1}$ are in dynamics real time points in the time interval of interest $[0, T]$.

The element force vector $R_d^e$ in (15) now becomes

$$R_d^e \rightarrow R_d^{e,dyn} = f_{\text{ine},e} + f_{\text{int},e} - f_{\text{ext},e},$$  

(62)
where $f^{int,e}$ and $f^{ext,e}$ are as before, and the vector of element inertial forces is defined as

$$f^{ine,e} = \left[ t^e \int_{\Omega^e} \sum_{a=1}^{4} N_a^T \bar{\rho} \sum_{c=1}^{4} N_c \, d\Omega \right] \ddot{d}.$$  \hfill (63)

where $\bar{\rho}$ is the mass density, $\ddot{d}$ is the acceleration, and $M^e$ is the element mass matrix. After the application of the time discretisation, the velocity $\dot{d}_{n+1}$ and acceleration $\ddot{d}_{n+1}$ at time $\tau_{n+1}$ can be expressed from the trapezoidal rule as

$$\dot{d}_{n+1} = \frac{\gamma}{\beta \Delta \tau} (d_{n+1} - d_n) - \frac{\gamma - \beta}{\beta} \dot{d}_n - \frac{\gamma - 2\beta}{2\beta} \Delta \tau \ddot{d}_n,$$

and

$$\ddot{d}_{n+1} = \frac{1}{\beta \Delta \tau^2} (d_{n+1} - d_n) - \frac{1}{\beta \Delta \tau} \dot{d}_n - \frac{1 - 2\beta}{2\beta} \ddot{d}_n,$$ \hfill (64)

where $\gamma = 1/2$, $\beta = 1/4$, and $\Delta \tau = \tau_{n+1} - \tau_n$. Using (64) in (63), one obtains the dynamic element force vector $R_{d,n+1}^{e,dyn}$ that replaces $R_{d,n+1}^{e}$ in the above iteration equations. Accordingly, the part of the stiffness matrix $K_{d,d,n+1}^{e}$ in the iteration equations is replaced by the dynamic stiffness $K_{d,d,n+1}^{e,dyn} = K_{d,d,n+1}^{e} + \frac{1}{\beta \Delta \tau^2} M^e$. With these changes, one obtains the dynamic formulation for the embedded discontinuity quadrilateral considered in this work. Note that there is no inertial force associated neither with the incompatible modes or with the crack opening parameters, and thus the static condensation carried out earlier remains unchanged.

### 4 Numerical examples

A number of numerical examples are presented here in order to illustrate and test the derived formulation. We start with a simple uniaxial cyclic test to illustrate the functioning of the softening law described in Subsection 2.4. The proposed procedure for the cracking mechanism (see Subsection 2.5) is examined by a tension test example, where the specimen is discretised both by a regular and a distorted mesh. Further, quasi-static benchmark examples, namely thermal shock, a four point bending test, and a double edge notched specimen test are shown. Finally, it is demonstrated that the proposed formulation can also be used for the numerical simulation of the dynamic fracture problems: Kalthoff’s experimental test, where kinking and branching of crack paths appear, and a single edge notched specimen test for pure crack branching. We note that the element used (sometimes referred to hereinafter as “Q6 with ED” or Q6ED) allows for crack opening in mode I and crack sliding in mode II. However, activation of both modes (a combined mode) is possible, with a predominant role of mode I. The additional finite element constants discussed in Subsection 2.5 were chosen for the numerical examples presented below as: $\overline{\kappa}_0 = \{10^{-5}, 10^{-5}, 10^{-5}, 10^{-5}, 10^{-6}, 10^{-6}, 10^{-8}\}$ and $k_{FullSoft} = \{10^{-5}, 10^{-5}, 10^{-4}, 5 \times 10^{-6}, 10^{-5}, 5 \times 10^{-5}, 10^{-3}\}$; the values are arranged by the order of numerical examples.

Recall, that two uncoupled damage traction-separation laws to describe the tractions in the discontinuity are used. The amount of dissipated fracture energy is computed separately for mode
I and mode II as:

\[
W_{D,I} = \sum_{\ell=1}^{n} \sum_{e=1}^{N_{el}} t^e I^e_{\Gamma} \left( \xi_{n,\ell} - \xi_{n,\ell-1} \right) t_{n,\ell},
\]

\[
W_{D,II} = \sum_{\ell=1}^{n} \sum_{e=1}^{N_{el}} t^e I^e_{\Gamma} \left( \xi_{m,\ell} - \xi_{m,\ell-1} \right) |t_{m,\ell}|,
\]

where \( n \) is the number of completed time steps, \( N_{el} \) is the number of finite elements, \( t^e \) is the element thickness, \( l^e \) is length of the embedded discontinuity in the finite element, \( t_n \) is the tensile traction, \( t_m \) is the shear traction, and \( \xi_n \) and \( \xi_m \) are the softening variables in the normal and tangent direction, respectively.

### 4.1 Uniaxial cyclic test

Consider a square element of edge length \( L = 200 \text{ mm} \) and thickness \( 10 \text{ mm} \) that is in a plane stress state. A static analysis is performed where the element is restrained on one side and subjected to an imposed horizontal displacement \( p = \lambda p_0 \) on the opposite side, see Fig. 5 (left), where \( p_0 = 0.1 \text{ mm} \) and \( \lambda \) is the load multiplier. The material parameters are Young’s modulus \( E = 30000 \text{ N/mm}^2 \), Poisson’s ratio \( \nu = 0.2 \), the tensile strength \( \sigma_{un} = 3 \text{ N/mm}^2 \), and shear strength \( \sigma_{um} = 1 \text{ N/mm}^2 \). The mode I and mode II fracture energies are \( G_{fn} = 0.2 \text{ N/mm} \) and \( G_{fm} = 0.2 \text{ N/mm} \), respectively. The loading procedure (see Fig. 5 (right)) is composed of two tension-compression cycles that are completed by tension until the element separates into two parts. The element is in a homogeneous stress state. Therefore, the crack embedding criterion (see Subsection 2.5) is met in all four bulk integration points at the same time and the discontinuity line is positioned through the centre of the element.

The reaction force versus imposed displacement is shown in the graph of Fig. 6. Once the tensile strength \( \sigma_{un} \) is exceeded, softening is triggered and the element resistance decreases with the crack opening in tension. In the unloading phase, the crack is closing and it stays closed in
Figure 6: Uniaxial cyclic test. Left: Reaction versus imposed displacement. Right: Position of embedded discontinuity.

Fig. 7 shows two graphs of internal variables at the discontinuity line: traction versus jump-in-displacement and traction versus softening variable $\xi_n$.

Figure 7: Uniaxial cyclic test. Left: Traction versus jump in displacement. Right: Traction versus softening variable.

4.2 Tension test

In order to assess the influence of the nucleation criterion from Subsection 2.5 on the global cracking mechanism, a tension test is performed. Consider a plane-stress solid of rectangular shape with length $L = 400$ mm, height $H = 200$ mm, and thickness $t_e = 10$ mm, see Fig. 8. On the supported edge of the solid, the horizontal displacement is prevented, and the mid-point is fixed. The opposite edge is subjected to an imposed horizontal displacement $p = \lambda p_0$, where $p_0 = 0.1$ mm and $\lambda$ is
a load multiplier. The material parameters are Young’s modulus \( E = 30000 \, \text{N/mm}^2 \), Poisson’s ratio \( \nu = 0.2 \), the tensile strength \( \sigma_{\text{un}} = 3 \, \text{N/mm}^2 \), the shear strength \( \sigma_{\text{um}} = 1 \, \text{N/mm}^2 \), and fracture energies for mode I and mode II given by \( G_{\text{fn}} = 0.2 \, \text{N/mm} \) and \( G_{\text{fm}} = 0.2 \, \text{N/mm} \), respectively.

![Figure 8: Tension test: Problem illustration.](image)

For the tension test three structured and three distorted meshes are considered. In order to initiate a specific crack location and avoid computational bifurcation that stems from the initially homogeneous stress state due to the uniformly imposed displacement along the width, the tensile strength is lowered to \( \sigma_{\text{un,weak}} = 0.95\sigma_{\text{un}} \) for two elements, positioned on the upper and lower side of the solid at its half length. Fig. 9 shows the meshes, with the elements having weaker strength in green, and it also displays the state of the cracks at \( \lambda = 5 \) for each mesh. The cracks are coloured according to the level of softening, i.e. from black (0%) to red (100%), where 100% means fully softened crack without any cohesion left. Due to the uniaxial stress state, all cracks are vertical. From Fig. 9 it may be seen that the cracks in the structured meshes form an one-line crack pattern, whereas this is not the case for the distorted meshes, although the red cracks tend to converge towards a one-line crack pattern with increasing density of the mesh — recall that the black coloured cracks are not active and do not dissipate fracture energy. Fig. 10 displays zoomed portions of the distorted meshes, showing closely the crack patterns. From Fig. 10 it may be observed that the total length of the traction-less cracks \( L_{\text{crack}} \) is larger for the distorted than for the structured meshes, where the crack-length is \( L_{\text{crack}} = H = 200 \, \text{mm} \). For the distorted mesh with 54 elements, the crack-length amounts to \( L_{\text{crack}} = 240.5 \, \text{mm} \), and for the distorted mesh with 292 elements the crack-length is \( L_{\text{crack}} = 235.8 \, \text{mm} \). Fig. 11 illustrates, in an element-wise manner, the dissipated fracture energy per unit crack surface (in Nmm/mm²). The curves in Fig. 12 (left) show that a larger \( L_{\text{crack}} \) leads to larger dissipated fracture energy for mode I, because the dissipated fracture energy depends on the crack length, see (65). The final value for the distorted meshes with 54 and 292 elements is approximately 20.3% higher than that for the other meshes. The curves in Fig. 12 (right) show that the distorted mesh with 292 elements dissipate also a negligible amount of mode II fracture energy. The meshes influence also the reaction-displacement curves shown in Fig. 13, but only slightly, when the full collapse of the specimen happens. When the total horizontal reaction force \( R \) is around zero, the response curves for the distorted meshes with 54 and 292 elements slightly deviate from the curves of structured finite element meshes (\( R \))...
even gets small negative values). This example shows that the crack pattern can be expected to converge to the “correct one” when the distorted mesh is reasonably dense, that the mesh distortion has a small influence on the load-displacement curve, and that the mesh distortion influences the amount of the dissipated fracture energy. These are the insights to keep in mind when interpreting the results of more complex examples.

| Level of material degradation at the ED line [%] |
|-----------------------------------------------|
| 10    | 20    | 30    | 40    | 50    | 60    | 70    | 80    | 90    |

Figure 9: Tension test: Meshes with nucleated cracks, green elements have weakened strength.
| Distorted mesh |
|---------------|
| 54 FEs        |
| D1            |
| 292 FEs       |
| D2            |

| Level of material degradation at the ED line [%] |
|-----------------------------------------------|
| 10 20 30 40 50 60 70 80 90                    |

Figure 10: Tension test: Details of distorted meshes with nucleated cracks.
Figure 11: Tension test: Element-wise presentation of dissipated fracture energy at $\lambda = 0.05$.

Figure 12: Tension test: Dissipated fracture energy versus imposed displacement for mode I (left) and mode II (right).
4.3 Thermal shock test

The next problem to be analysed is the thermal shock test from [14], where the authors used the phase-field method for the computation of the crack pattern. Originally, this kind of test was performed as an experiment on brittle ceramics in order to investigate crack patterns with periodic array of cracks (see [3, 15, 43]). In the experiment, small rectangular solids of elastic homogeneous material were stacked together into a thick slab, which was uniformly heated to a temperature of $T_0$, and then thrown into a cold bath causing a temperature drop of $\Delta T$ on the lateral surfaces. The sudden change of temperature induces an in-homogeneous stress field that causes the nucleation of many cracks forming a quasi periodic pattern.

As in [14], we prepare a simplified finite element model of the experimental test in dimensionless form. The considered portion of the brittle slab (hereinafter called specimen) has length $L = 40$, height $H = 10$ and thickness $t^e = 1$ in plane stress condition. Fig. 14 shows the boundary conditions applied on the top and side surfaces, where the displacement perpendicular to the edge is prevented, while the free bottom side (at $y = 0$) is exposed to a temperature change. The material properties are: Young’s modulus $E = 1$, Poisson’s ratio $\nu = 0.3$, tensile strength $\sigma_{un} = 0.61$, shear strength
The temperature change field \( T_t(\tau, y) \) is (see Fig. 14)
\[
T_t(\tau, y) = -\Delta T \text{erfc} \left( \frac{y}{2\sqrt{k_c}\tau} \right), \quad \Delta T = a \Delta T_c, 
\]
where erfc is the complementary error function, \( k_c = 1 \) is the thermal conductivity, \( \Delta T \) is the applied temperature drop, \( \Delta T_c = \sqrt{\frac{3}{8}} \) is the critical temperature drop, and \( a \) is an intensity factor. When \( a < 1 \) (\( \Delta T < \Delta T_c \)), the solution is purely elastic with no cracks, and for \( a > 1 \) (\( \Delta T > \Delta T_c \)) the cracks appear. According to [14], \( T_t \) is the analytical solution of an approximate thermal diffusion problem with Dirichlet boundary conditions on the temperature for a semi-infinite homogeneous slab of thermal conductivity \( k_c \) (the influence of the cracks on the thermal conductivity is neglected).

As the temperature change field \( T_t \) is constant along the horizontal \( x \)-direction, the bottom side is exposed to uniform strains, which induces homogeneous tension along the \( x \)-direction. Again, in order to initiate crack nucleation and avoid computational bifurcation, we introduce a small material heterogeneity in the tensile strength \( \sigma_{un} \) for the finite elements that lie along the bottom

\[
\sigma_{un} = 0.61, \text{ and the fracture energies for modes I and II are } G_{fn} = 1 \text{ and } G_{fm} = 1. \text{ The thermal shock effect is modelled via a prescribed time-dependent thermal strain (in vector form):}
\]
\[
\epsilon_t(\tau, y) = \beta_{th} T_t(\tau, y) \mathbf{b}, \quad \mathbf{b} = [1, 1, 0]^T,
\]
where \( \beta_{th} = 1 \) is the thermal expansion coefficient, \( T_t(\tau, y) \) is the temperature change field in the specimen, and \( \tau \) is the time. The prescribed strains \( \epsilon_t \) are subtracted from the total strains to obtain the effective strains \( \epsilon_{eff} \):
\[
\epsilon_{eff} = \epsilon(\xi, \Gamma^e) - \epsilon_t(\tau, y),
\]
which are used in the equilibrium equations (see (15) and (20)–(22)) instead of \( \epsilon \) from (3). The temperature change field \( T_t \) is the analytical solution of an approximate thermal diffusion problem with Dirichlet boundary conditions on the temperature for a semi-infinite homogeneous slab (see Fig. 14).

\[
\begin{array}{ccc}
\Delta T = 2\Delta T_c & \Delta T = 4\Delta T_c & \Delta T = 8\Delta T_c \\
\end{array}
\]

Figure 15: Thermal shock: Nucleated cracks (first row) and specific dissipated energy (second row) at \( \tau = 5 \) for three different intensities of the temperature drop (2, 4 and 8). The dissipated fracture energy is presented as a percentage of \( G_{fn} \), denoted as \( \eta_{Gf} \). The mesh size is \( 80 \times 20 \).
edge by adding a perturbation $\Delta \sigma_{un}$ as

$$\sigma_{un}^{pert} = \sigma_{un} + \Delta \sigma_{un},$$

(70)

where $\Delta \sigma_{un}$ is uniform white noise, i.e. randomly and independently generated for each element from the uniform distribution with bounds $\pm 0.02 \sigma_{un}$.

Figure 16: Thermal shock: Dissipated fracture energy for different intensities of the temperature drop ($a = 0.9, 2, 4$ and $8$).

Simulations were performed for four values of the intensity factor, i.e. for $a \in \{0.9, 2, 4, 8\}$. The results are presented in Figs. 15 and 16. The cracks open in mode I, as presented in Fig. 15, which shows finite elements with cracks and dissipated fracture energy. One can observe essentially periodic crack patterns with significant distances between the two larger cracks of the same length. For the higher values of the intensity factors $a$, there is a larger number of longer cracks with shorter cracks appearing in-between. The evolution of the total dissipated fracture energy is shown in Fig. 16 (note that for $a = 0.9$, the specimen stays elastic with no cracks). The shapes of the curves are similar to those from [14]: the curve is smooth for $a = 8$, while for $a = 2$ the curve has a jump almost at the same time as in [14].

As described in Section 3, we solve the global and local equilibrium equations simultaneously. This way of solving the augmented system of equations (see (54)) is sensitive to low material fracture energies $G_{fn}$ and $G_{fm}$, as is the case of the thermal shock test example. Namely, when softening is triggered, the initial tangents to the exponential softening function are very steep, causing corresponding large terms in the augmented stiffness matrix (see (55)) in comparison to other terms. Consequently, the convergence may be problematic. We regulated this problem with a “zig-zag” softening function illustrated in Fig. 17, which is used instead of the smooth softening function from Fig. 3. The initial part of the exponential function in the interval between $\xi_O$ and $\xi_E$ was modified to drop in five jumps from the softening function with $G_{fn}^{OA} = 5.00$ to the desired function with $G_{fn}^{EF} = G_{fn} = 1.00$. The same zig-zag function is also used for softening in mode II. Note that the choice of initial fracture energy $G_{fn}^{OA}$ is based on the results of thermal shock simulations for different input values for $G_{fn}$ and $G_{fm}$. For a higher fracture energy $G_f$, the convergence was good, but the crack patterns as presented in Fig. 15 did not appear. The conclusion
is that for the thermal shock test example the fracture energy determines the velocity of crack propagation, and it plays a crucial role in the numerical simulations in terms of robustness.

### 4.4 Four point bending test

Another challenging example is the four point bending test from [2] with geometry as well as boundary- and loading-conditions illustrated in Fig. 18. It is a concrete beam with a predefined notch at its half-length subjected to two vertical forces $0.13P_y$ and $P_y$, where $P_y = \lambda P_0$, $P_0 = 1$ N, and $\lambda$ is the load multiplier. The considered plane stress model has a thickness of 156 mm. The material properties for the concrete are: Young’s modulus $E = 32000$ N/mm$^2$, Poisson’s ratio $\nu = 0.2$, tensile strength $\sigma_{un} = 2.8$ N/mm$^2$, and shear strength $\sigma_{um} = 1$ N/mm$^2$. The mode I and mode II fracture energies are $G_{fn} = 0.09$ N/mm and $G_{fm} = 0.09$ N/mm. The stiff caps (coloured dark gray in Fig. 18) are modelled as elastic with Young’s modulus $E = 3.2 \cdot 10^9$ N/mm$^2$ and a Poisson’s ratio of $\nu = 0.2$. Fig. 19 shows the finite element mesh refined in the region where
crack path is expected to propagate. For the computation of the example we used a path-following method that controls a single constantly increasing/decreasing degree of freedom [39], chosen here to be the vertical displacement at the notch mouth. Fig. 20 shows the total load versus relative displacement at the notch mouth, which is in good agreement with the range of experimental data.

Figure 19: Four point bending test: Finite element mesh.

Figure 20: Four point bending test: Total load versus relative displacement at the notch mouth.

Figure 21: Four point bending test: Deformed finite element mesh (displacements magnified by a factor of 250).
Figure 22: Four point bending test: a) Nucleated cracks in the mesh and b) specific dissipated fracture energy at the end of the analysis.

Figure 23: Four point bending test calculated without incompatible modes (Q4 with ED): a) Nucleated cracks in the mesh and b) specific dissipated fracture energy at the end of the analysis.

The criterion for crack nucleation and hence the embedded discontinuity activation (see Subsection 2.5) is met in many elements of the mesh (see Fig. 22a)), especially in the region around the notch. However, the fracture energy dissipates only in some of them (see Fig. 22b)), namely those that form the crack path line. The deformed finite element mesh in Fig. 21 confirms that the global crack path runs as indicated by the dissipated fracture energy in Fig. 22b).
To illustrate the influence of the incompatible modes, the four point bending test is recomputed by suppressing the incompatible modes (and thus using the Q4ED element). The results are presented in Figs. 20 and 23. Fig. 20 compares the load-displacement curves: Q4ED computes higher limit load and stops earlier due to convergence loss. The discrepancy in limit loads stems from different crack paths. Fig. 23 presents nucleated cracks in the mesh and the dissipated energy at the end of the Q4ED analysis. Fig. 23b shows that the shape of the Q4ED crack path is almost bi-linear. In contrast, Q6ED crack path bends gradually, see Fig. 22b, which is an important detail. We can conclude that the incompatible modes considerably improve the simulation of crack path propagation.

4.5 Double edge notched specimen (DENS) test

A tensile-shear test, taken from [33], is the last quasi-static example to be considered; there it is denoted as “load path 4b (46-05)”. Fig. 24a shows the geometry as well as the loading and boundary conditions for the numerical model of the test performed on a concrete block with two notches \((a = 25 \text{ mm}, b = 5 \text{ mm})\) on opposite sides; it has a thickness of \(t = 50 \text{ mm}\) and a side length of \(L = 200 \text{ mm}\). The black lines around the specimen in Fig. 24 represent a steel loading frame with a width of \(d = 10 \text{ mm}\) and a thickness equal to that of the specimen. The concrete block and the frame are assumed to be in plane stress state.

The loading is composed of constant horizontal force \(H_0 = 10 \text{ kN}\) (the point of application is at \(L_H = 151.25 \text{ mm}\)) and a vertical imposed displacement \(u_y = \lambda u_{y0}\) (where \(u_{y0} = 1 \text{ mm}\) and \(\lambda\) is a load multiplier) along the top edge of the loading frame. The material properties for the concrete are: Young’s modulus \(E = 30000 \text{ N/mm}^2\), Poisson’s ratio \(\nu = 0.2\), tensile strength \(\sigma_{un} = 3.0 \text{ N/mm}^2\), and shear strength \(\sigma_{um} = 2.4 \text{ N/mm}^2\). The mode I and mode II fracture energy are \(G_{fn} = 0.07\)
Figure 25: DENS: Specific dissipated mode I fracture energy for models A (left) and B (right).

Nmm/mm² and \( G_{fm} = 0.10 \) Nmm/mm², respectively. For these material constants, the fracture energy \( G_{fn} = 0.07 \) Nmm/mm² is too low to achieve reasonable numerical convergence, a similar problem already discussed in Subsection 4.3. Therefore, we apply the zig-zag form of the softening function, as in the thermal shock test example (see Fig. 17 in Subsection 4.3), with the following data: \( \xi_O = 0 \), \( \xi_A = 0.003 \), \( \xi_B = 0.006 \), \( \xi_C = 0.009 \), \( \xi_D = 0.016 \) and \( \xi_E = 0.023 \); \( G_{fO} = 0.100 \), \( G_{fAB} = 0.094 \), \( G_{fBC} = 0.085 \), \( G_{fCD} = 0.076 \), \( G_{fDE} = 0.073 \) and \( G_{fEF} = G_{fn} = 0.070 \). The numerical simulation of the experimental test is performed in two phases. Firstly, with vertical displacements on the top edge fixed, the horizontal force is incrementally increased until it reaches its final value \( H_0 \). In the second phase, the horizontal force \( H_0 \) is fixed, and the vertical displacements \( u_y \) of the top edge are incrementally increased.

Initial numerical tests showed a high sensitivity of the crack paths to the exact boundary conditions. The report on the experiment in [33] states that there were two independent parallel loading frames, one frame for applying the horizontal force, and another one for the vertical load. For this reason, it may be that small rotations of the (non-active) frame occurred during the loading. To model and investigate this possible influence, we prepared an additional numerical model with a thin soft layer of width \( s = 5 \) mm below the top loading frame (see the green layer in Fig. 24b). The soft layer is modelled as an elastic material with Young’s modulus \( E = 200 \) N/mm² and Poisson’s coefficient \( \nu = 0.3 \), and it allows the top half of the concrete block to slightly rotate during the loading procedure. Thus, there are two models: model A considers the frame setting as stiff and rigidly connected to the specimen, whereas model B allows for a relative rotation between the vertical frame (where the force is applied) and the horizontal frame (where the imposed displacement is applied).

Fig. 25 displays the cracks and the dissipated fracture energy for models A and B, and compares
the so-obtained patterns with the experimentally observed crack paths. In the experiment, one crack path formed from each notch. Also for models A and B, one crack path propagates from each notch. However, for model A, both crack paths are flat and do not match the experimentally observed ones. The crack paths for model B match the experimentally observed crack lines much better, which implies that in this example the boundary conditions play an important role. The dissipated fracture energies in Figs. 25 and 26 show that the cracks along the crack path open and slide in mode I and in mode II manners. Mode I is the dominant separation mode, while mode II is active at the beginning of the crack lines around the notch area. Fig. 27 displays all nucleated cracks in both numerical models. The ultimate tensile stress is exceeded in many elements, but the active embedded discontinuities can be easily determined by checking for the elements which dissipate fracture energy (see Fig. 25). The crack paths can also be observed from the deformed configurations of the finite element mesh in Fig. 28.

Graphs of the computed results are presented in Fig. 29. Reaction force versus relative displacement $\delta$ for models A and B is shown in Fig. 29a in comparison with measurements from the experiment. In [33], the author measured the difference in distance $\delta$ between two points: P1 with coordinates $(x, y) = (30, 132.5)$ mm, and P2 with coordinates $(x, y) = (30, 67.5)$ mm (see Fig. 24). In comparison with the experiment, model A has the same initial slope, but it achieves a considerably higher limit load. While model B exhibits the same initial stiffness, it also reaches similar limit resistance in comparison with the experiment. This suggests that model B indeed simulates the experimental conditions better than model A. Model B also produces a longer force-displacement curve than model A, but at some point it starts increasing. The reason for this is probably some kind of locking, because only constant separation modes are used in our formulation (see Fig. 2). In Fig. 29b, the computed response of the present models is compared.

Figure 26: DENS: Specific dissipated mode II fracture energy for models A (left) and B (right).
Figure 27: DENS: Nucleated cracks in model A (left) and model B (right) in comparison with experimentally observed crack paths (grey continuous lines) from [33].

Figure 28: DENS: Deformed meshes (150× magnified) at the end of simulation (at $\lambda = 0.03$ and $\lambda = 0.14$) for model A (left) and model B (right).

with the numerical simulation from [47], where the authors used a crack tracking algorithm and a formulation with constant and linear separation modes, where opening and sliding parameters were treated as global unknowns. The curves show reaction force versus applied vertical displacement $u_y$. Model A has quite similar response as the model in [47], but the response of the experiment is better matched with model B. The curve of model A stops early because of the loss of convergence.
in numerical analysis.

![Graph](image)

(a) Comparison with experiment.  
(b) Comparison with another numerical simulation.

Figure 29: DENS: Reaction force versus vertical displacements $\delta$ and $u_y$

### 4.6 Kalthoff’s test

The experiment from [21], known as Kalthoff’s test, was simulated as an example of dynamic fracture. A thin, high strength steel plate of thickness $t_e = 9$ mm, with two parallel notches (see Fig. 30), is exposed to lateral impact load by a projectile that was launched from a gun muzzle with velocity of 33 m/s. The experimental results showed that from each notch a tensile crack propagated at an angle of about 70° with respect to the notch line. When preparing the numerical model, we took into account the assumption from [25], saying that the specimen and the projectile have the same elastic impedance, and thereby the impact load of the projectile can be modelled by an imposed constant velocity of $v_0 = 16.5$ m/s — which is one-half of the projectile’s velocity. The imposed velocity $v_0$, which is applied on the part of the edge between the two notches for 100 $\mu$s, is the only boundary condition in the finite element model. The material properties of the high strength steel are taken from [29]: Young’s modulus $E = 190 \cdot 10^3$ N/mm$^2$, Poisson’s ratio $\nu = 0.3$, tensile strength $\sigma_{un} = 844$ N/mm$^2$, mode I fracture energy $G_{fn} = 22.17$ Nmm/mm$^2$, mass density $\bar{\rho} = 8000$ kg/m$^3$, and a Rayleigh wave speed of $v_R = 2.799 \cdot 10^6$ mm/s. The shear strength and mode II fracture energy are chosen as $\sigma_{um} = 400$ N/mm$^2$ and $G_{fm} = 12$ Nmm/mm$^2$, respectively. We prepared three meshes (with 3280, 7320 and 19800 elements) for plane strain as well as for plane stress conditions. Dynamic computations were performed by Newmark’s standard implicit time-stepping scheme, the trapezoidal rule (see Section 3.2).
Results are presented in Figs. 31–36. Patterns of nucleated cracks at the end of the analysis may be gleaned from Fig. 31, which considers the first 100 $\mu$s of the impact. Both the plane stress and the plane strain models capture all parts of the complex crack pattern well for all meshes. Two straight lines of cracks propagate from each notch at an angle of about 70°, and towards the end of the propagation they kink towards the edges parallel to the impact direction. Moreover, another straight line — hereinafter called the middle crack — propagates from the edge opposite to the impacted edge towards the middle area of the plate, and, at some point, it splits into an upper and bottom branch (see also Fig. 35). All three plane strain meshes have very similar crack patterns. The main influence of the mesh density is that for the denser meshes in some parts the crack lines are slightly more curved. On the other hand, the crack patterns for the plane stress meshes show some differences when compared to each other.
|          | 3280 FE | 7320 FE | 19800 FE |
|----------|---------|---------|----------|
| Plane strain | ![Plane strain](image1.png) | ![Plane strain](image2.png) | ![Plane strain](image3.png) |
| Plane stress | ![Plane stress](image4.png) | ![Plane stress](image5.png) | ![Plane stress](image6.png) |

Figure 31: Kalthoff’s test: Considered meshes with nucleated cracks.
For the coarsest mesh (with 3280 finite elements), the first part of the middle crack exhibits two parallel straight lines close to each other. The reason for this is a bifurcation due to the stress state in the part of the edge where the middle crack starts. When the stress wave in the solid caused by the impact load is reflected on the opposite side of the specimen, there is a group of finite elements with stresses that exceed the material strength. Therefore, the simulation may predict one crack line — as is the case for the two denser meshes — or two close parallel crack lines for the primary part of the middle crack, as is the case for the coarsest mesh. Furthermore, the denser two meshes (with 7320 and 19800 finite elements) have a vague branching point for the plane stress model. It seems that there are two branching points, and that the upper and lower branches choose to propagate from one of them. Additionally, for the plane stress mesh with 7320 finite elements, the crack that goes from the notches forms a secondary crack at the kink. Fig. 32 illustrates the deformed state for the plane strain and the plane stress meshes, where all parts of the complex crack paths are clearly visible as well.
Figure 33: Kalthoff’s test: Specific dissipated fracture energy (mesh with 19800 elements).
To allow easier comparison of dissipated energy, both plane stress and plane strain models were computed with the thickness of 9 mm and this is shown in the following graphs. Fig. 33 depicts dissipated energy per unit crack surface for the finest mesh. It shows that both mode I and mode II are active; however, the dominant separation mode is mode I. Only the primary path of the middle crack propagates solely in mode I fashion. Graphs of the total dissipated energy are given in Fig. 34. Both plane stress and plane strain models dissipate a similar amount of fracture energy (for the same mesh). In Fig. 34a (left), we compare our results with those from [29], where the authors use a much more complicated numerical fracture model with strain injection techniques with discontinuous displacement fields (DDM inj.) and a crack tracking algorithm. The numerical model from [29] consists of approximately 15000 finite elements. One may observe that our curves for the total dissipated fracture energy are similar to those from [29].
Figure 35: Kalthoff’s test: Details of crack paths in the plain strain model with 19800 finite elements.
Crack branching is usually a great modelling challenge in fracture analysis, especially when a reliable criterion to determine the branching point has to be applied. Note that no branching criteria need to be used here to compute crack patterns with branching, as shown in the above figures. Let us elaborate a bit more on the crack branching in the case of the plane strain model with the finest mesh, see Fig. 35, where the detail (called Detail B) of the crack branching area is also shown. Detail B shows that the primary path of the middle crack extends from the edge of the mesh to the finite element denoted as “FE-B”, which has the discontinuity line perpendicular to the orientation of the primary path of the middle crack. The upper and the lower crack branches propagate from “FE-B”. The cracked finite elements, which lie in the area of the middle crack path, may be divided into three groups: primary path, upper and lower branch. Observe the velocity of dissipated fracture energy in these finite elements. Fig. 36a displays the dissipation of fracture energy in mode I for each time step, where two curves are shown: the red curve is dissipation in all elements from the middle crack path, and the blue line represents the contribution of finite
elements from the primary path and the upper branch. We compute the rate of dissipated fracture energy (or dissipation) for mode I as:

\[ D_{\text{Mode I}} = \frac{\Delta W_{D,\text{Mode I}}}{\Delta \tau}, \]  

(71)

where \( \Delta W_{D,\text{Mode I}} \) is the incremental growth of the dissipated energy, and \( \Delta \tau \) is the time increment (in our simulation \( \Delta \tau = 0.05 \mu s \)). One can see that the red and blue curves are identical until \( t_{FE-B1} = 52.60 \mu s \), when the crack in “FE-B” is nucleated, and after that the red curve is above the blue one. The experimental results (see [29] and references therein) report that the critical crack tip velocity is below the Rayleigh wave velocity \( v_R \) (which defines the limit speed of elastic waves on the surface of a solid domain). When the critical crack tip velocity is exceeded, crack path branches and new crack surfaces are formed in a short time interval, which enables larger dissipation of fracture energy. The dissipation rate depends on the crack tip velocity, so we can express the limit dissipation rate \( D_{\text{Mode I},\text{lim}} \) as:

\[ D_{\text{Mode I},\text{lim}} = v_R G_{fn} b, \]  

(72)

and compare it with the results in Fig. 36. The red curve exceeds \( D_{\text{Mode I},\text{lim}} \) at \( t_{FE-B2} = 60.5 \mu s \), when the dissipated energy in “FE-B” reaches 93% of \( G_{fn} \). If only one branch is considered (blue line), then the dissipation is below \( D_{\text{Mode I},\text{lim}} \). The branching criterion is usually based on the maximal crack tip velocity, which is not useful in our case, because the crack branching appears when the dissipation rate is not maximal (it is not at peak value). We can use \( D_{\text{Mode I},\text{lim}} \) to check for possible branching events. Fig. 36b illustrates the dissipation of the upper crack path, which is below \( D_{\text{Mode I},\text{lim}} \), indicating that there is no crack branching.

| Mesh        | 3280 FEs | 7320 FEs | 19800 FEs |
|-------------|----------|----------|-----------|
| Plane Stress| 4.89 min | 12.94 min| 33.52 min |
| Plane Strain| 4.89 min | 11.37 min| 33.07 min |

Table 1: Kalthoff’s test: Computational time for the complete simulation (with approximately 2000 increments, adjustable time step and \( \Delta \tau_{\text{max}} = 0.05 \mu s \)).

The computational time needed is presented in Table 1 for the chosen meshes for both plane strain and plane stress models. The simulations were performed with the finite element computer code AceFEM [23] on a personal computer with processor Intel Core i7-8550U CPU (1.80 GHz). As expected, both plane strain and plane stress models needed a similar amount of computational time for the same mesh. Fig. 37 compares mesh densities used by different numerical methods for fracture modelling in [26], [17] and [29], to simulate Kalthoff’s test. We can see that our approach, which relies on the Q6ED finite element with embedded discontinuity, requires the least number of elements (and thus much lower computational cost) to predict quite good approximations of the crack pattern, as demonstrated above.
Kalthoff’s test is also computed by suppressing the incompatible modes (i.e. by using the Q4ED element). Fig. 38 shows nucleated cracks and dissipated energies for the coarse mesh (3280 elements) with plane strain elements Q6ED and Q4ED. Both formulations capture all three crack paths, but the Q6ED results are much better. Namely, for Q4ED, the upper and lower cracks propagate from the notch tips under the 60° angle towards the right edge. There are also many clustered nucleated cracks that smear dissipation of fracture energy.
Figure 38: Kalthoff’s test: Comparing results of Q6ED (first row) with Q4ED (second row) for plain strain formulation and 3280 elements. The first column shows meshes with nucleated cracks and the last two columns display specific dissipated fracture energies due to cracking in Mode I and Mode II fashion.
4.7 Single edge notched specimen (SENS) test

Single edge notched specimen test from [1] is a benchmark test for crack branching. A rectangular plate with a crack in the middle is subjected to tension. Fig. 39 shows the geometry and the boundary conditions. The velocity on top and bottom edges increases linearly from 0 at time t=0 to \( v_0 = 10 \text{ m/s} \) at time \( t = 0.1 \mu\text{s} \) and remains constant for 10\( \mu\text{s} \). The material parameters are [1]: Young’s modulus \( E = 3240 \text{ N/mm}^2 \), Poisson’s ratio \( \nu = 0.35 \), mass density \( \bar{\rho} = 1190 \text{ kg/m}^3 \), Rayleigh’s wave speed of \( v_R = 938 \text{ m/s} \), and tensile and shear strengths \( \sigma_{un} = \sigma_{um} = 129.6 \text{ N/mm}^2 \). Mode I and Mode II fracture energies are \( G_{fn} = G_{fm} = 0.35 \text{ N/mm} \). Due to the symmetry, only one half of the plate is considered with appropriate boundary conditions. The mesh consists of 200 x 201 elements, with the existing crack modelled as a notch of thickness \( h_N = L_y/201 \).

The results are presented in Figs. 40–42. Note that in [1] coarser mesh with 40 x 41 elements was used. When we computed the test with such mesh, the crack line started at the notch tip and propagated in a straight line to the right edge. Our model requires a finer mesh, because the main crack branches into two secondary paths that propagate under the acute angle (\(~ 12\text{f}\)) as can be seen in Figs. 40 and 41. The model response is comparable to the results obtained with the phase field method in [17], but there the boundary conditions due to the symmetry were not taken into account.

The primary crack branches into two secondary cracks: the upper and lower paths. What stands out in Fig. 40b is that each secondary path has four clusters of nucleated cracks. According to Fig. 41, only few elements actually dissipate energy and form a crack line. Fig. 42 displays details of the upper branch with the clustered cracks. One can see that in these clusters another branching occurs. Similar is reported in [1], where the crack path velocity is monitored and used in branching criterion. Additionally, Fig. 41b shows that the fracture energy due to Mode II dissipates mostly in the areas, where crack paths kink.

Fig. 43 displays the dissipation rate of fracture energy in Mode I for each time step, with two curves shown: the red curve is the dissipation in all elements, and the blue line represents the contribution of the finite elements from the primary path and the upper branch. One can see that the red and blue curves are identical until \( t_{T1} = 2.5 \mu\text{s} \), when the crack branching is initiated, after that the red curve is above the blue one. The secondary paths hit the edge of the plate at \( t_{T2} = 5.15 \mu\text{s} \), when the last element in the string of cracked elements dissipates 98\% of fracture energy \( G_{fn} \). Although the plate is almost 'broken' at \( t_{T2} \), the analysis computation does not lose convergence and continues until 10\( \mu\text{s} \). The reason for this is in the exponential softening law, where traction stresses only approach to zero, so the finite element never separates completely and plate does not break into pieces. The computed results are compared with the limit dissipation rate based on the Rayleigh wave velocity \( v_R \) and determined by Eq. (72). Fig. 43 shows that the dissipation rate due to Mode I increases from zero to the limit dissipation at the instant of branching \( t_{T1} \). Thereafter, the blue curve is around the limit dissipation rate. In the interval from 3\( \mu\text{s} \) to 5\( \mu\text{s} \), the dissipation in the upper crack path is above the limit rate due to branching in four local regions presented in Fig. 42. Overall, the results indicate that the cracking mechanism in the Q6ED model can stick to the limitation from physics, as it is the Rayleigh wave velocity, without using any branching criterion.
Figure 39: SENS test: Geometry and boundary conditions.

Figure 40: SENS test: a) Deformed mesh and b) nucleated cracks in the mesh at the end of simulation.
Figure 41: SENS test: Specific dissipated fracture energy for a) Mode I and b) Mode II.

Figure 42: SENS test: Details of the mesh with the upper secondary crack path. Left: Nucleated cracks. Right: Specific dissipated fracture energy for Mode I.
5 Conclusions

A novel quadrilateral finite element with embedded strong discontinuity (Q6ED) is presented and used for the simulation of fracture in quasi-brittle two-dimensional solids in both static and dynamic framework. The starting point for the embedded strong discontinuity finite element formulation is the quadrilateral with incompatible modes, sometimes denoted as Q6. It was chosen to treat the incompatible modes and the separation modes (due to the discontinuity embedding) in the same manner and to condense them on the element level. Moreover, the local equations from the incompatibility and separation modes are solved at the same time as the global equilibrium equations, which seems to be the easiest way for implementing the embedded discontinuity. In this manner, one may stay with just one (standard) solution loop in the framework of the Newton-Raphson method and avoid a separate loop for the computation of the discontinuity parameters, which is very common (for various reasons) in the embedded discontinuity formulations. Besides the above mentioned straightforward and simple implementation, a novel application of the nucleation criterion that determines when the crack is embedded into the element was proposed, and how to choose its position and orientation. It is based on the Gauss point stress state and does not use any stress averaging. It turns out that so designed embedded discontinuity quadrilateral Q6ED is able to compute very similar crack patterns as reported by experimental or numerical tests, without using a crack tracking algorithm. To the best of our knowledge, this is for the first time that an embedded-discontinuity formulation for a quadrilateral, which does not use any tracking algorithm, has proven successful. Indeed, the computed crack patterns are quite accurate, as has been shown by the set of computed numerical examples. Moreover, the presented formulation naturally allows for the simulation of crack branching as shown for Kalthoff’s test and single edge notched specimen test.

Furthermore, it is very fast in comparison with some other competitive approaches for fracture modelling (and also in comparison with other embedded strong discontinuity formulations for quadrilaterals, although this is not explicitly shown). It also dissipates a similar amount of the fracture energy for the computed examples as reported in the relevant references. The main drawback of the presented formulation seems to be the possibility of stress-locking (i.e. an incorrect transfer of stresses across the discontinuity), due to the application of only constant opening and...
sliding separation modes. This may occur in those elements that have a crack passing through opposite edges. This is exhibited, for example, in the four-point bending test seen in the force-displacement curve not approaching the abscissa for the fully developed crack, or in an increase of the force-displacement curve towards the end of the analysis in the double edge notched specimen test. However, our numerical experience is that for the discrete constitutive model that handles well the mixed mode opening, the exhibition of stress locking at the structural level, i.e. on the load-displacement curve and on the crack path, is likely to be mild for mixed mode problems. The possible inclusion of linear crack opening and sliding would have probably improved the performance of the element; however, an efficient formulation for the linear sliding is still to be found.

6 Acknowledgements

A. Stanic and H. G. Matthies acknowledge the support of the Deutsche Forschungsgemeinschaft (project PHAROS, DFG Geschäftszeichen GZ: MA 2236/28-1).

B. Brank acknowledges the support of the Slovenian Research Agency (project J2-1722).

References

[1] Armero F., Linder, C. 2009. Numerical simulation of dynamic fracture using finite elements with embedded discontinuities. International Journal of Fracture 160: 119–141.
[2] Arrea M., Ingraffea A. R. 1982. Mixed-mode crack propagation in mortar and concrete. Ithaca, New York: Report No. 81-13, Department of Structural Engineering, Cornell University.
[3] Bahr, H. A., Fischer, G., Weiss, H. J., 1986. Thermal-shock crack patterns explained by single and multiple crack propagation. Journal of Materials Science volume 21: 2716–2720.
[4] Brancherie, D., Ibrahimbegovic, A. 2009. Novel anisotropic continuum-discrete damage model capable of representing localized failure of massive structures: Part I: theoretical formulation and numerical implementation. Engineering Computations 26: 100–127.
[5] Bude, J. 2015. Ductile Fracture Simulation Using the Strong Discontinuity Method. PhD Thesis. Université de Technologie de Compiègne - Alliance Sorbonne Université, France.
[6] Do, X. N., Ibrahimbegovic, A., Brancherie, D. 2017. Dynamics framework for 2D anisotropic continuum-discrete damage model for progressive localized failure of massive structures. Computers and Structures 183: 14–26.
[7] Do, X. N., Ibrahimbegovic, A. 2018. 2D continuum viscodamage-embedded discontinuity model with second order mid-point scheme. Coupled systems mechanics, Techno-Press 7: 669–690.
[8] Dujc, J., Brank, B., Ibrahimbegovic, A. 2010. Quadrilateral finite element with embedded strong discontinuity for failure analysis of solids. Computer Modeling in Engineering and Sciences 69 (3): 223–259.
[9] Dujc, J., Brank, B., Ibrahimbegovic, A., Brancherie, D. 2010. An embedded crack model for failure analysis of concrete solids. Computers and Concrete 7 (4): 331–346.
[10] Dujc, J., Brank, B., Ibrahimbegovic, A. 2013. Stress-hybrid quadrilateral finite element with embedded strong discontinuity for failure analysis of plane stress solids. International Journal for Numerical Methods in Engineering 94 (12): 1075–1098.
[11] Dujc, J., Brank, B. 2020. Modeling fracture in elasto-plastic solids by embedded-discontinuity stress-hybrid finite element formulation. Mechanics of Advanced Materials and Structures, DOI: 10.1080/15376494.2020.1786755

[12] Dvorkin, E., Cuitiño, A. M., Gioia, G. 1990. Finite elements with displacement interpolated embedded localization lines insensitive to mesh size and distortions. International Journal for Numerical Methods in Engineering 30: 541–564.

[13] Dvorkin, E. N., Assanelli, A. P. 1991. 2D finite elements with displacement interpolated embedded localization lines: The analysis of fracture in frictional materials. Computer Methods in Applied Mechanics and Engineering 90: 829–844.

[14] Farrell, P., Maurini, C., 2017. Linear and nonlinear solvers for variational phase-field models of brittle fracture. International Journal for Numerical Methods in Engineering 109: 648–667.

[15] Geyer, J. F., Nemat-Nasser, S. 1982. Experimental investigation of thermally induced interacting cracks in brittle solids. International Journal of Solids and Structures 18 (4): 349–356.

[16] Griffith, A. A. 1921. The Phenomena of Rupture and Flow in Solids. Philosophical Transactions of the Royal Society of London. Series A, Containing Papers of Mathematical or Physical Character 221: 163–198.

[17] Hofacker, M., Miehe, C. 2013. A phase field model of dynamic fracture: Robust field updates for the analysis of complex crack patterns. International Journal for Numerical Methods in Engineering 93: 276–301.

[18] Ibrahimbegovic, A. 2009. Nonlinear Solid Mechanics. Theoretical Formulations and Finite Element Solution Methods. Dordrecht, Springer Netherlands: 574 p.

[19] Ibrahimbegovic, A., Brancherie, D. 2003. Combined hardening and softening constitutive model of plasticity: precursor to shear slip line failure. Computational Mechanics 31: 88–100.

[20] Jirásek, M. 2000. Comparative study on finite elements with embedded discontinuities. Computer methods in applied mechanics and engineering 188: 307–330.

[21] Kalthoff, J. F. 2000. Modes of dynamic shear failure in solids. International Journal of Fracture 101: 1–31.

[22] Klisinski, M., Runesson, K., Sture, S. 1991. Finite Element with Inner Softening Band. Journal of Engineering Mechanics 117: 575–587.

[23] Korelc, J. 2015. AceGen manual, AceFEM manual. Available at http://symech.fgg.uni-lj.si

[24] Kucerova, A., Brancherie, D., Ibrahimbegovic, A., Zeman, J., Bittnar, Z. 2009. Novel anisotropic continuum-discrete damage model capable of representing localized failure of massive structures: Part II: identification from tests under heterogeneous stress field. Engineering Computations 26 (1/2): 128–144.

[25] Lee, Y. J., Freund, L. B. 1990. Fracture Initiation Due to Asymmetric Impact Loading of an Edge Cracked Plate. Journal of Applied Mechanics 57 (1): 104–111.

[26] Li, T., Marigo, J.-J., Guilbaud, D., Potapov, S. 2016. Gradient damage modeling of brittle fracture in an explicit dynamics context. International Journal for Numerical Methods in Engineering 108: 1381–1405.

[27] Linder, C., Armero, F. 2007. Finite elements with embedded strong discontinuities for the modeling of failure in solids. International Journal for Numerical Methods in Engineering 72: 1391–1433.

[28] Linder, C., Armero, F. 2009. Finite elements with embedded branching. Finite Elements in Analysis
and Design 45: 280–293.

[29] Lloberas-Valls, O., Huespe, A. E., Oliver, J., Dias, I. F. 2016. Strain injection techniques in dynamic fracture modeling. Computer Methods in Applied Mechanics and Engineering 308: 499–534.

[30] Manzoli O. L., Shing, P. B. 2006. A general technique to embed non-uniform discontinuities into standard solid finite elements. Computers and Structures 84: 742–757.

[31] Mosler, J. 2004. On the modelling of highly localized deformations induced by material failure: the strong discontinuity approach. Archives of Computational Methods in Engineering 11 (4): 389–446.

[32] Nikolić, M., Do, X. N., Ibrahimbegovic, A., Nikolić, Ž. 2018. Crack propagation in dynamics by embedded strong discontinuity approach: Enhanced solid versus discrete lattice model. Computer methods in Applied Mechanics and Engineering 340: 480–499.

[33] Nooru-Mohamed, M. B., 1992. Mixed-mode fracture of concrete: an experimental approach. PhD Thesis. Delft University of Technology, Netherlands

[34] Oliver, J., Huespe, A. E., Samaniego, E., Chaves, E. W. V. 2002. On strategies for tracking strong discontinuities in computational failure mechanics. In: Mang, H. A., Rammerstorfer, F. G., Eberhardsteiner, J. 2002. WCCM V Fifth World Congress on Computational Mechanics, July 7–12, 2002, Vienna, Austria.

[35] Oliver, J., Huespe, A. E., Sánchez, P. J. 2006. A comparative study on finite elements for capturing strong discontinuities: E-FEM vs X-FEM. Computer Methods in Applied Mechanics and Engineering 195: 4732–4752.

[36] Oliver, J. Huespe, A. E, Dias, I. F. 2012. Strain localization, strong discontinuities and material fracture: Matches and mismatches. Comput. Methods Appl. Mech. Engrg. 241–244: 323–336.

[37] Saksala, T., Brancherie, D., Harari, I., Ibrahimbegovic, A. 2015. Combined continuum damage-embedded discontinuity model for explicit dynamic fracture analyses of quasi-brittle materials. International Journal for Numerical Methods in Engineering 101: 230–250.

[38] Saksala, T., Brancherie, D., Ibrahimbegovic, A. 2016. Numerical modelling of dynamic rock fracture with a combined 3D continuum visco-damage embedded discontinuity model. International Journal for Numerical and Analytical Methods in Geomechanics 40: 1339–1357

[39] Stanić, A., Brank, B., Korelc, J., 2016. On path-following methods for structural failure problems. Comput Mech 58 (2): 281-306.

[40] Stanić, A., Brank, B. 2017. A path-following method for elasto-plastic solids and structures based on control of plastic dissipation and plastic work. Finite Elem Anal Des 123: 1–8.

[41] Stanić, A., Brank, B, Brancherie, D. 2020. Fracture of quasi-brittle solids by continuum and discrete-crack damage models and embedded discontinuity formulation. Engineering Fracture Mechanics 227.

[42] Stanić, A., 2017. Solution methods for failure analysis of massive structural elements. PhD Thesis. Université de Technologie de Compiègne - Sorbonne Universités, France, and University of Ljubljana, Slovenia.

[43] Shao, Y., Zhang, Y., Xu, X., Zhou, Z., Li, W., Liu, B. 2011. Effect of Crack Pattern on the Residual Strength of Ceramics After Quenching. Journal of the American Ceramic Society, 94 (9): 2804–2807.

[44] Willam, K. 2000. Constitutive models for engineering materials. Encyclopedia of Physical Science and Technology (third ed.), Academic Press, New York: pp. 603–633.

[45] Wilson, E. L., Ibrahimbegovic, A. 1990. Use of incompatible displacement modes for the calculation
of element stiffness or stresses. Finite Elements in Analysis and Design 7: 229–241.

[46] Wolfram Research, Inc. 2016. Mathematica. Version 10.4. Wolfram Research, Inc., Champaign, Illinois.

[47] Wu, J.-Y., Li, F.-B., Xu, S.-L. 2015. Extended embedded finite elements with continuous displacement jumps for the modeling of localized failure in solids. Comput Methods Appl Mech Eng 285: 346–378.