1 INTRODUCTION

Web pages are rich sources of information but are also peppered with ads, banners and other CMS boilerplate. Extracting the primary informational content of a web page is an important task for numerous applications ranging from usability aspects like reader views for news articles in web browsers, to information retrieval or natural language processing. Existing approaches are limited in generalization power. We propose a neural sequence labeling model that relies only on the HTML tags and words that appear in a web page as input.

In this paper we focus on the task of boilerplate removal or isolation of the primary informational content from web pages. Unlike the locality of rendering, there is also a locality of authoring in web pages. Specifically, relevant content tends to be authored in contiguous segments, as illustrated in Figure 1. This observation greatly simplifies the modeling task, where we are not bound to inferring the locality of content from the visual features or raw text. Rather, we work on the raw HTML and DOM-based features or structure of web pages, as shown by Gupta et al. [8] and Wu et al. [16].

The extraction of main content from web pages is an important task for numerous applications ranging from usability aspects like reader views for news articles in web browsers, to information retrieval or natural language processing. Existing approaches are limited in generalization power. We propose a neural sequence labeling model that relies only on the HTML tags and words that appear in a web page as input.

In this paper we focus on the task of boilerplate removal or isolation of the primary informational content from web pages. Unlike the locality of rendering, there is also a locality of authoring in web pages. Specifically, relevant content tends to be authored in contiguous segments, as illustrated in Figure 1. This observation greatly simplifies the modeling task, where we are not bound to inferring the locality of content from the visual features or raw text. Rather, we work on the raw HTML and DOM-based features or structure of web pages, as shown by Gupta et al. [8] and Wu et al. [16].

The extraction of main content from web pages is an important task for numerous applications ranging from usability aspects like reader views for news articles in web browsers, to information retrieval or natural language processing. Existing approaches are limited in generalization power. We propose a neural sequence labeling model that relies only on the HTML tags and words that appear in a web page as input.
created by us. We observe that we obtain similar performance and sometimes outperform the existing feature-based approaches. In sum, we make the following contributions:

- We propose BoilerNet as an automatic feature learning approach that is based only on raw HTML pages. It is robust to heterogeneous genres, authoring practices and learns effectively in low training data regimes.
- We conduct empirical evaluation to show that BoilerNet performs on par with or better than existing state-of-the-art approaches.
- We provide an interactive demonstration in the form of a browser extension.

2 RELATED WORK

Existing boilerplate removal approaches are either (1) handcrafted rules or tools targeted to extract content from web pages which were observed to possess certain structural and textual properties, or (2) machine learning approaches using hand-crafted (textual, structural, visual etc.) features to separate content from boilerplate.

For instance, Body Text Extraction (BTE) [6] uses the observation that the main content contains longer paragraphs of uninterrupted text and marks the largest contiguous text area with the least amount of HTML tags as content. [8] applies various heuristic-based filters to remove images, advertisements etc. from the DOM tree representation of the web page. CETD [13] exploits the design principles behind text and noise. Another line of work consists of template detection algorithms [1, 4, 10, 17] which utilize collections of web pages, usually from the same site, to learn the common template structure.

Among the other machine learning based approaches, [11] proposes a method utilizing maximum subsequence segmentation to extract the text of articles from HTML documents using tags and trigram features. BoilerPipe [9] analyzes hand-crafted text features, namely the number of words and link density, to distinguish main content from other parts of information from news article web pages. [15] learns a template-independent wrapper using a small number of labeled news pages from a single site and features dedicated to news titles and bodies. [7] and [12] employ sequence labeling approaches which consider a web document as a sequence of some appropriately sized units or blocks and the task is to categorize each block as content or not content. Both of these works use Conditional Random Fields (CRFs) models using various handcrafted textual and structural features. Web2Text [14] employs two separate convolutional neural networks which operate on a very large number of hand-crafted features for each text block, yielding unary and pairwise potentials (probabilities), for classifying each block and pair of adjacent blocks respectively followed by maximization of joint probabilities during inference. [16] formulates the actual content identifying problem as a DOM tree node selection problem and trains a machine learning model using features like fonts, links, position and others.

3 BOILERNET

We model the problem of boilerplate removal or content extraction as a sequence labeling problem where the web page is divided into text blocks, all of which are then individually classified as either content or boilerplate. Each text block is represented as a vector which encodes both the text as well as all of its ancestral HTML tags. The order of the input sequence is determined by the order of the corresponding text blocks within the original HTML file. Our hypothesis is that the order of text blocks in a web page encodes important information about their type, i.e. content or boilerplate, as the placement is determined by the authoring style. For example, in blogs or news sites, we expect the content of an article page to be bunched near the center and surrounded by ads and navigational elements.

3.1 Input Representation

In order to obtain the sequences to be used as inputs for our model, we divide every web page into a sequence of text blocks. A text block can only appear as a leaf node in the DOM tree and has no associated HTML tag. However, a piece of text that appears connected to the human reader may be separated by HTML tags, e.g. <p>[A]<strong>[B]</strong>[C]<p> contains the text blocks [A], [B] and [C], divided by a <strong> tag.

Each block is represented by a \(d\)-dimensional vector. The first \(k\) elements of the vector are used to encode all parent nodes of the leaf up to the root. Each index is associated with a specific HTML tag, and the numbers encode how many of the corresponding HTML tags appear in the path from the root node to the leaf. In the same fashion, the remaining \(l\) items encode the words that appear in the text block. In practice, we add another two dimensions for out-of-vocabulary placeholders to the vector in order to handle unknown HTML tags and unknown words, and only consider the \(k\) most common HTML tags and the \(l\) most common words.

3.2 Sequence Labeling

The BoilerNet architecture is based on bidirectional LSTMs which are able to learn complex non-local dependencies in sequence...
models. The elements in the input sequence are projected to \( m \)-dimensional dense vectors using a fully-connected layer \( D \in \mathbb{R}^{d \times m} \). The dense representations are then fed into a number of consecutive many-to-many bidirectional LSTM layers. In each of these LSTM layers, given an input \( (x_1, x_2, \ldots, x_n) \), the forward LSTM yields the output \( (y^f_1, \ldots, y^f_n) \) while the backward LSTM receives the reverse input sequence and yields the output \( (y^b_1, \ldots, y^b_n) \). Both LSTMs use individual sets of parameters \( W^f \) and \( W^b \). The final \( t \)-dimensional representation of a text block is obtained by concatenating the respective forward and backward outputs. Finally, the concatenated outputs of the last LSTM layer are squashed into 1-dimensional vectors using a fully connected layer \( V \in \mathbb{R}^{d \times 1} \) with a sigmoid activation function to infer the final classification probabilities. We use binary cross entropy to train the model. The architecture is shown in Figure 2.

### 3.3 Issues in Boilerplate Removal Models

One of the main issues in employing machine learning models to classify content and boilerplate is the scarcity of the labeled data. Annotating content in web pages is a tedious task and requires a large investment of time, mainly because of the growing size of web pages and non-standard use of HTML. We initially experimented with a weak supervision \([5]\) strategy to deal with this problem, which resulted in no significant improvements. We therefore conduct our experiments with a low number of training examples to show that our model is able to generalize well despite limited training data.

### 4 EXPERIMENTS

We evaluate BoilerNet against existing approaches using two datasets: CleanEval \([2]\) and GoogleTrends-2017. CleanEval (published in 2007) is a collection of arbitrary websites. In order to evaluate the generalizability of our model to newer web pages, we manually created GoogleTrends-2017 as described in Section 4.1.

We compare our approach with other machine learning-based as well as rule- and heuristic-based methods. Web2Text \([14]\) relies on a large number of hand-crafted features and uses convolutional neural networks to classify page elements. The drawback of this approach is that these features might not generalize well or in some cases even be invalid, for example across languages or longer time periods. BoilerPipe \([9]\) is a rule-based system using textual features which was trained solely on news articles. Finally, Readability.js\(^1\) is the open source implementation of Mozilla’s reader view feature in the Firefox browser.

### 4.1 Dataset Preparation

Existing datasets for the evaluation of boilerplate removal and content extraction have weaknesses, rendering them suboptimal for evaluating modern approaches; firstly, the datasets are old (CleanEval was published in 2007, L3S-GN1 in 2010). Since then, the web has changed in many ways, for example in overall structure and technologies used, rendering existing datasets outdated. Secondly, some datasets lack diversity, as they contain only web pages of a single type. For example, L3S-GN1 is a news-only dataset.

---

\(^1\)https://github.com/mozilla/readability

---

\(^2\)https://trends.google.com/trends/yis/2017/GLOBAL/

### Table 1: The results on the CleanEval dataset with 55 training, 5 validation and 676 test instances.

|                | Negative class | Positive class |
|----------------|----------------|---------------|
|                | \( P \) | \( R \) | \( F_1 \) | \( P \) | \( R \) | \( F_1 \) |
| Web2Text      | 0.82     | 0.76     | 0.79     | 0.84     | 0.89     | 0.86     |
| Web2Text (unary) | 0.80     | 0.78     | 0.79     | 0.85     | 0.87     | 0.86     |
| BoilerPipe    | 0.58     | **0.90** | 0.71     | **0.90** | 0.58     | 0.71     |
| Readability.js| **0.85** | 0.76     | 0.81     | 0.82     | **0.89** | **0.85** |
| BoilerNet     | 0.82     | 0.83     | **0.82** | 0.87     | 0.86     | **0.87** |

### Table 2: The results on the new GoogleTrends-2017 dataset with 50 training, 30 validation and 100 test instances.

|                | Negative class | Positive class |
|----------------|----------------|---------------|
|                | \( P \) | \( R \) | \( F_1 \) | \( P \) | \( R \) | \( F_1 \) |
| Web2Text      | 0.88     | 0.89     | 0.88     | 0.69     | 0.67     | 0.68     |
| Web2Text (unary) | 0.91     | 0.85     | 0.88     | 0.67     | 0.77     | 0.71     |
| BoilerPipe    | 0.78     | **0.98** | 0.87     | **0.85** | 0.26     | 0.39     |
| Readability.js| 0.84     | 0.85     | 0.84     | 0.53     | 0.52     | 0.53     |
| BoilerNet     | **0.95** | 0.86     | **0.90** | 0.70     | **0.88** | **0.78** |

For these reasons we created a new dataset based on the Google trends of 2017. We obtained the HTML files by retrieving the first 100 results for each trending Google query from the year 2017.\(^2\) From the resulting pool of websites we randomly sampled a set of 180 documents and annotated them. To eliminate the problems mentioned above, we made sure to retrieve all our pages from current Google queries, as this ensures both variety and currentness of the data.

### 4.2 Results and Discussion

We conducted experiments on the CleanEval and GoogleTrends-2017 datasets to compare BoilerNet with the baselines. Due to the scarcity of ground-truth data mentioned earlier, we intentionally use small numbers of training instances. This also has the advantage of giving us a larger testset. We also experimented with 5-fold cross-validation, however this did not give us any significant improvements. Our final model after validation contains two bidirectional LSTM layers with 256 hidden units each. The sparse input vectors are projected to 256-dimensional embedding vectors. After the second LSTM layer, we apply dropout with a probability of 0.5. We train each model for 50 epochs with a batch size of 16 and weighted binary cross entropy loss. We choose the best checkpoint based on the \( F_1 \) score on the validation set.

The results on the CleanEval dataset are shown in Table 1. We used the original CleanEval split, i.e. 55 training instances, 5 validation instances and 676 test instances. Unlike all other approaches, BoilerNet is consistent in both classes, whereas the recall of Web2Text drops in the negative class. The overall performance of BoilerNet and Web2Text is similar, which shows that our
We demonstrate our system by providing an interactive browser page with a single button click. The user interface is shown well formed sentences (e.g. copyright statements), in the case of Flow.js, a JavaScript library compatible to TensorFlow. This supports our claim that hand-crafted features do not generalize, i.e. it handles all necessary pre-processing processes the current web page, loads a pre-trained model and classifies each text element. Those elements which are classified as content are then highlighted directly within the active browser tab. Figure 4 shows an example web page where the content has been highlighted by the BoilerNet browser extension.

5 DEMONSTRATION

We demonstrate our system by providing an interactive browser extension that allows to user to highlight the content on an arbitrary web page with a single button click. The user interface is shown in Figure 3. After the user initiates the process, the extension pre-processes the current web page, loads a pre-trained BoilerNet model and classifies each text element. Those elements which are classified as content are then highlighted directly within the active browser tab. Figure 4 shows an example web page where the content has been highlighted.

5.1 Implementation Details

Our implementation of the BoilerNet model uses TensorFlow 2.0. The training (and evaluation) happens on a GPU. A trained model can then be loaded by our browser extension which uses TensorFlow.js, a JavaScript library compatible to TensorFlow. The extension is self-contained, i.e. it handles all necessary pre-processing steps like the tokenization of text paragraphs. The browser extension, including a pre-trained model, is publicly available for download.

6 CONCLUSION

We presented BoilerNet, a novel, featureless approach for boilerplate removal from web pages using sequence labeling. We have shown that BoilerNet can match the performance of state-of-the-art systems and outperform them on more current datasets, achieving an increase of 11% in recall and 7% in F1 (positive class) over its competitors. We have also shown the benefits of modeling web pages as sequences of text blocks while preserving the order from the DOM tree. Additionally, we have shown that our approach requires only little training data to achieve good results. Our BoilerNet implementation is publicly available, including our browser extension for demonstration purposes.
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