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Abstract

Novelty detection, a widely studied problem in machine learning, is the problem of detecting a novel class of data that has not been previously observed. A common setting for novelty detection is inductive whereby only examples of the negative class are available during training time. Transductive novelty detection on the other hand has only witnessed a recent surge in interest, it not only makes use of the negative class during training but also incorporates the (unlabeled) test set to detect novel examples. Several studies have emerged under the transductive setting umbrella that have demonstrated its advantage over its inductive counterpart. Depending on the assumptions about the data, these methods go by different names (e.g. transductive novelty detection, semi-supervised novelty detection, positive-unlabeled learning, out-of-distribution detection). With the use of generative adversarial networks (GAN), a segment of those studies have adopted a transductive setup in order to learn how to generate examples of the novel class. In this study, we propose TransductGAN, a transductive generative adversarial network that attempts to learn how to generate image examples from both the novel and negative classes by using a mixture of two Gaussians in the latent space. It achieves that by incorporating an adversarial autoencoder with a GAN network, the ability to generate examples of novel data points offers not only a visual representation of novelties, but also overcomes the hurdle faced by many inductive methods of how to tune the model hyperparamete-
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ters at the decision rule level. Our model has shown superior performance over state-of-the-art inductive and transductive methods. Our study is fully reproducible with the code available publicly.
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### 1. Introduction

Novelty detection has been addressed widely in the machine learning literature, its basic form aims at building a decision rule in order to distinguish a normal set of data points (or inliers/ negative examples) from novel patterns (or unseen/ positive examples/ novelties). At training time only examples of inliers are available, this type of learning goes by the name of inductive novelty detection. Labeled examples of novelties are unavailable during training in this case. Some notable contributions in this field include one-class classifiers that attempt to draw a discriminative boundary around the normal data such as one-class support vector machine (OCSVM) (Schölkopf et al., 2001) and deep learning related methods - especially with the advancements of adversarial learning (Goodfellow et al., 2014) - that rely on the fidelity of reconstruction of the original signal (Schlegl et al., 2017; Zenati et al., 2018a,b; Akcay et al., 2018; Akçay et al., 2019). One limitation of those inductive methods is their need for hyperparameter tuning; the absence of novel examples in this setup during training makes this problem hard to overcome.

The traditional inductive learning seeks to infer a decision function by using a training set and minimizing the error rate on the whole distribution of examples. Transductive learning (Vapnik, 1998) on the other hand is motivated by the idea that the latter approach is unnecessarily complex and that we only care about the decision function so far as the test set is concerned, and hence the (unlabeled) test set should be incorporated at training time. Novelty detection methods that adopt the latter approach are referred to as transductive, one early example adopting this setting is semi-supervised novelty detection introduced by (Blanchard et al., 2010).

In this study we propose TransductGAN, a novel transductive novelty detection method using Generative Adversarial Network (GAN) (Goodfellow et al., 2014). Our model combines an adversarial autoencoder (Makhzani et al., 2015) that maps the data to a latent space with a GAN. It attempts
to simultaneously separate the inliers from the novelties in the latent space and learns how to generate both categories of data using two distinct distributions. A standard binary classifier can then be trained using the artificially generated novel samples along with the inlier set in order to perform anomaly detection. A diagram of TransductGAN is provided in Figure 1.

We refer to the proportion of novelties present in the unlabeled set as the contamination rate. TransductGAN and more generally transductive novelty detection methods are unsuitable for online applications as they assume access to a complete test set. Applications of interest include areas where we benefit from looking at data in a post-event format, and where the novelties are not rare as in the case of anomaly detection (although we will demonstrate empirically that our model outperforms the inductive state-of-the-art methods with a contamination rate as small as 5%). An example of applications could be the emergence of new topics or themes on social media platforms, such discoveries could help drive the news coverage on more standard media channels. Another application could be in commercial deep neural network systems that are used for classification, and where pre-processing of data is required to maintain performance quality of pre-trained models. This can be achieved by detecting novelties in test data that were not present when models were initially trained (i.e. by monitoring the emergence of a new class). Another example is the discovery of new user profiles that have become interested in acquiring a certain product, this could help boost targeted advertising. In this study we focus on image data.

The main contributions of our work are:

• a novel architecture capable of learning how to generate inliers and novelties simultaneously using distinct distributions in the latent space

• by being able to generate the novel points artificially we can train a binary classifier and tune the hyperparameters without explicitly accessing the actual outliers, this overcomes the hurdle faced by many inductive methods of how to tune their hyperparameters in the absence of novel data examples

• the introduction of the adversarial autoencoder allows us to use more informative features from the latent space when training a binary classifier

• our model exhibits superior performance over several state-of-the-art
inductive models, and outperforms a vanilla model that is closely related to a state-of-the-art transductive method

- full reproducibility of our model is available on github

2. Background

2.1. Wasserstein generative adversarial networks with gradient penalty

The generative adversarial network (GAN) in its original form (Goodfellow et al., 2014) comprises a generator taking as input a latent vector to produce an image output. This network competes against a discriminator tasked with identifying the fake images (produced by the generator) from the real images. By being able to produce samples identical to the real ones at convergence, the generator implicitly captures the distribution of the real image data. Although a GAN can produce visually appealing images, they are hard to train and can suffer from convergence failure or can generate poor quality images.

Subsequent work (Salimans et al., 2016; Metz et al., 2016; Arjovsky et al., 2017; Poole et al., 2016; Salimans et al., 2018) has been devoted to boosting training stability. In their work on Wasserstein GAN (Arjovsky et al., 2017), the authors highlighted that the divergences that are being minimized in the original GAN framework may not be continuous with respect to the generator’s parameters which might explain the training difficulty. They instead use the earth mover distance and argue that under mild assumptions this type of loss is continuous and almost differentiable everywhere. They propose a weight clipping of the discriminator in order to enforce those assumptions. The work was further extended with the introduction of Wasserstein GAN with gradient penalty (WGAN-GP) in (Gulrajani et al., 2017b) where a gradient penalty was introduced as an alternative to the weight clipping; in this work the authors propose to penalize the norm of the gradient of the discriminator with respect to its input and demonstrate this strategy yields an enhanced performance.

2.2. Adversarial Autoencoders

The adversarial autoencoder (AAE) (Makhzani et al., 2015) is a regularized autoencoder where an adversarial network is tasked with ensuring that the latent code vector distribution is matched with a prior distribution that is defined by the user. The AAE includes an encoder-decoder network that
maps the data from the input space to a latent space and a discriminator network that controls the distribution in the latent space. Two losses are used to train the model, the traditional reconstruction based loss that operates in the input space and an adversarial loss that operates on the latent code. The advantage of the AAE is its ability to generate meaningful samples from any part of the latent distribution and its superiority in that regard compared to more traditional methods such as variational autoencoders (Kingma and Welling, 2014) has been demonstrated.

3. Related work

3.1. Inductive methods

During training, inductive methods in novelty detection rely on the availability of a negative dataset $X_n$ that could be either pure or contaminated with novelties or outliers. In our study we assume that the negative dataset is always uncontaminated. There exists a variety of anomaly detection algorithms and comprehensive literature reviews presenting those algorithms as part of a taxonomy already exist, a few examples include (Pimentel et al., 2014; Chalapathy and Chawla, 2019). The approaches can broadly be categorised into probabilistic models, distance-based, reconstruction-based, domain-based and information theory-based models. We will compare our methods against state-of-the-art models that are either reconstruction-based or domain-based. The main challenge with the other categories is their poor performance on complex high-dimensional data.

Some notable contributions with regards to the domain-based model include OCSVM (Schölkopf et al., 2001), it attempts to find the boundary enclosing the inlier class by separating it from the origin using a hyperplane with maximum margin.

The reconstruction-based models rely on modelling the data samples in a latent, lower-dimensional space and on the ability to reconstruct the original samples thereafter. The novelty measure relies on the fidelity of reconstruction, i.e. it relies on some similarity measure between the original sample and its reconstructed version. Algorithms that are able to perform such tasks include neural networks and subspace-based methods. The main advantages of using such models is their scalability, with a large enough sample size they tend to surpass the more traditional methods.

One state-of-the-art method is AnoGAN, introduced by Schlegl et al. in (Schlegl et al., 2017). It uses a deep convolutional GAN (DCGAN, (Radford}
to perform anomaly detection using imaging data. It trains the DCGAN using the inlier data only in the first phase. In the second phase it learns a mapping from the image space to the latent space for each sample in the test set iteratively via backpropagation, using the weighted sum of a residual loss and a discrimination loss. AnoGAN’s main contribution is the anomaly scoring that involves mapping from the image to the latent space; it remains a computationally expensive procedure that also requires parameter tuning.

Efficient GAN-based anomaly detection (EGBAD) (Zenati et al., 2018a) was introduced soon after and proposes to use a bi-directional GAN (BiGAN) (Donahue et al., 2016; Dumoulin et al., 2016) in order to overcome the costly process in AnoGAN of recovering the latent representation for a given input. BiGAN simultaneously learns an encoder that maps an input sample to a latent representation along with a generator and discriminator using inlier data. The discriminator takes as input the image sample (either generated or from training) along with its latent representation (either the encoder output or the generator input). With the exception of the introduction of the BiGAN model that allows to reduce the computational costs, the procedure to derive the anomaly score is similar to that of AnoGAN with improved performance. The hyperparameter tuning is still an open issue.

The GANomaly model was introduced in (Akcay et al., 2018) and is inspired by the AAE network. GANomaly employs a variation of this model that uses an added encoder and where the discriminator now operates over the image space. The objectives of GANomaly are similar to the ones presented in the previous two approaches, namely it attempts to use the inlier set to train the model and uses an anomaly score to identify the anomalous samples within the (contaminated) test data. Three types of losses are used to train the model. Firstly, an adversarial loss measures the $L_2$ distance between the feature representation in the discriminator (hence using the feature matching loss) of the original (image) inputs and the generated images. Secondly, a contextual loss measures the $L_1$ distance between the input and the generated output and allows the generator to learn contextual information about the input data. And finally an encoder loss minimizes the distance between the latent representation of the input and the latent representation of the generated output. The overall objective function becomes a weighted sum of the three losses. During testing only the encoder loss is used by the model as an novelty indicator. GANomaly’s performance was tested on a variety of real-world data and has surpassed other state-of-the-art methods.
such as EGBAD, AnoGAN as well as more basic methods such as variational autoencoders-based anomaly detection (An and Cho, 2015). It should be mentioned that the weights of the objective function were tuned to yield an optimal performance, and in that regard the labels of the test set were used to drive the performance up.

3.2. Transductive methods

Transductive methods for novelty detection were originally introduced in (Scott and Blanchard, 2008) as a special case of their semi-supervised novelty detection algorithm (SSND) (Blanchard et al., 2010) where the unlabeled set is incorporated into the task and where the end goal is to predict the labels of the unlabeled (or test) set. In that study the problem is reduced to a binary classification task subject to a user-specified constraint on the false positive rate. More recently, Tifrea et al. introduced ensembles with regularized disagreement (ERD) (Tifrea et al., 2020) by training multiple multi-class classifiers on the union of labeled and unlabeled sets. The unlabeled set is assigned random labels and the disagreement between the classifiers is used as a measure of novelty. The method assumes no knowledge of the contamination rate, however the class labels of the labeled set are assumed to be available (i.e. information about the class labels beyond the fact they are inliers). Other transductive state-of-the-art novelty detection methods that make use of the inlier class labels include (Yu and Aizawa, 2019) where the authors train a two-head deep convolutional neural network (CNN) with one common feature extractor and two classifiers; the discrepancy of prediction between the two classifiers is used at test time to separate the inliers from the novel data. The authors have not provided any implementation for this method.

3.3. PU learning methods

PU learning refers to the classification of unlabeled samples given data from one class during training. A recent survey of PU learning methods can be found in (Bekker and Davis, 2018). The class that is usually available in this setup is the novel/positive class, but PU learning can also be applied to novelty detection in an unlabeled dataset with access to only the negative data during training, and some studies (Plessis et al., 2015) consider transductive novelty detection as defined in (Blanchard et al., 2010) to be a special case of PU learning.
The unlabeled data is usually handled in two ways, the first set of methods (Liu et al., 2002; Li and Liu, 2003) attempt to identify negative examples in the unlabeled set before training a binary classifier using the positive and newly identified negative samples. This approach is very much dependent on heuristic strategies and does not guarantee an optimal solution. The second set of methods (Liu et al., 2003; Lee and Liu, 2003) treat the unlabeled set as negative with a weight assigned to each sample, finding the optimal weight is usually costly and the classifiers trained on those datasets suffer from an estimation bias. Several methods have since emerged that seek to build an unbiased PU classifier (Plessis et al., 2014, 2015; Kiryo et al., 2017), the most recent of which, the non-negative PU estimator (nnPU) (Kiryo et al., 2017), was proven to be the most robust against overfitting in the presence of a flexible classifier. More recently, GAN-based models have become state-of-the-art in PU learning applications and a couple of methods are closely related to our model as they also attempt to generate counter-examples. In (Hou et al., 2017) a generative positive-unlabeled (GenPU) model is proposed that makes use of a series of discriminators and generators to produce both positive and negative samples; GenPU requires prior knowledge of the contamination rate in the unlabeled set. The authors have not provided any implementation of that model. Following this work, Chiaroni et al. have proposed a two-stage GAN model (D-GAN) that learns the counter-examples distribution before training a binary classifier using the fake generated negative examples and the already available positive examples. D-GAN incorporates a biased PU risk in the discriminator loss function that constrains the generator to learn the positive samples distribution exclusively. The study also demonstrates that the standard GAN loss function in use also alleviates the need of prior knowledge of the contamination rate.

4. TransductGAN

4.1. Model objectives

TransductGAN’s objectives are to be able to learn two distinct distributions, one (optionally) for the inlier data and another for the novel data while having access to a negative dataset and an unlabeled dataset. It is able to achieve that by making use of a latent space. TransductGAN is a transductive adversarial network that includes an adversarial autoencoder that matches the aggregated posterior distribution of the latent space with a bimodal distribution, and a generative model that learns how to map each
Figure 1: TransductGAN. The network includes an adversarial autoencoder that ensures the latent projection’s distributions match with the priors as per equation 5, and a transductive network that learns to map samples from \( p_n(z) \) and \( p_p(z) \) into negative and positive examples respectively. The two networks are trained simultaneously. The training of \( D_{X_n} \) is optional and only needed if generating samples from the negative data is required.
mode in the latent space to either positive or negative data outputs. By being able to separate the projections of the positive and negative data in the latent space, TransductGAN is able to generate both novel and negative data separately. A binary classifier (e.g. a support vector machine) can then be trained to identify the novel data points in the unlabeled set. This operation takes place in the absence of any labeled positive data examples.

More formally, let us define the input as \( x \in \mathbb{R}^m \) and its projection in the latent space (i.e. the output of the encoder \( E \) in Figure 1) as \( z \in \mathbb{R}^n \) with \( m \gg n \). We have access to the negative dataset \( X_n = \{x^n_i\}_{i=1}^{n_n} \sim P_{x_n} \) and an unlabeled dataset that includes novel data \( X_u = \{x^i_u\}_{i=1}^{n_u} \sim P_{x_u} \). Let us also define \( y \in \{-1, +1\} \) as the class label (novel or negative). The class conditional positive density (representing the positive samples in the latent space) is:

\[
q_p(z) = q(z|y = 1),
\]

and the class conditional negative density (representing the negative data samples) in the latent space:

\[
q_n(z) = q(z|y = -1).
\]

The unlabeled density in the latent space is hence defined as:

\[
uu(z) = \pi q_p(z) + (1 - \pi)q_n(z).
\]

\( \pi \) is the prior for the positive class also known as the contamination rate, we assume we have access to this figure and that it is strictly positive \( \pi > 0 \):

\[
\pi = p(y = 1)
\]

The prior distribution we want to impose directly are \( p_n(z) \) for the negative dataset with \( N(\mu_n, \Sigma_n) \) and \( p_u(z) \) for the unlabeled dataset, and indirectly \( p_p(z) \) for the positive dataset with \( N(\mu_p, \Sigma_p) \). The unlabeled prior can also be defined as:

\[
uu(z) = \pi p_p(z) + (1 - \pi)p_n(z)
\]

We assume we have access to \( n_n \) negative samples and \( n_u \) unlabeled samples.
4.2. Training methods

The proposed model for learning how to generate negative and positive samples is summarised in Figure 1. The first part of the model is an adversarial autoencoder that includes the networks \( E \), \( G \), and the critic networks \( D_z \) and \( D_{z^u} \). \( E \) and \( G \) are trained to minimize a reconstruction loss, or a minimal \( L_2 \) distance between an image and its reconstructed version:

\[
L_{\text{reconstruction}} = \min_E \min_G \mathbb{E}_{x \sim P_x} \| x - G(E(x)) \|_2
\]  

(6)

In the above \( P_x \) could refer to either \( P_{X_u} \) or \( P_{X_n} \).

When using \( X_u \), \( D_z \) and \( E \) are trained to match the projections of \( X_u \) onto the latent space with \( p_u(z) \) defined in equation 5, a Wasserstein loss with a gradient penalty (WGAN-GP) (Gulrajani et al., 2017b) is used in order to ensure that. And similarly when using \( X_n \), \( D_z \) and \( E \) are trained to match the projections of \( X_n \) onto the latent space with \( p_n(z) \). In both cases, the latent loss can be defined as:

\[
L_{\text{regularization}} = \min_E \max_D \mathbb{E}_{x \sim P_x} [D(E(x))] - \mathbb{E}_{z \sim p(z)} D(z) + \lambda \mathbb{E}_{\hat{z} \sim P_{\hat{z}}}[\| \nabla_{\hat{z}} D(\hat{z}) \|_2 - 1]^2]
\]  

(7)

In the above, depending on whether we are using \( X_u \) or \( X_n \) during training, \( P_x \) refers to either \( P_{X_u} \) or \( P_{X_n} \). \( p(z) \) refers to either \( p_u(z) \) or \( p_n(z) \) and the critic network \( D \) refers to either \( D_z \) or \( D_{z^u} \). Similarly to the gradient penalty definition in (Gulrajani et al., 2017b), the sampling \( P_{\hat{z}} \) is a uniform distribution along straight lines between pairs of points sampled from \( (q_u(z), p_u(z)) \) or \( (q_n(z), p_n(z)) \). By imposing \( p_u(z) \) and \( p_n(z) \) on \( q_u(z) \) and \( q_n(z) \) respectively, \( q_p(z) \) will implicitly match with \( p_p(z) \).

The second part of the model focuses on \( G \), \( D_{X_u} \) and \( D_{X_n} \). The generator \( G \) will be trained to produce fake positive samples \( G(z_p) \), and (optionally) fake negative samples \( G(z_n) \). Let us define \( X_u' \) to be the result of a concatenation operation between \( X_n \) and \( G(z_p) \) with proportions of \( 1 - \pi \) and \( \pi \) respectively. With regards to generating \( G(z_p) \), the intuition is that \( X_u \) is formed by samples from both the negative set \( X_n \) and unknown positive samples \( X_p \), we ensure \( X_n \) already forms a subset of \( X_u' \), the generator \( G \) is then left with the task of complementing \( X_u' \) with samples not already provided by \( X_n \), i.e. samples that are similar to the novel samples \( X_p \). The role of \( D_{X_u} \) is to challenge \( G \) to produce a set \( G(z_p) \) that is indistinguishable from \( X_p \).
With regards to generating $G(z_n)$, this follows a standard GAN training approach where $G$ is trained to generate fake negative samples that should look like $X_n$, and $D_{X_n}$ is trained to challenge $G$ on that task.

The adversarial loss, also a WGAN-GP, is defined as:

$$L_{adv} = \min_G \max_D \mathbb{E}[D(X')] - \mathbb{E}[D(X)] + \lambda \mathbb{E}_{z \sim P_z}[\|\nabla_z D(z)\|_2^2 - 1)^2]$$  \quad (8)

In the above, depending on whether we are using $z_u$ or $z_n$ during training, $X'$ refers to either $X'_u$ or $G(z_n)$. $X$ refers to either $X_u$ or $X_n$ and the critic network $D$ refers to either $D_{X_u}$ or $D_{X_n}$. Similarly to the gradient penalty definition in (Gulrajani et al., 2017b), the sampling $P_z$ is a uniform distribution along straight lines between pairs of points sampled from $(X'_u, X_u)$ or $(G(z_n), X_n)$. A pseudocode of TransductGAN is provided in algorithm 0.

Once the TransductGAN training is completed, a binary classifier can be trained using the latent projections of $X_n$ onto the latent space as one class and the latent projections of the fake positive images as the other class as per Algorithm 2.

5. Experimental results

5.1. Datasets

5.1.1. MNIST (LeCun and Cortes, 2010).

This dataset of handwritten digits has a training set of 60000 examples, and a test set of 10000 examples and includes 10 classes. In our novelty detection formulation we will treat one of the classes as novel and remove it from the training set, the rest of the classes will be treated as normal. We will iterate through all the class combinations when reporting our results.

5.1.2. CIFAR10 (Krizhevsky, 2009).

This dataset consists of 50000 training images and 10000 test images of 10 classes. We will proceed as with MNIST regarding our novelty detection formulation.

5.2. Performance measure

Our performance will be measured using the area under the curve of the Receiver Operating Characteristic (AUROC). The Receiver Operating Characteristic curve plots the true positive rate against the false positive rate as we vary the threshold of our classifier. We will also include image outputs of the produced novel images.
Algorithm 1 TransductGAN. We use default values of $\lambda = 10$, $n_{\text{critic}} = 5$ [Gulrajani et al., 2017b].

**Require:** the contamination rate $\pi$, the gradient penalty coefficient $\lambda$, the number of critic iterations per generator iteration $n_{\text{critic}}$, the batch size $m$.

**Require:** initial critics parameters $\theta_{D_{zu}}$, $\theta_{D_{zn}}$, $\theta_{D_{Xu}}$, $\theta_{D_{Xn}}$, initial encoder parameters $\theta_E$ and initial generator parameters $\theta_G$.

```
sample $m$ samples from $X_u$
minimize $L_{\text{rec}}$ wrt $\theta_E$ and $\theta_G$ and update parameters accordingly
sample $z \sim p_u(z)$
minimize $L_{\text{reg}}$ wrt $\theta_E$ and update parameters accordingly
```
for $i = 1, ..., n_{\text{critic}}$
do
```
maximize $L_{\text{reg}}$ wrt $\theta_{D_{zu}}$ and update parameters accordingly
end for
```
sample $m$ samples from $X_u$
minimize $L_{\text{rec}}$ wrt $\theta_E$ and $\theta_G$ and update parameters accordingly
sample $z \sim p_u(z)$
minimize $L_{\text{reg}}$ wrt $\theta_E$ and update parameters accordingly
```
for $i = 1, ..., n_{\text{critic}}$
do
```
maximize $L_{\text{reg}}$ wrt $\theta_{D_{zn}}$ and update parameters accordingly
end for
```
sample $m$ samples from $X_u$
sample $\text{int}(\pi \times m)$ samples $z \sim p_p(z)$
combine $G(z)$ with $(m - \text{int}(\pi \times m))$ samples from $X_n$ to form $X'_u$
minimize $L_{\text{adv}}$ wrt $\theta_G$ and update parameters accordingly
```
for $i = 1, ..., n_{\text{critic}}$
do
```
maximize $L_{\text{adv}}$ wrt $\theta_{D_{Xu}}$ and update parameters accordingly
end for
```
sample $m$ samples from $X_n$
sample $z \sim p_n(z)$
minimize $L_{\text{adv}}$ wrt $\theta_G$ and update parameters accordingly
```
for $i = 1, ..., n_{\text{critic}}$
do
```
maximize $L_{\text{adv}}$ wrt $\theta_{D_{Xn}}$ and update parameters accordingly
end for
```
```
Algorithm 2 Binary classifier for novelty detection.

**Require:** Training of TransductGAN as per Algorithm 0

- sample 5000 samples \( z_p \) from \( p_p(z) \)
- sample 5000 samples \( X_n \) from \( X_n \)
- train a two-class SVM with linear kernel with \( E(G(z_p)) \) as one class and \( E(X_n) \) as another
- apply classifier on \( E(X_u) \) as novelty detector

Algorithm 3 Vanilla model. We use default values of \( \lambda = 10, n_{\text{critic}} = 5 \) (Gulrajani et al., 2017b).

**Require:** the contamination rate \( \pi \), the gradient penalty coefficient \( \lambda \), the number of critic iterations per generator iteration \( n_{\text{critic}} \), the batch size \( m \).

**Require:** initial critics parameters \( \theta_{D_{X_u}} \) and initial generator parameters \( \theta_G \).  

- sample \( m \) samples from \( X_u \)
- sample \( \text{int}(\pi \ast m) \) samples \( z \sim \mathcal{N}(\mu, \Sigma) \)
- combine \( G(z) \) with \( (m - \text{int}(\pi \ast m)) \) samples from \( X_n \) to form \( X_u' \)
- minimize \( L_{\text{adv}} \) wrt \( \theta_G \) and update parameters accordingly

  for \( i = 1, ..., n_{\text{critic}} \) do
  maxmize \( L_{\text{adv}} \) wrt \( \theta_{D_{X_u}} \) and update parameters accordingly

  end for

Algorithm 4 Binary classifier for novelty detection with vanilla model.

**Require:** Training of vanilla model as per Algorithm 3

- sample 5000 samples \( z \) from \( \mathcal{N}(\mu, \Sigma) \)
- sample 5000 samples from \( X_n \)
- train a two-class SVM with radial basis function kernel with \( G(z) \) as one class and \( X_n \) as another
- apply classifier on \( E(X_u) \) as novelty detector
5.3. Network architectures

The transductive network architecture as highlighted in red in Figure 1 follows the same implementation as was provided by (Gulrajani et al., 2017a). Our open source implementation provides further details about the adversarial network implementation.

(a) Real novel images

(b) Fake novel images (5%)

(c) Fake novel images (10%)

(d) Fake novel images (30%)

Figure 2: MNIST example with '0' as novel class. For the fake examples, the value in brackets corresponds to the contamination rate in the test set that was used during training.

https://github.com/igul222/improved_wgan_training
Figure 3: CIFAR10 example with ship as novel class. For the fake examples, the value in brackets corresponds to the contamination rate in the test set that was used during training.

5.4. Methods for comparison

We will compare our model against OCSVM, EGBAD and GANomaly. We use the scikit implementation of OCSVM\footnote{https://scikit-learn.org/stable/modules/generated/sklearn.svm.OneClassSVM.html} with the 'scale' default kernel width value. We follow the same training procedures stated in the original publications regarding EGBAD and GANomaly’s results. EGBAD’s results with CIFAR10 were taken from [Akçay et al. 2018]. The D-GAN implementation made available by the authors did not include the version they
The network is only based on a GAN model and does not exploit learning in the latent space as with TransductGAN. The generator will learn to generate positive fake images that will be used along with the negative images \( X_n \) to train a binary classifier. The algorithm is outlined in Algorithm 3 and the classification task is summarised in Algorithm 4.

Table 1: ROC (AUC) results summary - MNIST. Results for TransductGAN are from the \( z \) features. Three different random seeds are used with standard deviations shown in brackets for TransductGAN, the vanilla model and OCSVM.
| Class  | OCSVM | GANomaly | EGBAD | TransductGAN(5%) | Vanilla(5%) | TransductGAN(10%) | Vanilla(10%) | TransductGAN(30%) | Vanilla(30%) |
|-------|-------|----------|-------|------------------|-------------|-------------------|-------------|-------------------|-------------|
| plane | 0.54(0.01) | 0.622 | 0.582 | 0.763(0.003) | 0.625(0.005) | 0.78(0.000) | 0.86(0.002) | 0.84(0) |
| car   | 0.657(0.002) | 0.632 | 0.527 | 0.7(0.009) | 0.756(0.018) | 0.85(0.002) | 0.77(0.007) | 0.96(0.004) | 0.843(0.037) |
| bird  | 0.384(0.011) | 0.513 | 0.386 | 0.6(0.018) | 0.39(0.011) | 0.66(0.007) | 0.63(0.015) | 0.76(0.008) | 0.713(0.018) |
| cat   | 0.577(0.012) | 0.575 | 0.455 | 0.58(0.045) | 0.56(0.013) | 0.65(0.004) | 0.64(0) | 0.79(0.009) | 0.69(0.025) |
| deer  | 0.32(0.005) | 0.391 | 0.385 | 0.58(0.007) | 0.37(0.055) | 0.56(0.007) | 0.62(0.008) | 0.79(0) | 0.71(0.006) |
| dog   | 0.57(0.005) | 0.625 | 0.409 | 0.55(0.021) | 0.62(0.01) | 0.71(0.011) | 0.68(0.018) | 0.8(0.006) | 0.7(0.004) |
| frog  | 0.397(0.001) | 0.668 | 0.359 | 0.61(0.022) | 0.49(0.073) | 0.73(0.015) | 0.64(0.007) | 0.86(0.011) | 0.74(0.011) |
| horse | 0.54(0.005) | 0.65 | 0.527 | 0.63(0.021) | 0.60(0.007) | 0.74(0.011) | 0.69(0.012) | 0.85(0.009) | 0.78(0.031) |
| ship  | 0.51(0.009) | 0.622 | 0.411 | 0.8(0.007) | 0.79(0.008) | 0.67(0.006) | 0.83(0.019) | 0.9(0.001) | 0.89(0.003) |
| truck | 0.66(0.006) | 0.615 | 0.554 | 0.69(0.027) | 0.77(0.007) | 0.81(0.009) | 0.77(0.005) | 0.87(0.005) | 0.84(0.028) |

Table 2: ROC (AUC) results summary - CIFAR10. Three different random seeds are used with standard deviations shown in brackets for TransductGAN, the vanilla model and OCSVM.

5.5. Discussion

The results of our experiments are presented in Table 1 (MNIST) and Table 2 (CIFAR10). Each row corresponds to a different novelty class and the last row summarises the average performance in terms of AUROC score. On average, our TransductGAN model outperforms GANomaly (the best performing inductive model) by 22.09% (MNIST) and 7.95% (CIFAR10) when the contamination rate in the test set is 5%. With a contamination rate of 10% TransductGAN outperforms GANomaly by 25.15% (MNIST) and by 23.28% (CIFAR10). When the latter figure increases to 30%, TransductGAN outperforms GANomaly by 26.94% (MNIST) and 37.9% (CIFAR10). This highlights the suitability of our model in cases where the novelties are not rare, however even in cases where the contamination rate drops to 5% our model still outperforms GANomaly. Unsurprisingly, the higher the contamination rate the better the performance as the model is able to learn from a wider pool of novel data points. This is further confirmed by assessing the improvement in image quality of the fake novel samples in Figure 2d and Figure 3d as the contamination rate increases. It should also be noted that EGBAD and GANomaly’s performances rely on hyperparameter tuning as noted in their respective publications, the tuning was carried to yield optimal performance which suggests the test set labels were used in the process. Our model, although transductive, does not make use of the test set labels at any training stage. Finally, our model also offers the advantage of generating examples of good quality novel images as shown in Figure 2d and Figure 3d. Some further examples of novel image generation are included in Appendix A.

As mentioned previously, we were not able to carry any direct comparison...
to state-of-the-art transductive methods due to the difference in experimental design where we do not make use of the class labels in the training set (as opposed to the work of [Tifrea et al., 2020] for example). The state-of-the-art PU learning method (D-GAN) did not have a full implementation available, and although it has an advantage over our method (i.e. the fact it does not require any prior knowledge of the contamination rate in the test set), it only works with a specific type of discriminator loss (the cross-entropy). Previous studies have shown the limitations of using this type of loss and have highlighted issues such as mode collapse or non-informative gradients. Optimal transport type of losses (Arjovsky et al., 2017; Salimans et al., 2018) have shown more stability in the training process; our model has the flexibility of using any of those losses during training. We have compared our method to a vanilla version of TransductGAN that is closely related to D-GAN. Its performance results are displayed under the ‘Vanilla’ columns (with varying rates of contamination) in Table 1 and Table 2. With regards to MNIST, our model outperforms the vanilla version by 0.51% and 0.8% for a contamination rate of 5% and 10% respectively, it underperforms the vanilla version by -0.15% for a contamination rate of 30%. On average across all contamination rates, it outperforms the vanilla model by 0.39%. This low performance comparison level is due to the MNIST results already being >0.95 for the vast majority. With regards to CIFAR10, our model outperforms the vanilla version by 10.03%, 6.37% and 7.59% for a contamination rate of 5%, 10% and 30% respectively, this demonstrates a superior performance across all contamination levels.

6. Conclusion and future work

We have introduced a novel architecture that learns to generate inliers and novel data using separate distributions by combining an adversarial autoencoder with a GAN under a transductive mode. A binary classifier is trained in the second stage using the latent features of the encoder network to distinguish the novel samples from the inliers. By being able to generate the novel data points artificially we overcome the hurdle of hyperparameter tuning that is faced by state-of-the-art inductive methods. Our model outperforms the latter methods and is capable of reproducing good quality visual representations of the novel images. Our model also outperforms a vanilla model that is closely related to D-GAN; this highlights the advantage that the latent space projections offer in TransductGAN over the image space...
features in the vanilla model. TransductGAN is most suitable for situations where the novelties are not rare but also shows competitive results when the contamination rate drops to low levels. It also requires prior knowledge of the contamination rate which is a disadvantage over other state-of-the-art PU learning methods, but it allows for the use of more powerful loss functions with enhanced stability during training. Future work will focus on learning the contamination rate and assessing cases where the contamination rate falls to levels below 5%. Future work will also extend to include labels of the inlier set during training when these are available; this should yield an enhanced performance and allow us to compare our model against a wider range of transductive models.
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Appendix A.

This appendix presents additional results using different novel class examples with MNIST and CIFAR10 datasets.
Figure A.5: MNIST example with '4' as novel class. For the fake examples, the value in brackets corresponds to the contamination rate in the test set that was used during training.
Figure A.6: MNIST example with '6' as novel class. For the fake examples, the value in brackets corresponds to the contamination rate in the test set that was used during training.
Figure A.7: CIFAR10 example with horse as novel class. For the fake examples, the value in brackets corresponds to the contamination rate in the test set that was used during training.
Figure A.8: CIFAR10 example with car as novel class. For the fake examples, the value in brackets corresponds to the contamination rate in the test set that was used during training.
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