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1. Introduction

Let $L$ be an $N$-dimensional subspace of $L^p = L^p(\mu)$ with respect to some probability measure $\mu$. In this paper we consider the following problem of sampling discretization (or the Marcinkiewicz-type discretization problem, see [17] and [18], where this notion was introduced): for which $m$ there are points $x_1, \ldots, x_m$ and numbers $c, C > 0$ such that

$$c \|f\|_p^p \leq \frac{1}{m} \sum_{j=1}^{m} |f(x_j)|^p \leq C \|f\|_p^p$$

for every $f \in L$, where

$$\|f\|_p := \left( \int |f|^p \, d\mu \right)^{1/p}.$$ 

The obvious bound is $m \geq N$, so we want to obtain some conditions on the subspace $L$ such that the sampling discretization problem could be solved with the number of points $m$ close to the dimension of the subspace (ideally, with $m = O(N)$). This and similar problems have been extensively studied in recent years (see [4], [5], [3], [11], [17], [18], and [20]). Moreover, some close questions were studied from the convex geometry point of view (see [1], [6], [7], [12], [13]). The first classical result of such type was obtained by Marcinkiewicz for the trigonometric polynomials (see for example [22, Theorem 1.3.6]).

The case $p = 2$ is now well studied, but still is far from full understanding. The following general result is proved in Rudelson’s works [12] and [13] (see also the discussion in [3], [17], and [18], where the Rudelson’s assumptions were reformulated in terms of the Nikolskii-type inequality). Assume that a subspace $L \subset L^2$ is such that for some constant $M$ one has $\|f\|_\infty \leq MN^{1/2} \|f\|_2$ for any $f \in L$. Then in the problem of the sampling discretization one can take $m = O(N \log N)$ points. We note that the above condition is equivalent to the following one: there is an orthonormal basis $\{u_1, \ldots, u_N\}$ in $L$ such that for any point $x$ one has $|u_1(x)|^2 + \ldots + |u_N(x)|^2 \leq M^2 N$. Moreover, the methods of the recent breakthrough solution of the Kadison-Singer problem (see [10]) allow one to obtain the best possible (in terms of order) result concerning the Marcinkiewicz-type discretization for the multivariate trigonometric polynomials with frequencies from any set $Q$ (see [18, Theorem 1.1]).

The case $p = 1$ was considered in [17] and the general case $p \neq 2$ was recently studied in [4] and [5]. In particular, Theorem 2.2. from [4] asserts that for $p \leq 2$ one can take $m = O(N \log^3 N)$ points in the sampling discretization problem for the $N$-dimensional subspace $L$ of $L^p(\mu)$ provided that for some number $M$ one has $\|f\|_\infty \leq MN^{1/2} \|f\|_2$ for every $f \in L$. 

This result is similar to the stated above Rudelson’s result. We note that for \( p > 2 \) the cited papers do not provide such general results.

In this paper we also study the Marcinkiewicz-type discretization problem for \( p \neq 2 \). Our goal is to provide a sharper result for \( p \in (1, 2) \) and to prove some general results for \( p > 2 \). The condition that we impose on the \( N \)-dimensional subspace \( L \subset L^p \) is of Nikolskii type:

\[
\|f\|_\infty \leq MN^{1/\max(p,2)}\|f\|_{\max(p,2)}, \quad \forall f \in L.
\]

We note that for \( p < 2 \) it coincides with that introduced above. The main results of the present paper are stated in Theorems 4.3, 4.5, and 4.7 and in their simplest form can be formulated as follows.

**Theorem.** Let \( p \in [1, \infty) \), and let \( L \) be an \( N \)-dimensional subspace of \( L^p \). If for some number \( M \) one has

\[
\|f\|_\infty \leq MN^{1/\max(p,2)}\|f\|_{\max(p,2)}
\]

for all \( f \in L \), then there are

\[
m = \begin{cases} 
O(N[\log N]^p), & p > 2 \\
O(N[\log N]^2), & p \in (1, 2) \\
O(N[\log N]^{7/2}), & p = 1
\end{cases}
\]

points \( x_1, \ldots, x_m \) such that

\[
\frac{1}{2}\|f\|_p^p \leq \frac{1}{m}\sum_{j=1}^m |f(x_j)|^p \leq \frac{3}{2}\|f\|_p^p
\]

for any \( f \in L \).

The approach that we use here is based on the Talagrand’s generic chaining technique (see [14]) and combines ideas of [7] on the symmetrization argument, some new developments in chaining technique from [9], and some known Talagrand’s bounds for the entropy numbers from [15] and [16], which can also be found in his book [14]. It should be mentioned that the chaining technique has already been used in various works on sampling discretization (see [17], [18], [19], [12], [13], and [7]) and proved to be a powerful tool in this area.

Further the paper is organized as follows. In the second section we recall the basic notions of the chaining technique, formulate some extensions of the results from [9], and give some technical lemmas, that are used further. In the third section we obtain bounds for the expectation of the random variable

\[
\sup_{f \in B_p} \left| \frac{1}{m}\sum_{j=1}^m |f(X_j)|^p - \|f\|_p^p \right|
\]

under the assumptions on the rate of decay of the entropy numbers of the unit ball

\[
B_p := \{ f \in L : \|f\|_p \leq 1 \}
\]

with respect to the discrete uniform norm \( \|f\|_\infty, X := \max_{1 \leq j \leq 1} |f(X_j)| \) for a fixed set of points \( X := \{X_1, \ldots, X_m\} \). Finally, in the fourth section we prove the main results of the paper concerning the Marcinkiewicz-type discretization in subspaces of \( L^p \). Appendices A and B contain the proofs of the extensions of the results from [9], which we are using in the paper. However, we note that they repeat the proofs from [9] almost word for word and are presented here only for the readers’ convenience.

Throughout the paper the symbols \( C, C_1, C_2, \ldots \) denote absolute constants, whose values may vary from line to line. Similarly, the symbols \( C(a, b, c, \ldots), C_1(a, b, c, \ldots), C_2(a, b, c, \ldots), \ldots \) denote numbers, whose values depend only on parameters \( a, b, c, \ldots \), and also may vary from line to line. If the random variable \( X \) has the distribution \( \mu \), we write \( \mathbb{E}_X f(X) \) (or simply \( \mathbb{E} f(X) \)) in place of the integral \( \int f \, d\mu \).
2. Generic chaining, van Handel’s approach and auxiliary lemmas

We recall the basic facts from the generic chaining theory (see [14]).

Let $X_f$ be a random process with $f \in (F, \varrho)$, where $\varrho$ is a quasi-metric on $F$, i.e. it has all the properties of a metric but in place of usual triangle inequality we have the following relaxed triangle inequality

$$\varrho(f, g) \leq R(\varrho(f, h) + \varrho(h, g))$$

for some constant $R > 0$ for all $f, g, h \in F$. Assume that there are numbers $K > 0$ and $\alpha > 0$ such that

$$P(|X_f - X_g| \geq K t^{1/\alpha} \varrho(f, g)) \leq 2e^{-t}$$

for all $t > 0$.

**Definition 2.1.** An admissible sequence of $F$ is an increasing sequence $(F_k)$ of partitions of $F$ such that $|F_k| \leq 2^{2k}$ for all $n \geq 1$ and $|F_0| = 1$. For $f \in F$ let $F_k(f)$ denote the unique element of $F_k$ that contains $f$.

**Definition 2.2.** Let $\alpha > 0$ and $\theta \geq 1$. Let

$$\gamma_{\alpha, \theta}(F, \varrho) := \left(\inf \sup_{f \in F} \sum_{k=0}^{\infty} \left[2^{k/\alpha} \text{diam}(F_k(f))\right]^{\theta}\right)^{1/\theta},$$

where the infimum is taken over all admissible sequences of $F$ and where $\text{diam}(G) := \sup_{f, g \in G} \varrho(f, g)$.

The quantity $\gamma_{\alpha, \theta}(F, \varrho)$ is called the chaining functional. If the metric $\varrho$ is induced by a norm $\| \cdot \|$, we will also use the notation $\gamma_{\alpha, \theta}(F, \| \cdot \|)$ in place of $\gamma_{\alpha, \theta}(F, \varrho)$.

We need the following fundamental result (see [14, Theorem 2.2.22]).

**Theorem 2.3.** Under the above assumption (2.1) there are positive constants $c, C$ such that for any $f_0 \in F$ one has

$$P\left(\sup_{f \in F} |X_f - X_{f_0}| \geq R K \gamma_{\alpha, 1}(F, \varrho)(ct)^{1/\alpha}\right) \leq Ce^{-t}.$$ 

In particular,

$$\mathbb{E} \sup_{f \in F} |X_f - X_{f_0}| \leq C(\alpha) R K \gamma_{\alpha, 1}(F, \varrho).$$

**Definition 2.4.** Recall the definition of the entropy numbers:

$$e_k(F, \varrho) := \inf \{\varepsilon : \exists f_1, \ldots, f_{2^k} \in F : F \subset \bigcup_{j} B_\varepsilon(f_j)\},$$

where $B_\varepsilon(f) := \{g : \varrho(f, g) < \varepsilon\}$.

If the metric $\varrho$ is induced by a norm $\| \cdot \|$, we will also use the notation $e_k(F, \| \cdot \|)$ in place of $e_k(F, \varrho)$. We note here that sometimes the other definition of the entropy numbers is used with $2^k$ points in place of $2^{2k}$.

We also need the following property of the entropy numbers in an $N$-dimensional space (see estimate (7.1.6) in [22] and Corollary 7.2.2 there). Assume that $\varrho$ is induced by a norm $\| \cdot \|$. Then for $k > k_0$ one has

$$e_k(F, \| \cdot \|) \leq 3 \cdot 2^{2k_0/2} e_{k_0}(F, \| \cdot \|) 2^{-2k/2}.$$ 

We will apply the following result from [9].
Theorem 2.5. Let \( q \geq 2, p > 1, \alpha > 0 \). Let \( L \) be a linear space endowed with a \( q \)-convex norm \(| \cdot |\) with a constant \( \eta \), i.e.

\[
\left\| \frac{f + g}{2} \right\| \leq \max(\|f\|, \|g\|) - \eta\|f - g\|^q
\]

for any \( f, g \) with \( \|f\| \leq 1, \|g\| \leq 1 \). Let \( \varrho \) be a quasi-metric on \( L \) such that

\[
\varrho(f, g) \leq R(\varrho(f, h) + \varrho(h, g)); \quad \varrho\left(f, \frac{f + g}{2}\right) \leq \varkappa \varrho(f, g)
\]

for all \( f, g, h \in L \) for some constants \( R, \varkappa > 0 \). Assume that there is a metric \( d \) on \( L \) and for each \( h \in L \) there is a norm \(| \cdot |_h \) on \( L \) such that

\[
c_1d(f, g)^p \leq \varrho(f, g) \leq c_2\left(\|f - g\|_h + d(f, g)(d(f, h)^{p-1} + d(h, g)^{p-1})\right)
\]

for some numbers \( c_1, c_2 \). Then there is a number \( C := C(q, p, \alpha, R, \varkappa, c_1, c_2) \) such that for the unit ball \( B := \{\|f\| \leq 1\} \) one has

\[
\gamma_{\alpha, 1}(B, \varrho) \leq C\left(\eta^{-1/q}\left[\sup_{\|f\| \leq 1} \sum_{k=0}^{\infty} (2k/\alpha e_k(B, d_f))^{q/(q-1)}\right]^{(q-1)/q} + [\gamma_{\alpha, p}(B, d)]^p\right),
\]

where \( d_h(f, g) := \|f - g\|_h \).

The quasi-metric \( \varrho \) in the above theorem can appear from the expressions of the following type

\[
\tilde{\varrho}(f, g) := \left(\int \|f|^p - |g|^p\|^p\, d\nu\right)^{1/r} = \|f|^p - |g|^p\|_r
\]

for \( p > 1, r \in (1, \infty] \). Indeed, set

\[
\varrho(f, g) := \|f - g\|((|f|^{p-1} + |g|^{p-1})\|_r; \quad \|f\|_h := \|f||h|^{-1}\|_r; \quad d(f, g) := \|f - g\|^{1/p} = \|f - g\|_{pr}.
\]

It can be readily verified that \( \tilde{\varrho}(f, g) \leq p\varrho(f, g) \).

Lemma 2.6. For quasi metric \( \varrho \), metric \( d \) and norms \(| \cdot |_h \) defined above we have

\[
\varrho(f, g) \leq C_1(p)(\varrho(f, h) + \varrho(h, g)); \quad \varrho\left(f, \frac{f + g}{2}\right) \leq \varrho(f, g);
\]

\[
C_2(p)d(f, g)^p \leq \varrho(f, g) \leq C_2(p)\left(\|f - g\|_h + d(f, g)(d(f, h)^{p-1} + d(h, g)^{p-1})\right)
\]

for some numbers \( C_1(p), C_2(p), C_3(p) \), dependent only on \( p > 1 \).

Proof. We note that \( (|f| + |g|)^{p-1} \leq 2^{p-1}\max\{|f|^{p-1}, |g|^{p-1}\} \leq 2^{p-1}(|f|^{p-1} + |g|^{p-1}) \) for \( p > 1 \). Thus,

\[
2^{1-p}|f - g|^p \leq |f - g|(|f|^{p-1} + |g|^{p-1}) = |f - g|(|f - h + h|^{p-1} + |g - h + h|^{p-1})
\]

\[
\leq 2^{p-1}|f - g|(|f - h|^{p-1} + |h|^{p-1} + |g - h|^{p-1} + |h|^{p-1})
\]

\[
\leq 2^p(|f - g||h|^{p-1} + |f - g||f - h|^{p-1} + |f - g||g - h|^{p-1})
\]

implying

\[
2^{1-p}d(f, g)^p \leq D(f, g) \leq 2^p\left(\|f - g\|_h + d(f, g)(d(f, h)^{p-1} + d(g, h)^{p-1})\right).
\]

Next,

\[
D\left(f, \frac{f + g}{2}\right) = 2^{-1}\|f - g|\ left(\frac{|f + g}{2}|^{p-1}\right)\right\|_r
\]

\[
\leq 2^{-1}\|f - g|\ left(\frac{|f + g}{2}|^{p-1} + |f + g|^{p-1}\right)\|_r \leq D(f, g).
\]
Finally,
\[ |f - g|(|f|^p + |g|^p) \leq 2^{p-1}(|f - h|(|f|^p + |h|^p) + |h - g|(|h|^p + |g|^p)) \]
\[ = 2^{p-1}(|f - h|(|f|^p + |h|^p) + |h - g|(|h|^p + |g|^p)) \]
\[ = 2^{p-1}(|f - h|(|f|^p + |h|^p) + |h - g|(|h|^p + |g|^p) + |f - h||h - g|). \]

We now note that \( ab^{p-1} \leq a^p + b^p \). Thus,
\[ |f - h||h - g|^p + |h - g||f - h|^p \leq 2(|f - h|^p + |h - g|^p) \]
\[ \leq 2^p (|f - h||f|^p + |h - g||h|^p) \]
and
\[ D(f, g) \leq 4^p (D(f, h) + D(h, g)). \]

The lemma is proved.

\( \square \)

**Remark 2.7.** We note that in [9] only a special case of Theorem 2.5 was considered (see Theorem 7.3 there), but the proof of Theorem 2.5 repeats the argument there almost verbatim. We will provide the details in Appendix A for the readers’ convenience.

We need the following bound (see [14, Theorem 4.1.4] and [9, Theorem 5.8]).

**Theorem 2.8.** Let \( B := \{ x : \| x \| \leq 1 \} \) where the norm \( \| \cdot \| \) is \( q \)-convex with constant \( \eta \). Let \( d \) be a metric which is generated by another norm. Then for any \( \alpha > 0 \) there is a number \( C(\alpha, q) \) such that
\[ \gamma_{\alpha, q}(B, g) \leq C(\alpha, q) \eta^{-1} \sup_{k \geq 0} 2^{k/\alpha} e_k(B, g). \]

We also need the following extension of the above result.

**Theorem 2.9.** Let \( B := \{ x : \| x \| \leq 1 \} \) where the norm \( \| \cdot \| \) is \( q \)-convex with constant \( \eta \). Let \( d \) be a metric which is generated by another norm. Then for any \( \alpha > 0 \) and for any \( p \in [1, q) \) there is a number \( C(\alpha, p, q) \) such that
\[ \gamma_{\alpha, p}(B, d) \leq C(\alpha, p, q) \eta^{-p/q} \left( \sum_{k \geq 0} (2^{k/\alpha} e_k(B, d))^{pq/(q-p)} \right)^{1/p-1/q}. \]

The proof again repeats the argument form [9, Theorem 5.8] almost verbatim. We present the proof in Appendix B for the readers’ convenience.

Finally, we will use the following technical bound.

**Lemma 2.10.** Let \( a, b > 0 \). Then there is a number \( C(a, b) \) such that for any \( N \geq 2 \) one has
\[ \sum_{k \geq \log N} (2^{ak} 2^{-2k/N})^b \leq C(a, b) N^{ab}. \]

**Proof.** Note that
\[ N^{-ab} \sum_{k \geq \log N} (2^{ak} 2^{-2k/N})^b = \sum_{k \geq \log N} (2^{a(k-\log N) - 2k/\log N})^b. \]
There is a number \( c(a) > 0 \) such that \( ax - 2^x \leq -x + c(a) \) for any \( x > 0 \). Thus, the last expression is estimated by
\[ 2^{bc(a)} \sum_{k \geq \log N} (2^{-(k-\log N)})^b \leq C(a, b). \]

The lemma is proved. \( \square \)
3. Discretization under the entropy numbers decay assumptions

Here we follow the ideas of Guédon and Rudelson from [7]. Let $B$ be a set of functions. Consider the following random variables:

$$V_p(B) := \sup_{f \in B} \left| \frac{1}{m} \sum_{j=1}^{m} |f(X_j)|^p - \|f\|_p^p \right|, \quad R_p(f) = \sum_{j=1}^{m} |f(X_j)|^p$$

We start with the following symmetrization argument.

Lemma 3.1. Assume that for every fixed $X := (X_1, \ldots, X_m)$

$$E_{\varepsilon, \sup_{f \in B}} \left| \sum_{j=1}^{m} \varepsilon_j |f(X_j)|^p \right| \leq \Theta(X) \sup_{f \in B} (R_p(f))^{1-r},$$

with $r \in (0, 1)$, where $\varepsilon_1, \ldots, \varepsilon_m$ are independent symmetric Bernoulli random variables with values $\pm 1$. Then

$$E \varepsilon_p(B) \leq 2^{1/r} m^{-1} E \Theta^{1/r} + 2r^{-1} (m^{-1} E \Theta^{1/r})^r \left( \sup_{f \in B} E |f(X_1)|^p \right)^{1-r}.$$

Proof. Let $X'_1, \ldots, X'_m$ be independent copies of $X_1, \ldots, X_m$. We note that

$$m E \varepsilon_p(B) = E \sup_{f \in B} \left| \sum_{j=1}^{m} (|f(X_j)|^p - E |f(X'_j)|^p) \right| \leq E_X \sup_{f \in B} \left| \sum_{j=1}^{m} (|f(X_j)|^p - |f(X'_j)|^p) \right|$$

$$= E_X E_{\varepsilon} \sup_{f \in B} \left| \sum_{j=1}^{m} \varepsilon_j (|f(X_j)|^p - |f(X'_j)|^p) \right| \leq 2E_X \sup_{f \in B} \left| \sum_{j=1}^{m} \varepsilon_j |f(X_j)|^p \right|$$

$$\leq 2\Theta \sup_{f \in B} (R_p(f))^{1-r} \leq 2(\Theta^{1/r})^r m^{1-r} \left( E \sup_{f \in B} \frac{1}{m} \sum_{j=1}^{m} |f(X_j)|^p \right)^{1-r}$$

$$\leq 2(\Theta^{1/r})^r m^{1-r} \left( E \varepsilon_p(B) + \sup_{f \in B} E |f(X_1)|^p \right)^{1-r}.$$

Thus, $E \varepsilon_p(B) \leq 2(\Theta^{1/r})^r m^{-r} \left( E \varepsilon_p(B) + \sup_{f \in B} E |f(X_1)|^p \right)^{1-r}$ and

$$E \varepsilon_p(B) \leq 2^{1/r} m^{-1} E \Theta^{1/r} + 2r^{-1} (m^{-1} E \Theta^{1/r})^r \left( \sup_{f \in B} E |f(X_1)|^p \right)^{1-r}.$$

Indeed, if for some positive numbers $v, a, b$ and some $r \in (0, 1)$ one has $v \leq a(v + b)^{1-r}$, then by convexity and Young’s inequality one has $a(v + b)^{1-r} \leq av^{1-r} + ab^{1-r} \leq ra^{1/r} + (1 - r)v + ab^{1-r}$ and $v \leq a^{1/r} + r^{-1} ab^{1-r}$.

We will use the following lemma (see [8, Lemma 4.3]).

Lemma 3.2. Let $\varepsilon_1, \ldots, \varepsilon_m$ be independent symmetric Bernoulli random variables with values $\pm 1$. Then for every $q \geq 2$ there is a number $C_q$, depending only on $q$, such that

$$P \left( \left| \sum_{j=1}^{m} \varepsilon_j \alpha_j \right| \geq C_q \left( \sum_{j=1}^{m} |\alpha_j| q' \right)^{1/q'} t \right) \leq 2e^{-t},$$

where $q' = q/(q - 1)$.

Theorem 3.3. Let $p \in [1, \infty)$ and let $L$ be some subspace of $L^p$. Let $B_p$ be the unit ball in $L$, i.e. $B_p = \{ f \in L : \|f\|_p \leq 1 \}$ and let the set of points $X = \{X_1, \ldots, X_m\}$ be fixed. Consider the
norm $\|f\|_{\infty, X} := \max_{1 \leq j \leq m} |f(X_j)|$. Assume, that there is a number $N$ such that for the entropy numbers one has the following bound

$$e_k(B_{p}, \gamma \cdot \|\cdot\|_{\infty, X}) \leq M \begin{cases} 2^{-k/p}, & k \leq \log N, \\ N^{-1/p}2^{-k/N}, & k \geq \log N. \end{cases}$$

Then there is a number $C(p)$, which depends only on $p$, such that

1) for $p \geq 2$, one has

$$\mathbb{E}_e \sup_{f \in B_p} \left|\sum_{j=1}^m \varepsilon_j |f(X_j)|^p\right| \leq C(p)M[\log N]^{1-1/p} \sup_{f \in B_p} \left(\sum_{j=1}^m |f(X_j)|^p\right)^{1-1/p},$$

2) for $p \in (1, 2)$, one has

$$\mathbb{E}_e \sup_{f \in B_p} \left|\sum_{j=1}^m \varepsilon_j |f(X_j)|^p\right| \leq C(p)M^{p/2}[\log N]^{1/2} \sup_{f \in B_p} \left(\sum_{j=1}^m |f(X_j)|^p\right)^{1/2},$$

3) and for $p = 1$ one has

$$\mathbb{E}_e \sup_{f \in B_p} \left|\sum_{j=1}^m \varepsilon_j |f(X_j)|\right| \leq (1)M^{1/2} \log N \sup_{f \in B_p} \left(\sum_{j=1}^m |f(X_j)|\right)^{1/2}.$$

Proof. For any $q \geq 2$, by Lemma 3.2 we have the estimate (2.1) with $\alpha = q$ and with the quasi-metric

$$\varrho_q(f, g) := \left(\sum_{j=1}^m |f(X_j) - g(X_j)|\left(|f(X_j)|^{p-1} + |g(X_j)|^{p-1}\right)^q\right)^{1/q'}.$$ 

Thus, by Theorem 2.3 the bound for the expectation will follow from the bound for the chaining functional $\gamma_{q, 1}(B_p, \varrho_q)$.

1) Firstly, consider the case $p \geq 2$. In that case we take $q = p$. Let

$$\|f\|_h = \left(\sum_{j=1}^m |f(X_j)|^{pp'}|h(X_j)|^p\right)^{1/pp'} \leq \|f\|_{\infty, X} \left(\sum_{j=1}^m |h(X_j)|^p\right)^{1-1/p}$$

and

$$d(f, g) = \left(\sum_{j=1}^m |f(X_j) - g(X_j)|^{pp'}\right)^{1/\left(pp'\right)} \leq \|f - g\|_{\infty, X} \left(\sum_{j=1}^m |f(X_j) - g(X_j)|^p\right)^{(1-1/p)1/p}.$$ 

Since the $L^p$-norm is $p$-convex for $p \geq 2$, we can apply van Handel’s bound from Theorem 2.5. Thus,

$$\gamma_{p, 1}(B_p, \varrho) \leq \mathcal{C}_1(p) \left(\sup_{h \in B_p} \left(\sum_{k=0}^\infty (2^{k/p}e_k(B_p, \|\cdot\|_h))^{pp'}\right)^{1/pp'} + [\gamma_{p^2, p}(B_p, d)]^{pp'}\right).$$

Note that

$$\sup_{h \in B_p} \left(\sum_{k=0}^\infty (2^{k/p}e_k(B_p, \|\cdot\|_h))^{pp'}\right)^{1/pp'} \leq \sup_{h \in B_p} \left(\sum_{j=1}^m |h(X_j)|^p\right)^{1-1/p} \left[\sum_{k=0}^\infty (2^{k/p}e_k(B_p, \|\cdot\|_{\infty, X}))^{pp'}\right]^{1/pp'}$$

and

$$\left[\sum_{k=0}^\infty (2^{k/p}e_k(B_p, \|\cdot\|_{\infty, X}))^{pp'}\right]^{1/pp'} \leq M \left[\sum_{k \leq \log N} 1 + N^{-p'/p} \sum_{k \geq \log N} (2^{k/p}2^{-2k/N})^{pp'}\right]^{1/pp'}$$

$$= M \left[\log N + C_2(p)\right]^{1/pp'} \leq C_3(p)M[\log N]^{1-1/p}.$$
We also note that, since the $L^p$-norm is $p$-convex for $p \geq 2$, by Theorem 2.8 one has
\[
\left[\gamma_{p^2, p}(B_p, d)\right]^p \leq C_4(p) \sup_{k \geq 0} \left[2^{k/p} e_k(K, d)\right]^p \\
\leq C_5(p) \sup_{h \in B_p} \left(\sum_{j=1}^{m} |h(X_j)|^p\right)^{1-1/p} \sup_{k \geq 0} 2^{k/p} e_k(B_p, \|\cdot\|_{\infty, X}) \\
\leq C_6(p) M \sup_{h \in B_p} \left(\sum_{j=1}^{m} |h(X_j)|^p\right)^{1-1/p}.
\]

The theorem is proved for $p \geq 2$.

2) We now move on to the case $p \in (1, 2)$. In that case we take $q = 2$. Let
\[
\|f\|_h = \left(\sum_{j=1}^{m} |f(X_j)|^2 |h(X_j)|^{2p-2}\right)^{1/2} \leq \|f\|_{\infty, X}^{p/2} \left(\sum_{j=1}^{m} |f(X_j)|^{2-2p} |h(X_j)|^{2p-2}\right)^{1/2} \\
\leq \|f\|_{\infty, X}^{p/2} \left(\sum_{j=1}^{m} |f(X_j)|^p\right)^{2/p} \left(\sum_{j=1}^{m} |h(X_j)|^p\right)^{2p-2/2p}
\]
and
\[
d(f, g) = \left(\sum_{j=1}^{m} |f(X_j) - g(X_j)|^{2p}\right)^{1/(2p)} \leq \|f - g\|_{\infty, X}^{1/2} \left(\sum_{j=1}^{m} |f(X_j) - g(X_j)|^p\right)^{1/(2p)}.
\]
Since the $L^p$-norm is 2-convex for $p \in (1, 2)$, by van Handel’s theorem (Theorem 2.5), we have
\[
\gamma_{2,1}(B_p, \bar{\varrho}) \leq C_p \left[\sup_{h \in B_p} \left(\sum_{k=0}^{\infty} \left(2^{k/2} e_k(B_p, \|\cdot\|_h)\right)^2\right)^{1/2} + \left[\gamma_{2p, p}(B_p, d)\right]^p\right].
\]
Note that
\[
\sup_{h \in B_p} \left[\sum_{k=0}^{\infty} \left(2^{k/2} e_k(B_p, \|\cdot\|_h)\right)^2\right]^{1/2} \leq C_1(p) \sup_{h \in B_p} \left(\sum_{j=1}^{m} |h(X_j)|^p\right)^{1/2} \left[\sum_{k=0}^{\infty} \left(2^{k/2} e_k(B_p, \|\cdot\|_{\infty, X})\right)^2\right]^{1/2}
\]
and
\[
\left[\sum_{k=0}^{\infty} \left(2^{k/2} e_k(B_p, \|\cdot\|_{\infty, X})\right)^2\right]^{1/2} \leq M^{p/2} \left[\sum_{k \leq \log N} 1 + N^{-1} \sum_{k \geq \log N} \left(2^{k/2}-2^{k-1}/N\right)^2\right]^{1/2} \\
\leq M^{p/2} \left[\log N + C_2\right]^{1/2} \leq C_3 M^{p/2} [\log N]^{1/2}.
\]
Next, by Theorem 2.9
\[
\left[\gamma_{2p, p}(B, d)\right]^p \leq C_4(p) \left(\sum_{k=0}^{\infty} \left(2^{(k+2p)/2} e_k(B, d)\right)^{2p/(2-p)}\right)^{1-p/2} \\
\leq C_5(p) \sup_{h \in B} \left(\sum_{j=1}^{m} |h(X_j)|^p\right)^{1/2} \left(\sum_{k=0}^{\infty} \left(2^{(k+2p)/2} e_k(B, \|\cdot\|_{\infty, X})\right)^{2p/(2-p)}\right)^{1-p/2}.
\]
Note that
\[
\left(\sum_{k=0}^{\infty} \left(2^{(k+2p)/2} e_k(B, \|\cdot\|_{\infty, X})\right)^{2p/(2-p)}\right)^{1-p/2}
\]
\[
\leq M^{p/2} \left[\sum_{k \leq \log N} 1 + N^{-1/(2-p)} \sum_{k \geq \log N} \left(2^{k/2}-2^{k-1}/N\right)^{2p/(2-p)}\right]^{1-p/2} \leq C_6(p) M^{p/2} [\log N]^{1-p/2}.
\]
Since $1 - p / 2 \leq 1 / 2$, the theorem is proved for $p \in (1, 2)$.

3) Finally, we consider the case $p = 1$. In that case we again take $q = 2$ and, since

$$\left( \sum_{j=1}^{m} ||f(X_j)| - |g(X_j)||^2 \right)^{1/2} \leq \left( \sum_{j=1}^{m} |f(X_j) - g(X_j)|^2 \right)^{1/2} = \varphi(f, g)$$

we need to bound the chaining functional $\gamma_{2,1}(B, \varphi)$. Here we simply apply Dudley’s entropy bound (see [14, Proposition 2.2.10]):

$$\gamma_{2,1}(B, \varphi) \leq C \sum_{k=0}^{\infty} 2^{k/2} e_k(B, \varphi) \leq C_1 \sup_{h \in B} \left( \sum_{j=1}^{m} |h(X_j)| \right)^{1/2} \sum_{k=0}^{\infty} 2^{k/2} e_k(B, \| \cdot \|_{\infty, X})$$

$$\leq C_2 \sup_{h \in B} \left( \sum_{j=1}^{m} |h(X_j)| \right)^{1/2} M^{1/2} \log N.$$  

The theorem is proved.

Applying now Lemma 3.1 we get the following conditional result.

**Corollary 3.4.** Let $p \in [1, \infty)$, $\omega(p) := \max\{p, 2\} - 1, \omega(1) = 2$, and let $L$ be some subspace of $L^p$. Let $B_{p}$ be the unit ball in $L$, i.e. $B_{p} = \{ f \in L : ||f||_p \leq 1 \}$. Assume that there is a number $N$ such that for any set of points $X = \{X_1, \ldots, X_m\}$ for the norm $||f||_{\infty, X} := \max_{1 \leq j \leq m} |f(X_j)|$ one has

$$e_k(B, \| \cdot \|_{\infty, X}) \leq M \begin{cases} 2^{-k/p}, k \leq \log N, \\ N^{-1/p} 2^{-k/N}, k \geq \log N. \end{cases}$$

Let $\theta_m := (\mathbb{E} M^p) [\log N]^{\omega(p)} m^{-1}$. Then there is a number $\alpha(p) \geq 1$, depending only on $p$, such that

$$\mathbb{E} V_p(B) \leq \alpha(p) (\theta_m + (\theta_m)^{1/\max\{p, 2\}})$$

and for any $\varepsilon \in (0, 1)$ one has

$$P \left( \sup_{f \in B_{p}} \left\| \frac{1}{m} \sum_{j=1}^{m} |f(X_j)|^p - ||f||_p^p \right\| \leq \varepsilon \right) \geq 1/2,$$

provided that $\theta_m^{1/\max\{p, 2\}} \leq \frac{\varepsilon}{4 \alpha(p)}$.

4. Discretization under the Nikolskii-type inequality assumption

We recall the following lemma (see [14, Lemma 16.5.4] and [15]).

**Lemma 4.1.** Let $(X, \| \cdot \|)$ be a Banach space and let the norm $\| \cdot \|$ in the dual space $X^*$ be $p$-convex with some constant $\eta$ for some $p \geq 2$. For a fixed set of vectors $x := (x_1, \ldots, x_m)$, consider a norm $\|x^*\|_{\infty, x} := \max_{1 \leq j \leq m} |x^*(x_j)|$ on $X^*$. Then for some number $K(p, \eta)$, dependent only an $p$ and $\eta$, one has

$$e_k(B^*_x, \| \cdot \|_{\infty, x}) \leq K(p, \eta) \max_{1 \leq j \leq m} \|x_j\| 2^{-k/p} [\log m]^{1/p},$$

where $B^*_x := \{x^* \in X^* : \|x^*\|_x \leq 1\}$.

We now shortly discuss how one can obtain this lemma from the greedy approximation theory. Without loss of generality, we assume that $\|x_j\| = 1, \forall j \in \{1, \ldots, m\}$. Let $U$ be a convex hull of $\pm x_1, \ldots, \pm x_m$. Firstly, like in Talagrand’s work [15, Lemma 3.3], we note that, by Proposition 2 from [2] and its iterations, the desired bound follows from the bound

$$e_k(U, B) \leq K(p, \eta) 2^{-k/p} [\log m]^{1/p}.$$
where $B := \{x \in X : \|x\| \leq 1\}$. The bound for the entropy numbers can be deduced from the bound for the best $n$-term approximation: let $D = \{y_j\}$ be a set of $r$ points, then
\[
\sigma_n(U, D) := \sup_{y \in U} \inf_{\{c_j\}, |A|=n} \|y - \sum_{j \in A} c_jy_j\|.
\]

It is known (see [22, Theorem 7.4.3] and [21, Theorem 3.1]) that, if $\sigma_n(U, D) \leq An^{-\omega}$ for every $n$, then for $k \leq \log r$ one has $e_k(U, B) \leq C(\omega)[\log 2r]^{\omega/2 - \omega k}$. We note that the ball $B$ is $p' = p/(p-1)$-smooth. Now taking $D = \{\pm x_1, \ldots, \pm x_m\}$ and applying Weak Chebyshev Greedy Algorithm (see [23, Section 6.2]), we get (see [23, Theorem 6.8]) that $\sigma_n(U, D) \leq C(p, \eta)n^{-1/p}$. Thus, for $k \leq \log m$,
\[
e_k(U, B) \leq C_1(p, \eta)[\log 4m]^{1/p}2^{k/p} \leq C_2(p, \eta)[\log m]^{1/p}2^{-k/p}.
\]

From Lemma 4.1 we get the following corollary.

**Corollary 4.2.** Let $p > 2$, and let $L$ be an $N$-dimensional subspace of $L^p$. Let $B_p$ be the unit ball in $L$, i.e. $B_p = \{f \in L : \|f\|_p \leq 1\}$. Assume, that there is a constant $M$ such that for any $f \in L$ one has
\[
\|f\|_\infty \leq M\|f\|_p.
\]

Then there is a number $C(p)$ depending only on $p$, such that $\theta_m = C(p)M^p[\log N]^{p-1}[\log m]m^{-1}$ where $\theta_m$ was defined in Corollary 3.4.

**Proof.** We apply the above lemma for the space $X = L^*$, then $X^* = L$ and for any set of points $X = \{X_1, \ldots, X_m\}$ for the norm $\|f\|_{\infty, X}$ one has
\[
e_k(B_p, \|\cdot\|_{\infty, X}) \leq C(p)\max_{1 \leq j \leq m, \|f\|_p \leq 1} |(f(X_j))[2^{-k/p}[\log m]^{1/p} \leq C(p)M2^{-k/p}[\log m]^{1/p}.
\]

By estimate (2.2), we actually have
\[
e_k(B_p, \|\cdot\|_{\infty, X}) \leq C(p)M[\log m]^{1/p} \begin{cases} 2^{-k/p}, & k \leq \log N; \\ N^{-1/p}2^{-k/N}, & k \geq \log N. \end{cases}
\]

Thus, $\theta_m = C(p)M^p[\log N]^{p-1}[\log m]m^{-1}$. \qed

The following theorem provides the Marcinkiewicz-type discretization in $L^p$ for $p > 2$.

**Theorem 4.3.** Let $p > 2, a, b > 0$, and let $L$ be an $N$-dimensional subspace of $L^p$. Let $B_p$ be the unit ball in $L$, i.e. $B_p = \{f \in L : \|f\|_p \leq 1\}$. Assume that there is a constant $M \leq aN^b$ such that for any $f \in L$ one has
\[
\|f\|_\infty \leq M\|f\|_p.
\]

Then, for any $\varepsilon \in (0, 1)$, there is a number $C(a, b, p, \varepsilon)$ such that for any
\[
m \geq C(a, b, p, \varepsilon)M^p[\log N]^p,
\]

one has
\[
P\left(\sup_{f \in B_p} \left| \frac{1}{m} \sum_{j=1}^m |f(X_j)|^p - \mathbb{E}|f(X)|^p \right| \leq \varepsilon \right) \geq 1/2.
\]

Thus, there are $m = C(a, b, p, \varepsilon)M^p[\log N]^p$ points $x_1, \ldots, x_m$ such that
\[
(1 - \varepsilon)\|f\|_p^p \leq \frac{1}{m} \sum_{j=1}^m |f(x_j)|^p \leq (1 + \varepsilon)\|f\|_p^p
\]

for any $f \in L$.

**Proof.** By the above corollary, $\theta_m = C(p)M^p[\log N]^{p-1}[\log m]m^{-1}$. Taking $C(a, b, p, \varepsilon)$ big enough and taking $m \geq C(a, b, p, \varepsilon)M^p[\log N]^p$ we get $\theta_m \leq \frac{e^2}{16a(p)^2}$ and the result follows from Corollary 3.4. \qed
We now consider the case $p \in (1, 2)$.

**Theorem 4.4.** Let $p \in (1, 2)$, and let $L$ be an $N$-dimensional subspace of $L^p$. Let $B_p$ be the unit ball in $L$, i.e. $B_p = \{ f \in L : \| f \|_p \leq 1 \}$. Assume that there is a constant $M \geq 2$ such that for any $f \in L$ one has

$$\| f \|_\infty \leq M \| f \|_2.$$ 

Then there is a number $C(p)$ depending only on $p$, such that

$$\theta_m = C(p) M^2 \log N [\log M]^{1-p/2} [\log m]^{p/2} m^{-1}$$

where $\theta_m$ was defined in Corollary 3.4.

**Proof.** Since $\| f \|^2 \leq M^2 \| f \|^{2-p} \| f \|_p$, we have $\| f \|_\infty \leq M^2/p \| f \|_p$ for any $f \in L$. Thus, we have $e_0(B_p, \| \cdot \|_\infty, X) \leq CM^{2/p}$ for any set of points $X = \{ X_1, \ldots, X_m \}$. We further use the following known property (see [14, Lemma 16.8.9]) of the entropy numbers:

$$e_{k+1}(B_p, \| \cdot \|_\infty, X) \leq 2 e_k(B_p, \| \cdot \|_2) e_k(B_2, \| \cdot \|_\infty, X),$$

where $B_2 := \{ f \in L : \| f \|_2 \leq 1 \}$. We will also use the following classical Sudakov bound for the entropy numbers of the euclidian ball with respect to some norm $\| \cdot \|_r$:

$$e_k(B_2, \| \cdot \|_r) \leq C 2^{-k/2} \mathbb{E}_g \| \sum_{k=1}^N g_k u_k \|_r.$$

Here $g = (g_1, \ldots, g_N)$ is the standard Gaussian vector and $\{ u_1, \ldots, u_N \}$ is any orthonormal basis in $L$. By this bound

$$e_k(B_2, \| \cdot \|_\infty, X) \leq C 2^{-k/2} \mathbb{E}_g \| \sum_{k=1}^N g_k u_k \|_{\infty, X},$$

where $C$ is a numerical constant. We now note that

$$\mathbb{E}_g \| \sum_{k=1}^N g_k u_k \|_{\infty, X} = \mathbb{E}_g \max_{1 \leq j \leq m} \left\| \sum_{k=1}^N g_k u_k (X_j) \right\| \leq C \max_{1 \leq j \leq m} \left\{ \left( \sum_{k=1}^N |u_k(X_j)|^2 \right)^{1/2} [\log m]^{1/2} \right\}$$

where we have used the known bound for the expectation of the maximum of Gaussian random variables (see [14, Proposition 2.4.6]). Since

$$\max_{1 \leq j \leq m} \left\{ \left( \sum_{k=1}^N |u_k(X_j)|^2 \right)^{1/2} \right\} = \sup_{|a_1|^2 + \ldots + |a_n|^2 = 1} \left\| \sum_{k=1}^N a_k u_k (X_j) \right\| \leq M \sup_{|a_1|^2 + \ldots + |a_n|^2 = 1} \left\| \sum_{k=1}^N a_k u_k \right\|_\infty = M,$$

we get

$$e_k(B_2, \| \cdot \|_{\infty, X}) \leq C M 2^{-k/2} [\log m]^{1/2}.$$

For any $r > 1$, we also have

$$e_k(B_2, \| \cdot \|_r) \leq C 2^{-k/2} \mathbb{E}_g \| \sum_{k=1}^N g_k u_k \|_r.$$

Note, that

$$\mathbb{E}_g \| \sum_{k=1}^N g_k u_k \|_r \leq (\mathbb{E}_X \mathbb{E}_g \| \sum_{k=1}^N g_k u_k (X) \|_r)^{1/r} \leq C_1 \sqrt{r} \left( \mathbb{E}_X \left( \sum_{k=1}^N |u_k(X)|^2 \right)^{r/2} \right)^{1/r} \leq C_1 M \sqrt{r}.$$
For a fixed $r > 2$ we now proceed like in [14, Lemma 16.8.8]. Take any $R > r$ and let $\theta \in (0, 1)$ be such that $1/r = (1 - \theta)/2 + \theta/R$. Then $\|f\|_r \leq \|f\|^{1+\theta}_r \|f\|^\theta_R$ and

$$e_k(B_2, \| \cdot \|_r) \leq 2e_k(B_2, \| \cdot \|_R)^\theta \leq C_2[2^{-k}RM^2]^{\theta/2} = C_3[2^{-k}RM^2]^{1/2-1/r+\theta/R}.$$  

Thus, since

$$[2^{-k}M^2]^{\theta/R} \leq M^{2/R}, \quad R^{\theta/R} \leq 2,$$

taking $R = 2r \log M$, we get

$$e_k(B_2, \| \cdot \|_r) \leq C_4 r^{1/2-1/r} [2^{-k}M^2 \log M]^{1/2-1/r}.$$  

By [14, Lemma 16.8.10] we get

$$e_k(B_{r'}, \| \cdot \|_2) \leq C_5 r^{1/2-1/r} [2^{-k}M^2 \log M]^{1/2-1/r}.$$  

Taking $r = p'$ we get

$$e_{k+1}(B_p, \| \cdot \|_{\infty, x}) \leq C_6 (1 - 1/p)^{1/2-1/p} [\log m]^{1/2} [\log M]^{1/p-1/2} M^{2/p} 2^{-k/p} + 1.$$  

By estimate (2.2) we have

$$e_k(B_p, \| \cdot \|_{\infty, x}) \leq C_7 (1 - 1/p)^{1/2-1/p} [\log m]^{1/2} [\log M]^{1/p-1/2} M^{2/p} \begin{cases} 2^{-k/p}, & k \leq \log N, \\ N^{-1/p} 2^{-2k/N}, & k \geq \log N. \end{cases}$$

Thus, $\theta_m := C_8 (1 - 1/p)^{p/2-1} M^2 \log N [\log M]^{-p/2} [\log m]^{p/2} m^{-1}$. The theorem is proved. ~\( \Box \)

The next theorem provides the Marcinkiewicz-type discretization in $L^p$ for $p \in (1, 2)$.

**Theorem 4.5.** Let $p \in (1, 2)$, $a, b > 0$, and let $L$ be an $N$-dimensional subspace of $L^p$. Let $B_p$ be the unit ball in $L$, i.e. $B_p = \{ f \in L: \|f\|_p \leq 1 \}$. Assume that there is a constant $M \leq aN^b$, $M \geq 2$, such that for any $f \in L$ one has

$$\|f\|_\infty \leq M\|f\|_2.$$  

Then, for any $\varepsilon \in (0, 1)$, there is a number $C(a, b, p, \varepsilon)$ such that for any

$$m \geq C(a, b, p, \varepsilon) M^2 [\log N]^2$$

one has

$$P\left( \sup_{f \in B_p} \left| \frac{1}{m} \sum_{j=1}^m |f(X_j)|^p - \|f\|_p^p \right| \leq \varepsilon \right) \geq 1/2.$$  

Thus, there are $m = C(a, b, p, \varepsilon) M^2 [\log N]^2$ points $x_1, \ldots, x_m$ such that

$$(1 - \varepsilon)\|f\|_p^p \leq \frac{1}{m} \sum_{j=1}^m |f(x_j)|^p \leq (1 + \varepsilon)\|f\|_p^p$$

for any $f \in L$.

**Proof.** By the above theorem

$$\theta_m := C(p) M^2 \log N [\log M]^{-p/2} [\log m]^{p/2} m^{-1} \leq C(a, b, p) M^2 [\log N]^{2-p/2} [\log m]^{p/2} m^{-1}.$$  

Taking the number $C(a, b, p, \varepsilon)$ big enough and $m \geq C(a, b, p, \varepsilon) M^2 [\log N]^2$ we get $\theta_m \leq \frac{\varepsilon^2}{16C(p)^2}$ and the result follows from Corollary 3.4. The theorem is proved. ~\( \Box \)

Finally we consider the case $p = 1$. 


Theorem 4.6. Let $L$ be an $N$-dimensional subspace of $L^1$. Let $B_1$ be the unit ball in $L$, i.e. $B_1 = \{ f \in L : \|f\|_1 \leq 1 \}$. Assume there is a constant $M \geq 3$ such that for any $f \in L$ one has

$$\|f\|_\infty \leq M\|f\|_2.$$  

Then there is a number $C$, such that

$$\theta_m = CM^2[\log N]^{5/2}[\log M]^{1/2}[\log m]^{1/2}m^{-1}$$

where $\theta_m$ was defined in Corollary 3.4.

Proof. We firstly note that $\|f\|_p \leq M^{2(1-1/p)}\|f\|_1$ for any $f \in L$ for any $p \in (1, 2)$. Indeed, $\|f\|_p^p \leq \|f\|_\infty^{p-1}\|f\|_1 \leq M^{2(p-1)}\|f\|_1^p$. Thus, for any fixed set of points $X = \{X_1, \ldots, X_m\}$ one has

$$e_k(B_1, \| \cdot \|_\infty, X) \leq M^{2(1-1/p)}e_k(B_p, \| \cdot \|_\infty, X) \leq C(1 - 1/p)^{1/2-1/p}[\log m]^{1/2}[\log M]^{1/2-1/p}M^{2-1/p/2} e \in [0, 1],$$

where we have used the bound, obtained in the proof of Theorem 4.4. Let $\varepsilon = 1 - 1/p$, then

$$e_k(B_1, \| \cdot \|_\infty, X) \leq C\varepsilon^{-1/2}[\log m]^{1/2}[\log M]^{1/2}M^{2-\varepsilon}2^{-k}\varepsilon\leq \sum_{k=1}^{\log N} N^{-1/2}C\varepsilon^{-1/2}[\log m]^{1/2}[\log M]^{1/2}M^{2-\varepsilon}2^{-k}\varepsilon \leq C\varepsilon^{-1/2}[\log m]^{1/2}[\log M]^{1/2}M^{2-\varepsilon}2^{-k}\varepsilon$$

for $k \leq \log N$. Taking $\varepsilon = [\log N]^{-1}$ we get

$$e_k(B_1, \| \cdot \|_\infty, X) \leq C_1[\log m]^{1/2}[\log N]^{1/2}[\log M]^{1/2}M^{2-\varepsilon}2^{-k}\varepsilon \leq C_1[\log m]^{1/2}[\log N]^{1/2}[\log M]^{1/2}M^{2-\varepsilon}2^{-k}\varepsilon$$

for $k \leq \log N$. Thus, by estimate (2.2) we have

$$e_k(B_1, \| \cdot \|_\infty, X) \leq C_2[\log m]^{1/2}[\log N]^{1/2}[\log M]^{1/2}M^{2-\varepsilon}2^{-k}\varepsilon$$

By the definition of $\theta_m$ we have $\theta_m = C_2[\log m]^{1/2}[\log N]^{5/2}[\log M]^{1/2}M^{2-\varepsilon}2^{-k}\varepsilon$. 

Theorem 4.7. Let $a, b > 0$ and let $L$ be an $N$-dimensional subspace of $L^1$. Let $B_1$ be the unit ball in $L$, i.e. $B_1 = \{ f \in L : \|f\|_1 \leq 1 \}$. Assume there is a constant $M \geq aN^b$, $M \geq 3$ such that for any $f \in L$ one has

$$\|f\|_\infty \leq M\|f\|_2.$$  

Then, for any $\varepsilon \in (0, 1)$, there is a number $C(a, b, \varepsilon)$ such that for any

$$m \geq C(a, b, \varepsilon)M^2[\log N]^{7/2}$$

one has

$$P\left( \sup_{f \in B_p} \left| \frac{1}{m} \sum_{j=1}^{m} |f(X_j)|^p - \|f\|_p^p \right| \leq \varepsilon \right) \geq 1/2.$$

Thus, there are $m = C(a, b, \varepsilon)M^2[\log N]^{7/2}$ points $x_1, \ldots, x_m$ such that

$$(1 - \varepsilon)\|f\|_p^p \leq \frac{1}{m} \sum_{j=1}^{m} |f(x_j)|^p \leq (1 + \varepsilon)\|f\|_p^p$$

for any $f \in L$.

Proof. The proof is similar to the proofs of Theorems 4.3 and 4.5. \qed
5. Appendix A: the proof of Theorem 2.5

We again stress that the proof of Theorem 2.5 heavily follows the proof of [9, Theorem 7.3] and is presented here only for readers’ convenience. We first recall the claim of the theorem.

**Theorem 2.5.** Let \( q \geq 2, p > 1, \alpha > 0 \). Let \( L \) be a linear space endowed with a \( q \)-convex norm \( \| \cdot \| \) with a constant \( \eta \), i.e.

\[
\left\| \frac{f + g}{2} \right\| \leq \max(\|f\|, \|g\|) - \eta \|f - g\|^q
\]

for any \( f, g \) with \( \|f\| \leq 1, \|g\| \leq 1 \). Let \( \rho \) be a quasi-metric on \( L \) such that

\[
\rho(f, g) \leq R(\rho(f, h) + \rho(h, g)); \quad \rho\left(f, \frac{f + g}{2}\right) \leq \varpi \rho(f, g)
\]

for all \( f, g, h \in L \) for some constants \( R, \varpi > 0 \). Assume that there is a metric \( d \) on \( L \) and for each \( h \in L \) there is a norm \( \| \cdot \|_h \) on \( L \) such that

\[
c_1 d(f, g)^p \leq \rho(f, g) \leq c_2 \left( \|f - g\|_h + d(f, g)(d(f, h)^{p-1} + d(h, g)^{p-1}) \right)
\]

for some numbers \( a, b \). Then there is a number \( C := C(q, p, \alpha, R, \varpi, c_1, c_2) \) such that for the unit ball \( B := \{\|f\| \leq 1\} \) one has

\[
\gamma_{\alpha, 1}(B, \rho) \leq C \left( \eta^{-1/q} \left[ \sup_{\|f\| \leq 1} \sum_{k=0}^{\infty} (2^{k/\alpha} e_k(B, d_f))^q(1-1)^{q-1} \right]^{\eta^{-1/q}} + [\eta_{\alpha, p, r}(B, d)]^p \right),
\]

where \( e_k(B, \rho) := \|f - g\|_h \).

We recall the main tools from [9] concerning chaining through interpolation. Let

\[
K(t, f) := \inf_{g \in L}(\|g\| + t \rho(f, g))
\]

and let \( \pi_t(f) \) be any minimizer.

The following contraction principle is formulated and proved in Theorem 3.1 in [9].

**Theorem 5.1.** Assume there are functions \( s_k(f) \geq 0 \) and a number \( a > 0 \) such that

\[
e_k(B, \rho) \leq a \text{diam}(A, \rho) + \sup_{f \in B} s_k(f)
\]

for every \( k \in \mathbb{N} \) and every set \( A \subset B \). Then

\[
\gamma_{\alpha, r}(B, \rho) \leq C(\alpha) \left( a \gamma_{\alpha, r}(B, \rho) + \left[ \sup_{f \in B} \sum_{k=0}^{\infty} (2^{k/\alpha} s_k(f))^r \right]^{1/r} \right).
\]

The following theorem is Lemma 4.5 in [9].

**Theorem 5.2.** For every \( a > 0 \) one has

\[
\sup_{f \in B} \sum_{k=0}^{\infty} 2^{k/\alpha} \rho(f, \pi_{a^{2/\alpha}}(f)) \leq C(\alpha) a^{-1} \sup_{f \in B} \|f\|.
\]

Throughout this section the expression \( V \leq W \) means that there exists a number \( C := C(q, p, \alpha, R, \varpi, c_1, c_2) \) such that \( V \leq CW \).

**Lemma 5.3.** For any \( t > 0 \) and \( A \subset B \) one has

\[
\text{diam}(A_t, \| \cdot \|) \leq c(\varpi, R, q) \left( \frac{t}{\eta} \right)^{1/q} \left( \text{diam}(A, \rho) + \sup_{h \in A} \rho(h, \pi_t(h)) \right)^{1/q}
\]

where \( A_t := \{\pi_t(h) : h \in A\} \).
Proof. We note that
\[ \|\pi_t(f)\| \leq K(t, f) \leq \|u\| + tR(g(f, \pi_t(f)) + g(\pi_t(f), u)) \]
for any \( u \in L \). Thus, for fixed \( f, g \in A \) we take \( u = (\pi_t(f) + \pi_t(g))/2 \) and obtain
\[ \max(\|\pi_t(f)\|, \|\pi_t(g)\|) \leq \frac{\|\pi_t(f) + \pi_t(g)\|}{2} + tR\sup_{h \in A} g(h, \pi_t(h)) + tR\varnothing(g(\pi_t(f), \pi_t(g)). \]
By the definition of \( q\)-convexity we get
\[ \eta\|\pi_t(f) - \pi_t(g)\|^q \leq tR\sup_{h \in A} g(h, \pi_t(h)) + tR\varnothing(g(\pi_t(f), \pi_t(g)) \leq \eta t^3\varnothing(f, g) + (R + \varnothing R^2 + \varnothing R^2) \sup_{h \in A} g(h, \pi_t(h)). \]
This bound implies the statement of the lemma. \( \square \)

Remark 5.4. The lemma actually means that the set \( A_t \) is contained in some ball of radius \( c(\varnothing, R, q)(\frac{t}{\eta})^{1/q} \left( \text{diam}(A, g) + \sup_{h \in A} g(h, \pi_t(h)) \right)^{1/q} \) with respect to the norm \( \| \cdot \| \).

Lemma 5.5. Let \( (F_n) \) be an admissible sequence of \( B \) and \( a, b > 0 \). Then
\[ e_k(A, g) \lesssim b \text{diam}(A, g) + \sup_{f \in A} s_k(f) \]
for every \( k \geq 1 \) and every \( A \subset B \) where
\[ s_k(f) = (b + 1)g(f, \pi_{a2^k/\alpha}(f)) + \left( \frac{a_{2^k/\alpha}}{b\eta} \right)^{1/(q-1)} (e_{k-1}(B, d_f))^q/(q-1) + \left( \text{diam}(F_{k-1}(f), d) \right)^p. \]

Proof. For any \( F \subset B \) let
\[ A_{a2^k/\alpha}^F := \{ \pi_{a2^k/\alpha}(f) : f \in A \cap F \}, \]
let \( h_F \) be any point in \( A \cap F \) and let \( T_{k-1}^F \subset A_{a2^k/\alpha}^F \) be a net such that \( |T_{k-1}^F| \leq 2^{2^k-1} \) and
\[ \sup_{f \in A_{a2^k/\alpha}^F} d_{h_F}(f, T_{k-1}^F) \leq 4e_{k-1}(A_{a2^k/\alpha}^F, d_{h_F}). \]

Let \( T_k := \bigcup_{F \in F_{k-1}} T_{k-1}^F \). Note that \( |T_k| \leq 2^{2^k} \). We now show that
\[ \sup_{f \in A} g(f, T_k) \lesssim b \text{diam}(A, g) + \sup_{f \in A} s_k(f) \]
Let \( f \in A \) and let \( g \in T_{k-1}^{F_{k-1}(f)} \) be such that
\[ d_{h_{F_{k-1}(f)}}(\pi_{a2^k/\alpha}(f), g) \leq 4e_{k-1}(A_{a2^k/\alpha}^{F_{k-1}(f)}, d_{h_{F_{k-1}(f)}}). \]
We have
\[ g(f, T_k) \leq Rg(f, \pi_{a2^k/\alpha}(f)) + Rg(\pi_{a2^k/\alpha}(f), g) \lesssim g(f, \pi_{a2^k/\alpha}(f)) + d_{h_{F_{k-1}(f)}}(\pi_{a2^k/\alpha}(f), g) + d(\pi_{a2^k/\alpha}(f), g)(d(\pi_{a2^k/\alpha}(f), h_{F_{k-1}(f)})^p + d(h_{F_{k-1}(f)}, g)^p). \]
Let \( f' \in A \cap F_{k-1}(f) \) be such that \( g = \pi_{a2^k/\alpha}(f') \) (it exists since \( g \in T_{k-1}^{F_{k-1}(f)} \subset A_{a2^k/\alpha}^{F_{k-1}(f)} \)). Thus,
\[ d(\pi_{a2^k/\alpha}(f), g) \leq d(\pi_{a2^k/\alpha}(f), f) + d(f, f') + d(f', \pi_{a2^k/\alpha}(f')) \leq 2\sup_{h \in A} d(\pi_{a2^k/\alpha}(h), h) + \text{diam}(F_{k-1}(f), d) \lesssim \sup_{h \in A} (g(\pi_{a2^k/\alpha}(h), h))^{1/p} + \sup_{h \in A} \text{diam}(F_{k-1}(h), d). \]
and, similarly,
\[ d(π_{a2^k/α}(f), h_{F_k-1(f)})^{p-1} + d(h_{F_k-1(f)}, g)^{p-1} \leq 2(d(π_{a2^k/α}(f), h_{F_k-1(f)}) + d(h_{F_k-1(f)}, g))^{p-1} \]
\[ \lesssim (\sup_{h ∈ A}(\varrho(π_{a2^k/α}(h), h)))^{1/p} + \sup_{h ∈ A}(\text{diam}(F_k-1(h), d))^{p-1}. \]

The above bounds implies
\[ \varrho(f, T_k) \lesssim \sup_{h ∈ A}(\varrho(h, π_{a2^k/α}(h))) + e_{k-1}(A_{a2^k/α}^{F_k-1(f)}, d_{h_{F_k-1(f)}}) + \sup_{h ∈ A}(\text{diam}(F_k-1(h), d))^p. \]

We now apply Lemma 5.3 to estimate the entropy number \(e_{k-1}(A_{a2^k/α}^{F_k-1(f)}, d_{h_{F_k-1(f)}})\):
\[ e_{k-1}(A_{a2^k/α}^{F_k-1(f)}, d_{h_{F_k-1(f)}}) \lesssim \left( \frac{a^{2k/α}}{\eta} \right)^{1/q} \left( \text{diam}(A, \varrho) + \sup_{h ∈ A}(\varrho(h, π_{a2^k/α}(h))) \right)^{1/q} \sup_{h ∈ A}(e_{k-1}(B, d_{h_{F_k-1(f)}}))^q. \]

where we have used the assumption that the metric \(d_h\) is generated by a norm. Using the estimate \(x^{1/q} y ≤ b x + b^{-1/(q-1)} y^{q/(q-1)}\) we get
\[ e_{k-1}(A_{a2^k/α}^{F_k-1(f)}, d_{h_{F_k-1(f)}}) \lesssim b \text{diam}(A, \varrho) + (b + 1) \sup_{h ∈ A}(\varrho(h, π_{a2^k/α}(h))) + \sup_{h ∈ A}(\text{diam}(F_k-1(h), d))^p \]
\[ + \left( \frac{a^{2k/α}}{b^q} \right)^{1/(q-1)} \sup_{h ∈ A}(e_{k-1}(B, d_h))^q, \]

which completes the proof of the lemma. □

**Proof of Theorem 2.5**
Let \(s_k\) be as in Lemma 5.3 for \(k ≥ 1\) and let \(s_0(f) := \text{diam}(B, \varrho)\), then by Theorem 5.1 one has
\[ γ_{α,1}(B, \varrho) ≤ C(α) \left( b γ_{α,1}(B, \varrho) + \sup_{f ∈ B} \sum_{k ≥ 0} 2^{k/α} s_k(f) \right) \]
which, in our case, provides the bound
\[ γ_{α,1}(B, \varrho) \lesssim b γ_{α,1}(B, \varrho) + \text{diam}(B, \varrho) + (b + 1) \sup_{f ∈ B} \sum_{k ≥ 1} 2^{k/α} \varrho(f, π_{a2^k/α}(f)) \]
\[ + \left( \frac{a}{b^q} \right)^{1/(q-1)} \sup_{f ∈ B} \sum_{k ≥ 1} (2^{k/α} e_{k-1}(B, d_f))^q + \sup_{f ∈ B} \sum_{k ≥ 1} 2^{k/α} (\text{diam}(F_k-1(h), d))^p \]
for any admissible sequence \((F_k)\) of \(B\). Taking \(b\) sufficiently small and applying Theorem 5.2 we get
\[ γ_{α,1}(B, \varrho) \lesssim \text{diam}(B, \varrho) + a^{-1} + \left( \frac{a}{b^q} \right)^{1/(q-1)} \sup_{f ∈ B} \sum_{k ≥ 1} (2^{k/α} e_{k-1}(B, d_f))^q \]
\[ + \sup_{f ∈ B} \sum_{k ≥ 1} 2^{k/α} (\text{diam}(F_k-1(h), d))^p. \]

Taking infimum over all admissible sequences \((F_k)\) of \(B\) and taking
\[ a = \left( b^q \right)^{1/(q-1)} \sup_{f ∈ B} \sum_{k ≥ 1} (2^{k/α} e_{k-1}(B, d_f))^q \]
\[ , \]

\[ \text{we get} \]

\[ γ_{α,1}(B, \varrho) \lesssim \text{diam}(B, \varrho) + a^{-1} + \left( \frac{a}{b^q} \right)^{1/(q-1)} \sup_{f ∈ B} \sum_{k ≥ 1} (2^{k/α} e_{k-1}(B, d_f))^q \]
\[ + \sup_{f ∈ B} \sum_{k ≥ 1} 2^{k/α} (\text{diam}(F_k-1(h), d))^p. \]
we obtain
\[ \gamma_{\alpha,1}(B, \varrho) \lesssim \text{diam}(B, \varrho) + \eta^{-1/q} \left( \sup_{f \in B} \sum_{k \geq 0} \left( 2^{k/\alpha} e_k(B, d_f) \right)^{q/(q-1)} \right)^{(q-1)/q} + \gamma_{\alpha,p}(B, d)^p \]
Since \( \text{diam}(B, \varrho) \leq c_2 \text{diam}(B, d_h) + c_2 \text{diam}(B, d)^p \), we get the claim of the theorem.

6. Appendix B: the proof of Theorem 2.9

We firstly formulate the desired statement.

**Theorem 2.9** Let \( B := \{ x : \| x \| \leq 1 \} \) where the norm \( \| \cdot \| \) is \( q \)-convex with constant \( \eta \). Let \( d \) be a metric which is generated by another norm. Then for any \( \alpha > 0 \) and for any \( p \in [1, q) \) there is a number \( C(\alpha, p, q, \eta) \) such that
\[ \gamma_{\alpha,p}(B, d) \leq C(\alpha, p, q) \eta^{-p/q} \left( \sum_{k \geq 0} \left( 2^{k/\alpha} e_k(B, d) \right)^{pq/(q-p)} \right)^{1/p-1/q}. \]

Let \( K(t, f) := \inf_{g \in L} (\| d \| + t^p d(f, g)^p) \) and let \( \pi_t(f) \) be any minimizer.

We need the following lemma from [9] (see Lemma 5.9 there).

**Lemma 6.1.** For every \( a > 0 \) one has
\[ \sup_{f \in B} \sum_{k \geq 0} \left( 2^{k/\alpha} d(f, \pi_{a2^k/\alpha}(f)) \right)^p \leq c(p, \alpha)a^{-p}. \]

Similarly to the proof of Lemma 5.3 one can obtain the following lemma.

**Lemma 6.2.** For any \( t > 0 \) and \( A \subset B \) one has
\[ \text{diam}(A_t, \| \cdot \|) \leq c(p, q) \left( \frac{t}{\eta} \right)^{p/q} \left( \text{diam}(A, d) + \sup_{h \in A} d(h, \pi_t(h)) \right)^{p/q} \]
where \( A_t := \{ \pi_t(h) : h \in A \} \).

**Proof of Theorem 2.9**

From Lemma 6.2 for any \( b > 0 \) we get the bound
\[ e_k(A_t, d) \leq c(p, q) \left( \frac{t}{\eta} \right)^{p/q} \left( \text{diam}(A, d) + \sup_{h \in A} d(h, \pi_t(h)) \right)^{p/q} e_k(B, d) \]
\[ \leq c(p, q) \left( b \text{diam}(A, d) + b \sup_{h \in A} d(h, \pi_t(h)) + \left( \frac{t}{b\eta} \right)^{p/(q-p)} e_k(B, d)^{q/(q-p)} \right) \]
and
\[ e_k(A, d) \leq c(p, q) \left( b \text{diam}(A, d) + (b + 1) \sup_{h \in A} d(h, \pi_t(h)) + \left( \frac{t}{b\eta} \right)^{p/(q-p)} e_k(B, d)^{q/(q-p)} \right). \]

Taking \( t = a2^{k/\alpha} \) and applying Theorem 5.1 we get
\[ \gamma_{\alpha,p}(B, d) \leq c(\alpha, p, q) \left( b\gamma_{\alpha,p} + (b + 1) \left[ \sup_{h \in B} \sum_{k \geq 0} \left( 2^{k/\alpha} d(h, \pi_{a2^k/\alpha}(h)) \right) \right]^{1/p} \right)^{1/p} \]
\[ + \left( \frac{a}{b\eta} \right)^{p/(q-p)} \left[ \sum_{k \geq 0} \left( 2^{k/\alpha(1+p/(q-p))} e_k(B, d)^{q/(q-p)} \right) \right]^{1/p} \right). \]

Taking \( b \) sufficiently small and applying Lemma 6.1 we get
\[ \gamma_{\alpha,p}(B, d) \leq c(\alpha, p, q) \left( a^{-1} + \left( \frac{a}{\eta} \right)^{p/(q-p)} \left[ \sum_{k \geq 0} \left( 2^{k/\alpha} e_k(B, d) \right)^{pq/(q-p)} \right]^{1/p} \right). \]

Optimizing over \( a > 0 \) we get the desired bound.
Acknowledgments. The author would like to thank Professor V.N. Temlyakov and Professor B.S. Kashin for helpful and stimulating discussions.

The author is a Young Russian Mathematics award winner and would like to thank its sponsors and jury.

The work was supported by the Russian Federation Government Grant No. 14.W03.31.0031.

References

[1] R. Adamczak, A. Litvak, A. Pajor, N. Tomczak-Jaegermann, Quantitative estimates of the convergence of the empirical covariance matrix in log-concave ensembles, J. Amer. Math. Soc. 23(2) (2010) 535–561. https://doi.org/10.1090/S0894-0347-09-00650-X.

[2] J. Bourgain, A. Pajor, S.J. Szarek, N. Tomczak-Jaegermann, On the duality problem for entropy numbers of operators, in: Geometric aspects of functional analysis, Springer, Berlin, Heidelberg, 1989, pp. 50–63. https://doi.org/10.1007/BFb0090048.

[3] F. Dai, A. Prymak, V.N. Temlyakov, S.Y. Tikhonov, Integral norm discretization and related problems, Russian Math. Surveys 74(4) (2019) 579–630. http://dx.doi.org/10.1070/RM9892.

[4] F. Dai, A. Prymak, A. Shadrin, V. Temlyakov, S. Tikhonov, Sampling discretization of integral norms, arXiv:2001.09320.

[5] F. Dai, A. Prymak, A. Shadrin, V. Temlyakov, S. Tikhonov, Entropy numbers and Marcinkiewicz-type discretization theorems, arXiv:2001.10636.

[6] A.A. Giannopoulos, V.D. Milman, Concentration property on probability spaces, Adv. Math. 156(1) (2000) 77–106. https://doi.org/10.1006/aima.2000.1949.

[7] O. Guédon, M. Rudelson, Lp-moments of random vectors via majorizing measures, Adv. Math., 208(2) (2007) 798–823. https://doi.org/10.1016/j.aim.2006.03.013.

[8] M. Ledoux, M. Talagrand, Probability in Banach Spaces: isoperimetry and processes, Springer, Berlin, Heidelberg, 2013.

[9] R. van Handel, Chaining, interpolation and convexity II: The contraction principle, Ann. of Probab. 46(3) (2018) 1764–1805. https://doi.org/10.1214/17-AOP1214.

[10] A. Marcus, D.A. Spielman, N. Srivastava, Interlacing families II: Mixed characteristic polynomials and the Kadison-Singer problem, Ann. of Math. 182 (2015) 327–350. https://doi.org/10.4007/annals.2015.182.1.8.

[11] B.S. Kashin, V.N. Temlyakov, Observations on discretizing trigonometric polynomials with a given spectrum, Russian Math. Surveys 73(6) (2018) 1128–1130. http://dx.doi.org/10.1070/RM9857.

[12] M. Rudelson, Random vectors in the isotropic position, J. Funct. Anal. 164(1) (1999) 60–72. https://doi.org/10.1006/jfan.1998.3384.

[13] M. Rudelson, Almost orthogonal submatrices of an orthogonal matrix, Israel J. Math. 111(1) (1999) 143–155. https://doi.org/10.1007/BF02810682.

[14] M. Talagrand, Upper and lower bounds for stochastic processes: modern methods and classical problems, Springer, Berlin, Heidelberg, 2014.

[15] M. Talagrand, Sections of smooth convex bodies via majorizing measures, Acta Mathematica 175(2) (1995) 273–300. https://doi.org/10.1007/BF02393307.

[16] M. Talagrand, Embedding Subspaces of Lp in lp N, in: Geometric aspects of functional analysis, Birkhäuser Basel, 1995, pp. 311–326. https://doi.org/10.1007/978-3-0348-9090-8_26.

[17] V.N. Temlyakov, The Marcinkiewicz-type discretization theorems, Constr. Approx. 48(2) (2018) 337–369. https://doi.org/10.1007/s00365-018-9446-2.

[18] V.N. Temlyakov, The Marcinkiewicz-type discretization theorems for the hyperbolic cross polynomials, Jaen J. Approx. 9(1) (2017) 37–63.

[19] V.N. Temlyakov, Sampling discretization error for function classes, to appear in J. Complexity. https://doi.org/10.1016/j.jco.2019.05.002.
[20] V.N. Temlyakov, Universal discretization, J. Complexity 47 (2018) 97–109. https://doi.org/10.1016/j.jco.2018.02.001.
[21] V.N. Temlyakov, An inequality for the entropy numbers and its application, J. Approx. Theory 173 (2013) 110–121. https://doi.org/10.1016/j.jat.2013.05.003.
[22] V.N. Temlyakov, Multivariate approximation, Cambridge University Press, 2018.
[23] V.N. Temlyakov, Greedy approximation, Cambridge University Press, 2011.