SXDF-ALMA 2 arcmin$^2$ Deep Survey: 1.1-mm number counts
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Abstract

We report 1.1 mm number counts revealed with the Atacama Large Millimeter/submillimeter Array (ALMA) in the Subaru/XMM-Newton Deep Survey Field (SXDF). The advent of ALMA enables us to reveal millimeter-wavelength number counts down to the faint end without source confusion. However, previous studies are based on the ensemble of serendipitously-detected sources in fields originally targeting different sources and could be biased due to the clustering of sources around the targets. We derive number counts in the flux range of 0.2–2 mJy by using 23 ($\geq4\sigma$) sources detected in a continuous 2.0-arcmin$^2$ area of the SXDF. The number counts are consistent with previous results within errors, suggesting that the counts derived from serendipitously-detected sources are not significantly biased, although there could be
field-to-field variation due to the small survey area. By using the best-fit function of the number counts, we find that ∼40% of the extragalactic background light at 1.1 mm is resolved at $S_{1.1\text{mm}} > 0.2\,\text{mJy}$.
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## 1 Introduction

Deep and wide-field surveys discovered a population of galaxies bright at millimeter/submillimeter (mm/submm) wavelengths (SMGs). SMGs are dusty starburst galaxies at high redshifts with star-formation rates (SFRs) of a few 100–1000 $M_\odot\,\text{yr}^{-1}$, and hold important clues to the true star formation history and the galaxy evolution in the universe (e.g., Blain et al. 2002; Casey et al. 2014). SMGs are also important for understanding the origin of extragalactic background light (EBL), which is thought to be the integral of unresolved emission from extragalactic sources. While the EBL at mm/submm is thought to be largely contributed by distant dusty galaxies (e.g., Lagache et al. 2005), the contribution of bright SMGs ($S_{1\text{mm}} > 1\,\text{mJy}$) detected in previous 1-mm blank field surveys is $\lesssim 20\%$ (e.g., Greve et al. 2004; Scott et al. 2008; Scott et al. 2010; Hatsukade et al. 2011), suggesting that the rest of the EBL originates from ‘sub-mJy’ sources. Atacama Large Millimeter/submillimeter Array (ALMA) enables us to explore the flux regime more than an order of magnitude fainter than those detected in previous single-dish surveys because of its high sensitivity and high angular resolution. ALMA has probed the faint end of the number counts and more than half of the EBL has been resolved in previous studies (Hatsukade et al. 2013; Ono et al. 2014; Carniani et al. 2015; Fujimoto et al. 2016). However, these studies are based on the ensemble of serendipitously-detected sources in fields originally targeting different sources, and the number counts obtained in those fields could be biased due to the clustering of sources around the targets or sidelobes caused by bright targets.

In this paper, we present 1.1 mm number counts in a contiguous area revealed by the ALMA observations of a part of the Subaru/XMM-Newton Deep Survey Field (SXDF) (Furusawa et al. 2008) which includes the field of the Cosmic Assembly Near-IR Deep Extragalactic Legacy Survey (CANDELS; Grogin et al. 2011; Koekemoer et al. 2011). The survey design and source catalog is described in Kohno et al. (in prep.), and the properties of detected sources and other galaxy populations in the field are discussed in Tadaki et al. 2015 and subsequent papers. The arrangement of this paper is as follows. Section 2 outlines the data we used, and Section 3 describes the method of source extraction and simulations carried out to estimate the number counts. In Section 4, we compare our derived number counts with other observational results and model predictions, and estimate the contribution of the 1.1 mm sources to the EBL.

## 2 SXDF-ALMA Survey Data

The details of the ALMA observations (Program ID: 2012.1.00756.S; PI: K. Kohno) and data reduction are described in Kohno et al. (in prep.) and Kohno et al. (2016), and here we briefly summarize them. We conducted band 6 (1.1 mm, or 274 GHz) imaging of a contiguous area in the SXDF during the ALMA Cycle 1 session. The observing field is selected to cover a 1.1-mm source detected with AzTEC ($S_{1\text{mm}} = 3.5^{+0.6}_{-0.5}\,\text{mJy}$; Ikarashi et al. in prep.) and 12 Hα-selected star-forming galaxies (figure 1, see also Tadaki et al. 2015). The field was set to $105'' \times 50''$ in the ALMA Observing Tool and has an effective area of 2.0 arcmin$^2$ (“50% coverage region” defined below). The field was covered by a 19-point mosaic with a total observing time of 3.6 hours. The number of available antennas was 30–32 and the range of baseline lengths was 20–650 m. The correlator was used in the time domain mode with a bandwidth of 1875 MHz, and the total bandwidth with four spectral windows is 7.5 GHz. The data were reduced with Common Astronomy Software Applications (CASA; McMullin et al. 2007). The map was processed with CLEAN algorithm with

![AzTEC 1.1 mm map around the SXDF-ALMA survey field. The white curve shows the 50% coverage region used in this study.](image)
the natural weighting, which gives the synthesized beamsize of 0.′53 × 0.′41 (position angle of 63°.9). In this study, we use the region where the primary beam attenuation is less than or equal to 50% in the map ("50% coverage region"), which is a 2.0-arcmin² area. A sensitivity map was created by using the AIPS (Greisen 2003) RMSD task with a box size of 100 pixel × 100 pixel (10′′ × 10′′) from the map before primary beam correction. The range of rms noise level within the 50% coverage region is 48–61 µJy beam⁻¹ and the typical rms noise level is 55 µJy beam⁻¹. Figure 2 shows the distributions of flux density of the signal map and signal-to-noise ratio (SN) within the 50% coverage region. The SN distribution is created from the signal map divided by the sensitivity map. The vertical dotted line in the panel of SN distribution indicates the threshold for source extraction adopted in this study (4σ). The distributions are well explained by a Gaussian and a Gaussian fit to the flux distribution gives 1σ of 55 µJy beam⁻¹. The excess from the fitted Gaussian at $S_{1\text{ mm}} \gtrsim 0.2 \text{ mJy}$ in the flux distribution or at SN $\gtrsim 4\sigma$ in the SN distribution indicates the contribution from real sources.

3 Source Detection and Number Counts

3.1 Source and Spurious Detection

Source detection was conducted on the image before correcting for the primary beam attenuation. We adopt a source-finding algorithm AEGEAN (Hancock et al. 2012), which achieves high reliability and completeness performance for radio maps compared to other source-finding packages and is used in radio or submm surveys (e.g., Umehata et al. 2015). We find 25 (6) sources with a peak SN of $\geq 4\sigma$ ($\geq 5\sigma$). The range of peak flux density of the $\geq 4\sigma$ sources is 0.2–1.7 mJy after primary beam correction. In this study we use the peak flux densities for creating number counts. We check that the peak flux densities ($S_{\text{peak}}$) are consistent with integrated flux densities ($S_{\text{integ}}$) measured with the AIPS/SAD task within errors with the ratio of $S_{\text{integ}}/S_{\text{peak}} = 1.1 \pm 0.3$ (see Kohno et al. in prep.).

It is possible that the SXDF-ALMA field is overdense because the field is selected to include an AzTEC source (figure 1). The number density of AzTEC sources in the SXDF-ALMA field is 0.5 arcmin⁻², which is a factor of 1.4 higher than that of the original AzTEC 1.1 mm survey of 0.36 arcmin⁻² (Scott et al. 2012). In the ALMA survey, we found that the two brightest ALMA sources are associated with the AzTEC source (Kohno et al. in prep.; Yamaguchi et al. in prep.). In what follows, we exclude the two ALMA sources when deriving number counts to avoid the effect of the possible overdensity.

In order to estimate the degree of contamination by spurious sources, we count the number of negative peaks as a function of SN threshold (figure 3). Nine negative sources are found at $\geq 4\sigma$, and no negative source at $\geq 4.7\sigma$. The probability of contamination by spurious sources is estimated from the fraction of negative peaks to positive peaks as a function of SN and is considered when creating number counts.

3.2 Completeness

We calculate the completeness, which is the rate at which a source is expected to be detected in a map, to see the effect of noise fluctuations on the source detection. The completeness calculation is conducted on the map corrected for primary beam attenuation. An artificial source made by scaling the synthesized beam is injected into a position randomly selected in the map $>1.0''$ away from $\geq 3\sigma$ peaks to avoid the contribution
Fig. 3. Cumulative number of positive and negative peaks as a function of SN threshold. Solid and dashed curves represent the best-fit function of $f(SN) = A[1 - \text{erf}(SN/B)] + C$ for the positive peaks and negative peaks.

from nearby sources. We checked that the completeness does not change significantly if we remove the constraint on the input source positions. Note that the nearest peak of sidelobes of the synthesized beam is located 1″ away from the center and the relative flux is less than 6% of the main beam, and the effect of the sidelobe is negligible. When the input source is extracted within 1.0″ of its input position with ≥4σ, the source is considered to be recovered. This procedure is repeated 1000 times for each flux bin. The result is shown in figure 4, and the completeness in the flux range of the detected sources is ∼50%–100%. We confirmed that the completeness and resulting number counts do not depend sensitively on the SN threshold cut for the completeness simulations.

When dealing with a low SN map, we need to consider the effect that flux densities of low SN sources are boosted (Murdoch et al. 1973; Hogg & Turner 1998). In the course of this simulation, we calculate the ratio between the input and output fluxes to estimate the intrinsic flux density of the detected sources (figure 5). The ratio for the flux range of the detected sources is 1.0–1.3.

3.3 Number Counts

By using the ≥4σ sources, we create differential and cumulative number counts. To create number counts, we correct for the contamination of spurious sources, the completeness, and the flux boosting. The contamination of spurious sources to each source is estimated as a fraction of the number of positive peaks to negative peaks at its SN by using the best-fit functions (figure 3) and is subtracted from unity. Then the counts

Fig. 4. Completeness as a function of input flux ($S_{in}$) (corrected for primary beam attenuation). The error bars are 1σ from the binomial distribution. The top axis shows the effective SN by using a typical rms noise level of 55 µJy beam$^{-1}$. Solid curve represents the best-fit function of $f(S_{in}) = [1 + \text{erf}((S_{in} - A)/B)]/2$.

Fig. 5. Ratio between input fluxes ($S_{in}$) and output fluxes ($S_{out}$) as a function of input flux (corrected for primary beam attenuation). Error bars show 1σ of 1000 trials. Solid curve represents the best-fit function of $f(S_{in}) = 1 + A\exp(-BS_{in}^2)$.
The differential number counts obtained in this study and previous studies are fitted to a Schechter function of the form, \(dN/dS = N' S'/S^{\alpha} \exp(-S/S')\), and a double power-law function of the form, \(dN/dS = N' S'/S^{\alpha} [(S/S')^\alpha + (S/S')^\beta]^{-1}\). In this fit, we use the number counts obtained in 1-mm observations (1.1–1.3 mm) with ALMA and single-dish telescopes plotted in figure 6 (left) but do not use the number counts at 870 \(\mu\)m to avoid the uncertainties from flux scaling. We also do not use the faint end of number counts \((S < 0.1 \text{ mJy})\) by Fujimoto et al. (2016), where the counts are derived by including gravitationally lensed sources to avoid uncertainty from the magnification correction. The best-fit parameters are summarized in Table 2. The power law slopes are consistent with those of Fujimoto et al. (2016).

### Table 1. Differential and cumulative number counts.

| \(S\) (mJy) | \(N\) | \(dN/dS\) \((10^4 \text{ mJy}^{-1} \text{ deg}^{-2})\) | Cumulative Counts |
|---|---|---|---|
| 0.25 | 17 | 1.43 \(\pm\) 0.12 | 0.17 \(\pm\) 0.02 |
| 0.55 | 5 | 1.71 \(\pm\) 0.23 | 0.37 \(\pm\) 0.06 |
| 1.20 | 1 | 1.95 \(\pm\) 0.43 | 0.81 \(\pm\) 0.16 |

The errors are 1\(\sigma\).

### Table 2. Best-fit parameters of parametric fits to differential number counts.

| Function | \(N'\) | \(S'\) | \(\alpha\) | \(\beta\) |
|---|---|---|---|---|
| Schechter | 15.0 \(\pm\) 5.1 | 3.1 \(\pm\) 0.5 | \(-1.9 \pm 0.2\) | - |
| Double power law | 2.9 \(\pm\) 0.6 | 5.9 \(\pm\) 0.5 | 6.8 \(\pm\) 0.8 | 2.3 \(\pm\) 0.1 |

The errors are 1\(\sigma\).

4 Discussion and Conclusions

We compare our SXDF-ALMA number counts with previous results. Number counts at faint flux densities \((<1 \text{ mJy})\) have been obtained by using serendipitously-detected sources within the field of view of original targets in each project (Hatsukade et al. 2013; Ono et al. 2014; Carniani et al. 2015; Fujimoto et al. 2016). These counts could be biased because of the possible clustering around the original targets. In figure 6, we plot ALMA number counts obtained in the Extended Chandra Deep Field South (ECDFS) by Karim et al. (2013) (870 \(\mu\)m) and in the UKIRT InfraRed Deep Sky Surveys (UKIDSS) Ultra Deep Survey (UDS) field by Simpson et al. (2015) (870 \(\mu\)m), and ALMA number counts derived from serendipitously-detected sources by Hatsukade et al. (2013) (1.3 mm), Ono et al. (2014) (1.2 mm), Carniani et al. (2015) (1.1 mm), Fujimoto et al. (2016) (1.2 mm), and Oteo et al. (2015) (1.2 mm). We also show the number counts obtained by single-dish surveys with Max-Planck millimeter bolometer (MAMBO) at 1.2 mm (Lindner et al. 2011) and AzTEC at 1.1 mm (Scott et al. 2012) for the bright end. The flux density of these counts are scaled to 1.1 mm flux density (see caption of figure 6). The SXDF-ALMA counts obtained in a continuous region are consistent with previous results within errors, suggesting that the counts derived from serendipitous sources are not significantly biased, although our survey area is small and could be affected by field-to-field variation.

Lindner et al. (2011) performed a fluctuation analysis (or \(P(D)\) analysis) of a single-dish map (beam FWHM of 11\(''\)), which enables a model-dependent estimation of the number counts at faint flux densities below the confusion limit by using the information of the pixel flux distribution of a signal map rather than using detected sources. They assumed two types of function models for parameterization in the \(P(D)\) analysis: a single power law model and a Schechter function model. The number counts derived from the \(P(D)\) analysis are shown in figure 6. The SXDF-ALMA counts are consistent with both functions within errors, but they are more consistent with the Schechter function \(P(D)\) counts than the single power law counts (figure 6). This consistency suggests the validity of the \(P(D)\) analysis below the confusion limit or nominal sensitivity although the \(P(D)\) analysis is model dependent.

Recently Oteo et al. (2015) present the number counts by using \(\geq 5\sigma\) sources detected in the ALMA archival data of calibrators. Their counts are lower than previous results by a factor...
of at least two. They argue that the lower SN threshold (<5σ) adopted in the previous studies might include spurious sources. In order to verify this possibility, we create number counts by using only ≥5σ sources, where no contamination of spurious sources is expected (Section 3.1). The resultant cumulative counts (figure 6, right) decrease, but they are still consistent with the counts for ≥4σ sources within the errors. A larger number of sources are needed to accurately constrain the number counts and verify the effect of spurious sources. Oteo et al. (2015) also argue that their counts are free from field-to-field variation because they collect data sets in different sky positions. Because we use sources detected in a limited survey area, it is possible that the field-to-field variation affects the number counts.

In figure 6, recent model predictions with different approaches by Shimizu et al. (2012), Béthermin et al. (2012), Cai et al. (2013), and da Cunha et al. (2013) are also compared. Shimizu et al. (2012) perform large cosmological hydrodynamic simulations and simulate the properties of SMGs by calculating the reprocessing of stellar light by dust grains into far-IR to millimeter wavelengths in a self-consistent manner. The model of Béthermin et al. (2012) is based on the redshift evolution of the mass function of star-forming galaxies, specific SFR distribution at fixed stellar mass, and spectral energy distributions (SEDs) for the two star-formation modes (main-sequence and starburst). da Cunha et al. (2013) create self-consistent models of the observed optical/NIR SEDs of galaxies detected in the Hubble Ultra Deep Field. They combine the attenuated stellar spectra with a library of IR emission models, which are consistent with the observed optical/NIR emission in terms of energy balance, and estimate the continuum flux at mm and submm wavelengths. The model of Cai et al. (2013) is a hybrid approach which combines a physical forward model for spheroidal galaxies and the early evolution of AGNs with a phenomenological backward model for late-type galaxies and the later evolution of AGNs. We found that the model predictions agree with our number counts within the uncertainties from both the models and the observed counts. In order to discern the models, it is important to probe fainter flux densities (S_{1mm} < 0.1 mJy), where the difference among the models increases.

In this study, we derived 1.1 mm number counts in a continuous 2.0 arcmin² area of the SXDF-ALMA survey field. By using the best-fit functions of the number counts, we calculate the fraction of the 1.1 mm EBL revoked into discrete sources. The EBL at 1.1 mm based on the measurements by the Cosmic Background Explorer satellite is ~18 Jy deg⁻² (Puget et al. 1996) and \(25^{+23}_{-13}\) Jy deg⁻² (Fixsen et al. 1998).
shows the integrated flux density of the best-fit functions with a Schechter function and a double power law function derived from the differential number counts. The fraction of resolved EBL in this study is about 40% at \( S_{1\,\text{mm}} \sim 0.1 \text{ mJy} \), which is consistent with previous studies with ALMA (Hatsukade et al. 2013; Ono et al. 2014; Carniani et al. 2015; Fujimoto et al. 2016). The integration of the best-fitting functions reaches \( 100\% \) at \( S_{1\,\text{mm}} > 0.2 \text{ mJy} \), although there is a large uncertainty to extend the functions to the fainter flux densities. In order to fully understand the origin of the EBL and to constrain the number counts without the effect of small number statistics and field-to-field variation, deeper \( (S_{1\,\text{mm}} < 0.1 \text{ mJy}) \) and wider-area surveys in blank fields are essential in future studies.
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