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Abstract
The paper examines the current trends in designing of systems for convenient and secure remote job submission to various computer resources, including supercomputers, computer clusters, cloud resources, data storages and databases, and grid infrastructures by authorized users, as well as remote job monitoring and obtaining the results. Currently, high-performance computing and storage resources are capable of solving independently the majority of practical problems in the field of science and technology. Therefore, the focus in the development of a new generation of middleware shifts from the global grid systems to building convenient and efficient web platforms for remote access to individual computing resources. The paper examines the general principles of the construction and briefly describes some of the specific implementations of the web platforms.
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1 Introduction

The problem of creating the technology of remote job execution emerged within the conception of distributed computing [21] in 1970s. In 1990s, as a result of the development of Internet and the widespread adoption of computer technology, distributed computing gained a boost in development, particularly within the grid paradigm [4], [5]. As a whole, the conception and the grid infrastructures created in the past years can be viewed as a comprehensive attempt to build distributed systems that would have to automatize the interaction of providers of data-processing services and their consumers. The most successful grid infrastructure is developing within “The Worldwide LHC Computing Grid Project” (WLCG, http://www.cern.ch/WLCG) in the European Organization for Nuclear Research (CERN, Geneva, Switzerland).

There are other types of geographically distributed systems, e.g. volunteer computing. In this case the client software periodically (typically during idle time when the local tasks are not performed) accesses the project server over the Internet, requesting the data for processing and sending the results back to the server. In this paper we will not discuss the web toolkits of this specific type (see e.g. survey [14] and references therein).

With the growth of performance of individual resources (supercomputers, data storages, cloud systems [16] etc.) the grid conception began to lose a significant part of its appeal. The fact is that the creation of a large-scale distributed computing grid infrastructure requires fairly high overheads both from the point of view of resource owner and administrators and from the point of view of grid users. In particular, the latter are required to fulfill rather complicated registration procedure, have to use the digital certificates and must posses rather high level
of knowledge about the grid middleware. As a result, without a powerful unifying organizational structure, maintaining a cumbersome grid infrastructure proved to be very challenging, especially from the financial and administrative (overcoming the barriers between organizations owning the resources) points of view. For example, in the case of the WLCG project intended for support the one scientific mega device, namely, the Large Hadron Collider, such organizational structure is CERN.

Currently, the high-performance compute and storage resources are able to solve most of the practical problems in science and technology separately. Therefore, the focus in the development of a new generation of middleware shifts to building convenient and efficient means for accessing individual computing resources. The principal development path of modern information technology aimed at facilitating access to resources for the end user and at reducing the time and financial costs is the use of web technologies. Within the software as a service (SaaS) model popular applications (e-mail, office applications, and so on) have been widely available for quite a long time. Currently the development of scientific web applications is booming around the world. In particular, today scientific services in the Internet provide the access to various data (for example, http://www.nature.com/sdata), scientific experimental facilities (for example, High Speed Networking with Subaru Telescope in Hawaii, http://www.naoj.org/), and educational materials (Virtual Learning Environment [22]).

In many cases researchers need to run a large number of similar computing tasks to solve some problem in a particular application area. Quite often, these tasks are performed by using already existing specialized application packages, the tasks being identical in form and differing only in the values of the input data (parameters). In this case, pre-installation and configuration of commonly used application packages on a computing resource and the availability of specialized web services as well as appropriate user web interfaces (SaaS model) allow owners of computing resources to increase efficiency of their use. The set of specialized web services and web application interfaces is called web platform for remote access to computing resources (other names used in the literature are: application-specific web portal, virtual laboratory, etc.). Each individual pre-arranged task (a launch of an application package, an access to a data storage, and so on) is called “a tool”. With the access to the tools provided by a platform, a user only has to specify particular values of the input parameters or input files, and the rest of the task description is generated automatically. Thus the user can carry out the generating of the task, its submission, monitoring, and getting the results via a standard web browser. This approach proves to be particularly effective and convenient when the full research requires a set of application packages rather than just one of them. Moreover, often the output of some package is the basis for the generating of the task for the next application package in a series of stages of the research. Such series of tasks are called workflows. Besides the launch of computing packages, workflow may include other operations such as a query to relational database, visualization of the results or obtaining online data from an operating scientific facility. Carrying out these operations can be made as simple as possible for end users by pre-configuring all the technical details (such as the Internet address of the resources, the specific formats of the query to a particular database or facility); in other words, creating a complete “tool”. The user then only needs to formulate the essence of a specific request in a natural language.

General principles of constructing of the web platforms for remote access to computer resources are discussed in the next section. Section 3 briefly describes some of the specific implementations of web platforms.
2 General Principles of Web Platforms

The sets of features of web platforms can vary significantly. The following are the basic features of web platforms: (1) web platforms for job submission: remote submission, monitoring, and obtaining the job results; (2) web platforms for job submission and software installation: features from the item 1 plus remote installation and configuring of application packages, creating the complete tools for the use by other users; (3) web hubs: features from the items 1, 2 plus providing the features of professional social networks, for example, allowing to exchange the experience in the use of the platform tools, interaction with the developers, forming the rating of individual application packages/tools; (4) web platforms of application software market: features from the items 1, 2, 3 plus provision of information and computing web services for interaction between the providers and consumers of application packages for scientific research based on market principles (an analogue of such application stores as AppStore, Google Play etc.).

Listed above are only the basic features of web platforms which categorize them by their purpose. In order to be fully operational, web platforms must include a variety of auxiliary services with appropriate features. The main functional requirements for the platform are divided into the following parts: management of user credentials granting the right to use the available resources; remote administration of the web platform via a web browser; job execution management; data files transfer management; tools (services) management. These requirements correspond to the web platforms with minimal functionality, namely the ones intended solely for remote job execution. In the case of web platforms with more general functionality additional requirements arise.

Generally the users of web platforms can operate in two modes: via a web browser and via a command line interface. Especially attractive for most users is the work via a web browser because in this case there is no need to install any additional software on their computers. Command line interface is aimed at advanced users and allows to automatize a number of actions.

The basis of the platforms are web service technologies and, in particular, the service-oriented architecture (SOA) [3], as well as the REST architectural style [18]. Various authentication/authorization protocols are used to provide secure access to the resources via Internet with due regard to the user rights and service or resource policies. In addition to the well-known method based on the use of the login/password pair, protocols that can be used include OAuth (http://oauth.net), OpenID (http://www.openid.net), and those based on the public key infrastructure and X.509 standard certificates (http://www.ietf.org/rfc/rfc3820.txt). Authorization with the role-based determination of user access rights to the resources is usually carried out through the mechanism of dynamic mapping of users to the local resource accounts with the appropriate permissions.

If a web platform provides a service to install application software (including web hubs), one can use different types of resources provided that application software is deployed by the resources administrators. In this case, the web platform may contain tools to facilitate interaction between software developers and resources administrators. For example, these tools can include means for converting application software (subject to certain rules for the API) into “software as a service” (SaaS). As a basis for the creation of such web platforms open source middleware HUBZero (http://hubzero.org; see also, e.g., [13]) can be used. An example of use of the HUBZero is the web hub in nanotechnology NanoHUB (http://www.nanohub.org), developed in the USA.

However, if a web platform (including web hubs and web platforms of application software market) provides a service for remote installation of the application software by users
themselves, the type of the resources is practically limited to the cloud systems. Indeed, an independent remote installation of application software on supercomputers by users is highly problematic both in terms of security and from a technical point of view: for a deployment of a software the user must deeply know the features of the architecture and software of the specific supercomputer. A natural solution to these problems is the use of virtual machines [11] that provide both safety (isolation of installed software) and feasibility of using the operating system required for the application software to be installed. Thus, since cloud infrastructure provides tools for managing virtual machines, the web platforms allowing software installation must provide access to the cloud systems. In this case at the stage of the software installation the “Platform as a Service” (PaaS) model is used.

3 Examples of Web Platform Implementations

Development of web platforms for remote access to application software for research are widely underway around the world. Examples of such developments are shown in Table 1 including application areas for which the platforms were designed.

Basically, all the web platforms have the typical three-layer architecture. The first layer is the frontend that provides the user web interface; the second layer is the platform engine and the administration module that is responsible for job management, tool configuration, audit trails and user management; the third layer is a resource manager that exposes data and compute resources to the preceding layer. Also all the platforms have more or less sophisticated security infrastructure. However, each of the platforms have peculiarities both in details of their implementation and in operational features. In particular, Personal virtual computer, UniHUB, computing cloud platform of the UrB RAS, the Everest web platform and eQUEUE provide the basic capabilities of the web platforms for job submission (first item in the list in the beginning of sect. 2). The WebMO platform belongs to the same type and improves the accessibility and usability of computational chemistry packages. The web portal developed in the Glushkov Institute of Cybernetics of NAS of Ukraine provides, besides the user-friendly job submission, a convenient service including the console mode for managing a supercomputer or cluster. The peculiarity of the platform developed in the Photochemistry Center of RAS is that it provides a set of facilities for multiscale modeling typically occurring in nanotechnology. The very successful and developed nanoHUB project lays emphasis on the educational goals in the area of nanosciences. Similarly the portal Nucleonica has grown to become the leading online resource in the nuclear sciences and is particularly suitable for education and training of young scientists, engineers and technicians in the nuclear domain. Thus though the underlying basic architecture and the web technologies are rather typical for the majority of web platforms for remote access to computing resources, they are flexible enough to adapt the middleware for specific purposes or application areas. Below as specific examples of the different types we briefly introduce the Russian project CLAVIRE as well as the Yabi and e-Science Central projects.

3.1 CLAVIRE Project

The multifunctional instrumental and technological platform CLAVIRE is designed for the efficient management of computing, information and software resources of distributed heterogeneous computer infrastructures within the cloud computing model [13]. It can be used to provide users via Internet with high-performance domain-specific services within the cloud computing model for the various needs of science, industry, business, and the social sphere with the
| No. | Web platform                                                                 | Application area |
|-----|------------------------------------------------------------------------------|------------------|
| 1   | Web platform of educational-methodical software package “Multiscale modeling in nanotechnology” [17] (Photochemistry Center of the Russian Academy of Sciences (RAS); http://www.nanomodel.ru) | nanotech         |
| 2   | “Personal virtual computer” system [1] (South Ural State University; http://supercomputer.susu.ac.ru/pvc) | engineering      |
| 3   | UniHUB, the technological platform of the National “University Cluster” program [19] (Institute for System Programming of RAS; https://unihub.ru) | multipurpose     |
| 4   | Computing cloud platform of the Ural Branch of the RAS [7] (Institute of Mathematics and Mechanics of the UrB RAS) | Matlab           |
| 5   | Web portal of the supercomputer management system [8] (V.M. Glushkov Institute of Cybernetics of NAS of Ukraine; http://melkon.com.ua/ru/cms) | multipurpose     |
| 6   | Everest web platform [20] (Institute for Information Transmission Problems of the RAS; http://everest.distcomp.org) | multipurpose     |
| 7   | Multifunctional instrumental and technological platform for cloud computing support CLAVIRE [14] (Saint Petersburg State University of Information Technologies, Mechanics and Optics; http://clavire.ru) | ~ 50 applications |
| 8   | nanoHUB, web hub in nanotechnology [12] (consortium of the US universities; http://www.nanohub.org) | nanotech         |
| 9   | eQUEUE, web platform for the remote job submission (AdvancedWebMO Clustering Technologies, Inc.; http://www.advancedclustering.com) | multipurpose     |
| 10  | Nucleonica, scientific web portal (Institute for Transuranium Elements; http://www.nucleonica.net) | nuclear physics  |
| 11  | WebMO web platform (Hope College, Holland, USA; http://www.webmo.net) | molecular physics |
| 12  | Yabi web platform [10] (Centre for Comparative Genomics, Murdoch, Australia; https://ccg.murdoch.edu.au/yabi) | bioinformatics   |
| 13  | e-Science Central web platform [9] (Newcastle University, UK; http://www.esciencecentral.co.uk) | multipurpose     |

Table 1: Examples of existing web platforms with application areas for which they were designed.
possibility of utilization of existing distributed computing infrastructure resources (dedicated supercomputers, grid infrastructure, cloud media). Features of the application and configuring of the platform for specific application areas are determined in each case by the general needs of this area in widely available high-performance computing and the availability of application software capable of being provided in the form of cloud services. CLAVIRE basic application software toolkit includes over 60 software packages in such areas as hydroaerodynamics and structural resistance, nanotechnology and quantum chemistry, hydrometeorology, shipbuilding, analysis and modeling of social systems and transportation infrastructure, bioinformatics. Under the control of the CLAVIRE platform, workflows (composite applications) can be designed which permit to organize interaction between different resources presented as the services within computational environments.

Organization of the process of creation and execution of workflows under control of the platform CLAVIRE are carried out within the concept iPSE [2] and comes down to the step-by-step formalization of sets of job descriptions in terms of the workflows. The upper level of the application description is the metaflow. Its individual blocks contain only descriptions of computing tasks required by the user in the form of implicit instructions. Thus, the compiled metaflow is a formal description of user task in terms of subject area without any indication of the conditions for its implementation. In addition to describing the actions and data necessary for the computing, the user can specify the criteria for selection of specific services, resources, data (such as execution time or high reliability), as well as additional restrictions and parameters of certain actions (e.g. the required accuracy of the result).

With this method of setting the initial data, designing the workflows is a process of gradual specification of metaflow up to creating the specific scripts for starting services in the cloud and their further execution. At the first stage of the design process of the composite application the user can, for example, choose classes of services that are available in the cloud. These classes of services are used at the next stage for the selection of the specific services. Next, a workflow with the preselected specific implementations of computing services is created, followed by the scheduling and the creation of the execution script. CLAVIRE platform is developed in the Saint Petersburg State University of Information Technologies, Mechanics and Optics in 2010-2012.

3.2 Yabi Project

Yabi is a web platform providing transparent access to heterogeneous high-performance compute and storage resources [10]. It provides the execution of workflows consisting of successive tasks such as accesses to databases, use of the results of these queries as input for computing tasks etc. Yabi has well developed and convenient administrative interface for configuring the “tools” (software and databases preinstalled on computing resources) and for controlling the user access to these tools. As a user interface to access Yabi both web browser and command line can be used. Command line interface can be used by experienced users for further automation of their computing tasks. Initially, Yabi platform was developed for biomedical applications, but it can be customized for various (preinstalled) application software for remote job submission to heterogeneous resources (supercomputers, clusters, cloud systems, grid).

When a user composes (constructs from individual tasks) or reuses a workflow and executes it, the Yabi frontend submits a high level description of the entire workflow to the workflow engine that controls its step-by-step execution. Yabi web interface (which is available via a web browser) provides authentication for registered users and presents three views: the design view which allows construction of new workflows, the jobs view which shows previously submitted workflows along with their parameters and input files, and the files view that represents the
data storages accessible by the user.

Yabi administration module provides web interface that allows an authorized user (Yabi administrator) to manage all aspects of the web platform operation including the creation of new tools from application software preinstalled on the resources and controlling user access to various tools. Yabi resource manager provides the two types of services: compute services and data services, both types having plug-in architecture that allows them to communicate with various compute resources and file storage systems.

Overall, Yabi web platform is a simple for end users and customizable for various (pre-installed) application software system for remote job submission to heterogeneous high-performance computing resources. Yabi is developed in the Centre for Comparative Genomics; Murdoch, Australia.

3.3 e-Science Central Project

e-Science Central (e-SC) web platform [9] provides software as a service (SaaS) and platform as a service (PaaS), allows users to develop and upload new services, and supports the creation of professional social networks. The services are provided on the basis of the cloud computing technology. Using only a web browser, users can upload their data, share it controllably with their colleagues, as well as analyze them by means of the preinstalled software or their original software that can be uploaded to the computing resources and made available to other users. The web platform also allows to design and execute workflows composed of the sets of tasks.

For intellectual property protection, version tracking is carried out: when a file is stored, if a previous version exists, then a new version is automatically created. This is important for allowing users to work with old versions of data, services, and workflows, ensuring the reproduction of experiments and allowing investigations into the effects of changes to data and analysis processes over time. e-SC provides fine-grained security control for data, services, and workflows based on both user groups and user-to-user connections within a social network.

e-SC has an in-browser workflow editor that allows users to build a workflow by dragging services (either uploaded by themselves or shared by other users) from the structured list and connecting them together. Workflow services contain input and output ports, which can then be linked together. The input and output ports are able to restrict the types of data that can be sent to them, meaning that only compatible ports can be connected. The user can then execute the workflow. The results are displayed within a web browser window and also stored within the e-SC file system for later use.

Thus, e-SC platform is intended both for researchers in various fields, making it easier to store, share, and analyze their data, and for developers to create new scientific services and applications. Important for these goals is the use of cloud computing technology with SaaS and PaaS models. e-SC can be deployed on both public clouds (e.g. Amazon EC2 and Microsoft Windows Azure) and private clouds. e-Science Central is developed in Newcastle University, UK (http://www.esciencecentral.co.uk).

4 Conclusion

In this relatively brief survey we could not present all of the existing and perspective developments. However, the presented examples are sufficient to show that the web platforms for remote access significantly increase the efficiency of distributed computing and storage systems as well as stand-alone high-performance computer resources by virtue of simplification and
unification of the access to software resources while maintaining high degree of security of the system.

It is worth noting that the success in creating and using the web platforms, presented in this paper, does not deny the possibility of using for scientific research of other distributed computing technologies. In particular, as noted in the Introduction, in the case of large-scale experiments in high-energy physics (such as the experiments at the Large Hadron Collider), large-scale grid infrastructures may be the most appropriate solutions. Discussion of these issues is beyond the scope of this paper and we refer the interested reader to the extensive existing literature, e.g., [6]. The same applies to other megaprojects, such as, European x-ray free electron laser (XFEL, http://xfel.eu) or the International Thermonuclear Experimental Reactor (ITER, http://www.iter.org).

A short summary for web platforms, discussed in this paper, is presented in Table 2 where the presence (+) or absence (-) of some functional properties of the web platforms are shown.

| Functional properties                                      | Web platform 1 | Web platform 2 | Web platform 3 | Web platform 4 | Web platform 5 | Web platform 6 | Web platform 7 | Web platform 8 | Web platform 9 | Web platform 10 | Web platform 11 | Web platform 12 | Web platform 13 |
|-----------------------------------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Web interface                                             | +              | +              | +              | +              | +              | +              | +              | +              | +              | +              | +              | +              |
| CLI                                                       | -              | +              | +              | +              | +              | +              | +              | +              | +              | +              | +              | +              |
| Automated creation of problem-oriented interfaces          | -              | -              | +              | -              | -              | +              | -              | -              | +              | -              | -              | -              |
| Automatic decision-making system (intellectual instructor  | -              | -              | -              | +              | -              | -              | +              | -              | -              | -              | -              | -              |
| for a choice of a suitable software)                      |                |                |                |                |                |                |                |                |                |                |                |                |
| Visualization                                             | +              | -              | +              | -              | -              | +              | -              | +              | +              | +              | +              | -              |
| Monitoring of a task progress                              | -              | -              | +              | -/+/            | -              | +              | -              | +              | -              | -              | +              | -              |
| Interaction with external storage                          | +              | +              | +              | +              | +              | +              | +              | +              | +              | -              | +              | +              |
| Support of cloud systems                                  | -              | +              | +              | -              | +              | +              | +              | +              | +              | +              | +              | +              |
| Support of grid systems                                   | -              | -              | +              | -              | -              | +              | -              | -              | +              | -              | +              | -              |
| Submitting and compilation of a custom software            | -              | +              | -              | +              | -              | +              | -              | -              | -              | -              | -              | -              |
| Workflow support                                           | -/+/           | -              | -              | -              | -              | -              | -/+            | -              | +              | +              | +              | +              |
| Multiscale modeling at the level of the middleware         | +              | -              | -              | -              | -              | -              | -              | -              | -              | -              | -              | -              |
| Remote deployment of a user software                       | -              | -              | +              | +              | -              | +              | -              | -              | -              | -              | -              | +              |

Table 2: Comparison of functional properties of the web platforms listed in Table 1. Here the column numbers match the row numbers in the Table 1. The sign -/+ means restricted support of the property.
Table 2 shows that the multifunctional instrumental and technological platform for cloud computing support CLAVIRE and the web hub in nanotechnology nanoHUB have the most developed set of functional properties. However, it should be noted that while the CLAVIRE platform focuses on scientific research, nanoHUB mainly serves educational purposes.

Further line of development of the web toolkit may be related not only with the quantitative increase in the number of web-based platforms for remote access and the expansion of scientific, engineering, and manufacturing areas in which they are used, but also with the improvement of the technology of remote deployment of new application software on resources interacting with the web platforms.

This approach will help to overcome an important problem associated with the use of the SaaS model in scientific areas, namely, limited set of application packages offered by SaaS providers. Often, these providers focus on mass servicing of single-type customers and scientific activity is beyond the scope of their interests. Currently, the provision of services for providers of application software in the context of scientific-oriented web platforms is not developed enough. Although some implementations (for example, e-Science Central) have services for remote application software deployment, they are still insufficient to ensure the creation of a web platform capable of performing the whole range of tasks characteristic for a free open market. The technology of creating such web platforms market of application software can be based both on the original solutions and on the synthesis and adaptation of the solutions used in research hubs (e.g., nanoHUB; nanohub.org), cloud and grid systems, as well as in on-line app stores. However, it seems that unlike the on-line app stores, the platform should not only provide information services for searching the tools needed by users, but also provide the feasibility of direct using of the necessary tools. Thus, the future web platforms will provide a single entry point both for web service providers and for their customers.
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