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Abstract: Analyzing and processing mine wind speed monitoring data is the key to realizing intelligent ventilation and real-time calculation of the ventilation network. According to the characteristics of the artificial regulation of a mine ventilation system, a local regression fuzzy C clustering algorithm is proposed in this paper, which combines local outlier processing with global air volume state analysis. Firstly, the algorithm uses the robust local weighted regression principle to analyze and preprocess the data locally, determines the risk degree of the abnormal data according to the identified times of outliers, determines the clustering number according to the clustering validity function, and analyzes the global air volume fluctuation according to the clustering results. The results show that most outliers are identified in data preprocessing. Still, the processing of dense outliers is weak, related to the window width setting and weighting multiple. The number of clusters can represent the fluctuation of the ventilation state and the pre-processed cluster centers are 4.4% lower than the original data because most of the outliers are higher than the average data. According to the law of air volume balance, the clustering results can pave the way for the global deduction of mine wind speed. There is an implicit relationship between data preprocessing and the clustering process, and when intensive outliers are not eliminated, they may be identified as separate clusters. The research of this paper points out the direction of mine wind speed data analysis, which can provide a theoretical basis for intelligent mine ventilation and real-time calculation of the ventilation network.
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1. Introduction

1.1. Research Motivation

With the rapid application and popularization of artificial intelligence technology in various working fields worldwide, safety and intelligence will become a new mode for coal enterprises to improve industry competitiveness and sustainable development as one of the subsystems of intelligent mine construction [1]; the mine ventilation system puts forward higher requirements for the accurate calculation of airflow, stability of air network, reliable decision-making of disaster, and so on [2]. The mine ventilation system is still in the artificial or semi-artificial stage, far behind the open, intelligent design. It is imperative to break through the common problems of the industry and improve the intellectual level of mine ventilation [3]. The analysis and processing of mine wind speed monitoring data is the key to controlling ventilation state, real-time calculation of ventilation network, accident diagnosis, system optimization, and so on. A ventilation network is a dynamic balance system that is affected by mining, transportation, personnel activities, geological conditions, ventilation system regulation, and other factors; the data of wind speed sensors will have an abrupt short-term phenomenon [4]. It will also show long-term changes in the adjustment process of ventilation facilities [5]. To realize intelligent ventilation and improve the accuracy of ventilation network calculation, a data processing method is needed to eliminate the noise in the mine wind speed data and mine itself and analyze the long-term change information in the data.
1.2. Related Work

The anomaly processing methods of large sensor data samples can be divided into the data fusion method, signal processing method, and multi-intelligence body fusion method [6,7]. The data fusion method aims to infer abnormal values by combining the average values of some machine learning algorithms and multiple sensors [8,9]. The idea of the signal processing method is to restore the signal to form the initial sample and then use the principal element analysis, wavelet analysis, and other methods to put forward the signal features [10]. A multi-agent for data processing method treats various processing methods as agents, gives the decision structure and route after fusion, and then judges whether the data are abnormal [11,12]. Experts in specific fields (such as wind fields) have carried out much research on analyzing and predicting wind speed data, and most deal with their nonlinear characteristics based on time series [13,14]. For example, Altan [15] et al. aiming at the non-stationarity and randomness of wind speed data, developed a new hybrid 20 WSF model based on long-term memory (LSTM) network, 21 decomposition methods, and grey wolf optimizer (GWO). A hybrid wind speed prediction model is proposed, considering both the accuracy and stability of wind speed prediction. Chun-Ying Wu [16] used fully integrated empirical mode decomposition (CEEMD) to divide the original wind speed series into a set of intrinsic mode functions and then applies the extreme learning machine (ELM) optimized by multi-objective grey wolf optimization (MOGWO) to achieve excellent prediction performance. Karasu [17] used nonlinear autoregressive exogenous (NARX) neural networks to estimate the relationship between some parameters and wind speed. Based on the new combination method of two-stage data preprocessing technology, three-component prediction model, and multi-objective optimization algorithm, Ying Wang [18] proposed a unique combination forecasting system, which can decompose and reshape the original data to reduce noise and chaotic interference. Ying Nie [19] offered a two-way wind speed prediction and analysis system, which realizes the dual calculation of wind speed determination point prediction and interval prediction.

Different from the characteristics of wind speed in other engineering fields, the change of mine wind speed is controlled by man as a whole, and its change trend changes with the evolution of ventilation facility control, and the information on ventilation facility variation may be implied in the wind speed data. Therefore, the analysis and processing of wind speed data are more critical [20]. The interpretation of mine wind speed can be divided into two categories: random variables and process variables, in which random variables can be understood as noise data in a local sense, including facility drop, train and personnel passage, abnormal detection equipment, and so on. The analysis of the uncommon degree of noise data can reveal the safety problem of randomness. The process variable has a definite change trend, which generally lasts for a specific time, including shaft extension, structure damage, roadway penetration, cage lift, air door installation, ventilation power regulation, and so on. The analysis of process variables is of global significance. The extraction and analysis of the characteristics of different periods, mining the ventilation state change information and comparing with the facility regulation measures, find the system’s hidden danger.

For data information mining in the global sense, most of the clustering methods are based on the data characteristics [21]. Many studies have used the mean C fuzzy clustering (FCM) algorithm. Mean C fuzzy clustering is an algorithm for clustering according to data characteristics. At present, there are many improved fuzzy C-means clustering algorithms. Yaxiong Chi [22] proposed a large-scale GRN model based on FCM in 2019 and obtained the FCM algorithm’s limitation: its state value must be normalized to $[0, +\infty]$, which does not meet the requirements of $[0, +\infty]$ required by the model. Zhou Jin [23] proposed to use advanced meta-heuristic methods and hybrid optimization techniques with fuzzy logic to optimize the objective function of clustering. The centralized clustering problem is solved by cooperating only with neighboring peers in a distributed pattern at each peer. Mudan Li [24] selected an effective wind speed, rotor speed, pitch angle, and output power which reflected the operation characteristics of the wind turbine as several groups of indicators,
and weighted the samples based on traditional FCM, which can more accurately reflect the dynamic characteristics of wind farm access points. Most of the above methods pay attention to the computational aspects of FCM itself, such as initial value and objective function, and do not solve the problems in engineering applications. What needs to be solved urgently in the field of mine ventilation is to determine the clustering number, which represents the number of changes in wind speed in the overall state, and also indicates the hidden dangers such as the damage to structures and the decrease in power energy consumption, which can be used for safety personnel to inspect and repair the facilities.

1.3. Necessity of Research Based on Challenges of the Literature

After summarizing the above literature, combined with the engineering characteristics in the field of mine ventilation, the following conclusions are drawn:

1. Most traditional wind speed analysis is based on random prediction. In the field of mine ventilation, the wind speed is artificially controlled as a whole, therefore the study of wind speed should focus on the identification and location of noise data and analyze the degree of variation to provide a theoretical basis for mine ventilation workers to investigate safety hidden dangers;

2. Although researchers have carried out much research on the calculation accuracy and speed of clustering in theory, in the engineering practice of mine ventilation, the clustering number means the overall fluctuation of air volume. Therefore, the most important thing is to select a reasonable method to determine the clustering number;

3. In the field of mine ventilation, there is a specific relationship between random noise and the fluctuation of the overall state of air volume, therefore it is necessary to combine the two for analysis, not only to determine the location of the noise but also to obtain the information of the overall fluctuation of air volume and explain the possible implicit relationship between the two.

1.4. Novelty and Main Contributions

Based on the shortcomings of the above work and methods, this paper puts forward a method of wind speed data analysis according to the characteristics of mine ventilation systems in engineering practice and outputs. It analyzes the results, which provides theoretical support for mine intelligence. The main innovation and contribution of this paper can be summarized in the following four points:

1. According to the demand for mine intelligent construction and the engineering practice of mine ventilation, the wind speed processing methods in other engineering fields are compared and the analysis idea of mine wind speed data is put forward, which combines the local outliers with the overall air volume fluctuation;

2. The robust local regression method is used to identify the preprocessing wind speed data, identify outliers, locate the abrupt data, and classify its risk for mine workers;

3. The preprocessed wind speed data are clustered by fuzzy C-means clustering and the clustering validity function is introduced. The clustering number is determined through the analysis of separation degree and compactness and the corresponding ventilation state is analyzed;

4. The clustering results after data preprocessing are compared with the origin. The clustering results and the implicit relationship between noise data and clustering results are analyzed, which provides a theoretical basis for the further integration of the two.
2. Principle of FCM Clustering Algorithm Based on Local Regression Feature

2.1. Robust Local Regression

The outliers in the data set refer to a small part of the point that deviates from the trend of most data [25]. The recognition and processing of outliers is the basis for the overall fuzzy clustering of data sets. It is equated with the local anomaly recognition and processing of data sets [26,27]. This process can also be called data preprocessing.

First, several pieces of data are divided into small intervals and the regression weights are calculated for each data point in the gap. The following function gives the weight:

$$w_i = \left(1 - \left(\frac{|x - x_i|}{d(x)}\right)^3\right)^3$$ (1)

In the formula: $x$ is the value that needs to be smooth; $x_i$ is the $i$th value on both sides of $x$; and $d(x)$ is the two norms of interval length (also known as window length). A weighted polynomial fits the samples in the interval to obtain the smooth value of $x$.

In the second step, to enhance the robustness of the data, $MAD$ is used to give the data robust weight in the fitting process to eliminate the outliers. $MAD = median(|r|)$, the median of the absolute value of the deviation between the data point and the sample median. The bi-square function gives the weight:

$$w_i = \begin{cases} 
1 - \left(\frac{r_i}{6MAD}\right)^2, & |r_i| < 6MAD \\
0, & |r_i| > 6MAD
\end{cases}$$ (2)

In the formula: $r_i$ are the residuals for the $I$ data point generated by the smoothing process. If $r_i < 6MAD$, the robust weight is 0 and the point is excluded from the smoothing calculation.

By repeating the above two processes, the double smooth curves of regression and robustness can be obtained.

Finally, the center of these regression curves is connected to obtain a complete regression curve.

2.2. Cluster Validity Function

The Xie–Beni index uses compactness to evaluate the aggregation degree within the class and uses dispersion to assess the isolation degree between classes. The Xie–Beni index transforms the problem of evaluating the effectiveness of fuzzy clustering into a situation of solving the optimal clustering number [28]. The essence is to set different clustering numbers and obtain the Xie–Beni index value and determine the optimal clustering number through the Xie–Beni index value. The calculation formulas of intra-class compactness $Var(U, c)$ and inter-class separation $Sep(U, c)$ are as follows:

$$Var(U, c) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij} ||x_j - c_i||^2$$ (3)

$$Sep(U, c) = \min ||c_i - c_j||^2, i, j \in \{1, 2, \cdots, c\}, i \neq j$$ (4)

$$S(U, c) = \frac{\sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij} ||x_j - c_i||^2}{\min ||c_i - c_j||^2}$$ (5)

In the formula: $c_i, c_j$—the clustering center of the $i, j$ class; $x_j$—the $j$th sample; $u_{ij}$—the degree of membership; and the $j$-th sample belongs to category $i$. 
The smaller the distance between the center of the sample and the cluster to which it belongs, and the larger the distance to the center of different groups, the more favorable the fuzzy clustering division is. In terms of the Xie–Beni index, the compactness coefficient should be as small as possible to achieve the best clustering effect and the separation coefficient $Sep(U, c)$ should be as significant as possible. Therefore, when evaluating the final clustering effect, the smaller the Xie–Beni index is, the better the clustering effect is.

2.3. FCM Clustering Algorithm

FCM clustering algorithm is based on a specific objective function; it divides the set $X_i$ of data monitored during the $T_i$ cycle of the wind speed sensor into $c$ classes. Assuming that the algorithm sample $x_j$ belongs to class $i$ with the degree of membership $u_{ij}$, the objective function and constraints are as follows:

$$J = \min \left( \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m \|x_j - c_i\|^2 \right)$$

subject to $\sum_{i=1}^{c} u_{ij} = 1, j = 1, 2 \ldots, n$

In the formula:

- $J$—objective function;
- $c_i$—Class $i$ sample data center;
- $m$—membership factor, which represents the sample’s degree of ease, is generally 2;
- $x_j - c_i$—Euclidean distance from the sample $x_j$ to the center $c_i$.

Solving the above equation, the Lagrange multiplier method transforms the constrained optimization into the unconstrained optimization problem [29]. Then, let the partial derivatives of $u_{ij}$, $c_i$, $\lambda_j$ and other variables in the function be 0. Finally, the iterative formulas of variables $u_{ij}$ and $c_i$ are as follows:

$$u_{ij} = \frac{1}{\sum_{k=1}^{C} \left( \frac{\|x_i - c_k\|}{\|x_i - c_k\|} \right)^{2/m}}$$

$$c_i = \frac{\sum_{i=1}^{N} u_{ij}^m \cdot x_j}{\sum_{i=1}^{N} u_{ij}^m}$$

2.4. Process of Local Regression FCM Algorithm

The algorithm flow is shown in Figure 1. Local regression FCM algorithm determines the location and frequency of abnormal wind speed values, selects the cluster number by Xie–Beni index after smoothing the original data, and determines each cluster’s cluster center and sample number. The local regression FCM algorithm meets the requirements of intelligent ventilation; determining the position and number of abnormal values is equivalent to choosing the position and number of abnormal wind speed values, which staff can use to check sensor faults. Smoothing the original data is equal to reducing the noise of the wind speed data set based on maintaining the data characteristics so that it can participate in the ventilation network solution; the determination of the number of clusters is equivalent to the conclusion of the number of ventilation state fluctuations; the cluster center and the sample number in the class belong to different fluctuation states.
3. Results

3.1. Data Sources

To verify the practicability of the algorithm, the thermal anemometer is used to measure the wind speed in the simulated mine roadway in the laboratory. Every 5 s, the wind speed is measured and recorded, a total of 300 groups of data. The experimental data are shown in Table 1. Figure 2 shows the four kinds of equipment mainly used in the experiment. (a) is a simulated mine roadway, which is used to simulate the complex roadway network of a real mine; (b) is the different obstacles in the pipeline, the obstacles can change the wind area, change the wind pressure of the branches, and then change the wind speed of the measuring point, which is used to simulate the overall fluctuation of air volume over a period of time; (c) is the high-precision wind speed monitoring instrument used in the experimental process; and (d) is a fan that provides initial ventilation power. The outliers in the wind speed data set are affected by sprinkling paper near the probe of the wind speed sensor.
3. Results

3.1. Data Sources

To verify the practicability of the algorithm, the thermal anemometer is used to measure the wind speed in the simulated mine roadway in the laboratory. Every 5 seconds, the wind speed is measured and recorded, a total of 300 groups of data.

Table 1. Monitoring wind speed sensor data in a certain period in coal mines.

| No. | Values/(m/s) | No. | Values/(m/s) | No. | Values/(m/s) | No. | Values/(m/s) | No. | Values/(m/s) |
|-----|--------------|-----|--------------|-----|--------------|-----|--------------|-----|--------------|
| (1) | 2.62         | (111)| 2.42         | (171)| 2.53         | (231)| 2.54         | (491)| 1.21         |
| (2) | 2.42         | (112)| 2.49         | (172)| 2.34         | (232)| 2.45         | (492)| 1.01         |
| (3) | 2.51         | (113)| 2.39         | (173)| 2.66         | (233)| 2.67         | (493)| 1.40         |
| (4) | 2.37         | (114)| 2.64         | (174)| 2.65         | (234)| 2.30         | (494)| 1.29         |
| (5) | 2.54         | (115)| 2.38         | (175)| 2.63         | (235)| 2.48         | (495)| 1.38         |
| (6) | 2.41         | (116)| 2.39         | (176)| 2.40         | (236)| 2.47         | (496)| 1.38         |
| (7) | 2.56         | (117)| 2.37         | (177)| 2.54         | (237)| 2.48         | (497)| 1.37         |
| (8) | 2.58         | (118)| 2.39         | (178)| 2.31         | (238)| 2.61         | (498)| 1.32         |
| (9) | 2.60         | (119)| 2.47         | (179)| 2.47         | (239)| 2.43         | (499)| 1.29         |
|     |              |     |              |     |              |     |              |     |              |
| (10)|              |     |              |     |              |     |              |     |              |
| (11)|              |     |              |     |              |     |              |     |              |
| (12)|              |     |              |     |              |     |              |     |              |
| (13)|              |     |              |     |              |     |              |     |              |
| (14)|              |     |              |     |              |     |              |     |              |
| (15)|              |     |              |     |              |     |              |     |              |

Table 2 shows the data of risks and values of each risk level calculated according to the method described in the previous section.

Figure 2. Diagram of the experimental equipment: (a) Simulated mine roadway; (b) Obstacles in the roadway; (c) Thermal anemometer; (d) Variable frequency fan.

3.2. Data Preprocessing Results

Based on the principle of locally weighted robust regression, the original data were pre-processed and the interval length of the data set was chosen as seven based on previous experience. The results are shown in Figure 3.

This process identifies and processes local anomalies in the raw data. It accomplishes two main tasks: one is to remove outliers and the other is to smooth the data noise while maintaining the original data fluctuation trend. The window length in the local regression is seven, meaning that the window traverses the entire data set with each piece of data maintaining the original data fluctuation trend. The window length in the local regression is seven, meaning that the window traverses the entire data set with each piece of data maintaining the original data fluctuation trend. The window length in the local regression is seven, meaning that the window traverses the entire data set with each piece of data maintaining the original data fluctuation trend.

In total, 81 pieces of data were identified as outliers. In total, 81 pieces of data were identified as outliers. In total, 81 pieces of data were identified as outliers. In total, 81 pieces of data were identified as outliers. In total, 81 pieces of data were identified as outliers. In total, 81 pieces of data were identified as outliers. In total, 81 pieces of data were identified as outliers. In total, 81 pieces of data were identified as outliers.

Hazard analysis tables for data $n \geq 3$ are shown in Table 2 below.
3.2. Data Preprocessing Results

Based on the principle of locally weighted robust regression, the original data were preprocessed and the interval length of the data set was chosen as seven based on previous experience. The results are shown in Figure 3.

![Figure 3. Outliers Detection and Processing Results.](image)

Table 2. Risk table of monitoring data.

| No.  | Values/(m/s) | Times | Risk  | No.  | Values/(m/s) | Times | Risk  |
|------|--------------|-------|-------|------|--------------|-------|-------|
| 26   | 3.03         | 3     | low   | 442  | 1.10         | 3     | low   |
| 72   | 2.93         | 3     |       | 107  | 3.22         | 4     |       |
| 134  | 3.08         | 3     |       | 296  | 3.09         | 4     |       |
| 180  | 2.43         | 3     |       | 461  | 1.11         | 4     | medium|
| 181  | 0.46         | 3     |       | 466  | 1.29         | 4     |       |
| 208  | 0.51         | 3     | low   | 114  | 2.64         | 5     |       |
| 209  | 2.48         | 3     |       | 462  | 1.01         | 5     |       |
| 252  | 2.67         | 3     |       | 392  | 3.29         | 6     |       |
| 261  | 2.47         | 3     |       | 481  | 2.61         | 6     |       |
| 266  | 2.68         | 3     |       | 47   | 4.35         | 7     | high  |
| 267  | 2.38         | 3     |       | 274  | 3.16         | 7     |       |
| 301  | 5.21         | 3     |       | 373  | 3.20         | 7     |       |
| 441  | 4.71         | 3     |       | —    | —            | —     | —     |

Comparing the results in Table 2 with Figure 3, the evaluation table provides an objective assessment of the risk of the data. High-risk outliers occurred five times or 1% of the total data; medium-risk outliers occurred six times or 1.2% of the entire data, and low-risk happened 14 times or 2.8% of the whole data.

Sample 284 is the only one identified as an abnormal value, which is not listed in Table 2. This is because the outlier detection algorithm in this step depends on the change in the surrounding data. The data before and after the 284th sample have large fluctuations, which makes the MAD value larger and the robustness weight larger, therefore they cannot be recognized as an outlier.

Constant abnormal values were detected at samples 180 and 181, 208 and 209, 441, and 442, and the three groups of abnormal values appeared at the fluctuation of the overall wind speed state. For example, in samples 180 and 181, the wind speed jumps from a lower state to a higher state and the algorithm identifies it as an abnormal value at the junction.
3.3. Wind Speed State Fluctuation Results

After data preprocessing, it is necessary to analyze the implied wind speed state fluctuation information from the global perspective. According to the intra-class compactness $\text{Var}(U,c)$, inter-class separation $\text{Sep}(U,c)$ and the Xie–Beni index, the number of wind speed state fluctuations is finally determined and the results are shown in Figure 4.

![Figure 4. Compactness versus cluster number.](image)

As the number of clusters increases, the compactness tends to decrease. When the number of clusters is three the degree of change of compactness is the largest, and then it remains a gentle downward trend. It shows that when the number of clusters increases from two to three, the effect is the most obvious from the compactness level. When the number of clusters continues to grow from three, the compactness decreases slightly and the compactness has no significant effect on the clustering effect.

The overall trend of separation decreases as the number of clusters increases. When the number of clusters is two, three, and four, it can be considered that the separation between different classes is more effective and there is a clear boundary between classes. When the number of clusters is more significant than four, the degree of separation is small. It changes slowly, indicating that the boundaries between categories are unclear and that the clustering effect is ineffective.

When the number of clusters is three, the Xie–Beni index value is the smallest. That is to say, a cluster number of three is the best.

Taken together, the optimal number of clusters is three. At a cluster number of three, the original data were clustered using the local regression FCM algorithm and the FCM algorithm, respectively, and the results were as follows:

As seen in Figure 5a, the local regression FCM algorithm membership graph is smoother and the difference between different classes is more prominent. As seen in Figure 5b, the FCM membership graph shows the number of mutations related to the data set’s outliers. When solving practical engineering problems, local regression FCM membership graph plots can be more intuitive in analyzing the problem.

As can be seen from Figure 6, the local regression FCM algorithm divides the data into three categories. The first class has a clustering center of 4.979, which contains samples 302 to 442; the second class has a clustering center of 2.497, which includes samples 1 to 180, 209 to 301, and 442; and the third class has a clustering center of 0.998, which contains samples 181 to 208 and 443 to 500.
Figure 5. Comparison of the degree of membership graphs of the two methods: (a) Local regression FCM; (b) FCM.

Figure 6. Comparison of the clustering centers of the two methods.
This represents a certain number of fluctuations in wind speed around the three clustering centers of 4.979, 2.497, and 0.998 during this period. Samples belonging to each category do not necessarily appear in a concentrated manner, e.g., samples 181–208 and 443–500 are in the same class at the same time but occur in a very different order. This requires a judgment analysis of the samples in each cluster with the membership graph.

The clustering centers obtained by the FCM algorithm are 4.986, 2.514, and 0.988, respectively, and the local regression FCM algorithm results are 4.4% lower than the FCM results. This is due to the outliers that increase the clustering centers during the iterations. These outliers are not average data and should be removed. Substituting the outliers into the calculation will affect the final result.

All data are then rearranged by category to make a scatter diagram, as shown in Figure 7. The local regression FCM algorithm eliminates the outliers in the second clustering, which makes the clustering results more clear. There are some outliers at the junction of different classes, such as sample 141, which is determined by the algorithm characteristics of local regression FCM. When the calculation window passes through the junction, weighted regression smoothes an intermediate value at the center of the two categories.

Figure 7. Comparison of the sample clustering plots of the two methods.

4. Discussion

In this section, the results and errors of the algorithm are analyzed, compared with the wind speed processing in other fields, and the algorithm’s applicability in mine ventilation engineering practice is examined.

4.1. Data Preprocessing

In the first stage of the operation of the regression fuzzy C clustering algorithm, starting from the local meaning of the wind speed, the outliers are also identified and processed while keeping the changing trend of the data so that it can better participate in the second stage operation. At the jump of air volume, there is an anomaly in the identification and treatment of outliers, and the sudden change between classes will identify the air volume at the jump as continuous outliers. Because the characteristic of the algorithm tends to reduce the abnormal trend, after the smooth calculation of the algorithm, new outliers are added at the connection of two different ventilation states. Because the calculated value of MAD is too large for the dense outliers, some abnormal data are not identified as outliers and can not be eliminated smoothly.

Compared with the data cleaning algorithm based on machine learning and random matrix theory, the denoising algorithm in this paper solves the problem of robustness by setting different window widths and weighted calculations [30,31]. The wind speed data of mine ventilation also need to be used to solve the real-time ventilation network, therefore the calculation speed is higher. If more time is spent in the data preprocessing...
stage, it is difficult to achieve the function of real-time calculation. Machine learning needs many samples to train the model but the mines in actual production are often complex and changeable, which is impractical.

The setting of window width and weighted multiple is essential for identifying outliers. The selection of window width reflects the smoothing ability of the algorithm. If the value is too large, there will be transition smoothing and the ability to maintain the characteristics of the original data will be reduced; if it is too small, the outliers can not be well removed. The weighted multiple represents the criteria for determining outliers [32]. Setting these too high or too low will affect the recognition results. The setting of these two main factors has good flexibility and can be set according to the different data characteristics of other mine locations. In addition to the need for further analysis of the sensitivity of the algorithm parameters, it is also necessary to make it have the ability of hierarchical noise reduction. Some sensors are located in a core position and their noise reduction algorithms can sacrifice other features to compensate for their accuracy. However, the role of some sensors is not core and their noise reduction algorithms can offer accuracy to pay for other characteristics.

4.2. Fuzzy Clustering

The optimal number of clusters is affected by the initial value, the number of iterations and the initial value selection is random. Within the limited number of iterations, the compactness, separation, and Xie–Beni index values will have a slight deviation but the trend remains unchanged. Before clustering, a reasonable range of initial values should be given to accelerate the convergence speed and improve the algorithm's accuracy. The global significance of the local regression FCM algorithm can be seen from the clustering results. From Figure 6, according to the amplitude of wind speed fluctuation, the wind speed set in Figure 6 can be divided into five categories, in which the serial data numbers are 1: 180, 181: 208, 209: 301, 302: 442 and 443: 500, respectively. The five data types fluctuate around the three clustering centers of 4.979, 2.497, and 0.998, and the degree of discretization among the data is significant. According to the calculation results of the algorithm and combined with the regulation means of underground ventilation facilities, managers can investigate and evaluate the hidden dangers in the ventilation system.

Determining the mine ventilation state according to the clustering number benefits the global deduction of the monitoring data. The wind speed value has significant time variation characteristics. The wind network structure, system components (roadways, air doors, wind windows, wind bridges, main fans, local fans, etc.), and characteristic parameters (air volume, air resistance, atmospheric state parameters, working air volume, and wind pressure of main fans, etc.) are not fixed values, but dynamic. The complete air volume data should make the monitoring air volume consistent with the empirical value and follow the law of air volume distribution. Although the on-site technicians can accurately grasp the air volume of some branches and have a general understanding of the air volume of most of the other branches, it is not easy to control the air volume distribution pattern of the whole ventilation network. There are two kinds of methods to obtain the target air volume of the ventilation network. The first method is to determine the air volume of the roadway comprehensively and the second method is to select part of the air volume data as the test standard. The method of comprehensive measurement of roadway air volume has the following disadvantages: (1) large workload; (2) when the ventilation system is abnormal, not only the characteristics of the components are difficult to obtain, but also the amount of data obtained is limited; (3) there are errors between the obtained data, which do not fully meet the node equation. It is challenging to eliminate errors artificially. When selecting some branches to preprocess the wind speed data and carry on the cluster analysis, according to the calculation results, comparing the air volume changes of each branch according to the air volume distribution law, we can roughly calculate the air volume changes of the remaining branches.

Compared with the fuzzy clustering methods in the image and medical field, the clustering validity function is introduced in this paper, which solves the problem of cluster
number certainty very well [33,34]. The data dimension in the field of mine ventilation is single but it implies the relevant information of ventilation state, therefore it is necessary to analyze the interpretability of clustering. Clustering based on a fuzzy decision tree combines the flexibility of fuzzy division with the interpretability of the decision tree, which can be added to wind speed clustering in subsequent research [35].

4.3. Analysis of the Relationship between Preprocessing and Clustering Results

In general, data preprocessing serves for clustering, and the smoothed data set makes the clustering results more accurate and closer to the actual clustering center. In the case of this paper, the value of the clustering center of the preprocessed wind speed data is smaller than that of the original data because the outliers of the original data are mostly higher than the average data. The appearance of continuous outliers may indicate the overall fluctuation of the air volume state.

There may be errors in the clustering process in two cases: one is that when the wind volume fluctuates as a whole, at the connection of the two, data preprocessing often generates new outliers in the smoothing process, and second, when outliers appear densely, some abnormal data are not identified as outliers and can not be eliminated smoothly. When these outliers appear densely near a specific value, the algorithm will identify them as a single cluster and list them separately, which will be confused with average wind speed clustering. This is related to the robustness of data preprocessing and clustering validity function. Therefore, it is necessary to set the smoothing process at the connection of the air volume state separately to reduce the generation of new outliers and identify the intensive outliers in the data set to enhance the algorithm’s applicability.

5. Conclusions and Future Works

The main results are as follows: (1) the analysis and processing of mine wind speed data should be combined with local noise analysis and global air volume fluctuation. Based on the principles of local nonparametric optimization and fuzzy clustering calculation, the regression fuzzy C clustering algorithm can identify and deal with the local outliers and global outliers of underground wind speed. The algorithm comprehensively considers the location and times of outliers and the determination and analysis of air volume state, which makes establishing the model more reasonable; (2) the results of data preprocessing show that high, medium, and low-risk outliers account for 1%, 1.2%, and 2.8% of the data set, respectively. The setting of window width and weighted multiple is the critical factor affecting outlier identification. Regarding the abnormal global state, the local regression FCM algorithm determines that the number of clusters is three through the clustering validity function. Due to avoiding the influence of outliers, the clustering center is 4.4% lower than that of the FCM algorithm. Finally, the air volume state is determined to fluctuate around 4.979, 2.497, and 0.998 centers; (3) there is an implicit relationship between clustering results and local outliers, and the appearance of continuous outliers indicates the change in the overall state of air volume. When the data preprocessing creates an error in identifying outliers, it will increase the number of clusters, and outliers will be identified as one class separately, which is related to the robustness of the preprocessing algorithm.

Future research will be carried out from the following aspects:

1. We will analyze the data anomalies caused by different kinds of random variables, find the differences and relationships between them, and make a risk classification comparison table of various random variables, which provides a theoretical basis for checking the hidden dangers of the mine ventilation systems;
2. The uncertainty and sensitivity of parameters such as window width and weighted multiple in data preprocessing will be analyzed to solve the problems of data preprocessing failure and clustering errors in extreme cases;
3. According to the clustering results of this paper, the monitoring data of the mine will be deduced globally according to the law of air volume balance, which provides a theoretical basis for the intelligent ventilation of the mine.
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