Rashba induced chirality switching of domain walls and suppression of the Walker breakdown
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In conventional domain wall systems the aim of a high domain wall velocity may be hindered by the occurrence of a Walker breakdown at comparably low current density. We show how a Rashba interaction can stabilize the domain wall dynamics and thereby shift the Walker breakdown to higher current densities. The Rashba interaction creates a field like spin torque, which breaks the symmetry of the system and modifies the internal structure of the domain wall. Besides a shift of the Walker breakdown it can additionally induce a chirality switch of the domain wall at sufficient Rashba fields. The preferred chirality may then be chosen by the direction of the current flow.

Both, the suppression of the Walker breakdown and the chirality switching, affect the domain wall velocity. This is even more pronounced for short current pulses, where an additional domain wall movement after the pulse in either positive or negative direction can determine the final position of the domain wall.

PACS numbers: 75.78.Fg, 75.70.Tj, 75.25.-b

I. INTRODUCTION

Magnetic memory devices are based on the presence of microscopic magnetic domains where the alignment, or more precisely the alternation of alignments, of the magnetization stores the data. While in classical hard discs these domains are directly switched by a magnetic field, it is energetically far more efficient to push them through a wire by an electrical current. The essence of this current induced domain wall (DW) motion is the interaction of the current’s electron spins with the magnetic moments of the domains, resulting in a spin-transfer torque (STT). Two basic components of the STT arise in materials without a breaking of the symmetry in the electrons’ subsystem: the adiabatic and the non-adiabatic STT. The first STT stems from the adiabatic alignment of the electron spin and the magnetic moments, resulting in a DW motion due to total spin conservation. On the contrary, the latter, also known as the $\beta$-term, has its origin in a lag of the electron polarization behind the magnetic texture. Even though the non-adiabatic STT can lead to a considerable increase of the DW velocity with respect to the pure adiabatic motion, a very fast movement is limited by the Walker breakdown (WB) at a critical current density, which is accompanied by a precession of the magnetization at the DW center. However this precession can be suppressed in systems of broken symmetry where a distinct direction of the magnetization or the electron spin is favored over the others. This may also imply a preference of a distinct chirality, or handedness, of the DW. For that matter Miron et al. proposed the Rashba effect as a stabilizer of the DW chirality, resulting in a suppression of the WB and an increase of the DW velocity similar to the action of a transverse magnetic field. In addition other symmetry breaking effects as the Dzyaloshinskii-Moriya interaction are supposed to enhance DW motion due to a preferred handedness. By changing the thickness of layers of distinct materials the strength of the Dzyaloshinskii-Moriya interaction, and with it, the preferred chirality, can even be adjusted in certain limits.

The aim of this work is to reveal how a Rashba interaction acts on the chirality of a DW. We thereby consider the stabilization or destabilization of a distinct chirality in certain parameter regimes and their impact on the DW velocity. To do so, we set up a 1D model which allows us to calculate the STT including the induced Rashba field. By eventually solving the Landau-Lifshitz-Gilbert equation and hereby calculating DW velocities for opposite chiralities, we find several regimes of chirality-dependent DW motion in the according parameter limits. This actually includes the suppression of the WB but additionally a current-dependent switching to the preferred chirality. The optimal chirality can be chosen by the direction of the current flow. Results are presented in a broad parameter range including the current density, the strength of the Rashba interaction and current pulse lengths. Particularly for short current pulses the average DW velocity may differ strongly from the steady current value.

II. MODEL

We consider 1D wires in which the DWs are formed by localized magnetic moments $M_n(x,t)$ described by a unit vector $\mathbf{n}(x,t)$ and their saturation magnetization $M_s$. The actual shape of the DW is created by an effective magnetic field

$$\mathbf{H}_{\text{eff}} = -J_{1A}\partial_x^2\mathbf{n} - K_\parallel n_\parallel \mathbf{e}_\parallel + K_\perp n_\perp \mathbf{e}_\perp .$$

Here the interaction strength $J_{1A}$ is a measure for the magnetic moments to align parallel to each other, while the easy axis anisotropy $K_\parallel$ and the hard axis anisotropy $K_\perp$ are the energies of the respectively favorable or unfavorable directions for these moments. The explicit directions of these axes (e.g. $x, y$ or $z$ direction) have to be defined according to the situation which is present in
a distinct experimental setup. Even though the choice of the hard and easy axis is hardly of any importance in highly symmetric systems it becomes relevant if the symmetry is broken. Since this is the case for systems with a Rashba interaction we will consider different setups in this work.

The dynamics of the DW is governed by the Landau-Lifshitz-Gilbert equation

\[
\partial_t \mathbf{n} = -\mathbf{n} \times \mathbf{H}_{\text{eff}} + \alpha \mathbf{n} \times \partial_t \mathbf{n} + \mathbf{T},
\]

which includes the effective field, the Gilbert damping \(\alpha\) and an externally provided spin torque \(\mathbf{T}\). In this work \(\mathbf{T}\) has its origin in a spin polarized current interacting with the magnetic moments, thus being a spin transfer torque.

To calculate this STT we set up a one-dimensional minimal model which describes the electron spins in a spin polarized current under the influence of a Rashba interaction. Its Hamiltonian consists of four parts according to

\[
H = H_{\text{kin}} + H_{\text{sd}} + H_{\text{Rashba}} + H_{\text{relax}},
\]

with the kinetic energy, the \(sd\) and Rashba interaction as well as a relaxation part. As we only treat 1D system it is very convenient to use the 1D Sugawara representation of the Hamiltonian of the spin sector, since it (i) is a proper description for 1D systems\(^{14}\) and (ii) provides a relatively simple and straightforward way to calculate the STT. The standard form of the kinetic part of the low energy Hamiltonian (in units of \(\hbar = 1\), which we use from now on) is

\[
H_{\text{kin}} = -iv \sum_{\sigma, p} \int dx c_{\sigma \sigma'}^\dagger(x) \partial_x c_{\sigma'}(x),
\]

where \(c_{\sigma}^\dagger\) are the annihilators (creators) of electrons with spin \(\sigma = \uparrow, \downarrow\) which are moving in the left or right direction \((p = L/R = -/+ )\). To rewrite this in the Sugawara form we define the spin density operators\(^{15}\)

\[
\mathbf{J}_p(x) = \frac{1}{2} c_{\sigma \sigma'}^\dagger(x) \sigma_{\sigma \sigma'} c_{\sigma'}(x),
\]

with the Pauli matrices \(\sigma\) and the colons \(\cdots\); denoting normal ordering. The Hamiltonian now reads

\[
H_{\text{kin}} = v \sum_p \int dx : \mathbf{J}_p \cdot \mathbf{J}_p : + H_{\text{charge}}
\]

with an irrelevant charge part\(^{15}\). The introduction of spin density operators for left and right moving particle allows for a simple definition of the total spin density

\[
\mathbf{s} = \mathbf{J}_R + \mathbf{J}_L
\]

and, more importantly, of the spin current density

\[
\mathbf{J} = v (\mathbf{J}_R - \mathbf{J}_L),
\]

which reduces to a vector instead of a tensor in 1D. All remaining parts of the total Hamiltonian\(^{3}\) can also be expressed in terms of the \(\mathbf{J}_p\). This is obvious for the \(sd\) Hamiltonian

\[
H_{sd} = \Delta_{sd} \int dx \mathbf{s} \cdot \mathbf{n} = \Delta_{sd} \sum_p \int dx \mathbf{J}_p \cdot \mathbf{n},
\]

while a similar form can be achieved for \(H_{\text{Rashba}}\) with some simplifications in strict 1D quantum wires. The conventional Rashba Hamiltonian

\[
H_{\text{Rashba}} = \tilde{\alpha}_R k_x \sigma_y - k_y \sigma_x
\]

reflects motion in 2D, while we may neglect the movement in one of the directions in 1D. Thus we only keep \(H_{\text{Rashba}} = \tilde{\alpha}_R k_x \sigma_y\) for our calculations, which ignores some higher order mixing of states.\(^{17}\) Additionally in a low-energy model only wave vectors in the vicinity of the Fermi wave vector \(k_F\) are relevant and we can replace \(k_x \rightarrow k_F\) for right moving and \(k_x \rightarrow -k_F\) for left moving particles. This yields the simplified Rashba Hamiltonian

\[
H_{\text{Rashba}} = \Delta_R \sum_p \int dx \mathbf{J}_p \cdot \mathbf{e}_y, \quad \Delta_R = 2\tilde{\alpha}_R k_F. \quad (11)
\]

For simplicity we combine the two interactions to

\[
H_{1A} = H_{sd} + H_{\text{Rashba}}
\]

\[
= \Delta_{sd} \sum_p \int dx \mathbf{J}_p \cdot \mathbf{m}_p \quad (12)
\]

\[
\mathbf{m}_p = \mathbf{n} + p\alpha_R \mathbf{e}_y
\]

and introduce a reduced Rashba interaction \(\alpha_R = \Delta_R / \Delta_{sd}\).

The last part of the total Hamiltonian\(^{3}\) is the relaxation part, which we only define implicitly by the help of the commutator

\[
- i [\mathbf{J}_p, H_{\text{relax}}]_+ = \frac{1}{\tau} (\mathbf{J}_p - \mathbf{J}_p^{\text{relax}}).
\]

Even though this relaxation time approximation (with the relaxation time \(\tau\)) can be justified by a microscopic Hamiltonian, we will not do it here but refer to Ref.\(^{18}\) for further details.

\section{A. Equation of motion}

Next, we formulate the equation of motion (EOM) of \(\mathbf{J}_p\) by calculating

\[
\partial_t \mathbf{J}_p = -i [\mathbf{J}_p, H]_+ . \quad (15)
\]

This will eventually yield the STT

\[
\mathbf{T} = -\Delta_{sd} \mathbf{n} \times \mathbf{s} = -\Delta_{sd} \mathbf{n} \times \sum_p \mathbf{J}_p . \quad (16)
\]
Keeping in mind that the spin density operators in the low-energy description follow a Kac-Moody-Algebra\textsuperscript{15}:

\[ [J^\mu_p(x), J^\nu_{p'}(x')] = i[p\partial_x + e^{\mu\nu\lambda}J^\lambda_p] \delta_{pp'}(x-x'), \] (17)

we find

\((\partial_t + vp\partial_x)J_p = -\Delta_{ad}[J_p \times m_p + \beta(J_p - J^\text{relax}_p)]\), \(\text{(18)}\)

where we have defined \(\beta = (\Delta_{ad} \tau)^{-1}\). The explicit choice of the relaxation state is crucial for the resulting STT, since it not only changes the values of the equation but also influences the symmetry of the system. As it is shown by van der Bijl \textit{et al.}\textsuperscript{15}, this actually affects the existence of distinct STTs. We will determine \(J^\text{relax}_p\) by a specific requirement formulated below. To actually solve the EOM \(\text{(18)}\) we apply a gradient expansion scheme. We express \(J_p\) in orders of derivatives of \(m_p\) as

\[ J_p = J_p^{(0)}(m_p) + J_p^{(1)}(\partial_x m_p, \partial_t m_p) + \ldots . \] (19)

Note that obviously \(\partial_x m_p = \partial_x n\). The combination of the Ansatz \(\text{(19)}\) and the EOM \(\text{(18)}\) allows for an arrangement by the orders on the according left and right hand side of the equation as

\[ 0 = - \Delta_{ad}[J_p^{(0)} \times m_p - \beta(J_p^{(0)} - J^\text{relax}_p)] \]
\[ (\partial_t + vp\partial_x)J_p^{(0)} = -\Delta_{ad}[J_p^{(1)} \times m_p - \beta(J_p^{(1)} - 0)] \]
\[ \ldots = \ldots . \]

Starting from zeroth order we can now solve the equation successively to, in principle, arbitrary order. Since higher order terms become very involved, we restrict the calculation to zeroth and first order in this work.

Up to now we have not defined the relaxation state explicitly. Typical choices in literature let the electron spin either relax towards the direction of the magnetization\textsuperscript{20} \((J^\text{relax} \propto n)\) or to the combined vector\textsuperscript{19} \(J^\text{relax} \propto m_p\). We fix the actual \(J^\text{relax}_p\) by the requirement that it is a solution of the EOM \(\text{(18)}\), at least in zeroth order. This means that the system can \emph{actually} relax into that state far away from the DW center. Putting \(J_p^{(0)} = J_p^\text{relax}\) into the zeroth order part of the EOM yields

\[ J_p^\text{relax} \propto m_p , \] (20)

while, for instance, a relaxation \(\propto n\) is not possible under the requirement that the system can arrive at \(J_p^\text{relax}\). It follows immediately that \(J_p^{(0)} = J_p^\text{relax}\) is the only solution for zeroth order and we set

\[ J_p^\text{relax} = \frac{J_p m_p}{|m_p|} , \] (21)

with some constants \(j_{L/R}\) representing the spin density of the left/right movers. Finally we define the spin current density \(I_s\) as

\[ I_s^2 \equiv (J^{(0)}_s)^2 = \sum_{p,p'} \frac{p_j}{|m_p|} \frac{j_{p'}}{|m_{p'}} |m_p m_{p'}| . \] (22)

Far away from the DW center \((n_y = 0)\), we have

\[ I_s^2 = (J^{(0)}_s)^2 = \sum_{p,p'} v^2 \left( \frac{J_p}{|m_p|} + \alpha_R^2 \frac{J_p}{|m_p|} \right) . \] (23)

The second term in Eq. \(\text{(23)}\) is connected to the evolving spin density but has no contribution to the net spin current. Hence, we can neglect this part. Thus we find the simple result for the spin current density as

\[ I_s = v \left( \frac{J_R}{|m_R|} - \frac{J_L}{|m_L|} \right) , \] (24)

which is connected to the definition of spin currents in Eq. \(\text{(3)}\). Fortunately, it is not necessary to know the particular values of \(J_R/L\) as they will only appear in the combination of Eq. \(\text{(24)}\) in the expressions for the STT. Thus, the relation \(\text{(24)}\) is sufficient to calculate the STT. For an easier comparison with experimental data this spin current density may be written as \(I_s = P I_L/(2e)\) where \(P\) is the spin polarity, \(e\) the elementary charge and \(I_c\) the charge current density of a spin polarized current.

### B. Spin torque

The solutions of Eq. \(\text{(13)}\) yield the STT according to \(T^{(0,1)} = -\Delta_{ad} n \times \sum_j J^{(0)}_j\) in zeroth and first order. For zeroth order we get a field-like term

\[ T_1^{(0)} = -n \times \left[ I_s \frac{\alpha_R(1 + \alpha_R^2)}{\sqrt{N}} \Delta_{ad} m^y \right] \equiv -n \times H^0_R , \] (25)

with \(N = (1 + \alpha_R^2)^2 - 4 \alpha_R^2 n^2\). Note that we do not get a Sloncezowski-like field torque as \(T^\text{Sl} = \beta n \times (n \times H^0_R)\) which is due to our choice of \(J^\text{relax}_p\). A different direction of \(J^\text{relax}_p\) (and with it a different symmetry of the system), e.g. \(J^\text{relax}_p \propto n\), would yield such a \(T^\text{Sl}\) in our approach, as well\textsuperscript{21}.

However, the field-like term is of major importance in Rashba systems as it does not appear for \(\alpha_R = 0\) and results in new behavior of the DW dynamics. In contrast to that, the typical first order adiabatic and non-adiabatic STTs are only affected via a renormalization of \(\alpha_R\) as

\[ T_{\text{ad}}^{(1)} = -I_s \frac{1 + \alpha_R^2 (1 - 2n^2)}{\sqrt{N}} \partial_z n , \] (26)

\[ T_{\text{non-}ad}^{(1)} = \beta I_s \frac{1 + \alpha_R^2}{\sqrt{N}} n \times \partial_x n . \] (27)

Particularly for small \(\alpha_R\) this renormalization plays a minor role. More important is a non-adiabatic first-order correction to the Rashba field which reads

\[ H_R^{(1)} = I_s \beta \partial_z n \alpha_R^2 (1 + 4n^2) \] (28)

This term may become large for steep DWs with a large derivative \(\partial_z n\). Thus the total Rashba field up to first
order is given as

\[ \mathbf{H}_R = I_s \left( \alpha_R (1 + \alpha_R^2) \frac{\Delta n_d}{N} + \beta \partial_y n_y \right) \mathbf{e}_y. \]

Additional terms \( \mathbf{T}_i \propto \partial_t \mathbf{n} \) also appear, which renormalize the Gilbert damping \( \alpha \). As the origin of \( \alpha \), and with it, the dependence on other parameters is not very well established in theory, we will neglect all torques \( \propto \partial_t \mathbf{n} \) to get a constant model parameter \( \alpha \) for all calculations. This allows for a better comparison of the results.

### III. RESULTS

In 1D systems we theoretically have the freedom of choice for the directions of the easy and hard axes, the direction of the Rashba field and the chirality of the DW. We will consider systems which always have the easy axis in \( z \) direction while the Rashba field points in \( y \) direction. At the respective ends of the wire, we set \( n_z(x \to \pm \infty) = \pm 1 \) as boundary conditions to solve the Landau-Lifshitz-Gilbert equation numerically. A crucial point of this work is the effect of the direction of the hard axis and the initial chirality of the DW on its dynamics. We will show results for four types of DWs: the hard axis in \( x \) or \( y \) direction and a positive or negative chirality \( C = \pm 1 \). Chirality is defined as the clockwise \( (C = +1) \) or the counter-clockwise \( (C = -1) \) rotation of the magnetic moment in the according plane. For our system an initial direction sense of the magnetic moment \( n_x(y) > 0 \) at the DW center for hard \( y \) (\( x \)) axis means a negative chirality and vice versa.

As model parameters we choose dimensionless values which correspond to the estimated values of Ta/CoFeB/MgO when we measure the length (time) in units of \( t_0 = 0.5 \text{ nm} \) (\( t_0 = 1 \text{ ps} \)). We have: \( J = 5.2, K_{||} = 0.185, K_{\perp} = 0.008, \alpha = \beta = 0.06. \) In addition we set \( \Delta n_d/v = 0.2, v = 400 \) and the polarity of the spin current \( P = 1 \).

The DW center \( x_{DW} \) is defined by the requirement that \( n_x(x_{DW}) = 0 \) and the DW velocity as \( v_{DW} = \partial_t x_{DW} \).

#### A. Chirality switching

In systems without any symmetry breaking, all of the four configurations \( (C = \pm 1, \text{ hard axis in } x \text{ or } y \text{ direction}) \), are equivalent with respect to the DW dynamics. This changes when a Rashba interaction is present. Then, the Rashba field \( \mathbf{H}_R \), pointing in \( y \) direction in this work, is the decisive quantity. The basic reasons for that can be easily understood when we look at the finite magnetic component at the DW center \( x_{DW} \). As we consider Bloch(\( z \)) walls, the \( z \) component \( n_z(x_{DW}) \) is always zero.

In addition, the hard axis defines the second vanishing component, and with it, the only remaining finite one, as it always holds \( n^2 = 1 \). For a hard axis in \( x \) direction there is a finite component only in the \( y \) direction, which means that \( \mathbf{H}_R \) couples parallel to the magnetization, while it is perpendicular to \( \mathbf{n}(x_{DW}) \) for a hard \( y \) axis. Note that in our approach, where \( \mathbf{H}_R \) includes the derivative of the magnetization \( \partial_x n^y \), the choice of the hard axis additionally has an direct effect on the Rashba field itself, as \( \partial_x n^y \) would vanish (at least initially) for a hard axis in \( y \) direction. In addition, the chirality defines the sign of the finite component. While the anisotropy field couples quadratically (with no preference of a sign of \( \mathbf{n} \)) to the magnetization, the Rashba field enters as a linear term. Thus \( \mathbf{H}_R \) prefers a distinct sign of the magnetization, and with it, distinct chiralities.

A chirality-sensitive motion has been already addressed in the literature where the Rashba interaction acts similarly as the \( \beta \) term (non-adiabatic torque) where the sign of this term actually depends on the chirality. Different to our approach, the precession and, with it, a change of the chirality were not considered in Ref. 23.

Figure 1 shows the difference in velocity of the DW for both: (i) different hard axes and (ii) different chiralities. For small currents \( I_c \), the velocities of \( C = \pm 1 \) differ for all times \( t \). This changes if \( \mathbf{H}_R \) exceeds a critical value. Even though the velocities still start at distinguished values they finally match after some time and stay the same. In an ideal long term average the movement of both chiralities would appear exactly equally. Similar results have been found for vortex DWs in magnetic nanotubes with an externally applied magnetic field.

The approach of both velocities is accompanied by a switching of the sense of the magnetization, as it is shown in Fig. 2. As soon as \( \mathbf{H}_R \) is strong enough to overcome \( K_{\perp} \), it will rearrange the magnetization to its optimal ori-
entation. After the switching, the magnetizations of both initial chiralities are in the same state and thus move with equal velocity.

For a systematic understanding of the difference of the movement of the DWs with unequal initial chiralities, we plot the relative difference of the average velocities in dependence of both the current density and the Rashba coupling in Fig. 3. To do this we calculate the long term average $\langle v_{DW} \rangle = x_{DW}(t_{\text{end}})/t_{\text{end}}$ with $t_{\text{end}} = 100\text{ns}$ and define the relative velocity difference $\langle \Delta v_{DW}^{\text{rel}} \rangle \equiv (v_{DW}^{C=-1} - v_{DW}^{C=+1})/(v_{DW}^{C=-1} + v_{DW}^{C=+1})$. We find quite small velocity differences in the order of a few percents in almost the complete parameter space. In particular for a hard axis in $x$ direction $\langle \Delta v_{DW}^{\text{rel}} \rangle$ is almost negligible. However, at some critical values the velocity difference is strongly increased. At these values the magnitude of the Rashba field $|H_R^{\text{Rash}}| \approx |H_R^{\text{crit}}| \alpha_R^{\text{crit}}$ is sufficient to induce the chirality switching. The higher the Rashba field is, the earlier the switching sets in in terms of the momentary movement. Close to the critical value we only recognize the switching in our calculations if it starts at $t_{\text{switch}} < t_{\text{end}} = 100\text{ns}$ since we only average the velocity in the time interval $t \in [0, t_{\text{end}}]$. Thus, we find the largest differences when $t_{\text{switch}} \approx t_{\text{end}}$, as the momentary velocities of both chiralities differ up to $t_{\text{switch}}$ while they match at $t > t_{\text{switch}}$. Well above the critical values, the velocity difference decreases as the switching happens at an accordingly earlier time and velocities before the switching have less influence on the average. Actually these velocity differences at $|H_R| > |H_R^{\text{crit}}|$ would disappear in an ideal averaging process $t_{\text{end}} \rightarrow \infty$, which we cannot perform since we calculate our results numerically. Nevertheless, a finite averaging, first allows us to estimate the critical parameters for a chirality switching and, second, may describe experimental results at relatively short current pulses.

Here we only show the switching from positive to negative chirality but not the opposite one. However switching to positive chirality can easily be achieved by inverting the current ($I_c \rightarrow -I_c$) which also reverses the direction of the Rashba field. Hence the chirality of a DW can be controlled by the direction of the current.

B. Suppression of the Walker breakdown

Recently Miron et al. have found an increased DW velocity in Pt/Co/AlO$_x$ wires. They argued that a spin-orbit induced field stabilizes the DW structure and suppresses a current induced Walker breakdown. We will...
investigate the effect of a Rashba interaction on the DW velocity and on the WB systematically in this section.

To actually get a WB we have to choose the \( \beta \) parameter differently compared to the Gilbert damping \( \alpha \). That is why we set \( \beta = 2\alpha \) below. Indeed the WB can be shifted to higher current densities by a finite \( H_R \). This is shown in Fig. 4 (a). We see the typical current dependence of the DW velocity for \( \alpha_R = 0 \) with an large increase of the velocity below the critical current, a decrease at the WB and a moderate increase for large \( I_c \) again. As we increase the Rashba coupling this critical current density is shifted to larger values.

As it is known, a WB is accompanied by a precession of the magnetization at the DW center. This precession is suppressed by the Rashba field which favors a magnetization pointing in a distinct direction. However, as it also prefers a distinct sign of the magnetization it can induce a chirality switch (cf. Fig. 4 (b)]. This happens at a considerably lower field as for \( \alpha = \beta \) (cf. Fig. 3). The reason for the reduction of the critical field is quite obvious, as the system without a Rashba interaction at the WB would be already driven to a precessional dynamics by the current. Since a precession is nothing else than a frequent chirality switching, it is easy for the Rashba field to turn the magnetization to its favored direction. In other words the hard axis anisotropy has already been overcome by the current and is not felt by \( H_R \) anymore, which acts now as the only noticeable anisotropy. At sufficiently strong current densities, not even the combined action of \( K_\perp \) and \( H_R \) can prevent the WB and we see small oscillations in the velocity differences in Fig. 4(b). These stem from the precessional movement of the DW. The velocity gain of the DW due to a Rashba interaction can be up to 50\% in the investigated parameter space, as shown in Fig. 4. Naturally this is in the region of the suppressed WB. We do not see major differences of the velocity neither due to the direction of the hard axis nor due to the chirality. The only remarkable difference is an increase of the velocity by increasing \( \alpha_R \) at low current densities for a hard \( x \) axis, while it decreases in the other case.

We can conclude that in the case of \( \beta > \alpha \) a WB can be shifted to higher current densities by \( \alpha_R \). In addition the DW’s chirality can already be switched to the preferred chirality by a very small Rashba field as compared to the case of \( \alpha = \beta \).

C. Short current pulses

Domain wall motion can be very sensitive on the current pulse length even in systems without a Rashba coupling\(^{21,25,26}\). Since a finite spin-orbit interaction gives rise to additional features such as chirality switching, we might expect major differences of pulsed current motion with respect to a steady current. That is why we will focus on the DW dynamics under the influence of a short current pulse in this section. A strong deviation of the movement for short pulses compared to steady motion has already been found in Ref. 21, where the Rashba field has been aligned parallel to the magnetic domains.

There are two main reasons for a deviation of averaged velocities for pulsed and steady currents. First, the momentary velocity after the start of the DW’s movement can be different from the velocity at large times (cf. Fig. 1). This is even more pronounced for current densities above the WB where the velocity oscillates around an average velocity, as it can be seen in Fig. 6. For short pulses these oscillations do not cancel out in an averaging process and will strongly influence the short time average. Second, it has already been seen that the magnetization is tilted by the Rashba field out of its equilibrium position (cf. Fig. 2). When the current is turned off, the magnetic moments try to rearrange perpendicularly to the hard axis. This results in an additional movement after the pulse (“drifting”, cf. Fig. 6) which has also been found in other works\(^{7,21,22}\). Depending on the tilting at the end of the pulse this drift may happen into positive or negative direction according to the movement during the pulse. The drifted distance appears to be irrelevant for long pulses, since the DW has already traveled a long distance during the pulse, but can play a major role for short pulses.

To see the effect of a non-constant movement and
We find that the average velocity $\langle v_{\text{DW}}(t = t_p) \rangle$ during the current flow at a short pulse is typically smaller than the long time average for a steady current (cf. Fig. 7), because the momentary velocity starts at a comparably small value. But this reduction of velocity can be overcompensated by a drifting after the pulse, where the combined motion of a direct current-induced motion and drifting can appear faster than for a steady current, i.e. $\langle v_{\text{pulse}}(t \to \infty) \rangle > \langle v_{\text{steady}}(t \to \infty) \rangle$.

An other striking difference between $\langle v_{\text{DW}}(t = t_p) \rangle$ and $\langle v_{\text{DW}}(t \to \infty) \rangle$ is the dependence on $I_c$. While $\langle v_{\text{DW}}(t = t_p) \rangle$ as a sole short time average still shows the oscillations of the momentary velocity, the drifting, and, particularly its direction, is strongly dependent on the state of the DW magnetization (tilting) at the end of the pulse. As this tilting at $t_p$ is either changed by the value of $t_p$ or the current density, small deviations in these parameters can decide about the drifting direction. That is why we see sharp drops of the velocity dependence of $\langle v_{\text{DW}}(t \to \infty) \rangle$ on $I_c$. At the drop the drift has changed from a positive to a negative direction and $\langle v_{\text{DW}}(t \to \infty) \rangle$ gets smaller immediately.

For a systematic overview we plot the averaged velocity for a large parameter space in Fig. 8. As in Fig. 7 we see a smoothened velocity dependence for the average velocity during the pulse and the fast drops of $\langle v_{\text{DW}}(t \to \infty) \rangle$. Since the tilting of the magnetization at a given time depends on $I_c$, the critical time $t_p^{(c)}$ of

The drift of the DW, we define two averaged velocities: (i) the average during the pulse $\langle v_{\text{pulse}}(t = t_p) \rangle = x_{\text{DW}}(t_p)/t_p$ and (ii) an effective average $\langle v_{\text{pulse}}(t \to \infty) \rangle = x_{\text{DW}}(t \to \infty)/t_p$ to include the drifting. The latter one is divided by $t_p$, even though we take the distance after a very long time, since it is hard to decide at which time to actually stop the averaging process as the velocity only slowly relaxes to zero.
a change of the drifting direction is also dependent on the current density. Thus the DW drifts in several directions in the investigated parameter space, which is visible in the sawtooth-like shape of the curves in Fig. 8(b). To see the actual velocity change compared to the long-time average, we also show the relative velocity $\langle v_{\text{DW}}^{\text{rel}}(t) \rangle = \langle v_{\text{DW}}^{\text{pulse}}(t) \rangle / \langle v_{\text{DW}}^{\text{steady}}(t) \rangle$. Here, it is possible to identify three regimes: (i) low currents, (ii) high currents and short pulses, and, (iii) high currents and comparably long pulses. For low currents, the momentary velocity at the beginning of the DW movement is smaller than the average velocity. Here, the drifting after the pulse only compensates the loss of speed during the pulse. This eventually leads to an effective velocity of the same size as the long time average. As soon as $I_c$ is strong enough to increase the momentary velocity $v_{\text{DW}}^{\text{rel}}(t)$ shortly after the start of the pulse (cf. Fig. 8), $\langle v_{\text{DW}}^{\text{rel}}(t) \rangle$ is also increased when there is also positive drifting, while it is decreased for negative drifting. The third regime (large $I_c$ and $t_p$) comes closer to the long time averaging. In this case the drifting becomes more and more irrelevant and $\langle v_{\text{DW}}^{\text{rel}}(t) \rangle \rightarrow \infty$ for $t_p \rightarrow \infty$.

The aforementioned results show the important role of the additional short-time effects for the DW dynamics, in particular in presence of a spin-orbit interaction. Its experimental influence may be affected by additional phenomena not considered in this work as the presence of pinning centers, for instance.

IV. SUMMARY

In this paper, we have studied the influence of the direction of the hard axis and the DW chirality on the DW’s current induced dynamics in 1D Rashba wires. We have calculated the spin transfer torque by a gradient expansion and solved the Landau-Lifshitz-Gilbert equation numerically. We have seen that both the chirality and the direction of the hard axis have a small effect on the DW velocity for small to intermediate values of the Rashba field $H_R$. However, large Rashba fields lead to a chirality switching of the unfavored initial chirality to the preferred one at some time $t_{\text{switch}}$. After the switching, the velocities of both initial chiralities eventually match. That is why the switching may be invisible in a long time average of the velocity, where the velocity difference before $t_{\text{switch}}$ plays a minor role. As $H_R$ depends approximately on the product $I_c\alpha_R$ of the current density and the Rashba coupling, the borderline of the switching in the parameter space of $I_c$ and $\alpha_R$ can be estimated to $I_c^{\text{crit}} \propto \alpha_R^{\text{crit}}$. Due to the dependence on the current density, the preferred chirality can be controlled by the direction of the current flow $I_c \rightarrow -I_c$.

Furthermore we have found a suppression of the Walker breakdown due to a finite Rashba coupling, which increases the DW velocity in the vicinity of the original ($\alpha_R = 0$) Walker breakdown. In this critical regime, it is also quite easy for the Rashba field to switch the DW’s chirality as the hard axis anisotropy has been overcome by the conventional, non-Rashba, spin-transfer torque al-
Since effects of chirality switching appear to be more pronounced in short time scales, we finally have considered short current pulses. As expected, we found a higher influence of the momentary velocity state due to a short-time averaging. More importantly, further phenomena as a drifting of the DW after a short current pulse affect the short time dynamics of a DW even more. This results partly in drastic changes of the effective DW velocity which shows a completely different dependence on the current density as compared to the steady current motion.
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