Double-hit separation and dE/dx resolution of a time projection chamber with GEM readout
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*retired
A time projection chamber (TPC) with micropattern gaseous detector (MPGD) readout is investigated as main tracking device of the International Large Detector (ILD) concept at the planned International Linear Collider (ILC). A prototype TPC equipped with a triple gas electron multiplier (GEM) readout has been built and operated in an electron test beam. The TPC was placed in a 1 T solenoidal field at the DESY II Test Beam Facility, which provides an electron beam up to 6 GeV/c. The performance of the readout modules, in particular the spatial point resolution, is determined and compared to earlier tests. New studies are presented with first results on the separation of close-by tracks and the capability of the system to measure the specific energy loss \( \frac{dE}{dx} \). This is complemented by a simulation study on the optimization of the readout granularity to improve particle identification by \( \frac{dE}{dx} \).
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### 1 Introduction

The LCTPC collaboration has built and operated a versatile prototype for the ILD TPC \(^1\). This prototype TPC, including the principles of its construction, its operation at a test beam and its performance, has been described in detail in \(^2\). In the present publication, results from a second test-beam campaign with an upgraded set of readout modules are presented. The findings in the previous paper have been validated. New studies are shown on measurements of the double-hit separation power and on the capabilities to do particle identification via a measurement of the specific energy loss \( \frac{dE}{dx} \).

In section 2, after a brief overview of the experimental setup, the updates in the experiment compared to the previous measurement campaign are discussed. Section 3 gives an overview of the methods used in the reconstruction of the test-beam data. Results from an analysis to re-establish the basic performance are shown in section 4. In section 5, two new algorithms to optimize the double-hit separation are introduced. In section 6, a first determination of the resolution of the specific energy loss measurement is presented. These results are extrapolated to the proposed large TPC at the ILD and compared to theoretical expectations. Furthermore, in a simulation study two approaches to measure the specific energy loss are compared, with a focus on their performance in dependence of the readout granularity.

\(^1\)See [https://www.lctpc.org](https://www.lctpc.org) for more information about LCTPC.
2 Experimental setup

The TPC prototype consists of a light-weight field cage, providing an active gaseous volume of 57 cm length and 72 cm diameter, and an end plate which can house up to 7 identical readout modules, arranged in three staggered rows. Each module covers the sector of and annulus with inner and outer radii of 14.3 cm and 16 cm, respectively, and an included angle of \( \sim 8.4^\circ \). The prototype has been constructed such that it can be used to test the different readout technologies that are under discussion for use at the ILC. Details about the construction of the prototype can be found in \([3]\). The construction has been supported by the EUDET and AIDA projects.

The TPC prototype is operated at the DESY II Test Beam Facility \([4]\), which provides an electron beam with an adjustable momentum between 1 GeV/c and 6 GeV/c. The facility hosts a superconducting solenoid magnet (PCMAG) \([5]\) that can provide a magnetic field of up to 1 T. The dimensions of the prototype TPC have been chosen to exactly fit into the solenoid bore. Before traversing the TPC, the electron beam has to pass through the magnet, which presents around 20% of a radiation length \( X_0 \). A movable stage, specifically constructed for the demands of this type of research, can move the solenoid including the TPC horizontally and vertically perpendicular to the electron beam, and rotate the system relative to the beam around the vertical axis.

The measurements presented here were taken with the TPC prototype equipped with a triple GEM readout system. The gas used was the so-called T2K gas mixture of 95% argon, 3% tetrafluoromethane (CF\(_4\)), and 2% isobutane (iC\(_4\)H\(_{10}\)) \([6]\). The chamber was operated at atmospheric pressure. Unless stated otherwise, the presented measurements were taken with 5 GeV/c electron momentum, a magnetic field of 1 T and a drift field of 240 V/cm, which is close to the maximum of the electron drift velocity for this gas mixture.

2.1 The GridGEM module

The defining characteristic of the system is the amplification by a triple GEM stack positioned on top of a finely segmented readout plane, as shown in figure 1. The GEM foils \([7]\) are spaced and

\[\text{For more information on EUDET and AIDA see } \text{https://www.eudet.org/} \text{ and } \text{https://aida2020.web.cern.ch/aida2020/node/283.html respectively.}\]
kept under tension by a system of thin ceramic frames. The readout plane is segmented into pads with a pitch of 1.26 mm × 5.85 mm, arranged in 28 rows. This results in a total of 4828 pads per module. The readout electronics \cite{8} is based on the ALTRO ASIC \cite{9}, originally developed for the ALICE experiment at CERN and modified by the Lund University to be used for GEM readout. The results presented in \cite{2} were based on a previous generation of GEM based readout modules. Details on that module generation can be found in \cite{10}.

When operating the first generation system, the following issues were identified and are subsequently addressed in the second generation system, presented here. First, although the earlier system was operated stably in a test beam over several weeks, there was concern about potential weaknesses in its high voltage stability. These were addressed by a number of measures. The procedure to glue the GEMs on the frames was improved and the quality of the glue joint was closely monitored. This ensures a continuous glue line with an average width of ~0.5 mm without interruptions. The design of the interface between GEM foil and ceramic frame was changed such that there is always a minimum distance of 0.15 mm between a GEM hole and the ceramic frame. This avoids glue spillage into GEM holes, which is suspected to lead to instabilities. The electrode layout of the GEM foils and their connection scheme to the external high voltage supply were revised to minimize high field areas at the edges of the GEMs.

A second issue observed in the previous modules was related to the flatness of the GEM foils. Measurements showed deflections of the GEM foils of up to 300 µm peak-to-peak, which translate into significant gain inhomogeneities across a GEM module. To provide a more controllable and reproducible procedure to tension the GEM foils while gluing, a new stretching tool, shown in figure \cite{2} was designed and built. The tension is controlled by a system of springs that ensures a consistent and uniform force. In addition, the tool allows for a precise and reproducible alignment between the GEM foil and the ceramic frame. The tension is held during the gluing and curing process and is only released at the very end. Using this approach, the GEM deflections could be reduced significantly, which directly improves the gain homogeneity.

In figure \cite{3}, the distribution of the measured GEM height deviations is shown for the old and the new modules. The scale of the deflections, given by the RMS of the distribution, has been reduced by about a factor of 2 from 96 µm to 41 µm. A simulation, following the arguments and using the
methods described in [11], was used to translate the measured GEM deflections into an impact on the effective gain of the system. The resulting distribution of the normalized gain is shown in figure 3b. The gain deviations, again given by the RMS, could also be reduced by more than a factor of 2 from 8.4 % to 3.6 %.

2.2 Test-beam configuration

Three new modules were built and installed into the end plate of the TPC prototype in a way that allows to measure tracks over a length of about 50 cm on a total of 84 pad rows. To allow for a fair comparison of the results, the same operational parameters as in the previous test beam, described in detail in [2], were used. The TPC with all three modules installed showed stable performance for the full three week test-beam period. In total, 9.5 \times 10^6 events were recorded, mostly at an electron momentum of 5 GeV/c. The electron beam consisted of mostly single electrons at a rate in the order of 100 Hz and the data was recorded at an event rate around 30 Hz. The spatial distribution of the beam electrons perpendicular to the beam direction follows roughly a two-dimensional Gaussian and has an RMS close to 3 mm. The momentum spread of the beam is about 150 MeV/c resulting at 5 GeV/c in a relative uncertainty of \(\sim 1.5\) %. The distance between the beam and the readout plane was varied between 0 cm and 57 cm. For the data presented in this paper the beam was kept parallel to the readout plane, i.e. \(\theta \approx 90^\circ\), and perpendicular to the pad rows of the readout. The angular spread of the beam after passing through the magnet wall was about \(2^\circ\).

The objectives of this test beam were to evaluate the stability and reproducibility of the performance of the detector, measure the \(dE/dx\) resolution and to study the double-hit separation of the TPC prototype. Therefore, two different data sets were taken: One to study the performance of the detector under nominal conditions and one including a thin target in front of the TPC, to produce multiple particles out of a single beam electron to study the double-hit separation in multi-track events. In addition to measurements using the default GEM voltage settings intended to provide
Figure 4: Setup for the measurement of multi-track events. a) Sketch of the setup overlaid with an event from a Geant4 simulation. b) Simulated yield of track pairs suitable for double-hit studies for the options to install the target outside the magnet or inside directly in front of the TPC prototype, in dependence on the target thickness as a fraction of a radiation length $X_0$. The fraction of suitable events determined from measured data is shown in comparison.

For the second data set, a stainless steel target was installed inside the magnet in front of the TPC as shown in the sketch in figure 4a. Figure 4b shows the fraction of suitable events as a function of the thickness of the target, for 5 GeV/$c$ beam electrons. For events to be included they need to contain at least two tracks reconstructed in the TPC. The distance between two of the tracks has to be less than 3 mm along the first two or more pad rows at the entry point of the TPC, which is usually fulfilled for tracks originating from an interaction of a beam electron with the steel target. This ensures at least two merged hits from two different tracks. In addition, at least 40% of the remaining hits of these tracks have to be clearly separated. This corresponds to a distance between the tracks of 7 mm or more. The figure shows results from Geant4 [13–15] simulations for two different locations of the target: one inside the solenoid magnet right in front of the TPC prototype and one outside of the magnet directly in front of it.

According to the simulation, the highest yield of events suitable for the double-hit separation studies is expected for a target with a thickness of about 50% $X_0$, placed inside the magnet right in front of the TPC prototype. Therefore, a target made of 8 mm thick stainless steel, which corresponds to 47% $X_0$, was installed in the setup. Figure 4b also shows the fraction of events fulfilling the selection criteria determined from the data measured with this setup. Very good agreement between measurement and simulation is found.
3 Reconstruction methods

The MarlinTPC software package [16] was used to reconstruct and analyze the data. This package is based on the linear collider software suite [17–19]. The individual steps of the reconstruction are introduced briefly in the following. For a detailed description see [2].

![Diagram of TPC](image)

(a) Hit identification.

(b) Pulse identification.

(c) Hit charge distribution.

**Figure 5:** Hit reconstruction principle in the TPC prototype [10]. a) The measured charge is detected on the individual pads in time and peaks in the charge distribution are identified. Charge pulses from adjacent pads in one readout row are combined to hits. b) The steering parameter for the pulse reconstruction. c) Charge distribution in a typical hit. Darker colors represent higher charge.

The amplified electron avalanche after the GEM stack is collected on the pads of the segmented readout anode, as sketched in figure 5a. The signal on a single pad is called a pulse. The readout electronics measures the collected charge in time bins. The charge of a pulse is the sum of the ADC counts in these bins from the rise of the signal over a start threshold to its fall under a stop threshold. In addition to the thresholds, a minimum number of samples over threshold is required.
These parameters are indicated in figure 5b. The arrival time of each pulse is derived from the inflection point of its rising edge.

A row-based clustering algorithm is used to combine several pulses on adjacent pads in one pad row, as indicated in figure 5a. Each group of pulses is called a hit. The coordinate along the pad rows is determined using a charge-weighted center-of-gravity method. The typical charge distribution in a hit is shown in figure 5c. The charge of the hit is the sum of the charge of the contributing pulses. For the time of the hit, only the arrival time of the largest contributing pulse is used, since the time information of the adjacent pulses is affected by a number of systematic effects, which have been explored in [10]. First, there is a charge dependence of the reconstructed arrival time, which causes smaller pulses to be systematically earlier than the leading pulse. Secondly, there is an additional dependence on the distance of the corresponding pad to the pad of the leading pulse.

To combine the reconstructed hits to tracks, an iterative Hough transformation [20] is used in the following, unless stated otherwise. The track parameters are determined by a fit using the General Broken Lines method [21]. As track model either a helix, for data taken with magnetic field, or a straight line, for data taken without magnetic field, is used.

Two coordinate systems are used in the reconstruction and analysis, one global for the whole prototype and one local to each readout module. The global coordinate system is Cartesian. The $z$-axis is perpendicular to the readout plane pointing from the anode towards the cathode. The $xy$-plane is parallel to the readout plane with the $y$-axis pointing upwards and the $x$-axis in the direction of the electron beam. Since the shape of each module is an annular segment, the local coordinate system is cylindrical with its origin at the center of the annulus. The $z$-direction is identical to that of the global coordinate system. The position parallel to the readout plane is defined by the radial coordinate $r$ and the azimuth angle $\varphi$. The coordinate $r \varphi$ describes the corresponding distance along the circumference of a circle with radius $r$.

4 Overall performance of the TPC

The performance of the new readout module generation has been studied and compared to the previous generation, based on the data taken in the new test-beam campaign and the data presented in [2], respectively. For both data sets, the same settings were used in reconstruction and analysis, with the exception of an adjustment of the minimum number of pulse samples over threshold to account for different operating conditions in the new measurement. As in the previous analysis, the used setup does not have the possibilities to perform a charge calibration into initial number of electrons and therefore the reconstructed charge is given in units of ADC counts. The data taken with the previous module generation have been re-analyzed with the current software version and the alignment and distortion corrections were performed as in the previous study. The results differ slightly from the original analysis, since in the re-analysis the lower boundary of the fit range of the function describing the spatial resolution was changed from 70 mm to 90 mm.

4.1 Drift velocity

A key parameter for a TPC is the electron drift velocity in the drift volume. It has been determined from the reconstructed mean arrival time for several measurement runs at various positions of the beam along the drift direction. The position of the beam along the $z$-axis is determined from the position of the movable stage, since no absolute reference is available.
Figure 6: Drift velocity measurement for the new module generation (2016) and the previous one (2013). Shown is the beam position versus reconstructed arrival time of the hit signal for $B = 1$ T at the default drift field of 240 V/cm including linear fits to determine the drift velocity.

Table 1: The resulting slope of the linear fits in figure 6 and the corresponding simulated values of the drift velocity. The statistical uncertainties of the simulation are negligible compared to the measurement errors and have therefore been omitted.

| data set | $v_d$ [mm/µs] | measurement | simulation |
|----------|---------------|-------------|------------|
| 2013     | 77.28 ± 0.04  | 76.87       |
| 2016     | 75.97 ± 0.03  | 76.45       |

Figure 6 shows the beam position inside the drift volume plotted against the signal arrival time. The slope of a linear fit to the data points corresponds to the drift velocity. The fit results are given in table 1, including a comparison with values from a Magboltz [22] simulation. The errors on the measured values originate mainly from the uncertainties of the stage position measurement and less from the uncertainty of the time measurement. Other potential uncertainties are not considered in the fit. The simulation errors are negligible in comparison to the errors of the measured values. The measured values agree reasonably well with the corresponding results of the simulation and are similarly consistent between the two data sets. The remaining discrepancy can be explained by uncertainties in the gas conditions, i.e. pressure, temperature and contaminants. Using the resulting drift-velocity values, the time measurement of the reconstructed hits is converted to the spatial coordinate in the drift direction.

4.2 Pad response function

Another key parameter for the performance is the pad response. The pad response function (PRF) describes the average shape of the charge distribution of a hit on the pad plane. Its width is
Table 2: The resulting parameters of equation (1) in the combined fits to the PRF width and the $r\varphi$-resolution, as described in the text. Also shown are the corresponding simulated values of $D_t$.

| data set | $\sigma_{\text{PRF,0}}$ [\(\mu m\)] | $D_t$ [\(\mu m/\sqrt{cm}\)] |
|----------|---------------------------------|-------------------------------|
|          | measurement | simulation | measurement | simulation |
| 2013     | 578.2 ± 1.9 | 102.87 ± 0.38 | 97.49 ± 0.70 |
| 2016     | 530.8 ± 2.0 | 99.06 ± 0.40 | 95.48 ± 0.63 |

defined primarily by the diffusion of the primary electrons in the drift volume and the defocusing of the charge avalanche in the GEM stack. Therefore, the shape of the distribution should follow a convolution of a Gaussian and a box function with the width of the pad pitch. The latter accounts for the uniform probability distribution of the initial position of the electron relative to the pad.

![Figure 7](image_url)

(a) Shape of pad response function. (b) Transverse diffusion measurement.

Figure 7: Pad response function and diffusion measurement. a) The PRF in simulation and measurement at \(\sim 20\) mm drift distance in a 240 \(V/cm\) drift field. Also shown is a fit to the measured data. b) The width of the PRF versus drift distance including a fit of equation (1) to extract the transverse diffusion constant. Results are shown for the 2016 test beam using the new module generation and the 2013 test beam using the previous one.

In reality, the tails of this distribution are wider than expected from the above model, as can be seen in the measured PRF shown in figure 7a for the example of a drift distance of \(\sim 20\) mm. This can be explained by induction from drifting electrons ending up on adjacent pads. This induced signal has an equal positive and negative part but the ALTRO readout only records negative charge signals and cuts off the positive part. Thus, a non-zero signal is recorded. The size of this induction signal on the adjacent pads has been estimated to be around 10\%. As can be seen in the figure, a simulation including the induction effect describes the tails in the measured values only partially. Therefore, to extract the width of the PRF, the fit of the simple model described above is performed only within a range of \(\pm 3\) standard deviations around the maximum, as shown in the figure. As visible, this results in a realistic value for the width of the distribution.

In figure 7b the resulting PRF width $\sigma_{\text{PRF}}$ is plotted against the drift distance. The behavior can
be described by the function \[ \sigma_{\text{PRF}}(z) = \sqrt{(\sigma_{\text{PRF},0})^2 + (D_t)^2 \cdot z}, \tag{1} \]

which allows to determine the transverse diffusion constant \( D_t \). Since this is also required as an input to the fit of the transverse point resolution \( \sigma_{r \varphi} \), as is explained in section 4.3, a combined \( \chi^2 \)-fit of \( \sigma_{\text{PRF}} \) with equation (1) and \( \sigma_{r \varphi} \) with equation (2) was performed. The fit results regarding the PRF width are summarized in table 2, including simulated values of the corresponding diffusion constants, taking into account differences in measured gas pressure, temperature and contamination with air and water vapor. As expected from the Magboltz simulation, the diffusion measured in the 2016 data set is smaller than in the 2013 data set, mostly due to a difference in the gas pressure. However, the measured diffusion constants from both data sets are significantly larger than the corresponding simulated results. As discussed in [10], the simulation only describes the ideal case of perfectly homogeneous and parallel electric and magnetic fields. The inhomogeneity of the magnetic field in the measurement setup introduces field transverse components, which increase the spread of the drifting electrons and thus can explain the systematic differences between measured and simulated results.

The intrinsic width \( \sigma_{\text{PRF},0} \) at zero drift distance, which is caused by the defocusing of the electron avalanche in the GEM stack and signal induction on the pad plane, shows a significant difference between the two measurements, with a smaller width in the 2016 data. Qualitatively this result is consistent with the reduced deflections of the GEMs used in the new modules. Deflections of the GEMs lead to inhomogeneous electric fields in the transfer and induction regions between the GEMs and the pad plane, creating transverse field components. Equivalent to the magnetic field inhomogeneity in the drift region, these field distortions increase the charge spread in the amplification region. This results in an increased width of the PRF independent of the drift distance.

4.3 Point resolution

The point resolution for the single-hit position is determined from the width of the residual distribution as explained in detail in [2]. The residual is the distance of a hit to the corresponding track. Here, the resolution is evaluated in the directions \( r \varphi \) and \( z \), which correspond to the distance of a hit to its track along a pad row and along the drift direction, respectively.

The dependence of the point resolution \( \sigma_{r \varphi/z}(z) \) on the drift distance \( z \) is described by the equation \[ \sigma_{r \varphi/z}(z) = \sqrt{(\sigma_{r \varphi/z,0})^2 + (D_{l\|})^2 \cdot N_{\text{eff}} \cdot e^{-Az} \cdot z}, \tag{2} \]

where \( \sigma_{r \varphi/z,0} \) denotes the intrinsic resolution of the setup, due to diffusion in the GEM stack and the finite pad width, and \( N_{\text{eff}} \) the effective number of primary electrons. The term \( e^{-Az} \), with the electron attachment coefficient \( A \), describes the loss of signal electrons during drift by attachment to gas molecules, primarily due to oxygen contamination of the gas. This equation only holds for tracks parallel to the readout plane and perpendicular to the pad rows.

Since in the equation the diffusion constants \( D_{l\|} \) and \( N_{\text{eff}} \) appear as the quotient \( (D_{l\|})^2 / N_{\text{eff}} \), they are fully correlated in a fit and only the quotient can be determined. Thus, the longitudinal diffusion constant \( D_l \) was provided by a Magboltz simulation and used to calculate \( N_{\text{eff}} \) from the
The resulting parameters of equation (2) in the combined fits to the PRF width and the $r\varphi$-resolution, as described in the text. The results for $D_t$ are the same as already shown in table 2.

| data set | $\sigma_{r\varphi,0}$ [µm] | $N_{\text{eff}}$ | $A$ [1/cm] | $D_t$ [µm/$\sqrt{\text{cm}}$] |
|----------|-----------------|----------------|----------|-----------------|
| 2013     | 68.1 ± 1.6      | 43.4 ± 2.8     | 0.0054 ± 0.0011 | 102.87 ± 0.38   |
| 2016     | 66.2 ± 2.1      | 38.7 ± 3.0     | 0.0040 ± 0.0013 | 99.06 ± 0.40    |

As described in the previous section, the transverse diffusion constant $D_t$ can also be determined by a fit of equation (1) to the PRF width. Due to the observed systematic difference of this measurement to the simulated result, the measured value is assumed to be correct. Therefore, to resolve the correlation of $D_t$ and $N_{\text{eff}}$, a combined fit of equations (1) and (2) to the PRF width and the $r\varphi$-resolution, respectively, is performed. Since equation (2) is not a good description of the $r\varphi$-resolution at short drift distances, it is fitted only to the data points with a drift distance larger than 90 mm.

The parameters $N_{\text{eff}}$ and $A$ are also strongly correlated. Therefore, it would be preferable to determine the attachment coefficient directly from the signal charge measurement. However, in the 2013 data the charge measurement is affected by environmental effects and no charge calibration is available for this data. Thus, this approach is not reliable here and both parameters are left free in the fits, to ensure equal treatment of the two data sets.

In figure 8, comparisons of the point resolution in the $r\varphi$ and $z$ directions are shown between the 2013 test-beam campaign with the first-generation modules and the 2016 test-beam campaign with the new modules. The plots include the fits of equation (2) to the measured resolution, as described above. The fit results are summarized in tables 3 and 4. A very good agreement between the two campaigns is found in the measurements and the fitted results, indicating a good stability and reproducibility of the performance of the system.
Table 4: The results of fits of equation (1) to the z-resolution. $N_{\text{eff}}$ is calculated from the fit parameters using the simulated values of $D_t$ given in the last column.

| data set | $\sigma_{z,0}$ [µm] | $N_{\text{eff}}$ | $A$ [1/cm] | $D_t^{\text{sim}}$ [µm/√cm] |
|----------|---------------------|------------------|------------|-------------------------------|
| 2013     | 288.4 ± 0.6         | 39.9 ± 1.4       | 0.0050 ± 0.0006 | 221.6 ± 1.6                 |
| 2016     | 286.0 ± 0.7         | 38.6 ± 1.3       | 0.0033 ± 0.0006 | 227.1 ± 1.4                 |

**Minimal ion backflow** Ions from the GEM amplification flowing back into the sensitive TPC volume can cause field distortions and electron attachment. A gating GEM system [25] is foreseen for the ILD TPC that will capture the ions produced in the amplification while having a very high transparency to drifting electrons. In addition to using the gate, the amount of ions flowing from the amplification into the drift volume will be minimized by the GEM-voltage settings described in the following.

During the 2016 test-beam campaign a data set was taken with altered GEM voltage settings based on the studies in [12], as shown in figure 9a, which should minimize the ion backflow (MIBF). The main idea is that the GEM facing the sensitive volume is operated at a lower voltage to minimize the ion production at this stage. To compensate and ensure a sufficient total gain, the remaining two GEMs are operated at higher voltages. The ions produced here will be mostly captured by the GEM facing the sensitive volume. The average hit charge measured with the MIBF settings was about 20% lower than observed with the nominal voltages.

![Comparison of module voltages.](image-a)

![Comparison of \(r\phi\)-resolution.](image-b)

**Figure 9:** Minimum ion backflow studies: a) Comparison of the nominal GEM voltage settings used to collect most of the test-beam data and the settings corresponding to the MIBF conditions. b) Comparison of the point resolution in \(r\phi\) for nominal and MIBF GEM-voltage settings.

In figure 9b the point resolution in the \(r\phi\)-direction is plotted against the drift distance. Good agreement is observed between the measurements under MIBF conditions and the default voltage settings, except for a slightly worse resolution at small drift distances with the MIBF settings. This is interpreted as a more pronounced hodoscope effect [26], likely caused by a combination of the lower amplification and the slightly lower diffusion of the electron avalanche within the GEM stack due to the changed fields. Still, this shows that the MIBF settings only have a small influence on
Figure 10: Extrapolation of the point resolution to the ILD TPC dimensions with a magnetic field of 3.5 T and a maximum drift length of 2.35 m. Each curve includes a ±2σ confidence band. The extrapolation based on the measured electron loss due to attachment is denoted fit with e− loss. For the other graph (fit with e− loss removed) the attachment coefficient was set to zero while keeping the other parameters unchanged.

the achievable point resolution and therefore represent a viable parameter set for the operation of the ILD TPC.

Extrapolation to the ILD TPC  To judge the performance of a large TPC in the final detector, equation (2) is used to extrapolate the measured point resolution to the characteristics of the ILD TPC, i.e. to a magnetic field of 3.5 T and a maximum drift length of 2.35 m. As input to the extrapolation, σrφ,0 and N_eff are taken from the fit of equation (2) to the measured resolution of the 2016 test-beam data given in table 3. A Magboltz simulation has been performed to determine the transverse diffusion constant at the ILD magnetic field, giving $D_t = 31.8 \pm 0.4 \text{ } \mu\text{m}/\sqrt{\text{cm}}$.

The results of the extrapolation are shown in figure 10 for two cases. The first case assumes the electron attachment rate as determined from the measurement, where a nearly constant oxygen contamination of ~65 ppm was observed. For the other case, the electron attachment rate is set to zero to show the ultimate resolution possible under perfect operating conditions. For both cases ±2σ confidence bands are shown, which are derived from the errors of the fitted parameters and their correlations. For the case in which the attachment is set to zero, its uncertainty is — in contrast to the previous analysis in 2 — also set to zero, resulting in a lower uncertainty overall.

The extrapolation shows that — if contamination of the gas is minimized — a point resolution of 100 μm can be reached over almost the full drift length in the ILD TPC, fulfilling the requirement set for the ILD TPC. Experience of running experiments using a TPC, e.g. T2K [4] and ALICE [27], indicates that an oxygen contamination of less than 1 ppm is a realistic assumption.
5 Double-hit separation in $r\varphi$

In this section, the performance of the double-hit separation between two tracks is studied using different reconstruction techniques on the multi-track data set described in section 2.2.

The default hit reconstruction algorithm uses the charge deposited on each pad and computes its position in $r\varphi$ using a charge weighted center of gravity method. It includes a simple local minimum algorithm to identify double-hit candidates before the track finding, but no hit separation is performed. A hit is tagged as a double-hit candidate, if the charge distribution on the pads includes a dip in charge amplitude of at least one ADC count in comparison to the adjacent pads. In this double-hit study, the triplet track finder — a local track finding algorithm using triplet chains — is used as the default algorithm on these hits.

In order to improve the double-hit and track separation in the pattern recognition, two new methods have been developed and implemented in MarlinTPC. The first method, called pad pulse road search, is a combined track and hit finding algorithm based on local road search with pulses. The second method, called PRF hit separation, is a hit splitting algorithm, where the pad response function is fitted to the charge distribution of a (double-) hit candidate.

Pad pulse road search  The pad pulse road search is a combined track and hit finding algorithm taking the global event topology into account. It was adapted specifically for the data taken with the prototype TPC in order to improve the double-hit separation and works directly on the individual pulse signals on the pads of a module.

In a first step, seed pulses are identified that have the maximum absolute charge in their neighborhood, which is a region in a pad row of a size reflecting the average transverse diffusion. Starting from these seed pulses, linear roads with a width of a few times the pad pitch are defined between pairs of yet unused seed pulses in different rows, provided they exceed a minimum distance. Pulses inside a road are added and the road is iteratively refined using a linear or a helical fit, resulting in a so-called pad pulse segment. Ambiguous pulses, which belong to more than one pad pulse segment, are removed and the segments refitted. Then the ambiguous pulses are reassigned to the segment with the closest distance in the $r\varphi$ plane.

The hit finding is performed locally per row. Pulses are added to the maximum pulse not yet assigned to a hit until another pad pulse segment starts or there is a gap. The hit position is determined as in the default hit finding procedure described in section 3. The integrated hit separation of the pad pulse finder assigns ambiguous pulses to hits based on proximity. In the case of close-by seed pulses, the corresponding hits can only grow outwards, leading to biases in the position determination.

Track segments are defined and fitted based on all hits of a pad pulse segment. In a last step, matching track segments on different readout modules are combined to track candidates, which are passed to the track fitting. A detailed description of this combined track and hit finding method is given in [29].

PRF hit separation  The PRF hit separation method is shown schematically in the example in figure[11]. After a merged hit candidate has been identified, a fit is performed using the sum of two single-hit PRFs, which are convolutions of a Gaussian and a box function. In this fit, the sigma of the two Gaussian functions is fixed according to the specific drift distance. It is determined from a fit of equation (1) to the measured PRF width, as shown in figure [76]. The width of the box functions
Figure 11: Schematic illustration of a fit of the sum of two pad response functions to the signal of a merged hit.

Table 5: The cut values used in the PRF hit separation.

| parameter                              | accepted range     | comment                      |
|----------------------------------------|--------------------|------------------------------|
| charge of single hit $Q$ [a.u.]        | $600 < Q < 20,000$ | average $Q \approx 2000$    |
| number of pulses $N$                   | $4 < N < 15$       | for single hit: $N \leq 7$  |
| $\chi^2$ of a fit of the single-hit PRF| $\chi^2_{\text{single}} < 10$ |                           |
| $\chi^2$ of a fit of the double-hit PRF| $\chi^2_{\text{double}} < 52$ |                           |

The mean positions are free parameters, as are the amplitudes to adjust for different hit charges.

A series of requirements, listed in table 5, are used in order to identify double-hit versus single-hit candidates and ensure a proper reconstruction. To exclude signals from $\delta$-electrons, the fit is not performed if the hit charge is significantly larger than average. If the charge of a hit after the separation is too small, it will be rejected. If the number of pulses contributing is too small, the fit becomes unstable. If it is too large, the signal most probably does not come from a single or double hit but from other effects like $\delta$-electrons or more than two overlapping tracks. Finally, the $\chi^2$ of the fit of the single- and the double-hit PRF are compared and there are limits on their accepted values.

The PRF hit separation can be used either on the tagged double-hit candidates of the local hit search of the standard reconstruction or to improve the handling of ambiguous pulses in the hit finding of the pad pulse road search.

Performance comparison The default reconstruction is compared to the results from the pad pulse road search. In an additional step, the PRF hit separation is run on the double-hit candidates identified by the pad pulse road search to further improve the double-hit separation.

Figure 12 shows the efficiency of the double-hit separation, using the methods described above, as a function of the distance between the two tracks at the location of the hit, for test-beam data.
Figure 12: Comparison between different hit and track reconstruction algorithms and their effect on the double-hit separation a) for measured test-beam data and b) for simulated tracks, both times for a drift distance of 200 mm. Shown are the triplet track finder with default hit reconstruction and the pad pulse road search with its integrated and with the PRF hit separation. The results of the fitted curves are listed in table 6. The curves show the fits of equation (3) to the data points.

and b) tracks from a Monte Carlo simulation, both at a drift distance of ~200 mm. The efficiency is defined as the ratio of the number of separated hits to that of all double-hit candidates considered at the respective distance between tracks. The distance between two tracks corresponding to an efficiency of 50% defines the double-hit separation capability of the respective method. These values were determined from a $\chi^2$ fit of the following function to the measured separation efficiency:

$$f(\Delta r \varphi) = \frac{A}{2} \left( 1 + \text{erf}\left( \frac{\Delta r \varphi - M}{\sqrt{2} \cdot \sigma} \right) \right).$$

(3)

Here, $\Delta r \varphi$ is the distance between tracks in the $r \varphi$ direction, $\text{erf}(x)$ is the error function and $A$, $M$ and $\sigma$ are fit parameters denoting the maximum efficiency at large track distance, the inflection point and the standard deviation, respectively.

The fitted values of the parameters for the examples in figure 12 are given in table 6. The results from the pad pulse road search algorithm show a significant improvement in comparison to the results from the default reconstruction. The combination of the pad pulse road search with the PRF hit separation further improves the double-hit separation. Overall, an improvement of the double-hit separation from around 5 mm to less than 2 mm is observed in data and simulation. This is consistent with the studies using parallel laser tracks in [30], where efficient two-track separation was achieved for distances down to ~1.5 times the pad pitch.

To study the impact of the charge diffusion in the TPC volume on the hit separation, the performance has been determined for different drift distances. A comparison of the different methods is shown in figure 13 for a) data and b) the simulation. At short drift distances, the pad pulse road search performs better in combination with the PRF hit separation than with its integrated hit separation. At larger distances, where the diffusion effect dominates, the performance of both methods is similar. Overall, an improvement by more than a factor of two relative to the default hit reconstruction can be seen. A more detailed description of this study is given in [31].
Table 6: Parameter values of the fits of equation 3 in figure 12 for the different hit and track reconstruction algorithms.

| Algorithm                          | Measured Data | Simulation |
|------------------------------------|---------------|------------|
|                                    | $A$ [mm] | $M$ [mm] | $\sigma$ [mm] | $A$ [mm] | $M$ [mm] | $\sigma$ [mm] |
| triplet track finder               | 0.91     | 5.02     | 0.74       | 0.95     | 4.87     | 0.52       |
| + default hit reconstruction       |           |          |            |          |          |            |
| pad pulse road search               | 0.95     | 2.29     | 0.68       | 0.98     | 2.17     | 0.75       |
| + integrated hit separation        |           |          |            |          |          |            |
| pad pulse road search               | 0.96     | 1.90     | 0.48       | 0.99     | 1.65     | 0.60       |
| + PRF hit separation               |           |          |            |          |          |            |

Figure 13: Comparison of the double-hit separation for three different combinations of hit and track reconstruction algorithms a) for measured test-beam data and b) for simulated tracks. Shown are the triplet track finder with default hit reconstruction and the pad pulse road search with its integrated as well as with the PRF hit separation. The bars depict the ±1 $\sigma$ width of equation 3 describing the efficiency in dependence of the track distance from zero to full separation.
6 Resolution of the specific energy loss measurement

The specific energy loss per unit length \( (dE/dx) \) of a charged particle at a certain momentum depends on its rest mass. Thus, by measuring the \( dE/dx \) and the momentum, the Bethe-Bloch curve can be used to infer the mass and identify the particle species \([32]\). The specific energy loss is determined by measuring the charge deposited on each readout row, which is proportional to the energy loss. The mean energy loss, as given by the Bethe-Bloch formula, is determined from the resulting Landau-like distribution of all charge measurements along the trajectory.

In the analysis presented here, certain quality criteria are applied to ensure that only hits with an unbiased charge measurement contribute to the \( dE/dx \) estimation. Before any other cuts, 15 rows containing too many noisy or dead channels, mostly due to faulty connections of the readout cables, are excluded from the analysis, reducing the number of usable rows from 84 to 69. Then, hits containing one or more dead channels are rejected. Additionally, hits at the module edges, i.e. hits containing a pulse on a pad at either end of a row and all hits on the first and last row on each module, are ignored, as are hits on the two rows adjacent to the central bar of the ceramic frame. If a hit is tagged as a multi-hit candidate it is not taken into account as well. The pulse finder identifies these multi-hit candidates based on the presence of a double-pulse structure in time, which is equivalent to the drift direction. Also the hit finding algorithm checks for double hits, both in the drift direction and the transverse plane. In the drift direction, hits are tagged if any pad contains more than one pulse within the allowed window of arrival time. In the transverse plane, double-hit candidates are identified by looking for a local minimum in the charge distribution between adjacent pads. After all cuts, an average of 56.5 hits per track is used for the \( dE/dx \) calculation. The standard deviation of this value is 2.3 hits.

For each of these hits, the charge \( Q_{\text{hit}} \) is normalized to the path length \( \Delta s \) of the track segment over the corresponding pad row as an estimate of the energy loss:

\[
\frac{\Delta E}{\Delta x} \propto \frac{Q_{\text{hit}}}{\Delta s} .
\]

To gain a stable estimator for the mean energy loss of a track, several methods have been studied, including truncated and trimmed averages, all yielding very similar results. In the end, the best resolution was achieved with the truncated mean of 75\% of the smallest samples, cutting off the tail towards high charge values.

Figure 14a shows the distribution of the energy loss per sample \( \Delta E/\Delta x \) for all valid hits of one measurement run. For each track, the average energy loss is calculated as the truncated mean of all the hits belonging to this track, i.e. \( dE/dx = \langle \Delta E/\Delta x \rangle_{75} \). The resulting distribution of \( dE/dx \) for all tracks of one run is plotted in figure 14b. As a result of the Landau tail, a slight enhancement of the falling edge of the distribution compared to a Gaussian distribution can be observed. For this reason, the relative \( dE/dx \) resolution is calculated from the RMS and mean of the distribution. Since the relative resolution is found to be independent of the drift distance, the weighted average of 15 consecutive measurement runs at different drift distances is used to obtain a better estimate. This results in a \( dE/dx \) resolution of \( \sigma_{dE/dx} = (8.95 \pm 0.02 \pm 0.14) \% \), where the first uncertainty is the standard error of the weighted mean of the individual measurements. The second error is the standard deviation of these measurements, which can be interpreted as a systematic uncertainty.

To extrapolate to the \( dE/dx \) resolution achievable at the final ILD TPC, two methods relying exclusively on the test-beam data have been applied. For the first method the measured tracks were artificially shortened by randomly discarding a number of hits until the desired track length
was reached. This method can of course only produce tracks with fewer hits than the average of 56.5 hits per track available from the test-beam data. With this method 14 sets of shortened tracks with lengths from 4 to 56 hits were created. For the ILD TPC with an outer radius of 1770 mm, the foreseen number of pad rows is 220. Therefore, the second method is designed to acquire pseudo-tracks longer than available in the test-beam data. For technical reasons, events can only be accessed one at a time in the analysis. Thus, if the pseudo-track is supposed to contain more hits than available from the track in the current event, all remaining hits are added to the pseudo track. Then the process is continued with hits from the track in the next event. This is repeated until the remaining number of hits required for the pseudo track is smaller than the number of hits available from the real track in an event. Then the hits are selected randomly from the real track until the desired track length is reached. The latter is also done for a new pseudo track that is shorter than the real track in an event. This method allows to emulate tracks with an arbitrary number of hits. Each hit is used only once during this process to avoid introducing correlations. Twenty-five ensembles of pseudo tracks with lengths from 4 up to 220 hits are created in this way. For both methods the $dE/dx$ resolution for each track length is extracted in the way described above, including the combination of consecutive measurement runs.

The results are shown in figure [15]. Naively, one could expect a square-root dependence of the resolution on the number of hits. Instead, former experiments have found that power laws $\sigma_{dE/dx} = \sigma_0 \cdot N^{-k}$ with exponents $k < 0.5$ describe their data best [33] [36]. Therefore, a fit of a power law is performed on the extrapolated resolution, including only the statistical errors, with the exponent $k$ and the constant $\sigma_0$ as free parameters. For the shortened tracks this results in an exponent of $k = 0.459 \pm 0.004$. From the fit, the $dE/dx$ resolution in the ILD TPC with up to 220 hits is estimated to be $(4.66 \pm 0.04 \pm 0.12) \%$. The first error is the uncertainty calculated from the fit results. As above, the second error is the standard deviation of the extrapolation results gained from the individual measurements, which is interpreted as a systematic uncertainty. The corresponding values for the pseudo-track method are $k = 0.480 \pm 0.003$ and a resolution with the ILD TPC of $(4.41 \pm 0.02 \pm 0.10) \%$. The resolution results are only valid for tracks with a polar
angle of $\theta = 90^\circ$ with respect to the $z$-axis. For tracks with $\theta \neq 90^\circ$, the effective track length in the TPC increases as $L \propto 1/\sin\theta$ while the number of samples stays fixed. According to $[33]$, this is expected to result in an improved resolution $\sigma_{dE/dx} \propto L^{-k'}$ with $k' = 0.32$.

To assess the validity of the two extrapolation methods, a comparison of the fitted functions in figure 15 with the measurement of real tracks in the prototype, given on page 19, is performed. While the resolution at 56.5 hits predicted by the fit to the shortened tracks is in reasonable agreement with the full test-beam measurement, the corresponding resolution using the pseudo track method shows a discrepancy of about $3 \sigma$ to the full test-beam measurement. This may indicate a bias in this method of extrapolation. A potential source of this bias may arise from an observed variation of the average measured charge between the individual rows with a standard deviation of $\sim 3\%$. Since longer pseudo-tracks contain several hits from the each pad row in multiple events, the charge correlation between these hits is larger than for hits on several different rows. This may reduce the overall variance of the hit charge for these long pseudo tracks, resulting in a better resolution. Therefore, the slightly worse result from the shortened track method is trusted for now, which still allows to fulfill the goal of a $dE/dx$ resolution of better than $5\%$ defined in $[1]$.

6.1 Optimization of the readout granularity for $dE/dx$

To explore possible ways to improve the particle identification via the specific energy loss, a simulation study was carried out to investigate the performance of two methods to measure $dE/dx$, in dependence of the granularity of the readout. The usual approach to measure $dE/dx$ by determining the number of generated electrons, i.e. the total charge, is compared to an alternative approach of counting the number of primary ionizing interactions instead. In the first approach — here called charge summation — the number of electrons per path length follows a Landau-like distribution. The long tail of this distribution worsens the correlation of the measured average energy loss and the particle species. The second approach — called cluster counting — relies on the number of ionizing interactions, i.e. ionization clusters, of the incident particle, which follows a Poisson distribution.
Figure 16: The ionization density of pions and kaons in the simulated argon-based gas mixture. The third graph shows the relative ionization density of the two particle species on the axis to the right.

with a significantly smaller width. This results in a better correlation and particle identification power, as shown in a previous simulation study presented in [37].

The number of ionizing interactions of the incident particle can be determined by reconstructing and counting charge clusters on a highly granular readout. If the pad or pixel size and the diffusion are smaller than the typical distance between charge clusters, charge deposits on the readout plane are correlated and can be combined to reconstructed clusters. Unfortunately, it is not possible to meet these conditions fully, in particular a low enough diffusion, to reach a counting efficiency close to 100%. However, the study in [37] has shown, that even with a cluster counting efficiency of only 20% the resulting separation power is better than by measuring the energy loss by charge summation. This novel approach has not yet been applied in an experiment, but developments in low-noise ASICs and compact packaging may facilitate this in a future detector.

In the present study the performance of the two approaches is compared using the particle separation power. The separation power $S_{AB}$ for two particle types $A$ and $B$ is defined as

$$S_{AB} = \frac{|\mu_A - \mu_B|}{\sqrt{\frac{1}{2} (\sigma_A^2 + \sigma_B^2)}} . \quad (5)$$

Here, $\mu_{A/B}$ are the estimators for the energy loss — usually the mean $dE/dx$ — and $\sigma_{A/B}$ are the corresponding measurement accuracies for particle types $A$ and $B$, respectively. In the denominator the combined width from $\sigma_A$ and $\sigma_B$ is used since this study is performed without considering any specific experiment background. Therefore, there is no signal or background particle type and both are compared using an equal number of particles of type $A$ and $B$.

Following equation (5), the performance of particle separation is proportional to the difference of the average ionization. As shown in figure 16, the relative ionization of different particle species depends on the momentum. Throughout the following comparisons, the separation power is evaluated at the maximum of the ionization difference between pions and kaons of about 16% at a momentum of $3 \text{ GeV}/c$. To compare the simulation with the results from test-beam measurements
with relativistic electrons, a conversion between the measured $dE/dx$ resolution and the pion-kaon separation power was performed. This conversion takes into account the dependence on the number of samples to adjust for the difference in track length, as well as the differences between the ionization densities of electrons, pions and kaons at the respective momenta. For the test-beam measurement presented in this work, this results in a separation power of $S_{\pi K} \approx 1.5$ for the simulated track length of 300 mm. Equivalent conversions are performed for results with other pad-based readout systems [38, 39] as well as a pixel-based readout system with a pitch of 55 $\mu$m [40]. The latter is considered twice, once with an anode coverage of 95%, comparable to the pad-based systems, and once with about 60% coverage, comparable to the current pixel-based prototypes.

The MarlinTPC framework, introduced in section 3, has been used for the simulation and the reconstruction. The detailed simulation operates at the level of individual electrons from primary ionization and entails all steps of the electron propagation in the detector, i.e. ionization, drift, amplification in a triple GEM stack, projection onto the readout plane and finally the digitization in the readout electronics. For an accurate ionization simulation including so-called delta electrons, an ionization table generated by HEED [41] was used as input. For the reconstruction of the ionization clusters, the source-extractor software package [42] has been integrated into the MarlinTPC reconstruction. The simulation is performed for square pads, varying the pad pitch between 55 $\mu$m and 6 mm. Figure 17 shows an example of the resulting charge deposition on pads with a pitch of 220 $\mu$m. Also shown are the incident particle track, the corresponding signal electrons and the reconstructed cluster centers. In the simulation the gain of the GEM stack was adjusted by varying the GEM voltages between 230 V and 280 V per GEM, resulting in overall gains between ~500 and 62,000. GEM voltages above 280 V were not used since this is considered the limit of stable operation without frequent discharges. For each pad size and method, the gain resulting in the best
separation power was used.

Figure 18 shows the results of the simulations for both $dE/dx$ measurement methods in terms of the achievable separation power between pion and kaon tracks of 300 mm length and the resolution for electrons with a momentum of 5 GeV/c and a track length of 1300 mm, equivalent to the ILD TPC. Both are shown as a function of the size of the readout pads, once for a drift distance of 200 mm and once for a longer drift distance of 1000 mm, always at a magnetic field of 1 T. These parameters are comparable to the situation at the prototype TPC with a maximum drift length of 570 mm and a magnetic field of 1 T. The overall diffusion is also similar to the conditions at a potential ILD TPC, which would have a larger drift length of over 2000 mm but operates at a higher magnetic field of 3.5 T.

For very small readout pads the cluster counting method yields a very good separation power, reaching up to $S = 2.3$ for a drift distance of 200 mm and a pad size of 110 µm. Above 300 µm the separation power quickly drops with increasing pad size and becomes nearly independent of the drift distance.

For the charge summation method the separation power rises with decreasing pad size, from about $S = 1.5$ with 6 mm pads to a value of 1.75 or 2.1, depending on the drift distance. At very small pad sizes the separation power decreases again as the charge is distributed over many pads and falls below the noise threshold. This is compensated to some degree by a small drift distance and thus lower diffusion, resulting in a separation power of 2.1 at an optimum pad size of 440 µm for a drift distance of 200 mm. As is presented in [23], former experiments suggest the separation power measured by charge summation to behave as $S \propto (\text{pad-size})^{-\alpha}$, with $\alpha$ between −0.12 and −0.15. This dependence is included as the purple line in figure 18 and is compatible with the simulation for large pads, until the aforementioned threshold effect starts to play a role.

The simulation agrees very well with the performance of the test-beam measurements with pad-based systems with pad sizes around 6 mm. It describes the increase in separation power with decreasing pad size, including the transition region going from macroscopic pads and charge summation to very small pixels and cluster counting. At a granularity of 55 µm the simulation with cluster counting reaches a separation power similar to the result from the current pixel-based readout systems.

This study demonstrates that to perform particle identification using $dE/dx$, a pad size of about a factor of 10 smaller than currently used could improve the separation power by about 15 % to 30 %, depending on the drift distance. To do particle identification by cluster counting, the granularity has to be increased by another factor of two to improve the particle separation power, with the benefit of being more independent of the drift distance and the corresponding diffusion. These results show the direction a further study could take to optimize the particle identification. In the final pad-size optimization, additional factors such as the pattern-recognition performance, the spatial resolution and the overall number of channels will have to be taken into account.

7 Conclusion

A new generation of readout modules based on a triple GEM stack were operated in a large prototype TPC at the DESY test beam. The construction procedures for this generation of modules have been improved resulting in a more controlled and reproducible production, while at the same time ensuring a higher quality. The performance of the new readout modules was studied. The comparison to measurements with the previous readout generation show a good reproducibility
Figure 18: Results of the simulation study showing the performance of the charge measurement and the cluster counting methods at two drift lengths as a function of the size of the square pads. a) The separation power between pion and kaon tracks of 300 mm length. b) The $dE/dx$ resolution for relativistic electrons with a track length of 1300 mm. Also included are several values from measurements with different systems: AsianGEM [38], GridGEM (this work), Micromegas [39], GridPix [40].
of the performance. The extrapolation of the spatial single-point resolution confirmed that the requirements set for the ILD TPC can be fulfilled, if the gas contamination is minimized.

Furthermore, two new approaches have been implemented to identify and split hits of close-by tracks. This includes a pad pulse road search as combined hit and track finder as well as a hit splitting algorithm based on fitting pad response functions to the double-hit candidates. The methods were studied on simulated and measured data and compared to the existing method of hit reconstruction. The combination of both new methods leads to an improvement of the double-hit separation power by more than a factor of two, down to a track distance well below 2 times the pitch of the readout pads. For the pad pitch of 1.26 mm in the \( r\phi \) direction, this fulfills the requirement of 2 mm for the ILD TPC.

Finally, the resolution of the specific energy loss measurement was determined for the test-beam data, resulting in a resolution of \((8.95 \pm 0.02 \pm 0.14)\%\). The extrapolation of these results to the final ILD TPC yields a resolution of \((4.66 \pm 0.04 \pm 0.12)\%\), which meets the goal of 5\% for the ILD TPC. A simulation study examining ways to improve the particle identification by specific energy loss was performed. It indicates that with smaller pads of about 500 \( \mu \)m pitch a separation power up to 30\% better could be achieved. With even smaller pads below 300 \( \mu \)m pitch, a cluster counting method could be employed, further improving the separation power.
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