Exhuming nonnegative garrote from oblivion using suitable initial estimates- illustration in low and high-dimensional real data
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Summary
The nonnegative garrote (NNG) is among the first approaches that combine variable selection and shrinkage of regression estimates. When more than the derivation of a predictor is of interest, NNG has some conceptual advantages over the popular lasso. Nevertheless, NNG has received little attention. The original NNG relies on least-squares (OLS) estimates, which are highly variable in data with a high degree of multicollinearity (HDM) and do not exist in high-dimensional data (HDD). This might be the reason that NNG is not used in such data. Alternative initial estimates have been proposed but hardly used in practice. Analyzing three structurally different data sets, we demonstrated that NNG can also be applied in HDM and HDD and compared its performance with the lasso, adaptive lasso, relaxed lasso, and best subset selection in terms of variables selected, regression estimates, and prediction. Replacing OLS by ridge initial estimates in HDM and lasso initial estimates in HDD helped NNG select simpler models than competing approaches without much increase in prediction errors. Simpler models are easier to interpret, an important issue for descriptive modelling. Based on the limited experience from three datasets, we assume that the NNG can be a suitable alternative to the lasso and its extensions. Neutral comparison simulation studies are needed to better understand the properties of variable selection methods, compare them and derive guidance for practice.

Keywords: High-dimensional data, lasso, multicollinearity, nonnegative garrote, shrinkage and variable selection
1. Introduction

Variable selection plays an important role in regression analysis, and several methods have been proposed depending on the goal of the analysis. Descriptive modeling is one of the most commonly used approaches that mainly builds on the data modeling culture. It aims at capturing the data structure parsimoniously rather than obtaining optimal predictive performance. Nevertheless, a suitable descriptive model can also be an acceptable predictive model. Descriptive models are often simpler than predictive models and are thus advantageous when interpretability, transportability, and general usability are important criteria to consider (Shmueli 2010; Sauerbrei et al. 2020). In this paper, we will consider both descriptive and predictive modeling.

Classical variable selection approaches have been widely used for decades. However, they have several drawbacks, the most severe being lack of stability; thus the resulting model has poor prediction in new data (Sauerbrei and Schumacher 1992; Breiman 1996). Best subset selection is computationally infeasible for a larger number of variables, and stepwise deletion is an efficient alternative to best subset selection but does not guarantee to find the best possible model (Miller 2002; James et al. 2013). Modern variable selection methods that allow for high-dimensional statistical inference have been proposed (Buehlmann and van de Geer 2013). Penalized methods are part of modern methods for variable selection that mitigate some of the computation and discrete problems of classical methods (i.e., covariates are either retained or dropped from the model). They combine variable selection and shrinkage, and are also continuous processes that shrink coefficients towards zero, reducing high variability which can improve prediction accuracy of models (Hastie, Tibshirani and Friedman 2009; Breiman 1996). Numerous studies have focused on penalized regression methods like the least absolute shrinkage and selection operator (lasso) (Tibshirani 1996),
Smoothly Clipped Absolute Deviation (SCAD) (Fan and Li 2001), and adaptive lasso (Zou 2006).

The nonnegative garrote (Breiman, 1995) and the lasso are among the first approaches that combine variable selection and shrinkage, but in practice, the former has received little attention despite some of its good conceptual properties. For instance, Zou (2006) showed that for a fixed number of variables the lasso is in general not variable selection consistent unless the design matrix satisfies strong assumptions, while the nonnegative garrote does not require such strong assumptions. Moreover, he showed that the lasso shrinkage produces biased estimates for the large coefficients because it shrinks both large and small nonzero coefficients equally, which can be detrimental to prediction due to excessive amount of bias.

On the other hand, the NNG imposes severe shrinkage on small coefficients while large coefficients are hardly shrunken, which is a desirable property, especially when the regression estimates are of primary interest.

This paper focuses on the NNG that was originally proposed for modeling in classical linear regression models in low-dimensional data. The method has good features of both subset selection and ridge regression and is said to select simpler models with good predictive accuracy (Breiman 1995). The NNG like adaptive lasso requires initial estimators from the full model to be used as weights for penalizing different coefficients. It has been shown that the NNG with OLS initial estimators is consistent in variable selection in low-dimensional data when collinearity is not a concern, and the tuning parameter is properly chosen (Zou 2006; Yuan and Lin 2007).

A major drawback of the original NNG is its explicit reliance on OLS estimators, which perform poorly in highly correlated settings (Tibshirani 1996; Yuan and Lin 2007). Similarly, when the number of unknown parameters is much larger than the sample size, the OLS estimator is unavailable, and the NNG cannot be applied. About 15 years ago, it was shown that NNG can be used with other initial estimators. For instance, ridge initial estimators have
been used in highly correlated settings because they are more stable than OLS estimators (Yuan and Lin 2007). In high-dimensional settings, Zhang, Jeng and Liu (2008) investigated the theoretical properties of ridge and lasso as initial estimators for two-step procedures, including the NNG. Their study showed that the ridge estimator can be used as an initial estimator when the tuning parameter is properly chosen. Despite many citations (Google scholar 1441 on October 27, 2022) of the original article by Breiman (1995) and the possibilities offered by proposed initial estimates, it seems that NNG is hardly used in practice. The lasso and some of its extensions are the dominating methods.

Penalized regression estimators including the NNG do not fit well into classical theory because the resulting estimators are biased (Van Houwelingen 2001). Several standard error estimators have been proposed for inference using penalized estimators. Fan and Li (2001) showed that the sandwich formula can be used as an approximate estimator for the covariance of the SCAD estimates. Xiong (2010) derived the sandwich formula for the NNG estimator. It is important to note that the sandwich formula gives an estimated variance of zero for covariates with zero coefficients, which is unsatisfactory. The bootstrap has been suggested as an alternative method for estimating the standard errors of the penalized estimators (Tibshirani 1996).

Using three publicly available datasets, this study sought to demonstrate that nonnegative garrote: (i) performs well in low-dimensional data, both with a low and high correlation in terms of variable selection and prediction, and (ii) can be applied in high-dimensional settings, which would imply that the NNG may be a suitable alternative to popular approaches. In low-dimensional data with low correlation, we will investigate the effects of using penalized and unpenalized initial estimators on the NNG regression coefficient estimates, model selection and prediction. In addition, we will compare the proposed sandwich and bootstrap standard errors of the NNG estimates. In all datasets, the performance
of the NNG was compared with the lasso, adaptive lasso, relaxed lasso and best subset selection.

The rest of the paper is organized as follows. Section 2 describes the three data sets used and discusses the relevance of data standardization. Section 3 describes the NNG with its tuning parameters, initial estimators, and standard errors of estimates. Section 4 compares the results of NNG with those of competing approaches. Section 5 contains the discussion and conclusions. Due to space limitations, software implementation and a detailed description of other variable selection methods have been relegated to the supporting information.

2. Datasets

Three datasets with different structures were used, two of which were low-dimensional with a low and relatively higher degree of multicollinearity, while one was high-dimensional. The variance inflation factors (VIF) and conditional number (CN) of the design matrix were used to quantify collinearity in the design matrix (Belsley, Kuh and Welsch 2005). To demonstrate the performance of approaches in a low degree of collinearity, we reanalyzed the prostate cancer data set from the study by Stamey et al. (1989). The data consisted of the medical records of 97 male patients who were about to undergo radical prostatectomy. The response variable was the logarithm of prostate-specific antigen, while the covariates were eight clinical measures. The VIF ranged between 1.34 and 3.10, while the CN was 4.15; an indication of a low degree of collinearity.

In addition, we reanalyzed the body data by Johnson (1996) containing records of physical and body circumference measurements of 252 men. The outcome was the percentage of body fat and 13 covariates. Based on a detailed check for influential points (IP), two IPs (39 and 216) were eliminated before analysis. The CN was 21.06, while the VIF ranged from 1.82 to 45.32, indicating potential collinearity problems. We reanalyzed the preprocessed data set reported by Boulesteix, Guillemot and Sauerbrei (2011) to illustrate that fitting the NNG in
high-dimensional data is feasible. This data was initially used to develop gene-expression prediction models for disease outcomes for \((n=286)\) patients with lymph node-negative breast cancer. The outcome was a binary variable with 1 denoting a relapse \((n_1 = 107)\) and 0 denoting no relapse \((n_2 = 179)\), with a total of 22,283 covariates. All the datasets used are publicly available and more details are given in Web Appendix A of the supporting information.

Standardized covariates are generally recommended before fitting penalized regression methods unless they are all measured in the same units (James et al. 2013). However, unlike other methods, the NNG is scale-invariant (Breiman 1995). The standard deviation of each column of the design matrix was used to scale the original covariates in all datasets to ensure that all covariates were on the same scale. This approach is sensible when all covariates are continuous and assumed to be linearly related to the outcome variable. This assumption was acceptable in the present study since some continuous variables that were deemed to be nonlinear, for instance, in prostate cancer data, were logarithm transformed. The approach is problematic in the presence of binary variables because the high prevalence cells will dominate the penalty function in penalized methods (Harrell 2016). Nevertheless, we resolved to use this approach since we only had a single binary covariate in one dataset.

3. Methods for variable selection

In penalized likelihood procedures, we considered the NNG, lasso, adaptive lasso (Alasso), and relaxed lasso (Rlasso) (Meinshausen 2007), while the best subset selection was considered in classical variable selection strategies. In this section, the NNG is discussed in depth, while other methods are described in Web Appendix B of the supporting information.

3.1 Nonnegative garrote

The original NNG estimator consists of initial estimation of OLS estimates, \(\hat{\beta}^{OLS}\), from the full least-squares model, the selection of the tuning parameter, \(\lambda\), and the estimation of
nonnegative shrinkage factors \(c=(c_1,…,c_p)^T\) (Kipruto and Sauerbrei 2022). The same process can be applied to generalized linear models by replacing OLS estimates with maximum likelihood estimates. For classical linear regression models, the shrinkage factors \(\hat{c}(\lambda)\) are obtained by optimizing

\[
\hat{c}(\lambda) = \text{arg min}_c \frac{1}{2n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} c_j x_{ij}^* \right)^2 + \lambda \sum_{j=1}^{p} c_j, \quad c_j \geq 0, \quad \lambda \geq 0.
\]

where \(x_{ij}^* = \hat{\beta}_j^{\text{OLS}} x_{ij}\) and \(\lambda\) is a tuning parameter. The NNG estimate is calculated as \(\hat{\beta}_j^{\text{NNG}}(\lambda) = \hat{c}_j \hat{\beta}_j^{\text{OLS}}\). When the columns of \(X\) are orthogonal, \(X^T X = I_n\) the shrinkage factors can be estimated using \(\hat{c}_j(\lambda) = \left( 1 - \frac{\lambda}{(\hat{\beta}_j^{\text{OLS}})^2} \right)_+ = m_+\), where \(m_+ = \max(m,0)\) denotes the positive part of \(m\). This implies that the regression coefficients whose OLS estimates are large in absolute terms in a full model will have shrinkage factors close to 1, while noise covariates are likely to have OLS estimates close to zero and as a result, the shrinkage factors can be exactly zero (Yuan and Lin 2007; Kipruto and Sauerbrei 2022), as shown on the top-left panel of Figure 1. When \(\lambda = 0\), the penalty term has no effect and all shrinkage factors are equal to 1 and the NNG estimates are equal to OLS estimates. On the other hand, when \(\lambda \to \infty\), all shrinkage factors are equal to zero and the NNG gives the null model in which all regression estimates are equal to zero. This means that the performance of NNG critically depends on the tuning parameter. In estimating the tuning parameter for the NNG, Breiman (1995) found that 10-fold cross-validation (CV) was more reliable than leave-one-out cross-validation (LOOCV). For this reason, we estimated \(\lambda\) using 10-fold CV, where the optimal \(\lambda\) was obtained by selecting the model that minimized the mean squared error and deviance in Gaussian and binomial models, respectively.
Figure 1. Shrinkage behavior of penalized methods in orthogonal design. The estimate of each procedure (y-axis) is plotted against the OLS estimate (x-axis). The dashed line is the line of equality. Adapted from several authors (Tibshirani 1996; Zou 2006; Meinshausen 2007).

3.1.1 Initial estimates for nonnegative garrote and adaptive lasso

The choice of initial estimates is crucial for the success of the NNG and Alasso. The original NNG relies on OLS estimates, which are known to be highly variable in a high degree of multicollinearity, and its unique solution does not exist in high-dimensional settings, thus both phenomena have a negative impact on the NNG. The latter could be the probable reason that NNG is not used in the analysis of high-dimensional data (Kipruto and Sauerbrei 2022). However, Yuan and Lin (2007) demonstrated that NNG is a flexible approach that can be used with other initial estimators such as the ridge or elastic net. Several initial estimators have been proposed for the Alasso. In low-dimensional data, Zou (2006) recommended the use of OLS estimators except when multicollinearity is problematic, in which case he proposed ridge estimators. In high-dimensional settings, Huang, Ma and Zhang (2008)
proposed univariate regression estimators in situations where the zero and nonzero components are uncorrelated or at most weakly correlated, which is an unrealistic assumption in most applications. Furthermore, lasso initial estimators have been proposed. In this study, we used OLS, ridge, and lasso estimators as initial estimators for NNG and Alasso. The latter two were tuned in a prediction optimality way using 10-fold CV and were used for both low and high-dimensional data.

3.1.2 Standard errors of NNG regression estimates

It has been shown that local quadratic approximation (LQA) can provide a sandwich formula for variance estimation of nonzero components for the SCAD penalty (Fan and Li 2001). Through simulation studies, Fan and Li (2001) showed that the formula has good accuracy even for moderate sample sizes. In addition, Zou (2006) used the LQA approach to derive a sandwich formula for the adaptive lasso and tested its accuracy in simulation studies, again reporting that the standard error formula works quite well. The LQA approach was also used by Xiong (2010) to derive the standard error formula for the NNG estimator. The sandwich formula gives an estimated variance of zero for covariates with zero coefficients, which is unsatisfactory.

The bootstrap has been suggested as an alternative method (Tibshirani 1996) and several studies have been conducted to evaluate the performance of the bootstrap standard errors. For instance, Knight and Fu (2000) studied the asymptotic behavior of the lasso estimator using residual bootstrap and established that when there are one or more zero components, the bootstrap approximation may fail in consistency. They argued that one possible solution to this is to use consistent model selection procedures like the adaptive lasso. Based on the fact that the NNG is a consistent model selection procedure (Zou 2006; Yuan and Lin 2007), it suffices to use bootstrap to estimate the variance of the NNG estimator. We used the nonparametric bootstrap method (Efron and Tibshirani 1994), in which a bootstrap sample was drawn with replacement. A total of 1,000 repetitions were conducted. To study the
behavior of the bootstrap standard errors, the NNG was fitted in each bootstrap sample by either fixing $\lambda$ at its optimal (or one standard error (1SE) rule) value from the original data or re-estimating it in each bootstrap sample using a 10-fold CV as conducted by Tibshirani (1996) for the lasso.

3.2 Optimal versus one standard error rule tuning parameters

In practice, a cross-validation scheme is often used to select tuning parameter(s) with the aim of achieving prediction optimality. When the goal is to recover the true model or select a simple model for description, a tuning parameter with a larger value than that of optimal prediction is required (Buehlmann and van de Geer 2013). As a result, a 1SE rule has been proposed in which the simplest model, whose error is within one standard error of the minimum error, is selected (Hastie et al. 2009). This approach was previously applied by Breiman et al. (1984) in the context of regression trees, where they reported a reduction in the instability of trees and helped choose the simplest tree whose prediction error was comparable to the optimal prediction error. In the current study, we compared the performance of optimal and 1SE rule tuning parameters in terms of model selection and prediction accuracy. In addition, we investigated the effects of optimal and 1SE rule tuning parameters on the proposed standard errors of NNG estimates.

3.3 Prediction errors

When developing prediction models, it is important to evaluate their prediction accuracy on new data, which is often not available. Several approaches for evaluating prediction performance that use the data at hand, such as data-splitting and cross-validation have been proposed (Hastie et al. 2009). The former requires sufficient data to allow for splitting of the data into a training set for model development and a test set for estimating test error. Since data are often scarce, this approach is not ideal because it reduces the sample size for model development and testing and may tend to overestimate the test error for the model fitted to the
entire dataset (James et al. 2013; Harrell 2016). The approach also suffers from numerous other weaknesses as summarized by Harrel (2016). Cross-validation is an approach for estimating prediction error that uses all the data and seems to be widely accepted. In this study, 10-fold CV was used as recommended in practice due to a good compromise between bias and variance of the prediction error (Hastie et al. 2009; James et al. 2013). Two metrics were used as loss functions: (i) for Gaussian responses, we used the mean squared error (MSE), while (ii) for binary responses, we used the area under the receiver operating characteristic (ROC) curve, which is identical to the concordance statistic (Steyerberg 2020).

3.4 Notations

We introduce the notations used in the results section. The notation used here is somewhat different from the notation used in other studies but allowed us to efficiently deal with model comparisons. The NNG with OLS, ridge, and lasso as initial estimators in conjunction with cross-validation for selecting optimal tuning parameters is denoted by NNG (O, CVopt), NNG (R, CVopt), and NNG (L, CVopt), respectively. The Alasso with OLS, ridge, and lasso as initial estimators in conjunction with optimal tuning parameters was denoted by Alasso (O, CVopt), Alasso (R, CVopt), and Alasso (L, CVopt), respectively. When the 1SE rule was used to select tuning parameters, “opt” was replaced by “1se”. Best subset selection with cross-validation and the BIC criterion was denoted by BS (CV) and BS (BIC) respectively.

4. Results

4.1 Prostate cancer data

Nonnegative garrote initial estimates

The choice of initial estimates is essential for NNG to correctly identify the set of relevant and irrelevant variables. In the prostate cancer study, it was sufficient to use OLS initial estimates from the full model due to the low degree of collinearity. However, we further investigated the performance of ridge and lasso initial estimates using optimal tuning parameters as shown
in Table 1 and compared the results. We also used the lasso estimates with a tuning parameter selected from the 1SE rule.

Table 1. Prostate data. Estimates of standardized covariates from four approaches used as initial estimates for NNG.

| Covariate | OLS   | Ridge($\lambda_{opt}$) | Lasso($\lambda_{opt}$) | Lasso($\lambda_{1SE}$) |
|-----------|-------|------------------------|------------------------|-------------------------|
| x1        | 0.662 | 0.577                  | 0.647                  | 0.517                   |
| x2        | 0.265 | 0.257                  | 0.260                  | 0.104                   |
| x3        | -0.157| -0.124                 | -0.143                 | 0.000                   |
| x4        | 0.140 | 0.124                  | 0.132                  | 0.000                   |
| x5        | 0.314 | 0.282                  | 0.299                  | 0.126                   |
| x6        | -0.148| -0.055                 | -0.113                 | 0.000                   |
| x7        | 0.035 | 0.046                  | 0.030                  | 0.000                   |
| x8        | 0.125 | 0.096                  | 0.112                  | 0.000                   |
| #Variables| 8     | 8                      | 8                      | 3                       |
| $R^2$     | 0.663 | 0.659                  | 0.663                  | 0.562                   |
| Adj. $R^2$| 0.633 | 0.628                  | 0.632                  | 0.548                   |

The OLS and ridge estimates are slightly different, as shown in Table 1 and Figure 2 (left panel). Depending on the size of the tuning parameter, the lasso can force some of the estimates to be exactly zero. However, the optimal tuning parameter estimated via cross-validation did not eliminate any variable, and the resulting estimates were close to OLS estimates, indicating that the penalty term had minimal effects. Using the tuning parameter from the 1SE rule led to a model with only three nonzero coefficients, but the estimates were over-shrunken as compared to the OLS estimates (Figure 2, left panel) due to the larger tuning parameter; hence the model fit was affected, as shown by a smaller adjusted $R^2$ of 0.548 (Table 1). The two versions of the lasso estimates were used as initial estimates for NNG to show that NNG can be used to reduce the number of variables selected by the lasso and to correct for the over-shrinkage behavior of nonzero coefficients by the lasso. The former was achieved using the optimal lasso initial estimates and examining whether NNG further eliminated any variables; the latter involved a comparison of the Lasso ($\lambda_{1SE}$) and NNG ($L(\lambda_{1SE}), CV_{opt}$) estimates.
Table 2 shows the parameter estimates from the full OLS model and the number of variables selected by NNG using four different initial estimates (OLS, ridge ($\lambda_{opt}$), lasso ($\lambda_{opt}$), and lasso ($\lambda_{1se}$)). The results showed that the OLS model with eight variables explained about 66% of the total variation, and three variables (x1, x2 and x5) were significant at the 5% level, with the former having the strongest effects. Using any of the four initial estimates in conjunction with optimal tuning parameters from a 10-fold CV resulted in the selection of the three variables that were significant in the full model. A large difference in $R^2$ was observed between the lasso ($\lambda_{1se}$) ($R^2 = 0.56$, Table 1) and NNG with lasso ($\lambda_{1se}$) as initial estimates ($R^2 = 0.64$, Table 2). This indicates that the NNG can improve the model fit of the lasso by a larger margin by reducing the over-shrinkage of regression coefficients.
Table 2. Prostate data. OLS and NNG models. Effects of tuning parameters (second row) and initial estimates (third row) on the selected NNG model.

|        | Full OLS | Nonnegative garrote |
|--------|----------|----------------------|
|        | Estimate | p-value | OLS | ridge($\lambda_{opt}$) | lasso($\lambda_{opt}$) | lasso($\lambda_{1se}$) |
| x1     | 0.662    | 0.000   | x   | x                     | x                    | x                     |
| x2     | 0.265    | 0.003   | x   | x                     | x                    | x                     |
| x3     | -0.157   | 0.058   | -   | -                     | -                    | -                     |
| x4     | 0.140    | 0.098   | -   | -                     | -                    | -                     |
| x5     | 0.314    | 0.002   | x   | x                     | x                    | x                     |
| x6     | -0.148   | 0.241   | -   | -                     | -                    | -                     |
| x7     | 0.035    | 0.752   | -   | -                     | -                    | -                     |
| x8     | 0.125    | 0.310   | -   | -                     | -                    | -                     |
| #variable | 8       | 3       | 3   | 3                     | 3                    | 3                     |
| $R^2$  | 0.66     | 0.63    | 0.63| 0.63                  | 0.63                 | 0.64                  |
| Adj. $R^2$ | 0.63    | 0.62    | 0.62| 0.62                  | 0.62                 | 0.62                  |

“x” and “-” denotes that a variable is selected and eliminated, respectively.

Effects of initial estimates on NNG shrinkage factors and regression estimates

Figure 2 displays the absolute values of standardized initial estimates, the NNG shrinkage factors, and the NNG regression estimates. The values of the three initial estimates (OLS, ridge ($\lambda_{opt}$), and lasso ($\lambda_{opt}$)) were slightly different (left panel). As a result, their shrinkage factors (middle panel) and corresponding regression estimates (right panel) were almost identical. Two of the lasso ($\lambda_{1se}$) initial estimates (x2 and x5) that were nonzero are extremely small (left panel) and NNG recognized this and estimated shrinkage factors that were greater than one to correct for the over-shrinkage. In the full OLS model, the estimates for x1, x2 and x5 were 1.3, 2.6, and 2.5 times the estimates of the lasso ($\lambda_{1se}$), respectively. These values were close to the NNG shrinkage factors of 1.2, 2.7 and 2.1 for the aforementioned variables, respectively. This means that the resulting NNG regression coefficients were closer to the OLS estimates from the full model than the lasso ($\lambda_{1se}$), hence improving the model fit. In this case, the lasso acted as a screening method, and since its tuning parameter was large as a result of adopting the 1SE rule, no variable was further eliminated by the NNG, and instead a gain was observed in terms of reducing over-shrinkage of the lasso estimates. The right panel of Figure 2 shows that NNG regression estimates are similar for all initial estimates.
Nonnegative garrote standard errors

The standard errors from the sandwich formula and the bootstrap were compared. Overall, the sandwich standard errors were relatively smaller than the bootstrap standard errors (Figure 3a and 3d) regardless of whether the optimal or ISE rule tuning parameters were used. The two versions of bootstrap standard errors were in close proximity for variables with nonzero coefficients (x1, x2, and x5) in the original data, while large differences were observed for the zero coefficients (x3, x4, x6-x8), especially when optimal $\lambda$ was re-estimated in each bootstrap sample. This is because the covariates whose estimated coefficient was zero in the original data (x3, x4, x6-x8) were given nonzero coefficients in large proportions when $\lambda$ was re-estimated (Figure 3c) rather than fixed (Figure 3b). Adopting the 1SE rule decreased these proportions considerably (Figure 3e and 3f) as it selected the simplest model with strong covariates, though the bootstrap estimates were somewhat shrunken towards zero, especially for small nonzero coefficients (Web Table 1 in the supporting information). Based on these findings, it seems that the sandwich standard errors for strong effects such as x1 are a good approximation to the bootstrap with fixed and re-estimated optimal $\lambda$, but poor approximations for moderate effects like x2 and x5.
Figure 3. Prostate data. NNG (O, CV) standard errors (SE) and distribution of bootstrap estimates. Upper and lower panel: results using optimal and 1SE rule \( \lambda \), respectively. Left panel (a and d): comparison of sandwich and bootstrap SE for re-estimated and fixed \( \lambda \). Middle panel: distribution of bootstrap estimates for a fixed \( \lambda \) from the original data (b and e). Right panel: distribution of bootstrap estimates by re-estimating \( \lambda \) (c and f) in each bootstrap sample.

Comparison of NNG with other selection procedures

Table 3 shows the variables selected by different selection methods. The NNG and Alasso selected three covariates (\( x_1, x_2 \) and \( x_5 \)) regardless of the chosen initial estimates, and their model fits were nearly identical (\( R^2 \) of about 0.63). The same variables were also selected by relaxed lasso, best subset selection and lasso using the 1SE rule. However, no variable was eliminated by the lasso with the optimal tuning parameter. Even though the best subset selection using the CV and BIC criterion selected the same model, this is not always the case because the BIC usually selects smaller models than the CV because it penalizes models with many variables more heavily. The estimates of the relaxed lasso were identical to the estimates of the best subset selection without post-estimation shrinkage since its relaxation parameter \( \phi = 0 \), hence the model fit was identical. Generally, all selection methods fitted the data equally well except the lasso \( (\lambda_{1SE}) \) model which performed poorly.
Table 3. Prostate data. Comparisons of variables selected and model fit for different selection methods applied. NNG and Alasso with OLS, ridge and lasso initial estimates selected same models.

| Variable | $\beta^{OLS}$ | P-value | NNG | Alasso ($\lambda_{opt}$) | Lasso ($\lambda_{1se}$) | Rlasso ($\phi = 0$) | BSS(CV) | BSS(BIC) |
|----------|----------------|---------|-----|--------------------------|------------------------|-------------------|--------|----------|
| x1       | 0.662          | 0.000   | x   | x                        | x                      | x                 | x      | x        |
| x2       | 0.265          | 0.003   | x   | x                        | x                      | x                 | x      | x        |
| x3       | -0.157         | 0.058   | -   | -                        | x                      | -                 | -      | -        |
| x4       | 0.140          | 0.098   | -   | -                        | x                      | -                 | -      | -        |
| x5       | 0.314          | 0.002   | x   | x                        | x                      | x                 | x      | x        |
| x6       | -0.148         | 0.241   | -   | -                        | x                      | -                 | -      | -        |
| x7       | 0.035          | 0.752   | -   | -                        | x                      | -                 | -      | -        |
| x8       | 0.125          | 0.310   | -   | -                        | x                      | -                 | -      | -        |
| #variables| 8              | 3       | 3   | 8                        | 3                      | 3                 | 3      | 3        |
| $R^2$    | 0.66           | 0.63    | 0.63| 0.66                     | **0.56**               | 0.64              | 0.64   | 0.64     |
| Adj.$R^2$| 0.63           | 0.62    | 0.62| 0.63                     | **0.55**               | 0.63              | 0.62   | 0.62     |

"x" and "+" denotes variables selected and omitted respectively.

4.2 Body fat-highly correlated data

In this section, we assess the performance of NNG in highly correlated data and compare the results with other approaches. Our ultimate goal is to investigate whether replacing OLS initial estimators with ridge estimators can help mitigate the problem of multicollinearity and thus improve selected models and prediction performance.

Comparison of variable selection methods in highly correlated settings

Results of different procedures are summarized in Table 4. Variable $x_1$ was found to be an important covariate of body fat since its removal led to a reduction in $R^2$ by about 14%. The relaxed lasso and BS (BIC) selected simple models with four and three variables, respectively, while the BS (CV) selected a complex model with 11 variables. Elimination of variables hardly influenced adjusted $R^2$, which ranged from 0.72 to 0.73.

The NNG (O, CVopt) selected a relatively larger number of variables (10 variables) than the NNG (R, CVopt) and NNG (L, CVopt) that selected eight variables each. The NNG (R, CVopt) and NNG (L, CVopt) selected the same variables even though the former started with all 13 variables, while the latter started with eight variables after five were removed in the first stage by the lasso. The NNG (L, CVopt) did not further remove any variables but reduced the shrinkage effect of the lasso (Web Table 3 in the supporting information).

The Alasso (O, CVopt) and Alasso (R, CVopt) selected the same ten variables as NNG (O,
CVopt), implying that replacing OLS by ridge initial estimators had no effect on the model selected.

Table 4. Body fat data. Comparisons of variables selected and model fit for different selection methods. OLS, ridge and lasso initial estimates for NNG and Alasso are denoted by O, R and L respectively. Initial estimates are not applicable (NA) for lasso, relaxed lasso and best subset selection methods.

| Variable   | Full OLS | NNG | Alasso | Lasso | Rlasso | BS(CV) | BS(BIC) |
|------------|----------|-----|--------|-------|--------|--------|---------|
| Abdomen    | 8.95     | 0.00| 14.04  | x     | x      | x      | x       |
| Wrist      | 1.65     | 0.00| 1.71   | x     | x      | x      | x       |
| Age        | 0.97     | 0.02| 0.84   | x     | x      | x      | x       |
| Neck       | 0.92     | 0.09| 0.44   | x     | x      | x      | x       |
| Forearm    | 0.58     | 0.16| 0.29   | x     | x      | x      | x       |
| Thigh      | 1.02     | 0.17| 0.28   | x     | x      | x      | x       |
| Hip        | 1.05     | 0.26| 0.19   | x     | -      | x      | -       |
| Height     | 0.55     | 0.27| 0.18   | x     | x      | x      | x       |
| Biceps     | 0.52     | 0.30| 0.16   | x     | x      | x      | x       |
| Chest      | 0.88     | 0.31| 0.15   | x     | -      | x      | -       |
| Ankle      | 0.28     | 0.43| 0.09   | -     | -      | x      | -       |
| Weight     | 0.68     | 0.71| 0.02   | -     | -      | -      | -       |
| Knee       | 0.02     | 0.97| 0.00   | -     | -      | -      | -       |
| # variables| 13       | 10  | 8      | 10    | 10     | 8      | 8       |
| R²         | 0.74     | 0.74| 0.74   | 0.74  | 0.74   | 0.74   | 0.74    |
| Adj. R²    | 0.73     | 0.73| 0.73   | 0.73  | 0.73   | 0.73   | 0.73    |

Comparison of fitted values of NNG with other selection procedures

In Table 4, we established that some of the methods differed with respect to the covariates selected but fitted the data equally well with minor differences in explained variation. However, it is most unlikely that the fitted values from all observations will agree. Here, we investigated whether there was a reasonable agreement between the fitted values of NNG and other selection procedures using the Bland-Altman plot (Bland and Altman 1986). The plot compares fitted values of two methods by plotting individual differences (d) against the individual means. We summarized the lack of agreement by calculating the mean difference (d̅) and the standard deviation of the differences (SD). We would expect most of the differences to lie within the limits of agreement (LOA) ) (d̅ ± 2SD) in order to declare a satisfactory agreement (Bland and Altman 1986; Gerke 2020).
Figure 4 shows the scatter plot and the Bland-Altman plot for four pairs of predictors. The fitted values of NNG (R, CVopt) and NNG (L, CVopt) are nearly identical (Figure 4a), with a mean difference (95% confidence interval) of 0.00 (-0.01, 0.01). The majority of the data points lie within the narrow LOA (-0.1, 0.1) (Figure 4b). In this case, the lasso or ridge initial estimators can be used interchangeably without much difference in model fit and fitted values. Based on these results, we only compared fitted values of NNG (R, CVopt) with other variable selection approaches. Figure 4c shows a linear relationship between the fitted values of NNG (R, CVopt) and the BS (BIC), with the difference ranging from -3.0 to 2.4 and a mean difference of 0.00 (-0.13, 0.13) (Figure 4d). This suggests that the fitted values of the two approaches were nearly identical on average, but the LOA (-2.12, 2.12) was much wider. A positive trend was evident in Figure 4f comparing the fitted values of NNG (R, CVopt) and the lasso. The scatterplot revealed that the fitted values of NNG (R, CVopt) tended to be smaller than those of the lasso on the lower end and vice versa on the upper end (Figure 4c). Generally, the level of agreement between NNG (R, CVopt), and different approaches varied, with evidence of good agreement with Alasso (L, CVopt) (Figure 4h) and poor agreement with BS (BIC).
Figure 4. Body fat data. Fitted values from NNG, lasso, best subset selection, and adaptive lasso models. Upper panel: scatterplot with a line of identity. Lower panel: Bland-Altman plot for the difference against the mean of the two fitted values, with a 95% pointwise confidence interval (shaded and almost invisible). The horizontal dashed lines are drawn at the mean difference (always very close to zero) and the lower and upper LOA.

Comparison of prediction errors in highly correlated data

Within the NNG family of models, the NNG (R, CVopt) had a smaller MSE (Figure 5a), probably due to the stability of ridge initial estimates in highly correlated settings. A comparison of all the approaches showed that NNG (R, CVopt), Alasso (R, CVopt), and the lasso had slightly better predictive accuracy than the full OLS model, while BS (CV) performed the worst with high variation (Figure 5a and 5b). We also investigated the effects of choosing the tuning parameters of penalized methods using the 1SE rule on prediction errors (Figure 5c), and established that the percentage increase in prediction errors ranged from one (relaxed lasso) to six (adaptive lasso). Again, using the 1SE rule resulted in smaller models at the expense of prediction inaccuracy (Figure 5d).
Figure 5. Body fat data. Cross-validation MSE for different methods, the dashed horizontal line is drawn at the MSE for the full OLS model. Top right: standard errors of cross-validation MSE. Bottom left: comparison of optimal and 1SE rule prediction errors of penalized methods. Bottom right: the average number of variables (± one standard error bands) selected by penalized methods in CV using optimal and 1SE rule tuning parameters.

4.3 Gene expression - high dimensional data

In this section, we illustrate that NNG can be applied in high-dimensional data with a binary response variable. We compared the similarities and differences in variables selected using ridge and lasso initial estimates.

Variable selection in high dimensional data

Table 5 shows dramatic differences in the number of variables selected by different approaches. When optimal tuning parameters were used, the NNG (L, CVopt) yielded a substantially sparser fit with 46 out of 22,283 variables, followed closely by Alasso (L, CVopt) with 57 variables. When ridge initial estimators were used, the NNG and Alasso selected larger models than the lasso and relaxed lasso. The lasso and relaxed lasso selected the same number of variables (94 out of 22,283) since the chosen relaxation parameter of the latter was $\phi=1$; in this case, the two models were identical.
When the tuning parameters from the 1SE rule were used, the relaxed lasso and lasso selected an extremely small number of variables (one and two variables, respectively), compared to the NNG and adaptive lasso, using both ridge and lasso initial estimates. Further analysis of the variables selected by NNG and adaptive lasso using the ridge and lasso initial estimates revealed that they shared 40 and 36 variables when optimal and 1SE rule tuning parameters were used respectively (Figure 6).

Table 5. Gene expression data. Number of variables selected and AUC for different approaches using optimal and 1SE rule tuning parameters.

|                      | Ridge | Lasso | Rlasso | Alasso(R) | Alasso(L) | NNG(R) | NNG(L) |
|----------------------|-------|-------|--------|-----------|-----------|--------|--------|
| # Variables (optimal)| 22    | 94    | 94     | 114       | 57        | 134    | 46     |
| # Variables (1SE)    | 22    | 2     | 1      | 99        | 55        | 109    | 40     |
| AUC (optimal)        | 0.709 | 0.662 | 0.626  | 0.673     | 0.671     | 0.688  | 0.658  |
| AUC (1SE)            | 0.677 | 0.582 | 0.567  | 0.672     | 0.666     | 0.670  | 0.657  |
| % decrease in AUC    | 4.5   | 12.1  | 9.4    | 0.1       | 0.7       | 2.6    | 0.0    |

* No variable was selected in some of the 10-folds, caused by large tuning parameters.

Figure 6. Gene expression data. The number of variables selected by nonnegative garrote and adaptive lasso using ridge and lasso initial estimators with optimal and 1SE rule tuning parameters. The approaches selected 40 and 36 variables in common when optimal and 1SE rule was used respectively. Further analysis of these 40 and 36 variables showed that 34 variables were in common.

Prediction accuracy in high dimensional data

Table 5 shows the cross-validated AUC and Web Table 5 (in supporting information) shows the average number of variables selected by different approaches in the CV. For optimal
tuning parameters, all models had an AUC greater than 0.6 (Table 5) and they differed in accuracy. The ridge regression model had the highest AUC (0.709), while the relaxed lasso performed worst (AUC of 0.626). The performance of NNG (R, CVopt) and Alasso (R, CVopt) were very similar and slightly better than the lasso. In addition, the AUC of NNG (L, CVopt) and Alasso (L, CVopt) were similar to the lasso. However, the number of covariates selected in CV by the lasso was on average 69 variables, compared to 37 by the NNG (L, CVopt) and 45 by the Alasso (L, CVopt) (Web Table 5 in supporting information).

Using the tuning parameters from the 1SE rule had a drastic impact on the prediction performance of lasso and relaxed lasso, while effects on NNG and adaptive lasso were negligible (Table 5). The poor performance of the lasso can be explained by the fact that the tuning parameter was too large such that all variables were removed from the model in two out of ten folds, and perhaps due to the effects of over-shrinkage of nonzero coefficients. For the relaxed lasso, it was possibly caused by a large tuning parameter, which led to underfitting because one variable was only selected in 4 out of 10 folds and no variable was selected in three of the 10 folds. Generally, the NNG with lasso initial estimates and the relaxed lasso selected smaller models on average in CV when optimal and 1SE rule tuning parameters were used, respectively (Web Table 5 in the supporting information).

5 Discussion and conclusion

With the aim of exhuming NNG from oblivion in practice, we have assessed the performance of NNG in three real datasets with severe differences in the data structure. Our focus was on the variation in performance by comparing the effects of various initial estimates and tuning parameters in low and high correlation settings as well as high-dimensional data. Our results suggest that the NNG has some advantages, and at least it may be a worthy competitor to the other popular approaches. An R package for implementing NNG is in preparation.
Results from low-dimensional data with a low degree of collinearity showed that the NNG with optimal tuning parameters selected the same variables when various initial estimates were employed. Simulation experiments (Yuan and Lin 2007) have demonstrated that this is not always the case. The effects of using shrunken initial estimates were investigated, and we found that the NNG can correct for over-shrinkage of the initial estimates, thus improving the model fit. Yuan and Lin (2007) found similar results in a simulation study in which the NNG improved the estimation accuracy of an initial estimate. All approaches selected the same variables except for the lasso, which selected more variables. This is because the lasso often selects large models when optimal tuning parameters are determined using cross-validation (Buehlmann and van de Geer 2013; Meinshausen 2007).

In highly correlated data, the NNG with ridge initial estimates outperformed the NNG with OLS initial estimates by selecting smaller models with better prediction accuracy. This was probably due to the stability of the ridge initial estimates. Our findings support previous research (Yuan and Lin 2007), indicating that ridge initial estimates can help mitigate multicollinearity issues. In addition, the number of variables selected by each approach was quite different but the prediction performance was similar, except for classical methods, which performed slightly worse, probably due to their discrete nature and lack of shrinkage (Hastie et al. 2009). The prediction of classical methods can be improved using post-estimation shrinkage factors (Van Houwelingen and Saurbrei 2013). We compared NNG (R, CVopt) fitted values to those of competing approaches and found that NNG (R, CVopt) and Alasso (L, CVopt) were similar, but NNG (R, CVopt) and lasso were not. This might be explained by the nature of the penalty function as shown in Figure 1, which hardly shrinks variables with large effects.

The results of high-dimensional data showed that the choice of initial estimates influenced the performance of the NNG and adaptive lasso. When ridge and lasso initial estimators were
used, the two methods chose larger and simpler models, respectively. Simulation studies in high-dimensional settings found that lasso initial estimators had a higher success rate in terms of sparsity recovery than ridge initial estimators when there were only a few true effects (Zhang, Jeng and Liu 2008). This may be attributed to the tuning parameter of the ridge, which controls the quality of the initial estimates (Yuan and Lin 2007). All the approaches with optimal tuning parameters had slightly different predictions, with ridge performing slightly better and relaxed lasso slightly worse. When the relaxation parameter ($\phi$) of the relaxed lasso is zero, it is equivalent to selecting the variables with the lasso and estimating the coefficients with the unpenalized maximum likelihood method (Meinshausen 2007). When compared to the relaxed lasso, with $\phi \neq 0$, this performs poorly in terms of prediction, possibly due to lack of shrinkage. This might explain why relaxed lasso performed slightly worse in the current study because zero was allowed to be an element of the set of relaxation parameters and was chosen in 20% of the cross-validation folds. The NNG and adaptive lasso predictions were nearly identical, confirming findings by Zhang, Jeng and Liu (2008) that both methods can behave in a similar manner when the same initial estimator is used.

Conclusions

In LDD with low correlation between variables, the original NNG with OLS initial estimates selected simple models that were easier to interpret, and predictions were very similar to competing approaches. This seems to suggest that the NNG is suitable for deriving models for both description and prediction. Replacing OLS by ridge initial estimates in data with an HDM helped NNG select simpler models while using lasso initial estimates in HDD helped NNG select simpler models than competing approaches. This indicates that the NNG may be a suitable approach for the analysis of highly correlated and high-dimensional data. In our three examples, we confirmed that the lasso tends to select too many variables, and when it selects simple models, the parameter estimates are often over-shrunken. Some of the results of
the adaptive lasso were similar to NNG. Neutral comparison simulation studies advocated by Boulesteix, Wilson and Hapfelmeier (2017) are needed to gain further insight into the advantages and disadvantages of approaches combining variable selection with shrinkage. A paper on the protocol of a simulation study was recently published (Kipruto and Sauerbrei 2022) and the simulation study will be conducted soon.

Acknowledgements

The authors gratefully acknowledge Georg Heinze [Medical University of Vienna, Austria] and Shuo Wang [Medical Center-University of Freiburg, Germany] for their helpful comments on an earlier draft and Valentin Seithuemmer [Medical Center-University of Freiburg, Germany], and Sarah Hag-Yahia [Medical Center-University of Freiburg, Germany] for some technical help.

Conflict of Interest

The authors have declared no conflict of interest.

References

Shmueli G. To explain or to predict? Statistical Science 2010;25(3):289–310. https://doi.org/10.1214/10-STS330

Sauerbrei W, Perperoglou A, Schmid, M., Abrahamowicz M, Becher H, Binder H, Dunkler D, Harrell F.E, Royston P, Heinze G, for TG2 of the STRATOS initiative. State of the art in selection of variables and functional forms in multivariable analysis - outstanding issues. Diagnostic and Prognostic research 2020;4(1),1-18. https://doi.org/10.1186/s41512-020-00074-3

Sauerbrei W and Schumacher M. A bootstrap resampling procedure for model building: application to the Cox regression model. Statistics in Medicine 1992;11(16):2093-2109. https://doi.org/10.1002/sim.4780111607

Breiman L. Heuristics of instability and stabilization in model selection. Annals of Statistics 1996;24(6):2350–83. https://doi.org/10.1214/aos/1032181158

Miller AJ. Subset selection in regression. Monographs on statistics and applied probability, volume 95. London, England: CRC Press; 2002. https://doi.org/10.1201/9781420035933

James G, Witten D, Hastie T, Tibshirani R. An introduction to statistical learning: With applications in R. 1st ed. New York, NY: Springer; 2013. https://doi.org/10.1007/978-1-4614-7138-7

Buehlmann P, van de Geer S. Statistics for high-dimensional data: Methods, theory and applications. 2011th ed. Berlin, Germany: Springer; 2013. https://doi.org/10.1007/978-3-642-20192-9
Hastie T, Tibshirani R, Friedman JH. The elements of statistical learning: Data mining, inference, and prediction. 2nd ed. New York, NY: Springer; 2009. https://doi.org/10.1007/978-0-387-84858-7

Tibshirani R. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical Society: Series B (Methodological) 1996;58(1):267-88. https://doi.org/10.1111/j.2517-6161.1996.tb02080.x

Fan J, Li R. Variable selection via nonconcave penalized likelihood and its oracle properties. Journal of the American Statistical Association 2001;96(456):1348-60.https://doi.org/10.1198/016214501753382273

Zou H. The adaptive lasso and its oracle properties. Journal of the American Statistical Association 2006;101(476):1418–29. https://doi.org/10.1198/016214506000000735

Breiman L. Better subset regression using the nonnegative garrote. Technometrics 1995;37(4):373–84. https://doi.org/10.1080/00401706.1995.10484371

Yuan M, Lin Y. On the non-negative garrotte estimator. Journal of the Royal Statistical Society: Series B (Methodological) 2007;69(2):143–61. https://doi.org/10.1111/j.1467-9868.2007.00581.x

Zhang J, Jeng XJ and Liu H. Some two-step procedures for variable selection in high-dimensional linear regression. arXiv preprint arXiv:0810.1644, 2008. https://doi.org/10.48550/arXiv.0810.1644

Van Houwelingen, J. C. Shrinkage and penalized likelihood as methods to improve predictive accuracy. Statistica Neerlandica 55, no. 1 (2001): 17-34. https://doi.org/10.1111/1467-9574.00154

Xiong S. Some notes on the nonnegative garrote. Technometrics 2010;52(3),349-361. https://doi.org/10.1198/TECH.2010.09148

Belsley DA, Kuh E and Welsch RE. Regression Diagnostics: Identifying Influential Data and Sources of Collinearity. Vol. 571. New York: John Wiley & Sons, 2005, pp. 85-191. https://doi.org/10.1002/jae.3950040108

Stamey TA, Kabalin JN, McNeal JE, Johnstone I.M, Freiha F, Redwine EA and Yang N. Prostate specific antigen in the diagnosis and treatment of adenocarcinoma of the prostate. II. Radical prostatectomy treated patients. The Journal of Urology 1989;141(5),1076-1083. https://doi.org/10.1016/s0022-5347(17)41175-x

Johnson RW. Fitting percentage of body fat to simple body measurements. Journal of Statistics Education 1996;4(1). https://doi.org/10.1080/10691898.1996.11910505

Boulesteix AL, Guillemet V and Sauerbrei W. Use of pretransformation to cope with extreme values in important candidate features. Biometrical Journal 2011;53(4),673-688. https://doi.org/10.1002/bimj.201000189

Harrell FE. Regression modeling strategies: With applications to linear models, logistic and ordinal regression, and survival analysis. Cham, Switzerland: Springer International Publishing; 2016;68-73,112,209. https://doi.org/10.1007/978-3-319-19425-7

Meinshausen N. Relaxed lasso. Computational Statistics & Data Analysis 2007;52(1):374–93. https://doi.org/10.1016/j.csda.2006.12.019

Kipruto E, Sauerbrei W. Comparison of variable selection procedures and investigation of the role of shrinkage in linear regression-protocol of a simulation study in low-dimensional data. PLoS ONE 2022; 17(10): e0271240. https://doi.org/10.1371/journal.pone.0271240
Huang J, Ma S and Zhang CH. Adaptive Lasso for sparse high-dimensional regression models. Statistica Sinica 2008;18(4),1603-1618.

Knight K and Fu W. Asymptotics for lasso-type estimators. The Annals of Statistics 2000;28(5),1356-1378. https://doi.org/10.1214/aos/1015957397

Efron B and Tibshirani RJ. An Introduction to the Bootstrap. 1st edn. New York: Chapman & Hall/CRC, 1994, pp. 45-57. https://doi.org/10.1201/9780429246593

Breiman L, Friedman J, Stone CJ and Olshen RA. Classification and regression trees. 1st edn. Boca Raton: CRC press, 1984, pp. 79-82. https://doi.org/10.1201/9781315139470

Steyerberg EW. Clinical prediction models: A practical approach to development, validation, and updating. 2nd ed, Cham, Switzerland: Springer Nature; 2020;281-282. https://doi.org/10.1007/978-0-387-77244-8

Bland JM and Altman D. Statistical methods for assessing agreement between two methods of clinical measurement. The Lancet 1986;327(8476),307-310. https://doi.org/10.1016/S0140-6736(86)90837-8

Gerke O. Reporting standards for a Bland–Altman agreement analysis: A review of methodological reviews. Diagnostics 2020;10(5),334. https://doi.org/10.3390/diagnostics10050334

Van Houwelingen, H.C. and Sauerbrei, W. Cross-validation, shrinkage and variable selection in linear regression revisited. Open Journal of Statistics, 2013; 3, 79-102. https://doi.org/10.4236/ojs.2013.32011

Boulesteix AL, Wilson R and Hapfelmeier A. Towards evidence-based computational statistics: lessons from clinical research on the role and design of real-data benchmark studies. BMC Medical Research Methodology 2017; 17(1), 1-12.https://doi.org/10.1186/s12874-017-0417-2

Supporting information

Web Appendix A

Dataset

Prostate Cancer data

Data on prostate cancer was sourced from a prostate cancer study (Stamey et al. 1989) that examined factors associated with a raised prostate-specific antigen (PSA). The data was made up of the medical records of 97 male patients who were about to receive radical prostatectomy. The response variable was the logarithm of prostate-specific antigen (Y), while the covariate variables (X) were eight clinical measures: logarithm of cancer volume (x1), logarithm of prostate weight (x2), seminal vesicle invasion (x3), age (x4), logarithm of benign prostatic hyperplasia amount (x5), logarithm of capsular penetration (x6), Gleason
score (x7), and percentage Gleason scores 4 or 5 (x8). This dataset are publicly available on the elements of Statistical Learning book’s website (https://hastie.su.domains/ElemStatLearn/datasets/prostate.data) and has previously been used in several earlier publications (Tibshirani 1996; Yuan and Lin 2007) with some covariates logarithm transformed; a form of initial data analysis often carried out before formal statistical analysis (Huebner et. al. 2018). In the present paper, the aforementioned transformed data was used.

**Body fat data**

Body fat data (Johnson 1996) contains records of physical and body circumference measurements for 252 men. The outcome of interest was the percentage of body fat (Y) with 13 covariates: age (x1), weight (x2), height (x3), and the 10 body circumference measurements: neck (x4), chest (x5), abdomen (x6), hip (x7), thigh (x8), knee (x9), ankle (x10), biceps (x11), forearm (x12), and wrist (x13). The data is available on the multivariable fractional polynomial website (https://mfp.imbi.uni-freiburg.de/book#dataset_tables).

**Gene expression data**

The pre-processed data set reported in Boulesteix, Guillemot and Sauerbrei (2011) was used, and the data is available on the Institute for Medical Information Processing Biometry and Epidemiology (IBE) website (https://www.ibe.med.uni-muenchen.de/organisation/mitarbeiter/020_professuren/boulesteix/cvcomplexity/index.html)

**Web Appendix B**

**Methods**

**Lasso**

For the classical regression model, the lasso regression estimates are obtained by solving
\[ \hat{\beta}_{\text{lasso}}(\lambda) = \arg\min_{\beta} \frac{1}{2n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda \sum_{j=1}^{p} |\beta_j|, \quad \lambda \geq 0 \]

Where the penalty term shrinks the regression coefficients toward zero, while setting some of the coefficients to be exactly equal to zero, thus conducting variable selection (Tibshirani 1996). Unlike the original nonnegative garrote, the lasso can be applied to both low and high-dimensional data. Several authors have studied the properties of the lasso. Zou (2006) showed that the lasso in general is not variable selection consistent unless the design matrix satisfies a strong assumption, the so-called irrepresentable condition (Buehlmann and van de Geer 2013). Zou and Hastie (2005) showed that in high-dimensional data the lasso selects at most n variables, which is undesirable property especially if the true data-generating model consists of more than n covariates. Several extensions of the lasso have been proposed to improve its performance such as the adaptive lasso and relaxed lasso.

**Adaptive lasso**

The adaptive lasso was proposed by Zou (2006) and it modifies the lasso penalty by assigning different weights to different coefficients. This implies that initial estimates are needed to construct adaptive weights. The penalty term imposes severe shrinkage to small coefficients while large coefficients are hardly shrinked (Kipruto and Sauerbrei 2022). For classical linear regression model, the adaptive lasso regression coefficients are obtained by optimizing:

\[ \hat{\beta}_{\text{Allasso}}(\lambda) = \arg\min_{\beta} \frac{1}{2n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} \beta_j x_{ij} \right)^2 + \lambda \sum_{j=1}^{p} w_j |\beta_j|, \lambda \geq 0 \]
where \( w_j = 1/|\beta_j^{\text{init}}|^\gamma \) is an adaptive weight for the \( j^{th} \) variable, \( \beta_j^{\text{init}} \) is an initial estimator, and \( \gamma > 0 \). Zou (2006) proved that for a fixed number of variables the adaptive lasso has an oracle property in that as \( n \to \infty \), the selected set of variables approaches the true set with probability tending to 1. In addition, the estimators are asymptotically normal with the same mean and covariance that they would have by maximum likelihood estimation when the correct submodel is known in advance. Moreover, he showed that the adaptive lasso with \( \gamma = 1 \) is closely related to the nonnegative garrote and their shrinkage behavior is similar as shown in Figure 1 (bottom-left panel).

**Relaxed lasso**

The relaxed lasso was proposed by Meinshausen (2007) with the aim of reducing the number of noise variables selected by the lasso when cross-validation is used to select the optimal tuning parameter as well as reduce the estimation bias of nonzero coefficients caused by over-shrinkage (Kipruto and Sauerbrei 2022).

The simplified version of the relaxed lasso estimator is given by

\[
\hat{\beta}^{\text{relax}}(\lambda, \phi) = \phi \hat{\beta}^{\text{lasso}}(\lambda) + (1 - \phi) \hat{\beta}^{\text{OLS}}
\]

where \( \hat{\beta}^{\text{OLS}} \) denotes the OLS estimates obtained by regressing \( Y \) on the set of covariates selected by the lasso \( (X_{A_\lambda}) \), padded with zeros to match the zeros of the lasso solution and \( \phi \) is the relaxation parameter that controls the amount of shrinkage of coefficients (Hastie, Tibshirani and Tibshirani 2020). When \( \phi = 1 \), the relaxed lasso and lasso are identical, and when \( \phi < 1 \), the amount of shrinkage of coefficients in the selected model is reduced compared to the lasso, as shown in Figure 1 (bottom-right panel). Similarly, when \( \phi = 0 \), the relaxed lasso estimator is equivalent to the OLS estimators based on the linear model with covariates in \( A_\lambda \) (Meinshausen 2007, Kipruto and Sauerbrei 2022).
Tuning Parameters for lasso, adaptive lasso and relaxed lasso

The lasso was tuned over 100 values of $\lambda$ as per the default in `cv.glmnet` function in the glmnet package (Friedman, Hastie and Tibshirani 2010) in R software (R Core Team 2021) and the optimal tuning parameter was selected. Adaptive lasso has two tuning parameters, $\lambda$ and $\gamma$, provided the initial estimates ($\hat{\beta}_{\text{init}}$) are given, thus a two-dimensional 10-fold CV was used to find the optimal pair ($\lambda, \gamma$). We evaluated four values of $\gamma = (0.5, 1.0, 1.5, 2.0)$ and 100 values of $\lambda$. The relaxed lasso has two tuning parameters $\lambda$ and $\phi$. The optimal pair ($\lambda, \phi$) was obtained via a two-dimensional 10-fold CV where 100 values of $\lambda$ and five values of $\phi = (0, 0.25, 0.5, 0.75, 1)$ were evaluated as per the default in the `cv.glmnet` function. In all procedures, tuning was performed by minimizing mean squared error and deviance in Gaussian and binomial models, respectively.

**Best subset selection**

Best subset selection is one of the classical methods of variable selection that involves identifying subsets of $p$ covariates via an exhaustive search that fits the data well (Miller 2002). The regression estimates of the best-fitting subset of size $k$ are the solution to the constrained optimization problem

$$
\hat{\beta}_{\text{subset}} = \arg \min_\beta \frac{1}{2n} \sum_{i=1}^n \left( y_i - \sum_{j=1}^p \beta_j x_{ij} \right)^2, \text{subject to } \sum_{j=1}^p 1(\beta_j \neq 0) \leq k
$$

Where $1(\cdot)$ is an indicator function that takes the value of one when a variable is selected and zero otherwise (Kipruto and Sauerbrei 2022). Best subset selection has three disadvantages. First, when the number of variables are large, the computation becomes infeasible. Second, it is unstable (Breiman 1996, Sauerbrei 1999) and lastly, it can lead to the selection of spurious covariates caused by searching over larger sets of models (James et. al. 2013, Sauerbrei et al. 2020). Cross-validation (CV) and Bayesian information...
criterion (BIC) were used to select the final model.

**Web Appendix C**

**Software used**

All analyses were conducted using R software version 4.1.2 (R Core Team 2021). The lasso, relaxed lasso, and adaptive lasso were implemented using the glmnet package version 4.1-2 due to its computational efficiency (Friedman *et. al.* 2010). The computational details for the adaptive lasso are explained in Zou (2006) section 3.5. Yuan and Lin (2007) showed that the nonnegative garrote solution path can be solved using a modified least-angle regression (LARS) algorithm (Efron *et. al.* 2004) with non-negativity constraints. Thus, we used a custom-made script that uses glmnet to obtain the optimal shrinkage factors for the nonnegative garrote by constraining the lower bound of parameters to zero. Again, glmnet was used to obtain ridge regression estimates that were required while constructing adaptive lasso and nonnegative garrote weights. The best subset selection method was implemented using the leaps package version 3.1 (Lumley 2020), which uses a pure branch-and-bound algorithm (Furnival and Wilson 2000). The algorithm returns a ‘best model’ of each size (*i.e.* a model with one variable, two variables, to the model with all variables), where ‘best model’ is a model with the smallest residual sum of squares for each model size (James *et. al.* 2013). BIC and 10-fold CV were used to select the final model. BIC is automatically implemented in the package while CV is not. Therefore, a custom-made script was used to implement 10-fold CV as explained in James *et. al* (2013). Lastly, the pROC package (Robin *et. al.* 2011) was used to compute the area under the receiver operating characteristics.

**Web Appendix D**

**Results**

**Prostate cancer**

**Web Table 1.** Prostate data. Comparison of NNG (O, CV) sandwich and bootstrap standard errors. A total of 1000 bootstrap replications was conducted.
| Covariates | Original data | Fixed $\lambda_{opt}$ | Re-estimated $\lambda_{opt}$ | Fixed $\lambda_{1SE}$ | Re-estimated $\lambda_{1SE}$ |
|------------|---------------|------------------------|-----------------------------|------------------------|-----------------------------|
|            | $\hat{\beta}_*$ | SE*                    | $\hat{\beta}_*\ast$ | SE**                   | $\hat{\beta}_*$ | SE** | $\hat{\beta}_*$ | SE** |
| x1         | 0.642         | **0.091**              | 0.639                      | **0.101**              | 0.644          | **0.095**            | 0.665          | 0.116          | 0.648          | 0.108          |
| x2         | 0.211         | **0.077**              | 0.184                      | **0.116**              | 0.242          | **0.103**            | 0.083          | 0.097          | 0.113          | 0.102          |
| x5         | 0.209         | **0.088**              | 0.203                      | **0.114**              | 0.277          | **0.108**            | 0.101          | 0.107          | 0.134          | 0.115          |
| x3         | 0.000         | 0.000                  | -0.017                     | 0.038                  | -0.106         | 0.087                | 0.000          | 0.000          | -0.007         | 0.023          |
| x4         | 0.000         | 0.000                  | 0.050                      | 0.077                  | 0.115          | 0.098                | 0.009          | 0.032          | 0.029          | 0.059          |
| x6         | 0.000         | 0.000                  | -0.003                     | 0.021                  | -0.085         | 0.119                | 0.000          | 0.000          | -0.003         | 0.020          |
| x7         | 0.000         | 0.000                  | 0.004                      | 0.020                  | 0.024          | 0.075                | 0.000          | 0.005          | 0.002          | 0.014          |
| x8         | 0.000         | 0.000                  | 0.033                      | 0.062                  | 0.097          | 0.118                | 0.009          | 0.036          | 0.018          | 0.049          |

SE* and SE** denotes sandwich and bootstrap standard error respectively while $\hat{\beta}_*$ and $\hat{\beta}_\ast$ denotes the NNG regression estimate from the original data and bootstrap sample respectively.

Web Table 2. Prostate cancer data. Cross-validation MSE with corresponding standard errors (SE) enclosed in brackets and average number of variables with SE selected in CV for several methods using optimal and 1SE rule tuning parameters.
## Body fat

**Web Table 3.** Body fat data. Standardized regression coefficients for different methods. Optimal tuning parameters were used in penalized regression methods.

| Variable | $\hat{\beta}_{OLS}$ | P | NNG(O) | NNG(L) | NNG(R) | Alasso(O) | Alasso(R) | Alasso(L) | Lasso | Rlasso |
|----------|----------------------|---|--------|--------|--------|------------|------------|------------|--------|--------|
| x1       | 8.95                 | 0.00 | 8.31   | 7.47   | 7.44   | 8.60       | 8.38       | 7.43       | 7.34   | 7.71   |
| x2       | -1.65                | 0.00 | -1.56  | -1.70  | -1.69  | -1.58      | -1.59      | -1.72      | -1.46  | -1.76  |
| x3       | 0.97                 | 0.02 | 0.83   | 1.05   | 1.05   | 0.92       | 0.95       | 1.09       | 0.82   | 0.72   |
| x4       | -0.92                | 0.09 | -0.73  | -0.99  | -0.94  | -0.86      | -0.85      | -1.04      | -0.59  | -      |
| x9       | 0.58                 | 0.16 | 0.35   | 0.46   | 0.43   | 0.45       | 0.45       | 0.50       | 0.22   | -      |
| x7       | 1.02                 | 0.17 | 0.57   | 0.54   | 0.57   | 0.91       | 0.76       | 0.58       | 0.32   | -      |
| x8       | -1.05                | 0.26 | -0.57  | -      | -      | -1.00      | -0.63      | -         | -      | -      |
| x5       | -0.55                | 0.27 | -0.62  | -0.77  | -0.77  | -0.58      | -0.70      | -0.77      | -0.75  | -0.79  |
| x10      | 0.52                 | 0.30 | 0.20   | 0.29   | 0.26   | 0.25       | 0.32       | 0.34       | 0.18   | -      |
| x13      | -0.88                | 0.31 | -0.57  | -      | -      | -0.77      | -0.80      | -         | -      | -      |
| x11      | 0.28                 | 0.43 | -      | -      | -      | -          | -          | -         | -      | -      |
| x12      | -0.68                | 0.71 | -      | -      | -      | -          | -          | -         | -      | -      |
| # variables | 13                  | 10   | 8      | 8      | 10     | 8          | 8          | 4         | 4      |        |
| $R^2$    | 0.74                 | 0.74 | 0.74   | 0.74   | 0.74   | 0.74       | 0.74       | 0.74       | 0.73   | 0.73   |
| Adj.$R^2$| 0.73                 | 0.73 | 0.73   | 0.73   | 0.73   | 0.73       | 0.73       | 0.73       | 0.73   | 0.72   |

**Web Table 4.** Body fat data. Cross-validation mean-squared errors (MSE) with corresponding standard errors enclosed in brackets and average number of variables with standard errors selected in cross-validation for several methods using optimal and one standard error rule tuning parameters.

| Method       | Optimal $\lambda$ | 1SE rule $\lambda$ |
|--------------|-------------------|---------------------|
|              | MSE               | # Variable | MSE   | # Variable |
| Full ols     | 19.324(1.187)     | 13.0(0.000) | -     | -          |
| Rlasso       | 19.384(1.253)     | 5.4(0.581)   | 19.491(1.378) | 3.4(0.306) |
| Lasso        | 19.255(1.242)     | 8.9(0.690)   | 20.156(1.378) | 4.0(0.000) |
| NNG(O,CV)    | 19.477(1.177)     | 8.8(0.772)   | 20.384(1.314) | 3.1(0.314) |
| NNG(R,CV)    | 19.229(1.267)     | 6.7(0.578)   | 20.100(1.235) | 3.8(0.133) |
| NNG(L,CV)    | 19.497(1.257)     | 7.7(0.633)   | 20.086(1.249) | 3.2(0.249) |
| NNG(O,AIC)   | 19.395(1.137)     | 9.5(0.401)   | -     | -          |
| NNG(O,BIC)   | 19.411(1.088)     | 5.2(0.291)   | -     | -          |
| Alasso(O,CV) | 19.508(1.215)     | 8.3(0.633)   | 20.446(1.317) | 2.5(0.167) |
| Alasso(R,CV) | 19.135(1.146)     | 6.2(0.757)   | 20.279(1.278) | 3.2(0.249) |
| Alasso(L,CV) | 19.394(1.197)     | 7.2(0.646)   | 20.341(1.328) | 2.7(0.260) |
| BS(CV)       | 20.017(1.522)     | 9.1(1.178)   | -     | -          |
| BS(CV+P)     | 19.676(1.394)     | 9.1(1.178)   | -     | -          |
| BS(BIC)      | 19.710(1.142)     | 3.3(0.153)   | -     | -          |
| BS(BIC+P)    | 19.685(1.161)     | 3.3(0.153)   | -     | -          |
Gene expression

**Web Table 5.** Gene expression data. Descriptive statistics of the number of variables selected in 10-fold cross-validation using prediction optimal and 1SE rule tuning parameters

| Method     | Optimal tuning parameters | 1SE tuning parameters |
|------------|---------------------------|-----------------------|
|            | Mean | SD     | Min | Max | Mean | SD     | Min | Max |
| Ridge      | 22,283 | 0     | 22,283 | 22,283 | 22,283 | 0     | 22,283 | 22,283 |
| Lasso      | 69     | 27    | 6    | 98  | 10    | 17    | 0    | 53  |
| Rlasso     | 41     | 42    | 1    | 98  | 7     | 16    | 0    | 52  |
| Alasso(R)  | 106    | 8     | 91   | 124 | 82    | 9     | 69   | 93  |
| Alasso(L)  | 45     | 17    | 3    | 69  | 36    | 18    | 2    | 63  |
| NNG(R)     | 118    | 11    | 100  | 134 | 85    | 11    | 71   | 104 |
| NNG(L)     | 37     | 13    | 4    | 54  | 31    | 12    | 2    | 47  |

**Web Appendix E**

**Abbreviations**

1SE: one standard error; AIC: Akaike information criterion; Alasso: adaptive lasso; BIC: Bayesian information criterion; BS: Best subset selection; CV: cross-validation; IBE: Institute for Medical Information Processing Biometry and Epidemiology; LARS: least-angle regression; LOOCV: leave-one-out cross-validation; MSE: mean squared error; NNG: nonnegative garrote; PSA: prostate-specific antigen; Rlasso: relaxed lasso; RSS: residual sum of squares; SE: standard error.
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