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ABSTRACT

Analyzing emotion from verbal and non-verbal behavioral cues is critical for many intelligent human-centric systems. The emotional cues can be captured using audio, video, motion-capture (mocap) or other modalities. We propose a generalized graph approach to emotion recognition that can take any time-varying (dynamic) data modality as input. To alleviate the problem of optimal graph construction, we cast this as a joint graph learning and classification task. To this end, we present the Learnable Graph Inception Network (L-GrIN) that jointly learns to recognize emotion and to identify the underlying graph structure in data. Our architecture comprises multiple novel components: a new graph convolution operation, a graph inception layer, learnable adjacency, and a learnable pooling function that yields a graph-level embedding. We evaluate the proposed architecture on four benchmark emotion recognition databases spanning three different modalities (video, audio, mocap), where each database captures one of the following emotional cues: facial expressions, speech and body gestures. We achieve state-of-the-art performance on all databases outperforming several competitive baselines and relevant existing methods.
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1 INTRODUCTION

Automated analysis and recognition of human emotion from verbal (speech) and non-verbal behavioral cues (e.g. facial expressions, body gestures) is critical for human-centric systems involving human-machine interaction, with applications ranging from driver’s safety [1] to behavioral healthcare [2] to human-robot conversational systems [3]. The behavioral cues can be captured using audio, video, motion capture (mocap) or other sensors. In general, emotion recognition in any modality is a challenging task due to the huge variability and subjectivity involved in the expression and perception of emotion. In recent years, significant progress has been made towards the recognition and analysis of emotion using dynamic facial expressions [4–8], speech [9–12] and body gestures [13–15]. Since human emotion is inherently multimodal, research efforts that combine information from multiple modalities are also on the rise [16, 17].

In the literature of dynamic emotion recognition, architectures based on recurrent neural networks (RNN) are common [12, 18, 19]. Such networks often have complex architecture with millions of trainable parameters [20], and are trained with large amount of data. A compact, efficient and scalable way to represent data is in the form of graphs. Motivated by the recent success of graph convolutional network (GCN) in action recognition [21], we propose to adopt a graph approach to represent emotion dynamics. Subsequently, we cast emotion recognition as a joint graph learning and graph classification problem. In our approach, each dynamic data sample is represented as a graph, where each node corresponds to a short temporal segment in the data. Each node contains the features extracted from a short temporal segment (frame) as its node attribute. Note that our architecture is not tied to landmark point locations as node attributes, and can be replaced by any other relevant information or even, embeddings from a pretrained network.

Figure 1: A generalized graph approach to emotion recognition from dynamic input data. Data samples are transformed to a learnable graph structure, where each node corresponds to a short temporal segment or frame. A novel graph inception network (L-GrIN) produces an embedding for the entire graph facilitating emotion recognition.

Note that the graph structure i.e., the edge weights connecting the nodes is not naturally defined here. When a graph structure is not known apriori, a common practice is to manually construct the graph. This, however, results into sub-optimal graphs. We thus propose to learn the graph structure itself during the training stage. This is a generalized formulation, where the temporal dependencies between the nodes are automatically discovered. The only assumption we make is that the graph structure remains the same for all videos for this task. To this end, we propose a novel GCN architecture, the learnable graph inception network (L-GrIN), with several novel components: a newly defined graph convolution that uses a non-linear layer-wise projection technique, introduction of an inception module in graph domain, learnable graph structure and learnable graph-to-vector pooling function. Our architecture produces superior results on four benchmark emotion recognition databases spanning three different modalities (video, audio, mocap). Each database captures one of the following emotional cues: facial expressions, speech and body gestures. In summary, the main contributions of this paper are:
• A generalized graph approach that combines graph learning and graph classification to address the problem of emotion recognition for dynamic input.
• A novel graph architecture, L-GRIN, with a new convolution layer, an graph structure and learnable pooling.
• State-of-the-art performance for facial, speech and body emotion recognition on four benchmark databases spanning three disparate modalities.

2 RELATED WORK

In this section, we review the related work in the areas of GCNs and emotion recognition using various modalities.

Graph neural network. Deep learning on graph data has emerged as a major topic in the past few years. This is because graphs provide a natural and convenient way to deal with large data. Among the different graph neural networks, GCNs have received the most attention [22–24]. GCNs have wide applications in computer vision, natural language processing, social network analysis, and even in problems arising in physics, chemistry and biology [25, 26]. GCNs have been successfully applied in various image and video-based applications, such as face clustering [27], object detection [28], visual reasoning [29], and in image generation generation using scene graphs [30, 31]. GCNs have been used to address skeleton-based action recognition [21, 32] recorded using a mocap system. In speech, the application of graph networks have started emerging in automatic speech recognition [33].

The GCNs can be broadly classified into two categories: spatial and spectral. The spatial GCNs imitate the convolution operation of the CNNs by aggregating the information from neighboring nodes [22, 34, 35]. The problem of different graph nodes having different number of neighbours is usually addressed by using a fixed size neighborhood [35] or by converting graph structures into a regular grid and subsequently applying traditional CNNs [36]. A recent work proposed to develop the graph structure considering the Weisfeiler-Lehman graph isomorphism test [37], and achieved state-of-the-art performance in node classification task in citation networks. On the other hand, the spectral GCNs formulate the convolution operation as a frequency domain filtering operation following the theory of signal processing [38], where convolution filters are seen as a set of learnable parameters. Later the ChebNet [39] was proposed to reduce the computational cost of spectral GCNs, which redefined the convolution filter in terms of Chebyshev polynomials bypassing the need to eigen decomposition of the graph Laplacian. In a follow-up work [23], a first order approximation of the Chebyshev polynomials was introduced. This further simplified the spectral GCN computation as the convolution operation reduces to a linear projection.

Emotion recognition. Here we briefly review the recent works on facial, speech and body emotion recognition. To the best of our knowledge, graph-based networks have not been employed for any of these tasks.

Facial emotion recognition. Recognizing facial expressions is the most common way of analyzing emotion. The majority of work rely on identifying an individual’s facial expression from images or videos (fewer work on videos), and associating them to one of the basic emotion classes. Recent efforts in image-based recognition are focused on using CNNs and its variants [4, 40], and also on using adversarial learning [41]. Few works have proposed to use attention networks to account for the context [6, 42, 43]. RNNs and 3D CNNs have been used for video-based emotion recognition due to their ability to capture the temporal information [20, 44]. Another line of work focuses on the dynamics of landmark points in faces extracted from videos. In this context, a deep temporal appearance network has been proposed [45] that uses the landmarks point geometry and a CNN for emotion recognition. Another recent work constructed a trajectory matrix from the landmark points and used them as inputs to a CNN [46].

Speech emotion recognition. Speech emotion recognition has been studied widely in the past years. Many speech emotion recognition systems rely on acoustic, prosodic and lexical features [47, 48] which are then fed to deep networks for classification [19, 49–51]. Recently many deep architectures have been proposed for this task, among which RNN-based architecture are most common [18, 51–53] due to their ability to capture the temporal information. Attention techniques also have been shown to be successful in recognizing emotion in speech [18, 53]. Representation learning has also been investigated [54] for this task. An end-to-end recognition system combining CNN and long short term memory (LSTM) network has also been proposed [52].

Body emotion recognition. Body expressions are relatively less studied in emotion recognition. The existing body of work is focused on using motion information in terms of low-level descriptors such as joint angles, 3D positions, distance between joints, velocity and acceleration [55–57]. A trajectory learning approach [55] proposes to identify ‘neutral’ motion from input data, and used the deviation of a given input from the neutral motion as a feature for classifying emotions. Another recent work combined deep features with psychological attributes to detect emotion from 3D body pose using a random Forest classifier [56]. Gait information has also been considered for recognizing emotion, where a spatial GCN is used to detect the emotional state [57].

3 PROPOSED APPROACH

In this section, we describe our deep graph approach to emotion recognition. First, we construct a graph from dynamic input data following a generalized frame-to-node approach. Next, we propose a novel architecture, called L-GRIN, that jointly performs graph learning and graph classification. This is achieved by optimizing over a new loss function that combines classification loss and a graph structure loss. L-GRIN defines a new graph convolution layer, introduces an inception module in graph domain, learns the adjacency matrix (graph learning) and also a pooling function to learn a graph-level representation from its node embeddings. The proposed architecture, L-GRIN, is illustrated in Fig. 2. Below, we describe each component in detail.

3.1 Graph construction

Given a time-varying input sequence, our first task is to construct an undirected graph \( G = (V, E) \) that can efficiently capture the emotion-related dynamics in the data, where \( V \) is the set of nodes
with cardinality $|V| = M$ and $E$ is the set of all edges between the connected nodes. A representative description of $G$ is typically given by an adjacency matrix $A \in \mathbb{R}^{M \times M}$ which is symmetric for an undirected graph.

Our graph construction approach follows a frame-to-node transformation, where $M$ frames in the data form the $M$ graph nodes $\{v_i\}_{i=1}^M \in V$ (see Fig. 3). A frame refers to a small temporal segment of the data, for example, an audio segment of length 40ms. In order to encode the temporal information, a frame (node) should be connected with weights to a series of past and future nodes. An element $(A)_{ij} \in A$ contains the weight corresponding to the edge $e_{ij} \in E$ connecting $v_i$ and $v_j$. Note that the graph structure is not naturally defined here, i.e., the elements in $A$ are unknown. A common way to define the elements in $A$ is through constructing a distance function manually [21]. This may result into a sub-optimal graph representation. Hence, we propose to learn the elements in $A$ by jointly optimizing a structural loss combined with a classification loss. This loss function will be discussed in Section 3.2.

In order to capture the emotion content at node-level, we rely on modality-specific features or even, raw data. Each node $v_i$ thus associated with a node feature vector $n_i \in \mathbb{R}^P$. A feature matrix $N \in \mathbb{R}^{M \times P}$ consisting all the node feature vectors is defined as $N = [n_1, n_2, \ldots, n_M]^T$. Feature extraction for individual modalities is discussed in Section 4.

### 3.2 Learnable graph inception network

Given a set of (dynamic inputs transformed to) graphs $\{G_1, \ldots, G_N\}$ and their true labels $\{y_1, \ldots, y_N\}$ represented as one-hot vectors, our task is to develop a GCN architecture that is able to recognize the emotional content in the data. Since the graph structure is not naturally defined here, we propose to learn an optimal $A$ from the training data with the underlying assumption that each graph has different node features but the same edge weights. We formulate this as a joint graph learning and graph classification problem.

**Background.** A common GCN architecture takes the node feature matrix $N \in \mathbb{R}^{M \times P}$ and the graph adjacency matrix $A$ as inputs and produces a node-level representation matrix $Z \in \mathbb{R}^{M \times Q}$, where $Q$ is the dimension of the output feature vector at each node. A GCN layer $H^{(k+1)}$ can be defined as a non-linear function of its previous layer as follows

$$H^{(k+1)} = \sigma(AH^{(k)}W^{(k)})$$  \hspace{1cm} (1)

where $W^{(k)}$ is the weight matrix for the $k^{th}$ layer of the neural network, $\sigma$ is a non-linear activation function, such as a ReLU, and $\kappa$ is the layer number $(\kappa = 0, \ldots, K)$. Note that $H^{(0)} = N$ and $H^{(K)} = Z$. An effective improvement on this propagation rule has been recently proposed [23].

$$H^{(k+1)} = \sigma(D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}}H^{(k)}W^{(k)})$$  \hspace{1cm} (2)

where $D$ is the degree matrix of $A$, and $I$ is an $M \times M$ identity matrix. Note that the terms within the parenthesis in Eq. (2) is simply a linear projection, and can be re-written as

$$H^{(k+1)} = \sigma(\hat{A}H^{(k)}W^{(k)})$$  \hspace{1cm} (3)

where $\hat{A} = D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}}$.

**Proposed network.** We present a new GCN architecture, called L-GRIN (see Fig. 2), for joint graph learning and classification. It has the following four new components:

- **Non-linear spectral graph convolution ($G^\ast \text{conv}$).** Motivated by a recent work on spatial graph neural network [24], we replace the linear projection in (3) by a multi-layer perceptron (MLP) layer, and replace $A$ by a learnable $\hat{A}$. Thus, instead of the linear layer in (3), we define a new spectral graph convolution layer $G^\ast(\cdot)$ as follows:

$$G^\ast(H^{(k)}) = \sigma(MLP(\hat{A}H^{(k)}))$$  \hspace{1cm} (4)

where $\text{MLP}(\cdot)$ has two hidden layers with $\eta$ neurons each, $\hat{A}$ is the learnable adjacency matrix and $\sigma$ is a nonlinear activation function. $\hat{A}$ is learned through a joint optimization process described later in this section. The ReLU( in Eq. (4) ensures the non-negativity of $\hat{A}$. We refer to the convolution operation defined above as $G^\ast \text{conv}$ in the rest of the paper.

![Figure 2: Our proposed architecture, L-GRIN, consists of two graph inception layers (with a new spectral graph convolution layer) and a Pooling layer (with two fixed pooling layers and a learnable pooling layer). The Inception layers given graph input produce node level representation which are pooled to obtain a graph-level representation in the Pooling layer. L-GRIN also learns the underlying graph structure (adjacency matric) by jointly optimizing a classification loss and a graph structure loss.](image-url)
where, $\Theta$ denotes all other learnable network parameters across all graph convolution layers including its constituent MLP layers.

- **Graph inception.** We extend the idea of inception layer in traditional CNNs [58] to the graph domain, and introduce a graph inception module in our architecture (see Fig. 2). Our graph inception layer consists of two graph convolution layers and one maxpool layer operating on directly connected (1-hop) neighbours only.

Given an input $H^{(k)}$, the proposed graph inception layer is defined as follows:

$$H^{(k+1)} = \left[ G^1 \ast (H^{(k)}) | G^2 \ast (H^{(k)}) | \text{maxpool}(H^{(k)}) \right]$$

where $\ast$ denotes concatenation of the node features, and $G^1$ and $G^2$ are two $G^\ast$ conv layers (see Eq. (4)) with different size of their MLP layers ($\eta = 128$ for $G^1$ and $\eta = 64$ for $G^2$). Hence, for an input of $H^{(k)} \in \mathbb{R}^{M \times P}$, the inception layer produces an output $H^{(k+1)} \in \mathbb{R}^{M \times (128+64+P)}$.

The two $G^\ast$ conv layers that yield embeddings of different dimensions can be interpreted as a multiscale analysis on graphs in spectral domain. Like a traditional inception layer in CNN, our graph inception layer also combines features from multiscales allowing the network to have both width and depth. Our graph inception layer has fewer parameters (compared to inception networks in CNNs) enabling us to feed the input directly to the inception layer.

The maxpool function in Eq. (5) operates on every node separately. For each node $v_i$, we only consider its directly connected neighbors (1-hop), and maxpool over the embeddings along feature dimension. Note that, since we start with a fully-connected graph, initially this operation is the same as maxpooling over all nodes, but this changes quickly as we start discovering the graph structure.

- **Learnable pooling for graph-level representation.** Our objective is to classify entire graphs, as opposed to the more common task of classifying each node. Hence, we seek a graph-level representation $h_G \in \mathbb{R}^Q$ as the output of our network. This can be obtained by pooling the node-level representations $H^{(k)}$ at the $K$-th layer before passing them to the classification layer (see Fig.2). Common choices for pooling functions in graph domain are mean, max and sum pooling [23, 35]. Max and mean pooling often fail to preserve the underlying information about the graph structure while sum pooling is shown to be a better alternative [24]. However, all these pooling functions treat every neighboring node with equal importance, which may not be optimal. To this end, we propose to learn a pooling function $\Psi$ that combines the node embeddings from the $K$-th layer to produce an embedding for the entire graph. Additionally, we also use maxpool and meanpool and combine all the graph-level embeddings together. The pooling layer is thus defined as follows:

$$h_G = \left[ \text{maxpool}(H^{(K)}) | \Psi(H^{(K)}) | \text{meanpool}(H^{(K)}) \right]$$

where $\Psi$ has learnable weights to combine node-level embeddings to obtain a graph-level embedding.

- **Learnable adjacency (A).** Recall that in our task the graph structure is not known. Although we can define such structure manually, results are sub-optimal. An effective approach would be to learn the graph structure (adjacency matrix) itself by jointly optimizing over a classification loss and graph learning loss. We assume that all videos have the same underlying graph structure containing the same number of nodes and edges. This largely simplifies our task of graph structure learning. The overall loss $L$ for joint graph learning and classification is composed of two components: (i) $L_{GC}$: a graph classification loss, and (ii) $L_{GL}$: a graph learning loss. The classification loss $L_{GC}$ is defined as the cross-entropy loss:

$$L_{GC} = - \sum_{n=1}^{N} y_n \log \hat{y}_n$$

where $\hat{y}_n$ is the predicted label for the $n^{th}$ sample. The graph learning loss, $L_{GL}$, is designed to facilitate learning the pooling vector $p$ and the adjacency matrix $A$. This is defined as follows:

$$L_{GL} = \lambda_1 \| \epsilon (A_d \odot \Lambda) \epsilon + \lambda_2 \| A \|_F^2 + \lambda_3 \| p \|_2^2$$

\text{graph structure loss}

\text{learnable pooling}

where $\odot$ denotes element-wise multiplication, $\epsilon$ is an all-ones vector, $\| \cdot \|_F$ denotes Frobenious norm, $\lambda_1$, $\lambda_2$, and $\lambda_3$ control the relative weights of the three terms, and $A_d$ is a structure matrix defined as follows:

$$(A_d)_{ij} = (i-j)^2$$

The structure matrix $A_d$ forces the nodes that are temporally close to each other to have stronger relationship, i.e. higher weights in the $A$. The larger the squared distance between two nodes $v_i$ and $v_j$ (frames), the smaller will be the weights in $(A)_{ij}$. The ReLU operation (see Eq. (4)) ensures the non-negativity of the elements in $A$. The overall optimization is thus as follows:

$$\min_{A,p,\Theta^{(k)}} L = \min_{A,p,\Theta^{(k)}} \left[ L_{GC} + L_{GL} \right]$$

where, $\Theta$ denotes all other learnable network parameters across all graph convolution layers including its constituent MLP layers.
Table 1: Facial emotion recognition: Results and comparisons on the RML and RAVDESS databases.

| Model          | Accuracy (%) | Parameters |
|----------------|--------------|------------|
|                | RML | RAVDESS |            |
| "BLSTM (baseline)" | 60.00 | 56.14 | ~ 1 M      |
| "GCN [23](baseline)" | 76.57 | 69.34 | ~ 102 K    |
| "PATCHY-SAN [35]" | 80.00 | 73.52 | ~ 52 K     |
| "PATCHY-Diff [61]" | 85.59 | 79.83 | ~ 71 K     |
| SE Net [40]     | 71.20 | 71.06 | ~ 26 M     |
| AVEF [62]       | 82.48 | -     | -          |
| KCFA [63]       | 82.22 | -     | -          |
| OAL [64]        | 90.83 | -     | -          |
| TJE [65]        | -    | 72.30 | -          |
| "L-GrIN"        | 94.11 | 85.65 | ~ 120 K    |

*use same node features

Every term in the overall loss function $\mathcal{L}$ is differentiable, thereby allowing an end-to-end optimization.

4 EXPERIMENTS

In this section, we present extensive experimental results and analysis to evaluate the performance of the proposed architecture for facial, speech and body emotion recognition.

4.1 Facial emotion recognition

Databases. We use two large video emotion recognition databases for our experiments. The databases chosen based on their popularity in emotion recognition literature and their larger size.

The RML database [59] contains 720 videos of 6 basic emotions: anger, disgust, fear, joy, sadness, surprise collected when the subjects speak. The subjects are from various ethnic groups and speak different languages.

The RAVDESS database [60] contains 4904 videos labeled with 8 classes: anger, calmness, disgust, fear, joy, neutral, sadness and surprise. This is the largest video emotion database currently available.

Node features. The databases we use provide only raw video clips. Instead of using raw video frames, we choose to use facial landmark points as node attributes. This is because landmark points are known to effectively capture the facial dynamics [66]. We extract 68 landmark points at every video frame using a state-of-the-art landmark detection method [67] (see Fig. 4), resulting into node feature vectors of dimension $F = 136$.

Implementation details. We use a 10-fold cross-validation for both databases, and report the average recognition accuracy in Table 1. We fix the length of each input video to 90 frames yielding a graph with $M = 90$ nodes. The shorter videos are simply padded by duplicating frames from the beginning of the video (cyclic padding). Our network weights are initialized following the Xavier initialization [68]. We set $\lambda_1 = 0.1$ and $\lambda_2 = \lambda_3 = 0.0001$ (see Eq. 8). We used Adam optimizer with a learning rate of 0.01 and decay rate of 0.5 after each 50 epochs for all experiments. To initialize the learnable adjacency matrix $A$, we generate a random matrix whose elements are drawn from a Normal distribution with zero mean and unit variance. We used Pytorch for implementing our model and the baselines, and an NVIDIA RTX-2080Ti GPU for all experiments.

Baselines, state-of-the-art. We compare our model against two competitive and relevant baselines as follows:

(i) BLSTM. The first baseline is a Bidirectional LSTM (BLSTM), an extension of the traditional LSTMs [69–71]. LSTM and its variants have been successfully used in sentiment analysis in language and speech [18, 72]. This BLSTM comprises 1-layered bidirectional cells with embedding size 300 followed by a fully connected layer.

(ii) GCN [23]. A natural baseline to compare with our model is a spectral GCN in its standard form (as in Eq. (3)). The original network [23] is designed for node classification and only yields node-level embeddings. To obtain a graph-level embedding, we used max and mean pooling at the end of convolution layers. The GCN uses a binary adjacency matrix constructed following the method used in graph-based action recognition [21].

In addition to the baselines, we compare with two state-of-the-art graph architectures: PATCHY-SAN [35] and PATCHY-Diff [61]. PATCHY-SAN is recent architecture that learns CNNs for arbitrary graphs for graph classification [35]. PATCHY-Diff is referred to an architecture where PATCHY-SAN is used in combination with a differentiable pooling layer between graph convolution layers [61].

We also compare our model with SENet [40] - a state-of-the-art CNN architecture recently proposed for facial emotion recognition.
Table 2: Cross-corpus performance of proposed L-GrIN.

| Trained on  | Evaluated on | Accuracy (%) |
|------------|--------------|--------------|
| RAVDESS    | RML          | 81.94        |
| RML        | RAVDESS      | 75.42        |
| eNTERFACE  | RML          | 79.86        |
|            | RAVDESS      | 77.51        |

Results. Table 1 compares the performance of L-GrIN with all the methods mentioned above. Clearly, the proposed model outperforms all the existing methods by a significant margin, including the graph-based state-of-the-art architectures, such as PATCHY-SAN and PATCHY-Diff. Our model performs better than BLSTM—a class of classifier most commonly used in video-based emotion recognition. SENet is a very recent CNN architecture, which also trails our model in terms of performance. When compared to the GCN baseline [23], L-GrIN improves the recognition accuracy by more than 10% on RML, and more than 5% on RAVDESS. Note that KCFA, OKL and TJE use both audio and visual information for recognition. Our model, even though uses only visual information, shows significant improvement over these audiovisual methods. Fig. 5 shows the learned adjacency matrix for the RAVDESS database. Clearly, the learned graph structure shows higher values closer to the diagonal i.e. the weights associated among the neighboring nodes. This indicates higher temporal dependencies locally, and weaker dependency as we go further from a node.

Cross-corpus performance. Methods exhibiting superior performance on one corpus, often fall short when tested on another corpus having different statistical distributions. We investigated the ability of our model to generalize across data by evaluating its cross-corpus performance. To this end, we trained L-GrIN on one database, followed by fine-tuning a fully-connected layer on the target database, without changing the graph structure (or other parameters) learned from the training database. We also trained on a completely different video-based emotion recognition database (called eNTERFACE [73]) and tested on both RML and RAVDESS.

Results in Table 2 shows that our model can generalize quite well, and produces consistent results under cross-corpus training. The cross-corpus performance shows 6 – 8% higher accuracy on RAVDESS and 3 – 5% higher accuracy on RML as compared to the same-corpus accuracy obtained using the GCN baseline. Cross-corpus results are comparable with the same-corpus performance of PATCHY-SAN. This shows the strength of the proposed architecture. It is worth noticing that the RML database (when used for training) does not have neutral and calmness emotion classes, but our model still recognizes those emotions on RAVDESS with 67.2% and 73.4% accuracy.

4.2 Speech emotion recognition

Databases. We use the popular IEMOCAP database [74] for evaluating the performance of our model on speech emotion recognition. This database contains a total of 12 hours of data recorded in 5 sessions, where each session contains utterances from two speakers. The final database contains a total of 5531 utterances: 1103 angry, 1708 neutral, 1636 happy and 1084 sad.

Node features. We extract a set of low-level descriptors (LLDs) from the raw speech utterances as proposed for Interspeech2009 emotion challenge [47] using the OpenSMILE toolkit [75]. The feature set includes Mel-frequency cepstral coefficients (MFCCs), zero-crossing rate, voice probability, fundamental frequency (F0) and frame energy. For each sample, we use a sliding window of length 25ms with a stride length of 10ms to extract the LLDs locally. Each feature is then smoothed using a moving average filter, and the smoothed version is used to compute their respective first order delta coefficients. Moreover, motivated by a recent work on speech emotion recognition [76], we also add spontaneity as a binary feature. The spontaneity information comes with the database. Altogether this produces node feature vectors of dimension $P = 35$.

Implementation details. Each audio sample produces a graph of $M = 120$ nodes, where each node corresponds to a (overlapping) speech segment of length 25ms. Cyclic padding is used to make the samples of equal length as before. We perform a 5-fold cross-validation and report the average unweighted accuracy in Table 3. All other parameters and settings remain the same as before.

Baselines, state-of-the-art. Our model is compared with two baselines (BLSTM and GCN), two state-of-the-art graph-based architectures (PATCHY-SAN and PATCHY-Diff) as before. In addition, we also compare our model with four state-of-art methods in speech emotion recognition: CNN [51], CNN-LSTM [51], representation learning [54] and LSTM connectionist temporal modeling (LSTM-CTC) [19].
4.3 Body emotion recognition

Databases. We use the MPI emotional body expression database [77] for our experiments. This database contains 1447 body motion samples of actors narrating coherent stories labeled with 11 emotions: amusement, anger, disgust, fear, joy, neutral, pride, relief, sadness, shame, and surprise. During their performance, a mocap system (model: Xsens MVN) recorded the human motion using miniature inertial sensors. The system recorded dynamic 3D postures from 22 joints with a sampling rate of 120Hz.

Node features. For this database, we use the raw information provided by the mocap system as input. Each node contains the 3D positions and orientations (measure in terms of the Euler angles) at a given time-step. The feature consists of Euler angles from 22 joints and additional location information of the reference point. We use all this information (without any preprocessing) as node features, resulting into a vector dimension of $p = 72$.

Implementation details. Each input sample produces a graph of $M = 120$ nodes, where each node corresponds to a temporal segment of $120^{th}$ of a second. Cyclic padding is used as before. We perform a 5-fold cross-validation and report the average accuracy in Table 4. All other network parameters remain the same as before.

Table 4: Body emotion recognition: Results and comparisons on the MPI database.

| Model               | Accuracy (%) | Parameters |
|---------------------|--------------|------------|
| *BLSTM (baseline)   | 45.52        | ~ 0.9 M    |
| *GCN (baseline)     | 56.03        | ~ 92 K     |
| *PATCHY-SAN [35]    | 48.42        | ~ 80 K     |
| *PATCHY-Diff [61]   | 55.29        | ~ 71 K     |
| Trajectory learning [55] | 50.00        | -          |
| *L-GrIN             | 58.59        | ~ 110 K    |

* use same node features

| Pooling strategy    | Maxpool | Meanpool | Sortpool | Learnable |
|---------------------|---------|----------|----------|-----------|
| Accuracy (%)        | 89.76   | 90.23    | 83.66    | 91.50     |

Table 5: Comparison between learnable and fixed pooling strategies on the RML database. All experiments use the same binary adjacency matrix for fair comparison.

Table 6: Comparison between learnable and manually constructed graph structures. For fair comparison, all experiments use only maxpool to obtain graph embedding.

| Adjacency (A) | Binary | Weighted | Learnable |
|---------------|--------|----------|-----------|
| Accuracy (%)  | 89.54  | 62.45    | 91.50     |

Baselines, state-of-the-art. Our model is compared with the baselines (BLSTM and GCN), the state-of-the-art graph-based architectures (PATCHY-SAN and PATCHY-Diff), and a recent work on this database, i.e., trajectory learning [55]. The trajectory learning system [55] models neural motion and analyzes the spectral difference between an expressive motion and a neutral motion in order to recognize the body expressions.

Results. Table 4 shows that L-GrIN outperforms the baselines and state-of-the-art methods on the MPI body expression database. Graph-based methods continue to perform well, indicating the effectiveness of graph-based methods for such tasks. Fig. 5 shows the learned adjacency $A$ for the MPI database. As before, the learned graph structure exhibit higher temporal dependencies among the neighboring nodes.

4.4 Network analysis

Network size. Tables 1, 3 and 4 list the number of learnable network parameters for the baselines, state-of-the-art graph-based architectures and the proposed L-GrIN. As mentioned earlier, a graph network largely reduces the number of learnable parameters as compared to the BLSTM or CNN architectures such as SENet (see Table 1) without compromising the recognition accuracy. Our model has more parameters than the baseline GCN due to the inception layers and other learnable parameters, but also improves the recognition accuracy significantly. PATCHY-SAN and PATCHY-Diff have smaller network size compared to L-GrIN, but both trail L-GrIN in terms of performance on all databases. In case of facial emotion recognition, we discount the model size of the landmark detector in the comparison as it is common to all except SENet. For speech and body emotion recognition, no additional network was required for as we used hand-crafted features and raw data.

Learnable vs. fixed pooling. Recall that to obtain a graph-level embedding from node-level embeddings, L-GrIN learns a pooling function (see Fig. 2). To show if learnable pooling indeed improves the recognition performance, we compare its performance with various fixed pooling strategies: max pooling, mean pooling...
and sort pooling (sortpool) [78]. Table 5 presents the comparisons on the RML database in terms of facial emotion recognition accuracy, which clearly shows the advantage of learnable pooling over fixed pooling strategies. Similar trend is observed for other databases. Table 6 compares the performance between the proposed learnable adjacency (with max pooling, not learnable pooling) idea with the two fixed adjacency matrices on the RML database. Learnable adjacency matrix shows clear advantage in terms of performance. Similar trend is observed for other databases.

**Ablation study.** We performed exhaustive ablation experiments to investigate the contribution of each component we proposed to build L-GrIN. Table 7 presents the ablation results on the RML database. We observe that each new component brings significant improvement (row 2 to row 5) over the performance of standard GCN [23] which has 76.57% recognition accuracy (the top row in Table 7). The introduction of the graph inception layer increases the recognition rate by 11%; when combined with our new graph convolution layer $G^\ast$ conv (Eq. (4)), the accuracy increases to 90.65%. Adding the learnable graph structure (learned A) and learnable pooling bring the accuracy up to 94.11% both contributing to the accuracy. Removing either of the learnable components reduces the accuracy by 2.61%. The ablation results show that each of the proposed components in our architecture is important, and contributes positively towards its superior performance. Similar ablation trend was observed for other databases.

**Qualitative results.** To get an insight into the learning process of our model we visualized how it attends to different nodes. Since the video data is the most suitable for this, we used our trained model on RA VDESS. We then feed-forward each test sample through the network, and identify the node (each node corresponds to a video frame) that responded most strongly towards the max-pooling layer. This yields a salient node corresponding to each input. We present the corresponding video frames - one example per emotion class for RAVDESS in Fig. 7. The results show that the proposed model is able to learn the salient information from the input graphs such that it is representative of each emotion.
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