DUAL-TASKS SIAMESE TRANSFORMER FRAMEWORK FOR BUILDING DAMAGE ASSESSMENT
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ABSTRACT
Accurate and fine-grained information about the extent of damage to buildings is essential for humanitarian relief and disaster response. However, as the most commonly used architecture in remote sensing interpretation tasks, Convolutional Neural Networks (CNNs) have limited ability to model the non-local relationship between pixels. Recently, Transformer architecture first proposed for modeling long-range dependency in natural language processing has shown promising results in computer vision tasks. Considering the frontier advances of Transformer architecture in the computer vision field, in this paper, we present the first attempt at designing a Transformer-based damage assessment architecture (DamFormer). In DamFormer, a siamese Transformer encoder is first constructed to extract non-local and representative deep features from input multitemporal image-pairs. Then, a multitemporal fusion module is designed to fuse information for downstream tasks. Finally, a lightweight dual-tasks decoder aggregates multi-level features for final prediction. To the best of our knowledge, it is the first time that such a deep Transformer-based network is proposed for the task of building damage assessment. The experimental results on the large-scale damage assessment dataset xBD demonstrate the potential of the Transformer-based architecture.
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1. INTRODUCTION
Disasters such as hurricanes, earthquakes, floods, volcanic eruptions, and wildfires cause significant damage and economic losses every year. Timely and accurate building damage assessment is critical for humanitarian assistance, disaster response, and post-disaster reconstruction. Multitemporal very high-resolution satellite imageries are often used in the dual-task of identifying the extent of buildings and the severity of the damage.

Deep learning, especially Convolutional Neural Networks (CNNs), has shown great results in computer vision and remote sensing applications including building damage assessment [1–4]. However, CNN lacks a global understanding of the images and the ability to model the non-local relationship between pixels. To capture long-range dependency for further performance improvement, some advanced modules, such as dilated convolution and self-attention mechanism were introduced [5, 6]. Nonetheless, in addition to a significant computational cost, these modules were often designed at the end of CNN-backbone, which implies that the relationship in low-level information was not captured.

Transformers architectures [7] have shown great performances in natural language processing (NLP) and their ability to model long-range dependencies had motivated researchers to explore its adaptation to computer vision tasks. In fact, the Vision Transformer (ViT) [8] and its variants [9, 10] outperformed the state-of-the-art CNN in many computer vision tasks when trained on sufficient data. However, the Transformer-based architecture has not been investigated in large-scale remote sensing interpretation tasks. More importantly, compared to NLP, remote sensing interpretation tasks, especially on multitemporal remote sensing data, are subject to more complex challenges, such as larger object scale differences, and diverse image patterns caused by different sensor types and atmospheric conditions.

In this paper, we explore the potential of Transformer-based backbones applying an end-to-end dual-tasks siamese Transformer architecture named DamFormer for the task of building damage assessment. We believe that this work can provide a different perspective to multitemporal remote sensing interpretation.
2. METHODOLOGY

The building damage assessment task is two-fold: building localization and building per-pixel damage segmentation, namely damage classification. In this work, we present an end-to-end Transformer-based architecture DamFormer for both tasks. The overall proposed network architecture DamFormer is presented in Fig. 1, which is constructed by two parts: a siamese Transformer encoder and a lightweight dual-tasks decoder.

2.1. Siamese Transformer Encoder

Transformer backbones have shown their potential in feature extraction for semantic segmentation. Nevertheless, many of the current models are based on the ViT backbone, whose numerous network parameters inevitably introduce high computation overhead, which is paramount in the case of processing large-scale multitemporal remote sensing data. Therefore, in our work, we construct our siamese Transformer encoder based on the cutting-edge Transformer architecture SegFormer [9].

SegFormer consists of two main modules: a hierarchical transformer encoder named Mix Transformer (MiT) that outputs multi-level features and a lightweight All-MLP decoder to aggregate them and predict the semantic segmentation mask. As in ViT, an input image is first divided into patches, however MiT selects a smaller patches of size 4×4 to favor the dense prediction task. To reduce the computational complexity of the standard self-attention mechanism, MiT uses a sequence reduction process to reduce the length of the semantic sequence. Also, considering the positional encoding in Transformer demands the same resolution for input data in training and testing stages, a 3×3 convolutional layer is introduced to replace the positional encoding. Benefiting from it, SegFormer architecture can accept multitemporal images of any size in training and testing stages.

Specifically, based on the Mix Transformer encoder, our encoder has two streams to extract low-resolution fine-grained and high-resolution coarse features from multitemporal very high-resolution imagery where each stream has four Transformer blocks as shown in Fig. 1. In this work, since pre-and post-disaster images are homogeneous with similar visual patterns, a weight-sharing mechanism is applied for the two streams, making the extracted features comparable (in the same feature space) and reducing network parameters. In addition, the overlap patch merging mechanism [9] is introduced at each block to shrink the features obtained from the previous block to half the size.

Finally, we propose a multitemporal adaptive fusion module, consisting of concatenation, convolutional layer, and channel attention mechanism [11]. The concatenation operation and convolutional layer merge the feature maps of the same size from the two streams, which can facilitate the information interaction between pre-disaster and post-disaster feature maps. The channel attention mechanism can weight the importance of each channel and yield task-specific features that are well-suited for downstream building localization and damage classification tasks, respectively.

2.2. Lightweight Dual-Tasks Decoder

Keeping a large receptive field to include enough contextual information is key to segmenting remote sensing data.
Therefore, sophisticated and computational demanding decoder designs such as multi-scale dilated convolution and self-attention head are often used by the CNN-based architecture. By contrast, our architecture can extract non-local features in each layer benefiting from the Transformer-based encoder. Hence, a simple lightweight decoder is therefore sufficient for downstream tasks.

Since the building damage assessment includes both building localization and damage classification tasks, our decoder includes two sub-networks with the same structure containing a cross-level fusion module and a classifier. In each decoder, the hierarchical task-specific features are first upsampled to the same size. Then, the feature maps are concatenated and a cross-layer fusion model based on a 1×1 convolutional layer is applied to aggregate information from different layers. The yielded feature map containing multi-level information is used for final prediction by an attached 1×1 convolutional layer. In addition, the multi-level feature map in the localization sub-network is added back to the classification sub-network to contribute to the damage assessment performance.

2.3. Loss Function

To train the proposed architecture, we utilize a compound loss function to jointly optimize building localization and damage classification tasks. For building detection, we optimize predictions according to the building reference maps with binary cross-entropy loss. To address the problem of skewed class where pixels belonging to building classes (foreground pixels) are far less than background pixels, dice loss is introduced to balance the foreground and background pixels. For damage assessment, we optimize predictions according to the damage reference maps with cross-entropy loss. Compared to building detection, the sample imbalance problem is more challenging in damage classification, which is not limited to the foreground and background pixels but also lies in the distribution of pixels with different damage levels. Considering this, we apply Lovasz softmax loss function [12] to support the optimization step, since it encounters sample imbalance problems by directly optimizing the IoU metric. Finally, our overall loss function can be formed as follows:

\[
L_{overall} = L_{loc} + \alpha L_{dam}
\]

where \(\alpha\) is a trade-off parameter that controls the importance of damage assessment, we set \(\alpha\) to 1 in this paper.

3. EXPERIMENTS

3.1. Dataset, Metrics, Benchmark Methods

To evaluate the effectiveness of our DamFormer architecture, we conduct experiments on the xBD dataset [13], which is currently the largest publicly available damage assessment dataset, containing 11'034 multitemporal very-high-resolution image-pairs with a size of 1024×1024 and six disaster types: earthquake/tsunami, flood, volcanic eruption, wildfire, and wind. The damage annotations in the xBD dataset are divided into four levels: non-damage, minor damage, major damage, and destroyed. We implemented our network using Pytorch. In the two siamese streams, the specific number of MixFomer units in the four blocks is 3, 4, 6 and 3, keeping the same number of the residual units in ResNet-50 architecture. To train the overall network, we apply AdamW optimizer with an initial learning rate of 6e−5 and a weight decay of 5e−3.

Following the widely used metrics suggested in the xView2 Computer Vision for Building Damage Assessment Challenge[1], an evaluation metric based on \(F_1\) score was utilized, including building localization score \(F_{\text{loc}}\), the harmonic mean of subclass-wise damage classification scores \(F_{\text{dam}}\) and overall score \(F_{\text{oa}}\), which can be formed as

\[
F_{\text{oa}} = 0.3F_{\text{loc}} + 0.7F_{\text{dam}}.
\]

To evaluate the proposed framework we adopted four CNN-based architectures as a comparison methods, i.e., the xView2 baseline method based on UNet + ResNet[2] the xView2 1st place solution method[3]Siamese-UNet, MaskRCNN-DA [14], and ChangeOS [4]. Because the 1st place solution is based on a multi-model ensemble and ChangeOS applied

\[1\text{https://www.xview2.org/} \]
\[2\text{https://github.com/DIUx-xView/xView2_baseline} \]
\[3\text{https://github.com/DIUx-xView/xView2_firstplace} \]
Table 1: BENCHMARK COMPARISON OF DAMAGE ASSESSMENT RESULTS PRODUCED BY VARIOUS METHODS ON THE XBD DATASET

| Method          | $F_{oa}$ | $F_{loc}$ | $F_{dam}$ | Damage $F_1$ per class |
|-----------------|----------|----------|----------|------------------------|
|                 | No Minor | Major    | Destroyed|
| xView2 Baseline | 26.54    | 80.47    | 3.42     | 66.31 14.35 0.94 46.57 |
| Siamese-UNet    | 71.68    | 85.92    | 65.58    | 86.74 50.02 64.43 71.68 |
| MaskRCNN        | 74.10    | 83.60    | 70.02    | 49.30 72.20 83.70       |
| ChangeOS        | 75.50    | 85.69    | 71.14    | 89.11 53.11 72.44 80.79 |
| DamFormer       | 77.02    | 86.86    | 72.81    | 89.86 56.78 72.56 80.51 |

object-based post-processing to improve the final performance, we used the ResNet-34 based models and the pixel-based ChangeOS respectively for a fair comparison.

3.2. Experimental Results

Fig. 2 illustrates some visualization results obtained by DamFormer on the xBD dataset, which shows the proposed method can yield accurate and intact segmentation maps reflecting different levels of damages. Furthermore, in Table 1, we report the benchmark comparison on the xView2 holdout split. As is evident, DamFormer outperformed on both building localization and damage classification tasks, which indicates the effectiveness of Transformer architecture in multitemporal remote sensing image processing tasks of building damage assessment.

4. CONCLUSION

In this paper, we preliminary evaluate the potential of Transformer in multitemporal remote sensing data processing tasks. Specifically, we propose a dual-tasks siamese Transformer framework called DamFormer for building damage assessment tasks. DamFormer is made up of a siamese Transformer encoder and a lightweight dual-tasks decoder. Different from the limited receptive field of CNN-based architecture, DamFormer can extract non-local and representative features for building localization and damage assessment tasks. The experimental results on the xBD dataset demonstrate the superiority of our architecture for building damage assessment in comparison with CNN-based architectures. Our future work includes but is not limited to applying DamFormer architecture and its variants to man-made disasters response and further exploring Transformer architecture in other remote sensing-related tasks, such as change detection, land-cover, and land-use classification.
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