Subsewershed SARS-CoV-2 Wastewater Surveillance and COVID-19 Epidemiology Using Building-Specific Occupancy and Case Data
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ABSTRACT: To evaluate the use of wastewater-based surveillance and epidemiology to monitor and predict SARS-CoV-2 virus trends, over the 2020–2021 academic year we collected wastewater samples twice weekly from 17 manholes across Virginia Tech’s main campus. We used data from external door swipe card readers and student isolation/quarantine status to estimate building-specific occupancy and COVID-19 case counts at a daily resolution. After analyzing 673 wastewater samples using reverse transcription quantitative polymerase chain reaction (RT-qPCR), we reanalyzed 329 samples from isolation and nonisolation dormitories and the campus sewage outflow using reverse transcription digital droplet polymerase chain reaction (RT-ddPCR). Population-adjusted viral copy means from isolation dormitory wastewater were 48% and 66% higher than unadjusted viral copy means for N and E genes (1846/100 mL to 2733/100 mL/100 people and 2312/100 mL to 3828/100 mL/100 people, respectively; n = 46). Prespecified analyses with random-effects Poisson regression and dormitory/cluster-robust standard errors showed that the detection of N and E genes were associated with increases of 85% and 99% in the likelihood of COVID-19 cases 8 days later (incident−rate ratio (IRR) = 1.845, p = 0.013 and IRR = 1.994, p = 0.007, respectively; n = 215), and one-log increases in swipe card normalized viral copies (copies/100 mL/100 people) for N and E were associated with increases of 21% and 27% in the likelihood of observing COVID-19 cases 8 days following sample collection (IRR = 1.206, p < 0.001, n = 211 for N; IRR = 1.265, p < 0.001, n = 212 for E). Our findings highlight the use of building-specific occupancy data and add to the evidence for the potential of wastewater-based epidemiology to predict COVID-19 trends at subsewershed scales.
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INTRODUCTION

Wastewater-based surveillance (WBS) has long been used as a supplement to clinical surveillance for diseases such as polio (since the 1940s)1 as well as for other purposes such as monitoring illicit drug use2,3 and supporting vaccination campaigns aimed at eradicating poliomyelitis and vaccine-derived poliovirus outbreaks.4 During the early stages of the current coronavirus disease 2019 (COVID-19) pandemic, it was established that SARS-CoV-2, the virus that causes COVID-19, was shed in feces.5,6 Subsequently, globally distributed teams adopted WBS to monitor and assess infection trends, particularly in regions with limited clinical testing.

SARS-CoV-2 may be quantified in clinical or wastewater samples through the detection of viral RNA; this requires targeting viral genes that are unique to the virus. Early in the pandemic, national health agencies and private companies worked to develop diagnostic kits primarily using reverse transcription quantitative polymerase chain reaction (RT-qPCR).7 The World Health Organization (WHO) released guidelines for diagnosing COVID-19 in which they recommended nucleic acid amplification methods (e.g., RT-qPCR)
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that target regions on the N, E, and S genes of the virus. The U.S. Centers for Disease Control and Prevention (CDC) developed its own primers targeting three regions of the nucleocapsid gene (N1, N2, N3), whereas others developed primers targeting the envelope (E) and spike protein (S) genes.10 RT-qPCR results yield cycle threshold (Ct) values that indicate the number of cycles needed for a sample to amplify above a specified threshold level, and these Ct values are expected to be inversely correlated with viral concentrations.11

Once it was shown that viral RNA was detectable in wastewater by RT-qPCR and could be used to predict trends in clinical cases, other groups adopted WBS as a means to attempt to monitor and predict COVID-19 infection trends and outbreaks.13−16 Building on this work, in mid 2020, Virginia Tech (VT), a large university that comprises the majority of the population of rural Blacksburg, VA, added wastewater surveillance to the university’s COVID-19 operational plan17,18 with the goal of providing additional data to support campus-wide public health decision-making and the allocation of testing resources for the university’s on-campus residential facilities (dormitories). Many other universities and colleges also initiated COVID-19-focused WBS programs for their campuses as well as surrounding communities.19−21

While WBS can be used to support disease monitoring and mitigation efforts, there are many challenges associated with the use of WBS for the detection and monitoring of viruses such as SARS-CoV-2. For one, viral shedding timing and concentrations vary by pathogen, pathogen variant, and infected individual, meaning that, depending on the size of a given population and case incidence, WBS results may or may not reliably reflect infection trends.22−24 Constituents that are common in wastewater may also inhibit the amplification of genes, resulting in false negatives.25 The manner in which samples are collected also plays an important role, as does the method of analysis.26 Composite and grab sampling techniques must be considered along with heterogeneity in the volume, flow, and nature of the wastewater sampled.27 With regard to extending WBS to wastewater-based epidemiology (WBE), in addition to the challenges associated with measuring and quantifying the signal in wastewater samples, sufficiently reliable and linked outcome data are needed, as are data on the size and nature of the population contributing to the wastewater being sampled. Estimation bias associated with these interrelated issues varies spatially and temporally, as well as by scale of sampling and analysis, from sewershed to subsewershed and building-specific WBS.

In the process of assisting the VT administration with the establishment of a COVID-19 WBS program that could effectively generate data to support efforts to monitor and control SARS-CoV-2 infections on campus, we identified knowledge gaps that needed to be addressed to advance the application of WBS and WBE of COVID-19 more broadly. The overarching objective of this research was to improve the understanding of the relationships between SARS-CoV-2 detected in sewage and COVID-19 case data at building-scales, and to improve guidance on subsewershed sample collection and analysis strategies. To achieve this, we collected and analyzed wastewater samples from a cross-section of buildings across the VT campus with an emphasis on dormitories to quantify SARS-CoV-2. To extend from WBS to WBE, we coupled these data with building-specific high-resolution occupancy data and student COVID-19 case status data. With regard to specific research objectives, we sought to evaluate whether the analysis of unadjusted and population-adjusted SARS-CoV-2 viral concentrations in wastewater samples could be used to reliably predict cases of COVID-19 at building-specific scales using prespecified lead times from sample collection to case identification. We anticipate that findings from this research can be used to help improve WBS and WBE application at subsewershed scales.

**METHODS**

Our analyses were based on a number of data sources described in more detail in the sections that follow. Briefly, wastewater samples were collected from multiple sites/buildings as well as the university’s primary wastewater outflow twice weekly starting September 2020 through May 2021 (the VT fall 2020 semester started in August and concluded in December 2020, and the spring 2021 semester started in January and concluded in May 2021). Building occupancy estimates were derived from two data sources: swipe card data for those buildings with exterior doors operated via card readers and weekly occupancy counts from university administration. Building-specific estimated COVID-19 cases were derived from data on student-specific assignments to isolation and quarantine. University-wide COVID-19 case data were obtained from the university’s health center and COVID-19 dashboard management team.

Our study was approved by VT’s Institutional Review Board (#21-110). Prior to data analysis, we prepared a prespecified statistical analysis plan (uploaded to Open Science Framework).27

**Wastewater Sampling Sites and Protocols.** With the broader goal of sampling widely across the campus, sampling sites were selected on the basis of practicality (layout and accessibility of the sewer) and with a focus on sites from which we could collect outflow from specific dormitories/buildings rather than those sampling sites with mixed wastewater flows from multiple residential and nonresidential buildings (though we did also collect samples from several multibuilding collection points). Wastewater samples were collected twice weekly (typically Mondays and Thursdays) from 17 manholes across the VT main campus in Blacksburg, VA from September 17, 2020 to May 6, 2021.

During the fall 2020 semester, grab samples were collected at all locations until composite samplers became available in October 2020. Depending on manhole access and depth as well as other logistical considerations, samples were collected as 24 h composite samples where possible and as grab samples otherwise. Composite samples were collected using either ISCO 6712 or ISCO 3700 (Teledyne Inc., Louisville, KY) automatic samplers every 30 min for 24 h (7 am to 7 am) on weekends and during the week. Some sampling dates were missed due to extreme weather, university holidays (e.g., Thanksgiving, November 21–29, 2020), and the winter break between the fall and spring semesters (December 18, 2020 to January 19, 2021). Data on selected sampling sites and methods by building and semester are summarized in Table S1.

With regard to protocols, one liter was collected from each site and stored on ice until transported to the laboratory for analysis (typically within 1.5−2 h of collection). A subset from each sample was prepared for further processing following the methods described in Ahmed et al.28 Briefly, MgCl2 was added to 150−200 mL samples for a final concentration of 25 mM,
and the pH was adjusted to 3–4. To quantify loss through filtering and extraction, bovine coronavirus (CALK-GUARD; Zoetis, Parsippany, NJ) was spiked into the samples at 1 μL of BCoV/1 mL of sample (between 1.43 × 10⁷ and 1.90 × 10⁷ copies). Following these adjustments, samples were filtered through 0.45 μm mixed cellulose ester filters (Thermofisher Scientific, Waltham, MA) using sterilized vacuum filter holders within a BSL-2 hood. Filters were then rolled and torn into 3–5 mm sized pieces using flame sterilized tweezers and then transferred into centrifuge tubes. Torn filters were stored at −80 °C until they could be transported on ice to the Molecular Diagnostics Laboratory at the VT Fralin Biomedical Research Institute where RNA extraction and RT-qPCR was performed (described below).

**Extraction and PCR.** To determine the viral concentrations in wastewater samples, we used two PCR approaches. Samples were labeled using coded identifiers so those conducting the RT-qPCR and reverse transcription droplet polymerase chain reaction (RT-ddPCR) analyses would not know from which sites the samples had been collected. Initially, we used an RT-qPCR assay developed by Ceci et al., who had received Emergency Use Authorization (EUA #200383) from the U.S. Food and Drug Administration (FDA). We opted to use this approach because it was FDA authorized and used for clinical testing for the VT campus (as well as for samples from health Districts across southwest VA) and the Molecular Diagnostics Laboratory at the VT Fralin Biomedical Research Institute had the capacity and staff to analyze wastewater samples in a timely fashion (typically providing results the same day processed samples were received).

Specimens from filter membranes were eluted in a DNA/RNA stabilizer buffer (137 mM NaCl, 2.7 mM KCl, 8 mM Na₂HPO₄, 2 mM KH₂PO₄, 50 mM KCl, 8 mM DTT, 40 Units/mL of RNasin, pH 7.6) following a mechanical procedure to facilitate the release of particles from the membrane. An aliquot of the eluate (300 μL) was subjected to a TRizol/EtOH-based nucleic acid extraction protocol in a 96-well format column system (ZYMO RESEARCH) following standard extraction/washing procedures as described in Ceci et al. Total RNA was eluted in water and quantified using a Nanodrop system (Nanodrop 2000c [Thermofisher]; RNA concentrations varied from 5 to 280 ng/μL depending on the original sample). Five nanograms of RNA was used as a template in a Power SYBR Green RNA-to-CT 1-Step (Thermofisher) RT-qPCR reaction in a formulation that contains RNase inhibitor and additives to reduce the primer’s secondary structure formation. Under these conditions, false positives resulting from primer dimers were less likely to occur.

Three sets of SARS-CoV-2 genes, N, E, and S, along with a housekeeping gene (hRPP30), were evaluated for amplification in independent reaction mixtures (standard curves were included in each plate and for each run, and curves were considered acceptable when R² values were >0.98). This approach allowed for higher specificity (and helped reduce the would-be number of false negative results among clinical samples). Serial dilutions (10 000 to 10 copies per reaction) of 2019-nCoV/1_ Positive control (200 000 copies/μL, IDT) and 2019-nCoV_ Hs_RPP30 Positive control (200 000 copies/μL, IDT) plasmids were used for each standard curve. Because the primers were designed to anneal in the 5’ and 3’ flanking regions of the target control gene, there was no need to linearize either plasmid control. Cut-off Ct and 95% confidence interval (CI) values were experimentally determined on the basis of standard curves. The limit of detection (LoD) was 10 copies per reaction and determined as previously described. Negative controls were used to monitor cross-contamination during RNA extraction and sample set up (no template RT-qPCR reaction for each set of primers tested in each plate). Heat-inactivated SARS-CoV-2 (ATCC cat# VR-1986HK) was used as a positive amplification control for N, E, and S sets of primers.

To explore the potential for improved detection sensitivity, following analysis of the RT-qPCR results from all collected wastewater samples (described below), in November 2021, RNA extracts from sampling sites matched to dormitories for which we had relatively complete occupancy and COVID-19 case data (n = 280 samples) as well as RNA extracts from the campus outflow site samples (n = 49) were sent on dry ice to the Hampton Roads Sanitation District (HRSD), Virginia Beach, VA, for independent analysis using RT-ddPCR. For this subset of samples, a one-step RT-ddPCR multiplex was used to quantify N and E genes in the samples using no template controls, field blanks, and Twist Synthetic SARS-CoV-2 RNA Control 4 (Twist Bioscience, San Francisco, CA, USA) positive standards according to methods described in Gonzalez et al. The LoDs, irrespective of sample volume, were 2.2 and 16 copies per reaction for the N and E gene assays, respectively. RT-ddPCR total percent recoveries using spiked bovine coronavirus had a mean of 4.12 and a standard deviation (SD) of 5.22.

**COVID-19 Case Data.** We used dormitory-specific student case status data as the primary outcome variable for our WBE analyses. During the 2020/21 academic year, VT students living in on-campus housing who tested positive for COVID-19 or who were in contact to someone who tested positive (as identified via contact tracing) were assigned by the administration to isolation (for diagnosed cases) or quarantine (for those likely exposed to diagnosed cases). These data were received in the form of daily reports (similar to that of hotel bookings) with information on current assignment status (isolation or quarantine), status start and end dates, off- or on-campus housing status, and the names of the dormitories where students were assigned (for isolation) or already residing (for quarantine). See Figure S1 for aggregate assignment data by day of the week and semester.

For our analyses and reporting of results, we used codes in place of names for university dormitories, other buildings, and wastewater sampling sites. The university used one dormitory for housing students assigned to COVID-19 isolation (referred to here as the isolation dormitory or building code 25) as well as a second dormitory when the primary isolation dormitory was at capacity (building code 19). We used building code 99 to represent the sampling point for wastewater outflow from most of the university main campus.

We used a silo-based approach for data management in that only two members of the team interacted with the full and identified data provided by the university administration. Identified data were stored on a secure server, and we used automated code/scripts to remove personal identifiers and extract and collate daily isolation and quarantine counts per building per day for students living in on-campus housing (i.e., the number of new students assigned to isolation or quarantine by building and by day as well as running tallies of the total number of students by assignment status and building).
In addition to these building-specific data, for analysis of wastewater samples from the campus outflow site, we also used data from the university’s online COVID-19 dashboard, including the daily number of student positive cases and the daily positive testing rate (these data included results from students residing in on- and off-campus housing).

**Building-Specific Occupancy Data.** We used data from two sources to estimate daily and weekly occupancy rates by building. Daily estimates were derived from swipe card data from VT buildings with swipe card readers on all external doors. For our primary WBS and WBE analyses (described below), we focused on those dormitories that required the use of a card swipe for entry 24 h/day and for which we had building-specific wastewater sample collection. We also considered analysis of swipe card data from other mixed-use buildings that included student housing as well as other facilities and offices, but because such buildings were open to the public during regular operating/business hours, we were unable to derive sufficiently accurate occupancy estimates. Disaggregated swipe card data for the five VT dormitories we focused on in our study were provided in an automated fashion on a daily basis and included counts for all student and nonstudent unique (i.e., card-specific) and total swipes per day.

In addition to the swipe card data, we also received weekly counts of the number of people assigned to all residential buildings on VT’s main campus (provided every Monday for the previous week’s data). As part of our analysis, we evaluated associations between these official weekly counts and the swipe card data. Because the swipe data evidenced substantial variance across the week and better accounted for occupancy during weekends and university holidays or breaks, for our primary analyses, we used the swipe card data to estimate daily occupancy on the basis of the total number of swipes per day by students and nonstudents.

**Statistical Analyses and Modeling.** For the RT-qPCR results, mean Ct values were calculated for each N, E, and S gene measurement by taking the arithmetic mean of the two values for each site by sample, ignoring Ct values of ≥45 (i.e., nondetects, based on the limit of detection for the assay used) and missing values; in instances where only one value was available and the other was a nondetect, the available value was used for the mean (“CTmean”). We also created variables for the mean of the Ct means in two ways: when values for all three sites (N, E, and S) were available (“All NES Ct Mean”) and a mean of the Ct means derived from all or any available Ct mean data (“Any NES Ct Mean”). In addition, we generated binary variables for each N, E, and S gene mean (detect, nondetect) as well as a binary variable (detect, nondetect) derived from the mean of Ct means (“Any NES Ct Mean as Binary”).

We used plate-specific standard curves to calculate estimated viral copies per 100 mL for N, E, and S genes individually (“ViralCopies”) as described in eq 1.

Equation for calculating viral copies from RT-qPCR Ct data:

\[
\text{ViralCopies}_g = 20 \times e^{\left(\frac{\text{CTmean}_g - \beta_g}{\alpha_g}\right)}
\]

where \(\text{CTmean}_g\) is the arithmetic mean for genes \(g\), \(g = N, E,\) or \(S\); \(\beta\) and \(\alpha\) are the beta and \(\alpha\)-intercept coefficients from the standard curve from each plate \(p\); 20 is a constant to adjust for the qPCR dilution factor. Nondetect values (Ct ≥ 45) were coded as zeros. After calculating estimated viral copies for N, E, and S genes individually, we created a variable for mean viral copies (“Any NES Mean Viral Copies/100 mL”), calculated in the same fashion as described above for the mean of mean Ct values.

For RT-ddPCR runs, samples were considered positive/quantifiable if there were at least three positive droplets per reaction. A reaction was rerun if less than 10 000 total droplets were generated for a PCR reaction. Only those RT-ddPCR N and E viral copy data that were greater than the observation-specific LoD were used for analyses, treating all values below the LoD as zero.

We visually inspected data distributions using histograms as well as QQ-plots to assess normality. We also prespecified that no imputation would take place for missing data (but that we would conduct some missing data/sensitivity analysis for those variables missing more than 10% of the expected observations).

To adjust Ct and viral copy data by building-specific populations, we used the total unique daily swipe counts per building for students and nonstudents (since nonstudents would also be contributing to the wastewater outflows from the buildings) as well as the weekly occupancy data to calculate mean Ct and estimated viral copies per 100 mL per 100 people by building. To assess potential associations using SARS-CoV-2 signals from the campus outflow sampling site, we used historic data from the university COVID-19 dashboard on the total number of positive tests for students university-wide (as well as the daily positivity rate).

With respect to analyzing associations between Ct and viral copy data and our primary outcome (proxy data for COVID-19 cases by building), we prespecified that, data allowing, we would assess three different approaches to weighting the N, E, and S site data: Equal weighting; 50/25/25 (upweighting N); and learning optimal weights via a machine learning-based approach (which we did not pursue given the relatively low proportion of detect results from the RT-qPCR results). While our overarching objective was to analyze the signal from the wastewater with the highest resolution possible, we also planned to analyze the data by discretizing the wastewater results/signal into either trinary (low, medium, high) or binary (detect, nondetect) variables.

For our primary analyses and statistical modeling of the potential association between SARS-CoV-2 signals in the wastewater samples and COVID-19 cases for the five dormitories for which we had high-resolution occupancy and case data, we planned to analyze associations between wastewater samples on day X and corresponding case data on day X + 8 (i.e., using an eight-day lead for the case outcome data). The choice to focus our analyses using an eight-day case lead was informed by an interest in better understanding the potential of WBS as an early warning system, our understanding of COVID-19 research literature on incubation periods at the time we prepared our statistical analysis plan (finalized July, 2021), and our desire to limit the total number of comparisons (models) conducted. Although we prespecified the analysis of case data 8 ± 2 days following wastewater sample collection, given advancements in the understanding of SARS-CoV-2 incubation and shedding dynamics, we modified this to analyze a range of 4 to 9 days after wastewater sampling as well as 3-day bins of cases centered on 8 days. With regard to normalization, we prespecified the use of three normalization schemes (weekly occupancy data, daily swipe card data, and a combination of the two), but on the basis of...
the nature of the occupancy data, we primarily used swipe card data for our analyses.

To assess building-specific associations between SARS-CoV-2 detection in wastewater samples and associated COVID-19 cases, we used random-effects Poisson regression with cluster-robust standard errors (SEs), treating each of the five dormitories in our primary analysis as a cluster (to control for variance within and between clusters). Prior to running the models, data were organized with buildings/clusters serving as panel variables and the date (daily) as the time variable; unadjusted and population-adjusted viral copy data were log10 transformed, coding nondetects and values < LoD as zero. Beta coefficients from the models were exponentiated to yield incident−rate ratios (IRRs) which, given the underlying structure of the data, may be interpreted as a percentage change in likelihood. SEs and associated p-values were calculated using a standard confidence level of 95%.

Figure 1. Composite sampler surrounded by safety fencing in August of the 2020 fall semester (a), another composite sampler surrounded by safety fencing in January of the 2021 spring semester (b), and a submerged strainer (connected to tubing affixed to a PVC pipe) inside a manhole connected to a composite sampler (c) (photo credits: A. Maile-Moskowitz).

Table 1. Wastewater Samples and SARS-CoV-2 Detection by Gene and Building Codes: RT-qPCR and RT-ddPCR Comparison

| gene | SARs-CoV-2 | B8 | B13 | B15 | B17 | B19 | B22 | B25 | G1 | G2 | G3 | G4 | G5 | G6 | G7 | B99 | total |
|------|------------|----|-----|-----|-----|-----|-----|-----|-----|----|----|----|----|----|----|-----|------|
| RT-qPCR | not detected | 46 | 41 | 47 | 19 | 16 | 47 | 42 | 46 | 50 | 42 | 41 | 47 | 43 | 46 | 48 | 621 |
| | detected | 1 | 6 | 5 | 0 | 0 | 2 | 6 | 3 | 2 | 7 | 6 | 3 | 6 | 2 | 3 | 52 |
| | total | 47 | 47 | 52 | 19 | 16 | 49 | 48 | 49 | 52 | 49 | 47 | 50 | 49 | 48 | 51 | 673 |
| | not detected | 44 | 44 | 43 | 19 | 14 | 40 | 39 | 43 | 47 | 40 | 40 | 40 | 45 | 45 | 46 | 589 |
| | detected | 3 | 3 | 9 | 0 | 2 | 9 | 9 | 6 | 5 | 9 | 7 | 10 | 4 | 3 | 5 | 84 |
| | total | 47 | 47 | 52 | 19 | 16 | 49 | 48 | 49 | 52 | 49 | 47 | 50 | 49 | 48 | 51 | 673 |
| | not detected | 38 | 42 | 37 | 17 | 14 | 37 | 35 | 34 | 37 | 40 | 39 | 37 | 43 | 44 | 34 | 528 |
| | detected | 9 | 5 | 15 | 2 | 2 | 12 | 13 | 15 | 15 | 9 | 8 | 13 | 6 | 4 | 17 | 145 |
| | total | 47 | 47 | 52 | 19 | 16 | 49 | 48 | 49 | 52 | 49 | 47 | 50 | 49 | 48 | 51 | 673 |
| RT-ddPCR | not detected | 26 | 23 | 19 | 10 | 11 | 15 | 15 | 26 | 13 | 13 | 20 | 4 | 2 | 22 | 23 | 18 | 115 |
| | detected | 23 | 26 | 32 | 9 | 6 | 33 | 32 | 23 | 26 | 32 | 9 | 6 | 33 | 32 | 49 | 329 |
| | total | 49 | 49 | 51 | 19 | 17 | 48 | 47 | 49 | 52 | 49 | 47 | 50 | 49 | 48 | 51 | 673 |

aNote: RT-qPCR and RT-ddPCR data are from samples collected in the fall 2020 and spring 2021 semesters.
All statistical analyses were conducted using Stata (v16.1; by AC), and primary analyses were replicated using R (4.0.2; by CB).

**RESULTS AND DISCUSSION**

**Wastewater Sample Collection and Assays for SARS-CoV-2 Detection.** Over the 2020–2021 academic year, we analyzed 673 wastewater samples collected across the VT campus for SARS-CoV-2 genes \( N \), \( E \), and \( S \) using RT-qPCR (Figure 1). As shown in Table 1, across all 673 wastewater samples analyzed for SARS-CoV-2 using RT-qPCR, \( N \), \( E \), and \( S \) genes were detected (Ct < 45) in 7.7% (\( n = 52 \)), 12.5% (\( n = 84 \)), and 21.6% (\( n = 145 \)) of samples, respectively.

As discussed previously, following the initial analyses of all RT-qPCR results, 329 samples were independently reanalyzed using RT-ddPCR with the goal of obtaining higher resolution quantification of SARS-CoV-2 genes \( N \) and \( E \). Across this subset, \( N \) and \( E \) genes were detected in 61.1% (\( n = 201 \)) and 35.0% (\( n = 115 \)) of samples, respectively. This was a substantial improvement in sensitivity relative to detection by RT-qPCR, where \( N \) and \( E \) genes had been detected in 7.0% (\( n = 23 \)) and 12.2%, respectively (\( n = 40 \)), of this subset of samples. RT-ddPCR LoD data as well as viral copies/100 mL for \( N \) and \( E \) genes with and without adjustment for LoD (i.e., viral copies if >LoD or if >0) are summarized in Table S2.

Comparisons of the percentages of samples with SARS-CoV-2 detection by building code (and for the outflow site) based on RT-qPCR and RT-ddPCR results are provided in Table S3.

The visual inspection of histograms and QQ-plots for RT-ddPCR viral copy results for \( N \) and \( E \) showed right-skewed distributions prior to log-10 transformation (see Figures S2 and S3), as was also the case for RT-qPCR results. RT-ddPCR viral copy results for \( N \) and \( E \) genes were highly correlated (\( r = 0.967 \)) with slightly higher viral copy concentrations for \( E \) than for \( N \) overall (Figure S4). These RT-ddPCR results and higher average LoD across samples for the \( E \) gene (mean = 244, SD = 64) compared with the \( N \) gene (mean = 33, SD = 9) were likely due to differences in assay design and target region characteristics. A comparison of viral copy concentrations for RT-ddPCR and RT-qPCR results for \( N \) and \( S \) (for those samples for which data were available for pairwise comparison) is provided in Figure S5. Unless otherwise noted, all subsequent results and analyses reported herein are based on the RT-ddPCR data (using only observations > LoD).

**Building-Specific COVID-19 Case Data and Occupancy Estimation.** The cumulative weekly numbers of students from five nonisolation dormitories (building codes B8, B13, B15, B17, and B22) assigned to isolation or quarantine status by calendar week of the year for five dormitories (building codes B8, B13, B15, B17, and B22).

![Figure 2](https://doi.org/10.1021/acsestwater.2c00059)

**Table 2. Building Occupancy Estimates by Building/Site Code**

| building code | daily swipe card data for students and others | daily swipe card data for students only | weekly occupancy data |
|---------------|---------------------------------------------|----------------------------------------|----------------------|
|               | median | mean | SD | \( n \) | median | mean | SD | \( n \) | median | mean | SD | \( n \) |
| B8            | 424    | 396.3 | 94.0 | 204    | 412    | 386.6 | 91.6 | 204    | 396    | 405.1 | 32.9 | 191   |
| B13           | 418    | 394.1 | 90.3 | 204    | 402    | 380.8 | 88.0 | 204    | 413    | 420.7 | 28.0 | 191   |
| B15           | 443    | 423.2 | 74.5 | 193    | 421    | 404.7 | 70.7 | 193    | 517    | 530.6 | 20.3 | 191   |
| B17           | 63     | 66.3  | 17.6 | 204    | 57     | 61.5  | 17.0 | 204    | 58     | 69.7  | 13.7 | 191   |
| B22           | 727    | 695.7 | 145.4| 204    | 706    | 675.6 | 143.7| 204    | 881    | 911.8 | 59.5 | 191   |
| B19 (I-Dorm2) | 32     | 30.5  | 18.9 | 159    | 20     | 20.0  | 16.8 | 159    | 0      | 5.0   | 18.5 | 190   |
| B25 (I-Dorm)  | 44     | 45.3  | 20.9 | 193    | 27     | 29.9  | 16.5 | 193    | 16     | 21.7  | 17.1 | 60    |

*Notes: Data from the fall 2020 and spring 2021 semesters (excludes data from the 2020/21 winter break). Building code B15 represents data from a cluster of special-purpose on-campus housing with a shared wastewater outflow sampling site/manhole. Due to low occupancy in B17 relative to the other building-sampling sites, wastewater sampling for B17 was discontinued after the fall 2020 semester. I-Dorm = isolation dormitory.*
During the fall 2020 semester at VT, in response to the COVID-19 pandemic, courses were scheduled to resume in an online format following the November Thanksgiving holiday. Consequently, most students residing on campus left before the holiday break began on November 21, 2020; this shift in on-campus residency is reflected in the isolation and quarantine data in Figure 2 for the 47th and 48th weeks of the calendar year. Aggregated occupancy estimates by building code derived from daily swipe card data for students and others, students only, and based on weekly counts are summarized for the fall and spring semesters in Table 2 based on occupancy data from September 1, 2020 through November 25, 2020 and from January 15, 2021 through May 13, 2021. The large SDs observed (relative to the means) for the swipe card data are due primarily to inter- and intraweekly variation as well as relative decreases in student occupancy in the weeks before and after the winter break between semesters, as shown in Figure S6 for the five nonisolation dormitories.

**Table 3. Unadjusted and Population-Adjusted RT-ddPCR Viral Copies/100 mL for N and E Genes by Building**

| building code | viral copies/100 mL | viral copies/100 mL per 100 people: swipe card data (S&O) | viral copies/100 mL per 100 people: housing data (S) |
|---------------|---------------------|----------------------------------------------------------|--------------------------------------------------|
|               | median | mean | SD | n | median | mean | SD | n | median | mean | SD | n |
| N          | B8       | 0   | 331 | 1061 | 49 | 0   | 83  | 276 | 49 | 0   | 88  | 277 | 46 |
|           | B13      | 34  | 17 220 | 11 9018 | 49 | 7   | 3901 | 26 927 | 49 | 9   | 4431 | 29 670 | 46 |
|           | B15      | 73  | 336 | 628 | 51 | 25  | 80  | 142 | 47 | 20  | 67  | 118 | 47 |
|           | B17      | 0   | 110 | 181 | 19 | 0   | 146 | 260 | 19 | 0   | 131 | 219 | 19 |
|           | B22      | 101 | 446 | 1208 | 48 | 14  | 58  | 153 | 48 | 12  | 51  | 132 | 45 |
|           | B19 (I-Dorm2) | 0   | 255 | 777 | 17 | 0   | 550 | 1708 | 16 | 0   | 131 | 219 | 19 |
|           | B25 (I-Dorm) | 165 | 1846 | 6389 | 47 | 357 | 2733 | 7455 | 46 | 571 | 4466 | 10 345 | 16 |
|           | outflow  | 149 | 232 | 269 | 49 | 0   | 163 | 559 | 46 | 0   | 163 | 559 | 46 |
| E          | B8       | 0   | 603 | 2142 | 49 | 0   | 154 | 558 | 49 | 0   | 163 | 559 | 46 |
|           | B13      | 0   | 3934 | 24 852 | 49 | 0   | 900 | 5623 | 49 | 0   | 1013 | 6195 | 46 |
|           | B15      | 0   | 496 | 856 | 51 | 0   | 118 | 191 | 47 | 0   | 99  | 161 | 47 |
|           | B17      | 0   | 68  | 145 | 19 | 0   | 86  | 176 | 19 | 0   | 81  | 171 | 19 |
|           | B22      | 0   | 1076 | 3705 | 48 | 0   | 139 | 466 | 48 | 0   | 122 | 401 | 45 |
|           | B19 (I-Dorm2) | 0   | 746 | 2905 | 17 | 0   | 1724 | 6369 | 16 | 0   | 131 | 219 | 19 |
|           | B25 (I-Dorm) | 0   | 2312 | 5698 | 47 | 173 | 3828 | 8937 | 46 | 0   | 5566 | 14 154 | 16 |
|           | outflow  | 0   | 260 | 406 | 49 | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |

**Notes:** Data from the fall 2020 and spring 2021 semesters. I-Dorm = COVID-19 isolation dormitory. S = students. S&O = students and others.
Population-Adjusted SARS-CoV-2 Data. As shown in Table 3, among the subset of sampling sites analyzed using RT-ddPCR, mean SARS-CoV-2 viral copy numbers were the highest for both N and E genes in samples collected from dormitory code B13 (17,220 and 3934 copies/100 mL for N and E, respectively) as well as the primary isolation dormitory (1846 and 2312 copies/100 mL for N and E, respectively, at site B25). After the adjustment of copy numbers based on the estimated populations contributing to wastewater outflows from these buildings, mean viral copies/100 mL/100 people were still the highest for dormitory B13 for N (3901 copies/100 mL/100 people) but not for E (900 copies/100 mL/100 people), followed by the population-adjusted means for the isolation dormitory, which were higher than the unadjusted copy numbers (2733 and 3828 copies/100 mL/100 people for N and E, respectively). Similar trends were observed for population-adjusted means using the weekly housing count data.

One would expect mean SARS-CoV-2 viral copy numbers to be higher on a per capita basis for samples collected from COVID-19 isolation dormitories given the higher rates of infection and viral shedding. Indeed, when comparing unadjusted and population adjusted (based on swipe card data) viral copy means across all sites (Table 3), aside from a slight increase in the population-adjusted mean for B17 (33%, from 110 to 146, for N; 26%, from 68 to 86, for E; though samples were only collected for B17 during the fall semester), population-adjusted means were lower than the unadjusted means for all nonisolation dormitories. Conversely, for the primary isolation dormitory, population-adjusted viral copy means were 48% and 66% higher than the unadjusted viral copy means for N and E (from 1846 to 2733 and from 2312 to 3828, respectively) and 116% and 131% higher for the secondary isolation dormitory for the same comparison of viral copy means for N and E (from 255 to 550 and from 746 to 1724, respectively). These trends were also observed for viral copy means when adjusted (data allowing) using the weekly housing data.

As shown in Figure S7, the overall distribution of SARS-CoV-2 viral copy numbers for N and E for the five dormitories generally aligns with corresponding COVID-19 case data (based on isolation assignment by building) for the time period assessed, with a more pronounced overlap observed for the spring 2021 semester. Case data overlaid with population-adjusted (based on swipe card data) viral copy numbers are shown in Figure S8. For the RT-qPCR results, less-pronounced but somewhat similar trends were observed for the population-adjusted viral copy concentrations for N, E, and S genes, as shown in Figure S9.

Looking at results from the campus wastewater outflow samples, as shown in Figure 3, trend lines for SARS-CoV-2 viral copy numbers for N and E follow a pattern similar to that of COVID-19 case counts based on isolation data for the five dormitories analyzed in this study as well as for diagnosed cases university-wide, particularly so for the spring 2021 semester. Population-adjusted viral copies from wastewater samples collected from the university’s main COVID-19 isolation dormitory also aligned with these COVID-19 case trends (Figure S10).

Statistical Modeling and Wastewater-Based Epidemiology. For our initial models, we used an eight-day lead for building-specific COVID-19 cases (the outcome variable, derived from isolation assignment status). As shown in Table 4, using random-effects Poisson regression with cluster-robust SEs, we observed positive (i.e., increases in the likelihood) and statistically significant (at a p = 0.05 threshold) associations with COVID-19 cases 8 days following sample collection for log10 transformed viral copies/100 mL for N and E genes. IRRs from analysis of log10 transformed population-adjusted viral copy concentrations (based on swipe card and weekly housing data) for N and E were also positive and statistically significant. In particular, one-log increases in swipe-normalized viral copies for N and E were associated with statistically significant increases of 21% and 27% in the likelihood of observing COVID-19 cases 8 days after sample collection (IRR = 1.206, p < 0.001, n = 211 for N; IRR = 1.265, p < 0.001, n = 211 for E). We also analyzed these associations using binary variables for N and E (not detected = 0, detected = 1), and we observed associations with COVID-19 cases that were also clinically and statistically significant. Specifically, the detection of N genes in wastewater samples was associated with an 85% increase in the likelihood of COVID-19 cases 8 days later (IRR = 1.845, p = 0.013, n = 215), and the detection of E genes in wastewater samples was associated with a 99% increase in the likelihood of COVID-19 cases 8 days later (IRR = 1.994, p = 0.007, n = 215).

Because the method of sample collection (composite vs grab) could be expected to impact our overall findings, we also ran each of the models presented in Table 4 with a binary covariate to control for the potential impacts of the sampling method (composite = 0, grab = 1). As shown in Table S4, after controlling for the type of sampling method, the direction and significance (at a p = 0.05 threshold) of IRRs remained unchanged across all eight models, and the size of IRRs, SEs, and associated p-values remained very similar with unadjusted (Table 4) and adjusted (Table S4) IRRs differing by a range of only 0.16% to 3.04% (mean = 1.20%, SD = 1.02%).

Table 4. Random-Effects Poisson Regression with Cluster-Robust Standard Errors Using COVID-19 Cases 8 days after Wastewater Sampling as the Outcome Variable

| model: predictor variable | IRR  | SE    | p-value | n  | clusters (buildings) |
|---------------------------|------|-------|---------|----|---------------------|
| N: log10 viral copies/100 mL (ND = 0) | 1.199 | 0.096 | 0.024 | 215 | 5                   |
| E: log10 viral copies/100 mL (ND = 0) | 1.220 | 0.101 | 0.017 | 215 | 5                   |
| N: log10 viral copies/100 mL/100 ppl, swipe (ND = 0) | 1.206 | 0.061 | <0.001 | 211 | 5                   |
| E: log10 viral copies/100 mL/100 ppl, swipe (ND = 0) | 1.265 | 0.082 | <0.001 | 211 | 5                   |
| N: log10 viral copies/100 mL/100 ppl, housing (ND = 0) | 1.168 | 0.060 | 0.002 | 202 | 5                   |
| E: log10 viral copies/100 mL/100 ppl, housing (ND = 0) | 1.233 | 0.087 | 0.003 | 202 | 5                   |
| N: viral copies as binary (ND vs detected) | 1.845 | 0.454 | 0.013 | 215 | 5                   |
| E: viral copies as binary (ND vs detected) | 1.994 | 0.508 | 0.007 | 215 | 5                   |

*Notes: Analysis using RT-ddPCR data from samples collected in the fall 2020 and spring 2021 semesters. COVID-19 case data are based on building-specific student assignment to COVID-19 isolation status. log10 = log-10 transformed (ND and <LoD = 0). ND = not detected. Ppl = people.
Results for models based on RT-qPCR data from the same subset of wastewater samples are provided in Table S5. Across these models, all IRRs were less than one, indicating negative associations between log10 transformed viral copies for N, E, and S in isolation or when combined (population-adjusted and unadjusted) and COVID-19 cases 8 days following sample collection. Across models with the RT-qPCR data, only the IRR for log10 transformed viral copies for N was statistically significant (IRR = 0.146, p < 0.001, n = 212); incidentally, this was also the lowest IRR observed across models in Table S5). When the association was analyzed using a binary predictor (“Any NES Ct Mean as Binary”), the IRR was close to the null and not significant (IRR = 0.996, p = 0.992, n = 213).

To evaluate associations between SARS-CoV-2 in wastewater samples and COVID-19 cases 7, 8, and 9 days following wastewater sampling, we used the same random-effects Poisson regression models and variables in Table 4, but for the outcome variable, we used 3-day bins of cases centered on 8 days following wastewater sampling (8 ± 1 day). As shown in Table S6, resulting IRRs were positive for all models using log10 transformed viral copies as predictors but only statistically significant for population-adjusted (based on swipe card data) viral copies for the E gene (IRR = 1.158, p = 0.038, n = 212). When using a binary predictor for N and E (not detected = 0, detected = 1), IRRs for the 3-day bin of cases were both positive, suggesting a 24% and 55% increase in the likelihood of COVID-19 cases for N and E detection, respectively, but the association was only statistically significant for E (IRR = 1.241 p = 0.270, n = 216 for N; IRR = 1.549, p = 0.012, n = 216 for E).

The analyses of binary variables for N and E and COVID-19 cases 4 to 9 days (8 days also already presented in Table 4) following wastewater sample collection are provided in Table 5. IRRs were statistically significant using five-, six-, and eight-day leads, with the largest observed IRRs at 5 days (IRR = 2.136, p < 0.001, n = 216 and IRR = 2.313, p < 0.001, n = 216 for N and E, respectively) and 8 days (IRR = 1.845, p = 0.013, n = 215 and IRR = 1.994, p = 0.007, n = 215 for N and E, respectively) after wastewater sampling. Running the same swipe card based model shown in Table 4 but using a five-day rather than eight-day lead, we observed that one-log increases in swipe-normalized viral copies for N and E were associated with statistically significant increases of 40% and 43% in the likelihood of observing COVID-19 cases 5 days after sample collection (IRR = 1.403, SE = 0.157, p = 0.002, n = 212 for N; IRR = 1.426, SE = 0.112, p < 0.001, n = 212 for E).

Compared with the size and direction of the IRRs at seven- and nine-day leads, the eight-day lead yielded larger and more significant effect sizes. As a sensitivity analysis, we ran the seven-, eight-, and nine-day models using data on student assignment to isolation and assignment to quarantine status as our COVID-19 case outcome variable. As shown in Table S7 with this broader proxy of COVID-cases as the outcome variable, the IRRs increased slightly when using seven- and eight-day leads but decreased slightly for N when using a nine-day lead (compared with results in Table 5), and the associations were again only statistically significant at an eight-day lead. Finally, we analyzed data from the RT-qPCR results using binary variables for the detection of N, E, and/or S Ct values and COVID-19 cases as the outcome (using only isolation status) 8 ± 2 days following wastewater sampling (Table S8). At an eight-day lead, the IRR was essentially null and not statistically significant (IRR = 0.996, p = 0.992, n = 213), but was positive and statistically significant for the nine-day lead (IRR = 1.868, p = 0.023, n = 213).

On the basis of these results (Tables 4 and 5), in Figure 4, population-adjusted viral copy concentrations for N and E (copies/100 mL/100 people based on swipe card data) are plotted over COVID-19 cases using an eight-day lead (i.e., building-linked SARS-CoV-2 RT-ddPCR results and associated assignment of students to isolation status) with polynomial smoothers to show trend lines for N and E over the study period. These results are shown disaggregated by dormitory in Figure S5. Figure S11 provides a comparison of population-adjusted viral copy concentration trends between RT-ddPCR and RT-qPCR measurements (using polynomial smoothers) overlaid with COVID-19 case data with an eight-day lead.

**Study Limitations.** The layout of many sewers precluded the use of composite samples (e.g., as for B19 and B25) or flow meters. Low flows at times in many sewers (late night and early morning hours in particular) contributed to battery depletion for some composite samplers (an issue compounded by low temperatures during the winter months); in such instances, grab samples were used to supplement the volume collected. Due to relatively low occupancy and low wastewater flow in B17, sampling was discontinued after the fall 2020 semester. At times, heterogeneity of the wastewater composition and flow temporarily interfered with sampling equipment (e.g., when toilet paper caught onto sampling tubes/strainers). Logistical constraints (e.g., malfunctioning samplers, construction preventing access to manholes) also prevented the consistent collection of samples from all sites on all sampling days.

Working with a clinical lab that was simultaneously processing large numbers of COVID-19 testing swabs for the
Figure 4. Population-adjusted viral copy concentrations and trend lines for N and E genes measured by RT-ddPCR and COVID-19 cases with an eight-day lead for five dormitories. Notes: Three N observations and five E observations were removed for improved visualization. Jitter = 3. Ppl = people. N and E trend lines were fit using polynomial smoothing. Population adjustment was based on swipe card data.

Figure 5. Population-adjusted viral copy concentrations and dormitory specific trend lines for N and E genes measured by RT-ddPCR and COVID-19 cases with an eight-day lead for five dormitories. Notes: Three N observations and five E observations were removed for improved visualization. Jitter = 3. Ppl = people. Population adjustment was based on swipe card data. N and E trend lines were fit using polynomial smoothing.
university allowed for a rapid start to the project as well as the benefit of using the same assay for both clinical and wastewater samples. However, the clinical lab’s RT-qPCR techniques were not optimized for wastewater samples, and due to their heavy workload, there were few opportunities to reanalyze samples or optimize methods for the analysis of environmental samples. It was not feasible, for example, to analyze multiple dilutions or conduct additional tests to evaluate the potential impacts of concentrated inhibitors on RT-qPCR amplification or false negative results (though we were able to address these issues through a focused reanalysis of a subset of samples using RT-ddPCR).

With regard to the COVID-19 isolation status data, for some students (<15%), their temporary room assignments changed one or more times throughout the duration of their assignment to isolation, which added uncertainty to some of our estimates of daily occupancy for the isolation dormitories, and by extension to estimates of population-adjusted viral copy numbers for the isolation dormitories. However, there were few such issues with data for the start date of isolation status assignments (the primary data point used for our estimation of COVID-19 cases by date and building). Finally, given the nature of the RT-qPCR results and relatively limited number of observations with Ct values <45 for N, E, and S, we did not have sufficient data to adequately compare equal weightings for N, E, and S with a weighting scheme that upweighted results for N.

### RESULTS IN CONTEXT AND IMPLICATIONS

According to information collated by researchers at UC Merced, as of January 2022, more than 250 universities worldwide were using, or had used, SARS-CoV-2 WBS. To help contextualize our use of data and methods for this initiative at VT, we conducted a nonsystematic review of published peer-reviewed articles describing results from COVID-19 WBS initiatives at universities and colleges in the USA and Canada and extracted information on methods from six such publications (see Table S9). Across these universities, the number of wastewater sampling sites ranged from 1 to 68; sample collection frequencies ranged from 1 to 7 days/week, and three of the six universities used composite samplers, while the others used grab samples. All six used RT-qPCR for SARS-CoV-2 detection with some analyzing only N genes and others analyzing N and E. The methods used for concentrating samples as well as the type of recovery controls varied across the studies, as did methods for assessing inhibition (when reported). Normalization was based primarily on the use of human fecal markers or flow/volume (for additional details, see Table S9). More broadly, we did not identify any published university-focused studies that used building-specific occupancy and COVID-19 case data at a daily resolution for WBS or WBE, as was the focus of our study, and only a few that used statistical modeling for WBE.

Our study identified marked associations between the SARS-CoV-2 signals measured from campus outflow wastewater samples and university-wide COVID-19 case data as well as similar trends for the five nonisolation dormitories. The clinically and statistically significant associations we observed between population-adj usted SARS-CoV-2 signals in wastewater samples and corresponding COVID-19 case data 8 days following sample collection, as well as the higher population-adjusted viral concentrations observed in samples from the university’s COVID-19 isolation dormitories, provide additional evidence and a concrete framework for the application of WBS to quantitatively predict COVID-19 trends at sub-sewershed scales, such as a university campus.

Compared with published methods and results from other university-scale COVID-19 WBS initiatives (as of January 2022), our study appeared to be relatively unique with respect to our use of building-specific occupancy and COVID-19 case data to calculate population-adjusted SARS-CoV-2 results as well as our use of statistical modeling to assess associations between SARS-CoV-2 signals from wastewater samples and subsequent COVID-19 infections. We expect that through improved modeling of the relationships between SARS-CoV-2 genes measured in sewage and associated COVID-19 infection data at sub-sewershed scales, this framework and approach can help to advance WBS and WBE efforts at building-specific, sub-sewershed, and sewershed scales.
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