Preliminary Radiogenomic Evidence for the Prediction of Metastasis and Chemotherapy Response in Pediatric Patients with Osteosarcoma Using 18F-FDF PET/CT, EZRIN, and KI67
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Simple Summary: Pediatric osteosarcoma is one of the most aggressive cancers, and predictions of metastasis and chemotherapy response have a significant impact on pediatric patient survival. Radiogenomics, as methods of analyzing gene expression or image texture features, have previously been used for the diagnosis of chemotherapy responses and metastasis and can reveal the current state of cancer. In this study, we aimed to generate a predictive model using gene expression and 18F-FDG PET/CT image texture features in pediatric osteosarcoma in relation to metastasis and chemotherapy response. A predictive model using radiogenomics technology that incorporates both imaging features and gene expression can accurately predict metastasis and chemotherapy responses to improve patient outcomes.

Abstract: Chemotherapy response and metastasis prediction play important roles in the treatment of pediatric osteosarcoma, which is prone to metastasis and has a high mortality rate. This study aimed to estimate the prediction model using gene expression and image texture features. 18F-fluorodeoxyglucose positron emission tomography/computed tomography (18F-FDG PET/CT) images of 52 pediatric osteosarcoma patients were used to estimate the machine learning algorithm. An appropriate algorithm was selected by estimating the machine learning accuracy. 18F-FDG PET/CT images of 21 patients were selected for prediction model development based on simultaneous KI67 and EZRIN expression. The prediction model for chemotherapy response and metastasis was estimated using area under the curve (AUC) maximum image texture features (AUC_max) and gene expression. The machine learning algorithm with the highest test accuracy in chemotherapy response and metastasis was selected using the random forest algorithm. The chemotherapy response and metastasis test accuracy with image texture features was 0.83 and 0.76, respectively. The highest test accuracy and AUC of chemotherapy response with AUC_max, KI67, and EZRIN were estimated to be 0.85 and 0.89, respectively. The highest test accuracy and AUC of metastasis with AUC_max, KI67, and EZRIN were estimated to be 0.85 and 0.8, respectively. The metastasis prediction accuracy increased by 10% using radiogenomics data.
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1. Introduction

Pediatric osteosarcoma is well-known as one of the most aggressive cancers [1]. Predictions of metastasis and chemotherapy response have a significant impact on pediatric patient survival because metastasis progresses rapidly, and treatment is difficult after the progression of metastasis in pediatric osteosarcoma [2,3]. Chemotherapy responses and cancer metastasis have a profound relationship with gene expression, and the current state of cancer can be identified and predicted by analyzing changes in gene expression [4,5]. Methods of analyzing gene expression or image texture features have previously been used for the diagnosis of chemotherapy responses and metastasis [6–8]. Ki67 is a well-known cancer metastasis marker [9]. It is mainly used to indicate cancer metastasis because it is primarily involved in cell division, an important function of metastasis, and an increase in expression was observed when metastasis was actively progressing and the number of cancer cells increased. Ki67 overexpression has been identified in pediatric osteosarcoma [10]. It has also been used as a marker of chemotherapy response [11]. Ezrin is a protein constituting the ERM (Ezrin–radixin–moesin) family that exists on the cell surface. Ezrin plays many roles, including acting as a signaling tube between metastasis-related cell surface molecules and signaling components. Similar to Ki67, Ezrin has been used as a marker for cancer metastasis and chemotherapy response [12,13]. Ezrin expression provides an early survival advantage for cancer cells and plays an important role in the invasion of other tissues in pediatric osteosarcoma [14].

Nuclear medicine images, such as positron emission tomography/computed tomography (PET/CT), have also been used to analyze the results of metastasis and chemotherapy responses [15]. The phenotype of cancerous tissues from images or text image features obtained through image analysis can be used to analyze the results of chemotherapy response or cancer metastasis. The combination of genetic expression analysis and nuclear imaging texture features has been used to analyze pre-chemotherapy or chemotherapy responses and metastasis [16,17]. This can be done by observing the phenotype and postponing the change in a given gene because genetic changes in cells lead to changes in the phenotype. A predictive model was estimated using image texture features obtained by analyzing PET/CT images with machine and deep learning [18,19]. In a recent study, the associations between image texture features from tumor 18F-fluorodeoxyglucose (FDG) image texture features and genetic alterations in patients were identified as lung cancer [20]. The related factors were investigated by analyzing the image texture characteristics of the PET image of the gene phenotype.

Radiogenomics technology has also been used to determine whether cancer metastasizes in liver cancer and to estimate a metastasis prediction model [21]. Radiogenomics studies can reveal the current state of cancer by analyzing genetic expression and image texture features. In addition, it is possible to estimate predictive models using machine or deep learning because numerical analysis results, such as gene expression levels and quantitative image texture features, can be derived. In one study, a prediction model was estimated using the machine learning algorithm with a combination analysis of CT images and genetic expression in breast cancer [22]. In another study, image texture features from CT images and gene expression in pancreatic ductal adenocarcinoma were estimated using a prediction model [23].

In this study, we aimed to estimate a predictive model using Ki67, Ezrin, and 18F-FDG PET/CT image texture features in pediatric osteosarcoma, which are expressed in relation to metastasis and chemotherapy response. Machine and deep learning techniques were used to construct various predictive models. The accuracy of each model was compared to evaluate a predictive model suitable for metastasis and chemotherapy responses in pediatric osteosarcoma.
2. Materials and Methods

2.1. Pediatric Osteosarcoma Patient Data

Data from a total of 52 pediatric osteosarcoma patients consisted of 31 male and 21 female children aged <14 years. All of the patients with osteosarcoma received neoadjuvant chemotherapy over four weeks, which involved a combination of methotrexate (a dose of 8–12 g/m²), adriamycin (a dose of 60 g/m²), and cisplatin (a dose of 100 g/m²) at intervals of three weeks. The surgery was performed three weeks after the end of the second neoadjuvant chemotherapy. A total of 21 patients expressed both EZRIN and Ki67 (Figure S1). Ki67 expression > 15% was classified as Ki67-positive and <15% was classified as Ki67-negative. EZRIN expression was classified as EZRIN-positive or -negative with no EZRIN expression. Cancer tissues were collected from the femur, tibia, humerus, and pelvis. All cancer tissues were classified into 2A, 2B, IIA, and unknown according to the American Joint Committee on Cancer stage classification method. The pathologic subtypes of each cancer tissue were identified as osteoclastic (OC), chondroblastic (CB), or others (Table 1). Necrosis of 90% or more tumor region indicated a good histological response, and less than 90% tumor region necrosis indicated a poor histological response [24]. A total of 25 patients showed a good histological response to chemotherapy, whereas the remaining 27 patients had no response. In addition, 37 patients had no metastasis, whereas 15 patients had metastasis. Overall, 18 patients had a good histological chemotheraphy response and no metastasis, 19 patients had a poor histological chemotherapy response and no metastasis, seven patients had a good histological chemotherapy response and metastasis, and eight patients had a poor histological chemotherapy response and metastasis.

Table 1. Patient information.

| Characteristic                  | Value            |
|--------------------------------|------------------|
| Sex, n (%)                     | 21 (40.38%)      |
| Female                         | 31 (59.61%)      |
| Male                           |                  |
| Age, n (%)                     | 52 (100%)        |
| ≤14 years                      |                  |
| Location of primary tumor, n (%)| 33 (63.46%)      |
| Femur                          | 16 (30.76%)      |
| Tibia                          | 2 (3.84%)        |
| Humerus                        | 1 (1.92%)        |
| Pelvis                         |                  |
| AJCC stage, n (%)              | 13 (25%)         |
| 2A                             | 16 (30.76%)      |
| 2B                             | 4 (7.69%)        |
| IIA                            | 19 (36.53%)      |
| Unknown                        |                  |
| Pathologic subtype, n (%)      | 39 (75%)         |
| OB (Osteoblastic)              | 10 (19.23%)      |
| CB (Chondroblastic)            | 3 (5.76%)        |
| Others                         |                  |

2.2. ¹⁸F-FDG PET/CT Image Texture Features

A total of 52 patient ¹⁸F-FDG PET/CT images were used for analysis. The ¹⁸F-FDG PET images were acquired before chemotherapy to confirm the prediction of chemotherapy treatment response in pediatric osteosarcoma patients. Radiomic features were extracted by texture analysis of the acquired PET images. LiFeX (version 4.0) was used for radiomics feature extraction of the ¹⁸F-FDG PET/CT images. Overall, 47 image texture features were classified as first-order, second-order, and high-order. Figure 1 shows a flow diagram of prediction model generation using image texture features and gene expression.
Figure 1. Diagram of the process for generation of the prediction model with image texture features and gene expression.

2.3. Feature Selection for the Prediction Model

Among the 47 imaging features, the area under the curve (AUC) values of 0.6 or higher were identified to improve the accuracy of chemotherapy treatment response and metastasis prediction in pediatric osteosarcoma patients. The AUC values of the imaging features were evaluated by analyzing the $^{18}$F-FDG PET/CT images based on EZRIN and KI67 expression levels. The image texture features for radiogenomics were selected by maximizing the AUC value ($AUC_{\text{max}}$). Medcalc (version 19.4.1) was used to determine the AUC value of each image feature obtained by extracting the features of the $^{18}$F-FDG PET/CT images.

2.4. Prediction Model Development Using Machine and Deep Learning

Random forest and gradient boosting algorithms were used to predict the treatment response of pediatric osteosarcoma patients. To achieve this goal, the ratio of machine learning training data to test data was set to 7:3. However, owing to the lack of patient datasets, it is difficult to consider any input pre-processing involving the deletion of some data. Cross-validation was performed 10 times to increase the statistical reliability of the performance measurements. A convolutional neural network (CNN; Keras 2.3.1) was used to calculate the accuracy of the prediction model. The CNN consisted of an input layer, an output layer, two convolution layers, two pooling layers, and three fully connected layers. Maximum pooling was used to conserve each layer’s properties. A fully connected layer was used to flatten the two-dimensional layer to a one-dimensional layer. A feature map was extracted from the output layer of the deep learning results. The feature map data were classified as 0 or 1 for the t-distributed stochastic neighbor embedding (t-SNE) plot.

2.5. Radiogenomics Data Analysis

Machine learning was performed to evaluate the predictive model for chemotherapy response and metastasis. For the chemotherapy response prediction model, EZRIN, KI67, image texture features (AUC > 0.6, 7 features) + EZRIN + KI67, and AUC_max + EZRIN + KI67 were used as inputs. For the metastasis prediction model, EZRIN, KI67, image texture features (AUC > 0.6, 17 features) + EZRIN + KI67, and AUC_max + EZRIN + KI67 were used as inputs.

3. Results

3.1. Image Texture Feature Extraction from $^{18}$F-FDG PET/CT Images

A total of 47 imaging features (Table S1) were acquired by drawing the region of interest of the tumor site on each PET image from responders/non-responders to chemotherapy and metastasis (Figure 2). Seven of the 47 imaging features had an AUC value of 0.6 or
higher for evaluating the chemotherapy response (Table S2). 17 of the 47 imaging features had an AUC value of 0.6 or higher for evaluating the metastasis (Table S3). The image feature with the highest AUC was Neighborhood Gray-Level Different Matrix (NGLDM) Contrast, for which the value was 0.652 (Table S2). After dimension reduction with t-SNE, the texture features of 47 images from the chemotherapy response and metastasis prediction models did not allow a clear separation of each image (Figure 3).

Figure 2. Transverse, coronal, and sagittal sections from osteosarcoma $^{18}$F-fluorodeoxyglucose positron emission tomography (18F-FDG PET) images. (a) Images from a chemotherapy responder; (b) images form a chemotherapy non-responder.

Figure 3. t-Distributed stochastic neighbor embedding (t-SNE) of texture features from 47 images. The 0/1 values represent non-responders and respondents, respectively. (a) Chemotherapy response t-SNE; (b) metastasis t-SNE.

3.2. Machine and Deep Learning Algorithms Using $^{18}$F-FDG PET Images

The sensitivity, specificity, AUC, train accuracy, and test accuracy of the prediction models for chemotherapy response and metastasis were calculated using the random forest algorithm, gradient boosting algorithm, and deep learning. The random forest algorithm prediction model test accuracy using total text features (47) and text features (AUC > 0.6) was 0.71 and 0.83 for chemotherapy response, respectively. In the gradient boosting prediction model, the test accuracy using total text features (47) and text features (AUC > 0.6) were 0.81 and 0.81, respectively (Table 2). In the deep learning prediction model, the test accuracy was 0.975 (Figure 4). The accuracy and loss function of chemotherapy response and metastasis were represented in Figure S2. The random forest algorithm prediction model test accuracy using total text features (47) and text features (AUC > 0.6) was 0.72 and 0.76 for metastasis, respectively. In the gradient boosting prediction model, the test accuracy using total text features (47) and text features (AUC > 0.6) was 0.61 and 0.76, respectively. In the deep learning prediction model, the test accuracy was 0.983 (Figure 4).
Thus, the prediction models using the random forest algorithm and deep learning showed the highest accuracy for chemotherapy response and metastasis (Table 2).

| Table 2. Chemotherapy response and metastasis prediction model with various machine learning algorithms and deep learning. |
| --- |
| **Chemotherapy Response** | **Random Forest** | **Gradient Boosting** | **Deep Learning** |
| **Text Feature (47)** | **AUC > 0.6 (7)** | **AUC > 0.6 (7)** | **Train (37): Test (15)** |
| Sensitivity | 0.76 | 0.79 | 0.85 | 0.84 | 0.956 |
| Specificity | 0.74 | 0.82 | 0.94 | 0.88 | 0.964 |
| AUC | 0.76 | 0.80 | 0.88 | 0.86 | 0.917 |
| Train accuracy | 0.71 | 0.83 | 0.77 | 0.83 | 0.978 |
| Test accuracy | 0.71 | 0.83 | 0.81 | 0.81 | 0.975 |

| **Metastasis** | **Random Forest** | **Gradient Boosting** | **Deep Learning** |
| --- | --- | --- | --- |
| **Text Feature (47)** | **AUC > 0.6 (17)** | **AUC > 0.6 (17)** | **Train (37): Test (15)** |
| Sensitivity | 0.77 | 0.80 | 0.76 | 0.85 | 0.958 |
| Specificity | 0.74 | 0.66 | 0.76 | 0.73 | 0.990 |
| AUC | 0.73 | 0.85 | 0.74 | 0.72 | 0.970 |
| Train accuracy | 0.72 | 0.76 | 0.77 | 0.67 | 0.986 |
| Test accuracy | 0.72 | 0.76 | 0.61 | 0.76 | 0.983 |

**Figure 4.** Deep learning t-distributed stochastic neighbor embedding (t-SNE) results. The 0/1 values represent non-responders and respondents, respectively. (a) Chemotherapy response t-SNE; (b) metastasis t-SNE.

3.3. Deep Learning Interpretation: t-SNE Plots

As shown in Figure 4, after dimension reduction with t-SNE, image texture features from the chemotherapy response and metastasis prediction models were separated into two classes. In the two cases, the classes were clearly separated. We obtained a relatively high precision rate for the chemotherapy response and metastasis prediction model class because the chemotherapy response and metastasis clusters were pure.

3.4. Radiogenomics Machine Learning Model

The random forest algorithm was confirmed to be used as a prediction model for the chemotherapy response and metastasis of pediatric osteosarcoma with a combination of gene expression data and image features. The sensitivity, specificity, AUC, train accuracy, and test accuracy of the prediction model were calculated.

The chemotherapy response prediction model AUCs using EZRIN, KI67, image texture features (7, AUC > 0.6) + EZRIN + KI67, and NGLDM_Contrast (AUC_max) + EZRIN + KI67 were 0.58, 0.57, 0.77, and 0.89, respectively. The accuracy of the chemotherapy response prediction model using EZRIN, KI67, image texture features + EZRIN + KI67, and NGLDM_Contrast (AUC_max) + EZRIN + KI67 was 0.53, 0.52, 0.73, and 0.85, respectively. The metastasis prediction model AUCs using EZRIN, KI67, image texture features (17, AUC > 0.6) + EZRIN + KI67, and Gray-Level Co-occurrence Matrix (GLCM)_Correlation (AUC_max) + EZRIN + KI67 were 0.56, 0.57, 0.76, and 0.80, respec-
tively. The metastasis prediction model test accuracy using EZRIN, KI67, image texture features + EZRIN + KI67, and GLCM_Correlation (AUC_max) + EZRIN + KI67 was 0.54, 0.52, 0.74, and 0.85, respectively. The prediction model using AUC_max, EZRIN, and KI67 with the random forest algorithm showed the highest accuracy (Table 3).

Table 3. Chemotherapy Response and metastasis prediction model with gene expressions, combination of gene expression image texture features and gene expression and combination of area under curve max (AUC_max) image texture and gene expressions.

|                     | EZRIN | KI67 | Image Texture Feature + EZRIN + KI67 | NGLDM_Contrast + EZRIN + KI67 |
|---------------------|-------|------|--------------------------------------|-----------------------------|
| Sensitivity         | 0.59  | 0.57 | 0.84                                 | 0.87                        |
| Specificity         | 0.44  | 0.68 | 0.75                                 | 0.85                        |
| AUC                 | 0.58  | 0.57 | 0.77                                 | 0.89                        |
| Train accuracy      | 0.53  | 0.52 | 0.73                                 | 0.85                        |
| Test accuracy       | 0.53  | 0.52 | 0.73                                 | 0.85                        |

|                     | EZRIN | KI67 | Image Texture Feature + EZRIN + KI67 | GLCM_Correlation + EZRIN + KI67 |
|---------------------|-------|------|--------------------------------------|---------------------------------|
| Sensitivity         | 0.61  | 0.54 | 0.77                                 | 0.91                            |
| Specificity         | 0.42  | 0.65 | 0.55                                 | 0.6                             |
| AUC                 | 0.56  | 0.57 | 0.76                                 | 0.8                             |
| Train accuracy      | 0.54  | 0.52 | 0.74                                 | 0.85                            |
| Test accuracy       | 0.54  | 0.52 | 0.74                                 | 0.85                            |

3.5. Machine Learning Prediction Model with the Random Forest Algorithm

The receiver operating characteristic curves of the chemotherapy response and metastasis prediction models are shown in Figure 4. The AUCs for chemotherapy prediction using KI67, EZRIN, image texture features + EZRIN + KI67, and NGLDM_Contrast + EZRIN + KI67 were 0.58, 0.57, 0.77, and 0.89, respectively. The AUCs for metastasis prediction using KI67, EZRIN, image texture features + EZRIN + KI67, and GLCM_Correlation + EZRIN + KI67 were 0.56, 0.57, 0.76, and 0.8, respectively (Figure 5).

Figure 5. Receiver operating characteristic curves of the prediction features for patient outcomes. (a) Chemotherapy response. (b) Metastasis.

4. Discussion

In this study, we evaluated a predictive model that can predict the chemotherapy response and metastasis of pediatric osteosarcoma by analyzing gene expression and 18F-FDG PET/CT image texture features. Several appropriate algorithms were selected from machine learning algorithms that have shown good predictive performance. Imaging features that are associated with metastasis and chemotherapy response were extracted. A
predictive model showing high accuracy was estimated using the extracted image features, gene expression, and the previously selected algorithm.

KI67 and EZRIN are clinically used as biomarkers to determine metastasis or chemotherapy responses [25–28]. Rejniak et al. reported that KI67 expression is associated with pediatric osteosarcoma metastasis and chemotherapy response [29], and Bacci et al. reported that EZRIN expression is associated with pediatric osteosarcoma metastasis and chemotherapy response [30]. In other studies, it is well-known that the expression levels of KI67 and EZRIN are associated with metastasis and chemotherapy responses in pediatric osteosarcoma [31–36]. As described previously, these two genes were previously used as biomarkers for pediatric osteosarcoma, but the prediction model test accuracy was low in our study (test accuracy ~ 0.53). Low accuracy was estimated despite the use of well-known biomarkers for chemotherapy response and metastasis. The predictive model of chemotherapy response and metastasis suggests that accurate prediction is difficult using the expression of a single gene.

A total of 47 image features were extracted from the 18F-FDG PET/CT images. Imaging features related to chemotherapy response and metastasis were classified by the AUC value. The image texture feature that was most closely related to chemotherapy response was NGLDM_Contrast, and related to metastasis was GLCM_Correlation. The prediction model with AUC_max showed low accuracy in chemotherapy response and metastasis. The chemotherapy results showed a high predictive accuracy than metastasis from the prediction models estimated using imaging texture features.

The predictive model using imaging texture features showed an accuracy of 83% for chemotherapy response and 76% for metastasis. For clinical applications, it is necessary to generate a predictive model with higher accuracy. We used a radiogenomics technique that evaluates both gene expression and imaging factors to improve the accuracy of the predictive model for both conditions. The predictive model using the radiogenomic technique showed high predictive ability in both chemotherapy response and metastasis (Figure 4). The accuracy was improved by about 10% or more when the AUC_max value was used in both conditions.

The predictive model using images to predict chemotherapy responses showed good results. In metastasis, the predictive model that used images and genetic information displayed improved performance. Deep learning has shown high predictive performance with image texture features, but it is difficult to apply genetic information with image texture features to improve accuracy. Machine learning predictive models can be applied to data with a variety of properties, such as gene expression and image texture features, as in this study. Additionally, factors other than gene expression and image factors can be used when conducting research on machine learning predictive models with digitalization of data.

The predictive model of chemotherapy using machine learning showed a high accuracy of 83% when estimated by PET imaging alone and 85% when analyzed after adding gene expression. The chemotherapy response reaction process is related to the heterogeneity of cancer cells, and since this can be confirmed by imaging, it is possible to obtain higher accuracy with the analysis results of the image. It is difficult to obtain high accuracy through image analysis alone because of the challenge in determining the metastasis process through simple image analysis. The accuracy of the metastasis process was 76%, and when the genetic analysis results were added, it increased to 85%. A more accurate predictive model was estimated by adding the gene expression results to the image analysis of the metastasis process.

A limitation of this study is that owing to the rarity of pediatric osteosarcoma, a patient set for extra validation could not be obtained. The predictive model was generated using the radiogenomics technique, but the accuracy of the predictive model was not high even in other patient groups through additional verification. A larger population of pediatric osteosarcoma patients is needed to evaluate the accuracy of the predictive model. The data in this study may not be reliable because of the small sample size. However, it can be used
as preliminary evidence to estimate the probability of the predictive model. Even though the number of patient groups is small, the analysis method using image texture features and gene expression data have been shown to be applicable to chemotherapy and metastasis prediction models. Additional data from other pediatric patients with osteosarcoma could improve the accuracy of the model for predicting chemotherapy response and metastasis.

5. Conclusions

Predictive models using the random forest algorithm showed the best accuracy for predicting metastasis and chemotherapy responses in our pediatric osteosarcoma dataset. The predictive model that combined KI67, EZRIN, and image texture features was estimated to have a higher accuracy than the predictive models using each factor separately. The accuracy of metastasis prediction increased by 10% using radiogenomics data. High accuracy was estimated using a radiogenomics technique that uses both gene expression and imaging texture features for metastasis prediction. Thus, a predictive model using radiogenomics technology that incorporates both imaging features and gene expression can accurately predict metastasis and chemotherapy responses to improve patient outcomes.
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Author Contributions: Conceptualization, B.-C.K. and J.K.; methodology, J.K.; software, J.K. and K.K.; validation, J.K. and S.-K.W.; formal analysis, J.K. and K.K.; investigation, J.K.; resources, B.H.B., C.-B.K., W.S.S., J.-S.K.; data curation, J.K.; writing—original draft preparation, B.-C.K.; writing—review and editing, B.-C.K., I.L. and S.-K.W.; visualization, B.-C.K.; supervision, S.-K.W.; project administration, S.-K.W.; funding acquisition, S.-K.W. All authors have read and agreed to the published version of the manuscript.

Funding: This study was supported by a National Research Foundation of Korea (NRF) grant funded by the Korean government (Ministry of Science and ICT; No. 2020M2D9A1094070).

Institutional Review Board Statement: This study was approved by the institutional review board of the Korea Institute of Radiological and Medical Sciences (IRB; e-IRB number: KIRAMS 2021-02-005).

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: Data sharing is not applicable to this article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Brueffer, C.; Vallon-Christersson, J.; Grabau, D.; Ehinger, A.; Häkkinen, J.; Hegardt, C.; Malina, J.; Chen, Y.; Bendahl, P.O.; Manjer, J. Clinical value of RNA sequencing-based classifiers for prediction of the five conventional breast cancer biomarkers: A report from the population-based multicenter sweden cancerome analysis network—Breast initiative. JCO Precis. Oncol. 2018, 2, 1–18. [CrossRef] [PubMed]
2. Petri, B.J.; Klinge, C.M. Regulation of breast cancer metastasis signaling by miRNAs. Cancer Metastasis Rev. 2020, 39, 837–886. [CrossRef]
3. Ryu, T.Y.; Kim, K.; Kim, S.-K.; Oh, J.-H.; Min, J.-K.; Jung, C.-R.; Son, M.-Y.; Kim, D.-S.; Cho, H.-S. SETDB1 regulates SMAD7 expression for breast cancer metastasis. BMB Rep. 2019, 52, 139. [CrossRef] [PubMed]
4. Kim, J.; Piao, H.-L.; Kim, B.-J.; Yao, F.; Han, Z.; Wang, Y.; Xiao, Z.; Siverly, A.N.; Lawhon, S.E.; Ton, B.N. Long noncoding RNA MALAT1 suppresses breast cancer metastasis. Nat. Genet. 2018, 50, 1705–1715. [CrossRef] [PubMed]
5. Kim, K.; Son, M.-Y.; Jung, C.-R.; Kim, D.-S.; Cho, H.-S. EHMT2 is a metastasis regulator in breast cancer. Biochem. Biophys. Res. Commun. 2018, 496, 758–762. [CrossRef]
6. Niu, Y.; Bao, L.; Chen, Y.; Wang, C.; Luo, M.; Zhang, B.; Zhou, M.; Wang, J.E.; Fang, Y.V.; Kumar, A. HIF2-induced long noncoding RNA RAB11B-AS1 promotes hypoxia-mediated angiogenesis and breast cancer metastasis. Cancer Res. 2020, 80, 964–975. [CrossRef] [PubMed]
7. McDaniel, J.M.; Varley, K.E.; Gertz, J.; Savic, D.S.; Roberts, B.S.; Bailey, S.K.; Shevde, L.A.; Ramaker, R.C.; Lasseigne, B.N.; Kirby, M.K. Genomic regulation of invasion by STAT3 in triple negative breast cancer. Oncotarget 2017, 8, 8226. [CrossRef] [PubMed]

8. Jia, Y.; Shi, L.; Yun, F.; Liu, X.; Chen, Y.; Wang, M.; Chen, C.; Ren, Y.; Bao, Y.; Wang, L. Transcriptome sequencing profiles reveal lncRNAs may involve in breast cancer (ER/PR positive type) by interaction with RAS associated genes. Pathol. Res. Pract. 2019, 215, 152405. [CrossRef]

9. Yan, N.; Xu, H.; Zhang, J.; Xu, L.; Zhang, Y.; Zhang, L.; Xu, Y.; Zhang, F. Circular RNA profile indicates circular RNA VRK1 is negatively related with breast cancer stem cells. Oncotarget 2017, 8, 95704. [PubMed]

10. Cai, Y.; Mei, J.; Xiao, Z.; Xu, B.; Jiang, X.; Zhang, Y.; Zhu, Y. Identification of five hub genes as monitoring biomarkers for breast cancer metastasis in silico. Hereditas 2019, 156, 1–12. [CrossRef] [PubMed]

11. Seo, C.H.; Kim, J.-R.; Kim, M.-S.; Cho, K.-H. Hub genes with positive feedbacks function as master switches in developmental gene regulatory networks. Bioinformatics 2009, 25, 1898–1904. [CrossRef]

12. Langfelder, P.; Horvath, S. WGCNA: An R package for weighted correlation network analysis. BMC Bioinform. 2008, 9, 1–13. [CrossRef]

13. Beam, A.L.; Kohane, I.S. Big data and machine learning in healthcare. JAMA 2018, 319, 1317–1318. [CrossRef]

14. Shrestha, S.; Sengupta, P.P. Machine learning for nuclear cardiology: The way forward. J. Nucl. Cardiol. 2019, 26, 1755–1758. [CrossRef]

15. Huang, Y.Q.; Liang, C.H.; He, L.; Tian, J.; Liang, C.S.; Chen, X.; Ma, Z.L.; Liu, Z.Y. Development and validation of a radiomics nomogram for preoperative prediction of lymph node metastasis in colorectal cancer. J. Clin. Oncol. 2016, 34, 2157–2164. [CrossRef]

16. Dobin, A.; Davis, C.A.; Schlesinger, F.; Drenkow, J.; Zaleski, C.; Jha, S.; Batut, P.; Chaisson, M.; Gingeras, T.R. STAR: Ultrafast universal RNA-seq aligner. Bioinformatics 2013, 29, 15–21. [CrossRef] [PubMed]

17. Anders, S.; Pyl, P.T.; Huber, W. HTSeq—A Python framework to work with high-throughput sequencing data. Bioinformatics 2015, 31, 166–169. [CrossRef]

18. Wagner, G.P.; Kin, K.; Lynch, V.J. Measurement of mRNA abundance using RNA-seq data: RPKM measure is inconsistent among samples. Theory Biosci. 2012, 131, 281–285. [CrossRef] [PubMed]

19. Love, M.; Anders, S.; Huber, W. Differential analysis of count data—the DESeq2 package. Genome Biol. 2014, 15, 10.1186. [CrossRef]

20. Zheng, G.; Ma, Y.; Zou, Y.; Yin, A.; Li, W.; Dong, D. HCMDDB: The human cancer metastasis database. Nucleic Acids Res. 2018, 46, D950–D955. [CrossRef] [PubMed]

21. Tang, Y.; Horikoshi, M.; Li, W. ggfortify: Unified interface to visualize statistical results of popular R packages. R J. 2016, 8, 474. [CrossRef]

22. Tang, J.; Kong, D.; Cui, Q.; Wang, K.; Zhang, D.; Gong, Y.; Wu, G. Prognostic genes of breast cancer identified by gene co-expression network analysis. Front. Oncol. 2018, 8, 374. [CrossRef] [PubMed]

23. Rivera, C.; Zandonadi, F.S.; Sánchez-Romero, C.; Soares, C.D.; Granato, D.C.; González-Arriagada, W.A.; Leme, A.F.P. Agrin has a pathological role in the progression of oral cancer. Br. J. Cancer 2018, 118, 1628–1638. [CrossRef] [PubMed]

24. Cofﬁn, C.M.; Lowchikh, A.; Zhou, H. Treatment Effects in Pediatric Soft Tissue and Bone Tumors. Anat. Pathol. 2005, 123, 75–90. [CrossRef] [PubMed]

25. Lee, J.; Vesilkanal, A.E.; Wynne, J.P.; Frankenberger, C.; Liu, J.; Yan, J.; Elbaz, M.; Rabe, D.C.; Rustandy, F.D.; Tiwari, P. Effective breast cancer combination therapy related targeting BACH1 and mitochondrial metabolism. Nature 2019, 568, 254–258. [CrossRef] [PubMed]

26. Way, G.P.; Allaway, R.J.; Bouley, S.J.; Ladham, C.E.; Sanchez, Y.; Greene, C.S. A machine learning classiﬁer trained on cancer transcriptomes detects NFI inactivation signal in glioblastoma. BMC Genom. 2017, 18, 127. [CrossRef] [PubMed]

27. Wu, S.-G.; Sun, J.-Y.; Tong, Q.; Li, F.-Y.; He, Z.-Y. Clinical features of brain metastases in breast cancer: An implication for hippocampal-sparing whole-brain radiation therapy. Ther. Clin. Risk Manag. 2016, 12, 1849. [CrossRef] [PubMed]

28. Nargis, H.; Nawaz, H.; Ditta, A.; Mahmood, T.; Majeed, M.; Rashid, N.; Muddassar, M.; Bhatti, H.; Saleem, M.; Jilani, K. Raman spectroscopy of blood plasma samples from breast cancer patients at different stages. Spectrochim. Acta Part A Mol. Biomol. Spectrosc. 2019, 222, 117210. [CrossRef]

29. Dhanuka, K.; Menon, A.; Rai, L.S. In-vitro Models in Anticancer Screening. In Phytochemistry: An In-Silico and In-Vitro Update; Springer: Berlin/Heidelberg, Germany, 2019; pp. 259–265. [CrossRef]

30. Lim, S.; Park, Y.; Hur, B.; Kim, M.; Han, W.; Kim, S. Protein interaction network (pin)-based breast cancer subsystem identiﬁcation and activation measurement for prognostic modeling. Methods 2016, 110, 81–89. [CrossRef] [PubMed]

31. Kabiraj, S.; Akter, L.; Raihan, M.; Diba, N.J.; Podder, E.; Hassan, M.M. Prediction of Recurrence and Non-recurrence Events of Breast Cancer using Bagging Algorithm. In Proceedings of the 2020 11th International Conference on Computing, Communication and Networking Technologies (ICCNCNT), Kharagpur, India, 1–3 July 2020; pp. 1–5. [CrossRef]

32. Shao, B.; Conrad, T. Epithelial-mesenchymal transition regulatory network-based feature selection in lung cancer prognosis prediction. In Proceedings of the International Conference on Bioinformatics and Biomedical Engineering, Granada, Spain, 20–22 April 2016; pp. 135–146. [CrossRef]

33. Zhang, Y.; Deng, Q.; Liang, W.; Zou, X. An efﬁcient feature selection strategy based on multiple support vector machine technology with gene expression data. BioMed Res. Int. 2018, 2018, 7538204. [CrossRef]

34. Ganggayah, M.D.; Taib, N.A.; Har, Y.C.; Lio, P.; Dhillon, S.K. Predicting factors for survival of breast cancer patients using machine learning techniques. BMC Med. Inform. Decis. Mak. 2019, 19, 1–17. [CrossRef] [PubMed]
35. Weigelt, B.; Glas, A.M.; Wessels, L.F.; Witteveen, A.T.; Peterse, J.L.; van’t Veer, L.J. Gene expression profiles of primary breast tumors maintained in distant metastases. *Proc. Natl. Acad. Sci. USA* **2003**, *100*, 15901–15905. [CrossRef] [PubMed]

36. Pei, G.; Chen, L.; Zhang, W. WGCNA application to proteomic and metabolomic data analysis. In *Methods in Enzymology*, Elsevier: Amsterdam, The Netherlands, 2017; Volume 585, pp. 135–158.