Quantum Hall valley splitters and tunable Mach-Zehnder interferometer in graphene
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Graphene is a very promising test-bed for the field of electron quantum optics. However, a fully tunable and coherent electronic beam splitter is still missing. We report the demonstration of electronic beam splitters in graphene that couple quantum Hall edge channels having opposite valley polarizations. The electronic transmission of our beam splitters can be tuned from zero to near unity. By independently setting the beam splitters at the two corners of a graphene PN junction to intermediate transmissions, we realize a fully tunable electronic Mach-Zehnder interferometer. This tunability allows us to unambiguously identify the quantum interferences due to the Mach-Zehnder interferometer, and to study their dependence with the beam-splitter transmission and the interferometer bias voltage. The comparison with conventional semiconductor interferometers points towards universal processes driving the quantum decoherence in those two different 2D systems, with graphene being much more robust to their effect.

The simple analogy between the propagation of electrons in a quantum circuit and that of photons in an optics setup has given rise to a field of condensed matter physics called electron quantum optics [1], which has led to significant advances in our understanding of the properties of a quantum electrical current. If graphene is considered a very promising material for implementing electron quantum optics experiments [2], it is still in its early stage. Indeed, the absence of an intrinsic bandgap has made difficult the development of quantum point contacts and other gate-defined structures similar to those commonly used in GaAs/GaAlAs systems, and central to the implementation of electron quantum optics experiments. The development of tunable electronic beam splitter remains an active research direction, central to the field. The latest realizations of beam splitters in graphene have relied on inducing a bandgap in graphene, either caused by a displacement electric field in bilayer graphene [3, 4], or corresponding to the insulating \( \nu = 0 \) quantum Hall state arising at the charge neutrality point (CNP) [5, 6].

In this article, we present electronic beam splitters that directly rely on the valley degree of freedom of graphene. The principle of our valley beam splitters is based on the theoretical work of [7, 8], where the crystalline structure on the corner of a graphene PN junction allows scattering of electrons between PN interface channels, having opposite valley polarization, and quantum Hall edge channels (ECs). We control this scattering by tuning the EC mixing point along the edge of the graphene flake using electrostatic side gates, and we show that the resulting electronic transmission of the valley beam splitters can be reliably changed from zero to near unity, displaying stable and reproducible oscillations with side gate voltage and magnetic field. We develop a theoretical model explaining that these oscillations correspond to a spatial shift of the mixing point over one hexagonal lattice cell, and that their periodicity and amplitude are affected by edge roughness. We then use two valley beam splitters to form, in a controlled fashion, an electronic Mach-Zehnder (MZ) interferometer along the PN junction. Our ability to tune both valley beam splitters up to total reflection allows us to clearly separate the conductance oscillations due to the Aharonov-Bohm flux enclosed by the MZ from the ones due to the valley beam splitters, shedding light on the various oscillatory regimes observed in previous experiments [9–12]. From there we can probe the dependence of the visibility of the MZ interferences with the valley beam splitters transmission and the bias voltage, and compare it to the behavior commonly observed in GaAs/AlGaAs MZ interferometers.

The sample is in a bipolar quantum Hall state, as shown in Fig. 1 [13]. In the N region the Landau-level filling factor is \( \nu_N = 2 \) and two ECs of opposite spin (\( \uparrow, \downarrow \)) circulate counterclockwise along the boundary of the sample, while in the P region \( \nu_P = -1 \) and one spin-up channel circulates clockwise. Along the top edge, the injected current \( I_0 \) is carried by the two edge channels of the N region. Half of the current, resulting from spin down carriers, cannot flow to the P region, because of large energy cost for spin flip. The other half \( I_0/2 \) with spin up carriers, on which we focus hereafter, can contribute to the transmitted current \( I_T \).

The flow of the spin-up current involves splitting into PN-interface channels that have opposite valley isospin [10, 14]. After passing the intersection between the top
edge and the PN interface, the current flows along the P side of the interface with transmission probability $T_1 = \left| t_1 \right|^2$ or the N side with reflection probability $\left| r_1 \right|^2 = 1 - T_1$. The N-side and P-side currents have opposite valley isospins ±$\vec{\nu}$ since valley degeneracy is lifted\[15\] under the strong perpendicular magnetic field in the bulk, hence the probability $T_1$ shows the degree of the valley-channel splitting. This is described by a quantum-mechanical superposition

$$\Psi_{\text{initial}} = r_1 \left| \uparrow, \vec{\nu} \right> + t_1 \left| \uparrow, -\vec{\nu} \right>$$

(1)

of the N-side spin-down interface state $\left| \uparrow, \vec{\nu} \right>$ and P-side state $\left| \uparrow, -\vec{\nu} \right>$. Valley-isospin change from that of the top edge channel to ±$\vec{\nu}$, which is a large momentum change, and occurs due to the atomic structure at the intersection[8]. We develop a valley splitter in which the transmission probability $T_1$ and the valley isospin are controlled by electrical means. For this aim, we fabricated two small side gates on the intersections between the graphene physical edge and the PN interface (see Fig. 1). Voltages applied on the side gates modify the profile of the electrostatic potential at both ends of the PN interface. When the filling factor below a side gate is set to $\nu \leq -1$, the PN junction intersects the physical edge, where the sharp potential change in atomic distance scale facilitates the valley-channel splitting. On the other hand, when the filling factor is set to $\nu = 0$, the PN junction intersects an electrically defined edge, where the potential change is smooth and the valley isospin does not change.

We first demonstrate that the transmission probability $T_1$, defined as $T_1 = I_T / (I_0/2)$, can be tuned by changing the voltage $V_1$ applied on the top side gate (see Figs. 2a and 2b). By setting $\nu_1 \leq -1$ below the top side gate and $\nu_2 = 0$ below the bottom side gate, we expect that the valley-channel splitting occurs at the top intersection but not at the bottom (see the channel splitting shown in Fig. 1). For $V_1 > 0$ (Fig. 2a), $\nu_1$ is equal to zero, and the PN junction only intersects electrically defined edges. This fully suppresses valley-channel splitting, and the measured transmission vanishes. Conversely, for $V_1 < 0$, $\nu_1 \leq -1$ and the PN junction intersects the top physical edge: valley-channel splitting now occurs at the top intersection only, leading to a finite transmission. We show in Fig. 2b that the transmission probability $T_1$ can be tuned between zero and almost unity by changing the voltage $V_1$ (importantly, $T_1$ can also be
tuned by changing the magnetic field, see e.g. Fig. 3a). The period of the $V_1$ dependence is $\Delta V_1 \sim 100$ mV on average. Combining this and the Aharonov-Bohm oscillation in Fig. 3b, we discuss later that $\Delta V_1$ makes the PN-interface shift by $\sim 1$ nm below the top side gate. The period of the $B$ dependence is $\Delta B_1 \sim 300$ mT, which corresponds to $\sim 0.2$ nm change of the magnetic length around $B = 9.2$ T. These lengths are comparable with the interatomic distance 0.142 nm of the pristine graphene and the period of atomic edge structures (e.g., 0.246 nm of the zigzag edge), and much shorter than the scale of spatial variation of gate-voltage induced electrostatic potential. This strongly suggests that the transmission $T_1$ is controlled by the atomic structure at the top intersection. The PN-interface shift is estimated from the experimental data, without the help of dedicated numerical simulations. This direct estimation is possible with independent control of the top and bottom side gates and could not be done in previous works [10, 11]. We also measure the transmission probability $T_2 = I_1/(I_0/2)$ of the junction as a function of the voltage $V_2$ applied on the bottom side gate, when the filling factor below the top (bottom) side gate is $n_1 = 0 (n_2 \leq -1)$. In this case, valley-channel splitting occurs not at the top intersection but at the bottom; the spin-up injected current flows along the N side of the PN interface after passing the top intersection, and then flows, after passing the bottom intersection, to the bottom left edge with probability $T_2$ or to the bottom right with probability $1 - T_2$. Reproducible irregular oscillations in $T_2$ are also observed (see Fig. S10).

The irregular but reproducible oscillations in the transmissions are attributed to the atomic structure of the intersection between the PN interface and the sample's edge. This is supported by our numerical calculations (see Fig. 2d, and Appendix E of [16]) using KWANT[17]. The transmission $T_1$ is computed in the vicinity of the top edge while varying the position $x_1$ of the top intersection. This corresponds to a change in the top side gate voltage $V_1$. For a clean zigzag edge ($x_1 > 0$ in Fig. 2d), $T_1$ shows regular oscillations as a function of $x_1$, with a period $a = 0.246$ nm matching the atomic-structure period of the zigzag edge (blue arrows in Fig. 2d). The oscillation is irregular when roughness is added along the top edge ($x_1 < 0$), but it has periods not much modified from the clean case. Disorder yields similar results, discussed in Appendix E. Our simulations are qualitatively compatible with the experimental data.

By tuning the filling factor below both the top and bottom side gates to $n \leq -1$, we have two valley splitters in series. Combining them, we further characterize and control the valley splitting and valley isospin. This is illustrated in Fig. 3, where we compare the device transmission $T_1$ when the filling factor below the bottom side gate is set to $n_2 = 0$ (Fig. 3a) to the transmission $T_{MZ} = I_1/(I_0/2)$ when $n_2 \leq -1$ (Fig. 3b). Strikingly, we observe regular, smaller scale oscillations in $T_{MZ}$ ($\Delta B_{MZ} \sim 25$ mT, and $\Delta V_{MZ} = 50$ mV) that are superimposed to the larger scale oscillations of $T_1$ shown in Fig. 3a. These oscillations are naturally interpreted as interference fringes of a Mach-Zehnder interferometer where the interface channels $| \uparrow, \pm \bar{w} \rangle$ constitute the two interferometer arms and the valley splitters behave as the beam splitters. From the Aharonov-Bohm phase $\phi_{AB} = 2\pi BA/\Phi_0$, $\Phi_0 = h/e$ being the flux quantum, we get the interferometer area $A = \Phi_0/\Delta B_{MZ} = 0.15 \mu m^2$ and the spatial separation of 110 nm between the two interface channels, given the length 1.5 $\mu m$ of the PN interface. The separation results from electron-electron interactions [10].

The period $\Delta V_{1MZ} = 50$ mV indicates that the interferometer area $A$ is tuned by $V_1$. The gate voltage $V_1$ generates potential to the P side and the N side asymmetrically, resulting in change $\delta s$ of the spatial separation between the interface channels and shift $\delta d \sim \delta s/2$ of the PN interface below the top side gate (as depicted in Fig. 3d). We estimate $\delta s \sim 1$ nm, hence $\delta d \sim 0.5$ nm, for $\Delta V_{1MZ} = 50$ mV from the Aharonov-Bohm flux $\delta s L_s B = \Phi_0$ of the area $\delta s L_s$ at $B = 9.2$ T with the side-gate length $L_s = 450$ nm. This implies that $\Delta V_1 = 100$ mV applied on the top side gate voltage $V_1$ enables to
shift the PN interface by a distance of $\delta d \sim 1$ nm, supporting that the dependence of $T_1$ on $V_1$ in Fig. 2 is related with the valley isospin. The two measurements in Figs. 3a and b are perfectly consistent and confirm our interpretation. We remark that independent control of the two valley splitters is crucial for characterization of the valley splitters and the Mach-Zehnder interferometers, as there are multiple periodicities of different origin such as $\Delta B_1$, $\Delta B_{MZ}$, $\Delta V_1$, and $\Delta V_{1MZ}$. This was not achieved previously [10, 11].

We provide a theoretical understanding for the transmission probability $T_{MZ}$. The valley superposition in Eq. (1) further evolves, gaining the Aharonov-Bohm effect. On the other hand, the bottom valley splitter is characterized by a scattering eigenstate [7, 8] $|\tilde{\Psi}\rangle$ of the interface that perfectly goes to the left-moving bottom edge channel; the state orthogonal to $|\tilde{\Psi}\rangle$ moves to the right-moving channel. We write this state as $|\tilde{\Psi}\rangle = t_2|\uparrow, \bar{w}\rangle + r_2|\uparrow, -\bar{w}\rangle$ with amplitudes $r_2$ and $t_2$ satisfying $|r_2|^2 + |t_2|^2 = 1$, choosing the interface states $|\uparrow, \pm \bar{w}\rangle$ as basis states. The transmission probability is obtained as $T_{MZ} = \langle |\tilde{\Psi}|\Psi_{\text{final}}\rangle^2 = |r_1t_2^* + r_2t_1e^{i\phi_{AB}}|^2$,

$$T_{MZ} = |r_1t_2|^2 + |r_2t_1|^2 + 2|r_1t_1r_2t_2|\cos(\phi_{AB} + \phi), \quad (2)$$

where $\phi = \arg(t_1t_2r_1^*r_2^*)$ can include the dynamical phase. This has the standard form of the Mach-Zehnder interference, but includes the effect of the valley isospin.

We study the interference visibility $\left(T_{MZ,\text{max}} - T_{MZ,\text{min}}\right) / \left(T_{MZ,\text{max}} + T_{MZ,\text{min}}\right)$, where $T_{MZ,\text{max}}(\text{min})$ is the maximum (minimum) value of the oscillation of $T_{MZ}$. To obtain the largest visibility, we first set the bottom side gate to $r_2 = 0$ and tune $V_1$ to get $T_1 \sim 1/2$. Next we set the bottom side gate to $r_2 \leq -1$ and finely tune $V_2$ to reach the maximum visibility. According to Eq. (2), we expect the visibility $\propto \sqrt{T_1(1 - T_1)}$. This behavior is found in Fig. 4a. The excellent agreement between the experimental visibility and the $\sqrt{T_1(1 - T_1)}$ law obtained with the independent measurement of $T_1$ supports the formation of the Mach-Zehnder valley interferometer and confirms the coherence of the valley superposition in Eq. (1). The analysis indicates that the valley isospin direction of the superposition $|\Psi_{\text{final}}\rangle$ is tuned over the range of $|t_1|^2 = 0.018 - 0.812$ and $\phi_{AB} = 0 - 2\pi$ with changing $V_1$ and $B$.

In the last section, we address the coherence properties of the valley-split states propagating along the PN interface when electrons are injected at higher energy. In Fig. 4b, $T_{MZ}$ is represented as a function of the applied bias voltage and the magnetic field. We observe a lobe-type structure, accompanied by a phase shift of $\pi$ when the visibility is canceled. This behavior is a rather common observation in MZ interferometers realized in GaAs/AlGaAs heterostructures [18, 19]. While its microscopic origin remains unknown, it is widely thought to stem from interaction effects that lead to a Gaussian averaging of the interferometer phase as the bias voltage is increased. The phase can be written $\phi = \phi_{AB} + \phi$ (see Eq. 2), and its variance $\langle\delta\phi^2\rangle = V_{DC}^2/V_{\text{lob}}^2$ where $\langle\rangle$ denotes the average over the phase distribution. $V_{\text{lob}}$ reflects how electronic interactions induce decoherence in the interferometer, and is larger for robust quantum interferences. The oscillatory part of the transmitted current is written $I_T = T_{MZ} \times (I_0/2) \times e^{-V_{DC}^2/2V_{\text{lob}}^2}$. Since we measure the differential conductance $dI_T / dV_{DC}$, this leads to a visibility $\propto e^{-V_{DC}^2/2V_{\text{lob}}^2}[1 - V_{DC}^2/V_{\text{lob}}^2]$ (black solid line in Fig. 4c) [19]. Whereas typical reported values in GaAs/AlGaAs heterostructures give $V_{\text{lob}} \sim 20$ $\mu$eV [18–20], we observed a much larger value $V_{\text{lob}} = 217$ $\mu$eV [21]. Theoretically, most of the models developed to account for side lobe

Figure 4: Transmission and Energy dependence of the Mach-Zehnder visibility. (a) Interference visibility as a function of the normalized $T_1$ (see supplemental materials). The visibility (yellow dots) of the experimentally measured oscillation of $T_{MZ}$ and the curve of $\alpha \sqrt{T_1(1 - T_1)}$ where $\alpha$ is an adjustable parameter show good agreement. (b) $T_{MZ}$ as a function of the DC bias $V_{DC}$ (applied to the upper right ohmic contact for the injection of $I_0$) and the magnetic field. (c) Measured visibility (yellow dots) as a function of $V_{DC}$. Computed visibility (black solid line) based on gaussian phase fluctuations is in agreement with the experimental data.
patterns in GaAs/AlGaAs heterostructures rely on the partitioning induced by the first beam splitter [22, 23]. Experimentally a clear dependence of the lobe structure of quantum transport devices in graphene including quantum coherent valleytronics opens another large field of quantum-transport schemes [24]. The demonstration of such a dependence in graphene (see Fig. S9 in the supplemental material).

To conclude, we have demonstrated that monolayer graphene in the quantum Hall regime is a promising platform to perform electron quantum optics experiments. We have first characterized a quantum Hall valley splitter showing that the valley mixing between two opposite valley isospin edge states can be finely tuned. Coherence of this valley beam splitter is discussed by implementing it in a PN-junction to define a fully tunable electronic Mach-Zehnder interferometer. This new type of quantum-coherent valleytronics devices should allow to envision two-valley-state operations of novel type of quantum-coherent valleytronics devices tunable electronic Mach-Zehnder interferometers such as Fabry-Perot resonators.
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