A LIGHTWEIGHT RELU-BASED FEATURE FUSION FOR AERIAL SCENE CLASSIFICATION
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ABSTRACT

In this paper, we propose a transfer-learning based model construction technique for the aerial scene classification problem. The core of our technique is a layer selection strategy, named ReLU-Based Feature Fusion (RBFF), that extracts feature maps from a pretrained CNN-based single-object image classification model, namely MobileNetV2, and constructs a model for the aerial scene classification task. RBFF stacks features extracted from the batch normalization layer of a few selected blocks of MobileNetV2, where the candidate blocks are selected based on the characteristics of the ReLU activation layers present in those blocks. The feature vector is then compressed into a low-dimensional feature space using dimension reduction algorithms on which we train a low-cost SVM classifier for the classification of the aerial images. We validate our choice of selected features based on the significance of the extracted features with respect to our classification pipeline. RBFF remarkably does not involve any training of the base CNN model except for a few parameters for the classifier, which makes the technique very cost-effective for practical deployments. The constructed model despite being lightweight outperforms several recently proposed models in terms of accuracy for a number of aerial scene datasets.

Index Terms— Layer selection, Aerial image analysis, Transfer learning, Feature fusion, Image classification

1. INTRODUCTION

Aerial image classification involves categorizing aerial images into an exhaustive set of known classes based on the contents of the images. In recent years, several research works have been conducted to classify remote sensing images because of its application in the military and civil tasks such as disaster management [1], traffic supervision [2], environmental monitoring [3] and urban mapping [4]. The earliest efforts towards aerial image classification employed pixel-level and object-level analysis approaches [5]. In the recent years, deep learning models such as Convolutional Neural Networks (CNN) have emerged as one of the best tools for computer vision tasks like image classification and face recognition. Consequently, CNN models have been applied for aerial image classification also, leading to better classification performance compared to the prior approaches. Most of the research works that employ CNN based approaches for the task of remote scene classification train the CNN model from scratch on the pertinent dataset [6] [7] [8]. The training phase involved in these approaches is computationally very expensive.

In the current work, we propose a transfer learning-based methodology for the same task (i.e., remote scene classification) that does not require training of any CNN model. Our proposed approach, ReLU-Based Feature Fusion (RBFF), involves stacking features extracted from batch normalization layers of a few selected blocks based on a layer significance value from the lightweight MobileNetV2 model pretrained on ImageNet [10] dataset. A block of MobileNetV2 with the proposed pipeline is depicted in Figure 1. Before concatenating the extracted features, we use the global con-
text of the features which helps reducing the dimension of the feature maps without eliminating the global context of the features. We further compress the features using dimension reduction techniques such as Principal Component Analysis (PCA) [11] and Linear Discriminant Analysis (LDA) [12] so that we get a more compact low-dimensional feature space without major loss of information. Finally, we use a one-vs-rest support vector machine (SVM) model on the compressed feature space for classification of the aerial images. The cost-effectiveness of our proposed model is two-fold. The model is space-efficient as its size is very small compared to the deep remote scene classification (3.28 ∼ 13.28 MB). Furthermore, we investigate the accuracy vs model size trade-off issue as our technique employs two dimension reduction techniques in the pipeline, which comes with additional overhead in terms of the overall model size.

2. BACKGROUND AND MOTIVATION

We have used pretrained lightweight MobilenetV2 model to extract the deep features through a layer selection strategy (RBFF). Whereas in [13], a nonparametric self-attention layer is proposed to get the more discriminative features from the pretrained CNN model (VGG-VD16 [14] and AlexNet [15]). In [16], novel loss function was proposed so that the feature space of the deep learning model learned on the objective would discern between images representing separate classes, so that features of the images belonging to the same class would be mapped closer in the learned feature space and vice-versa for images belonging to different classes. Meanwhile, in [17], texture information of images obtained using Local Binary Pattern (LBP) was used in addition to traditional RGB images for training deep learning models. On the contrary, in [8], a novel network architecture was proposed for aerial image classification, that consisted of dense blocks with addition and modification of residual attention layers and a classification layer. The network was designed to contain fewer parameters than the traditional models. Traditional VGGNet architecture was modified in [13] to incorporate local and global attention layers in order to capture the corresponding information from aerial images, along with subsidiary objectives added to the loss function for additional supervision.

Contrary to all these approaches, our proposed method is free from the huge overhead of deep learning model training. To classify aerial images, we follow a layer selection based transfer learning based approach where we apply a novel technique to select the most informative layers from a pretrained model.

3. METHODS

3.1. ReLU-Based Feature Fusion

The most trivial approach can be the extraction of features from each layer which will result in accumulating a large number of features for a single image. Hence, rather than extracting features from each layer, we intuitively choose a subset of layers from the MobileNetV2 architecture for feature extraction. In MobileNetV2 [9], each block architecture is of ReLU ◦ Conv ◦ BN ◦ ReLU like fashion. There are 16 of such blocks in MobileNetV2. One such block is depicted in Figure 1. The BN layer within a block is surrounded by two ReLU layers in the same block, which are referred to as preceding and following ReLU layers respectively with respect to that BN layer. The ReLU layers are activation layers that replace its input $x$ to $\max(0, x)$. The ratio of the fraction of zeros in the preceding and following ReLU layers around a BN layer designates the degree of significance of the BN layer in a given block. We denote this significance by $\alpha$ for each block. More formally, the layer significance, $\alpha$, per block is defined as:

$$\alpha = \frac{Z_{\text{prev}}}{Z_{\text{next}}}; \quad Z_{(\cdot)} = \frac{1}{N} \sum_{i=1}^{N} (1 - v_i); \quad v_i = \frac{\sum_{x \in U^i} x > 0}{|U^i|}$$

where $Z_{\text{prev}}$ and $Z_{\text{next}}$ denote the average zero volume percentage of the preceding and the following ReLU layers of a BN layer, respectively. By zero volume, we mean how many zero elements exist in the output after a ReLU layer. If $Z_{\text{prev}} > Z_{\text{next}}$ i.e. $\alpha > 1$, the corresponding BN layer is more informative and vice versa. For an output tensor of $i^{th}$ ReLU layer, $U^i \in \mathbb{R}^{H \times W \times C}$, where $H$, $W$, and $C$ refers to height, width, and channels of the feature map, we compute positive volume percentage of $i^{th}$ layer $v_i$ for each input image being fed to the network. So, $(1 - v_i)$ is the zero volume percentage of a layer. To ensure minimal training, we randomly take 5 images from each class, calculate $v_i$ of the layer for each image, and average them to get the general view of the layer. In this way, we compute the $Z(\cdot)$ for a given layer.
The average positive volume of a layer is reciprocal to the average percent of zeros in a layer in terms of $\alpha$. Conceptually, $\alpha$ measures the importance of a batch normalization layer of each block. The higher the value of $\alpha$ is, the more important the batch normalization layer is in terms of its suitability to be included in the feature extraction. Consequently, we stack features from top BN layers that have higher $\alpha$ values. Figure 2 shows the significance of BN layers for all 16 blocks of MobileNetV2 for AID dataset. The layers are sorted with respect to higher value of $\alpha$. We observe from the figure that, the top discriminative blocks are 3, 6, 13, and 16 (the blocks with higher $\alpha$ values for their respective BN layers). Similar characteristic is also identified for NWPU and UCM dataset in Figure 3.

Based on the $\alpha$ values, we stack features from the BN layers of blocks 3, 6, 13, and 16 of MobileNetV2 (these are the blocks that have the largest $\alpha$ values). To extract the global context information of the features from the selected layers, we apply the global attention based feature extraction. The global average pooling (GAP) [19] is used to achieve this. For a channel $c$ of $i^{th}$ layer feature map, $U^i_c$, the global average pooling will be,

$$GAP(U^i_c) = \frac{1}{H \times W} \sum_{j=1}^{H} \sum_{k=1}^{W} u^i_{c,j,k}$$

For each channel the 2-D $H \times W$ feature map is converted to one value. Thus, global average pooling captures the global information of each channel of a layer output by converting 3-D tensor to a series of vector. By this way, a global attention based feature map is achieved.

### 3.2. Batch Normalization Layer in the Context of LDA

Batch normalization repeatedly forces the activations to have zero mean and unit standard deviation [20], leading to faster and optimal convergence of the neural network training. In our approach, we use this fact to our advantage. Prior to the SVM classification, we use LDA for dimension reduction. Since LDA works best for normally distributed data, our choice of using the feature maps from the BN layers leads to the optimal performance of LDA and hence the optimal classification of the aerial images.

### 4. RESULTS

#### 4.1. Datasets

In this paper, we have used three widely used aerial scene datasets, namely UCM [21], AID [22], NWPU [23] The description of these datasets in terms of the number of classes and the number of samples per class is listed in Table 1.

#### 4.2. Experimental Settings

We consider the BN layers of the top 3 and 4 blocks among 16 blocks in the descending order of their $\alpha$ values as evident from Figure 2. After the feature extraction phase, we successively perform GAP, PCA, LDA, and SVM on the features and report the classification results using cross-validation technique. The size of the actual MobileNetV2 model is approximately 14 MB. After transfer learning using our proposed RBFF technique, the model size is reduced to 6.28 MB as shown in Table 2. Excluding the last layer (layer 16) from RBFF, the size is only 2.73 MB. In Table 2, $k$ means the number of classes as after LDA, the features are reduced to only number of classes minus one if explicit reduction is not provided to the LDA model. We choose 600 as the number of components for PCA. The reason is discussed in section 4.4. We also show results without PCA to perform the ablation study. The detail is discussed in section 4.5. These experiments are done under a fixed random state for PCA, RepeatedStratified K-Fold, and SVM. The random states are 3, 33, and 333 respectively for PCA, RepeatedStratified K-Fold, and SVM to reproduce the results. We have used the scikit-learn package [26] to implement these algorithms. Our experiments have been done on NVIDIA Quadro RTX 4000 GPU and i7-9750 CPU@2.60GHz.
Table 3: Accuracy comparison of RBFF with Different Methods for Different Datasets

| Method                        | AID (20%)  | AID (50%)  | NWPU (10%) | NWPU (20%) | UCM (50%) | UCM (80%) |
|-------------------------------|------------|------------|------------|------------|-----------|-----------|
| PLSA (SIFT) [22]              | 56.24 ± 0.58 | 63.07 ± 1.77 | –          | –          | 67.55 ± 1.11 | 71.38 ± 1.77 |
| BoVW (SIFT) [22]              | 62.49 ± 0.53 | 68.37 ± 0.40 | 41.72 ± 0.21 | 44.97 ± 0.28 | 73.48 ± 1.39 | 75.52 ± 2.13 |
| LDA (SIFT) [22]               | 51.73 ± 0.73 | 68.96 ± 0.58 | –          | –          | 59.24 ± 1.66 | 75.98 ± 1.60 |
| AlexNet [22]                  | 86.86 ± 0.47 | 89.53 ± 0.31 | 76.69 ± 0.21 | 79.85 ± 0.13 | 93.98 ± 0.67 | 95.02 ± 0.81 |
| VGGNet-16 [22]               | 86.59 ± 0.29 | 89.64 ± 0.36 | 76.47 ± 0.18 | 79.79 ± 0.15 | 94.14 ± 0.69 | 95.21 ± 1.20 |
| GoogLenet [22]               | 83.44 ± 0.40 | 86.39 ± 0.55 | 76.19 ± 0.38 | 78.48 ± 0.26 | 92.70 ± 0.60 | 94.31 ± 0.89 |
| SPP with Alexnet [22]         | 87.44 ± 0.45 | 91.45 ± 0.38 | 82.13 ± 0.30 | 84.64 ± 0.23 | 94.77 ± 0.46 | 96.67 ± 0.94 |
| D-CNN with AlexNet [19]       | 85.62 ± 0.10 | 94.47 ± 0.12 | 85.56 ± 0.20 | 87.24 ± 0.12 | –          | 96.67 ± 0.10 |
| TEX-Net with VGG [17]         | 87.32 ± 0.37 | 90.00 ± 0.33 | –          | –          | 94.22 ± 0.50 | 95.31 ± 0.69 |
| Gated Attention [25]          | 87.63 ± 0.44 | 92.01 ± 0.21 | 84.94 ± 0.22 | 86.62 ± 0.22 | 94.64 ± 0.43 | 96.12 ± 0.42 |
| MIDC-Nets [17]                | 88.51 ± 0.41 | 92.95 ± 0.17 | **86.12** ± 0.29 | 89.79 ± 0.18 | 95.41 ± 0.40 | **97.40** ± 0.48 |
| RADC-Net [8]                  | 88.12 ± 0.43 | 92.35 ± 0.19 | 85.72 ± 0.25 | 87.63 ± 0.28 | 94.79 ± 0.42 | 97.05 ± 0.48 |
| VGG-VD16 + SAFF [12]          | 90.25 ± 0.29 | 93.83 ± 0.28 | 84.38 ± 0.19 | 87.86 ± 0.14 | –          | 97.02 ± 0.78 |

Table 4: Comparison of Accuracy with Layer selection

| Layer | Accuracy | Feature Dimension |
|-------|----------|-------------------|
| 9,10,11 | 92.18 ± 0.27 | 1344 |
| 9,10,12 | 92.81 ± 0.39 | 1344 |
| 10,11,12 | 92.48 ± 0.13 | 1536 |
| 9,11,12 | 92.37 ± 0.33 | 1536 |
| 3,6,13 (Ours) | **93.64** ± 0.42 | 912 |

4.3. Experimental Analysis

We compare our approach with some recently proposed network architectures in terms of classification accuracy. Table 3 represents the overall accuracy results for three datasets. The AID and NWPU datasets are comparatively harder to classify than the UCM dataset. During experimentation, the images are resized to 224×224 and preprocessed using the predefined preproccess_input function of MobileNetV2 application of Keras for ImageNet dataset. For AID with 20% training dataset, our proposed approach outperforms all the state-of-the-art results. With regard to the 50% training set, D-CNN with Alexnet outperforms all the results. RBFF holds the second-best result. For 20% training set of the NWPU dataset and 50% for UCM, RBFF outperforms all recent works. For other cases, RBFF is only less than 0.5 – 1.53% than the best results.

4.4. Model size vs Accuracy

In Figure 4a, we show the superiority of RBFF to other lightweight models [7, 8]. To examine how the model size changes if we choose different depthwise BN layers, we divide the 16 selected BN layers into four chunks, namely 1–4, 5–8, 9–12, and 13–16 and observe accuracy vs model size (Figure 4b). As layers 9–12 exhibit similar performance compared to our proposed RBFF, we compare the 3–6–13 with each three combinations from 9–12 for AID (50% training) in Table 4 where RBFF has a lower cost with higher accuracy. The increase of the PCA model size with the increase of PCA components is illustrated in Figure 4b. Based on Figure 4b, we have chosen 600 components for PCA for having higher accuracy and comparatively lower PCA model size. One can use this hyperparameter as a knob to fit when necessary.

4.5. Ablation Study

To show the effect of layer selection on accuracy, we add a layer from our selection algorithm from the top layer to the
deeper layer. We observe an increase in accuracy in most of the cases. We experimented this with AID (50% training) and NWPU (20% training) datasets as shown in Table 5, using only LDA for dimension reduction and SVM for classification as the feature dimension changes every time. The result demonstrates the significance of our layer selection.

5. CONCLUSION

In this paper, we have proposed a novel approach for the classification of aerial images that extracts and fuses features from selected layers of the pretrained MobileNetV2 model based on feature fusion strategy. We have shown that our constructed model achieves similar or superior classification accuracy although the size of the model is smaller compared to the earlier works and the training cost is very minimal. While we apply the ReLU-based feature fusion on MobileNetV2 for only the aerial scene classification, we recognize that the technique can be applied on other transfer learning tasks too. In the future, we intend to investigate further on this.
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