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Abstract

A very deep convolutional neural network (CNN) has recently achieved great success for image super-resolution (SR) and offered hierarchical features as well. However, most deep CNN based SR models do not make full use of the hierarchical features from the original low-resolution (LR) images, thereby achieving relatively-low performance. In this paper, we propose a novel residual dense network (RDN) to address this problem in image SR. We fully exploit the hierarchical features from all the convolutional layers. Specifically, we propose residual dense block (RDB) to extract abundant local features via dense connected convolutional layers. RDB further allows direct connections from the state of preceding RDB to all the layers of current RDB, leading to a contiguous memory (CM) mechanism. Local feature fusion in RDB is then used to adaptively learn more effective features from preceding and current local features and stabilizes the training of wider network. After fully obtaining dense local features, we use global feature fusion to jointly and adaptively learn global hierarchical features in a holistic way. Experiments on benchmark datasets with different degradation models show that our RDN achieves favorable performance against state-of-the-art methods.

1. Introduction

Single image Super-Resolution (SISR) aims to generate a visually pleasing high-resolution (HR) image from its degraded low-resolution (LR) measurement. SISR is used in various computer vision tasks, such as security and surveillance imaging [42], medical imaging [23], and image generation [9]. While image SR is an ill-posed inverse procedure, since there exists a multitude of solutions for any LR input. To tackle this inverse problem, plenty of image SR algorithms have been proposed, including interpolation-based [40], reconstruction-based [37], and learning-based methods [28, 29, 20, 2, 21, 8, 10, 31, 39].

Among them, Dong et al. [2] firstly introduced a three-layer convolutional neural network (CNN) into image SR and achieved significant improvement over conventional methods. Kim et al. increased the network depth in VDSR [10] and DRCN [11] by using gradient clipping, skip connection, or recursive-supervision to ease the difficulty of training deep network. By using effective building modules, the networks for image SR are further made deeper and wider with better performance. Lim et al. used residual blocks (Fig. 1(a)) to build a very wide network EDSR [17] with residual scaling [24] and a very deep one MDSR [17]. Tai et al. proposed memory block to build MemNet [26]. As the network depth grows, the features in each convolutional layer would be hierarchical with different receptive fields. However, these methods neglect to fully use information of each convolutional layer. Although the gate unit in memory block was proposed to control short-term memory [26], the local convolutional layers don’t have direct access to the subsequent layers. So it’s hard to say memory block makes full use of the information from all the layers within it.

Furthermore, objects in images have different scales, angles of view, and aspect ratios. Hierarchical features from a very deep network would give more clues for reconstruction. While, most deep learning (DL) based methods (e.g., VDSR [10], LapSRN [13], and EDSR [17]) neglect to use hierarchical features for reconstruction. Although memory
block [26] also takes information from preceding memory blocks as input, the multi-level features are not extracted from the original LR image. MemNet interpolates the original LR image to the desired size to form the input. This pre-processing step not only increases computation complexity quadratically, but also loses some details of the original LR image. Tong et al. introduced dense block (Fig. 1(b)) for image SR with relatively low growth rate (e.g., 16). According to our experiments (see Section 5.2), higher growth rate can further improve the performance of the network. While, it would be hard to train a wider network with dense blocks in Fig. 1(b).

To address these drawbacks, we propose residual dense network (RDN) (Fig. 2) to fully make use of all the hierarchical features from the original LR image with our proposed residual dense block (Fig. 1(c)). It’s hard and impractical for a very deep network to directly extract the output of each convolutional layer in the LR space. We propose residual dense block (RDB) as the building module for RDN. RDB consists dense connected layers and local feature fusion (LFF) with local residual learning (LRL). Our RDB also support contiguous memory among RDBs. The output of one RDB has direct access to each layer of the next RDB, resulting in a contiguous state pass. Each convolutional layer in RDB has access to all the subsequent layers and passes on information that needs to be preserved [7]. Concatenating the states of preceding RDB and all the preceding layers within the current RDB, LFF extracts local dense feature by adaptively preserving the information. Moreover, LFF allows very high growth rate by stabilizing the training of wider network. After extracting multi-level local dense features, we further conduct global feature fusion (GFF) to adaptively preserve the hierarchical features in a global way. As depicted in Figs. 2 and 3, each layer has direct access to the original LR input, leading to an implicit deep supervision [15].

In summary, our main contributions are three-fold:

• We propose a unified framework residual dense network (RDN) for high-quality image SR with different degradation models. The network makes full use of all the hierarchical features from the original LR image.

• We propose residual dense block (RDB), which can not only read state from the preceding RDB via a contiguous memory (CM) mechanism, but also fully utilize all the layers within it via local dense connections. The accumulated features are then adaptively preserved by local feature fusion (LFF).

• We propose global feature fusion to adaptively fuse hierarchical features from all RDBs in the LR space. With global residual learning, we combine the shallow features and deep features together, resulting in global dense features from the original LR image.

2. Related Work

Recently, deep learning (DL)-based methods have achieved dramatic advantages against conventional methods in computer vision [36, 35, 34, 16]. Due to the limited space, we only discuss some works on image SR. Dong et al. proposed SRCNN [2], establishing an end-to-end mapping between the interpolated LR images and their HR counterparts for the first time. This baseline was further improved mainly by increasing network depth or sharing network weights. VDSR [10] and IRCNN [38] increased the network depth by stacking more convolutional layers with residual learning. DRCN [11] firstly introduced recursive learning in a very deep network for parameter sharing. Tai et al. introduced recursive blocks in DRRN [25] and memory block in MemNet [26] for deeper networks. All of these methods need to interpolate the original LR images to the desired size before applying them into the networks. This pre-processing step not only increases computation complexity quadratically [4], but also over-smoothes and blurs the original LR image, from which some details are lost. As a result, these methods extract features from the interpolated LR images, failing to establish an end-to-end mapping from the original LR to HR images.

To solve the problem above, Dong et al. [4] directly took the original LR image as input and introduced a transposed convolution layer (also known as deconvolution layer) for upsampling to the fine resolution. Shi et al. proposed ESPCN [22], where an efficient sub-pixel convolution layer was introduced to upscale the final LR feature maps into the HR output. The efficient sub-pixel convolution layer was then adopted in SRResNet [14] and EDSR [17], which took advantage of residual learning [6]. All of these methods extracted features in the LR space and upscaled the final LR features with transposed or sub-pixel convolution layer. By doing so, these networks can either be capable of real-time SR (e.g., FSRCNN and ESPCN), or be built to be very deep/wide (e.g., SRResNet and EDSR). However, all of these methods stack building modules (e.g., Conv layer in FSRCNN, residual block in SRResNet and EDSR) in a chain way. They neglect to adequately utilize information from each Conv layer and only adopt CNN features from the last Conv layer in LR space for upsampling.

Recently, Huang et al. proposed DenseNet, which allows direct connections between any two layers within the same dense block [7]. With the local dense connections, each layer reads information from all the preceding layers within the same dense block. The dense connection was introduced among memory blocks [26] and dense blocks [31]. More differences between DenseNet/SRDenseNet/MemNet and our RDN would be discussed in Section 4.

The aforementioned DL-based image SR methods have achieved significant improvement over conventional SR methods, but all of them lose some useful hierarchical fea-
3. Residual Dense Network for Image SR

3.1. Network Structure

As shown in Fig. 2, our RDN mainly consists four parts: shallow feature extraction net (SFENet), residual dense blocks (RDBs), dense feature fusion (DFF), and finally the up-sampling net (UPNet). Let’s denote $I_{LR}$ and $I_{SR}$ as the input and output of RDN. Specifically, we use two Conv layers to extract shallow features. The first Conv layer extracts features $F_{-1}$ from the LR input.

$$F_{-1} = H_{SFE1}(I_{LR}),$$

where $H_{SFE1}()$ denotes convolution operation. $F_{-1}$ is then used for further shallow feature extraction and global residual learning. So we can further have

$$F_0 = H_{SFE2}(F_{-1}),$$

where $H_{SFE2}()$ denotes convolution operation of the second shallow feature extraction layer and is used as input to residual dense blocks. Supposing we have $D$ residual dense blocks, the output $F_D$ of the $d$-th RDB can be obtained by

$$F_d = H_{RDB,d}(F_{d-1}) = H_{RDB,d}(H_{RDB,d-1}(\cdots(H_{RDB,1}(F_0))\cdots)),$$

where $H_{RDB,d}$ denotes the operations of the $d$-th RDB. $H_{RDB,d}$ can be a composite function of operations, such as convolution and rectified linear units (ReLU) [5]. As $F_d$ is produced by the $d$-th RDB fully utilizing each convolutional layers within the block, we can view $F_d$ as local feature. More details about RDB will be given in Section 3.2.

After extracting hierarchical features from a set of RDBs, we further conduct dense feature fusion (DFF), which includes global feature fusion (GFF) and global residual learning (GRL). DFF makes full use of features from all the preceding layers and can be represented as

$$F_{DF} = H_{DFF}(F_{-1}, F_0, F_1, \cdots, F_D),$$

where $F_{DF}$ is the output feature-maps of DFF by utilizing a composite function $H_{DFF}$. More details about DFF will be shown in Section 3.3.

After extracting local and global features in the LR space, we stack a up-sampling net (UPNet) in the HR space. Inspired by [17], we utilize ESPCN [22] in UPNet followed by one Conv layer. The output of RDN can be obtained by

$$I_{SR} = H_{RDN}(I_{LR}),$$

where $H_{RDN}$ denotes the function of our RDN.

3.2. Residual Dense Block

Now we present details about our proposed residual dense block (RDB) in Fig. 3. Our RDB contains dense connected layers, local feature fusion (LFF), and local residual learning, leading to a contiguous memory (CM) mechanism.

Contiguous memory mechanism is realized by passing the state of preceding RDB to each layer of current RDB. Let $F_{d-1}$ and $F_d$ be the input and output of the $d$-th RDB respectively and both of them have $G_0$ feature-maps. The output of $c$-th Conv layer of $d$-th RDB can be formulated as

$$F_{d,c} = \sigma(W_{d,c}[F_{d-1}, F_{d,1}, \cdots, F_{d,c-1}]),$$

where $\sigma$ denotes the ReLU [5] activation function. $W_{d,c}$ is the weights of the $c$-th Conv layer, where the bias term is omitted for simplicity. We assume $F_{d,c}$ consists of $G$ (also known as growth rate [7]) feature-maps. $[F_{d-1}, F_{d,1}, \cdots, F_{d,c-1}]$ refers to the concatenation of the feature-maps produced by the $(d-1)$-th RDB, convolutional layers 1, $\cdots$, $(c-1)$ in the $d$-th RDB, resulting in
The nature, but also extracts local dense feature. The output of the preceding RDB and each layer have direct connections to all subsequent layers, which not only preserves the feed-forward nature, but also extracts local dense feature.

**Local feature fusion** is then applied to adaptively fuse the states from preceding RDB and the whole Conv layers in current RDB. As analyzed above, the feature-maps of the $(d - 1)$-th RDB are introduced directly to the $d$-th RDB in a concatenation way, it is essential to reduce the feature number. On the other hand, inspired by MemNet [26], we introduce a $1 \times 1$ convolutional layer to adaptively control the output information. We name this operation as local feature fusion (LFF) formulated as

\[
F_{d,LF} = H_{LF}^d ([F_{d-1}, F_{d,1}, \cdots, F_{d,c}, \cdots, F_{d,C}]),
\]

where $H_{LF}^d$ denotes the function of the $1 \times 1$ Conv layer in the $d$-th RDB. We also find that as the growth rate $G$ becomes larger, very deep dense network without LFF would be hard to train.

**Local residual learning** is introduced in RDB to further improve the information flow, as there are several convolutional layers in one RDB. The final output of the $d$-th RDB can be obtained by

\[
F_d = F_{d-1} + F_{d,LF}.
\]

It should be noted that LRL can also further improve the network representation ability, resulting better performance. We introduce more results about LRL in Section 5. Because of the dense connectivity and local residual learning, we refer to this block architecture as residual dense block (RDB). More differences between RDB and original dense block [7] would be summarized in Section 4.

### 3.3. Dense Feature Fusion

After extracting local dense features with a set of RDBs, we further propose dense feature fusion (DFF) to exploit hierarchical features in a global way. Our DFF consists of global feature fusion (GFF) and global residual learning.

**Global feature fusion** is proposed to extract the global feature $F_{GF}$ by fusing features from all the RDBs

\[
F_{GF} = H_{GFF} ([F_1, \cdots, F_D]),
\]

where $[F_1, \cdots, F_D]$ refers to the concatenation of feature-maps produced by residual dense blocks $1, \cdots, D$. $H_{GFF}$ is a composite function of $1 \times 1$ and $3 \times 3$ convolution. The $1 \times 1$ convolutional layer is used to adaptively fuse a range of features with different levels. The following $3 \times 3$ convolutional layer is introduced to further extract features for global residual learning, which has been demonstrated to be effective in [14].

**Global residual learning** is then utilized to obtain the feature-maps before conducting up-scaling by

\[
F_{DF} = F_{-1} + F_{GF},
\]

where $F_{-1}$ denotes the shallow feature-maps. All the other layers before global feature fusion are fully utilized with our proposed residual dense blocks (RDBs). RDBs produce multi-level local dense features, which are further adaptively fused to form $F_{GF}$. After global residual learning, we obtain dense feature $F_{DF}$.

It should be noted that Tai et al. [26] utilized long-term dense connections in MemNet to recover more high frequency information. However, in the memory block [26], the preceding layers don’t have direct access to all the subsequent layers. The local feature information are not fully used, limiting the ability of long-term connections. In addition, MemNet extracts features in the HR space, increasing computational complexity. While, inspired by [4, 22, 13, 17], we extract local and global features in the LR space. More differences between our residual dense network and MemNet would be shown in Section 4. We would also demonstrate the effectiveness of global feature fusion in Section 5.

### 3.4. Implementation Details

In our proposed RDN, we set $3 \times 3$ as the size of all convolutional layers except that in local and global feature fusion, whose kernel size is $1 \times 1$. For convolutional layer with kernel size $3 \times 3$, we pad zeros to each side of the input to keep size fixed. Shallow feature extraction layers, local and global feature fusion layers have $G_0=64$ filters. Other layers in each RDB has $G$ filters and are followed by ReLU [5]. Following [17], we use ESPCNN [22] to upscale the coarse resolution features to fine ones for the UPNet. The final Conv layer has 3 output channels, as we output color HR images. However, the network can also process gray images.

### 4. Discussions

**Difference to DenseNet.** Inspired from DenseNet [7], we adopt the local dense connections into our proposed residual dense block (RDB). In general, DenseNet is widely used in high-level computer vision tasks (e.g., object recognition). While RDN is designed for image SR. Moreover, we remove batch normalization (BN) layers, which consume the same amount of GPU memory as convolutional layers, increase computational complexity, and hinder performance of the network. We also remove the pooling layers, which could discard some pixel-level information. Furthermore, transition layers are placed into two adjacent dense blocks in DenseNet. While in RDN, we combine dense connected layers with local feature fusion (LFF) by using local residual learning, which would be demonstrated to be effective in...
in Section 5. As a result, the output of the \((d - 1)\)-th RDB has direct connections to each layer in the \(d\)-th RDB and also contributes to the input of \((d + 1)\)-th RDB. Last not the least, we adopt global feature fusion to fully use hierarchical features, which are neglected in DenseNet.

**Difference to SRDenseNet.** There are three main differences between SRDenseNet [31] and our RDN. The first one is the design of basic building block. SRDenseNet introduces the basic dense block from DenseNet [7]. Our residual dense block (RDB) improves it in three ways: (1) We introduce contiguous memory (CM) mechanism, which allows the state of preceding RDB have direct access to each layer of the current RDB. (2) Our RDB allow larger growth rate by using local feature fusion (LFF), which stabilizes the training of wide network. (3) Local residual learning (LRL) is utilized in RDB to further encourage the flow of information and gradient. The second one is there is no dense connections among RDB. Instead we use global feature fusion (GFF) and global residual learning to extract global features, because our RDBs with contiguous memory have fully extracted features locally. As shown in Sections 5.2 and 5.3, all of these components increase the performance significantly. The third one is SRDenseNet uses \(L_2\) loss function. Whereas we utilize \(L_1\) loss function, which has been demonstrated to be more powerful for performance and convergence [17]. As a result, our proposed RDN achieves better performance than that of SRDenseNet.

**Difference to MemNet.** In addition to the different choice of loss function \((L_2\) in MemNet [26]), we mainly summarize another three differences between MemNet and our RDN. First, MemNet needs to upsample the original LR image to the desired size using Bicubic interpolation. This procedure results in feature extraction and reconstruction in HR space. While, RDN extracts hierarchical features from the original LR image, reducing computational complexity significantly and improving the performance. Second, the memory block in MemNet contains recursive and gate units. Most layers within one recursive unit don’t receive the information from their preceding layers or memory block. While, in our proposed RDN, the output of RDB has direct access to each layer of the next RDB. Also the information of each convolutional layer flow into all the subsequent layers within one RDB. Furthermore, local residual learning in RDB improves the flow of information and gradients and performance, which is demonstrated in Section 5. Third, as analyzed above, current memory block doesn’t fully make use of the information of the output of the preceding block and its layers. Even though MemNet adopts densely connections among memory blocks in the HR space, MemNet fails to fully extract hierarchical features from the original LR inputs. While, after extracting local dense features with RDBs, our RDN further fuses the hierarchical features from the whole preceding layers in a global way in the LR space.

5. Experimental Results

The source code of the proposed method can be downloaded at https://github.com/yulunzhang/RDN.

5.1. Settings

**Datasets and Metrics.** Recently, Timofte et al. have released a high-quality (2K resolution) dataset DIV2K for image restoration applications [27]. DIV2K consists of 800 training images, 100 validation images, and 100 test images. We train all of our models with 800 training images and use 5 validation images in the training process. For testing, we use five standard benchmark datasets: Set5 [1], Set14 [33], B100 [18], Urban100 [8], and Manga109 [19]. The SR results are evaluated with PSNR and SSIM [32] on Y channel (i.e., luminance) of transformed YCbCr space.

**Degradation Models.** In order to fully demonstrate the effectiveness of our proposed RDN, we use three degradation models to simulate LR images. The first one is bicubic downsampling by adopting the Matlab function imresize with the option bicubic (denote as BI for short). We use BI model to simulate LR images with scaling factor \(x2, x3\), and \(x4\). Similar to [38], the second one is to blur HR image by Gaussian kernel of size \(7 \times 7\) with standard deviation 1.6. The blurred image is then downsampled with scaling factor \(x3\) (denote as BD for short). We further produce LR image in a more challenging way. We first bicubic downsample HR image with scaling factor \(x3\) and then add Gaussian noise with noise level 30 (denote as DN for short).

**Training Setting.** Following settings of [17], in each training batch, we randomly extract 16 LR RGB patches with the size of \(32 \times 32\) as inputs. We randomly augment the patches by flipping horizontally or vertically and rotating \(90\degree\). 1,000 iterations of back-propagation constitute an epoch. We implement our RDN with the Torch7 framework and update it with Adam optimizer [12]. The learning rate is initialized to \(10^{-4}\) for all layers and decreases half for every 200 epochs. Training a RDN roughly takes 1 day with a Titan Xp GPU for 200 epochs.

![Figure 4. Convergence analysis of RDN with different values of D, C, and G.](image)

5.2. Study of D, C, and G.

In this subsection, we investigate the basic network parameters: the number of RDB (denote as D for short), the number of Conv layers per RDB (denote as C for short), and the growth rate (denote as G for short). We use the performance of SRCNN [3] as a reference. As shown in Figs. 4(a) and 4(b), larger D or C would lead to higher performance.
This is mainly because the network becomes deeper with larger D or C. As our proposed LFF allows larger G, we also observe larger G (see Fig. 4(c)) contributes to better performance. On the other hand, RDN with smaller D, C, or G would suffer some performance drop in the training, but RDN would still outperform SRCNN [3]. More important, our RDN allows deeper and wider network, from which more hierarchical features are extracted for higher performance.

5.3. Ablation Investigation

Table 1 shows the ablation investigation on the effects of contiguous memory (CM), local residual learning (LRL), and global feature fusion (GFF). The eight networks have the same RDB number (D = 20), Conv number (C = 6) per RDB, and growth rate (G = 32). We find that local feature fusion (LFF) is needed to train these networks properly, so LFF isn’t removed by default. The baseline (denote as RDN_CM0LRL0GFF0) is obtained without CM, LRL, or GFF and performs very poorly (PSNR = 34.87 dB). This is caused by the difficulty of training [3] and also demonstrates that stacking many basic dense blocks [7] in a very deep network would not result in better performance.

We then add one of CM, LRL, or GFF to the baseline, resulting in RDN_CM1LRL0GFF0, RDN_CM0LRL1GFF0, and RDN_CM0LRL0GFF1 respectively (from 2nd to 4th combination in Table 1). We can validate that each component can efficiently improve the performance of the baseline. This is mainly because each component contributes to the flow of information and gradient.

We further add two components to the baseline, resulting in RDN_CM1LRL1GFF0, RDN_CM1LRL0GFF1, and RDN_CM0LRL1GFF1 respectively (from 5th to 7th combination in Table 1). It can be seen that two components would perform better than only one component. Similar phenomenon can be seen when we use these three components simultaneously (denote as RDN_CM1LRL1GFF1). RDN using three components performs the best.

We also visualize the convergence process of these eight combinations in Fig. 5. The convergence curves are consistent with the analyses above and show that CM, LRL, and GFF can further stabilize the training process without obvious performance drop. These quantitative and visual analyses demonstrate the effectiveness and benefits of our proposed CM, LRL, and GFF.

![Ablation Investigation of CM, LRL, and GFF](image)

| Different combinations of CM, LRL, and GFF | PSNR (dB) |
|------------------------------------------|-----------|
| CM0LRL0GFF0                              | 34.87     |
| CM0LRL1GFF0                              | 37.89     |
| CM1LRL0GFF0                              | 37.92     |
| CM1LRL1GFF0                              | 37.76     |
| CM0LRL0GFF1                              | 37.99     |
| CM0LRL1GFF1                              | 37.98     |
| CM1LRL0GFF1                              | 37.97     |
| CM1LRL1GFF1                              | 38.06     |

Table 1. Ablation investigation of contiguous memory (CM), local residual learning (LRL), and global feature fusion (GFF). We observe the best performance (PSNR) on Set5 with scaling factor x 2 in 200 epochs.

5.4. Results with BI Degradation Model

Simulating LR image with BI degradation model is widely used in image SR settings. For BI degradation model, we compare our RDN with 6 state-of-the-art image SR methods: SRCNN [3], LapSRN [13], DRRN [25], SRDenseNet [31], MemNet [26], and MDSR [17]. Similar to [30, 17], we also adopt self-ensemble strategy [17] to further improve our RDN and denote the self-ensemble RDN as RDN+. As analyzed above, a deeper and wider RDN would lead to a better performance. On the other hand, as most methods for comparison use only about 64 filters per Conv layer, we report results of RDN by using D = 16, C = 8, and G = 64 for fair comparison. EDSR [17] is skipped here, because it uses far more filters (i.e., 256) per Conv layer, leading to a very wide network with high number of parameters. However, our RDN would also achieve comparable or even better results than those by EDSR [17].

Table 2 shows quantitative comparisons for x 2, x 3, and x 4 SR. Results of SRDenseNet [31] and MemNet [26] are cited from their paper. When compared with persistent CNN models (SRDenseNet [31] and MemNet [26]), our RDN performs the best on all datasets with all scaling factors. This indicates the better effectiveness of our residual dense block (RDB) over dense block in SRDensenet [31] and memory block in MemNet [26]. When compared with the remaining models, our RDN also achieves the best average results on most datasets. Specifically, for the scaling factor x 2, our RDN performs the best on all datasets. When the scaling factor becomes larger (e.g., x 3 and x 4), RDN would not hold the similar advantage over MDSR [17]. There are mainly three reasons for this case. First, MDSR is deeper (160 v.s. 128), having about 160 layers to extract features in LR space. Second, MDSR utilizes multi-scale inputs as VDSR does [10]. Third, MDSR uses larger input patch size (65 v.s. 32) for training. As most images in Urban100 contain self-similar structures, larger input patch size for training allows a very deep network to grasp more information by using large receptive field better. As we mainly focus on...
5.5. Results with BD and DN Degradation Models

Following [38], we also show the SR results with BD degradation model and further introduce DN degradation model. Our RDN is compared with SPMSR [20], SRCNN [3], FSRCNN [4], VDSR [10], IRCNN_C [38], and IRCNN_G [38]. We re-train SRCNN, FSRCNN, and VDSR for each degradation model. Table 3 shows the average PSNR and SSIM results on Set5, Set14, B100, Urban100, and Manga109 with scaling factor ×3. Our RDN and RDN+ perform the best on all the datasets with BD and DN degradation models. The performance gains over other state-of-the-art methods are consistent with the visual results in Figs. 7 and 8.

For BD degradation model (Fig. 7), the methods using interpolated LR image as input would produce noticeable artifacts and be unable to remove the blurring artifacts. In contrast, our RDN suppresses the blurring artifacts and recovers sharper edges. This comparison indicates that extracting hierarchical features from the original LR image would alleviate the blurring artifacts. It also demonstrates the strong ability of RDN for BD degradation model.

For DN degradation model (Fig. 8), where the LR image is corrupted by noise and loses some details. We observe that the noised details are hard to recovered by other methods [3, 10, 38]. However, our RDN can not only handle the noise efficiently, but also recover more details. This comparison indicates that RDN is applicable for jointly image denoising and SR. These results with BD and DN degradation models demonstrate the effectiveness and robustness of our RDN model.
Table 3. Benchmark results with **BD** and **DN** degradation models. Average PSNR/SSIM values for scaling factor $\times 3$.

| Dataset | Model                | Bicubic | SPMR     | SRCNN    | IRCNN_C | VDSR     | IRCNN_G | RDN (ours) | RDN (ours) |
|---------|----------------------|---------|----------|----------|----------|----------|----------|------------|------------|
| Set5    | **BD**               | 28.78/0.8308 | 23.21/0.9001 | 23.05/0.8944 | 26.23/0.8124 | 33.25/0.9150 | 33.30/0.9182 | 34.58/0.9280 | **34.70/0.9289** |
|         | **DN**               | 24.01/0.5369 | -/-/-/-//- | 25.01/0.6950 | 24.18/0.6932 | 25.20/0.7183 | 27.40/0.7925 | 28.47/0.8151 | **28.55/0.8173** |
| Set14   | **BD**               | 26.38/0.7271 | 28.80/0.8105 | 28.80/0.8074 | 24.44/0.7106 | 29.46/0.8244 | 24.00/0.6112 | 25.95/0.8271 | **30.53/0.8447** |
|         | **DN**               | 23.87/0.5424 | -/-/-/-//- | 23.76/0.5898 | 23.02/0.5856 | 29.63/0.8281 | 24.45/0.6305 | 25.92/0.6932 | **26.60/0.7101** |
| B100    | **BD**               | 26.33/0.6918 | 28.13/0.7740 | 28.13/0.7736 | 23.60/0.6832 | 29.57/0.7893 | 28.65/0.7922 | 28.49/0.7886 | **29.23/0.8079** |
|         | **DN**               | 22.95/0.5449 | -/-/-/-//- | 23.76/0.5538 | 23.41/0.5556 | 24.00/0.5749 | 24.26/0.5900 | 25.55/0.6481 | **25.93/0.6573** |
| Urban100| **BD**               | 23.52/0.6826 | 25.84/0.7856 | 25.70/0.7770 | 22.04/0.6745 | 26.61/0.8136 | 22.22/0.6096 | 24.23/0.6424 | **24.92/0.7364** |
|         | **DN**               | 21.63/0.4687 | -/-/-/-//- | 21.90/0.5737 | 21.15/0.5682 | 26.77/0.8154 | 23.99/0.6930 | 23.86/0.8582 | **25.05/0.7399** |
| Manga109| **BD**               | 25.46/0.8149 | 29.64/0.9003 | 29.47/0.8924 | 23.75/0.7148 | 31.06/0.9234 | 24.20/0.7525 | 24.88/0.7768 | **28.00/0.8591** |
|         | **DN**               | 23.01/0.3581 | -/-/-/-//- | 23.75/0.7148 | 22.39/0.7111 | 31.15/0.9234 | 30.57/0.8253 | 28.00/0.8591 | **34.34/0.9383** |

Figure 7. Visual results using **BD** degradation model with scaling factor $\times 3$. The SR results are for image “img_096” from Urban100 and “img_099” from Urban100 respectively.

Figure 8. Visual results using **DN** degradation model with scaling factor $\times 3$. The SR results are for image “302008” from B100 and “LancelotFullThrottle” from Manga109 respectively.

Figure 9. Visual results on real-world images with scaling factor $\times 4$. The two rows show SR results for images “chip” and “hate” respectively.

HR images are not available and the degradation model is unknown either. We compare our RND with VDSR [10], LapSRN [13], and MemNet [26]. As shown in Fig. 9, our RDN recovers sharper edges and finer details than other state-of-the-art methods. These results further indicate the benefits of learning dense features from the original input image. The hierarchical features perform robustly for different or unknown degradation models.

6. Conclusions

In this paper, we proposed a very deep residual dense network (RDN) for image SR, where residual dense block (RDB) serves as the basic build module. In each RDB, the dense connections between each layers allow full usage of local layers. The local feature fusion (LFF) not only stabilizes the training wider network, but also adaptively controls the preservation of information from current and preceding RDBs. RDB further allows direct connections between the preceding RDB and each layer of current block, leading to a contiguous memory (CM) mechanism. The local residual leaning (LRL) further improves the flow of information and gradient. Moreover, we propose global feature fusion (GFF) to extract hierarchical features in the LR space. By fully using local and global features, our RDN leads to a dense feature fusion and deep supervision. We use the same RDN structure to handle three degradation models and real-world data. Extensive benchmark evaluations well demonstrate that our RDN achieves superiority over state-of-the-art methods.
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