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Abstract: The GPR18 receptor, often referred to as the N-arachidonylglycine receptor, although assigned (along with GPR55 and GPR119) to the new class A GPCR subfamily-lipid receptors, officially still has the status of a class A GPCR orphan. While its signaling pathways and biological significance have not yet been fully elucidated, increasing evidence points to the therapeutic potential of GPR18 in relation to immune, neurodegenerative, and cancer processes to name a few. Therefore, it is necessary to understand the interactions of potential ligands with the receptor and the influence of particular structural elements on their activity. Thus, given the lack of an experimentally solved structure, the goal of the present study was to obtain a homology model of the GPR18 receptor in the inactive state, meeting all requirements in terms of protein structure quality and recognition of active ligands. To increase the reliability and precision of the predictions, different contemporary protein structure prediction methods and software were used and compared herein. To test the usability of the resulting models, we optimized and compared the selected structures followed by the assessment of the ability to recognize known, active ligands. The stability of the predicted poses was then evaluated by means of molecular dynamics simulations. On the other hand, most of the best-ranking contemporary CADD software/platforms for its full usability require rather expensive licenses. To overcome this down-to-earth obstacle, the overarching goal of these studies was to test whether it is possible to perform the thorough CADD experiments with high scientific confidence while using only license-free/academic software and online platforms. The obtained results indicate that a wide range of freely available software and/or academic licenses allow us to carry out meaningful molecular modelling/docking studies.
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1. Introduction

G-protein-coupled receptors (GPCRs) represent the largest and most diverse group of membrane receptors. They mediate the response to extracellular stimuli by transmitting information to the cell interior. Signal transduction by GPCRs usually begins with the formation of a protein–ligand complex, which simultaneously changes the receptor conformation and activates the G protein, which triggers a further reaction cascade, a key process in human physiology. Among other things, it affects basic functions of the nervous, endocrine, and cardiovascular systems, and this in turn determines the enormous therapeutic potential of ligands for GPCRs [1]. Regardless of the adopted identification system for GPCR, receptors are subdivided into smaller subgroups within classes according to their natural ligands [2]; however, developments in molecular biology have allowed the trend to identify receptors based on the endogenous ligands to be reversed. Currently, the primary structures of GPCRs are determined by DNA sequencing techniques. This,
in turn, has contributed to an imbalance between the number of receptors identified and their natural ligands. Despite significant technological advances and all the efforts of researchers, it has not yet been possible to assign the correct molecules for all GPCRs [3], namely to de-orphanize them. In class A alone, the number of oGPCRs (orphan GPCRs) circles around 80.

One of these, whose gene was first located in 1997 and whose mRNA transcripts were shown to be abundantly expressed in testes and spleen, and to a lesser extent in several other tissues associated with endocrine and immune functions, is the GPR18 receptor [4]. Despite the potential natural ligands proposed—an anandamide metabolite N-arachidonoylglycine (NAGly) [5–7] and the polyunsaturated fatty acid metabolite Resolvin D2 (RvD2) [8,9] (Figure 1)—GPR officially still has orphan receptor status [10] due to contradictory findings that have emerged in recent years, while lacking definitive in vivo evidence [11–13]. Moreover, it has been found to express constitutional activity [14,15]. However, GPR18 has been linked to the endocannabinoid system (ECS), as a number of endogenous, plant, and synthetic cannabinoids have been shown to affect its activity (e.g., THC, Abn-CBD) [16,17]—though GPR18 has a low structural similarity to CB1 and CB2 cannabinoid receptors (approximately 13% and 8%, respectively). Since analogous observations have been made for two other orphan receptors—GPR55 and GPR119—it was decided to group them together within the class A lipid receptors of GPCRs [10].

![Structures of known GPR18 receptor agonists NaGly and RvD2, as well as known antagonists from our group (CB ligands).](image)

The possible spectrum of therapeutic potential for GPR18 includes the treatment of immune, pain, neurodegenerative, and cancer processes, metabolism, and reduction in intraocular pressure [18–20].

Yet, knowing this much of a receptor, only few potent synthetic ligands have been published to date, with our group having derived the most affine first selective antagonist CB5—an imidazothiazinone derivative—followed by the slightly less potent CB27 and one order of magnitude higher affine CB148 (Figure 1), among others. This might be because, on the one hand, GPR18 is still the subject of pharmacological controversies, and on the other hand, we lack an experimentally solved structure of GPR18. Although several homology models [21–25] have been described in recent years (including one from our group), since then, many more accurate methods have been developed to predict and validate protein
structures. This includes the thriving of methods based on artificial intelligence/machine learning (AI/ML), which were extensively used in the recent edition of the CASP and CAMEO experiments [26–30].

Thus, the overarching goal of the present study was to obtain a homology model of the GPR18 receptor in the inactive state, meeting all requirements in terms of protein structure quality and recognition of active ligands in virtual screening assays. To increase the reliability and precision of the predictions, different contemporary protein structure prediction methods (template-based and template-free modeling) and software were used and compared herein. In addition, we included the models generated using the competition-leaving AlphaFold2 algorithm [26] to see whether the generated models—after all the geometric and energy optimization processes—can at least marginally compare with them, both in numerical and functional estimates. To test the usability of the resulting protein models, we optimized selected structures using up-to-date protein optimization algorithms and compared them in detail on the basis of the results of the qualitative parameters of the protein structure evaluation of the ability to recognize active ligands, and calculated protein–ligand interactions.

Such selected protein models (one from each method) were subjected to docking studies with the library of known affinity antagonists. The stability of the predicted poses and intramolecular interactions of the protein itself were then evaluated by means of molecular dynamics simulations. However, these served as a basis for the overarching goal of our studies. Since most of the best-ranking contemporary CADD software/platforms require rather expensive licenses for their full usability—in addition to high CPU/GPU performance—we wanted to test whether it is possible to perform the thorough CADD experiments with high scientific confidence, using only freeware or nonpaid, academia-licensed software and online platforms, mostly with default settings.

2. Results
2.1. Selection of Generated Models

Paying attention to all numerical values, a visual assessment and an assessment of the possible functionality of individual structures—determined on the basis of the enrichment tests performed in the first step—15 homologous models of the GPR18 receptor were selected for further optimization: 3 structures from the “classical method” that exhibited the most favorable protein–ligand interactions (PY_9, PY3_10, PY3_30); 4 out of 15 models generated using the threading method (CIT_1 and IT_1–IT_3) selected on the basis of numerical scores (C-score, Ramachandran); 7 out of 10 models generated using Rosetta ab initio scripts (5 RoseTTAFold + 2 trRosetta models). Additionally, an AlphaFold2 model (DeepMind, denoted as AF-DM) GPR18 [26] was used as a reference model. However, when performing the planned calculations, a recent study by Heo and Feig was delivered [27], which suggested that AlphaFold2 might only predict one state biased towards the inactive conformation. Therefore, we decided to incorporate in this study a multistate prediction protocol that extends AlphaFold2 to predict active or inactive states with very high confidence, thus allowing the usage of two additional inactive state models: a Collab-script-generated model (denoted as CF-DM) and a model downloaded from a preprepared repository (denoted as PF-DM).

Taking into account the numerical scores, the models generated by the classical method received the weakest scores in most cases despite being subjected to the most thorough optimization process; however, this might be due to the suboptimal selection of templates, or the alignments used. On the contrary, much to our surprise, the AlphaFold2-derived/modified models obtained generally lower protein structure qualitative estimations when compared with the remaining models as presented in Table 1, yet performed far better in the following studies. On the other hand, it often appears that experimentally solved structures also do not obtain ideal values from each of the functions used. However, given the number of variables and models generated in this study, we decided to stick to the imposed, relatively strict criteria (based on the results of estimations itself and their
statistical performance) set to obtain the reliable and functional homology model of the GPR18 receptor in the inactive state.

Table 1. Numerical estimates of the best models, out of 15 considered, including values from SAVES, 3DRefine, DeepRefiner, and AUC values from enrichment tests. Models were marked according to the software used: AF-DM—AlphaFold2; CF-DM—CollabFold script; PF-DM—multistate repository; TR—trRosetta; TTA—RoseTTAFold; CIT—C-I-Tasser; IT—I_Tasser; PY—PyMod. In each case, the N- and C-terminus were shortened (to the sequence range: 11–304) for more objective evaluation.

| Model | ERRAT [%] | VERIFY 3D [%] | PROVE [%] | Ramachandran (Core, Disall [%]; Labell. Residues) | RW+ [kcal/mol] | Mol Prob | Rosetta Energy Scores | DFIRE Scores | GOAP Scores | OPUS-PSP Scores | Pred. Global Quality |
|-------|----------|--------------|----------|----------------------------------|---------------|----------|----------------------|--------------|-------------|-----------------|---------------------|
| AF-DM | 99.3     | 53.06        | 2.9%     | 95.2 0.0 0 0 7935 0.650          | -             | -        | -656.4               | -            | -           | -               | -                   |
| CF-DM | 88.38    | 52.04        | 4.6%     | 94.1 0.0 0 10 7691 1.550         | -             | -        | -634.9               | -            | -           | -               | -                   |
| PF-DM | 95.71    | 44.56        | 5.4%     | 93.0 0.4 11 7673 1.460           | -             | -        | -633.5               | -            | -           | -               | -                   |
| TR_5  | 100.0    | 70.75        | 2.9%     | 95.6 0.0 1 7987 0.880           | -             | -        | -654.3               | -            | -           | -               | 0.255               |
| TTA_5 | 98.25    | 60.88        | 2.8%     | 93.7 1.1 10 7769 1.223           | -             | -        | -639.2               | -            | -           | -               | 0.270               |
| CIT_1 | 100.0    | 70.41        | 3.1%     | 93.0 0.4 11 7673 1.460           | -             | -        | -642.0               | -            | -           | -               | 0.237               |
| IT_1  | 98.60    | 66.33        | 3.6%     | 90.7 1.5 11 7614 1.494           | -             | -        | -645.3               | -            | -           | -               | 0.222               |

Furthermore, only the 15 selected models that formally meet the basic qualitative and functional criteria were included for further studies, from which 5 models were finally chosen (according to the proposed “Stars” evaluation system, Table 2): PY3_10, IT_1, CIT_1, TR_1, and TTA_5. For ease of description, the model designations in the following part of the manuscript have been simplified to PY3, IT, CIT, TR, and TTA models, respectively. Adding 3 of the AlphaFold2-algorithm(s)-generated models—AF-DM, CF-CM, and PF-DM—a total of 8 different GPR18 models were used for further studies.

Table 2. Summary of stars ranking system of 8 models selected for further optimization: 5 models selected from preliminary ranking system (Materials and Methods, Section 4.5.1) and 3 DM models. Detailed description of V1–V3 values can be found in Materials and Methods, Section 4.5.2 Secondary ranking system. AUC values were obtained from the performed enrichment tests.

| Model | Total Stars | V1 | R119-S230 Distance [Å] | V2 | V1 + V2 | AUC | V3 | V1 + V2 + V3 |
|-------|-------------|----|------------------------|----|---------|-----|----|---------------|
| CIT_1 | 4           | 22.0 | **                    | 2.09 | ***     | 0.811 | *** | 8             |
| TTA_5 | 1           | 16.0 | *                     | 2.97 | **      | 0.808 | *** | 6             |
| IT_1  | 4           | 11.5 | -                     | 2.41 | ***     | 0.797 | *** | 6             |
| PY3_10| 4           | 4.0  | -                     | 1.94 | ***     | 0.791 | *** | 6             |
| TR_1  | 5           | 32.0 | ***                   | 2.95 | **      | 0.763 | *   | 6             |
| CF-DM | -           | 11.5 | -                     | 3.40 | **      | 0.834 | *** | 5             |
| PF-DM | -           | 8.5  | -                     | 3.27 | **      | 0.783 | **  | 4             |
| AF-DM | -           | 19.0 | *                     | 4.28 | *       | 0.752 | *   | 3             |

1 Distance measured between the S230 oxygen atom and the nearest R119 hydrogen atom. The distance between the S230 oxygen atom (acceptor) and the R119 nitrogen atom (donor) as well as the angle formed between the three atoms (N, H, O) were also measured, but for the purposes of the ranking system it was decided to award the corresponding number of stars based on one value only.

2.2. Structural Motifs Comparison

In a recent comprehensive study on molecular understanding of GPR18 [24], a group of Reggio pointed out three main structural characteristics responsible for its biological activity: the ionic lock between R119 and S230, the toggle switch formed by F245, M275, H249, M275, and Y104, and the sodium-binding pocket formed by N40, D68, and E68.
and D282. Of all the tested models, the first condition was not met in the case of the TR and TTA models; however, these showed O-N atomic distances close to those of the H-bond (3.56 Å and 3.33 Å, respectively, and surprisingly by the AF-DM model (O-N distance of 5.11 Å). The observed ionic lock broke in all cases during the 10 ns dynamics simulation of all apo form protein models, which might be due to the relatively weak hydrogen bond between a charged and an uncharged partner, and is in agreement with the aforementioned studies. The changes in distances between R119 and S230 during the simulation of all apo forms were found. This does not apply to TR, TTA, and CF-DM, whereas Y1043.35 faced outward of the protein.

We also checked the proposed intra-helical salt bridge interaction for the inactive states of class A GPCRs, between R3.50 and D3.49. Figure 3 illustrates plots of the heteroatom-to-heteroatom distance between R119 and D118 for all of the models in the apo forms and complexed with high-affinity CB148 ligand. This plot shows that, out of all the models, the possible salt bridge was retained only for the AF-DM, PF-DM, CF-DM, and IT models for most of the time when simulating the apo form. Similar behavior was observed for complexes with CB148, but with short breaks in the case of the IT model, and in the case of the PF-DM model, the interaction formed around the fourth nanosecond.

The toggle switch, formed by the residue 6.48 of the highly conserved CWXP motif (which in case of GPR18 is replaced by CFXP motif) seems difficult to control, due to the lack of a bulky residue directly across the intra-domain space, such as, e.g., F3.36 found in CB1 and CB2 [28]. In fact, when aligned to the available structures of class A GPCR lipid receptors that were bound to antagonists or inverse agonists respectively, with phenylalanine in position 6.48: CysLT1 (6RZ4, 6RZ5), CysLT2 (6RZ6-6RZ9), and TR and TTA models; however, these showed O-N atomic distances close to those of the aforementioned studies. The changes in distances between R119 and S230 during the simulation of all apo forms were found. This does not apply to TR, TTA, and CF-DM, whereas Y1043.35 faced outward of the protein.

Figure 2. Ionic lock distances change for 8 apo forms GPR18 models during the 10 ns MD simulation. For colored graphs, please refer to the online version of this paper.

Figure 3. Plots of the heteroatom-to-heteroatom distance between R119 and D118 for all of the models in the apo forms and complexed with high-affinity CB148 ligand. This plot shows that, out of all the models, the possible salt bridge was retained only for the AF-DM, PF-DM, CF-DM, and IT models for most of the time when simulating the apo form. Similar behavior was observed for complexes with CB148, but with short breaks in the case of the IT model, and in the case of the PF-DM model, the interaction formed around the fourth nanosecond.

The toggle switch, formed by the residue 6.48 of the highly conserved CWXP motif (which in case of GPR18 is replaced by CFXP motif) seems difficult to control, due to the lack of a bulky residue directly across the intra-domain space, such as, e.g., F3.36 found in CB1 and CB2 [28]. In fact, when aligned to the available structures of class A GPCR lipid receptors that were bound to antagonists or inverse agonists respectively, with phenylalanine in position 6.48: CysLT1 (6RZ4, 6RZ5), CysLT2 (6RZ6-6RZ9), and PAF(5ZKQ), the conformation of F6.48 overlapped for most of the models, and likewise occurred without additional stabilization/interaction with the bulky aromatic side chain. A similar observation was found when aligned with W6.48 of the CB1 cannabinoid receptor 5U09 PDB entry (Figure 4). However, unlike those described in [24], we did not observe the π stacking interactions between F245 and Y1043.35. In most cases, F245 was stabilized through cation–π interactions with either S278 (IT, PY3, CF-DM), L75 (CIT), V241 (TR, TTA), and/or Q240 (PF-DM). Furthermore, the position of H249 was caged by π–π interactions with F248 and F196 (all 3 of the DM models) analogously as in the case of, e.g., the PAF receptor. On the other hand, the aforementioned Y104 forms H-bonds/π interactions with D68 and/or S278, which are stable through the
dynamic simulations. This does not apply to TR, TTA, and CF-DM, whereas Y104\textsuperscript{3.35} faced outward of the protein.

The choice of the template for modeling plays an important role in the further functionality of the model, as well as might bias the generated state of the model. This generally applies to the classical and threading methods also, where an inactive target is usually generated for an antagonist-bound template structure. However, this simple analogy might not be straightforward in protein folding methods. As it has been shown by recent studies of Heo [27], folding methods, with a strong indication to AlphaFold protocols, tend to show bias in the models they generate towards inactive and intermediate states vs. active states. Therefore, we incorporated the average distance measurement between C\textalpha atoms of the last five cytoplasmic residues in TM3 (from Y120\textsuperscript{3.51} to V124\textsuperscript{3.55}) and TM6 (from K227\textsuperscript{6.30} to I231\textsuperscript{6.34}) as an additional activity state measure [29,30]. The values obtained from the generated models were then compared with those of active-state models either generated by CollabFold script or obtained from the repository described in [27], with average values of 15.28 Å and 15.97 Å, respectively. Figure 5 shows the changes of the average distances

**Figure 3.** Changes in heteroatom-to-heteroatom distance between R119\textsuperscript{3.50} and D118\textsuperscript{3.49} (“aspartate cage”) for apo (upper panel) and CB148 complexes (lower panel) during the 10 ns MD simulations. For colored graphs, please refer to the online version of this paper.
during the simulations for unbound and CB148-complexed protein models. In the first case, assuming the correctness of the generated active states, the TR and TTA models expressed more of an active than a nonactive state of activity (~14–16 Å) compared with the rest of the GPR18 models. They expressed a presumably inactive state with average TM3–TM6 distances in the range of approx. 10–12 Å. Similar average values were maintained for the duration of the MD simulations for most of the models with an additional increase in the average distance for an IT model. As shown in Section 2.5, the protein–ligand complexes obtained with the IT model were unstable during the simulations, which might be the basis of such a change.

Figure 3. Changes in heteroatom-to-heteroatom distance between R119 3.50 and D1183.49 (“aspartate cage”) for apo (upper panel) and CB148 complexes (lower panel) during the 10 ns MD simulations. For colored graphs, please refer to the online version of this paper.

Figure 4. Alignment of 6.48 residues of: TTA (yellow), PF-DM (orange), and CF-DM (teal) models, and 5U09 (navy blue), 6RZ7 (violet), and 5ZKQ (green). The TM helices are represented by white ribbons for better viewing clarity. Left panel—top view; right panel—side view. For colored figures, please refer to the online version of this paper.

2.3. Binding Site/Mode Comparison

Several papers have been published to date that describe the possible binding mode of GPR18 antagonists/inverse agonists. While earlier studies suggested the involvement of two arginines—R782.60 and R1915.42 [23,31]—recent developments from Neumann [25] suggested a slightly different binding mode, involving residues of the upper parts of TM2 (R782.60, Y812.63, and Y822.64) and TM3 (L973.28) along with EL2 residues from one side and an aromatic cage formed by TM6 and TM7 amino acid side chains. Such a binding mode is common for several GPCRs [32,33], including those of the lipid ligands subfamily, for example in the platelet-activating factor (PAF) receptor structure 5ZKQ [34] (36% similarity to and 20% identity of GPR18, calculated with [2]). Nonetheless, when comparing with the same-level similarity, cysteinyl leukotriene receptor 1 structure (CysLT1, PDB ID: 6RZ4 [35], with bound antagonist), composed of 2.60RADYY2.64 instead of 2.60RMFY2.64 and found in GPR18, it appears that analogical R782.60 also participates in the binding of the antagonist. In fact, the involvement of these two structural areas (TM2/TM3 and TM6/TM7) might be influenced by the presence of π–bulge and π–helix, as such a correlation between protein-active sites and π–helices or π–bulges has been shown previously [36,37]. In GPR18 structure, a π–bulge of F331.43 and an 8-amino-acid-long π–helix, 5.42RLTFFFLI5.49, can be found (as predicted with Quick2D [38,39]). This in turn results in (a) a bending of TM2 that determines the greater possibility of interaction of R782.60, Y812.63, and Y822.64 with the ligand; (b) a rotation/bending of TM6 with R1915.42, directed inward toward the receptor. In fact, our findings were confirmed by predictions from PrankWeb [40] for all of the models. Regardless of the chosen model, a constant pattern of amino acids can be
observed, which constitutes the (presumably) GPR18-binding pocket (Figure 6) with the most frequent prediction of R78<sup>2.60</sup>, Y81<sup>2.63</sup>, Y82<sup>2.64</sup>, T101<sup>3.32</sup>, C172<sup>45.50</sup>, L173<sup>45.51</sup>, K174<sup>45.52</sup>, R191<sup>5.42</sup>, F248<sup>6.51</sup>, F252<sup>6.55</sup>, L255<sup>6.58</sup>, N265<sup>7.32</sup>, G268<sup>7.35</sup>, A269<sup>7.36</sup>, and T272<sup>7.39</sup>.

Figure 5. The changes in average distance measurements between Ca atoms of the last five cytoplasmic residues in TM3 (from Y3.51 to V(124)) and TM6 (from K6.30 to I6.34) for apo/unbound (upper panel) and CB148-complexed (lower panel) protein models. For colored graphs, please refer to the online version of this paper.

The sizes and shapes of the predicted binding sites vary from model to model, with the largest predicted for the TTA model (130 surface atoms). The main factors responsible for this condition were the location, shape, and conformation of the EL2 amino acid side chains. In the case of IT model, EL2 formed a β-sheet hairpin (as seen, e.g., in the structure of 5ZKQ) located closer to TM3/TM4, that resulted in a wider pocket than that of the CIT model, where the loop was positioned towards TM6, therefore leaving less space for ligands to bind, as well as forcing the configuration change of R78<sup>2.60</sup> (90° bend at Cδ downwards) and R191<sup>5.42</sup> stacking parallel along TM5. EL2 of PY3 and TR models behaved similarly to that of IT, with slightly different conformations of, e.g., K174<sup>45.52</sup> (in TR model facing the TM3, in PY3 upwards). Moreover, in the case of the TR model, the configuration of both arginine residues made it difficult for the ligands to interact. However, the conformation of interacting residues Y81<sup>2.63</sup> and Y82<sup>2.64</sup>, a conformation we believe to be key, did not
vary significantly for most of the models. The loop moved toward the center in the TTA model, with K174 facing upward, and thus constituted the largest binding pocket among all models, unfortunately with no translation into the ligand-binding mode. A similar situation was observed for the AF-DM model; however, EL2 dug deepest into the cytosolic part of the receptor in this case, thus resulting in a slight bend of TM2 and a change in (presumable) binding pocket amino acids conformations, which is even more important as it hence limited the access to Y81 and Y82 for the ligands to bind. This resulted in a significant reduction in binding site, which was confirmed using the PrankWeb webservice—it did not detect a typical orthosteric binding pocket, but only 2–3 smaller allosteric ones. Finally, EL2 of the CF-DM model cut into the receptor with a tongue-like S167-C172 fragment towards TM2 that caused Y81 to bend upward, leaving very little space in the binding site.

Figure 5. The changes in average distance measurements between C\text{\textalpha} atoms of the last five cytoplasmic residues in TM3 (from Y3.51 to V(124)) and TM6 (from K6.30 to I6.34) for apo/unbound (upper panel) and CB148-complexed (lower panel) protein models. For colored graphs, please refer to the online version of this paper.

In fact, in the case of the RoseTTAFold and DeepMind models, EL2 not only interacted with the other extracellular loops but also interacted with the side chains of TM2 amino acids indicated as crucial for the binding of selective antagonists to the GPR18 receptor, e.g.: through observed H-bonds between A170 and Y81 and either E86 or W87 interactions in the case of the TTA model; through S176 and D177, forming an H-bond with R78; and through A170-W87, forming an H-bond for the AF-DM model. Such EL2 conformations significantly limited the ability to form favorable protein–ligand interactions during molecular docking, yet the above models scored highly in structural evaluations and exhibited features which were indicative of an inactive state.

2.4. Docking Comparison

For docking purposes, six structurally similar inhouse ligands with a GPR18 affinity range of 93–650 nM and inhibitory activity were used. To avoid a possible bias in ligand poses, no constraints whatsoever were used, and the receptor grids were determined solely on the basis of the predicted coordinates. As expected, shape and size differences of the binding pockets for the particular models heavily influenced both the putative binding poses and the docking scores, with the lowest calculated for IT and PY3, and the highest calculated for the DM models.

In the case of the CIT model, all ligands were packed between TM2, TM1, and TM7 in U-shaped conformations, stabilized mainly by H-bonds between imidazothiazinone carbonyl oxygen and Y81, as well as cation interactions between K174 and the proximal benzene ring (connected directly to thiazinone moiety, contrary to the distal terminal one(s) of the structures described herein) independently of the length of the alkyl spacer (Figure 7). Similar U-shaped ligand folding was observed for the ligands docked to the IT model; however, with the ligand core stabilized parallel to the membrane plane through the (aromatic) H-bond—formed by R191 and F252 with carbonyl group oxygen—proximal benzene rings placed between TM6 and TM7 and distal benzene rings (of, e.g.,: CB148) were stabilized through the cation–\pi interactions with K174. In turn,
despite wider binding pockets than the IT and CIT models, it was hard to find a similar binding pattern for the structurally related ligands when docked to the PY3 and TR models.

![Figure 7](image)

**Figure 7.** Top view of putative binding poses of the docked ligand set to IT (**top left**), CIT (**top right**), PY3 (**bottom left**), and TR (**bottom right**) models. Roman numerals indicate TMs—only marked in IT model for clarity purposes. For a colored figure, please refer to the online version of this paper.

In most cases, the interactions included mostly H-bonds with both arginines but with a different structural orientation, although occupying a similar receptor area, between TM3, TM6, and TM7. However, when docking to “folded” models, the calculated binding modes started to appear more structured and meaningful, accompanied by higher and better-differentiated docking scores when compared with the models described previously. In the case of the TTA model, the imidazothiazinone head interacted with Y82 2.64 through H-bonds with imidazole nitrogen, and formed salt bridges between carbonyl oxygen and I175 and S176. The proximal ether oxygen formed an H-bond with R78 2.60, but the western (distal) part of the ligands was wrapped under the loop (Figure 8). For a relatively long CB92 structure, the distal benzene ring was caged by aromatic residues of TM6, which would be in agreement with the previously proposed ligand-binding pattern for GPR18 [25].

Due to the deep cutting of EL2 inside the receptor, the calculated poses for the AF-DM model differed slightly—the imidazothiazinone head was placed between TM4 and TM5, while the aromatic tail was mostly stabilized by \( \pi \) stacking interactions by TM6 aromatic cage amino acids, and through \( \pi \)-cation interactions with R191. Thus, the lower GPR18 activity of CB92 or CB5 vs. CB148 might be explained by fewer \( \pi-\pi \) interactions for this structure. However, the repository model (PF-DM) and script-generated model (CF-DM) revealed similar docking patterns for most of the tested ligands: the imidazothiazinone head fits between TM1 and TM2, interacting mainly with either Y81 or Y82, while the aliphatic-aromatic part slants toward TM5-TM6 with aromatic features stabilized by \( \pi-\pi \) interactions. Again, in the case of the PF-DM model, the poses of CB5 and CB92 did not
differ much, with π stacking to an additional benzene ring of CB92. The calculated binding pose of the least affine CB27 overlaps with other ligands, yet the imidazothiazinone moiety is rotated 180° and loses contact with Y81. Yet, the longer ligands CB153 and CB154 were shown to bind conversely.

Figure 8. Top view of putative binding poses of the docked ligand set to TTA (top left), AF-DM (top right), PF-DM (bottom left), and CF-DM (bottom right) models. Roman numerals indicate TMs—only marked in IT model for clarity purposes. For a colored figure, please refer to the online version of this paper.

The most unified binding mode was observed for the CF-DM model, where the ligands displayed a binding mode similar to that of the PF-DM model. Distal aromatic parts were stabilized mainly by interactions with the aro–cage (F248[6.51], H249[6.52]) with additional support from the R191[5.42] cation. The CB148 head moiety faced and was located in very close proximity to Y82[2.64] (distance of 2.52 Å). A similar pose was displayed by CB5, yet the lack of a second aromatic feature deprived the additional stabilization by H249[6.52] of an aro–cage. In addition, this pose was similar to that of the PF-DM model, albeit with an additional Y82[2.64] H-bond. Similarly, CB92 was also found to bind to CB148 and CB5.

In the next step, in order to ascertain the validity of the calculated binding poses described above and selected for the molecular dynamics simulation, we decided to use another freeware docking algorithm. As a result, we found a nearly perfect overlap of the putative binding poses which were calculated with GWO Vina for selected ligands docked to CIT, TR, TTA, and DM models. Despite these results, minor differences mostly concerning the head–tail ligand orientation were found as well. In other cases, however, ligands were calculated to dock into the same space, but no constant mode of poses or interactions could be found for structurally similar ligands. These observed differences may be due to the different search/score algorithm of GWO Vina, where both ligand and
receptor conformational variables evolve iteratively. A comparison of docking modes for the same ligand/receptor pairs—using two different algorithms—is presented in Figure 9.

Figure 9. Comparison of putative binding modes of CB5 calculated with DT (green) and GWO (orange) to the TTA (left) and PF-DM (right) models. Roman numerals indicate TMs—only marked in the TTA model for clarity purposes. For a colored figure, please refer to the online version of this paper.

2.5. Molecular Dynamics Simulations

Molecular dynamics simulations were performed for all the proteins used, including their unbound forms as well as the complexes selected in Section 2.4. Since the docking pattern appeared more structured in the AF2-generated-models, the MD simulations of these models were performed for all of the six tested ligands. The stability of the unbound forms calculated by means of the RMSD changes when compared with the first frame (after equilibration), which is depicted in Figure 10. The values shown translate into the observed relative stability of the protein models during our short simulations, with the AF-DM model being the most stable (average RMSD of ~1.5 Å), and PY3 being the least stable (average RMSD of ~3 Å). The detailed interaction fingerprints per frame for each of the simulated complexes can be found in the Supplementary Materials.

Figure 10. RMSD value changes measured in [Å] vs. frame 1, during 10 ns simulation of the unbound protein models described herein.
With respect to protein–ligand complexes, the differences in the calculated binding modes significantly influenced the behavior of the ligands. However, some regularities might be observed. With the example of the CB5 ligand, in the complexes obtained from the CIT, PY3, and TR models, the ligands were not stable during the simulations and appeared to move freely in the space between TM2, TM3, and TM7. Yet, for the CB5-TR complex, the ligand retained the starting interactions with Y812.63 through the first 4 ns of the simulation, ending the simulation with a terminal benzene ring forcing TM6, with the support of π stacking from F2526.55. A similar observation was found for a CB5-IT complex, where the ligand initially made contacts with (mostly) EL3 and EL2 amino acid. With rather stable head moiety, the (aro)aliphatic tail movement in a semicircular manner was observed, so that it located between TM5 and TM6 in the 5th ns of the simulation. The ligand remained in this position for the entire remaining simulation time, stacked by aro–cage amino acid rings and/or R1915.42 that gave its cation for this purpose (Figure 11). A similar observation was made in the case of the TTA-CB5 complex. Starting from 2 ns, the ligand wrapped under the EL2 at first, changed the conformation, and around the 5–6th ns it remained stable, stacked with the F2526.55 aromatic ring; additionally, the formation of a supportive halogen bond with R1915.42 was observed. Similar observations for the (aro)aliphatic tail were found for the complex obtained with presumably the best-performing AlphaFold2-scrip-t-generated models. Despite the one-of-kind calculated binding mode of CB5 in the AF-DM model, the pose was stable through the simulation, with stable stacking of the terminal 4-chlorophenyl moiety by F2526.55. The imidazothiazinone head mostly interacted with L1564.60, Y1604.64, and K17445.52 through the whole simulation, while the proximal benzene mostly interacted with T1013.32, V1023.33, and I175 (EL2).

The most stable CB5 pose was observed for the CF-DM model, with a slight shift of the imidazothiazinone head toward TM7 within 1 ns of the simulation runtime. R1915.42 stabilized the distal benzene ring through cation–π interactions with additional support of F2486.51 and H2496.52 providing the stacking interactions through the whole simulation. The heterobicyclic head on the other hand made contacts with EL2 and EL3 amino acids as well, with the latter one closing over the ligand from 1 ns into the simulation. In the PF-DM-model-based complex, the conformation of the ligand changed twice during the simulation at the 1st and 5th nanosecond. However, the ligand occupied a similar space to that in the case of the CF-DM model; yet, due to slight protein structure differences, the ligand was stabilized by fewer interactions, mainly by F2486.51 stacking with the distal benzene ring of CB5 from one side, and by similar interactions with EL2 Y180. The overall observed changes
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in the ligand position and the relatively constant interactions (mostly) independently of the protein structure used in this simulation might indicate the importance of the aro–cage stabilizing interactions for antagonist/inverse agonist binding for the set of ligands used.

Similar observations were made when it came to CB148–ligand complexes. In the CB148-CIT complex, the ligand was relatively stable with constant yet very few interactions. It is worth noticing that through the whole simulation the interactions with K174 were retained, regardless of the time of the simulation. Unlikely, in IT model-based complex, the ligand travelled from its original position, contacting mostly TM2 aminoacids, to the vicinity of TM5 and TM6, while staying in a U-shape conformation. Similar ligand poses and conformations of the PY3 model complex remained mostly unchanged during the simulation, yet within the duration of the simulation, they still approached TM6, so that it stacked the distal benzene ring with F252. Similarly, for the CB148-TR model complex, the ligand conformation did not change much, yet the ligand changed the position in the receptor during the 2nd ns and halted in a similar position, with no important interactions whatsoever. Again, this changed with the “folded” models complexes. CB148 complexed with the TTA model was stably wrapped under EL2 for the whole dynamics simulation; however, it lost the initial H-bond with Y82 in 1 ns, which was replaced by either an H-bond with Y264 or a cation–π stabilization through R78—this appeared occasionally during the simulation. However, the long aliphatic chain (mostly) made contacts with F248 and F252, and the proximal benzene ring made contacts with Y264. Furthermore, the AF-DM-CB148 complex was stable as well, yet the head moiety rotated slowly in first 3 ns of the simulation so that the carbonyl group turned inwards toward the receptor; thus, it forced a small conformation change of the whole ligand, stabilized (most continuously) at the tail by F248 and H249 and in the last 2ns by F245 switch residue. The imidazothiazinone head retained constant Y21, EL2, and EL3 contacts throughout the simulation. Last but not least, during the 1st ns of the simulation, the conformation of the ligand changed in the PF-DM-CB148 complex—the ligand dug deeper with its entire plane so that later in the simulation (starting from 5 ns) K174 interacted with either the nitrogen of the head or stabilized the proximal benzene ring with cation–π; meanwhile, the distal aromatic rings were stacked by 6.51 and 6.48 phenylalanines. The CF pose however seemed more native-like. The alignment of the molecular dynamics frames for the selected ligands are depicted in Figure 12. The alignment of full-spectrum molecular dynamics frames of each ligand for each model can be found in the Supplementary Materials.

Among the simulated complexes, the CF-DM-CB92 complex appeared the most stable, having retained most of its starting interactions. The ligand was stabilized by 3 H-bonds—between the carbonyl group and Y82, between proximal ether oxygen and T171, and a distal H-bond with R181. The latter replaced the initial cation–π interaction with the distal phenyl group due to delicate changes in both the ligand and the protein conformations in the 1st ns. The aromatic feature was then stabilized by π–π stacking with either H249 or F248 until the simulation ended. On the other hand, R78 retained its intramolecular interaction with A110, thus stabilizing EL2. The PF-DM-CB92 complex appeared modestly less stable, as fewer strong ligand–receptor interactions were found in the complex. Due to a lack of additional stabilization, a delicate rotation of the ligands’ head appeared within 1 ns of starting the simulation, which meant that the long (aro)aliphatic part moved toward TM and allowed for a π–cation interaction in the proximal benzene ring and K174. Additionally, it allowed π–π stacking of the distal benzene ring with F248, and an aromatic H-bond between proximal ether oxygen and F252. In the 6th
ns, the head approached TM7, allowing for alternating contacts of the imidazothiazinone fragment with T272\textsuperscript{39} or K174\textsuperscript{45.52}.

Figure 12. Examination of CB5 (left) and CB148 (right) compound stability in the binding pocket of the CF-DM model. Compound poses were captured at following frames: 0 ns—green; 1 ns—teal; 2 ns—blue; 3 ns—violet; 4 ns—magenta; 5 ns—pink; 6 ns—red; 7 ns—orange; 8 ns—light orange; 9 ns—yellow; 10 ns—lime. For a colored figure, please refer to the online version of this paper.

With regard to the CB153 CF-DM complex, in the 2nd ns, the head slowly twisted toward TM1, which allowed exchangeable H-bonds to form with Y29\textsuperscript{1.39}; meanwhile, the terminal benzene was again stabilized by π–π with F248\textsuperscript{6.51} and H249\textsuperscript{6.52}, supported by an additional cation–π interaction with R191\textsuperscript{5.46}. The difference in affinity to GPR18 between CB92 and CB153 could be explained by the fact that, in the case of the former, R191\textsuperscript{5.46} interacted with an ether moiety through an H-bond. A similar interaction was found when this was compared to the most affine CB148. In fact, the nitryl moiety faced the receptor, allowing additional hydrophobic interactions to occur.

On the other hand, two possible binding modes to the PF-DM model for CB153 have been found: the “standard” mode and the inverted mode, where the head binds in the proximity of TM6. Although the inverted position would appear to be similarly stable, it appears that only the distal aromatic ring is stabilized by the K174\textsuperscript{45.52} cation–π and/or Y82\textsuperscript{2.63} π–π interactions; meanwhile, the head part was mainly held on the cation–π between the proximal ether group and F252\textsuperscript{6.55}. Considering the standard pose, the bouquet of interactions was analogous to, e.g., CB148, with the distal part stabilized by π–π interactions with F252\textsuperscript{6.55}, H249\textsuperscript{6.52}, and—only in this case—Y180, while the head displayed mainly interactions with Y82 and Y264\textsuperscript{7.31}. While comparing the “standard” pose with those obtained from CF-DM models, the head lacked the Y82\textsuperscript{2.63} H-bond interaction through most of the simulation. Similarly, the CF-DM-model-derived CB154 complex appeared much more stable than that of the PF-DM model, a finding supported by similar interactions to those of the CB148 complexes. A comparison of the ligand stability between both observed poses is depicted in Figure 13.

Figure 13. Examination of CB153 standard pose (left) and “inverted” (right) stability in the binding pocket of the PF-DM model. Compound poses were captured at following frames: 0 ns—green; 1 ns—teal; 2 ns—blue; 3 ns—violet; 4 ns—magenta; 5 ns—pink; 6 ns—red; 7 ns—orange; 8 ns—light orange; 9 ns—yellow; 10 ns—lime. For a colored figure, please refer to the online version of this paper.
3. Discussion

Orphan receptor modelling, despite the increasing knowledge of possible ligand interactions with receptors, remains a challenge for modelers. Understanding the structure–activity relationship in combination with protein–ligand interactions can yield highly active and selective compounds for the desired target. In recent years, several publications describing homology modelling of the GPR18 receptor have been published, allowing an approximated understanding of possible interactions in possible orthosteric binding sites, as well as enabling descriptions of the molecular determinants of these constitutive activities. On the other hand, the last few years have seen the entry of machine learning algorithms into the modelling market, with particular emphasis on AlphaFold2 algorithms. These are set apart in the competition to such an extent that they were given a separate category in the recent CASP experiments evaluations. In this context, one may wonder why we bother to “manually” model a protein—the structure of which we could download from the Uniprot database and work on without major modifications. The answer lies in the recent literature reports on the possible bias of predicted AF2 structures. Additionally, the results obtained in this work seem to contradict this thesis. Therefore, in the present work, we decided to check whether it is possible to obtain models with parameters comparable among each other, using each of the known (more-or-less time-consuming) methods of protein generation. Moreover, in contrast to the widespread capitalization of science and monetization of results, we wanted to check whether it is possible to carry out scientific research using only commonly available software (either free or academically licensed). In other words, we wanted to determine whether it is necessary to use costly licenses to obtain reliable research results in modern science.

In order to avoid selection bias, each of the obtained models was first subjected to a detailed geometric, visual, and structural analysis in a systematic way; then, after qualifying the models for further stages (on the basis of statistical analysis), further validation procedures were imposed. Based on rather strict criteria, we selected eight structures, including three AF2-algorithm-based ones. The next step was to carefully compare the obtained structures and identify the binding sites. We first focused on the key structural elements conditioning the inactive state of the receptor and determined which of the obtained/generated models met the literature requirements for an inactive GPCR model. Our observations show that these conditions were met by most of the models tested, excluding the CIT and AF-DM models. We paid additional attention to the issue of the EL2 loop, which is likely involved in ligand binding, and which—due to the high flexibility of this fragment—we left as it was (no additional modeling procedures were implemented for the loop). Since, for the time being, the binding site of GPR18 is still conjectural, we tried to compile the available knowledge and outline a more coherent scheme of possible interactions in the proposed binding pocket itself. For this purpose we used one of the highest-ranked predictors of binding sites and, based on the aforementioned comparison, we searched for common structural features with receptors of the lipid family as well as searching for the positions of ligands in their binding pockets. On the basis of the obtained results and outcomes of the structural analyses, we predicted which amino acids might be involved in ligand binding. Our predictions have already partly coincided with published data in the literature.

The next step was to test the usability of the generated proteins on the one hand and the docking algorithms for our models on the other. However, from a theoretical point of view, the whole process of docking to different conformations of the same protein could be treated as a kind of manual ensemble docking. In order to avoid imposing docking constraints on the algorithms and thus avoid the influence of the researcher on the obtained results, the binding sites were determined on the basis of coordinates obtained from PrankWeb. This allowed the algorithms to be more independent in their search for receptor spaces. Unfortunately, in a few cases, the calculated ligand poses did not appear native-like—the algorithm rolled up relatively long ligand structures, perhaps looking for the most energetically favorable conformers. However, to prevent the introduction of
possible researcher errors, in addition to visual assessment and scoring function values for all proteins, we first performed validation docking using another freeware docking algorithm. Partly to our surprise, we found that we were able to obtain complexes with similar docking poses for most models (with exception of the IT, PY3, and AF-DM models). This allowed us to select complexes for all selected models and subject them to short dynamic simulations to check the stability of the obtained complexes. Interestingly, in several cases, after short dynamics simulations, it turned out that the ligands head to the indicated location in the GPR18 receptor structure and stay there until the end (e.g., CB5-IT and CB5-TTA complexes), despite different initial putative docking poses. This may be a confirmation of our assumptions regarding the proposed ligand–protein interactions.

Without much surprise, it seems that the models obtained with the multistate AF2 algorithm were the best among those obtained; with less surprise, we observed a slightly lower performance of the “original” model from the DeepMind repository. A slight difference between ligand-binding modes and the interaction patterns resulted from the different position and degree of folding of EL2. This conclusion could be made on the basis of the following observations: (a) without precise determination of participating amino acids, but only of the binding site, the calculated binding poses showed interactions matching our findings on the one hand, and (partly) overlapping with those published so far on the other hand; (b) one can at least try to determine the influence of structural differences on binding patterns for various affine ligands; (c) the obtained poses were predicted using two different docking algorithms and were stable in molecular dynamics simulations.

Furthermore, models obtained using AF2-based algorithms significantly outperform even those models that have undergone detailed analysis and modelling on their own, despite having even lower values of numerical estimates. This then raises the following question: can we dispense of traditional methods and stay with AF2 alone? It seems to be so; however, appropriate modifications (such as “multi-state” algorithms) are necessary to generate models that reproduce the natural state as closely as possible. As with any method included in CADD, such confirmation will be obtained by obtaining empirical results.

In conclusion, taking into account all the results obtained, it can be stated that a wide range of freely available software and/or academic licenses allow us to carry out meaningful molecular modelling/docking studies. Nevertheless, the main limitation of this study was the computational power of the machines used. For the purpose of a reliable comparison between all the models obtained and the selected complexes, we were forced to perform short, 10 ns MD simulations. Reproducibility of the obtained results with the used licensed package, e.g., the most popular Schrodinger platform, as well as the generation of the active form of the protein, and the comparison of the docking/MD results between the two forms, have been chosen as subjects for further study. It should be remembered, however, that differences in results may arise due to the use of different force fields, the space-search algorithms, and the scoring functions themselves. Yet, again, ultimate confirmation can only be obtained with empirical data.

4. Materials and Methods
4.1. GPR18 Structure Prediction

In order to obtain homology models of the GPR18 receptor with a high degree of reliability, three protein structure prediction methods were used in this study, as shown in Figure 14. A total of 21 different templates were used to generate all the TBM models, which are presented, along with sequence alignments, in the Supplementary Materials. Detailed information of FM methods templates can be found in the reference publications [27,41–44].

4.1.1. Classical Method

Potential structure templates were identified using the BLAST tool implemented on the SWISS-MODEL website [45] and the NCBI database. The results obtained were then compared with data from the literature on previously published models, and the structure of the delta-opioid receptor δ (DOR) in complex with the antagonist–naltrindole (PDB ID:
4N6H; [46]) was selected as a template for the first model run. The selection was made on the basis of sequence identity, with the selected protein target at 23% (A chain) and a high protein resolution of 1.8 Å. The structure downloaded from the PDB database was subsequently preprepared using PyMOL software (Version 1.8.2.0, Schrödinger LLC, New York, NY, USA) [47] (N-terminal amino acid residues, sodium ions, water molecules, and other residues from the crystallization process were removed). Thus, the modified template was then aligned with the target sequence using Clustal Omega [48], and the resulting alignment was used for the generation of homology models of GPR18 using the PyMod 2.0 (Structural Bioinformatic Group at Sapienza University of Rome, Roma, Italy) [49] MODELLER 9.15 (University of California, San Francisco, CA, USA) [50] cap. As an output, 5 models with a bound ligand and 5 models without a bound ligand were generated.

For the generated models, appropriate side chain rotamers of the binding pocket amino acids were selected using the Dunbrack library implemented in UCSF Chimera 1.14 (Resource for Biocomputing, Visualization, and Informatics at the University of California, San Francisco, CA, USA) [51,52]. Special attention was paid to the side chains of R1193.50 and S2306.33—according to published data [13,21,53]—serving as an “ionic lock”; their interaction is crucial for protein function. The resulting structures were subjected to energy minimization using CHARMM v.c45b1 (Harvard University, Cambridge, MA, USA) [54–56], and protein topology and parameter files for each structure were prepared in the CHARMM-GUI [57–59] web interface. Two consecutive energy minimization methods were chosen: steepest descent (SD) (maximum number of minimization cycles—100) and Newton–Raphson (ABNR) (maximum number of minimization cycles—1000; tolerance to mean gradient during minimization cycle—0.01). The minimized models were visually evaluated and estimated in SAVES 6.0 [60].

For the second modeling run, based on alignments performed using PyMod (MUSCLE [61] Clustal W [62], Clustal Omega [48], and SALIGN [63]), 3 inactive-state opioid receptor templates were chosen: δ (4N6H), κ (4DJH [64]), and NOP (nociceptor; 5DHH [65]); all showed levels of sequence identity comparable to GPR18 (approximately 23%). Structure files were preprepared in PyMol (as previously stated) and the CB5 ligand was manually docked to the 4N6H structure in place of the co-crystallized ligand naltrindole. The conformation and position were chosen based on published data [25] and preliminary docking studies. The pose was validated (RMSD = 0.382) using automated protocol of the DockThor [66] server. The thus prepared template was subjected to an analogous energy minimization in CHARMM as described. A total of 40 new homology models (denoted as PY3) were constructed in PyMod: 20 with inhouse CB5 ligands (PY3_1–PY3_20) and 20 without ligands (PY3_21–PY3_40). All of them were subjected to the same preliminary
qualitative analysis, and the selected structures were optimized analogously (rotamers and minimization).

4.1.2. Threading Method

Protein structures were generated using the standalone version of I-TASSER 5.1 (Zhang Lab, University of Michigan, MI, USA) [67] and the web server releases I-TASSER and C-I-TASSER [68–70]. Based on the protein target sequence, alignments with the available template structures (from the PDB library) were performed using the LOMETS package [71,72]. The templates were automatically ranked according to the normalized Z-score (the measure of significance of the given alignment) and the level of identity of the target sequence with the given template. The “light” option (12 REMC simulations of up to 5 h each) was used to generate the standalone version models, while the other settings were left default. A total of 15 models were generated: IT_1–IT_5 (standalone I-TASSER v.5.1), IT_6–IT_10 (I-TASSER webserver, CIT_1–CIT_5 (C-I-TASSER webserver). Generated models were passed on for optimization without further proceedings.

4.1.3. Ab Initio Method

The trRosetta [73,74] and RoseTTAFold [43,75] web servers (default options) were used to generate 5 models each for the target amino acid sequence, named, respectively: TR_1–TR_5 and TTA_1–TTA_5. A GPR18 receptor model generated by the DeepMind group (AlphaFold2 algorithm) was also included in the comparison and designated as AF-DM [44,76]. Due to the fact that AlphaFold2 only predicts one state that is biased depending on the templates used for model learning, additional multistate models of DM were either generated using protocol described in [27] (CF-DM) or downloaded from the repository described therein (PF-DM).

4.2. Preliminary Structure Evaluation

All generated models were subjected to preliminary qualitative analysis based on: (a) values determined by individual protein backbone modeling algorithms (DOPE score and Objective Function Value for MODELLER; C-score + TM score for I-TASSER; TM score for trRosetta; Confidence (corresponds to pDDT using DeepAccNet); Angstroms error estimate for RoseTTAFold; pDDT for AlphaFold2); (b) the SAVES6.0 Web tool estimations [60]; (c) identified primary binding site identified by the PrankWeb server [40]; (d) visual evaluation in UCSF Chimera [52] (distribution of sequences per individual transmembrane domains (TMs), positions of the most conserved amino acids, presence of H-bond between R119 and Ser230).

Based on the above estimates, the best models from each method were selected.

4.3. Model Refinement

Selected models were subjected to local optimization using the 3Drefine webserver [77]. Of the 5 resulting structures, 1 for each model was selected on the basis of RWplus [78] and MolProbity scores [79]. Global refinement was then carried out for preselected models using the DeepRefiner service [80], again selecting the best model on the basis of the adopted ranking system. Due to the lower AUC values obtained for DM models after refinement with DeepRefiner in enrichment tests and, on the other hand, the best values of the initial estimates, we used the initial, non-refined structures for further studies.

4.4. Enrichment Test

The ligand library was generated using the publicly available ChEMBL database [81,82] (protein ID—CHEMBL2384898; structures of the ligands can be found in the Supplementary Materials). Chemical compounds exhibiting antagonistic or inverse agonistic activity (with experimentally determined IC₅₀ < 10 µM) were classified as active (26 molecules), while the rest were classified as inactive ligands (98 molecules). Three-dimensional structures were generated from SMILES strings using the OpenBabel 3.1.1 open-source tool [83]. Binding
sites were determined according to the PrankWeb server predictions. Conformational analysis and ligand docking were performed using the DockThor server (binding site box size—15 Å; center coordinates from PrankWeb subjected to additional visual evaluation and possible minor modifications; docking option—standard). The receiver operating characteristic (ROC) graphs were plotted with the determination of the area under the curve values (AUC) using RStudio v1.3.1056 “Water Lily” (RStudio, Boston, MA, USA) [84], using the internal script. Enrichment was performed after the initial evaluation and optimization of the GPR18 receptor homology models (Section 4.2) and after the refinement processes described in Section 4.3. This was to test the influence of local/global optimization on possible ligand recognition ability for given protein structures. The docked positions were visually analyzed in Schrödinger Maestro. The initial and post-refinement ROC curves along with the calculated AUC values can be found in the Supplementary Materials. In all cases (apart from the TR model—with a nonstatistical difference in the third decimal place), the AUC values were greater for the refined models on a >0.75 level.

4.5. Models’ Comparison

4.5.1. Preliminary Ranking System

To objectively compare the generated models, a ranking system was prepared based on the results of 12 different functions that assess the global quality of protein structures. The results obtained for 73 structures were divided into 4 ranges of values based on quartiles from box plots prepared in Microsoft Excel [85] and each was assigned 0–3 stars (Table 3). For both percentage values of the Ramachandran plot (Core and Disall), a weight of 0.5 was assigned; however, after assigning the number of stars, the 2 values were summed, thus accepting the possibility of half values in the range of 0–3 stars. For labelled residues, on the other hand, the summed value of the Ramachandran plot and $\chi_1-\chi_2$ [90]

| ERRAT [86] [%] | 100 | ≥99 | ≥98 | <98 |
|----------------|-----|-----|-----|-----|
| VERIFY 3D [87,88] [%] | ≥73 | ≥67 | ≥61 | <61 |
| PROVE [89] [%] | ≤2.8 | ≤3.2 | ≤3.6 | >3.6 |
| Ramachandran plot and $\chi_1-\chi_2$ [90] | Core [%]; Disall [%] | ≥94.4; 0.0 | ≥93.7; ≤0.4 | ≥93.0; ≤0.8 | <93.0; >0.8 |
| Labelled residues | ≤3 | ≤5 | ≤7 | >7 |
| RWplus [78] | ≤−79,000 | ≤−78,250 | ≤−77,500 | >−77,500 |
| MolProbity [82] | ≤1.0 | ≤1.2 | ≤1.4 | >1.4 |
| Rosetta energy scores [91] | ≤−750 | ≤−675 | ≤−600 | >−600 |
| DFIRE scores [92] | ≤−649 | ≤−641 | ≤−633 | >−633 |
| GOAP scores [93] | ≤−37,200 | ≤−36,000 | ≤−34,800 | ≤−34,800 |
| OPUS-PSP scores [94] | ≤−5770 | ≤−5650 | ≤−5530 | ≤−5530 |
| Predicted global quality scores [80] | ≥0.26 | ≥0.24 | ≥0.22 | <0.22 |

4.5.2. Secondary Ranking System

The sum of the stars obtained by each model in point 4.5.1 was then divided into 4 groups on the basis of analogous value distributions and again assigned the corresponding number of stars (denoted as V1; Table 4). Furthermore, the distance between the side chains of the ionic lock residues R119$^{3.50}$ and S230$^{6.33}$ was checked. On this basis, the V2 value also expressed in the number of stars was assigned to each structure. For the GPR18 receptor refined models (Section 4.3), the enrichment tests were performed again,
and the resulting AUC values (denoted as V3) were similarly assigned a number of stars according to the criteria shown in Table 3. To preselect the best models, the V1–V3 values were summed and ranked in descending order. Based on the results, the best models were chosen for further studies. Detailed marks/rankings for each generated protein model can be found in the Supplementary Materials.

Table 4. Stars value ranges second assessment run.

|   | *** | **  | *  | (None) |
|---|-----|-----|----|--------|
| V1 | ≥27 | ≥20 | ≥13 | <13    |
| V2 | ≤2.5 Å | ≤3.5 Å | ≤4.5 Å | >4.5 Å |
| V3 | ≥0.79 | ≥0.77 | ≥0.75 | <0.75 |

4.6. GPCR Lipid Receptors Structure Comparison

The available structures of the GPCR class A lipid family receptors were obtained from the PDB database (full list can be found in the Supplementary Materials), and preprocessed using the Schrödinger Maestro Protein Preparation Workflow with default parameters (2021.1 free-academic version, Schrödinger LLC, New York, NY, USA) [95]. The GPR18 models were aligned with protein structures using the protein structure alignment algorithm implemented in Maestro.

4.7. Actual Docking Procedure

Spatial structures of in-house test ligands—namely CB5, CB27, CB92, CB148, CB153, and CB154 (structures and pharmacological data of the latter two yet unpublished)—were generated analogically as described in Section 4.4. In order to test the usability of the receptors, two docking algorithms were used:
- DockThor (DT) as described in Section 4.4—main docking procedure;
- GWO Vina 1.0 (Computational Biology and Bioinformatics Lab, University of Macau, China) [96], using mostly default parameters (except of exhaustiveness = 32)—additional, pose accuracy validation docking procedure.

The binding site determination was performed analogically as in Section 4.4. The resulting protein–ligand complexes were ranked according to the docking scores and visually checked in Schrödinger Maestro. The selected complexes (resulting from DT algorithm) were then subjected to molecular dynamics studies.

4.8. Molecular Dynamics (MD) Simulations

MD simulations of complexes selected in Section 4.7, as well as simulations of their apo forms, were performed using NAMD 2.14 for Linux (University of Illinois, Champaign, IL, USA) [97]. The positions of sodium ions were determined according to information published earlier [24]. The orientation of the protein in POPC was determined using PPM services (155 POPC molecules) and the system was prepared using the CHARMM-GUI interface [57] (ionic strength of 0.15 M NaCl; ion placement method—Monte Carlo). The water molecules were treated with the transferable intermolecular potential with a 3-point water model (TIP3P) [98]. Equilibration steps for all structures were divided into six steps using NAMD. For the first three steps, a runtime of 250 ps (picoseconds) in 1 fs (femtosecond) intervals was selected. For the last three steps, an equilibration runtime of 500 ps in 2 fs intervals was selected. The system was heated from 0 to 303.15 K during equilibration using the NPT ensemble. During the production stages, the system was kept at 303.15 K. The temperature was regulated using the Langevin dynamics thermostat. Production runs: 10 ns with 2 fs intervals. Frames were collected every 100 ps.

Supplementary Materials: The Supplementary material can be downloaded at: https://www.mdpi.com/article/10.3390/ijms23147917/s1.
Author Contributions: Conceptualization, K.J.K. and I.M.; methodology, I.M. and K.J.K.; software, I.M.; validation, I.M. and K.J.K.; analysis, K.J.K.; data curation, I.M. and K.J.K.; writing—original draft preparation, K.J.K.; writing—review and editing, I.M., K.J.K., K.K.-K. and J.H.; visualization, I.M. and K.J.K.; supervision, K.J.K., K.K.-K. and J.H.; project administration, K.J.K.; funding acquisition, K.J.K. and J.H. All authors have read and agreed to the published version of the manuscript.

Funding: Partly supported by Jagiellonian University projects: N42/DBS/000196 and N42/DBS/000298.

Data Availability Statement: Molecule structures, enrichment libraries, final protein models as well as interactive graphs of protein–ligand complexes MD simulation fingerprints, and RMSD values change are available at: https://github.com/IlonaM95/Licence-free-structure-prediction-evaluation-and-validation-on-the-example-of-GPR18-lipid-receptor (accessed 2 June 2022).

Acknowledgments: We acknowledge the support by ERNEST COST Action 18133.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Katritch, V.; Cherezov, V.; Stevens, R.C. Structure-function of the G protein-coupled receptor superfamily. Annu. Rev. Pharmacol. Toxicol. 2013, 53, 531–556. [CrossRef] [PubMed]
2. Isberg, V.; Mordalski, S.; Munk, C.; Rataj, K.; Harpsøe, K.; Hauser, A.S.; Vroling, B.; Bojarski, A.J.; Vriend, G.; Gloriam, D.E. GPCRand: An information system for G protein-coupled receptors. Nucleic Acids Res. 2016, 44, D356–D364. [CrossRef] [PubMed]
3. Civellici, O.; Reinscheid, R.K.; Zhang, Y.; Wang, Z.; Fredriksson, R.; Schiöth, H.B. G protein-coupled receptor deorphanizations. Annu. Rev. Pharmacol. Toxicol. 2013, 53, 127–146. [CrossRef]
4. Gantz, I.; Muraoka, A.; Yang, Y.-K.; Samuelson, L.C.; Zimmerman, E.M.; Cook, H.; Yamada, T. Cloning and Chromosomal Localization of a Gene (GPR18) Encoding a Novel Seven Transmembrane Receptor Highly Expressed in Spleen and Testis. Genomics 1997, 42, 462–466. [CrossRef]
5. Kohno, M.; Hasegawa, H.; Inoue, A.; Muraoka, M.; Miyazaki, T.; Oka, K.; Yasukawa, M. Identification of N-arachidonoylglycine as the endogenous ligand for orphan G-protein-coupled receptor GPR18. Biochem. Biophys. Res. Commun. 2006, 347, 827–832. [CrossRef]
6. Mchugh, D.; Hu, S.S.; Rimmerman, N.; Juknat, A.; Vogel, Z.; Walker, J.M.; Bradshaw, H.B. N-arachidonoyl glycine, an abundant endogenous lipid, potently drives directed cellular migration through GPR18, the putative abnormal cannabidiol receptor. BMC Neurosci. 2010, 11, 44. [CrossRef] [PubMed]
7. McHugh, D.; Page, J.; Dunn, E.; Bradshaw, H.B. $\Delta 9$-tetrahydrocannabinol and N-arachidonoyl glycine are full agonists at GPR18 receptors and induce migration in human endometrial HEC-1B cells. Br. J. Pharmacol. 2012, 165, 2414–2424. [CrossRef]
8. Chiang, N.; Dalli, J.; Colas, R.A.; Serhan, C.N. Identification of resolvin D2 receptor mediating resolution of infections and organ protection. J. Exp. Med. 2015, 212, 1203–1217. [CrossRef]
9. Zhang, T.; Zuo, G.; Zhang, H. GPR18 Agonist Resolvin D2 Reduces Early Brain Injury in a Rat Model of Subarachnoid Hemorrhage by Multiple Protective Mechanisms. Cell. Mol. Neurobiol. 2021, 41, 1–14. [CrossRef]
10. Alexander, S.P.; Huh, J.; Cohen, J.M.; Neetoo-Isseljee, Z.; Taylor, D.L.; Ketelbou, C.A.; Merritt, A.; Bassoni, D.L.; Raab, W.J.; Quinn, E.; Wehrman, T.S.; et al. Class A Orphans (version 2020.5) in the IUPHAR/BPS Guide to Pharmacology Database. CITE 2020, 1–45. [CrossRef]
11. Yin, H.; Chu, A.; Li, W.; Wang, B.; Shelton, F.; Otero, E.; Nguyen, D.G.; Caldwell, J.S.; Chen, Y.A. Lipid G protein-coupled receptor ligand identification using $\beta$-arrestin recruitment for the identification of natural ligands for orphan G-protein-coupled receptors. J. Biol. Chem. 2016, 291, 8320–8338. [CrossRef] [PubMed]
12. Southern, C.; Cook, J.M.; Neetoo-Isseljee, Z.; Taylor, D.L.; Kettlebou, C.A.; Merritt, A.; Bassoni, D.L.; Raab, W.J.; Quinn, E.; Wehrman, T.S.; et al. Screening $\beta$-arrestin PathHunter assay. J. Biol. Chem. 2009, 284, 12328–12338. [CrossRef] [PubMed]
13. Chiang, N.; Dalli, J.; Colas, R.A.; Serhan, C.N. Identification of resolvin D2 receptor mediating resolution of infections and organ protection. J. Exp. Med. 2015, 212, 1203–1217. [CrossRef] [PubMed]
14. Southern, C.; Cook, J.M.; Neetoo-Isseljee, Z.; Taylor, D.L.; Kettlebou, C.A.; Merritt, A.; Bassoni, D.L.; Raab, W.J.; Quinn, E.; Wehrman, T.S.; et al. Screening $\beta$-arrestin recruitment for the identification of natural ligands for orphan G-protein-coupled receptors. J. Biol. Chem. 2016, 291, 8320–8338. [CrossRef] [PubMed]
15. Lu, V.B.; Puhl, H.L.; Ikeda, S.R. N-arachidonoyl glycine does not activate G protein-coupled receptor 18 signaling via canonical pathways. Mol. Pharmacol. 2013, 83, 267–282. [CrossRef] [PubMed]
16. Finlay, D.B.; Joseph, W.R.; Grimsey, N.L.; Glass, M. GPR18 undergoes a high degree of constitutive trafficking but is unresponsive to N-arachidonoyl Glycine. PeerJ 2016, 4, e1835. [CrossRef] [PubMed]
17. Qin, Y.; Verdegaal, E.M.E.; Siderius, M.; Belbemn, J.P.; Smit, M.J.; Leurs, R.; Willemze, R.; Tensen, C.P.; Osanto, S. Quantitative expression profiling of G-protein-coupled receptors (GPCRs) in metastatic melanoma: The constitutively active orphan GPCR GPR18 as novel drug target. Pigment Cell Melanoma Res. 2011, 24, 207–218. [CrossRef]
18. Morales, P.; Lago-Fernandez, A.; Hurst, D.P.; Sotudeh, N.; Brailou, E.; Reggio, P.H.; Abood, M.E.; Jagerovic, N. Therapeutic Exploitation of GPR18: Beyond the Cannabinoids? J. Med. Chem. 2020, 63, 14216–14227. [CrossRef]
19. Biringer, R.G. Endocannabinoid signaling pathways: Beyond CB1R and CB2R. J. Cell Commun. Signal. 2021, 15, 335–360. [CrossRef]
20. Morales, P.; Reggio, P.H. An Update on Non-CB 1, Non-CB 2 Cannabinoid Related G-Protein-Coupled Receptors. Cannabis Cannabinoid Res. 2017, 2, 265–273. [CrossRef]
19. Reyes-Resina, I.; Navarro, G.; Aguinaga, D.; Canela, E.I.; Schoeder, C.T.; Zahuski, M.; Kiec-Kononowicz, K.; Saura, C.A.; Müller, C.E.; Franco, R. Molecular and functional interaction between GPR18 and cannabinoid CB2 G-protein-coupled receptors. Relevance in neurodegenerative diseases. *Biochem. Pharmacol.* 2018, 157, 169–179. [CrossRef]

20. McHugh, D. GPR18 in microglia: Implications for the CNS and endocannabinoid system signalling. *Br. J. Pharmacol.* 2012, 167, 1575–1582. [CrossRef]

21. Kothandan, G.; Cho, S.J. Homology Modeling of GPR18 Receptor, an Orphan G-protein-coupled Receptor. *J. Chosun Nat. Sci.* 2013, 6, 16–20. [CrossRef]

22. Schoeder, C.T. Identification, Optimization and Characterization of Pharmacological Tools for the Cannabinoid-Activated Orphan G Protein-Coupled Receptor GPR18 and Related Receptors. Doctoral Dissertation, Universität- und Landesbibliothek Bonn, Bonn, Germany, 2017.

23. Kuder, K.J.; Karcz, T.; Kaleta, M.; Kiec-Kononowicz, K. Molecular modeling of an orphan GPR18 receptor. *Lett. Drug Des. Discov.* 2019, 16, 1167–1174. [CrossRef]

24. Sotudeh, N.; Morales, P.; Hurst, D.P.; Lynch, D.L.; Reggio, P.H. Towards a molecular understanding of the cannabinoid related orphan receptor gpr18. A focus on its constitutive receptor. *Int. J. Mol. Sci.* 2019, 20, 2300. [CrossRef] [PubMed]

25. Neumann, A.; Engel, V.; Mahardhika, A.B.; Schoeder, C.T.; Namastivayam, V.; Kiec-Kononowicz, K.; Müller, C.E. Computational investigations on the binding mode of ligands for the cannabinoid-activated g protein-coupled receptor GPR18. *Biomolecules* 2020, 10, 686. [CrossRef]

26. Lupas, A.N.; Pereira, J.; Alva, V.; Merino, F.; Coles, M.; Hartmann, M.D. The breakthrough in protein structure prediction. *Biochem. J.* 2021, 478, 1885–1890. [CrossRef]

27. Heo, L.; Feig, M. Multi-State Modeling of G-protein Coupled Receptors at Experimental Accuracy. *Proteins Struct. Funct. Bioinform.* 2021, 1–22. [CrossRef]

28. Munk, C.; Isberg, V.; Mordalski, S.; Harpsøe, K.; Rajat, K.; Hauser, A.S.; Kolb, P.; Bojarski, A.J.; Vriend, G.; Gloriam, D.E. GPCRdb: The G protein-coupled receptor database-an introduction. *Br. J. Pharmacol.* 2016, 173, 2195–2207. [CrossRef]

29. Dror, R.O.; Arlow, D.H.; Maragakis, P.; Mildorf, T.J.; Pan, A.C.; Xu, H.; Borhani, D.W.; Shaw, D.E. Activation mechanism of the β2-adrenergic receptor. *Proc. Natl. Acad. Sci. USA* 2021, 108, 18684. [CrossRef]

30. Latorraca, N.R.; Venkatarkrishnan, A.J.; Dror, R.O. GPCR Dynamics: Structures in Motion. *Chem. Rev.* 2016, 117, 139–155. [CrossRef]

31. Schmeisser, M.G. Creation of a GPR18 Homology Model Using Conformational Memories. Doctoral Dissertation, University of North Carolina at Greensboro, Greensboro, NC, USA, 2013.

32. Weis, W.J.; Kobilka, B.K. The Molecular Basis of G Protein-Coupled Receptor. *Annu. Rev. Biochem.* 2018, 87, 897–919. [CrossRef]

33. Gacasan, S.B.; Baker, D.L.; Parrill, A.L. G protein-coupled receptors: The evolution of structural insight. *AIMS Biophys.* 2017, 4, 491–527. [CrossRef] [PubMed]

34. Cao, C.; Tan, Q.; Xu, C.; He, L.; Yang, L.; Zhou, Y.; Zhou, Y.; Qiao, A.; Lu, M.; Yi, C.; et al. Structural basis for signal recognition and transduction by platelet-activating-factor receptor. *Nat. Struct. Mol. Biol.* 2018, 25, 488–495. [CrossRef] [PubMed]

35. Lugini, A.; Gusach, A.; Marin, E.; Mishin, A.; Brouillette, R.; Popov, P.; Shiriaeva, A.; Besserer-Offroy, É.; Longpré, J.M.; Lyapina, E.; et al. Structure-based mechanism of cysteinyl leukotriene receptor inhibition by antiasthmatic drugs. *Sci. Adv.* 2019, 5, eaax2518. [CrossRef]

36. Kumar, P.; Bansal, M. Dissecting α-helices: Sequence, structure and function. *FEBS J.* 2015, 282, 4415–4432. [CrossRef] [PubMed]

37. Van der Kant, R.; Vriend, G. Alpha-bulges in G protein-coupled receptors. *Int. J. Mol. Sci.* 2014, 15, 7841–7864. [CrossRef]

38. Zimmermann, L.; Stephens, A.; Nam, S.Z.; Rau, D.; Kübler, J.; Lozaicj, M.; Gabler, F.; Söding, J.; Lupas, A.N.; Alva, V. A Completely Reimplemented MPI Bioinformatics Toolkit with a New HHpred Server at its Core. *J. Mol. Biol.* 2018, 430, 2237–2243. [CrossRef]

39. Gabler, F.; Nam, S.Z.; Till, S.; Mirdita, M.; Steinegger, M.; Söding, J.; Lupas, A.N.; Alva, V. Protein Sequence Analysis Using the MPI Bioinformatics Toolkit. *Curr. Protoc. Bioinform.* 2020, 72, e108. [CrossRef]

40. Jendele, L.; Krivak, R.; Skoda, P.; Novotny, M.; Hoksza, D. PrankWeb: A web server for ligand binding site prediction and visualization. *Nucleic Acids Res.* 2019, 47, W345–W349. [CrossRef]

41. Du, Z.; Su, H.; Wang, W.; Ye, L.; Wei, H.; Peng, Z.; Anischenko, I.; Baker, D.; Yang, J. The trRosetta server for fast and accurate protein structure prediction. *Nat. Protoc.* 2021, 16, 5634–5651. [CrossRef]

42. Baek, M.; Dimiao, F.; Anischenko, I.; Dauparas, J.; Ovchinikov, S.; Lee, G.R.; Wang, J.; Cong, Q.; Kinch, L.N.; Schaeffer, R.D.; et al. Accurate prediction of protein structures and interactions using a 3-track network. *Science* 2021, 373, 871–876. [CrossRef]

43. Millán, C.; Keegan, R.M.; Pereira, J.; Sammito, M.D.; Simpkin, A.J.; McCoy, A.J.; Lupas, A.N.; Hartmann, M.D.; Ridgen, D.J.; Read, R.J. Assessing the utility of CASP14 models for molecular replacement. *Proteins Struct. Funct. Bioinform.* 2021, 89, 1752–1769. [CrossRef] [PubMed]

44. Jumper, J.; Evans, R.; Pritzel, A.; Green, T.; Figurnov, M.; Ronneberger, O.; Tunyasuvunakool, K.; Bates, R.; Židek, A.; Potapenko, A.; et al. Highly accurate protein structure prediction with AlphaFold. *Nature* 2021, 596, 583–589. [CrossRef] [PubMed]

45. Schwede, T.; Kopp, J.; Guex, N.; Peitsch, M.C. SWISS-MODEL: An automated protein homology-modeling server. *Nucleic Acids Res.* 2003, 31, 3381–3388. [CrossRef] [PubMed]

46. Fenalti, G.; Gigugere, P.M.; Katritch, V.; Huang, X.-P.; Thompson, A.A.; Cherezov, V.; Roth, B.L.; Stevens, R.C. Molecular control of δ-opioid receptor signalling. *Nature* 2014, 506, 191–196. [CrossRef]

47. Warren Lyford DeLano. *The PyMOL Molecular Graphics System;* Version 1.8.2.0; Schrödinger, LLC: New York, NY, USA, 2018.
54. Brooks, B.R.; Bruccoleri, R.E.; Olafson, B.D.; States, D.J.; Swaminathan, S.; Karplus, M. CHARMM: A program for macromolecular energy, minimization, and dynamics calculations. J. Comput. Chem. 1983, 4, 187–217. [CrossRef] 55. Brooks, B.R.; Brooks, C.L.; Mackerell, A.D.; Nilsson, L.; Petrella, R.J.; Roux, B.; Won, Y.; Archontis, G.; Bartels, C.; Boresch, S.; et al. CHARMM: The biomolecular simulation program. J. Comput. Chem. 2009, 30, 1545–1614. [CrossRef] [PubMed] 56. MacKerell, A.D., Jr.; Brooks, B.; Brooks, I.I.I.C.L.; Nilsson, L.; Roux, B.; Won, Y.; Karplus, M. The Encyclopedia of Computational Chemistry; Schleyer, R., Ed.; Chichester, UK, 1998; Volume 1. 57. Wu, E.L.; Cheng, X.; Jo, S.; Rui, H.; Song, K.C.; Dávila-Contreras, E.M.; Qi, Y.; Lee, J.; Monje-Galvan, V.; Venable, R.M.; et al. CHARMM-GUI Membrane Builder toward realistic biological membrane simulations. J. Comput. Chem. 2014, 35, 1997–2004. [CrossRef] [PubMed] 58. Jo, S.; Kim, T.; Iyer, V.G.; Im, W. CHARMM-GUI: A web-based graphical user interface for CHARMM. J. Comput. Chem. 2008, 29, 1859–1865. [CrossRef] [PubMed] 59. Jo, S.; Cheng, X.; Islam, S.M.; Huang, L.; Rui, H.; Zhu, A.; Lee, H.S.; Qi, Y.; Han, W.; Vanommeslaeghe, K.; et al. CHARMM-GUI PDB Manipulator for Advanced Modeling and Simulations of Proteins Containing Nonstandard Residues. Adv. Protein Chem. Struct. Biol. 2014, 96, 235–265. [CrossRef] 60. SAVESv6.0-Structure Validation Server. Available online: https://saves.mbi.ucla.edu (accessed on 18 May 2022). 61. Edgar, R.C. MUSCLE: Multiple sequence alignment with high accuracy and high throughput. Nucleic Acids Res. 2004, 32, 1792–1797. [CrossRef] 62. Thompson, J.D.; Higgins, D.G.; Gibson, T.J. CLUSTAL W: Improving the sensitivity of progressive multiple sequence alignment through sequence weighting, position-specific gap penalties and weight matrix choice. Nucleic Acids Res. 1994, 22, 4673–4680. [CrossRef] 63. Marti-Renom, M.A.; Madhusudhan, M.S.; Sali, A. Alignment of protein sequences by their profiles. Protein Sci. 2004, 13, 1071. [CrossRef] 64. Wu, H.; Wacker, D.; Mileni, M.; Katritch, V.; Han, G.W.; Vardy, E.; Liu, W.; Thompson, A.A.; Huang, X.-P.; Carroll, F.I.; et al. Structure of the human κ-opioid receptor in complex with JDTic. Nature 2012, 485, 327–332. [CrossRef] 65. Miller, R.L.; Thompson, A.A.; Trapella, C.; Guerrini, R.; Malfacini, D.; Patel, N.; Han, G.W.; Cherezov, V.; Caló, G.; Katritch, V.; et al. The Importance of Ligand-Receptor Conformational Pairs in Stabilization: Spotlight on the N/OFQ G Protein-Coupled Receptor. Structure 2015, 23, 2291–2299. [CrossRef] 66. Guedes, I.A.; Barreto, A.M.S.; Marinho, D.; Krempser, E.; Kuenemann, M.A.; Sperandio, O.; Dardenne, L.E.; Miteva, M.A. New machine learning and physics-based scoring functions for drug discovery. Sci. Rep. 2021, 11, 3198. [CrossRef] [PubMed] 67. Yang, J.; Yan, R.; Roy, A.; Xu, D.; Poisson, J.; Zhang, Y. The I-TASSER suite: Protein structure and function prediction. Nat. Methods 2014, 12, 7–8. [CrossRef] [PubMed] 68. Yang, J.; Zhang, Y. I-TASSER server: New development for protein structure and function predictions. Nucleic Acids Res. 2015, 43, W174–W181. [CrossRef] 69. Zheng, W.; Zhang, C.; Li, Y.; Pearce, R.; Bell, E.W.; Zhang, Y. Folding non-homologous proteins by coupling deep-learning contact maps with I-TASSER assembly simulations. Cell Rep. Methods 2021, 1, 100014. [CrossRef] 70. The Yang Zhang Lab. Available online: https://zhanggroup.org (accessed on 18 May 2022). 71. Zheng, W.; Zhang, C.; Wuyun, Q.; Pearce, R.; Li, Y.; Zhang, Y. LOMETS2: Improved meta-threading server for fold-recognition and structure-based function annotation for distant-homology proteins. Nucleic Acids Res. 2019, 47, W429–W436. [CrossRef] 72. Wu, S.; Zhang, Y. LOMETS: A local meta-threading-server for protein structure prediction. Nucleic Acids Res. 2007, 35, 3375–3382. [CrossRef] 73. Yang, J.; Anishchenko, I.; Park, H.; Peng, Z.; Ovchinnikov, S.; Baker, D. Improved protein structure prediction using predicted interresidue orientations. Proc. Natl. Acad. Sci. USA 2020, 117, 1496–1503. [CrossRef] 74. Protein Structure Prediction by TrRosetta. Available online: https://yanglab.nankai.edu.cn/trRosetta/ (accessed on 18 May 2022). 75. Robetta (Protein Structure Prediction Service). Available online: https://robbetta.bakerlab.org (accessed on 18 May 2022). 76. Kanz, C.; Aldebert, P.; Althorpe, N.; Baker, W.; Baldwin, A.; Bates, K.; Browne, P.; van den Broek, A.; Castro, M.; Cochrane, G.; et al. The EMBL Nucleotide Sequence Database. Nucleic Acids Res. 2005, 33, D29–D33. [CrossRef]
77. Bhattacharya, D.; Nowotny, J.; Cao, R.; Cheng, J. 3Drefine: An interactive web server for efficient protein structure refinement. *Nucleic Acids Res.* 2016, 44, W406–W409. [CrossRef]

78. Zhang, J.; Zhang, Y. A Novel Side-Chain Orientation Dependent Potential Derived from Random-Walk Reference State for Protein Fold Selection and Structure Prediction. *PLoS ONE* 2010, 5, e15386. [CrossRef]

79. Chen, V.B.; Arendall, W.B.; Headd, J.J.; Keedy, D.A.; Immormino, R.M.; Kapral, G.J.; Murray, L.W.; Richardson, J.S.; Richardson, D.C. MolProbity: All-atom structure validation for macromolecular crystallography. *Acta Crystallogr. Sect. D Biol. Crystallogr.* 2010, 66, 12–21. [CrossRef] [PubMed]

80. Shuvo, M.H.; Gulfam, M.; Bhattacharya, D. DeepRefiner: High-accuracy protein structure refinement by deep network calibration. *Nucleic Acids Res.* 2021, 49, W147–W152. [CrossRef] [PubMed]

81. Davies, M.; Nowotka, M.; Papadatos, G.; Dedman, N.; Gaulton, A.; Atkinson, F.; Bellis, L.; Overington, J.P. ChEMBL web services: Streamlining access to drug discovery data and utilities. *Nucleic Acids Res.* 2015, 43, W612–W620. [CrossRef] [PubMed]

82. Mendez, D.; Gaulton, A.; Bento, A.P.; Chambers, J.; De Veij, M.; Félix, E.; Magaríños, M.P.; Mosquera, J.F.; Mutovoi, P.; Nowotka Michal and Gordillo-Marañón, M.; et al. ChEMBL: Towards direct deposition of bioassay data. *Nucleic Acids Res.* 2019, 47, D930–D940. [CrossRef]

83. O’Boyle, N.M.; Banck, M.; James, C.A.; Vandermeersch, T.; Hutchison, G.R. Open Babel: An open chemical toolbox. *J. Cheminformatics* 2011, 3, 1–14. [CrossRef]

84. RStudio Team. *RStudio: Integrated Development for R*; RStudio, PBC: Boston, MA, USA, 2020.

85. Microsoft 365: Microsoft Excel, Microsoft Corporation 2021. Available online: https://office.microsoft.com/excel (accessed on 2 June 2022).

86. Colovos, C.; Yeates, T.O. Verification of protein structures: Patterns of nonbonded atomic interactions. *Protein Sci.* 1993, 2, 1511. [CrossRef]

87. Bowie, J.U.; Luthy, R.; Eisenberg, D. A method to identify protein sequences that fold into a known three-dimensional structure. *Science* 1991, 253, 164–170. [CrossRef]

88. Lüthy, R.; Bowie, J.U.; Eisenberg, D. Assessment of protein models with three-dimensional profiles. *Nature* 1992, 356, 83–85. [CrossRef]

89. Pontius, J.; Richelle, J.; Wodak, S.J. Deviations from standard atomic volumes as a quality measure for protein crystal structures. *J. Mol. Biol.* 1996, 264, 121–136. [CrossRef]

90. Laskowski, R.A.; MacArthur, M.W.; Moss, D.S.; Thornton, J.M. PROCHECK: A program to check the stereochemical quality of protein structures. *J. Appl. Crystallogr.* 1993, 26, 283–291. [CrossRef]

91. Allford, R.F.; Leaver-Fay, A.; Jeliazkov, J.R.; O’Meara, M.J.; DiMaio, F.P.; Park, H.; Shapovalov, M.V.; Renfrew, P.D.; Mulligan, V.K.; Kappel, K.; et al. The Rosetta all-atom energy function for macromolecular modeling and design. *J. Chem. Theory Comput.* 2017, 13, 3031. [CrossRef] [PubMed]

92. Zhou, H.; Zhou, Y. Distance-scaled, finite ideal-gas reference state improves structure-derived potentials of mean force for structure selection and stability prediction. *Protein Sci.* 2009, 11, 2714–2726. [CrossRef] [PubMed]

93. Zhou, H.; Skolnick, J. GOAP: A Generalized Orientation-Dependent, All-Atom Statistical Potential for Protein Structure Prediction. *Biophys. J.* 2011, 101, 2043. [CrossRef]

94. Lu, M.; Douissi, A.D.; Ma, J. OPUS-PSP: An Orientation-dependent Statistical All-atom Potential Derived from Side-chain Packing. *J. Mol. Biol.* 2008, 376, 288. [CrossRef] [PubMed]

95. Schrödinger Release 2021-1: Protein Preparation Wizard; Epik, Schrödinger, LLC: New York, NY, USA; Impact, Schrödinger, LLC: New York, NY, USA; Prime, Schrödinger, LLC: New York, NY, USA, 2021.

96. Wong, K.M.; Tai, H.K.; Siu, S.W.I. GWOVina: A grey wolf optimization approach to rigid and flexible receptor docking. *Chem. Biol. Drug Des.* 2021, 97, 97–110. [CrossRef] [PubMed]

97. Phillips, J.C.; Hardy, D.J.; Maia, J.D.C.; Stone, J.E.; Ribeiro, J.V.; Bernardi, R.C.; Buch, R.; Fiorin, G.; Hénin, J.; Jiang, W.; et al. Scalable molecular dynamics on CPU and GPU architectures with NAMD. *J. Chem. Phys.* 2020, 153, 044130. [CrossRef]

98. Miller, B.T.; Singh, R.P.; Klauda, J.B.; Hodošček, M.; Brooks, B.R.; Lee, H.; Iii, W. CHARMMing: A New, Flexible Web Portal for CHARMM. *J. Chem. Inf. Modeling* 2008, 48, 1920–1929. [CrossRef]