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Abstract: The Revealed Comparative Advantage (RCA) index is an important metric for evaluating competitiveness of a country in exporting certain commodity. While it is desirable to have a normally distributed RCA index, the opposite is often found in empirical studies, and efforts for developing alternative indices of the RCA index have not been very successful. This motivates us to ask a more fundamental question: what is the significance of a normally distributed RCA index? To answer this question, we have defined a quantity called the Deviation from Gaussianity (DfG) based on the KS test, which quantifies the deviation of the distribution of a country’s RCA index from normality. By systematically analyzing the distribution characteristics of RCA index for each country from 1991 to 2019, we find that DfG is strongly negatively correlated with the logarithm of GDP and the Economic Complexity Index (ECI). In particular, correlation between DfG and GDP is stronger than that between ECI and GDP since 2008. These results suggest that DfG may serve as a new excellent index to quantify the economic complexity and economic performance of a country.

Keywords: RCA index; economic complexity; Gaussian distribution; economic development

1. Introduction

The revealed comparative advantage (RCA) index, also called Balassa index as it was first proposed by Balassa in 1965 [1], is an important metric for quantifying the relative strength of a country in producing a product vis-à-vis its trading partners. While it has been widely used in empirical studies, the RCA index has also been further studied theoretically. Those works mainly focus on the statistical features of the RCA index, and can be roughly classified into two groups. One group is somewhat traditional, with emphasis on clarifying the statistical characteristics of the RCA index across sectors or countries. In many applications, it is desirable to have a normally distributed RCA index, so that it can reliably measure a country’s revealed comparative advantage [2]. However, in the majority of empirical studies, a non-Gaussian distribution of the RCA index has been observed. The non-Gaussianity has made the RCA index to suffer from many disturbing properties such as unstable distribution and poor ordinal ranking property [3], the unstable mean [4,5], asymmetric distributional shape [2], and skewness and variable upper bound [6,7]. These features of the RCA index have made its interpretation difficult [3,4,8–10], and thus have motivated a lot of researchers to develop alternative indices of the RCA index so that the new indices can be more normally distributed [3–5,11–15]. These efforts are not very successful, however. To understand why the RCA index and its alternatives may not follow Gaussian distributions, Liu and Gao systematically analyzed the distribution characteristics of the RCA index cross sectors and countries [16]. They find that the RCA index in the majority of the situations cannot be normally distributed, since it is the ratio of...
two distributions, one following an exponentially truncated Zipf-Mandelbrot’s law, the other being a permutation of the truncated Zipf-Mandelbrot’s law [16]. Only occasionally can a normally distributed RCA index be observed—it may emerge with about 1% chance. The significance of a normally distributed RCA index has not yet been explained, however.

The other group of the work on the theoretical aspects of the RCA index mainly employs matrix and complex network theory by constructing the country–product bipartite network, where countries are connected to the products they export. The bipartite network is an 0–1 adjacency matrix constructed according to the value of the RCA index (the element is 1 if the corresponding RCA ≥ 1 and 0 otherwise). By developing the Method of Reflections to interpret an export bipartite network, Hidalgo and Hausmann proposed the Economic Complexity Index (ECI) and Product Complexity Index (PCI) [17,18]. Hidalgo and Hausmann’s approach has been proven to be equivalent to a spectral clustering algorithm that partitions a similarity graph into two parts [19]. Although, the ECI may offer a good description of global macroeconomic relations, technological trends, and growth dynamics [20], and could be used to measure the gap in the economic development between countries [21], the approach suffers from a number of conceptual and practical problems [22–26]. To overcome these problems, the Fitness Index (FI) and some other variants of the ECI have been developed [22–24,27,28]. The ECI and its variants have been widely used to study the impact of economic structures on economic development [18,20,29–42]. Fundamentally speaking, however, the FI and the other new variants of the ECI are not very different from the ECI, since the ECI and FI (or log FI) are strongly positively correlated [37–41], and both metrics have almost the same skill in predicting economic growth [42]. This raises an important question as to which of the neglected aspects of the RCA index by the network based approach should be reinstated so that characterization of economic complexity can be fundamentally improved.

In this article, we attempt to answer both the above questions: why a normally distributed RCA index is important and how to better quantify economic complexity. In doing so, we will find a bridge connecting the two groups, one more traditional, the other based on the network approach. Concretely, we will define a quantify called the Deviation from Gaussianity (DfG) based on the KS test, which measures the deviation of the distribution of a country’s RCA index from normality. Then, we will systematically analyze the distribution characteristics of RCA index for each country from 1991 to 2019, and examine the relationship between the DfG and economic development and economic complexity.

The remainder of the paper is organized as follows: Section 2 describes Materials and methods, Section 3 presents the main results, and Section 4 contains conclusion and discussion.

2. Materials and Methods

2.1. Materials

In this work, we analyze international commodity trade data with products disaggregated according to the COMTRADE Harmonized System at the four-digital level (abbreviated as HS4). The data covered 29 years from 1991 to 2019, and were downloaded from UNComtrade database (International Trade Statistics Database: https://comtrade.un.org/ accessed on 5 August 2021).

2.2. Methods

2.2.1. RCA Index

The RCA index is defined as

$$\text{RCA}_{(ix)}^k = \frac{X_{(i)}^k / X_{(i)}}{X_{(w)}^k / X_{(w)}} = \frac{p_{(ix)}^k}{p_{(wx)}^k},$$

where $X$ (or $x$) denotes export, $i$ denotes country, while $w$ denotes world, $k$ denotes product. For example, $X_{(i)}^k$ represents country $i$’s export of product $k$, $X_{(i)}$ denotes country $i$’s total export.
export, and \( X_k^{(i)} / X_{(i)} \) is the export share of country \( i \) in product \( k \). Being a probability, it can also be expressed as \( p_k^{(i)} \), and \( \sum_{i=1}^{N_c} p_k^{(i)} = 1 \), where \( N_c \) represents the number of products in a country.

### 2.2.2. Economic Complexity Index

The Economic Complexity Index (ECI) was developed by Hidalgo and Hausmann in 2009 [18]. The algorithm for computing it is as follows. Consider a country-product bipartite network represented by a matrix with elements \( M_{cp} \) defined as 1 or 0, depending on whether the corresponding RCA \( \geq 1 \) or RCA \( < 1 \). Summing up rows and columns of the matrix, one obtains \( k_{c,0} = \sum_p M_{cp} \), \( k_{p,0} = \sum_c M_{cp} \), which represent, respectively, the observed number of products exported by some country, and the number of countries exporting some product. The ECI is obtained by an iteration algorithm,

\[
k_{c,N} = \frac{1}{k_{c,0}} \sum_p M_{cp} k_{p,N-1},
\]

\[
k_{p,N} = \frac{1}{k_{p,0}} \sum_c M_{cp} k_{c,N-1},
\]

where \( N \geq 2 \) is the number of iterations. Collecting \( k_{c,N} \), \( c = 1, \ldots, C_n \), where \( C_n \) is the total number of countries with data, we then obtain ECI as

\[
\text{ECI}^* = \frac{k_{c,N} - \text{mean}\{k_{c,N}\}}{\text{stdev}\{k_{c,N}\}},
\]

where \( c^* \) denotes a country of interest, and mean and stdev are performed over all the countries with data. It is thought that the larger the ECI, the higher the economic complexity.

### 2.2.3. Deviation from Gaussianity Based on KS Test

The KS test (Kolmogorov–Smirnov test or K-S test) is one of the most useful and general nonparametric methods. The one-sample KS test can be used to compare a sample with a reference probability distribution. In this paper, we define the Deviation from Gaussianity (DfG) based on one-sample KS test. The algorithm is as follows:

\[
F_n(x) = \frac{1}{N} \sum_{i=1}^{N} I_{[-\infty,x]}(X_i),
\]

where \( I_{[-\infty,x]}(X_i) \) is the indicator function, which is equal to 1 if \( X_i < x \) and 0 otherwise. The Kolmogorov–Smirnov statistic for a given cumulative distribution function \( F(x) \) is

\[
D_n = \sup_x |F_n(x) - F(x)|,
\]

where \( \sup_x \) is the supremum of the set of distances. We define the divergence of DfG in the distribution of RCA index as follows:

\[
\text{DfG} = D_n - CV,
\]

where \( CV \) is the critical value of KS test. A negative DfG indicates Gaussian distribution of RCA index, while a positive DfG indicates rejection of the Gaussian distribution—the more positive DfG, the larger the deviation from Gaussianity [16].

### 2.2.4. Pooled OLS and Panel VAR

In this article, we will also employ regression analysis to further explore the connections among DfG, ECI, and economic development. Considering that our data may be considered panel data, we will employ two regression models—pooled Ordinary Least
Square (OLS) and panel Vector Autoregression (VAR) models. The general econometric model for panel data is as follows [43,44]:

\[
Y_{it} = \alpha_i + \vec{\beta}_i \cdot \vec{X}_{it} + \mu_{it}, \quad (8)
\]

where, \(i = 1, 2, \ldots, N, t = 1, 2, \ldots, T\), and \(N\) and \(T\) are the number of individual countries and total time (in year), respectively. \(Y_{it}\) is the dependent variable, \(\vec{X}_{it}\) is the independent variables (column vector), \(\alpha_i\) and \(\vec{\beta}_i\) are parameters (the latter a row vector with dimension matched to the column vector \(\vec{X}_{it}\) so that the inner product is defined), and \(\mu_{it}\) is the error term. As our purpose in this research is to find (and design) effective measures for quantifying economic complexity, we first assume that \(\alpha_i\) and \(\vec{\beta}_i\) are constant for all countries and time. This scenario is called the pooled OLS model, which is equivalent to the simple OLS model performed on panel data. The concrete equation used here is as follows:

\[
\ln \text{GDP}_{it} = \alpha + \beta_1 \text{DfG}_{it} + \beta_2 \text{ECI}_{it} + \mu_{it}, \quad (9)
\]

We also use a panel-data VAR methodology. This technique combines the traditional VAR approach, which treats all the variables in the system as endogenous, with the panel-data approach, which allows for unobserved individual heterogeneity [45,46]. We employ a first-order panel VAR model as follows:

\[
z_{it} = \Gamma_0 + \Gamma_1 z_{i,t-1} + \mu_t, \quad (10)
\]

where \(i\) represents the country in the panel-data, \(z_{it}\) is a three-variable vector (\(\ln \text{GDP}, \text{DfG}, \text{ECI}\)), \(\Gamma_1\) is a \(3 \times 3\) matrix of coefficients, \(\Gamma_0\) is a vector of individual effects. The stationarity of the three variables will be examined by using the LLC test [47] before we employ the PVAR model. Moreover, we can explore the statistical causality between the three variables based on the PVAR model.

3. Results

3.1. DfG and Economic Growth

There are two types of distributions for the RCA index. One is the distribution of the RCA index for all the sectors/products of an economy or a country. The other is the distribution of the RCA for all countries in the world given a sector/product. In this article, we focus on the former. Since the RCA index is the ratio of two probabilities, it is useful to first understand the distributions of the two probabilities. It turns out that both the numerator and the denominator defining the RCA index (\(p^k_{(ix)}\) and \(p^k_{(wx)}\)) basically follow exponentially truncated Zipf–Mandelbrot’s law, given by:

\[
p(k) \sim (k + p)^{-a}e^{-\beta k^\gamma}, k > k^*, \quad (11)
\]

where \(p, a, \beta, \) and \(\gamma\) are parameters. The exponential truncation can be naturally expected due to finiteness of the data.

To better understand deviations from normality in the distribution of RCA index for different countries, we use Japan and Germany as two examples. Figure 1 shows the distribution features of the two parts of RCA index and the probability distribution function (PDF) of the RCA index for Japan and Germany under the HS4 scheme in 2018. Obviously, the \(p_{(wx)}\) in Figure 1a,b follows exponentially truncated Zipf–Mandelbrot’s law. If the \(p_{(ix)}\) in Figure 1a,b are also arranged in descending order, they will also follow exponentially truncated Zipf–Mandelbrot’s law (but possibly with different parameters). Interestingly, by comparing the layout of \(p_{(ix)}\) (red diamonds) around \(p_{(wx)}\) (blue circles) in Figure 1a,b, we can observe that the \(p_{(ix)}\) of Germany is more concentrated around \(p_{(wx)}\) than Japan’s. This highlights that Germany’s export share of most products relative to its total exports is closer to the world average level than Japan’s.

Next, we discuss how the differences between Figure 1a,b results in the differences in the distribution of the RCA index shown Figure 1c,d. Clearly, the PDFs for the RCA index...
of Germany and Japan are very different. Concretely, the PDF of Japan’s RCA index has more asymmetry, stronger skewness, and longer tail than that of Germany’s. This suggests that the PDF of Germany’s RCA index should be closer to a Gaussian distribution than Japan’s. To better quantify how the PDF of a country’s RCA index deviates from normality, we employ DfG we have defined earlier. The DfG for Germany and Japan is 0.088 and 0.266 in 2018, respectively. According to the nature of DfG—the more positive DfG, the larger the deviation from Gaussianity, one can conclude that the PDF of Germany’s RCA index is indeed closer to a normal distribution than that of Japan’s, just as one has anticipated from Figure 1.

![Figure 1](image)

**Figure 1.** The distribution features of the two parts of RCA index (a,b) and the Probability Distribution Function (PDF) of RCA index (c,d) for Germany and Japan under the HS4 scheme in 2018.

It is interesting to examine the spatiotemporal evolution of the DfG of all the economies in the world. For this purpose, we have systematically computed DfG for all the economies in the world from 1991 to 2019. The spatial variations of the DfG in 1998, 2008 and 2018 are illustrated in Figure 2. We observe that the variations of DfG are characterized by spatiotemporal heterogeneity and regional spatial agglomeration.

First, let us focus on the spatiotemporal heterogeneity. From Figure 2a, we can observe: (1) only the DfG of USA and Germany was less than 0.1, followed by France and Italy, (2) only a few countries (such as China, South Korea, Japan, etc.) had DfG between 0.2 and 0.3, and (3) the DfG of most countries was greater than 0.3, especially in Africa, South America, Southern and Western Asia, and Eastern Europe. By 2008, which is shown in Figure 2b, the spatial variation of DfG had undergone some changes. Now Germany is the only economy with DfG < 0.1, indicating that Germany is the only country with the PDF of its RCA index to be very close to a normal distribution. The decrease in China’s DfG was significant. In contrast, the DfG in some countries has become larger, such as USA, France, Australia, Egypt, etc. The DfG in most other countries and regions did not change much though, especially in Africa and South America. The major changes in DfG can at least be partially attributed to the global financial crisis in 2008. Interestingly, by 2018, as shown in Figure 2c, the DfG in India and Vietnam had decreased significantly. This clearly reflected transfer of many production activities to India and Vietnam in recent years. Overall, compared with 2008, the pattern of the spatial variation of DfG for most countries in the world in 2018 did not change significantly. This suggests that the negative impact of the 2008 global financial crisis has been quite long-lasting.
Figure 2. Spatial variations of the DfG in 1998, 2008 and 2018 under the HS4 scheme.

Second, let us focus on the regional spatial aggregation phenomena in Figure 2. That is, countries with smaller DfG are mainly concentrated in North America, Western Europe and Eastern Asia, while countries with larger DfG are mainly concentrated in Africa, South America, Western and Southern Asia. It is worth paying attention to the Eastern Asia represented by China, Japan and South Korea. In 1998, the DfG in this region was larger than USA and Germany. By 2008, this gap had shrunk substantially, and by 2018, the level of DfG in this region was already comparable to that in North America and Western Europe. By now, we can conclude that this aggregated region with smaller DfG represented by China, Japan and South Korea has been well formed. It is worth noting that these three
areas with fairly small DfG are very consistent with the description of “The world seems to have three interconnected production hubs for the extensive trade in parts and components” in the “Global Value Chain Development Report 2017—Measuring and Analyzing the Impact of GVCs on Economic Development”.

The pattern of DfG’s spatial variation suggests that DfG may be indicative of a country’s economic performance. To check this idea, we have examined the relationship between DfG and GDP (current dollars) from 1991 to 2019. The result is shown in Figure 3. We observe that DfG and the logarithm of GDP is strongly negatively correlated. This means that the larger the economic scale of a country, the smaller its DfG. In other words, the larger GDP a country has, the easier for the country to have the distribution of its RCA index to converge to a Gaussian distribution. This observation suggests that the level of specialization and division of labor is connected to the deviations from normality in the distribution of a country’s RCA index. Generally, the bigger a market (as characterized by GDP) is, the more its participants can specialize and the deeper the division of labor in the market can be achieved.

![Figure 3](image)

**Figure 3.** Regression analysis showing correlation between DfG and the logarithm of GDP in 1998, 2008 and 2019.

Finally, let us turn to discuss the dynamic evolution of the DfG for a few more or less arbitrarily chosen countries, including China, India, Australia and Zambia. The results are shown in Figure 4. We observe that China’s DfG basically monotonically decreases in most of the time. India has similar behavior, especially after 1999. In contrast, Australia’s DfG has largely been increasing most of the time, while the DfG for Zambia has been fluctuating. Considering that DfG is highly negatively correlated with the logarithm of GDP, we have good reason to conclude that DfG characterizes the trade as well as economic structure of a country to some degree. Therefore, we can associate the temporal variation of DfG for a country with the temporal evolution of its trade and economic structure, as a result of its effort in maintaining competitiveness in the world economy. In short, in general, DfG of a country must be expected to vary with time with trends, instead of being stationary.

### 3.2. DfG and Economic Complexity

Considering that the level of DfG is closely related to specialization and division of labor, it is necessary to examine the connection between DfG and economic complexity. Figure 5a–c show correlations between DfG and ECI in 1998, 2008 and 2019, respectively. Clearly, we observe that the DfG is very strongly negatively correlated with the ECI. This suggests that the higher level of economic complexity, the smaller the DfG. In other words, the higher level of economic complexity, the closer a country’s RCA index to a normal distribution. Therefore, relationships between the DfG and economic development and economic complexity reflect that a closer a country’s RCA index to a normal distribution, the higher degree of economic complexity and better economic performance of a country.
It is interesting to compare the Pearson correlation coefficient between DfG and the logarithm of GDP and that between ECI and the logarithm of GDP. Since the correlation coefficient for the former is negative but positive for the latter, it is more convenient to use the Pearson correlation coefficient between DfG and the logarithm of GDP in absolute value. The result for the comparison is shown in Figure 6, where the red curve denotes the absolute value of the correlation coefficient between DfG and the logarithm of GDP, and the blue curve is for the correlation coefficient between ECI and the logarithm of GDP. We observe that before the global financial crisis of 2008, the correlation coefficients between DfG and the logarithm of GDP, and between ECI and the logarithm of GDP, are comparable. However, after the global financial crisis, the correlation coefficients between DfG and the logarithm of GDP are persistently larger than those between ECI and the logarithm of GDP. The significance of this feature for designing better indicators of economic complexity will be further discussed in the last section.

Out of curiosity, we have examined whether DfG using import data is still strongly negatively correlated with the logarithm of GDP. The answer is positive. In fact, the correlation coefficient using import data is basically identical to that using export data. This interesting property however, is not shared by ECI—when using import data, whether we focus on adjacency matrices based on RCA ≥ 1 or RCA < 1, the computed “ECI” essentially has no correlation with the logarithm of GDP. This signifies that RCA ≥ 1 or RCA < 1 based on import data cannot be interpreted as that based on export data to have comparative advantage or disadvantage.
Figure 6. Variation of the Pearson correlation with time, where the red and the blue curves are for the absolute value of the correlation coefficient between DfG and the logarithm of GDP, and the correlation coefficient between ECI and the logarithm of GDP.

3.3. Regression and Causality Analysis

To understand more deeply the connection between DfG and economic development, we have employed the Pooled OLS model. The results are summarized in Table 1. Here, we select 60 countries which have continuous data from 1996 to 2019. We thus have a total of 1440 observations. We have first run a pooled OLS regression for the whole period. The results are shown in columns 1 to 3 of Table 1, where the 1st column is for the model with only DfG considered, the 2nd column for the results with only ECI considered, and the 3rd column for both DfG and ECI considered. We call these models 1–3. We observe that the regression coefficients for models 1–3 are significant at the 1% level. By comparing the columns 1 and 2, we find that DfG can explain 57.3 percent of the variance in GDP, while ECI accounts for 45.7 percent, as shown by the \( R^2 \) of the regression. This suggests that the explanatory power of DfG on GDP is stronger than that of ECI. After both DfG and ECI are considered, the model explains 58.7 percent of the variance in GDP, which is slightly better than model 1.

Table 1. Regression results for GDP, DfG and ECI.

| Variables | Model 1–3 (1996–2019) | Model 4–6 (1996–2007) | Model 7–9 (2008–2019) |
|-----------|-----------------------|-----------------------|-----------------------|
| ln GDP    | Model 1–3 (1996–2019) | Model 4–6 (1996–2007) | Model 7–9 (2008–2019) |
| ln GDP    | −18.97 *** (−43.95)   | −15.04 *** (−21.29)   | −16.88 *** (−14.34)   |
| ln GDP    | 1.26 *** (34.78)      | 0.37 *** (6.95)       | 0.14 ** (2.16)        |
| ln GDP    | 31.94 *** (221.73)    | 25.16 *** (593.36)    | 25.64 *** (437.45)    |
| ln GDP    | 30.48 *** (120.6)     | 31.75 *** (163.24)    | 31.64 *** (96.43)     |
| ln GDP    | 24.67 *** (442.62)    | 29.49 *** (86.8)      |                       |
| ln GDP    | 32.22 *** (171.91)    | 32.64 *** (437.45)    |                       |
| ln GDP    | 25.16 *** (593.36)    | 31.64 *** (96.43)     |                       |
| Constant  | 1.26 *** (34.78)      | 0.37 *** (6.95)       | 0.14 ** (2.16)        |
| Constant  | 31.94 *** (221.73)    | 25.16 *** (593.36)    | 25.64 *** (437.45)    |
| Constant  | 30.48 *** (120.6)     | 31.75 *** (163.24)    | 31.64 *** (96.43)     |
| Constant  | 24.67 *** (442.62)    | 29.49 *** (86.8)      |                       |
| Constant  | 32.22 *** (171.91)    | 32.64 *** (437.45)    |                       |
| Observations | 1440                  | 1440                  | 720                   |
| Adjusted R² | 0.573                | 0.457                | 0.605                 |
| F-Statistics | 1931.66              | 1209.56              | 551.22                |
| Prob > F     | 0.000                 | 0.000                 | 0.000                 |

1 Note: *** \( p < 0.01 \), ** \( p < 0.05 \).

Considering that DfG has a higher correlation with GDP than ECI since the global financial crisis of 2008, we have also divided the whole time period into two, one from the year 1996 to 2007, the other from 2008 to 2019. The results are shown in the columns 4–6 and 7–9 of Table 1, for the models 1–3 explained earlier. By comparing the results of regression models for these two groups, we find: (1) in both time periods DfG has a stronger explanatory power on the variance of GDP than ECI, (2) the explanatory power of DfG and ECI combined on the variance of GDP in first group is stronger that that of the second group. It is worth noting that ECI does not significantly improve the explanatory power of the model on the variance of GDP in these three scenarios of regression models, especially in the period after the global financial crisis of 2008. Therefore, DfG better explains the variance in GDP than ECI.
We have also performed a panel VAR analysis. LLC test indicates that the three variables with one period lag and trend are stationary. This allows us to estimate the coefficients of the system described by Equation (9) after the individual effects removed. Robustness test shows that the PVAR model is reasonable, as shown in Figure 7. Table 2 shows the results of the model with three variables, from the columns of which we find that the impact of ln GDP with one period lag on ln GDP, DfG and ECI are significant for all three different panel VARs, the impact of DfG with one period lag on DfG and ECI are significant, and the impact of ECI with one period lag on DfG and ECI are significant. However, impacts of DfG and ECI with one period lag on ln GDP are not significant. On the other hand, impact of DfG with one period lag on DfG is positive but negative on ECI, while the impacts of ECI with one period lag on both DfG and ECI are positive.

Table 2. Main results of a three-variables panel VAR.

| Response of | Response to |
|-------------|-------------|
| ln GDP<sub>(t−1)</sub> | ln GDP<sub>(t)</sub> | DfG<sub>(t−1)</sub> | ECI<sub>(t−1)</sub> |
| ln GDP<sub>(t)</sub> | 0.961 ***<sup>1</sup> | −0.313 | 0.027 |
| | (130.16) | (−1.40) | (0.6) |
| DfG<sub>(t)</sub> | −0.008 *** | 0.734 *** | 0.027 *** |
| | (−7.96) | (24.23) | (4.41) |
| ECI<sub>(t)</sub> | 0.292 *** | −4.864 *** | 0.874 *** |
| | (15.10) | (−8.31) | (7.43) |

Note: *** p < 0.01.

Finally, we have examined the statistical causality among the three variables based on PVAR by using panel Granger causality Wald test. The results are shown in Table 3. We
observe that the ln GDP is not the Granger cause of DfG and ECI at the 5% level, while the DfG and ECI are the Granger cause of ln GDP at the 1% level. This result is as anticipated.

### Table 3. Granger causality Wald tests for Panel VAR.

| Hypothesis                         | chi2  | df | Prob > chi2 |
|------------------------------------|-------|----|-------------|
| ln GDP does not Granger cause DfG  | 1.971 | 1  | 0.160       |
| ln GDP does not Granger cause ECI  | 0.365 | 1  | 0.546       |
| DfG does not Granger cause ln GDP  | 63.338| 1  | 0.000 ***   |
| DfG does not Granger cause ECI     | 19.434| 1  | 0.000 ***   |
| ECI does not Granger cause ln GDP  | 227.91| 1  | 0.000 ***   |
| ECI does not Granger cause DfG     | 69.104| 1  | 0.000 ***   |

*Note: *** p < 0.01.*

### 4. Discussion

Understanding the difference in economic development among countries or regions is a long-standing issue in economics. A crucial perspective to shed light on the issue is to evaluate competitiveness of a country in international trade as characterized by the RCA index. Although it is desirable to have a normally distributed RCA, empirical studies have often found the opposite. This discrepancy has stimulated a lot of researchers to develop alternative indices of the RCA index so that their distributions would be closer to Gaussian distributions. Yet, those efforts are not very successful. This calls for a deeper understanding of the significance of a normally distributed RCA index.

To gain insights into this issue, we have defined a quantity, DfG, based on the KS test, which quantifies the deviation of the distribution of a country’s RCA index from normality. We have found that the variations of DfG are characterized by spatiotemporal heterogeneity and regional spatial agglomeration. The spatiotemporal heterogeneity of the DfG refers to the significant differences in many countries’ DfG and their dynamic evolution. Regional spatial agglomeration of the DfG refers to that countries with smaller DfG are mainly concentrated in North America (represented by USA), Western Europe (represented by Germany), and Eastern Asia (represented by China, Japan and South Korea). Interestingly, these three areas are very consistent with the description of “The world seems to have three interconnected production hubs for the extensive trade in parts and components” in the “Global Value Chain Development Report 2017—Measuring and Analyzing the Impact of GVCs on Economic Development”. It suggests that the DfG has some connections with the development of GVCs. On the other hand, countries with larger DfG are mainly concentrated in Africa, South America, Western and Southern Asia.

The pattern of DfG’s spatial variation suggests that the DfG can act as a good indicator of a country’s economic performance. This is indeed so, as DfG is found to be strongly negatively related with both the logarithm of GDP and the ECI. Therefore, the closer the distribution of a country’s RCA index to a normal distribution, the higher degree of economic complexity and better economic performance of the country. This highlights the optimality of a country’s export when its RCA index follows a normal distribution, and provides a new perspective to understand the difference in economic development among countries or regions. Furthermore, we have found that the correlation coefficients between DfG and the logarithm of GDP are persistently larger than those between ECI and the logarithm of GDP after the 2008 global financial crisis. This is further corroborated by regression analysis which shows that DfG better explains the variance in GDP than ECI. Further Granger causality analysis shows that DfG and ECI are the Granger cause of ln GDP, but not the vice versa. It is worth emphasizing that Gaussianity is not a cause, it is more a consequence indicating economic development.

The last feature, that DfG is more strongly correlated with GDP than ECI, suggests an interesting way to improve characterization of economic complexity of a country. For this purpose, we need to first understand the meaning of the correlation between ECI and the logarithm of GDP. This is due to the strong correlation between export and GDP—ECI amounts to retaining only products with RCA equal to or greater than 1 and approximating
the amount of export by counting the number of products with \( \text{RCA} \geq 1 \). Our observation that after the 2008 global financial crisis, the correlation between \( \text{DiG} \) and GDP is stronger than that between \( \text{ECI} \) and GDP, can at least be partially attributed to the enhancement of the global participation in production chains, or simply, greater participation in global value chains (GVCs). Therefore, simply focusing on \( \text{RCA} \geq 1 \), which has been used in designing \( \text{ECI} \) and its variants, is no longer sufficient. In other words, information contained in products with \( \text{RCA} < 1 \) can no longer be simply discarded. Therefore, in future, it would be extremely interesting to develop a new economic complexity index by using \( \text{DiG} \) alone, or by combining \( \text{DiG} \) and \( \text{ECI} \) (or its variants).
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