CONNECTEDNESS AND LOCAL CUT POINTS OF GENERALIZED SIERPIŃSKI CARPETS
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Abstract. We investigate a homeomorphism problem on a class of self-similar sets called generalized Sierpiński carpets (or shortly GSCs). It follows from two well-known results by Hata and Whyburn that a connected GSC is homeomorphic to the standard Sierpiński carpet if and only if it has no local cut points. On the one hand, we show that to determine whether a given GSC is connected, it suffices to iterate the initial pattern twice. On the other hand, we obtain two criteria: (1) for a connected GSC to have cut points, (2) for a connected GSC with no cut points to have local cut points. With these two criteria, we characterize all GSCs that are homeomorphic to the standard Sierpiński carpet.

Our results on cut points and local cut points hold for Barański carpets, too. Moreover, we extend the connectedness result to Barański sponges. Thus, we also characterize when a Barański carpet is homeomorphic to the standard GSC.
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1. Introduction

An iterated function system, or shortly an IFS, is a family $\Phi = \{\varphi_1, \ldots, \varphi_m\}$ of contractions on the Euclidean space $\mathbb{R}^d$. A well-known theorem of Hutchinson [20] tells us that
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there is a unique non-empty compact set \( K \subset \mathbb{R}^d \) such that \( K = \bigcup_{i=1}^{m} \varphi_i(K) \). The set \( K \) is usually called the attractor of the IFS \( \Phi \). When the IFS consists of contracting similarity (resp. affine) maps, the attractor is called a self-similar (resp. self-affine) set.

There is a growing body of literature that studies the topology of attractors of given IFSs, especially self-similar or self-affine sets, in the last three decades. In [19], Hata explored topological properties of attractors of general IFSs including connectedness, path connectedness, local connectedness, end points, etc. Luo, Rao and Tan [29] studied the interior and boundary of planar self-similar sets generated by an IFS consisting of injective contractions and satisfying the open set condition. Hare and Sidorov [18] provided a detailed analysis on when a class of self-affine sets have non-empty interiors. For further work, please refer to [2, 21, 25, 28]. There are also a number of researches on basic topological properties of self-similar or self-affine tiles such as [12, 13, 24, 31, 37].

In general, the topology of a given attractor can be quite complicated. A natural and perhaps one of the simplest question is: When is the attractor connected? In [19], Hata proved the following criterion: The connectedness of the attractor and the associated Hata graph are equivalent.

**Definition 1.1** ([19]). Let \( \Phi = \{ \varphi_1, \ldots, \varphi_m \} \) be an IFS on \( \mathbb{R}^d \) and let \( K \) be its attractor. The Hata graph associated with \( \Phi \) is defined as follows. The vertex set is the index set \( \Lambda := \{1, \ldots, m\} \), and there is an edge joining \( i, j \in \Lambda \) (\( i \neq j \)) if and only if \( \varphi_i(K) \cap \varphi_j(K) \neq \emptyset \).

Another one of the most fundamental question concerning the topology of fractal sets is: when are two given fractal sets homeomorphic? Generally this is a challenging problem and there are few existing results. A pioneer theorem was provided by Whyburn in 1958. Recall that given a connected space \( X \), a point \( x \in X \) is called a cut point of \( X \) if \( X \setminus \{x\} \) is no longer connected, and is called a local cut point of \( X \) if \( x \) is the cut point of some connected neighborhood of itself.

**Theorem 1.2** ([38]). A metric space is homeomorphic to the standard Sierpiński carpet if and only if it is a planar continuum of topological dimension 1 that is locally connected and has no local cut points.

Here a set \( X \) is called planar if it is homeomorphic to a subset of \( \mathbb{R}^2 \).

In this paper, we will focus on one of the most classical classes of self-similar sets called generalized Sierpiński carpets. Let \( N \geq 2 \) and let \( \mathcal{D} \subset \{0, 1, \ldots, N-1\}^2 \) be a non-empty digit set with \( 1 < |\mathcal{D}| < N^2 \) (to avoid trivial cases), where \( |\mathcal{D}| \) denotes the cardinality of \( \mathcal{D} \). For each \( i \in \{0, 1, \ldots, N-1\}^2 \), define a similarity map \( \varphi_i \) by

\[
\varphi_i(x) = \frac{1}{N}(x + i), \quad x \in \mathbb{R}^2.
\]

We call the self-similar attractor \( F = F(N, \mathcal{D}) \) of the IFS \( \{ \varphi_i : i \in \mathcal{D} \} \) a generalized Sierpiński carpet (or shortly a GSC). In some recent papers such as [23, 32, 33], \( F(N, \mathcal{D}) \) is also called a fractal square. Figure 1 depicts the standard Sierpiński carpet where \( N = 3 \) and \( \mathcal{D} = \{0, 1, 2\}^2 \setminus \{(1, 1)\} \). It is well-known that GSCs can also be generated in a geometric way by first dividing the unit square \([0, 1]^2\) into an \( N \times N \) grid, selecting a subset of squares formed by the grid (usually called the initial pattern) and then repeatedly substituting the initial pattern on each of the selected square. For convenience, we write \( Q_0 = [0, 1]^2 \) and
recursively define

\[ Q_n = \bigcup_{i \in \mathcal{D}} \varphi_i(Q_{n-1}), \quad n \in \mathbb{Z}^+. \]

In particular, \( Q_1 \) is just the initial pattern. Note that \( \{Q_n\}_{n=0}^\infty \) forms a decreasing sequence of compact sets and \( F = \bigcap_{n=0}^\infty Q_n \).

![Figure 1. The standard Sierpiński carpet](image)

There are many works related with topological properties of GSCs in various fields of fractals, including analysis on fractals \([5, 6, 22]\), quasisymmetric equivalence \([8, 9]\), Lipschitz equivalence \([26, 33, 39, 40]\) and the behaviour of their connected components \([15, 23, 40, 41]\). In particular, Lau et al. provided a characterization together with a checkable algorithm on totally disconnected GSCs in \([23]\).

The main goal of this paper attempts to determine when a given GSC is homeomorphic to the standard Sierpiński carpet. Note that a connected GSC is always a planar continuum (i.e., connected and compact) of topological dimension 1, and a result in Hata \([19]\) tells us that it is locally connected (one can also see \([21, \text{Proposition 1.6.4}]\) for a proof). Thus a GSC is homeomorphic to the standard Sierpiński carpet if and only if it is connected and has no local cut points. For the connectedness, we find an effective criterion based on the Hata’s criterion. For the existence of local cut points, we first characterize the existence of cut points of connected GSCs, and then turn to those who have no cut points but local cut points.

We remark that it might be of independent interest to study the existence of cut points of connected GSCs. For example, cut points play an important role in the bi-Lipschitz classification of GSCs in a recent work \([33]\) of Ruan and Wang. One can also refer to \([1, 14, 27]\) for relevant studies on cut points of fractal sets.

Before stating our results, let us introduce several notations. As a matter of convenience, we regard the digit set \( \mathcal{D} \) as the index set of the IFS \( \{\varphi_i : i \in \mathcal{D}\} \) instead of enumerating it by \( \varphi_1, \ldots, \varphi_{|\mathcal{D}|} \), where we denote by \(|A|\) the cardinality of a set \( A \). Under this setting, we list the following commonly used notations.

1. For \( k \in \mathbb{Z}^+ \), \( \mathcal{D}^k := \{i = i_1 \cdots i_k : i_1, \ldots, i_k \in \mathcal{D}\} \). Let \( \mathcal{D}^0 = \{\emptyset\} \). We call \( \emptyset \) the empty word. For \( k \geq 0 \) and \( i \in \mathcal{D}^k \), we call \( i \) a word of length \(|i| := k\).
2. \( \mathcal{D}^* := \bigcup_{k=1}^\infty \mathcal{D}^k \) and \( \mathcal{D}^\infty := \{i_1i_2 \cdots : i_j \in \mathcal{D} \text{ for all } j \in \mathbb{Z}^+\} \).
3. For \( 1 \leq k \leq n \) and \( i = i_1 \cdots i_n \in \mathcal{D}^n \), \( i|_k := i_1 \cdots i_k \) stands for its prefix of length \( k \).
   For \( i \in \mathcal{D}^\infty \) and \( k \geq 1 \), \( i|_k \) is similarly defined.
4. For \( i, j \in \mathcal{D}^* \), we write \( i \prec j \) if \( i \) is a prefix of \( j \).
5. For \( i \in \mathcal{D}^* \) and \( k \in \mathbb{Z}^+ \), \( i\mathcal{D}^k := \{ij : j \in \mathcal{D}^k\} \).
(6) For $k \geq 1$ and $i = i_1 \cdots i_k \in D^k$, $\varphi_i := \varphi_{i_1} \circ \cdots \circ \varphi_{i_k}$. Define $\varphi_\emptyset$ to be the identity map. Denote by $\varphi_j^k$ the $k$-fold composition of $\varphi_j$ for all $j \in D^\ast$.

It turns out that the existence of cut points of GSCs is closely related to structures of a sequence of associated “Hata graphs”.

**Definition 1.3.** Let $F = F(N, D)$ be a GSC. For $k \geq 1$, the $k$-th Hata graph $\Gamma_k = \Gamma_k(N, D)$ of $F$ is defined as follows. The vertex set is $D^k$, and there is an edge joining $i, j \in D^k$ ($i \neq j$) if and only if $\varphi_i(F) \cap \varphi_j(F) \neq \emptyset$.

The Hata graph sequence has been used in previous literature. Please see [21, 27, 36, 37] for examples. It is clear that the Hata graph defined in Definition 1.1 is just $\Gamma_1$. Moreover, since $F = \bigcup_{i \in D^k} \varphi_i(F)$, if $F$ is connected then $\Gamma_k$ is connected for all $k$.

Given a graph $G = (V, E)$ and a vertex $v \in V$, we denote by $G - \{v\}$ the subgraph of $G$ such that its vertex set is $V \setminus \{v\}$, and its edge set is the subset of $E$ by deleting all edges incident with $v$. We call $v$ a cut vertex of $G$ if the subgraph $G - \{v\}$ is disconnected.

**Definition 1.4.** Let $G = (V, E)$ be a connected graph. Given a cut vertex $v \in V$ of $G$, let $G_1(v), \ldots, G_m(v)$ be all connected components of $G - \{v\}$ with $|G_1(v)| \geq |G_2(v)| \geq \cdots \geq |G_m(v)|$, where $|G_i(v)|$ is the number of vertices in $G_i(v)$, $1 \leq i \leq m$. We define $\chi(G) = \max\{|G_2(v)| : v \text{ is a cut vertex of } G\}$ if $G$ has cut vertices, and $\chi(G) = 0$ if $G$ has no cut vertices.

The following two theorems are main results of this paper.

**Theorem 1.5.** A connected GSC $F = F(N, D)$ has cut points if and only if $\chi(\Gamma_k) \geq |D|^{k-1} - 1$ for all $k \geq 2$.

**Theorem 1.6.** Let $F = F(N, D)$ be a connected GSC with no cut points. Then $F$ contains local cut points if and only if there are disjoint subsets $I, J$ of $D^n$ for $n = 1$ or $n = 2$ such that the following conditions hold:

1. $(\bigcup_{i \in I} \varphi_i(F)) \cap (\bigcup_{i \in J} \varphi_i(F))$ is a singleton, denoted by $\{x\}$;
2. $I \cup J = \{i \in D^n : x \in \varphi_i(F)\}$.

We remark that Theorem 1.5 can be improved as follows: A connected GSC $F = F(N, D)$ has cut points if and only if $\chi(\Gamma_k) \geq |D|^{k-1} - 1$ for all $2 \leq k \leq 3^8 + 4$. However, the proof is very technical so we decide to present it in another paper [34].

**Example 1.7.** Let $F = F(6, D)$ be the GSC as in Figure 2. By using the algorithms in Section 2 or Section 6, one can easily draw the associated Hata graphs and see that $\chi(\Gamma_1) = 10$ and $\chi(\Gamma_2) = \chi(\Gamma_3) = 35$. So $\chi(\Gamma_3) < 25^2 - 1 = |D|^2 - 1$ and hence it has no cut points.

**Example 1.8.** Let $F = F(4, D)$ be the GSC as in Figure 3. Write $i = (3, 0)$ and $\omega_k = (3, 0)(0, 3) \cdots (0, 3)$. It is not hard to see that

$$\chi(\Gamma_k) = |iD^{k-1} \setminus \{\omega_k\}| = |D|^{k-1} - 1, \quad k \geq 2,$$

and $(\frac{3}{4}, \frac{1}{4})$, which is the unique element in the singleton $\bigcap_{k=1}^{\infty} \varphi_{\omega_k}([0, 1]^2)$, is a cut point of $F$. For $N \geq 5$, such examples can be constructed similarly. In particular, the lower bound in Theorem 1.5 is sharp.
As a direct consequence of Theorem 1.5, we have the following easily checked sufficient condition on connected GSCs with no cut points.

**Corollary 1.9.** A connected GSC \( F(N,D) \) has no cut points if \( \chi(\Gamma_2) < |D| - 1 \).

For finitely ramified fractals, Bandt and Retta showed that if \( \Gamma_2 \) has no cut vertices, then the corresponding fractal has no cut points (see [3, Proposition 2.1]). Our corollary is a more general result in the GSC setting. It is also noteworthy that there does exist some connected GSC (e.g., the one in Figure 3) such that \( \Gamma_1 \) has no cut vertices while \( F(N,D) \) has cut points.

Now let us explain the rough idea to prove Theorem 1.5. To determine the existence of cut points, we divide the collection of all connected GSCs into the following two types and treat them in different ways.

**Definition 1.10.** A connected GSC \( F = F(N,D) \) is called *fragile* if there is a decomposition of \( D \), say \( D = D_1 \cup D_2 \) with \( D_1 \cap D_2 = \emptyset \), such that the intersection

\[
\left( \bigcup_{i \in D_1} \varphi_i(F) \right) \cap \left( \bigcup_{i \in D_2} \varphi_i(F) \right) = \{ c \}
\]

is a singleton. The GSC \( F \) is called *non-fragile* if it is not fragile.
For example, let \( F = F(4, \mathcal{D}) \) be the GSC as in Figure 3. Writing \( \mathcal{D}_1 = \{(3, 0)\} \) and \( \mathcal{D}_2 = \mathcal{D} \setminus \mathcal{D}_1 \),

\[
\left( \bigcup_{i \in \mathcal{D}_1} \varphi_i(F) \right) \cap \left( \bigcup_{i \in \mathcal{D}_2} \varphi_i(F) \right) = \{(3/4, 1/4)\}
\]

and hence \( F \) is fragile. It is easy to see that a fragile GSC always has cut points. More precisely, the unique point in the singleton in (1.2) should be a cut point (see Section 3).

On the other hand, the lower bound in Theorem 1.5 is not hard to show for fragile GSCs (see Proposition 3.3).

Things become much more challenging in the non-fragile case. Fortunately, by a delicate analysis, we have the following theorem.

**Theorem 1.11.** A non-fragile connected GSC \( F = F(N, \mathcal{D}) \) has cut points if and only if \( \chi(\Gamma_k) \geq |\mathcal{D}|^{k-1} \) for all \( k \geq 2 \). Moreover, if there exists \( k_0 \geq 2 \) such that \( \chi(\Gamma_k) \geq |\mathcal{D}|^{k-1} \) for all \( k \geq k_0 \), then \( F \) has cut points.

Combining the results in fragile and non-fragile cases, we can prove Theorem 1.5.

**Proof of Theorem 1.5.** The “only if” part follows from Proposition 3.3 and Theorem 1.11 directly. For the “if” part, since a fragile connected GSC has cut points, we can assume by Proposition 3.11 that \( F \) is non-fragile and \( \chi(\Gamma_k) \geq |\mathcal{D}|^{k-1} \) for all \( k \geq 3 \). Then we can see by Theorem 1.11 that \( F \) has cut points.

For the connectedness problem, we prove the following interesting result. Recall that Barański sponges serve as a self-affine and higher dimensional generalization of GSCs. For a rigorous definition, please see Section 6.

**Theorem 1.12.** A Barański sponge \( K \) in \( \mathbb{R}^d \) is connected if and only if \( Q_{d+1} \) is connected.

Notice that both of the criteria on the connectedness and the existence of cut points are based on the associated Hata graph sequence. In this paper, we also provide an effective method to draw the Hata graph sequence of GSCs and Barański sponges (please see Section 2 and Theorem 6.8).

Let us remark here that in an earlier paper [10], Cristea and Steinsky studied the connectedness problem of GSCs under a more general setting: The pattern of selected squares is allowed to change during the iteration process. They constructed a sequence of graphs and showed that the limit set is connected if and only if every graph in this sequence is connected. However, they did not tell us how many iterations we need to determine the connectedness of the carpet when there is only one pattern.

Finally, we investigate the cardinality of the digit set of a given connected GSC. A better lower bound of \( \chi(\Gamma_k) \) is also presented for non-fragile connected GSCs with cut points.

**Theorem 1.13.** Let \( N \geq 2 \) and let \( F = F(N, \mathcal{D}) \) be a connected GSC with \( |\mathcal{D}| > N \). Then \( |\mathcal{D}| \geq 2N - 1 \). Conversely, for every integer \( k \geq 2N - 1 \) or \( k = N \), there is a digit set \( \mathcal{D} \) with \( |\mathcal{D}| = k \) such that \( F = F(N, \mathcal{D}) \) is connected.

**Proposition 1.14.** Let \( F = F(N, \mathcal{D}) \) be a non-fragile connected GSC with cut points. Then \( \chi(\Gamma_k) \geq |\mathcal{D}|^{k-1} + |\mathcal{D}|^{k-3} \) for \( k \geq 3 \).

This paper is organized as follows. In Section 2, we give a characterization of connected GSCs. In Section 3, we prove the sharp lower bound estimate of \( \chi(\Gamma_k) \) for the fragile case.
Furthermore, we obtain several sufficient conditions for a connected GSC to be fragile. Sections 4 is devoted to treating non-fragile case and proving Theorem 1.11. In Section 5, we turn to local cut points and prove Theorem 1.6. In Section 6, we explain that our results hold for Barański carpets. In particular, we discuss the connectedness of Barański sponges and prove Theorem 1.12. We also present an effective method to draw the associated Hata graph sequence. The proofs of Theorem 1.13 and Proposition 1.14 are given in Section 7.

2. Connectedness of GSCs

In this section, we deal with the connectedness problem of GSCs. The following result is a special case of the aforementioned Hata’s criterion.

Lemma 2.1 ([19]). A GSC \( F = F(N, \mathcal{D}) \) is connected if and only if for every pair of \( i, i' \in \mathcal{D} \), there exists \( \{i_k\}_{k=1}^n \subset \mathcal{D} \) such that \( i_1 = i, i_n = i' \) and \( \varphi_{i_k}(F) \cap \varphi_{i_{k+1}}(F) \neq \emptyset \) for all \( 1 \leq k \leq n - 1 \).

In the following, we shall take a step further by characterizing when \( \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset \) and provide a simpler criterion with the aid of that. Write \( i = (a, b) \) and \( i' = (a', b') \). Since \( F \subset [0, 1]^2 \), it is easy to see that
\[
\varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset \iff \varphi_i([0, 1]^2) \cap \varphi_{i'}([0, 1]^2) \neq \emptyset
\]
\[
\iff ([a, a + 1] \times [b, b + 1]) \cap ([a', a' + 1] \times [b', b' + 1]) \neq \emptyset
\]
\[
\iff |a - a'| \leq 1 \text{ and } |b - b'| \leq 1.
\]
Hence it suffices to consider the following four cases (we may of course assume that \( i \neq i' \)). Recall the notation \( Q_n \) from (1.1).

Case 1. \( i - i' = \pm(1, 1) \). In this case (please see Figure 4(A) for an illustration), we claim that the following four statements are mutually equivalent:
\[
(1) \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset; \quad (2) \varphi_i(Q_1) \cap \varphi_{i'}(Q_1) \neq \emptyset;
\]
\[
(3) (0, 0), (N - 1, N - 1) \in \mathcal{D}; \quad (4) (N - 1, N - 1) \in \mathcal{D} - \mathcal{D}.
\]
Without loss of generality, assume that \( i - i' = (1, 1) \). Firstly, it follows immediately from \( F \subset Q_1 \) that (1) \( \implies \) (2). For (2) \( \implies \) (3), note that
\[
\varphi_i([0, 1]^2) \cap \varphi_{i'}([0, 1]^2) = \{\varphi_i((0, 0))\} = \{\varphi_{i'}((1, 1))\}.
\]
Since \( Q_1 \subset [0, 1]^2 \), (2) implies that \( (0, 0), (1, 1) \in Q_1 \) and hence \( (0, 0), (N - 1, N - 1) \in \mathcal{D} \). For (3) \( \implies \) (1), note that \( (0, 0), (N - 1, N - 1) \in \mathcal{D} \) implies for all \( k \geq 1 \),
\[
\{0, 0\} = \bigcap_{k=1}^\infty \varphi_{(0, 0)}^k([0, 1]^2) \subset F, \quad \{1, 1\} = \bigcap_{k=1}^\infty \varphi_{(N - 1, N - 1)}^k([0, 1]^2) \subset F.
\]
Letting \( x = \varphi_i((0, 0)) = \varphi_{i'}((1, 1)) \), we see that \( x \in \varphi_i(F) \cap \varphi_{i'}(F) \) and hence (1) holds. Finally, it is clear that (3) \( \iff \) (4).

Case 2. \( i - i' = \pm(1, -1) \). Similarly as above, we have the following mutually equivalent statements:
\[
(1) \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset; \quad (2) \varphi_i(Q_1) \cap \varphi_{i'}(Q_1) \neq \emptyset;
\]
\[
(3) (0, N - 1), (N - 1, 0) \in \mathcal{D}; \quad (4) (N - 1, -(N - 1)) \in \mathcal{D} - \mathcal{D}.
\]
Please see Figure 4(B) for an illustration.
Case 3. $i - i' = \pm (1, 0)$. In this case, $\varphi_i(Q_n) \cap \varphi_{i'}(Q_n)$ is a scaled copy of some translation of $Q_n \cap (Q_n + (1, 0))$ for all $n$. In particular, $\varphi_i([0, 1]^2) \cap \varphi_{i'}([0, 1]^2)$ is a line segment (which is the common side of the two squares). Moreover, $\varphi_i(Q_1) \cap \varphi_{i'}(Q_1) \neq \emptyset$ if and only if at least one of the following happens (Please see Figure 5 for illustration):

1. There is some $0 \leq k \leq N - 1$ such that $(N - 1, k), (0, k) \in \mathcal{D}$.
2. There is some $0 \leq k \leq N - 1$ such that $(N - 1, k), (0, k + 1) \in \mathcal{D}$.
3. There is some $0 \leq k \leq N - 1$ such that $(N - 1, k + 1), (0, k) \in \mathcal{D}$.

Subcase 3.1. (1) holds. In this subcase, note that

$$\bigcap_{n=1}^{\infty} \varphi_{(N-1,k)}^n([0,1]^2) = \left\{ \left(1, \sum_{n=1}^{\infty} \frac{k}{N^n} \right) \right\} = (1, 0) + \left\{ \left(0, \sum_{n=1}^{\infty} \frac{k}{N^n} \right) \right\} = (1, 0) + \bigcap_{n=1}^{\infty} \varphi_{(0,k)}^n([0,1]^2),$$

implying that $F \cap (F + (1, 0))$ contains $(1, \sum_{n=1}^{\infty} \frac{k}{N^n})$. So $\varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset$ since it is a scaled copy of $F \cap (F + (1, 0))$. Note that (1) holds if and only if $(N - 1, 0) \in \mathcal{D} - \mathcal{D}$. Thus

$$(1) \iff (N - 1, 0) \in \mathcal{D} - \mathcal{D} \implies \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset.$$

Subcase 3.2. (1) fails but one of (2) and (3) holds. In this subcase, if $Q_2 \cap (Q_2 + (1, 0)) \neq \emptyset$ (equivalently, $\varphi_i(Q_2) \cap \varphi_{i'}(Q_2) \neq \emptyset$), then either (2) holds and $\{(0, 0), (N - 1, N - 1)\} \subset \mathcal{D}$ (see Figure 5(B)), or (3) holds and $\{(0, N - 1), (N - 1, 0)\} \subset \mathcal{D}$ (see Figure 5(C)).

Subcase 3.2.1 (2) holds and $\{(0, 0), (N - 1, N - 1)\} \subset \mathcal{D}$. Equivalently, $\{(N - 1, -1), (N - 1, N - 1)\} \subset \mathcal{D} - \mathcal{D}$. Then

$$\bigcap_{n=1}^{\infty} \varphi_{(N-1,k)} \circ \varphi_{(N-1,N-1)}^n([0,1]^2) = \left\{ \left(1, \frac{k+1}{N} \right) \right\} = (1, 0) + \left\{ \left(0, \frac{k+1}{N} \right) \right\} = (1, 0) + \bigcap_{n=1}^{\infty} \varphi_{(0,k+1)} \circ \varphi_{(0,0)}^n([0,1]^2),$$
implying that \( F \cap (F + (1, 0)) \neq \emptyset \) (equivalently, \( \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset \)).

Subcase 3.2.2. (3) holds and \( \{(0, N-1), (N-1, 0)\} \subseteq \mathcal{D} \). Equivalently, \( \{(N-1, 1), (N-1, -(N-1))\} \subseteq \mathcal{D} - \mathcal{D} \). We can show as in Subcase 3.2.1 that \( \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset \).

Combining above discussions, we see that in Case 3, \( \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset \iff \varphi_i(Q_2) \cap \varphi_{i'}(Q_2) \neq \emptyset \iff \) at least one of the following sets is contained in \( \mathcal{D} - \mathcal{D} \):

\[
\{(N-1, 0)\}, \{(N-1, -1), (N-1, N-1)\}, \{(N-1, 1), (N-1, -(N-1))\}.
\]

Case 4. \( i - i' = \pm (0, 1) \). Similarly as in Case 3, we have in this case that \( \varphi_i(F) \cap \varphi_{i'}(F) \neq \emptyset \iff \varphi_i(Q_2) \cap \varphi_{i'}(Q_2) \neq \emptyset \iff \) at least one of the following sets is contained in \( \mathcal{D} - \mathcal{D} \):

\[
\{(0, N-1)\}, \{(-1, N-1), (N-1, N-1)\}, \{(N-1, 1), (N-1, -(N-1))\}.
\]

The above analysis enables us to draw the associated Hata graph (by computer) as follows. Recall that the vertex set consists of elements of \( \mathcal{D} \). Moreover, we add an edge joining \( i, i' \in \mathcal{D} \) if and only if one of the followings holds:

1. \( i - i' = \pm (1, 1) \) and \( (N - 1, N - 1) \in \mathcal{D} - \mathcal{D} \);
2. \( i - i' = \pm (1, -1) \) and \( (N - 1, -(N - 1)) \in \mathcal{D} - \mathcal{D} \);
3. \( i - i' = \pm (1, 0) \) and at least one of the following sets is contained in \( \mathcal{D} - \mathcal{D} \):
   \[
   \{(N-1, 0)\}, \{(N-1, -1), (N-1, N-1)\}, \{(N-1, 1), (N-1, -(N-1))\};
   \]
4. \( i - i' = \pm (0, 1) \) and at least one of the following sets is contained in \( \mathcal{D} - \mathcal{D} \):
   \[
   \{(0, N-1)\}, \{(-1, N-1), (N-1, N-1)\}, \{(N-1, 1), (N-1, -(N-1))\}.
   \]

Moreover, it suffices to iterate the initial pattern twice to check the connectedness.

**Theorem 2.2.** Let \( F = F(N, \mathcal{D}) \) be a GSC. Then \( F \) is connected \( \iff \) \( Q_3 \) is connected.

**Proof.** The \( \implies \) part follows from monotonicity. For the \( \impliedby \) part, suppose \( Q_3 \) is connected. Notice that \( Q_3 = \bigcup_{i \in \mathcal{D}} \varphi_i(Q_2) \) is a finite union of compact sets. Thus for each pair of \( i, i' \in \mathcal{D} \), we can find a sequence \( \{i_k\}_{k=1}^m \subseteq \mathcal{D} \) such that \( i_1 = i, i_m = i' \) and \( \varphi_{i_k}(Q_2) \cap \varphi_{i_{k+1}}(Q_2) \neq \emptyset \) for all \( 1 \leq k \leq m - 1 \). Recall from the previous discussion that

\[
\varphi_{i_k}(Q_2) \cap \varphi_{i_{k+1}}(Q_2) \neq \emptyset \iff \varphi_{i_k}(F) \cap \varphi_{i_{k+1}}(F) \neq \emptyset.
\]

It then follows from Lemma 2.1 that \( F \) is connected. \( \square \)

**Example 2.3.** In Figure 6, we present a disconnected GSC \( F = F(N, \mathcal{D}) \) where \( N = 3 \) and \( \mathcal{D} = \{(0, 0), (1, 0), (1, 1), (1, 2), (2, 1)\} \). It is easy to see that \( Q_2 \) is connected. So one cannot hope to determine the connectedness of all GSCs by iterating the initial pattern only once.

3. **Cut points of fragile connected GSCs**

Let \( F = F(N, \mathcal{D}) \) be a connected GSC and let \( \{\Gamma_n\}_{n=1}^\infty \) be the associated Hata graph sequence. First, we show that fragile connected GSCs always have cut points.

**Lemma 3.1.** Let \( X = A \cup B \) be a connected topological space, where \( A, B \) are both closed sets containing at least two points. If \( A \cap B = \{x\} \) then \( x \) is a cut point of \( X \).

**Proof.** For simplicity, we write \( Y = X \setminus \{x\}, U = A \setminus \{x\} \) and \( V = B \setminus \{x\} \). Then \( U, V \) are disjoint non-empty sets and \( Y = U \cup V \). Since \( A \) is closed, \( U = A \cap Y \) is a closed subset of the topological space \( Y \). Similarly, \( V \) is also a closed subset of \( Y \). Since both of them are non-empty and \( U \cap V = \emptyset \), \( Y = U \cup V \) is disconnected, i.e., \( x \) is a cut point of \( X \). \( \square \)
Figure 6. A disconnected GSC. From left to right: the initial pattern, $Q_2$ and the GSC.

Note that if $F$ is fragile then we can decompose $D$ as $D = D_1 \cup D_2$ such that

$$\bigcup_{i \in D_1} \varphi_i(F) \cap \bigcup_{i \in D_2} \varphi_i(F) = \{x\}$$

for some $x \in F$. It follows immediately from the above lemma that $x$ is a cut point of $F$. So a fragile GSC has at least one cut point.

The following observation is useful to determine the fragility of GSCs.

**Proposition 3.2.** Suppose that there is some $m \geq 1$ such that $D^m$ can be decomposed as $D^m = I \cup J$ with $I \cap J = \emptyset$ and

$$\bigcup_{i \in I} \varphi_i(F) \cap \bigcup_{i \in J} \varphi_i(F) = \{x\}$$

for some $x \in F$. Then $F$ is fragile.

**Proof.** Let $m_*$ be the smallest positive integer such that $D^{m_*}$ has a decomposition as above. It suffices to show that $m_* = 1$. Suppose $m_* > 1$. We first claim that there is some $\omega \in D^{m_* - 1}$ such that $\omega D \cap I \neq \emptyset$ and $\omega D \cap J \neq \emptyset$. Otherwise, for every $\omega \in D^{m_* - 1}$, we have either $\omega D \subset I$ or $\omega D \subset J$. Then letting $I' = \{\omega \in D^{m_* - 1} : \omega D \subset I\}$ and $J' = \{\omega \in D^{m_* - 1} : \omega D \subset J\}$, we see that $I' \cap J' = \emptyset$ and

$$\bigcup_{i \in I'} \varphi_i(F) \cap \bigcup_{i \in J'} \varphi_i(F) = \bigcup_{i \in I} \varphi_i(F) \cap \bigcup_{i \in J} \varphi_i(F) = \{x\}.$$

So $D^{m_* - 1}$ has such a decomposition and this contradicts the minimality of $m_*$. So there is a word $\omega \in D^{m_* - 1}$ as claimed above. Letting $D_1 = \{i \in D : \omega i \in I\}$ and $D_2 = \{i \in D : \omega i \in J\}$, we see that both of $D_1, D_2$ are non-empty and $D_1 \cup D_2 = D$. Since $\varphi_\omega(F)$ is connected,

$$\emptyset \neq \bigcup_{i \in D_1} \varphi_{\omega i}(F) \cap \bigcup_{i \in D_2} \varphi_{\omega i}(F) \subset \bigcup_{i \in I} \varphi_i(F) \cap \bigcup_{i \in J} \varphi_i(F) = \{x\}.$$

Hence $(\bigcup_{i \in D_1} \varphi_{\omega i}(F)) \cap (\bigcup_{i \in D_2} \varphi_{\omega i}(F)) = \{x\}$, which implies that

$$\bigcup_{i \in D_1} \varphi_i(F) \cap \bigcup_{i \in D_2} \varphi_i(F) = \{\varphi_\omega^{-1}(x)\}.$$

So $F$ is fragile. \hfill \Box

Next we prove the lower estimate of $\chi(\Gamma_k)$ for fragile GSCs.
Proposition 3.3. Let $F = F(N, D)$ be a fragile connected GSC. Then $\chi(\Gamma_k) \geq |D|^{k-1} - 1$ for all $k \geq 2$.

Proof. Since $F$ is fragile, we can find some $x \in F$ and a decomposition of $D$, namely $D = D_1 \cup D_2$, such that (3.1) holds. Fix any $k \geq 2$. Letting $D_\ell D^{k-1} = \{ij : i \in D_\ell, j \in D^{k-1}\}$, $\ell = 1, 2$, we have

$$\tag{3.2} \bigcup_{j \in D_1 D^{k-1}} \varphi_j(F) \cap \bigcup_{j \in D_2 D^{k-1}} \varphi_j(F) = \{x\}.$$ 

Write $\Omega_k(x) = \{i \in D^k : x \in \varphi_i(F)\}$. By the above identity, it is clear that $|D_1 D^{k-1} \cap \Omega_k(x)| \geq 1$ for $\ell = 1, 2$ and for every $k \geq 2$.

We claim that one of $|D_1 D^{k-1} \cap \Omega_k(x)|$, $\ell = 1, 2$, equals 1. Otherwise, there are $i_*, j_* \in D_1 D^{k-1}$ and $i^*, j^* \in D_2 D^{k-1}$ with $x \in \bigcap_{t \in \{i_* j_*, i^* j^*\}} \varphi_t(F)$. Without loss of generality, assume that these cells locate as in Figure 7, where $x$ is the common vertex of the four corresponding level-$k$ cells. Thus $\{(0,0), (1,0), (0,1), (1,1)\} \subset F$. Then it is easy to see that $\varphi_{i_*}(F) \cap \varphi_{j_*}(F)$ contains more than one point, which contradicts (3.2) and hence proves the claim.

![Figure 7](image)

**Figure 7.** The center point is the common vertex of the four level-$k$ cells.

Here and afterwards, we will typically use words like $i, i$, etc. to illustrate the corresponding squares or cells.

By our claim, we may assume that $|D_1 D^{k-1} \cap \Omega_k(x)| = 1$, say $D_1 D^{k-1} \cap \Omega_k(x) = \{\omega_k\}$. Noting that

$$x \notin \bigcup_{j \in D_1 D^{k-1} \setminus \Omega_k(x)} \varphi_j(F) = \bigcup_{j \in D_1 D^{k-1} \setminus \{\omega_k\}} \varphi_j(F),$$ 

we have by (3.1) that

$$\bigcup_{j \in D_1 D^{k-1} \setminus \{\omega_k\}} \varphi_j(F) \cap \bigcup_{j \in D_2 D^{k-1}} \varphi_j(F) \subset \bigcup_{i \in D_1} \varphi_i(F) \setminus \{x\} \cap \bigcup_{i \in D_2} \varphi_i(F) = \emptyset.$$ 

Since $\bigcup_{j \in D \setminus \{\omega_k\}} \varphi_j(F)$ is the union of the above two sets (which are both non-empty and compact), it is disconnected. So $\omega_k$ is a cut vertex of $\Gamma_k$ and

$$\chi(\Gamma_k) \geq \min\{|D_1 D^{k-1} \setminus \{\omega_k\}|, |D_2 D^{k-1}|\} \geq |D|^{k-1} - 1.$$ 

In order to find an effective way to determine whether a given GSC is fragile, we build a labelling system on the edge set of $\Gamma_1$.

**Definition 3.4** (Labelled 1-st Hata graph). Given any edge in $\Gamma_1$, it is labelled “$x$” (some point in $F$) if and only if its two endvertices, say $i$ and $j$, satisfy that $\varphi_i(F) \cap \varphi_j(F) = \{x\}$. 


Example 3.5. Figure 8 depicts a GSC with its initial pattern and the labelled 1-st Hata graph (in which \(a = (\frac{1}{2}, \frac{2}{3})\), \(b = (\frac{7}{6}, \frac{1}{3})\), \(c = (\frac{2}{5}, \frac{4}{3})\) and \(d = (\frac{7}{6}, \frac{1}{3})\)). Note that \(F\) is fragile since

\[
\varphi_{(1,2)}(F) \cap \left( \bigcup_{i \in D \setminus \{(1,2)\}} \varphi_i(F) \right) = \{a\}.
\]

![Figure 8. A GSC and the associated labelled 1-st Hata graph](image)

Theorem 3.6. A connected GSC \(F\) is fragile if and only if there is some \(x \in F\) such that if we delete all the edges labelled by “\(x\)" in the associated labelled 1-st Hata graph then the remaining subgraph is no longer connected.

Proof. If \(F\) is fragile then we have (3.1) for some \(x \in F\). In particular, the deletion of all edges labelled by “\(x\)" in the associated labelled 1-st Hata graph destroys its connectedness.

Conversely, suppose that there is such an \(x \in F\). As the assumption suggests, we can decompose \(D\) into two parts, again denoted by \(D_1\) and \(D_2\), such that every pair of vertices \(i \in D_1, j \in D_2\) belong to different connected components of the labelled \(\Gamma_1\) after deleting all edges labelled “\(x\)". Then it is easy to see that (3.1) holds. So \(F\) is fragile. □

It might be helpful to provide a characterization on when \(\varphi_i(F) \cap \varphi_j(F)\) is a singleton. Let \(A = \{(0,0), (N-1, N-1)\}\) and \(B = \{(0, N-1), (N-1, 0)\}\). Clearly, if \(\varphi_i(F) \cap \varphi_j(F) \neq \emptyset\) then the two corresponding level-1 squares \(\varphi_i([0,1]^2)\) and \(\varphi_j([0,1]^2)\) are necessarily adjacent, which leaves us the following four cases to consider.

Case 1: \(i - j = (\pm 1, 0)\). Without loss of generality, assume that \(i - j = (1, 0)\). Let

\[
I = \{0 \leq a \leq N - 1 : (0, a), (N - 1, a) \in D\},
\]

\[
J = \{0 \leq a \leq N - 1 : (0, a), (N - 1, a - 1) \in D\},
\]

\[
J' = \{0 \leq a \leq N - 1 : (0, a), (N - 1, a + 1) \in D\}.
\]

The intersection \(\varphi_i(F) \cap \varphi_j(F)\) is a singleton if and only if one of the following happens:

1. We have: (i) \(|I| = 1\); (ii) if \(J \neq \emptyset\) then \(A \not\subseteq D\); (iii) if \(J' \neq \emptyset\) then \(B \not\subseteq D\). In this case, the singleton is \(\bigcap_{n=1}^{\infty} \varphi_i \circ \varphi_j^{n}(\{0, 1\}^2)\) (assuming that \(|I| = \{a\}\)).

2. We have: (i) \(|I| = 0\); (ii) \(|J| = 1\) and \(A \subset D\); (iii) if \(J' \neq \emptyset\) then \(B \not\subseteq D\). In this case, the singleton is \(\bigcap_{n=1}^{\infty} \varphi_i \circ \varphi_j^{n}(\{0, 1\}^2)\) (assuming that \(|J| = \{a\}\)).

3. We have: (i) \(|I| = \emptyset\); (ii) if \(J \neq \emptyset\) then \(A \not\subseteq D\); (iii) \(|J'| = 1\) and \(B \subseteq D\). In this case, the singleton is \(\bigcap_{n=1}^{\infty} \varphi_i \circ \varphi_j^{n}\{0, N-1\}(\{0, 1\}^2)\) (assuming that \(|J'| = \{a\}\)).

Case 2: \(i - j = (0, \pm 1)\). The discussion is similar to Case 1 so we omit the details.
Case 3: $i - j = \pm(1,1)$. Without loss of generality, assume that $i - j = (1,1)$. In this case, $\varphi_i(F) \cap \varphi_j(F)$ is a singleton if and only if $(0,0), (N-1,N-1) \in \mathcal{D}$ and the singleton is $\bigcap_{n=1}^{\infty} \varphi_i \circ \varphi_{(0,0)}^n([0,1]^2)$.

Case 4: $i - j = \pm(1,-1)$. The discussion is similar to Case 3 so we omit the details.

In the sequel of this paper, $i \in \mathcal{D}$ is called a corner digit if $i \in \{(0,0), (0,N-1), (N-1,0), (N-1,N-1)\}$. From the above arguments, we can obtain the following proposition.

Proposition 3.7. Let $i, j \in \mathcal{D}$ be two distinct words. Then $\varphi_i(F) \cap \varphi_j(F)$ is a singleton if and only if there is exactly one pair of $i', j' \in \mathcal{D}$ such that $\varphi_{i'}(F) \cap \varphi_{jj'}(F) \neq \emptyset$. Moreover, if it happens and $i'$ is a corner digit, then so is $j'$.

Proof. Although the “only if” part can be directly obtained from the above arguments, we will explain this so that the proof is more readable. Write $\varphi_i(F) \cap \varphi_j(F) = \{x\}$. Since $\varphi_i([0,1]^2) \cap \varphi_j([0,1]^2) \neq \emptyset$, it is easy to see that

$$i - j \in \{\pm(1,0), \pm(0,1), \pm(1,1), \pm(1,-1)\}.$$

In the case that $i - j \in \{\pm(1,1), \pm(1,-1)\}$, we may assume without loss of generality that $i - j = (1,1)$. Since $\varphi_i(F) \cap \varphi_j(F) \neq \emptyset$, $i' = (0,0)$ and $j' = (N-1,N-1)$ constitute the only pair such that $\varphi_{i'}(F) \cap \varphi_{jj'}(F) \neq \emptyset$.

In the case that $i - j \in \{\pm(1,0), \pm(0,1)\}$, we may assume without loss of generality that $i - j = (1,0)$. Let $I, J, J'$ be same as defined in the above Case 1. Since $\varphi_i(F) \cap \varphi_j(F)$ is a singleton and $\varphi_{i'} \varphi_{jj'}(F) \neq \emptyset$, from the arguments in the Case 1, if $|I| = 1$, then $i' = (0,a)$ and $j' = (N-1,1,a)$ where we let $I = \{a\}$; if $|J| = 1$ and $\{(0,0), (N-1,N-1)\} \subset \mathcal{D}$, then $i' = (0,0)$ and $j' = (N-1,N-1)$; if $|J'| = 1$ and $\{(N-1,0), (0,N-1)\} \subset \mathcal{D}$, then $i' = (0,N-1)$ and $j' = (N-1,0)$.

The “Moreover” part follows directly from the above discussion.

Now we prove the “if” part. Note that if $\varphi_{i'}([0,1]^2) \cap \varphi_{jj'}([0,1]^2)$ is a singleton then there is nothing to prove. If not, these two squares must be either left-right or up-down adjacent and without loss of generality, we may assume the former. Then $\varphi_i([0,1]^2)$ and $\varphi_j([0,1]^2)$ are also left-right adjacent. Thus we may assume without loss of generality that $i - j = (1,0)$. Since $\varphi_{i'}([0,1]^2)$ and $\varphi_{jj'}([0,1]^2)$ are left-right adjacent, there exists $a \in \{0,1,\ldots,N-1\}$ such that $i' = (a,0)$ and $j' = (a,N-1)$. Then it is not hard to see by the self-similarity that

$$\varphi_i(F) \cap \varphi_j(F) = \lim_{n \to \infty} \varphi_i \circ \varphi_{(a,0)}^n([0,1]^2),$$

which is a singleton.

Using similar arguments in the proof of the above proposition, we can obtain the following two results that will be used later.

Lemma 3.8. Let $i, j \in \mathcal{D}$ be two distinct words and $i'$ be a corner digit. If $\varphi_{jj'}(F)$ is the only one level-2 cell in $\varphi_j(F)$ which intersects $\varphi_{i'}(F)$, then $j'$ is a corner digit.

Proof. Applying similar arguments as in the proof of the “only if” part of the above proposition, it suffices to consider the case that $i - j \in \{\pm(1,0), \pm(0,1)\}$. Without loss of generality, assume that $i - j = (1,0)$ and $i' = (0,0)$.

Since $\varphi_{i'}(F) \cap \varphi_{jj'}(F) \neq \emptyset$, we have either $j' = (N-1,0)$ or $j' = (N-1,1)$. If $j' = (N-1,1)$ then $(N-1,0) \in \mathcal{D}$. However, this implies that $\varphi_j((1,0)) = \varphi_j((0,0)) \in \mathcal{D}$.
for all possible relative locations of these two squares.

The second case can be analogously discussed. For the last one, just note that

Thus \( \varphi_i((0,0)) \) is a common element of \( \varphi_i(F) \) and \( \varphi_j(F) \).

The second case can be analogously discussed. For the last one, just note that

So if the intersection on the left hand side is non-empty, then \( \varphi_i((0,0)) \) must be an element of it. This completes the proof. \( \square \)

**Figure 9.** Relative positions of \( \varphi_i([0,1]^2) \) and \( \varphi_j([0,1]^2) \)

From Proposition 3.7 and Lemma 3.9, we can obtain other two sufficient conditions for GSCs to be fragile.

**Proposition 3.10.** Let \( i \in \mathcal{D} \). If there is only one level-3 cell in \( \varphi_i(F) \) which intersects other level-1 cells, then \( F \) is fragile.

**Proof.** Let \( w = w_1w_2 \) be such that \( \varphi_{iw}(F) \) is the level-3 cell as in the statement and let \( \mathcal{I} = \{ j \in \mathcal{D} \setminus \{ i \} : \varphi_j(F) \cap \varphi_i(F) \neq \emptyset \} \). We first show that \( \varphi_j(F) \cap \varphi_i(F) \) is a singleton for every \( j \in \mathcal{I} \) and then show that these singletons are identical. As a consequence, \( \varphi_i(F) \cap \left( \bigcup_{j \in \mathcal{D} \setminus \{ i \}} \varphi_j(F) \right) \) is a singleton, implying that \( F \) is fragile.

Fix any \( j \in \mathcal{I} \). To show that \( \varphi_i(F) \cap \varphi_j(F) \) is a singleton, it suffices to show by Proposition 3.7 that there is only one level-2 cell in \( \varphi_j(F) \) which intersects \( \varphi_i(F) \). Suppose on the
contrary that one can find distinct \( j', j'' \in D \) such that both \( \varphi_{jj'}(F) \) and \( \varphi_{jj''}(F) \) intersect \( \varphi_i(F) \) (and hence \( \varphi_{iw}(F) \)). Rotating or reflecting if necessary, Figure 10 illustrates the only possibility. In this case, it is easy to see that \( w_1 \neq w_2 \). Note that \( \varphi_{iw}([0,1]^2) \) and \( \varphi_{jj'}([0,1]^2) \) are left-right adjacent as are \( \varphi_i([0,1]^2), \varphi_j([0,1]^2) \). By the self-similarity, \( \varphi_{iw_1}(\varphi_{w_2}(F)) \) intersects \( \varphi_{jj'}(F) \). So there are at least two level-3 cells in \( \varphi_i(F) \) meeting \( \varphi_j(F) \). This is a contradiction and our first goal is achieved.

If \( |I| = 1 \) then our second goal is automatically achieved. Suppose \( |I| \geq 2 \). Then \( \varphi_{iw}([0,1]^2) \) locates at one of the corners of \( \varphi_i([0,1]^2) \), i.e., \( w_1 \) is a corner digit. Fix any \( j \in I \). From Lemma 3.9,

\[
\varphi_i\left(\frac{w_1}{N-1}\right) \subseteq \varphi_{iw_1}(F) \cap \varphi_j(F) \subseteq \varphi_i(F) \cap \varphi_j(F).
\]

Since \( \varphi_i(F) \cap \varphi_j(F) \) is a singleton, we have \( \varphi_i(F) \cap \varphi_j(F) = \{ \varphi_i\left(\frac{w_1}{N-1}\right) \} \). Since \( j \) is arbitrarily chosen in \( I \), this completes the proof.

![Figure 10. The shaded square is \( \varphi_{iw}([0,1]^2) \).](image)

**Proposition 3.11.** If there exists \( k \geq 3 \) such that \( \chi(\Gamma_k) = |D|^{k-1} - 1 \) or \( |D|^{k-1} \), then \( F \) is fragile.

*Proof.* By the definition of \( \chi(\Gamma_k) \), there exists a cut vertex \( i = i_1 \cdots i_k \) of \( \Gamma_k \) such that \( \Gamma_k - \{i\} \) contains a connected component of size \( |D|^{k-1} - 1 \) or \( |D|^{k-1} \). From the connectedness of \( F \), for every digit \( j \in D \setminus \{i_1\} \) and every connected component \( C \) of \( \Gamma_k - \{i\} \), either \( jD^{k-1} \subseteq C \) or none of elements in \( jD^{k-1} \) belongs to \( C \).

In the case that \( \chi(\Gamma_k) = |D|^{k-1} - 1 \), we know from \( |D^{k-1}| = |D|^{k-1} \) and the above argument that \( i_1D^{k-1} \setminus \{i\} \) is the vertex set of some connected component of \( \Gamma_k - \{i\} \). So \( \varphi_i(F) \) is the only level-\( k \) cell in \( \varphi_{i_1}(F) \) which intersects \( \bigcup_{j \in D \setminus \{i_1\}} \varphi_j(F) \). In particular, \( \varphi_{i_1}(F) \) is the only level-3 cell in \( \varphi_{i_1}(F) \) which intersects \( \bigcup_{j \in D \setminus \{i_1\}} \varphi_j(F) \). By Proposition 3.10, \( F \) is fragile.

In the case that \( \chi(\Gamma_k) = |D|^{k-1} \), there exists some \( j_s \in D \setminus \{i_1\} \) such that \( j_sD^{k} \) is the vertex set of some connected component of \( \Gamma_k - \{i\} \). So \( \varphi_i(F) \) is the only level-\( k \) cell in \( \bigcup_{j \in D \setminus \{j_s\}} \varphi_j(F) \) which intersects \( \varphi_{j_s}(F) \). In particular, \( \varphi_{i_1}(F) \) is the only level-3 cell in \( \varphi_{i_1}(F) \) which intersects \( \varphi_{j_s}(F) \). From the first part of the proof of Proposition 3.10, \( \varphi_{i_1}(F) \cap \varphi_{j_s}(F) \) is a singleton. Then \( F \) is fragile since

\[
\varphi_{j_s}(F) \cap \left( \bigcup_{j \in D \setminus \{j_s\}} \varphi_j(F) \right) = \varphi_{j_s}(F) \cap \varphi_{i_1}(F).
\]

\[\square\]
Example 3.12. The above proposition does not hold for $k = 2$. Please see Figure 11 for a GSC with $\chi_2(N, D) = |D|$. It is easy to see that the GSC is non-fragile. Moreover, we can check that $\chi_3(N, D) = |D| < |D|^2 - 1$. Thus, by Theorem 1.5, the GSC has no cut point. Similarly, in Figure 12, we construct a non-fragile GSC with $\chi_2(N, D) = |D| - 1$.

4. Cut points of non-fragile connected GSCs

In this section, we will first introduce the notion of well-separated words, which is closely related to the existence of cut points. Then we present a proof of the sufficiency of Theorem 1.11 in Subsection 4.1. In Subsection 4.2, we prove that if a non-fragile connected GSC has cut points, then there exist a cut point $x$ with unique expression and two words which are well separated by $x$. In Subsection 4.3, we prove the necessity of Theorem 1.11.

4.1. Well-separated words and proof of the sufficiency of Theorem 1.11. From now on, $F = F(N, D)$ is always presumed to be a connected GSC unless otherwise specified. For every $x \in F$ and $k \geq 1$, write

\begin{align}
\Omega_k(x) &= \{ i \in D^k : x \in \varphi_i(F) \} \quad \text{and} \quad E_k(x) = \bigcup_{j \in D^k \setminus \Omega_k(x)} \varphi_j(F),
\end{align}
That is to say, $E_k(x)$ is the union of all level-$k$ cells which do not contain $x$. So \( \{E_k(x)\}_{k=1}^\infty \) forms an increasing sequence and

\[
F \setminus \{x\} = \bigcup_{k=1}^\infty E_k(x).
\]

**Definition 4.1.** Let $x \in F$, $n \in \mathbb{Z}^+$ and let $\omega, \tau$ be two words in $D^n \setminus \Omega_n(x)$. We say that $\omega$ and $\tau$ are well separated by $x$ if $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to different connected components of $E_{n+p}(x)$ for all $p \geq 1$.

By definition and noticing that $E_{n+p}(x)$ is increasing with respect to $p$, $\omega$ and $\tau$ are well separated by $x$ if $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to different connected components of $E_{n+p}(x)$ for all large $p$.

**Theorem 4.2.** Let $x \in F$, $n \in \mathbb{Z}^+$ and let $\omega, \tau$ be two words in $D^n \setminus \Omega_n(x)$ which are well separated by $x$. Then $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to different connected components of $F \setminus \{x\}$. In particular, $x$ is a cut point of $F$.

**Proof.** For $p \geq 1$, let

\[
A_p = \{y \in E_{n+p}(x) : y \text{ and } \varphi_\omega(F) \text{ belong to} \}
\]

the same connected component of $E_k(x)$ for some $k \geq n + p$\}

and

\[
B_p = \{y \in E_{n+p}(x) : y \text{ and } \varphi_\omega(F) \text{ belong to} \}
\]

different connected components of $E_k(x)$ for all $k \geq n + p$\}.

Note that $\varphi_\omega(F) \subseteq A_p$ and $\varphi_\tau(F) \subseteq B_p$ for all $p \geq 1$. It is also clear that $E_{n+p}(x) = A_p \cup B_p$ is a disjoint union. Since $\{E_k(x)\}_{k=1}^\infty$ is increasing,

\[
F \setminus \{x\} = \bigcup_{k=1}^\infty E_k(x) = \bigcup_{k=n+1}^\infty E_k(x) = \bigcup_{p=1}^\infty (A_p \cup B_p)
\]

and $\{B_p\}_{p=1}^\infty$ is also increasing. Moreover, note that if $y$ and $\varphi_\omega(F)$ belong to the same connected component of $E_k(x)$ for some $k \geq n + p$, then they belong to the same connected component of $E_\ell(x)$ for all $\ell \geq k$. Thus $\{A_p\}_{p=1}^\infty$ is also increasing. As a corollary, we have $A_p \cap B_p = \emptyset$ for all $p, q$.

Note that for every $i \in D^{n+p} \setminus \Omega_{n+p}(x)$, if $\varphi_i(F) \cap A_p \neq \emptyset$ then $\varphi_i(F) \subseteq A_p$. This is because $\varphi_i(F)$ is connected. The same statement holds with $A_p$ replaced by $B_p$, so both of $A_p$ and $B_p$ are finite unions of level-$(n + p)$ cells and hence compact.

Letting $A = \bigcup_{p=1}^\infty A_p$ and $B = \bigcup_{p=1}^\infty B_p$, we claim that $\overline{A} = A \cup \{x\}$ and $\overline{B} = B \cup \{x\}$. Since $A \cap B = \emptyset$, $\overline{A}$ and $\overline{B}$ are two closed sets intersecting at exactly one point $x$. By Lemma 3.1, $F \setminus \{x\} = A \cup B = (\overline{A} \cup \overline{B}) \setminus \{x\}$ is disconnected and $\varphi_\omega(F) \subset A$, $\varphi_\tau(F) \subset B$ belong to different connected components of $F \setminus \{x\}$.

It remains to verify the claim. Recall that $\{A_p\}_{p=1}^\infty$ is an increasing sequence of compact sets. Fix any $p \geq 1$. Note that for every $q \geq p$,

\[
A_q \subset F = \bigcup_{j \in D^{n+p}} \varphi_j(F) = A_p \cup B_p \cup \bigcup_{j \in \Omega_{n+p}(x)} \varphi_j(F).
\]
Since $A_q \cap B_p = \emptyset$, $A_q \setminus A_p \subset \bigcup_{j \in \Omega_{n+p}(x)} \varphi_j(F)$. Hence

(4.3) \[ A \setminus A_p = \bigcup_{q \geq p} (A_q \setminus A_p) \subset \bigcup_{j \in \Omega_{n+p}(x)} \varphi_j(F). \]

For every $y \in \overline{A} \setminus A$, there is a sequence of $\{y_m\}_{m=1}^{\infty} \subset A$ such that $y_m \to y$ as $m \to \infty$. It is easy to see that $y_m \notin A_p$ for all large $m$ since otherwise $y \in A_p \subset A$, which is a contradiction. Therefore, $y_m \in A \setminus A_p$ for all large $m$ and it follows from (4.3) that

\[ y = \lim_{m \to \infty} y_m \in \bigcup_{j \in \Omega_{n+p}(x)} \varphi_j(F). \]

Since this holds for every $p \geq 1$, we have

\[ y \in \bigcap_{p=1}^{\infty} \left( \bigcup_{j \in \Omega_{n+p}(x)} \varphi_j(F) \right) = \{x\}, \]

i.e., $y = x$. This completes the proof that $\overline{A} = A \cup \{x\}$. Similarly, $\overline{B} = B \cup \{x\}$. \hfill \Box

**Lemma 4.3.** Let $x \in F$ be a cut point and let $n \in \mathbb{Z}^+$. Then the following statements are equivalent.

1. Every pair of distinct $\omega, \tau \in D^n \setminus \Omega_n(x)$ is not well separated by $x$;
2. There is some $p \in \mathbb{Z}^+$ (depending on $n$) such that $E_n(x)$ is contained in exactly one connected component of $E_{n+p}(x)$.

**Proof.** For (1) $\implies$ (2), fix any pair of distinct $\omega, \tau \in D^n \setminus \Omega_n(x)$. Since they are not well separated by $x$, we can find some $p_{\omega, \tau} \in \mathbb{Z}^+$ such that $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to the same connected component of $E_{n+p_{\omega, \tau}}(x)$. Letting

\[ p = \max\{p_{\omega, \tau} : \omega, \tau \in D^n \setminus \Omega_n(x), \omega \neq \tau\}, \]

we see by the monotonicity of $\{E_n(x)\}_{n=1}^{\infty}$ that $\bigcup_{\omega \in D^n \setminus \Omega_n(x)} \varphi_\omega(F) = E_n(x)$ is contained in exactly one connected component of $E_{n+p}(x)$.

For (2) $\implies$ (1), just note that $\varphi_\omega(F)$ and $\varphi_\tau(F)$ are both subsets of $E_n(x)$. \hfill \Box

The following result is a converse of Theorem 4.2.

**Theorem 4.4.** Let $x$ be a cut point of $F$. Then there is some large $n_0 \in \mathbb{Z}^+$ and two distinct words $\omega, \tau \in D^{n_0} \setminus \Omega_{n_0}(x)$ which are well separated by $x$.

**Proof.** If the statement is not true, then for every fixed $n$, every pair of distinct $\omega, \tau \in D^n \setminus \Omega_n(x)$ are not well separated by $x$. By Lemma 4.3, we can find some $p_n \in \mathbb{Z}^+$ such that $E_n(x)$ is contained in exactly one connected component, say $B_n$, of $E_{n+p_n}(x)$. Recall that $\{E_k\}_{k=1}^{\infty}$ is increasing. Choosing $p_n$ as small as possible, we have $n + p_n \leq (n+1) + p_{n+1}$. So $E_{n+p_n} \subset E_{(n+1)+p_{n+1}}$ and hence $B_n \subset B_{n+1}$ for all $n$. Clearly, $\bigcup_{n=1}^{\infty} B_n$ is connected. Furthermore,

\[ F \setminus \{x\} = \bigcup_{n=1}^{\infty} E_n(x) \subset \bigcup_{n=1}^{\infty} B_n \subset \bigcup_{n=1}^{\infty} E_{n+p_n}(x) = F \setminus \{x\}, \]

implying that $F \setminus \{x\}$ is connected. This is a contradiction. \hfill \Box

In the rest of this subsection, we will use Theorem 4.2 to prove the sufficiency of Theorem 1.11.
Lemma 4.5. Let $k \geq 2$ and let $j = j_1 \cdots j_k \in D^k$ be the cut vertex of $\Gamma_k$ achieving $\chi(\Gamma_k)$. If $\chi(\Gamma_k) \geq |D|^{k-1}$, then there are $\omega, \tau \in D \setminus \{j_1\}$ such that $\omega D^{k-1}$ and $\tau D^{k-1}$ belong to different connected components of $\Gamma_k - \{j\}$.

Proof. By the connectedness of $\Gamma_{k-1}$, it is clear that for every $i \in D \setminus \{j_1\}$ and every connected component $C$ of $\Gamma_k - \{j\}$, either the whole of $iD^{k-1}$ belongs to $C$ or none of vertices in $iD^{k-1}$ belongs to $C$.

If the lemma is false, i.e., there is some connected component $C'$ of $\Gamma_k - \{j\}$ such that $\bigcup_{i \in D \setminus \{j_1\}} iD^{k-1} \subseteq C'$. Then clearly

$$\chi(\Gamma_k) \leq |\{\eta \in D^k \setminus \{j\} : j_1 < \eta\}| \leq |D|^{k-1} - 1 < |D|^{k-1},$$

which is a contradiction.

Lemma 4.6. Let $n \geq 1$ and let $j = j_1 \cdots j_n \in D^n$. For $\omega, \tau \in D \setminus \{j_1\}$, the following two statements are equivalent:

1. $\omega D^{n-1}$ and $\tau D^{n-1}$ belong to different connected components of $\Gamma_n - \{j\}$;
2. $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to different connected components of $\bigcup_{\eta \in D^n \setminus \{j\}} \varphi_\eta(F)$.

Here we interpret $\omega D^0 = \{\omega\}$ and $\tau D^0 = \{\tau\}$.

Proof. Let us write $Y = \bigcup_{\eta \in D^n \setminus \{j\}} \varphi_\eta(F)$ for simplicity. We first prove “$(1) \implies (2)$”. Let $V_1$ be the vertex set of the connected component of $\Gamma_n - \{j\}$ containing $\omega D^{n-1}$ and let $V_2 = D^n \setminus (V_1 \cup \{j\})$ (so $\tau D^{n-1} \subseteq V_2$). Then there are no edges joining one vertex in $V_1$ and another vertex in $V_2$, so

$$\left( \bigcup_{\eta \in V_1} \varphi_\eta(F) \right) \cap \left( \bigcup_{\eta \in V_2} \varphi_\eta(F) \right) = \emptyset.$$

Note that the above two (non-empty) sets in the brackets are both compact and their union is just $Y$. So they cannot lie in the same connected component of $Y$. In particular, $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to different connected components of $Y$.

For “$(2) \implies (1)$”, suppose on the contrary that $\omega D^{n-1}$ and $\tau D^{n-1}$ belong to the same connected component of $\Gamma_n - \{j\}$. So there is a path in $\Gamma_n - \{j\}$ joining one vertex $\omega i$ in $\omega D^{n-1}$ and another vertex $\tau i'$ in $\tau D^{n-1}$. By the definition of edges in $\Gamma_n - \{j\}$, we see that $\varphi_{\omega i}(F)$ and $\varphi_{\tau i'}(F)$ lie in one common connected component of $Y$. Since $\varphi_\omega(F)$ and $\varphi_\tau(F)$ are both connected, they belong to the same connected component of $Y$. This is a contradiction.
Proof of the sufficiency of Theorem 1.11. It suffices to prove the “moreover” part of the theorem. For every \( k \geq k_0 + 1 \), let \( i_k \) be a cut vertex of \( \Gamma_k \) achieving \( \chi(\Gamma_k) \). Since \( \chi(\Gamma_k) \geq |D|^k - 1 \), we can find \( (\omega_k, \tau_k) \in D \) such that \( \omega_k \mathcal{D}^{k-1} \) and \( \tau_k \mathcal{D}^{k-1} \) belong to different connected components of \( \Gamma_k - \{i_k\} \). Since there are only a finite number of such pairs \( (\omega_k, \tau_k) \in D \times D \), we can find \( \omega, \tau \in D \) such that \( (\omega, \tau) \) appears infinitely many times in the sequence \( \{(\omega_k, \tau_k)\}_{k=k_0+1}^\infty \), say \( (\omega_k, \tau_k) \equiv (\omega, \tau) \), \( t = 1, 2, \ldots \). From \( \{i_k\}_{k=k_0+1}^\infty \), we can generate another sequence \( \{j_n\}_{n=k_0+1}^\infty \) by substitution as follows: Set \( j_n = i_{k_t} \) for \( n > k_0 \), where \( t \) is the unique integer such that \( k_{t-1} < n \leq k_t \). Since \( \omega \mathcal{D}^{k-1}, \tau \mathcal{D}^{k-1} \) belong to different connected components of \( \Gamma_k - \{i_k\} \) for all \( t \), we see by Corollary 4.7 that \( \omega \mathcal{D}^{n-1}, \tau \mathcal{D}^{n-1} \) belong to different components of \( \Gamma_n - \{j_n\} \) for all \( n \geq k_0 + 1 \).

Select a subsequence of \( \{j_n\} \) such that every word in this subsequence shares a common prefix \( j_1 \). In this subsequence, select another subsequence in which every word shares a common prefix \( j_1 j_2 \). Continuing in this manner, we can find an infinite word \( j = j_1 j_2 j_3 \cdots \) such that for each \( k \geq 1 \), there is a subsequence of \( \{j_n\} \) such that every word in this subsequence shares the common prefix \( j_1 j_2 \cdots j_k \). Using Corollary 4.7 again, \( \omega \mathcal{D}^{k-1} \) and \( \tau \mathcal{D}^{k-1} \) belong to different connected components of \( \Gamma_k - \{j_k\} \) for all \( k \geq 1 \). Thus, from Lemma 4.6, \( \varphi_\omega(F) \) and \( \varphi_\tau(F) \) belong to different connected components of \( \bigcup_{\eta \in \mathcal{D}^{n-1}} \varphi_\eta(F) \) for all \( k \geq 1 \).

Let \( x \) be the unique element of the singleton \( \varphi_{j_k}(F) = \bigcap_{k \geq 1} \varphi_{j_k}(F) \). Note that \( j_k \in \Omega_k(x) \) and \( |\Omega_k(x)| \leq 4 \) for all \( k \). Fix any large \( n \in \mathbb{Z}^+ \) such that \( |\omega \mathcal{D}^{n-1}| = |\tau \mathcal{D}^{n-1}| = |\mathcal{D}|^{n-1} > 4 \). So there are \( i_*, j_* \in \mathcal{D}^{n-1} \) such that \( \omega i_*, \tau j_* \notin \Omega_n(x) \). Therefore, for all \( p \geq 1 \) we have

\[
\omega i_* \mathcal{D}^p \cap \Omega_{n+p}(x) = \emptyset, \quad \tau j_* \mathcal{D}^p \cap \Omega_{n+p}(x) = \emptyset.
\]

Since \( \varphi_\omega(F) \) and \( \varphi_\tau(F) \) belong to different connected components of \( \bigcup_{\eta \in \mathcal{D}^{n+p} \setminus \{j_{n+p}\}} \varphi_\eta(F) \) for all \( p \), we know from \( j_{n+p} \in \Omega_{n+p}(x) \) and (4.4) that \( \varphi_{\omega i_*}(F) \) and \( \varphi_{\tau j_*}(F) \) belong to different connected components of \( \bigcup_{\eta \in \mathcal{D}^{n+p} \setminus \Omega_{n+p}(x)} \varphi_\eta(F) \) for all \( p \). Thus \( \omega i_* \) and \( \tau j_* \) are well separated by \( x \). It then follows from Theorem 4.2 that \( x \) is a cut point of \( F \). \( \square \)

4.2. Cut points with a unique representation. For \( i = i_1 i_2 \cdots \in \mathcal{D}^\infty \) (or a finite word) and \( k \in \mathbb{Z}^+ \), we simply call \( i_k \) the \( k \)-th coordinate of \( i \). It is easy to see that the limit

\[
\varphi_i(F) = \lim_{k \to \infty} \varphi_{i_k}(F) = \lim_{k \to \infty} \varphi_{i_1} \circ \cdots \circ \varphi_{i_k}(F)
\]

exists and is a singleton. Denote this singleton by \( \{x_i\} \). This allows us to define a coding map \( \pi : \mathcal{D}^\infty \to F \) sending \( i \) to \( x_i \) and we call \( i \) a representation of \( x_i \). Note that if \( i \) is a representation of some \( x \in F \) then \( x \in \varphi_{i}(F) \) for all \( n \geq 1 \). Conversely, if \( x \in \varphi_i(F) \) for some \( i \in \mathcal{D}^* \) then there is a representation of \( x \) with \( i \) as its prefix.

Lemma 4.8. Let \( F \) be a GSC. Then every point in \( F \) has at most 4 representations.

Proof. Note that for every point \( x \in F \) and every \( n \in \mathbb{Z}^+ \), there are at most four level-\( n \) squares containing \( x \). Suppose there is some \( x_0 \in F \) with at least five distinct representations, say \( i, j, \omega, \tau, \eta \in \mathcal{D}^\infty \). Let

\[
m = \max\{n \geq 0 : \exists \text{ a pair of words in } \{i, j, \omega, \tau, \eta\} \text{ sharing a common prefix of length } n\}.
\]

Then \( i_{m+1}, j_{m+1}, \omega_{m+1}, \tau_{m+1}, \eta_{m+1} \) are mutually distinct. As a result, there are five level-(\( m + 1 \)) squares containing \( x_0 \). This is impossible. \( \square \)
Lemma 4.9. Let $m \geq 2$ and let $B_1, \ldots, B_m$ be connected compact sets in $\mathbb{R}^2$ such that $\bigcup_{i=1}^m B_i$ is also connected. If $A \subset B_1$ satisfies that $B_1 \setminus A$ remains connected and $A \cap B_i = \emptyset$ for all $i \neq 1$, then $X = (B_1 \setminus A) \cup B_2 \cup \cdots \cup B_m$ is also connected.

Proof. Write

$I = \{2 \leq i \leq m : B_i$ and $B_1 \setminus A$ belong to the same connected component of $X\}$

and $I' = \{2, \ldots, m\} \setminus I$. Note that there is some $i \geq 2$ such that $B_i \cap (B_1 \setminus A) \neq \emptyset$ (so $I \neq \emptyset$) since otherwise

$$B_1 \cap \left( \bigcup_{i=2}^m B_i \right) = \left( (B_1 \setminus A) \cap \left( \bigcup_{i=2}^m B_i \right) \right) \cup (A \cap \left( \bigcup_{i=2}^m B_i \right)) = \emptyset,$$

implying that $\bigcup_{i=1}^m B_i$ is disconnected, a contradiction.

Suppose $X$ is not connected. Then $I' \neq \emptyset$. So $I, I'$ are both non-empty. Clearly, $B_i \cap B_j = \emptyset$ for all $i \in I$ and $j \in I'$, so

$$\left( (B_1 \setminus A) \cup \bigcup_{i \in I} B_i \right) \cap \left( \bigcup_{i \in I'} B_i \right) = \emptyset.$$

It follows that

$$\left( B_1 \cup \bigcup_{i \in I} B_i \right) \cap \left( \bigcup_{i \in I'} B_i \right) = A \cap \left( \bigcup_{i \in I'} B_i \right) = \emptyset,$$

which again contradicts the connectedness of $\bigcup_{i=1}^m B_i$. So $X$ is connected. 

Corollary 4.10. Let $x$ be a cut point of a connected GSC $F$. If all representations of $x$ share the same first coordinate, say $i_0$, then $x$ is a cut point of $\varphi_{i_0}(F)$.

Proof. It is easy to see that $x \notin \varphi_i(F)$ for all $i \in D \setminus \{i_0\}$. If $\varphi_{i_0}(F) \setminus \{x\}$ is connected then it follows from Lemma 4.9 that

$$(\varphi_{i_0}(F) \setminus \{x\}) \cup \left( \bigcup_{i \in D \setminus \{i_0\}} \varphi_i(F) \right) = F \setminus \{x\}$$

is connected, which is a contradiction. 

Corollary 4.11. Let $x$ be a cut point of a connected GSC $F$ with a unique representation $i = i_1i_2 \cdots$. Then for every $k \geq 1$, $x_k := \varphi_{i_k}^{-1}(x)$ is a cut point of $F$ with a unique representation $i_{k+1}i_{k+2} \cdots$.

Proof. Fix any $k \geq 1$. By the above corollary, $x$ is a cut point of $\varphi_{i_1}(F)$. So $x_1 = \varphi_{i_1}^{-1}(x)$ is a cut point of $F$ with $i_2i_3 \cdots$ as one of its representations. If $x_1$ has another representation $j$, then $i_1j$ is clearly a representation of $x$ distinct from $i$, which leads to a contradiction. Continuing in this manner, we see that $x_k$ is a cut point of $F$ with a unique representation $i_{k+1}i_{k+2} \cdots$ for all $k \geq 1$.

The lack of knowledge on the number of representations of cut points often increases the complexity of the problem considerably. Fortunately, the non-fragile requirement will provide us at least one cut point with a unique representation.

Proposition 4.12. Let $F$ be a non-fragile connected GSC with cut points. Then there is some cut point of $F$ that has a unique representation.
Proof. Let \( x \) be a cut point of \( F \) with \( 2 \leq n \leq 4 \) representations \( i^1, i^2, \ldots, i^n \), where \( i^t = i^t_1 i^t_2 \cdots \in D^\infty, 1 \leq t \leq n \). Let \( \omega = \omega_1 \cdots \omega_m \) be the longest common prefix of these infinite words (\( \omega \) can be the empty word). In the case that \( m \geq 1 \), from Corollary 4.10, \( x \) is a cut point of \( \varphi_{\omega_1}(F) \) so that \( x_1 = \varphi_{\omega_1}^{-1}(x) \) is a cut point of \( F \). Repeating this argument, \( x_k := \varphi_{\omega_1 \cdots \omega_k}^{-1}(x) \) is a cut point of \( F \) for all \( 1 \leq k \leq m \). In particular, \( y := \varphi_{\omega}^{-1}(x) \) is a cut point of \( F \) with representations

\[
i_1^{t_1} i_2^{t_2} \cdots , \ldots , i_m^{t_m} \in D^\infty
\]

and their first coordinates \( i_1^{t_1}, \ldots, i_m^{t_m} \) are not identical. It is clear that this statement also holds when \( m = 0 \). Let \( I = \{ i_1^{n_1}, \ldots, i_m^{n_m} \} \). Then \( |I| > 1 \). It is noteworthy that \( y \notin \varphi_i(F) \) for every \( i \notin I \), since otherwise \( x \in \varphi_\omega \varphi_i(F) \) and hence there is a representation of \( x \) with \( \omega \) as its prefix (but \( x \) has no such representation). Thus \( I = \Omega_1(y) \).

We claim that there is some \( j_0 \in I \) such that \( y \) is a cut point of \( \varphi_{j_0}(F) \). If the claim is not true, then \( \varphi_j(F) \setminus \{ y \} \) is connected for every \( j \in I \). Arbitrarily pick \( j_* \in I \) and write

\[
D_1 = \{ j \in D : \varphi_j(F) \setminus \{ y \} \text{ and } \varphi_{j_*}(F) \setminus \{ y \} \text{ belong to } \}
\]

the same connected component of \( F \setminus \{ y \} \}

and \( D_2 = D \setminus D_1 \). It is easy to see that \( I \cap D_2 \neq \emptyset \) since otherwise

\[
F \setminus \{ y \} = \left( \left( \bigcup_{j \in D_1} \varphi_j(F) \right) \setminus \{ y \} \right) \cup \left( \bigcup_{j \in D_2} \varphi_j(F) \right)
\]

is connected (by Lemma 4.9), which is a contradiction. Note that \( j_* \in D_1 \). Thus \( I \cap D_i \neq \emptyset \) for \( i = 1, 2 \). Hence, by the definition of \( D_i \),

\[
\left( \bigcup_{i \in D_1} \varphi_i(F) \right) \cap \left( \bigcup_{i \in D_2} \varphi_i(F) \right) = \{ y \}.
\]

So \( F \) is fragile and we arrive at a contradiction. This completes the proof of our claim.

Now we find that \( y \) is a cut point of \( \varphi_{j_0}(F) \) for some \( j_0 \in I \). So \( \varphi_{j_0}^{-1}(y) \) is a cut point of \( F \) with representations

\[
\{ t_1^{t_1} t_2^{t_2} \cdots : 1 \leq t \leq n \text{ with } t_{n+1} = j_0 \}.
\]

Since \( I \) is not a singleton, there is at least one \( 1 \leq t \leq n \) satisfying that \( t_{n+1} = j_0 \). As a result, \( \varphi_{j_0}^{-1}(y) \) has \( n - 1 \) distinct representations. In conclusion, given a cut point of \( F \) with \( n \geq 2 \) distinct representations, we can find another cut point of \( F \) with \( n - 1 \) distinct representations. So after finitely many steps we should obtain a cut point of \( F \) with a unique representation. \(\square\)

Corollary 4.13. Let \( F = F(N, D) \) be a non-fragile connected GSC with cut points. Then we can find a cut point \( x \) of \( F \) with a unique representation \( i \), some \( n_0 \) large and two distinct words \( \omega, \tau \in D^{n_0} \setminus \{ i \}_{n_0} \) which are well separated by \( x \).

Proof. By Proposition 4.12, there is a cut point \( x \) of \( F \) with a unique representation \( i \). Applying Theorem 4.4 to this point, we obtain the desired result. \(\square\)

Let \( \sigma \) be the usual left shift map on \( D^\infty \), i.e., \( \sigma(i_1 i_2 i_3 \cdots) = i_2 i_3 i_4 \cdots \) for \( i_1 i_2 i_3 \cdots \in D^\infty \). For later use, we record the following simple fact.
Lemma 4.14. Let $F, x, i, n_0, \omega, \tau$ be as in Corollary 4.13 and let $\eta$ denote the longest common prefix of $\omega, \tau$ and $i$. If $\eta \neq \emptyset$ then $\sigma^{\eta}(\omega)$ and $\sigma^{\eta}(\tau)$ are well separated by $x_\ast := \varphi_{\eta}^{-1}(x)$ and $x_\ast$ is a cut point of $F$ with a unique representation $i_\ast := \sigma^{\eta}(i)$.

Proof. It follows directly from Corollary 4.11 that $x_\ast$ is a cut point of $F$ and $i_\ast$ is its unique representation. In particular, $\Omega_k(x_\ast) = \{i_\ast|k\}$ for all $k \geq 1$.

Since $\omega, \tau$ are well separated by $x$, $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to different connected components of $E_{n_0+p}(x) = \bigcup_{j \in D^{n_0+p} \setminus \{i_0, i_1\}} \varphi_j(F)$ for all $p \geq 1$. So for all $p$, these two cells must belong to different connected components of the following subset of $E_{n_0+p}(x)$:

$$\bigcup_{j \in D^{n_0+p} \setminus \{i_0, i_1\}, \eta \prec j} \varphi_j(F).$$

As a result, $\varphi_\eta^{-1}\varphi_\omega(F) = \varphi_{\sigma^{\eta}(\omega)}(F)$ and $\varphi_\eta^{-1}\varphi_\tau(F) = \varphi_{\sigma^{\eta}(\tau)}(F)$ belong to different connected components of

$$\varphi_\eta^{-1}\left(\bigcup_{j \in D^{n_0+p} \setminus \{i_0, i_1\}, \eta \prec j} \varphi_j(F)\right) = \bigcup_{j \in D^{n_0+p} \setminus \{i_0, i_1\}, \eta \prec j} \varphi_j(F) = E_{(n_0-|\eta|)+p}(x_\ast)$$

for all $p \geq 1$, i.e., $\sigma^{\eta}(\omega)$ and $\sigma^{\eta}(\tau)$ are well separated by $x_\ast$. \qed

4.3. Proof of the necessity of Theorem 1.11. In this subsection, we always assume the followings:

1. $F = F(N, D)$ is a non-fragile connected GSC;
2. $x \in F$ is a cut point with a unique representation $i = i_1i_2 \cdots$;
3. $\omega = \omega_1 \cdots \omega_{n_0}$ and $\tau = \tau_1 \cdots \tau_{n_0}$ are well separated by $x$ as in Corollary 4.13;
4. (minimality of $n_0$) $n_0$ is the smallest positive integer allowing well-separated words. More precisely, for every cut point $y \in F$ with a unique representation and $1 \leq k < n_0$, every pair of words in $D^k$ are not well separated by $y$.

We remark that by (H2), $\Omega_n(x) = \{i|n\}$ for all $n \geq 1$.

Proposition 4.15. If $n_0 = 1$, then the necessity of Theorem 1.11 holds.

Proof. If $n_0 = 1$, then $\omega$ and $\tau$ are words of length one in $D \setminus \{i_1\}$. Thus, by (H3), $\varphi_\omega(F)$ and $\varphi_\tau(F)$ belong to different connected components of $E_{p+1}(x)$ for all $p \geq 1$. Notice that $E_{p+1}(x) = \bigcup_{j \in D^{p+1} \setminus \{i_{p+1}\}} \varphi_j(F)$. Hence, from Lemma 4.6, $\omega D^p$ and $\tau D^p$ belong to different connected components of $\Gamma_{p+1} - \{i_{p+1}\}$ for all $p \geq 1$. Thus,

$$(4.5) \quad \chi_{p+1}(N, D) \geq \min\{|\omega D^p|, |\tau D^p|\} = |D|^p, \quad p \geq 1.$$ 

As a result, the necessity of Theorem 1.11 holds. \qed

In the rest of this section, we will show by contradiction that $n_0 = 1$. From now on, we will suppose on the contrary that $n_0 \geq 2$.

Lemma 4.16. One of $\omega$ and $\tau$ has $i_1$ as its prefix.
Proof. We will prove this by contradiction. Suppose $\omega_1, \tau_1 \in \mathcal{D} \setminus \{i_1\}$. Then, by the minimality of $n_0 \geq 2$, $\omega_1$ and $\tau_1$ are not well separated by $x$. Thus $\varphi_{\omega_1}(F)$ and $\varphi_{\tau_1}(F)$ are contained in the same connected component of $E_p(x)$ for some $p$ (and hence for all large $p$). This implies that $\varphi_{\omega}(F)$ and $\varphi_{\tau}(F)$ are contained in the same connected component of $E_p(x)$ for all large $p$. Thus $\omega$ and $\tau$ are not well separated by $x$, which contradicts (H3). \[\square\]

We remark that the minimality of $n_0$ in (H4) actually implies that $\omega_1, \tau_1$ and $i_1$ do not share a common value, since otherwise the longest common prefix of $\omega, \tau$ and $i$ has positive length and we can obtain by Lemma 4.14 a contradiction with the minimality of $n_0$. Combining this with the above lemma, we can assume without loss of generality that

(H5) $\omega_1 = i_1, \tau_1 \neq i_1$.

Lemma 4.17. For every $j \in \mathcal{D}^{n_0}$ with $j|_1 \neq i_1$, $j$ and $\omega$ are well separated by $x$.

Proof. Fix any $j \in \mathcal{D}^{n_0}$ with $j|_1 \neq i_1$. By the minimality of $n_0 \geq 2$, $j|_1$ and $\tau_1$ are not well separated by $x$. Thus, using the similar argument as in the proof of Lemma 4.16, $\varphi_j(F)$ and $\varphi_{\tau}(F)$ are contained in the same connected component of $E_p(x)$ for all large $p$. On the other hand, $\varphi_{\omega}(F)$ and $\varphi_{\tau}(F)$ belong to different connected components of $E_{n_0+p}(x)$ for all $p \geq 1$. Thus $\varphi_j(F)$ and $\varphi_{\omega}(F)$ belong to different connected components of $E_p(x)$ for all large $p$. It follows that $j$ and $\omega$ are well separated by $x$. \[\square\]

Lemma 4.18. The set

\[K := \bigcup_{j \in \mathcal{D}^{n_0} \setminus \{i|_{n_0}\}, i_1 < j} \varphi_j(F)\]

lies in one connected component of $E_{n_0+p}(x)$ for some $p$ (and hence for all large $p$).

That is to say, all level-$n_0$ cells contained in $\varphi_{i_1}(F)$ except $\varphi_{i|_{n_0}}(F)$ belong to one common connected component of $E_{n_0+p}(x)$ for large $p$.

Proof. By $\omega_1 = i_1$, the minimality of $n_0 \geq 2$ and Lemma 4.14, for every $j \in \mathcal{D}^{n_0} \setminus \{i|_{n_0}\}$ with $i_1 < j, j$ and $\omega$ are not well separated by $x$. This means that there is some $p_j \in \mathbb{Z}^+$ such that $\varphi_j(F)$ and $\varphi_{\omega}(F)$ belong to the same connected component of $E_{n_0+p}(x)$. Letting $p = \max\{p_j : j \in \mathcal{D}^{n_0} \setminus \{i|_{n_0}\}, i_1 < j\}$ gives us the lemma. \[\square\]

Let $K$ be as in (4.6). Noting that $\varphi_{\omega}(F) \subset K$, we have

\[K \cap \varphi_j(F) = \emptyset, \quad \forall j \in \mathcal{D} \setminus \{i_1\}\]

since otherwise $\varphi_{\omega}(F)$ and $\varphi_j(F)$ belong to the same connected component of $E_{n_0+p}(x)$ for all large $p$ and this contradicts Lemma 4.17. In other words, there is only one level-$n_0$ cell (i.e., $\varphi_{i|_{n_0}}(F)$) in $\varphi_{i_1}(F)$ which intersects other level-1 cells. Thus, from Proposition 3.10, $n_0 < 3$ since $F$ is non-fragile. Combining this with the previous hypothesis that $n_0 \geq 2$, we have $n_0 = 2$. As a result,

\[K = \bigcup_{i \in \mathcal{D} \setminus \{i_2\}} \varphi_{i|_2}(F).\]

Lemma 4.19. Let $J = \{j \in \mathcal{D}^2 : i_1 \neq j$ and $\varphi_{i|_2}(F) \cap \varphi_j(F) \neq \emptyset\}$. Then $|J| \geq 2$.  


Proof. Since $F$ is connected, $\varphi_{i_1}(F) \cap \left( \bigcup_{j \in D \setminus \{i_1\}} \varphi_j(F) \right) \neq \emptyset$. Thus, from (4.7),

$$\varphi_{i_2}(F) \cap \left( \bigcup_{j \in D \setminus \{i_1\}} \varphi_j(F) \right) = \varphi_{i_1}(F) \cap \left( \bigcup_{j \in D \setminus \{i_1\}} \varphi_j(F) \right) \neq \emptyset. \tag{4.9}$$

This implies that there exists $j_1, j_2 \in D^2$ with $j_1 \neq i_1$ and $\varphi_{j_1, j_2}(F) \cap \varphi_{i_2}(F) \neq \emptyset$. So $|J| \geq 1$.

Suppose $|J| = 1$, i.e., $J = \{j_1, j_2\}$. Then from Proposition 3.7 and (4.7), $\varphi_{i_1}(F) \cap \varphi_{j_1}(F)$ is a singleton. Combining this with (4.9),

$$\varphi_{i_1}(F) \cap \left( \bigcup_{j \in D \setminus \{i_1\}} \varphi_j(F) \right) = \varphi_{i_2}(F) \cap \varphi_{j_1, j_2}(F) = \varphi_{i_1}(F) \cap \varphi_{j_1}(F)$$

is a singleton and hence $F$ is fragile. This is a contradiction. Thus $|J| \geq 2$. \hfill \square

Let $x_2 = \varphi_{i_2}^{-1}(x)$. By Corollary 4.11, $x_2$ is a cut point of $F$ with a unique representation $i_3 i_4 \cdots$. Write

$$K' = \varphi_{i_2}(E_1(x_2)) = \varphi_{i_2} \left( \bigcup_{j \in D \setminus \{i_1\}} \varphi_j(F) \right). \tag{4.10}$$

The following result plays a key role in the proof of the necessity of Theorem 1.11.

**Lemma 4.20.** Let $K$ and $K'$ be as in (4.8) and (4.10). Then $K \cap K' \neq \emptyset$.

Proof. We will prove the lemma by contradiction. Suppose $K' \cap K = \emptyset$. Since $\varphi_{i_1}(F) = K \cup \varphi_{i_2}(F)$ is connected and $\varphi_{i_2}(F) = K' \cup \varphi_{i_3}(F)$, $\varphi_{i_4}(F)$ is the only level-3 cell contained in $\varphi_{i_2}(F)$ intersecting $K$.

**Case I.** There is some $j \in D \setminus \{i_1\}$ such that we can find two level-2 cells in $\varphi_j(F)$ which intersect $\varphi_{i_2}(F)$ (there might be more than two such cells, but it suffices to look at two of them). Rotating or reflecting if necessary, Figure 13 illustrates all possibilities. In both cases, we have the following observations: Writing $i_2 = (a, 0)$,

1. $(a, 1) \in \mathcal{D}$. Otherwise, since $\varphi_{i_1}(\varphi_{a, 1}(\{0, 1\}^2)), \varphi_{i_2}(\{0, 1\}^2)$ are up-down adjacent as are $\varphi_{i_1}(\{0, 1\}^2)$ and $\varphi_j(\{0, 1\}^2)$, it follows from the self-similarity of $F$ that there are two level-3 cells in $\varphi_{i_2}(F)$ intersecting $\varphi_{i_1}(\varphi_{a, 1}(F)) \subset K$, which is a contradiction;
2. $(a - 1, 0), (a + 1, 0) \notin \mathcal{D}$. Note that $\varphi_{i_1}(\varphi_{a-1, 0}(F))$ and $\varphi_{i_1}(\varphi_{a+1, 0}(F))$ both intersect $\varphi_j(F)$. So if one of them belongs to $\mathcal{D}$ then $K \cap \varphi_j(F) \neq \emptyset$, which contradicts (4.7);
3. At least one of $\varphi_{i_1}(\varphi_{a-1, 1}(F))$ and $\varphi_{i_1}(\varphi_{a+1, 1}(F))$ does not intersect $\varphi_{i_2}(F) = \varphi_{i_1, i_2}(F)$. Otherwise, we have $\{0, 0\}, (N - 1, 0), (0, N - 1), (N - 1, N - 1) \notin \mathcal{D}$. Then $\varphi_{i_2}(\varphi_{0, N-1}(F))$ and $\varphi_{i_2}(\varphi_{N-1, N-1}(F))$ are two level-3 cells in $\varphi_{i_2}(F)$ intersecting $K$, which is again a contradiction.

Combining the above observations with the connectedness of $F$, either $\varphi_{i_1}(\varphi_{a-1, 1}(F))$ or $\varphi_{i_1}(\varphi_{a+1, 1}(F))$ intersects $\varphi_{i_2}(F)$, say the former one. But this implies that

$$\varphi_{i_2}(F) \cap \left( \bigcup_{i \in D \setminus \{i_2\}} \varphi_{i_1}(F) \right) = \varphi_{i_2}(F) \cap \varphi_{i_1}(\varphi_{a-1, 1}(F))$$

which is a singleton (by their positions). Applying $\varphi_{i_1}^{-1}$ on both sides, we see that

$$\varphi_{i_2}(F) \cap \left( \bigcup_{i \in D \setminus \{i_2\}} \varphi_i(F) \right)$$
is a singleton and hence $F$ is fragile. This is a contradiction.
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\textbf{Figure 13. Case I}

\textbf{Case II.} For each $j \in \mathcal{D} \setminus \{i_1\}$, there is at most one level-2 cell in $\varphi_j(F)$ which intersects $\varphi_{i_2}(F)$. Recall from Lemma 4.19 that $|J| \geq 2$. Thus $\varphi_{i_2}(F)$ intersects at least two level-1 cells other than $\varphi_{i_1}(F)$. In particular, $\varphi_{i_2}([0,1]^2)$ must locate at one of the corners of $\varphi_{i_1}([0,1]^2)$, i.e., $i_2$ is a corner digit.

By Lemma 3.8, for each $j \in J$, $\varphi_j([0,1]^2)$ lies at one of the corners of $\varphi_{j_1}([0,1]^2)$. Thus, from Proposition 3.7, $\varphi_j(F) \cap \varphi_{i_2}(F)$ is a singleton. Combining this with Lemma 3.9, $\varphi_j(F) \cap \varphi_{i_2}(F) = \varphi_{i_1}(\frac{i_2}{N-1})$. This implies that

$$
\varphi_{i_1}(F) \cap \left( \bigcup_{j \in \mathcal{D} \setminus \{i_1\}} \varphi_j(F) \right) = \varphi_{i_2}(F) \cap \left( \bigcup_{j \in \mathcal{D} \setminus \{i_1\}} \varphi_j(F) \right) = \varphi_{i_2}(F) \cap \left( \bigcup_{j \in J} \varphi_j(F) \right) = \left\{ \varphi_{i_1}(\frac{i_2}{N-1}) \right\}
$$

and hence $F$ is fragile. This is a contradiction.  \hfill \Box

\textit{Proof of the necessity of Theorem 1.11.} Let $F = F(N, \mathcal{D})$ be a non-fragile connected GSC with cut points. By Corollary 4.13 and Lemma 4.14, we may assume that (H1)-(H4) hold. Then, by Proposition 4.15, it suffices to prove that $n_0 = 1$. Suppose that $n_0 \geq 2$. Then we have already shown that $n_0$ must be 2, while we can assume that (H1)-(H5) hold.

Recall that $x_2 = \varphi_{i_2}^{-1}(x)$ and $K, K'$ are as in (4.8) and (4.10), respectively. Then $\varphi_\omega(F) \subset K$. It follows from the minimality of $n_0 = 2$ that every pair of distinct $i, i' \in \mathcal{D} \setminus \{i_3\}$ is not well separated by $x_2$. Combining this with Lemma 4.3 (just apply this to $x_2$ and $n = 1$), we see that there is some large $p_\ast \in \mathbb{Z}^+$ such that $E_1(x_2)$ is contained in exactly one connected component of $E_{p_\ast}(x_2)$. Also note that

$$
\varphi_{i_2}(E_{p_\ast}(x_2)) = \varphi_{i_2} \left( \bigcup_{j \in \mathcal{D} \setminus \{i_3\}} \varphi_j(F) \right) \subset \bigcup_{j \in \mathcal{D} \setminus \{i_3\} \cup \{i_2\}} \varphi_j(F) = E_{2+p_\ast}(x).
$$

Therefore, $K' = \varphi_{i_2}(E_1(x_2))$ lies in exactly one connected component of $\varphi_{i_2}(E_{p_\ast}(x_2))$ and hence of $E_{2+p_\ast}(x)$. For simplicity, we denote this connected component of $E_{2+p_\ast}(x)$ by $C$. Then $K' \subset C$. 

By Proposition 3.10, there are at least two level-3 cells in $\varphi_i(F)$ which intersects other level-1 cells. Recalling (4.7) and (4.8), we can find $i' \in D \setminus \{i_3\}$ and $j_* \in J$ such that

$$\varphi_{i|2}(\varphi_{i'}(F)) \cap \varphi_{j_*}(F) \neq \emptyset.$$ 

Since $\varphi_{i|2}(\varphi_{i'}(F)) \subset K' \subset C$, we have $\varphi_{j_*}(F) \subset C$.

Notice that from Lemma 4.20, $K \cap K' \neq \emptyset$. As a result, $K \subset C$ so that $\varphi_\omega(F) \subset C$, which implies that $j_*$ and $\omega$ is not well separated by $x$. This contradicts to Lemma 4.17 since $j_1 \neq i_1$. Thus the proof is completed. □

5. LOCAL CUT POINTS OF CONNECTED GSCS

Now we turn to the existence of local cut points. Let $F = F(N, D)$ be a connected GSC. The following theorem and the consequent analysis are our main motivation for exploring the existence of cut points first.

Theorem 5.1. Suppose $x$ is a local cut point of $F$. Recall the notation $\Omega_n(x)$ from (4.1) and let $E'_n(x) = \bigcup_{i \in \Omega_n(x)} \varphi_i(F)$. Then there exists some $m \in \mathbb{Z}^+$ such that $x$ is a cut point of $E'_m(x)$.

Proof. Since $x$ is a local cut point of $F$, there exists $U \subset F$ such that $U$ is a connected neighborhood of $x$ but $U \setminus \{x\}$ is disconnected. Thus there are a pair of disjoint non-empty open sets $V, W$ such that $U \setminus \{x\} = V \cup W$. Notice that $x \in \overline{V} \cap \overline{W}$ since $U$ is connected.

Suppose on the contrary that $E'_n(x) \setminus \{x\}$ is connected for all $n \geq 1$. Write $m = \min\{n \geq 1 : E'_n(x) \subset U\}$. Such an $m$ exists since $\text{diam}(E'_n(x)) \leq 4\sqrt{2N}^n \to 0$ as $n \to \infty$. Since $E'_n(x) \setminus \{x\}$ is connected, either $E'_n(x) \setminus \{x\} \subset V$ or $E'_n(x) \setminus \{x\} \subset W$. We may assume the former.

Note that $F = E_m(x) \cup E'_m(x)$, where $E_m(x)$ is as in (4.1). Since $E'_m(x) \setminus \{x\} \subset V$, $W \subset (F \setminus \{x\}) \setminus V \subset (F \setminus \{x\}) \setminus (E'_m(x) \setminus \{x\}) \subset F \setminus E'_m(x) \subset E_m(x)$.

Combining this with the fact that $E_m(x)$ is closed, we have $\overline{W} \subset E_m(x)$ so that $x \in \overline{W} \subset E_m(x)$, which contradicts the definition of $E_m(x)$. □

Since a cut point is always a local cut point, it suffices to consider when $F$ has no cut points. Let $x$ be a local cut point of $F$ (if there is any). By Theorem 5.1, there is some $m \in \mathbb{Z}^+$ such that $x$ is a cut point of $E'_m(x)$. Recall that $|\Omega_m(x)| \leq 4$.

Case 1. $|\Omega_m(x)| = 1$. That is to say, there is only one $i \in D^m$ such that $x \in \varphi_i(F)$. Since $x$ is a cut point of $E'_m(x) = \varphi_i(F)$, $\varphi_i^{-1}(x)$ is a cut point of $F$, which is a contradiction.

Case 2. $|\Omega_m(x)| = 2$, namely $\Omega_m(x) = \{i, j\}$. Since there are no cut points of $F$, we see by the same reason as in Case 1 that $\varphi_i(F) \setminus \{x\}$ and $\varphi_j(F) \setminus \{x\}$ are both connected. If there is some $y \neq x$ such that $y \in \varphi_i(F) \cap \varphi_j(F)$, then

$$E'_m(x) \setminus \{x\} = (\varphi_i(F) \setminus \{x\}) \cup (\varphi_j(F) \setminus \{x\})$$

is the union of two connected sets with non-empty intersection and hence is also connected. This is a contradiction. In conclusion, $\varphi_i(F) \cap \varphi_j(F) = \{x\}$.

Case 3. $|\Omega_m(x)| = 3$, namely $\Omega_m(x) = \{i, j, k\}$. Letting

$$A_1 = \varphi_i(F) \setminus \{x\}, A_2 = \varphi_j(F) \setminus \{x\}, A_3 = \varphi_k(F) \setminus \{x\},$$


we see again that they are all connected. Similarly as in Case 2, it is not hard to see that there is some \(1 \leq k \leq 3\) such that \(A_k \cap \bigcup_{i \neq k} A_i = \emptyset\). In conclusion, there is some \(\omega \in \Omega_m(x)\) such that \(\varphi_\omega(F) \cap \bigcup_{\eta \in \Omega_m(x) \setminus \{\omega\}} \varphi_\eta(F) = \{x\} \).

**Case 4.** \(|\Omega_m(x)| = 4\). We may assume that \(\Omega_m(x) = \{i, j, k, h\}\). In this case, \(x\) is the common vertex of four adjacent level-\(m\) squares and we must have

\[
(0, 0), (0, N - 1), (N - 1, 0), (N - 1, N - 1) \in D.
\]

Without loss of generality, we may also assume that \(x\) is the bottom right, bottom left, top left and top right vertex of \(\varphi_i([0, 1]^2), \varphi_j([0, 1]^2), \varphi_k([0, 1]^2)\) and \(\varphi_h([0, 1]^2)\), respectively. Then all of \(\varphi_i(F) \cap \varphi_j(F), \varphi_j(F) \cap \varphi_k(F)\) and \(\varphi_k(F) \cap \varphi_h(F)\) contain infinitely many points. Similarly as in Case 2, we see that \(F_m'(x) \setminus \{x\}\) is connected and obtain a contradiction.

We summarize the above discussion in the following result.

**Corollary 5.2.** Let \(F\) be a connected GSC with no cut points and let \(x\) be a local cut point of \(F\). Then there is some \(m \in \mathbb{Z}^+\) and a decomposition \(\Omega_m(x) = \mathcal{I} \cup \mathcal{J}\) such that

\[
\left(\bigcup_{i \in \mathcal{I}} \varphi_i(F)\right) \cap \left(\bigcup_{i \in \mathcal{J}} \varphi_i(F)\right) = \{x\}.
\]

The following definition serves just for convenience.

**Definition 5.3.** Let \(F\) be a connected GSC. For \(n \in \mathbb{Z}^+\), we call \(D^n\) *locally fragile* if there are disjoint subsets \(\mathcal{I}, \mathcal{J}\) of \(D^n\) such that:

1. \(\left(\bigcup_{i \in \mathcal{I}} \varphi_i(F)\right) \cap \left(\bigcup_{i \in \mathcal{J}} \varphi_i(F)\right)\) is a singleton, denoted by \(\{x\}\);
2. \(\mathcal{I} \cup \mathcal{J} = \Omega_n(x)\).

**Remark 5.4.** Corollary 5.2 just states that if \(F\) has no cut points but some local cut point, then \(D^m\) is locally fragile for some \(m \geq 1\). On the other hand, if \(D^n\) is locally fragile, then we can see from the proof of the following proposition that the point \(x\) in Definition 5.3 is actually a local cut point. Combining with our previous discussion (cases 1-4), we have \(|\Omega_n(x)| \in \{2, 3\}\).

**Proposition 5.5.** Let \(F\) be a connected GSC with no cut points. If \(D^n\) is locally fragile for some \(n \in \mathbb{Z}^+\), then \(F\) has local cut points.

**Proof.** Let \(\mathcal{I}, \mathcal{J}, x\) be as in Definition 5.3. For simplicity, write \(F_\mathcal{I} = \bigcup_{i \in \mathcal{I}} \varphi_i(F)\) and \(F_\mathcal{J} = \bigcup_{i \in \mathcal{J}} \varphi_i(F)\). Since \(\mathcal{I} \cup \mathcal{J} = \Omega_n(x)\), \(\text{dist}(x, \varphi_j(F)) > 0\) for every \(j \in D^n \setminus (\mathcal{I} \cup \mathcal{J})\). So we can find a small \(r > 0\) such that

\[
\{y \in F : |y - x| < r\} \cap \varphi_j(F) = \emptyset, \quad \forall j \in D^n \setminus (\mathcal{I} \cup \mathcal{J}).
\]

Since \(F\) is locally connected, there is a connected neighborhood \(U\) of \(x\) contained in \(\{y \in F : |y - x| < r\}\). By (5.1), we have \(U \subset F_\mathcal{I} \cup F_\mathcal{J}\). Therefore

\[
U = (U \cap F_\mathcal{I}) \cup (U \cap F_\mathcal{J})
\]

Since \(F_\mathcal{I} \cap F_\mathcal{J} = \{x\}\) and both of them are closed subsets of \(F\), \(U \cap F_\mathcal{I}\) and \(U \cap F_\mathcal{J}\) are both closed subsets of \(U\) which intersects at exactly one point \(\{x\}\), and it is easy to see that both of them are non-empty. Then by Lemma 3.1, \(U \setminus \{x\}\) is disconnected. Thus \(x\) is a local cut point of \(F\).

**Proposition 5.6.** Let \(F\) be a connected GSC with no cut points. Let \(n = \inf\{m \geq 1 : D^m\ is\ locally\ fragile\}\). If \(n < \infty\) then \(n \leq 2\).
The key observation is that if one can find a pair of level-$n$ squares which are up-down (resp. left-right) adjacent but not contained in one common level-1 square, then you can find such a pair of level-1 squares.

**Proof.** Suppose $n > 2$ and let $\mathcal{I}, \mathcal{J} \subset \mathcal{D}^n$, $x \in F$ be as in Definition 5.3. We first claim that there is no $i \in \mathcal{D}$ such that $i < i$ for all $i \in \mathcal{I} \cup \mathcal{J}$. Otherwise, letting $\mathcal{I}' = \{ \sigma(i) : i \in \mathcal{I} \}$, $\mathcal{J}' = \{ \sigma(i) : i \in \mathcal{J} \}$ and $y = \varphi_i^{-1}(x)$, where $\sigma$ is again the left shift map, we see that $\mathcal{I}' \cap \mathcal{J}' = \emptyset$, $\mathcal{I}' \cup \mathcal{J}' = \Omega_{n-1}(y)$ and

$$
\left( \bigcup_{j \in \mathcal{I}'} \varphi_j(F) \right) \cap \left( \bigcup_{j \in \mathcal{J}'} \varphi_j(F) \right) = \varphi_i^{-1}\left( \left( \bigcup_{i \in \mathcal{I}} \varphi_i(F) \right) \cap \left( \bigcup_{i \in \mathcal{J}} \varphi_i(F) \right) \right) = \varphi_i^{-1}(\{x\}) = \{y\}.
$$

So $\mathcal{D}^{n-1}$ is locally fragile and this contradicts the minimality of $n$.

By Remark 5.4, it suffices to consider the following two cases.

**Case 1.** $|\Omega_n(x)| = 2$. Then $\mathcal{I} = \{ i \}$ and $\mathcal{J} = \{ j \}$ for some $i = i_1 \cdots i_n, j = j_1 \cdots j_n \in \mathcal{D}^n$. We have seen that $i_1 \neq j_1$. Clearly, if $\varphi_i([0,1]^2)$ and $\varphi_j([0,1]^2)$ are up-down or left-right adjacent then so are $\varphi_{i_1}([0,1]^2)$ and $\varphi_{j_1}([0,1]^2)$. Since $x \notin \varphi_{\eta}(F)$ for all $\eta \in \mathcal{D}^n \setminus \{ i, j \}$, $x \notin \varphi_{\omega}(F)$ for all $\omega \in \mathcal{D} \setminus \{ i_1, j_1 \}$, i.e., $\Omega_1(x) = \{ i_1, j_1 \}$. Moreover, $\varphi_{i_1}(F) \cap \varphi_{j_1}(F)$ is a scaled copy of $\varphi_{i_1}(F) \cap \varphi_{j_1}(F)$ so it is also a singleton (this singleton is just $\{x\}$ since it contains $x$). So $\mathcal{D}^1$ is locally fragile and this contradicts the fact that $n > 2$.

If $\varphi_i([0,1]^2)$ and $\varphi_j([0,1]^2)$ are adjacent but not up-down or left-right adjacent then

$$
\varphi_i([0,1]^2) \cap \varphi_j([0,1]^2) = \varphi_i(F) \cap \varphi_j(F) = \{x\}.
$$

If $\varphi_{i_{n-1}}([0,1]^2)$ and $\varphi_{j_{n-1}}([0,1]^2)$ are not up-down or left-right adjacent then they also intersect at exactly one point. Since $x \notin \varphi_\eta(F)$ for all $\eta \in \mathcal{D}^{n-1} \setminus \{ i, j \}$, $x \notin \varphi_\tau(F)$ for all $\tau \in \mathcal{D}^{n-1} \setminus \{ i_{n-1}, j_{n-1} \}$, i.e., $\Omega_{n-1}(x) = \{ i_{n-1}, j_{n-1} \}$. So $\mathcal{D}^{n-1}$ is locally fragile which contradicts the minimality of $n$. So the two squares $\varphi_{i_{n-1}}([0,1]^2)$ and $\varphi_{j_{n-1}}([0,1]^2)$ should be either left-right adjacent or up-down adjacent. We may assume the latter. In this case, $\varphi_{i_1}([0,1]^2)$ and $\varphi_{j_1}([0,1]^2)$ are also up-down adjacent. By the self-similarity, there is a pair of level-2 cells, one in $\varphi_{i_1}([0,1]^2)$ and another in $\varphi_{i_1}([0,1]^2)$, locating and behaving just in the same way as $\varphi_{i_1}(F)$ and $\varphi_{j_1}(F)$. Denoting the intersection of these two level-2 cells (which is a singleton) by $\{z\}$, it is easy to see that there is a decomposition of $\Omega_2(z)$ making $\mathcal{D}^2$ locally fragile. This contradicts the fact that $n > 2$.

**Case 2.** $|\Omega_n(x)| = 3$. Without loss of generality, we may assume that $\Omega_n(x) = \{ i, j, k \}$ and $\mathcal{I} = \{ i, k \}, \mathcal{J} = \{ j \}$, where $i, j, k \in \mathcal{D}^n$. If $i_{n-1}, j_{n-1}$ and $k_{n-1}$ are pairwise distinct then $x$ is the common vertex of $\varphi_{i_{n-1}}([0,1]^2), \varphi_{j_{n-1}}([0,1]^2)$ and $\varphi_{k_{n-1}}([0,1]^2)$. By the self-similarity of $\varphi$ and the position of these squares, the intersection

$$
(\varphi_{i_{n-1}}(F) \cup \varphi_{k_{n-1}}(F)) \cap \varphi_{j_{n-1}}(F)
$$

coincides with

$$
(\varphi_i(F) \cup \varphi_k(F)) \cap \varphi_j(F) = \left( \bigcup_{\omega \in \mathcal{I}} \varphi_\omega(F) \right) \cap \left( \bigcup_{\omega \in \mathcal{J}} \varphi_\omega(F) \right) = \{x\}.
$$

Letting $\mathcal{I}' = \{ i_{n-1}, k_{n-1} \}$ and $\mathcal{J}' = \{ j_{n-1} \}$, it is easy to check that $\mathcal{D}^{n-1}$ is locally fragile, which contradicts the minimality of $n$. Therefore, at least two of $i, j, k$ share a common prefix of length $n - 1$. Combining this with the arguments in the first paragraph of this proof, exactly two of $i, j, k$ share a common prefix of length $n - 1$. 
Write \( \{ \omega, \tau \} = \{ i_{n-1}, j_{n-1}, k_{n-1} \} \). Then \( \varphi_\omega([0,1]^2) \) and \( \varphi_\tau([0,1]^2) \) are either left-right adjacent or up-down adjacent. We may assume that latter. Since \( \omega_1 \neq \tau_1 \) (otherwise \( i_1 = j_1 = k_1 \)), \( \varphi_{\omega_1}([0,1]^2) \) and \( \varphi_{\tau_1}([0,1]^2) \) are also up-down adjacent. By the self-similarity, there exist three level-2 cells in \( \varphi_{\omega_1}([0,1]^2) \) and \( \varphi_{\tau_1}([0,1]^2) \), locating and behaving just in the same way as \( \varphi_i(F), \varphi_j(F) \) and \( \varphi_k(F) \). So \( D^2 \) is locally fragile and we again obtain a contradiction. \( \square \)

These results establish Theorem 1.6 as follows.

**Proof of Theorem 1.6.** The “only if” part follows from Corollary 5.2 and Proposition 5.6. The “if” part follows from Proposition 5.5. \( \square \)

6. **Generalization to Barański carpets and Barański sponges**

In this section, we will explain why our results on (local) cut points also hold for Barański carpets. Furthermore, we can extend our results on the connectedness to Barański sponges, which can be regarded as the high-dimensional self-affine generalization of GSCs. Thus, by Theorem 1.2, we characterize when a Barański carpet is homeomorphic to the standard GSC.

Since the geometrical structure of Barański sponges is more complicated than that of GSCs, we will prove our results on connectedness of Barański sponges in details. On the other hand, we only explain our results on the existence of (local) cut points of Barański carpets, since the geometrical structure of Barański carpets is similar to that of GSCs.

6.1. **Connectedness of Barański sponges.** First, let us recall the definition of Barański sponges. Let \( d \geq 2 \) be an integer. As usual, a vector \( \mathbf{p} = (p_1, \ldots, p_d) \in \mathbb{R}^d \) is called a probability vector if \( \sum_{j=1}^{d} p_j = 1 \) and \( p_j > 0 \) for all \( j \).

Let \( N_1, N_2, \ldots, N_d \) be integers such that \( N_i \geq 2 \) for all \( i \). For each \( 1 \leq i \leq d \), let \( \mathbf{p}_i = (p_{i,1}, \ldots, p_{i,N_i}) \) be a probability vector, and define another vector \( \mathbf{q}_i = (q_{i,1}, \ldots, q_{i,N_i}) \) by setting \( q_{i,1} = 0 \) and \( q_{i,j} = \sum_{t=1}^{j-1} p_{i,t} \) for \( 2 \leq j \leq N_i \).

Let \( \mathcal{D} \subset \{(j_1, \ldots, j_d) : 1 \leq j_i \leq N_i \text{ for all } 1 \leq i \leq d \} \). To avoid trivial cases, we assume that \( 1 < \# \mathcal{D} < \prod_{i=1}^{d} N_i \). For each \( w = (j_1, \ldots, j_d) \in \mathcal{D} \), define an affine map \( \psi_w \) on \( \mathbb{R}^d \) by

\[
\psi_w(x_1, \ldots, x_d) = (\psi_{w,1}(x_1), \ldots, \psi_{w,d}(x_d)),
\]

where \( \psi_{w,i}(x_i) = p_{i,j_i} x_i + q_{i,j_i} \), \( 1 \leq i \leq d \). Then \( \Phi_{\mathcal{D}} := \{ \psi_w : w \in \mathcal{D} \} \) is a self-affine IFS on \( \mathbb{R}^d \) of which the corresponding attractor \( K = K(\Phi_{\mathcal{D}}) \) is called a Barański sponge.

In the case when \( p_{i,j} = \frac{1}{N_i} \) for all \( 1 \leq j \leq N_i \) and \( 1 \leq i \leq d \), \( K \) is usually called a Bedford-McMullen sponge. Furthermore, if all \( N_i \) are equal, \( K \) is called a Sierpiński sponge. We remark that in some papers, \( K \) is called a sponge only if \( d \geq 3 \). Recently, Das and Simmons [11] proved that for all \( d \geq 3 \), there exists a Barański sponge such that its Hausdorff dimension is strictly larger than its dynamical dimension.

In the planar case, the attractor \( K = K(\Phi_{\mathcal{D}}) \) is usually called a Barański carpet ([4]). Furthermore, in the case when \( p_{i,j} = \frac{1}{N_i} \) for \( 1 \leq j \leq N_i \), \( K \) is usually called a Bedford-McMullen carpet ([7, 30]). Recently, there are many discussions on these carpets. Please see [17, 26] and references therein.

By a little abuse of notation, we let \( Q_0 = [0,1]^d \) and recursively define

\[
Q_n = \bigcup_{w \in \mathcal{D}} \psi_w(Q_{n-1}), \quad n \in \mathbb{Z}^+.
\]
Similarly as in the GSC cases, \( \{Q_n\}_{n=0}^{\infty} \) forms a decreasing sequence of compact sets and \( K = \bigcap_{n=0}^{\infty} Q_n \). Moreover, we still write \( D^* = \bigcup_{k=1}^{\infty} D^k \) and \( \psi_w = \psi_{w_1} \circ \cdots \circ \psi_{w_k} \) for \( w = w_1 \cdots w_k \in D^* \). Then by (6.1),
\[
\psi_w(x_1, \ldots, x_d) = (\psi_{w,1}(x_1), \ldots, \psi_{w,d}(x_d)),
\]
where \( \psi_{w,i}(x_i) := \psi_{w_1,i} \circ \cdots \circ \psi_{w_k,i}(x_i) \), \( 1 \leq i \leq d \). It follows that
\[
\psi_w(Q_0) = \psi_{w,1}([0,1]) \times \cdots \times \psi_{w,d}([0,1]).
\]
For \( 1 \leq i \leq d \), we define \( \pi_i : D^* \to \mathbb{Z}^+ \cup \{0\} \) recursively by
\[
\pi_i(w) = j_i \quad \text{if} \quad w = (j_1, \ldots, j_d) \in D,
\]
and
\[
\pi_i(w) = N_i \cdot \pi_i(w) + \pi_i(u), \quad \text{if} \quad w \in D^*, w \in D.
\]

Let \( w, w' \in D^* \) with \( |w| = |w'| \). It is easy to check the following simple facts.

1. \( \psi_w(Q_0) \cap \psi_w'(Q_0) \neq \emptyset \) if and only if \( \psi_{w,i}([0,1]) \cap \psi_{w',i}([0,1]) \neq \emptyset \) for all \( 1 \leq i \leq d \).

Furthermore, if the above condition holds, then
\[
\dim(\psi_w(Q_0) \cap \psi_w'(Q_0)) = \sum_{i=1}^{d} \dim(\psi_{w,i}([0,1]) \cap \psi_{w',i}([0,1])).
\]

2. For \( 1 \leq i \leq d \), \( \psi_{w,i} = \psi_{w',i} \) if and only if \( \pi_i(w) = \pi_i(w') \).

3. For \( 1 \leq i \leq d \), \( \psi_{w,i}([0,1]) \cap \psi_{w',i}([0,1]) \neq \emptyset \) if and only if \( |\pi_i(w) - \pi_i(w')| \leq 1 \).

Moreover, the intersection is a singleton if \( |\pi_i(w) - \pi_i(w')| = 1 \). As a result, if \( \psi_{w,i}([0,1]) \cap \psi_{w',i}([0,1]) \neq \emptyset \), then
\[
\dim(\psi_{w,i}([0,1]) \cap \psi_{w',i}([0,1])) = 1 - |\pi_i(w) - \pi_i(w')|.
\]

4. For \( 1 \leq i \leq d \) and \( u, u' \in D \), \( |\pi_i(wwu) - \pi_i(w'u')| \geq |\pi_i(w) - \pi_i(w')| \), and the equality holds if and only if \( \pi_i(wwu) - \pi_i(w'u') = \pi_i(w) - \pi_i(w') \), which is equivalent to
\[
\pi_i(w) - \pi_i(w') \in \{0, \pm 1\} \quad \text{and} \quad \pi_i(u) - \pi_i(u') = -(N_i - 1)(\pi_i(w) - \pi_i(w')).
\]

Given \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{Z}^d \), if \( |\alpha_i| \leq 1 \) for all \( 1 \leq i \leq d \), then we call \( \alpha \) a \( 0 \pm 1 \) vector and write \( |\alpha| = \sum_{i=1}^{d} |\alpha_i| \). We remark that the notation \( | \cdot | \) sometimes refers to the cardinality of sets, but the meaning should be clear from the context.

For \( w \in D^* \), define \( \pi(w) = (\pi_1(w), \ldots, \pi_d(w)) \). From the above Facts (1)-(3), we can easily obtain the following lemma.

**Lemma 6.1.** Let \( w, w' \in D^* \) with \( |w| = |w'| \). Then
\[
\psi_w(Q_0) \cap \psi_w'(Q_0) \neq \emptyset \iff \pi(w) - \pi(w') \text{ is a } 0 \pm 1 \text{ vector}.
\]

Furthermore, if the above condition holds, then
\[
\dim(\psi_w(Q_0) \cap \psi_w'(Q_0)) = d - |\pi(w) - \pi(w')|.
\]

**Lemma 6.2.** Let \( w, w' \in D^* \) with \( |w| = |w'| \) and \( \psi_w(Q_0) \cap \psi_w'(Q_0) \neq \emptyset \). For \( u, u' \in D \),
\[
\dim(\psi_uw(Q_0) \cap \psi_uw'(Q_0)) = \dim(\psi_u(Q_0) \cap \psi_u(Q_0)) \iff \pi(wu) - \pi(w'u') = \pi(w) - \pi(w').
\]
Proof. Notice that \(|\pi(w) - \pi(w')| = \sum_{i=1}^{d} |\pi_i(w) - \pi_i(w')|\). Thus, from Fact (4), for any \(u, u' \in D\), we have \(|\pi(ww) - \pi(w'\bar{u}')| \geq |\pi(w) - \pi(w')|\), and the equality holds if and only if \(\pi_i(ww) - \pi_i(w'\bar{u}') = \pi_i(w) - \pi_i(w')\) for all \(1 \leq i \leq d\). That is, \[|\pi(ww) - \pi(w'\bar{u}')| = |\pi(w) - \pi(w')| \iff \pi(ww) - \pi(w'\bar{u}') = \pi(w) - \pi(w').\]

Combining this with Lemma 6.1, it is easy to see that the lemma holds. \(\square\)

Lemma 6.3. Let \(w, w' \in D^*\) with \(|w| = |w'|\) and let \(u, u' \in D\). Assume that
\[\pi(ww) - \pi(w'\bar{u}') = \pi(w) - \pi(w')\]
is a nonzero 0±1 vector. Then \(\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset\).

Proof. From the assumption of the lemma and Fact (4),
\[\pi_i(u) - \pi_i(u') = -(N_i-1)(\pi_i(w) - \pi_i(w'))\]
for \(k \geq 1\), write \(u_k = u \cdots u \in D^k\) and \(u'_{k'} = u' \cdots u' \in D^k\). Then, from Fact (4) and by induction, it is easy to see that for all \(k \geq 1\) and all \(1 \leq i \leq d\),
\[\pi_i(ww_k) - \pi_i(w'\bar{u}_k') = \pi_i(ww_{k-1}) - \pi_i(w'\bar{u}_{k-1}') \in \{0, \pm 1\}\]
so that \(\psi_{ww_k}(Q_0) \cap \psi_{w'\bar{u}_k'}(Q_0) \neq \emptyset\) for all \(k\). Thus \(\bigcap_{k=1}^{\infty} \psi_{ww_k}(Q_0) = \bigcap_{k=1}^{\infty} \psi_{w'\bar{u}_k'}(Q_0)\), which implies that \(\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset\). \(\square\)

From Fact (3) and Lemma 6.2, the assumption in the above lemma is equivalent to
\[\psi_w(Q_0) \cap \psi_{w'}(Q_0) \neq \emptyset\] and \(\dim(\psi_{ww}(Q_0) \cap \psi_{w'\bar{u}}(Q_0)) = \dim(\psi_{ww}(Q_0) \cap \psi_{w'}(Q_0))\).

Corollary 6.4. Let \(\alpha = (\alpha_1, \ldots, \alpha_d)\) be a nonzero 0±1 vector. If \(((N_1-1)\alpha_1, \ldots, (N_d-1)\alpha_d) \in D - D\), then \(\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset\) for all \(w, w' \in D\) with \(|w| = |w'|\) and \(\pi(w) - \pi(w') = \alpha\).

Proof. Let \(u, u' \in D\) be such that \(u' - u = ((N_1-1)\alpha_1, \ldots, (N_d-1)\alpha_d)\). Then by Fact (4),
\[\pi_i(ww) - \pi_i(w'\bar{u}') = \pi_i(w) - \pi_i(w'),\]
so \(\pi(ww) - \pi(w'\bar{u}') = \pi(w) - \pi(w') = \alpha\). By Lemma 6.3, \(\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset\). \(\square\)

Lemma 6.5. Let \(w, w' \in D^*\) with \(|w| = |w'|\). If \(\psi_w(Q_d) \cap \psi_{w'}(Q_d) \neq \emptyset\), then \(\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset\).

Proof. It is clear that \(\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset\) if \(w = w'\). Thus we may assume that \(w \neq w'\). In this case, \(\dim(\psi_w(Q_0) \cap \psi_{w'}(Q_0)) = d - |\pi(w) - \pi(w')| \leq d - 1\).

It follows from \(Q_d = \bigcup_{u \in D^d} \psi_u(Q_0)\) and \(\psi(w_d) \cap \psi_{w'}(Q_d) \neq \emptyset\) that there exist \(u = u_1 \cdots u_d, u' = u'_1 \cdots u'_d \in D^d\) such that \(\psi_{wu}(Q_0) \cap \psi_{w'u'}(Q_0) \neq \emptyset\). Notice that
\[0 \leq \dim(\psi_{wu}(Q_0) \cap \psi_{w'u'}(Q_0)) \leq \dim(\psi_{wu_1 \cdots u_d}(Q_0) \cap \psi_{w'u'_1 \cdots u'_{d-1}}(Q_0)) \leq \cdots \leq \dim(\psi_{wu}(Q_0) \cap \psi_{w'}(Q_0)) \leq d - 1\]
Thus there exists \(1 \leq j \leq d\) such that
\[\dim(\psi_{wu_1 \cdots u_j}(Q_0) \cap \psi_{w'u'_1 \cdots u'_j}(Q_0)) = \dim(\psi_{wu_1 \cdots u_j}(Q_0) \cap \psi_{w'u'_1 \cdots u'_{j-1}}(Q_0))\]
Combining this with Lemmas 6.2 and 6.3, we have \(\psi_{wu_1 \cdots u_{j-1}}(K) \cap \psi_{w'u'_1 \cdots u'_{j-1}}(K) \neq \emptyset\). So \(\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset\). \(\square\)
Proof of Theorem 1.12. Since \( K \subset Q_{d+1} \), it suffices to prove the \( \Leftarrow \) part. Assume that \( Q_{d+1} \) is connected. Fix any \( u,v \in D \). Since \( Q_{d+1} = \bigcup_{w \in D} \psi_w(Q_d) \) is a finite union of compact sets, we know from the connectedness of \( Q_{d+1} \) that there exists \( \{ w_j \}_{j=1}^m \subset D \), such that \( w_1 = u, w_m = v \) and \( \psi_{w_j}(Q_d) \cap \psi_{w_{j+1}}(Q_d) \neq \emptyset \) for all \( 1 \leq j \leq m - 1 \). From Lemma 6.5, \( \psi_{w_j}(K) \cap \psi_{w_{j+1}}(K) \neq \emptyset \) for all \( 1 \leq j \leq m - 1 \). Thus the Hata graph of the IFS \( \{ \psi_w : w \in D \} \) is connected and hence \( K \) is connected. \( \square \)

Similar to GSC cases, it would be nice if we are able to present an effective algorithm to draw the Hata graph sequence of Barański sponges by computer. The following result is a preparation for this purpose.

Proposition 6.6. Assume that \( w, w' \in D^* \), where \( |w| = |w'| \) and \( \alpha := \pi(w) - \pi(w') \) is a nonzero 0±1 vector. Then \( \psi_w(K) \cap \psi_{w'}(K) \neq \emptyset \) if and only if there exist \( u, u' \in D^* \cup \{ \emptyset \} \) with \( |u| = |u'| \leq d - |\alpha| \) and \( v, v' \in D \) such that

\[
\pi(wuv) - \pi(w'u'v') = \pi(wu) - \pi(w'u').
\]

Proof. First we prove the \( \Leftarrow \) part. From Fact (4) and (6.4), \( \pi(wu) - \pi(w'u') \) is a 0±1 vector. On the other hand, since \( \pi(w) - \pi(w') \) is nonzero, we know from Fact (4) that \( \pi(wu) - \pi(w'u') \) is also nonzero. Thus from Lemma 6.3 and (6.4), \( \psi_{wu}(K) \cap \psi_{w'u'}(K) \neq \emptyset \) so that \( \psi_w(K) \cap \psi_{w'}(K) \neq \emptyset \).

For the \( \Rightarrow \) part, write \( t = d - |\alpha| + 1 \) (so \( 1 \leq t \leq d \)). It follows from \( K \subset Q_t = \bigcup_{u \in D^t} \psi_u(Q_0) \) and \( \psi_w(K) \cap \psi_{w'}(K) \neq \emptyset \) that there exist \( u_1 \cdots u_t, u'_1 \cdots u'_t \in D^t \), such that \( \psi_{wu_1 \cdots u_t}(Q_0) \cap \psi_{w'u'_1 \cdots u'_t}(Q_0) \neq \emptyset \). Thus, applying similar arguments as in the proof of Lemma 6.5 and noticing that

\[
\dim(\psi_w(Q_0) \cap \psi_{w'}(Q_0)) = d - |\alpha| = t - 1,
\]

there exists \( 1 \leq j \leq t \) such that (6.3) holds. Write \( u = u_1 \cdots u_{j-1}, u' = u'_1 \cdots u'_{j-1} \) and \( v = u_j, v' = u'_j \). Then

\[
\dim(\psi_{wu}(Q_0) \cap \psi_{w'u'}(Q_0)) = \dim(\psi_{wu}(Q_0) \cap \psi_{w'u'}(Q_0)).
\]

Since \( \psi_{wu}(Q_0) \cap \psi_{w'u'}(Q_0) \supset \psi_{wu_1 \cdots u_t}(Q_0) \cap \psi_{w'u'_1 \cdots u'_t}(Q_0) \neq \emptyset \), we know from the remark after Lemma 6.3 that \( \pi(wu) - \pi(w'u') = \pi(wu) - \pi(w'u') \).

Let \( E_0 \) be the set of all nonzero 0±1 vectors \( (\alpha_1, \ldots, \alpha_d) \) such that

\[
((N_1 - 1)\alpha_1, \ldots, (N_d - 1)\alpha_d) \in D - D.
\]

Recursively, for \( 1 \leq t \leq d - 1 \), we define \( E_t \) to be the set of all nonzero 0±1 vectors \( (\alpha_1, \ldots, \alpha_d) \) that satisfy the following condition: There exists \( e \in D - D \) such that

\[
(N_1\alpha_1, \ldots, N_d\alpha_d) + e \in \bigcup_{k=0}^{t-1} E_k.
\]

By definition, it is clear that \( E_t \subset E_{t+1} \) for \( 1 \leq t \leq d - 2 \). Furthermore, we have the following simple lemma.

Lemma 6.7. Let \( w, w' \in D^* \) be two distinct words with \( |w| = |w'| \). If there exist \( u, u' \in D \) such that \( \pi(wu) - \pi(w'u') \in E_t \) for some \( 0 \leq t \leq d - 2 \), then \( \pi(w) - \pi(w') \in E_{t+1} \).
Proof. Write $\alpha = (\alpha_1, \ldots, \alpha_d) = \pi(w) - \pi(w')$. Since $\pi(wu) - \pi(w'u') \in \mathcal{E}_t$,

$$\pi_i(wu) - \pi_i(w'u') \in \{0, \pm 1\}, \quad 1 \leq i \leq d.$$ 

Thus from Fact (4), $\pi_i(w) - \pi_i(w') \in \{0, \pm 1\}$ for all $1 \leq i \leq d$. Combining this with $w \neq w'$, we know that $\pi(w) - \pi(w')$ is a nonzero $0 \pm 1$ vector.

Note that by (6.2),

$$(N_1\alpha_1, \ldots, N_d\alpha_d) + u - u' = \pi(wu) - \pi(w'u') \in \mathcal{E}_t.$$

Since $u - u' \in D - D$, $\pi(w) - \pi(w') = \alpha \in \mathcal{E}_{t+1}$. \hfill $\Box$

The following theorem provides us with an effective algorithm to draw the Hata graph sequence of Barański sponges.

**Theorem 6.8.** Let $w, w' \in D^*$ be such that $|w| = |w'|$ and $\pi(w) - \pi(w')$ is a nonzero $0 \pm 1$ vector. Then $\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset$ if and only if $\pi(w) - \pi(w') \in \mathcal{E}_{d-|\pi(w) - \pi(w')|}$.

**Proof.** Write $\alpha = (\alpha_1, \ldots, \alpha_d) = \pi(w) - \pi(w')$ and let $t = d - |\alpha|$ (so $0 \leq t \leq d - 1$). We first prove the “if” part by induction on $t$. By definition, if $\alpha = \pi(w) - \pi(w') \in \mathcal{E}_t$, then (6.5) holds. Since $\alpha$ is a nonzero $0 \pm 1$ vector, we have by Corollary 6.4 that $\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset$. Thus the “if” part holds for $t = 0$.

Assume that the “if” part holds for $0 \leq t \leq m$, where $0 \leq m \leq d - 2$ is an integer. When $t = m + 1$ and $\alpha = \pi(w) - \pi(w') \in \mathcal{E}_{m+1}$, there exist $v, v' \in D$ such that

$$(N_1\alpha_1, \ldots, N_d\alpha_d) + (v - v') \in \bigcup_{k=0}^{m} \mathcal{E}_k.$$

So $\pi(wv) - \pi(w'v') \in \bigcup_{k=0}^{m} \mathcal{E}_k$ (recall (6.2)). By the inductive hypothesis, $\psi_{wv}(K) \cap \psi_{w'v'}(K) \neq \emptyset$, which implies that $\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset$. Thus the “if” part holds for $t = m + 1$.

Now we prove the “only if” part. Suppose $\psi_w(K) \cap \psi_{w'}(K) \neq \emptyset$. From Proposition 6.6, there exist $u, u' \in D^* \cup \{\emptyset\}$ with $|u| = |u'| \leq t$ and $v, v' \in D$ such that (6.4) holds. Letting $\beta = \pi(wu) - \pi(w'u')$, we can rewrite (6.4) as

$$(6.6) \quad (N_1\beta_1, \ldots, N_d\beta_d) + v - v' = (\beta_1, \ldots, \beta_d),$$

which implies that $((N_1-1)\beta_1, \ldots, (N_d-1)\beta_d) = v' - v \in D - D$ and $\beta$ is a $0 \pm 1$ vector. Since $\pi(wv) - \pi(wv')$ is nonzero, from Fact (4), $\beta = \pi(wu) - \pi(w'u')$ is also nonzero. Thus $\beta \in \mathcal{E}_0$.

Let $s = |u| = |u'|$. If $s = 0$, then $wu = w, w'u' = w'$ and hence $\pi(w) - \pi(w) = \beta \in \mathcal{E}_0$. Furthermore, from (6.6), $(N_1\beta_1, \ldots, N_d\beta_d) + v - v' = (\beta_1, \ldots, \beta_d) \in \mathcal{E}_0$ so that $\beta \in \mathcal{E}_1$. Thus $\beta \in \mathcal{E}_0 \cap \mathcal{E}_1 \subset \mathcal{E}_t$.

Now assume that $s \geq 1$. Write $u = u_1 \cdots u_s$ and $u' = u'_1 \cdots u'_s$. From $\pi(wu) - \pi(w'u') = \beta \in \mathcal{E}_0$ and Lemma 6.7, we see that $\pi(wu_1 \cdots u_{s-1}) - \pi(w'u'_1 \cdots u'_{s-1}) \in \mathcal{E}_1$. Applying Lemma 6.7 repeatedly, we obtain that $\pi(w) - \pi(w') \in \mathcal{E}_s \subset \mathcal{E}_t$ since $t \geq s \geq 1$. \hfill $\Box$

6.2. Existence of local cut points of Barański carpets. In this subsection, we will explain why our results on the existence of (local) cut points of GSCs are also applicable to Barański carpets.
Assume that $K = K(\Psi_D)$ is a connected Barański carpet. Similarly as in the GSC cases, we call $K$ fragile if we can decompose $\mathcal{D}$ as $\mathcal{D} = \mathcal{D}_1 \cup \mathcal{D}_2$ such that
\[
\left( \bigcup_{w \in \mathcal{D}_1} \psi_w(K) \right) \cap \left( \bigcup_{w \in \mathcal{D}_2} \psi_w(K) \right)
\]
is a singleton. The carpet $K$ is called non-fragile if it is not fragile.

Since it makes no essential difference when we consider the arguments in Sections 2-5 with small squares replaced by small rectangles, one can modify those arguments and show the following results.

1. If $K$ is fragile, then $K$ has cut points and $\chi(\Gamma_k) \geq |\mathcal{D}|^{k-1} - 1$ for all $k \geq 2$, where $\Gamma_k$ is the $k$-th Hata graph of $K$ (analogous to Lemma 3.1 and Proposition 3.3);
2. A non-fragile connected Barański carpet has cut points if and only if $\chi(\Gamma_k) \geq |\mathcal{D}|^{k-1}$ for all $k \geq 2$ (analogous to Theorem 1.11);
3. A connected Barański carpet has local cut points but no cut points if and only if there are disjoint subsets $I, J \subset \mathcal{D}^n$ as in Theorem 1.6.

In conclusion, we can extend Theorems 1.5 and 1.6 as follows.

\textbf{Theorem 6.9.} A connected Barański carpet $K(\Psi_D)$ has cut points if and only if $\chi(\Gamma_k) \geq |\mathcal{D}|^{k-1} - 1$ for all $k \geq 2$.

\textbf{Theorem 6.10.} Let $K = K(\Psi_D)$ be a connected Barański carpet with no cut points. Then $K$ contains local cut points if and only if there are disjoint subsets $I, J$ of $\mathcal{D}^n$ for $n = 1$ or $n = 2$ such that
\[
\left( \bigcup_{i \in I} \psi_i(K) \right) \cap \left( \bigcup_{i \in J} \psi_i(K) \right)
\]
is a singleton, say $\{x\}$, and $I \cup J = \{i \in \mathcal{D}^n : x \in \psi_i(K)\}$.

7. Further remarks

\subsection*{7.1. A gap phenomenon.} Since any planar set with Hausdorff dimension $< 1$ is totally disconnected (see [16, Proposition 3.5]), a GSC $F = F(N, \mathcal{D})$ is totally disconnected if $|\mathcal{D}| < N$. When $|\mathcal{D}| = N$, $F$ is connected if and only if $\mathcal{D}$ is of one of the following form:

1. $\mathcal{D} = \{(i, j) : 0 \leq j \leq n - 1\}$ for some $0 \leq i \leq n - 1$;
2. $\mathcal{D} = \{(i, j) : 0 \leq i \leq n - 1\}$ for some $0 \leq j \leq n - 1$;
3. $\mathcal{D} = \{(i, i) : 0 \leq i \leq n - 1\}$;
4. $\mathcal{D} = \{(i, n - i) : 0 \leq i \leq n - 1\}$.

In these cases, $F$ is a line segment. One can also show that $F$ is not only disconnected but also totally disconnected if $|\mathcal{D}| = N$ but $\mathcal{D}$ is not of one of the above four forms. For details, please refer to [35]. Then a natural question arises: For any $k > N$, is there a digit set $\mathcal{D}$ with exactly $k$ elements such that the associated GSC is connected? The following theorem indicates a gap phenomenon.

\textbf{Theorem 7.1.} Let $F = F(N, \mathcal{D})$ be a connected GSC with $|\mathcal{D}| > N$. Then $|\mathcal{D}| \geq 2N - 1$.

\textbf{Proof.} The proof is divided into four cases.

\textbf{Case 1.} $\{(0, 0), (0, N - 1), (N - 1, 0), (N - 1, N - 1)\} \subset \mathcal{D}$. In this case, a pair of level-1 cells has a non-empty intersection if and only if the corresponding level-1 squares
are adjacent. More precisely, for \((a_1, b_1), (a_2, b_2) \in \mathcal{D}\),
\begin{equation}
\varphi(a_1, b_1)(F) \cap \varphi(a_2, b_2)(F) \neq \emptyset \iff \max\{|a_1 - a_2|, |b_1 - b_2|\} \leq 1.
\end{equation}

Since \(F\) is connected, the associated Hata graph is connected. Therefore, we can find two paths in that graph: \((0, 0) = i_1 \to i_2 \to \cdots \to i_m = (N - 1, N - 1)\) and \((0, N - 1) = j_1 \to j_2 \to \cdots \to j_n = (N - 1, 0)\). It follows from (7.1) that \(m \geq N\) and \(n \geq N\). If these two paths do not share a common vertex then \(|\mathcal{D}| \geq 2N\), so we may suppose the contrary. Letting
\begin{equation}
p = \min\{1 \leq t \leq m : i_t \in \{j_1, \ldots, j_n\}\}, \quad p' = \max\{1 \leq t \leq m : i_t \in \{j_1, \ldots, j_n\}\},
\end{equation}
we see that \(i_1, \ldots, i_{p-1}, i_p', \ldots, i_m\) are distinct elements in \(\mathcal{D}\), implying that
\begin{equation}
|\mathcal{D}| \geq (p - 1) + (m - p') + n.
\end{equation}

For convenience, denote \(q, q'\) and \(a, b, c, d\) be such that \(j_q = i_p = (a, b)\) and \(j_q' = i_p' = (c, d)\). We may also assume that \(q \leq q'\) (the case when \(q > q'\) can be similarly discussed). Consider the following five paths:
\begin{equation}
(0, 0) = i_1 \to \cdots \to i_p = (a, b), \quad (c, d) = i_p' \to \cdots \to i_m = (N - 1, N - 1),
\end{equation}
\begin{equation}
(0, N - 1) = j_1 \to \cdots \to j_q = (a, b), \quad (a, b) = j_q \to \cdots \to j_q' = (c, d),
\end{equation}
\begin{equation}
(c, d) = j_{q'} \to \cdots \to j_n = (N - 1, 0).
\end{equation}

By (7.1), we have the following estimates of their lengths:
\begin{align*}
p & \geq \max\{a, b\} + 1, \quad m - p' + 1 \geq \max\{N - 1 - c, N - 1 - d\} + 1, \\
q & \geq \max\{a, N - 1 - b\} + 1, \quad q' - q + 1 \geq \max\{|c - a|, |d - b|\} + 1, \\
n - q' + 1 & \geq \max\{N - 1 - c, d\} + 1.
\end{align*}

As a consequence,
\begin{align*}
|\mathcal{D}| & \geq (p - 1) + (m - p') + n \\
& = (p - 1) + (m - p') + q + (q' - q) + (n - q') \\
& \geq b + (N - 1 - d) + (N - 1 - b + 1) + |c - a| + d \geq 2N - 1.
\end{align*}

**Case 2.** \(\{(0, 0), (N - 1, N - 1)\} \not\subset \mathcal{D}\) and \(\{(0, N - 1), (N - 1, 0)\} \not\subset \mathcal{D}\). In this case, we have for all \((a_1, b_1), (a_2, b_2) \in \mathcal{D}\) that
\begin{equation}
\varphi(a_1, b_1)(F) \cap \varphi(a_2, b_2)(F) \neq \emptyset \implies |a_1 - a_2| + |b_1 - b_2| = 1,
\end{equation}
i.e., the two corresponding level-1 squares are up-down or left-right adjacent. Furthermore,
\begin{align*}
\varphi(a, b)(F) \cap \varphi(a + 1, b)(F) & \neq \emptyset \iff \exists y_0 \text{ such that } (0, y_0), (N - 1, y_0) \in \mathcal{D}, \\
\varphi(a, b)(F) \cap \varphi(a, b + 1)(F) & \neq \emptyset \iff \exists x_0 \text{ such that } (x_0, 0), (x_0, N - 1) \in \mathcal{D}.
\end{align*}

Since \(F\) is connected and \(|\mathcal{D}| > N\), it is not difficult to see that both \(x_0\) and \(y_0\) as above must exist. Applying an analogous argument as in Case 1 gives us the desired result. But for readers’ convenience, we present the detailed proof here. Note that there are two paths \((x_0, 0) = i_1 \to i_2 \to \cdots \to i_m = (x_0, N - 1)\) and \((0, y_0) = j_1 \to j_2 \to \cdots \to j_n = (N - 1, y_0)\) in the Hata graph. It follows from (7.5) that \(m \geq N\) and \(n \geq N\). If these two paths do not share a common vertex then \(|\mathcal{D}| \geq 2N\), so we may suppose the contrary. Defining \(p\) and \(q\) as in (7.2), we see that (7.3) holds. Choose \(q, q'\) and \(a, b, c, d\) as before, i.e., \(j_q = i_p = (a, b)\) and \(j_{q'} = i_{p'} = (c, d)\) and again assume that \(q \leq q'\). Replacing \((0, 0), (N - 1, N - 1), (0, N - 1)\)
and \((N - 1, 0)\) in (7.4) by \((x_0, 0), (x_0, N - 1), (0, y_0)\) and \((N - 1, y_0)\), respectively, we obtain five paths. By (7.5), we have the following estimates of their lengths:

\[
p \geq |a - x_0| + b + 1, \quad m - p' + 1 \geq |c - x_0| + (N - 1 - d) + 1, \\
q \geq a + |b - y_0| + 1, \quad q' - q + 1 \geq |c - a| + |d - b| + 1, \\
n - q' + 1 \geq (N - 1 - c) + |d - y_0| + 1.
\]

As a consequence,

\[
|\mathcal{D}| \geq (p - 1) + (m - p') + q + (q' - q) + (n - q') \\
\geq (|a - x_0| + b) + (|c - x_0| + N - 1 - d) + (a + |b - y_0| + 1) \\
\quad + (|c - a| + |d - b|) + (N - 1 - c + |d - y_0|) \\
\geq (x_0 - a + b) + (c - x_0 + N - 1 - d) + (a + y_0 - b + 1) \\
\quad + (|c - a| + |d - b|) + (N - 1 - c + d - y_0) \geq 2N - 1.
\]

**Case 3.** \(\{(0, 0), (N - 1, N - 1)\} \subset \mathcal{D}\) while \(\{(0, N - 1), (N - 1, 0)\} \notin \mathcal{D}\). Since \(|\mathcal{D}| > N\), at least one of the following subcases holds.

**Subcase 3.1.** If \(i, j \in \mathcal{D}\) are such that \(\varphi_i([0, 1]^2)\) and \(\varphi_j([0, 1]^2)\) are left-right adjacent then \(\varphi_i(F) \cap \varphi_j(F) \neq \emptyset\). More precisely, if \(i - j = (\pm 1, 0)\) then \(i, j\) are adjacent in the Hata graph. This requires that there is some \(y_0\) such that \((0, y_0) \in \mathcal{D}\) and either \((N - 1, y_0)\) or \((N - 1, y_0 - 1) \in \mathcal{D}\). Here we only consider the former case since the latter one can be similarly discussed. Then for every pair of \((a_1, b_1), (a_2, b_2) \in \mathcal{D}\), every path in the Hata graph connecting them has a length at least

\[
(7.6) \quad \begin{cases}
\max\{|a_1 - a_2|, |b_1 - b_2|\} + 1, & (a_1 - a_2)(b_1 - b_2) \geq 0, \\
|a_1 - a_2| + |b_1 - b_2| + 1, & (a_1 - a_2)(b_1 - b_2) < 0.
\end{cases}
\]

Note that there are two paths \((0, 0) = i_1 \to i_2 \to \cdots \to i_m = (N - 1, N - 1)\) and \((0, y_0) = j_1 \to j_2 \to \cdots \to j_n = (N - 1, y_0)\) in the Hata graph. It follows from (7.6) that \(m \geq N\) and \(n \geq N\) and hence we may assume similarly as before that these two paths share at least one common vertex. Defining \(p\) and \(q\) as in (7.2), we see that (7.3) holds. Again denote \(q, q'\) and \(a, b, c, d\) be such that \(j_q = i_p = (a, b)\) and \(j_{q'} = i_{q'} = (c, d)\) and again assume that \(q \leq q'\). Replacing \((0, N - 1)\) and \((N - 1, 0)\) in (7.4) by \((0, y_0)\) and \((N - 1, y_0)\), respectively, we obtain five paths. First note that (7.6) implies that

\[
p \geq b + 1, \quad m - p' + 1 \geq (N - 1 - d) + 1, \quad q' - q + 1 \geq c - a + 1,
\]

\[
q \geq \begin{cases}
\max\{a, b - y_0\} + 1, & b \geq y_0, \\
a + (y_0 - b) + 1, & b < y_0,
\end{cases}
\]

and

\[
n - q' + 1 \geq \begin{cases}
\max\{N - 1 - c, y_0 - d\} + 1, & d \leq y_0, \\
(N - 1 - c) + (d - y_0) + 1, & d > y_0.
\end{cases}
\]

Thus

\[
(p - 1) + (m - p') + (q' - q) \geq b + (N - 1 - d) + (c - a) = N - 1 + b - d + c - a.
\]
When \( b \geq y_0 \) and \( d \leq y_0 \),
\[
|D| \geq (p - 1) + (m - p') + (q' - q) + q + (n - q') \\
\geq (N - 1 + b - d + c - a) + (a + 1) + (N - 1 - c) \\
= 2N - 1 + (b - d) \geq 2N - 1.
\]

When \( b \geq y_0 \) and \( d > y_0 \),
\[
|D| \geq (N - 1 + b - d + c - a) + (a + 1) + (N - 1 - c + d - y_0) \\
= 2N - 1 + (b - y_0) \geq 2N - 1.
\]

When \( b < y_0 \) and \( d \leq y_0 \),
\[
|D| \geq (N - 1 + b - d + c - a) + (a + y_0 - b + 1) + (N - 1 - c) \\
= 2N - 1 + (y_0 - d) \geq 2N - 1.
\]

When \( b < y_0 \) and \( d > y_0 \),
\[
|D| \geq (N - 1 + b - d + c - a) + (a + y_0 - b + 1) + (N - 1 - c + d - y_0) \\
= 2N - 1.
\]

**Subcase 3.2.** If \( i, j \in D \) are such that \( \varphi_i([0, 1]^2) \) and \( \varphi_j([0, 1]^2) \) are up-down adjacent then \( \varphi_i(F) \cap \varphi_j(F) \neq \emptyset \). We can apply an analogous argument as in Subcase 3.1 to obtain the desired estimate.

**Case 4.** \( \{(0, 0), (N-1, N-1)\} \not\in D \) while \( \{(0, N-1), (N-1, 0)\} \subset D \). This can be similarly discussed as Case 3.

With the above theorem in hand, the next example establishes Theorem 1.13.

**Example 7.2.** Let \( N \geq 2 \). For every \( 2N - 1 \leq k \leq N^2 - 1 \), there is a digit set \( D \) with \( |D| = k \) such that the associated GSC \( F = F(N, D) \) is connected. For example, write \( k = N + m(N-1) + p \) where \( m \in \{1, \ldots, N\} \), \( k = p + 1 \) (mod \( N - 1 \)) and \( 0 \leq p < N - 1 \) and let
\[
\begin{align*}
D = & \{(0, j) : 0 \leq j \leq N - 1\} \\
& \cup \{(i, j) : 1 \leq i \leq N - 1, 0 \leq j \leq m\} \cup \{(i, m + 1) : 1 \leq i \leq p\}.
\end{align*}
\]

Figure 14 depicts a GSC where \( N = 4 \) and \( |D| = 11 \).

![Figure 14](image)
7.2. An improvement on the lower bound of Theorem 1.11. With some effort, we are able to make a small improvement on $\chi(\Gamma_k)$ for non-fragile connected GSCs with cut points as in Proposition 1.14. In order to prove this proposition, we need the following lemma.

Lemma 7.3. Let $u \in \mathcal{D}$ and let $i_1 i_2 i_3 \in \mathcal{D}^3$ be such that $i_1 \neq u$. If $\varphi_{i_1 i_2 i_3}(F)$ is the only one level-3 cell in $\bigcup_{j \in \mathcal{D} \setminus \{u\}} \varphi_j(F)$ which intersects $\varphi_u(F)$, then $F$ is fragile.

Proof. Clearly, $\varphi_{i_1}(F)$ is the only one level-1 cell in $\bigcup_{j \in \mathcal{D} \setminus \{u\}} \varphi_j(F)$ which intersects $\varphi_u(F)$. From the first part of the proof of Proposition 3.10, we see that $\varphi_{i_1}(F) \cap \varphi_u(F)$ is a singleton. Thus

$$\varphi_u(F) \cap \left( \bigcup_{j \in \mathcal{D} \setminus \{u\}} \varphi_j(F) \right)$$

is a singleton. So $F$ is fragile. \qed

Proof of Proposition 1.14. Assume on the contrary that $\chi(\Gamma_k) \leq |\mathcal{D}|^{k-1} + |\mathcal{D}|^{k-3} - 1$ for some $k \geq 3$ and let $i_1 \cdots i_k$ be the cut vertex achieving $\chi(\Gamma_k)$. Then there is some $u \in \mathcal{D}$ such that the following two statements hold:

1. $uD^{k-1}$ and $\{jD^{k-1} : j \neq i_1, u\}$ belong to different connected components of $\Gamma_k - \{i_1 \cdots i_k\}$;
2. $uD^{k-1}$ and $jD^{k-3}$ belong to different connected components of $\Gamma_k - \{i_1 \cdots i_k\}$ for all $j \in \mathcal{D}^3 \setminus \{i_1 i_2 i_3\}$.

As a consequence, $uD^2$ and $\{jD^2 : j \neq i_1, u\}$ belong to different connected components of $\Gamma_3 - \{i_1 i_2 i_3\}$, and $uD^2$ and $j$ belong to different components for all $j \in \mathcal{D}^3 \setminus \{i_1 i_2 i_3\}$. Equivalently, $\varphi_{i_1 i_2 i_3}(F)$ is only one level-3 cell in $\bigcup_{j \in \mathcal{D} \setminus \{u\}} \varphi_j(F)$ which intersects $\varphi_u(F)$. It then follows from Lemma 7.3 that $F$ is fragile, which leads to a contradiction. \qed

Acknowledgements. The work of Dai is supported in part by NSFC grants 11771457 and 11971500. The work of Luo is supported in part by NSFC grant 11871483. The work of Ruan is supported in part by NSFC grant 11771391, ZJNSF grant LY22A010023 and the Fundamental Research Funds for the Central Universities of China grant 2021FZZX001-01. The work of Wang is supported in part by the Hong Kong Research Grant Council grants 16308518 and 16317416 and HK Innovation Technology Fund ITS/044/18FX, as well as Guangdong-Hong Kong-Macao Joint Laboratory for Data-Driven Fluid Mechanics and Engineering Applications. We are grateful to Professor Christoph Bandt for helpful discussions.

References
1. S. Akiyama, G. Dorfer, J. M. Thuswaldner and R. Winkler, On the fundamental group of the Sierpiński-gasket, Topology Appl. 156 (2009), 1655–1672.
2. C. Bandt and K. Keller, Self-similar sets. II. A simple approach to the topological structure of fractals, Math. Nachr. 154 (1991), 27–39.
3. C. Bandt and T. Retta, Topological spaces admitting a unique fractal structure, Fund. Math. 141 (1992), 257–268.
4. K. Barański, Hausdorff dimension of the limit sets of some planar geometric constructions, Adv. Math. 210 (2007), 215–245.
5. M. Barlow and R. Bass, The construction of Brownian motion on the Sierpinski carpet, Ann. Inst. Henri Poincaré. 25 (1989), 225–257.
6. M. T. Barlow, R. F. Bass, T. Kumagai, and A. Teplyaev, Uniqueness of Brownian motion on Sierpiński carpets, J. Eur. Math. Soc., 12 (2010), 655–701.
7. T. Bedford, Crinkly curves, Markov partitions and box dimensions in self-similar sets, PhD thesis, University of Warwick, 1984.
8. M. Bonk and S. Merenkov, Quasisymmetric rigidity of square Sierpiński carpets, Ann. of Math. (2) 177 (2013), 591–643.
9. M. Bonk and S. Merenkov, Square Sierpiński carpets and Lattès maps, Math. Z. 296 (2020), 695–718.
10. L. Cristea and B. Steinsky, Connected generalised Sierpiński carpets, Topology Appl. 157 (2010), 1157–1162.
11. T. Das and D. Simmons, The Hausdorff and dynamical dimensions of self-affine sponges: a dimension gap result, Invent. Math. 210 (2017), 85–134.
12. G. Deng, C. Liu and S.-M. Ngai, Topological properties of a class of self-affine tiles in $\mathbb{R}^3$, Trans. Amer. Math. Soc. 370 (2018), 1321–1350.
13. Q.-R. Deng, and K.-S. Lau, Connectedness of a class of planar self-affine tiles, J. Math. Anal. Appl. 380 (2011), 493–500.
14. G. Dorfer, J. M. Thuswaldner and Reinhard Winkler, Fundamental groups of one-dimensional spaces, Fund. Math. 223 (2013), 137–169.
15. D. Drötzov and A. Tetenov, On the connected components of fractal cubes, arXiv:2002.02920.
16. K. J. Falconer, Fractal Geometry. Mathematical foundations and applications, 3rd ed., John Wiley & Sons, Ltd., Chichester, 2014.
17. J. M. Fraser, Fractal geometry of Bedford-McMullen carpets, arXiv:2008.10555.
18. K. Hare and N. Sidorov, On a family of self-affine sets: Topology, uniqueness, simultaneous expansions, Ergod. Th. Dynam. Sys. 37 (2017), 193-227.
19. M. Hata, On the structure of self-similar sets, Japan J. Appl. Math. 2 (1985), 381–414.
20. J. Hutchinson, Fractals and self-similarity, Indiana Univ. Math. J. 30 (1981), 713–747.
21. J. Kigami, Analysis on fractals, Cambridge University Press, Cambridge, 2001.
22. S. Kusuoka and Y. Zhou, Dirichlet forms on fractals: Poincaré constant and resistance, Probab. Theory Related Fields. 93 (1992), 169–196.
23. K.-S. Lau, J. J. Luo and H. Rao, Topological structure of fractal squares, Math. Proc. Cambridge Philos. Soc. 155 (2013), 73–86.
24. K.-S. Leung and K.-S. Lau, Disklikeness of planar self-affine tiles, Trans. Amer. Math. Soc. 359 (2007), 3337–3355.
25. K.-S. Leung and J. J. Luo, A characterization of connected self-affine fractals arising from collinear digits, J. Math. Anal. Appl. 456 (2017), 429–443.
26. Z. Liang, J. J. Miao and H.-J. Ruan, Gap sequences and topological properties of Bedford-McMullen sets, Nonlinearity 35 (2022), 4043–4063.
27. B. Loridant, J. Luo, T. Sellami and J. M. Thuswaldner, On cut sets of attractors of iterated function systems, Proc. Amer. Math. Soc. 144 (2016), 4341–4356.
28. J. J. Luo, Self-similar sets, simple augmented trees and their Lipschitz equivalence, J. Lond. Math. Soc. (2) 99 (2019), 428–446.
29. J. Luo, H. Rao and B. Tan, Topological structure of self-similar sets, Fractals 10 (2002), 223–227.
30. C. McMullen, The Hausdorff dimension of general Sierpiński carpets, Nagoya Math. J. 96 (1984), 1–9.
31. S.-M. Ngai and T.-M. Tang, Topology of connected self-similar tiles in the plane with disconnected interiors, Topology Appl. 150 (2005), 139–155.
32. K. Roinestad, Geometry of fractal squares, Ph.D. thesis, The Virginia Polytechnic Institute and State University, 2010.
33. H.-J. Ruan and Y. Wang, Topological invariants and Lipschitz equivalence of fractal squares, J. Math. Anal. Appl. 451 (2017), 327–344.
34. H.-J. Ruan, Y. Wang, and J.-C. Xiao, On the existence of cut points of connected generalized Sierpinski carpets, arXiv:2204.07706.
35. H.-J. Ruan and J.-C. Xiao, When does a Bedford-McMullen carpet have equal Hausdorff and topological Hausdorff dimensions, Fractals 29 (2021), 2150194, 9 pp.
36. R. S. Strichartz, *Differential equations on fractals. A tutorial*, Princeton University Press, Princeton, New Jersey, 2006.

37. J. Thuswaldner and S.-Q. Zhang, On self-affine tiles whose boundary is a sphere, Trans. Amer. Math. Soc. 373 (2020), 491-527.

38. G. T. Whyburn, Topological characterization of the Sierpiński curve, Fund. Math. 45 (1958), 320–324.

39. L. Xi, Differentiable points of Sierpinski-like sponges, Adv. Math. 361 (2020), 106936, 34 pp.

40. L.-F. Xi and Y. Xiong, Self-similar sets with initial cubic patterns, CR Acad. Sci. Paris, Ser. I 348 (2010), 15–20.

41. J.-C. Xiao, Fractal squares with finitely many connected components, Nonlinearity 34 (2021), 1817–1836.

School of Mathematics, Sun Yat-sen University, Guangzhou, China

Email address: daixr@mail.sysu.edu.cn

School of Mathematics, Sun Yat-sen University, Guangzhou, China

Email address: luojun30@mail.sysu.edu.cn

School of Mathematical Sciences, Zhejiang University, Hangzhou, China

Email address: ruanhj@zju.edu.cn

Department of Mathematics, The Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong

Email address: yangwang@ust.hk

School of Mathematical Sciences, Zhejiang University, Hangzhou, China

Email address: jcxshaw24@zju.edu.cn