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1 Introduction

Let’s consider a renewal process

\[ N_t \overset{\text{def}}{=} \sum_{i=1}^{\infty} \left\lfloor \sum_{k=1}^{i} \xi_k \leq t \right\rfloor, \]

where \( \{\xi_1, \xi_2, \ldots\} \) are independent identically distributed (i.i.d.) positive random variables. \( N_t \) is a counting process with jumps, \( t_k \overset{\text{def}}{=} \sum_{k=1}^{i} \xi_k \) is referred to as the \( k \)-th jump time. The times \( t_k \) are renewal moments of \( N_t \).

Consider the backward renewal time (or overshoot) at some time \( t \) (See Fig.1):

\[ B_t = t - \sum_{k=1}^{N_t} \xi_k. \]

\( B_t \) is called a backward renewal time at the fixed time. So we can consider \( B_t \) as a random process at arbitrary time \( t \). It’s easy to show \( B_t \) is a Markov process.

![Figure 1: \( B_t \) is a backward renewal time at the fixed time \( t \).](image)

**Theorem 1** (Lorden, G. (1970) [3]; see, e.g. [2]). Lorden’s inequality states that the expectation of this overshoot is bounded as

\[ \mathbb{E} B_t \leq \frac{\mathbb{E} \xi^2}{\mathbb{E} \xi}. \]  

\[ \square \]
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Consider here also forward renewal time (or undershot) at some time \( t \) (See Fig.1):

\[
W_t = t - \sum_{k=1}^{N_t+1} \xi_k.
\]

Figure 2: \( W_t \) is a forward renewal time at the fixed time \( t \).

The renewal intervals can be dependent, and also may be different distributed. In this paper the random variables \( \{\xi_1^*, \xi_2^*, \ldots\} \) are non-negative and not assumed to be i.i.d. The counting process \( N_t^* \equiv \sum_{i=1}^{\infty} 1 \left\{ \sum_{k=1}^{i} \xi_k^* \leq t \right\} \) is called as generalised renewal process in this case. Our goal is to generalise the Lorden’s inequality for that process, and to formulate the conditions under which this generalised Lorden’s inequality is hold.

2 Assumptions

First, we have to define the generalised intensity function. Recall the intensity (hazard rate) function definition (in a classical sense [5,1]). Let \( P\{\cdot\} \) to be the probability of at least one recovery occurs in the interval \([t, t+\Delta]\). It can be expressed via some function \( \varphi(t) \):

\[
P\{\text{at least one recovery in the interval } [t, t+\Delta]\} = F(t+\Delta) - F(t) = \int_t^{t+\Delta} \varphi(s) \, ds = \varphi(t)\Delta + o(\Delta),
\]

**Definition 1.** \( \varphi(t) \) is called the intensity (hazard rate) function for a renewal process.

It is obvious that a continuous random variable is uniquely defined by its cumulative distribution functions, or by its density distribution functions, or by its intensity:

\[
F(s) = 1 - \exp \left( \int_0^s (-\varphi(u)) \, du \right), \quad F'(s) = \varphi(s) \exp \left( \int_0^s (-\varphi(u)) \, du \right).
\]

Functions \( F(s), F'(s), \varphi(s) \) uniquely define each other.

This above definition of intensity is formulated for absolutely continuous distributions. We will consider the more generalised case of mixed random variables with distribution functions that may have a countable number of jumps.

**Denote** \( \varphi(a) \equiv - \ln (F(a+0) - F(a-0))\delta(0) \) when \( F(a-0) \neq F(a+0) \). The function \( \delta(\cdot) \) is the Dirac delta function.

\[\text{1The case of singular random variables is not considered due there are no practical applications for that case.}\]
Suppose that
\[ f(s) = \begin{cases} F'(s), & \text{if } F'(s) \text{ exists;} \\ 0, & \text{in the other case.} \end{cases} \]

This is not “classical” distribution density!!

**Definition 2.** The generalized intensity is defined by:
\[ \varphi(s) \overset{\text{def}}{=} \frac{f(s)}{1 - F(s)} - \sum_i \delta(s - a_i) \ln (F(a_i + 0) - F(a_i - 0)), \]

where \( \{a_i\} \) is the set of all points of discontinuity of a function \( F(s) \).

Denote the generalized intensity of a random variable \( \xi \) as
\[ \text{Intensity}_{\xi}(x). \]

The following lemma for generalised intensity is hold

**Lemma 1.** If \( \xi \perp \eta \), then
\[ \text{Intensity}_{\min\{\xi, \eta\}}(x) = \text{Intensity}_{\xi}(x) + \text{Intensity}_{\eta}(x). \]

Further we will formulate our results for generalized intensity. All three cases (cumulative probability density probability and generalized intensity functions) will be used for a random variable definition.

Consider the sequence \( \{\xi_1, \xi_2, \ldots\} \) of random variables.
Let’s make the following assumptions (1)–(5):

1. \( \xi_j = \min\{\zeta_j; \theta_j\} \), where \( \{\zeta_j\} \) is i.i.d. r.v., defined by the generalized intensity \( \varphi_i(s) \), and \( \zeta_i \perp \theta_j \) for all \( i, j \); \( \theta_j \) is defined by generalized intensity \( \mu_j \).

2. The generalized measurable non-negative function \( Q(s) \) exists, and for all \( s \geq 0 \)
\[ \varphi(s) + \mu_j(s) = \lambda_i(s) \leq Q(s); \]

3. \( \int_0^\infty \varphi(s) \, ds = \infty, \) and
\[ \int_0^\infty \left( x^{k-1} \exp \left( - \int_0^x \varphi(s) \, ds \right) \right) dx < \infty \text{ for some } k \geq 2; \]

4. \( Q(s) \) is locally bounded function for some neighbourhood of zero;

5. \( \varphi(s) > 0 \text{ a. e. if } s > T \geq 0. \)

\(^2\text{The random variables are supposed to be non-identically distributed. But the formulated results still hold for the condition } \xi_i \overset{\equiv}{=} \xi_j \text{ for all } i, j, i \neq j, \text{ or not for all } i, j. \)
Definition 3. If conditions 1–4 are satisfied, then the counting process

\[ N_t \overset{\text{def}}{=} \sum_{i=1}^{\infty} 1 \left\{ \sum_{k=1}^{i} \xi_k \leq t \right\} \] (2)

is called a generalized renewal process.

Remark 1. If \( T > 0 \), the process (2) is the delayed process.

Remark 2. The condition (3) ensures that:

\[ \mathbb{E} \xi_i > 0, \quad \text{Var} \xi_i^2 > 0. \]

Remark 3. If the condition 4 holds, then:

\[ F_i(t) = 1 - \int_0^t \exp(-\varphi_i(s)) \, ds \geq 1 - \frac{1}{(1 + t)^c} \Rightarrow \exists \mathbb{E} \xi_i^2 < \infty. \]

Remark 4. The mixed random variable is uniquely defined by its cumulative distribution functions, or by its intensity. These functions \( F(s), \varphi(s) \) uniquely define each other.

3 Auxiliary results

Let’s consider random variables \( \zeta, \xi_i, \eta \) with the following intensities and distribution functions:

- \[ G(x) \overset{\text{def}}{=} \mathbb{P}\{\zeta \leq x\} = 1 - \exp \left( - \int_0^x Q(s) \, ds \right) ; \quad Q(s) \text{ is an intensity}; \] (3)

- \[ F_i(x) \overset{\text{def}}{=} \mathbb{P}\{\xi_i \leq x\} = 1 - \exp \left( - \int_0^x \lambda_i(s) \, ds \right) ; \quad \text{where } \lambda_i(s) - \text{intensity}; \] (4)

- \[ \Phi(x) \overset{\text{def}}{=} \mathbb{P}\{\eta \leq x\} = 1 - \exp \left( - \int_0^x \varphi(s) \, ds \right) ; \quad \varphi(s) \text{ is an intensity}. \] (5)

The condition 1 ensures that \( G(s) = \mathbb{P}\{\zeta \leq s\} \geq F_i(s) = \mathbb{P}\{\xi_i \leq s\} \geq \Phi(s) = \mathbb{P}\{\eta \leq s\} \), or \( \zeta \prec \xi_i \prec \eta \) – ordered by distribution [4].

The condition 3 ensures that \( \mathbb{E} \eta^k < \infty \Rightarrow \mathbb{E} \zeta^k < \infty \) and \( \mathbb{E} \xi_i^k < \infty \).

The condition 4 ensures that \( \mathbb{E} \zeta > 0 \).

The condition 5 ensures that \( \Phi'(x) > 0 \) a.e. if \( s > T \).

The condition \( \zeta \prec \xi_i \prec \eta \) gives some useful auxiliary result.

Lemma 2. The following inequalities hold for the generalized renewal process:

\[ G(s)^* \overset{\text{def}}{=} F_{\xi_1+\xi_2+\cdots+\xi_n}(s) \geq \Phi^*(s), \]

or

\[ \sum_{i=1}^{n} \zeta_i \prec \sum_{i=1}^{n} \xi_i \prec \sum_{i=1}^{n} \eta_i. \]
4 The main result

Let us consider the counting process \( \xi_j \), where \( \xi_j \) is a random variable that may be dependent.

Let \( P\{\xi_j \leq s\} = F_j(s) \); \( F_j \) and \( F_i \) may not be equal.

**Theorem 2.** If the conditions 1–5 are satisfied, then the following inequality for the process defined by the Definition 3 holds:

\[
E B_t \leq E \eta + \frac{E \eta^2}{2E \zeta} \tag{6}
\]

and

\[
E W_t \leq E \eta + \frac{E \eta^2}{2E \zeta}, \tag{7}
\]

where \( E \eta^2 = \int_0^\infty x^2 \Phi(x) \, dx \); \( E \zeta = \int_0^\infty x^2 \Phi(x) \, dx \). \( \square \)

**Proof.** In many books on the renewal theory, there is the standard estimation for the distribution of the backward renewal time:

\[
P(B_t > x) = 1 - F_1(t + x) + \sum_{i=1}^{\infty} \int_0^{x-t} 1 - F_{i+1}(x - s) \, dF_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) \leq
\]

\[
\leq 1 - \Phi(t + s) - \sum_{i=1}^{\infty} \int_0^{x-t} 1 - \Phi(x - s) \, dF_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) =
\]

\[
= 1 - \Phi(t + s) - \sum_{i=1}^{\infty} I_i,
\]

where \( \Phi(s) \) is defined in (5), and \( F_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) = P\{\xi_1 + \xi_2 + \ldots + \xi_i \leq s\} \).

Here, we denote:

1. \( \zeta \) is a random variable with the distribution function \( G(x) = 1 - \int_0^x \exp(-Q(s)) \, ds \);

2. \( \eta \) is a random variable with the distribution function \( \Phi(x) = 1 - \exp\left(-\int_0^x \varphi(s) \, ds\right) \).

So, \( G(s) \geq F_i(s) \geq \Phi(s) \); and \( \zeta \prec \xi_i \prec \eta \) (distribution order).

Note, that

\[
G(s) \geq F_i(s) \geq \Phi(s); \quad \zeta \prec \xi_i \prec \eta \quad (\text{distribution order}),
\]

then

\[
G^{*n}(x) \geq F_{\xi_1 + \xi_2 + \ldots + \xi_i}(x) \geq \Phi^{*n}(x). \tag{8}
\]

Now, let us estimate

\[
I_i = \int_0^{x-t} 1 - F_{i+1}(x - s) \, dF_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) \leq \int_0^{x-t} 1 - \Phi(x - s) \, dF_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) = \ldots
\]
and, by integration by parts, we have

\[ I_i \leq (1 - \Phi(x - s)) F_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) \bigg|_{0}^{x-t} - \int_{0}^{x-t} F_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) \, d1 - \Phi(x - s) = \]

\[ (1 - \Phi(t)) F_{\xi_1 + \xi_2 + \ldots + \xi_i(t)} + \int_{0}^{x-t} F_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) \, d\Phi(x - s) \leq \]

now, using (8),

\[ I_i \leq (1 - \Phi(t)) G^*_{n*}(s) + \int_{0}^{x-t} G^*(s) \, d(\Phi(x - s) - 1) \]

anew, by integration by parts, we have

\[ I_i \leq \int_{0}^{x-t} 1 - \Phi(x - s) \, dG^*(s). \]

Thus,

\[ P\{B_t > x\} = 1 - F_1(t + x) + \sum_{i} \int_{0}^{x-t} 1 - F_{i+1}(x - s) \, dF_{\xi_1 + \xi_2 + \ldots + \xi_i}(s) \leq \]

\[ 1 - \Phi(x) + \sum_{i} \int_{0}^{x-t} 1 - \Phi(x - s) \, dG^*(s) = \]

\[ 1 - \Phi(x) + \int_{0}^{x-t} 1 - \Phi(x - s) \, dH_G(s), \]

where \( H_G(s) \) is a renewal function of the “classic” renewal process with the distribution of the renewal times \( G(s) \); \( H_G(s) \) \( \overset{\text{def}}{=} \sum_{n=1}^{\infty} G^*(s) \). Then,

\[ \mathbb{E} B_t \leq \left( \int_{0}^{x-t} (1 - \Phi(x)) + \int_{0}^{x-t} 1 - \Phi(x - s) \, dH_G(s) \right) \, dx. \]

So,

\[ \mathbb{E} B_t \leq \int_{0}^{x-t} (1 - \Phi(x)) \, dx + \int_{0}^{x-t} 1 - \Phi(x - s) \, dH_G(s) \, dx = \]

\[ \mathbb{E} \eta + \int_{\{0 \leq s < x \leq t\}} (1 - \Phi(x - s)) H'_G(s) \, dx \, ds. \]
Now, we apply Smith’s Key Renewal Theorem (see [1]):

\[
\int_0^{\infty} \int_0^{x-t} 1 - \Phi(x-s)\, dH_G(s)(dt) =
\]

\[
\int_0^{\infty} dH_G(s) \int_0^{x-t} 1 - \Phi(x-s)(dt) = \int_0^{\infty} (x-s) [1 - \Phi(x-s)]\, dH_G(s) =
\]

apply Smith’s Theorem

\[
= \frac{1}{E\zeta} \int_0^{\infty} (x+\theta) [1 - \Phi(x+\theta)]\, d\theta.
\]

Now,

\[
\frac{1}{E\zeta} \int_0^{\infty} (x+\theta)[1 - \Phi(x+\theta)]\, d(\theta + x) = \frac{1}{E\zeta} \frac{1}{2} \int_0^{\infty} 1 - \Phi(v)\, dv^2 = \frac{1}{E\zeta} \times \frac{E(\eta^2)}{2}.
\]

The inequality (6) is proved.

The analogous calculations for the equation

\[
P\{W_t > x\} =
\]

\[
= P\{\xi_1 > t + x\} + \sum_{i=1}^{\infty} P\{\{\xi_{i+1} > (t-s + x)\} \& \{\xi_1 + \xi_2 + \ldots + \xi_i \leq s\} \& \{s \leq t\}\} \leq
\]

\[
\leq P\{\xi_1 > x\} + \sum_{i=1}^{\infty} P\{\{\xi_{i+1} > (t-s)\} \& \{\xi_1 + \xi_2 + \ldots + \xi_i \leq s\} \& \{s \leq t\}\}
\]

prove the inequality (7).

The Theorem 2 is proved. •

5 Conclusion

This fact is very important because (1) is a uniform bound for any fixed (non-random) time \( t \). It was used for construction of strong bounds for some queueing systems and reliability systems. For this aim, it can consider for some stochastic regenerative process described the behaviour of technical system an embedded renewal process, and to study the convergence rate of extended renewal Markov process. But in many practical situations, the counting process is not strongly renewal in a classic means.
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