Enhanced artificial intelligence-based diagnosis using CBCT with internal denoising: Clinical validation for discrimination of fungal ball, sinusitis, and normal cases in the maxillary sinus
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Abstract

Background and objective The cone-beam computed tomography (CBCT) provides three-dimensional volumetric imaging of a target with low radiation dose and cost compared with conventional computed tomography, and it is widely used in the detection of paranasal sinus disease. However, it lacks the sensitivity to detect soft tissue lesions owing to reconstruction constraints. Consequently, only physicians with expertise in CBCT reading can distinguish between inherent artifacts or noise and diseases, restricting the use of this imaging modality. The development of artificial intelligence (AI)-based computer-aided diagnosis methods for CBCT to overcome the shortage of experienced physicians has attracted substantial attention. However, advanced AI-based diagnosis addressing intrinsic noise in CBCT has not been devised, discouraging the practical use of AI solutions for CBCT. We introduce the development of AI-based computer-aided diagnosis for CBCT considering the intrinsic imaging noise and evaluate its efficacy and implications.

Methods We propose an AI-based computer-aided diagnosis method using CBCT with a denoising module. This module is implemented before diagnosis to reconstruct the internal ground-truth full-dose scan corresponding to an input CBCT image and thereby improve the diagnostic performance. The proposed method is model agnostic and compatible with various existing and future AI-based denoising or diagnosis models.

Results The external validation results for the unified diagnosis of sinus fungal ball, chronic rhinosinusitis, and normal cases show that the proposed method improves the micro-, macro-average area under the curve, and accuracy by 7.4, 5.6, and 9.6\% (from 86.2, 87.0, and 73.4 to 93.6, 92.6, and 83.0\%), respectively, compared with a baseline while improving human diagnosis accuracy by 11\% (from 71.7 to 83.0\%), demonstrating technical differentiation and clinical effectiveness. In addition, the physician’s ability to evaluate the AI-derived diagnosis results may be enhanced compared with existing solutions.

Conclusion This pioneering study on AI-based diagnosis using CBCT indicates that denoising can improve diagnostic performance and reader interpretability in images from the sinonasal area, thereby providing a new approach and direction to radiographic image reconstruction regarding the development of AI-based
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diagnostic solutions. Furthermore, we believe that the performance enhancement will expedite the adoption of automated diagnostic solutions using CBCT, especially in locations with a shortage of skilled clinicians and limited access to high-dose scanning.

1 Introduction

1.1 Clinical value of cone-beam computed tomography as an alternative to conventional computed tomography

Chronic rhinosinusitis (CRS) [1] is an inflammatory condition that affects from 2% to 16% of the population in the United States, being a significant disease that costs approximately $10 billion in social expenses annually [2]. To reduce the social burden caused by CRS, accurate early diagnosis is crucial through methods such as sinonasal computed tomography (CT), which also allows the establishment of a surgical plan for endoscopic sinus surgery [3]. Conventional multidetector helical CT (MDCT) provides accurate high-quality coronal and sagittal images of the sinus [4], being a common diagnostic modality. However, MDCT has several drawbacks, including high cost, large installation area, and high radiation exposure [5]. In addition, MDCT is time-consuming when capturing and reassembling pictures, possibly causing adverse reactions such as claustrophobia in patients. Radiation exposure to radiation-sensitive organs, such as the eyes and thyroid gland, cannot be prevented during MDCT, restricting its repeated prescription around those organs.

Cone-beam CT (CBCT) is attracting attention as an image restoration technique that can overcome the shortcomings of MDCT. Compared with MDCT, CBCT features a shorter imaging time, less radiation dose, simpler reexamination, lower price, reduced installation area, and a simpler procedure even for claustrophobic patients owing to its open design. As CBCT employs an isotropic voxel to emit cone-shaped X-rays, they are irradiated simultaneously and not sequentially. Therefore, CBCT can reduce the dose with fewer scans while accurately reconstructing the patient’s three-dimensional (3D) structures; that is, it retains the ratio between axes of the 3D volume from a target. In contrast, MDCT employs a linear X-ray beam and thus requires extensive imaging, resulting in large-dose exposure. The average dose used for MDCT imaging is 42% higher than that used for CBCT imaging (108 vs. 63 μSv) [6]. Owing to its expansive potential area, CBCT can reconstruct an MDCT image from an irradiated region with a single scan, thereby achieving low-dose, high-speed, and high-resolution imaging [7, 8].

1.2 Limitation of CBCT for widespread adoption in clinical use: Unreliable diagnosis in non-skeletal regions including soft tissues

As CBCT uses cone X-ray beams rather than linear beams, it can provide the aforementioned advantages. Therefore, it replaces conventional MDCT and panoramic radiography, especially in dental practice. However, the CBCT principle contradicts the Fourier slice theorem from a technical perspective [9]. Filtered back projection [10] is the gold standard reconstruction method for MDCT images intended to address the inverse problem based on plane projection instead of cone-beam projection. Most commercially available image restoration systems for CBCT use filtered back-projection because no solution is available to completely solve the inversion of cone-beam projections completely. Unlike MDCT, CBCT has intrinsic artifacts [11] and noise because it reconstructs an image that is close to the ground truth but cannot reconstruct the true image. The imaging of soft tissues is particularly susceptible to these technical limitations. Combined with small radiation doses, CBCT provides inferior image resolution and distortion compared with MDCT when imaging soft tissues with lesions [12]. This limits the ability of CBCT to accurately diagnose inflammation in these tissues [13].
Various studies have claimed the need for educating clinicians to distinguish between disease and noise owing to the notable artifacts and noise on CBCT images. As the problem of low-quality soft tissue imaging with CBCT is almost nonexistent when imaging non-soft tissues, CBCT has been widely used in dentistry, where bone tissue is predominantly observed. [14] In contrast, the low quality of CBCT for imaging soft tissues hinders the identification of lesions [15] in medical specialties such as otorhinolaryngology. Consequently, the utility of CBCT has been limited in those specialties despite its advantages. In otorhinolaryngology, for instance, surgery is required for disease control of the sinonasal fungal ball because it is a frequent disease in the maxillary sinus that does not disappear spontaneously. Hence, simple CRS should be accurately distinguished from fungal balls in the early stage of the disease, and CT is essential for such diagnosis [16]. However, CBCT is rarely used because of its insensitivity to soft-tissue differentiation in the maxillary sinus. Reliably detecting lesions in soft tissues using CBCT remains challenging and requires assessment by experienced specialists who have observed and treated several patients with the same lesion type by comparing paired CBCT and MDCT images.

1.3 Artificial intelligence to overcome shortcomings of CBCT

In recent years, numerous studies on artificial intelligence (AI)-based automatic lesion diagnosis in recent years have demonstrated high diagnostic performance comparable to that of an experienced physician [17] or diagnostic support to physicians by AI solutions. Accordingly, AI has been applied to CBCT, achieving high quality and useful automatic diagnosis [18, 19, 20, 21, 22]. AI-based processing can be viewed as automatically separating noise and disease information in a CBCT image to then identify the disease type by focusing on the corresponding information. As lesions and noise in CBCT images show distinctive patterns, AI-based computer-aided diagnosis (CAD) may help to identify a lesion using CBCT more accurately or effectively than a physician. Thus, AI-based CAD may effectively compensate for noise and artifacts in CBCT processing given the ability of AI to separate noise from the target lesion and provide more accurate diagnostic information to physicians than manual CBCT analysis.

Despite the technological aspirations, available AI-based CAD technology for CBCT has only been successfully applied to diseases related to the skeletal system, which can be imaged even by CBCT. However, no studies have achieved superior diagnosis of soft tissue lesions using CBCT, for which unmet demands in clinical fields beyond dentistry persist [19, 20, 21, 22]. Serindere et al. [18] evaluated the diagnostic performance of CBCT by applying AI-based CAD to maxillary sinusitis, a lesion that primarily affects soft tissues. Although they confirmed the superiority of AI-based CAD using CBCT in comparison with panoramic images, no absolute advantage or technical difference between AI-based CAD using CBCT and other imaging modalities has been verified.

1.4 Our contributions

AI-based CAD using CBCT can reduce the inherent CBCT noise and then identify a disease or other health conditions in a noise-free environment. However, such an approach has not been devised, impeding the confirmation of its superiority and efficacy. Except for the aforementioned studies, to the best of our knowledge, AI solutions for CBCT have not been focused on diagnosis but instead included image restoration [23, 24, 25, 26, 27, 28, 29, 30] and segmentation [31, 32, 33, 34]. Overall, no study has demonstrated the clinical utility of the advancement of AI-based CAD methods using CBCT. Nevertheless, it seems possible to diagnose soft tissue lesions to outperform existing AI-based CAD using CBCT.

The contributions of this study to meet technical and clinical requirements for AI-based CAD using CBCT are summarized as follows:
• Unlike existing developments [35, 36, 37, 38], which perform CAD by merely applying existing AI technology to CBCT images, our AI-based CAD method using CBCT incorporates an AI-based denoising stage. Furthermore, existing denoising technique studies on CBCT [39, 40, 41] do not apply them to the diagnostic technology, whereas our study is the first for this application, demonstrating its technical distinctiveness and clinical superiority.

• We apply and evaluate the proposed method to discriminate fungal balls, sinusitis, and normal cases in the maxillary sinus. Fungal balls in the maxillary sinuses constitute a typical condition whose early diagnosis is crucial considering its bad prognosis, especially for the elderly [42]. Condition scanning using CBCT has attracted attention owing to the reduced radiation risk to the patient. However, existing methods for lesion localization on CBCT images in the presence of noise may be inaccurate, and physicians cannot rely on the CAD findings. In contrast, the proposed AI-based CAD system synthesizes a denoised full-dose reference MDCT image from the corresponding CBCT scan using an embedded denoising method to then accurately localize lesions. The proposed method may facilitate and increase the accuracy of diagnosis, supporting physicians in understanding automatic diagnosis data.

• We demonstrate that the proposed AI-based CAD method for CBCT achieves superior diagnostic performance than an existing method, with improvements in the micro-average area under the curve (AUC), macro-average AUC, and accuracy by 7.4, 5.6, and 9.6% (from 86.2, 87.0, and 73.4 to 93.6, 92.6, and 83.0%), respectively. In a comparative evaluation with assessments by six otorhinolaryngology resident physicians, the proposed method showed improved accuracy by 11.3% (from 71.7 to 83.0%), demonstrating its clinical value. For a fair evaluation, we used data from Samsung Seoul Medical Center for training (i.e., internal set) and Samsung Changwon Medical Center for evaluation (i.e., external set).

• We demonstrate that using medical imaging equipment capable of concurrently performing CBCT and MDCT image restoration has great prospective applications. For instance, training AI-based CAD based on pairs of collected CBCT and MDCT images may allow to subsequently perform efficient diagnosis solely using CBCT (with a low dose) while omitting both MDCT imaging and additional training. Our development and findings demonstrate the feasibility of this approach.

2 Methods

2.1 Data acquisition and preprocessing

2.1.1 Data acquisition and annotation

Table 1: Number of 3D stacks for OMU R-MDCT per class in internal and external sets

| Data type | Internal set (n) | External set (n) |
|-----------|-----------------|-----------------|
| HC        | 130             | 20              |
| CRS       | 128             | 18              |
| MFB       | 254             | 26              |
| Total     | 512             | 64              |

Real MDCT (R-MDCT) data were collected to synthesize pseudo-CBCT (P-CBCT) data. R-MDCT data consisted of internal and external sets, which were collected from Samsung Seoul Medical Center (Seoul, Republic of Korea) and Samsung Changwon Medical Center (Changwon, Republic of Korea), respectively, after approval by the Institutional Review Board (approval number: 2020-07-173). At 120 kVP and 2 mm-thick
tubular surface slices, R-MDCT images from each institution were acquired using the same parameters. The R-MDCT internal set included 512 3D stacks of ostiomeatal unit (OMU) MDCT head images acquired once from 512 participants. The external set consisted of 64 3D stacks from 64 subjects. The internal data included 254 maxillary sinus fungal balls (MFB) [42], 128 chronic rhinosinusitis (CRS), and 130 healthy control (HC) cases as disease classes, while the external data included 26 MFB, 18 CRS, and 20 HC cases.

We requested annotations for the internal and external sets to ear, nose, and throat (ENT) physicians. Because each patient had a different disease status on the right or left side, each 3D OMU MDCT stack was divided into right and left halves, and each ENT physician was required to annotate either of the three disease classes on each side of the maxillary sinuses (i.e., HC, CRS, or MFB per side). Subsequently, individual annotations were confirmed by at least three experts for labeling after reaching a consensus. We obtained annotations from four ENT physicians with less than 10 years of experience and four specialists with more than 10 years of experience. In addition, for the AI-based CAD method to first distinguish slices corresponding to the maxillary sinuses before disease detection to constrain the disease area within the maxillary sinuses, we requested the ENT physicians to identify the entire (coronal view) slices in the R-MDCT samples showing the maxillary sinuses in both the internal and external sets.

2.1.2 Data preprocessing: P-CBCT synthesis from R-MDCT

As illustrated in Fig. 1, we obtained the 3D stack of P-CBCT from the individual 3D stack of OMU MDCT data. To this end, each 3D stack of OMU MDCT was assumed to show the patient’s head, and CBCT was reconstructed using the projection images produced by executing a cone-beam projection. The projector rotated 180 degrees around the cephalic (i.e., R-MDCT 3D stack) about the horizontal axis, taking one shot every 2 degrees to collect 90 projection images before reconstruction using the Feldkamp–Davis–Kress [43] method to obtain a 3D stack of P-CBCT. For consistency with the actual imaging setup, we set the source–object distance (i.e., the distance between the X-ray source and patient), object–image distance (i.e., the distance between the patient and detector), and detector size to 1200, 200, and 512 mm, respectively, using the ASTRA toolbox [44].

As an obtained P-CBCT image was reconstructed from an existing R-MDCT image, the P-CBCT images used the annotations of the R-MDCT described in Section 2.1.1. Finally, the number of synthesized P-CBCT images was the number of acquired 3D stacks of R-MDCT. The internal P-CBCT set \( n = 512 \) was used for training, and the external P-CBCT set \( n = 64 \) was used for diagnostic performance evaluation.

2.2 AI-based method for lesion diagnosis on OMU CBCT

We introduce an advanced AI-based CAD method intended for CBCT and compare it with our previous development [45] considered as the baseline in the present study. Sections 2.2.1 and 2.2.2 detail the diagnosis (inference) of the proposed method and its training processes, respectively, compared with those of the baseline.

2.2.1 Inference for CAD

The inference processes of the baseline and proposed AI-based CAD methods are illustrated in Figs. 2(a) and (b), respectively, and described below.

The baseline method receives a 3D OMU R-MDCT stack as input and generates a stack only containing the maxillary sinus region from a 2D convolutional neural network (CNN) [46] that extracts only the slices with visible maxillary sinuses among the coronal slices (first stage). The diagnosis is predicted using a 3D CNN [47] that performs individual disease diagnosis for each sinus region (second stage). Fig. 2(a) describes this two-stage diagnosis process, which allows to perform accurate AI-based CAD of diseases within the region of interest
(i.e., maxillary sinuses) in the original 3D OMU R-MDCT stack. The method achieves superior diagnostic performance to that of ENT resident physicians in a fully end-to-end approach, as the diagnosis can be done by directly using OMU MDCT images without any pretreatment assumptions. The baseline can achieve accurate diagnosis without noise and artifacts, like in MDCT data, but it shows technical limitations for CBCT data that are generally polluted by strong noise and artifacts. For example, in some instances, the baseline shows poor diagnostic performance of lesions in some instances. In addition, the lesions are not apparent owing to CBCT noise, hindering the confirmation of diagnosis by a physician even when examining the region of interest on the CBCT image with the baseline results, indicating limited interpretive power.

To improve the diagnostic performance and interpretive power, we incorporate denoising before diagnosis, establishing a novel AI-based CAD method that merges the two diagnosis stages preceded by the additional denoising stage for accurate diagnosis. The proposed method thus comprises the novel denoising (first stage) and the baseline stages of extracting the maxillary sinus region (second stage) and performing disease diagnosis in each maxillary sinus region (third stage). The processes of the proposed method are illustrated in Fig. 2(b).

The proposed AI-based CAD method eliminates noise and artifacts from CBCT images, as illustrated in the
Figure 2: Inference of (a) baseline and (b) proposed AI-based CAD methods. The proposed method takes a 3D stack of OMU CBCT scans from a target subject as input. Unlike the baseline method, denoising is performed using a specific module (block in blue). A denoised 3D stack is derived as pseudo-MDCT. Using the 3D pseudo-MDCT stack, diagnosis is performed as in the baseline method [45]: extraction of the maxillary sinus region and diagnosis of diseases within that area through three-label classification.

first stage of Fig. 2(b). Thus, it allows the synthesis of realistic pseudo-MDCT (P-MDCT) images. The P-MDCT images with mitigated noise promote disease identification by both a CAD method and a physician responsible for confirming the diagnosis. Therefore, the diagnostic performance of AI-based CAD and the physician’s ability to interpret the results can be enhanced. This study is a pioneering demonstration of the importance of noise removal as an initial stage for AI-based CAD using CBCT, as verified by comparisons with results without denoising.

2.2.2 Training

We describe and compare the training processes of the proposed and baseline AI-based CAD methods. The processes are illustrated in Fig. 3. Unlike the baseline, the proposed method includes training for denoising, while the remainder is the same as baseline training.

Denoising module. To train the denoising module in the proposed method, we define a reconstruction loss such that the module output is an estimate of the 3D R-MDCT stack, called the 3D stack of pseudo-MDCT (P-MDCT), which represents the same data as the denoising module input, that is, the 3D P-CBCT stack. In other words, we generate the P-CBCT image from the R-MDCT image as described in Section 2.1.2 and then use the P-CBCT image as input of the denoising module to be trained aiming to obtain the original R-MDCT as its output. Training of the denoising module proceeds as follows:

- The denoising module is trained using multiscale U-Net-like sparse coding (MUSC) [48], which demonstrated the best performance compared with other denoising modules evaluated in this study. Nevertheless, other more advanced denoising models may be implemented in the future for the proposed method. Paired R-MDCT and P-CBCT images are used as training data because MUSC requires supervised learning. Training is performed in a 2D slice-by-slice process using the corresponding slices in each cube of R-MDCT and P-CBCT scans.
Figure 3: Training processes of (a) baseline and (b) proposed AI-based CAD methods. Unlike the baseline, the proposed method includes a denoising module adding a denoising loss to the output. Both methods use a classification loss in the last stage for diagnosis.

Figure 4: Process of key-slice selector. This network extracts slices only including maxillary sinuses and generates the corresponding 3D P-MDCT stack.

- We use the mean squared error in the denoising module as a representative reconstruction loss to generate P-MDCT from P-CBCT images. The denoising module accepts as input individual coronal 2D slices of each 3D stack resized to slices of $512 \times 512$ pixels and outputs same-sized slices. Training is conducted with a batch size of 18, a learning rate of $10^{-4}$, 20 epochs, and Adam optimization [49]. We used the internal set with 512 3D stacks for training, and the external set for testing the trained denoising module.

Diagnosis module. In the proposed method, the diagnosis module takes the noise-removed 3D stack from the denoising module as input and identifies the disease type (i.e., MFB, CRS, or HC) of the left and right maxillary sinuses. To predict the confirmed label provided by the physician (see Section 2.1.1) as the output of the diagnosis module, we assign a classification loss to the module output. The diagnosis module has a similar baseline to the proposed technique, but it receives the 3D CBCT stack as input, whereas the proposed technique receives the denoising output of this stack. Details of the diagnosis module can be found in our previous report [45]. The module consists of a key-slice selector followed by a multilabel classifier summarized as follows:

- Key-slice selector. The key-slice selector uses a 3D stack of head scans (i.e., 3D P-MDCT stack in the proposed method or 3D CBCT stack in the baseline method) from a patient as input. Only the coronal slices with the visible regions of maxillary sinuses are extracted to build the corresponding 3D stack. To
To this end, each coronal slice is used for training the key-slice selector to perform binary classification of the maxillary sinus presence. As a representative backbone network, we use Efficient-Net [50], which achieved the highest performance in our previous study [45]. Using the common classification loss given by cross-entropy [51], the model is trained to deliver label 1 if the maxillary sinus is visible and label 0 otherwise. The ground truth label is that provided by the physician. Fig. 4 illustrates key-slice selection, and additional training details are available in our previous study [45].

- Multilabel classifier. We use a 3D stack centered on the maxillary sinuses obtained from the key-slice selector as input for the classification of another network, which predicts one of three labels for diagnosing the disease type in the left and right maxillary sinuses. As the delicate correlation between slices is important for the differentiation and detection of MFS and CRS, we use a 3D CNN instead of a 2D architecture, which was used in our previous study [45]. We divide the original 3D cube, including only the maxillary sinuses into two 3D cubes for the right and left sides, such that each maxillary sinus is centered, and the network receives the divided 3D cube as input for learning based on the cross-entropy loss to predict the disease type among MFB, CRS, and HC. We use 3D-ResNet [52] as the backbone of the 3D CNN using the weights from pretraining on the Kinetics dataset [53]. Additional training details are available in our previous study [45].

The training was conducted using fivefold cross-validation and the internal set, and model evaluation was then performed on the external set.

### 2.3 Evaluation metrics

The following five statistical metrics were used to evaluate the performance of the classification model: accuracy, AUC of the receiver operating characteristic curve, sensitivity, precision, and F1 score. As the classification of three labels was performed, we used three groups for true positive (TP), false positive (FP), and false negative (FN) results with labels 1, 2, and 3 for MFB, CRS, and HC, respectively. One label was selected as positive and the other two as negative.

\[
\text{Accuracy} = \frac{\sum_{i=1}^{C} T_i}{D_{\text{test}}} 
\]

\[
\text{Precision}_i = \frac{1}{C} \sum_{i=1}^{C} \text{Precision}_i = \frac{1}{C} \sum_{i=1}^{C} \frac{TP_i}{TP_i + FN_i} 
\]

\[
\text{Sensitivity}_i = \frac{1}{C} \sum_{i=1}^{C} \text{Sensitivity}_i = \frac{1}{C} \sum_{i=1}^{C} \frac{TP_i}{TP_i + FN_i} 
\]

\[
\text{F1_score}_i = \frac{2}{C} \sum_{i=1}^{C} \text{Precision}_i \cdot \text{Sensitivity}_i 
\]

where \( C (= 3) \) is the number of labels to be classified and \( T_i \) is the number of correctly predicted samples for label \( i \). Considering label \( i \) as positive and the remaining labels as negative, \( TP_i, FP_i, \) and \( FN_i \) represent the true positive, false positive, and false negative, respectively, and \( \text{Precision}_i, \text{Sensitivity}_i, \) and \( \text{F1_score}_i \) represent the precision, sensitivity, and F1 score for label \( i \), respectively.
3 Results

3.1 Quantitative evaluation

We quantitatively compared the baseline and proposed AI-based CAD methods to determine whether the performance was enhanced by adding a denoising module. In addition, we compared the proposed CAD with the physician’s diagnoses to evaluate the clinical usefulness of our proposal. These comparisons are respectively reported in Sections 3.1.1 and 3.1.2.

3.1.1 Diagnostic performance of baseline and proposed methods

Table 2: Diagnostic performance of baseline and proposed AI-based CAD methods. Micro- and macro-average AUCs obtained from external validation. Mean and standard deviation derived from fivefold cross-validation.

| Metric             | External validation result (%) |
|--------------------|-------------------------------|
| Micro-average AUC (Baseline) | 86.2 ± 8.8                   |
| Macro-average AUC (Baseline)  | 87.0 ± 4.1                    |
| Accuracy (Baseline)           | 73.4 ± 9.34                   |
| Micro-average AUC (Proposed)  | 93.6 ± 1.7 (+7.4)             |
| Macro-average AUC (Proposed)  | 92.6 ± 2.3 (+5.6)             |
| Accuracy (Proposed)           | 83.0 ± 2.0 (+9.6)             |

Table 3: Diagnostic performance of baseline and proposed AI-based CAD methods. Accuracy, sensitivity, precision, and F1 score obtained from external validation. Mean and standard deviation derived from fivefold cross-validation.

| Method | Accuracy (%) | Sensitivity (%) | Precision (%) | F1 score (%) |
|--------|--------------|-----------------|---------------|-------------|
|        |              | HC              | CRS           | MFB         | Average     |                |              |             |             |
| Baseline | 83.0 ± 20.8 | 35.0 ± 19.0     | 69.3 ± 21.8   | 62.4 ± 4.0  |             |                |              |             |             |
| Proposed| 90.6 ± 3.4  | 69.5 ± 13.3     | 77.4 ± 0.4    | 79.2 ± 3.6  | (16.8) ↑    |                |              |             |             |
| Baseline | 91.9 ± 4.1  | 30.5 ± 20.2     | 73.2 ± 15.9   | 65.2 ± 8.4  |             |                |              |             |             |
| Proposed| 93.7 ± 4.7  | 66.7 ± 5.8      | 75.6 ± 6.6    | 78.7 ± 2.8  | (13.5) ↑    |                |              |             |             |
| Baseline | 85.8 ± 12.9 | 28.0 ± 6.9      | 67.4 ± 12.6   | 60.4 ± 7.3  |             |                |              |             |             |
| Proposed| 92.0 ± 1.7  | 67.3 ± 6.8      | 76.4 ± 3.1    | 78.6 ± 3.1  | (18.2) ↑    |                |              |             |             |

Performance of baseline and proposed AI-based CAD methods. The diagnostic performance results of the baseline and proposed AI-based CAD methods are listed in Tables 2 and 3 regarding AUC and other metrics. As shown in Fig. 2, the two methods use a 3D P-CBCT stack input and provide individual diagnostic outcomes for each sinus. We converted all the 3D R-MDCT stacks in the external stack into 3D P-CBCT stacks and used them as inputs. The average performance across sinuses was calculated for each of the five trained/cross-validation models, and their averages and standard deviations are also listed in the tables.

In Table 2, the proposed method increases the micro- and macro-average AUCs by 7.4% and 5.6%, respectively, compared with the baseline. In Table 3, the proposed method enhances the performance by at least 10%
Table 4: Noise cancellation performance using different denoising models in the proposed technique. PSNR [58] and SSIM [59] were evaluated.

| Model                  | PSNR (dB) | SSIM (%) |
|------------------------|-----------|----------|
| GAN-based              |           |          |
| Cycle-GAN [54]         | 12 ± 0.9  | 53 ± 5.3 |
| DCL-GAN [55]           | 17 ± 1.5  | 58 ± 5.7 |
| U-Net-based            |           |          |
| U-Net [56]             | 20 ± 2.2  | 81 ± 5.0 |
| CNCL-U-Net-denoising [57] | 19 ± 3.3 | 83 ± 6.6 |
| MUSC [48]              | 20 ± 1.2  | 83 ± 4.8 |

compared with the baseline for all the metrics of accuracy, specificity, sensitivity, and F1 score. These results verify the efficacy of the proposed method that adds the denoising module.

Performance of different denoising models in the proposed method. To evaluate the backbone of the denoising module in the proposed method, we compared four backbone models: Cycle-GAN [54], DCL-GAN [55], U-Net [56], CNCL-U-Net-denoising [57], and MUSC [48]. In this evaluation, only annotated coronal 2D slices (paired R-MDCT and P-CBCT images) of the maxillary sinus were collected from the internal set. From the slices, 1000 were randomly selected and used for evaluation, and the rest were used for training. The two generative adversarial networks (GANs) are high-performance models in image translation that we used to convert a noisy image into a denoised image. We used the original GAN code and the associated loss in the evaluation. U-Net was trained as described in Section 2.2.2. Table 4 shows the denoising performance results (i.e., peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM)) for each different model. The U-Net-based model showed higher performance than the GAN-based model, and MUSC showed the highest performance, which therefore was used in this study as a representative denoising model.

3.1.2 Diagnostic performance of proposed method and physician

Table 5: Diagnostic performance of proposed AI-based CAD method and otorhinolaryngology resident physicians. Micro- and macro-average AUCs obtained from external validation. Mean and standard deviation derived from fivefold cross-validation.

| Method     | Average accuracy (%) |
|------------|----------------------|
| Manual     | 71.7 ± 2.8           |
| Proposed   | 83.0 ± 2.3 (11.3)    |

| Method     | Sensitivity (%)        |
|------------|------------------------|
|            | HC         | CRS       | MFB       | Average   |
| Manual     | 95.9 ± 0.6 | 52.5 ± 14.8 | 32.5 ± 9.9 | 60.3 ± 3.4 |
| Proposed   | 90.6 ± 3.4 | 69.5 ± 13.3 | 77.4 ± 0.4 | **79.2 ± 3.6 (18.9)** |

| Method     | Precision (%)       |
|------------|---------------------|
|            |                      |
| Manual     | 94.3 ± 0.0 | 46.8 ± 5.0 | 40.0 ± 8.8 | 60.4 ± 4.3 |
| Proposed   | 93.7 ± 4.7 | 66.7 ± 5.8 | 75.6 ± 6.6 | **78.7 ± 2.8 (18.3)** |

| Method     | F1 score (%)        |
|------------|---------------------|
| Manual     | 95.1 ± 0.3 | 49.1 ± 9.1 | 35.0 ± 7.2 | 59.7 ± 3.1 |
| Proposed   | 92.0 ± 1.7 | 67.3 ± 6.8 | 76.4 ± 3.1 | **78.6 ± 3.1 (18.9)** |

In addition to the comparative evaluation between the baseline and proposed methods, we compared the
Figure 5: Diagnostic performance of proposed AI-based CAD method and six resident physicians regarding the receiver operating characteristic curve for each disease type. The proposed method provides average AUCs (mAUCs) for (a) HC, (b) CRS, and (c) MFB of $0.972 \pm 0.007$ (95% confidence interval, 0.958 – 0.986), $0.843 \pm 0.058$ (95% confidence interval, 0.729 – 0.957), and $0.944 \pm 0.005$ (95% confidence interval, 0.934 – 0.954), respectively.

Results from our proposal and external validation by six otolaryngology resident physicians to evaluate the clinical superiority of the proposed AI-based CAD method. The resident physicians who participated in this test were not involved in data extraction and annotation. In other words, the six physicians and the proposed method performed ternary classification of the disease type for each sinus across all 3D P-CBCT stacks in the external validation set.

Table 5 lists this evaluation’s accuracy, specificity, and sensitivity results. The proposed method shows higher diagnostic performance for the three metrics than physicians by at least 10%. In particular, it substantially improves the sensitivity and specificity by at least 18%, demonstrating its clinical effectiveness.

In addition, the AUC was evaluated and compared for each disease class, obtaining the results shown in Fig. 5. The proposed method demonstrates comparable sensitivity/specificity in the normal group to the physicians and superior sensitivity/specificity for disease detection. In particular, for CRS detection, the baseline achieves a lower detection than a resident physician. In contrast, the proposed method has an average detection rate of at least 15% higher than that of the resident physician. These results confirm that the proposed method can outperform both human diagnosis and the existing CAD method.

3.2 Qualitative evaluation

We also performed qualitative comparisons for various coronal scans.

3.2.1 Gradient-weighted class activation maps of baseline and proposed methods

Fig. 6 shows activation maps obtained from the baseline and proposed AI-based CAD methods. The maps show relevant parts of the image for AI-based diagnosis obtained by gradient-weighted class activation mapping, as in our previous study [45]. The proposed method correctly detects diseased maxillary sinuses, as highlighted in the maps, and correctly classifies the disease type (i.e., CRS or MFB). On the other hand, the baseline method fails to detect the maxillary sinus and classify the disease.

Unlike the baseline, the proposed method provides denoised scans (P-MDCT images) as input CBCT scans. Fig. 6 shows that the proposed method uses denoised scans as background in each activation map, whereas the baseline method should rely on the original CBCT scan as background. Hence, the activation maps obtained from the proposed method show areas with apparent diseases on the denoised image. When a physician makes a final diagnosis by referring to the CAD results, the proposed method allows the examination of denoised scan...
findings in highly active map areas, thus facilitating the CAD interpretation by the physician. In contrast, the baseline method provides activation maps considering raw CBCT scans that inevitably contain noise and artifacts. As noise and distortions pollute the activation map, the physician cannot easily assess the result accuracy and interpret the diagnosis.

(a) Proposed method validation with MFB patient (Actual: MFB, Predict: MFB)

(b) Baseline method validation with MFB patient (Actual: MFB, Predict: CRS)

(c) Proposed method validation with CRS patient (Actual: CRS, Predict: CRS)

(d) Baseline method validation with CRS patient (Actual: CRS, Predict: HC)

Figure 6: Activation maps of diagnoses obtained from baseline and proposed methods. Activation maps for (a,c) proposed and (b,d) baseline methods.

3.2.2 P-MDCT image estimated by denoising R-CBCT image

The proposed AI-based CAD method improves the diagnostic performance on CBCT scans compared with the baseline method and manual assessment. Hence, P-MDCT image estimation from a P-CBCT scan is validated. Nevertheless, the P-MDCT estimate from the denoising module in the proposed method is inferred from a P-CBCT image (i.e., CBCT scans are synthesized from MDCT scans). To evaluate this process, we tested noise removal of the trained denoising module in the proposed method for R-CBCT images in addition to P-CBCT
Figure 7: Denoising examples of R-CBCT images. (a) R-MDCT, (b) R-CBCT, and (c) P-MDCT (denoised R-CBCT) images.

For this evaluation, physicians at our institution acquired three sets of patient-matched 3D stacks of R-MDCT and R-CBCT. The denoising module used the training weights obtained for diagnosis evaluation (see Section 3.2). Thus, R-CBCT data were not used for training the denoising module. Figs. 7(a)–(c) show R-MDCT, R-CBCT, and denoised R-CBCT images (denoted as P-MDCT images because they are the output of the trained denoising module), respectively. In P-MDCT images, noise in R-CBCT images is removed, and the same anomaly structure of the R-MDCT images is observed (red boxes). Thus, the denoising module can take an R-CBCT image as input and perform denoising to determine the corresponding P-MDCT image with no substantial disease-related artifacts. Consequently, P-MDCT images can be obtained not only using P-CBCT images but also R-CBCT images, demonstrating the wide applicability of the denoising module.

4 Discussion

Clinical implications. This study is the first to improve the discrimination of soft tissues, which is difficult in CBCT, through an AI-based method and improve CAD of lesions in the maxillary sinus, providing great clinical significance. As the demand for accurate diagnosis of CRS increases, the number of MDCT examinations is also increasing. However, CBCT is a more convenient alternative that uses less radiation at the expense of lower resolution around soft tissues and signal-to-noise ratio than MDCT. In addition, a fungal ball in the maxillary sinus is a disease that does not respond to drug treatments, including antibiotics, and thus requires surgery [60]. Therefore, early diagnosis is essential but often delayed given the difficulty of accurate diagnosis in CBCT images [61]. The proposed AI-based CAD method may be implemented in CBCT equipment and possibly support clinicians in the accurate identification of diseases that require surgery in the early stages.
Figure 8: New approach for radiographic image reconstruction using proposed AI-based CAD method. (a) Simultaneous imaging of CBCT and MDCT for training diagnosis method. (b) Simultaneous acquisition of virtual MDCT and diagnoses from trained model using only CBCT image as input. (Grad-CAM, gradient-weighted class activation mapping)

Technical implications. This study has demonstrated the feasibility of using CBCT to detect maxillary sinus diseases by mitigating image noise, increasing the accuracy by 11.3% and 9.6% compared with manual assessment and a baseline method, respectively. Nevertheless, as the experimental evaluation only considered P-CBCT data (i.e., CBCT images synthesized from R-MDCT data) and not R-CBCT data, its validation with actual clinical data remains to be conducted.

Despite current limitations, we provide a new approach for developing CAD in medical devices, as illustrated in Fig. 8. If radiology medical equipment can acquire paired R-CBCT and R-MDCT scans, P-CBCT data used in this study can be substituted with R-CBCT data. Hence, if the proposed AI-based CAD method is applied to such a medical device, the denoising module can be trained to synthesize R-MDCT images from R-CBCT scans, and the subsequent diagnosis module can be trained to infer the corresponding diagnosis using the R-MDCT estimate as input. Therefore, a device capable of simultaneous CBCT and MDCT enables training of the CAD method using R-CBCT data (and its corresponding R-MDCT data) instead of P-CBCT data. The trained model performs diagnosis directly using R-CBCT images instead of R-MDCT images, allowing diagnosis at a low radiation dose.

In its current form, the proposed method provides not only a diagnosis result but also a denoised P-MDCT image and activation map from an R-CBCT image. Thus, practitioners can receive valuable assistance for interpreting AI CAD even from a CBCT scan. The benefits of the proposed method may justify the corresponding modification of medical device usage.
5 Conclusion

We demonstrate that eliminating noise from CBCT images can enhance the performance of AI-based CAD with a model-agnostic method. The proposed method justifies and validates the inclusion of noise removal for diagnosis in soft tissues using CBCT. Our results suggest a successful diagnosis of soft tissue lesions of the sinonasal area, outperforming a baseline method and specialists. We expect that the method will enable accurate diagnosis using only low-dose CBCT, thereby reducing the burden of examination for both clinicians and patients, particularly in locations with shortages of physicians and high-dose screening systems.
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