Development of an Algorithm for Fiber-to-the-Home Passive Optical Network Automatic Self-restoration Scheme Using Access Control System
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Abstract: Problem statement: Cables that are installed outdoors are subjected to harsh environmental conditions which make breakdown inevitable. When this happen it will disrupt the services and cause trouble to the users. To overcome this is to provide a means of restoring the network in case of failure. We introduced the Access Control System (ACS) and Customer Access Protection Unit (CAPU) to provide FTTH-PON monitoring, fault detection and protection. Approach: To design the C programs for ACS and CAPU, we will come up with the algorithms which describe the switching configuration in general. The switching configurations are tabulated in truth tables and flow charts are constructed. Based on the flow charts, the respective C programs for ACS and CAPU will be written. The C programs will then be tested through simulation. After successful simulations, the programs will be downloaded into the respective PIC microcontrollers in the ACS and CAPU for lab testing. Results: When several faults occur at various lines, each Multi Access Detection System (MADS) informs ACS and all CAPUs of the current line conditions. As programmed, ACS and CAPU will configure their switches to restore the network. When one of the working lines fail, the optical signal will be routed to its dedicated protection line. But when both its working and protection line fail, the optical signal will be routed to its neighboring protection line. Conclusion: We have successfully simulated the restoration of the optical signal when fault occur at its working line by restoring it to its dedicated protection line.
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INTRODUCTION

Fiber-To-The-x (FTTx, where ‘x’ can be home, building and the like) has become the ultimate broadband access technology, outclassing copper cables (Digital Subscriber Lines) and coaxial cables (cable modems) (Hutcheson, 2008) (Yuksel et al., 2008). The increasing demand for advanced multimedia services (e.g., high definition television), corporate broadband applications (e.g., video-conferencing), high-speed internet access and many others has become the key driver for the deployment of FTTx (Hutcheson, 2008), (Lee et al., 2006). Copper cables and coax cables cannot cater for huge capacity demands and hence the superior FTTx becomes the ideal candidate to fulfill these demands (Hutcheson, 2008). Optical fiber cables are lighter in weight, can support greater bandwidth and can cover greater distances compared to copper and coax due to fiber’s low attenuation per kilometer (Fijnvandraat and Bouwman, 2006). On the negative side however, the installation and maintenance of fiber cables are complex and costly (Fijnvandraat and Bouwman, 2006).

MATERIALS AND METHODS

Fiber optic cables are installed outdoors and thus they are exposed to ever-changing environmental conditions-temperature, moisture, dust particles and so on. Continuous exposure to harsh conditions may
adversely affect the cable. In turn, damage to fiber cables may upset any communications through the affected cables, rendering services unavailable. This, of course, will cause trouble to users who need to use network services. Therefore, there is a serious need to protect the cables from failures.

An FTTH access network failure due to fiber break in current optical communication system is making a challenge to the service providers to restore the system back to normal. According to the cases reported, the real advantage of FTTH PON is the fact that they use purely optical passive components that can withstand severe and demanding outside plant environment conditions without the need to consumer energy between in the central office exchange and the customer premises.

The occurrence of fiber faults is imminent. Typically, the telecommunication operators or solution providers would face major problems locating the faulty cable and the break point along the optical cable and also to restore their system back to normal (Ab-Rahman et al., 2009c). Hence, the best possible option to overcome this problem is to provide a means of restoring the network in case of failure. A simple and effective monitoring configuration is highly desirable for timely failure detection along the fiber link. A good fault surveillance system is essential to identify the fiber fault without interrupting the services, while other channels are still in service to maximize the link utilization. A lot of research has been done in this regard and many protection architectures have been proposed. For example, (Nadarajah et al., 2006) proposed an Automatic Protection Switching (APS) scheme which involves the duplication of fiber cables and equipments in the Remote Node (RN). In this architecture, the channels which are affected by failure will be routed to predetermined routes. On the other hand, Yeh et al. (2008) proposed a duplex fiber system in which the Media Access Control (MAC) of each ONU activates optical switches for routing the optical signal to a backup line in case of failure.

In regard to FTTH-PON protection, we introduced the Access Control System (ACS). ACS is a new concept prototype device which operates in conjunction with other prototype devices such as Smart Access Network-Testing Analyzing and Database (SANTAD), Multi Access Detection System (MADS) and Customer Access Protection Unit (CAPU) to provide FTTH-PON monitoring, fault detection and protection. In this study, we will focus only on the protection system provided by ACS and CAPU, particularly the development of the algorithms which describe the self-restoration scheme. These algorithms became the basis for the development of two C programs which will dictate the operation of the ACS and CAPU respectively in accomplishing the automatic network self-restoration function. CAPU is included in smart FTTH network to perform as fast and smart restoration against failure in distribution region (Aziz et al., 2009).

Architecture of the FTTH-PON protection system using ACS: The ACS is installed between the Optical Line Terminal (OLT) and the ONU in the middle of a PON (Ab-Rahman et al., 2009a). The ACS is located after the passive node, as shown in Fig. 1. The ACS consists of a set of optical switches which are used for the routing of optical signals. These switches are controlled by a PIC microcontroller (Premadi et al., 2009a; 2009b). A single MADS device is installed on each working line and protection line for the detection of any occurrences of faults in the line. At the ONU end of the network, a line back to the transmission line (Ng et al., 2010) CAPU is installed before each ONU. Each CAPU consists of a pair of optical switches which are controlled by a PIC microcontroller (Ab-Rahman et al., 2009b). CAPU optical switches are configured according to their ACS counterparts. While the ACS switches route the optical signal from the transmission line to either the primary line or a secondary (backup) line, the CAPU switches route the signal from the primary line or the secondary 2009).

Figure 2 shows the details of the self-restoration scheme architecture. At the output of the optical splitter, the single feeder fiber is split into a number of lines, called drop fibers. The number of drop fibers depends on the size of the optical splitter, usually 1x32. Other smaller or larger sizes are also available, such as 1x16, 1x64 and so on. Each drop fiber (which we also refer to as “traffic line” or “transmission line”) is then split into a pair of lines— a working line and a protection line by a pair of optical switches. Under normal conditions, the working line is used to carry the traffic signal while the protection line remains idle. In case the working line fails, the traffic signal will be routed to its dedicated protection line by means of the optical switches. However, if this protection line also fails, then the traffic signal will be routed to a neighboring protection line. Such protection architecture is known as the 1:1 non-dedicated protection architecture (Ab-Rahman 2009a).
The self-restoration scheme operates as follows: MADS periodically informs ACS as well as CAPU about the conditions of the transmission lines. MADS is responsible for updating ACS and CAPU regarding the condition of the line, whether it is functional or otherwise. Upon receiving information on the line conditions from MADS, the ACS and CAPU will configure their switches accordingly (Lee et al., 2006). The configuration of the switches determines the route of the traffic signals.

The automatic self-restoration scheme: This study will firstly explain the basis of the automatic self-restoration scheme and then discuss the process of developing the algorithm of the self-restoration scheme.

Automatic self-restoration scheme concept: The first step in designing the switching algorithm for the self-restoration scheme is to consider the possible line conditions and the flow of traffic signal for each of the conditions. Basically we have four different line conditions as follows:

**First case: Normal condition:** In the normal condition, the working line is functioning properly. By default, the working line will be used to carry the traffic signal. All the optical switches remain in their normal (‘bar’) state. The normal condition is illustrated in Fig. 3(a).

**Second case: Level 1 breakdown:** In this particular case, the working line W1 fails whereas its dedicated protection line P1 is still functional, as shown in Fig. 3(b). Thus, the traffic signal will be diverted to P1.

**Third case: Level 2 breakdown:** In this particular case, both the working line W1 and its dedicated protection line P1 fail at the same time, as in Fig. 3(c). ACS will activate its 1×2 switch to divert the traffic signal to the protection line. Similarly, CAPU1 will activate its 1×2 switch to return the traffic signal from the protection line back to the transmission line.

ACS will activate its 1×2 switch to divert the traffic signal to the protection line. Similarly, CAPU1 will activate its 1×2 switch to return the traffic signal from the protection line back to the transmission line.
Table 1: Truth table of ACS for eight transmission lines (8 ONUs)

| Line | Failure  | SW1  | SW2  | SW3  | SW4  | SW5  | SW6  | SW7  | SW8  | SW9  | SW10 | SW11 | SW12 | SW13 | SW14 | SW15 | SW16 |
|------|----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 0    | 0        | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 0        | W1   | 1    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 0        | W1, P1 | 1   | 1    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 0        | W1, P2 | 1   | 1    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 0        | W2   | 1    | 1    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | No failure | d    | d    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W2   | 1    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W2, P2 | 1   | 1    | 1    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W2, P2, W3 | d   | d    | d    | 1    | 1    | 1    | 0    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | No failure | d    | d    | d    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W3   | d    | d    | d    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W3, P3 | d    | d    | d    | d    | 1    | 1    | 1    | 0    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W3, P3, W4 | d   | d    | d    | d    | 1    | 1    | 1    | 0    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | No failure | d    | d    | d    | d    | 0    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W4   | d    | d    | d    | d    | d    | 1    | 0    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W4, P4 | d    | d    | d    | d    | d    | 1    | 1    | 0    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W4, P4, W5 | d   | d    | d    | d    | d    | d    | 0    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W5   | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W5, P5 | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W5, P5, W6 | d   | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | No failure | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W6   | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W6, P6 | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W6, P6, W7 | d   | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    | d    |

Table 2: Truth table of CAPU for eight transmission lines (8 ONUs)

| Line | Failure  | CAPU 1 | CAPU 2 | CAPU 3 | CAPU 4 | CAPU 5 | CAPU 6 | CAPU 7 | CAPU 8 |
|------|----------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0    | 0        | No failure | 0    | d    | d    | d    | d    | d    | d    |
| 0    | 0        | W1     | 1    | 0    | d    | d    | d    | d    | d    |
| 0    | 0        | W1, P1 | 1    | 1    | d    | d    | d    | d    | d    |
| 0    | 0        | W1, P2 | 1    | 1    | 0    | d    | d    | d    | d    |
| 0    | 1        | No failure | d    | d    | d    | d    | d    | d    | d    |
| 0    | 1        | W2     | d    | d    | d    | 0    | d    | d    | d    |
| 0    | 1        | W2, P2 | d    | d    | d    | 1    | 0    | d    | d    |
| 0    | 1        | W2, P2, W3 | d   | d    | d    | 1    | 1    | 0    | d    |
| 0    | 1        | No failure | d    | d    | d    | 0    | d    | d    | d    |
| 0    | 1        | W3     | d    | d    | d    | 1    | 0    | d    | d    |
| 0    | 1        | W3, P3 | d    | d    | d    | 1    | 1    | 0    | d    |
| 0    | 1        | W3, P3, W4 | d   | d    | d    | 1    | 1    | 0    | d    |
| 0    | 1        | No failure | d    | d    | d    | 0    | d    | d    | d    |
| 0    | 1        | W4     | d    | d    | d    | d    | 0    | d    | d    |
| 0    | 1        | W4, P4 | d    | d    | d    | d    | 1    | 0    | d    |
| 0    | 1        | W4, P4, W5 | d   | d    | d    | d    | 1    | 1    | 0    |
| 0    | 1        | W5     | d    | d    | d    | d    | d    | 0    | d    |
| 0    | 1        | W5, P5 | d    | d    | d    | d    | d    | 0    | d    |
| 0    | 1        | W5, P5, W6 | d   | d    | d    | d    | d    | 1    | 0    |
| 0    | 1        | No failure | d    | d    | d    | d    | d    | 0    | d    |
| 0    | 1        | W6     | d    | d    | d    | d    | d    | 0    | d    |
| 0    | 1        | W6, P6 | d    | d    | d    | d    | d    | 1    | 0    |
| 0    | 1        | W6, P6, W7 | d   | d    | d    | d    | d    | 1    | 1    |
Fig. 4: Possible states for 1×2 switch and 2×2 switch, (a) Normal state and (b) Active state

The shared protection mechanism will be activated using the optical switches to divert the affected traffic signal to the nearest neighboring protection line P2.

**Fourth case: level 3 breakdowns:** Both the working line W1 and the protection line P1 fail simultaneously. The nearest neighboring working line W2 also fails whereas its protection line P2 is functional. In this case, L1 traffic signal will be routed to the next available protection line P3 while L2 traffic signal will be routed to its dedicated protection line P2. This case is shown in Fig. 3(d).

**RESULTS AND DISCUSSION**

**Development of the self-restoration scheme algorithm:** The type of optical switches used in the ACS system is the n×m optical switch, specifically the 1×2 switch and the 2×2 switch. There are two possible configurations, or states for these switches – the normal state (also known as the ‘bar’ state) and the active state (also known as the ‘cross’ state). These two configurations are shown in Fig. 4.

To design the C programs for ACS and CAPU, we need to come up with the algorithms which describe the switching configuration in general. By ‘general’, we mean that the same algorithm can be used for networks of different sizes regardless of the number of lines. We consider a network of eight transmission lines (eight working lines and eight protection lines). The switching configurations for various conditions of these lines (i.e., various failure combinations) are identified. The switching configurations are tabulated in the respective truth tables in Table 1-2 for ACS and CAPU.

Note that the first three digits in the truth table represent the line being tested while the rest of the digits represent the state of each switch. Working lines are denoted as W1, W2 and so on; protection lines as P1, P2 and so on; and switches as SW1, SW2 and so on. A line value of ‘0’ indicates a functional line while a ‘1’ indicates a failed line. As for the switches, a ‘0’ means normal state, a ‘1’ means active state and ‘d’ means don’t care.

A number of conclusions can be drawn from the truth tables as stated in the following:

- In case W(n) is functional but preceding neighbors W(n-2), P(n-2) and W(n-1) fail simultaneously, then the 2×2 optical switch will be activated
- In case W(n) is functional but preceding neighbors W(n-1) and P(n-1) fail simultaneously, then the 2×2 optical switch will be activated
- Under normal condition in which W(n) is functional, the 1×2 switch will remain in its normal state
- If W(n) fails while P(n) is still functional, then the 1×2 switch will be activated while the 2×2 switch remains in its normal state. This is to ensure that the optical signal will be routed to P(n)
- If both W(n) and P(n) fail simultaneously, then both the 1×2 switch and the 2×2 switch will be activated to route the optical signal to the nearest neighboring protection line. The neighbor’s 2×2 switch will be activated to carry L(n) traffic signal
- If W(n), P(n) and the nearest neighboring working line W(n+1) fail simultaneously, then both the 1×2 switch and the 2×2 switch will be activated, as well as the 1×2 switch of line L(n+2). The 2×2 switch of line L(n+2) will also be activated. This is to route L(n) traffic signal to P(n+2) and L(n+1) traffic signal to P(n+1)

What will happen if W(n), P(n) and P(n+1) fail simultaneously? L(n) traffic signal cannot be routed to P(n+1) because of the fault. To address such a case, the switches needed to be configured in such a way that any optical signal trying to use a faulty protection line will be diverted to the next available protection line. This means that the 2×2 switch has to be in normal state (‘bar’ state) so that any optical signal from a neighboring line will be diverted to the next protection line instead. Table 3 summarizes the conclusions.

Based on Table 3, we can derive the flowchart which describes the switching algorithm. Figure 5 shows the flowchart which describes the switching algorithm in the ACS for the first line L1. The switching algorithm for the rest of the lines will be similar to that of L1.

The switching algorithm of CAPU is similar to that of ACS, except that a single CAPU controls only a pair of switches to which it is directly connected to (unlike the ACS which controls all the switches at the output of the optical splitter).
A particular CAPU has no control over any other optical switch which belongs to other CAPUs. This means, in case of a simultaneous failure on both the working line and the protection line, the CAPU needs to ‘borrow’ the protection line from its neighbour. To do so, the CAPU must be programmed such that it can communicate with its neighbouring CAPU. Therefore, the flowchart which describes the switching algorithm at the CAPU is a slight modification of that of the ACS. The switching algorithm flowchart of CAPU1 is shown in Fig. 6. The flowcharts of other CAPUs are similar to that of CAPU1 except for the line numbers.

Based on the flowcharts in Fig. 5 and 6, the respective C programs for ACS and CAPU can be written. The C programs will then be tested through simulation. After successful simulations, the programs may be downloaded into the respective PIC microcontrollers in the ACS and CAPU for lab testing. The programs may need to be modified and tested a few times until they can function properly.

**Example failure cases and the resulting traffic signal routing:** The operations of ACS and CAPU are in accordance to the C programs downloaded into their respective PIC microcontrollers. We will take a look at how the self-restoration scheme restores the network based on the algorithm which has been designed. The following are two example cases.
Table 3: Summary of the ACS switching pattern

| Previous Neighbor's (n-2) | Previous neighbour’s (n-1) | Line Current line (n) | Immediate neighbour’s (n+1) | Next line (n+2) | Switch (n) | Immediate neighbor’s (n+2) | Switch Next neighbor’s (n+2) |
|--------------------------|---------------------------|----------------------|-----------------------------|----------------|---------|-----------------------------|-----------------------------|
| W(n-2)                   | P(n-2)                    | W(n-1)               | P(n-1)                      | W(n)           | P(n)    | W(n+1)                      | P(n+1)                      |
| 1                        | 1                         | 0                    | 0                           | d              | d       | 0                           | 1                           |
| 0                        | 0                         | 0                    | 0                           | d              | d       | 0                           | 0                           |
| 0                        | 0                         | 0                    | 0                           | d              | d       | 0                           | 0                           |
| 0                        | 0                         | 0                    | 1                           | 0              | d       | 1                           | 0                           |
| 0                        | 0                         | 0                    | 1                           | 0              | d       | 1                           | 1                           |
| 0                        | 0                         | 0                    | 1                           | 1              | 1       | 1                           | 0                           |

First example case: failure at W3, P3 and P4: Figure 7 shows an example case where W3, P3 and P4 fail simultaneously. Since both the working line W3 and its protection line P3 fail at the same time, then both SW5 and SW6 of line L3 will be activated by the ACS in order to route L3 optical signal to its neighboring protection line. Such is the switching configuration dictated by the algorithm of the C program. The corresponding pair of switches in CAPU3 will also be activated in the same manner. The activation of SW5 and SW6 will cause the optical signal to be diverted to the neighboring protection line P4. However, there is a fault occurring in P4 and hence the line cannot be used. Thus, switch SW8 will remain in normal state so that any optical signal routed to P4 will be diverted to the next protection line. As a result, L3 traffic signal is routed to P5.

Second example case: failure at various lines: When several faults occur at various lines, each MADS informs ACS and all CAPUs of the current line conditions. As programmed, ACS and CAPU will configure their switches to restore the network. An example of such a case is shown in Fig. 8.

In case of failure of the working line, the traffic signal will be routed to its dedicated protection line, for example from W1-P1 and from W2-P2. If the dedicated protection line also fails, as in W3 and P3, then the signal will be routed to the nearest neighboring protection line, in this case P4. In case of failure in three consecutive lines (i.e., two working lines and a protection line) then the next available protection line will be used. An example of such case is the simultaneous failures of W5, P5 and W6, where L5 traffic signal is routed to P7 while L6 traffic signal is routed to P6. Finally, if the protection line fails while the working line is functional, no harm is done to communications through the line. For example, the failure of P8 alone does not affect L8 traffic signal since W8 can be used to carry the signal.

CONCLUSION

The study discussed the development of respective algorithms for ACS and CAPU to automatically perform FTTH-PON self-restoration scheme. Two separate C programs will be written based on these algorithms, which will be downloaded into the respective PIC microcontrollers in ACS and CAPU. The automatic self-restoration scheme provides network protection in the downstream region through the routing of traffic signals from affected lines to backup lines. The signal routing is accomplished through the configurations of optical switches which are controlled by ACS and CAPU. The designed C programs dictate how ACS and CAPU determine the configuration of their optical switches.
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