An Approach to Detect Phishing Websites with Features Selection Method and Ensemble Learning

Mahmuda Khatun¹
Department of CSE
Comilla University
Cumilla - 3506, Bangladesh

MD Akib Ikal Mozumder²
Department of CSE
Comilla University
Cumilla - 3506, Bangladesh

Md. Nazmul Hasan Polash³
Department of CSE
Comilla University
Cumilla - 3506, Bangladesh

Md. Rakib Hasan⁴
Dept. of Information & Comm. Technology
Comilla University
Cumilla - 3506, Bangladesh

Khalil Ahammad⁵
Department of CSE
Comilla University
Cumilla - 3506, Bangladesh

MD. Shibly Shaiham⁶
Department of CSE
CUET
Chattagram-4349, Bangladesh

Abstract—Nowadays, phishing is a major problem on a global scale. Everyone must use the internet in today’s society in order to cope up in the real world. As a result, internet crime like phishing has become a serious issue throughout the world. This type of crime can be committed by anyone; all they need is a computer. Additionally, hacking may now be learned quickly by anyone with programming and mathematical skills. The adoption of various techniques by anti-phishing toolbars, such as machine learning, may enable users to quickly identify a fake website. As a result, researchers are now particularly interested in the problem of detecting fraudulent websites. Machine learning techniques have been offered throughout the entire process to more precisely identify fraudulent websites. To find the best accurate outcome, classification with random parameter tuning and ensemble based approaches are utilized. A user-friendly interface has also been suggested to make the system more accessible to the public.
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I. INTRODUCTION

Technology has made individuals more dependent than they have ever been before. As the price of electronic devices such as smartphones, tablets, personal computers, laptops, and so on continues to drop, an ever-increasing number of people are able to purchase them and are using them. However, the rise of cyber dangers has been the most significant in recent decades. Phishing, which is responsible individually for 90 percent [1] of the data breaches, is one of the most common methods that people are tricked into giving over their personal information. People who conduct most of their financial transactions and shopping online are the most likely to fall victim to phishing scams. Criminals used to extort money from unsuspecting victims by threatening them with guns, stealing their cars, or by using force. When compared to less developed countries, industrialized nations have a lower incidence of this particular form of criminal activity. But in recent years, phishing has become a significant issue all around the world. This is due to the fact that one does not require any kind of weapon in order to commit this form of crime; all that is required is a computer. In addition, the availability of books and guides to follow on the internet makes it possible for anyone who is mathematically savvy and has some experience with programming to learn how to hack. The Federal Bureau of Investigation estimates that more than 26 billion dollars have been stolen from businesses and individuals around the world. In addition, the number of new websites that are used for phishing is continually expanding. Fig. 1 indicates new phishing websites are increasing year by year which is an immense threat for users. Therefore, cutting-edge research needs to be carried out in order to neutralize this danger. Also many cyber security training are providing by both government or by private companies which rises the awareness of people basically in the form of games [2] to [3].

Fig. 1. The Number of New Phishing Websites from First Quarter of 2017 upto Third Quarter of 2021 by Statista.

Internet scams that use email, social media, and websites to steal private information are called phishing. Attackers take advantage of both system flaws and user ignorance. As a result, researchers must design solutions at both the technical and user-level levels. It is possible to protect yourself from Phishing by using a variety of different methods. Anti-phishing toolbars primarily protect users on their computers’ local machines from phishing attacks. Games and other awareness campaigns are used to educate people about the issue [4] to [5].
Machine learning, rule-based, visual similarity, and other non-content-based methods are used by anti-phishing toolbars to identify phishing sites. Malicious URL detection technology aids users in spotting malicious links and wards off attacks from harmful websites. So, the first motivation is to give safety to the users. Another motivation is to increase the reliability of such technology. For that, increasing the accuracy of the system is a crucial factor which has been done in this research work. As a result, we conducted a comprehensive study of the current literature on phishing types, anti-phishing techniques, and anti-phishing toolbars in order to better understand the faults of existing toolbars and provide researchers with improved solutions. In order to order to achieve the highest level of accuracy, a hybrid model incorporates the greatest elements of multiple models while minimizing the negatives of each. The most accurate results are obtained using ensemble methods [10] to [11]. Using wrapper feature selection and ensemble learning, a phishing detection software will be created. Wrapping features selection approach delivers the most desired features in order to acquire the most accurate outcome. In addition, an ensemble technique is utilized to find the accuracy of all classifiers and select the best classifier to fit with it in order to forecast phishing websites.

Section II shows the literature review and Section III briefly describes the methodology and design of our study. Section IV elaborates the experimental results and Section V concludes with limitation and some recommendations of future work of the study.

II. LITERATURE REVIEW

Many researchers worked previously on analysing phishing websites. Our technique is to combine their works and get a better result. Also there exists many phishing apps and some are in the form of games which literally use live servers to detect urls [12]. We went through the past works and try to improve the accuracy of models and propose a user friendly interface to detect them. If we want to run a detection app successfully then we have to dig into the process first. M.A Tahir [11] proposed a hybrid model to detect phishing sites using supervised learning algorithm. He used machine learning methods and combine them to find the best accuracy but skip the feature selection methods. Zamir [13] proposed a diverse machine learning method to detect phishing websites whereas they skip the part of using feature extraction methods. Sharivari [14] also proposed a system where they used almost every classification techniques. R.kohavi [7] shows wrapper based features selection classifier work with all the possible features subsets and utilizes a ml classifier as an evaluation function of the features subsets. The highest evaluation is considered as the best feature subset. W.Ali [6] tried to propose a system with machine learning classifier and the feature selection method. He found that random forest with wrapper based feature selection method gives the highest accuracy of 97.3%. The most accurated result found is 97.4%. Our proposed system is to improve their accuracy by using same dataset. Also there are so many apps or games and they mainly use live servers or open source to detect urls [12].Our project is to make a user friendly app with our proposed ml method.

There exists many methods to detect fake urls. Some based on machine learning techniques and skip features selection methods. In our project we use classifiers as well as feature selection methods and also implement this as an application. The researchers applied simple feature identification and extraction techniques. It can also be possible to get more accurate results by using more powerful classifiers in ML such as category boosting and Deep Learning algorithms also can handle this type of problem. The existing models did not extract as much as features like us. So, the reduced number of feature extraction in the existing models is a gap. There is scope to improve the accuracy of the existing models. In the next section we will describe how we overcome this lacking found a better way to overcome some problems.

III. METHODOLOGY AND DESIGN

Methodology is considered as the best part of any research. It implements the answer of the questions start with “How?”. It’s a tremendous way to ensure the acceptability of the work through valid and reliable results. For this proposed method, we have gone through several steps. At first valid data have been collected. Then this data have gone through several steps till a user interface use this model to predict the urls. Machine learning classifiers combining with feature selection methods have been used and react native is used for given it a real life application.

There are two major steps to illustrate this project. First of all selecting the best features among all features and then select an ensemble machine learning method to get the result.
Five steps are required to be accomplished in order to detect the phishing website: dataset collection, features extraction, features selection, training of machine learning classifiers, and evaluation of machine learning classifiers.

The dataset of our project were collected from the UCI Machine Learning Repository, which is freely available for use. This dataset consists of 11055 rows and 30 columns which were used to extract several website features [15].

A. Explanation of Proposed Method

The complete explanation of the proposed method is given in this section. The basics of all procedures in the methodologies are discussed.

1) Data Preprocessing and Analysing: For building a good accurate model preprocessing of data is must. Otherwise the model may fail to give correct results. Data processing is a term which is basically processing of raw unusable data to suitable machine data. Using J48 algorithm [16] is very helpful in examine the data categorically and continuously. Fig. 4 shows the preprocessing procedure of the data. Here we have used basic types of data preprocessing methods in our project.

- We have dropped one column which only indicates the index value sequentially for all the records.
- Then We have analysis the unique classes for each of the data.
- Next we have replaced all the values of records to 0 or 1
- Those records who have missing values are also eliminated.

2) Feature Extraction: ML can’t work best on choosing all the features. So feature selection method is used for dealing with crude content straightforwardly. It reduces the dimension of feature space. During feature extraction, uncorrelated and useless features will be removed which can help to fit the best useful algorithm and can improve the accuracy of the model.

Wrapper Based: Subset of features are used and with each subset, train a model. We add or remove features based on the accuracy given by the subsets. It is also possible to utilize wrapper classification algorithms that combine dimensionality reduction and classification, although their computational costs are considerable and their discriminative power is limited. Furthermore, in order to achieve high accuracy, these strategies rely on the effective selection of classifiers. There are three types of wrapper based selection:

- Forward Selection
- Backward Elimination
- Stepwise Selection

In our proposed method Stepwise selection secured best accuracy among all of the features selection methods.

Correlation Based: High correlated features depends each other and linearly inter dependent, hence have almost the same effect. When a feature expansion doesn’t result in an improvement, the algorithm moves on to the next best unexpanded subset. The entire feature subset space is searched by this approach without any restrictions. As a result, there should be a limit on backtracking. The program then returns the feature subset that produced the highest merit up to that point.

Information Gain: The information gained is a system where amount of information improved before splitting them are counted. This is actually the mutual information between two random variables. Determining an attribute’s relevancy and, consequently, its position inside the decision-tree, is the main goal of the Information Gain. An attribute (variable) with numerous distinct values prevents the information gain from effectively differentiating among the attributes.

Chi Square: Categories in a dataset are tested using the chi-square method. We determine the Chi-square among each element and the intended outcome and then choose the features with the highest Chi-square scores. It assesses whether the relationship between two categorical data in the sample corresponds to their true relationship in the population.

3) Machine Learning Algorithm: Machine learning is a learning technique and getting new information without explicit instruction with the aid of training data. Basically, there are two different categories of machine learning methods.

   1) Supervised
The method of learning from labeled data known as “supervised learning” provides an output for each input. In accordance with this, the algorithms operate. Unsupervised learning refers to the type of learning when the training or operation is carried out on an unlabeled dataset. To discover related features, the algorithm aggregates data of a similar type. Whatever the case, the labeled data is used to develop our model. A supervised learning problem can thus be used to frame the issue. There are two different kinds of supervised learning algorithms.

1) Classification
2) Regression

As we have used Supervised learning technique and dataset is classified, in the next part we will only discuss about supervised classification methods.

Random Forest: A random forest is a ml method for tackling classification and regression issues. It makes use of ensemble learning, a method for solving complicated issues by combining a number of classifiers.

Numerous decision trees make up a random forest algorithm. The random forest algorithm creates a “forest” that is trained via bagging or bootstrap aggregation. The accuracy of ml algorithms is increased by bagging, an ensemble meta-algorithm.

Based on the predictions made by the decision trees, the (random forest) algorithm determines the outcome. It makes predictions by averaging or averaging out the results from different trees. The accuracy of the result grows as the number of trees increases.

Light Gradient Boosted Machine: A framework and a type of gradient boosting is called a light gradient boosting machine, or LGBM. Light GBM is based on Decision tree methods, just as another gradient boosting method. We can decrease memory utilization and boost efficiency with the aid of Light GBM.

The primary distinction between Light GBM and other gradient boosting frameworks is that Light GBM grows leaf-wise and in a vertical orientation. The other algorithms, however, grow horizontally in a level-wise fashion. The leaf that produces the least inaccuracy and the most efficiency is chosen by Light GBM. This approach is significantly more beneficial in lowering the mistake percentage. In other words, it expands leaf-wise whilst others grow level-wise.

Category Boosting: The CatBoost algorithm plays an essential part for supervised machine learning applications and is based on Gradient Descent. It will work effectively for issues involving categorical data. A series of decision trees are generated sequentially when training this model because the CatBoost technique is based on gradient decision trees. Each new tree that is created as training goes on has a lower loss than the one before it. It is employed for a variety of functions, including weather forecasting, self-driving cars, recommendation systems, personal assistants, and search.

4) React Native APP: Basics of react native: JavaScript provides the framework for React Native, which allows developers to write genuine mobile applications that run natively on iOS and Android devices [17]. It is based on React, which is a JavaScript toolkit that Facebook uses for designing user interfaces; however, rather than targeting browsers, it targets mobile platforms. To put it another way, web developers now have the ability to create mobile applications that have a look and feel that is genuinely “native”, and they can do it from the convenience of a JavaScript library that we are already familiar with and adore. In addition, the majority of the code that you create may be shared between platforms, which makes it simple to develop applications for both Android and iOS at the same time using React Native. Fig. 5 indicates that how server and app are interacting with each other.

Architecture of our react native app:

The architecture has mainly two parts. Backend and frontend. Each part is divided into some essential parts.

5) Implementation of Machine Learning Model:: The steps required to implement are as follows:

• Step-1: At first we collected the data from online [15]
• Step-2: Then we did some analysis of the data which we have already discussed.
• Step-3: We did some preprocessing of the data that is necessary for building the models. We first balance the dataset as the data were very class imbalanced. Then we classified data and discard the record which have null values
• Step-4: Then we did the most important part which is feature extraction. We have used the wrapper based,embedded method, correlation coefficient, information gain and chi square. Then we implemented this techniques one by one with ensemble machine learning techniques.
• Step-5: After feature extraction, we have split the dataset into train and test set. We have used 70split from the same dataset.
• Step-6: We have built the machine learning model. We have used ensemble models [10] like Random forest, LGBM, Catboosting method. And then We have implemented this methods with features extraction methods which We have discussed already in the previous part.
• Step-7: After building the model we evaluated the performance of the model. And then implemented this methods to the user interface.
6) Implementation of User Interface using our Machine Learning Model: Here we will discuss about the user interface which will be a real life url detector using our machine learning approach [18]. Backened: Here a server is created to communicate with the frontend and ML model. It sends the response of ML model to the frontend.

**Flask Server**
Flask is a python framework. With the help of Flask, a server was created. It receives URL via REST API from frontend. It is also responsible to send the response of ML model to REST API.

**Extracting Features**
Features from URL are extracted at this end. The extracted features are then fed into the ML model.

Response form ML Model
With the help of the features, the ML model creates a response whether the URL is phishing or safe.

Frontend: The frontend supplies the URL to the Backend through REST API.

**App**
The react native app receives input from user. The URL is saved to its state and then it is sent to the REST API. The API sends it to the server.

**User**
The user gives an URL as input to the App. The user also can see the response of the ML model in the app interface.

### IV. RESULTS

Performance are the outcomes and the most important parts of a project. The better a model performs the more useful that model is. In the previous chapters all the steps for the proposed methodology has been explained. Now it’s time to evaluate the model. In this section we will describe the overall outcomes and we will show our proposed model with the traditional approaches. The performance and the real life user interface will be discussed here.

**A. Dataset Description**

The dataset of our project have already discussed in the previous chapter. Dataset were collected from the UCI Machine Learning Repository, which is freely available for use. This dataset consists of 11055 Urls and 30 columns which were used to extract several website features [15].

Fig. 6, 7, 8 and 9 present the symbol count, ip count, url length and shortening url feature, respectively. Their characteristics is put on x axis and on axis respective numbers is kept. Here -1 means the feature has no impact to make it malicious, 0 means neutral and 1 it is used to identify the url as malicious. Here count for some features are given. we have tried this for all of the features which indicate how many individual classes for each of the features.

**B. Impact Analysis**

Fake url has a great impact on society. It has also a tremendous impact on almost every sectors of life like economy and politics. It has become a curse nowadays. So detecting the fake url is much needed thing to overcome this global issue. Some impacts are shown below:

1) **Social and Environmental Impact:** Phishing on social media sites like Instagram, LinkedIn, Facebook, or Twitter is referred to as social media phishing. Such an assault aims to take control of your social media account or to steal personal information. The negative impacts of phishing on a business are numerous and include financial loss, loss of intellectual property, reputational harm, and interruption of daily operations. These outcomes combine to reduce a company’s value, sometimes with disastrous results.

2) **Ethical Impact:** The act of designing and carrying out simulations that are certain to cause stress and anxiety in all levels and roles of your employee base is ethical impact of phishing. The high rate of undesirable actions—such as clicking on a link, opening an attachment, or entering login information based on private or delicate topics—is not being generated on purpose or with predetermined objectives. Without the right context, these strategies are certain to endanger your program. An atmosphere of trust will be difficult to restore, regain, or establish.
C. Evaluation of Proposed Method

In this section, the method of our propose system will be shown step by step. Here we will discuss about our feature extraction technique, ensemble machine learning and finally the connection with the server.

1) Feature Extraction: For feature extraction procedure we have used wrapper based, embedded method, Correlation and Coefficient, Information Gain, Chi square method. But checking the performance with ml techniques, we have come to a decision to use wrapper based feature extraction. It gives the highest result among all of them [7]. In this dataset, there were thirty columns before using feature extraction method. Fig. 10 shows the columns before extracting features.

Then using wrapper, we got the performance of each of the subsets and came to know which subsets give the most accurate result which is shown in Fig. 11.

Fig. 12 shows the final outcomes which selected 23 features among all the features discrete rest of them.

2) Machine Learning Model: After using feature selection method, we have used this feature extraction method with several machine learning techniques as like Random forest, Light Gradient Boosted method and Category Boosting. We have come in a decision that Random Forest gives the highest accuracy with Coefficient Correlation. So in the next part, RF model will be discussed.

Fig. 13 shows the heatmap of random forest classification. Heatmap actually provides realtime analytics to understand the performance.

Here it shows that RF gives the highest result of 97.47% among all others and best suitable for proposed system.

Finally in Fig. 15 shows our user interface connected with the server system.

D. Evaluation of Performance

In this section we will show a comparative analysis of the performance between our proposed methodologies and
traditional approaches. At first we will show the analysis with different feature selection methods with different machine learning methods done by the base papers. Then we will show the performance of our proposed methods we have tried. Here, at first the performance of the traditional approaches are shown. In Fig. 16 shows the performance done by the previous paper [13]. The highest performance is done by using NN classifier + Random forest + bagging which is about 97.4.

![Fig. 16. Performance by Paper [13].](image)

In Fig. 17 shows the performance done by the previous paper [14]. The highest performance is done by using Random forest which is about 97.3.

![Fig. 17. Performance by Paper [14].](image)

In Fig. 18 shows the performance done by the previous paper [6]. The highest performance of the paper [6] is done by using random forest [19] with wrapper based feature selection which is about 97.3.

![Fig. 18. Performance of Paper [6].](image)

The performance of our proposed system is given in Table I.

| Model                  | Features       | Accuracy  |
|------------------------|----------------|-----------|
| Random Forest          | Wrapper        | 97.377    |
| Random Forest          | No Feature Selection | 97.40  |
| Random Forest          | Embedded       | 97.105    |
| Random Forest          | Correlation Coefficient | 97.47  |
| Random Forest          | Information Gain | 96.65 |
| Light Gradient Boosted | Wrapper        | 97.36     |
| Light Gradient Boosted | No Feature Selection | 97.40  |
| Light Gradient Boosted | Embedded       | 97.07     |
| Light Gradient Boosted | Correlation Coefficient | 97.40  |
| Light Gradient Boosted | Information Gain | 96.77 |
| Category Boosting      | Embedded       | 99.59     |
| Category Boosting      | Correlation Coefficient | 97.13  |
| Category Boosting      | Information Gain | 96.77 |

In our proposed system, the performance are given in Fig. 19. Here the overall performance is better than the previous references. We can see that Random forest model with wrapper feature selection shows the accuracy of 97.377%, with no feature selection and also with correlation shows slightly better result as 97.40%, 97.47%. Light Gradient boosted and Catboost also have better performance with the features selection methods. But most accuracy are shown by using Random Forest with Coefficient based feature selection which is approximately 97.47% RF with Coefficient feature selection for our proposed system.

Then we have used react native to get the real life application using our proposed method. we have used flask server as backened. Then in the traditional approach we have extract a url which will be collected from user then extract it into our desired features. Next pickle file of ml is connected with that. Lastly, frontend is designed which can get data from user and give them a result using our machine learning approach.

![Fig. 19. Performance Measurement.](image)

![Fig. 20. Home page of the application.](image)
tuning, data cleaning can better its accuracy. Also can be used and the existing methods like deep learning, the user interface. Different types of embedding techniques got from our machine learning model and also can improve its structure can be better by using all features We have already application. And the app is hosted on local server. So in future methods. We couldn’t apply all the features for our existing otherwise and carefully to build the models and use every possible.

Due to some hardware limitations and the limited amount of time, we couldn’t use more existing methodologies like deep learning, neural network etc. We had to experiment continuously and carefully to build the models and use every possible methods. We couldn’t apply all the features for our existing application. And the app is hosted on local server. So in future it’s structure can be better by using all features we have already got from our machine learning model and also can improve the user interface. Different types of embedding techniques also can be used and the existing methods like deep learning, tuning, data cleaning can better its accuracy.

![Fig. 20. Home Page.](image1.png)

![Fig. 21. Fake Url.](image2.png)

![Fig. 22. Safe Url.](image3.png)

V. CONCLUSION AND FUTURE WORK

We have precisely improved the performance using machine learning techniques with feature extraction methods comparing with the traditional approaches. We have found above 97.47% of performance using these methods. We have used both Machine Learning and feature extraction techniques to create the models. We have trained and validate from same distributed data to create the model and evaluated it from different distributed of test data. After the evaluation the best models are Random Forest combining with Coefficient feature extraction. Next we have used our machine learning model to create an application by using react-native. The app can classify whether the url is fake or real by using our machine learning model.

Due to some hardware limitations and the limited amount of time, we couldn’t use more existing methodologies like deep learning, neural network etc. We had to experiment continuously and carefully to build the models and use every possible methods. We couldn’t apply all the features for our existing application. And the app is hosted on local server. So in future it’s structure can be better by using all features we have already got from our machine learning model and also can improve the user interface. Different types of embedding techniques also can be used and the existing methods like deep learning, tuning, data cleaning can better its accuracy.
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![Fig. 21. Fake Url.](image2.png)

![Fig. 22. Safe Url.](image3.png)
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