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Abstract

We provide a simple hypocoercivity analysis for the effective Mori-Zwanzig equation governing the time evolution of noise-averaged observables in a stochastic dynamical system. Under the hypocoercivity framework mainly developed by Dolbeault, Mouhot and Schmeiser and further extended by Grothaus and Stilgenbauer, we prove that under the same conditions which lead to the geometric ergodicity of the Markov semigroup $e^{tK}$, the Mori-Zwanzig orthogonal semigroup $e^{tQKQ}$ is also geometrically ergodic, provided that $P = I - Q$ is a finite-rank, orthogonal projection operator in a certain Hilbert space. The result is applied to the widely used Mori-type effective Mori-Zwanzig equations in the coarse-grained modeling of molecular dynamics and leads to exponentially decaying estimates for the memory kernel and the fluctuation force.
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1. Introduction

Coarse-grained modeling has become an important theme in the numerical simulations of complex systems. This is also a rather difficult topic because in essence it requires projecting the high-dimensional dynamics in a low-dimensional phase space, and the closure problem in such a dimension-reduction process arises since the unresolved dynamics and its interaction with the reaction coordinate is generally unknown. In recent years, the Mori-Zwanzig (MZ) formalism has become popular in the physics and applied mathematics communities to tackle the coarse-graining problem. This framework was introduced in nonequilibrium statistical mechanics [30, 50] to explain the non-Markovian properties of certain observables in a high-dimensional Hamiltonian system. Later, its extension to stochastic systems has been considered by different researchers [31, 8, 16, 48]. The most attracting feature of the MZ theory is that it allows us to systematically derive exact evolution equations, now known as the generalized Langevin equations (GLEs), for any quantities of interest based on the microscopic equations of motion. Such GLEs can be used as the ansatz for coarse-grained models which found applications in molecular dynamics [22, 32, 42, 3, 44, 45], fluid mechanics [33, 32], and, more generally, systems described by nonlinear partial differential equations (PDEs) [31, 8, 37, 36, 24, 25].

In this paper, we are mainly concerned with the Mori-Zwanzig theory for stochastic systems. Since the MZ equation we are going to use is for noise-averaged observables of the stochastic system (see details in Section 2), it will be called the effective Mori-Zwanzig (EMZ) equation to make us distinguish from the regular MZ equation for Hamiltonian systems. Although being widely used in coarse-grained modeling, a mathematically rigorous study of the EMZ equation is still scarce in the community. This has to do with the well-known difficulty in analyzing the orthogonal propagator of the EMZ equation, which can be represented by a strongly continuous semigroup $e^{tQKQ}$, where $Q$ is a projection operator and $K$ is the Kolmogorov backward operator of the SDE. Previous work in this direction aimed at obtaining existence conditions for the orthogonal dynamics under Mori’s projection [10]. Until recently, the study of the EMZ equation has been push forward by the work of Zhu and Venturi [48]. The main finding in [48] is that $e^{tQKQ}$ corresponds to a linear integro-differential, kinetic equation, hence one can use the hypoellipticity method mainly developed by Hérau & Nier [15], Helffer & Nier [14] and Eckmann & Hairer [7, 5, 6] to obtain the spectrum properties of operator $QKQ$. In particular, it is shown that [48] the spectrum of $QKQ$ is discrete and confined in
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a cusp in \( \mathbb{C} \), just like the spectrum of \( K \). As a direct consequence of this, the ergodicity of the Markov semigroup \( e^{tK} \) implies the ergodicity of the EMZ orthogonal semigroup \( e^{tQKQ} \), provided that \( P = I - Q \) is a finite-rank, symmetric projection operator. This result leads to exponential decaying prior estimates for the EMZ memory kernel and fluctuation force term, and the later ones are often used as the prerequisite for the reduced-order modeling of large-scale molecular systems [22, 23, 41].

The success of the hypoellipticity method inspires us to develop a hypocoercivity theory for analyzing the dynamical behavior of the EMZ equation. The hypocoercivity method was mainly developed by Villani [40], Dolbeault, Mouhot and Schmeiser [4] and many other researchers [12, 13, 11, 20, 19] to study the kinetic equations in a pure functional analysis framework. For detailed explorations in this regard, we refer to the above papers and the reference therein. The general strategy of this method is to derive the coercivity estimate in terms of an equivalent Hilbert/Sobolev norm, thereby obtain the geometric ergodicity of the corresponding semigroup. In this work, we will show that the elegant hypocoercivity framework introduced by Dolbeault, Mouhot and Schmeiser (DMS) [4] and further extended by Grothaus and Stilgenbauer (GS) [12, 13] fits well in the study of the EMZ equation. Specifically, by restricting the estimate of \( e^{tQKQ} \) in a special invariant Hilbert subspace, we provide a simple proof of its geometric ergodicity under the same hypocoercivity conditions that lead to the geometric ergodicity of the Markov semigroup \( e^{tK} \). This allows us to get hypocoercivity version of the aforementioned exponential decaying estimates for the EMZ memory kernel and the fluctuation force. The abstract analysis result is then applied to the coarse-graining problem of the Langevin dynamics.

This paper is organized as follows. Section 2 reviews the derivation of the effective Mori-Zwanzig (EMZ) equation for stochastic dynamical systems and its application to the coarse-graining problem. In Section 3, we first review the DMS-GS hypocoercivity framework [4, 12, 13] for the analysis of semigroup \( e^{tK} \). Then we prove that similar results hold for the EMZ semigroup \( e^{tQKQ} \). In Section 4, the abstract analysis result is applied to the Langevin dynamics to obtain the exponentially decaying estimates for the EMZ memory kernel and the fluctuation force. A comparison between the hypoellipticity method and the hypocoercivity method is also provided. The main findings of this paper are summarized in Section 5. We also propose several interesting open problems on the analysis of the EMZ equations.

### 2. EMZ equation and the coarse-graining of stochastic systems

Consider a \( d \)-dimensional, time-homogeneous stochastic differential equation (SDE) on \( \mathbb{R}^d \):

\[
\begin{align*}
\frac{dx(t)}{dt} &= F(x(t)) + \sigma(x(t))dW(t), \\
x(0) &= x_0 \sim \rho_0(x),
\end{align*}
\]

(1)

where \( F : \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times m} \) are smooth functions, \( W(t) \) is the \( m \)-dimensional Wiener process, and \( x_0 \) is a random initial state characterized in terms of a probability density function \( \rho_0(x) \). It is well known that the system of SDE [14] induces a \( d \)-dimensional Markov process on \( \mathbb{R}^d \). This allows us to define a composition operator \( M(t, 0) \) that pushes forward in time the average of the observable \( u(t) = u(x(t)) \) over the noise, i.e.,

\[
E_{\rho_0}(u(x(t))|x_0) = M(t, 0)u(x_0) = e^{tK}u(x_0).
\]

(2)

With a slight abuse of notation, hereafter we use \( u(t) = u(x(t)) \) to represent the observable function and its noise average (2). For autonomous system (1), \( M(t, 0) \) is a Markovian semigroup generated by the following Kolmogorov backward operator [33, 17] under the Itô-interpretation of the white noise:

\[
K(x_0) = \sum_{k=1}^{d} F_k(x_0) \frac{\partial}{\partial x_{0k}} + \frac{1}{2} \sum_{i,j=1}^{m} \sum_{k,l=1}^{d} \sigma_{ij}(x_0)\sigma_{kl}(x_0) \frac{\partial^2}{\partial x_{0i} \partial x_{0k}}.
\]

(3)

With the evolution operator \( M(t, 0) \) available, we can now derive the effective Mori-Zwanzig (EMZ) equation for the noise-averaged observable \( \tilde{u}(x(t)) \). To this end, we introduce a projection operator \( P \) and the complementary projection \( Q = I - P \). By differentiating Dyson’s identity [48], we obtain the exact evolution
equation governing the dynamics of the noise-averaged observable $\mathcal{P}^\dagger$:

$$\frac{\partial}{\partial t} e^{tK}u(0) = e^{tK}\mathcal{P}Ku(0) + e^{tQK}QKu(0) + \int_0^t e^{sK}\mathcal{P}Ke^{(t-s)QK}QKu(0)ds,$$

where $u(0) = u(x_0)$. The three terms at the right hand side of (4) are called, respectively, streaming term, fluctuation (or noise) term, and memory term. It is often more convenient (and tractable) to compute the evolution of $u(t)$ within a closed linear space, e.g., the image of the projection operator $\mathcal{P}$. Applying the projection operator $\mathcal{P}$ to (4) yields

$$\frac{\partial}{\partial t} \mathcal{P}e^{tK}u(0) = \mathcal{P}e^{tK}\mathcal{P}Ku(0) + \int_0^t \mathcal{P}e^{sK}\mathcal{P}Ke^{(t-s)QK}QKu(0)ds,$$

where the noise term vanishes since $\mathcal{P}Q = 0$. Due to the fact that equation (4) and its projected form (5) only describe the dynamics of the noise-averaged observables, they were called as the effective Mori-Zwanzig (EMZ) equation for stochastic systems. The EMZ equations has the same structure as the classical MZ equation for deterministic, Hamiltonian systems [47, 43, 46], with the first-order Liouville operator replaced by a Kolmogorov operator $K$. Depending on the choice of the projection operator $\mathcal{P}$, the projected EMZ equation can yield evolution equations for different statistics for observable $u(x(t))$, including the time auto-correlation function and the statistical moment [48, 44]. In this paper, we are mainly concerned with Mori-type projection operator $\mathcal{P}$. To this end, we choose a set of observable functions $\{u_i(t)\}_{i=1}^M$ as the quantities of interest. Assuming that $u_i(t) = u_i(x(t)) \in H$, where $H$ is a certain Hilbert space, then Mori’s projection operator $\mathcal{P}$ can be defined as:

$$\mathcal{P}h := \sum_{i,j=1}^M G^{-1}_{ij} \left< u_i(0), h \right> u_j(0), \quad h \in H,$$

where Gram matrix $G_{ij} = \left< u_i(0), u_j(0) \right>$ and $u_i(0) = u_i(x_0)$ ($i = 1, \ldots, M$) are linearly independent with respect to the inner product of the Hilbert space $H$. It is easy to check that Mori-type projection operator $\mathcal{P}$ is a finite-rank, orthogonal projection operator in $H$. With $\mathcal{P}$ available, we can rewrite the EMZ equation (4) and its projected form (5) as:

$$\frac{du(t)}{dt} = Uu(t) + \int_0^t K(t-s)u(s)ds + f(t),$$

$$\frac{d}{dt} \mathcal{P}u(t) = \Omega \mathcal{P}u(t) + \int_0^t K(t-s) \mathcal{P}u(s)ds,$$

where $u(t) = [u_1(t), \ldots, u_M(t)]^T$, the streaming matrix $\Omega_{ij} = \sum_{k=1}^M G^{-1}_{jk} \langle u_k(0), K u_i(0) \rangle$. The quantities that involve the orthogonal dynamics $e^{tQK}Q$ in (7)-(8) are the EMZ memory kernel $K(t)$ and the fluctuation force $f(t)$ [43, 48]:

$$K_{ij}(t) = \sum_{k=1}^M G^{-1}_{jk} \langle u_k(0), K e^{tQK}QK u_i(0) \rangle,$$

$$f_i(t) = e^{tQK}QK u_i(0).$$

Equation (7) and (8) are also known as the linear generalized Langevin equation (GLE) in statistical mechanics [29, 51]. In coarse-grained modeling of molecular systems [21, 1, 26], the observable set of Mori’s projection operator $\mathcal{P}$ may be chosen as: $\{u_i(t)\}_{i=1}^{2M} = \{\tilde{p}_i(t), \tilde{q}_i(t)\}_{i=1}^M$, where $\tilde{p}_i(t) = \sum_{j=1}^{N_{ij}} p_j(t)/N_{ij}$ and $\tilde{q}_i(t) = \sum_{j=1}^{N_{ij}} q_j(t)/N_{ij}$ are the momentum and position of the $i$-th coarse-grained particle which are obtained by averaging over the total momentum and position of a cluster of small particles. Then the full EMZ equation (7) yields the formal evolution equation of the coarse-grained particles and the projected equation (8) describes the evolution of their time autocorrelation functions [48].

\footnote{Here we replaced the orthogonal dynamics propagator $e^{tQK}$ with $e^{tQK}Q$. Such a replacement is needed for our later research. It is possible because the evolution operator $e^{tQK}$ and $e^{tQK}Q$ are equivalent within the range of $Q$ since $Q$ is a projection operator satisfying $Q^2 = Q$.}
3. Dolbeault-Mouhot-Schmeiser hypocoercivity analysis

As we have seen from [9]-[10], the dynamical properties of the fluctuation force \( f(t) \) and the memory kernel \( K(t) \) in EMZ equations (11)-(15) are determined by the orthogonal semigroup \( e^{iQKQ} \). In this section, we perform a simple hypocoercivity analysis to analyze the dynamical behavior of \( e^{iQKQ} \) using the technique mainly developed by Dolbeault, Mouhot and Schmeiser (DMS) [4] and further extended by Grothaus and Stilgenbauer (GS) [12, 13]. Specifically, we show that under the same conditions, the abstract Hilbert space analysis result obtained in [4] (Section 1.3), or more directly related result [12] (Section 2), can be easily extended to get the geometric ergodicity of the semigroup \( e^{iQKQ} \) within a certain Hilbert subspace. Hence the ergodicity of \( e^{iQKQ} \) can be viewed as the direct result of the ergodicity of \( e^{-iK} \), provided that the projection \( P = I - Q \) is a symmetric and finite-rank operator, i.e. of the Mori-type.

3.1. Hypocoercivity analysis for \( e^{-iK} \)

We first briefly review the abstract hypocoercivity analysis result of DMS-GS. Since the evolution operator \( e^{-iK} \) in the EMZ equations (11)-(15) is generated by the Kolomogorov backward operator \( K \), we will follow the setting in GS’s work [12, 13], which can be viewed as a dual result of DMS [4] for the Kolomogorov backward equation. To be noticed that the notation follows that of [13] with slight modifications for our purposes. Moreover, specific discussions on the operator domains will be omitted and we refer readers to [13] for technical details.

Suppose the closure of operator \( K \) generates a strongly continuous semigroup \( e^{tK} \) in a certain Hilbert space \( H \). Further assume that \( K \) can be decomposed as \( K = D - L \), where \( L, D \) are, repectively, a skew-symmetric and symmetric operator in \( H \). Now we introduce two auxiliary operators \( \Pi \) and \( A \), where \( \Pi \) is the orthogonal projection on the kernel of \( D \) and \( A \) is defined as

\[
A := (I + (L\Pi)^{\star} (L\Pi))^{-1} (L\Pi)^{\star}.
\]

Define the Hilbert space inner product and norm by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \). The analysis of DMS [4] and GS [12, 13] introduced the following assumptions for operators \( L, D, \Pi, A \) in a proper domain \( D \subset H \):

- (H1) (Alegebraic relation): \( \Pi L\Pi = 0 \).
- (H2) (Microscopic coercivity): There exists a constant \( \Lambda_m > 0 \) such that
  \[
  - \langle Df, f \rangle \geq \Lambda_m \| (I - \Pi) f \|^2, \quad \forall f \in D.
  \] (12)

- (H3) (Macroscopic coercivity): Operator \( \Pi L^2 \Pi \) is essentially self-adjoint on \( H \), Moreover, there exists a constant \( \Lambda_M > 0 \) such that
  \[
  \| L\Pi f \|^2 \geq \Lambda_M \| \Pi f \|^2, \quad \forall f \in D.
  \] (13)

- (H4) (Boundedness of auxiliary operators): There exists \( c_1, c_2 > 0 \) such that
  \[
  \| Af \| \leq c_1 \| (I - \Pi) f \|, \quad \| AL(I - \Pi) f \| \leq c_2 \| (I - \Pi) f \|, \quad \forall f \in D.
  \] (14)

If assumptions (H1) – (H4) hold, along with the domain condition (D) detailed in [13], it can be proved [12, 13] that the semigroup \( e^{tK} \) is geometrically ergodic in \( D = H \cap \text{Ker}(K)^{\perp} \) with the estimate

\[
\| e^{tK} f_0 - \pi_0 f_0 \| \leq C e^{-\lambda t} \| f_0 - \pi_0 f_0 \|, \quad \forall t \geq 0, \quad f_0 \in H,
\] (15)

where \( f_0 = f(0) \) is the initial condition of an observable function \( f(t) \), \( \pi_0 \) is the orthogonal projection operator onto the kernel of operator \( K \), i.e. \( \text{Ker}(K) \), and \( \text{Ker}(K)^{\perp} \) is the orthogonal complement of \( \text{Ker}(K) \) in \( H \). The proof of estimate (15) is obtained in an abstract manner using the assumptions (H1) – (H4). To this end, we introduce a modified entropy functional \( H_{e}[f] \) defined as

\[
H_{e}[g] := \frac{1}{2} \| g \|^2 + \epsilon \langle Ag, g \rangle, \quad g \in H.
\] (16)
It can be shown that $H_t[f]$ introduces a norm equivalent of $\| \cdot \|$ since
\[
\frac{1 - \epsilon}{2} \|g\|^2 \leq H_t[g] \leq \frac{1 + \epsilon}{2} \|g\|^2.
\] (17)

Here we used the property that $A$ is a bounded operator, which can be derived from $(H1) - (H3)$ \cite{12}, section 2). With the equivalent norm \cite{16}, to obtain \cite{15}, it is sufficient to use the Gronwall’s lemma \cite{40} and show that there exists a $\kappa > 0$ such that
\[
-ddtH_t[g(t)] = D_t[g(t)] \geq \kappa \|g(t)\|^2
\]
for all $g_0 = f_0 - \pi_0 f_0 \in \text{Ker}(\mathcal{K})^\perp$, $f_0 \in H$. Since $\text{Ker}(\mathcal{K})^\perp$ is an invariant subspace of the operator $\mathcal{K}$ and $e^{t\mathcal{K}}$, the last inequality to obtain the geometric ergodicity of semigroup $e^{t\mathcal{K}}$ is called the “hypocoercivity” analysis because the Kolmogorov operator $\mathcal{K}$ is coercive in an equivalent norm $H_t[\cdot]$ \cite{4}. For details of this method, we refer to Villani’s monograph \cite{40} and DMS’s modification of Villani’s method for linear kinetic equations \cite{4}.

3.2. Hypocoercivity analysis for $e^{t\mathcal{K}Q}$

Consider an orthogonal projection operator $\mathcal{P}: H \to H$ in Hilbert space $H$. Naturally $Q = I - \mathcal{P}: H \to H$ is also an orthogonal projection operator in $H$. Operator $Q$ induces a useful function space $\mathcal{Q}H$ defined as
\[
f \in \mathcal{Q}H = \text{Ran}(Q) \cap H := \{f | \exists g \in H, s.t. f = Qg \in H\}.
\] (19)

Note that for any $f \in \mathcal{Q}H$, using the idempotency $Q^2 = Q$ of the projection operator we have $Qf = QQg = Qg = f$. This relation will be used frequently throughout the paper. We first discuss some properties of the function space $\mathcal{Q}H$. Orthogonal projection operators $\mathcal{P}$ and $\mathcal{Q}$ introduce a decomposition of $H$ as $H = \text{Ran}(\mathcal{Q}) \oplus \text{Ker}(\mathcal{Q}) = \text{Ker}(\mathcal{P}) \oplus \text{Ran}(\mathcal{P})$, where $\text{Ran}(\mathcal{Q}) = \text{Ker}(\mathcal{P})$ is a subspace of $H$. As a subspace, $\mathcal{Q}H$ inherits all properties of the original Hilbert space $H$, as well as the definitions of the inner product and norm. To analyze the evolution operator $e^{t\mathcal{Q}\mathcal{K}}$, we further define a smaller subspace $\mathcal{Q}H/\text{Ker}(\mathcal{K}) = \mathcal{Q}H \cap \text{Ker}(\mathcal{K})^\perp$, which equips the same inner product and norm as of $H$. Then in $\mathcal{Q}H/\text{Ker}(\mathcal{K})$, we can get the geometric ergodicity of $e^{t\mathcal{Q}\mathcal{K}}$. The result can be summarized as:

**Theorem 1.** Assume that operator $\mathcal{K} = D - L$ satisfies $(H1) - (H4)$ and the domain condition $(D)$ in \cite{13}. If $D$ can be decomposed as $D = X^\perp$, where $X$ and its adjoint $X^*$ in $H$ are first-order differential operators, and the projection operator $\mathcal{P}: H \to H$ is a finite-rank, symmetric operator, then for the EMZ orthogonal semigroup $e^{t\mathcal{Q}\mathcal{K}}$, we have exponentially decaying estimate:
\[
\|e^{t\mathcal{Q}\mathcal{K}}f_0\| \leq Ce^{-\lambda_\mathcal{Q}t}\|f_0\|, \quad \forall f_0 \in \mathcal{Q}H/\text{Ker}(\mathcal{K}),
\] (20)
where the constants $C$ and $\lambda_\mathcal{Q}$ are explicitly computable.

**Proof.** We first note that the closure of operator $\mathcal{Q}\mathcal{K}$ generates a contraction semigroup, denoted as $e^{t\mathcal{Q}\mathcal{K}}$, in Hilbert space $H$. This fact is proved in Theorem 3 of \cite{13}, using the symmetry of the orthogonal projection operator $\mathcal{Q}$ and Lumer-Philips theorem. In order to get estimate \cite{20}, we need to prove that $\mathcal{Q}H \cap \text{Ker}(\mathcal{K})^\perp$ is an invariant subspace of $\mathcal{Q}\mathcal{K}$, i.e. $\mathcal{Q}\mathcal{K}: \mathcal{Q}H \cap \text{Ker}(\mathcal{K})^\perp \to \mathcal{Q}H \cap \text{Ker}(\mathcal{K})^\perp$. 


To prove this claim, we choose an arbitrary \( f \in \text{Ker}(\mathcal{L}) \cap \mathcal{Q}H \). Since \( \mathcal{Q} \) is a symmetric operator in \( H, \mathcal{L} \) is skew-symmetric, we have

\[
\mathcal{R}(\mathcal{Q}\mathcal{K}\mathcal{Q}f, f) = \mathcal{R}(\mathcal{L}\mathcal{Q}f, f) = \mathcal{R}(\mathcal{D}\mathcal{Q}f, f) = \mathcal{R}(\mathcal{D}f, f) = \|\mathcal{X}f\|^2 = 0.
\]

Here we have used the fact that \( \mathcal{Q}f = f \) for \( f \in \mathcal{Q}H \). The above equality implies \( f \in \text{Ker}(\mathcal{X}) \). Immediately, we obtain \( \mathcal{K}^*f = 2\mathcal{D}f - \mathcal{K}f = 2\mathcal{X}^*f - \mathcal{K}f = 0 \). This yields \( \text{Ker}(\mathcal{L}) \cap \mathcal{Q}H \subset \text{Ker}(\mathcal{X}) \cap \mathcal{Q}H \). For \( h \in \mathcal{Q}H \) and arbitrary \( g \in \text{Ker}(\mathcal{L}) \cap \mathcal{Q}H \), we have

\[
\langle \mathcal{Q}\mathcal{K}h, g \rangle = \langle h, \mathcal{K}^* g \rangle = \langle h, \mathcal{K}^* g \rangle = 0.
\]

Since \( \mathcal{Q}\mathcal{K}h \in \mathcal{Q}H \), the above result implies \( \mathcal{Q}\mathcal{K}h \in \mathcal{Q}H \cap \text{Ker}(\mathcal{L}) \). We have proved that \( \mathcal{Q}\mathcal{K} : \mathcal{Q}H \cap \text{Ker}(\mathcal{L}) \rightarrow \mathcal{Q}H \cap \text{Ker}(\mathcal{L}) \). Within this invariant subspace, we can easily prove (20). Using the exact same modified entropy (16) for \( g(t) = e^{t\mathcal{Q}\mathcal{K}}g_0 \), where \( g_0 \in \mathcal{Q}H \cap \text{Ker}(\mathcal{L}) \), we differentiate the functional (16) to obtain

\[ -\frac{d}{dt} H_\epsilon[g(t)] = D^\mathcal{Q}\epsilon[g(t)], \quad (21) \]

where

\[ D^\mathcal{Q}\epsilon[g] = -\langle \mathcal{Q}\mathcal{K}g, g \rangle + \epsilon \langle \mathcal{A}\mathcal{Q}\mathcal{K}g, g \rangle + \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle + \epsilon \langle \mathcal{A}\mathcal{Q}\mathcal{K}g, g \rangle.
\]

Using the fact that \( \mathcal{Q}g = g \) and \( \mathcal{P} = \mathcal{I} - \mathcal{Q} \), we obtain:

\[
D^\mathcal{Q}\epsilon[g] = -\langle \mathcal{K}g, g \rangle + \epsilon \langle \mathcal{A}\mathcal{Q}\mathcal{K}g, g \rangle + \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle
\]

\[ = -\langle \mathcal{D}g, g \rangle + \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle - \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle - \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle - \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle - \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle - \epsilon \langle A\mathcal{Q}\mathcal{K}g, g \rangle.
\]

To be noticed that the first five terms (I) are exactly the same as the one for the semigroup \( e^{t\mathcal{L}} \), i.e. the right-hand side of (16). Since \( \mathcal{Q}H \cap \text{Ker}(\mathcal{L}) \) is a subspace of \( H \) which inherits the Hilbert space inner product and norm, we can directly use estimate (13) to bound (I) as

\[ (I) \geq \Lambda_m \| (\mathcal{I} - \mathcal{P}) g \|^2 + \frac{\epsilon \Lambda_M}{1 + \lambda_M} \| \Pi \| g \|^2 - \epsilon (1 + c_3) \| (\mathcal{I} - \Pi) g \| g \| g \|. \]

On the other hand, since the projection operator \( \mathcal{P} : H \rightarrow H \) is finite-rank and symmetric, therefore admits the canonical form \( \mathcal{P}(\cdot) = \sum_{i=1}^N \langle \cdot, \phi_i \rangle \phi_i \), (II) can be lower bounded as

\[ (II) = -\epsilon \sum_{i=1}^N \langle A\phi_i, g \rangle \langle \mathcal{K}g, \phi_i \rangle - \epsilon \sum_{i=1}^N \langle A\phi_i, \phi_i \rangle \langle \mathcal{K}g, \phi_i \rangle
\]

\[ \geq -\epsilon \sum_{i=1}^N \| A^* g \| \| \phi_i \| \| K^* \phi_i \| g \| g \| - \epsilon \sum_{i=1}^N \| A g \| \| \phi_i \| \| K^* \phi_i \| g \| g \|
\]

\[ \geq -\epsilon c_4 \| (\mathcal{I} - \Pi) g \| g \| g \|. \]

Here we used Cauchy-Schwartz inequality and the property that for bounded operator \( \| A \| = \| A^* \| \leq \| \mathcal{I} - \Pi \| \), where the bound of \( A \) can be obtained using (H1) - (H3) [13, 4]. Adding up (I) and (II) we can get:

\[ (I) + (II) \geq \Lambda_m \| (1 - \Pi) g \|^2 + \frac{\epsilon \Lambda_M}{1 + \lambda_M} \| \Pi g \|^2 - \epsilon (1 + c_3 + c_4) \| (1 - \Pi) g \| g \| g \|
\]

\[ \geq \left[ \Lambda_m - \epsilon (1 + c_3 + c_4) \left( 1 + \frac{1}{2\delta} \right) \right] \| (1 - \Pi) g \|^2 + \epsilon \left[ \frac{\lambda_M}{1 + \lambda_M} - (1 + c_3 + c_4) \delta \right] \| \Pi g \|^2. \quad (22) \]

By choosing first a small \( \delta \) and then \( \epsilon = \epsilon (\delta) \), we can find a positive \( \kappa_0 \) such that \( D^\mathcal{Q}\epsilon[g] \geq \kappa_0 \| g \|^2 \). Using equation (21), we obtain

\[ \frac{d}{dt} H_\epsilon[g(t)] \leq -\frac{2\kappa_0}{1 + \epsilon} H_\epsilon[g(t)]. \]
With Gronwall’s Lemma and the equivalence of the Hilbert norm \( \| \cdot \| \) and the entropy norm \( H_{\cdot,\cdot} \), we can get semigroup estimate (20). 

The identification of the invariant subspace \( \mathcal{Q}H \cap \text{Ker}(K)^\perp \) is crucial for the hypocoercivity method to work. This is the main technical part of the proof. In fact, we further show that for operator \( \mathcal{Q}K\mathcal{Q} \), the restriction of its orthogonal kernel projection operator \( \pi_0^\mathcal{Q} \) within the range of \( \mathcal{Q} \), i.e. \( \pi_0^\mathcal{Q}|_{\mathcal{Q}H} \), is \( \pi_0|_{\mathcal{Q}H} \): 

**Proposition 1.** Suppose operators \( \mathcal{P} \) and \( K \) satisfy all conditions listed in Theorem 1. Then \( \pi_0^\mathcal{Q}|_{\mathcal{Q}H} = \pi_0|_{\mathcal{Q}H} \).

The proof of this proposition is rather technical hence will be deferred to Appendix A. We note that this result makes sense of (20) since the kernel projection operator \( \pi_0^\mathcal{Q} \) does not appear in the semigroup estimate. In the following section, we will show that the subspace \( \mathcal{Q}H \) is already large enough to derive exponentially decaying estimates for the memory kernel \( K(t) \) and the fluctuation force \( f(t) \). Moreover, the equivalence of \( \pi_0^\mathcal{Q}|_{\mathcal{Q}H} \) and \( \pi_0|_{\mathcal{Q}H} \) enables us to give the explicit expression of the equilibrium state for \( K(t) \) and \( f(t) \).

At last, we note that Villani’s hypocoercivity framework [40] cannot be directly applied here because for the auxiliary Sobolev norm considered therein, additional terms that similar to (II) cannot be merged into other coercivity estimates like what we did in (22), which leads to the failure of the whole scheme.

4. Application to the Langevin dynamics

In this section, we apply the above theoretical results to the Langevin dynamics and show that the EMZ memory kernel and fluctuation force decay exponentially fast in time to the equilibrium state. Before getting into the analysis of this specific stochastic system, we note that since the obtained abstract hypocoercivity result for \( e^{t\mathcal{Q}K\mathcal{Q}} \) requires only the projection operator \( \mathcal{P} \) to be symmetric and finite-rank, at least in principle, it should apply to any stochastic systems that the DMS-GS framework works. For instance, this should include the spherical Langevin dynamics considered in [12], the adaptive Langevin dynamics [20], and the Langevin dynamics in the smooth manifold [11].

Now we consider the Langevin dynamics of an interactive particle system with the dynamics described by the following SDE in \( \mathbb{R}^d \):

\[
\begin{cases}
    dq = pdt \\
    dp = -\nabla V(q) - \gamma p + \sigma dW(t)
\end{cases}
\]  

(23)

where the uniform mass \( m = 1 \) is assumed for each particle, \( V(q) \) is the interaction potential and \( W(t) \) is a \( d \)-dimensional Wiener process. The parameters \( \sigma \) and \( \gamma \) represent, respectively, the magnitude of the fluctuations and the dissipation. Such parameters are linked by the fluctuation-dissipation relation \( \sigma = (2\gamma/\beta)^{1/2} \), where \( \beta \) is proportional to the inverse of the thermodynamic temperature. The Kolmogorov backward operator \( \mathcal{K} \) associated with the SDE (23) is given by

\[
\mathcal{K} = p \cdot \nabla q - \nabla q V(q) \cdot \nabla p - \gamma \left( p \cdot \nabla p - \frac{1}{\beta} \Delta p \right),
\]  

(24)

which generates a Markovian semigroup \( e^{tK} \). To be noticed that, we can rewrite \( \mathcal{K} = \mathcal{D} - \mathcal{L} \), with \( \mathcal{D} = -\gamma p \cdot \nabla q + \gamma/\beta \Delta p \) and \( \mathcal{L} = -p \cdot \nabla q + \nabla q V(q) \cdot \nabla p \). Here we note in particular that \( \mathcal{D} = X^* X \), where \( X = \sqrt{\gamma/\beta} \nabla q \). If the interaction potential \( V(q) \) is strictly positive at infinity then the Langevin equation (23) admits an unique invariant Gibbs measure given by

\[
\rho_{eq}(p,q) = \frac{1}{Z} e^{-\beta \mathcal{H}(p,q)},
\]  

(25)

where

\[
\mathcal{H}(p,q) = \frac{|p|^2}{2} + V(q)
\]  

(26)

is the Hamiltonian and \( Z \) is the partition function. The equilibrium measure (25) naturally induces a weighted Hilbert space \( L^2(\mathbb{R}^d; \rho_{eq}) \). Choose this as the Hilbert space \( H \) studied in Section 3, we can obtain
sufficient conditions to ensure the validity of (H1) – (H4), therefore the semigroup estimate \((15)\). For the Langevin dynamics \((23)\), these conditions can be summarized \(13\) as the following requirements on the potential energy \(V(q)\):

- **(C1):** \(V(q) \in C^2(\mathbb{R}^d)\) is locally Lipshitz continuous and satisfies \(\nabla_q V(q) \in H\).

- **(C2):** The following Poincaré inequality \(2\) holds:

\[
\int |\nabla_q f(q)|^2 e^{-V(q)} dq \geq \Lambda \int \left[ f(q) - \left( \int f(q) e^{-V(q)} dq \right) \right]^2 e^{-V(q)} dq,
\]

for some constant \(\Lambda > 0\) and for all locally Lipshitz function \(f(q)\).

- **(C3):** There exists a constant \(C > 0\) such that

\[
|\nabla_q^2 V(q)| \leq C (1 + |\nabla_q V(q)|), \quad \forall q \in \mathbb{R}^d.
\]

It is proved in \(13\) (Section 3.2) that if \(V(q)\) satisfies \((C1) – (C3)\), then \((H1) – (H4)\) hold, which implies \((15)\). Here we only need to note that only at \(\text{Ker}(K)^{\perp}\), the projection operators \(P\) and \(P_S\) appearing in \(13\) coincide. This is one of the key points that allow the transfer of the DMS result for the Fokker-Planck equation to the GS result for the Kolmogorov backward equation. Immediately we can use Theorem \(1\) to get the following result on the ergodicity of \(e^{tQKQ^T}\) for the Langevin dynamics:

**Proposition 2.** Assume that the potential energy \(V(q)\) in the Langevin dynamics \((23)\) satisfies the hypocoercivity conditions \((C1) – (C3)\), then for the Mori-type projection operator \(\Pi\), the EMZ orthogonal semigroup \(e^{tQKQ^T}\) satisfies the exponentially decaying estimate:

\[
||e^{tQKQ^T} f_0|| \leq Ce^{-\lambda t} ||f_0||, \quad \forall f_0 \in QH/Ker(K).
\]

### 4.1. Prior estimates for the EMZ equation

Prior estimates for the memory kernel and fluctuation force term of EMZ equation are useful in applications. Recently developed numerical schemes in the coarse-grained modeling of molecular systems often pre-assume that the memory kernel decays to 0 exponentially in the long-time limit and design ansatz based on this fact \(22\), \(24\), \(41\). Our hypocoercivity analysis for the \(e^{tQKQ^T}\) will confirm that this is indeed the case, at least for the Mori-type EMZ equation. Without loss of generality, we only consider the estimate for scalar observable \(u(t) = u(p(t), q(t))\) and a simple Mori-type projection operator \(P = \langle \cdot, u_0 \rangle u_0\). The result can be readily generalized to vector equation \(7\) and \(8\) following the argument used in \(48\). First we note that the ergodicity result for \(e^{tK}\) also implies the exponentially decaying of the stationary time autocorrelation function of the observable \(u(t)\):

**Corollary 1.1.** We assume \((C1) – (C3)\) for the Langevin dynamics \((23)\). Then the time-autocorrelation function for any observable \(u(t) = u(p(t), q(t))\) with initial condition \(u_0 \in H\) converges to the equilibrium state \(\langle u(0) \rangle^2\) exponentially fast:

\[
|\langle u(t), u(0) \rangle - \langle u(0) \rangle^2| \leq Ce^{-\lambda t},
\]

where \(C = C(u(0))\).

**Proof.** Using Cauchy-Schwartz inequality, the semigroup estimate \(15\) and the fact that \(\pi_0[\cdot] = E[\cdot]\), it is easy to get the result. \(\Box\)

---

\(2\)Without loss of generality, here we omitted \(\beta\) in the probability measure \(e^{-\beta V(q)} dq\). The Poincaré inequality \(27\) is valid for a large range of potential energy \(V(q)\) which grows at least linearly as \(q \to \infty\) \(10\). Specifically, this can be achieved by requiring \(13\), \(10\):

\[
\frac{\nabla_q V(q)^2}{2} - \Delta_q V(q) \to +\infty, \quad |q| \to +\infty.
\]
Since definition (9) and the Cauchy-Schwartz inequality, we obtain other hand, Proof. We first note that one-dimensional memory kernel where the constant C stochastic system since constant C Proof. Combining with the fact that \( \mathcal{Q} \mathcal{K} u_0 \in \mathcal{Q} \mathcal{H} \), we obtain \( \mathcal{Q} \mathcal{K} u_0 - \pi_0 \mathcal{Q} \mathcal{K} u_0 \in \mathcal{Q} \mathcal{H} \cap \text{Ker}(\mathcal{K})^\perp \). Now using the definition \( \Psi \) and the Cauchy-Schwartz inequality, we obtain

\[
\| K(t) - E[\mathcal{Q} \mathcal{K}^* u_0]E[\mathcal{Q} \mathcal{K} u_0] \| \leq C e^{-\lambda_0 t}.
\]

Since \( \mathcal{Q} \mathcal{K} u_0 \in \mathcal{Q} \mathcal{H} \), using Proposition we obtain \( \pi_0 \mathcal{Q} \mathcal{K} u_0 = \pi_0^Q \mathcal{Q} \mathcal{K} u_0 \). Combining with the semigroup estimate \( \Psi \), we get the final estimate:

\[
\| K(t) - E[\mathcal{Q} \mathcal{K}^* u_0]E[\mathcal{Q} \mathcal{K} u_0] \| \leq \| \mathcal{Q} \mathcal{K}^* u_0 \| \| e^{t \mathcal{Q} \mathcal{K}} \mathcal{Q} \mathcal{K} u_0 - \pi_0 \mathcal{Q} \mathcal{K} u_0 \| \\
= \| \mathcal{Q} \mathcal{K}^* u_0 \| \| e^{t \mathcal{Q} \mathcal{K}} \mathcal{Q} \mathcal{K} u_0 - \pi_0^Q \mathcal{Q} \mathcal{K} u_0 \| \\
= \| \mathcal{Q} \mathcal{K}^* u_0 \| \| e^{t \mathcal{Q} \mathcal{K}} (\mathcal{Q} \mathcal{K} u_0 - \pi_0^Q \mathcal{Q} \mathcal{K} u_0) \| \leq C e^{-\lambda_0 t},
\]

where the constant \( C = C(\mathcal{Q} \mathcal{K} u_0, \mathcal{Q} \mathcal{K}^* u_0, \pi_0^Q \mathcal{Q} \mathcal{K} u_0) = C(\mathcal{Q} \mathcal{K} u_0, \mathcal{Q} \mathcal{K}^* u_0, E[\mathcal{Q} \mathcal{K} u_0]) \). □

Estimate \( \Psi \) is an improvement of the result obtained in \( 48 \) where the equilibrium state of \( K(t) \) is expressed in an abstract form \( \langle \mathcal{Q} \mathcal{K}^* u_0, \pi_0^Q \mathcal{K} u_0 \rangle \). We are able to give an explicit expression \( E[\mathcal{Q} \mathcal{K}^* u_0]E[\mathcal{Q} \mathcal{K} u_0] \) essentially because the recovery of the relation \( \pi_0^Q \mathcal{K} = \pi_0 \mathcal{K} \). Similarly, we have the estimate for the fluctuation force:

**Corollary 1.3.** We assume (C1) – (C3) for the Langevin dynamics \( \Psi \). If \( \mathcal{P} \) is a Mori-type projection operator corresponding to a zero-mean observable with \( \langle u_0 \rangle = 0 \), then the stationary time autocorrelation function \( \Phi \) of the one-dimensional fluctuation force \( \Psi \) satisfies:

\[
\langle f(t), f(0) \rangle - E^2[\mathcal{Q} \mathcal{K} u_0] \leq C e^{-\lambda_0 t}.
\]

\( f(t) \) also converges to the equilibrium state \( E[\mathcal{Q} \mathcal{K} u_0] \) exponentially fast:

\[
\| f(t) - E[\mathcal{Q} \mathcal{K} u_0] \| \leq C e^{-\lambda_0 t}.
\]

**Proof.** Using the definition \( \Phi \) and the proof of Corollary \( \Psi \), it is easy to get \( 32 \) and \( 33 \). Note that the constant \( C = C(\mathcal{Q} \mathcal{K} u_0, \pi_0^Q \mathcal{Q} \mathcal{K} u_0) = C(\mathcal{Q} \mathcal{K} u_0, E[\mathcal{Q} \mathcal{K} u_0]) \). □

---

3 More specifically, since \( \mathcal{P} \mathcal{K} u_0 \in \text{Ran}(\mathcal{P}) \subset \text{Ker}(\mathcal{Q} \mathcal{K}) \), we have \( \pi_0^Q \mathcal{P} \mathcal{K} u_0 = \mathcal{P} \mathcal{K} u_0 \). Hence \( \langle \mathcal{Q} \mathcal{K}^* u_0, \pi_0^Q \mathcal{P} \mathcal{K} u_0 \rangle = \langle \mathcal{K}^* u_0, \mathcal{Q} \mathcal{P} \mathcal{K} u_0 \rangle = 0 \) because \( \mathcal{Q} \mathcal{P} = 0 \). This further implies \( \langle \mathcal{Q} \mathcal{K}^* u_0, \pi_0^Q \mathcal{K} u_0 \rangle = \langle \mathcal{Q} \mathcal{K}^* u_0, \pi_0 \mathcal{Q} \mathcal{K} u_0 \rangle = \langle \mathcal{Q} \mathcal{K}^* u_0, \pi_0 \mathcal{K} u_0 \rangle = E[\mathcal{Q} \mathcal{K}^* u_0] E[\mathcal{Q} \mathcal{K} u_0] \).

4 Note that the second fluctuation-dissipation theorem, i.e., \( K(t) = -\langle f(t), f(0) \rangle \) does not hold for the EMZ equation of the stochastic system since \( \mathcal{K} \) is not a skew-symmetric operator \( 16, 18 \).
4.2. Comparison with the hypoellipticity method

It is constructive to compare the hypoellipticity method and the hypocoercivity method for the analysis of the EMZ equation. First of all, both methods lead to the exponentially decaying estimate for the semigroup $e^{t\mathcal{K}Q}$, the EMZ memory kernel and the fluctuation force. The hypoellipticity method \cite{48} gets these results through functional calculus and spectrum estimates. As we have seen, the hypocoercivity method is based on classical functional analysis and the estimates are obtained by analyzing the auxiliary norm $H_\epsilon[\cdot]$. Roughly speaking, the result of hypocoercivity analysis is more general since the imposed conditions on the potential energy $V(q)$, i.e., (C1) - (C3), are more general and easier to check (one may compare them with conditions provided in \cite{15, 14}). However, we note that the hypoellipticity analysis gives us a little bit more on the spectrum information of the operator $\mathcal{Q}KQ$ by confirming that it is discrete and confined in a cusp region in $\mathbb{C}$ \cite{48}, just like the spectrum of operator $\mathcal{K}$ \cite{15, 14}. Lastly, we note a rather technical but important deficit/difficulty of the hypocoercivity method for analyzing the semigroup $e^{t\mathcal{K}Q}$. In order to obtain the exponentially decaying estimate of $e^{t\mathcal{K}Q}$, it is required prove that operator $\mathcal{Q}KQ$ has no imaginary eigenvalues, i.e. $\sigma(\mathcal{Q}KQ) \cap i\mathbb{R} = \{0\}$. This is a simple task for operator $\mathcal{K}$ \cite{14}, while non-trivial for operator $\mathcal{Q}KQ$ essentially because the kernel of $\mathcal{Q}KQ$ is multi-dimensional and strongly depends on the form of projection operator $P$. More discussions in this regard can be found in \cite{18}.

5. Conclusions and open problems

In this paper, we provide a simple but powerful hypocoercivity method to analyze the dynamical properties of the Mori-type, effective Mori-Zwanzig equation (EMZ) corresponding to degenerate stochastic systems. Our analysis shows that under the same conditions that lead to the geometric ergodicity of $e^{t\mathcal{K}}$, the orthogonal semigroup $e^{t\mathcal{K}Q}$ is also geometrically ergodic. As a result, the EMZ memory kernel and the fluctuation force decay to their equilibrium states exponentially fast, which confirm similar conclusions previously obtained by the hypoellipticity method \cite{48} and pre-assumed in the reduced-order modeling \cite{22, 21, 11}. The presented method is developed based on the elegant hypocoercivity framework introduced by Dolbeault, Mouhot and Schmeiser \cite{4} and extended by Grothaus and Stilgenbauer \cite{12, 13}. In particular, we note that the proof becomes direct once we identify a particular, invariant subspace $\mathcal{Q}H \cap \text{Ker}(\mathcal{K})^\perp$ and perform hypocoercivity analysis therein. The method is expected to apply to any degenerate stochastic systems where the DMS-GS hypocoercivity framework works \cite{12, 11}. At last, we propose several interesting open problems on the analysis of the EMZ equation:

1. Is it possible to get $\lambda_0 < \lambda$? Through the hypocoercivity and the hypocoercivity analysis, we can only get a convergence rate $\lambda_0$ for semigroup $e^{t\mathcal{K}Q}$ larger than $\lambda$ (Compare \cite{22} with \cite{18}). However, numerical simulation results \cite{44, 22, 18} for molecular systems often suggest the opposite, i.e. $\lambda_0 < \lambda$, which means $\mathcal{Q}KQ$ has a larger spectrum gap and the memory kernel decays in a rate faster than the original dynamics. In fact, this is one of the main motivations to use the Mori-Zwanzig equation to do reduced-order modelling. Is it possible to prove $\lambda_0 < \lambda$ rigorously for a certain degenerate stochastic system?\footnote{For non-degenerate stochastic systems, this might be a simpler task. Consider the $d$-dimensional quantum harmonic oscillator \cite{13} with $\lambda$-coercive generator $\mathcal{D} = \mathcal{X}^+\mathcal{X}$, we have $\langle \mathcal{D}\mathcal{Q}f, f \rangle = \langle \mathcal{D}\mathcal{Q}f, \mathcal{Q}f \rangle \geq \lambda_0 \|\mathcal{Q}f\|^2 = \lambda_0 \|f\|^2$ for $f \in \mathcal{Q}H \cap \text{Ker}(\mathcal{X})^\perp$. Since $\mathcal{Q}H \cap \text{Ker}(\mathcal{X})^\perp \subset \text{Ker}(\mathcal{X})^\perp \subset H$, we have $\lambda_0 \leq \lambda$.}

2. What if $P$ is an infinite-rank projection operator? Currently, we only developed the hypoellipticity and hypocoercivity methods that work for finite-rank projection operators. Another frequently used projection operator, Zwanzig-type operator \cite{23, 22, 16}, is an infinite-rank projection operator \cite{13, 2}. It is commonly assumed in the coarse-grained modeling that $e^{t\mathcal{K}Q}$ is also geometrically ergodic under the Zwanzig-type projection, but how to prove it rigorously?

3. What if $V(q)$ is singular? Can we get similar results for singular potential energy $V(q)$ such as the frequently used Lennard-Jones potential?

4. Can we use the stochastic analysis framework to prove the geometric ergodicity of $e^{t\mathcal{K}Q}$, such as the ones used in \cite{27, 28, 34}?
Appendix A. Proof of $\pi_0^Q|_{QH} = \pi_0|_{QH}$

In this section, we prove $\pi_0^Q|_{QH} = \pi_0|_{QH}$. In fact, this is a corollary of Lemma 5 proved in [48]. In the context of our paper, the result of Lemma 5 [48] can be rephrased as:

Lemma 2. (Zhu and Venturi [48]) For SDE [1], if $P : H \to H$ is a Mori-type projection operator [6], then we have:

$$\text{Ker}(QKQ) \subset \text{Ran}(P) \cup \text{Ker}(K) \cup \text{Span}\{w_j\}_{j=1}^N,$$

where $w_j$ satisfies $Qw_j = w_j$, $Kw_j = u_j$ and $\langle w_j, u_i \rangle = 0$ for all $1 \leq i, j \leq N$. Here $u_j$ is the observable function defined in [6].

Proof of Proposition [7]. Since $\pi_0^Q$ is the kernel projection operator for $QKQ$, we have $\text{Ran}(\pi_0^Q) = \text{Ker}(QKQ)$. This implies

$$\text{Ran}(\pi_0^Q|_{QH}) = QH \cap \text{Ker}(QKQ) \subset QH \cap (\text{Ran}(P) \cup \text{Ker}(K) \cup \text{Span}\{w_j\}_{j=1}^N)$$

$$\subset (QH \cap \text{Ker}(K)) \cup (QH \cap \text{Ker}(K)) \cup \text{Span}\{w_j\}_{j=1}^N$$

$$= (QH \cap \text{Ker}(K)) \cup \text{Span}\{w_j\}_{j=1}^N\quad (A.2)$$

Here we have used the set distributive rule, the fact that $QH \cap \text{Ran}(P) = 0$ and $Qw_j = w_j$. On the other hand, since $\langle w_j, u_j \rangle = \langle w_j, Kw_j \rangle = \|Xw_j\|^2 = 0$, we have $K^*w_j = 2X^*Xw_j - Kw_j = -Kw_j$. In the proof of Theorem [1] we have shown that $QH \cap \text{Ker}(K)^\perp$ is an invariant subspace of operator $QKQ$. Naturally we have $QH \cap \text{Ker}(K)^\perp \subset \text{Ran}(QKQ)$. This implies for any $f \in QH \cap \text{Ker}(K)^\perp$, there exists a $g \in H$ such that $QKQg = f$. Then we obtain

$$\langle f, w_j \rangle = \langle QKQg, w_j \rangle = \langle Qg, Kw_j \rangle = \langle Qg, K^*w_j \rangle = -\langle Qg, Kw_j \rangle = -\langle g, QKw_j \rangle.$$ 

Note that $Kw_j = u_j$ and $Pu_j = u_j$, we have $QKw_j = 0$ and $\langle f, w_j \rangle = 0$. Combining with the fact that $w_j \in QH$ and the equality $\langle f, w_j \rangle = 0$ holds for any $f \in QH \cap \text{Ker}(K)^\perp$, we know $w_j \in QH \cap \text{Ker}(K)$. Here we have used the De Morgan’s law: $(A \cap B)^\perp = A^\perp \cup B^\perp$. (A.2) can be further simplified as

$$\text{Ran}(\pi_0^Q|_{QH}) \subset (QH \cap \text{Ker}(K)) \cup \text{Span}\{w_j\}_{j=1}^N = QH \cap \text{Ker}(K)\quad (A.3)$$

On the other hand, if $f \in QH \cap \text{Ker}(K)$, we have $QKQf = QKf = 0$. Hence $f \in \text{Ker}(QKQ) \cap QH = \text{Ran}(\pi_0^Q|_{QH})$ and $QH \cap \text{Ker}(K) \subset \text{Ran}(\pi_0^Q|_{QH})$. Combining with (A.3), we know $\text{Ran}(\pi_0^Q|_{QH}) = QH \cap \text{Ker}(K)$. Since the orthogonal projection operator on $QH \cap \text{Ker}(K)$ is given by $\pi_0|_{QH}$, we get $\pi_0^Q|_{QH} = \pi_0|_{QH}$.
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