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Abstract

The focus of this paper is the application of classical model order reduction techniques, such as Active Subspaces and Proper Orthogonal Decomposition, to Deep Neural Networks. We propose a generic methodology to reduce the number of layers of a pre-trained network by combining the aforementioned techniques for dimensionality reduction with input-output mappings, such as Polynomial Chaos Expansion and Feedforward Neural Networks. The necessity of compressing the architecture of an existing Convolutional Neural Network is motivated by its application in embedded systems with specific storage constraints. Our experiment shows that the reduced nets obtained can achieve a level of accuracy similar to the original Convolutional Neural Network under examination, while saving in memory allocation.

1 Introduction and motivations

Neural network is a widespread machine learning technique, increasingly employed in many different fields such as computer vision [28], natural language processing [52], robotics [32], and speech recognition [19]. The accuracy of such models is strictly related to the number of layers, neurons, and inputs [17, 25, 47], therefore, to tackle even more complex problems, architectures are forced to go deep. If on one hand we have an increasing precision, on the other hand the high number of degrees of freedom results in a longer optimization step and, on a practical side, a bigger architecture to manage. The dimension of the network rarely is considered a bottleneck of this methodology, but the diffusion of neural networks in many engineering fields led to its employment also in embedded systems [40], that typically show a limited hardware. In these contexts the size of the architecture can be an additional constraint, requiring for a reduction in the number of degrees of freedom of the network.

Finding the intrinsic dimension of neural networks is a very challenging task and, to the best of authors knowledge, not supported by rigorous theoretical proofs. Among the different proposed methods, we mention network pruning and sharing [20, 30, 29], low-rank matrix and tensor factorization [13, 51, 53], parameter quantization [23, 13], and knowledge distillation [22, 37]. In this contribution we propose an extension of the idea explored in [9], where the Active Subspace (AS) property and Polynomial Chaos Expansion (PCE) are exploited to provide a reduced and more robust version of the original network. While such contribution analyzed the AS capability for reducing a deep architecture, we aim here to provide a generic framework for neural network reduction, investigating other mathematical tools rather than AS and PCE. Mimicking the procedure presented in [9], the original architecture is initially splitted in two cascading parts, the pre- and post-model: we assume that the second one brings a negligible contribution to the final outcome, giving us the possibility to approximate such part of the model without introducing a larger error. A response surface (or in more general terms, an input-output mapping) is indeed built to fit the data, replacing the last layers of the network. This response surface may belong to an high-dimensional space, since the input dimension is equal to the dimension of the output.
features of the pre-model. It implies that, to keep the reduction computationally affordable, we also need a dimensionality reduction of the pre-model outputs (which, we remark, are also the input parameters of the response surface). Combining all these ingredients, we obtain a reduced version of the network, containing just few of the initial layers, but with a precision comparable to the full model. We specify that the numerical experiments we are going to present involve only Convolutional Neural Networks (CNNs), but the generality of the methodology allows in principle also for applicability to other models.

We explore in this contribution different tools for the dimensional reduction and for the response surface: in addition to AS and PCE, already tested in the aforementioned reference, we employ Proper Orthogonal Decomposition (POD) and Feedforward Neural Network (FNN). The first is a well-established technique for model order reduction [11, 44, 42] that, similarly to AS, compress the data by projecting it onto a low-dimensional space. FNN is instead applied to construct the surface response, as an alternative to PCE. The advantage of FNN over PCE is twofold: i.) the simplified input-output mapping (thanks to the low-dimensional space) allows to use a FNN with few layers and neurons, reducing further the already minimal space demand of the PCE method; ii.) on the programming side, the possibility to approximate part of the neural network with another network makes the software integration easier, especially when the hosting system is embedded.

The article is organized as follows. Section 2 provides an algorithmic overview of all the numerical methods involved in the reduction framework (AS in section 2.1.1, POD in section 2.1.2, and FNN in section 2.2.2), while in section 3 we cover in detail the framework to reduce the neural networks. In section 4 we present the results obtained by reducing with the proposed methodology a benchmark CNN designed for image recognition. We repeat such analysis using two different datasets during the initial learning step, investigating the dependency of the results on the original problem. Finally in section 5, we summarize the entire procedure and propose some future perspectives to enhance the framework.

2 Numerical tools

We introduce in this section all the techniques employed for the reduction of the network, in order to make easier to understand the framework in Section 3.

2.1 Dimensionality reduction techniques

The subsection is devoted to an algorithmic overview of the reduction methods tested within this contribution, the Active Subspace (AS) property and the Proper Orthogonal Decomposition (POD). Widely employed in the reduced order modeling community, such techniques are used to reduce the dimensionality of the intermediate convolutive features, but we postpone to the next section the details. We just specify that, even if in this work we focus on AS and POD, the framework is generic, allowing in principle to replace these two with other methods for reducing the dimensionality.

2.1.1 Active Subspaces

Active Subspaces (AS) [7, 8] method is a reduction tool used to identify important directions in the parameter space by exploiting the gradients of the function of interest. Such information allows to apply a rotational transformation to the domain in order to obtain an approximation of the original function in lower dimension. Let \( \mathbf{\mu} = [\mu_1 \ldots \mu_n]^T \in \mathbb{R}^n \) represent a n-dimensional variable with a probability density function \( \rho(\mathbf{\mu}) \), and let \( g \) be the function of interest, \( g(\mathbf{\mu}) : \mathbb{R}^n \to \mathbb{R} \). We assume here \( g \) is scalar and continuous (for the vector-valued extension see [38, 53]). Starting from this, an uncentered covariance matrix \( \mathbf{C} \) of the gradient of \( g \) can be constructed by considering the average of the outer product of the gradient with itself:

\[
\mathbf{C} = \mathbb{E}[\nabla g(\mathbf{\mu})\nabla g(\mathbf{\mu})^T] = \int (\nabla_{\mathbf{\mu}} g(\mathbf{\mu})) (\nabla_{\mathbf{\mu}} g(\mathbf{\mu}))^T \rho(\mathbf{\mu}) d\mathbf{\mu},
\]

where the symbol \( \mathbb{E}[\cdot] \) denotes the expected value, and \( \nabla_{\mathbf{\mu}} g \equiv \nabla g(\mathbf{\mu}) \). We assume the gradients are computed during the simulation, otherwise if not provided they can be approximated with different techniques such as local linear models, global models, finite difference, or Gaussian process [41, 50].
for example. Since $C$ is symmetric it admits the following eigenvalue decomposition:

$$C = V \Lambda V^T, \quad \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n), \quad \lambda_1 \geq \cdots \geq \lambda_n \geq 0,$$

where $V$ is the $n \times n$ orthogonal matrix whose columns $\{v_1, \ldots, v_n\}$ are the normalized eigenvectors of $C$, whereas $\Lambda$ is a diagonal matrix containing the corresponding non-negative eigenvalues $\lambda_i$, for $i = 1, \ldots, n$, arranged in descending order.

We can decompose these two matrices as:

$$\Lambda = \begin{bmatrix} \Lambda_1 \\ \Lambda_2 \end{bmatrix}, \quad V = [V_1 \ V_2], \quad V_1 \in \mathbb{R}^{n \times n_{AS}}, \ V_2 \in \mathbb{R}^{n \times (n-n_{AS})}. \quad (2.3)$$

The space spanned by $V_1$ columns is called the active subspace of dimension $n_{AS} < n$, whereas the inactive subspace is defined as the range of the remaining eigenvectors in $V_2$. Once we have defined these spaces, the input $\mu \in \mathbb{R}^n$ can be reduced to a low-dimensional vector $\tilde{\mu} \in \mathbb{R}^{n_{AS}}$ using $V_1$ as projection map. To be more precise, any $\mu \in \mathbb{R}^n$ can be expressed in this way using the decomposition in Eq. (2.3) and the properties of $V$:

$$\mu = V V^T \mu = V_1 V_1^T \mu + V_2 V_2^T \mu = V_1 \tilde{\mu}_1 + V_2 \tilde{\mu}_2, \quad (2.4)$$

where the two new variables $\tilde{\mu}_1$ and $\tilde{\mu}_2$ are the active and inactive variable respectively:

$$\tilde{\mu}_1 = V_1^T \mu \in \mathbb{R}^{n_{AS}}, \quad \tilde{\mu}_2 = V_2^T \mu \in \mathbb{R}^{n-n_{AS}}. \quad (2.5)$$

For the actual computations of the AS we have used the open source Python package called ATHENA [39].

### 2.1.2 Proper Orthogonal Decomposition

In this section, we are going to describe the Proper Orthogonal Decomposition (POD) approach of reduce order modeling [21] by decreasing the number of degrees of freedom of a parametric system. In particular we are focusing on the POD with interpolation (PODI) method [5, 6, 31, 10, 11, 12].

Let $S = [u_1 \ldots u_n]$ be the matrix of snapshots, i.e. the full order system outputs $u_i \in \mathbb{R}^N$. Once these solutions are collected we aim to describe them as a linear combination of few main structures, the POD modes, and thus project them onto a low dimensional space spanned by these modes. In order to calculate the POD modes, we need to compute the singular value decomposition (SVD) of the snapshots matrix $S$:

$$S = \Psi \Sigma \Theta^T, \quad (2.6)$$

where the left-singular vectors, i.e. the columns of the unitary matrix $\Psi$, are the POD modes, and the diagonal matrix $\Sigma$ contains the corresponding singular values in decreasing order. Therefore, by selecting the first modes we are retaining only the most energetic ones and we can construct a reduced space into which we project the high-fidelity solutions. Hence we obtain:

$$S_{\text{POD}} = \Psi_{N_{\text{POD}}}^T S. \quad (2.7)$$

where $\Psi_{N_{\text{POD}}}$ is the matrix containing only the first $N_{\text{POD}}$ modes and the columns of $S_{\text{POD}}$ represent the reduced snapshot $\tilde{u}_i \in \mathbb{R}^{N_{\text{POD}}}$.

### 2.2 Input–output mapping

Once the outputs of the intermediate layer are dimensionally reduced, we need to correlate the latter to the final output of the original network, e.g. the belonging classes in an image identification problem. An input–output mapping is then built starting from the input dataset. The next subsections are dedicated to the algorithmic overview of the two methods explored for approximating the mapping: the Polynomial Chaos Expansion (PCE) [51] and the Feed–forward Neural Network (FNN) [14].
2.2.1 Polynomial Chaos Expansion

The Polynomial Chaos Expansion (PCE) theory was initially proposed by Wiener in [49], showing that a real-valued random variable \( X : \mathbb{R}^R \to \mathbb{R} \) can be decomposed in the following way:

\[
X(\xi) = \sum_{j=0}^{\infty} c_j \phi_j(\xi),
\]

i.e. as an infinite sum of orthogonal polynomials weighted by unknown deterministic coefficients \( c_j \). The vector \( \xi = (\xi^1, \ldots, \xi^R) \) represents the multi-dimensional random vector, where each element is associated with uncertain input parameters, while \( \phi_j(\xi) \) are multivariate orthogonal polynomials, that can be decomposed into products of one-dimensional orthogonal polynomials with different variables.

We can approximate the infinite sum in Eq. (2.8) by truncating it at the \((P + 1)\)-th term, such that:

\[
X(\xi) \approx \sum_{j=0}^{P} c_j \phi_j(\xi),
\]

with the number of unknown coefficients in this summation given by

\[
P + 1 = \frac{(p + R)!}{p! R!},
\]

where \( p \) is the degree of the polynomial we are considering in the \( R \)-dimensional space.

When the parameters \( \xi^1, \ldots, \xi^R \) are independent, \( \phi_j(\xi) \) can be decomposed into products of one-dimensional functions:

\[
\phi_j(\xi) = \phi_j(\xi^1, \ldots, \xi^R) = \prod_{k=1}^{R} \phi_{d_k}^k(\xi^k), \quad j = 0, \ldots, P, \quad d_k = 0, \ldots, p, \quad s.t. \sum_{k=1}^{R} d_k \leq p. \quad (2.10)
\]

In order to determine the PCE, we need to find out the polynomial chaos expansion coefficients \( c_j \) for \( j = 0, \ldots, P \), and the one-dimensional orthogonal polynomial \( \phi_{d_k}^k \), \( k = 1, \ldots, R \), of degree \( d_k \).

Based on the work of Askey and Wilson [4], we can provide the orthogonal polynomials for different distributions. One of the possible choices is represented by the Gaussian distribution with the related Hermite polynomials.

The estimation of the coefficients of PCE can be carried out in different ways [46]: following a projection method based on the orthogonality of the polynomials or following a regression method, that is the one we are going to describe. In order to determine the coefficients \( c_j \), we need to solve a minimization problem:

\[
c = \arg \min_{c \in \mathbb{R}^p} \frac{1}{N_{PCE}} \sum_{i=1}^{N_{PCE}} \left( \hat{X} - \sum_{j=0}^{P} c_j \phi_j(\xi_i) \right)^2,
\]

where \( N_{PCE} \) indicates the total number of realizations of the input vector we are considering, whereas \( \hat{X} \) represents the real output of the model. In order to solve equation eq. (2.11) we need to consider the following matrix:

\[
\Phi = \begin{pmatrix}
\phi_0(\xi_1) & \phi_1(\xi_1) & \cdots & \phi_P(\xi_1) \\
\phi_0(\xi_2) & \phi_1(\xi_2) & \cdots & \phi_P(\xi_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_0(\xi_{N_{PCE}}) & \phi_1(\xi_{N_{PCE}}) & \cdots & \phi_P(\xi_{N_{PCE}})
\end{pmatrix}.
\]

Thus, the solution of equation eq. (2.11) is computed by a least-square optimization:

\[
c = (\Phi^T \Phi)^{-1} \Phi^T \hat{X},
\]

If the matrix \( \Phi^T \Phi \) is ill-conditioned, as it may happen, the singular value decomposition method should be employed.

2.2.2 Feedforward Neural Network

A Feedforward Neural Network (FNN), also called multilayer perceptron, is a popular neural network model, usually employed for function regression [14]. As depicted in fig. 1, it mainly consists
of an input layer, an output layer and a certain number of hidden layers where the processing units composing them are called neurons. Each neuron is defined by a weight vector, that characterizes the strength of the connection with the neurons in the next layer.

More technically speaking, let $\mathbf{x} \in \mathbb{R}^{n_{\text{in}}}$ be the input vector and $M$ the total number of hidden layers of the FNN. The output vector $\mathbf{h} \in \mathbb{R}^{n_{\text{out}}}$ is obtained through the application of an activation function to the weighted sum of all the inputs arriving to it. The activation function is used in order to introduce non-linearity in the network and some common choices are represented by the ReLU function, the sigmoid, the logistic function or the radial activation functions.

In order to understand better how to get the general formula (2.15), we start by considering a simple FNN with a single output and one hidden layer. In this case the final output is given by:

$$h = \sigma\left(\sum_{i=1}^{n_{\text{in}}} w_i \tilde{x}_i + b_i \right)$$  \hspace{1cm} (2.14)

where $\sigma$ is the activation function, $W = \{w_i\}_{i=1}^{n_{\text{in}}}$ represents the weights of the net and $b$ the bias.

Thus, if we consider $M$ layers the final output can be seen as a weighted sum of its input followed by the activation function, where each input can be rewritten in the same way:

$$h^j = \sigma\left(\sum_{i=1}^{n_{M-1}} w_{M-1,i}^j \tilde{x}_i + b_i \right) = \sigma\left(\sum_{i=1}^{n_{M-1}} w_{M-1,i}^j \left(\sigma\left(\sum_{q=1}^{n_{M-2}} w_{M-2,q}^{M-1,i} \tilde{x}_q \right)\right)\right) = \ldots =$$

$$= \sigma\left(\sum_{i=1}^{n_{M-1}} w_{M-1,i}^j \left(\sigma\left(\ldots\left(\sigma\left(\sum_{k=1}^{n_{M-2}} w_{M-2,k}^{M-1,i} \tilde{x}_k \right)\right)\right)\right)\right), \quad j = 1, \ldots, n_{\text{out}},$$  \hspace{1cm} (2.15)

where $n_m, m = 1, \ldots, M$, represents the number of neurons in layer $m$, whereas $n_{\text{in}}$ and $n_{\text{out}}$ are the neurons in the input and output layers respectively, $W^m = (w_{i,k}^m)_{i,k}, k = 1, \ldots, n_m, i = 1, \ldots, n_{m-1}$ indicates the weight matrix related to layer $m$. Note that the first number in any weight’s subscript matches the index of the neuron in the next layer and the second number matches the index of the neuron in the previous layer.

One of the main characteristics of an FNN is the ability to learn from observational data during the so-called training process. In this phase the net is acquiring knowledge from our dataset by minimizing the loss function:

$$\min_W \left\{ \frac{1}{n_{\text{out}}} \sum_{i=1}^{n_{\text{out}}} \mathcal{L}(h^i, \hat{h}^i) \right\},$$  \hspace{1cm} (2.16)

1A priori there is not a right number of hidden layers to use: it depends on the fields of application of your net and on the problem in exam.

2For simplicity the bias is put to zero in the following discussion.

3There exists several types of loss functions that are used in this context, such as the Cross-Entropy Loss, the Euclidean Loss and the Hinge Loss. Also in this case, the correct choice depends on the problem in exam.
where $h = \{h_j\}_{j=0}^{n_{\text{out}}}$ represents the expected output and $\hat{h} = h(x; W) = \{\hat{h}_j(x; W)\}_{j=0}^{n_{\text{out}}}$ is the prediction made by our FNN. In order to solve this minimization problem the Backpropagation algorithm [36] is employed. Therefore, the model’s parameters are optimized by adjusting network’s weights as follows:

$$w_{m_i}^{t} = w_{m_i}^{t-1} - \epsilon \frac{dL}{dw_m^{t}} \quad (2.17)$$

where $\epsilon$ is the learning rate, appropriately chosen according to the problem in exam, and $t$ represents the training epoch, i.e. a complete repetition of the parameter update that involves the complete training dataset at one time. The computation of the gradients is then performed by exploiting the chain rule.

### 3 The Reduced Artificial Neural Networks

We provide in this section the rigorous description of the proposed framework (summarized in fig. 2 and algorithm 1), which has the final goal of reducing in dimensionality a generic artificial neural network (ANN). Indeed, the only assumption we make regarding the original network is that it is composed by $L$ layers.

**Network splitting** At the beginning, the original network $\mathcal{ANN} : \mathbb{R}^{n_0} \to \mathbb{R}^{n_L}$ is split in two different parts such that the first $l$ layers constitutes the pre-model while the last $L-l$ layers form the so-called post-model. Describing the network as composition of functions $\mathcal{ANN} \equiv f_L \circ f_{L-1} \circ \cdots \circ f_1$, we can formally define the pre- and the post-model as:

$$\mathcal{ANN}_{\text{pre}} = f_l \circ f_{l-1} \circ \cdots \circ f_1, \quad \mathcal{ANN}_{\text{post}} = f_L \circ f_{L-1} \circ \cdots \circ f_1, \quad (3.1)$$

where the functions $f_j : \mathbb{R}^{n_{j-1}} \to \mathbb{R}^{n_j}$ for $j = 1, \ldots, L$, represent the different layers of the network — e.g. convolutional, fully connected, batch-normalization, ReLU, pooling layers. The original model can then be rewritten as

$$\mathcal{ANN}(x^0) = \mathcal{ANN}_{\text{post}}(\mathcal{ANN}_{\text{pre}}(x^0)), \quad (3.2)$$

for any $1 \leq l < L$. The reduction of the network effectively happens approximating the post-model, which means that the pre-model is actually copied from the original network to the reduced one. Before proceeding with the algorithm to explain how the post-model is approximated, we specify that the index $l$, denoting the cut-off layer, is the only parameter of this initial step, and it plays an important role in the final outcome. This index indeed defines how many layers of the original network are kept in the reduced architecture, controlling in few words how many information of the original network we are discarding. It should be then chosen empirically based on considerations about the network and the dataset at hand, balancing the final accuracy and the compression ratio.

#### Algorithm 1 Pseudo-code for the construction of the reduced artificial neural network

**Inputs:**

- a dataset with $N_{\text{train}}$ input samples $\mathcal{D}_0 = \{x_j^{0}\}_{j=1}^{N_{\text{train}}}$,
- an artificial neural network $\mathcal{ANN}$,
- $\{y_j\}_{j=1}^{N_{\text{train}}}$ real output of the $\mathcal{ANN}$,
- reduced dimension $r$,
- index of the cut-off layer $l$

1: $\mathcal{ANN}_{\text{pre}}, \mathcal{ANN}_{\text{post}} = \text{splitting.net}(\mathcal{ANN}, l)$
2: $x^l = \mathcal{ANN}_{\text{pre}}(x^0)$
3: $z = \text{reduce}(x^l, r)$
4: $\hat{y} = \text{input_output_map}(z, y)$
5: Training of the constructed reduced net

**Output:** Reduced Net $\mathcal{ANN}^{\text{red}}$
Dimensionality reduction  As introduced previously, we aim to project the output $\mathbf{x}^l$ of the pre-model onto a low-dimensional space using reduction techniques as:

- **Active Subspaces**: as described in section 2.1.1 and in [9], we consider a function $g_l$ defined by:
  \[
  g_l(\mathbf{x}^l) = \text{loss}(\mathbf{ANN}^l_{\text{post}}(\mathbf{x}^l)),
  \]
  in order to extract the most important directions and determine the projection matrix used to reduce the pre-model output.

- **Proper Orthogonal Decomposition**: as discussed in section 2.1.2, the SVD decomposition eq. (2.6) is exploited to compute the projection matrix $\Psi_r$ and thus the reduced solution $\mathbf{z} = \Psi_r^T \mathbf{x}^l$. \hfill (3.4)

Input-Output mapping  The last part of the reduced net is dedicated to the classification of the output coming from the reduction layer. In order to do so, we have employed two different techniques:

- the **Polynomial Chaos Expansion** introduced in section 2.2.1. As described in equation eq. (2.9), the final output of the network $\mathbf{y} = \mathbf{ANN}(\mathbf{x}^0) \in \mathbb{R}^L$, i.e. the true response of the model, can be approximated in the following way:
  \[
  \hat{y} \approx \sum_{|\alpha| = 0}^{p} c_\alpha \phi_\alpha(\mathbf{z}), \quad |\alpha| = \alpha_1 + \cdots + \alpha_r, \tag{3.5}
  \]
  where $\phi_\alpha(\mathbf{z})$ are the multivariate polynomial functions chosen based on the probability density function $\rho$ associated with $\mathbf{z}$. Therefore, the estimation of coefficients $c_\alpha$ is carried out by solving the minimization problem eq. (2.11):
  \[
  \min_{c_\alpha} \frac{1}{N_{\text{train}}} \sum_{j=1}^{N_{\text{train}}} \left\| \mathbf{y}_j - \sum_{|\alpha| = 0}^{p} c_\alpha \phi_\alpha(\mathbf{z}_j) \right\|^2. \tag{3.6}
  \]

- a **Feedforward Neural Network** described in section 2.2.2. In this case, the output of the reduction layer $\mathbf{z}$ coincides with the network input and by using Equation eq. (2.15) we
obtain that the final output $\hat{y}$ of the reduced net\footnote{Note that in this case the number of hidden layers is set to 1 since, as discussed in section \ref{sec:hidden_layers}, we notice that one hidden layer is enough to gain a good level of accuracy (see for example table \ref{tab:accuracy}).} is determined by:

$$\hat{y}_i = \sum_{j=1}^{n_1} w_{ji}^2 z_1^{i-1} = \sum_{j=1}^{n_1} w_{ji}^2 \sigma \left( \sum_{m=1}^{r} w_{jm}^1 z_m \right), \quad j = 1, \ldots, n_{\text{out}}, \quad (3.7)$$

where $n_{\text{out}}$ corresponds to the number of categories that compose the dataset in exam, and $\sigma$ is the Softplus function:

$$\text{Softplus}(x) = \frac{1}{\beta} \log(1 + \exp(\beta x)). \quad (3.8)$$

### 3.1 Training phase

Once the reduced version of the network in exam is constructed, we need to train it. Following \cite{bengio2013}, for the training phase of the reduced ANN the technique of knowledge distillation \cite{hinton2015}, is used. A knowledge distillation framework contains a large pre-trained teacher model, our full network, and a small student model, in our case ANN$^{\text{red}}$. Therefore, the main goal is to train efficiently the student network under the guide of the teacher network in order to gain a comparable or even superior performance.

Let $y$ be a vector of logits, i.e. the output of last layer in a deep neural network. The probability $p_i$ that the input belongs to the $i$-th class is given by the softmax function

$$p_i = \frac{\exp(y_i)}{\sum_{j=1}^{n_{\text{class}}} \exp(y_j)}. \quad (3.9)$$

As described in \cite{hinton2015}, a temperature factor $T$ need to be introduced in order to control the importance of each target

$$p_i = \frac{\exp(y_i/T)}{\sum_{j=0}^{n_{\text{class}}} \exp(y_j/T)}, \quad (3.10)$$

where if $T \to \infty$ all classes have the same probability, whereas if $T \to 0$ the targets $p_i$ become one-hot labels.

First of all, we need to define the distillation loss, that matches the logits between the teacher model and the student model. As done in \cite{bengio2013}, the response-based knowledge is used to transfer the knowledge from the teacher to the student by mimicking the final prediction of the full net. Therefore, in this case the distillation loss \cite{hinton2015} is given by:

$$L_D(p(y_t, T), p(y_s, T)) = L_{\text{KL}}(p(y_t, T), p(y_s, T)), \quad (3.11)$$

where $y_t$ and $y_s$ indicate the logits of the teacher and student networks, respectively, whereas $L_{\text{KL}}$ represents the Kullback-Leibler (KL) divergence loss \cite{hinton2015}:

$$L_{\text{KL}}((p(y_s, T), p(y_t, T)) = T^2 \sum_j p_j(y_t^j, T) \log \frac{p_j(y_s^j, T)}{p_j(y_t^j, T)}, \quad (3.12)$$

The student loss is defined as the cross-entropy loss between the ground truth label and the logits of the student network \cite{hinton2015}:

$$L_S(y, p(y_s, T)) = L_{\text{CE}}(\hat{y}, p(y_s, T)), \quad (3.13)$$

where $\hat{y}$ is a ground truth vector, characterized by having only the component corresponding to the ground truth label on the training sample set to 1 and the others are 0. Then, $L_{\text{CE}}$ represents the cross entropy loss

$$L_{\text{CE}}(\hat{y}, p(y_s, T)) = \sum_i -\hat{y}_i \log(p_i(y_s^i, T)). \quad (3.14)$$

As can be observed, both losses, eq. (3.11) and eq. (3.13), use the same logits of the student model but with different temperatures: $T = \tau > 1$ in the distillation loss, and $T = 1$ in the student loss. Finally, the final loss is a weighted sum between the distillation loss and the student loss:

$$L(x^0, W) = \lambda L_D(p(y_s, T = \tau), p(y_s, T = \tau)) + (1 - \lambda)L_S(\hat{y}, p(y_s, T = 1)), \quad (3.15)$$

where $\lambda$ is the regularization parameter, $x^0$ is an input vector of the training set, and $W$ are the parameters of the student model.
4 Numerical results

In this section we present a comparison between the results obtained with the different reduction methods proposed in terms of final accuracy, memory allocation, and speed of the procedure.

4.1 VGG-16

As test network, we use a Convolutional Neural Network (CNN), a class of ANN commonly applied for the problem of image recognition [35]. Over the last 10 years, several CNN architectures have been presented [2, 3] to tackle this problem, e.g. AlexNet, ResNet, Inception, VGGNet. As starting point to test our methods, we employ one of the VGG network architecture: VGG-16 [45]. As can be seen in fig. 3, the architecture is composed by:

- 13 convolutional blocks: each block is made of a convolutional layer followed by a non-linear layer, i.e. the application of the activation function, in this case ReLU is used.
- 5 max-pooling layers,
- 3 fully-connected layers.

![Figure 3: Graphical representation of VGG-16 architecture.](image)

The total number of layers having tunable parameters is 16 of which 13 are the convolutional layers and 3 the fully connected layers. For this reason the name given to this ConvNet is VGG-16.

4.2 Dataset

For training and testing our net we use:

- **CIFAR-10 dataset** [27], a computer-vision dataset used for object recognition. It consists of 60000 $32 \times 32$ colour images divided in 10 non-overlapping classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck.

- **Custom dataset**, composed of 3448 $32 \times 32$ colour images organized in 4 classes: 3 non-overlapping classes and a mixed one, characterized by pictures with objects of different categories present at the same time.

4.3 Software

In order to implement and construct the reduced version of the convolutional neural network presented in the previous sections, we employed PyTorch [34] as development environment. We then used the open-source Python library SciPy [48] for scientific computing and the open source Python package ATHENA [39] for the actual computation of the active subspaces.

4.4 Results

We now present the results of the reduced net constructed starting from VGG-16 and based on CIFAR-10 and our custom dataset. First of all, the original network VGG-16 has been trained on each of the different dataset presented for 60 epochs. From table 2 and table 3, it can be seen that at the end of this training VGG-16 gain a good accuracy: 77.98% for the CIFAR-10 and 95.65%

---

5 We have chosen 60 (and then 10 for the reduced net) to be the number of epochs for the training phase as a trade-off between the final accuracy and the time needed. For this reason, we kept the same value in the two different cases we are considering in order to have a fair comparison.
for the custom dataset.

We report the results obtained with different reduced versions of VGG-16 constructed following the steps of algorithm 1 and using three cut-off layers\footnote{In \cite{9} and in the correspondent implementation they refer to indices 5, 6, and 7, i.e., the indices of the convolutional layers in a list where only convolutional and linear layers are taken into consideration as possible cut-off layers. Thus, if we take into account the whole net with all the different layers, we are considering layers 11, 13, and 16.}: 5, 6, and 7, as done in \cite{9}. We remark that in the case of dimensionality reduction with the Active Subspaces technique, we employed the Frequent Direction method \cite{16} implemented inside ATHENA to compute the AS. The value chosen for the parameter $r$, i.e., the dimension of the reduced space, is 50 both for AS and for POD in analogy with \cite{9}, where considerations on the structural analysis of VGG-16 can be found.

In the case a FNN is used to classify our pictures, we trained it for 500 epochs with our dataset before re-training the whole reduced net. In table 4 we summarize the results obtained by training the reduced net using different FNN architectures, i.e., a different number of hidden layers and also of hidden neurons, which are kept constant in each hidden layer of the net. In particular, we are making a comparison between the storage needed for the FNN and the accuracy of the reduced net in exam at epoch 0, i.e., after its initialization, and at epoch 10, i.e., after the re-training of the whole reduced net. Thus, it can be seen that increasing the number of hidden layers and also of hidden neurons is not giving a gain in accuracy. For this reason, based on considerations about the final accuracy and the allocation in memory of the FNN (see table 1 for details), we decided to use the following architectures:

- **CIFAR10**: FNN with 50 input neurons, 10 output neurons, and one hidden layer with 20 hidden neurons.
- **Custom Dataset**: FNN with 50 input neurons, 4 output neurons, and one hidden layer with 10 hidden neurons.

Table 1: Results obtained for the reduced net POD+FNN (7) trained on CIFAR10 with different structures for the FNN.

| Hidden neurons | Hidden layers | 1          | 2          | 3          | 4          |
|----------------|--------------|------------|------------|------------|------------|
| 10             | Epoch 0      | 81.39%     | 67.92%     | 75.52%     | 81.57%     |
|                | Epoch 10     | 87.89%     | 87.59%     | 87.46%     | 87.26%     |
|                | Storage FNN (Mb) | 0.0024 | 0.0028 | 0.0032 | 0.0036 |
| 20             | Epoch 0      | 80.17%     | 80.05%     | 79.97%     | 78.28%     |
|                | Epoch 10     | 87.45%     | 87.13%     | 87.42%     | 86.68%     |
|                | Storage FNN (Mb) | 0.0047 | 0.0063 | 0.0079 | 0.0095 |
| 30             | Epoch 0      | 77.57%     | 80.36%     | 80.43%     | 76.26%     |
|                | Epoch 10     | 86.92%     | 86.25%     | 86.30%     | 85.25%     |
|                | Storage FNN (Mb) | 0.0070 | 0.0106 | 0.0111 | 0.0177 |
| 40             | Epoch 0      | 71.24%     | 70.38%     | 69.31%     | 68.15%     |
|                | Epoch 10     | 85.04%     | 84.60%     | 84.18%     | 83.64%     |
|                | Storage FNN (Mb) | 0.0093 | 0.0156 | 0.0219 | 0.0281 |

Hence, after these steps, the reduced net has been re-trained for 10 epochs on each dataset. The results obtained are summarized in table 2 and table 3 showing a comparison between the different reduced nets in terms of accuracy (before and after the final training), memory storage, and time needed for the initialization and the training of the reduced net. As discussed previously for each reduced net, i.e., AS+PCE, AS+FNN, POD+FNN, we proposed in the tables the results achieved using three different cut-off layers: 5, 6, and 7.

Information on memory allocation are important since in our context (in particular the custom dataset) we need to include a convolutional neural network in an embedded system with particular constraints on the storage. In both table 2 and table 3 it can be seen that the allocation required for the created reduced nets is decreased with respect to that of the original VGG-16. In fact, the
Table 2: Results obtained with CIFAR10 dataset.

| Network       | Accuracy  | Storage (Mb) | Time   |
|---------------|-----------|--------------|--------|
| VGG-16        | 77.98%    | 56.15        | 46 h   |

| AS+PCE (5)    | 13.52% 82.01%  | 2.12 3.12 0.05 | 43 min 4.5 h |
| AS+FNN (5)    | 33.06% 80.43%  | 2.12 3.12 0.0047 | 5 h 4.5 h |
| POD+FNN (5)   | 62.16% 80.24%  | 2.12 3.12 0.0047 | 79 min 5 h |

| AS+PCE (6)    | 14.42% 84.69%  | 4.37 3.12 0.05 | 49 min 5.5 h |
| AS+FNN (6)    | 33.76% 82.13%  | 4.37 3.12 0.0047 | 5 h 4.5 h |
| POD+FNN (6)   | 63.84% 83.93%  | 4.37 3.12 0.0047 | 83 min 5 h |

| AS+PCE (7)    | 4.25% 85.60%   | 6.62 0.78 0.05 | 35 min 5.5 h |
| AS+FNN (7)    | 75.66% 86.03%  | 6.62 0.78 0.0047 | 1.5 h 5 h |
| POD+FNN (7)   | 80.17% 87.45%  | 6.62 0.78 0.0047 | 12 min 5 h |

Table 3: Results obtained with a custom dataset.

| Network       | Accuracy  | Storage (Mb) | Time   |
|---------------|-----------|--------------|--------|
| VGG-16        | 95.65%    | 56.14        | 22 min |

| AS+PCE (5)    | 29.03% 95.21%  | 2.12 3.12 0.02 | 2 min 10 min |
| AS+FNN (5)    | 94.63% 94.92%  | 2.12 3.12 0.0021 | 12.5 min 12 min |
| POD+FNN (5)   | 96.52% 96.66%  | 2.12 3.12 0.0021 | 28 sec 11.5 min |

| AS+PCE (6)    | 29.75% 95.79%  | 4.37 3.12 0.02 | 2.5 min 10 min |
| AS+FNN (6)    | 94.92% 95.36%  | 4.37 3.12 0.0021 | 12.5 min 12.5 min |
| POD+FNN (6)   | 96.23% 96.37%  | 4.37 3.12 0.0021 | 33 sec 13 min |

| AS+PCE (7)    | 28.59% 94.05%  | 6.62 0.78 0.02 | 1.5 min 11 min |
| AS+FNN (7)    | 94.34% 94.63%  | 6.62 0.78 0.0021 | 4.5 min 13 min |
| POD+FNN (7)   | 96.37% 96.52%  | 6.62 0.78 0.0021 | 33 sec 14 min |

checkpoints stored for the full net occupies 56.14 Mb, whereas that of its reduced versions less than 10 Mb. It can also be noted that the use of a FNN instead of the PCE is saving space in memory of two order of magnitude: $10^{-4}$ against $10^{-2}$.

Table 2 shows also that for the POD+FNN case the net is not requiring an additional training with the whole dataset since after the initialization, i.e. at epoch 0, its accuracy is acceptable and for index 7 is also already high. The immediate consequence of this is the saving of the time needed to gain a performing network, which is in the order of 5 hours. It can be seen that these considerations are consistent using a different set of data, as the custom dataset in exam. Table 3 reports also how after the initialization POD+FNN has already a greater accuracy than VGG-16 for all the choices of $l$. For both cases, it can be observed that the proposed reduced CNN achieved a similar accuracy (in most cases also greater) as the original VGG-16 but with much smaller storage. Furthermore, increasing the cut-off layer index $l$ leads to higher accuracy since we are retaining more original features, but on the other hand there is a smaller compression ratio. For this reason, as pointed out before, the right choice for $l$ is a trade-off between the level of accuracy and the reduction, and depends also on the field of application.

5 Conclusions and perspectives

In this paper we proposed a generic framework for reduction of neural networks, which aims to reduce the number of layers in the net at the expense of a minimal error in the final prediction. Such a reduction occurs by replacing a finite set of the network layers with a response surface, involving also dimensionality reduction techniques to operate on a low-dimensional space. We analyzed different dimensionality reduction methods, and we investigated how the combination of these techniques with different input-output mappings can lead to differences in the final accuracy.

The creation of this reduced network has one main goal: the compression of existing deep

---

7Note that in both cases (CIFAR10 and custom dataset) the checkpoint file requires 56 Mb of memory, but if you need to store additional information (on the architecture of the net, training epochs, loss, . . . ) the required allocation is around 220 Mb.
neural network architecture in order to be included into an embedded system with memory and space constraints. The numerical experiments on a convolutional neural network show that the proposed techniques can produce a reduced version (in terms of number of layers and parameters) of an existing network with a saving in memory allocation, keeping the same good level of accuracy of the original CNN. Furthermore, from the results it emerges that the methodology combining POD with FNN leads also to a decrease in training time, which makes the proposed framework better than the inspiring method proposed in [9].

The main drawback of this technique is the necessity to start with an already trained network for reducing it. Indeed, despite the saved space and memory, the learning procedure in many problems results the real bottleneck. In these cases, our framework could be extended in order to reducing the architecture dimension during the training, and not only once it is finished, inducing hopefully a remarkable speedup in the optimization step.

Acknowledgements

This work was partially supported by an industrial Ph.D. grant sponsored by Electrolux Professional, and was partially funded by European Union Funding for Research and Innovation — Horizon 2020 Program — in the framework of European Research Council Executive Agency: H2020 ERC CoG 2015 AROMA-CFD project 681447 “Advanced Reduced Order Methods with Applications in Computational Fluid Dynamics” P.I. Professor Gianluigi Rozza.

References

[1] K. Ahnert and M. Abel. Numerical differentiation of experimental data: local versus global methods. Computer Physics Communications, 177:764–774, 11 2007.

[2] A. Ajit, K. Acharya, and A. Samanta. A review of convolutional neural networks. In 2020 International Conference on Emerging Trends in Information Technology and Engineering (ic-ETITE), pages 1–5. IEEE, 2020.

[3] L. Alzubaidi, J. Zhang, A. J. Humaidi, A. Al-Dujaili, Y. Duan, O. Al-Shamma, J. Santamaría, M. A. Fadhel, M. Al-Amidie, and L. Farhan. Review of deep learning: Concepts, cnn architectures, challenges, applications, future directions. Journal of Big Data, 8(1):1–74, 2021.

[4] R. Askey and J. A. Wilson. Some basic hypergeometric orthogonal polynomials that generalize jacobi polynomials. Memoirs of the American Mathematical Society, 54(319), 1985.

[5] T. Bui-Thanh, M. Damodaran, and K. Willcox. Proper orthogonal decomposition extensions for parametric applications in compressible aerodynamics. In 21st AIAA Applied Aerodynamics Conference, page 4213, 2003.

[6] T. Bui-Thanh, M. Damodaran, and K. Willcox. Aerodynamic data reconstruction and inverse design using proper orthogonal decomposition. AIAA journal, 42(8):1505–1516, 2004.

[7] P. G. Constantine. Active subspaces: Emerging ideas for dimension reduction in parameter studies, volume 2 of SIAM Spotlights. SIAM, 2015.

[8] P. G. Constantine, E. Dow, and Q. Wang. Active subspace methods in theory and practice: Applications to kriging surfaces. SIAM Journal on Scientific Computing, 36(4):A1500–A1524, Jan 2014.

[9] C. Cui, K. Zhang, T. Daulbaev, J. Gusak, I. Oseledets, and Z. Zhang. Active subspace of neural networks: Structural analysis and universal attacks. SIAM Journal on Mathematics of Data Science, 2(4):1096–1122, 2020.

[10] N. Demo, M. Tezzele, G. Gustin, G. Lavini, and G. Rozza. Shape optimization by means of proper orthogonal decomposition and dynamic mode decomposition. In Technology and Science for the Ships of the Future: Proceedings of NAV 2018: 19th International Conference on Ship & Maritime Research, pages 212–219. IOS Press, 2018.
[11] N. Demo, M. Tezzele, A. Mola, and G. Rozza. An efficient shape parametrisation by free-form deformation enhanced by active subspace for hull hydrodynamic ship design problems in open source environment. In The 28th International Ocean and Polar Engineering Conference, 2018.

[12] N. Demo, M. Tezzele, A. Mola, and G. Rozza. A complete data-driven framework for the efficient solution of parametric shape design and optimisation in naval engineering problems. In VIII International Conference on Computational Methods in Marine Engineering, 2019.

[13] L. Deng, P. Jiao, J. Pei, Z. Wu, and G. Li. GXNOR-Net: Training deep neural networks with ternary weights and activations without full-precision memory under a unified discretization framework. Neural Networks, 100:49–58, 2018.

[14] T. L. Fine. Feedforward neural network methodology. Springer Science & Business Media, 2006.

[15] R. G. Ghanem and P. D. Spanos. Stochastic finite elements: a spectral approach. Courier Corporation, 2003.

[16] M. Ghashami, E. Liberty, J. M. Phillips, and D. P. Woodruff. Frequent directions: Simple and deterministic matrix sketching. SIAM Journal on Computing, 45:1762–1792, 2016.

[17] I. Goodfellow, Y. Bengio, and A. Courville. Deep Learning. MIT Press, 2016. http://www.deeplearningbook.org.

[18] J. Gou, B. Yu, S. J. Maybank, and D. Tao. Knowledge distillation: A survey. International Journal of Computer Vision, 129(6):1789–1819, 2021.

[19] A. Graves, S. Fernández, F. Gomez, and J. Schmidhuber. Connectionist temporal classification: labelling unsegmented sequence data with recurrent neural networks. In Proceedings of the 23rd International Conference on Machine Learning, pages 369–376, 2006.

[20] S. Han, H. Mao, and W. J. Dally. Deep Compression: Compressing Deep Neural Network with Pruning, Trained Quantization and Huffman Coding. In Y. Bengio and Y. LeCun, editors, 4th International Conference on Learning Representations, ICLR 2016, Conference Track Proceedings, 2016.

[21] J. S. Hesthaven, G. Rozza, and B. Stamm. Certified Reduced Basis Methods for Parametrized Partial Differential Equations. Springer Briefs in Mathematics. Springer, Switzerland, 1 edition, 2015.

[22] G. Hinton, O. Vinyals, and J. Dean. Distilling the Knowledge in a Neural Network. In NIPS Deep Learning and Representation Learning Workshop, 2015.

[23] I. Hubara, M. Courbariaux, D. Soudry, R. El-Yaniv, and Y. Bengio. Binarized neural networks. In D. Lee, M. Sugiyama, U. Luxburg, I. Guyon, and R. Garnett, editors, Advances in Neural Information Processing Systems, volume 29, pages 4114—4122. Curran Associates, Inc., 2016.

[24] C. Janya-Amurak. Framework for analysis and identification of nonlinear distributed parameter systems using Bayesian uncertainty quantification based on Generalized Polynomial Chaos, volume 31. KIT Scientific Publishing, 2017.

[25] A. Khan, A. Sohail, U. Zahoora, and A. S. Qureshi. A survey of the recent architectures of deep convolutional neural networks. Artificial Intelligence Review, 53(8):5455–5516, 2020.

[26] T. Kim, J. Oh, N. Y. Kim, S. Cho, and S.-Y. Yun. Comparing Kullback-Leibler Divergence and Mean Squared Error Loss in Knowledge Distillation. In Z.-H. Zhou, editor, Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence, IJCAI-21, pages 2628–2635. International Joint Conferences on Artificial Intelligence Organization, 2021.

[27] A. Krizhevsky and G. Hinton. Learning multiple layers of features from tiny images. Master’s thesis, Department of Computer Science, University of Toronto, 2009.

[28] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. Advances in neural information processing systems, 25:1097–1105, 2012.
[29] L. Liu, L. Deng, X. Hu, M. Zhu, G. Li, Y. Ding, and Y. Xie. Dynamic Sparse Graph for Efficient Deep Learning. In International Conference on Learning Representations, 2019.

[30] Z. Liu, M. Sun, T. Zhou, G. Huang, and T. Darrell. Rethinking the value of network pruning. In International Conference on Learning Representations, 2019.

[31] H. V. Ly and H. T. Tran. Modeling and control of physical processes using proper orthogonal decomposition. Mathematical and computer modelling, 33(1-3):223–236, 2001.

[32] K. Noda, H. Arie, Y. Suga, and T. Ogata. Multimodal integration learning of robot behavior using deep neural networks. Robotics and Autonomous Systems, 62(6):721–736, 2014.

[33] A. Novikov, D. Podoprikhin, A. Osokin, and D. Vetrov. Tensorizing neural networks. In Proceedings of the 28th International Conference on Neural Information Processing Systems - Volume 1, NIPS’15, page 442–450. MIT Press, 2015.

[34] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga, A. Desmaison, A. Kopf, E. Yang, Z. DeVito, M. Raison, A. Tejani, S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, and S. Chintala. PyTorch: An Imperative Style, High-Performance Deep Learning Library. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alch´e-Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems 32, pages 8024–8035. Curran Associates, Inc., 2019.

[35] W. Rawat and Z. Wang. Deep convolutional neural networks for image classification: A comprehensive review. Neural computation, 29(9):2352–2449, 2017.

[36] R. Rojas. The Backpropagation Algorithm. In Neural Networks, pages 149–182. Springer, 1996.

[37] A. Romero, N. Ballas, S. E. Kahou, A. Chassang, C. Gatta, and Y. Bengio. FitNets: Hints for Thin Deep Nets. In Y. Bengio and Y. LeCun, editors, 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings, 2015.

[38] F. Romor, M. Tezzele, A. Lario, and G. Rozza. Kernel-based Active Subspaces with application to CFD parametric problems using Discontinuous Galerkin method. arXiv preprint arXiv:2008.12083, Submitted, 2020.

[39] F. Romor, M. Tezzele, and G. Rozza. Athena: Advanced techniques for high dimensional parameter spaces to enhance numerical analysis. Software Impacts, 10:100133, 2021.

[40] W. Roth, G. Schindler, M. Zöhler, L. Pfeifenberger, R. Peharz, S. Tschiatschek, H. Fröning, F. Pernkopf, and Z. Ghahramani. Resource-efficient neural networks for embedded systems. arXiv preprint arXiv:2001.03048, 2020.

[41] G. Rozza, M. Hess, G. Stabile, M. Tezzele, and F. Ballarin, chapter Basic Ideas and Tools for Projection-Based Model Reduction of Parametric Partial Differential Equations. 2020.

[42] G. Rozza, M. Malik, N. Demo, M. Tezzele, M. Girfoglio, G. Stabile, and A. Mola. Advances in reduced order methods for parametric industrial problems in computational fluid dynamics. In Proceedings of the 6th European Conference on Computational Mechanics: Solids, Structures and Coupled Problems, ECCM 2018 and 7th European Conference on Computational Fluid Dynamics, ECFD 2018, pages 59–76, 2020.

[43] T. N. Sainath, B. Kingsbury, V. Sindhwani, E. Arisoy, and B. Ramabhadran. Low-rank matrix factorization for deep neural network training with high-dimensional output targets. In 2013 IEEE international conference on acoustics, speech and signal processing, pages 6655–6659. IEEE, 2013.

[44] F. Salmoiraghi, F. Ballarin, G. Corsi, A. Mola, M. Tezzele, and G. Rozza. Advances in geometrical parametrization and reduced order models and methods for computational fluid dynamics problems in applied sciences and engineering: overview and perspectives. In M. Papadrakakis, V. Papadopoulos, G. Stefanou, and V. Plevis, editors, Proceedings of the ECCOMAS Congress 2016, VII European Conference on Computational Methods in Applied Sciences and Engineering, 2016.
[45] K. Simonyan and A. Zisserman. Very deep convolutional networks for large-scale image recognition. In Y. Bengio and Y. LeCun, editors, 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings, 2015.

[46] B. Sudret. Global sensitivity analysis using polynomial chaos expansions. *Reliability engineering & system safety*, 93(7):964–979, 2008.

[47] S. Trenn. Multilayer perceptrons: Approximation order and necessary number of hidden units. *IEEE transactions on neural networks / a publication of the IEEE Neural Networks Council*, 19:836–44, 06 2008.

[48] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cournapeau, E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J. van der Walt, M. Brett, J. Wilson, K. J. Millman, N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern, E. Larson, C. J. Carey, I. Polat, Y. Feng, E. W. Moore, J. VanderPlas, D. Laxalde, J. Perktold, R. Cimrman, I. Henriksen, E. A. Quintero, C. R. Harris, A. M. Archibald, A. H. Ribeiro, F. Pedregosa, P. van Mulbregt, and SciPy 1.0 Contributors. SciPy 1.0: Fundamental Algorithms for Scientific Computing in Python. *Nature Methods*, 17:261–272, 2020.

[49] N. Wiener. The Homogeneous Chaos. *American Journal of Mathematics*, 60(4):897–936, 1938.

[50] C. K. Williams and C. E. Rasmussen. *Gaussian processes for machine learning*, volume 2. MIT press Cambridge, MA, 2006.

[51] D. Xiu and G. E. Karniadakis. The Wiener–Askey polynomial chaos for stochastic differential equations. *SIAM journal on scientific computing*, 24(2):619–644, 2002.

[52] T. Young, D. Hazarika, S. Poria, and E. Cambria. Recent trends in deep learning based natural language processing. *IEEE Computational intelligence magazine*, 13(3):55–75, 2018.

[53] O. Zahm, P. G. Constantine, C. Prieur, and Y. M. Marzouk. Gradient-based dimension reduction of multivariate vector-valued functions. *SIAM Journal on Scientific Computing*, 42(1):A534–A558, 2020.

[54] X. Zhang, J. Zou, K. He, and J. Sun. Accelerating very deep convolutional networks for classification and detection. *IEEE transactions on pattern analysis and machine intelligence*, 38(10):1943–1955, 2015.