Solar Energy Estimations in India Using Remote Sensing Technologies and Validation with Sun Photometers in Urban Areas
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Abstract: Solar radiation ground data is available in poor spatial resolution, which provides an opportunity and demonstrates the necessity to consider solar irradiance modeling based on satellite data. For the first time, solar energy monitoring in near real-time has been performed for India. This study focused on the assessment of solar irradiance from the Indian Solar Irradiance Operational System (INSIOS) using operational cloud and aerosol data from INSAT-3D and Copernicus Atmosphere Monitoring Service (CAMS)-Monitoring Atmospheric Composition Climate (MACC), respectively. Simulations of the global horizontal irradiance (GHI) and direct normal irradiance (DNI) were evaluated for 1 year for India at four Baseline Surface Radiation Network (BSRN) stations located in urban regions. The INSIOS system outputs as per radiative transfer model results presented high accuracy under clear-sky and cloudy conditions for GHI and DNI. DNI was very sensitive to the presence of cloud and aerosols, where even with small optical depths the DNI became zero, and thus it affected the accuracy of simulations under realistic atmospheric conditions. The median BSRN and INSIOS difference was found to vary from −93 to −49 W/m² for GHI and −103 to −76 W/m² for DNI under high solar energy potential conditions. Clouds were able to cause an underestimation of 40%, whereas for various aerosol inputs to the model, the overall accuracy was high for both irradiances, with the coefficient of determination being 0.99, whereas the penetration of photovoltaic installation, which exploits GHI, into urban environments (e.g., rooftop) could be effectively supported by the presented methodology, as estimations were reliable during high solar energy potential conditions. The results showed substantially high errors for monsoon season due to increase in cloud coverage that was not well-predicted at satellite and model resolutions.
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1. Introduction

The United Nations’ Sustainable Development Goals (SDG) include steps to ensure universal access to modern, reliable, and affordable energy services; increase the share of renewable energy in the global energy production; double the global rate of enhancement in energy efficiency; and improve international cooperation and ease of access to clean energy research and development in technology. For instance, the stand-alone photovoltaic (PV) system installed at a location is dependent upon the amount of solar insolation available to the system [1]. This work is motivated by the need to understand the solar energy potential and support the evolving solar-based technologies. Solar monitoring provides...
support to the planning of installations of solar farms and rooftop panels [2–4]. The estimation of solar radiation using remote sensing technologies can also help the stakeholders to locate areas suitable for solar power production, which is a fast developing industry with huge potential. In [5], the authors have shown that the performance of a photovoltaic system is affected by the solar spectrum, and they quantitatively evaluated the influence of solar spectrum on photovoltaic performance under clear and cloudy weather conditions. Different quantities of solar radiation (SR) are used by electricity generation systems. The global horizontal irradiance (GHI) is applicable in PV systems and the direct normal irradiance (DNI) is applicable in concentrated solar power plants (CSP). A general conclusion is that in every single solar application, a detailed study of the cloud and aerosol climatology of the area is necessary for efficient energy planning. Before selecting the location and seeking investment, this specific planning is needed in order to decide when the performance will be at its maximum [6].

India receives more than 5000 trillion kWh/year of solar radiation [7], which is far more than its total annual energy consumption. The available radiation can be utilized for CSP as well as for PV applications. The Government of India is working on the implementation of schemes for the setting up of over 5 GW grid connected solar PV power projects under phase II of the Jawaharlal Nehru National Solar Mission (JNNSM) [8]. The solar energy market in India has seen a significant growth after 2014, when the government of India announced to set a target of installing 175 GW of renewable energy by 2022 [9]. In this target, the contribution of solar is 100 GW, which contains 40 GW contribution from rooftop solar plants. The current solar generation capacity in India as of October 2019 is 29.42 GWp from solar power that is ground mounted, 2.28 GWp from solar rooftop grid-interactive system, and 936.47 MWpE from off-grid solar photovoltaic (SPV) systems [10]. In order to achieve this ambitious target of installing 100 GW of solar power capacity by 2022, an addition of 15 GW per year is needed [11]. Cumulative solar rooftop installation is 4.37 GW as of March 2019, which has to increase 10-fold to achieve the target of 40 GW by 2022 [12]. In this regard, the government has issued a scheme for setting up of 12 GW of grid connected solar PV power projects with the aim to achieve this target and also to enhance domestic solar PV manufacturing capacity.

Simultaneously, urbanization and economic development in India are causing a rapid increase in the demand for energy in urban regions, which is enhancing greenhouse gas emissions. The increase in demands is making it difficult for local governments and electricity utilities to cope with the situation, resulting in electricity shortages in most of the cities/towns. The “Development of Solar Cities” program is designed in order to support the urban local bodies to guide the cities towards becoming renewable energy cities. Various programs have been initiated for the urban sector by the Indian Government for promoting the design of solar buildings; solar water heating systems in industry, hospitals, hotels and homes; establishment of ‘Akshya Urja Shops’; promoting urban industrial waste and/or biomass to energy projects; and deployment of SPV systems/devices in urban areas for demonstration and creation of awareness [13]. The Ministry of Housing and Urban Affairs (MoHUA) under the Government of India launched the “Smart Cities Mission” in 2015 with an aim to make urban areas energy-efficient so as to reduce the load on existing resources. It had norms of making 80% of the smart cities’ buildings energy-efficient, with 10% of the energy requirement being fulfilled from solar energy [14].

The incident SR depends upon the geography of the region, azimuth and inclination angles, sun–earth position hour, and atmospheric attenuations [15]. Most parts of India receive daily SR of 4–7 kWh/m² with sunny days, varying between 250 to 300 annually, with Western Rajasthan receiving the highest radiation energy annually and the north-eastern region receiving the lowest annual radiation [16]. SR is also affected by atmospheric parameters such as clouds, aerosols, suspended particles, water vapor, temperature, humidity, CO₂, and SO₂ soot.

The atmosphere satellite models can be classified as physical and statistical models, as mentioned in [17]. Statistical models tend to rely on straightforward regressions between ground measurements and data obtained from satellites [18], and the historical data is used to predict the future irradiance values [19]. In statistical models, the local atmospheric conditions are correlated with the clear sky (CS) irradiance in order to obtain solar irradiance at a particular time for a selected region. The time series
analysis of global irradiance is the basis of statistical methods. Physical satellite models utilize the interactions of SR with participating atmospheric gasses, clouds, and aerosols. These models use the Radiative Transfer Model (RTM), which eliminates the requirement of ground data [17] and solves the equations of flow dynamics [20] and the radiative transfer equation (RTE), as described in [21–25].

In [26], the authors developed a fully physical model to estimate the global irradiances under clear-sky conditions that used aerosol properties, total ozone column, and total columnar water vapor produced by Monitoring Atmospheric Composition Climate (MACC). Hence, such a type of model is well suited for geostationary satellite retrievals with many grid points. A look-up table (LUT)-based eigenvector hybrid approach is described in [27]. It was used by authors in [28], combining the Moderate Resolution Imaging Spectro-Radiometer (MODIS) and Multifunctional Transport Satellite (MTSAT) data to produce surface solar irradiance for northern China. The model we developed in this study reproduces the irradiance produced by the Solar Energy Nowcasting System (SENSE), which is based on analytical LibRadtran RTM with much faster computational speed [29]. As a result, we introduce the Indian Solar Irradiance Operational System (INSIOS), which is optimized to run for the climatological and geographical conditions of India, as well as for the current Indian remote sensing capabilities (e.g., the Indian National Satellite System (INSAT-3D)).

INSIOS is capable of operating for SR estimation in near real-time and is based on LUTs calculated with libRadtran that span a broad range of cloud and atmospheric conditions, including cloud and aerosol optical parameters that are derived from a new tailor-made satellite product for the development of radiation budget applications; that recover the UV, visible, and near-infrared spectra at high resolution (1 nm); and that can produce almost instantaneous output. In [30–32], the authors pioneered the development of neural network (NN) models of SR. In place of NN, we used multi-polynomial regression analysis based on libRadtran outputs [33,34] with radiative transfer simulations using LUTs from a total of 0.3 million runs for CS and cloudy (CL) conditions (separately). The INSIOS system was developed here to carry out multivariate studies of interactions between radiation, clouds, and aerosols in the atmosphere, along with producing real-time maps of solar irradiance from real-time satellite inputs and aerosol forecasts.

Cloud optical thickness data for India were obtained from INSAT-3D; relevant aerosol data from Copernicus Atmosphere Monitoring Service (CAMS)-MACC near real-time; and ground-based data from the Baseline Surface Radiation Network (BSRN) stations of Gandhinagar, Delhi, Howrah, and Tiruvallur for the same time period. Ground-based data of GHI in India were used to compare with the simulated outputs. CAMS data were retrieved for the specific pixels as ground irradiance data. For the same pixels, the ground aerosol optical depth (AOD) was obtained from AERonotic Robotic NETWORK (Aeronet) and the cloud optical thickness (COT) from the historical data of INSAT-3D. A matrix was produced at the end, with the data of latitude, longitude, year, month, day, hour, minute, solar zenith angle (SZA), CAMS AOD, INSAT-3D COT, ground-based AOD, BSRN GHI and DNI, and simulated GHI and DNI using near real-time modeling techniques. Near real-time solar irradiance was calculated from INSIOS. The validation was done against the ground-based data from BSRN stations. The methodology is presented in Section 2, the results are presented in Section 3, and the discussion is presented in Section 4, followed by the conclusions in Section 5.

2. Data and Methodology

2.1. Data

2.1.1. Ground Measurements

Ground data for verification were obtained from four BSRN stations of Gandhinagar, Delhi, Howrah, and Tiruvallur [35]. These stations are located in urban regions with populations varying from 0.21–11.03 million [36], as shown in Table 1. BSRN stations provide data of short-wave downward global radiation, direct radiation, diffuse radiation, and long-wave downward radiation in W/m². Global radiation was measured using a pyranometer (Hukseflux, SR20-T2), direct radiation with a
pyrheliometer (Hukseflux, DR02-T2), and diffuse radiation with a pyranometer (Hukseflux, SR20-T2). BSRN provided high-precision ground measured data of solar irradiance. The dataset used for the comparison was from January to December 2018. The location and description of the four BSRN stations of India are presented in Table 1, which were used for the validation of solar irradiance estimated from the near real-time modeling technique. Figure 1 gives the picturization of all the locations selected for this study [37]. The temporal resolution of the ground data obtained from BSRN stations was 1 min, whereas the INSAT-3D satellite data had a temporal resolution of 30 min. Hence, half-hourly analysis was done in this work. BSRN stations are widely placed in all corners of the Indian subcontinent. Delhi is located in the north, Gandhinagar in the west, Howrah in the east, and Tiruvallur in south. These locations have different geological features, atmospheric conditions, and aerosol levels. Hence, the models’ performance was studied under varied atmospheric conditions.

**Table 1.** Latitude (degrees), longitude (degrees), elevation (meters above sea level), of Baseline Surface Radiation Network (BSRN) stations located in India, along with population levels.

| Station   | Code | Latitude (°) | Longitude (°) | Elevation (m) | Population (million) |
|-----------|------|--------------|---------------|---------------|----------------------|
| Gandhinagar | GAN  | 23.11        | 72.63         | 65            | 0.21                 |
| Delhi     | DEL  | 28.42        | 77.16         | 259           | 11.03                |
| Howrah    | HOW  | 22.55        | 88.31         | 51            | 1.08                 |
| Tiruvallur | TIR  | 13.09        | 79.97         | 36            | 0.56                 |

Another form of ground data used in this analysis was AOD obtained from Aeronet for validation [38]. Sun photometer measurements of the SR provided information for the calculation of the columnar AOD. AOD was further used to compute columnar water vapor, as well as in the estimation of the aerosol size using the Ångstrom parameter relationship. Version 3 algorithm processing of the Aeronet data contained three quality levels (levels 1.0, 1.5, 2.0) for every product. Levels 1.0 and 1.5 are provided by Aeronet in near-real-time and 12 month or longer delay, ensuring that the highest quality data can be obtained from version 3, level 2.0 products. Fine and coarse mode AOD and fine mode fraction were provided by version 3 AOD processing. There were three quality levels provided by Aeronet. The pre-field deployment sun calibration was used by level 1.0. Level 1.0 data and a cloud-screening and automatic quality control procedures were used by level 1.5 data. After applying the final post-field deployment sun calibration to level 1.5 data, the data were upgraded to level 2.0. The total optical depth and other components such as ozone, NO$_2$, and Rayleigh optical depths were included in the total optical depth. The unscreened and non-calibrated data were level 1.0 data, whereas the cloud-screened and cloud-cleared data were level 1.5 data, but were not quality...
assured and did not have final calibration applied. The quality-assured, pre-field and post-field calibration-applied, cloud-cleared, and manually inspected data were the level 2.0 data. Aeronet locations were selected on the basis of proximity to BSRN locations and available data were extracted on the basis of the time period of INSAT-3D data. The AOD data from Aeronet was available at 500 nm, which was converted to 550 nm using Ångstrom law [39,40].

2.1.2. Earth Observations

INSAT-3D is an exclusive Indian meteorological satellite to monitor the surface of the Earth and the atmosphere. INSAT-3D satellite imager covers the Asian region from −10.5°N to 45.5°N and 44.5°E to 104.5°E [41]. The India Meteorological Department (IMD) generates multiple data products in hierarchical data format with half-hourly temporal resolution and a spatial resolution of 4 km. Cloud microphysical parameters (CMP) are obtained from INSAT-3D imager observations for the Indian region, as described in [42]. INSAT-3D provides half-hourly cloud microphysical parameters such as cloud optical thickness and cloud effective radius, which is retrieved using the Daytime Cloud Optical and Microphysical Properties (DCOMP) algorithm that uses radiances from visible (0.65 µm) and shortwave-infrared (1.67 µm) channels [42]. In this paper, the operational retrieval algorithm for deriving half-hourly COT from INSAT-3D is described. The microphysical mechanisms of cloud play a significant role in climate change. For example, in [43], authors showed that the microphysical properties increased the greenhouse effect that was found to be more prominent in the case of deep convective clouds. It is also important in monitoring short-to-mesoscale processes.

Southern Asia provides an opportunity to explore the variation in SR due to varying, unstable, and extreme climatic conditions such as heavy fog and smog during winters, dust storms during summers, and heavy rainfall and cloud covers during monsoon season. In order to estimate the cloud microphysical parameters, observations with high temporal resolution are required. No satellite other than INSAT-3D provides continuous microphysical parameters over the Indian region. MODIS derives the cloud optical thickness at 1 km spatial resolution using reflectance measurements at 0.75, 2.16, and 3.75 µm that are used for several remote sensing applications [42]. It is incapable of providing a synoptic view of the earth at an instance because it is a polar orbiting sensor. Spinning Enhanced Visible and InfraRed Imager (SEVIRI), having a geostationary sensor, complements this phenomenon by observing a region on the earth’s surface continuously and provides COT by using 0.6 µm channel averaged over 15 × 15 km². INSAT-3D offers continuous near global observations with high resolution in order to study various processes associated with cloud microphysics, and is advantageous as it offers a high spatial resolution of 1 km in the visible and short-wave infrared (SWIR) bands. The retrieval is on the basis of the principle that in a non-absorbing visible channel, the reflectance depends mainly on the cloud optical thickness. Hence, information on optical thickness can be obtained from a combination of visible and shortwave-infrared absorbing. The mean correlation between the MODIS COT and the INSAT-3D COT was found to be 0.73 for the cloudy month of July and 0.60 for the winter month of January, as shown in [42]. INSAT-3D CMP data were obtained from mosdac [44] in hierarchical data format for each location (Delhi (DEL), Gandhinagar (GAN), Howrah (HOW), and Tiruvallur (TIR)). COT data were extracted from the CMP files for each location and time step.

CAMS is a European commission service implemented by the European Centre for Medium-Range Weather Forecasts (ECMWF) under the Copernicus program [45]. MACC is a global reanalysis of aerosol optical depth at 550 nm, which provides a 10-year global reanalysis of aerosol optical depth at 550 nm. MACC near real-time provides daily global forecasts up to 5 days of aerosol optical depth at 550 nm [46]. The parameters include dust, organic carbon, black carbon, sulfates, AOD, and sea salt. It provides the data with hourly temporal resolution. The CAMS MACC near real-time system provides AOD-forecasted data at an interval of 6 h with 3 h time step. In this analysis, interpolation was used to obtain such values at selected locations at 30 min temporal resolution, as done in [47]. The uncertainty in CAMS AOD forecast varies from −0.1 to 0.2 for mean bias, as compared to Aeronet ground data, as shown in [48]. CAMS MACC near real-time data are available for the entire earth
according to year and month. Data used in this analysis are a 1-day forecast of total AOD at 550 nm initialized at 0 UTC (Coordinated Universal Time) with 3 h time step from 0 to 12 UTC. CAMS AOD was extracted for all BSRN locations (respective latitude and longitude) for the respective time periods.

2.2. Methodology: Energy Management Systems

2.2.1. Solar Energy Nowcasting SystEm (SENSE)

SENSE was developed by the National Observatory of Athens in Greece in collaboration with the World Radiation Center in Switzerland and was a starting point in the investments related to energy with a vision of innovative high-end applications and technologies [49]. This method was developed and used in many European Union (EU)-funded projects [50] (e.g., Geo-cradle [51] and e-shape [52]). SENSE is based on near real-time atmospheric inputs and RTM simulations, and its technical background can be found in [53]. This work uses the modeling techniques for the near real-time assessment of the SR on the basis of LUTs calculated using libRadtran. The description of the RTM is available in [33,54]. The LUTs consist of millions of RTM simulations. The necessity and usefulness of the LUT-based approach, as presented in [26], is studied by the authors of [55], considering the interoperable exchange of similar GHI databases. The relevant studies related to LUT algorithms and RTM simulations have been located mainly in Europe, where the climate is much more stable with no extreme atmospheric phenomena. In the case of India, there are extreme climate events such as dust storms, anthropogenic aerosols, and heavy rainfall. The aim of this paper was to study the effect of such extreme atmospheric events on SR monitoring in near real-time.

The input parameters used for libRadtran simulations under clear-sky conditions were solar zenith angle (SZA), Ångström exponent (AE), AOD, total ozone column (TOC), single-scattering albedo (SSA), and columnar water vapor (CWV). In the case of the cloudy sky condition, the input parameters used were SZA, TOC, and COT. As the effects of aerosols are weak as compared to thick clouds under CL conditions, AOD was not used when COT was greater than 1. For the comparison of the model with BSRN station data, an altitude correction was applied on the basis of RTM (Libradtran) calculations on the solar energy output of different model simulations in order to take into account the altitude of the stations.

The RTM (Libradtran) outputs were high-resolution spectral irradiances (1 nm). The radiative transfer solver used was SDISORT [34] with pseudospherical approximation to produce valid outputs for SZA varying from 0–90°. The simulation calculations were made using a band parameterization method, which was based on the correlated-K approximation, as described in [56]. The determination of clouds and aerosol was done on the basis of the default aerosol model described in [57]. The detailed information about the RTM simulations, the input parameters, and the construction of the LUTs is presented in [58]. The LUT used for SZA was the same at 2:2:88 for both CS and CL conditions. The other LUTs included 0:0.05:1.5 for AOD for clear-sky and 0:1:30 for COT for cloudy conditions. AOD was obtained at a wavelength of 550 nm and COT at a channel width of 550–750 nm. We used TOC as 350 DU and WV as 0.5 cm. The methodology used for the SR estimation is shown in Figure 2. The coefficient of correlation between the RTM simulations of GHI and the BSRN ground measured data for entire datasets and period were found to be 0.88 and 0.69 for CS and CL conditions, respectively. The same results for DNI were 0.64 and 0.34 for CS and CL conditions, respectively.
2.2.2. Indian Solar Irradiance Operational System (INSIOS)

The INSIOS technique was developed in order for the SENSE to be applied and optimized for the Indian climatological conditions and input data sources. It is an analytical method that uses RTM and SENSE outputs for training. The technique can be executed very fast and can be used for near real-time estimation of SR in India. In [29], the authors compared several models to estimate SR in near real-time, found that MRF approach was the most accurate, and estimated the GHI identical to the RTM results. The analytical functions for SR were constructed in this work and the polynomial coefficients are shown in Table 2. INSIOS is able to be placed in the future as a useful tool for solar energy production management in the region of India. An example of the GHI and DNI maps as produced from the near real-time SR techniques for 15 April 2018 at 07:00 UTC for India is shown in Figure 3. The INSIOS GHI and DNI were derived from SENSE using the multi-polynomial regression technique. INSIOS has the potential to be included in INSAT-3D operating and retrieving algorithms for on-the-fly surface irradiance calculations.

Figure 2. Flowchart of the Indian Solar Irradiance Operational System (INSIOS) technique. COT: cloud optical thickness, INSAT-3D: Indian National Satellite System, CAMS: Copernicus Atmosphere Monitoring Service, AOD: aerosol optical depth, SENSE: Solar Energy Nowcasting System (SENSE), GHI: global horizontal irradiance, DNI: direct normal irradiance.

Figure 3. Output map based on INSIOS for 15 April 2018 at 07:00 UTC (Coordinated Universal Time) for India for (a) GHI and (b) DNI.
The analytical functions for surface solar irradiance were constructed in order to perform SR near real-time estimations. SR is a function of COT, WV, SZA, SSA, AOD, AE, and TOC. In [29], the authors performed a sensitivity analysis of GHI to WV column and TOC. After comparing the integrated spectral GHI over the whole spectrum for different values of TOC, the authors found that there was a mean difference of only 0.5 between 300 DU (Dobson unit) and 400 DU. They found a mean difference of 3.2 for WV column, varying between 0.5 to 2. Hence, we chose to neglect AE, WV, TOC, and SSA variables for the construction of the analytical function. We constructed polynomial functions for CS and CL conditions according to the work presented in [59]. For clear-sky conditions, SR was taken as a function of SZA and AOD, whereas in cloudy conditions, SR was expressed as a function of SZA and COT. We used RTM and SENSE outputs for training the INSIOS function. Different orders of polynomials with two variables were tested in order to obtain the best fit (multi-regression analysis). It was found that the estimates closest to the RTM results were obtained with fourth and fifth degree polynomials in
the case of GHI for clear and cloudy conditions, respectively, and fifth and sixth degree polynomials in the case of DNI for clear and cloudy conditions, respectively [60], as shown in Equation (1):

\[ f(x, y) = p_{00} + p_{01}x + p_{02}y + p_{03}x^2 + p_{04}x^3 + p_{05}x^4 + p_{06}x^5 + p_{10}y + p_{11}xy + p_{12}x^2y + p_{13}x^2y^2 + p_{14}x^3y + p_{15}x^3y^2 + p_{16}x^4y + p_{17}x^4y^2 + p_{18}x^5 + p_{19}x^5y + p_{11}y^2 + p_{12}xy^2 + p_{13}x^2y^2 + p_{14}x^3y^2 + p_{15}x^4y^2 + p_{16}x^5y^2 + p_{20}y^3 + p_{21}xy^3 + p_{22}x^2y^3 + p_{23}x^3y^3 + p_{24}x^4y^3 + p_{25}x^5y^3 + p_{26}xy^4 + p_{27}x^2y^4 + p_{28}x^3y^4 + p_{29}x^4y^4 + p_{30}x^5y^4 + p_{31}x^2y^5 + p_{32}x^3y^5 + p_{33}x^4y^5 + p_{34}x^5y^5 + p_{35}xy^6 + p_{36}x^2y^6 + p_{37}x^3y^6 + p_{38}x^4y^6 + p_{39}x^5y^6 + p_{40}x^6 + p_{41}x^6y + p_{42}x^6y^2 + p_{43}x^6y^3 + p_{44}x^6y^4 + p_{45}x^6y^5 + p_{46}x^6y^6 \] (1)

where \( x \) is SZA and \( y \) is COT for the cloudy case and AOD for the clear-sky case. Table 2 presents the analytical values of the coefficients of the best-fitted polynomial function for GHI and DNI under CS and CL conditions. Using this approach, the RTM simulations of SR can be derived in lesser computational times and hence can be used for near real-time applications. We can obtain the INSAT-3D near-real-time COT data [61] and CAMS 1 day AOD forecasts, which can be used for near real-time operation. The INSIOS system presented in this paper has a very fast processing speed which is capable of simulating solar irradiances in near real-time horizon. For the India maps, we were simulating at almost 300,000 pixels per minute. The inputs required were SZA and AOD/COT, depending upon the clear and cloudy conditions, respectively. As a result, INSIOS is operationally ready and it is hoped that it will be used as a solar energy potential tool for the Indian energy managing authorities and the energy producers in various scales (i.e., from the big solar farms to the roof-top installations).

2.2.3. Error Analysis

BSRN ground-based GHI and DNI data were used for the verification of the estimated GHI and DNI values, as obtained from INSIOS. The statistical equations used for the error analysis were as follows:

\[ \text{MBE} = \frac{1}{N} \sum_{i=1}^{N} (\text{Estimated Forecast} - \text{Observed Data}) \] (2)

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\text{Estimated Forecast} - \text{Observed Data})^2} \] (3)

We used mean bias error (MBE) and root mean square error (RMSE) for validation purposes. MBE provided information about overestimation for positive MBE values and underestimation for negative values. RMSE showed the spread of the error distribution. On the basis of these error metrics, the relative MBE (rMBE) and relative RMSE (rRMSE) were calculated as follows:

\[ \text{rMBE} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{Estimated Forecast} - \text{Observed Data}}{\text{Mean Observed Data}} \] (4)

\[ \text{rRMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{\text{Estimated Forecast} - \text{Observed Data}}{\text{Mean Observed Data}} \right)^2} \] (5)

Other parameters used for the analysis include the coefficient of correlation, the coefficient of determination, and the percentage difference. The percentage difference was calculated as follows:

\[ \text{Percentage Difference} = \left( \frac{\text{Estimated Forecast} - \text{Observed Data}}{\text{Observed Data}} \right) \times 100 \] (6)
3. Results

3.1. Reliability of INSIOS

This section focuses on the performance analysis of INSIOS as compared to the RTM simulations for all stations. Figure 4 represents the percentage difference between the INSIOS technique and the RTM simulations. The data used were the RTM GHI and DNI output with half-hourly temporal resolution. The box plot represents the interquartile range between the 25th and 75th percentiles with the in-box line to show the median and the upper and lower whiskers to represent the maximum and minimum error values that were within $2 \times$ the interquartile range of the box edges. The interquartile range was calculated as the difference between the first quartile and the third quartile. In [29], the authors showed the minimum and maximum error as being within 1.5 times the interquartile range of the box edges for a similar study. The largest difference was observed for DEL in the case of GHI for clear-sky conditions, for TIR in the case of GHI for cloudy conditions, for DEL and HOW in the case of DNI for clear-sky conditions, and for HOW and TIR in the case of DNI for cloudy conditions. INSIOS showed differences around zero (within $\pm 0.04\%$) for all stations in all cases, except for GAN and HOW in the case of DNI for cloudy conditions. Hence, INSIOS shows the efficient representation of RTM simulations, which can be used for solar energy near real-time forecasting for faster operations.

![Figure 4](image-url)

**Figure 4.** Percentage difference of GHI and DNI estimated from INSIOS technique as compared to RTM simulations for clear and cloudy conditions for all stations. RTM: radiative transfer model, CS: clear-sky, CL: cloudy.

3.2. Comparison Against BSRN

The accuracy of the INSIOS model was verified against four BSRN stations in India. BSRN measurements are among the highest quality data available for SR [62]. We calculated the regression of mean GHI estimated from ground data and INSIOS method, as shown in Figure 5. It was found that the model overestimated the GHI and DNI for clear-sky conditions and underestimated the GHI for cloudy conditions for all stations. The overestimation of GHI and DNI under clear-sky conditions was justified, as the aerosol estimations may have been underpredicted. GHI and DNI were underestimated under cloudy conditions, which was due to the COT resolution available from INSAT-3D. In [63], the authors noticed that the percentage of missing data for global and direct irradiances was 4% and 13%, respectively, for BSRN data. The percentage of missing data in our case was 7.6% for GHI and 12.1% for DNI for DEL station, in which the missing data for May was at a maximum at 74.6% for GHI and 75.5% for DNI. For GAN, the missing data ranged from 2.76%
to 17.3% for GHI and DNI, respectively. TIR showed a variation of missing data from 2.2% to 24.9% for GHI and DNI, respectively. The gaps in the initial field data may have occurred due to many reasons such as data loss, instrument failure, or calibration periods. The results show deviations in Figure 5, not due to adequate accuracy of aerosol and cloud input data sources in Southern Asia. In [64], the authors showed that for the Indian subcontinent, aerosol properties showed variations in regional, intraseasonal, and interannual contexts, and there were uncertainties in indirect radiative effects of aerosols. In [42], the authors presented the methodology of COT calculation from INSAT-3D satellite data and found that there was a moderate correlation between INSAT-3D and MODIS data. The coefficient of correlation was found to vary from 0.6 in January, to 0.4 in February, to 0.73 in July.
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**Figure 5.** Mean GHI and DNI estimated from INSIOS technique as compared to BSRN data for clear and cloudy conditions for all stations.

Figures 6 and 7 present the seasonal relative RMSE and seasonal relative mean square errors for GHI and DNI estimated from INSIOS method, as compared to the ground data. For GAN, the results are shown for monsoon only, as the BSRN data were only available for the month of September for this area. Similarly, due to the unavailability of BSRN data, results of summer months for HOW and autumn months for TIR are not shown. In [53], the authors performed a global Köppen-Geiger-Photovoltaic climate classification that placed DEL in the temperate zone, GAN in the steppe, and HOW and TIR in tropical zone, according to temperature and precipitation. All these stations were classified as being in the high irradiation zone.

The rRMSE for DEL ranged from 24.5–49.9% for CS and 61.2–78.4% under CL conditions, as can be seen from Figure 6a. In the case of DNI, the rRMSE for DEL ranged from 42.7–95.2% for CS and from 75.1–116.3% under CL conditions, as observed from Figure 6b. Larger errors in DNI as compared to GHI were justified, as there was a stronger impact of clouds and aerosols on DNI compared with GHI. The RMSE for DEL ranged from 75–380 W/m² for GHI and 0.1–360 W/m² for DNI under clear-sky and cloudy conditions, respectively. In [65], the authors showed that Delhi had the highest rate of fires within a radius of 200 km, and that fire intensity peaked in the post-monsoon period of October and pre-monsoon period from April to May. The concentration of particulate matter (PM10) in Delhi was the highest among the major Asian cities [66], reaching four times the Indian standard. Hence, in the case of DEL, the errors in the irradiance values for cloudy conditions were prominent because aerosols were not taken into consideration, though there were significantly high aerosol levels in DEL, especially during pre-monsoon and post-monsoon periods. GAN showed variation from 58.4–62.8% for GHI estimation under clear-sky and cloudy conditions during monsoon months, whereas the error varied from 63–93.6% for DNI. For GAN, the results are shown for the monsoon period only, as the BSRN
data were available only for the month of September for this area. GAN showed an RMSE of 240 and 310 W/m² for GHI estimation under CS and CL conditions, respectively, during monsoon months, whereas the error varied from 1.1–260 W/m² for DNI. The error for HOW varied from 26.5–49.9% to 63.6–69.5% for GHI under clear-sky and cloudy conditions, respectively. In the case of DNI, the rRMSE values for HOW were from 42.9–94.4% for CS and 53–101.6% for CL conditions. The error for HOW varied from 100–270 W/m² for GHI estimation and 0.5–350 W/m² for DNI under CS and CL conditions. TIR showed a variation from 25–60% for GHI and 100–150% for DNI under clear-sky and cloudy conditions. TIR showed a variation from 110–410 W/m² for GHI and 1.1–370 W/m² for DNI under CS and CL conditions. TIR is on the eastern coast of India and receives heavy rainfall from the south-west monsoon in the months of June to September [67] and north-east monsoon from the calendar months of October to December [68]. Due to this, the errors were large during the monsoon season in the case of TIR. The detailed statistical analysis is presented in Table 3. The large rRMSE and RMSE values during monsoon season indicate the prominent effect of clouds on GHI and DNI. In [69], the authors developed two models in order to assess the solar irradiance at surface using satellite images, namely, the MT (HELIOSAT and Meteosat) model and the HT (HELIOSAT and INSAT-3D) model using multispectral satellite data along with the HELIOSAT model. The RMSE values were found to vary from 63.7 to 144 W/m² and 84.9 to 167 W/m² for MT and HT models, respectively, for dust events. The errors were found to be more frequent in the case of the HT model when compared with the MT model. The ratio of RMSE from the HT model and the MT model was found to vary from 0.75 to 1.99.
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Table 3. INSIOS model statistical scores of GHI and DNI estimation for clear-sky and cloudy conditions.
MBE: mean bias error.

| Station | Season | MBE (W/m²) | RMSE (W/m²) | rMBE (%) | rRMSE (%) | MBE (W/m²) | RMSE (W/m²) | rMBE (%) | rRMSE (%) |
|---------|--------|------------|-------------|----------|-----------|------------|-------------|----------|-----------|
|         |        | Clear-Sky  | Cloudy      |          |           | Clear-Sky  | Cloudy      |          |           |
|         |        |            |             |          |           |            |             |          |           |
| GHI     |        |            |             |          |           |            |             |          |           |
| DEL     | Winter | −51.1      | 76.2        | −16.7    | 24.9      | 109.7      | 152.2       | 56.5     | 78.4      |
|         | Summer | −86.7      | 130.2       | −18.5    | 27.7      | 345.9      | 384.5       | 55.1     | 61.2      |
|         | Monsoon| −143.3     | 206.5       | −34.7    | 50.0      | 192.6      | 279.4       | 42.2     | 61.2      |
|         | Autumn | −65.5      | 85.9        | −18.8    | 24.6      | 239.5      | 271.6       | 61.0     | 69.1      |
|         | Annual | −89.5      | 139.1       | −22.3    | 34.6      | 210.7      | 280.2       | 50.2     | 66.8      |
| HOW     | Monsoon| −151.1     | 213.2       | −41.4    | 58.4      | 217.3      | 297.0       | 46.0     | 62.8      |
|         | Winter | −69.1      | 88.9        | −20.6    | 26.5      | 203.2      | 243.6       | 57.9     | 69.5      |
|         | Monsoon| −136.0     | 204.3       | −33.3    | 49.9      | −61.8      | 78.5        | −18.5    | 23.5      |
|         | Autumn | −95.0      | 132.4       | −24.7    | 34.4      | −35.7      | 47.4        | −9.9     | 13.2      |
|         | Annual | −95.1      | 139.2       | −25.4    | 37.2      | −55.5      | 70.5        | −16.3    | 20.7      |
| TIR     | Monsoon| −144.3     | 224.4       | −40.5    | 63.0      | 215.1      | 297.0       | 46.0     | 62.8      |
|         | Winter | −8.1       | 151.6       | −2.3     | 42.7      | 2.1        | 3.1         | 77.5     | 116.3     |
|         | Summer | −173.8     | 268.6       | −45.4    | 70.2      | 0.8        | 0.8         | 75.0     | 75.1      |
|         | Monsoon| −226.4     | 309.6       | −69.6    | 95.2      | 1.4        | 1.7         | 83.4     | 98.9      |
|         | Autumn | −72.7      | 140.0       | −23.3    | 45.0      | 2.5        | 2.7         | 84.3     | 88.5      |
|         | Annual | −127.0     | 234.8       | −36.2    | 66.9      | 1.8        | 2.5         | 80.0     | 112.6     |
| GAN     | Monsoon| −144.3     | 224.4       | −40.5    | 63.0      | 215.1      | 297.0       | 46.0     | 62.8      |
|         | Winter | −70.6      | 126.0       | −24.1    | 42.9      | 0.5        | 0.5         | 53.0     | 53.0      |
|         | Summer | −165.5     | 267.6       | −58.9    | 95.2      | 1.6        | 1.7         | 80.1     | 86.4      |
|         | Monsoon| −226.9     | 330.0       | −81.1    | 118.0     | 1.6        | 1.9         | 76.9     | 88.6      |
|         | Annual | −125.0     | 253.6       | −45.3    | 91.9      | 1.6        | 2.0         | 75.7     | 94.7      |

The deviations of the INSIOS estimations from BSRN ground data were not the same at the selected stations, as can be seen from Table 3, and also depended on the season, as shown in Figures 6 and 7. The missing values were due to the unavailability of ground data from BSRN stations for the months of October and November for TIR, February to August for HOW, and all except September for GAN. Similar observations were observed by the authors in [47]. This observation can be explained by the problem with MACC in emulating the spatial and temporal complexity of the aerosol mixture. The AOD data from MACC near real-time analysis had a spatial resolution of 1.125° and a temporal resolution of 3 h. This caused difficulty in capturing the exact effect of the atmospheric parameters on the incident SR over a specific location and at a particular time.

The accuracy of GHI and DNI estimations from the INSIOS technique is shown in Figure 8, as compared to the BSRN measurements under CS and CL conditions for all stations. Figure 8 shows that the INSIOS is a reliable technique for GHI estimation under CS and CL conditions, as well as for DNI under clear-sky conditions, as presented in Figure 5. Figure 8 shows the overestimations of irradiance for clear-sky conditions and the underestimation in the case of cloudy conditions. The mean
BSRN and INSIOS differences were found to vary from $-93 \text{ W/m}^2$ for GAN to $-49 \text{ W/m}^2$ for TIR in the case of GHI, and $-103 \text{ W/m}^2$ for GAN to $-76 \text{ W/m}^2$ for HOW in the case of DNI under clear-sky conditions. Under cloudy conditions, the GHI value varied from $194 \text{ W/m}^2$ for DEL to $266 \text{ W/m}^2$ for TIR. The clear-sky GHI estimations showed over-prediction of GHI and DNI in the presence of aerosols when the cloud effects were neglected. This is consistent with the results shown in Figure 5. The difference was more profound in the case of DNI as compared to GHI. In [26], the authors showed an overestimation of the fine, strongly diffracting pollution particles and an underestimation of the coarse, mineral dust particles that affect the GHI. Due to the underestimations of aerosols, there was an overestimation of irradiance. The underprediction of GHI and DNI under cloudy conditions, as shown in Figure 8, was consistent with the one shown in Figure 5. The difference in the case of DNI was substantially less, as the values of DNI were less for DNI estimation under cloudy conditions. Hence, the validations provided here qualify the intrinsic performances of the INSIOS model rather than its performances in real-life, as shown in [27,70–72]. Figure 8b shows the mean GHI and DNI differences derived from RTM simulations, as compared to the BSRN measured irradiance for CS and CL conditions. Hence, the errors highlight the fact that even the reference RTM simulations presented similar (almost identical) performance of INSIOS against the training RTM simulations) statistics in Southern Asia because of the specific atmospheric conditions (monsoon, dust storms, fog, and smog) and data sources (CAMS MACC and INSAT-3D). For Southern Asia or India, monsoon and the subsequent phenomena affect the reliability and accuracy of the observed atmospheric parameters such as cloud microphysics and aerosol loads. In order to address this issue, the sum of annual energy potential and the sum of errors for Delhi is shown in Figure 9. It shows realistic solar energy potential condition with sums of energy and errors from INSIOS. The percentage error in monthly GHI estimations, as compared to the BSRN measurements, was within 20%, and reached up to 70% in the case of DNI. The annual estimated values from INSIOS were 2071 and 1867 kWh/m$^2$ for GHI and DNI, respectively. Annual average satellite estimations of GHI and DNI were found to vary from 1896–2043 and 1564–1992 kWh/m$^2$, respectively, for various locations of India, as studied by the authors in [73].

Figure 8. Half-hourly mean GHI and DNI differences derived from (a) INSIOS and (b) RTM, as compared to BSRN data for clear and cloudy conditions.
4. Discussion

The results found in this paper for all stations are similar to the findings of several studies, including [26,29,47]. MBE and RMSE are conventional statistical metrics widely used in the SR forecasting field for characterizing and validating forecasting models. These scores depend on several factors such as comparing spatial and temporal resolution of the data, the percentage of clear-sky days in the set of data, and the months used in the comparison, and the limitations of these metrics have been shown in [74]. Although these metrics provide comprehensive global information on forecast errors, it can be misleading and insufficient to characterize the behavior of the forecast. For DNI especially, there are no better statistics for real-time calculated irradiance [73], as the uncertainty of the atmospheric inputs is particularly high in Southern Asia (CAMS AOD and INSAT-3D COT). For GHI, the results were not so good compared to the bibliography because we dealt with the extreme conditions of monsoon [73,75,76], continuous fog [77,78], and haze [79–81]. The relevant studies that present better results were located mainly in Europe, where the climate is much more stable with no extreme atmospheric phenomena [27,29,82–84].

The results shown in Figure 6a are comparable to [29], in which the relative RMSE values were found to vary from 5–48%, considering the fact that the climate of Europe is mostly stable throughout the year, whereas the Indian climate shows drastic variations. In Figure 6b, better results were not obtained for estimated near real-time DNI, as DNI is very sensitive under cloudy conditions. The same applies to climate modeling such as the estimation of SR from satellite data. In [86], the authors showed that clouds and aerosols increase radiative flux uncertainties. This occurs due to inaccurate spatiotemporal distribution of the physical properties of clouds and aerosols. Another factor responsible is the approximation and parameterization of the radiative properties of these elements. These factors affect the simulation of SR and burden the simulations with a high degree of uncertainty.

Benchmarking by the University of Geneva [62] has shown the relative RMSE variation for GHI from 15–70% and DNI from 30–160% on the basis of the geographical conditions. Because India shows a great variation in the climatic and geographical conditions from east to west and north to south, the variation in the rRMSE is justified. In [83], the authors showed a difference in daily-mean surface solar irradiance for December, January, and March. The difference was found to be highest in June and at its minimum in December for the Netherlands, where June is characterized as spring and December as autumn. In our case also, the difference in the values of estimated and observed irradiances were at a minimum during the autumn season. Irradiance under cloud-free conditions is sensitive to aerosol production from atmospheric particulate matter, dust storms, and biomass burning [87]. Moreover, exclusion of
SZA greater than 75 degrees would improve the statistics of rRMSE by almost 40%. In [88], the authors studied the performance of solar radiation components, obtained from meteorological radiation model (MRM) and satellite-based datasets, against pyranometer-based ground measurements. The rRMSE for GHI estimation was found to vary from 5.5–7.19% for MRM with different aerosol sources and 11.6% for CAMS under CS condition. Under CL conditions, the rRMSE for GHI varied from 62.2–63.1% for MRM and 95.5% for CAMS. In the case of DNI, the rRMSE varied from 10.5–17.0% for MRM and 17.3% for CAMS under the CS condition. Under the CL condition for DNI, the rRMSE was found to be around 184.9% for MRM and it was as high as 1146% for CAMS.

In [39], the authors found a correlation coefficient of 0.73, an average error around 46.15%, and an MBE of 0.045. It was also found that only 52.12% of CAMS MACC AOD values were within ±0.05 to ±0.15 of the Aeronet AOD. In [64], the authors pointed out that there is a need of a more detailed and appropriate measurements of atmospheric parameters in order to reduce the uncertainties in indirect radiative effects of aerosols. These include the establishment of a network of observatories in India to carry out in situ measurements of cloud parameters and shape, size, chemical composition, and mixing state of aerosols. Another important step is to carry out a detailed observation on the types of aerosol, as well as their horizontal and vertical distribution. In [73], the authors made a comparison between the AOD data obtained from MODIS and AERONET, finding that there was a high level of uncertainty in the data obtained from the two sources. This enhances the need for a more accurate and better spatial resolution AOD retrieval system for places such as India with complex climatology in order to improve the satellite-based estimations of solar radiation. In [89], the authors showed that there was a rapid dimming in the surface measurements of solar radiation post-2009. The cause of the decreasing solar radiation might have been due the changes in the clear-sky aerosol loading measurements, instrumentation biases, and aerosol climatology. The 1 day SR bias was found to vary from −100 to 200 W/m².

4.1. Sensitivity Analysis

4.1.1. Effect of Cloud

Clouds are the biggest attenuators of SR. The quantity of solar energy that reaches the surface of the earth varies depending on the thickness of the cloud, the area it covers, and the water droplet content. The reflected irradiance from the cloud surface is also dependent on the type of cloud and its texture. The uncertainty in the simulation of SR due to the presence of clouds is high, and small fluctuations in cloudiness and cloud optical properties can affect GHI and DNI estimations. Figure 10 presents the annual frequency distribution of the percentage difference between the estimations from INSIOS and the ground measurements from BSRN stations for GHI and DNI values for cloudy sky conditions for all stations. The majority of the percentage differences were lower than −75%, with the maximum frequency encountered around −50% differences in the case of GHI. In the case of DNI, the majority of the percentage differences were lower than ±50%, with the maximum frequency encountered around 0. This indicates that INSIOS-derived forecasts of GHI and DNI have overall good accuracy, with the mean absolute percentage difference being −39.89 ± 37.96% for GHI and 6.78 ± 31.38% for DNI. This shows an underestimation of −39.89% for GHI and 6.78% for DNI from INSIOS as compared with BSRN that is imminent due to the overestimation of INSAT-3D COT. Figure 11 shows the effect of cloud optical thickness on GHI and DNI as compared to BSRN measurements. The mean percentage difference between the GHI/DNI produced by INSIOS and the values measured by all the BSRN stations is plotted as a function of COT. It can be seen from Figure 11a that for COT less than 40, the mean GHI percentage difference between INSIOS estimations and BSRN measurements varied from −60% to −20%, which is also visible in Figure 10a, and there were fluctuations for larger COT. For a similar study presented in [29], the authors found that there were underestimations from the MRF technique up to −60% when the COT was around 35. In the case of DNI, as shown in Figure 11b, the fluctuations in percentage difference between INSIOS and BSRN data were found to vary from −20% to 40%, which is consistent
with the result shown in Figure 10b where the maximum percentage fluctuations were around zero. The maximum difference was seen to occur at COT around 35. The scattering of the incoming radiation in several directions other than the incidence one leads to an increase in the diffuse fraction of the radiation [47]. This underestimation might have been caused by an overestimation of INSAT-3D COT due to misclassifications of cloud-free conditions as cloudy. This might happen when the albedo at certain sun positions are abnormally high. Because INSIOS is a physical-based model, the errors occurring in the GHI and DNI estimations were expected to be predominantly the impact of errors in the inputs. Hence, higher quality inputs to INSIOS would improve the estimations.
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**Figure 10.** Frequency histogram of the percentage difference between INSIOS estimations and BSRN measurements for (a) GHI and (b) DNI for all stations.
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**Figure 11.** Mean percentage difference of half-hourly (a) GHI and (b) DNI estimated from INSIOS as compared to BSRN measurements as a function of COT.

### 4.1.2. Effect of Aerosol

Apart from clouds, irradiance is also affected by scattering from dust, air molecules, and other suspended particulate matter in the atmosphere. Aerosols made up of dust, smoke particles, haze, and small water droplets cause scattering of SR, which varies depending upon the actual atmospheric conditions. In certain cases, aerosol can cause 80% reduction in SR, as shown in [46,90–93]. Under clear-sky conditions, when the atmosphere is free of clouds, aerosols play an important role in the transfer of SR. Uncertainty in the determination of aerosols can impact the SR estimations. For the purpose of validation of aerosol effect on SR estimation, Aeronet AOD was taken into account.
In [48,84,92], the authors observed an underestimation of CAMS under high aerosol loads. In [26], the authors performed various tests for comparing outputs from McClear and libRadtran and found that they produced satisfactory similar results. Because we used libRadtran for RTM calculations, we can thus make a comparison between the two studies. The squared coefficient of correlation between the BSRN measurements and the McClear estimation was found to range from 0.37–0.83 [26]. In our case, the coefficient of correlation between the INSIOS estimations and BSRN measurements for GHI was found to be 0.88 for CS and 0.67 for CL conditions. In the case of DNI, the coefficient of correlation was found to be 0.64 for CS and 0.18 for CL conditions. This was within the range obtained from the McClear model. The global irradiance under clear-sky conditions is proportional to the inverse of the air mass at large solar zenith angles. However, more SR is received from the side by the atmosphere column above. Because of the side-lit bright atmosphere column above the selected point, scattering radiation back to the satellite, a cosine-corrected pixel appears to be brighter than expected [94]. This might be another reason for the overestimation of GHI and DNI under clear sky conditions. In this validation, the criteria used for discriminating the clear sky conditions from cloudy ones are very strict in the sense that it eliminates all the cloud-contaminated situations and rejects some events of heavy aerosol loadings. The severity of the cloud screening is the price to be paid to ensure that only the impact of the aerosols is taken into account in the examination of the so-called cloud-free cases. The first effect of the high aerosol loading situations leads to a pronounced reduction in the DNI.

Figure 12 shows a scatterplot of Aeronet and CAMS differences in AOD as a function of differences in GHI and DNI estimations between the INSIOS technique and BSRN measurements. The GHI differences were spread around zero depending upon the AOD difference. The spread was more in the case of DNI. This shows that the INSIOS estimations and BSRN measurement difference was the same for the variation in AOD differences. The effect of AOD difference was more for DNI as compared to GHI. Figure 13 shows the scatterplots of AOD forecasted by CAMS and AOD derived from INSAT-3D, as compared to Aeronet AOD. It was found that the variation of the two AOD sources compared to Aeronet AOD was large. In [94], the authors showed a comparison of AOD data as measured by Aeronet and the AOD modeled from MACC from January 2003 to January 2004, finding that at many points the fluctuations were as large as 66%. Mostly, there were underestimations from MACC modeling as compared to the Aeronet data. This justifies the fluctuations in the CAMS AOD from Aeronet AOD, visible from Figure 12. Figure 13 shows the plot between the absolute difference in GHI (W/m²) and DNI (W/m²) as estimated from INSIOS and the BSRN ground data as a function of the difference between Aeronet AOD and CAMS AOD for all stations. Figure 14 presents the scatter plot of CAMS AOD forecasts and Aeronet AOD. Figure 14b describes the SR derived from INSIOS using CAMS AOD and INSAT-3D AOD as input for clear-sky conditions. It shows that the difference in AOD between CAMS and INSAT-3D data minutely affected the SR estimation. The coefficient of correlation (R) for the CAMS-MACC AOD was 0.38 and for INSAT-3D AOD was 0.25, whereas the corresponding correlation for the irradiance obtained from INSIOS was significantly improved, reaching 0.9991 and 0.9997 for GHI and 0.9959 and 0.9980 for DNI for CAMS-MACC AOD and INSAT-3D AOD, respectively. This shows that the measured AOD differences between CAMS and INSAT-3D affect the SR minutely [53]. Such data behavior shows that the effect of AOD absolute differences in India in SR estimation is less than 1%, as discussed in various similar comparison approaches in [84,92,95]. In [53], the authors showed that the AOD differences between the CAMS forecasts and the MODIS’s observations had a minor impact on GHI estimation.
Figure 12. Absolute difference in (a) GHI and (b) DNI (W/m²) derived by INSIOS from BSRN data as a function of differences in AOD from Aeronet and CAMS for all stations.

Figure 13. Scatterplots of (a) AOD forecasted by CAMS and (b) AOD derived from INSAT-3D, as compared to Aeronet AOD.

Figure 14. Absolute difference in (a) GHI and (b) DNI (W/m²) derived by INSIOS from BSRN data as a function of differences in AOD from Aeronet and CAMS for all stations.

5. Conclusions

The study presented in this paper proposed a state-of-the-art modeling technique (INSIOS) for the estimation of SR in near real-time under clear and cloudy conditions. The validation was done against the BSRN ground measurements in urban areas. Firstly, the developed INSIOS modeling technique was described, followed by verification of models against ground measurements from four
BSRN locations in India. The study revealed that the accuracy of the simulations was dependent on the resolution and quality of the input parameters (AOD and COT) to the model. INSIOS was found to overestimate the SR under clear-sky and underestimate the same under cloudy conditions. The correlation coefficient between the INSIOS estimations and BSRN measurements was found to vary from 0.64 to 0.88 for DNI and GHI under clear-sky conditions and 0.18 to 0.67 for DNI and GHI under cloudy conditions. The results shown in this paper present the potential use of the INSIOS technique for the applications related to solar energy and supporting the electricity grid services and smart grids on the urban scale. Several models for assessing the SR under clear sky conditions can be found in the literature, which is usually validated against the ground-measured data, as done in this study. Hence, the validations presented in this work qualify the performances of the model, rather than the real-life performances, as presented in [27,70–72].

Surface solar irradiance was provided by the solar radiation data (SoDa) (www.soda-is.org) [96] from the database HelioClim-3v3 [97,98]. SoDa services are used for monitoring the performances of solar powerplants, estimation of profitability of projects related to solar energy, management of electricity market using solar forecast data, and decision-making tools in health and agriculture sectors with spectral radiation datasets. However, the all-sky SR data available from these services is limited to the regions of Europe, the Middle East, Africa, and the eastern part of South America. CAMS McClear clear-sky irradiation service [26] provides solar irradiation for CS conditions with temporal resolution varying from 1 min to 1 month, and the data are provided with a delay of up to 2 days. The CAMS clear-sky radiation service is based on the work presented in [26]. The products provided are global, direct, and diffuse horizontal, also having the beam normal irradiance for the entire globe. We compared the SoDa McClear [99] and INSIOS results with the BSRN measurements for the month of January for the station DEL and found that the MBE, RMSE, rMBE, and rRMSE values for GHI were 34.13 W/m², 62.45 W/m², 10.41%, and 19.06% from McClear, and −54.52 W/m², 86.35 W/m², −18.57%, and 29.41% from INSIOS, respectively. The MBE, RMSE, rMBE, and rRMSE values for DNI were −148.35 W/m², 225.11 W/m², −80.57%, and 122.26% from McClear, and −21.37 W/m², 188.78 W/m², −6.43%, and 56.78% from INSIOS, respectively. From the results shown here, it is clear that the performance of the INSIOS technique shows similar errors in the case of GHI and performs much better than those of McClear in the case of DNI. Knowing that McClear is a widely used model and used by SoDa services for SR estimations in Europe, Africa, and South America, one may have an interest in INSIOS for solar energy applications in other parts of the world.

Implementations of SENSE to Europe, North Africa, and the Middle East support regional energy planning and management through various solar energy applications [53,100]. INSIOS is going to be utilized for renewable energy management in India at various scales (from big solar farms to rooftop installations), exploiting the local earth observation capabilities (e.g., INSAT-3D). Future work may include the prediction of COT instead of using INSAT-3D COT followed by cloud motion vector analysis for the following 1–6 h. Uncertainties in aerosol properties from MACC are still too large, and more efforts are necessary for better modeling of the aerosols. Apart from this, the inclusion of multispectral data in the satellite input [69] may also improve the accuracy of the presented model.
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