Active Learning of Spin Network Models
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Complex networks can be modeled as a probabilistic graphical model, where the interactions between binary variables, "spins", on nodes are described by a coupling matrix that is inferred from observations. The inverse statistical problem of finding direct interactions is difficult, especially for large systems, because of the exponential growth in the possible number of states and the possible number of networks. In the context of the experimental sciences, well-controlled perturbations can be applied to a system, shedding light on the internal structure of the network. Therefore, we propose a method to improve the accuracy and efficiency of inference by iteratively applying perturbations to a network that are advantageous under a Bayesian framework. The spectrum of the empirical Fisher information can be used as a measure for the difficulty of the inference during the training process. We significantly improve the accuracy and efficiency of inference in medium-sized networks based on this strategy with a reasonable number of experimental queries. Our method could be powerful in the analysis of complex networks as well as in the rational design of experiments.

A significant property of complex systems is the convoluted interaction between different parts. Describing the structure of interactions in the network is critical to understanding and predicting its behavior. Numerous models have been developed to characterize complex networks, and many different methods are used to infer network interactions from the data generated by a network, such as correlation, mutual information, likelihood, or dynamics (1). Among all of these approaches, spin network models are one of the simplest and most natural in the sense of that such models provide the maximum entropy inference of a network given the means and correlations of nodes in network (2). The inference problem involved in parametrizing a spin network model from data is known as the inverse Ising problem (or spin glass inverse problem) in physics, and has been widely applied to many fields such as computational biology (3, 4), neuroscience (5), data science (6), etc. (2)

A spin network is a probabilistic graphical model with each node taking value in \{1, -1\}. For a p-node network, the probability of 2^p configurations is the induced Boltzmann distribution from an Ising-type interaction energy. For simplicity, the inverse temperature factor \( \beta \) is absorbed into the parameters for interactions and field strengths. Then the probability of a configuration \( s \) given an interaction matrix \( J \) and local field \( h \) is

\[
P(s|J,h) = \frac{\exp\left[-E(s)\right]}{Z},
\]

\[
E(s) = -\sum_{i<j} J_{ij}s_is_j - \sum_i h_is_i,
\]

where \( Z = \sum_s \exp\left[-E(s)\right] \) is the partition function. The learning or inference of the model means finding the best \( J \) and \( h \) to describe the observed data, which can be solved by maximum likelihood estimation (MLE), pseudo-likelihood (7) or other approximate optimization methods (8).

To solve the inverse Ising problem is hard both in sampling complexity and computational cost (9, 10). Even though MLE is a convex optimization problem, the Hessian matrix can be close to singular (11), making it difficult to distinguish alternatives of parameter values. A canonical demonstration is a 3-node network whose three nodes are all strongly correlated, as shown in Fig. 1 (a). All interactions have the same strength \( J > 0 \), so the correlation between any pair of nodes is close to 1 with large \( J \). The difference in correlation caused by different network structures decreases exponentially with the coupling strength, as shown in Fig. 1 (b). Considering that the correlations and means are sufficient statistics of the problem, it is almost impossible to find the correct structure without extra information. Examples could be constructed to show that any algorithm has a high probability to fail under some conditions (10). Detailed analysis of sampling complexity shows that the number of samples needed to distinguish different structures grows polynomially with the number of edges, but exponentially with \( \ell_\infty \) norm of \( J \), which represents the coupling strength between nodes (9).

Those difficulties are not specific to this model, but generally confronted while deducing causation from correlation. Many disciplines in scientific research rely on perturbations to tackle the causal inference problem, especially biology. For example, gene functions are studied by their mutants, and signaling pathways are decoded from carefully designed knock
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in/off experiments. Recent developments in molecular biology provide high-throughput technology to perform perturbation experiments, such as CRISPER/Cas9 in gene editing (12, 13) and optogenetics in neuron activity control (14). With these methods, it is natural to ask how to design perturbation experiments and extract information from the data to make the best possible inference. Similar ideas have been proposed in the context of Boolean networks with only population average data, which is more restricted in capturing the distribution properties and interaction intensities (15). Although there has been research on optimal design (16) and analysis (17) of experiments, a general framework for combining the two processes is still absent, especially for the inverse Ising problem discussed in this paper.

In this paper, we propose a framework to learn the coupling matrix $J$ in the inverse Ising problem by iteratively updating our knowledge through designed perturbation experiments. We demonstrate procedures for designing experiments and a learning process to achieve significant improvement in inference accuracy on medium-sized networks under strong couplings. This method provides new insights into the spin network model, and can be applied to complex networks in real systems.

**Formulation of Inference with Perturbations**

The most common perturbations applicable in real situations are individually activating/deactivating different nodes, such as knockdown of genes, induced activation of neurons, etc. In a spin network, the local field $h$ describes a tendency of activation for every node. Specifically,

$$\frac{P(s_i = 1)}{P(s_i = -1)} \bigg|_{h_i = h} = \frac{P(s_i = 1)}{P(s_i = -1)} \bigg|_{h_i = 0} \exp(2h). \quad [2]$$

Therefore, the perturbation can be modeled by the effect of the local field $h$, which we are able to control to facilitate the inference of $J$. For simplicity, we assume that we have full control of the field, namely the system does not have an unknown intrinsic field. The case with an intrinsic field can be dealt with similarly using the framework we developed.

Quantification of the difficulty of inference is necessary to design a field that alleviates it, and information geometry provides such a measure. Information geometry defines a geometric structure to characterize the change in a probability distribution with changes in underlying parameters. For a parametric family of distribution $P(x|\theta)$, the difference between any two distributions measured by Kullback-Leibler divergence can be expanded as a series of $\delta \theta$.

$$KL(P(x|\theta), P(x|\theta + \delta \theta)) = \frac{1}{2} \delta \theta^T I \delta \theta + O(\delta \theta^3). \quad [3]$$

The Fisher information matrix (FI) $I$ describes how the parametric density manifold curves. For independent samples, FI is additive. When the change in a distribution given changes in parameter values is small, the FI is "small", and inference is difficult. This phenomenon is characterized by Cramér–Rao bound which states that the covariance $C$ of any unbiased estimator is no smaller than $I^{-1}$ in the sense of $C - I^{-1}$ being positive semidefinite. One corollary is that $\Omega(\epsilon^{-1} \lambda^{-1})$ samples are needed to achieve error $\epsilon$ in expectation on the projection to an eigenvector of FI with eigenvalue $\lambda$. On the other hand, FI is also the expectation of the Hessian matrix of the log-likelihood function, representing the difficulty of numerical optimization of the likelihood function.

As the covariance of an estimator is related to the $\ell_2$ error of estimation, the following problem statement can be tackled by minimizing an asymptotic lower bound, the trace of inverse of FI using the applied field.

$$\min_h E(||J - \hat{J}\||_2) \quad [4]$$

s.t. $s \sim P(s|J, h)$

$$\hat{J} = \text{argmax} \log P((s)|J', h) \quad [5]$$

For inverse Ising inference, the FI can be derived from proper-

$$\text{min}_h \text{Tr} I(P(s|J, h))^{-1}. \quad [5]$$

which would be achieved when all configurations have the same probability. The optimal value of $\text{Tr} I^{-1}$ can also be achieved by other distributions, and whether such distributions can be satisfied by an $h$ depends on the structure of the network. In some cases, suitable external fields can be analytically or numerically solved.

For the simplest case, FI of two-spin inference is a scalar, so the optimal is achieved at the maximum of $I$, where $(s_1 s_2) = 0$. Without the field, $I = 1 - \tanh^2 J / 1 + \cosh^2 J$, which decays with $J$ exponentially. The solution of $(s_1 s_2) = 0$ is

$$h_2 = \frac{1}{2} \log \frac{1}{\exp(2J) - \exp(2h_1)} \quad [8]$$

$$\text{Tr} I^{-1} \geq \frac{p^2}{\text{Tr} I} \geq p, \quad [7]$$
The optimal \( I = 1 \) can be achieved by an infinite number of \((h_1, h_2)\), and one special solution is \( h_1 = -h_2 = J + \log Z \) under the approximation of large positive \( J \). By adding the field, FI is increased by a factor exponential in \( J \), which means the sampling complexity is reduced exponentially.

The landscape of \( I \) as a function of \( h_1, h_2 \) is shown in Fig. 2 (a) when \( J = 1 \). A remark is that this landscape is nonconvex and the maximum is not unique. The point without field \((h_1 = 0, h_2 = 0)\) is a saddle point, with two principle axis directions \((1, 1)\) and \((1, -1)\), and \( I \) along these two directions are shown in Fig. 2 (b). Intuitively, the difficulty of inference is caused by the high probability of ground state configurations and the corresponding diminishing probability of higher energy excited states. Fields in the direction of \((1, -1)\) will make one of the previous high energy states more accessible, thus increasing FI. On the other hand, the direction of \((1, 1)\) will make the distribution more concentrated to one state, and the FI would decrease, thus forming a saddle point.

Another canonical model is the finite ferromagnetic Ising chain with periodical boundary condition. For an analytical solution, we restrict ourselves to the case of knowing the chain structure and inferring the magnitude of individual interaction strengths. The energy function is

\[
E = -\sum_{i=1}^{p} J_i s_i s_{i+1} - \sum_{i=1}^{p} h_i s_i ,
\]

where the convention of \( s_{p+1} \equiv s_1 \) is used. The FI can be solved approximately when \( J_i > 0 \) are all equal, and \( h_i = 0 \)

\[
I_{(i,i+1)}(J,j+1) = \begin{cases} 4(p-1) \exp(-4J) & i = j \\ 4 \exp(-4J) & i \neq j \end{cases}
\]

The FI is a circular matrix so its eigenvectors are the Fourier coefficients and there is one larger eigenvalue \( \lambda_1 = 8(p-1) \exp(-4J) \) and \( p-1 \) degenerate small eigenvalues \( \lambda_2 = 4(p-2) \exp(-4J) \), as shown in Fig. 2 (c). By the symmetry of the system and motivation from the two-node case, a possible good perturbation \( h^{(1)} \) can be chosen as \( h^{(1)}_i = h^{(1)}_i (-1)^i \), and \( h^{(1)}_i \) is obtained by numerical optimization. The resulting eigenvalues have increased eigenvalues except one, which provides significant improvement for inference, but the remaining one eigenvalue may still cause difficulty. This example shows that a single perturbation sometimes is not sufficient to obtain large eigenvalues for all eigenvectors. However, as FI is additive for independent samples, we can combine the information from many samples with different choices of local fields. In the geometric viewpoint, eigenvectors with small eigenvalues in the FI represent flat, singular valleys with diminishing second-order derivative and, therefore, low local curvature in the likelihood landscape. Combining samples taken from different conditions is equivalent to adding these landscapes together.

As the singular dimensions will differ for different applied perturbations, combining the landscape can make the overall landscape well-behaved. In the Ising chain example, another field \( h^{(2)} \) with \( h^{(2)}_i = h^{(2)}_i \cos(\pi i/2) \) can be used to improve the eigenvalue on the previous degenerate direction. Neither \( h^{(1)} \) nor \( h^{(2)} \) improve eigenvalues in all eigenvectors, but the sum of the two FI improves all eigenvalues, as shown in Fig. 2 (c).

**Iterative Bayesian Inference**

To perform inference across a combination of different perturbations in a general setting, information obtained from different perturbations must be integrated. The inside argmax optimization problem in Eq. 4 is difficult, as the partition function \( Z \) in the objective function involves exponentially many terms. For optimization, the gradient of the log-likelihood has a closed-form expression

\[
\frac{\partial \log \mathcal{L}}{\partial J_i} = \langle s_i s_j \rangle^o - \langle s_i s_j \rangle ,
\]

where the \( \langle s_i s_j \rangle^o \) is the average over the observed samples, and \( \langle s_i s_j \rangle \) is the average over the distribution generated by the current parameters. Even though exact evaluation still involves exponentially many terms, the gradient can be approximated by samples taken from Monte Carlo Markov chain sampling. In general, the inference cannot converge to the ground truth because of the accumulation of sampling error and the singularity of FI, and that is where perturbations can help.

Maximum likelihood estimation can be viewed as maximizing the probability over the Bayesian posterior. The inference process not only finds the most probable parameters, but also updates the posterior probability of each parameter \( J \) given the samples observed. The difficulty is that Bayesian inference can be computationally intractable if we need to compute and save the whole posterior each time. However, the gradient of log posterior can be computed by the recursive formula Eq. 14. In the equation, \( \mathcal{L}_n \) is just the same likelihood function as in single round learning, while \( P_{n-1} \) is the posterior of the previous round. The normalizing factor \( Z_n \) does not contribute to the gradient. The computational cost of the Bayesian gradient only linearly depends on the number of learning rounds. The log likelihood is additive, and the final landscape defined by the posterior is the superposition of the landscapes for each individual round of query.

Intuitively, our knowledge of the system will increase in this process, which can be proved by properties of FI. According to Cramér-Rao bound, the \( \ell_2 \) error of inference is determined by \( \text{Tr} I^{-1} \). By properties of positive semidefinite matrices, \( A \succeq B \iff A^{-1} \preceq B^{-1} \). Therefore

\[
\text{Tr}(I_1 + I_2)^{-1} - \text{Tr} I_1^{-1} = \text{Tr}((I_1 + I_2)^{-1} - I_1^{-1}) \leq 0 .
\]

Thus, the lower bound of the \( \ell_2 \) error of the estimator decreases with more training rounds.

The choice of perturbation \( h \) is critical to improving the inference accuracy. As mentioned, \( \text{Tr} I^{-1} \) serves as a lower bound for the \( \ell_2 \) error of any unbiased estimator. With \( h_i, i = 1, \ldots, n - 1 \) already set, choice of \( h_n \) in \( n \)-th round should be the solution of the optimization problem

\[
\min_{h_n} \text{Tr} I^{-1}_n \\
\text{s.t. } I_i = I_{i-1} + I(J, h_i) \quad i = 1, \ldots, n \quad \text{[16]}
\]

where \( I_n \) is defined recursively. However, in real cases, \( I(J, h_i) \) cannot be evaluated directly as \( J \) is unavailable. So we need to approximate \( I(J, h_i) \) with our current estimation \( J \). For \( i = 1, \ldots, n - 1 \), we already acquired samples from the real system, thus \( I_i \) can be approximated using the empirical
average to replace the distribution average in Eq. 6. The procedure runs in an iterative way between computation and experiments, new perturbations are designed based on previous samples and our estimation of \( \mathbf{J} \). Each time with new samples taken from the system, solving the optimization Eq. 16 gives the most informative perturbation to execute in the next experiment. This framework could also be expanded in the case of performing multiple new perturbations each time, with more terms of \( \mathbf{h}_n \) set as free decision variables. As the previous examples show, this optimization problem is highly complex and non-convex. In applications, we use a quasi-Newton method to find a reasonable choice of \( \mathbf{h} \).

**Results**

**Inference with oracle fields.** First, we demonstrate that good perturbations can dramatically improve the precision of inference. Specifically, a medium-sized network can be deciphered with a few fields provided by an oracle that has a model of the underlying network. The oracle finds good perturbations by numerically optimizing Eq. 16 using the ground truth network, \( \mathbf{J} \), and provides these perturbations to the inference procedure.

In many real systems, networks are composed of several communities or modules (18). One common form is a network that has activation inside each module and repression between different modules. For such systems, samples obtained from the natural condition are always inadequate to infer the exact position of these interactions. We performed our method on a 16-node network with three modules. The structure of the network is shown in Fig. 3 (a), and the weights are set as random numbers to avoid special symmetry. As shown in Fig. 3 (b), some eigenvalues of FI of the original inference problem are as small as \( 10^{-10} \). We take \( 5 \times 10^5 \) samples from the distribution each time so there is no possibility to achieve accurate inference on the eigenvectors with \( 10^{-10} \) eigenvalues.

To demonstrate the existence of informative perturbations, \( \mathbf{h} \), we perform numerical optimization of \( \mathbf{h} \) with the true \( \mathbf{I} \) and \( \mathbf{J} \) in Eq. 16, and use the resulting field as an oracle during the learning. The oracle fields are illustrated by a heatmap in Fig. 3 (c). After applying the field, the eigenvalues of FI are significantly increased by orders of magnitude. With only two perturbations, the smallest eigenvalue is around \( 10^{-4} \), which is reasonable to infer with our sample size. We define two measures to quantify the improvement of inference after applying the perturbations. The mean estimation error is defined as \( \sum_{i \neq j} |J_{ij} - \hat{J}_{ij}| / n(n - 1) \), the training curve of which is shown in Fig. 3 (d). Denote the number of edges in the true network as \( K \). We define the edge prediction precision to be the ratio of overlap between the most significant predicted \( K \) edges and the ground truth, as shown in Fig. 3 (e).

Without perturbation, the average prediction error of \( \hat{J} \) does not decrease, as the improvement on correct edges is accompanied by false links in wrong edges. The edge prediction results can also be visualized by the heatmap of links shown in Fig. 3 (f). Prediction without perturbation is roughly all positive connections inside each module, and negative connections between modules. This phenomenon agrees with our intuition, that for strongly coupled networks we can only know the information of modules, but not the exact interactions inside and between modules. With two perturbations, the mean prediction error decreased to around 0.3, which is 10%
Fig. 3. Inference of a modular network with fields provided by an oracle. (a) Visualization of the structure of the network to be inferred. Red edges represent $J_{ij} > 0$ and blue edges represent $J_{ij} < 0$. The width of each edge is proportional to $|J_{ij}|$. (b) Eigenvalue spectrum of Fisher information matrix of the inference problem without perturbation and with a given number of perturbations. (b)(d)(e) share the same legend at the right side of (b). (c) Visualization of the applied perturbations. In the first round no perturbation is applied so there are 5 perturbations in total. The black dashed lines separate different modules in the network, and the modular structure can also be seen in (a). (d) Mean estimation error of $J$ as a function of training steps. The total number of samples for each experiment is the same. (e) Edge prediction precision as a function of training steps. The strongest $K$ edges in the prediction are compared with all the $K$ edges of the real $J$ to quantify the ratio of correct edges in the prediction. (f) Visualization of estimation of $J$. $J$ and $\tilde{J}$ are presented as heatmaps with $p \times p$ pixels.

of the mean interaction strength. Also, the prediction precision increases from 0.6 to around 1 compared with the case of no perturbation. So we could learn the structure of the network qualitatively with two perturbations. Moreover, with five perturbations, we can obtain quantitative knowledge of the network. The mean error of edge prediction goes down to 2% of the mean interaction strength, and prediction precision converges to 1 very quickly in the training, as shown in Fig. 3 (c)(e). The perturbations provided by the oracle procedure do not have an obvious pattern. In general, the perturbations try to break the strong coupling inside the module by forcing the nodes to have different values. Also, strong fields are applied to nodes that have more links in general.

Inference with inferred fields. The oracle method cannot be applied in real systems, as the structure of the network is unknown and an oracle that provides good perturbations will be unavailable in most cases. In real systems, to perform inference, we need to infer informative $\mathbf{h}$ by using the empirical Fisher information and our estimation $\tilde{J}$ in Eq. 4. To validate that our active learning method is still effective to find good perturbations, we perform the procedure in 49 randomly generated networks. Some examples of network structure are shown in Fig. 4 (a). The smallest eigenvalues of the original inference problem are around $10^{-7} \sim 10^{-10}$, therefore the inference is almost impossible with only $5 \times 10^5$ samples each time.

The results show that the perturbations discovered using estimation from data can still reveal network structure. After each round of sampling, the training results of original problem and the perturbed problem are shown in Fig. 4 (b)(c). The mean training curves are shown in the opaque lines with standard deviation as error bar, and individual training curves are shown as transparent lines in the background. Without perturbation, after each round of sampling, the mean estimation error does not have observable change, and the prediction precision only improves slightly. In contrast, the training curves with our designed perturbations improve significantly as more samples are taken with different perturbations. For most networks, the edge prediction precision converges to 1 but with a different number of perturbations.

Even though inference in all networks is improved, the effect of 9 rounds of perturbation has some variation across networks. The final mean estimation error varies between $1\% \sim 10\%$ of the mean interaction strength. This is because our design of perturbation relies on the quality of estimation of $I, J$. For harder problems, our inference is more inaccurate, so the designed field is not as effective. The relation between the mean estimation error after 9 rounds of perturbation and the smallest eigenvalue of the inference problem without perturbation is shown in Fig. 4 (d). For inference without perturbation, the mean estimation error is insensitive to the
smallest eigenvalues, as information of these directions is never captured under the given sample size. In comparison, the final error with perturbations decreases significantly with larger smallest eigenvalues. For smallest eigenvalues around $10^{-9}$, even though the number of samples is not sufficient to find the network structure, certain directions are pinned down where the inference is hard, so that we can use additional perturbations to improve accuracy. Previously, we showed that our knowledge of the system only increases with more perturbations, so we would expect convergence after enough rounds of perturbation.

In the process of finding a good $h$, several approximations are made with some implicit assumptions. We argue that these approximations are valid in the sense of finding good perturbations. First, empirical FI is used instead of the true, accurate FI. By the theory of random matrices, the empirical FI converges to FI with increasing number of samples, and the convergence rate for different eigenvectors is proportional to the exponential of the eigenvalues $(19)$. So we will have accurate FI estimation along those ‘easy’ directions. Also, the estimation $J$ is used in place of $J$ in computing $\mathcal{J}_n$. As FI is the expected Hessian of the log-likelihood function, by the theory of optimization, the convergence rates of the estimation is proportional to eigenvalues along different eigenvectors $(20)$. In both cases, we will have good estimations along the eigenvectors whose eigenvalues are large. These are components of the interactions that our inference is accurate based on current samples, such as the positive interaction inside the module and negative interaction between modules. When designing new perturbations, we would like the new perturbation to reveal the information we have not obtained yet. Even though we do not have accurate knowledge for certain parts of a network, the discovered perturbations provide information about the directions along which our estimation is inadequate.

### Discussion

In this paper, we developed a framework to rationally design and analyze perturbation experiments in networks. Our results show that perturbations designed to minimize the trace of inverse of FI (Fisher information) of the inference problem can provide significant improvements in both qualitative structure prediction and quantitative interaction strength estimation. Our framework combines statistical inference with active exploration, and thus mimics the scientific discovery process. Our method differs from traditional active learning methods. Traditional methods typically select new samples based upon uncertainty. Instead, we select perturbations that manipulate a given network to reveal information about the most uncertain properties. Many interesting statistical questions arise in this framework and need further exploration.

In practical situations where information about optimal perturbations is not available (Fig. 4), we use approximation on Eq. 16 to find a good choice of $h$. Even though there are arguments that the discovered perturbation will still be informative under these approximations, strict analyses are still lacking. FI is widely recognized as a measure of the uncertainty in parametric inference, but the uncertainty in FI estimation is not as well-studied, which is essential in our case to know how good our proposed $h$ would be. Moreover, the sampling complexity of such a learning scheme has not been established. Results on specific examples studied here show exponential improvement, but generalization to random networks needs more sophisticated analyses of underlying statistical questions.

We demonstrate that good choice of $h$ (using an oracle) yields dramatic improvements in inference in Fig. 3. In real situations, as we only have the samples taken from the system itself, the best possible perturbation should be defined in the sense of posterior distribution on all possible $J$. Even these oracle $h$ enable more efficient inference depending on $J$, trying to find such $h$ is in some sense impossible as we do not have the required information in $J$. We could use the expected decrease of $\text{Tr} \mathcal{J}^{-1}$ on the posterior, or maximize the minimum improvements for a subset of the most possible $J$.

Except for a few special cases, we find optimal fields numerically by finding fields that optimize the trace of the inverse of FI given the current estimate of network parameters. When applied to large networks, the optimization might be computationally intractable, and it would be more efficient if we could design $h$ directly from $J$ and $\mathcal{J}$ without estimating the FI after hypothetical perturbation. Intuitively we would like the applied field to improve the probability of states that have not appeared before. Preliminary results on finding $h$ based on principal components analysis of the correlation matrix showed some utility, but further investigation is required to make this approach practical.

All the above analyses are based on the framework we proposed where we have full control of the field term, and can construct any possible field and then apply this field to the studied network. To apply our framework to real systems, our ability to perturb the system might be more constrained. For example, perturbations might be constrained in magnitude or in their $\ell_2$ norm, which brings more challenges to theoretical analysis and optimization. Additionally, some central nodes could be essential to the proper function of the system and cannot be perturbed. Another possibility is that our control of $h$ is imprecise, that is we could set $h$ taken from a distribution. Moreover, the Ising model may not fully characterize the studied systems, as the symmetric interaction and equilibrium assumptions may not hold. Extending the understandings of the procedure to other models of complex networks would make the framework more powerful, such as Bayesian networks, dynamical systems, etc. We believe that our framework provides an interesting approach to design and analyze perturbations in order to improve our inference. The theoretical questions that arise in the process might provide new insights into statistical learning theory.

### Materials and Methods

Numerical experiments were performed in MATLAB $(21)$.

#### Learning of network parameters.

For each round of learning, $5 \times 10^6$ samples are taken from the network by MCMC sampling. The optimization is performed by gradient ascent, and $5 \times 10^3$ samples are used in each step to estimate the gradient. The step size is chosen as $\eta = \lambda t^{-\alpha}$, where $\lambda = 0.1$, $\alpha \in [0.2, 0.5]$ depending on learning stages. To avoid over-fitting, $\ell_2$ regularization is used during the training.

#### Generation of random networks.

The random networks are generated by cutting off Gaussian random variables. Each edge is assigned a weight from the standard normal distribution, and we only keep the weights larger than 1.4 in magnitude. Then all remaining weights are rescaled to make their mean absolute value equal to 2.5.
Optimization of applied fields. For 16-node network, accurate Fisher information was used in the computation. When computing the trace of inverse, an identity matrix with $10^{-6}$ weight was added to avoid numerical instability. The optimization was performed by the optimization toolbox in MATLAB (21).
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