ASYMPTOTIC BEHAVIOUR OF SINGULAR SOLUTION OF THE FAST DIFFUSION EQUATION IN THE PUNCTURED EUCLIDEAN SPACE
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ABSTRACT. We study the existence, uniqueness, and asymptotic behaviour of the singular solution of the fast diffusion equation \( u_t = \frac{n-1}{m} \Delta u^m, \ u > 0, \) in \((\mathbb{R}^n \setminus \{0\}) \times (0, \infty), \) \( u(x,0) = u_0(x) \) in \( \mathbb{R}^n \setminus \{0\}, \) which blows up at the origin for all time \( t > 0. \) For \( n \geq 3, 0 < m < \frac{n-2}{2}, \) \( \beta < 0 \) and \( \alpha = \frac{2d}{n}, \) we prove the existence and asymptotic behaviour of singular eternal self-similar solution of the fast diffusion equation in \((\mathbb{R}^n \setminus \{0\}) \times \mathbb{R} \) of the form \( U_f(x, t) = e^{-\lambda t} f_\beta (e^{\beta t} x), \ x \in \mathbb{R}^n \setminus \{0\}, t \in \mathbb{R}, \) where \( f_\beta \) is a radially symmetric function satisfying

\[
\frac{n-1}{m} \Delta f^m + \alpha f + \beta x \cdot \nabla f = 0 \text{ in } \mathbb{R}^n \setminus \{0\},
\]

with \( \lim_{r \to 0} \frac{f(\rho r)}{\rho^{n-2}} = \frac{2n-4+2m}{n-2} \) and \( \lim_{r \to \infty} f(r) = \lambda \frac{1}{2} e^{-\frac{n-2}{2}}, \) for some constant \( \lambda > 0. \)

As a consequence, we prove the existence and uniqueness of solution of Cauchy problem for the fast diffusion equation in \( \mathbb{R}^n \setminus \{0\} \times (0, \infty) \) with initial value \( u_0 \) satisfying \( f_{2t}(x) \leq u_0(x) \leq f_{2t}(x) \) \( \forall x \in \mathbb{R}^n \setminus \{0\}, \) which satisfies \( U_{f_\beta}(x, t) \leq u(x, t) \leq U_{f_\beta}(x, t), \ \forall x \in \mathbb{R}^n \setminus \{0\}, t \geq 0, \) for some constants \( \lambda_1 > \lambda_2 > 0. \)

For \( n = 3,4 \) and \( \frac{n-2}{2} \leq m < \frac{n-4}{2}, \) under appropriate condition on the initial value \( u_0, \) we prove the asymptotic large time behaviour, the rescaled function \( \tilde{u}(x, t) := e^{\omega t} u(e^{\beta t} x, t) \) converges uniformly on every compact subset of \( \mathbb{R}^n \setminus \{0\} \) to \( f_{2t} \) as \( t \to \infty, \) for some \( \omega_1 > 0. \)

Furthermore, for the radially symmetric initial value \( u_0, 3 \leq n < 8, 1 - \sqrt{\frac{n}{2}} \leq m \leq \min \{ \frac{2n-2}{3n}, \frac{n-2}{n+2} \}, \) we also have the asymptotic large time behaviour.
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1. Introduction

Recently there is a lot of study on the equation
\[ u_t = \frac{n-1}{m} \Delta u^m, \quad u > 0, \quad (1.1) \]
in \( \mathbb{R}^n \times (0, T) \) for some constant \( T \in (0, \infty) \) by D.G. Aronson [A], P. Daskalopoulos, J. King, M. del Pino, N. Sesum, M. Sáez, [DKS], [DPS], S.Y. Hsu [Hs1], [Hs2], [Hs3], K.M. Hui [Hui1], [Hui2], [Hui3], M. Filá, M. Winkler, E. Yanagida, J.L. Vázquez [FWY], [FW1], [FW2], [FW3], [VW], [V1], etc. We refer the readers to the survey paper [A] and the books [DK], [V2] on the recent results of (1.1).

For \( m > 1 \), (1.1) arises in the flow of gases through porous media or oil passing through sand, etc., and it is called the porous medium equation. For \( m = 1 \), (1.1) is the heat equation. For \( 0 < m < 1 \), (1.1) is called the fast diffusion equation. If \( g = u^{\frac{n}{2}} \text{d}x^2 \) is a metric on \( \mathbb{R}^n \), \( n \geq 3 \), then \( g \) satisfies the Yamabe flow,
\[ \partial g / \partial t = -Rg \quad \text{in} \quad \mathbb{R}^n \times (0, T), \]
if and only if \( u \) satisfies (1.1) in \( \mathbb{R}^n \times (0, T) \) with \( m = n - 2 \).

As observed by J.L. Vázquez [V1] and others there is a considerable difference in the behaviour of the solutions of (1.1) for the cases \( 0 < m < \frac{n-2}{n} \) and \( \frac{n-2}{n} < m < 1 \), and \( m > 1 \). Now numerous research of (1.1) for the case \( 0 < m < \frac{n-2}{n} \), \( n \geq 3 \) is conducted by P. Daskalopoulos, J. King, M. del Pino, N. Sesum [DKS], [DPS], S.Y. Hsu [Hs1], [Hs2], [Hs3], K.M. Hui [Hui1], [Hui2], [Hui3], J.L. Vázquez [V1], etc. On the other hand, various singular solutions of (1.1) for the case \( 0 < m < \frac{n-2}{n} \), \( n \geq 3 \), were studied by K.M. Hui, Soojung Kim and Sunghoon Kim [HK], [HKs].

In this paper, we study the existence, uniqueness, and asymptotic behaviour of the singular solution of the Cauchy problem,
\[
\begin{cases}
  u_t = \frac{n-1}{m} \Delta u^m & \text{in} \quad (\mathbb{R}^n \setminus \{0\}) \times (0, \infty) \\
  u(\cdot, 0) = u_0 & \text{in} \quad \mathbb{R}^n \setminus \{0\},
\end{cases}
\]
(1.2)
which blows up at the origin for all time \( t > 0 \). The main difficulty of the theory is to find appropriate \( L^1 \)-contraction result which can be used in proof of the uniqueness and asymptotic behaviour of the solution of (1.2).

First, for \( 0 < m < \frac{n-2}{n} \), \( n \geq 3 \), we prove the existence and uniqueness of radially symmetric solution \( f \) of the equation
\[
\frac{n-1}{m} \Delta f^m + \alpha f + \beta x \cdot \nabla f = 0, \quad f > 0, \quad \text{in} \quad \mathbb{R}^n \setminus \{0\},
\]
or equivalently,
\[
\frac{n-1}{m} \left( f^m \right)_r + \frac{n-1}{r} \left( f^m \right)_r + \alpha f + \beta r f_r = 0, \quad f > 0, \quad \forall r > 0
\]
(1.3)
which blows up at the origin, where
\[
\beta < 0 \quad \text{and} \quad \alpha = \frac{2\beta}{1-m},
\]
(1.4)
Note that (1.3) arises in the study of eternal self-similar solution of (1.1) in \( \mathbb{R}^n \setminus \{0\} \times (-\infty, \infty) \) which blows up at the origin for all time \( t \in \mathbb{R} \). More precisely, we prove the following results in this paper.
Theorem 1.1 (Existence of self-similar profile). Let $n \geq 3$ and $0 < m < \frac{2}{n-2}$. Suppose $\alpha$ and $\beta$ satisfy (1.4). Then, for any constant $A > 0$, there exists a unique solution $f = f_{\beta, A}$ of (1.3) which satisfies
\begin{equation}
\lim_{r \to 0} \frac{r^2 f(r)^{1-m}}{\log r^{-1}} = \frac{2(n-1)(n-2-nm)}{\beta(1-m)}
\end{equation}
and
\begin{equation}
\lim_{r \to 0} r^{\frac{2}{1-m}} f(r) = A.
\end{equation}
Moreover,
\begin{equation}
\alpha f(r) + \beta r f_\gamma(r) > 0 \quad \forall r > 0
\end{equation}
holds.

Remark 1.2. Let $n \geq 3$, $0 < m < \frac{2}{n-2} \text{ and } \alpha, \beta \text{ be given by (1.4)}$. Let $f_1$ be the unique solution of (1.3) satisfying (1.5) and (1.6) with $A = 1$ and let
\begin{equation}
f_1(x) = \lambda^{\frac{1}{\gamma_1}} f_1(\lambda x) \quad \forall x \in \mathbb{R}^n \setminus \{0\}, \lambda > 0.
\end{equation}
Then, $f_1$ satisfies (1.3) with
\begin{equation}
\lim_{r \to 0} \frac{r^2 f_1(r)^{1-m}}{-\log r} = \lim_{r \to 0} \frac{(\lambda r)^2 f_1(\lambda r)^{1-m}}{-\log \lambda - \log(\lambda r)} = \frac{2(n-1)(n-2-nm)}{-\beta(1-m)}
\end{equation}
and
\begin{equation}
\lim_{r \to \infty} r^{\frac{2}{1-m}} f_1(r) = \lim_{r \to \infty} r^{\frac{2}{1-m}} \lambda^{\frac{2}{\gamma_1}} f_1(\lambda r) = \lim_{r \to \infty} \lambda^{\frac{2}{\gamma_1}} r^{\frac{2}{1-m}} f_1(\lambda r) = \lambda^{\frac{2}{\gamma_1}} r^{\frac{2}{1-m}}.
\end{equation}
Hence by Theorem 1.1 $f_1 = f_{\beta, A}$ is the unique solution of (1.3) which satisfies (1.5) and (1.6) with $A = \lambda^{-\gamma_1}$, where
\begin{equation}
\gamma_1 = \frac{n-2}{m} - \frac{2}{1-m} > 0.
\end{equation}
Since $f_1$ satisfies (1.3) with $A = 1$, by (1.8) there exists a constant $r_1 > 0$ such that
\begin{equation}
\frac{1}{2} \leq r^{\frac{2}{1-m}} f_1(r) \leq \frac{3}{2} \quad \forall r \geq r_1
\end{equation}
\begin{equation}
\Rightarrow \quad \frac{1}{2} \lambda^{\frac{2}{\gamma_1}} \leq r^{\frac{2}{1-m}} f_1(r) \leq \frac{3}{2} \lambda^{\frac{2}{\gamma_1}} \quad \forall r \geq r_1/\lambda.
\end{equation}
Note that for any $\lambda > 0$, the function
\begin{equation}
U_\lambda(x, t) := e^{-\lambda t} f_1(e^{-\lambda t} x) \quad \forall x \in \mathbb{R}^n \setminus \{0\}, t \in \mathbb{R}
\end{equation}
is an eternal self-similar solution of (1.1) in $\mathbb{R}^n \times \mathbb{R}$.

Next, we will study the existence and uniqueness of the singular solution of (1.2) with initial value $u_0$ satisfying
\begin{equation}
f_{\beta_1} \leq u_0 \leq f_{\beta_2} \quad \text{in } \mathbb{R}^n \setminus \{0\},
\end{equation}
for some constants $\lambda_1 > \lambda_2 > 0$ such that
\begin{equation}
U_{\beta_1}(x, t) \leq u(x, t) \leq U_{\beta_2}(x, t) \quad \text{in } (\mathbb{R}^n \setminus \{0\}) \times (0, \infty).
\end{equation}
The existence of such solution follows by an argument similar to the proof of Theorem 1.3 of [HK]. On the other hand, for the uniqueness, the blow-up rate (1.5) at the origin is relatively high to have an appropriate $L^1$-contraction. Hence, we need higher order asymptotic behaviour of self-similar profile near the origin:
Theorem 1.3 (Higher order asymptotic behaviour of self-similar profiles). Let $n \geq 3$, $0 < m < \frac{n-2}{n}$, $\lambda > 0$ and $\alpha, \beta$ satisfy (1.4). Let

$$a_1 := \frac{(n-2-(n+2)m)^2}{4(n-2-nm)^2} - \frac{(1-m)^2a_2(1,1)}{4(n-1)(n-2-nm)^2} \quad (1.15)$$

and

$$K_0 = \frac{(1-m)K(1,1)}{2(n-1)(n-2-nm)} \quad (1.16)$$

where

$$a_2(\eta, \tilde{\beta}) = \frac{2(1-2m)(n-2-nm)}{(1-m)^2} + \frac{(n-1)(n-2-(n+2)m)^2}{(1-m)^2} - \frac{(n-2-(n+2)m)}{(1-m)K(\eta, \tilde{\beta})} \quad (1.17)$$

and $K(\eta, \tilde{\beta})$ is given by (1.17) for $m \neq \frac{n-2}{n+2}$ and by (1.10) for $m = \frac{n-2}{n+2}$ respectively. Let $f_\lambda(r)$ be given by (1.4). Then, the following holds.

$$f_{1-m}(r) = \frac{2(n-1)(n-2-nm)}{(1-m)(-\beta)r^2} \left\{ -\log r + \frac{(n-2-(n+2)m)}{2(n-2-nm)} \log(\log r^{-1}) + \frac{m}{n-2-nm} \log(-\beta) + \frac{a_1}{\log r^{-1}} \right. \quad (1.18)$$

$$+ K_0 - \log \lambda + \frac{(n-2-(n+2)m)^2}{4(n-2-nm)^2} \frac{\log(\log r^{-1})}{\log r^{-1}} + o\left(\frac{1}{\log r^{-1}}\right) \right\} \text{ as } r \to 0.$$

Thus, Theorem 1.3 implies an estimate on the blow-up rate of the difference $f_{\lambda_0} - f_{\lambda_1}$ at the origin, for any $\lambda_1 > \lambda_0 > 0$ (Lemma 4.1) and a weighted $L^1$-contraction with a weight function $r^{-\mu}$:

Proposition 1.4 (Weighted $L^1$-contraction with a weight function $|x|^{-\mu}$). Let $n \geq 3$, $0 < m < \frac{n-2}{n}$, $\mu_1 = n - \frac{2}{n+2}$, and $\beta < 0$, $\alpha$ be given by (1.4). Let $\lambda_1 > \lambda_2 > 0$ and $f_{\lambda_1}$ and $U_{\lambda_1}$, $i = 1, 2$ be given by (1.8) and (1.12), respectively. Let $u_0$ and $v_0$ satisfy

$$f_{\lambda_1}(x) \leq u_0(x), v_0(x) \leq f_{\lambda_2}(x) \quad \text{in } \mathbb{R}^n \setminus \{0\} \quad (1.19)$$

and let $u$ and $v$ be the solutions of (1.2) with initial values $u_0$ and $v_0$, respectively, which satisfy

$$U_{\lambda_1}(x,t) \leq u(x,t), v(x,t) \leq U_{\lambda_2}(x,t) \quad \text{in } (\mathbb{R}^n \setminus \{0\}) \times (0, \infty). \quad (1.20)$$

Suppose that

$$|u_0 - v_0| \in L^1(|x|^{-\mu}; \mathbb{R}^n) \quad (1.21)$$

holds for some constant $\mu \in (0, \mu_1)$. Then for

$$\mu < \mu_1 \quad \text{or} \quad \left\{ \begin{array}{l}
0 < m < \min\left(\frac{n-2}{n}, \frac{1}{2}\right),
\end{array} \right.$$

$$\int_{\mathbb{R}^n} |u - v|(x,t)|x|^{-\mu} \, dx \leq \int_{\mathbb{R}^n} |u_0 - v_0|(x)|x|^{-\mu} \, dx \quad \forall t > 0 \quad (1.22)$$

and

$$\int_{\mathbb{R}^n} (u - v)_+(x,t)|x|^{-\mu} \, dx \leq \int_{\mathbb{R}^n} (u_0 - v_0)_+(x)|x|^{-\mu} \, dx \quad \forall t > 0 \quad (1.23)$$

hold.
Therefore, by an argument similar to the proof of Theorem 1.3 of [HK] and the weighted $L^1$-contraction with the weight function $|x|^{-\alpha}$ (Proposition 1.4) gives the uniqueness of the singular solution of (1.2).

**Theorem 1.5** (Existence and Uniqueness). Let $n \geq 3, 0 < m < \frac{n+2}{n} , \beta < 0$ and $\alpha$ be given by (1.4). Let $\lambda_1 > \lambda_2 > 0$ and $f_{\lambda_i}, i = 1, 2$ be given by (1.8) with $\lambda = \lambda_1, \lambda_2$. Suppose $u_0$ satisfies $(1.13)$ and $v_0$ satisfies $(1.14)$, then there exists a unique solution $u$ of (1.2) which satisfies (1.14) and

$$u_i \leq \frac{u}{(1-m)t} \quad \text{in} \ (\mathbb{R}^n \setminus \{0\}) \times (0, \infty). \quad (1.25)$$

The last topic of this paper is the asymptotic large time behaviour of the solution to the fast diffusion equation. Precisely, for any solution $u$ of (1.2), let

$$\tilde{u}(x, t) = e^{\alpha t}u(e^{\beta t}x, t) \quad \forall x \in \mathbb{R}^n \setminus \{0\}, t \geq 0. \quad (1.26)$$

Then, $\tilde{u}$ satisfies

$$\begin{cases}
\tilde{u}_t = \frac{n-1}{m} \Delta \tilde{u} + \alpha \tilde{u} + \beta y \cdot \nabla \tilde{u} & \text{in} \ (\mathbb{R}^n \setminus \{0\}) \times (0, \infty) \\
\tilde{u}(x, 0) = u_0 & \text{in} \ \mathbb{R}^n \setminus \{0\}. \quad (1.27)
\end{cases}$$

We prove that under appropriate condition on the initial value $u_0$, the rescaled function $\tilde{u}$ will converge uniformly on every compact subset of $\mathbb{R}^n \setminus \{0\}$ to $f_{\lambda_0}$ as $t \to \infty$ for some $\lambda_0 > 0$.

Note that if $u, v$ are as given by Proposition 1.4 then by direct computation,

$$\int_{\mathbb{R}^n} |u - \tilde{v}|(x, t)|x|^{-\mu} \, dx = \int_{\mathbb{R}^n} e^{\alpha t}|u - v|(e^{\beta t}x, t)|x|^{-\mu} \, dx$$

$$= e^{\alpha t} \int_{\mathbb{R}^n} |u - v(y, t)|y|^{-\mu} e^{-\beta|y|} \, dy = e^{(\alpha - \beta n + \beta \mu)t} \int_{\mathbb{R}^n} |u - v(y, t)|y|^{-\mu} \, dy \quad \forall t > 0, 0 < \mu \leq \mu_1.$$ 

Hence Proposition 1.4 implies

$$\int_{\mathbb{R}^n} |\tilde{u} - \tilde{v}|(x, t)|x|^{-\mu} \, dx \leq e^{(\alpha - \beta n + \beta \mu)t} \int_{\mathbb{R}^n} |u_0 - v_0(x)|x|^{-\mu} \, dx \quad \forall t > 0, 0 < \mu \leq \mu_1. \quad (1.28)$$

Since $\mu \in (0, \mu_1), \alpha - \beta n + \beta \mu \geq 0$ and it is not clear that the right hand side of (1.28) converges to 0 as $t$ goes to $\infty$. Thus, it is not appropriate to apply Proposition 1.4 to have the asymptotic behaviour. Therefore, a new $L^1$-contraction result for the solutions of (1.2) is needed which is the following:

**Proposition 1.6** (Weighted $L^1$-contraction with a weight function $f_{\lambda_0}^{my}$). Let $n = 3, 4, \frac{n+2}{n+2} \leq m < \frac{n+2}{n}, \beta < 0, \alpha$ be given by (1.4) and

$$\gamma := \frac{1 - m}{2m} \left( n - \frac{2}{1 - m} \right). \quad (1.29)$$

Let $\lambda_1 > \lambda_2 > 0, \lambda_3 > 0$, and $f_{\lambda_i}, i = 1, 2, 3$ be given by (1.8) with $\lambda = \lambda_1, \lambda_2, \lambda_3$. Let $u_0$ and $v_0$ satisfies (1.19) and

$$u_0 - v_0 \in L^1 \left( f_{\lambda_0}^{my}; \mathbb{R}^n \setminus \{0\} \right). \quad (1.30)$$

Let $u$ and $v$ be the solutions of (1.2) with initial values $u_0, v_0$, respectively which satisfy, (1.20) where $U_{\lambda_i}, i = 1, 2$, are given by (1.2) with $\lambda = \lambda_1, \lambda_2$. Then

$$\int_{\mathbb{R}^n \setminus \{0\}} |u - v|(x, t)f_{\lambda_i}(x)^{my} \, dx \leq \int_{\mathbb{R}^n \setminus \{0\}} |u_0 - v_0(x)f_{\lambda_i}(x)^{my} \, dx \quad \forall t > 0. \quad (1.31)$$

Moreover if

$$0 \neq u_0 - v_0 \in L^1 \left( f_{\lambda_0}^{my}; \mathbb{R}^n \setminus \{0\} \right), \quad (1.32)$$
then
\[ \int_{\mathbb{R}^n \setminus \{0\}} |u - v(x, t)f_{\lambda}(x)^{my} - u_0 - v_0(x)f_{\lambda}(x)^{my}| \, dx < \int_{\mathbb{R}^n \setminus \{0\}} |u_0 - v_0(x)f_{\lambda}(x)^{my}| \, dx \quad \forall t > 0. \]  
(1.33)

We note that (1.31) implies
\[ \int_{\mathbb{R}^n \setminus \{0\}} |\tilde{u} - \tilde{v}(y, t)f_{\lambda}(y)^{my} - u_0(y) - v_0(y)\tilde{f}_{\lambda}(y)^{my}| \, dy \leq \int_{\mathbb{R}^n \setminus \{0\}} |u_0(y) - v_0(y)\tilde{f}_{\lambda}(y)^{my}| \, dy \quad \forall t > 0 \]  
(1.34)

and the right hand side converges to 0 as \( t \) goes to \( \infty \). It is the main difference between (1.34) and the same inequality with the weight function \( |x|^{-\mu} \), (1.28). The property for (1.34) is crucially used in the proof of the asymptotic large time behaviour:

**Theorem 1.7** (Asymptotic behaviour). Let \( n = 3, 4, \frac{2}{n+2} \leq m < \frac{2}{n}, \beta < 0, \) and \( \alpha \) be given by (1.4), and \( \gamma \) be given by (1.29). Let \( \lambda_1 \geq \lambda_0 \geq \lambda_2 > 0, \lambda_3 > 0, \) and \( f_{\lambda_i}, i = 0, 1, 2, 3 \) be given by (1.5) with \( \lambda = \lambda_0, \lambda_1, \lambda_2, \lambda_3 \). Let \( u_0 \) satisfy (1.13) and \( u_0 - f_{\lambda_0} \in L^1(\mathbb{R}^n) \).

Let \( \tilde{u} \) be a solution of (1.2) which satisfies
\[ f_{\lambda_1}(x) \leq \tilde{u}(x, t) \leq f_{\lambda_2}(x) \quad \forall x \in \mathbb{R}^n \setminus \{0\}, t > 0. \]  
(1.35)

Then, \( \tilde{u}(\cdot, t) \) converges uniformly in \( C^{2,1}(K) \) for any compact subset \( K \) of \( \mathbb{R}^n \setminus \{0\} \) to \( f_{\lambda_0} \) and in \( L^1(\mathbb{R}^n) \) as \( t \to \infty \).

The last theorem of this paper is the asymptotic behaviour of the solution \( u \) of (1.2) with radially symmetric initial value \( u_0(x) = u_0(r) \), where \( r := |x| \). First, we consider a weighted \( L^1 \)-contraction, Proposition 4.9, of the inversion problem
\[
\begin{cases}
\bar{u}_i = \frac{n-1}{m} r^m \Delta \bar{u}^m \\
\bar{u}_0 = r^{-\frac{n-2}{2}} u_0(r^{-1}) =: \bar{u}_0(r) 
\end{cases}
\]  
(1.37)

with initial values \( \bar{u}_0, \bar{u}_0 \) respectively which satisfy
\[ \bar{U}_{\lambda_1} \leq \bar{u} \leq \bar{U}_{\lambda_2} \quad \text{in} \ (\mathbb{R}^n \setminus \{0\}) \times (0, \infty), \]  
(1.38)

where \( \bar{U}_{\lambda_i}, i = 1, 2 \), are given by
\[
\bar{U}_i(r, t) := e^{-\lambda_1 t} g_1(e^{-\lambda_1 t} r) 
\]  
(1.39)

and
\[
g_1(r) := r^{\frac{n}{\lambda_2}} f_{\lambda_1}(r^{-1}) \quad \forall r > 0 
\]  
(1.40)

with \( \lambda = \lambda_1, \lambda_2 \). Note that for radially symmetric initial value \( u_0 \), \( u \) is radially symmetric solution of (1.2) that satisfies (1.20) if and only if \( \bar{u}(r, t) = r^{-\frac{n}{\lambda_2}} u(r^{-1}, t) \) is a solution of (1.37) that satisfies (1.40). Then, the change of variable gives a weighted \( L^1 \)-contraction with a weight function \( |x|^{-\beta} r^{n-2m+2(n-2)\mu} f_{\lambda}(x)^{my} \) for radially symmetric solutions of (1.2). Proposition 4.9 Then, the asymptotic behaviour for radially symmetric solutions of (1.2) follows as the same method for Theorem 1.7. This asymptotic large time behaviour of \( u \) is equivalent to asymptotic behaviour large time behaviour of \( \bar{u} \).

**Theorem 1.8** (Asymptotic behaviour of radially symmetric solutions). Let \( 3 \leq n < 8, 1 - \sqrt{\frac{2}{n}} \leq m \leq \min \left\{ \frac{2(n-2)}{3n}, \frac{n-2}{n+2} \right\}, \beta < 0, \) and \( \alpha \) be given by (1.4), and \( \gamma' := \frac{1}{m} \left( \frac{\beta}{\alpha} n - 1 \right) \).

\[ (1.41) \]
Let $\lambda_1 \geq \lambda_0 \geq \lambda_2 > 0$, $\lambda_3 > 0$, and $f_{\lambda_3}$, $i = 0, 1, 2, 3$ be given by (1.8) with $\lambda = \lambda_0, \lambda_1, \lambda_2, \lambda_3$. Let $u_0$ satisfy (1.13) and

$$u_0 - f_{\lambda_3} \in L^1 \left( \left| x \right|^{\frac{m}{2} - 2n+(n-2)n'} \right)^{\text{even}}; \mathbb{R}^n \right),$$

(1.42)

Let $u$ be a solution of (1.2) which satisfies

$$f_{\lambda_3}(x) \leq u(x, t) \leq f_{\lambda_3}(x) \quad \forall x \in \mathbb{R}^n \setminus \{0\}, t > 0.$$  

(1.43)

Then, $u(t)$ converges uniformly in $C^{1,1}(K)$ for any compact subset $K$ of $\mathbb{R}^n \setminus \{0\}$ to $f_{\lambda_3}$ and in $L^1(\left| x \right|^{\frac{m}{2} - 2n+(n-2)n'} \right)^{\text{even}}; \mathbb{R}^n)$ as $t \to \infty$.

We leave for a future work for the asymptotic behaviour of the general cases which are not containing the cases of Theorems (1.7) and (1.8).

In Section 2 we will use the technique of K.M. Hui and Soojung Kim [HK] to prove the existence of eternal self-similar solution of (1.1) which blows up at the origin for all time $t \in \mathbb{R}$. We will also prove the blow-up rate of the eternal self-similar solutions at the origin and near infinity in Section 2. In Section 3 we will use the technique of [1.8] to prove the higher order asymptotic of the solution $f$ of (1.3) that blow-up at the origin. In Section 4 we will prove the existence, uniqueness and the asymptotic large time behaviour of the singular solution of (1.2) that satisfies (1.14) for some constants $\lambda_1 > \lambda_2 > 0$. The $L^1$-contractions, which play important roles in the theory, are discussed in detail in the subsection.

1.1. Definitions. We start with some definitions. For any $0 \leq u_0 \in L^1_{\text{loc}}(\mathbb{R}^n \setminus \{0\})$, we say that $u$ is a solution of (1.2) if $u > 0$ in $(\mathbb{R}^n \setminus \{0\}) \times (0, \infty)$ satisfies (1.1) in $(\mathbb{R}^n \setminus \{0\}) \times (0, \infty)$ in the classical sense and

$$\|u(\cdot, t) - u_0\|_{L^1(K)} \to 0 \quad \text{as } t \to 0$$

for any compact set $K \subset \mathbb{R}^n \setminus \{0\}$. For any $x_0 \in \mathbb{R}^n$ and $R > 0$, we let $B_R(x_0) = \{x \in \mathbb{R}^n : |x - x_0| < R\}$ and $B_R = B_R(0)$. For any $R > \varepsilon > 0$, let $A_{R, \varepsilon} = \{x \in \mathbb{R}^n : \varepsilon < |x| < R\}$. For any function $k : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}$, let

$$L^1(k; \mathbb{R}^n \setminus \{0\}) := \left\{ h : \int_{\mathbb{R}^n \setminus \{0\}} |h(x)|k(x) \, dx < \infty \right\}$$

with the norm

$$\|h\|_{L^1(k; \mathbb{R}^n \setminus \{0\})} := \int_{\mathbb{R}^n \setminus \{0\}} |h(x)|k(x) \, dx.$$

2. Existence and Uniqueness of Radially Symmetric Eternal Self-similar Solutions

In this section, we prove the existence and uniqueness of solution $f$ of (1.3), which satisfies (1.5) and (1.6). First, we introduce an inversion problem:

$$\frac{n-1}{m} \left( g''_{rr} + \frac{n-1}{r} \left( g'' \right) \right) + r^{\frac{2\alpha}{n-2}} \left( \tilde{a} g + \tilde{\beta} g r^\epsilon \right) = 0, \quad g > 0, \quad \text{in } (0, \infty),$$

(2.1)

where

$$\tilde{a} := \alpha - \frac{n-2}{m} \beta \quad \text{and} \quad \tilde{\beta} := -\beta.$$  

(2.2)

By (2.3) and (2.2),

$$\tilde{a} = \frac{2}{1-m} \frac{n-2}{m} \varepsilon \left( 0, \frac{n-2}{m} \right), \quad \tilde{\beta} > 0, \quad \text{and} \quad \tilde{a} > 0.$$  

(2.3)

The existence and uniqueness of the solution $g$ of (2.1) follow Theorem 2.4 of [HK].
In Subsection 2.1 by using argument in [HS1], we have the decay rate of \( g \) at \( \infty \) by using \( w(r) = r^{-\frac{2}{n}(1-m)}g(r)^{1-m} \), Theorem 2.4.

In Subsection 2.2 by using the existence and uniqueness of a solution \( g \) to (2.1) (Theorem 2.4 of [HK]) and methods in [HK], we have the existence and uniqueness of solution \( f \) to (1.3), Theorem 1.1. Precisely, by using the relationships
\[
\begin{align*}
    g(r) &:= r^{-\frac{2}{n}} f(r^{-1}) \quad \forall r > 0, \\
    f(r) &:= r^{-\frac{2}{n}} g(r^{-1}) \quad \forall r > 0,
\end{align*}
\]
and
\[
\text{the existence of the solution } f \text{ with the given growth rates (1.5) and (1.6) is equivalent to the existence of the solution } g \text{ of the inversion problem (2.1) with appropriate growth rate at the origin and at infinity. For the uniqueness of } f, \text{ (1.7) will be checked.}
\]

2.1. Solution of the Associated Inversion Problem. In this subsection, we discuss the decay rate of \( g \) at \( \infty \), Theorem 2.1. First, we recall a result of [HK].

**Theorem 2.1** (Theorem 2.4 of [HK]). Let \( n \geq 3, \ 0 < m < \frac{n^2}{n+2}, \ \bar{\alpha} > 0, \ \bar{\beta} > 0, \ \frac{2}{\bar{\beta}} \leq \frac{n^2}{2m} \), and \( \eta > 0 \).

(a) If \( 0 < m < \frac{n^2}{n+2} \), then there exists a unique solution \( g \in C^1([0, \infty); \mathbb{R}) \cap C^2((0, \infty); \mathbb{R}) \) of (2.1) which satisfies
\[
g(0) = \eta \quad \text{and} \quad g_r(0) = 0.
\]

(b) If \( \frac{n^2}{n+2} \leq m < \frac{n^2}{2} \), then there exists a unique solution \( g \in C^0,0([0, \infty); \mathbb{R}) \cap C^2((0, \infty); \mathbb{R}) \) of (2.1) which satisfies
\[
g(0) = \eta \quad \text{and} \quad \lim_{r \to 0} r^{\delta_1} g_r(r) = -\frac{\bar{\alpha} \eta^{2-m}}{n-2-2m},
\]
where
\[
\delta_1 = 1 - \frac{n-2-nm}{m} \in [0, 1) \quad \text{and} \quad \delta_0 = \frac{1-\delta_1}{2} = \frac{n-2-nm}{2m} \in (0, 1/2].
\]

Unless stated otherwise we will now let \( g = g_{\bar{\beta},\eta}(r) \) be the unique solution of
\[
\begin{cases}
    \frac{n-1}{m} \left( (g_m)_r + \frac{n-1}{r} (g^m)_r \right) + r^{-\frac{n-2}{m}} (\bar{\alpha} g + \bar{\beta} g_r) = 0, & g > 0, \text{ in } (0, \infty) \\
    g(0) = \eta
\end{cases}
\]
for some constant \( \eta > 0 \) given by Theorem 2.1. Furthermore, in order to have the decay rate of \( g \) at \( \infty \), we define
\[
w(r) := r^{\frac{2}{\bar{\beta}}(1-m)} g(r)^{1-m},
\]
where \( \bar{\alpha} \) and \( \bar{\beta} \) satisfy (2.3), for the rest of the paper.

**Lemma 2.2.** Let \( n \geq 3, \ 0 < m < \frac{n^2}{n+2}, \ \eta > 0 \) and \( \bar{\alpha}, \bar{\beta} \) be given by (2.3). Then,
\[
w_r(r) > 0 \quad \forall r > 0.
\]

**Proof.** We first observe that by Lemma 2.1 of [HK],
\[
g(r) + \frac{\bar{\beta}}{\bar{\alpha}} g_r(r) > 0 \quad \forall r > 0.
\]

Hence, by direct computation,
\[
w_r(r) = (1-m)\frac{\bar{\alpha}}{\bar{\beta}} r^{\frac{2}{\bar{\beta}}(1-m)-1} g(r)^{-m} \left( g(r) + \frac{\bar{\beta}}{\bar{\alpha}} g_r(r) \right) > 0 \quad \forall r > 0
\]
and the lemma follows. \( \square \)
Let \( q(r) = r^{\tilde{a}} \tilde{g}(r) \), \( s = \log r \), and \( \tilde{g}(s) = q(r) \). Then
\[
 r^2(q''(r)) + \left( n - 1 - \frac{2\tilde{m}}{\tilde{\beta}} \right) r(q''(r)) - \frac{\tilde{m}}{\tilde{\beta}} \left( n - 2 - \frac{\tilde{m}}{\tilde{\beta}} \right) q'' + \frac{m_0}{n-1}r_{q'} = 0 \quad \forall r > 0
\]
and
\[
 (\tilde{g}'')_n + \left( n - 2 - \frac{2\tilde{m}}{\tilde{\beta}} \right) (\tilde{g}'')_n - \frac{\tilde{m}}{\tilde{\beta}} \left( n - 2 - \frac{\tilde{m}}{\tilde{\beta}} \right) \tilde{g}'' + \frac{m_0}{n-1}\tilde{q}_s = 0 \quad \text{in } (-\infty, \infty). \quad (2.13)
\]
Let \( \tilde{w}(s) = \tilde{q}^{1-m}(s) \). Then \( w(r) = \tilde{w}(s) \) and
\[
 \tilde{w}_{ss} = -2m w_{ss} = \frac{\tilde{m}}{\tilde{\beta}} \left( n - 2 - \frac{\tilde{m}}{\tilde{\beta}} \right) \tilde{w}_s + \frac{2(n - 2 - nm) w}{1-m} \tilde{w} - \frac{\tilde{\beta}}{n-1} \tilde{w}_s \quad (2.14)
\]
in \((0, \infty)\). Hence
\[
 w_{rr} + \left( n - 1 - \frac{2\tilde{m}}{\tilde{\beta}} \right) w_{r} + \frac{1 - 2m w_{r}}{1-m} - \frac{\tilde{\beta}}{1-m} \tilde{w}_r - \frac{2(n - 2 - nm) w}{1-m} \tilde{w} = 0 \quad (2.15)
\]
in \((0, \infty)\). Let
\[
b_0 = \frac{(n + 2)m - (n - 2)}{1-m} \quad \text{and} \quad b_1 = \frac{2(n - 2 - nm)}{1-m}. \quad (2.16)
\]
Since (2.14) and (2.15) are of the same form as (3.7) and (3.8) of \([Hs1]\), by the same argument as the proof of Lemma 3.2 of \([Hs1]\) but with (2.14) and (2.15) replacing (3.7), (3.8) in the proof there, we have the following result:

**Lemma 2.3.** Let \( n \geq 3 \), \( 0 < m < \frac{n-2}{n} \) and \( \tilde{a}, \tilde{\beta} \) satisfy (2.3). Then, there exist positive constants \( C_1, C_2 \) and \( C_3 \) such that
\[
 \frac{rw_r(r)}{w(r)} \leq C_1, \quad \forall r \geq 0 \quad (2.17)
\]
and
\[
 C_2 \leq rw_r(r) \leq C_3, \quad \forall r \geq 1. \quad (2.18)
\]
Moreover,
\[
 w(r) \to \infty \quad \text{as } r \to \infty. \quad (2.19)
\]

Now, we prove the decay rate of \( w \) at \( \infty \).

**Theorem 2.4.** Let \( n \geq 3 \), \( 0 < m < \frac{n-2}{n} \) and \( \tilde{a}, \tilde{\beta} \) satisfy (2.3). Then
\[
 \lim_{r \to \infty} \frac{w(s)}{s} = \lim_{r \to \infty} \frac{w(r)}{\log r} = \lim_{r \to \infty} rw_r = \lim_{s \to \infty} \tilde{w}_s(s) = \frac{2(n - 1)(n - 2 - nm)}{-\beta(1-m)}. \quad (2.20)
\]

**Proof.** We will use a modification of the proof of Theorem 1.3 of \([Hs1]\) to prove this theorem. Let \( \tilde{b}_0, \tilde{b}_1 \) be given by (2.16) and let \( v(r) = rw_r(r) \)
\[
a_0 = \frac{n-1}{\tilde{\beta}} \tilde{b}_1, \quad \text{and} \quad v_1(r) = v(r) - a_0. \quad (2.21)
\]
Let \( \{r_i\}_{i=1}^{\infty} \) be a sequence of positive numbers such that \( r_i \to \infty \) as \( i \to \infty \). By Lemma 2.3 there exist positive constants \( C_1, C_2 \) and \( C_3 \) such that (2.17) and (2.18) hold. Then by (2.18), the sequence \( \{v(r_i)\}_{i=1}^{\infty} \) has a subsequence which we may assume without loss of generality to be the sequence itself that converges to some constant \( v_\infty \) as \( i \to \infty \) and
\[
 C_2 \leq v_\infty \leq C_3. \quad (2.22)
\]

Let
\[
f_1(r) := \exp \left( \frac{\tilde{\beta}}{n-1} \int_1^r \rho^{-1}w(r) \, \mathrm{d}\rho \right).
\]
By (2.19) there exists a constant \( r_0 > 1 \) such that
\[
w(r) > \frac{n-1}{\beta} (|b_0| + 2) \quad \forall r \geq r_0.
\]
Hence
\[
f_1(r) \geq \left( \frac{r}{r_0} \right)^{|b_0|+2} \quad \forall r \geq r_0
\]
\[
= r_0^{-|b_0|+1} f_1(r) \geq \frac{\rho r_0^{b_0+1}}{r_0^{|b_0|+2}} \geq r_0^{-2} \quad \forall r \geq r_0
\]
\[
\Rightarrow r_0^{-2} f_1(r) \to \infty \quad \text{and} \quad r \to \infty.
\]
(2.23)

By (2.18), (2.19), (2.23), and the l’Hospital rule,
\[
\lim_{r \to \infty} r^{b_0-1} f_1(r) = \lim_{r \to \infty} \frac{r^{b_0-1} f_1(r)}{w(r)} = \infty
\]
\[
\Rightarrow \int_{1}^{\infty} \frac{r^{b_0-1} f_1(r)}{w(r)} \, d\rho \to \infty \quad \text{as} \quad r \to \infty.
\]
(2.24)

On the other hand by (2.19), (2.23) and the l’Hospital rule,
\[
\lim_{r \to \infty} \int_{1}^{r} \frac{r^{b_0-1} f_1(r)}{w(r)} \, d\rho = \lim_{r \to \infty} \frac{r^{b_0-1} f_1(r)}{b_0 r^{b_0-1} f_1(r) + \frac{\beta}{n} r^{b_0-1} w(r) f_1(r)}
\]
\[
= \lim_{r \to \infty} \frac{1}{b_0 + \frac{\beta}{n} r w(r)} = 0.
\]
(2.25)

Observe that by the same argument as the proof of (3.24) of [Hs1] but with (2.15) replacing (3.8) of [Hs1] in the proof there, we have
\[
\left( r^{b_0} v(r) w(r) \right)' = \frac{\beta}{n-1} \cdot \frac{w(r)}{v^{1-b_0}} (v(r) - a_0) \quad \forall r > 0
\]
\[
\Rightarrow v_1(r) = \frac{b_0}{r} v_1 + \frac{\beta}{n-1} \cdot \frac{w(r)}{r} v_1 = \frac{1 - 2m}{1 - m} \cdot \frac{v(r)^2}{rw(r)} - \frac{b_0 a_0}{r} \quad \forall r > 0
\]
\[
\Rightarrow r^{b_0} f_1(r) v_1(r) = f_1(1) v_1(1) - a_0 b_0 \int_{1}^{r} \rho^{b_0-1} f_1(\rho) \, d\rho
\]
\[
+ \frac{1 - 2m}{1 - m} \int_{1}^{r} \rho^{b_0-1} v(r)^2 f_1(\rho) w(\rho)^{-1} \, d\rho
\]
(2.26)

holds for any \( r \geq 1 \). By (2.19), (2.22), (2.23), (2.24), (2.25), (2.26), and the l’Hospital rule,
\[
\lim_{r \to \infty} v_1(r) = \lim_{r \to \infty} f_1(1) v_1(1) - a_0 b_0 \int_{1}^{r} \rho^{b_0-1} f_1(\rho) \, d\rho + \frac{1 - 2m}{1 - m} \int_{1}^{r} \rho^{b_0-1} v(r)^2 f_1(\rho) w(\rho)^{-1} \, d\rho
\]
\[
= 1 - 2m \lim_{r \to \infty} \frac{\rho^{b_0-1} v(r)^2 f_1(\rho) w(\rho)^{-1}}{b_0 \rho^{b_0-1} f_1(\rho) + \frac{\beta}{n-1} \rho^{b_0-1} w(\rho) f_1(\rho)}
\]
\[
= 1 - 2m \lim_{r \to \infty} \frac{v(r)^2 w(\rho)^{-1}}{b_0 + \frac{\beta}{n-1} w(\rho)} = 0
\]
(2.27)

Hence \( \lim_{r \to \infty} v(r) = a_0 \). Since the sequence \( \{r_i\}_{i=1}^{\infty} \) is arbitrary, \( \lim_{r \to \infty} v(r) = a_0 \) and the theorem follows.
2.2. Existence and Uniqueness of Radially Symmetric Self-similar Solution. In this subsection, we will prove the existence and uniqueness of radially symmetric self-similar profile \( f \) of (1.3) with growth rates (1.5) and (1.6) at the origin and infinity, respectively. As discussed in the introduction of this section, the existence of the solution \( g \) of the inversion problem (2.1) with appropriate growth rate at the origin and at infinity implies the existence of the solution \( f \) with the given growth rates (1.5) and (1.6).

In order to use the uniqueness of \( g \) to have the uniqueness of \( f \), we need an additional property (1.7) for \( f \), due to \( g_r(0) = 0 \) for \((a)\) in Theorem 2.1 and the second condition of \((b)\) in Theorem 2.1. Hence, in Theorem 2.5 and Lemma 2.6 we obtain (1.7) for \( f \) and prove the uniqueness of the solution \( f \), by a method in [HK].

**Theorem 2.5.** Let \( n \geq 3, 0 < m < \frac{n-2}{n} \), and \( \alpha, \beta \) be given by (1.4). Then for any \( A > 0 \), there exists a solution \( f \) of (1.3) satisfying (1.5), (1.6), and (1.7).

**Proof.** Let \( \tilde{\alpha}, \tilde{\beta} \) be given by (2.2) and \( g \) be the unique solution of (2.9) given by Theorem 2.1 with \( \eta = A \). Then, \( f(r) = \frac{C}{r^{\tilde{\alpha}} g(r^{-1})} \) satisfies (1.3). By (2.3), (2.9), (2.5) and Theorem 2.4, (1.5) and (1.6) hold. By (2.11) and the same argument as the proof of Lemma 3.1 of [HK], (1.7) holds and the lemma follows.

**Lemma 2.6** (Lemma 3.2 and Lemma 3.3 of [HK]). Let \( n \geq 3, 0 < m < \frac{n-2}{n} \), and \( \alpha, \beta \) be given by (1.4). Let \( f \) be a solution of (1.3) satisfying (1.5) and (1.6) for some positive constant \( A \). Let \( g, \tilde{\alpha}, \tilde{\beta} \) be given by (2.4) and (2.2), respectively. Then, \( f \) satisfies (1.7) and \( g \) is equal to the solution of (2.9) given by Theorem 2.1 with \( \eta = A \).

Now we are ready for the proof of Theorem 1.1

**Proof of Theorem 1.1**. By Theorem 2.5 for any \( A > 0 \), there exists a solution \( f = f_{\beta, A} \) of (1.3) which satisfies (1.5), (1.6), and (1.7). It remains to prove the uniqueness of solution of (1.3) that satisfies (1.5) and (1.6). Suppose (1.5) has two solutions \( f_1 \) and \( f_2 \), which satisfies (1.5) and (1.6). Then by Lemma 2.6 both \( f_1 \) and \( f_2 \) satisfies (1.7). Let \( g_1, g_2 \) be given by (2.4) with \( f = f_1, f_2 \). By Lemma 2.6 and Theorem 2.1 \( g_1 \equiv g_2 \) on \([0, \infty)\) and it is the unique solution of (2.9) with \( \eta = A \). Hence \( f_1 \equiv f_2 \) on \([0, \infty)\) and the theorem follows.

By (1.7), (1.9), (1.10), and an argument similar to the proof of Remark 2 of [HK], we have the following result.

**Remark 2.7** (cf. Remark 2 of [HK]).

\[
\frac{d}{d\lambda} f_\lambda(r) < 0 \quad \forall r > 0, \lambda > 0.
\]

Moreover, for any \( \lambda_1 > \lambda_2 > 0 \), there exists a constant \( c_0 > 0 \) such that

\[
c_0 f_{\lambda_1}(r) \leq f_{\lambda_2}(r) < c_0 f_{\lambda_2}(r) \quad \forall r > 0.
\]

3. Higher Order Asymptotic Behaviour of Self-similar Profile

In this subsection, we obtain the higher order asymptotic behaviour of the self-similar profile \( f_\lambda \) near the origin, Theorem 1.3, by using the methods in [CD] and [Hs5]. Since the proofs of lemmas and corollaries in this subsection are similar to that of [CD] and [Hs5], we will only sketch the proofs here.
By (2.14), we have
\[
\hat{w}_s = \frac{1-2m}{1-m} \cdot \hat{w}_s + \frac{n-2-(n+2)m}{1-m} \hat{w}_s + \beta \frac{2(n-1)(n-2-nm)}{(1-m)\beta - \hat{w}_s} \hat{w} \quad \forall s \in \mathbb{R}.
\] (3.1)

Note that this is the same as (2.2) of [Hs5] after the \( \beta \) there being replaced by \( \tilde{\beta} \) and a change in the sign of the second term on the right hand side of (3.1). Let
\[
h(s) = \hat{w}(s) - \frac{2(n-1)(n-2-nm)}{(1-m)\beta} s.
\] (3.2)

Then, by (3.1),
\[
h_s + \left( \frac{2(n-2-nm)}{1-m} \right) s + \beta \frac{2(n-1)(n-2-nm)}{(1-m)\beta} h_s = \frac{1-2m}{1-m} \cdot \hat{w}_s + b_2 \quad \forall s \in \mathbb{R},
\] (3.3)

where
\[
b_2 = \frac{2(n-1)(n-2-nm)(n-2-(n+2)m)}{(1-m)^2 \beta}.
\]

Then, by an argument similar to the proof of Lemma 2.3 of [Hs5] but with (3.3) and Theorem 2.4 replacing (2.4) and Theorem 2.1 in the proof there, we get the following result.

**Lemma 3.1.** Let \( n \geq 3, 0 < m < \frac{\alpha^2}{n}, m \neq \frac{\alpha^2}{n+2} \) and \( \bar{\alpha}, \tilde{\alpha} \) satisfy (2.3). Then, \( h \) satisfies
\[
\lim_{s \to \infty} \frac{h(s)}{\log s} = \lim_{s \to \infty} \frac{1}{\log s} \cdot h_s(s) = \frac{1}{(n-1)(n-2-(n+2)m)} \cdot \frac{(1-m)b_2}{2(n-2-nm)} = (n-1)(n-2-(n+2)m) (1-m)\beta.
\]

By an argument similar to the proof Proposition 3.1 of [Hs5] or Proposition 2.3 of [CD], we have the following lemma for the case \( m = \frac{\alpha^2}{n+2} \).

**Lemma 3.2.** [CD] [Hs5] Let \( n \geq 3, 0 < m < \frac{\alpha^2}{n}, m \neq \frac{\alpha^2}{n+2} \) and \( \bar{\alpha}, \tilde{\alpha} \) satisfy (2.3). Then
\[
\lim_{s \to \infty} s^2 h_s(s) = \frac{(n-1)(1-2m)}{(1-m)\beta}
\] (3.4)

holds.

For \( m \neq \frac{\alpha^2}{n+2} \), let
\[
h_1(s) = h(s) - \frac{(n-1)(n-2-(n+2)m)}{(1-m)\beta} \log s.
\] (3.5)

Then, \( h_1 \) satisfies
\[
h_{1,s} + \left( \frac{2(n-2-nm)}{1-m} \right) s + \beta \frac{2(n-1)(n-2-nm)}{(1-m)\beta} h_{1,s} = \frac{1-2m}{1-m} \cdot \hat{w}_s + a_3 \left[ \frac{1}{s^2} - \left( \frac{\hat{w}}{n-1} - \frac{2(n-1)(n-2-(n+2)m)}{(1-m)\beta} \right) \frac{1}{s} \right] \quad \text{in} \mathbb{R},
\] (3.6)

where
\[
a_3 = \frac{(n-1)(n-2-(n+2)m)}{(1-m)\beta}.
\]

By Lemmas 3.1, 3.3 and an argument similar to the proof of Lemma 2.5 of [Hs5], we have the following lemma.

**Lemma 3.3.** Let \( n \geq 3, 0 < m < \frac{\alpha^2}{n}, m \neq \frac{\alpha^2}{n+2} \) and \( \bar{\alpha}, \tilde{\alpha} \) satisfy (2.3). Then,
\[
\lim_{s \to \infty} \frac{s^2 h_1(s)}{\log s} = \frac{(n-1)(n-2-(n+2)m)^2}{2(n-2-nm)(1-m)\beta}.
\]
Corollary 3.4. Let \( n \geq 3, 0 < m < \frac{n-2}{n}, m \neq \frac{n-2}{n^2}, \eta > 0, \) and \( \alpha, \beta \) satisfy (2.3). Then

\[
K(\eta, \beta) := \lim_{s \to \infty} h_1(s) \in \mathbb{R} \quad \text{exists}
\]  

(3.7)

and

\[
h_1(s) = K(\eta, \beta) + \frac{(n-1)(2-2(n+2)m)^2}{2(n-2-nm)(1-m)\beta} \left( \frac{1 + \log s}{s} \right) + o\left( \frac{1 + \log s}{s} \right)
\]  

(3.8)

as \( s \to \infty \).

Proof. By Lemma 3.3 there exists a constant \( C_1 > 0 \) such that

\[
\left| \frac{s^2 h_{1,s}(s)}{\log s} \right| \leq C_1 \quad \forall s \geq 2
\]

\[
\Rightarrow |h_1(s_1) - h_1(s_2)| \leq \int_{s_1}^{s_2} |h_{1,s}(z)| dz \leq \int_{s_1}^{s_2} \frac{1}{z^{3/2}} dz \leq C_1 \int_{s_1}^{s_2} \frac{1}{z^{3/2}} dz \leq \frac{C'}{\sqrt{s_1}}
\]  

(3.9)

for any \( s_2 > s_1 \geq 2 \). Hence (3.7) holds. Then by Lemma 3.3, (3.7) and an argument similar to the proof of Corollary 2.6 of [Hs5], we get that (3.8) holds and the corollary follows.

Corollary 3.5. Let \( n \geq 3, 0 < m < \frac{n-2}{n}, m = \frac{n-2}{n^2}, \eta > 0, \) and \( \alpha, \beta \) satisfy (2.3). Then,

\[
K(\eta, \beta) := \lim_{s \to \infty} h(s) \in \mathbb{R} \quad \text{exists}
\]  

(3.10)

and

\[
h(s) = K(\eta, \beta) - \frac{(n-1)(1-2m)}{(1-m)\beta} \cdot \frac{1}{s} + o(s^{-1}) \quad \text{as } s \to \infty.
\]  

(3.11)

Proof. By (3.2) and an argument similar to the proof of Corollary 3.4 (3.10) holds. We now let (cf. proof Corollary 2.4 of [CD]),

\[
h_3(s) = h(s) - K(\eta, \beta) + \frac{(n-1)(1-2m)}{(1-m)\beta} \cdot \frac{1}{s}
\]  

(3.12)

and

\[
\lim_{s \to \infty} s^2 h_{3,s}(s) = 0.
\]  

(3.13)

Hence \( h_{3,s}(s) = o(s^{-1}) \) and the corollary follows.

For \( m \neq \frac{n-2}{n^2} \), let

\[
h_2(s) = h_1(s) - K(\eta, \beta) - \frac{(n-1)(2-2(n+2)m)^2}{2(n-2-nm)(1-m)\beta} \left( \frac{1 + \log s}{s} \right).
\]  

(3.14)

Then,

\[
h_{2,s} + \left( \frac{2(n-2-nm)}{(1-m)s} + \frac{\beta}{n-1} \right) h_{2,s} = -\frac{1-2m}{1-m} \frac{\eta}{\tilde{w}} + \frac{(n-1)(n-2-(n+2)m)^2}{(1-m)^2\beta} \cdot \frac{1}{s} - \frac{(n-2-(n+2)m)h_1}{1-m} \frac{a_3}{s^3} + \frac{(n-1)(n-2-(n+2)m)^2}{2(n-2-nm)(1-m)\beta} \left( \frac{1 - 2 \log s}{s^3} \right) + \left( \frac{\beta}{n-1} - \frac{n-2-(n+2)m}{1-m} \right) \frac{\log s}{s^2}.
\]  

(3.15)

By (3.15), Theorem 2.4 and an argument similar to the proof of Lemma 2.7 of [Hs5], we get the following result.
Lemma 3.6. Let \( n \geq 3 \), \( 0 < m < \frac{2n^2}{n+1} \), \( m \neq \frac{2n^2}{n+1} \) and \( \tilde{\alpha}, \tilde{\beta} \) satisfy (2.3). Then,

\[
\lim_{s \to \infty} s^2 h_{2,s}(s) = \frac{(1-m)a_2(\tilde{\alpha}, \tilde{\beta})}{2(n-2-nm)\beta^2}
\]

where \( a_2(\tilde{\alpha}, \tilde{\beta}) \) is given by (1.17) and \( K(\tilde{\alpha}, \tilde{\beta}) \) given by (1.7).

By (3.7), (3.14), Lemma 3.6 and an argument similar to the proof of Corollary 3.5 we have the following result.

Corollary 3.7. Let \( n \geq 3 \), \( 0 < m < \frac{2n^2}{n+1} \), \( m \neq \frac{2n^2}{n+1} \) and \( \tilde{\alpha}, \tilde{\beta} \) satisfy (2.3). Then,

\[
h_2(s) = -\frac{(1-m)a_2(\tilde{\alpha}, \tilde{\beta})}{2(n-2-nm)\beta^2} - \frac{1}{s} + o\left(\frac{1}{s}\right) \quad \text{as } s \to \infty,
\]

where \( a_2(\tilde{\alpha}, \tilde{\beta}) \) is given by (1.17).

Let

\[
h_3(s) = h_2(s) + \frac{(1-m)a_2(\tilde{\alpha}, \tilde{\beta})}{2(n-2-nm)\beta^2}.
\]

Lemma 3.8. Let \( n \geq 3 \), \( 0 < m < \frac{2n^2}{n+1} \) and \( m \neq \frac{2n^2}{n+1} \). \( \eta > 0 \) and \( \tilde{\beta} > 0 \). Then, for \( \eta, \tilde{\beta} \)

\[
\lim_{s \to \infty} s^2 h_{3,s}(s) = 0
\]

and

\[
h_3(s) = o\left(\frac{1}{s}\right) \quad \text{as } s \to \infty.
\]

Proof. By Lemma 3.6 and the l'Hospital rule,

\[
\lim_{s \to \infty} \frac{h_3(s)}{1/s} = \lim_{s \to \infty} \frac{h_{3,s}(s)}{1/(1/s^2)} = \lim_{s \to \infty} s^2 h_{3,s}(s) = 0
\]

and the lemma follows. \( \Box \)

Since \( \tilde{\nu}(s) = w(r) \), where \( s = \log r \), by (2.3), (2.10), (3.2), (3.5), (3.14), (3.17), Corollary 3.5 we have the following proposition.

Proposition 3.9. Let \( n \geq 3 \) and \( 0 < m < \frac{2n^2}{n+1} \). Let \( a_1 \) by given by (1.15) and \( K_0 \) given by (1.16). Then the following holds.

\[
g_{1,1}(r)^{1-m} = \frac{2(n-1)(n-2-nm)}{(1-m)r^{\frac{n+1}{n}}} \left\{ \log r + \frac{(n-2-(n+2)m)}{2(n-2-nm)} \log(\log r) + K_0 \right. \\
+ \frac{a_1}{\log r} + \frac{(n-2-(n+2)m)}{4(n-2-nm)^2} \cdot \frac{\log(\log r)}{\log r} + o\left(\frac{1}{\log r}\right) \Bigg\} \quad \text{as } r \to \infty,
\]

where \( a_1 \) is given by (1.15).

Lemma 3.10. Let \( n \geq 3 \), \( 0 < m < \frac{2n^2}{n+1} \), \( \alpha, \beta \) satisfy (1.4) and \( \gamma_1 \) be given by (1.11). Let \( f_{\beta, A}(r) \) be the unique solution of (1.3) satisfying (1.5) and (1.6) with a positive constant \( A > 0 \) given by Theorem 1.4. Then

\[
f_{\beta_1 A_1}(r) = (A_2/A_1)^{1/m} f_{\beta_1 A_1} \left( (A_2/A_1)^{\frac{1}{m}} r \right),
\]

where

\[
f_{\beta_1 \gamma_1 \beta_2 \gamma_1}(r) = (\beta_2/\beta_1)^{\frac{1}{m}} f_{\beta_1 A_1}(r),
\]

for any \( \beta_1 < 0, \beta_2 < 0 \) and \( A_1 > 0, A_2 > 0 \).
Proof. Let

\[ F_\mu = \mu^{\frac{1}{\beta_1}} f_{\beta_1, A_1}(\mu r) \quad \forall \mu > 0, r \geq 0. \]

Then \( F_\mu \) satisfies (1.13). We now let \( \mu = (A_2/A_1)^{\frac{1}{\beta_1}} \). Then

\[ r^{\frac{1}{\beta_1}} F_\mu(r) = (\mu r)^{\frac{1}{\beta_1}} f_{\beta_1, A_1}(\mu r) \mu^{\frac{1}{\beta_1}} \sim A_2 \mu^{\frac{1}{\beta_1}} \sim A_1 \quad \text{as } r \to \infty \]

and

\[ \lim_{r \to 0} r^2 F_\mu(r)^{1-m} \sim \lim_{r \to 0} \frac{(\mu r)^2 f_{\beta_1, A_1}(\mu r)^{1-m}}{\log \mu - \log(\mu r)} = \frac{2(n-1)(n-2-nm)}{\beta(1-m)}. \]

Hence by Theorem (1.1),

\[ F_\mu(r) = f_{\beta_1, A_1}(r) \quad \forall r > 0 \]

and (3.22) follows.

For the second equality, we let

\[ \tilde{F}_{\mu_1}(r) = \mu_1 f_{\beta_1, A_1}(r) \quad \text{with} \quad \mu_1 = (\beta_2/\beta_1)^{\frac{1}{\beta_1}}. \]

Then \( \tilde{F}_{\mu_1} \) satisfies (1.13), (1.5), with

\[ r^{\frac{1}{\beta_1}} \tilde{F}_{\mu_1}(r) = (\beta_2/\beta_1)^{\frac{1}{\beta_1}} r^{\frac{1}{\beta_1}} f_{\beta_1, A_1}(r) \to (\beta_2/\beta_1)^{\frac{1}{\beta_1}} A_1 \quad \text{as } r \to \infty. \]

Hence by Theorem (1.1),

\[ \tilde{F}_{\mu_1}(r) = f_{\beta_1, \beta_2/\beta_1, A_1}(r) \quad \forall r > 0 \]

and (3.23) follows.

Proof of Theorem (1.3) Let \( \gamma_1 \) be given by (1.11) and \( A = \lambda^{\gamma_1} \). By Proposition 3.9

\[ f_{\gamma_1, 1, 1}(r) = r^{\frac{1}{\gamma_1}} f_{\gamma_1, 1, 1}(r) \]

\[ = \frac{2(n-1)(n-2-nm)}{(1-m)r^2} \left( - \log r + \frac{(n-2-(n+2)m)}{2(n-2-nm)} \log(-\log r) + K_0 ight) + a_1 \frac{-\log r}{4(n-2-nm)^2} \log(-\log r) + a \left( \frac{1}{\log(-\log r)} \right) \quad \text{as } r \to 0. \]

Hence by (3.24), Remark (1.2) and Lemma (3.10)

\[ f_{\gamma_1, 1, 1}(r)^{1-m} = f_{\beta A}(r)^{1-m} = (A^{-\gamma_1})^{\frac{1}{\gamma_1}} f_{\beta \gamma_1, A}(r) \sim \left( A^{-\gamma_1} \right)^{\frac{1}{\gamma_1}} r^{\frac{1}{\gamma_1}} \]

\[ = \left( A^{-\gamma_1} \right)^{\frac{1}{\gamma_1}} (-\beta)^{-1} f_{\beta, 1, 1} \left( (A^{-\gamma_1})^{\frac{1}{\gamma_1}} \right)^{1-m} \]

\[ = \frac{2(n-1)(n-2-nm)}{(1-m)(-\beta)r^2} \left( - \log r + \frac{(n-2-(n+2)m)}{2(n-2-nm)} \log(-\log r) ight) + K_0 + \frac{1}{\gamma_1} \log A + \frac{1}{\gamma_1} \log(-\log r) + a_1 \frac{-\log r}{4(n-2-nm)^2} \log(-\log r) + a \left( \frac{1}{\log(-\log r)} \right) \quad \text{as } r \to 0. \]

and (1.18) follows.
Lemma 3.11. Let \( n \geq 3 \) and \( 0 < m < \frac{n-2}{n} \). Then
\[
g_{\tilde{\beta}_1, \eta_1}(r) = (\eta_1/\eta_2)g_{\tilde{\beta}_1, \eta_2} \left( (\eta_1/\eta_2)^{\frac{m-1}{n-m}} r \right) \quad \forall r \geq 0
\] (3.25)
and
\[
g_{\tilde{\beta}_1, \tilde{\eta}_1}(r) = (\tilde{\beta}_2/\tilde{\beta}_1) \frac{r^{\frac{1}{m-1}}}{r^{\frac{1}{n-1}}} g_{\tilde{\beta}_2, \eta_1}(r) \quad \forall r > 0,
\] (3.26)
hold for any \( \tilde{\beta}_1 < 0, \tilde{\beta}_2 < 0 \) and \( \eta_1 > 0, \eta_2 > 0 \).

Proof. By direct computation the function
\[
G_1(r) := (\eta_1/\eta_2)g_{\tilde{\beta}_1, \eta_2} \left( (\eta_1/\eta_2)^{\frac{m-1}{n-m}} r \right) \quad \forall r \geq 0
\]
satisfies \( (2.9) \) with \( \eta = \eta_1 \) and \( \tilde{\alpha} = \tilde{\alpha}_1, \tilde{\beta} = \tilde{\beta}_1 \), given by \((2.3)\). Hence by Theorem \( 2.1 \)
\[G_1(r) = g_{\tilde{\beta}_1, \eta_1}(r) \quad \forall r > 0 \]
and \((3.25)\) follows. Similarly, the function
\[
G_2(r) := (\tilde{\beta}_2/\tilde{\beta}_1) \frac{r^{\frac{1}{m-1}}}{r^{\frac{1}{n-1}}} g_{\tilde{\beta}_2, \eta_1}(r) \quad \forall r \geq 0
\]
satisfies \((2.9)\) with \( \eta = (\tilde{\beta}_2/\tilde{\beta}_1) \frac{r^{\frac{1}{m-1}}}{r^{\frac{1}{n-1}}} \eta_1 \) and \( \tilde{\alpha} = \tilde{\alpha}_1, \tilde{\beta} = \tilde{\beta}_1 \), given by \((2.3)\). Hence by Theorem \( 2.1 \)
\[G_2(r) = g_{\tilde{\beta}_1, \tilde{\eta}_1}(r) \quad \forall r > 0 \]
and \((3.26)\) follows. \( \Box \)

Proposition 3.12. Let \( n \geq 3, 0 < m < \frac{n-2}{n}, \eta > 0 \) and \( \tilde{\alpha}, \tilde{\beta} \) satisfy \((2.3)\). Let \( a_1 \) by given by \((1.15)\) and \( K_0 \) given by \((1.16)\). Then the following holds.

\[
g_{\tilde{\beta}, \eta} \left( r^m \right) = \frac{2(n-1)(n-2-nm)}{(1-m)\tilde{\beta}r^{\frac{n-1}{n-m}}} \left\{ \log r + \frac{(n-2-(n+2)m)}{2(n-2-nm)} \log(\log r) \right. \\
+ K_0 + \frac{m(1-m)}{n-2-nm} \log \eta + \frac{m}{n-2-nm} \log \tilde{\beta} \\
+ \frac{a_1}{\log r} + \frac{(n-2-(n+2)m)^2}{4(n-2-nm)^2} \cdot \frac{\log(\log r)}{\log r} + o\left( \frac{1}{\log r} \right) \left\} \right. \quad \text{as } r \to \infty.
\] (3.27)

Proof. By Lemma 3.11
\[
g_{\tilde{\beta}, \eta} \left( r^m \right) = (\eta \tilde{\beta}^\frac{1}{n-m})g_{\tilde{\beta}, \eta} \left( (\eta \tilde{\beta}^\frac{1}{n-m}) \frac{r^{\frac{n-1}{n-m}}}{r^{\frac{n-1}{n-m}}} \right) = \eta g_{\tilde{\beta}, \eta} \left( (\eta \tilde{\beta}^\frac{1}{n-m}) \frac{r^{\frac{n-1}{n-m}}}{r^{\frac{n-1}{n-m}}} \right).
\] (3.28)

By \((3.21)\) and \((3.28)\), we get \((3.27)\) and the proposition follows. \( \Box \)

4. Existence, Uniqueness and Asymptotic Large Time Behaviour of Singular Solutions

In this section, we prove existence, uniqueness and asymptotic large time behaviour of singular solutions of \((1.2)\), Theorems \((1.5)\) and \((1.7)\). As discussed in the introduction section the \( L^1 \)-contractions, Propositions \((1.4)\) and \((1.6)\) play an important role in the theory.
4.1. **Existence and Uniqueness of Singular Solutions.** In this subsection, we prove the existence and uniqueness of solution of (1.2) which satisfies (1.14). Note that the existence of a solution of (1.2) which satisfies (1.14) and (1.25) in Theorem 1.5 follows by an argument similar to the proof of Theorem 1.3 of [HK]. Hence, we will focus on the proof of the uniqueness of the solution of (1.2) in this subsection.

The main proposition for the uniqueness of the solution is the $L^1$-contraction with a weight function $r^{-\mu}$ in (1.22), Proposition 1.4. In the proof of the $L^1$-contraction, an estimate on the difference of the self-similar profiles, (4.2) is essential. Thus, for a first step, we formulate the function $f_1$ with $h_3$ which is defined in Corollary 3.5 and Lemma 3.8 instead of the little-O notation.

Indeed, Proposition 3.9 with $h_3(\log r)$ instead of $o\left(\frac{1}{\log r}\right)$ gives

\[
f_{1,1}(r) = \frac{c_0}{r^2} \left\{ -\log r + c_1 \log(-\log r) + K_0 + \frac{a_1}{\log r} + c_2 \frac{\log(-\log r)}{-\log r} + h_3(-\log r) \right\},
\]

for sufficient large $r$, where $a_1$ and $K_0$ are given by (1.15) and (1.16) respectively and $c_1 := \frac{(n-2-(n+2)\beta)}{2(n-2-\mu)}$ and $c_2 := \frac{(n-2-(n+2)\mu)}{4(n-2-\mu)}$. Then, since

\[
A = \lambda^{-\gamma_1} \quad \text{and} \quad f_{1,1}^{-m}(r) = \left( A(-\beta) \frac{\hat{m}}{n} \right)^{\frac{1}{\gamma_1}} \left( -\beta \right)^{\frac{1}{\gamma_1}} f_{1,1}^{-m}(A(-\beta) \frac{\hat{m}}{n} \left( -\beta \right)^{-1} f_{1,1}^{-m}(A(-\beta) \frac{\hat{m}}{n}), \right.
\]

we have

\[
f_{1}^{-m}(r) = \left( A(-\beta) \frac{\hat{m}}{n} \right)^{\frac{1}{\gamma_1}} \left( -\beta \right)^{\frac{1}{\gamma_1}} f_{1,1}^{-m}(A(-\beta) \frac{\hat{m}}{n} \left( -\beta \right)^{-1} f_{1,1}^{-m}(A(-\beta) \frac{\hat{m}}{n}) \right.
\]

\[
= \frac{\tilde{c}_0}{r^2} \left\{ -\log r + c_1 \log \left( \log \left( \frac{c_1}{r} \right) \right) + K_0 + \log \frac{1}{\lambda} + \frac{1}{\gamma_1(1-m)} \log(-\beta) \right\} \\
+ \frac{a_0}{\log \left( \frac{c_1}{r} \right)} + c_1 \frac{\log \left( \frac{c_1}{r} \right)}{\log \left( \frac{c_1}{r} \right)} + h_3 \left( \log \left( \frac{c_1}{r} \right) \right),
\]

where $\tilde{c}_0 := \frac{c_0}{\beta}$ and $c_1 := \frac{(-\beta)^{\gamma_1+\frac{1-m}{\lambda}}}{\lambda}$. In the following lemma, we will use (4.1) instead of (1.18) in Theorem 1.3.

**Lemma 4.1.** Let $n \geq 3$, $0 < m < \frac{n-2}{n}$ and $\lambda_1 > \lambda_0 > 0$. Then there is $\varepsilon_1 = \varepsilon_1(\lambda_0, \lambda_1)$ such that

\[
f_{h_0}(r) - f_{h_1}(r) \leq \frac{C}{r^{\frac{1}{\gamma_1}}} \left( \log r^{-1} \right)^{\frac{n}{\gamma_1}}, \quad \text{for} \ r \leq \varepsilon_1.
\]
Proof. By the mean value theorem and (5.11),

\[
    f_{\delta_0}(r) - f_{\delta_1}(r) = \frac{\varepsilon_0^m}{r^{1-m}} \left\{ \left( \frac{c^2}{\varepsilon_0} f_{\delta_0}^{1-m}(r) \right)^{\frac{1}{1-m}} - \left( \frac{r^2}{\varepsilon_0} f_{\delta_1}^{1-m}(r) \right)^{\frac{1}{1-m}} \right\} \\
    \leq \frac{\varepsilon_0^m}{r^{1-m}} \frac{1}{1-m} \max \left\{ \left( \frac{c^2}{\varepsilon_0} f_{\delta_0}^{1-m}(r) \right)^{\frac{1}{1-m}}, \left( \frac{r^2}{\varepsilon_0} f_{\delta_1}^{1-m}(r) \right)^{\frac{1}{1-m}} \right\} \left( \frac{c^2}{\varepsilon_0} f_{\delta_0}^{1-m}(r) - \frac{r^2}{\varepsilon_0} f_{\delta_1}^{1-m}(r) \right) \\
    \leq \frac{\varepsilon_0^m}{r^{1-m}} \frac{1}{1-m} \max \left\{ \left( \frac{c^2}{\varepsilon_0} f_{\delta_0}^{1-m}(r) \right)^{\frac{1}{1-m}}, \left( \frac{r^2}{\varepsilon_0} f_{\delta_1}^{1-m}(r) \right)^{\frac{1}{1-m}} \right\} \\
    \times \left\{ \log \frac{\delta_1}{\delta_0} + c_1 \left( \log \left( \frac{c_0}{\varepsilon_0} \right) - \log \left( \frac{c_1}{r} \right) \right) \right\} \\
    + \frac{a_0}{\log \left( \frac{c_0}{\varepsilon_0} \right)} - \frac{a_0}{\log \left( \frac{c_0}{r} \right)} + c_2 \left( \log \left( \frac{c_1}{\varepsilon_0} \right) - \frac{a_0}{\log \left( \frac{c_0}{\varepsilon_0} \right)} \right) \\
    + h_3 \left( \log \left( \frac{c_0}{\varepsilon_0} \right) - h_3 \left( \log \left( \frac{c_0}{r} \right) \right) \right). 
\]

By the mean value theorem and (3.19), there is \( \varepsilon_1 \) such that for \( r \leq \varepsilon_1 \),

\[
    \left| h_3 \left( \log \left( \frac{c_0}{\varepsilon_0} \right) \right) - h_3 \left( \log \left( \frac{c_0}{r} \right) \right) \right| \leq \frac{1}{2} \frac{a_0}{\log \left( \frac{c_0}{\varepsilon_0} \right)} \log \frac{\delta_1}{\delta_0}. 
\]

By (1.25) and the mean value theorem on \( \log \left( \frac{c_0}{\varepsilon_0} \right) - \log \left( \frac{c_0}{r} \right) \), \( \frac{a_0}{\log \left( \frac{c_0}{\varepsilon_0} \right)} - \frac{a_0}{\log \left( \frac{c_0}{r} \right)} \), and \( \log \left( \frac{c_0}{\varepsilon_0} \right) - \log \left( \frac{c_0}{r} \right) \), we have

\[
    f_{\delta_0}(r) - f_{\delta_1}(r) \leq \frac{\varepsilon_0^m}{r^{1-m}} \frac{1}{1-m} \max \left\{ \left( \frac{c^2}{\varepsilon_0} f_{\delta_0}^{1-m}(r) \right)^{\frac{1}{1-m}}, \left( \frac{r^2}{\varepsilon_0} f_{\delta_1}^{1-m}(r) \right)^{\frac{1}{1-m}} \right\} \\
    \times \log \frac{\delta_1}{\delta_0} \left\{ 1 + \frac{c_1}{\log \left( \frac{c_0}{\varepsilon_0} \right)} + \frac{2a_0}{\log \left( \frac{c_0}{\varepsilon_0} \right)} + c_2 \frac{\log \left( \frac{c_0}{\varepsilon_0} \right) - 1}{\log \left( \frac{c_0}{\varepsilon_0} \right)^2} \right\} \\
    \leq \frac{C}{r^{1-m}} \left( \log r^{-1} \right)^{\frac{m+1}{m}},
\]

for \( r \leq \varepsilon_1 \). \( \square \)

**Proof of Proposition 5.2** We will use a modification of the proof of Lemma 4.1 of [DS1] and Theorem 1.2 of [HK] to prove the theorem. We choose \( \eta \in C_0^\infty(\mathbb{R}^n) \) such that \( 0 \leq \eta \leq 1 \), \( \eta = 1 \) for \( |x| \leq 1 \), and \( \eta = 0 \) for \( |x| \geq 2 \). For any \( R > 2 \), and \( 0 < \varepsilon < 1 \), let \( \eta_\varepsilon(x) := \eta(x/R) \), \( \eta_\varepsilon(x) := \eta(x/\varepsilon) \), and \( \eta_{\varepsilon,R}(x) = \eta_\varepsilon(x) - \eta_\varepsilon(x) \). Then \( |\nabla \eta_{\varepsilon,R}|^2 + |\Delta \eta_{\varepsilon,R}| \leq C \varepsilon^{-2} \) for \( \varepsilon \leq |x| \leq 2 \varepsilon \), and \( |\nabla \eta_{\varepsilon,R}|^2 + |\Delta \eta_{\varepsilon,R}| \leq C R^{-2} \) for \( R \leq |x| \leq 2R \). By the Kato inequality ([DK], [K]),

\[
    \frac{\partial}{\partial t} [u - v] \leq \frac{n-1}{m} \Delta (|u^m - v^m|) \quad \text{in} \quad \mathcal{D} ((\mathbb{R}^n \setminus \{0\}) \times (0, \infty)).
\]
Then
\[
\frac{d}{dt} \int_{\mathbb{R}^n \setminus \{0\}} |u - v|(x, t) \eta_{E,R}(x)|x|^{-\mu} \, dx
\]
\[
\leq \int_{\mathbb{R}^n \setminus \{0\}} |u^n - v^n|(x, t) \Delta (\eta_{E,R}(x)|x|^{-\mu}) \, dx
\]
\[
= \int_{\mathbb{R}^n \setminus \{0\}} |u^n - v^n|(x, t) \{ |x|^{-\mu} \Delta \eta_{E,R}(x) + 2\nabla \eta_{E,R} \cdot \nabla |x|^{-\mu} + \eta_{E,R} \Delta |x|^{-\mu} \} \, dx. \quad (4.3)
\]
Let \( r_1 \) be as given in Remark 1.2, \( 0 < \varepsilon_0 < 1 \) and \( R_0 = \max(2, r_1 / \lambda_2) \). Since \( 0 < \mu \leq \mu_1 < n - 2 \),
\[
\Delta |x|^{-\mu} = \mu \{ \mu - (n - 2) \} |x|^{-\mu - 2} \leq 0 \quad \forall x \in \mathbb{R}^n \setminus \{0\}.
\]
Let \( T_0 > 0 \). By integrating (4.3) over \((0, t)\), \( 0 < t < T_0 \), by (1.12), (1.20) and Remark 1.2 for any \( 0 < t < T_0 \), \( 0 < \varepsilon \leq \varepsilon_0 \), and \( R \geq R_0 \),
\[
\int_{\mathbb{R}^n \setminus \{0\}} |u - v|(x, t) \eta_{E,R}(x)|x|^{-\mu} \, dx - \int_{\mathbb{R}^n \setminus \{0\}} |u_0(x) - v_0(x)| \eta_{E,R}(x)|x|^{-\mu} \, dx
\]
\[
\leq CR^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} U_{I_3}^m(x, s) \, dx \, ds + Ce^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} \left( U_{I_3}^m(x, s) - U_{I_3}^m(x, s) \right) \, dx \, ds
\]
\[
\leq CR^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} f_{I_3}(e^{-\beta s}x)^m \, dx \, ds
\]
\[
+ Ce^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} \left( f_{I_3}(e^{-\beta s}x)^m - f_{I_3}(e^{-\beta s}x)^m \right) \, dx \, ds
\]
\[
\leq CR^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} |e^{-\beta s}x|^m \, dx \, ds
\]
\[
+ Ce^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} \left( f_{I_3}(e^{-\beta s}x)^m - f_{I_3}(e^{-\beta s}x)^m \right) \, dx \, ds
\]
\[
\leq CR^{-2\mu} + Ce^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} \left( f_{I_3}(e^{-\beta s}x)^m - f_{I_3}(e^{-\beta s}x)^m \right) \, dx \, ds
\]
\[
\leq CR^{-m} + I_1. \quad (4.4)
\]
Since by Theorem 1.3 Lemma 4.1 and the mean value theorem,
\[
f_{I_3}^m(r) - f_{I_3}^m(r) \sim r^{-\frac{m}{\alpha}} \left( \log r^{-1} \right)^{\frac{m}{\alpha} - 1} \quad \forall 0 < r \leq \varepsilon \quad (4.5)
\]
for sufficiently small \( \varepsilon \in (0, \varepsilon_0) \), hence for sufficiently small \( \varepsilon \in (0, \varepsilon_0) \),
\[
I_1 \leq Ce^{-2\mu} \int_0^t \int_{B_{2R} \setminus B_R} |x|^{-\mu} \left( \log((e^{-\beta s}r)^{-1}) \right)^{\frac{m}{\alpha} - 1} \, dx \, ds
\]
\[
\leq Ce^{-\frac{m}{\alpha} - \mu} \left( \log \varepsilon \right)^{\frac{m}{\alpha} - 1}. \quad (4.6)
\]
Since \( T_0 \) is arbitrary, letting \( \varepsilon \to 0 \) and \( R \to \infty \) in (4.4), by (1.22) and (4.6), (1.25) follows. By an argument similar to the proof of (1.22) we get (1.24).

By Proposition 1.4 and an argument similar to the proof of Theorem 1.3 of [HK], we have the existence and uniqueness of the solution to (1.2) which satisfies (1.14), Theorem 1.5.
4.2. Asymptotic Large Time Behaviour of Singular Solutions. In this subsection, we discuss the asymptotic large time behaviour of singular solutions, Theorem 1.7 for $n = 3, 4$ and $\frac{n-2}{n} \leq m < \frac{n-2}{n-1}$. Since the $L^1$-contraction with the weigh function $r^{-\mu}$, Proposition 1.7 is not appropriate to the asymptotic behaviour, as discussed in the introduction of this paper, we will use the $L^1$-contraction with the weigh function of the form $f^{\alpha r}$, for some $\lambda > 0$ and $\gamma > 0$, Proposition 1.2, to have the asymptotic behaviour.

**Lemma 4.2.** Let $n \geq 3$, $0 < m < \frac{n-2}{n}$ and $g, w$ be given (2.4) and (2.10), where $f = f_1$ is the solution of (1.3) which satisfies (1.6) with $A = 1$. Then

$$\lim_{r \to \alpha} \frac{rg_r}{g} = -\frac{\alpha}{\beta}$$

(4.7)

and

$$\lim_{r \to 0} \frac{rf_r}{f} = -\frac{2}{1-m}$$

(4.8)

Hence, there exists constants $r_2 > 0$ and $C_1 > C_2 > 0$ such that

$$-C_1rf_r(r) \leq f(r) \leq -C_2rf_r(r) \ \forall 0 < r \leq r_2.$$  

(4.9)

**Proof.** By Lemma 2.3, Theorem 2.4, and a direct computation,

$$rw_r = (1-m)w\left(\frac{\alpha}{\beta} + \frac{rg(r)}{g}\right) \ \forall r > 0$$

$$\Rightarrow \ (1-m) \lim_{r \to 0} \left(\frac{\alpha}{\beta} + \frac{rg(r)}{g}\right) = \lim_{r \to 0} \frac{rw_r}{w} = \lim_{r \to 0} \left(\frac{rg_r}{g}\right) = 0$$

and (4.7) follows. By (2.4), (2.5), (4.7), and a direct computation,

$$\frac{rf_r}{f} = \frac{-n-2}{m} - \frac{r^{-1}g(r^{-1})}{g(r^{-1})} \ \forall r > 0$$

$$\Rightarrow \ \lim_{r \to 0} \frac{rf_r}{f} = \frac{-n-2}{m} - \lim_{r \to 0} \frac{r^{-1}g(r^{-1})}{g(r^{-1})} = \frac{-n-2}{m} + \frac{\alpha}{\beta} = \frac{-2}{1-m}$$

and (4.8) follows. By (4.8) there exists constants $r_2 > 0$ and $C_2 > C_1 > 0$ such that (4.9) holds. \hfill \Box

By (1.8) and Lemma 4.2, we have the following corollary.

**Corollary 4.3.** Let $n \geq 3$, $0 < m < \frac{n-2}{n}$, $\lambda > 0$, $f = f_1$ be given by (1.8) and $r_2 > 0$, $C_1 > C_2 > 0$ be as in Lemma 4.2. Then

$$\lim_{r \to 0} \frac{rf_{1,r}}{f_1} = -\frac{2}{1-m}$$

(4.10)

and

$$-C_1rf_{1,r} \leq f_1(r) \leq -C_2rf_{1,r} \ \forall 0 < r \leq r_2/\lambda.$$  

(4.11)

**Lemma 4.4.** Let $n \geq 3$, $0 < m < \frac{n-2}{n}$ and let $f = f_1$ be the solution of (1.3) which satisfies (1.6) with $A = 1$. Then

$$\lim_{r \to \infty} \frac{rf_r}{f} = \frac{-n-2}{m}.$$  

(4.12)

Hence there exists constants $r_3 > 0$, $C_3 > C_4 > 0$, such that

$$-C_3rf_r \leq f(r) \leq -C_4rf_r \ \forall r \geq r_3.$$  

(4.13)
Proof. By (1.6), (4.10) and Theorem 2.1
\[ \lim_{r \to 0} r g_r(r) = 0 \quad \text{and} \quad g(0) = 1 \]
\[ \Rightarrow \lim_{r \to 0} \frac{r g_r(r)}{g(r)} = 0 \]
\[ \Rightarrow \lim_{r \to \infty} \frac{r f_r(r)}{f(r)} = \frac{n - 2}{m} - \lim_{r \to \infty} \frac{r^{-1} g_r(r^{-1})}{g(r^{-1})} = -\frac{n - 2}{m} \]
and (4.11) follows. By (4.11), there exists constants \( r_1 > 0, C_4 > C_3 > 0 \), such that (4.12) holds.

By (1.8) and Lemma 4.4 we have the following corollary.

Corollary 4.5. Let \( n \geq 3, 0 < m < \frac{n^2}{n}, \lambda > 0, f = f_\lambda \) be given by (1.3) and \( r_3 > 0, C_3 > C_4 > 0 \) be as in Lemma 4.4. Then,
\[ \lim_{r \to \infty} \frac{r f_{3r}(r)}{f_r(r)} = -\frac{n - 2}{m} \]
and
\[ -C_3 r f_{3r}(r) \leq f_3(r) \leq -C_4 r f_{3r}(r) \quad \forall r \geq r_3/\lambda. \]

Proof of Proposition 4.6. We will use a modification of the proof of Lemma 4.1 of [DS1] and Theorem 1.2 of [HK] to prove the proposition. Let \( q(x, t) = |u(x, t) - \psi(x, t)| \) and \( \eta_{\epsilon, R} \) be as in the proof of Proposition 1.4. By the Kato inequality ([DK], K),
\[ q_\epsilon \leq \frac{n - 1}{m} \Delta (a(x, t)q) \quad \text{in} \ (\mathbb{R}^n \setminus \{0\}) \times (0, \infty), \quad \text{(4.13)} \]
where
\[ m U_{\lambda_1}^{m-1}(x, t) \leq a(x, t) := \int_0^1 \frac{m \, ds}{su + (1 - s)v} \leq m U_{\lambda_1}^{m-1}(x, t) \quad \forall x \in \mathbb{R}^n \setminus \{0\}, t > 0. \quad \text{(4.14)} \]
By (4.13),
\[ \frac{d}{dt} \int_{\mathbb{R}^n \setminus \{0\}} q(x, t) \eta_{\epsilon, R}(x) f_{\lambda_1}(x)^m \, dx \]
\[ \leq \frac{n - 1}{m} \int_{\mathbb{R}^n \setminus \{0\}} a(x, t) q(x, t) \left[ f_{\lambda_1}^m \Delta \eta_{\epsilon, R} + 2 \nabla f_{\lambda_1}^m \cdot \nabla \eta_{\epsilon, R} + \eta_{\epsilon, R} \Delta f_{\lambda_1}^m \right] \, dx. \quad \text{(4.15)} \]
Since \( \frac{n^2}{n+2} \leq m \leq \frac{n^2}{n} \) implies \( 0 < \gamma \leq 1 \), by (1.3) and (1.7), for \( h(x) := f_{\lambda_1}(x)^m \) we have
\[ \Delta h^r = (h^r)_r + \frac{n - 1}{r - (h^r)_r} \]
\[ = \gamma (\gamma - 1) h^{r-2} (h_r)^2 + \gamma h^{r-1} h_r + \frac{n - 1}{r} \gamma h^{r-1} h_r, \]
\[ \leq \gamma h^{r-1} \left[ \left( f_{\lambda_1}^m \right)_r + \frac{n - 1}{r} \left( f_{\lambda_1}^m \right)_r \right] = -\frac{m y}{n - 1} \gamma h^{r-1} \left( \alpha f_{\lambda_1} + \beta r f_{\lambda_1} \right) \]
\[ < 0 \quad \text{in} \ \mathbb{R}^n \setminus \{0\}. \quad \text{(4.16)} \]
Let \( r_1, r_2, r_3 \) be as given in Remark 4.2, Corollary 4.3 and Corollary 4.5. Let
\[ \epsilon_0 = \frac{r_2}{\max(\lambda_1, \lambda_3)} \quad \text{and} \quad R_0 = \frac{\max(r_1, r_3)}{\min(\lambda_2, \lambda_3)}. \]
Then by (1.12), (1.20), (4.14), (4.15), (4.16), Corollary 4.3, and Corollary 4.5 for any \(0 \leq \varepsilon \leq \varepsilon_0/2, R \geq R_0\) and \(t > 0\),

\[
\frac{d}{dt} \int_{E^+(0)} q(x, t) \eta_{\varepsilon, R}(x) f_{A_1}(x)^m y^r \, dx \\
\leq \frac{n-1}{m} \int_{E^+(0)} a(x, t) q(x, t) \left[ f_{A_1}^{m y} \Delta \eta_{\varepsilon, R} + 2 \nabla f_{A_1}^{m y} \cdot \nabla \eta_{\varepsilon, R} \right] \, dx \\
\leq CR^{-2} \int_{B_{2R} \setminus B_0} U_{A_1}(x, t)^{m-1} U_{A_1}(x, t) f_{A_1}(x)^{m y} \, dx \\
+ CE^{-2} \int_{B_{2R} \setminus B_0} U_{A_1}(x, t)^{m-1} (U_{A_1}(x, t) - U_{A_1}(x, t)) f_{A_1}(x)^{m y} \, dx
\]

(4.17)

Integrating (4.17) over \((0, t)\),

\[
\int_{E^+(0)} q(x, t) \eta_{\varepsilon, R}(x) f_{A_1}(x)^{m y} \, dx - \int_{E^+(0)} q(x, 0) \eta_{\varepsilon, R}(x) f_{A_1}(x)^{m y} \, dx \\
\leq CR^{-2} \int_{0}^{t} e^{-\max} \int_{B_{2R} \setminus B_0} f_{A_1}(e^{-\beta s} x)^{m-1} f_{A_1}(e^{-\beta s} x) f_{A_1}(x)^{m y} \, dx \, ds \\
+ CE^{-2} \int_{0}^{t} e^{-\max} \int_{B_{2R} \setminus B_0} f_{A_1}(e^{-\beta s} x)^{m-1} (f_{A_1}(e^{-\beta s} x) - f_{A_1}(e^{-\beta s} x)) f_{A_1}(x)^{m y} \, dx \, ds
\]

\[=: I_1 + I_2 \quad \forall 0 \leq \varepsilon \leq \varepsilon_0, R \geq R_0, t > 0. \tag{4.18}\]

Since \(m < \frac{n}{n+2}\) and \(\alpha, \beta\) satisfy (1.4), we have \((n-2)\beta - ma = \frac{(n-2-2m)\gamma}{1-m} < 0\). Hence, by Remark 1.2 for any \(t > 0, R \geq R_0\),

\[
I_1 \leq CR^{-2} \int_{0}^{t} e^{-\max} (e^{-\beta s} R)^{2-n} R^{-(n-2)\gamma} R^n \, ds \\
\leq CR^{-(n-2)\gamma} \int_{0}^{t} e^{(n-2)\beta e^{-ms}} \, ds \leq CR^{-(n-2)\gamma} t. \tag{4.19}\]

We note that by (1.9) and Lemma 4.1

\[
f_{A_1}(r)^{m y} \sim r^2 (\log r^{-1})^{-1} \quad \text{and} \quad f_{A_2}(r) - f_{A_1}(r) \sim r^{-\frac{m}{1-m}} (\log r^{-1})^{\frac{m}{1-m}},
\]

for all \(0 < r < \varepsilon\) as \(\varepsilon \to 0\). Hence, for fixed \(T_0 > 0\), for any \(0 < t \leq T_0\) and sufficiently small \(\varepsilon > 0\),

\[
I_2 \leq CE^{-2} \int_{0}^{t} e^{-\max} e^{-2\beta s} e^2 \left( \log(e^{-\beta s} \varepsilon)^{-1} \right)^{-1} e^{\frac{2m}{1-m}} e^{-\frac{m}{1-m}} (\log(e^{-\beta s} \varepsilon)^{-1})^{\frac{m}{1-m}} \cdot e^{-\frac{2m}{1-m} (\log e^{-1})^{\frac{m}{1-m}}} e^{\frac{m}{1-m}} \, ds \\
\leq C \int_{0}^{t} (\log e^{-1})^{1+\frac{m}{1-m}+\frac{m}{1-(n-2)\gamma}} \, ds = C (\log e^{-1})^{1+\frac{m}{1-m}+\frac{m}{1-(n-2)\gamma}} t. \tag{4.20}\]
Since \( n \leq 4, -1 + \frac{m}{1-m} + \frac{1}{2}(n - \frac{2}{n+2}) = \frac{1}{2}n - 2 \leq 0 \). Hence, by (4.18), (4.19) and (4.20), for any \( 0 < t \leq T_0, R \geq R_0, \) and \( \varepsilon \) sufficiently small,
\[
\int_{\mathbb{R}^n \setminus \{0\}} q(x, t) \eta_{\varepsilon,R}(x)f_{\lambda_1}(x)^{m*} dx \leq \int_{\mathbb{R}^n \setminus \{0\}} q(x, 0)\eta_{\varepsilon,R}(x)f_{\lambda_1}(x)^{m*} dx
\]
\[
\leq C \left( R^{-(n-2)m} + (\log R^{-1})^{\frac{1}{n-2}} \right) t \leq Ct
\]
and
\[
\int_{\mathbb{R}^n \setminus \{0\}} q(x, t)f_{\lambda_1}(x)^{m*} dx \leq Ct + \int_{\mathbb{R}^n \setminus \{0\}} q(x, 0)f_{\lambda_1}(x)^{m*} dx.
\]
Since \( u_0 - v_0 \in L^1(f_{\lambda_1}^{m*} ; \mathbb{R}^n \setminus \{0\}) \), we have \( u - v \in L^1(f_{\lambda_1}^{m*} ; \mathbb{R}^n \setminus \{0\}) \) and
\[
\int_0^t \int_{\mathbb{R}^n \setminus \{0\}} q(x, s)f_{\lambda_1}(x)^{m*} dx ds \leq Ct^2 + t \int_{\mathbb{R}^n \setminus \{0\}} q(x, 0)f_{\lambda_1}(x)^{m*} dx, \quad \forall 0 < t \leq T_0.
\]
By the same argument as in (4.17) and the growth rate of \( f_{\lambda_1} \), (4.21).

Since \( T_0 \) is arbitrary, we have (1.31).

Suppose that (1.32) holds. Integrating (4.15) over \((0, t)\) and letting \( R \to \infty \) and \( \varepsilon \to 0 \), by an argument similar to the proof in the previous paragraphs, we have
\[
\int_{\mathbb{R}^n \setminus \{0\}} q(x, t)f_{\lambda_1}(x)^{m*} dx \leq \limsup_{R \to \infty, \varepsilon \to 0} \int_0^t \int_{\mathbb{R}^n \setminus \{0\}} a(x, t)q(x, t)\eta_{\varepsilon,R}\Delta f_{\lambda_1}(x)^{m*} dx ds
\]
\[
< 0 \quad \forall 0 < t < T_0.
\]
Since \( T_0 \) is arbitrary, (1.33) follows. \( \square \)

**Corollary 4.6.** Let \( n = 3, 4, \frac{n-2}{n+2} \leq m < \frac{n-2}{n}, \beta < 0, \) and \( \alpha, \gamma \) be given by (1.4) and (1.29) respectively. Let \( \lambda_1 > \lambda_2 > 0, \lambda_3 > 0, \) and \( f_{\lambda_1} \) be given by (1.8) with \( \lambda = \lambda_1, \lambda_2, \lambda_3. \) Let \( u_0, v_0 \) satisfy (1.19), (1.30), and \( \bar{u}, \bar{v} \) be solutions of
\[
\begin{align*}
\frac{\partial \bar{u}}{\partial t} &= \frac{n-1}{m} \Delta \bar{u} + \alpha \bar{u} + \beta \bar{v} \cdot \nabla \bar{u} \quad \text{in } (\mathbb{R}^n \setminus \{0\}) \times (0, \infty) \\
\bar{u}(\cdot, 0) &= u_0 \quad \text{in } \mathbb{R}^n \setminus \{0\},
\end{align*}
\]
with initial values \( u_0, v_0, \) respectively, which satisfies
\[
f_{\lambda_1}(x) \leq \bar{u}(x, t), \bar{v}(x, t) \leq f_{\lambda_3}(x) \quad \text{in } (\mathbb{R}^n \setminus \{0\}) \times (0, \infty).
\] (4.22)
Then
\[ \int_{\mathbb{R}^n \setminus [0]} |\bar{u} - \bar{v}||x,t)f_{\lambda_3}(x)^{my} \, dx \leq \int_{\mathbb{R}^n \setminus [0]} |u_0 - v_0||x,t)f_{\lambda_3}(x)^{my} \, dx \quad \forall t > 0. \tag{4.23} \]

If \((1.32)\) holds, then
\[ \int_{\mathbb{R}^n \setminus [0]} |\bar{u} - \bar{v}||x,t)f_{\lambda_3}(x)^{my} \, dx < \int_{\mathbb{R}^n \setminus [0]} |u_0 - v_0||x,t)f_{\lambda_3}(x)^{my} \, dx \quad \forall t > 0. \tag{4.24} \]

**Proof.** Let
\[ u(x,t) := e^{-\alpha t}\bar{u}(e^{-\beta}x,t) \quad \text{and} \quad v(x,t) := e^{-\alpha t}\bar{v}(e^{-\beta}x,t). \]

Then \(u\) and \(v\) are solutions of \((1.2)\) with initial values \(u_0\) and \(v_0\), respectively, which satisfy \((1.20)\). By using the fact that \(\alpha - n\beta = -\frac{2\gamma\nu}{1-m}\) and \((1.8)\), we have
\[ \int_{\mathbb{R}^n \setminus [0]} |\bar{u} - \bar{v}||x,t)f_{\lambda_3}(x)^{my} \, dx = e^{\alpha t} \int_{\mathbb{R}^n \setminus [0]} |u - v||x,t)f_{\lambda_3}(x)^{my} \, dx = \int_{\mathbb{R}^n \setminus [0]} |u - v||y,t)(e^{-\beta y})^{my} \, dy = \int_{\mathbb{R}^n \setminus [0]} |u - v||y,t)f_{e^{-\beta \gamma}}(y)^{my} \, dy. \tag{4.25} \]

On the other hand, by Remark \((2.7)\) and \((1.30)\),
\[ u_0 - v_0 \in L^1(f_{e^{-\beta \gamma}}; \mathbb{R}^n) \quad \forall t > 0. \]

This together with Proposition \((1.6)\) implies that
\[ \int_{\mathbb{R}^n \setminus [0]} |u - v||y,t)f_{e^{-\beta \gamma}}(y)^{my} \, dy \leq \int_{\mathbb{R}^n \setminus [0]} |u_0(y) - v_0(y)|f_{e^{-\beta \gamma}}(y)^{my} \, dy. \tag{4.26} \]

By \((4.23)\), \((4.26)\), and Remark \((2.7)\) the desired inequality \((4.23)\) follows. If \((1.32)\) holds, then the same argument with \((1.32)\) implies \((4.24)\). \(\square\)

By the same argument as the proof of Lemma 4.3 of \([\text{HK}]\) but with Corollary \((4.6)\) replacing Lemma 4.2 in the proof there, we have the following result.

**Lemma 4.7** (cf. Lemma 1 of \([\text{OR}]\) and Lemma 4.3 of \([\text{HK}]\)). Let \(n = 3, 4, \frac{2m}{n-m} \leq m < \frac{n-2}{n} \) and \(\beta < 0, \alpha\) be given by \((1.4)\) and \(\gamma\) be given by \((1.29)\). Let \(\lambda_1 \geq \lambda_0 \geq \lambda_2 > 0, \lambda_3 > 0\), and \(f_{\lambda_i}, i = 0, 1, 2, 3\) be given by \((1.3)\). Let \(u_0\) satisfy \((1.13)\) and \((1.42)\). Let \(\bar{u}\) be a solution of \((1.2)\) which satisfies \((1.27)\) which satisfies \((4.22)\). Suppose that \(t_i \rightarrow \infty\), \(\bar{u}(t_i) \rightarrow v_0\) in \(L^1(f_{\lambda_3}; \mathbb{R}^n)\) as \(i \rightarrow \infty\). Suppose \(v\) is the solution of \((1.2)\) with initial value \(v_0\) which satisfies \((1.14)\) and \((1.25)\) and \(\bar{v}(x,t) := e^{\beta t}\bar{v}(e^{\beta}x,t)\). Then
\[ \|\bar{v}(\cdot,t) - f_{\lambda_0}\|_{L^1(f_{\lambda_3}; \mathbb{R}^n)} = \|v_0 - f_{\lambda_0}\|_{L^1(f_{\lambda_3}; \mathbb{R}^n)} \quad \forall t > 0. \tag{4.27} \]

**Proof of Theorem 4.7** Since \(\bar{u}\) satisfies \((4.22)\), the equation \((1.2)\) is uniformly parabolic on \(A_{2R,1}^\infty \times (\frac{1}{2}, \infty)\) for any \(0 < R < \infty\). By the Schauder’s estimates \(\bar{u}\) is equi-Hölder continuous on \(A_{2R,1}^\infty \times [1, \infty)\) for any \(0 < R < \infty\). By the Ascoli Theorem and a diagonalization argument, any sequence \((\bar{u}(\cdot, t_i))\), \(t_i \rightarrow \infty\) as \(i \rightarrow \infty\), of \((\bar{u}(\cdot, t_i))\), has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on every compact subset of \(\mathbb{R}^n \setminus \{0\}\) as \(i \rightarrow \infty\).
Let \( v_0(x) = \lim_{t \to \infty} \bar{u}(x, t) \). By (4.25) and Proposition 1.6
\[
\int_{\mathbb{R}^n \setminus \{0\}} |\bar{u}(x, t) - f_{\lambda_0}(x)|^{\|m\|_{L^1(R^n)}} \, dx = \int_{\mathbb{R}^n \setminus \{0\}} |u(x, t) - f_{\lambda_0}(x)|^{\|m\|_{L^1(R^n)}} \, dx \\
\leq \int_{\mathbb{R}^n \setminus \{0\}} |u_0(x) - f_{\lambda_0}(x)|^{\|m\|_{L^1(R^n)}} \, dx \quad \forall t > 0, i \in \mathbb{Z}^+. \quad (4.28)
\]
Putting \( t = t_i \) and letting \( i \to \infty \) in (4.28), by Remark 2.7 and the Lebesgue monotone convergence theorem,
\[
\int_{\mathbb{R}^n \setminus \{0\}} |v_0(x) - f_{\lambda_0}(x)|^{\|m\|_{L^1(R^n)}} \, dx = 0 \quad \Rightarrow \quad v_0(x) \equiv f_{\lambda_0}(x) \quad \forall x \in \mathbb{R}^n \setminus \{0\}
\]
Since \( t_i \) is arbitrary, \( \bar{u}(\cdot, t) \) converges to \( f_{\lambda_0} \) uniformly on each compact subset of \( \mathbb{R}^n \setminus \{0\} \) as \( t \to \infty \). Letting \( t \to \infty \) in (4.28), by Remark 2.7 and the Lebesgue monotone convergence theorem,
\[
\lim_{t \to \infty} \int_{\mathbb{R}^n \setminus \{0\}} |\bar{u}(x, t) - f_{\lambda_0}|^{\|m\|_{L^1(R^n)}} \, dx = 0.
\]
Hence \( \bar{u}(\cdot, t) \to f_{\lambda_0} \) in \( L^1(f_{\lambda_0}^{\|m\|_{L^1(R^n)}}; \mathbb{R}^n) \) as \( t \to \infty \) and the theorem follows. \( \square \)

4.3. Asymptotic Large Time Behaviour of Radially Symmetric Singular Solutions. In this subsection, we study the asymptotic behaviour of the solution \( u \) of (1.2) with radially symmetric initial value \( u_0(x) = u_0(r) \). First, we consider a weighted \( L^1 \)-contraction of the problem (1.3).

**Proposition 4.8.** Let \( 3 \leq n < 8 \) and \( 1 - \frac{1}{\frac{n-2}{n}} \leq m \leq \min \left\{ \frac{2(n-2)}{3n}, \frac{n-2}{n+2} \right\} \). \( \bar{\alpha}, \bar{\beta}, \gamma \) be given by (2.2) and (1.41), respectively. Let \( \lambda_1 > \lambda_2 > \lambda_3 > 0 \), and \( g_{\lambda, i} = 1, 2, 3 \) be given by (1.40) with \( \lambda = \lambda_1, \lambda_2, \lambda_3 \). Let \( \overline{u}_0 \) and \( \overline{v}_0 \) and satisfy
\[
g_{\lambda, 1}(x) \leq \overline{u}_0(x), \overline{v}_0(x) \leq g_{\lambda, 2}(x) \quad \text{in} \quad \mathbb{R}^n \setminus \{0\} \quad (4.29)
\]
and
\[
\overline{u}_0 - \overline{v}_0 \in L^1 \left( g_{\lambda, 1}^{\|m\|_{L^1(R^n)}}; \mathbb{R}^n \right) \setminus \{0\}.
\]
Let \( \overline{u} \) and \( \overline{v} \) be the solutions of (1.3) with initial values \( \overline{u}_0, \overline{v}_0 \), respectively which satisfy
\[
\overline{U}_{\lambda, 1} \leq \overline{u}, \overline{v} \leq \overline{U}_{\lambda, 2} \quad \text{in} \quad (\mathbb{R}^n \setminus \{0\}) \times (0, \infty), \quad (4.30)
\]
where \( \overline{U}_{\lambda, i}, i = 1, 2, \) are given by (1.39) with \( \lambda = \lambda_1, \lambda_2 \). Then,
\[
\int_{\mathbb{R}^n} (\overline{u} - \overline{v})(x, t) g_{\lambda, 3}^{\|m\|_{L^1(R^n)}} \, dx \leq \int_{\mathbb{R}^n} (\overline{u}_0 - \overline{v}_0)(x) g_{\lambda, 3}^{\|m\|_{L^1(R^n)}} \, dx \quad \forall t > 0. \quad (4.31)
\]
Suppose that
\[
0 \neq \overline{u}_0 - \overline{v}_0 \in L^1(g_{\lambda, 3}^{\|m\|_{L^1(R^n)}}, \mathbb{R}^n).
\]
Then
\[
\int_{\mathbb{R}^n} (\overline{u} - \overline{v})(x, t) g_{\lambda, 3}^{\|m\|_{L^1(R^n)}} \, dx < \int_{\mathbb{R}^n} (\overline{u}_0 - \overline{v}_0)(x) g_{\lambda, 3}^{\|m\|_{L^1(R^n)}} \, dx \quad \forall t > 0. \quad (4.32)
\]

**Proof.** We will use a modification of the proof of Theorem 1.2 of [HK] to prove this theorem. We choose \( \eta \in C_0^\infty(\mathbb{R}^n) \) such that \( 0 \leq \eta \leq 1, \eta = 1 \) for \( |x| \leq 1 \), and \( \eta = 0 \) for \( |x| \geq 2 \). For any \( R > 2 \), and \( 0 < \varepsilon < 1 \), let \( \eta_{\varepsilon, R}(x) := \eta(x/R) \), \( \eta_{\varepsilon, \varepsilon}(x) := \eta(x/\varepsilon) \), and \( \eta_{\varepsilon, \varepsilon}(x) := \eta(x - \varepsilon \eta_{\varepsilon, \varepsilon}(x)) \). Then \( |\nabla \eta_{\varepsilon, R}|^2 + |\Delta \eta_{\varepsilon, R}| \leq C\varepsilon^{-2} \) for \( \varepsilon \leq |x| \leq 2\varepsilon \), and \( |\nabla \eta_{\varepsilon, R}|^2 + |\Delta \eta_{\varepsilon, R}| \leq CR^{-2} \) for \( R \leq |x| \leq 2R \).
By Kato’s inequality,

\[ \frac{d}{dt} \int_{\mathbb{R}^n} |u - v| \phi \, dx \leq \int_{\mathbb{R}^n} |u'' - v''| |\Delta (f^{n+2-\frac{2}{m}} \phi) \, dx, \]  

(4.33)

for any nonnegative function \( \phi \in C_0^\infty(\mathbb{R}^n \setminus \{0\}).

Let \( h = g_A^m \) and claim that

\[
\Delta \left( f^{n+2-\frac{2}{m}} g_A^{m'y} \right) = \Delta f^{(n+2-\frac{2}{m})} h^{y'} + 2 \nabla f^{(n+2-\frac{2}{m})} \cdot \nabla h^{y'} + f^{n+2-\frac{2}{m}} \Delta h^{y'}
\]

\[= \left( n + 2 - \frac{n - 2}{m} \right) \left( 2n - \frac{n - 2}{m} \right) f^{n+2-\frac{2}{m}} h^{y'} + 2 \left( n + 2 - \frac{n - 2}{m} \right) \gamma r^{(n-\frac{2}{m})+1} h^{y-1} h_r
\]

\[+ \left( \gamma' (y' - 1) h^{y-2} (h_r)^2 + \gamma' h^{y-1} h_r + \frac{n - 1}{r} \gamma' h^{y-1} h_r \right) f^{n+2-\frac{2}{m}} \]

\[< 0, \forall x \in \mathbb{R}^n \setminus \{0\}, \]

where \( r := |x| \). Since \( m \leq \frac{n^2}{n^2 + 2} \) and \( g_A + \frac{\beta}{r} (g_A)_r > 0 \) for all \( r > 0 \) (Lemma 4.32), we have

\[
\left( n + 2 - \frac{n - 2}{m} \right) \left( 2n - \frac{n - 2}{m} \right) f^{n+2-\frac{2}{m}} h^{y'} + 2 \left( n + 2 - \frac{n - 2}{m} \right) \gamma' r^{(n-\frac{2}{m})+1} h^{y-1} h_r
\]

\[= \left( n + 2 - \frac{n - 2}{m} \right) f^{n+2-\frac{2}{m}} h^{y'} \left( 2n - \frac{n - 2}{m} \right) h + 2 \gamma' r h_r
\]

\[= \left( n + 2 - \frac{n - 2}{m} \right) f^{n+2-\frac{2}{m}} h^{y-1} g_A - \left( 2n - \frac{n - 2}{m} \right) g_A - 2 \gamma' m r (g_A)_r
\]

\[< \left( n + 2 - \frac{n - 2}{m} \right) f^{n+2-\frac{2}{m}} h^{y-1} g_A \left( 2n - \frac{n - 2}{m} \right) + 2 \gamma' m r (g_A)_r
\]

\[= \left( n + 2 - \frac{n - 2}{m} \right) f^{n+2-\frac{2}{m}} h^{y-1} g_A \left( \frac{4}{1 - m} - \frac{n - 2}{m} \right)
\]

\[< 0.
\]

Since \( \frac{n+1}{m} \Delta g_A^m + f^{(n+2-\frac{2}{m})} (\tilde{a} g_A + \tilde{b} r (g_A)_r) = 0 \) and \( \tilde{a} g_A + \tilde{b} r (g_A)_r > 0. \)

\[
\gamma' h^{y-1} h_r + \frac{n - 1}{r} \gamma' h^{y-1} h_r = \gamma' h^{y-1} \left( h_r + \frac{n - 1}{r} h_r \right) = \frac{n - 1}{m} \gamma y h^{y-1} \Delta g_A^m < 0, \quad x \in \mathbb{R}^n \setminus \{0\}.
\]

Furthermore, \( 1 - \sqrt{\frac{2}{n}} \leq m \leq \frac{2n^2}{n^2 + 2} \) implies \( 0 \leq \gamma' \leq 1 \). Therefore, \( \Delta \left( f^{n+2-\frac{2}{m}} g_A^{m'y} \right) < 0 \), for all \( x \in \mathbb{R}^n \setminus \{0\}. \)
Take a test function $\phi$ as $\eta_{\epsilon,R}^{\mu+2-n/m_1} g_{\lambda_1}^{\gamma}$ in (4.33), then by (4.34), (1.40), Corollaries 4.3 and (4.30),
\[
\frac{d}{dt} \int_{\mathbb{R}^n \setminus |0|} \left[ \overline{\nabla}^m - \nabla^m \right] \eta_{\epsilon,R}(x) g_{\lambda_1}^{\gamma} \, dx \leq \int_{\mathbb{R}^n \setminus |0|} \left[ \overline{\nabla}^m - \nabla^m \right] \left( \eta_{\epsilon,R}(x) \rho^{\mu+2-n/m_1} g_{\lambda_1}^{\gamma} \right) \, dx
\]

\[
\leq \int_{\mathbb{R}^n \setminus |0|} \left[ \overline{\nabla}^m - \nabla^m \right] \left( \rho^{\mu+2-n/m_1} g_{\lambda_1}^{\gamma} \Delta \eta_{\epsilon,R}(x) + 2 \nabla \eta_{\epsilon,R} \cdot \nabla (\rho^{\mu+2-n/m_1} g_{\lambda_1}^{\gamma}) \right) \, dx.
\]

\[
\leq CR^{-2} \int_{B_{2R} \setminus B_{R}} \left( \overline{U}_{\lambda_1}^m(x,t) - \overline{U}_{\lambda_1}^m(x,t) \right) \rho^{\mu+2-n/m_1} g_{\lambda_1}^{\gamma} \, dx
\]

\[
+ CE^{-2} \int_{B_{2R} \setminus B_{R}} \left( \overline{U}_{\lambda_1}^m(x,t) - \overline{U}_{\lambda_1}^m(x,t) \right) \rho^{\mu+2-n/m_1} g_{\lambda_1}^{\gamma} \, dx.
\]

\[
= I + II
\]

By (4.40), Remark 1.12 and Lemma 4.4, $g_{\lambda_1}(r) \sim r^{-\frac{\gamma}{2}} (\log r)^{\frac{m_1}{m}}$, $g_{\lambda_1}(r) - g_{\lambda_2}(r) \leq CR^{-\frac{\gamma}{2}} (\log r)^{\frac{m_1}{m}}$, for sufficiently large $r$. Hence, for fixed $T_0 > 0$, for any $0 < t < T_0$, $0 < \epsilon \leq \epsilon_0$, and $R \geq R_0$,

\[
I \leq CR^{-2} \int_{B_{2R} \setminus B_{R}} \rho^m (x,t) \left( g_{\lambda_1}(r) - g_{\lambda_2}(r) \right) \rho^{\mu+2-n/m_1} g_{\lambda_1}^{\gamma} \, dx
\]

\[
\leq CR^{-2} \int_{0}^{1} \int_{B_{2R} \setminus B_{R}} \rho^{-\frac{\gamma}{2}(m-1)} (\log r)^{-1} \rho^{\mu+2-n/m_1} \rho^{\frac{m_1}{m}} (\log r)^{\frac{m_1}{m}} \rho^{\mu} \, dx \, ds
\]

\[
\leq CR^{2n-\frac{m_1}{m} - \frac{m_1}{2}(m-1)} (\log R)^{\frac{m_1}{m} - 1} \frac{1}{\gamma} = C (\log R)^{\frac{m_1}{m} - 1} \frac{1}{\gamma}.
\]

Furthermore,

\[
II \leq CE^{-2} \rho^{\mu+2-n/m_1} \int_{B_{2R} \setminus B_{R}} \left( g_{\lambda_1}^m (e^{-\beta x} - \rho_0^m (e^{-\beta x}) \right) \rho^{\mu} \, dx \leq CE^{-2} \rho^{\mu+2-n/m_1} \rho^{\mu}.
\]

Then,

\[
\int_{\mathbb{R}^n} \left[ \overline{\nabla}^m - \nabla^m \right] \eta_{\epsilon,R}(x) \rho^{\mu} \, dx - \int_{\mathbb{R}^n} \left[ \overline{\nabla}^m - \nabla^m \right] \eta_{\epsilon,R}(x) \rho^{\mu} \, dx \leq C \left( (\log R)^{\frac{m_1}{m} - 1} \frac{1}{\gamma} + e^{2n-\frac{m_1}{m} \frac{1}{2}} \right).
\]

Since $1 - \frac{\sqrt{n}}{m} < m < \frac{2(n-2)}{3m}$, we have $\frac{m_1}{m} - 1 + \frac{m_1}{2} m < 0$ and $2n - \frac{m_1}{m} \geq 0$. Letting $\epsilon \to 0$ and $R \to \infty$ in (4.36) implies the desired inequality. \qed

**Proposition 4.9** (Weighted $L^1$-contraction with a weight function $|x|^{\frac{n_1}{m} - 2n+(n-2)\gamma} f_i(x)\rho^{\gamma'}$).

Let $3 \leq n < 8$, $1 - \frac{\sqrt{n}}{m} \leq m \leq \min \left( \frac{2(n-2)}{3n}, \frac{n-2}{n+2} \right)$ and $\beta < 0$, $\alpha$, $\gamma'$ be given by (1.4), (1.41), respectively. Let $\lambda_1 > \lambda_2 > 0$, $\lambda_3 > 0$, and $f_i$, $i = 1, 2, 3$ be given by (1.8) with $\lambda = \lambda_1, \lambda_2, \lambda_3$. Let $\nu_0$ and $\nu_0$ be radially symmetric and satisfy (1.19) and

\[
u_0 - \nu_0 \in L^1 \left( \left( |x|^{\frac{n_1}{m} - 2n+(n-2)\gamma} f_i(x)\rho^{\gamma'} ; \mathbb{R}^n \setminus \{0\} \right) \right).
\]

Let $u$ and $v$ be the solutions of (1.2) with initial values $u_0$, $v_0$, respectively which satisfy (1.20), where $U_{\lambda, i} i = 1, 2$, are given by (1.12) with $\lambda = \lambda_1, \lambda_2$. Then

\[
\int_{\mathbb{R}^n \setminus |0|} \left( |x|^{\frac{n_1}{m} - 2n+(n-2)\gamma} f_i(x)\rho^{\gamma'} \right) \, dx \leq \int_{\mathbb{R}^n \setminus |0|} \left( u_0 - v_0 \right) \left( |x|^{\frac{n_1}{m} - 2n+(n-2)\gamma} f_i(x)\rho^{\gamma'} \right) \, dx \forall t > 0.
\]

Moreover if

\[
u_0 - \nu_0 \in L^1 \left( \left( |x|^{\frac{n_1}{m} - 2n+(n-2)\gamma} f_i(x)\rho^{\gamma'} ; \mathbb{R}^n \setminus \{0\} \right) \right).
\]
then
\[ \int_{\mathbb{R}^n} |u-v| f_A(x)|x|^{-2n+2(1-\gamma)|y|} \, dx < \int_{\mathbb{R}^n} |u_0-v_0| f_A(x)|x|^{-2n+2(1-\gamma)|y|} \, dx \quad \forall t > 0. \tag{4.40} \]

**Proof.** Since \( u_0 \) and \( v_0 \) are radially symmetric, \( u \) and \( v \) are radially symmetric for any \( t \), i.e., \( u(x,t) = u(r,t) \) for all \( t \), where \( r := |x| \). Let \( \rho := r^{-1} \) and \( \tilde{u}(\rho,t) := \rho^{-\frac{n-1}{2}} u(\rho^{-1},t) \) and \( \tilde{v}(\rho,t) := \rho^{-\frac{n-1}{2}} v(\rho^{-1},t) \). Then \( \tilde{u} \) and \( \tilde{v} \) are solutions of (1.37) with (4.29). Since \( u \) and \( v \) satisfy (1.20), \( \tilde{u} \) and \( \tilde{v} \) satisfy (4.30).

\[ \int_{\mathbb{R}^n} |\tilde{u}_0-\tilde{v}_0| g_A^{my'} \, dx = \int_{\mathbb{R}^n} |u_0-v_0|(r^{-1})\rho^{-\frac{n-1}{2}} g_A^{my'} \, dx = \int_{\mathbb{R}^n} |u_0-v_0|(\rho)\rho^{-\frac{n-1}{2}} g_A^{my'} (\rho^{-1})\rho^{-2n} \, dy \]
\[ = \int_{\mathbb{R}^n} |u_0-v_0|(\rho)\rho^{-\frac{n-1}{2}} (\rho^{-2n+2(1-\gamma)|y|}) f_A(x)^{my'} (\rho) \, dy. \tag{4.41} \]

Then, the \( L^1 \)-contraction for weight \( |x|^{-2n+2(1-\gamma)|y|} f_A(x)^{my'} \), (4.40), holds. \( \square \)

**Corollary 4.10.** Let \( 3 \leq n < 8 \), \( 1 - \sqrt{\frac{2}{n}} \leq m \leq \min \{ \frac{2n-2}{3n}, \frac{2-\gamma}{\gamma-1} \} \), \( \beta < 0 \), and \( \alpha, \gamma' \) be given by (1.4) and (1.41) respectively. Let \( \lambda_1 > \lambda_2 > 0 \), \( \lambda_3 > 0 \), and \( f_A \) be given by (1.8) with \( \lambda = \lambda_1, \lambda_2, \lambda_3 \). Let \( u_0, v_0 \) be radially symmetric and satisfy (1.19), (4.37), and \( \tilde{u}, \tilde{v} \) be solutions of (1.20) with initial values \( u_0, v_0 \), respectively, which satisfies (4.22). Then
\[ \int_{\mathbb{R}^n} |\tilde{u}-\tilde{v}| f_A(x)^{my'} \, dx \leq \int_{\mathbb{R}^n} |u_0-v_0| f_A(x)^{my'} \, dx \quad \forall t > 0. \tag{4.42} \]

If (4.39) holds, then
\[ \int_{\mathbb{R}^n} |\tilde{u}-\tilde{v}| f_A(x)^{my'} \, dx < \int_{\mathbb{R}^n} |u_0-v_0| f_A(x)^{my'} \, dx \quad \forall t > 0. \tag{4.43} \]

**Proof.** Let
\[ u(x,t) := e^{-\alpha t} \tilde{u}(e^{-\beta t} x, t) \quad \text{and} \quad v(x,t) := e^{-\alpha t} \tilde{v}(e^{-\beta t} x, t). \]

Then \( u \) and \( v \) are solutions of (1.2), with initial values \( u_0 \) and \( v_0 \), respectively, which satisfy (1.20). Let \( -\delta := \frac{n-2}{m} - 2n + (n-2)\gamma' \). By using the fact that \( \alpha - n\beta + \beta \delta + \frac{2m\gamma'}{1-m} = 0 \) and (1.8), we have
\[ \int_{\mathbb{R}^n} |\tilde{u}-\tilde{v}| f_A(x)^{my'} \, dx \]
\[ = e^{\alpha t} \int_{\mathbb{R}^n} |u-v| (e^{\alpha t} x, t) |x|^{-\delta} f_A(x)^{my'} \, dx = e^{(\alpha-n\beta) t} \int_{\mathbb{R}^n} |u-v| (y,t) (e^{\beta t} y)^{-\delta} f_A(x)^{my'} \, dy \]
\[ = e^{(\alpha-n\beta) t} \int_{\mathbb{R}^n} |u-v| (y,t) |y|^{-\delta} e^{\frac{2m}{1-m} (e^{\frac{2m}{1-m}} f_A(x)^{my'})} \, dy \]
\[ = \int_{\mathbb{R}^n} |u-v| (y,t) |y|^{-\delta} f_{e^{\beta t} A}(y)^{my'} \, dy. \tag{4.44} \]

where \( y := e^{\beta t} x. \)

On the other hand, by Remark 2.7 and (4.37),
\[ u_0 - v_0 \in L^1 \left( |x|^{\frac{2n-2+2(1-\gamma)|y|}{m}} f_{e^{\alpha t} A}; \mathbb{R}^n \right) \quad \forall t > 0. \]
This together with Proposition 4.9 implies that
\[
\int_{\mathbb{R}^n \setminus \{0\}} |\mu - v(y, t)|^{2n/(n-2)} \, dx \leq \int_{\mathbb{R}^n \setminus \{0\}} |u_0(y) - v_0(y)|^{2n/(n-2)} \, dy.
\]
By (4.44), (4.45), and Remark 2.7, the desired inequality (4.32) follows. If (4.39) holds, then the same argument with (4.39) implies (4.43).

The proof of Theorem 1.8 follows by Corollary 4.10 and an argument similar to the proof of Theorem 1.7 and the result follows.
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