STAR-Net: Action Recognition using Spatio-Temporal Activation Reprojection
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Abstract—While depth cameras and inertial sensors have been frequently leveraged for human action recognition, these sensing modalities are impractical in many scenarios where cost or environmental constraints prohibit their use. As such, there has been recent interest on human action recognition using low-cost, readily-available RGB cameras via deep convolutional neural networks. However, many of the deep convolutional neural networks proposed for action recognition thus far have relied heavily on learning global appearance cues directly from imaging data, resulting in highly complex network architectures that are computationally expensive and difficult to train. Motivated to reduce network complexity and achieve higher performance, we introduce the concept of spatio-temporal activation reprojection (STAR). More specifically, we reproject the spatio-temporal activations generated by human pose estimation layers in space and time using a stack of 3D convolutions. Experimental results on UTD-MHAD and J-HMDB demonstrate that an end-to-end architecture based on the proposed STAR framework (which we nickname STAR-Net) is proficient in single-environment and small-scale applications. On UTD-MHAD, STAR-Net outperforms several methods using richer data modalities such as depth and inertial sensors.
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I. INTRODUCTION

Human action recognition has been a popular research focus for several decades due to its wide range of applications in intelligent video surveillance [1], sports analytics [2], and human-computer interaction [3]. With recent innovations in sensor technology, new data modalities such as 3D skeletal coordinates obtained from depth cameras, and wearable inertial sensors, have been explored for the purpose of enhancing action recognition performance [4], [5], [6]. However, the practical limitations of these sensors render many applications infeasible. Depth cameras are severely limited by their working range, often fail in outdoor scenes due to sunlight interference [7], and are not as widely available or economically viable as RGB cameras. Wearable inertial sensors must be worn by the subject, prohibiting “in-the-wild” applications like sports analytics and intelligent surveillance. For these reasons, performing action recognition strictly using RGB images remains highly desirable.

Recently, the ubiquity of RGB video data from online sources has fostered large-scale action recognition datasets that have spurred the use of deep learning and eliminated the need for engineered features. With the success of deep convolutional neural networks (CNNs) for visual recognition tasks [8], RGB-based action recognition has shifted towards using deep CNNs to data-mine spatio-temporal features in image sequences. Incorporating temporal information into CNNs has been accomplished using 3D convolutions [11], recurrent networks [9], [10], or by fusing spatial and temporal features from multiple streams (i.e., RGB and optical flow) [11]. Still, these action recognition models have limitations. First, they rely heavily on global appearance cues and could potentially underperform in situations where multiple unique actions exist within a single environment (e.g., in a sports match). Second, they are highly complex and contain a large number of parameters. As a result, training requires large amounts of data and is computationally taxing.

In a parallel line of computer vision research, CNNs have been used extensively to infer 2D human pose from RGB images [12], [13], [14]. Although these two streams of research share many similarities, utilizing the spatial activations generated within human pose estimation networks for action recognition remains largely unexplored.
Motivated by this, we introduce the concept of spatio-temporal activation reprojection (STAR) for action recognition. More specifically, spatio-temporal activations generated by a stack of pose estimation layers are reprojected in space and time using a stack of 3D convolutions that have been learned directly from the data (see Fig. 1). By leveraging spatio-temporal activations that are linked to human pose, the STAR framework is not influenced by global appearance cues, making it better suited for single-environment applications where variation in human movement is critical. Moreover, initializing the network with pretrained pose estimation layers shortens a large portion of complex spatial learning, permitting a network built around the STAR framework to be trained quickly and with limited data. We empirically demonstrate that superior performance under said conditions can be achieved using an end-to-end network architecture based on the STAR framework (which we call STAR-Net) through evaluation on UTD-MHAD [15] and JHMDB [16], two small-scale action recognition datasets. On UTD-MHAD, STAR-Net outperforms several methods using richer data modalities, including methods leveraging depth information more coherently using the confidence maps generated by a pose estimation network as the input to a 2D CNN. Pose data returned from such networks is generally more refined than joint trajectory maps [29], [30]. The major drawback of these methods is that they rely on 3D skeletal coordinates obtained from the Microsoft Kinect, rendering them impractical in many scenarios.

There are but a few very recent works that perform human action recognition using pose information extracted from RGB images. Yan et al. [31] used a 2D human pose estimation model [13] as a standalone toolbox to extract joint coordinates and use them as input to a graph convolutional network. Liu et al. [32] used a standalone 2D human pose estimation model to recognize actions as the evolution of pose estimation maps and achieved state-of-the-art results on UTD-MHAD. These methods required that the “natural” connectivity between joints was chosen a priori. In the proposed method, biomechanical connectivity is not strictly encoded, enabling the exploration of complex spatial relationships between joints, and similarly, temporal relationships between frames. Furthermore, a more seamless integration of pose information is desirable to enable end-to-end training for the task for action recognition.

To this end, Choutas et al. [33] integrated pose information more coherently using the confidence maps generated by a pose estimation network as the input to a 2D CNN classifier. Pose data returned from such networks is generally 4D, having the shape (frame, height, width, keypoint). Thus, Choutas et al. manually reduced the dimensionality of the pose data by summing the individual keypoint activations temporally and encoding with color, such that the resulting clip-level representation could be processed using a 2D CNN. McNally et al. [34] explored a different clip-level
encoding technique that involved summing the keypoints spatially and compressing the temporal dimension. Although these architectures integrated pose information in a more seamless manner, end-to-end training was never explored in these works. Finally, Luvizon et al. [35] demonstrated that the tasks of human action recognition and pose estimation could be jointly-learned in an end-to-end multitask framework.

Most similar to our model are those of Choutas et al. and McNally et al. The proposed STAR framework differs from these approaches in three key aspects encompassing the main contributions of this work:

- We introduce the idea of leveraging 3D convolutions to reproject spatio-temporal activations generated by pose estimation layers within a network in a direct manner. This reproject strategy avoids potential losses of information associated with a manual dimensionality reduction.
- The STAR framework integrates a stack of pose estimation layers within a seamless network architecture, which enables end-to-end training. We further perform pose estimation layer ablation experiments in this work.
- We use top-down pose estimation and a sliding window, which permits simultaneous localization and detection of multiple actions from multiple subjects in a single video clip.

III. Method

In this section we detail the proposed STAR framework. The components of the framework are described as follows. Using a sliding window approach, a person detector is used to locate the subject. The detections are cropped, padded, and resized in accordance with the input size of 256×192. Within an end-to-end network architecture (STAR-Net), a sequence of RGB input images are fed through a stack of pose estimation layers, resulting in a 4D set of spatio-temporal activations. The spatio-temporal activations are then reprojected via a stack of inflated inception convolutional layers [25]. Finally, predictions of human actions are obtained via a final stack consisting of an average pooling layer, a point-wise convolutional layer, and a softmax layer. The STAR-Net architecture is illustrated in Fig. 2.

A. Person Detection

As with all top-down pose estimation models, a person detector is generally required. It was found that a simple histogram of oriented gradients (HOG) person detector missed many detections on the J-HMDB dataset. With concerns that missed detections may be detrimental to recognition performance, a more robust deep learning-based detector was chosen, namely the MobileNetV2 Single-shot Multibox Detector [36] (SSD). Using the bounding boxes returned by the SSD, the images were cropped, padded to an aspect ratio of 4:3, and then resized in accordance with the 256×192 input size of the first pose estimation layer using bilinear interpolation. Even using the SSD, detections were occasionally missed. In the case of a missed detection, the bounding box from the previous frame was used.

Compared to the bottom-up clip-level representation used by Choutas et al. [33], our top-down sliding window approach enables the simultaneous detection and localization of multiple actions in a single video sample. This is an important feature for many applications, particularly for sports, where it is beneficial to identify when and where actions occur.

B. Pose Estimation Layers

The pose estimation layers used in the STAR-Net architecture are derived from the Cascaded Pyramid Network [14] (CPN) architecture, which placed first in the 2017 and 2018 Microsoft COCO Keypoints Challenge. We chose the CPN for its efficient network architecture than its high precision. In fact, in Section IV-B we empirically show that high-precision keypoint localization is not a prerequisite for accurate action classification.

Prior to the release of the CPN, hourglass networks were prevalent for human pose estimation [12]. The principle of the hourglass architecture lies in repeated bottom-up, top-down processing to consolidate features across multiple scales and encode the local and global context required for the spatial relationships of the human body. These hourglass modules were then stacked with intermediate supervision to improve performance. However, there are computational inefficiencies associated with hourglass stacking as performance gains drop off after two stages, leading to wasteful computations in subsequent stages [14]. The CPN was designed to mitigate these inefficiencies using a feature pyramid network [27] with a ResNet-50 [38] backbone. The feature pyramid, which the authors refer to as GlobalNet, makes liberal use of 1×1 convolutions and intermediate supervision. The CPN also uses an adjacent network called RefineNet to refine keypoint predictions. The RefineNet efficiently combines features across multiple scales and as a result, the CPN outperforms an 8-stage hourglass network at less than a third of the computational cost [14]. In this paper, we refer to the output feature maps of the feature pyramid as $C_2$ through $C_5$ (see Fig. 2).

In Section IV-B a pose layer ablation study is performed to assess the trade-off between action recognition performance and the use of activations from various depths of the CPN. The computational efficiency of the action recognition model can be improved if the RefineNet or feature pyramid blocks can be removed without sacrificing classification accuracy.

1TensorFlow CPN implementation available at https://github.com/chenyilun95/tf-cpn
C. Spatio-Temporal Activation Reprojection Layers

The set of 4D spatio-temporal activations (frame, height, width, keypoint) are reprojected in space and time via a stack of 3D convolutional layers. In essence, the 4D spatio-temporal activations capture the pixel-wise confidence values for the presence of keypoints over time and space. The pose estimation layers were trained to detect the eyes, ears, nose, shoulders, elbows, wrists, hips, knees and ankles (i.e., 17 keypoints in total). The 3D spatio-temporal activation reprojection subarchitecture shown in Fig. 2 begins with a $7 \times 3 \times 3$ convolution with a stride of 2, where the filter dimensions are in the format frame $\times$ height $\times$ width. Following the initial convolution is a series of inflated inception modules [25] and max pooling layers.

The inflated inception modules used in the 3D reprojection subarchitecture were based on those introduced in I3D [25] and follow a similar structure as the modules in the original Inception network [39], except with filters inflated to three dimensions. One of the principles behind the inception module is to judiciously reduce dimensionality wherever the computational requirements would increase too much otherwise [39]. In 2D inception modules, this is accomplished using $1 \times 1$ convolutions, whereas in the 3D inception modules it is accomplished using $1 \times 1 \times 1$ convolutions. Inception modules reduce the total number of parameters and permit deeper networks to be trained more effectively with less data. Therefore, inception modules help achieve better performance on the small-scale datasets evaluated in Section IV.

D. Action Recognition Prediction Layers

Following the 3D spatio-temporal activation reprojection layers, an average pooling layer with a window of $2 \times 8 \times 6$ and stride of 1 is applied, which collapses the spatial dimension. A final $1 \times 1 \times 1$ convolution is applied with the output channels equal to the number of action classes. The final size of the temporal dimension will vary based on the number of input frames. Using a 32-frame input results in a temporal feature size of 3. The temporal features are averaged to reach a final prediction, which provides flexibility for the temporal breadth of the input. This characteristic is critical during testing, when long-duration video samples with varying number of frames must be classified using a single label.

E. Implementation Details

Each convolutional layer is followed by batch normalization [40] and the ReLU non-linearity. The pose estimation layers were initialized with weights pretrained on MSCOCO [41], and the weights of the reprojection and prediction layers were initialized using Gaussian noise. During training, dropout [42] was applied at a rate of 50% following the average pooling layer. Because the pose estimation subarchitecture accepts batches of frames rather than batches of videos, the spatio-temporal activations were generated prior to training to facilitate batch training of the reprojection layers. We maximize the computational resources of a single NVIDIA Titan Xp GPU using a window size of 32 frames and a batch size of 32. As in [25], the start frame was randomly selected during training and, if the number of frames in the video sample was less than 32, the video was looped as many times as necessary. Randomly selecting the start frame served as a form of data augmentation. Other forms of data augmentation included random rotations and horizontal flipping. When flipping the spatial activations, the left and right indices were also switched. For a fair comparison with the similar method of Choutas et al. [33], only horizontal flipping was used to produce the results on J-HMDB. During testing, predictions are made on the full-length video samples.

For training, we use the Adam [43] optimizer and a constant learning rate of 0.001. On a small dataset like UTD-MHAD, the reprojection and prediction layers of STAR-Net can be trained effectively from scratch in just 1000 iterations, and training takes just a few minutes. This is in stark contrast to most state-of-the-art approaches that often require extensive pretraining and large datasets, which can take days of training on multiple GPUs. For example, I3D was trained on Kinetics-400 using 32 GPUs [25], although the GPU hours were not reported.
In this section we demonstrate the efficacy of STAR-Net for small-scale and single-environment applications through evaluation on UTD-MHAD \cite{15} and J-HMDB \cite{16}, two small-scale action recognition datasets containing 27 and 21 action classes, respectively. We compare the results of STAR-Net with other state-of-the-art methods using RGB and other data modalities.

A. Datasets

The action classes in UTD-MHAD comprise high-level body segment movements with no scene interaction (e.g., wave, squat, lunge, etc); thus UTD-MHAD is a suitable dataset for pose-based action recognition. The actions were performed by 8 subjects, four male and four female, with each subject performing an action four times. After removing three corrupted samples, the dataset includes a total of 861 action samples. We evaluate according to the frequently-used cross-subject protocol, where subjects 1, 3, 5, 7 are used for training and subjects 2, 4, 6, 8 are used for testing.

J-HMDB is a 21-class subset of the larger HMDB \cite{44} dataset. Its action classes consist primarily of body segment movements (e.g., golf swing, baseball swing, pull-up, etc.) where, for the most part, the full body is visible. For these reasons, J-HMDB is a suitable dataset for pose-based action recognition. J-HMDB contains 928 samples and uses three train/test splits. The results reported on J-HMDB are averaged over the three splits.

B. STAR-Net Results

In this section, we evaluate STAR-Net on the aforementioned datasets and investigate the effects of pose layer ablation and end-to-end training.

Pose Layer Ablation. For the pose layer ablation, multiple STAR-Net classifiers were trained using pre-generated activations from various levels of the CPN architecture. Specifically, the classifiers were trained using activations from the feature pyramid blocks $C_2$ through $C_5$, and the final output of the RefineNet. The deeper activations with smaller spatial resolutions were upsampled to $64 \times 48$.

Fig. 3 illustrates the appearance of the activations at different depths of the CPN architecture. Interestingly, the $C_2$ and $C_3$ activations are qualitatively similar to the final output activations of the RefineNet. Motivated by this visual observation, we hypothesize that activations at shallower depths may be leveraged within STAR-Net to enable greater computational efficiency without sacrificing classification accuracy.

The performances of STAR-Net variants trained on activations from various depths of the CPN are reported in Table I. On UTD-MHAD, the performance using the RefineNet activations was matched using activations from the feature pyramid blocks $C_2$ and $C_3$. Furthermore, classification accuracy decreased less than 1% using the relatively high-level pose information encoded in $C_4$ and $C_5$. This result suggests that high-precision pose estimation is not essential within the STAR framework for the purpose of action recognition. This is in contrast to other pose-based approaches that saw significant performance improvements using ground-truth keypoint locations \cite{33}, \cite{45}, \cite{46}. The inference speeds of each end-to-end architecture are also reported in Table I. As expected, removing pose estimation layers significantly improves computational efficiency. By removing the RefineNet, STAR-Net becomes 28% faster (STAR-Net-$C_2$ versus STAR-Net-RN). By removing feature pyramid blocks, STAR-Net becomes 42% faster with minimal loss in performance (STAR-Net-$C_5$ versus STAR-Net-RN).

End-to-End Training. Considering the significant improvement in forward propagation time of STAR-Net-$C_2$ compared to STAR-Net-RN, and the apparent negligible loss in classification accuracy, we chose to investigate the fine-tuning of STAR-Net-$C_2$ in an end-to-end training manner on UTD-MHAD. To accommodate batch training of the 3D reprojection layers, multiple 32-frame video samples were concatenated along the batch dimension and used as input to the pose estimation layers. Upon reaching the 3D reprojection, the spatio-temporal activations were reshaped to 5D, effectively separating the video samples. Due to limited GPU memory, it was only possible to batch two 32-frame video samples at a time. For this fine-tuning, the input images were additionally augmented using random horizontal and vertical scaling in the range of 0.75 to 1.25 with a probability of 50%. The intent of the scaling was to account for inter-subject variation in body types. Random scaling was not practical when the spatio-temporal activations were pre-generated, as it would have altered the spatial footprint of the activations, which should remain the

![input image](image)

**Figure 3.** Activations at various depths of the CPN architecture, including the outputs of the feature pyramid blocks $C_2$ to $C_5$, and the final RefineNet output. For display purposes, the eyes and ears were excluded and the activations were summed along the keypoint axis.
same regardless of the scale of the input image.

The fine-tuned STAR-Net-C$_2$, which we will refer to as simply STAR-Net moving forward, managed a marginal improvement in classification accuracy on UTD-MHAD, reaching 90.0%. It is suspected that greater improvements may be achievable with additional GPU memory resources to accommodate a larger video sample batch size. Still, a particular phenomenon worth discussing is the change in the spatial activations generated by the pose estimation layers of STAR-Net following end-to-end training for action recognition. Fig. 4 illustrates that the spatial activations of keypoints that contributed most to the action, such as motions of the arms and feet, are greatly accentuated in the spatial activations of the fine-tuned STAR-Net.

### Table I

| Method      | UTD-MHAD | J-HMDB | ms/sample$^*$ |
|-------------|----------|--------|---------------|
| STAR-Net-RN | 88.8     | 64.3   | 84.0          |
| STAR-Net-C$_2$ | 88.8     | 64.0   | 60.4          |
| STAR-Net-C$_3$ | 88.8     | 61.5   | 52.9          |
| STAR-Net-C$_4$ | 87.4     | 61.6   | 49.7          |
| STAR-Net-C$_5$ | 87.9     | 61.6   | 48.9          |

$^*$Forward propagation of 32-frame video sample, excluding detection, I/O, and preprocessing. Averaged over 1000 trials using videos from UTD-MHAD.

C. Comparison with the State-of-the-art

UTD-MHAD was chosen with the intent of assessing the ability of STAR-Net to be trained with limited data and recognize actions effectively in single-environments. In single-environment applications, there is minimal variance in the overall appearance of the videos, and therefore an action classifier cannot rely on global appearance cues to make predictions. State-of-the-art RGB-based action recognition models such as I3D [25] are typically evaluated on large-scale datasets like UCF-101 [47] and Kinetics-400 [48]. Generally speaking, the action classes in these datasets have unique environments (e.g., sky diving, soccer, skiing). Hence, we suspect that models trained on these datasets benefit greatly from global appearance cues. As such, the effectiveness of action recognition models trained on large-scale datasets for single-environment applications remains an open research question. To this end, we elected to fine-tune I3D [25] on UTD-MHAD. The same detections were used, except we cropped and resized the detections to 224×224 in accordance with the input size of I3D.

The fine-tuned I3D results on UTD-MHAD are reported in Table II along with other published methods. STAR-Net outperforms the fine-tuned I3D model by 12.8%. The significant performance gap between the RGB and optical flow streams of I3D is an indication that global appearance is less effective in the single environment. On UCF-101 and Kinetics-400, the performance gap between I3D’s two streams is much less (1.1% and 2.3%, respectively, in favour of optical flow) [25]. This insight supports the hypothesis that RGB action recognition networks developed for large-scale datasets rely heavily on global appearance cues, thus causing them to underperform in single-environments. However, the authors acknowledge that the network capacity of I3D is likely too great for UTD-MHAD, and that overfitting may have been a factor contributing to the poor results.

In [33], it was demonstrated that pose-based features were complementary to those produced by I3D. To this end, the bottom rows of Table II show the result of combining the STAR-Net predictions with the two streams of I3D using equal weights. On UTD-MHAD, the effect of combining the models decreased performance. The results in Table II also show that STAR-Net outperforms several methods using richer data modalities, but surrenders 2.8% to the state-of-the-art pose-based method of Liu et al. [32], who used spatial rank pooling to encode the evolution of 2D optical flow.
pose images and averaged pose heatmaps (i.e., as separate streams). Interestingly, the performance of each stream alone was 85.6% and 74.9%, respectively, indicating that these streams were highly complementary. Provided that STAR-Net was able to achieve 89.8% using only pose heatmaps (before fine-tuning), it is possible that incorporating 2D pose images as a separate stream could be advantageous. This is a proposed area for future research.

In Table III, STAR-Net is compared to state-of-the-art methods on J-HMDB. The method of Choutas et al. (Potion) [33] is the most similar to STAR-Net, in that it uses a manual dimensionality reduction and 2D convolutions in place of 3D convolutions. Notably, the use of 3D convolutions has led to significant performance gains over the former. STAR-Net also outperforms popular action recognition models such as P-CNN [45] and Action Tubes [49], but falls short to Peng et al. [10] and the state-of-the-art method of Zolfaghari et al. [46], who used a Markov chain model to sequentially refine predictions from three 3D CNN streams encoding pose, optical flow, and RGB. It is worth noting that in the model of Zolfaghari et al., the pose stream on its own yields a classification accuracy of 45.5%, which is much lower than STAR-Net (64.3%). This suggests that the integration of optical flow and RGB streams via the Markov chain was highly effective. STAR-Net may benefit from a similar framework, and thus incorporating optical flow and RGB streams via a Markov chain is another targeted area for future research.

V. CONCLUSION

This paper introduces the concept of spatio-temporal activation reprojection for human action recognition. The STAR framework seamlessly integrates human pose estimation with 3D convolutional reprojection in a coherent end-to-end architecture to efficiently detect actions in video. Empirical results on multiple action recognition datasets demonstrated that precise pose estimation is not essential within the STAR framework. This facilitated the compression of the pose estimation subarchitecture, leading to improved inference speed. Through evaluation on a multimodal action recognition dataset, it was shown that our approach is superior to many action recognition methods utilizing multiple richer data modalities, including depth and inertial sensors. Using a sliding window approach with top-down pose estimation, our method permits the simultaneous detection and localization of actions in continuous video streams.
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