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The center of the Milky Way is offering one of the most striking mystery in Astroparticle Physics. An excess of γ rays (GCE) has been measured by several groups in the data collected by the Fermi Large Area Telescope (LAT) towards the Galactic center region. The spectrum and spatial morphology of the GCE have been claimed by some groups to be compatible with a signal from the Galactic halo of dark matter (DM). Instead, other analyses have demonstrated that the GCE properties, e.g., its energy spectrum, highly depend on the choice of the Galactic interstellar emission (IEM) model source catalogs and analysis techniques.

In this paper we investigate the sensitivity of Fermi-LAT to detect the characteristics of the GCE. In particular we simulate the GCE as given by DM and we verify that, with a perfect knowledge of the background components, its energy spectrum, position, spatial morphology and symmetry is properly measured. We also inspect two more realistic cases for which there are imperfections in the IEM model. In the first we have an un-modeled γ-ray source, constituted by the low-latitude component of the Fermi bubbles. In the second we simulate the data with one IEM template and analyze the data with an other. We verify that a mismodeling of the IEM introduces a systematic of about 10 – 15% in the GCE energy spectrum between 1-10 GeV and about 5% in the value of the slope for a NFW DM density profile, which is used to fit the GCE spatial morphology. Finally, we show how the GCE would be detected in case of alternative processes such as γ-ray emission from a bulge population of pulsars or from electrons and positrons or protons injected from the Galactic center. We demonstrate that for each of these cases there is a distinctive smoking gun signature that would help to identify the real mechanism behind the origin of the GCE.

PACS numbers:

I. INTRODUCTION

The center of the Milky Way is one of the most intriguing regions for γ-ray Astrophysics. The γ-ray emission from the Galactic center is mainly produced by the Galactic interstellar emission (IEM), which is due to the interactions of cosmic rays with the interstellar medium and radiation fields, and by individual sources, mainly supernova remnants and pulsar wind nebulae. This region is also theorized to be the brightest for a putative γ-ray signal from dark matter (DM) particle interactions (see, e.g., [1]). DM is modeled in N-body simulations to have a main Galactic halo, of the size of about hundreds of kpc, and smaller subhalos distributed all over in the Galaxy. The same structure should also be present in other galaxies. Therefore, the Galactic center is the direction with the predicted highest γ-ray emission from DM.

Several groups have detected an excess of γ rays in Fermi-LAT data measured from the Galactic center region (see, e.g., [2–13]). We will label in the rest of the paper this excess as the Galactic center excess (GCE). The GCE has a peak, in the flux calculated as $E^2dN/dE$, at around a few GeV, where $E$ is the γ-ray energy and $dN/dE$ is the flux in units of MeV$^{-1}$ cm$^{-2}$ s$^{-1}$. Moreover, it has been detected as significant with respect to several choices for the IEM models, source catalogs, data selections and analysis techniques.

The GCE has been described by some groups (see, e.g., [9]) to be spherically symmetric and centered around the Galactic center. Moreover, the flux would be compatible with DM particles annihilating through hadronic channels (for example into $b\bar{b}$) with a thermal annihilation cross section which provides a density of DM compatible with the observations [14]. This makes the existence of the GCE very appealing for DM and in general for new Physics searches.

Instead, Refs. [11–13] have tested several IEM models and source catalogs and shown that the properties of the GCE, in particular its spectrum, are too uncertain to conclude that it is of DM origin. Moreover, other regions along the Galactic plane, where a DM signal is not expected to contribute, show excesses of similar amplitude relative to the local background [11, 13]. These results cast serious doubts on the DM interpretation of the GCE.

Refs. [15, 16] have published compelling evidences for the existence of a faint population of sources located in the Galactic center region and with properties that can explain the GCE. These results have been derived using two techniques, called wavelet analysis and non-Poissonian template fitting, which inspect the possible presence of sources shining under the Fermi-LAT detection threshold. These faint sources could be interpreted as a population of millisecond pulsars located in the bulge of the Milky Way. Very recently references [17, 18] have
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casted doubts on the robustness of the results presented in [16], and as a consequence on the fact that the GCE is due to a population of pulsars. They have shown that the non-Poissonian template fitting method can misattribute, to point sources or DM unmodeled point sources, imperfections in the modeling of Fermi-LAT data. On the other hand, the authors of [19] have used the latest 4FGL catalog released by the Fermi-LAT Collaboration and found that the excess is still present. However, when they apply a wavelet method to the Galactic center region, similarly to what done in [15], they do not find any evidence for the existence of a faint population of unmodeled sources which can be attributed to the GCE.

An alternative interpretation for the GCE is associated to cosmic rays produced from the Galactic center during recent outbursts. γ rays are produced via neutral pion (π°) production (mainly from protons interacting with interstellar medium atoms) [20] or through electrons and positrons inverse Compton scattering on the interstellar radiation fields [21, 22]. However, the hadronic scenario (i.e., protons) predicts a γ-ray signal that is significantly extended along the Galactic plane since the π° production is correlated with the distribution of gas present in the Milky Way. This spatial shape is incompatible with the observed characteristics of the GCE [22]. On the other hand, the case of a leptonic outburst leads to a signal that is more smoothly distributed and spherically symmetric. However, it requires a complicated scenario with at least two outbursts to explain the morphology and the intensity of the excess with the older outbursts injecting more-energetic electrons.

The puzzle of the GCE origin is thus far from being solved and recent publications (see, e.g., [17–19]) have questioned recent claims that it is due to a population of pulsars in the Galactic bulge. The main difficulty in finding a robust interpretation is due to model precisely a complicated region as the Galactic center.

In this paper we investigate, for the first time using simulations, the sensitivity of Fermi-LAT to detect the GCE. We first assume that the GCE is due to DM and we consider the ideal case for which the astrophysical backgrounds, i.e., point and extended sources and the IEM, are perfectly modeled. We demonstrate that, in this case, we are able to reconstruct properly all the GCE properties, i.e., flux, spatial morphology and position. In particular we show that, using a technique that is independent by the specific choice of the GCE spatial template, we are able to derive with high precision its spatial morphology. Then, we consider, in a more realistic scenario, that there are imperfections in the IEM model we use to analyze the data with respect to the one used to generate the simulations. This is inspected in two ways. First, we simulate the data including also the low-latitude component of the Fermi bubbles and then we do not include it when we analyze the data. This circumstances is comparable to the case of a missing component in the data that could be degenerate with the GCE. Second we simulate the data using one IEM model and then we analyze them with a different model. In both cases, we demonstrate how imperfections of the IEM model or the presence of an un-modeled component produce systematic uncertainties in the measured flux and spatial morphology of the GCE which are much larger than the statistical errors. Finally, we generate simulations where the GCE is given by the γ-ray emission from a bulge population of pulsars or from cosmic-ray electrons and positrons injected from the Galactic center. We will calculate the properties of the GCE for each of this case and present a distinctive smoking gun signature for each of them that could help to identify the real origin of the GCE.

The paper is organized as follows: in Sec. II we explain the data selection and the IEM models and source catalog we choose for the analysis. We also present our analysis technique and simulation setup. Then, in Sec. III we apply our analysis to the idea case where all the γ-ray components are perfectly modeled. In Sec. IV we present a more realistic case for which we do not have a perfect modellisation of the background components and show how the GCE properties are reconstructed. Finally, in Sec. V we will consider other origins for the GCE and present the flux and spatial morphology would be measured in these cases.

II. ANALYSIS FRAMEWORK

A. Galactic interstellar emission models and data selection

The main components of the γ-ray IEM are due to inelastic hadron collisions and subsequent decay of π° particles, inverse Compton scattering of electrons and positrons on the Galactic interstellar radiation fields and, at energies lower than 10 GeV, bremsstrahlung emission from electrons and positrons interacting with interstellar gas.

The templates we use for the IEM have been produced with the GALPROP code1 [23–25] which calculates the propagation and interactions of cosmic rays in the Galaxy by numerically solving the transport equations given a model for the cosmic-ray source distribution, injection spectrum, and interaction targets. We follow Ref. [13] for the choice of the IEM models. We recall here the main properties and refer to [13] for a complete description.

The reference model we use is labelled as Baseline and it is taken from one of the models in [26]. It assumes a cosmic-ray source distribution traced by the measured distribution of pulsars from [27], the cosmic-ray confinement volume with a height of 10 kpc and a radius of 20 kpc. This model assumes HI column densities derived from the 21-cm line intensities for a spin temperature of 150 K. The dust reddening map of [28] is used to correct

1 http://galprop.stanford.edu
the HI maps to account for the presence of dark neutral gas not traced by the combination of HI and CO surveys [26]. Furthermore, this model includes a unique inverse Compton component derived from the interstellar radiation field model reported in [29] and takes into account the emission due to the CMB, dust infrared emission, and starlight. The model also contains the Loop I, Sun, Moon and Fermi bubbles emissions. For the latter we include two components: the low-latitude, closer to the Galactic center, and the high-latitude part.

We also employ other 6 IEM models which make different assumptions on the source distribution, gas component or inverse Compton template. Each of these models modifies only one of the ingredients written above with respect to the Baseline model. In order to account for different tracers of cosmic rays we use different source distributions: an alternative pulsar distribution ([30], hereafter referred to as Yusifov), the distribution of supernova remnants [31] (labelled as SNR), and the distribution of OB stars [32] (Obstars). We also test more freedom for the inverse Compton emission separating the template into the three components of the interstellar radiation field (ICSsplit). In order to account for different gas models we use templates generated by information from starlight extinction due to interstellar dust (labelled as SExt) and using the high-resolution maps from the the GASS survey [33] and the dust extinction map from the Planck data (labelled as PlanckGASS). As presented in [13], these models provide different results for the GCE flux and they provide an appropriate framework, even if not exhaustive, to bracket the effect of the choice of different IEM models in the measured GCE properties.

In our simulations we select a time range of 11 years, from 2008 August 4 to 2019 August 4, and we simulate \( \gamma \)-ray events in the energy range \( E = [0.1, 1000] \) GeV, passing standard data quality selection criteria\(^2\). We also select in some parts of the simulations smaller energy bins between \( E = [0.1, 1000] \) GeV to test a possible energy dependence in the results. In other parts we consider energies between \( 1 - 10 \) GeV where the GCE is more significant and the LAT energy and spatial resolution is better than at lower energies\(^3\). We use a region of interest (ROI) which is \( 30^\circ \times 30^\circ \) centered around the Galactic center and we include in the model all the sources detected in the 4FGL Fermi-LAT catalog [35] with an angular distance less than \( 18^\circ \) from the Galactic center. The ROI size we select is motivated by the fact that within \( 10^\circ \) from the center of the Milky Way it is contained more than 90% the GCE (see, e.g., [11, 13]). We consider events belonging to the Pass 8 SOURCEVETO class, and use the corresponding instrument response functions P8R3_SOURCEVETO_V2 which has the same background rate than the SOURCE class background rate up to 10 GeV but, above 50 GeV, its background rate is the same as the ULTRACLEANVETO one while having 15% more acceptance\(^4\). We bin the data assume 8 energy bins per decade and pixels with size 0.08°.

### B. Analysis Method

We have implemented an analysis pipeline based on FermiPy\(^5\), a Python package that automates analyses with the Fermi tools\(^6\) [36]. FermiPy includes tools that generate simulations of the \( \gamma \)-ray sky, detect sources, calculate SED, find the extension of sources and much more. We employ the version 18.0.0 of Fermipy and 1.1.7 of the Fermi tools.

The model we use to fit the ROI includes: the IEM, point and extended sources, isotropic template, the Sun, Moon and Loop I components, the Fermi bubbles divided into low and high-latitude parts and the DM template. The template for all the components, except for the DM one, are modeled as explained in Sec. II A and we remind are taken from Ref. [13].

Instead, the DM flux is calculated as:

\[
\frac{dN}{dE} = J \times \frac{dN_a}{dE},
\]

where \( J \) is the geometrical factor and represents the integral performed along the line of sight (l.o.s., \( s \)) of the squared DM density distribution \( \rho \):

\[
J = \int_{l.o.s.} \rho^2 ds.
\]

We parametrize \( \rho \) with a generalized NFW DM density function [37]:

\[
\rho_{NFW} = \frac{\rho_0}{(\frac{r}{r_s})^\gamma (1 + \frac{r}{r_s})^{3-\gamma}},
\]

with index \( \gamma = 1.2 \) and scaling radius \( r_s = 20 \) kpc.

\( dN_\gamma/dE \) is the photon spectrum that is usually modeled with a specific particle physics theory ruling the annihilation process. The measured spectrum of the GCE (see, e.g., [13]) has a peak at a few GeV and a low energy and high energy cutoff. Therefore, by choosing the SED measured for the GCE we would not be able to test the detectability of the GCE below 1 GeV and above 10
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\( ^2 \) https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/Cicerone_Data_Exploration/Data_preparation.html

\( ^3 \) https://www.slac.stanford.edu/exp/glast/groups/canda/lat_Performance.htm

\( ^4 \) https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/Cicerone_Data/LAT_DP.html#PhotonClassification.

\( ^5 \) See http://fermipy.readthedocs.io/en/latest/

\( ^6 \) The Fermi tools are the official Fermi Science Tools https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/
GeV. Moreover, we are not interested to test specific DM particle physics models. We rather prefer to use a simple DM spectrum which covers all the energy range considered in our analysis. Therefore, we assume, otherwise differently stated, a power-law shape with a spectral index of $\Gamma = 2.0$ normalized at 1 GeV to $7 \times 10^{-7}$ MeV$^{-1}$ cm$^{-2}$ s$^{-1}$, which is compatible with the GCE spectrum at the same energy$^7$.

In order to produce simulations that are compatible with the real sky, we configure our model from the results of the analysis in [13]. Then we simulate the ROI using the tool gta.simulate.roi which takes the current best-fit model and replace the data counts cube with the simulated data. The simulation is created by generating an array of Poisson random numbers with expectation values drawn from the model cube of the binned analysis instance, i.e., from the source map. In the left panel of Fig. 1 we show the count map of one simulation generated with the Baseline IEM model between 1-10 GeV.

We analyze the simulated data using the following pipeline. We first run the gta.optimize() tool that performs an automatic optimization of the ROI by fitting all sources with an iterative strategy. First, it simultaneously fits the normalizations of the brightest components and sources. Then, it individually fits the normalizations of all sources that are not included in the first step. Finally, it individually fits the shape and normalization parameters of all sources. gta.optimize() is a fast method to reach a good agreement between model and data and it is close to a perfect fit for regions of the sky that do not contain large degeneracies between the different components. This is particularly try when analyzing ROIs at high latitudes and selecting data above 1 GeV. However, the Galactic center is a very crowded and complicated region so we have to perform a fit where all the SED parameters of the sources in the model are free to vary at the same time. This is done by running the gta.fit() tool which is a wrapper of the pyLikelihood fit method implemented in the Fermi tools. This tool returns the best fit and error of the SED parameters and the full covariance matrix.

In the last step of the analysis, we delete from the ROI sources detected with a test statistics $TS^8$ lower than 25. This is the usual cut in $TS$ that is used to include or not sources in Fermi-LAT catalogs and it corresponds roughly to 4.6$\sigma$ significance for a power-law SED with two free parameters. Finally, we calculate the GCE SED using the gta.sed tool which performs independent fits for the flux normalization in bins of energy using a power-law spectral parameterization with a fixed spectral index of $\Gamma = 2.0$ (for $dN/dE \sim E^{-\Gamma}$). This assumption is appropriate considering small enough energy bins as we do in our analysis. Therefore, the results obtained with gta.sed is independent from the SED model assumed initially for the DM template.

We test that our fitting procedure recovers properly

---

$^7$ The flux of the GCE published in [13] is $2 \times 10^{-7}$ MeV$^{-1}$ cm$^{-2}$ s$^{-1}$ for a ROI defined with an angular distance from the Galactic center of $10^\circ$. This flux rescaled to our ROI is roughly $7 \times 10^{-7}$ MeV$^{-1}$ cm$^{-2}$ s$^{-1}$.

$^8$ The Test Statistic ($TS$) is defined as twice the difference in maximum log-likelihood between the null hypothesis (i.e., no source present) and the test hypothesis: $TS = 2[\log L_{\text{null}} - \log L_{\text{test}}]$ [38].
the injected signal by running the following simulations. We take the ROI models calibrated on the real data from [13] and we generate simulated data. Then, we change the values of the normalizations and spectral indexes of each source and IEM component into a random number between 0.7 and 1.3 times its reference value. With this procedure, we thus create a new model with values for the SED parameters which are not exactly equal to the simulated ones. Then, we run the pipeline and find that most of the final SED parameters and fluxes are consistent with the initial model within 1σ errors. This is particularly true for the SED parameters of DM. The normalization and spectral index, and the DM SED points we find with our analysis are perfectly compatible with the spectrum of the injected signal. We test this with several simulations and trying the IEM models listed in Sec. II.

The most complicated region due to the uncertainty of the IEM is close to the Galactic plane ($b \sim 0^\circ$). In order to mitigate these uncertainties, we apply in our analysis a technique called weighted likelihood that has been recently included in the FermiTools. This method introduces weights for every pixel of the sky according to the number of counts. The weights are then multiplied to the Log($\mathcal{L}$) found in each pixel in the template fitting of the maximum likelihood analysis. This procedure thus penalizes pixels with a very large number of photons and in which the systematics for the choice of the IEM could be larger. We use as, in the 4FGL catalog paper, a systematic level of $\epsilon = 3\%$. This value is motivated by the study performed in Ref. [35] with the relative spatial and spectral residuals in the Galactic plane where the diffuse emission is strongest. We show in Fig. 2 the weight maps derived at energies between 0.1 GeV to 1.6 GeV and in Fig. 3 the average value of the weights found as a function of energy and for an angular distance $< 10^\circ$ from the Galactic center as a function of energy. At 150 MeV the weights are very small for almost all the ROI we consider, thus meaning that these energies are not important in the fitting procedure. For $E = 500$ MeV the weights are particularly small, i.e. less than 0.1, only for $|b| < 3^\circ$. This implies that all these pixels are much less constraining in the fitting procedure than the higher latitude ones where the weights are much closer to 1. Instead, at $E > 1$ GeV most of the ROI has weights close to 1 thus most of pixels in the analysis have the same weights. The effect of the weighted likelihood is thus important below 1 GeV and in the inner few degrees from the Galactic plane where the IEMs differ the most. We will discuss the effect of the weighted likelihood analysis in deriving the spectrum of the GCE in Sec. IV B in the presence of imperfection in the IEM.

Finally, we apply the energy dispersion to all the components of our model using the method implemented in the FermiTools. Specifically, we select apply_edisp=true and edisp_bins=1 which applies the energy dispersion only on the spectrum accounting for one extra bin.

We also check for the presence of significant residuals by running gta.tsmap to the ROI model obtained after the analysis pipeline. This tool generates a TS map by running a fit in each ROI pixel for a test source with spectral index of 2.0. We show in the right panel of Fig. 1 the histogram of the TS values obtained in the TS map for the analysis of one simulation where we use the Baseline model in the energy range between 1-10 GeV. The distribution is compatible with the chi-square distribution for one degree of freedom ($\chi^2/2$). This is the result expected in case the model obtained in the fitting procedure properly represents the simulated data and no significant residuals are present. We find this result because the same components included in the model for the fitting procedure are also used to generate the simulated data. This scenario represents thus the ideal case where we have a perfect knowledge of the Galactic center emission. We will show later how the TS histogram changes in case we have imperfections in the IEM model or there is an un-modeled component in the data.

C. Inspecting the spatial morphology of the excess with a model independent approach

The spatial morphology of the GCE is one of the most important characteristic that could provide us an hint of its origin. In this section we present an approach to derive the GCE spatial morphology that is independent from a specific choice of the excess template. The results of this method can thus be used, as we will show, to derive the DM density profile needed to fit the GCE or to verify if other interpretations are more suitable to explain it.

We include in the model concentric and uniform annuli and we fit them to the data. Each annulus has an SED given by a power law. The free parameters for each annulus are thus the normalization and the power-law spectral index of $\Gamma = 2.0$. We show in the right panel of Fig. 1 the histogram of the TS values obtained in the TS map for the analysis of one simulation where we use the Baseline model in the energy range between 1-10 GeV. The distribution is compatible with the chi-square distribution for one degree of freedom ($\chi^2/2$). This is the result expected in case the model obtained in the fitting procedure properly represents the simulated data and no significant residuals are present. We find this result because the same components included in the model for the fitting procedure are also used to generate the simulated data. This scenario represents thus the ideal case where we have a perfect knowledge of the Galactic center emission. We will show later how the TS histogram changes in case we have imperfections in the IEM model or there is an un-modeled component in the data.

---

9 A technical document explaining the weighted likelihood is available at this link https://fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/weighted_like.pdf.

10 For a complete description see https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Pass8_edisp_usage.html.
fluxes by their solid angles $d\Omega$. Then, we perform a fit to the surface brightness data with a 1D Gaussian template and find its standard deviation $\sigma_{\theta,1D}$. Finally, we convert the standard deviation of the 1D Gaussian to the standard deviation of the 2D Gaussian $\sigma_{\theta}$ by multiplying $\sigma_{\theta,1D}$ for a conversion factor which is roughly 1.515.

We show in Fig. 4 the surface brightness data obtained for the energy range 1-10 GeV and using annulus widths between $0.5^\circ$ to $2^\circ$. We test different annuli sizes to verify whether the analysis provides significantly different results according to the value of this parameter. The best fit values we find for the standard deviation of the 2D Gaussian are $[3.93 \pm 0.05, 3.97 \pm 0.04, 3.96 \pm 0.05, 3.98 \pm 0.03, 3.98 \pm 0.03]$ for the following annulus sizes $[0.5^\circ, 0.75^\circ, 1.0^\circ, 1.5^\circ, 2.0^\circ]$. The values of $\sigma_{\theta}$ are thus compatible within $1\sigma$ errors with the one of the injected signal. $\sigma_{\theta}$ obtained with a size of the annuli of $0.5^\circ$ seems to be the one that most deviates from the initial value with a difference of about 2%. However, this discrepancy does not appear to be significant.
We start by showing the capability of our analysis method on simulated Fermi-LAT data in case we have a perfect knowledge of background components. This is done by generating simulations of the Galactic center region using a model that contains the components explained in Sec. II A and then by employing the same model also in the analysis of the data. We use the full energy range between 0.1-1000 GeV to test also the possibility to find reliable estimate of the low and high-energy tails of the GCE spectrum. We remind that the GCE is simulated using a DM template which follows a generalized NFW density profile with index $\gamma = 1.2$ and scaling radius $r_s = 20$ kpc. For the DM SED we use a power-law index with $\Gamma = 2.0$ normalized at 1 GeV to $7 \times 10^{-7}$ MeV$^{-1}$ cm$^{-2}$ s$^{-1}$. Then, the simulated data are analyzed following the technique explained in Sec. II B and II C. In the next sections we will show how our analysis is able to reconstruct the DM energy spectrum, spatial morphology and position in this ideal case.

### A. Spectrum of the Galactic center excess

We first perform a fit to the ROI with the DM and all the other components free to vary and then we calculate the GCE SED using the gta.sed tool implemented in Fermipy. In Fig. 6 we show the energy spectrum of the different components of the IEM, point sources, isotropic template, Sun-Moon-LoopI template and dark matter. This is calculated using the Baseline IEM (see Sec. II A). The largest contribution is provided by the bremsstrahlung and $\pi^0$ components while the GCE contributes roughly at the $\%$ level. The comparison between the injected and observed DM SED is presented in the top panel of Fig. 7 as ratio of the two. The ratio is compatible to 1 for all the considered energies within the statistical errors even at low energy where the very high flux of the IEM model and the poor Fermi-LAT spatial and energy resolution makes the detection of the GCE more challenging. The good agreement we find below 1 GeV is partially due to the fact that we include corrections due to energy dispersions with the tools implemented in the FermiTools11. We also test an SED given by a Log Parabola $dN/dE \sim E^{-(\gamma + \beta \log(E))}$, where $\beta$ is fixed to 0.05 which produces a small curvature at energies larger than 1 GeV. The results we find with this SED are practically identical to the ones reported in Fig. 7 for the power-law shape, i.e., the ratio between injected and observed spectrum is compatible with 1.

We perform an additional test by dividing the DM template into 4 quadrants separated by the Galactic plane ($b = 0^\circ$) and the vertical direction from the Galactic center ($l = 0^\circ$). This exercise tests if the GCE given by DM would be detected with the same spectrum in the different portions of the Galactic center region. The quadrants are added in the model and fitted to the ROI. Then, we compute their SED. In the bottom panel of Fig. 7 we

---

11 See for more details https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Pass8_edisp_usage.html
show the ratio between the SED of each quadrant with the SED divided by 4 of the DM template considered as a whole. The SED of the quadrants are different from each other by about 15% and they differ from the total one of DM by about the same amount. This is the value of the systematic error we should consider when analyzing the real data with a DM template divided into quadrants.

**B. Spatial morphology**

We apply in this section the model independent approach presented in Sec. II C to calculate the spatial distribution of the GCE in case we have a perfect knowledge of the background components. We add in the model concentric and uniform annuli and we fit their SED parameters to the ROI. Then, we extract the energy fluxes of the annuli and divide them by their solid angles. As a result of this procedure we measure the surface brightness of the GCE. We run this analysis in the following energy bins: $0.1 - 0.3$ GeV, $0.3 - 0.6$ GeV, $0.6 - 1.1$ GeV, $1.1 - 3.2$ GeV, $3.2 - 5.6$ GeV, $5.6 - 10$ GeV, $10 - 32$ GeV, $32 - 100$ GeV, $100 - 1000$ GeV. In Fig. 8 we show, for example, the surface brightness data derived with our analysis in the energy range 1.1-1.9 GeV with annuli of width $0.75^\circ$. The surface brightness is very peaked towards the Galactic center, as observed for the GCE. It decreases by roughly a factor of 100 considering an angular distance of $10^\circ$ away from the Galactic center. This justifies our choice of an ROI of size $30^\circ \times 30^\circ$.

Once we have derived the surface brightness data in each energy bin and for the different choices of the annulus size, we perform a fit to the data by using the expected signal for $\gamma$ rays produced by DM. Specifically, we employ Eq. 1 where we evaluate the geometrical factor $J$ as a function of the angular distance from the Galactic center. We leave free in the fit the normalization of the DM density profile $\rho_0$ and the slope $\gamma$ which changes the spatial profile of the $\gamma$-ray signal. In Fig. 9 we display the results of the fit to the data for the different energy bins and using different sizes of the annuli from $0.5^\circ$ to $2.0^\circ$. Inspecting those figures we can draw the conclusion that if the annulus size is smaller than $1^\circ$, we have results for the GCE profile that are not compati-
FIG. 6: Energy spectrum between 1 and 10 GeV of the different components included in our analysis using the Baseline IEM (see Sec. II A for further details).

FIG. 7: Top Panel: Ratio between the SED of DM found by analyzing the simulated data and the SED of the injected GCE signal (see Sec. III A). We show the results for the case of a power-law and log parabola SED. Bottom Panel: Ratio between the SED of the quadrants and the injected DM SED divided by 4.

FIG. 8: Surface brightness data derived for the energy range 1.1 – 1.9 GeV and with annulus size 0.75°. We also show the surface brightness for a DM template for the case of the best fit with $\gamma = 1.19$.

Our analysis would be able to find if the GCE spatial distribution is compatible with a DM signal. An other important aspect to verify is whether the GCE is spherically symmetric. In order to check this, we divide the annuli in four quadrants separated by the Galactic plane ($b = 0°$) and the vertical direction from the Galactic cen-
FIG. 9: Best-fit values of $\gamma$ (the slope of the DM density distribution for a NFW profile) found by fitting the surface brightness data for the simulation with an injected DM signal with $\gamma = 1.2$. We show in each panel the best fit derived for the analysis applied in different energy bins and for different annulus sizes from 0.5° (top left) to 2.0° (bottom right).

We now study the spatial morphology of the GCE applying directly DM models modeled with a NFW density profile. We run the analysis pipeline using DM templates generated for different values of $\gamma$ from 0.5 to 2.0. Small (large) values of $\gamma$ implies that the spatial distribution is flatter (steeper). For each case we extract the value of the log-likelihood ($\log L$). The background components we use are the same for all cases considered for $\gamma$. Therefore, we have the likelihood profile as a function of $\gamma$ ($\log L(\gamma)$) since we marginalize the analysis over the background components. In Fig. 11 we show the function $\log L(\gamma)$ that we obtain which has a very pronounced peak around $\gamma = 1.2$. Therefore, our results are perfectly compatible with the injected signal. We apply this analysis also in different energy bins, as we did before for the annulus method, and we find very similar results to the ones presented in Fig. 9.

We can also check if the GCE is located in the center of the Galaxy as it is expected for a DM signal. In order to test this we run a fit to the simulated data using a DM template centered at different angular distances from the Galactic center. In particular we run the anal-
with respect to this adjacent one.

To summarize, we have demonstrated in this section that in the ideal case where the model used in the analysis is exactly the same used to create the simulation, i.e., in case we have a perfect modeling of the $\gamma$-ray sky, we are able to find the correct DM SED between $0.1 - 1000$ GeV, the correct GCE spatial distribution for $E > 1$ GeV and choosing annulus sizes between $0.75^\circ$ and $1.5^\circ$ width and we would be able to prove that the GCE is spherically symmetric and centered in the Galactic center as it should be for a DM signal.

IV. A MORE REALISTIC CASE: IMPERFECT KNOWLEDGE OF BACKGROUND COMPONENTS

In a more realistic scenario, we probably do not have a perfect knowledge of the $\gamma$-ray sky when we analyze such complicated region as the Galactic center. This implies that an analysis of the GCE is certainly affected by mismodeling of the background components. In order to inspect how and what properties of the GCE are affected by this circumstances, we consider two cases: a model with a missing component with respect to the one used to generate the simulations and the analysis of simulations with a different IEM model with respect to the one used to generate them. Otherwise differently stated we consider energies in the range of $1 - 10$ GeV and we a DM signal modeled with $\gamma = 1.2$.

A. Properties of the Galactic center excess in case of a missing component

In case the real sky contains a component that is not included in model used to fit the data, the properties of the detected GCE could be very different from the real one. The missing component could be a part of the IEM or a new emission in the Galaxy not properly accounted for in the model. Here, we assume that the component missing in the model is associated to the low-latitude component of the Fermi bubbles. This component has been carefully inspected in [13, 39]. The low-latitude bubbles are located close to the Galactic center and they extend up to about $15^\circ$. Moreover, their spectrum is roughly a few times smaller than the GCE [13]. We also find that this component is the one with the largest correlation coefficient with the GCE. It is thus ideal to use this $\gamma$-ray emission and test its influence on the GCE properties.

This is the procedure we follow to test this case. We generate simulations that include the low-latitude bubbles emission. Then, we eliminate this component from the model before running the fitting procedure and we find the properties of the GCE following the same analysis technique applied in Sec. III. We perform simulations with low-latitude bubbles fixing the SED shape found in [13] and varying their flux. We will use as a
FIG. 12: Left Panel: Ratio of the GCE spectrum fitted with a DM template with respect to the injected DM signal for the simulations explained in Sec. IV A. These ratios are reported for different simulations for which we have simulated also the low-latitude bubbles with a flux between 0.01 – 10 times the reference values which is $3 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$. Right Panel: best-fit value for $\gamma$ found for the same simulations explained before as a function of the flux simulated for the low-latitude bubbles.

FIG. 13: Histogram of the $TS$ map found in the case where we simulate the low-latitude bubbles with a flux of $2 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$ but then we do not include this component in the model during the fitting procedure to find the properties of the GCE. The $TS$ distribution is significantly different from the $\chi^2$ distribution for 1 degree of freedom divided by two.

FIG. 14: Map of $\sqrt{TS}$ for the analysis presented in Sec. IV A and obtained by simulating the data using the Baseline IEM and the low-latitude bubbles with a flux at 1 GeV of $9 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$ (three times the reference flux) and then analyzing the data without including this component in the background model.

reference value of the flux at 1 GeV $3 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$ which is required to fit properly the real data from the Galactic center [13]. We will vary it from $3 \times 10^{-9} – 3 \times 10^{-5}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$ which is thus between a factor of 100 times less and more intense than the reference value [13]. In the following we will report the results as a function of the flux of the low-latitude bubbles injected in the simulations with respect to the reference flux of $3 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$.

In Fig. 14 we show the map of $\sqrt{TS}$ obtained by simulating the data using the Baseline IEM and the low-latitude bubbles with a flux at 1 GeV of $9 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$ and then analyzing the data without including this component in the background model. The $\sqrt{TS}$ map contains values that reach maximum values of roughly $5 – 7\sigma$ significance. These peaks of $TS$ affects the results for the reconstructed properties of the GCE as we will explain in more details below.

First, we investigate how the GCE spectrum changes if we neglect the presence of the low-latitude bubbles.
We report in the left panel of Fig. 12 this result. The GCE spectrum starts to differ from the injected DM signal if the low-latitude bubbles have a flux larger than 30% of the reference value. This is expected since the injected GCE spectrum has a flux at 1 GeV of $7 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$ and so for low-latitude bubbles fluxes larger than $1 \times 10^{-7}$ GeV$^{-1}$ cm$^{-2}$ s$^{-1}$ (i.e., 30% of the reference flux) this component starts to shine with a flux that is not negligible with respect to the GCE. Moreover, if the low-latitude bubbles flux is large enough also the shape of the GCE flux as a function of energy changes and becomes more similar to the one of the low-latitude bubbles. Indeed, for a flux larger than 3 times the reference one the spectrum is softer than $E^{-2}$, which is the SED used for the DM signal.

Then, we perform the analysis in annuli to derive what is the value of the low-latitude bubbles flux above which the spatial distribution of the GCE would start to differ from the morphology of the injected DM signal. We use annulus width of 1°. In the right panel of Fig. 12 we show the value of $\gamma$ as a function of the different fluxes of the bubble component used in the simulations. The value we find for $\gamma$ is compatible with 1.2 for bubbles fluxes up to about 30% of the reference one. The reason for this is the same reported before for the GCE flux as a function of energy. For fluxes lower than this value, neglecting the presence of the low-latitude bubbles in the model does not introduce any significant residuals and so the value of $\gamma$ is the same of the injected signal. On the other hand, for larger percentages the low-latitude bubbles start to have a flux that is not negligible with respect to the DM signal and so also the value found for $\gamma$ starts to differ significantly from 1.2. In particular, for very large fluxes, $\gamma$ tends to values lower than 1 which are compatible with the spatial morphology of the low-latitude bubbles.

Finally, we test the analysis with the DM template divided into quadrants. Neglecting the presence of the low-latitude bubbles in the data affects significantly this study. We verify that the GCE signal starts to be detected as asymmetric, and so the spectrum and morphology start to be different among the quadrants, if the low-latitude bubbles have a flux of about 10% of the reference value. This is explained by the fact that each quadrant has a flux that is about one fourth of the total DM signal. Therefore, the quadrant spectrum and morphology are affected by the presence of the low-latitude bubbles signal for much smaller fluxes than found before.

The presence of a missing component in the model can be discovered by looking to the histogram of the $TS$. Indeed, in presence of residuals, the $TS$ distribution would deviate from the distribution of $\chi^2 \big| /$. We demonstrate this by showing the $TS$ distribution we find in the analysis where we neglect the low-latitude bubbles with a flux equal to the reference value. This is presented in Fig. 13. At small values of $TS$ the distribution is still compatible with the null hypothesis (i.e., no additional sources) but for values $> 5$ the distribution significantly deviates from the shape of $\chi^2 \big| /$. This means that there are residuals left after the fitting procedure which can be due to a missing component not accounted for in the model or a slightly wrong IEM used in the analysis. In this case of course the right reason is the former.

**B. Properties of the Galactic center excess in case of a wrong Galactic interstellar emission model**

The Galactic center is probably the most complicated part of the $\gamma$-ray sky to model. The components included in the fitting procedure could not represent perfectly the data and this can affect the properties of the GCE that we find in the analysis. In this section we generated simulations using the Baseline IEM and we then use the other models to analyze the data. We will thus verify how imperfections in the model are going to affect the detected GCE properties. Once we generate the simulations using the Baseline IEM we substitute all its components with the ones of the other IEM models (see Sec. II A). Then, we apply the same analysis technique reported in Sec. III to find the spectrum and the morphology of the GCE using a DM template and the model independent approach that involves annuli.

First, we run the analysis in the entire energy range from 0.1-1000 GeV using or not the weighted likelihood technique. We test thus the effect of running the analysis with the weighted likelihood technique to minimize the systematics due to the IEM. We show in Fig. 15 the ratio between the GCE SED found in the analysis with respect to the injected signal and we report the results obtained using different IEMs. Above 1 GeV the ratio is roughly compatible with 1 with differences among the IEMs of roughly 10 - 15%. On the other hand, the ratios become significantly larger than 1 at lower energies. Specifically, the lower is the energy and the larger is the ratio value reaching the largest value of 1.2 - 1.3 at 100 MeV. Performing the analysis with the weighted likelihood technique has the consequence of increasing the uncertainties of each single data point and thus reducing the discrepancy with the injected signal. In particular, the $\chi^2$ value calculated between the reconstructed and injected SED improves by a factor of about 30 by using the weighted likelihood technique with respect to using the standard analysis. This makes the results more compatible with the injected signal also below 1 GeV and the differences obtained among the different IEMs significantly smaller. Instead at energies above 1 GeV using or not this technique does not make any relevant difference. So in what follows when we will select energies between 1-1000 GeV we will use the standard maximum likelihood.

We focus now our analysis in the energy range between 1 - 10 GeV for which the GCE is the most significant and the systematics due to the IEM are smaller. In Fig. 16 we show the map of $\sqrt{TS}$ obtained by simulating the data using the Baseline IEM and then using to analyze the data the $\text{SExt}$ model. This model is among the ones that gives the largest systematics for the reconstructed
FIG. 15: Ratio of the measured and injected energy spectrum of the GCE found for different IEM models when we use a DM template with $\gamma = 1.2$. This simulation has been performed in the energy range between 0.1-1000 GeV without (left panel) and with the weighted likelihood technique (right panel).

GCE properties. The $\sqrt{T S}$ map contains values that are lower than 25 at latitudes $|b| > 5^\circ$ while on the Galactic plane the mismodeling of the IEM could produce $\sqrt{T S}$ up to roughly $6 - 8\sigma$ significance. These peaks of $T S$ affects the results for the reconstructed properties of the GCE as we will explain in more details below.

In Fig. 17 we show the results for the energy spectrum that we measure for the GCE using a DM template with $\gamma = 1.2$. The spectrum we find is compared to the one of the injected signal for all the IEM we try. There is a larger scatter with respect to the ideal case presented in Fig. 7. The differences with respect to the injected signal are at most of the order of $10 - 15\%$. The statistical errors are much smaller so the uncertainties in the analysis of the spectrum of the GCE in reality is probably systematic dominated. The differences in the results of the GCE spectrum obtained with the different IEM models are mainly a normalization factor. Indeed, in the energy range considered there is not significant change of slope of the GCE SED.

We also study the spatial distribution of the injected DM signal using the annulus technique. We consider in particular annulus sizes of $0.5^\circ$, $0.75^\circ$, and $1^\circ$. The result is presented in the right panel of Fig. 17 for the different IEM models used in the analysis. On average we find values of $\gamma$ that are compatible with the injected signal. There is, however, a scatter that is due to the choice of the IEM rather than by the statistical errors of the value of $\gamma$ found for each case. This scatter, that is at most $\sim 5\%$ of the injected value of $\gamma$, is larger than the one reported in Fig. 9 for the same energy range. As well as for the GCE energy spectrum thus also the study of the GCE spatial distribution is systematics dominated.

We apply also an other analysis technique to study the spatial distribution of the GCE that is based on the DM model for the $\gamma$-ray signal. Since we have demonstrated with the previous analysis that the GCE signal is compatible with the DM template we try to find the best fit for $\gamma$ using directly a DM template. We run the analysis with templates generated for different values of $\gamma$. We take for each case the value of the log-likelihood and we profile it as a function of $\gamma$ (Log(L($\gamma$)). The peak of Log(L($\gamma$)) gives the best-fit value for the DM density slope. This analysis provides best-fit values for $\gamma$ that are comparable within the $1\sigma$ errors with the one presented in right panel of Fig. 17.

The analysis of the GCE position gives very similar results to the ideal case presented in Sec. III B. In particular, there are no significant systematics present in the results for the best-fit position of the GCE.
The study presented in this section demonstrates that the analysis of the spectrum and morphology of the GCE applied to real data is probably dominated by the systematic uncertainties associated to the choice of the IEM or in other words by background models that do not represent properly the data.

V. POINT SOURCES VS DIFFUSE EMISSION

The interpretations for the GCE can be classified into two categories. Some studies claimed the existence of a faint population of sources with a total flux and spatial morphology compatible with the GCE (see, e.g., [15, 16]). Others theorized an origin due to diffusive processes, such as γ rays produced from a population of cosmic-ray electrons and positrons or protons emitted from the Galactic center or from DM particle interactions (see, e.g., [9, 20–22]). In this section we generate simulations where we inject a γ-ray emission produced by the following mechanisms: a point source population located in the bulge of our Galaxy, a population of electrons and positrons and cosmic-ray protons injected from the Galactic center and a DM signal. For each of these four cases, we test how the properties of the GCE would look like putting particular emphasis on the spatial distribution of the produced signal. The γ-ray emission generated for these processes have been normalized to have a flux at 1 GeV of $7 \times 10^{-7}$ MeV$^{-1}$ cm$^{-2}$ s$^{-1}$ in order to be compatible with the GCE flux.

The DM simulation follows exactly the ones used in the previous sections ($\gamma = 1.2$). We build the simulations with point sources in order to mimic a population of pulsars located around the bulge of our Galaxy as studied in [15, 16]. We use a luminosity function given by a power-law $dN/dL \sim L^{-\beta}$ and we assume that $\beta = 1.8$. We have also tested $\beta$ equal to 1.6 and 2.0 finding very similar results. We extract from this function, $L$ values between $10^{31}$ erg/s to $10^{36}$ erg/s because this is roughly the range of luminosities found for the Galactic pulsars [40]. We use a spatial distribution of the sources taken from a NFW with $\gamma = 1.2$. Finally, we simulate sources until their cumulative spectrum reaches the intensity of the GCE.

For the cases with an additional population of cosmic-ray electrons and positrons or protons injected from the GCE, we follow closely the methodology reported in [13]. Specifically, we use the models labelled as IC Bulge, bar and CR CMZ 3D, z=8kpc. For the former (IC Bulge, bar) we assume a population of sources located in the bulge/bar in the central kpc of the Milky Way which emit electrons taken from the distribution of the old stellar population in the bulge (model B in [41]). These electrons and positrons injected by these sources then produce γ rays through inverse Compton scattering on the interstellar radiation field present in the center of the Milky Way. As an alternative, in CR CMZ 3D, z=8kpc we consider a population of cosmic rays (mainly protons) produced from the central molecular zone (CMZ) in the innermost few hundred pc from the Galactic center. The CMZ contains very dense molecular clouds which can host intensive star formation and, as a result, a significant rate of supernovae explosions. As a tracer of the cosmic-ray production in the CMZ we use the distribution of molecular gas, which we model by a simplified axisymmetric version of Equation (18) in [42]. In this model the γ-ray emission is due to bremsstrahlung and π$^0$ decays associated to HI and H2 gas in the interstellar medium.

First, we show how the injected signal, for each of the four mechanisms mentioned above, would appear after running our analysis pipeline. We simulate the data including the signal template, then we remove it from the model and re-optimize the ROI. Finally, we generate a TS map that we show, for each of the four cases, in Fig. 18.

As expected the signal generated by the DM and pulsar emission is roughly spherically symmetric. Therefore, the spatial distribution alone can not be used to distinguish these two cases. The main difference between a pulsar and DM signal is that the former has a TS map that contains more isolated peaks of high values located even a few degrees away from the Galactic center. Instead, the latter would produce a more diffusive TS map and with lower values beyond a few degree from the center. In the inner few degrees from the center the two cases are very similar because the cumulative emission of thousands of pulsars in the inner few degrees from the Galactic center generates a γ-ray signal that can not be distinguished from a diffusive emission like the one produced by DM. A possible method to disentangle these two mechanisms is the following. We mask the inner four degrees from the Galactic center and we calculate a histogram of the TS. This is shown in Fig. 19. As explained above the case with pulsars exhibits a more prominent high TS tail that is due to the brightest pulsars of the Galactic bulge sample. In applying this method to the real data we would encounter a few challenges. First, if an optimization of the ROI is performed and this includes the search of new sources with a $TS > 25$, all the bright spots present in the TS histogram would disappear. Indeed, all the pulsars which populate the histogram at $TS > 25$ would be included in the model as new sources. Therefore, the difference between the DM and pulsar cases would become less evident. The additional difficulty is due to the presence of sub-threshold Galactic and Extragalactic sources present in the data which would add an additional component of contamination for determining the presence of a population of sources in the Galactic center and associated to the Galactic bulge.

In case of electrons and positrons, the emission is roughly spherically symmetric because the process which generates the γ rays is inverse Compton scattering on the interstellar radiation field which is expected to be roughly symmetric around the center of the Galaxy. On the other hand the γ ray emission from cosmic-ray protons follows
FIG. 17: Left Panel: Ratio of the measured and injected energy spectrum of the GCE found for different IEM models when we use a DM template with $\gamma = 1.2$. Right Panel: best-fit value for $\gamma$ found by fitting the surface brightness of the GCE and considering in the analysis the same IEM models reported in the left panel. The IEM models are listed on the $x$ axis with the same order of the left panel figure.

the disk because the main process for the production of $\gamma$ rays is due to the interactions of the protons with the gas components and the production and subsequent decays of $\pi^0$ particles. Therefore, these two processes would be easily distinguished looking to the spherical symmetry or elongation on the Galactic plane of the signal.

Since the nature of the Physical processes which produce $\gamma$ rays from electrons and positrons and cosmic-ray protons are different (inverse Compton for the former and $\pi^0$ decays for the latter) we expect a different evolution of the GCE spatial distribution with energy. Electrons and positrons are affected by strong energy losses and diffusion. These two processes are highly energy dependent. In particular high-energy electrons and positrons have a larger propagation length but they lose energy very quickly. Therefore, we expect that the spatial distribution of the GCE in case it is given by electrons and positrons should be smaller at high energy with respect to lower energy. On the other hand, the $\gamma$-ray emission for $\pi^0$ decays is not expected to produce any significant change of shape as a function of energy. Indeed, in this case the spatial morphology is solely due to the distribution of gas in the Galaxy and this should not depend on energy.

In order to verify this hypothesis we perform the analysis of the spatial distribution of the GCE using the annulus analysis. We run the analysis in different energy bins between 0.1 and 1000 GeV and we use annuli with size of $1^\circ$. Then, we calculate the surface brightness and fit the data with the following empirical function [43]:

$$\frac{d\Phi_\theta}{d\theta} \sim \frac{1}{\sigma_\theta(\theta + 0.06 \cdot \sigma_\theta)} e^{-\left(\frac{\theta}{\sigma_\theta}\right)^2}, \quad (4)$$

where $\sigma_\theta/2$ is the angle that contains the 80% of the observed flux. We find that this function fits better the surface brightness data with respect to the DM emission (Eq. 1). We have tested also a fit with the DM signal and found similar results. We show the best-fit values for $\sigma_\theta$ in Fig. 20 for the two cases. As expected the spatial distribution in case of electrons and positrons is highly energy dependent. In particular the size is much smaller at higher energy. We find a difference of almost a factor of 2 for the value of $\sigma_\theta$ between 1 GeV and 100 GeV. On the other hand, in case of cosmic-ray protons the value of $\sigma_\theta$ is roughly constant with energy. Moreover, this parameter takes much smaller values for the proton case with respect to the electron and positron scenario because the $\gamma$-ray emission produce by the former is not spherically symmetric and the annulus analysis mainly accounts for the emission in the inner few degrees from the Galactic center. The results for $\sigma_\theta$ are unstable below 0.3 GeV so we decide to not show them in Fig. 20 (see discussion in Sec. III B).

In the results presented in this section we have assumed a perfect knowledge of the IEM components. In Secs IV A and IV B we have demonstrated that the presence of a missing component in the IEM (we tested the absence of the low-latitude bubble flux) or the mismodeling of the IEM could produce systematic uncertainties in the reconstructed GCE spectrum and spatial morphology of the order of 10 – 15%. In fact, an imperfect modeling of the IEM could leave significant residuals of the order of $5 – 7\sigma$ significance (see Figs. 14 and 16). The characteristics of the GCE presented in this section could thus be slightly modified by the imperfections in the IEM model but the bulk of the signal morphologies and properties remain unchanged. Indeed, the significance of the GCE signal in case of DM, pulsars or cosmic rays in the $TS$ map is at levels much higher than $10\sigma$ significance (see Fig. 18).
FIG. 18: \( TS \) maps found by simulating the data with a signal from DM (top left), pulsars located in the Galactic bulge (top right), electrons and positrons injected from the Galactic bulge (bottom right) and protons produced in the CMZ (bottom right). The maps have been derived simulating the data with the signal, then eliminating it from the model, optimizing the ROI and finally running the \( TS \) map. Therefore, the maps show mainly the injected signal. The color bar shows the significance (which is roughly \( \sqrt{TS} \)).

VI. CONCLUSIONS

In this paper, we have investigated the detectability of the GCE using simulated \textit{Fermi}-LAT data of the Galactic center region. In particular we have estimated the systematic uncertainties obtained in the analysis of the GCE properties due to mismodeling of the IEM model. We have also presented model independent techniques useful to study the origin of this excess. The results presented are particularly important considering the current debate on the origin of the GCE.

First, we have considered the ideal case where we have a perfect knowledge of the sources and IEM components that contribute to the data. In this case we are able to reconstruct properly the energy spectrum of the GCE whether it is modeled with a unique template or it is divided into quadrants. We also verified that we would be able to determine the GCE spatial morphology with a model independent analysis that takes into account concentric and uniform annuli fitted individually to the data.

In particular we demonstrated that by using annuli of size between 0.75° – 1.5° we find the correct GCE spatial distribution at \( E > 0.6 \) GeV.

Then, we considered the more realist scenario for which we do not have a perfect knowledge of the background components. On this regard, we first assume we have a missing component in the model. We simulated the data with the low-latitude component of the \textit{Fermi} bubbles but we did not include it in the model used to fit the data. We find that if the flux of the missing component is roughly larger than \( 10^{-7} \) GeV\(^{-1}\) cm\(^2\) s, i.e. about 10% – 20% of the GCE flux, the results for the energy spectrum and spatial morphology starts to deviate significantly from the injected signal. This implies that any \( \gamma \)-ray emission present in the Galactic center region, not accounted properly in the model and with a flux larger than \( \sim 10^{-7} \) GeV\(^{-1}\) cm\(^2\) would affect significantly the results on the GCE properties. This flux is roughly a few per mille of the data measured from the Galactic center. We also test the case where we simulated the data with the \texttt{Baseline} IEM and we analyze them with other
The scatter on the energy spectrum and value of $\gamma$, i.e., the GCE spatial morphology, is $10 - 15\%$ and $\sim 5\%$, respectively. These systematics are much larger than the statistical errors. Therefore, the analysis of the GCE properties in the real data are systematics dominated by the imperfections in the background model used to fit the data.

In the last part we tested four different interpretations for the GCE: a DM signal, flux from pulsars located in the Galactic bulge, $\gamma$ rays produced by electrons and positrons injected from the Galactic bulge and protons from the CMZ. For each of these cases we simulate a signal with a flux compatible with the GCE and we inspect the properties of the produced $\gamma$ rays. The emission from pulsars and DM is expected to be spherical symmetric. Moreover, they both would not produce any energy dependence of the spatial distribution of the GCE. However, the former would be disentangled from the latter because the $TS$ of the signal would be clumpy. Moreover, the $TS$ histogram would exhibit a prominent tail for values $TS > 16$ which is due to the brightest pulsars in the sample. On the other hand, the signal produced from protons injected from the CMZ is the only one which would not be spherically symmetric because it would rather follow the disk of the Galaxy. Finally, the emission produced by electrons and positrons generated from the Galactic bulge would produce a signal which is roughly spherically symmetric and it would be the only
TABLE I: This table summarizes the properties of the GCE if it is due to the following processes: DM, pulsars located in the Galactic bulge (PSR), cosmic-ray electrons and positrons produced from the bulge ($e^\pm$) or protons injected from the CMZ (CR p). We report in the table if the GCE signal produced by each of this processes would exhibit a spherically symmetric signal, an energy dependent spatial morphology or would leave a clumpy TS map due to undetected point sources.

| Process | Spherically symmetric | Energy dependent Morphology | Clumpy TS map |
|---------|-----------------------|-----------------------------|---------------|
| DM     | $\checkmark$         | $\checkmark$               | $\checkmark$  |
| PSR    | $\checkmark$         | $\checkmark$               | $\checkmark$  |
| $e^\pm$| $\checkmark$         | $\checkmark$               | $\checkmark$  |
| CR p   | $\checkmark$         | $\checkmark$               | $\checkmark$  |

Acknowledgments

The author thanks the Fermi-LAT Collaboration for insightful discussions. MDM acknowledges support by the NASA Fermi Guest Investigator Program Cycle 12 through the Fermi Program N. 121119 (P.I. MDM).

[1] L. Pieri, J. Lavalle, G. Bertone, and E. Branchini, Phys. Rev. D83, 023518 (2011), 0908.0195.
[2] L. Goodenough and D. Hooper (2009), 0910.2998.
[3] D. Hooper and L. Goodenough, Phys. Lett. B697, 412 (2011), 1010.2752.
[4] A. Boyarsky, D. Malyshev, and O. Ruchayskiy, Phys. Lett. B3705, 165 (2011), 1012.5839.
[5] D. Hooper and T. Linden, Phys. Rev. D84, 123005 (2011), 1110.0006.
[6] K. N. Abazajian and M. Kaplinghat, Phys. Rev. D86, 083511 (2012), [Erratum: Phys. Rev.D87,129902(2013)], 1207.6047.
[7] C. Gordon and O. Macias, Phys. Rev. D88, 083521 (2013), [Erratum: Phys. Rev.D89.no.4,049901(2014)], 1306.5725.
[8] K. N. Abazajian, N. Canac, S. Horichi, and M. Kaplinghat, Phys. Rev. D90, 023526 (2014), 1402.4090.
[9] T. Daylan, D. P. Finkbeiner, D. Hooper, T. Linden, S. K. N. Portillo, N. L. Rodd, and T. R. Slatyer, Phys. Dark Univ. 12, 1 (2016), 1402.6703.
[10] F. Calore, I. Cholis, C. McCabe, and C. Weniger, Phys. Rev. D91, 063003 (2015), 1411.4647.
[11] F. Calore, I. Cholis, and C. Weniger, JCAP 1503, 038 (2015), 1409.0042.
[12] M. Ajello et al. (Fermi-LAT), Astrophys. J. 819, 44 (2016), 1511.02938.
[13] M. Ackermann et al. (Fermi-LAT), Astrophys. J. 840, 43 (2017), 1704.03910.
[14] N. Aghanim et al. (Planck) (2018), 1807.06209.
[15] R. Bartels, S. Krishnamurthy, and C. Weniger, Phys. Rev. Lett. 116, 051102 (2016), 1506.05104.
[16] S. K. Lee, M. Lisanti, B. R. Safdi, T. R. Slatyer, and W. Xue, Phys. Rev. Lett. 116, 051103 (2016), 1506.05124.
[17] R. K. Leane and T. R. Slatyer, Phys. Rev. Lett. 123, 241101 (2019), 1904.08430.
[18] L. J. Chang, S. Mishra-Sharma, M. Lisanti, M. Buschmann, N. L. Rodd, and B. R. Safdi (2019), 1908.10874.
[19] Y.-M. Zhong, S. D. McDermott, I. Cholis, and P. J. Fox (2019), 1911.12369.
[20] E. Carlson and S. Profumo, Phy. Rev. D 90, 023015 (2014), 1405.7685.
[21] D. Gaggero, M. Taoso, A. Urbano, M. Valli, and P.Ullio, JCAP 1512, 056 (2015), 1507.06129.
[22] J. Petrović, P. D. Serpico, and G. Zaharijaš, JCAP 1410, 052 (2014), 1405.7928.
[23] I. V. Moskalenko and A. W. Strong, ApJ 493, 694 (1998), astro-ph/9710124.
[24] A. W. Strong, I. V. Moskalenko, and O. Reimer, ApJ 537, 763 (2000), astro-ph/9811296.
[25] A. W. Strong, I. V. Moskalenko, and O. Reimer, ApJ 613, 962 (2004), astro-ph/0406254.
[26] M. Ackermann et al., ApJ 750, 3 (2012), 1202.4039.
[27] D. R. Lorimer et al., Mon. Not. Roy. Astron. Soc. 372, 777 (2006), astro-ph/0511330.
[28] D. J. Schlegel, D. P. Finkbeiner, and M. Davis, ApJ 500, 525 (1998), astro-ph/970327.
[29] T. A. Porter, I. V. Moskalenko, A. W. Strong, E. Orlando, and L. Bouchet, The Astrophysical Journal 682, 400 (2008), URL https://doi.org/10.1086%2F589615.
[30] I. Yusifov and I. Kucuk, A&A 422, 545 (2004), astro-ph/0405559.
[31] G. L. Case and D. Bhattacharya, ApJ 504, 761 (1998), astro-ph/9807162.
[32] L. Bronfman, S. Casassus, J. May, and L. A. Nyman, A&A 358, 521 (2000), astro-ph/0006104.
[33] P. M. W. Kalberla, N. M. McClure-Griffiths, D. J. Pisano, M. R. Calabretta, H. A. Ford, F. J. Lockman, L. Staveley-Smith, J. Kerp, B. Winkel, T. Murphy, et al.,
[34] Planck Collaboration, A&A 571, A11 (2014), 1312.1300.
[35] S. Abdollahi et al. (Fermi-LAT) (2019), 1902.10045.
[36] M. Wood, R. Caputo, E. Charles, M. Di Mauro, J. Magill, J. S. Perkins, and Fermi-LAT Collaboration, in 35th International Cosmic Ray Conference (ICRC2017) (2017), vol. 301 of International Cosmic Ray Conference, p. 824, 1707.09551.
[37] J. F. Navarro, C. S. Frenk, and S. D. M. White, ApJ 490, 493 (1997), astro-ph/9611107.
[38] J. R. Mattox, D. L. Bertsch, J. Chiang, B. L. Dingus, S. W. Digel, J. A. Esposito, J. M. Fierro, R. C. Hartman, S. D. Hunter, G. Kanbach, et al., ApJ 461, 396 (1996).
[39] L. Herold and D. Malyshev, Astron. Astrophys. 625, A110 (2019), 1904.01454.
[40] A. A. Abdo et al. (Fermi-LAT), Astrophys. J. Suppl. 208, 17 (2013), 1305.4385.
[41] A. C. Robin, D. J. Marshall, M. Schultheis, and C. Reylé, A&A 538, A106 (2012), 1111.5744.
[42] K. Ferrière, W. Gillard, and P. Jean, A&A 467, 611 (2007), astro-ph/0702532.
[43] M. Di Mauro, S. Manconi, and F. Donato (2019), 1908.03216.