Optimal condition of boundary flex control for the systems governed by Boussinesq equation with the press boundary condition and mixed boundary condition
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Abstract. In this paper, the boundary flex control problem of non stationary equation governing the coupled mass and heat flow of a viscous incompressible fluid in a generalized Boussinesq approximation by assuming that viscosity and heat conductivity are dependent on temperature has been studied. The boundary condition for velocity of fluid is non-standard boundary condition: specifically the case where dynamical pressure is given on some part of the boundary and the boundary condition for temperature of fluid is mixed boundary condition has been considered. The optimal condition has been derived. Then, Pontryagin's maximum principle in the special case has been derived.
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1. Introduction

The extremal problem for Navier-Stokes equation and optimal control of fluid dynamical equation are studied by various authors (for example; [6-10], [17-19]).

In [22] the existence of time optimal controls for the Boussinesq equation has been obtained and derived Pontryagin's maximum principle of time optimal control problem governed by the Boussinesq equation.

In [23] an optimal control problem governed by a system of nonlinear partial differential equations modeling viscous incompressible flows submitted to variations of temperature has been considered. A generalized Boussinesq approximation has been used. The existence of the optimal control as well as first order optimality conditions of Pontryagin type by using the Dubovitskii-Milyutin formalism has been obtained.

In [24] the stationary Boussinesq equations describing the heat transfer in the viscous heat-conducting fluid under inhomogeneous Dirichlet boundary conditions for velocity and mixed boundary conditions for temperature are considered. The optimal control problems for these equations with tracking-type functionals are formulated. A local stability of the concrete control problem solutions with respect to some disturbances of both cost functionals and state equation is proved.

In [25] the boundary control problems of the model of heat and mass transfer in a viscous incompressible heat-conducting fluid has been considered. The model consists of the Navier-Stokes equations and the convection-diffusion equations for the substance concentration and the temperature that are nonlinearly related via buoyancy in the Oberbeck–Boussinesq approximation and via convective mass and heat transfer.

In [25] control problems for stationary magnetohydrodynamic equations of a viscous heat-conducting fluid under mixed boundary conditions has been considered.

In [15, 16] the Karhunen-Loeve Galerkin method for the inverse problems of Boussinesq equation have been studied.

In [20] the problem of stabilization of the Boussinesq equation via internal feedback controls has been studied. In [21] the problem of local internal controllability of the Boussinesq system has been studied.

In this paper, the boundary flex optimal control for the evolution equation governing the coupled mass and heat flow of a viscous incompressible fluid in a generalized Boussinesq approximation by assuming that viscosity and heat conductivity are dependent on temperature has been studied. The
boundary condition for velocity of fluid is non-standard boundary condition: specifically the case where dynamical pressure is given on some part of the boundary will be considered. The boundary condition for temperature of fluid is mixed boundary condition. The existence of the optimal control has been proved. Then the optimal condition has been derived.

Let \( \Omega \subset \mathbb{R}^N \) \((N=2, 3)\) be a bounded domain with smooth boundary \( \Gamma \). Let \( \Gamma \) be divided by into two parts \( \Gamma_1, \Gamma_2 \) such that \( \Gamma = \Gamma_1 \cup \Gamma_2 (\Gamma_1 \cap \Gamma_2 = \emptyset, \Gamma_1 \neq \emptyset) \), \( \Gamma \) \((0<T<\infty)\) is given number.

We denote \( Q=\Omega \times (0,T), \Sigma_i = \Gamma_i \times (0,T) \) \((i = 1,2)\), \( \Sigma = \Gamma \times (0,T) \).

We assume that the state of control systems is given by non-stationary Boussinesq equation with the dynamical pressure condition and mixed boundary condition on some part of the boundary as follows:

\[
\begin{align*}
\frac{\partial z}{\partial t} - &v \Delta z + (z, \nabla) z + \beta \xi w = - \text{grad } \pi; & Q \\
\text{div} z &= 0; & Q \\
\frac{\partial w}{\partial t} - &k \Delta w + (z, \nabla) w = 0; & Q \\
z_c = 0, &|z|^2 = v_1, w = 0; & \Sigma_1 \\
z = 0, & -k \frac{\partial w}{\partial n} = v_2; & \Sigma_2 \\
z(0) = z_0, & w(0) = w_0; & \Omega
\end{align*}
\]

where \( \Omega \subset \mathbb{R}^N \) \((N=2, 3)\) is a bounded domain with smooth boundary \( \Gamma \). \( \Gamma \) is divided by into two parts \( \Gamma_1, \Gamma_2 \) such that \( \Gamma = \Gamma_1 \cup \Gamma_2 (\Gamma_1 \cap \Gamma_2 = \emptyset) \), \( \Gamma \) \((0<T<\infty)\) is given number.

In the Eqs. (1)-(6) \( z(x,t) \in \mathbb{R}^N \) denotes the velocity of the fluid at point \( x \in \Omega \) at time \( t \in [0,T] \); \( \pi(x,t) \in \mathbb{R} \) is the hydrostatic pressure; \( w(x,t) \in \mathbb{R} \) is temperature; \( g \) is the gravitational vector, and \( v > 0 \) and \( k > 0 \) are kinematic viscosity and thermal conductivity, respectively; \( \beta \) is a positive constant associated to the coefficient of volume expansion; \( v_1 \) and \( v_2 \) are the given functions on \( \Sigma_1 \) and \( \Sigma_2 \) respectively. In Eqe.(1) \( \beta > 0 \) is the coefficient of volume expansion and \( \xi \) is the gravitational function.

The expressions \( \nabla, \Delta \) and \( \text{div} \) denote the gradient, Laplacian and divergence operators, respectively (sometimes, we will also denote the gradient operator by \( \text{grad} \)); \( i \) th component in Cartesian coordinates of \( (z, \nabla) z \) is given by

\[
((z, \nabla) z)_i = \sum_{j=1}^{N} z_j \frac{\partial z_i}{\partial x_j}, \text{ also } (z, \nabla) w = \sum_{j=1}^{N} z_j \frac{\partial w}{\partial x_j}
\]

In the boundary condition (4) \( z_c = z - z_n, z_n = (z \cdot n)n \).

There are the results of research of Boussinesq equation and the generalized Boussinesq system with nonlinear thermal diffusion in [1-4, 23]. But boundary conditions of those papers are homogeneous.

We assume that the cost functional \( J[v] \) is given as following:

\[
J[v] = J[v, y] = N_1 \int_0^T \int_{r_1} r_1(s,t) z_s(s,t) ds dt + N_2 \int_{r_2} r_2(s,t) \frac{\partial w}{\partial n} ds dt
\]

where \( N_1, N_2 > 0 \) are given real numbers and \( r_1(x,t) \in [L^2(\Sigma_1)]^N \), \( r_2(x,t) \in L^2(\Sigma_2) \) are given functions. And \( v = \{v_1, v_2\}, y = \{z, w\} \).
\[ \int_{r_i} r_i(s,t)z_n(s,t)\,ds = \int_{r_i} (r_i(s,t), z_n(s,t))\,ds \] and \((r_i(s,t), z_n(s,t))\) denote the scalar product in \([L^2(\Omega)]^N\).

Then, the problem that we are going to consider is to find the \(v_* \in U_a\) satisfying:

\[
\inf_{v \in U_a} \mathcal{J}(v) = \mathcal{J}(v_*)
\] (1.2)

Here, we assume that the admissible control sets \(U_a = U_{1a} \times U_{2a}\) are defined such as:

\[
U_{1a} = \{ v_1 \mid v_1 \in L^2(0,T; L^2(\Gamma_i))^N, 0 < \alpha_i(x,t) \leq v_1(x,t) \leq \beta_i (\text{almost everywhere}) \} (1.3)
\]

\[
U_{2a} = \{ v_2 \mid v_2 \in L^2(0,T; L^2(\Gamma_i))^N, 0 < \alpha_2 \leq v_2(x,t) \leq \beta_2 (\text{almost everywhere}) \} (1.4)
\]

\(\alpha_i(x,t), \beta_i(x,t) (i = 1,2)\) are given functions in the function space \(L^2(\Omega_i)\).

\(v_i(x,t) = (v_{i1}(x,t), v_{i2}(x,t), \ldots, v_{iN}(x,t))\) and expression \(0 < \alpha_i(x,t) \leq v_i(x,t) \leq \beta_i \) means that \(0 < \alpha_i(x,t) \leq v_{ii}(x,t) \leq \beta_i \) (\forall i \in N)

We denote \(v = \{v_1, v_2\}\) and \(y(v) = \{z(v), w(v)\}\).

The established optimization problem (1.1)-(1.4) is an optimal boundary flex control problem.

For the convenience, we have assumed that control parameters are the flex pressure \(v_i\) on the boundary \(\Sigma_i\) and the heat flex \(v_2\) on the boundary \(\Sigma_2\).

To illustrate the example of extremal condition (1.2), we can take functions \(r_i(x,t)\) and \(r_2(x,t)\) as following:

\[
r_i(x,t) = \begin{cases} 1 & ; x \in \overline{\Gamma_i} \subset \Gamma_i \\ 0 & ; x \not\in \overline{\Gamma_i} \subset \Gamma_i \end{cases} \quad \text{and} \quad r_2(x,t) = \begin{cases} 1 & ; x \in \overline{\Gamma_2} \subset \Gamma_2 \\ 0 & ; x \not\in \overline{\Gamma_2} \subset \Gamma_2 \end{cases}
\]

Where, \(I\) is a unit vector. Then, the optimization problem (1-2) is described the problem that fluid flex passed the boundary \(\overline{\Gamma_1}\) under the restriction for the flex pressure and heat flex passed the boundary \(\overline{\Gamma_2}\) under the restriction for the heat flex must minimize.

2. Preliminaries

In this article the functions are either \(R\) or \(R^N (N = 2 \text{ or } N = 3)\) and as usual simplification, sometimes we will not distinguish them in our notations; the difference will be clear from the context. The \(L^2(\Omega)\)-product and norm are denoted by \((\cdot, \cdot)\) and \(||\cdot|||\) respectively: the \(H^m(\Omega)\) norm is denoted by \(||\cdot|||_m\). Here \(H^m(\Omega) = W^{m,2}(\Omega)\) is the usual Sobolev spaces (see [1] for their properties); \(H^{-1}(\Omega)\) denotes the dual spaces of \(H^1_0(\Omega)\). \(H^0(\Omega)\) is the same as \(L^2(\Omega)\) and \(||\cdot|||\) is the same as \(L^2\)-norm \(||\cdot|||\). \(D(0,T)\) is the class of \(C^\infty\) -functions with compact support in \((0,T)\). \(D(0,T)'\) are its associated spaces of distribution.

If \(B\) is a Banach space, we denoted by \(L^b(0,T; B)\) the Banish space of the \(B\)-valued functions defined in the interval \((0,T)\) that are \(L^b\)-integrable.

Now we introduce some spaces such as;

\[
\begin{align*}
D &= \left\{ \phi : \phi \in (C^\infty(\Omega))^N, \text{div} \phi(x) = 0(x \in \Omega), \phi(x) = 0(x \in \overline{\Gamma_2}) \right\} \\
H &= \text{completion of } D \text{ under the } \left[L^2(\Omega)^N\right] \text{-norm} \\
V &= \text{completion of } D \text{ under the } \left[H^1(\Omega)^N\right] \text{-norm} \\
D_{\Gamma_1} &= \{ \phi : \phi \in C^\infty(\Omega), \phi(x) = 0(x \in \Gamma_1) \} \\
\tilde{H} &= \text{closure of } D_{\Gamma_1} \text{ in } L^2(\Omega) \\
W &= \text{closure of } D_{\Gamma_1} \text{ in } H^1(\Omega)
\end{align*}
\] (2.1)
Naturally, the norm of $H$ or $H^\sim$ is also denoted by $\| \cdot \|$, and the norm of $V$ or $W$ is denoted by $\| \cdot \|$. The dual product between $V^*$ and $V$ or $W^*$ and $W$ (also the inner product in $H^{-1}(\Omega)$ and $H_0^1(\Omega)$) are denoted by $<\cdot,\cdot>$. Now, generally, we assume that $v_1 \in L^2(0,T;(H^{-1/2}(\Gamma_1))^N)$, $v_2 \in L^2(0,T;H^{-1/2}(\Gamma_2))$. Then, we shall obtain the expression of operator form the weak solution for state equation (1.1). Suppose that $\{z,w\}$ is a classical solution of (1.1). Multiplier the first equation of (1.1) by $\psi \in V$, integrate by parts over $\Omega$ and take the boundary condition into account to get
\[
\frac{d}{dt}(z,\psi) + v_1(z,\psi) + b(z,\psi) + (\beta \xi w,\psi) = <v_1,\psi>_\Gamma, \quad \psi_n = (\psi \cdot n)n.
\] Multiplier the second equation of (1.1) by $\varphi \in W$, integrate by parts over $\Omega$, and take the boundary conditions into account to obtain
\[
\frac{d}{dt}(w,\varphi) + c(w,\varphi) = <v_2,\varphi>.
\] Now let $\chi \in C^1[0,T]$ be a function such that $\chi(T) = 0$. Multiplier Equations (2.2) and (2.3) by $\chi$ respectively, and integrate by parts to yield
\[
\int_0^T \int [-(z(t),\psi')(t)] dt + \int_0^T \int \{v_1(z(t),\psi(t)) + b(z(t),z(t),\psi(t)) + \beta(w(t)\xi,\psi(t))\} dt
\]
\[
\quad = \int_0^T \int (v_1(t),\psi_n(t)) ds dt + (z_0,\psi)(0)
\] (2.4)
\[
\int_0^T \int [-(w(t),\varphi'(t))] dt + \int_0^T \int \left[ka_2(w(t),\varphi(t)) + c(z(t),w(t),\varphi(t))\right] dt
\]
\[
\quad = \int_0^T \int (v_2(t),\varphi(t)) ds dt + (w_0,\varphi)(0)
\] (2.5)
where $z(\cdot,t) = z(t)$, $w(\cdot,t) = w(t)$, $v_i(\cdot,t) = v_i(t)$, $i = 1,2$ by abuse of notation without confusion from the context, and
\[
(z,\psi) = \sum_{j=1}^N \int_{\Omega} z_j(x,\cdot)\psi_j(x) dx, \quad (w,\varphi) = \int_{\Omega} w(x,\cdot)\varphi(x) dx
\]
\[
a_1(u,\psi) = (rotz,\cdot), rot\psi = \int_{\Omega} (\nabla \times u) \cdot (\nabla \times \phi) dx \quad b(z,\cdot,\phi) = \int_{\Omega} (rotz \times z(x,\cdot))\psi(x) dx,
\]
\[
a_2(w,\varphi) = \sum_{j=1}^N \int_{\Omega} \frac{\partial w_j(x,\cdot)}{\partial x_j} \phi_j dx, \quad c(z,w,\varphi) = \sum_{j=1}^N \int_{\Omega} z_j(x,\cdot) \frac{\partial w_j(x,\cdot)}{\partial x_j} \varphi(x) dx
\]
The following Lemmas 2.1-2.3 can be obtained by the Sobolev inequalities and the compactness theorem. We can also refer to theorem 1.1 of [31] on page 107 and lemmas 1.2, 1.3 of [31] on page 109 (see also chapter 2 of [13]). The similar arguments can be also found in lemmas 1, 5 of [30].

**Lemma 2.1.** The bilinear forms $a_1(\cdot,\cdot)$ and $a_2(\cdot,\cdot)$ are coercive over $V$ and $W$ respectively. That is, there exist constants $c_1, c_1' > 0$ such that
\[
a_1(z,z) \geq c_1\|z\|^2, \forall z \in V \quad \text{and} \quad a_2(w,w) \geq c_1'\|w\|^2, \forall w \in W
\]

**Lemma 2.2.** The trilinear forms $b(\cdot,\cdot,\cdot)$ is a linear continuous functional on $[H^1(\Omega)]^N$. That is, there exist a constant $c_2 > 0$ such that
\[
|b(u,v,w)| \leq c_2 \|u\| \|v\| \|w\|, \quad \forall u,v,w \in [H^1(\Omega)]^N
\]
Moreover, the following properties hold true
Moreover, the following properties hold true

(i) \( b(u, v, v) = 0, \forall u, v \in V \)

(ii) \( b(u, v, w) = -b(u, w, v), \forall u, v, w \in [H^1(\Omega)]^N \)

(iii) If \( u_m \to u \) weakly on \( V \) and \( v_m \to v \) strongly on \( H \), then 
\[
\begin{align*}
&b(u_m, v_m, w) \to b(u, v, w), \forall u, v, w \in V, \forall w \in V
\end{align*}
\]

Lemma 2.3. The trilinear form \( c(\cdot, \cdot, \cdot) \) is a linear continuous functional defined on \( V \times W \times W \). That is, there exists a constant \( c_1 > 0 \) as following:
\[
|c(z, w, \varphi)| \leq c_1 \|z\| \|w\| \|\varphi\|, \quad \forall z \in V, \forall w, \varphi \in W
\]

Moreover, the following properties hold true

(i) \( c(z, w, w) = 0, \forall z \in V, \forall w \in W \)

(ii) \( c(z, w, \varphi) = -c(z, \varphi, w), \forall z \in V, \forall w, \varphi \in W \)

(iii). If \( z_m \to z \) weakly on \( V \) and \( w_m \to w \) strongly on \( \tilde{H} \), then 
\[
|c(z_m, w_m, \varphi)| \to c(z, w, \varphi), \forall z \in V, w \in \tilde{H}, \varphi \in W.
\]

Definition 1. Let \( Y = Z \times W = (L^2(0, T : V) \cap L^\infty(0, T : H^1(\Gamma))) \times (L^2(0, T : H^{-1/2}(\Gamma)) \cap L^\infty(0, T : \tilde{H})) \).

Suppose that \( v_1 \in (L^2(0, T; (H^{-1/2}(\Gamma_1))^N), v_2 \in (L^2(0, T; H^{-1/2}(\Gamma_2)), z_0 \in H, w_0 \in \tilde{H}, g \in L^\infty(\Omega). \)

The pair \( y = \{z, w\} \in Y, z' \in L^2(0, T, V') \) satisfies \( w' \in L^2(0, T : W') \)

(2.7)

Next, we reformulate Equation (2.7) into the operator equation. To this purpose, it is noticed that for a fixed \( \psi \in V \), the functional \( \psi(\cdot) \to a_i(\cdot, \psi) \) is linear continuous. So there exists an \( A_i \) such that

\[
< A_i z, \psi > = a_i(z, \psi), \quad \forall \psi \in V \quad (2.8)
\]

Similarly, for fixed \( u, v \in V, w \in V \Rightarrow b(u, v, w) \) is a linear continuous functional on \( V \). Hence there exists a \( B(u, v) \) such that

\[
< B(u, v), w > = b(u, v, w), \quad \forall \psi \in V \quad (2.9)
\]

We denote \( B(u) = B(u, u) \). Define

\[
L_i(\psi) = (v_1, \psi_n)_{\Gamma_1} = \int_{\Gamma_1} v_1 \psi_n ds, \quad \forall \psi \in V \quad (2.10)
\]

Then, fixed \( v_1 \in (L^2(0, T; (H^{-1/2}(\Gamma_1))^N) \cap L^\infty(0, T : \tilde{H})) \), the functional \( \psi(\cdot) \to L_i(\psi) = (v_1, \psi_n)_{\Gamma_1} \) is linear continuous. So that there exist constant \( c_4 > 0 \) such that

\[
\|L_i(\psi)\| < c_4 \|\psi\|, \forall \psi \in V
\]

So there exists an \( H_1 v_1 \in V^* \) such that

\[
< H_1 v_1, \psi > = (v_1, \psi_n)_{\Gamma_1}, \forall \psi \in V \quad (2.11)
\]

With these operators at hand, we can write the second equation of (2.7) as

\[
\frac{dz}{dt} + v A_i z + B(z) + \beta \xi w = H_1 v_1 \quad (2.12)
\]

Similarly, we have

\[
< A_2 w, \psi >= a_2(w, \psi), \quad < C(z, w), \psi >= c(z, w, \psi), \quad A_2 w, C(z, w) \in W^*
\]

Define
\[ L_2(\phi) = (v_2, \phi)_{L^2} = \int_{\Gamma_2} v_2 \phi ds, \quad v_2 \in L^2(\Gamma_2), \quad \forall \phi \in W \]  
\hfill (2.14)

Then, fixed \( v_2 \in (L^2(0,T; H^{-1/2}(\Gamma_2))) \) the functional \( \phi(\in W) \rightarrow L_2(\phi) = (v_2, \phi)_{\Gamma_2} \) is linear continuous.

Then, the operator \( L_2 \) is a linear continuous functional defined on \( W \) and so there exists constant \( c_5 > 0 \) such that

\[ \|L_2\phi\| \leq c_5 \|\phi\|_W, \forall \phi \in W. \]

So there exists an \( H_2 v_2 \in W^* \) such that

\[ < H_2 v_2, \phi > = (v_2, \phi)_{\Gamma_2}, \forall \phi \in V \]  
\hfill (2.15)

By these operators defined above, we can write the first equation of (2.7) as

\[ \frac{dw}{dt} + kA_2w + C(z, w) = H_2 v_2 \]  
\hfill (2.16)

Combining (2.12) and (2.16), we can write (2.7) in the abstract evolution equation as follows:

\[
\begin{cases}
\frac{dz}{dt} + vA_1z + B(z) + \beta \xi w = H_1 v_1, \\
\frac{dw}{dt} + kA_2w + C(z, w) = H_2 v_2, \\
z(0) = z_0, w(0) = w_0
\end{cases}
\]  
\hfill (2.17)

**Lemma 2.4.** If \( z \in L^2(0,T; V) \), then \( B(z) \in L^1(0,T; V^*) \); and if \( w \in L^2(0,T; W) \), then \( C(z, w) \in L^1(0,T; W^*) \).

Proof. By applying Hölder inequality and compactness of embedding \( H^1(\Omega) \subset L_4(\Omega) \), we obtain

\[ \|B(z)\|_{V^*} \leq c_6 \|z\|^{\frac{1}{2}} \|\nu\|^{\frac{1}{2}} \leq c_6 \|z\|^\frac{1}{2} \\|\nu\|^\frac{1}{2}, \]

for some constants \( c_6, c_9 > 0 \) and hence \( \|B(z)\|_{V^*} \leq c_6 \|z\|^\frac{1}{2} \) which shows that \( B(z) \in L^1(0,T; V^*) \).

The proof is complete.

Similarly, we have

\[ \|C(z, w)\| = \|c(z, \phi, w)\| \leq c_7 \|z\|_{L_4} \|\phi\|_{L_4} \|w\| \leq c_8 \|z\| \|\phi\| \|w\| \leq c_8 \|z\|^\frac{1}{2} \|\phi\| \|w\|^\frac{1}{2}, \]

for some constants \( c_8, c_9 > 0 \) and hence \( \|C(z, w)\| \leq c_9 \|z\|^\frac{1}{2} \|w\|^\frac{1}{2} \) which shows that \( C(z, w) \in L^1(0,T; W^*) \) for all \( \phi \in W \). The proof is complete.

We specify the constants \( c_i, i = 1,2,\cdots \) used in this section in the remaining part of the paper. The following Lemma 2.5 comes from theorem 2.2 of [12] on page 220

**Definition 2.** Suppose that \( z_0 \in H, \ w_0 \in \tilde{H}, \ g \in L^\infty(\Omega) \).

The pair \( \{y, v\} = \{(z,w),(v_1,v_2)\} \) is said to be admissible pair; “state-control” of extreme value problem (1.2) if it satisfies

\[
\begin{cases}
\frac{dz}{dt} + vA_1z + B(z) + \beta \xi w = H_1 v_1, \\
\frac{dw}{dt} + kA_2w + C(z, w) = H_2 v_2, \\
z(0) = z_0, w(0) = w_0 \\
v = \{v_1, v_2\} \in U \equiv U_{1a} \times U_{2a}
\end{cases}
\]  
\hfill (2.18)

We denote admissible pair sets by \( M \) that is;
M = \{(y, v) \mid y = \{z, w\} \in Y, v = \{v_1, v_2\} \in U, (y, v) \text{ satisfy (2.18)}\}.

3. Optimal condition

In this section, we derive the first order necessary condition of optimal control problem (1.2). When deriving, the optimal condition in the control problem of nonlinear system, usually additional regularity condition for admissible pair is demanded. Here we assume that regularity condition for optimal state \(z_*, w_*\) in the case three-dimensional domain hold true such that:

\[z_* \in L^0(0, T; V), w_* \in L^0(0, T; W)\]

(3.1)

We assume that this regularity condition is satisfied here and in what follows. In order to derive the optimal condition of optimal control problem, for arbitrary \(\varepsilon > 0\) we introduce \(\varepsilon\)-approximation control problem;

**Problem** \(P_\varepsilon\).

\[
\inf_{v \in U} J \left[ v \right]
\]  
(3.2)

State constraints are given such as;

\[
g_\varepsilon + \nu A g_\varepsilon + B(z_*, g_\varepsilon) + B(g_\varepsilon, z_*) + \beta \xi \eta_r = H_1(v_i - v_\varepsilon) \]

(3.3)

\[
\eta_r + k A \eta_r + C(z_*, \eta_r) + C(g_\varepsilon, \eta_r) + \xi C(\eta, \eta_r) = H_2(v_\varepsilon - v_2) \]

(3.4)

\[
g_\varepsilon(0) = 0, \quad \forall_{1}, g_\varepsilon \in L^2(0, T; V), \quad g_\varepsilon' \in L^1(0, T; V^*)
\]

(3.5)

\[
\eta_r(0) = 0, \quad \forall_{1}, \eta_r \in L^2(0, T; W), \quad \eta_r' \in L^1(0, T; W^*)
\]

(3.6)

Here, \(\{v_\varepsilon, v_2\}\) is an optimal control and \(\{z_*, w_*\}\) is optimal state.

And, we denote \(g_\varepsilon = g(x, \tau)\), \(\eta_r = \eta(x, \tau)\), \(g_\varepsilon' = \frac{\partial g(x, \tau)}{\partial \tau}\), \(\eta_r' = \frac{\partial \eta(x, \tau)}{\partial \tau}\), \(\tau \in [0, T]\).

**Lemma 3.1.** We assume that the condition

\[
\frac{\beta \|\xi\|_{\infty}(\beta \|\xi\|_{\infty} + 1)}{2c_1'} \leq k c_1'
\]

is hold. Then, there exists a solution of the equation (3.3)-(3.6).

(Proof) We assume that \(\{g_m(t)\}, \{\eta_m(t)\}\) is solution for the Galerkin system of equation (3.3), (3.4) that is;

\[
g'_m + v A g'_m + Q^1_m(B(z_m, g_m) + B(g_m, z_m)) + \beta \xi \eta_m = Q^1_m H_1(v_i - v_m), g_m(0) = 0
\]

(3.7)

\[
\eta'_m + k A \eta'_m + Q^2_m(C(z_m, \eta_m) + C(g_m, \eta_m)) + \xi C(\eta_m, \eta_m) = Q^2_m H_2(v_\varepsilon - v_2), \eta_m(0) = 0
\]

(3.8)

Here \(Q^1_m\) is projection operator from \(H\) to \(H^1\) and \(H^1\) is the subspace generated by first \(m\) numbers “basis” element of space \(H\). And \(Q^2_m\) is projection operator from \(\tilde{H}\) to \(H^2\) and \(H^2\) is the subspace generated by first \(m\) numbers “basis” element of space \(\tilde{H}\).

By applying scalar product (3.7) by \(g_m\), we obtain

\[
\frac{1}{2} \frac{d}{dt} \|g_m\|^2 + v c_1 \|g_m\|^2 + (B(g_m, z_m), g_m) + (\beta \xi \eta_m, g_m) = \langle H_1(v_i - v_m), g_m \rangle
\]

From here, for any given \(\varepsilon > 0\), we obtain we can get that

\[
\frac{1}{2} \frac{d}{dt} \|g_m\|^2 + v c_1 \|g_m\|^2 \leq -\langle B(g_m, z_m), g_m \rangle - (\beta \xi \eta_m, g_m) + \langle H_1(v_i - v_m), g_m \rangle
\]

\[
\leq -\langle B(g_m, z_m), g_m \rangle + \frac{1}{2} \beta \|\xi\|_{\infty} \left[ \frac{1}{\varepsilon^2} \|\eta_m\|^2 + \varepsilon \|g_m\|^2 \right] + \frac{1}{2} \left[ \frac{1}{\varepsilon^2} \|v_i - v_m\|_{\tilde{L}^2(\Sigma)} + \varepsilon \|g_m\|^2 \right]
\]
\[
\leq -\langle B(g_m, z), g_m \rangle + \frac{1}{2} (\beta \|\xi\|_\infty + 1) \varepsilon^2 \|g_m\|^2 + \frac{1}{2} \beta \|\xi\|_\infty \frac{1}{\varepsilon^2} \|\eta_m\|^2 + \frac{1}{2} \varepsilon^2 \|v_1 - v_{1*}\|_{L^2(\Sigma)}^2.
\]

From here, we obtain that
\[
\frac{1}{2} \frac{d}{dt} |g_m|^2 + \left[ w_1 - \frac{1}{2} (\beta \|\xi\|_\infty + 1) \varepsilon^2 \|g_m\|^2 \right] \leq -\langle B(g_m, z), g_m \rangle + \frac{1}{2} \beta \|\xi\|_\infty \frac{1}{\varepsilon^2} \|\eta_m\|^2 + \frac{1}{2} \varepsilon^2 \|v_1 - v_{1*}\|_{L^2(\Sigma)}^2.
\]

Now, we put \( \varepsilon^2 = \frac{w_1}{(\beta \|\xi\|_\infty + 1)} \), then obtain that
\[
\frac{1}{2} \frac{d}{dt} |g_m|^2 + \frac{1}{2} w_1 \|g_m\|^2 \leq c_4 \|v_1 - v_{1*}\|_{L^2(\Sigma)}^2 + \langle B(g_m, z), g_m \rangle + \frac{1}{2} \beta \|\xi\|_\infty \frac{1}{w_1} \|\eta_m\|^2
\]

Here, \( c_4 = \frac{1}{2} (\beta \|\xi\|_\infty + 1) \).

From here, we obtain that
\[
|g_m(t)|^2 + w_1 \int_0^t \|g_m(\tau)\|^2 d\tau \leq 2c_4 \|v_1 - v_{1*}\|_{L^2(\Sigma)}^2 + c_{10} \int_0^t \|g_m(\tau)\|^{\frac{1}{2}} \|z, \|g_m\| \|w, \|\eta_m\| \|^\frac{1}{2} d\tau +
\]

\[
+ \beta \|\xi\|_\infty \frac{1}{w_1} \int_0^t \|\eta_m\|^2 d\tau.
\]

Multiplying (3.8) by \( \eta_m \)
\[
\frac{1}{2} \frac{d}{dt} |\eta_m|^2 + k a_1 (\eta_m, \eta_m) + \langle C(g_m, w), \eta_m \rangle = \langle H_2 (v_2 - v_{2*}), \eta_m \rangle.
\]

Same as above, we obtain that with \( c_5 = \frac{1}{2k c_1} \)
\[
|\eta_m(t)|^2 + k c_1 \int_0^t |\eta_m(\tau)|^2 d\tau \leq 2c_5 \|v_2 - v_{2*}\|_{L^2(\Sigma)}^2 + c_{11} \int_0^t \|g_m(\tau)\|^{\frac{1}{2}} \|z, \|g_m\| \|w, \|\eta_m\| \|^\frac{1}{2} d\tau +
\]

\[
+ \beta \|\xi\|_\infty \frac{1}{w_1} \int_0^t \|\eta_m\|^2 d\tau.
\]

Here we have applied inequality as following;
\[
|\phi|_{L^1} \leq k \|\phi\|^\frac{1}{p} \|\phi\|^\frac{1}{q}, \text{ for all } \phi \in V( \text{ or } \phi \in W)
\]
\( k > 0 \) is constant.

By adding above two inequalities, we obtain
\[
|g_m(t)|^2 + |\eta_m(t)|^2 + w_1 \int_0^t \|g_m(\tau)\|^2 d\tau + k c_1 \int_0^t \|\eta_m(\tau)|^2 d\tau \leq 2c_4 \|v_1 - v_{1*}\|_{L^2(\Sigma)}^2 + c_5 \|v_2 - v_{2*}\|_{L^2(\Sigma)}^2 +
\]

\[
+ c_{10} \int_0^t \|g_m(\tau)\|^{\frac{1}{2}} \|z, \|g_m\| \|w, \|\eta_m\| \|^\frac{1}{2} d\tau + c_{11} \int_0^t \|g_m(\tau)\|^{\frac{1}{2}} \|z, \|g_m\| \|w, \|\eta_m\| \|^\frac{1}{2} d\tau +
\]

\[
+ \beta \|\xi\|_\infty \frac{1}{w_1} \int_0^t \|\eta_m\|^2 d\tau.
\]

Here and in what follows, we denote \( \|\cdot\|^2_{L^2(\Sigma)} \) by \( \|\cdot\|^2 \) and \( \|\cdot\|^2_{L^2(\Sigma)} \) by \( \|\cdot\|_{L^2(\Sigma)}^2 \) simply.

Now, let estimate the terms of right-hand side of (3.9).

We apply Young’s inequality and \( |z|, \leq c, |w|, \leq c \) in the third term of right-hand side of (3.9). That is, in Young’s inequality \( ab \leq \frac{a^p}{p} + \frac{b^q}{q} \), \( p > 1, \frac{1}{p} + \frac{1}{q} = 1 \) if we put \( p = \frac{8}{4 - N} \), then \( q = \frac{8}{4 + N} \).

Therefore, we obtain

\[
\frac{1}{2} \frac{d}{dt} |g_m|^2 + \frac{1}{2} \frac{d}{dt} |\eta_m|^2 + \frac{1}{2} \left( \beta \|\xi\|_\infty + 1 \right) \varepsilon^2 \|g_m\|^2 + \frac{1}{2} \beta \|\xi\|_\infty \frac{1}{\varepsilon^2} \|\eta_m\|^2 + \frac{1}{2} \varepsilon^2 \|v_1 - v_{1*}\|_{L^2(\Sigma)}^2.
\]
Similarly, by estimating the fourth term of the right-hand side of (3.9) we obtain

\[
\int_0^1 \int_0^1 \int_0^1 \int_0^1 \frac{N}{4} \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) d \tau \leq \frac{4 - N}{8} \int_0^1 \int_0^1 \int_0^1 \int_0^1 \frac{N}{4} \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) d \tau \\
= \frac{4 - N}{8} \int_0^1 \int_0^1 \int_0^1 \int_0^1 \frac{N}{4} \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) d \tau
\]

(3.10)

Here \( C(N, \nu, T) \) is constant related to \( N \) and \( \nu, T \).

Similarly, by estimating the forth term of the right-hand side of (3.9) we obtain

\[
\int_0^1 \int_0^1 \int_0^1 \int_0^1 \frac{N}{4} \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) d \tau \leq \frac{4 - N}{8} \int_0^1 \int_0^1 \int_0^1 \int_0^1 \frac{N}{4} \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) d \tau \\
= \frac{4 - N}{8} \int_0^1 \int_0^1 \int_0^1 \int_0^1 \frac{N}{4} \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) \left( \frac{d \gamma_0}{w_r} \right) d \tau
\]

(3.10)
Here \( C(v, k, N, T, c_1, c'_1) \) is constant related \( N \) and \( v, k, T, c_1, c'_1 \).

By applying (3.10), (3.11) in (3.9) we obtain

\[
|g_m(t)|^2 + |\eta_m(t)|^2 + v c_1 \|g_m(\tau)\|^2 d\tau + k c_1' \|\eta_m(\tau)\|^2 d\tau \leq 2c_4 |v_1 - v_{\ast 1}|^2 + 2c_5 |v_2 - v_{\ast 2}|^2 + C(N, v, T, C(v, k, N, T, c_1)) + C(v, k, N, T, C(v, k, N, T, c_1, c'_1), c'_1) + 
\]

\[
+ c_{10} \int \|z_\ast\|^2 \cdot |g_m|^2 d\tau + c_{11} \int \|w_\ast\|^2 \cdot |\eta_m|^2 d\tau + \beta \|e\|^2 \frac{(\beta \|e\|^2 + 1)}{v_1} \int \|\eta_m\|^2 d\tau
\]

Now, applying the condition of the theorem, we obtain such as

\[
|g_m(t)|^2 + |\eta_m(t)|^2 + v c_1 \|g_m(\tau)\|^2 d\tau + k c_1' \|\eta_m(\tau)\|^2 d\tau \leq 2c_4 |v_1 - v_{\ast 1}|^2 + 2c_5 |v_2 - v_{\ast 2}|^2 + C(N, v, T, C(v, k, N, T, c_1)) + C(v, k, N, T, C(v, k, N, T, c_1, c'_1), c'_1) + 
\]

\[
+ c_{10} \int \|z_\ast\|^2 \cdot 1 |g_m|^2 d\tau + c_{11} \int \|w_\ast\|^2 \cdot 1 |\eta_m|^2 d\tau
\]

Therefore,

\[
|g_m(t)|^2 + |\eta_m(t)|^2 + v c_1 \|g_m(\tau)\|^2 d\tau + k c_1' \|\eta_m(\tau)\|^2 d\tau \leq c_{12} + 
\]

\[
c_{10} \int M_1(\tau) \cdot |g_m|^2 d\tau + c_{11} \int M_2(\tau) \cdot |\eta_m|^2 d\tau
\]

Here, \( c_{12} = 2c_4 |v_1 - v_{\ast 1}|^2 + 2c_5 |v_2 - v_{\ast 2}|^2 + c_{10} \int \|z_\ast\|^2 d\tau + c_{11} \int \|w_\ast\|^2 + C(N, v, T) + C(v, k, N, T) \)

and here and in what follows, we denote

\[
M_1(\tau) = \|z_\ast(\tau)\|^2 + \frac{1}{2} |e\|^2, \quad M_2(\tau) = \|w_\ast(\tau)\|^2 + \frac{1}{2}
\]

and denote \( |e_{\ast 1}|^2 \) by \( |e|^2 \) simply.

From (3.13), we can obtain

\[
|g_m(t)|^2 + |\eta_m(t)|^2 + v c_1 \|g_m(\tau)\|^2 d\tau + k c_1' \|\eta_m(\tau)\|^2 d\tau \leq c_{12} + c_{10} \int M_1(\tau) \cdot |g_m|^2 d\tau +
\]

\[
c_{11} \int M_2(\tau) \cdot |\eta_m|^2 d\tau \leq c_{12} + c_{13} \int [M_1(\tau) \cdot |g_m|^2 + M_2(\tau) \cdot |\eta_m|^2] d\tau
\]

Here, \( c_{13} = \max\{c_{10}, c_{11}\} \).

Then, we can find a nonnegative function \( M_3(\tau) \) that is bounded and integrable in \( \tau \in [0, T] \) such that;

\[
\max\{M_1(\tau), M_2(\tau)\} \leq M_3(\tau), \text{ in } \tau \in [0, T].
\]

Therefore, from above inequality, we obtain
\[ |g_m(t)|^2 + |\eta_m(t)|^2 + \frac{\varepsilon}{2} \int_0^t \|g_m(\tau)\|^2 \, d\tau + k c_1 \int_0^t |\eta_m(\tau)|^2 \, d\tau \leq c_{12} + c_{13} \int_0^t M_2(\tau) [\|g_m\|^2 + |\eta_m|^2] \, d\tau \quad (3.15) \]

By (3.15), we obtain
\[ |g_m(t)|^2 + |\eta_m(t)|^2 \leq c_{14} + c_{14} \int_0^t M_2(\tau) \|g_m\|^2 + |\eta_m|^2 \, d\tau \]

By Gronwall inequality we can obtain
\[ |g_m(t)|^2 + |\eta_m(t)|^2 \leq c_{14} \exp \{ c_{14} \int_0^t M_2(\tau) d\tau \} \]

From here, we obtain
\[ \|g_m\|_{L^\infty(0,T;H)} \leq \text{const}, \quad \|\eta_m\|_{L^\infty(0,T;\widetilde{H})} \leq \text{const} \quad (3.16) \]

Again, replacing \( t \rightarrow T \) in (3.15), we obtain
\[ \|g_m\|_{L^2(0,T;V)} \leq \text{const}, \quad \|\eta_m\|_{L^2(0,T;W)} \leq \text{const} \quad (3.17) \]

Accordingly, from (3.7), (3.8) we obtain
\[ \|g'_m\|_{L^1(0,T;V')} \leq \text{const}, \quad \|\eta'_m\|_{L^1(0,T;W')} \leq \text{const} \quad (3.18) \]

Therefore, from (3.16)-(3.18) we can conclude that there exists a subsequence of \( \{g_m\}, \{\eta_m\} \) which we denote by the same symbols, such that
\[ g_m \rightarrow g_\varepsilon, \quad \text{weakly in } L^\infty(0,T;H), \quad g_m \rightarrow g_\varepsilon, \quad \text{weakly in } L^2(0,T;V) \]
\[ \eta_m \rightarrow \eta_\varepsilon, \quad \text{weakly in } L^2(0,T;H), \quad \eta_m \rightarrow \eta_\varepsilon, \quad \text{weakly in } L^2(0,T;W) \]

And
\[ g_\varepsilon \in L^\infty(0,T;H) \cap L^2(0,T;V), \quad g'_\varepsilon \in L^1(0,T;V') \]
\[ \eta_\varepsilon \in L^\infty(0,T;\widetilde{H}) \cap L^2(0,T;W), \quad \eta'_\varepsilon \in L^1(0,T;W') \]

From (3.19), (3.20), by taking the limit as \( m \rightarrow \infty \in (36), (37) \), we obtain that \( \{g_\varepsilon\}, \{\eta_\varepsilon\} \) is the solution of (3.3)-(3.6). □

**Lemma 3.2.** There is at the least of solutions \( (g_\varepsilon, \eta_\varepsilon; v_{1\varepsilon}, v_{2\varepsilon}) \) of problem \( P_\varepsilon \)

The proof of this lemma is just same as lemma 1

Now, let derive the optimal condition of approximation control problem \( P_\varepsilon \).

Let examine \( \{(v_{1\varepsilon} + \varepsilon(v_1 - v_{1\varepsilon}), v_{2\varepsilon} + \varepsilon(v_2 - v_{2\varepsilon})), (z_\varepsilon + \varepsilon g_\varepsilon, w_\varepsilon + \varepsilon \eta_\varepsilon)\} \) is admissible pair of problem (1.2).

First of all, \( \{(v_{1\varepsilon}, v_{2\varepsilon}), (z_\varepsilon, w_\varepsilon)\} \) being admissible pair, we obtain
\[ z_{\varepsilon} + \nu A_2 z_{\varepsilon} + B(z_\varepsilon, z_{\varepsilon}) + \beta g_\varepsilon w_{\varepsilon} = H_1 v_{1\varepsilon} \]
\[ w_{\varepsilon} + k A_2 w_{\varepsilon} + C(w_\varepsilon, z_\varepsilon) = H_2 v_{2\varepsilon} \quad (3.21) \]

Now, multiplying (3.3) by \( \varepsilon \) and adding (3.21), we obtain
\[ (z_\varepsilon + \varepsilon g_\varepsilon) + \nu A_2 (z_\varepsilon + \varepsilon g_\varepsilon) + B(z_\varepsilon, z_\varepsilon + \varepsilon g_\varepsilon) + \beta g_\varepsilon (w_\varepsilon + \varepsilon \eta_\varepsilon) = H_1 (v_{1\varepsilon} + \varepsilon(v_1 - v_{1\varepsilon}) \]
\[ \quad + \varepsilon(v_2 - v_{2\varepsilon})) \quad (3.23) \]

Multiplying (3.4) by \( \varepsilon \) and adding (3.22), arranging, we obtain
\[ (w_{\varepsilon} + \varepsilon \mu_\varepsilon) + k A_2 (w_{\varepsilon} + \varepsilon \mu_\varepsilon) + C(z_\varepsilon + \varepsilon g_\varepsilon, w_\varepsilon + \varepsilon \mu_\varepsilon) = H_2 (v_{2\varepsilon} + \varepsilon(v_2 - v_{2\varepsilon}) \]
\[ \quad + \varepsilon(v_2 - v_{2\varepsilon})) \quad (3.24) \]

From (3.23), (3.24), we conclude that \( \{(v_{1\varepsilon} + \varepsilon(v_1 - v_{1\varepsilon}), v_{2\varepsilon} + \varepsilon(v_2 - v_{2\varepsilon})), (z_\varepsilon + \varepsilon g_\varepsilon, w_\varepsilon + \varepsilon \eta_\varepsilon)\} \) is admissible pair.

Therefore, we can conclude such that
\[ I(z_\varepsilon + \varepsilon g_\varepsilon, w_\varepsilon + \varepsilon \eta_\varepsilon) - I(z_\varepsilon, w_\varepsilon) \geq 0 \]

Accordingly,
From here, we obtain the optimal condition of approximation control problem $P_\varepsilon$ such as;

$$\varepsilon N_1 \int_{\Gamma_1} \varepsilon \eta \int_{\Gamma_0} (\frac{\partial w}{\partial n} + \varepsilon \eta) \, ds \, dt - 
- N_1 \int_{\Gamma_1} \int_{\Gamma_0} (\varepsilon \eta \int_{\Gamma_0} (\frac{\partial w}{\partial n} + \varepsilon \eta) \, ds \, dt) = 0$$

(3.25)

**Lemma 3.3.** We assume that \{$(v_1, v_2, z_2, w_2)$\} is optimal pair. Then there exists the solution \{$(g, \eta)$\} of equations;

$$g' + vA_g + B(g, z_2) + B(g, z_2) + \beta \xi \eta = H_1(v_1 - v_{i_1}), \ g(0) = 0$$

(3.26)

$$\eta g + kA_\eta + C(z_2, \eta) + B(\eta, w_2) = H_2(v_2 - v_{i_2}), \ \eta(0) = 0$$

(3.27)

g \in L^2(0, T; V), \ g' \in L^2(0, T; V^*)

(3.28)

$$\eta \in L^2(0, T; W), \ \eta' \in L^2(0, T; W^*)$$

(3.29)

and inequalities

$$N_1 \int_{\Gamma_1} \langle H_1, g \rangle dt + N_2 \int_{\Gamma_0} \langle H_2, \eta \rangle dt \geq 0$$

(3.30)

are satisfied. Here, we denote $g = g(x, t), \ \eta = \eta(x, t), \ g' = \frac{\partial g(x, t)}{\partial t}, \ \eta' = \frac{\partial \eta(x, t)}{\partial t}, \ \tau \in [0, T]$.

**Proof.** By applying scalar product (3.3) by $g_\varepsilon$, we have

$$\frac{1}{2} \frac{d}{dt} \| g_\varepsilon \|_{L^2(0, T; H)}^2 + vA_1 (g'_\varepsilon, g_\varepsilon) + \langle B(g_\varepsilon, z_2), g_\varepsilon \rangle + \langle \beta \xi \eta, g_\varepsilon \rangle = \langle H_1(v_1 - v_{i_1}), g_\varepsilon \rangle$$

By applying scalar product (3.4) by $\eta_\varepsilon$, we have

$$\frac{1}{2} \frac{d}{dt} \| \eta_\varepsilon \|_{L^2(0, T; H)}^2 + kA_\eta (\eta'_\varepsilon, \eta_\varepsilon) + \langle C(g_\varepsilon, w_2), \eta_\varepsilon \rangle = \langle H_2(v_2 - v_{i_2}), \eta_\varepsilon \rangle$$

Repeating the process of proof of lemma 3.1, we obtain the estimations same as (3.16)- (3.18) such that;

$$\| g_\varepsilon \|_{L^2(0, T; H)} \leq \text{const}, \quad \| g_\varepsilon \|_{L^2(0, T; V)} \leq \text{const}$$

(3.31)

$$\| \eta_\varepsilon \|_{L^2(0, T; H)} \leq \text{const}, \quad \| \eta_\varepsilon \|_{L^2(0, T; W)} \leq \text{const}$$

(3.32)

$$\| g_\varepsilon \|_{L^2(0, T; V^*)} \leq \text{const}, \quad \| \eta_\varepsilon \|_{L^1(0, T; W^*)} \leq \text{const}$$

(3.33)

Therefore, from (3.31)-(3.33) we can conclude that there exists a subsequence of $\{g_\varepsilon, \eta_\varepsilon\}$ which we denote by the same symbols, such that

$$g_m \to g_\varepsilon, \ \text{*-weakly in } L^2(0, T; H), \ g_m \to g_\varepsilon \ \text{weakly in } L^2(0, T; V)$$

(3.34)

$$g'_m \to g'_\varepsilon, \ \text{strongly in } L^2(0, T; H)$$

$$\eta_m \to \eta_\varepsilon, \ \text{*-weakly in } L^2(0, T; \tilde{H}), \ \eta_m \to \eta_\varepsilon \ \text{weakly in } L^2(0, T; W)$$

(3.35)

And

$$g_\varepsilon \in L^2(0, T; H) \cap L^2(0, T; V), \ g'_\varepsilon \in L^1(0, T; V^*),$$

$$\eta_\varepsilon \in L^2(0, T; \tilde{H}) \cap L^2(0, T; W), \ g'_\varepsilon \in L^1(0, T; W^*)$$.
By taking the limit as \( m \to \infty \) in (3.3), (3.4), from (3.34), (3.35) we obtain that \( \{g, \eta\} \) is the solution of (3.26), (3.27). By considering (3.25), we obtain (3.30) \( \square \)

Now, let introduce conjugate systems such as:

\[
\begin{align*}
0(T)p &+ rH)w, q (C)z, p (B)p, z (BpAp \\
\beta \xi p_m &+ Q_m^1(B(z_*, p_m) + B(p_m, z_*) + Q_m^2 C(q_m, w_*) = Q_m^1H, r_1, p_m(T) = 0 \\
q_m &+ kA_2 q_m + Q_m^2 C(z_*, q_m) + \beta \xi p_m = Q_m^2Hr_2, q_m(T) = 0
\end{align*}
\]

Here \( Q_m^1 \) is projection operator from \( H \) to \( H_m^1 \) and \( H_m^1 \) is the subspace generated by first \( m \) numbers “basis” element of space \( H \). And \( Q_m^2 \) is projection operator from \( \tilde{H} \) to \( H_m^2 \) and \( H_m^2 \) is the subspace generated by first \( m \) numbers “basis” element of space \( \tilde{H} \). \( \square \)

**Lemma 3.4.** There exists solution of conjugate systems (3.36)-(3.38).

**Proof.** The existence of solution for linear problem (3.36)-(3.38) is proved by taking the limit as \( m \to \infty \) in Galerkin system of equation

\[
\begin{align*}
0(T)p &+ rH)w, q (C)z, p (B)p, z (BpAp \\
\beta \xi p_m &+ Q_m^1(B(z_*, p_m) + B(p_m, z_*) + Q_m^2 C(q_m, w_*) = Q_m^1H, r_1, p_m(T) = 0 \\
q_m &+ kA_2 q_m + Q_m^2 C(z_*, q_m) + \beta \xi p_m = Q_m^2Hr_2, q_m(T) = 0
\end{align*}
\]

Theorem. We assume that \( \{v_1, v_2, v_3, v_4\} \) is arbitrary optimal pair. Then there exists \( \{p, q\} \) which satisfy the equations and inequalities such as:

\[
\begin{align*}
z_* &+ vA_1z_* + B(z_*, z_*) + \beta \xi w_* = H, v_1, z_*(0) = z_0 \\
w_* &+ kA_2 w_* + C(w_*, z_*) = H, v_2, w(0) = w_0 \\
z_* &\in L^2(0, T; V), w_* \in L^2(0, T; W) \\
-p' &+ vA_1 p + B(z_*, p) + B(p, z_*) + C(q, w_*) = H, r_1, p(T) = 0 \\
-q' &+ kA_2 q + C(z_*, q) + \beta \xi p = Hr_2, q(T) = 0 \\
p &\in L^2(0, T; V), q \in L^2(0, T; W)
\end{align*}
\]

(Proof) Multiplying (3.36) by \( g(t) \) and integrating from 0 to \( T \) for \( t \), we have

\[
\int_0^T (-p' + vA_1 p + B(z_*, p) + B(p, z_*) + C(q, w_*), g(t))dt = \int_0^T (H, r_1, g(t))dt
\]

By applying the integration by parts in right hand of this expression, we obtain

\[
\int_0^T (g' + vA_1 g + B(z_*, g) + B(g, z_*) , p)dt + \int_0^T (C(q, w_*), g(t))dt = \int_0^T (H, r_1, g(t))dt
\]

Multiplying (3.37) by \( \eta(t) \) and integrating from 0 to \( T \) for \( t \), we have

\[
\int_0^T (-q' + kA_2 q + C(z_*, q) + \beta \xi p, \eta(t))dt = \int_0^T (H, r_2, \eta(t))dt
\]

By applying the integration by parts in right hand of this expression, we obtain

\[
\int_0^T (q' + kA_2 q + C(z_*, q) + B(g, z_*), q)dt + \int_0^T (\beta \xi \eta, p)dt = \int_0^T (H, r_2, \eta(t))dt
\]

By adding (3.46) and (3.47), we obtain

\[
\int_0^T (g' + vA_1 g + B(z_*, g) + B(g, z_*) + \beta \xi \eta, p)dt + \int_0^T (q' + kA_2 q + C(z_*, q) + C(g, w_*), q)dt =
\]
\[
\begin{align*}
\mathcal{T} = \int_0^T (H_1 r_1, g(t)) dt + \int_0^T (H_2 r_2, \eta(t)) dt
\end{align*}
\]
By applying (3.25)- (3.30) in the right hand of above expression, we have
\[
\int_0^T (-H_1(v_1 - v_1), p(t)) dt + \int_0^T (-H_2(v_2 - v_2), q(t)) dt \geq 0
\]
From here, by applying the definition of \(H_1\) and \(H_2\), we obtain (3.45) □

**Corollary 3.1.** (Pontryagin's maximum principle in the special case)
We assume that control \(v_2 \equiv 0\) in optimal control problem (1.2) and \(\{v_1, \{z, w\}\}\) is arbitrary optimal pair. Then optimal control \(v_{i*}\) satisfy maximal condition in almost everywhere of \(\Sigma_i\) such as

\[
v_{i*}(x, t)(p \cdot n)(x, t) = \sup_{\alpha_i(x, t) \leq \beta_i(x, t)} (\mu_i \cdot (p \cdot n)(x, t)) \quad \text{a.e.} \ (x, t) \in \Sigma \quad (3.48)
\]
Like the preceding, we assume that control \(v_2 \equiv 0\) in optimal control problem (1.2) and \(\{v_2, \{z, w\}\}\) is arbitrary optimal pair. Then optimal control \(v_{i*}\) satisfy maximal condition in almost everywhere of \(\Sigma_2\) such as

\[
v_{2*}(x, t)q(x, t) = \sup_{\alpha_2(x, t) \leq \beta_2(x, t)} (\mu_2 \cdot q(x, t)) \quad \text{a.e.} \ (x, t) \in \Sigma \quad (3.49)
\]
Here \(\{p, q\}\) is the solution of conjugate system.  
(Proof) First of all, let prove (3.48). 
We assume that \(E\) is whole points of \(\Sigma_i\) which is Lebesgue points for \(p, v_{i*} \in L^2(\Sigma_i)\) and \((x_0, t_0) \in E\).
In the case \(v_2 \equiv 0\), Optimal condition (3.45) is simplified such as

\[
\int_{\Sigma_i} p_n(v_1 - v_{i*}) dsdt \leq 0 \quad \forall v_{i*}(x, t) \in [\alpha_i(x, t), \beta_i(x, t)], 
\]
Then, we put in (5.50) \(v_{i*}(x, t)\) such as;

\[
v_{i*}(x, t) = v_{i*} + S_j(\mu_i - v_{i*}(x, t), \quad \forall \mu_i \in [\alpha_i(x, t), \beta_i(x, t)]
\]
Here, \(S_j\) is characteristic function in certain neighborhood of point \((x_0, t_0)\) in \(\Sigma_i\) which converge to point \((x_0, t_0)\) when \(j \to \infty\).
Now, by dividing (3.50) by \(\int_{\Sigma_i} S_j dsdt\), we obtain

\[
\frac{1}{\int_{\Sigma_i} S_j dsdt} \cdot \int_{\Sigma_i} p_n(\mu_i - v_{i*}(x, t)) dsdt \leq 0
\]
By taking the limit as \(j \to \infty\) in above inequality, we obtain

\[
p_n(\mu_i - v_{i*}(x, t)) \leq 0 \quad \forall \mu_i \in [\alpha_i(x, t), \beta_i(x, t)] \quad a.e. \ (x, t) \in \Sigma_i
\]
From here we obtain maximal principle (3.48). By same as above method, we obtain (3.49) □

**Remark.** In fact, the function \(p_n(x, t) = (p \cdot n) \in L^2(\Sigma_i)\) is switching function of fluid for optimal control. 
Seeing that, by (3.48)

\[
\text{if } p_n(x, t) > 0 \text{ then } v_{i*}(x, t) = \beta_i(x, t)
\]
Similarly, we obtain
\[
\begin{align*}
&\text{if } p_n(x,t) < 0, \text{then } v_1(x,t) = \alpha_1(x,t), \\
&\text{if } q(x,t) > 0, \text{then } v_2(x,t) = \beta_2(x,t), \\
&\text{if } p_n(x,t) < 0, \text{then } v_2(x,t) = \alpha_2(x,t).
\end{align*}
\]
Therefore, the function \( q(x,t) \in L^2(\Sigma_2) \) is switching function of heat flow for optimal control.

In the case \( p_n|_{\Sigma} \neq 0 \), a.e. \((x,t)\in \Sigma\), \( q|_{\Sigma} \neq 0 \), a.e. \((x,t)\in \Sigma_2\), equalities (3.48),(3.49) denote “Bang-Bang Principle” which well known in the optimal control theory.
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