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Abstract

We analyze self-dual polyhedral cones and prove several properties about their slack matrices. In particular, we show that self-duality is equivalent to the existence of a positive semidefinite (PSD) slack. Beyond that, we show that if the underlying cone is irreducible, then the corresponding PSD slacks are not only doubly nonnegative matrices (DNN) but are extreme rays of the cone of DNN matrices, which correspond to a family of extreme rays not previously described. More surprisingly, we show that, unless the cone is simplicial, PSD slacks not only fail to be completely positive matrices but they also lie outside the cone of completely positive semidefinite matrices. Finally, we show how one can use semidefinite programming to probe the existence of self-dual cones with given combinatorics. Our results are given for polyhedral cones but we also discuss some consequences for negatively self-polar polytopes.
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1 Introduction

Slack matrices of polytopes or polyhedral cones codify their structure in matrix form [GGK+13]. Since their introduction in [Yan91] they have provided a fundamental tool for the study of the complexity of combinatorial optimization problems. For example, obtaining bounds to certain factorization ranks (such as the nonnegative rank or the semidefinite rank) for these matrices provides a way to bound the extension complexity of the underlying polytopes [FMP+12, GPT13, LRS15]. Slack matrices have also been used to attack problems of realizability or projective uniqueness for polytopes [GMTW20, GMW23].

In this work, we use the study of self-duality of convex cones, a classical subject in both convex and discrete geometry [BF76, Bar81, GS88, Lov83], to make a surprising connection between the theory of slack matrices and the geometry of some important matrix cones. It turns out that slack matrices of self-dual polyhedral cones are deeply connected with the extreme rays of the doubly nonnegative matrices, the completely positive matrices and, more generally, the completely positive semidefinite matrices. These three matrix cones are widely studied examples of convex cones with non-trivial geometry [BP94, BSM03, LP15]. They have important theoretical applications and have been a fruitful target for research for several decades now.
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We focus our attention on polyhedral cones that are self-dual with respect to some inner product. The most classical example is the nonnegative orthant $\mathbb{R}^n_+$, but there are many more such cones. For example, it is possible to construct polyhedral self-dual cones in $\mathbb{R}^3$ generated by regular polygons with any odd number of vertices, see [BF76, pg. 152] for the details. Our main results are as follows.

(i) A polyhedral cone is self-dual with respect to some inner product if and only if one of its slack matrices is positive semidefinite (PSD). Furthermore, if one of its slack matrices is PSD then, rearranging the rows and rescaling the columns if necessary, all of them are PSD, see Theorem 3.6. This fits in with the general philosophy that geometric properties of polyhedral sets get translated to linear algebraic properties of slack matrices.

(ii) Because slack matrices have nonnegative entries, the PSD slacks of self-dual cones are actually doubly nonnegative (DNN) matrices. It turns out that when the underlying cone is irreducible the PSD slack matrices are not only DNN matrices, but they must be extreme rays of the cone of DNN matrices, see Theorem 4.7. For $5 \times 5$ DNN matrices this leads to an interesting characterization of extreme rays in terms of self-dual cones over a pentagon, see Theorem 4.10. And, more generally, we can generate new families of extreme rays of the DNN matrices distinct from the ones constructed in [HJL96].

(iii) We show that non-diagonal PSD slack matrices of self-dual polyhedral cones not only lie outside the cone of completely positive (CP) matrices, but they also do not belong to the cone of completely positive semidefinite matrices, see Theorem 4.19 and Corollary 4.20. The cone of completely positive semidefinite matrices is a far reaching generalization of CP matrices with many interesting applications [LP15]. Through our results, we can generate many examples of DNN matrices that fail to be completely positive semidefinite.

(iv) Finally, we use the new characterization of self-duality to propose a semidefinite programming approach to numerically search for self-dual realizations of a given combinatorial type of polyhedral cone. We then apply this framework to enumerate low dimensional self-dual polyhedral cones with few extreme rays.

This paper is organized as follows. In Section 2 we discuss the notation and some background material. In Section 3, we present the basic results concerning the slack matrices of self-dual polyhedral cones and provide an alternative interpretation of these results in terms of polytopes. Then, in Section 4 we prove our results concerning the extreme rays of the doubly nonnegative cone and the completely positive semidefinite matrices. Finally, some numerical explorations obtained by means of semidefinite programming and future perspectives are presented in Section 5.

2 Preliminaries

Let $\mathcal{K} \subseteq \mathbb{R}^d$ be a closed convex cone and let $\langle \cdot, \cdot \rangle$ be an inner product for $\mathbb{R}^d$. Then, the dual cone of $\mathcal{K}$ with respect to $\langle \cdot, \cdot \rangle$ is

$$\mathcal{K}^* := \{ y \in \mathbb{R}^d \mid \langle x, y \rangle \geq 0, \forall x \in \mathcal{K} \}. \tag{2.1}$$

We recall that the lineality space of $\mathcal{K}$ is $\mathcal{K} \cap -\mathcal{K}$ and is the largest subspace contained in $\mathcal{K}$. We also have the following relation

$$\mathcal{K} \cap -\mathcal{K} = (\mathcal{K}^*)^\perp, \tag{2.2}$$

where the notation $C^\perp$ indicates elements orthogonal to a subset $C \subseteq \mathbb{R}^d$ with respect the inner product $\langle \cdot, \cdot \rangle$. The span and dimension of $\mathcal{K}$ will be denoted by $\text{span} \mathcal{K}$ and $\dim \mathcal{K}$, respectively.
With that, $\mathcal{K}$ is said to be **pointed** if $\mathcal{K} \cap -\mathcal{K} = \{0\}$ and **full-dimensional** if $\dim \mathcal{K} = d$. If $\mathcal{K}$ can be written as the set of solutions of finitely many linear equalities and inequalities then $\mathcal{K}$ is said to be **polyhedral**.

A **face** of $\mathcal{K}$ is a convex cone $F \subseteq \mathcal{K}$ such that the condition \( "x, y \in \mathcal{K}, x + y \in F" \) implies $x, y \in F$. An **extreme ray** is a face of the form $\{ax \mid \alpha \geq 0\}$ for some $x \in \mathcal{K}$. In this case, we say that $F$ is the extreme ray generated by $x$. A **facet** is a face of $\mathcal{K}$ that has dimension $\dim \mathcal{K} - 1$.

We denote the set of real $n \times m$ matrices by $\mathbb{R}^{n \times m}$. If $A \in \mathbb{R}^{n \times m}$, the transpose and inverse (if exists) of $A$ will be denoted by $A^T$ and $A^{-1}$, respectively. We denote by $\text{cone rows}(A)$ the convex cone in $\mathbb{R}^m$ generated by its rows and by $\text{cone cols}(A)$ the convex cone in $\mathbb{R}^n$ generated by its columns.

Given closed convex cones $\mathcal{K} \subseteq \mathbb{R}^{d_1}$ and $\mathcal{K}' \subseteq \mathbb{R}^{d_2}$ we say that $\mathcal{K}$ and $\mathcal{K}'$ are **linearly isomorphic** if there exists a linear bijection $A : \text{span} \mathcal{K} \mapsto \text{span} \mathcal{K}'$ such that $A(\mathcal{K}) = \mathcal{K}'$. If $d_1 = d_2$, the dual cones are related as follows

$$\mathcal{K}^* = (A^*)^{-1}\mathcal{K}^*, \quad (2.3)$$

where $A^*$ the adjoint of $A$ according to the underlying inner product.

The space of $n \times n$ real symmetric matrices will be denoted by $\mathcal{S}^n$. The cone of positive semidefinite (PSD) matrices in $\mathcal{S}^n$ will be denoted by $\mathcal{S}_+^n$. The doubly nonnegative matrices (i.e., matrices that are PSD and nonnegative) in $\mathcal{S}^n$ will be denoted by $\mathcal{DNN}^n$. Finally, we denote by $\mathcal{CP}^n$ the cone of $n \times n$ completely positive matrices, which we recall that consists of the $n \times n$ matrices $A$ admitting a decomposition $A = XX^T$ for some $X \in \mathbb{R}^{n \times m}$ such all the entries of $X$ are nonnegative.

### 2.1 Inner products and self-duality

We will use the notation $\mathcal{K}^*_{\text{Euc}}$ to indicate the dual cone of $\mathcal{K}$ obtained under the Euclidean inner product so that

$$\mathcal{K}^*_{\text{Euc}} := \{ y \in \mathbb{R}^d \mid x^Ty \geq 0, \forall x \in \mathcal{K} \}. \quad (2.4)$$

We note that if the inner product $\langle \cdot, \cdot \rangle$ changes then the dual cone $\mathcal{K}^*$ changes as well. In particular, if $A$ is the positive definite matrix associated to some inner product $\langle \cdot, \cdot \rangle$, the corresponding dual of $\mathcal{K}$ can be written as

$$\mathcal{K}^* := \{ y \in \mathbb{R}^d \mid x^TAy \geq 0, \forall x \in \mathcal{K} \} = A^{-1}\mathcal{K}^*_{\text{Euc}}. \quad (2.4)$$

Conversely, if $\hat{\mathcal{K}} = A^{-1}\mathcal{K}^*_{\text{Euc}}$ for some positive definite matrix $A$, then the dual of $\mathcal{K}$ under the inner product induced by $A$ is precisely $\hat{\mathcal{K}}$. In conclusion, all possible distinct dual cones of $\mathcal{K}$ are given by $A^{-1}\mathcal{K}^*_{\text{Euc}}$, where $A$ is a symmetric positive definite matrix.

With these subtleties in mind, we define self-duality as follows.

**Definition 2.1** (Self-dual cones). A closed convex cone $\mathcal{K} \subseteq \mathbb{R}^d$ is said to be **self-dual** if there exists some inner product $\langle \cdot, \cdot \rangle$ under which $\mathcal{K} = \mathcal{K}^*$. In this case, we say that $\mathcal{K}$ is **self-dual** with respect to $\langle \cdot, \cdot \rangle$.

Typical examples of self-dual cones include the nonnegative orthant and the positive semidefinite matrices. However, there are many more self-dual cones, as we will see throughout this paper, see also [BF76].

We remark that in the Definition 2.1, it is entirely possible that $\mathcal{K}$ is self-dual but $\mathcal{K} \neq \mathcal{K}^*_{\text{Euc}}$. One such example are the so-called power cones, see [Cha09, Section 4.3.1]. Still, self-duality can be characterized in terms of $\mathcal{K}^*_{\text{Euc}}$ as follows.
Proposition 2.2 (e.g., [IL19, Proposition 1]). Let $\mathcal{K} \subseteq \mathbb{R}^d$ be a closed convex cone. Then, there exists an inner product on $\mathbb{R}^d$ such that $\mathcal{K} = \mathcal{K}^*$ if and only if there exists a symmetric positive definite matrix $A$ such that $A\mathcal{K} = \mathcal{K}^*_E$.

Proposition 2.2 has the following consequence. In order to show that $\mathcal{K}$ is not self-dual, it does not suffice to merely check that $\mathcal{K} \neq \mathcal{K}^*_E$, one must go through the harder task of showing that $\mathcal{K}$ is not linearly isomorphic to $\mathcal{K}^*_E$ through a positive definite matrix. It might be fair to say that this latter task is significantly harder than the former.

For example, for the $p$-cones $\mathcal{L}^{n+1}_p := \{(t, x) \in \mathbb{R} \times \mathbb{R}^n \mid t \geq \|x\|_p\}$, where $\|\cdot\|_p$ is the $p$-norm, it is straightforward to verify that if $p \in (1, \infty)$, $p \neq 2$ and $n \geq 2$ then $\mathcal{L}^{n+1}_p \neq (\mathcal{L}^{n+1}_p)^*_E = \mathcal{L}^{n+1}_q$, where $1/p + 1/q = 1$. However, checking that $\mathcal{L}^{n+1}_p$ is never self-dual with respect to any inner product requires more work and is a consequence of the fact that for those $p$ and $n$ the cone $\mathcal{L}^{n+1}_p$ is never isomorphic to its dual cone, see [IL19, Theorem 11 and Corollary 14] or [LLP21, Section 5.2]. A more subtle type of failure happens for the cone $\mathcal{L}^3_\infty$ which is actually isomorphic to its Euclidean dual cone $\mathcal{L}^3_\infty := \{(t, x) \in \mathbb{R} \times \mathbb{R}^2 \mid t \geq \|x\|_\infty\}$ but the isomorphism cannot be realized through a positive definite matrix so $\mathcal{L}^3_\infty$ is not self-dual, e.g., see [IL19, Equation (2) and the proof of Corollary 14]. These subtleties are important because, for example, a cone may become symmetric under a change of inner product [Orl22], and symmetric cones enjoy many favourable theoretical properties [FK94, Fay08].

3 Self-dual polyhedral cones

In this work we will focus on the polyhedral cones that are self-dual according to Definition 2.1. The main tool we will use for our explorations will be slack matrices, so we first present a basic discussion on their properties.

3.1 Slack matrices and basic properties

We start with the following definition.

Definition 3.1 (Slack matrices). Let $\mathcal{K} \subseteq \mathbb{R}^d$ be a pointed full-dimensional polyhedral cone and let $\mathcal{K}^*$ be the dual cone with respect some inner product. Let $n$ and $m$ be the number of extreme rays of $\mathcal{K}$ and $\mathcal{K}^*$, respectively. A slack matrix of $\mathcal{K}$ is a matrix $M \in \mathbb{R}^{n \times m}$ constructed as follows. Let $\{x_1, \ldots, x_n\}$ and $\{y_1, \ldots, y_m\}$ be sets of generators for all the extreme rays of $\mathcal{K}$ and $\mathcal{K}^*$ respectively. Then $M_{ij} = \langle x_i, y_j \rangle$ for $i \in \{1, \ldots, n\}$, $j \in \{1, \ldots, m\}$.

The set of slack matrices of $\mathcal{K}$ is denoted by $\mathcal{S}(\mathcal{K})$.

Remark 3.2. The notion of slack matrix is more commonly used for polytopes, and there is some variation on how it is defined, specially in the case of cones. Our definition of slack matrices is slightly more strict than, say, the one in [GGK+13], where redundancies are allowed. For example, in [GGK+13] it is possible that a slack matrix has a repeated row or has a zero row.

Here, however, we insist in Definition 3.1 that the $x_i$ and $y_j$ correspond to distinct extreme rays of $\mathcal{K}$ and $\mathcal{K}^*$. This definition however is the natural generalization of the most common notion of slack matrix for polytopes and is more natural in the context of this paper. It coincides with the definitions used in [WZ20, GMW22]. In particular, no two rows of a slack matrix can have the same pattern of zeros since it would imply that different extreme rays of $\mathcal{K}$ are orthogonal to the exact same extreme rays of $\mathcal{K}^*$. In addition, since $\mathcal{K}$ is assumed to be pointed, a row of zeros would imply that some extreme ray is orthogonal to $\mathcal{K}^*$, but $\mathcal{K}^{*\perp} = (-\mathcal{K}) \cap \mathcal{K}$, which is $\{0\}$ by assumption. Analogously, since $\mathcal{K}$ is full-dimensional, no columns of zeros are possible, since it
would imply that some extreme ray of $K^*$ is orthogonal to $K$. In summary, the assumptions we make in Definition 3.1 will be helpful to avoid trivial cases arising from redundancies in the slack matrix.

In Definition 3.1, we did not specify the inner product used when constructing slack matrices. We will show in the next proposition that this is not an issue and that linearly isomorphic cones have the same set of slack matrices.

**Proposition 3.3** (Invariance of slack matrices). Let $K \subseteq \mathbb{R}^d$ be a pointed full-dimensional polyhedral cone. The following items hold.

(i) $S(K)$ does not depend on the choice of inner product in Definition 3.1.

(ii) If $K$ is linearly isomorphic to $K'$ then $S(K) = S(K')$.

**Proof.**

(i) A quick proof of this item can be obtained by observing that elements in $K^*$ correspond to the linear functionals (i.e., elements in the dual space of $\mathbb{R}^d$) that are nonnegative over $K$. This shows that there is no dependency on the inner product in Definition 3.1 and different inner products merely correspond to selecting different representatives to each linear functional.

For completeness, here is also a detailed proof. Let $M \in S(K)$ as in Definition 3.1 and let $A$ be the symmetric positive definite matrix of the corresponding inner product. In view of (2.4), the generators of the extreme rays of $K^*$ can be chosen to be of the form 

$$\{A^{-1}\hat{y}_1, \ldots, A^{-1}\hat{y}_m\},$$

where the $\hat{y}_i$ generate the extreme rays of $K_{\text{Euc}}^*$ (the dual cone with respect the Euclidean inner product) and $y_i = A^{-1}\hat{y}_i$. Therefore, the entries of $M$ satisfy

$$M_{ij} = \langle x_i, y_j \rangle = x_i^T A(A^{-1}\hat{y}_j) = x_i^T \hat{y}_j,$$

which does not depend on the particular choice of the inner product.

(ii) Suppose that $K = AK'$ holds for some bijective linear map $A$. From (2.3)

$$K_{\text{Euc}}^* = A^{-T}(K')_{\text{Euc}}^*$$

holds. Let $M \in S(K)$. By item (i), we may consider the Euclidean inner product without loss of generality so that we have

$$M_{ij} = x_i^T y_j = (A\hat{x}_i)^T (A^{-T}\hat{y}_j) = \hat{x}_i^T \hat{y}_j,$$

where the $\hat{x}_i$ and $\hat{y}_j$ generate the extreme rays of $K'$ and $(K')_{\text{Euc}}^*$. So, the entries of $M_{ij}$ do not depend on the particular isomorphism considered.

Next, we need the following technical lemma.

**Lemma 3.4.** Suppose that $A, U \in \mathbb{R}^{n \times d}$ and $B, V \in \mathbb{R}^{d \times m}$ are such that $A, B, U, V$ have rank $d$ and $AB = UV$ holds. Then, there exists a nonsingular matrix $S \in \mathbb{R}^{d \times d}$ such that $AS = U$ and $SV = B$.

**Proof.** We start by noting that under the conditions of the lemma, $AB$ has rank $d$. To see this pick non-singular $d \times d$ submatrices $A_I$ and $B_J$ of $A$ and $B$, obtained by taking the $d$ rows of $A$ indexed by $I$ and the $d$ columns of $B$ indexed by $J$ respectively. Then $A_I B_J$ is non-singular and is the submatrix of $AB$ with columns indexed by $I$ and rows indexed by $J$.

Denote the column space of $A$ by $\text{col}(A)$. Since the columns of $AB$ are linear combinations of the columns of $A$, and since their column spaces have both dimension $d$, we must have $\text{col}(A) = \text{col}(AB)$,
and since $AB = UV$ we also must have $\text{col}(AB) = \text{col}(U)$. Therefore the columns of $A$ and the columns of $U$ are both bases to the same vector space, which implies that there is a non-singular change of basis matrix $S$ such that $AS = U$.

Therefore, $ASV = UV = AB$, which leads to $A(SV - B) = 0$. Since $A$ has rank $d$, this implies that $SV = B$.

We now move on to our main result on slack matrices, which is a slightly refined version of [GGK+13, Lemma 5] more suitable for our purposes. The idea is that a factorization of a slack matrix $M$ of the form $M = UV$ leads to a linear isomorphism between $\mathcal{K}$ and the cone generated by the rows of $U$. Furthermore, the factorization also identifies the corresponding dual cone.

**Theorem 3.5.** Let $\mathcal{K} \subseteq \mathbb{R}^d$ be a pointed full-dimensional polyhedral cone and let $M$ be a slack matrix of $\mathcal{K}$. Suppose that $M = UV$, where $U \in \mathbb{R}^{n \times d}$, $V \in \mathbb{R}^{d \times m}$. Then, the following items holds.

(i) $\mathcal{K}$ is linearly isomorphic to $\text{cone rows}(U)$.

(ii) $(\text{cone rows}(U))^\ast_{\text{Euc}} = \text{cone cols}(V)$.

Proof. For simplicity, let $\mathcal{K}' := \text{cone rows}(U)$ and $\hat{\mathcal{K}} := \text{cone cols}(V)$.

Since $M$ is a slack matrix of $\mathcal{K}$, there exists $A \in \mathbb{R}^{n \times d}$, $B \in \mathbb{R}^{d \times m}$, such that $AB = M$ and the rows of $A$ correspond to the extreme rays of $\mathcal{K}$ and the columns of $B$ correspond to the extreme rays of $\mathcal{K}^\ast_{\text{Euc}}$.

Since $AB = UV$, by Lemma 3.4 there exists a nonsingular $S \in \mathbb{R}^{d \times d}$ such that $AS = U$ and $SV = B$. This implies that $S^T \mathcal{K} = \mathcal{K}'$ which proves item (i) and, using (2.3), also leads to

$$K^\ast_{\text{Euc}} = S^{-1}K^\ast_{\text{Euc}}.$$  

Since $SV = B$, we have that $S$ maps the cone generated by the columns of $V$ (i.e., $\hat{\mathcal{K}}$) to the cone generated by the columns of $B$ (i.e., $\mathcal{K}^\ast_{\text{Euc}}$). That is,

$$S\hat{\mathcal{K}} = \mathcal{K}^\ast_{\text{Euc}}.$$  

From (3.1) and (3.2), we conclude that $K^\ast_{\text{Euc}} = \hat{\mathcal{K}}$, which concludes the proof of item (ii).

### 3.2 Self-dual cones and PSD slacks

We now present a characterization of self-dual polyhedral cones: they are exactly the polyhedral cones that have a PSD slack. Furthermore, if at least one slack is PSD, all of them can be made PSD by exchanging rows and rescaling columns if necessary.

**Theorem 3.6.** Let $\mathcal{K} \subseteq \mathbb{R}^d$ be a pointed full-dimensional polyhedral cone. The following conditions are equivalent.

(i) There exists an inner product under which $\mathcal{K} = \mathcal{K}^\ast$.

(ii) $\mathcal{K}$ is linearly isomorphic to a cone $\mathcal{K}' \subseteq \mathbb{R}^d$ satisfying $K^\ast_{\text{Euc}} = K'$.

(iii) Every slack matrix $M \in S(\mathcal{K})$ is either PSD or there exists a permutation matrix $P$ and a positive diagonal matrix $D$ such that $PMD$ is PSD.

(iv) There exists $M \in S(\mathcal{K})$ that is PSD.
Proof. \((i)\Rightarrow(ii)\) By Proposition 2.2, there exists a positive definite matrix \(A\) such that \(AK = K_{Euc}^*\). Since \(A\) is positive definite, there exists a positive definite \(B\) such that \(B^2 = A\). Let \(K' := BK\). Then, from (2.3) we obtain \((K')_{Euc} = B^{-1}(K_{Euc}^*) = B^{-1}(B^2K) = K'\).

\((ii)\Rightarrow(i)\) By assumption, there exists \(B\) such that \(BK = K'\) and \((K')_{Euc}^* = K'\). Therefore, from (2.3), we obtain \(B^{-T}(K_{Euc}^*) = (K')_{Euc}^* = K = BK\). That is, \(K_{Euc}^* = B^T BK\), so by Proposition 2.2, there exists an inner product under which \(K = K^*\).

\((ii)\Rightarrow(iii)\) By Proposition 3.3, \(S(K) = S(K')\) and we can consider that the slack matrices are constructed with, say, the Euclidean inner product. Let \(n\) be the number of extreme rays of \(K'\). So,

\[
M = XY, \tag{3.3}
\]

where \(X \in \mathbb{R}^{n \times d}, Y \in \mathbb{R}^{d \times n}\), the rows of \(X\) generate the extreme rays of \(K'\) and the columns of \(Y\) generate the extreme rays of \(K_{Euc}^*\).

Since \(K_{Euc}^* = K'\), we can permute the rows of \(X\) such that the \(i\)-th row of \(X\) generate the same extreme ray of \(K'\) as the \(i\)-th column of \(Y\). That is, there exists a permutation matrix \(P\) and a diagonal matrix \(D\) with positive entries, such that

\[
(PX)^T = YD. \tag{3.4}
\]

Then, (3.3) and (3.4) imply that \(PM = (PX)(PX)^T D^{-1}\). Therefore, \(PMD\), which is obtained from \(M\) through exchanging rows and rescaling columns, is a symmetric positive semidefinite matrix.

\((iii)\Rightarrow(iv)\) This follows because exchanging rows and rescaling columns of any \(M \in S(K)\) still leads to a matrix belonging to \(S(K)\).

\((iv)\Rightarrow(ii)\) Let \(n\) be the number of extreme rays of \(K\) and let \(M \in S(K)\) be PSD. Since \(M\) is a slack matrix of a pointed \(d\)-dimensional cone, \(M\) has rank \(d\), see [GGK+13, Lemma 13]. Therefore, there exists a rank \(d\) matrix \(X \in \mathbb{R}^{n \times d}\) such that \(M = XX^T\). Let \(K' = \text{cone}(\text{rows}(X))\), i.e., the cone in \(\mathbb{R}^d\) generated by the rows of \(X\). By Theorem 3.5, \(K\) is linearly isomorphic to \(K'\) and \(K_{Euc}^* = K'\). \(\square\)

3.3 Slices of polyhedral cones and negatively self-polar polytopes

Until now we have focused our attention on cones, with particular emphasis on polyhedral cones. However, our results have “dehomogenized” versions that apply to convex bodies. In particular, we adapt them to polytopes. The right version of self-duality we need in order to do this translation is negative self-polarity.

Let \(\mathcal{V}\) be a finite-dimensional Euclidean space equipped with some inner product \(\langle \cdot, \cdot \rangle\). Let \(C \subseteq \mathcal{V}\) be a full-dimensional compact convex set such that \(0 \in \text{ri} C\), where \(\text{ri} C\) indicates the relative interior of \(C\). Then, the polar \(C^o\) is the set

\[
C^o := \{y \in \mathcal{V} \mid \langle x, y \rangle \leq 1, \forall x \in C\} \tag{3.5}
\]

and \(C^o\) is also a full-dimensional compact convex such that \(0 \in \text{ri} C^o\) and \(C^{oo} = C\), e.g., [Roc97, Corollary 14.5.1]. Analogously, we say that \(C\) is negatively self-polar if there exists an inner product under which \(C = -C^o\).

Negatively self-polar polytopes are a very interesting class of polytopes, with deep connections to several areas of mathematics. Their study goes back to seminal works of Lovász [Lov83] and Grünbaum [GS88] and are an integral part of a more general body of work on self-duality of polytopes. In [Jen21] one can find a modern survey on the area from this perspective, that revisits many of the results from [BF76]. In order to translate our previous results, one needs to adapt
some of the definitions to this context. Let \( P \subset \mathbb{R}^d \) be a full-dimensional polytope with extreme points \( \{x_1, \ldots, x_n\} \). The facets of \( P \) are cut out by linear inequalities \( l_j(x) = b_j - \langle x, y_j \rangle \) for some \( b_i \in \mathbb{R} \) and \( y_j \in \mathbb{R}^d \). Then, analogously to Definition 3.1, we can define a slack matrix of \( P \) as the matrix \( S(P) \) such that
\[
M_{ij} = b_j - \langle x_i, y_j \rangle
\]
and define \( S(P) \) as the set of slack matrices of \( P \). We note that if we fix \( M \in S(P) \), every other matrix \( S(P) \) is obtained by permuting the rows or the columns of \( M \), and scaling the columns by positive scalars. It can be seen that \( S(P) \) uniquely defines the polytope \( P \) up to affine transformations (see [GMTW19] for more on this topic). Note that if the origin is in the interior of \( P \), we might choose the \( b_j \) to be 1 and \( y_j \) to be the extreme points of the polar polytope \( P^\circ \).

Next, suppose that \( V \subseteq \mathbb{R}^{d+1} \) such that \( \dim V = d \) and let \( w \in V^\perp \) with \( \langle w, w \rangle = 1 \). Let \( P \subseteq V \) be a \( d \)-dimensional polytope with zero on the interior, with extreme points \( \{x_1, \ldots, x_n\} \). Let \( \mathcal{K} \subseteq \mathbb{R}^{d+1} \) be the closed convex cone generated by \( \{w\} + P \), that is,
\[
\mathcal{K} := \{\alpha w + \alpha x \mid x \in P, \alpha \geq 0\}.
\]
Then \( \mathcal{K}^* \) is the closed convex cone generated by \( \{w\} - P^\circ \), where \( P^\circ \) is computed with respect to \( V \) as in (3.5)\(^1\). In particular, if \( P \) is negatively self-polar, with respect to the inner product of \( \mathbb{R}^{d+1} \) restricted to \( V \), then \( \mathcal{K} \) is self-dual. Furthermore, since the extreme rays of \( \mathcal{K} \) and \( \mathcal{K}^* \) are generated by the \( w + x_i \) and \( w - y_j \), respectively, where \( \{y_1, \ldots, y_m\} \) are the extreme points of \( P^\circ \), we have
\[
S(P) \subseteq S(\mathcal{K}).
\]
Another important concept when dealing with polytopes is that of projective transformations. Those are maps \( \varphi : \mathbb{R}^d \to \mathbb{R}^d \) defined by
\[
x \mapsto \frac{Ax + b}{a^T x + \beta}
\]
where \( A \in \mathbb{R}^{d \times d} \), \( a, b \in \mathbb{R}^d \) and \( \beta \in \mathbb{R} \) and
\[
B := \begin{pmatrix} A & b \\ a^T & \beta \end{pmatrix}
\]
is nonsingular. Another way of thinking of the map is simply the composition of the natural inclusion \( \mathbb{R}^d \to \{1\} \times \mathbb{R}^d \), with the linear isomorphism \( x \mapsto Bx \) and then with the perspective transformation \( \mathbb{R}^{d+1} \to \mathbb{R}^d \) that takes \( (x_0, x) \) to \( \frac{x}{x_0} \). When applied to a polytope \( P \), the image \( \varphi(P) \) is therefore obtained by applying \( B \) to the cone \( \mathcal{K} \) generated by \( \{1\} \times P \) and then slicing \( B(\mathcal{K}) \) with the plane defined by setting the first coordinate to 1. We will say that two polytopes \( P \) and \( Q \) are projectively equivalent if there exists a projective transformation \( \varphi \) such that \( \varphi(P) = Q \).

Under this setting, it turns out that if \( P \) and \( Q \) are projectively equivalent then \( S(P) \) and \( S(Q) \) are the same up to scaling rows by positive scalars, since by the above interpretation of \( \varphi \) they are slack matrices of \( \mathcal{K} \) and \( B(\mathcal{K}) \) which have the same set of slack matrices by item (ii) of Proposition 3.3.

This gives us a tool to translate Theorem 3.6 to the language of polytopes.

**Theorem 3.7.** Let \( P \subseteq \mathbb{R}^d \) be a full-dimensional polytope with 0 in its relative interior. Then, the following items are equivalent.

---

\(^1\)Here are a few details. Let \( z \in \mathcal{K}^* \) and \( \pi \) denote the orthogonal projection onto \( \{w\}^\perp \), so that \( z = \pi(z) + \langle z, w \rangle w \) and \( \langle z, w \rangle \geq 0 \) (since \( w \in \mathcal{K}^* \)). From \( z \in \mathcal{K}^* \), it can be verified that \( -\pi(z)/\langle z, w \rangle \in P^\circ \) if \( \langle z, w \rangle > 0 \). If \( \langle z, w \rangle = 0 \), then the assumption that \( P \) is full-dimensional in \( V \) and \( 0 \in \text{ri} P \) implies that \( \pi(z) = 0 \), so that \( z = 0 \).
(i) \( P \) is projectively equivalent to a polytope that is negatively self-polar with respect to some inner product.

(ii) \( P \) is projectively equivalent to a polytope that is negatively self-polar with respect to the Euclidean inner product.

(iii) \( P \) has a PSD slack.

Proof. 
\( (ii) \Rightarrow (i) \) This implication is straightforward.

\( (i) \Rightarrow (iii) \) If \( Q \) is a negatively self-polar polytope, then letting \( X \) be the matrix that has the extreme points of \( Q \) in its rows and \( A \) be the matrix of the underlying inner product, \( M = [1 \ X] \begin{pmatrix} 1 & 0 \\ 0 & A \end{pmatrix} [1 \ X]^T \) is a PSD slack for \( Q \). If \( Q \) is projectively equivalent to \( P \), there is some positive diagonal matrix \( D \) such that \( DM \in S(P) \). But then \( DMD \in S(P) \) is a PSD matrix.

\( (iii) \Rightarrow (ii) \) Suppose \( M \) is a PSD slack for \( P \). Then, \( M \) is also a PSD slack for the cone \( K \) in \( \mathbb{R}^{d+1} \) generated by \( 1 \times P \), see (3.6). By Theorem 3.6, there exists a linear isomorphism \( B \) sending \( K \) to a cone \( K' \) that is self-dual with respect to the Euclidean inner product. By composing \( B \) with an orthogonal transformation we may assume that \( \{1\} \times \{0\} \) is in the interior of \( K' \), which means that the slice of \( K' \) by the plane where the first coordinate is one is a compact polytope \( Q \), and will be negatively self-polar with respect to the Euclidean product after projecting onto \( \mathbb{R}^d \) along the last \( d \) coordinates. Moreover, as observed before, taking the cone over \( P \), applying a linear transformation and then slicing with this plane is the same as making a projective transformation, so \( Q \) is projectively equivalent to \( P \). \[ \square \]

4 Extreme rays of the DNN cone and completely positive semidefinite matrices

From Theorems 3.6 and 3.7, the slack matrices of self-dual polyhedral cones and negatively self-polar polytopes are either PSD or can be made PSD after exchanging rows and rescaling columns. They are also nonnegative so they are in fact doubly nonnegative matrices. In this section, we explore the connections between PSD slacks, doubly nonnegative and completely positive semidefinite matrices.

4.1 Irreducible self-dual polyhedra and extreme rays of the DNN cone

First, we will prove that PSD slacks of irreducible self-dual polyhedral cones are extreme rays of the doubly nonnegative cone. We need a few preliminary results and discussions.

Irreducible cones and slack matrices We recall that a closed convex cone \( K \subseteq \mathbb{R}^d \) is said to be irreducible (e.g., [GT14]) if it is not possible to write \( K \) as \( K_1 + K_2 \), where \( K_1 \) and \( K_2 \) are nonzero closed convex cones satisfying \( \text{span} \ (K_1) \cap \text{span} \ (K_2) = \{0\} \). Otherwise, \( K \) is said to be reducible and we write \( K = K_1 \oplus K_2 \). Irreducible cones are also called indecomposable, see [LS75, BF76].

Irreducibility is a concept that does not depend on the underlying inner product. Accordingly, if we fix some inner product, the cones \( K_1 \) and \( K_2 \) are not necessarily orthogonal. However, the situation gets considerably simpler when the cones involved are polyhedral and self-dual, see also [Bar78, Section 3] for a related discussion.

Lemma 4.1. Suppose \( K \subseteq \mathbb{R}^d \) is a self-dual polyhedral cone under some inner product and that \( K = K_1 \oplus K_2 \). Then, \( K_1 = K \cap K_2^+ \). In particular, \( K_1 \) and \( K_2 \) are orthogonal under the same inner product.
Proof. In view of (2.2) and the self-duality of \( \mathcal{K} \), we have \( \mathcal{K} \cap -\mathcal{K} = \mathcal{K}^{\perp} \). So if \( x \in \mathcal{K}^{\perp} \), then \( x \in \mathcal{K} \) which forces \( x \) to be zero. Therefore, \( \mathcal{K} \cap -\mathcal{K} = \{0\} \) and \( \mathcal{K} \) must be pointed. With that, \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \) are, in fact, faces of \( \mathcal{K} \). Let \( x \in \mathcal{K} \cap \mathcal{K}_2^{\perp} \) and \( d_1 := \dim \mathcal{K}_1 \) and \( d_2 := \dim \mathcal{K}_2 \), so that \( d_1 + d_2 = d \) holds. Then, since \( \mathcal{K} = \mathcal{K}_1 \oplus \mathcal{K}_2 \), we have \( x = k_1 + k_2 \), with \( k_1 \in \mathcal{K}_1 \) and \( k_2 \in \mathcal{K}_2 \). Since \( x \in \mathcal{K}_2^{\perp} \), we have \( \langle x, k_2 \rangle = 0 \). Then, because \( \mathcal{K} \) is self-dual, \( \langle k_1, k_2 \rangle \geq 0 \) holds, so we have \( k_2 = 0 \). Therefore, \( \mathcal{K} \cap \mathcal{K}_2^{\perp} \subseteq \mathcal{K}_1 \). Because \( \mathcal{K} \) is polyhedral, \( \dim(\mathcal{K} \cap \mathcal{K}_2^{\perp}) = d - d_2 = d_1 \) holds (e.g., [Tam76, Theorem 3]). Since \( \mathcal{K}_1 \) and \( \mathcal{K} \cap \mathcal{K}_2^{\perp} \) are both faces of \( \mathcal{K} \), this implies that \( \mathcal{K}_1 = \mathcal{K} \cap \mathcal{K}_2^{\perp} \).

We recall that a matrix \( A \) is said to be irreducible if there is no permutation matrix \( P \) such that \( PAP^T \) is in block upper triangular form, i.e., \( PAP^T = \begin{pmatrix} E & F \\ 0 & G \end{pmatrix} \). If \( A \) is symmetric, then \( F = 0 \), so for symmetric matrices irreducibility means that \( PAP^T \) is never block-diagonal for any permutation matrix \( P \).

Let \( A \in \mathcal{S}^n \) and consider the support graph \( G(A) \) of \( A \), which is constructed as follows. Let the vertex set be \( V := \{1, \ldots, n\} \) and \( (i, j) \) belongs to the edge set if and only if \( A_{ij} \neq 0 \) and \( i \neq j \). Then, the following fact is well-known.

**Lemma 4.2** (e.g., [BP94, Chapter 2], [Var09, Section 1.4]). \( A \in \mathcal{S}^n \) is irreducible if and only if \( G(A) \) is connected.

For self-dual polyhedral cones, using Lemma 4.2 we can connect the notion of cone irreducibility with matrix irreducibility.

**Proposition 4.3.** Let \( \mathcal{K} \subset \mathbb{R}^d \) be a self-dual polyhedral cone and let \( A \in \mathcal{S}(\mathcal{K}) \) be a symmetric positive semidefinite slack matrix of \( \mathcal{K} \). Then, \( \mathcal{K} \) is irreducible if and only if \( A \) is irreducible.

**Proof.** By item \((ii)\) of Theorem 3.6, \( \mathcal{K} \) is linearly isomorphic to a convex cone \( \mathcal{K}' \) that is self-dual with respect the Euclidean inner product. By item \((ii)\) of Proposition 3.3, \( A \in \mathcal{S}(\mathcal{K}') \). Therefore, there exists a \( n \times d \) matrix \( X \) such that its rows generate the extreme rays of \( \mathcal{K}' \), so that \( \text{rank}(X) = d \) and

\[
A = XX^T. \tag{4.1}
\]

Irreducibility is preserved under linear isomorphisms, so \( \mathcal{K} \) is irreducible if and only if \( \mathcal{K}' \) is irreducible.

With that in mind, first we prove that if \( A \) is reducible then \( \mathcal{K}' \) is reducible. If \( A \) is reducible, then there exists some permutation matrix \( P \) such that \( PAP^T \) is block diagonal. By (4.1), we have

\[
PAP^T = PX(XP)^T.
\]

Therefore, \( PAP^T \) being block diagonal means that the extreme rays of \( \mathcal{K}' \) can be re-arranged in two sets \( \{u_1, \ldots, u_{d_1}\} \subseteq \mathbb{R}^d \), \( \{v_1, \ldots, v_{d_2}\} \subseteq \mathbb{R}^d \) in such a way that \( u_i \) and \( v_j \) are orthogonal for all \( i, j \). Then, if \( \mathcal{K}_1 \) is the cone generated by \( \{u_1, \ldots, u_{d_1}\} \) and \( \mathcal{K}_2 \) is the cone generated by \( \{v_1, \ldots, v_{d_2}\} \), we have \( \mathcal{K}' = \mathcal{K}_1 \oplus \mathcal{K}_2 \).

Conversely, suppose that \( \mathcal{K}' \) is reducible. Then, \( \mathcal{K}' = \mathcal{K}_1 \oplus \mathcal{K}_2 \) with \( \mathcal{K}_1 \cap \mathcal{K}_2 = \{0\} \) and \( \mathcal{K}_1, \mathcal{K}_2 \) are nonzero cones with dimension \( d_1 \) and \( d_2 \), respectively. We also have \( d_1 + d_2 = d \) and by Lemma 4.1, \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \) are orthogonal with respect the Euclidean inner product.

Let \( n_1 \) and \( n_2 \) be the number of extreme rays of \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \) and let \( P \) be permutation matrix such that the first \( n_1 \) rows of \( PX \) correspond to the extreme rays of \( \mathcal{K}_1 \) and the last \( n_2 \) rows correspond to the extreme rays of \( \mathcal{K}_2 \). Then,

\[
PAP^T = (PX)(PX)^T.
\]

Because of the orthogonality between \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \), \( PAP^T \) is block diagonal, so \( A \) is reducible. \( \square \)
Extreme rays of the doubly nonnegative matrices  Next, we review a characterization of the extreme rays of the doubly nonnegative matrices given in [HJL96].

**Theorem 4.4** ([HJL96, Theorem 2.1]). Suppose $A$ is a doubly nonnegative matrix of rank $k \geq 1$ and $A = XX^T$ for some $n \times k$ matrix $X$. Define

$$W_1 := \{XQX^T \mid Q \in S^k\}, \quad W_2 := \{Y \mid Y_{ij} = 0 \text{ if } A_{ij} = 0\}.$$  

Then, $A$ generates an extreme ray of $\text{DNN}^n$ if and only if $W_1 \cap W_2 = \{\lambda A \mid \lambda \in \mathbb{R}\}$.

Theorem 4.4 will be one of the main tools we will use, so we need to establish a few results that make it easier to reason about the sets $W_1$ and $W_2$ appearing therein.

In what follows, for $v \in \mathbb{R}^d$ we define

$$\text{zeroes}(v) := \{i \mid v_i = 0\}.$$

**Lemma 4.5.** Let $K \subseteq \mathbb{R}^d$ be a pointed full-dimensional polyhedral cone and let $A \in \mathcal{S}(K)$. Denote the $i$-th row of $A$ by $a^i$. Suppose that $v \neq 0$ belongs to the span of the rows of $A$. If for some $i$ we have

$$\text{zeroes}(a^i) \subseteq \text{zeroes}(v)$$

then $v$ is a nonzero multiple of $a^i$.

**Proof.** We have

$$v = \sum_{j=1}^{n} \alpha_j a^j.$$  

By virtue of $A$ being a slack matrix, we can write $A = UW$ where the rows of $U$ generate the extreme rays of $K$ and the columns of $W$ generate the extreme rays of $K^*_\text{Euc}$, where $K^*_\text{Euc}$ is the dual cone of $K$ with respect the usual Euclidean inner product.

Denote the rows of $U$ by $u^j$ and the columns of $W$ by $w^j$. Let $z := \sum_{j=1}^{n} \alpha_j u^j$, Since $A = UW$, we have $a^j = u^j W$ for every $j$. This implies that $v = zW$ and the $j$-th component of $v$ satisfies

$$v_j = ve^j = zW e^j = zw^j \quad (4.2)$$

where $e^j$ is the $j$-th (column) unit vector. Just to avoid confusion, we remark that we are seeing $v$ and $z$ as row vectors, so $ve^j$ and $zw^j$ are indeed scalars. Then, the condition $\text{zeroes}(a^i) \subseteq \text{zeroes}(v)$ together with (4.2) imply that $z$ is orthogonal to every extreme ray of $K^*_\text{Euc}$ that is orthogonal to $u^i$ (and potentially more).

We recall that every extreme ray of $K$ is exposed by a facet of $K^*_\text{Euc}$ and a facet of $K^*_\text{Euc}$ is a $(d-1)$-dimensional polyhedral cone, e.g., [Tam76, Theorems 2 and 3]. So $z$ is also orthogonal to (at least) $(d-1)$ linearly independent extreme rays of $K^*_\text{Euc}$ among the ones that are orthogonal to $u^i$. This means that $z$ is in the space spanned by $u^i$, that is, $z$ is a multiple of $u^i$. Since $v$ is nonzero, $z$ must be nonzero as well, so, in fact, $z = \beta u^i$, where $\beta \neq 0$. Since $v = zW$, we obtain $v = \beta a^i$.  

**Lemma 4.6.** Let $A$ be a $n \times n$ slack matrix such that $A = XX^T$, where $X$ is a $n \times d$ matrix with $\text{rank}(X) = d$. Define

$$W_1 := \{XQX^T \mid Q \in S^d\}, \quad W_2 := \{Y \mid Y_{ij} = 0 \text{ if } A_{ij} = 0\}.$$  

If $B \in W_1 \cap W_2$, then the $i$-th row of $B$ is a multiple of the $i$-th row of $A$.  
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Proof. By the definition of \( W_1 \), the space spanned by the columns of \( B \) is contained in the space spanned by the columns of \( X \). Now, the space spanned by the columns of \( A \) is also contained in the space spanned by the columns of \( X \), but since \( \text{rank}(X) = \text{rank}(A) = d \), these two spaces are in fact equal. So, every column of \( B \) is spanned by the columns of \( A \). And since \( A \) and \( B \) are symmetric the same is true for the rows.

Finally, denote the \( i \)-th row of \( A \) and \( B \) by \( a^i \) and \( b^i \), respectively. Since \( B \in W_2 \), we have \( \text{zeroes}(a^i) \subseteq \text{zeroes}(b^i) \), so Lemma 4.5 tells us that \( b^i \) is a multiple of \( a^i \). \( \square \)

Piecing everything together

**Theorem 4.7.** Let \( A \in S^n \) be a positive semidefinite slack matrix associated to a self-dual irreducible polyhedral cone \( K \subseteq \mathbb{R}^d \). Then, \( A \) is an extreme ray of \( \text{DNN}^n \).

**Proof.** By item (ii) of Theorem 3.6, \( K \) is linearly isomorphic to a convex cone \( K' \) that is self-dual with respect the Euclidean inner product. By item (ii) of Proposition 3.3, \( A \in S(K') \). Therefore, there exists a \( n \times d \) matrix \( X \) such that its rows generate the extreme rays of \( K' \), so that \( A = XX^T \) and \( \text{rank}(X) = d \). Consider the sets \( W_1 \) and \( W_2 \) of Lemma 4.6. Every \( B \in W_1 \cap W_2 \) is such that the \( i \)-th row of \( B \) is a multiple of the \( i \)-th row of \( A \). That is, \( b^i = \lambda_i a^i \), where \( a^i \) and \( b^i \) are the \( i \)-th rows of \( A \) and \( B \), respectively. Since \( A \) and \( B \) are symmetric,

\[
B_{ji} = B_{ij} = \lambda_i A_{ij} = \lambda_j A_{ji} = \lambda_j A_{ij}.
\]

If \( A_{ij} \neq 0 \), we must have \( \lambda_i = \lambda_j \). Now, consider the support graph \( G(A) \). Since \( A_{ij} \neq 0 \) implies \( \lambda_i = \lambda_j \), we have that \( \lambda_k \) must be constant for all indices that belong to the same connected component of \( G(A) \). However, since \( K \) is irreducible and irreducibility is preserved under linear isomorphism, \( K' \) is irreducible. Then, \( A \) is irreducible by Proposition 4.3, so \( G(A) \) has a single connected component, by Lemma 4.2. We conclude that all the \( \lambda_i \)'s must be the same and \( B = \lambda A \) for some \( \lambda \in \mathbb{R} \). By Theorem 4.4, this implies that \( A \) is an extreme ray of \( \text{DNN}^n \). \( \square \)

Next, we discuss Theorem 4.7 in view of what is known about the extreme rays of \( \text{DNN}^n \). The fact is that there are still several gaps on our knowledge of the extreme rays of the doubly nonnegative cone. And, indeed, it is mentioned in [BDSM15] that the extreme rays of \( \text{DNN}^n \) are not yet completely understood.

For \( n \leq 4 \), we have \( \text{DNN}^n = \text{CP}^n \) and the extreme rays of \( \text{DNN}^n \) are exactly the rank 1 matrices in \( \text{DNN}^n \). For \( n = 5 \), [HJL96, Theorem 3.1] implies that the possible ranks of extreme rays of \( \text{DNN}^5 \) are either 1 or 3 and [HJL96, Theorem 3.2] tells us that \( A \in \text{DNN}^5 \) with rank 3 is an extreme ray if and only if the graph \( G(A) \) is a cycle of length 5. Here is an example of one such matrix.

**Example 4.8** (Self-dual cone over a pentagon). We start with a self-dual cone \( K \) constructed over a regular pentagon, as described in [BF76, pg. 152]. Its extreme rays are generated by

\[
\left( \cos(2\pi i/5), \sin(2\pi i/5), \sqrt{-\cos(4\pi i/5)} \right), \quad i = 0, \ldots, 4.
\]

Letting \( U \) be the matrix that has those vectors in its row, we obtain the following slack matrix

\[
M = UU^T = \begin{pmatrix}
1 + \cos\left(\frac{\pi}{5}\right) & \sqrt{\frac{5}{2}} & 0 & 0 & \frac{\sqrt{5}}{2} \\
\sqrt{\frac{5}{2}} & 1 + \cos\left(\frac{\pi}{5}\right) & \sqrt{\frac{5}{2}} & 0 & 0 \\
0 & \sqrt{\frac{5}{2}} & 1 + \cos\left(\frac{\pi}{5}\right) & \sqrt{\frac{5}{2}} & 0 \\
0 & 0 & \sqrt{\frac{5}{2}} & 1 + \cos\left(\frac{\pi}{5}\right) & \sqrt{\frac{5}{2}} \\
\sqrt{\frac{5}{2}} & 0 & 0 & \sqrt{\frac{5}{2}} & 1 + \cos\left(\frac{\pi}{5}\right)
\end{pmatrix}.
\]
\( G(M) \) is a 5-cycle and therefore connected, so \( K \) is irreducible by Proposition 4.3. By Theorem 4.7, \( M \) is an extreme ray of \( \text{DNN}^5 \).

In fact, all the non completely positive extreme rays of \( \text{DNN}^5 \) are generated by slack matrices of self-dual cones over a pentagon. In order to make this claim precise, we state the following result, which follows from [GGK+13, Theorem 24].

**Theorem 4.9.** Suppose that \( M \in \mathbb{R}^{n \times n} \) is a rank \( d \) nonnegative matrix and that there exists a slack matrix \( N \) of a pointed full-dimensional polyhedral cone \( K \subseteq \mathbb{R}^d \) such that \( M_{ij} \neq 0 \Leftrightarrow N_{ij} \neq 0 \). Then, \( M \) is also the slack matrix of a pointed full-dimensional polyhedral cone in \( \mathbb{R}^d \).

We can now prove the following curious characterization of the extreme rays of \( \text{DNN}^5 \).

**Theorem 4.10** (Characterizing the extreme rays of \( \text{DNN}^5 \)). Let \( X \in \text{DNN}^5 \). Then, \( X \) generates an extreme ray of \( \text{DNN}^5 \) if and only if \( X \) is either rank 1 or a slack matrix of an irreducible self-dual cone over a pentagon.

**Proof.** If \( X \) is rank 1 then \( X \) is an extreme ray of \( \text{DNN}^5 \) since it is even an extreme ray of \( S_+^n \). If \( X \) is the slack matrix of a irreducible self-dual cone over a pentagon, then, by Theorem 4.7, it must be an extreme ray of \( \text{DNN}^5 \).

Conversely, suppose that \( X \) is an extreme ray of \( \text{DNN}^5 \). By [HJL96, Theorem 3.1], the rank of \( X \) is either 1 or 3. If it is 1, we are done. So, suppose that the rank of \( X \) is 3. Then, by [HJL96, Theorem 3.2], the graph \( G(X) \) is a cycle of length 5. The slack matrix constructed in Example 4.8 for the self-dual cone over a pentagon is also a 5-cycle. So, permuting the rows of \( U \) in Example 4.8 if necessary, there exists at least one slack matrix \( M \) such that \( X_{ij} \neq 0 \Leftrightarrow M_{ij} \neq 0 \) holds. By Theorem 4.9, \( X \) must be the slack matrix of a pointed full-dimensional polyhedral cone \( K \subseteq \mathbb{R}^3 \). Since \( X \) is PSD and \( G(X) \) is connected, \( K \) is an irreducible self-dual (with respect to some inner product) cone with 5 extreme rays. That is, it is a cone generated by some pentagon.

Next, we discuss Theorem 4.7 for the cases \( n = 6 \) and \( n = 7 \). For \( \text{DNN}^6 \), the possible ranks of extreme rays are 1 or 3 [HJL96, Theorem 3.1]. We note that a \( 6 \times 6 \) rank 3 slack matrix must be the slack of a polyhedral cone in \( \mathbb{R}^3 \) with 6 extreme rays (which is a consequence of Theorem 3.5). However, a self-dual polyhedral cone in \( \mathbb{R}^3 \) must have an odd number of extreme rays [BF76, Theorem 3]. Therefore, Theorem 4.7 gives us no extreme rays in \( \text{DNN}^6 \). However, Theorem 4.7 does provide new extreme rays for \( n \geq 7 \).

**Example 4.11** (New families of extreme rays of \( \text{DNN}^7 \)). We have a family of \( 7 \times 7 \) rank 4 matrices that are the slack matrices of self-dual polyhedral cones. This is given by the slack matrix of the cone over a self-dual rooted triangular prism. A concrete example is the cone generated by the seven rays

\[
\left(1, -\frac{1}{\sqrt{2}}, \pm \sqrt{\frac{3}{2}}, 0\right), \left(1, \sqrt{2}, 0, 0\right), \left(1, -\frac{1}{\sqrt{2}}, \pm \sqrt{\frac{3}{2}}, -1\right), \left(1, \sqrt{2}, 0, -1\right), (1, 0, 0, 1) \tag{4.3}
\]

which is self-dual ([TE14, Jen21]). This is obtained by applying the second construction described in the proof of [Jen21, Theorem 4.7] to the case \( k = 1 \) to generate a negatively self-polar polytope \( P \subseteq \mathbb{R}^3 \). Then, proceeding as in Section 3.3, the corresponding cone in \( \mathbb{R}^4 \) generated by \( 1 \times P \) is self-dual and has the extreme rays as in (4.3). This corresponds to the cone over the rooted triangular prism shown in Figure 1. The slack matrix will then provide an extreme ray for the

---

\( \text{The only caveat is that the slack matrices considered in [GGK+13] may have some redundancies as described in Remark 3.2. However, with some effort and considering that those redundancies are reflected in the zero pattern of the matrices and } N \text{ does not have such redundancies, one may show that Theorem 4.9 indeed holds as stated considering the definition of slack matrices as in Definition 3.1.} \)
DNN$^7$. Explicitly, the matrix

$$S = \begin{pmatrix}
3 & 0 & 0 & 3 & 0 & 0 & 1 \\
0 & 3 & 0 & 0 & 3 & 0 & 1 \\
0 & 0 & 3 & 0 & 0 & 3 & 1 \\
3 & 0 & 0 & 4 & 1 & 1 & 0 \\
0 & 3 & 0 & 1 & 4 & 1 & 0 \\
0 & 0 & 3 & 1 & 1 & 4 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 2
\end{pmatrix}$$

is a rank 4 extreme ray of DNN$^7$. In fact, any matrix with the same rank and zero pattern (up to permutations) can be guaranteed to come from a self-dual cone combinatorially equivalent to this one, which follows from Theorem 4.9. Since the rank of extreme rays in DNN$^7$ is at most 5, and we have a full characterization of the combinatorics of all self-dual polyhedral cones of dimension up to 5 with at most seven vertices (see more details in Section 5), we know this is the only new family that our result guarantees to exist for DNN$^7$.

Next we observe that the construction provided in [HJL96, Lemma 3.7] does not necessarily correspond to self-dual polyhedra. So, indeed, the family of extreme rays coming from Theorem 4.7 seems to be distinct.

**Example 4.12.** In [HJL96, Lemma 3.7] the authors explicitly construct extreme matrices of the DNN$^n$ of all allowable ranks. Applying their construction for $7 \times 7$ rank 4 matrices we get the matrix

$$A = \begin{pmatrix}
2 & 1 & 0 & 0 & 2 & 0 & 2 \\
1 & 2 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 2 & 2 & 0 & 2 & 0 \\
0 & 0 & 2 & 3 & 1 & 3 & 1 \\
2 & 0 & 0 & 1 & 3 & 1 & 3 \\
0 & 0 & 2 & 3 & 1 & 4 & 0 \\
2 & 0 & 0 & 1 & 3 & 0 & 4
\end{pmatrix}.$$ 

A slack matrix of a pointed full-dimensional cone $K \subseteq \mathbb{R}^d$ must have rank $d$ and each row must have at least $d - 1$ zeros, since each extreme ray of $K$ is orthogonal to a facet of $K^*$, e.g., [Tam76, Theorems 2 and 3]. Therefore, $A$ is not a slack matrix of a polyhedral cone of dimension 4, since there are two rows with only two zeros.

However, one can still interpret geometrically any doubly nonnegative matrix $A$. Since any such matrix of rank $k$ can be written as $A = XX^T$, we can think of the $k$ dimensional cone generated
by the rows of $X$, which is denoted by cone rows$(X)$. The nonnegativity of $A$ is equivalent to cone rows$(X) \subseteq$ cone rows$(X)^*$. When we have equality, we are in the scope of our previous result, and it seems plausible that any perturbation will break the inclusion, hence we have extremality. In Figure 2 we show a compact slice of cone rows$(X)$. We can see that in the case of the extreme ray that does not come from a self-dual cone, the cone and its dual (represented here by their homogenisation) while not equal, fit tightly with many of their facets spanning the same linear spaces.

Example 4.12 point us towards an interesting direction. Although it is not possible to generate all extreme rays via self-dual cones, we will conclude this subsection by showing that all DNN matrices arise from slacks of self-dual cones via generalised congruence through a nonnegative matrix. This is possible because for any pointed full-dimensional cone $K$ satisfying $K \subseteq K^*_Euc$, one can “squeeze” a self-dual cone as follows, see also [BF76, Theorem 5] for a related result.

**Proposition 4.13.** Let $K \subseteq \mathbb{R}^d$ ($d \geq 2$) be a pointed full-dimensional polyhedral cone satisfying $K \subseteq K^*_Euc$. Then, there exists a self-dual polyhedral cone (with respect the Euclidean inner product) such that $\hat{K}$ satisfies $\hat{K} \subseteq \hat{K}^*_Euc$. 

**Proof.** This result essentially follows from [Jen21, Corollary 7.3], but we explain the details. We recall that every pointed cone satisfies $\text{ri } K \cap \text{ri } K^* \neq \emptyset$ (e.g., [LRS22, Footnote 1]), so $K \subseteq K^*_Euc$ implies that, in fact, $\text{ri } K \subseteq \text{ri } K^*_Euc$ holds, see [Roc97, Corollary 6.5.2].

Let $w \in \text{ri } K$ of be of norm 1 and let $U \in \mathbb{R}^{d \times d}$ be any orthogonal matrix such that $Uw = (1, 0, \ldots, 0)$ and let $\tilde{K} := UK$. In view of (2.3), $\tilde{K}^*_Euc = U^{-T}K^*_Euc = UK^*_Euc$. So $\tilde{K}$ is another cone such that $\tilde{K} \subseteq \tilde{K}^*_Euc$. Since $(1, 0, \ldots, 0) \in \text{ri } \tilde{K} \subseteq \text{ri } \tilde{K}_Euc$ and $\tilde{K}$ is pointed, the slice

$$C := \{(1, x) \in \mathbb{R} \times \mathbb{R}^{d-1} \mid (1, x) \in \tilde{K}\}$$

is compact and generates $\hat{K}$. Then, projecting $C$ onto $\mathbb{R}^{d-1}$ along the last $d-1$ coordinates we obtain a compact polyhedral set $P \subseteq \mathbb{R}^{d-1}$, such that $1 \times P$ generates $K$. Since $(1, 0, \cdots, 0) \in \text{ri } \tilde{K}$ and $\tilde{K}$ is full-dimensional, $P$ has 0 in its interior. Under these conditions, it can be verified that $1 \times (-P^o)$ generates $K^*_Euc$, e.g., see [Ros14, Proposition 3.3].

Since $\tilde{K} \subseteq \tilde{K}^*_Euc$, $1 \times \tilde{P}$ is contained in the convex cone generated by $1 \times (-P^o)$. Therefore, $P \subseteq -P^o$. By [Jen21, Corollary 7.3], there exists a polyhedral set $Q$ such that $P \subseteq Q = -Q^o \subseteq -P^o$. $Q$ must be compact as well, since $P^o$ is compact (recall that $P \subseteq \mathbb{R}^d$ is full-dimensional in $\mathbb{R}^d$ and has 0 in its interior). Let $\hat{K}$ be the convex cone generated by $1 \times Q$. Then, since $Q$ is compact and has 0 in its interior, $\hat{K}^*_Euc$ is generated by $1 \times (-Q^o)$, so $\hat{K}$ is self-dual and satisfies

$$\hat{K} \subseteq \hat{K} = \hat{K}^*_Euc \subseteq \hat{K}^*_Euc.$$
Therefore,  
\[ \mathcal{K} \subseteq U^T \hat{\mathcal{K}} = (U^T \hat{\mathcal{K}})^\ast_{\text{Euc}} \subseteq \mathcal{K}^\ast_{\text{Euc}} \]
so \( U^T \hat{\mathcal{K}} \) is a self-dual cone polyhedral sandwiched between \( \mathcal{K} \) and \( \mathcal{K}^\ast_{\text{Euc}} \).

We can now prove the following.

**Proposition 4.14.** Let \( A \in \text{DNN}^n \) have rank \( d \). Then, there exists a slack matrix \( B \in \text{DNN}^m \) of a self-dual polyhedral cone in \( \mathbb{R}^d \) and a nonnegative matrix \( M \in \mathbb{R}^{n \times m} \) such that \( A = MBM^T \).

**Proof.** Let \( A \) be written as \( A = XX^T \), where \( X \in \mathbb{R}^{n \times d} \) and has rank \( d \). Let \( \mathcal{K} = \text{cone rows}(X) \), which is a cone in \( \mathbb{R}^d \). Since \( A \) is nonnegative, we have \( \mathcal{K} \subseteq \mathcal{K}^\ast_{\text{Euc}} \). Furthermore, \( \mathcal{K} \) is full-dimensional since \( X \) has rank \( d \). It must also be pointed, since the lineality space \( \mathcal{K} \cap -\mathcal{K} \) is equal to \( \mathcal{K}^\ast_{\text{Euc}} \) (see (2.2)) and \( \mathcal{K}^\ast_{\text{Euc}} \) contains \( \mathcal{K} \).

By Proposition 4.13, there exists a self-dual polyhedral cone \( \hat{\mathcal{K}} \) such that \( \mathcal{K} \subseteq \hat{\mathcal{K}} \subseteq \mathcal{K}^\ast_{\text{Euc}} \). Let \( B \) be a PSD slack of \( \hat{\mathcal{K}} \), which exists by Theorem 3.6. We may assume without loss of generality that the inner product under consideration is the usual Euclidean one so that \( B = YY^T \) for some \( Y \in \mathbb{R}^{m \times d} \) and the rows of \( Y \) are the extreme rays of the cone \( \hat{\mathcal{K}} \).

Then, the condition \( \mathcal{K} \subseteq \hat{\mathcal{K}} \) tells us that each row of \( X \) is a nonnegative linear combination of rows of \( Y \). That is, there exists a nonnegative matrix \( M \in \mathbb{R}^{n \times m} \) such that \( MY = X \). Therefore

\[ A = MYY^T M^T = MBM^T. \]

**Example 4.15.** Let us revisit Example 4.12 in light of Proposition 4.14. Since the matrix \( A \) of \( \text{DNN}^7 \) presented there has rank \( 4 \), according to Proposition 4.14, there must be some nonnegative matrix \( M \) and a slack matrix \( B \) such that \( A = MBM^T \).

That can be seen to be the case, for

\[
B = \begin{pmatrix}
2 & 1 & 0 & 0 & 2 & 2 & 0 & 2 \\
1 & 2 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 2 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 2 & 3 & 1 & 0 & 3 & 1 \\
2 & 0 & 0 & 1 & 12 & 8 & 4 & 0 \\
2 & 1 & 0 & 0 & 8 & 6 & 2 & 0 \\
0 & 0 & 2 & 3 & 4 & 2 & 4 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 4 \\
\end{pmatrix}
\]

\[
M = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{pmatrix}
\].

Graphically, this matrix \( B \) is the slack matrix of a self-dual polyhedral cone with 8 rays that lies sandwiched between the cone of the rows of \( X \) and its dual seen in Example 4.12. Slicing the cones as done in that example we obtain the inclusions shown in Figure 3, where the red section of the cone of the rows is included in the blue section of an autodual cone.

The proof of Proposition 4.13 in the paper [Jen21] is completely constructive, so we can actually construct these sandwiched cones explicitly, and therefore automatically construct the matrices \( M \) and \( B \). In practice, however, there seem to be simpler ways of finding ad hoc contructions for simple examples of extreme rays of \( \text{DNN}^n \) that are not slacks.
Figure 3: A negatively selfpolar polytope $Q$ sandwiched between a polytope $P$ in red included in its negative polar in yellow.

4.2 Generating DNN matrices that are neither completely positive nor completely positive semidefinite

PSD slack of self-dual polyhedral cones are doubly nonnegative. It is natural to wonder whether those matrices are, in fact, completely positive. Since $\text{CP}^n \subseteq \text{DNN}^n$, a necessary condition for an extreme ray of $\text{DNN}^n$ to belong to $\text{CP}^n$ is that it must be an extreme ray of $\text{CP}^n$ as well. However, all the extreme rays of $\text{CP}^n$ have rank 1. On the other hand, a slack matrix of a pointed full-dimensional polyhedral cone $K \subseteq \mathbb{R}^d$ has rank $d$.

In view of these facts, Theorem 4.4 implies that positive semidefinite slack matrices of irreducible self-dual polyhedral cones of dimension $d \geq 3$ are doubly nonnegative matrices that are not completely positive. That is, if we are able to generate irreducible self-dual polyhedral cones, we can use them to construct families of non-completely positive matrices that are doubly nonnegative.

An interesting generalization of the completely positive cone $\text{CP}^n$ is the completely positive semidefinite cone $\text{CS}^n$. This is the cone of all $n \times n$ matrices $M$ such that there exist positive semidefinite matrices $A_1, ..., A_n$ such that $M_{ij} = \langle A_i, A_j \rangle$ for all $i, j$, where $\langle \cdot, \cdot \rangle$ is the Frobenius inner product, which is given by $\langle X, Y \rangle = \text{tr}(XY)$, for $X, Y \in \mathcal{S}^n$. Note that there is no prescription on the size of the $A_i$.

The basic properties of this cone can be found in [LP15], with other relevant work in [GdLL17, PSVW18, AKN20, FW14]. This is a notoriously hard cone to handle that plays a role in some quantum games and quantum information literature. We have the following inclusions

$$\text{CP}^n \subseteq \text{CS}^n \subseteq \text{DNN}^n.$$  

Furthermore, for $n \geq 5$ the inclusions are strict [LP15, FW14].

The remainder of this subsection will be focused on proving that non-diagonal PSD slacks of polyhedral cones are also not completely positive semidefinite, thus significantly strengthening our previous observation that the PSD slacks of irreducible polyhedral cones are are not completely positive. In order to do so, we will need a few preliminary results.

Completely positive semidefinite slacks and slices of the PSD cone Our analysis starts with the observation that if a PSD slack $S$ of a self-dual cone $K$ is completely positive semidefinite, then the matrices that appear in the decomposition of $S$ can be used to construct a slice of the PSD cone that is isomorphic to $K$. In what follows we say that a (not-necessarily full-dimensional) cone $K$ is self-dual on its span if there is some inner product under which $K = (K^*) \cap \text{span} K$.

**Lemma 4.16.** Let $S$ be a PSD slack matrix of a self-dual polyhedral cone $K \subseteq \mathbb{R}^d$. Suppose that $S$ is completely positive semidefinite and let $A_1, \ldots, A_n \in \mathcal{S}_+^k$ be such that $S_{ij} = \langle A_i, A_j \rangle$ holds for all
$i, j$. Let $\bar{K}$ be the convex cone generated by the $A_i$, i.e., $\bar{K} = \{\sum_{i=1}^{n} \alpha_i A_i \mid \alpha_i \geq 0, \forall i = 1, \ldots, n\}$. Let $H$ be the span of the $A_i$. Then, the following statements hold.

(i) $K$ and $\bar{K}$ are linearly isomorphic.

(ii) $\bar{K}$ is self-dual on its span with respect the Frobenius inner product.

(iii) $\bar{K} = S^+_k \cap H$ holds.

Proof. In view of Theorem 3.6, $K$ is isomorphic to a polyhedral cone that is self-dual with respect the usual Euclidean inner product. Isomorphic cones share the same slack matrices (Proposition 3.3), so for the purposes of this proof, we may assume without loss of generality that $K$ is self-dual with respect the Euclidean inner product and $S = V V^T$, where each row of $V \in \mathbb{R}^{n \times d}$ generates a distinct extreme ray of $K$. Denote the $i$-th row of $V$ by $v^i$. We define the map $\varphi : \mathbb{R}^d \to H$ such that

$$\varphi \left( \sum_{i=1}^{n} \alpha_i v^i \right) := \sum_{i=1}^{n} \alpha_i A_i.$$  \hfill (4.4)

This map is well-defined. In fact, if $\sum_{i=1}^{n} \alpha_i v^i = \sum_{i=1}^{n} \beta_i v^i$, this means $(\alpha - \beta)V = 0$. Multiplying by $V^T$ we obtain $(\alpha - \beta)S = 0$. Since $S_{ij} = \langle A_i, A_j \rangle$, this translates to

$$\langle \sum_{i=1}^{n} (\alpha_i - \beta_i) A_i, A_j \rangle = 0, \quad \text{for all } j.$$

Since the $A_j$ span $H$, this means $\varphi(\alpha V) - \varphi(\beta V) = \sum_{i=1}^{n} (\alpha_i - \beta_i) A_i = 0$ so $\varphi$ is indeed well-defined. Next, we verify that $\varphi$ is injective and, hence, a bijection to its image $H$. Just note that $\varphi(\alpha V) = 0$ means $\langle \sum_{i=1}^{n} \alpha_i A_i, A_j \rangle = 0$ for all $j$, hence $\langle \sum_{i=1}^{n} \alpha_i v^i, v^j \rangle = 0$ and since the $v_j$ span $\mathbb{R}^d$ we have $\sum_{i=1}^{n} \alpha_i v^i = 0$. We conclude that $\varphi(K) = \bar{K}$ and $K$ is linearly isomorphic to $\bar{K}$, which proves item (i).

We move on to item (ii). The span of $\bar{K}$ is $H$, so in order to show that $\bar{K}$ is self-dual on its span, we will check that $\bar{K} = \bar{K}^* \cap H$, where $\bar{K}^*$ is computed with respect the Frobenius inner product.

The $A_i$ are PSD matrices so $\langle A_i, A_j \rangle \geq 0$ holds for all $i, j$. This leads to the inclusion $\bar{K} \subseteq \bar{K}^* \cap H$. Conversely, let $B \in \bar{K}^* \cap H$. In particular, $B$ is a linear combination of the $A_i$, i.e., $B = \sum_{i=1}^{n} \alpha_i A_i$. Now, let $b := \sum_{i=1}^{n} \alpha_i v^i$. We recall that $S = V V^T$ and $S_{ij} = \langle A_i, A_j \rangle = \langle v^i, v^j \rangle$. Therefore, since $B \in \bar{K}^* \cap H$, we have $b \in \bar{K}^*$. Since $K$ is self-dual, we have $b \in K$ and there are nonnegative $\beta_i$'s such that

$$b = \sum_{i=1}^{n} \alpha_i v^i = \sum_{i=1}^{n} \beta_i v^i.$$

By the definition of $\varphi$ (see (4.4)), we have $\varphi(b) = B$ and $\varphi(v^i) = A_i$ for all $i$, so

$$B = \sum_{i=1}^{n} \alpha_i A^i = \sum_{i=1}^{n} \beta_i A^i,$$

which shows that $B \in \bar{K}$ and concludes item (ii).

For item (iii), we first observe that since the $A_i$ are PSD matrices, we have the inclusion $\bar{K} \subseteq S^+_k \cap H$. Conversely, if $X \in S^+_k \cap H$, since $X$ and the $A_i$ are PSD we have $\langle X, A_i \rangle \geq 0$ for every $i$, which implies that $X \in \bar{K}^* \cap H$. By item (ii), $\bar{K}^* \cap H = \bar{K}$, so $X \in \bar{K}$. \hfill $\square$
Therefore, in order for a PSD slack matrix to be completely positive semidefinite, the underlying cone must be linearly isomorphic to a linear slice of a positive semidefinite cone, self-dual with respect to its span. Note that every polyhedral cone can be written as a linear slice of a positive semidefinite cone in many different ways, so the imposition of self-duality with respect to the matrix inner product is a key requirement. For more on the question of deciding whether a slice of the positive semidefinite cone is polyhedral see, for instance, [BRS15].

Since $S^d_+$ is self-dual, Lemma 4.16 is related to [BF76, Theorem 4], that characterizes codimension one self-dual slices of a self-dual cone $K$ as those for which $K \cap H = \pi_H(K)$, where $\pi_H$ is the orthogonal projection onto $H$ with respect the underlying inner product. In fact codimension 1 does not really matter, and we can get rid of it. For the sake of self-containment, below we show the generalized version, but it also follows from standard results such as [Roc97, Corollary 16.3.2].

**Theorem 4.17.** Let $K \subseteq \mathbb{R}^d$ be a self-dual cone with respect to some inner product $\langle \cdot, \cdot \rangle$ and let $H \subseteq \mathbb{R}^d$ be a subspace. Then, the following statements are equivalent.

(i) The span of $K \cap H$ is $H$ and $K \cap H$ is self-dual on its span with respect to $\langle \cdot, \cdot \rangle$.

(ii) $\pi_H(K) = K \cap H$, where the orthogonal projection is computed with respect to $\langle \cdot, \cdot \rangle$.

**Proof.** \[(i) \Rightarrow (ii)\] Since $\pi_H(K \cap H) = K \cap H$ we obtain the inclusion $K \cap H \subseteq \pi_H(K)$. Conversely, suppose that $y$ is such that $y = \pi_H(x)$ for some $x \in K$. For every $z \in K \cap H$ we have $\langle z, y \rangle = \langle z, x \rangle$, and that is nonnegative by the self-duality of $K$. Therefore, $y$ belongs to the dual of $K \cap H$ and to $H$ (which is the span of $K \cap H$), hence belongs to $K \cap H$ since $K \cap H$ is self-dual on its span.

\[(ii) \Rightarrow (i)\] First, we observe that $K^\perp \subseteq K^*$ always holds, so the condition $K = K^*$ implies that $\operatorname{span} K = \mathbb{R}^d$. Then, since $K \cap H = \pi_H(K)$ and $\pi_H$ is a linear map, we have $\operatorname{span} (K \cap H) = \pi_H(\operatorname{span} K) = \pi_H(\mathbb{R}^d) = H$.

Next, the fact that $K \cap H$ is contained in its dual follows from the self-duality of $K$, so we only have to prove that $(K \cap H)^* \cap H \subseteq K \cap H$. So, suppose that $z \in (K \cap H)^* \cap H$ and let $x \in K$. Then, since $K \cap H = \pi_H(K)$,

$$0 \leq \langle z, \pi_H(x) \rangle = \langle \pi_H(z), x \rangle = \langle z, x \rangle,$$

which shows that $z \in K^*$ and, therefore, $z \in K$ by the self-duality of $K$. In conclusion, $z \in K \cap H$ as intended.

**Projectional exposedness** Next, we need a detour on the notion of projectional exposedness. This notion has its origin in [BW81] and was studied in [BLP87, PL88, ST90, LRS22]. A cone $K$ is said to be projectally exposed if for every face $F$ of $K$, there exists a linear projection $P_F$, i.e., a linear map (not necessarily self-adjoint) satisfying $P_F^2 = P_F$ such that $P_F K = F$. If all those projections can be taken to be orthogonal, then the cone is said to be orthogonally projectally exposed or o.p.-exposed. Examples of such cones include all symmetric cones [Lou21, Proposition 33] of which $\mathbb{R}^d_+$ and $S^d_+$ are particular examples.

Projectially exposed cones are not only facially exposed [ST90, Corollary 4.4] but also satisfy a condition called amenability [Lou21, Proposition 9]. Amenability and projectional exposedness coincide for cones of dimension four or less [LRS22, Corollary 6.4] and, as of this writing, it is an open problem to exhibit an amenable cone that is not projectationally exposed, see [LRS22].

In any case, it turns out that projectional exposedness interacts nicely with self-duality. A caveat is that while the notion of projection does not depend on the underlying inner product, that is not the case for orthogonal projections, i.e., a projection may become orthogonal under a
suitable inner product. To avoid confusion, we clarify that in the definition of o.p-exposedness, the inner product is fixed for all the faces. That is, in order for a cone $K$ to be o.p-exposed, there must be an inner product $\langle \cdot, \cdot \rangle$ depending on $K$ only, under which all faces $F$ of $K$ satisfy $\pi(K) = F$, where $\pi$ depends on $F$ and is an orthogonal projection computed with respect to $\langle \cdot, \cdot \rangle$. With this in mind, in what follows we will be explicit and emphasize the choice of inner product.

**Proposition 4.18.** Let $K \subseteq \mathbb{R}^d$ be a closed convex cone which is o.p.-exposed and self-dual with respect the same inner product $\langle \cdot, \cdot \rangle$. If $H \subseteq \mathbb{R}^d$ is a subspace such that the span of $K \cap H$ is $H$ and $K \cap H$ is self-dual on its span under $\langle \cdot, \cdot \rangle$ then $K \cap H$ is o.p.-exposed with respect to $\langle \cdot, \cdot \rangle$.

**Proof.** The faces of $K \cap H$ are of the form $F \cap H$, where $F$ is a face of $K$, e.g., [Dub62, Section IV]. So, let $F$ be an arbitrary face of $K$ and let $L$ be its span. We will show that the orthogonal projection onto $H \cap L$ sends $K \cap H$ to $F \cap H$, where the orthogonal projection is computed with respect to $\langle \cdot, \cdot \rangle$, which is the same inner product that turns $K$ into a self-dual cone.

Since $K$ is o.p.-exposed, we have

$$
\pi_L(K) = F, \quad (4.5)
$$

where $\pi_L$ is the orthogonal projection onto $L = \text{span } F$. We also know by Theorem 4.17 that

$$
\pi_H(K) = K \cap H, \quad (4.6)
$$

where $\pi_H$ is the orthogonal projection onto $H$. Starting with any $x_0 \in K \cap H$ define $y_{i+1} = \pi_L(x_i)$, $x_i = \pi_H(y_i)$, for $i \geq 1$. By (4.5) and (4.6), all the $x_i$ and $y_i$ remain in $K$. Moreover, von Neumann’s Theorem for alternate projections onto closed subspaces [vN50, Theorem 13.7] implies that both the sequences $x_n$ and $y_n$ converge to $\pi_{H \cap L}(x_0)$ which, since $K$ is closed, implies $\pi_{H \cap L}(x_0)$ is in $K$, hence in $K \cap H \cap L$. However, since $F$ is a face of $K$ and $L$ is its span, we have $K \cap L = F$, so we conclude that $\pi_{H \cap L}(x_0) \in F \cap H$. Therefore, $\pi_{H \cap L}(K \cap H) \subseteq F \cap H$. Since $\pi_{H \cap L}(F \cap H) = F \cap H$, we obtain $\pi_{H \cap L}(K \cap H) = F \cap H$, as intended.

**The main result** From Proposition 4.18, a self-dual slice of a o.p.-exposed self-dual cone must also be o.p.-exposed. But pointed o.p.-exposed polyhedral cones were shown in [ST90, Theorem 3.7] to be simplicial, i.e., linearly isomorphic to the nonnegative orthant, see also [BLP87]4. Piecing everything together, we obtain the following result.

**Theorem 4.19.** Let $S$ be a PSD slack matrix of a self-dual polyhedral cone $K$. If $S$ is not diagonal, then it is not completely positive semidefinite.

**Proof.** We prove the contrapositive statement, so suppose that $S$ is completely positive semidefinite. By Lemma 4.16, $K$ is linearly isomorphic to a slice of $S^d_k$ which must be self-dual with respect the Frobenius inner product. $S^d_k$ is also o.p-exposed with respect the Frobenius inner product, which can be inferred from [BW81, Example 3.1] or from [Lou21, Proposition 33 and Equation (18)]4. But then, by Proposition 4.18, this slice must be o.p.-exposed, which would imply that is simplicial, i.e., isomorphic to a nonnegative orthant, by [ST90, Theorem 3.7]. Therefore, $S$ must be diagonal.

In view of Theorem 3.5, a pointed full-dimensional polyhedral cone $K \subseteq \mathbb{R}^d$ has a diagonal slack if and only if $K$ is simplicial, i.e., isomorphic to a nonnegative orthant. In particular, irreducible cones in $\mathbb{R}^d$ for $d \geq 3$ never have diagonal slacks. We register this as a corollary of Theorem 4.19.

---

4This result was first announced in [BLP87], but the proof seems to have a gap as described in [ST90, pg. 233].

4Equation (18) indicates the inner product used in Proposition 33 of [Lou21]. For the algebra of real symmetric matrices, this inner product becomes $\langle X, Y \rangle = \text{tr}(X \circ Y)$, where $X \circ Y := (XY + YX)/2$ is the Jordan product in $S^d_k$. With that, indeed $\langle X, Y \rangle = \text{tr}(XY)$ holds.
Corollary 4.20. Let $K \subseteq \mathbb{R}^d$ be a self-dual polyhedral cone under some inner product, with $d \geq 3$. If $K$ is not simplicial (or, in particular, if $K$ is irreducible), then none of the PSD slacks of $K$ are completely positive semidefinite.

5 Numerical experiments and conclusions

The characterization given by Theorem 3.6 allows us to try to enumerate self-dual polyhedral cones in some circumstances. Note that a simple combinatorial consequence of Theorem 3.6 is that the support of some slack matrix of a self-dual polyhedral cone $K$ must be symmetric and contain the diagonal. This corresponds to the existence of a bijection $\varphi$ from the extreme rays of $K$ to those of $K^*$ (which we identify with facets of $K$) such that $v \subseteq \varphi(w)$ if and only if $w \subseteq \varphi(v)$ and such that $v \notin \varphi(v)$ for all $v, w$ extreme rays of $K$. This is a purely combinatorial property, and we say that in this case $K$ is strongly involutive combinatorially self-dual.

This is a very special type of combinatorial self-duality. We say that a polyhedral cone $K$ is combinatorially self-dual if there exist a bijection from the set of its faces to itself that inverts inclusion. Equivalently, $K$ is combinatorially self-dual if and only if it is combinatorially equivalent to its dual, i.e. the face lattices of $K$ and $K^*$ are isomorphic. We recall that the face lattice of a polyhedral set is simply the set of its faces together with the partial order given by the inclusion. These notions all have analogues for polytopes, replacing duals by polars, and we will make use of polytopes and cones interchangeably throughout this section.

Combinatorial self-duality in general does not need to be even involutive [GS88, Jen89], i.e., a combinatorially self-dual polyhedral cone may not have a slack matrix with symmetric support, much less be strongly involutive.

The study of combinatorial self-duality in the context of polytopes has a long history, specially in three dimensions. Efforts to enumerate these go back to the 19th century [Kir57] and a characterization of combinatorially self-dual 3-polytopes can be found in [AR92]. The strongly involutive version has been recently studied in [BMPA21]. Since strongly involutive combinatorially self-dual polytopes are in one-to-one correspondence to strongly involutive combinatorially self-dual polyhedral cones, one can use this body of literature to generate polyhedral cones that are candidates to being self-dual.

In general, we can make use of enumerations that have been made of combinatorial types of polytopes for fixed dimension and number of vertices. In [BCGM13] we can find complete enumerations of all self-dual 3-polytopes up to 15 vertices (up to combinatorial equivalence), while in [Fir20] we can find the complete enumeration of all 4-polytopes of up to 9 vertices. There seems to be little literature regarding self-duality for polytopes of dimension higher than three so no efforts have been made to enumerate specifically those polytopes. Using these lists as starting points we checked for strong involutive self-duality by simply using brute force and check for each case if there exists a permutation of the columns of the support of the slack matrix that makes it symmetric and nonzero in the diagonal, thus deriving a list of strongly involutive combinatorially self-dual polytopes.

An alternative approach in dimension 3 is to use the results of [BMPA21] to generate directly only 3-polytopes that are strongly involutive combinatorially self-dual, as in that paper they provide a generating procedure guaranteed to generate all of them. We used this approach to double check the results obtained with the previous method and extend it to 3-polytopes of up to 17 vertices.

For three dimensions the results can be seen in Table 1 while for four dimensions we can find it in Table 2. These correspond to polyhedral cones of dimensions four and five respectively. Note that the case for three dimensional polyhedral cones was settled by [BF76]: they have self-dual
vertices 4 5 6 7 8 9 10 11 12 13 14 15 16 17
s.d.  1 1 2 6 16 50 165 554 1908 6667 23556 84048 ? ?
s.i.c.s.d 1 0 1 1 2 4 11 24 72 212 674 2195 7447 25529

Table 1: Number of 3-polytopes with between 4 and 17 vertices that are combinatorially self-dual and strongly involutive combinatorially self-dual.

vertices 5 6 7 8 9
s.d. 1 1 3 13 69
s.i.c.s.d 1 0 1 1 4

Table 2: Number of 4-polytopes with between 5 and 9 vertices that are combinatorially self-dual and strongly involutive combinatorially self-dual.

realizations if and only if they have an odd number of rays, which happens if and only if they are strongly involutive combinatorially self-dual (see also [Jen21, Corollary 4.2]). Here, by a self-dual realization of a cone \( K \) we mean a self-dual cone \( K' \) that is combinatorially equivalent to \( K \).

Having generated these candidates, one still has to verify if they are effectively self-dual, and find an actual self-dual realization. While being strongly involutive combinatorially self-dual is a necessary condition, it is a purely combinatorial one, and there is no reason to believe it to be sufficient.

One very naive approach to finding self-duality in our sense given a strongly involutive combinatorially self-dual cone is to rely on Theorem 3.6. If we have a strongly involutive combinatorial self-duality in a \( d \)-polyhedral cone we have a slack matrix with symmetric support with nonzero elements in the diagonal. We want a nonnegative PSD matrix with rank \( d \) and the same support. Searching for positive semidefinite matrices with fixed zero entries is achievable by semidefinite programming. The only problem is the rank condition, which is extremely hard to enforce. Therefore we chose not to enforce it and try to satisfy only the other conditions.

Basic semidefinite approach: Given a symmetric 0/1 matrix \( M \) with ones in the diagonal, corresponding to the support of the slack matrix guaranteed by the strongly involutive combinatorial self-duality we will solve the semidefinite program:

\[
\begin{align*}
\max_x & \quad \sum_{i,j} X_{ij} \\
\text{s.t.} & \quad X_{ij} = 0 \text{ if } M_{ij} = 0; \\
& \quad X_{ii} = 1 \text{ for all } i; \\
& \quad X \succeq 0.
\end{align*}
\]

Note that not only are we not enforcing the rank, but we are also not directly enforcing the positivity of the non-zero entries, only maximizing their sum. We are also fixing the entries in the diagonal to be one to make the problem compact. Somewhat surprisingly this turns out to be sufficient in many instances.

Straightforwardly solving the program above with MOSEK 8.0.0.60 [ApS17] we already get in most cases of Table 1 (all but around three hundred cases) matrices that are numerically convincingly rank 4, and that have positive entries in all the non-zero prescribed positions. Moreover, whenever the solution from the above semidefinite program fails to be rank 4 or nonnegative, one can try to change the objective to \( \sum_{i,j} c_{ij} X_{ij} \) where the \( c_{ij} \) are random positive numbers.
With that small change we get semidefinite slack matrices in all the instances of Table 1. In fact we can get in all cases matrices whose non-zero prescribed entries are at least $10^{-4}$, the first four eigenvalues roughly in the interval between 1 and 9 and all the rest having absolute value smaller than $10^{-13}$. Note that this accuracy can in practice essentially be arbitrarily improved by doing alternate projections between the set of matrices of rank at most 4 and those with the right support.

Although this does not immediately rigorously prove that all the strongly involutive combinatorially self-dual polyhedral cones with up to 17 vertices in dimension 4 actually have self-dual realizations, since we are not working with exact certificates, it strongly hints at that result. In fact one immediately suspects the following to be true.

**Conjecture 5.1.** All 4-dimensional strongly involutive combinatorially self-dual polyhedral cones have self-dual realizations.

For higher dimensions the data is too small to formulate any educated guess. The 7 examples in Table 2 all seem to have self-dual realizations, since the semidefinite approach yields similarly positive results, but in fact all but two of them are simply pyramids over examples already in Table 1 so we have only two new examples. One interesting avenue of progress would be to see if restricting to strongly involutive combinatorially self-dual polytopes or even simply combinatorially self-dual polytopes could make it possible to extend the enumeration efforts of polytopes to higher dimensions and higher number of vertices, as that would provide us with new novel extreme rays of DNN$^n$ as well as possibly give us some evidence on which to base a more general version of the previous conjecture.

To end the section, one should point out that, although only numerically, the slack matrices attained allow one to derive an approximately negatively self-polar polytope (or self-dual polyhedral cone) for each of the instances. Below we offer an example of that. The code that implements the process above as well as the other matrices we obtained are available in the following link.

[https://github.com/bflourenco/self_dual_slacks](https://github.com/bflourenco/self_dual_slacks)

**Example 5.2.** Applying the algorithm described above to a certain $10 \times 10$ support matrix corresponding to a strongly involutive combinatorially self-dual polytope, we obtained the approximate rank 4 PSD matrix presented below.

$$
M = \begin{pmatrix}
1 & 0.85962 & 0.63085 & 0.60758 & 0 & 0 & 0.32899 & 0.63085 & 0 & 0.60758 \\
0.85962 & 1 & 0.85962 & 0.41395 & 0.41395 & 0 & 0 & 0.85962 & 0 & 0.41395 \\
0.63085 & 0.85962 & 1 & 0.60758 & 0.60758 & 0 & 0 & 0.63085 & 0.32899 & 0 \\
0.60758 & 0.41395 & 0.60758 & 1 & 0 & 0 & 0.54149 & 0 & 0.54149 & 0 \\
0 & 0.41395 & 0.60758 & 0 & 1 & 0.54149 & 0 & 0.60758 & 0.54149 & 0 \\
0 & 0 & 0 & 0 & 0.54149 & 1 & 0.70679 & 0.32899 & 0.70679 & 0.54149 \\
0.32899 & 0 & 0 & 0.54149 & 0 & 0.70679 & 1 & 0 & 0.70679 & 0.54149 \\
0.63085 & 0.85962 & 0.63085 & 0 & 0.60758 & 0.32899 & 0 & 1 & 0 & 0.60758 \\
0 & 0 & 0.32899 & 0.54149 & 0.54149 & 0.70679 & 0.70679 & 0 & 1 & 0 \\
0.60758 & 0.41395 & 0 & 0 & 0 & 0.54149 & 0.54149 & 0.60758 & 0 & 1 \\
\end{pmatrix}
$$

This might not be a slack matrix of a polytope in the sense we introduced them in this paper, as we have scaled the rows and columns. However we can correct that by performing a singular value decomposition, $M = USV^T$. There are only 4 numerically positive singular values, so we can write $M \approx U'U'^T$ where $U'$ is the $10 \times 4$ matrix obtained multiplying each of the first four columns of $U$ by the square root of the corresponding entry of the diagonal of $S$. Finally, by Perron-Frobenius the first column of $U'$ has constant sign, so if we divide it by it we get a $10 \times 4$ matrix $\overline{W} = [1, W]$, where
Figure 4: A negatively self-polar polytope $P$ obtained numerically from our procedure.

$WW^T$ is still approximately PSD and has the same support. The rows of $W$ are then approximately the vertices of a negatively self-polar polytope. In this example we get $W^T$ to be

$$
\begin{pmatrix}
-0.44578 & -0.62782 & -0.44578 & 0.21387 & 0.21387 & 1.5928 & 1.5928 & -0.44578 & 1.5928 & 0.21387 \\
0.42199 & 0 & 0.1889 & 1.4123 & -0.97561 & -0.90532 & 0.62537 & -0.6109 & 0.27994 & -0.43672 \\
0.46176 & 0 & -0.59634 & -0.31113 & -1.0676 & 0.19943 & 0.68431 & 0.13458 & -0.88375 & 1.3787
\end{pmatrix}
$$

By looking at the zeros in the support we can reconstruct and plot the facets and we obtain in this case the polytope $P$ in Figure 4. The cone generated by $\{1\} \times P$ is then numerically self-dual.

Acknowledgements

We thank the referees and the associate editor for their comments, which helped to improve the paper.

References

[AKN20] Paria Abbasi, Andreas Klingler, and Tim Netzer. Approximate completely positive semidefinite rank. arXiv e-prints, 2020.

[ApS17] MOSEK ApS. MOSEK Optimization Suite 8, 2017.

[AR92] Dan Archdeacon and R Bruce Richter. The construction and classification of self-dual spherical polyhedra. Journal of Combinatorial Theory, Series B, 54(1):37–63, 1992.

[Bar78] George Phillip Barker. Perfect cones. Linear Algebra and its Applications, 22:211–221, 1978.

[Bar81] George Phillip Barker. Theory of cones. Linear Algebra and its Applications, 39:263–291, 1981.

[BCGM13] Gunnar Brinkmann, Kris Coolsaet, Jan Goedgebeur, and Hadrien Mélot. House of graphs: a database of interesting graphs. Discrete Applied Mathematics, 161(1-2):311–314, 2013.
[BDSM15] Avi Berman, Mirjam Dür, and Naomi Shaked-Monderer. Open problems in the theory of completely positive and copositive matrices. *Electronic Journal of Linear Algebra*, 29:46–58, 2015.

[BF76] George Philip Barker and James Foran. Self-dual cones in Euclidean spaces. *Linear Algebra and its Applications*, 13(1):147–155, 1976.

[BLP87] George Phillip Barker, Michael Laidacker, and George Poole. Projectionally exposed cones. *SIAM Journal on Algebraic Discrete Methods*, 8(1):100–105, 1987.

[BMPA21] Javier Bracho, Luis Montejano, Eric Pérez, and Jorge Ramírez Alfonsín. Strongly involutive self-dual polyhedra. *Ars Mathematica Contemporanea*, 20(1):143–149, 2021.

[BP94] Abraham Berman and Robert J Plemmons. *Nonnegative matrices in the mathematical sciences*. SIAM, 1994.

[BRS15] Avinash Bhardwaj, Philipp Rostalski, and Raman Sanyal. Deciding polyhedrality of spectrahedra. *SIAM Journal on Optimization*, 25(3):1873–1884, 2015.

[BSM03] Abraham Berman and Naomi Shaked-Monderer. *Completely Positive Matrices*. World Scientific, 2003.

[BW81] Jon Borwein and Henry Wolkowicz. Regularizing the abstract convex program. *Journal of Mathematical Analysis and Applications*, 83(2):495–530, 1981.

[Cha09] Robert Chares. *Cones and interior-point algorithms for structured convex optimization involving powers and exponentials*. PhD thesis, Université catholique de Louvain, 2009.

[Dub62] Lester E. Dubins. On extreme points of convex sets. *Journal of Mathematical Analysis and Applications*, 5(2):237–244, 1962.

[Fay08] Leonid Faybusovich. Several Jordan-algebraic aspects of optimization. *Optimization*, 57(3):379–393, 2008.

[Fir20] Moritz Firsching. The complete enumeration of 4-polytopes and 3-spheres with nine vertices. *Israel Journal of Mathematics*, 2020.

[FK94] Jacques Faraut and Adam Korányi. *Analysis on symmetric cones*. Oxford mathematical monographs. Clarendon Press, Oxford, 1994.

[FMP+12] Samuel Fiorini, Serge Massar, Sebastian Pokutta, Hans Raj Tiwary, and Ronald De Wolf. Linear vs. semidefinite extended formulations: exponential separation and strong lower bounds. In *Proceedings of the forty-fourth annual ACM symposium on Theory of computing*, pages 95–106, 2012.

[FW14] Péter E Frenkel and Mihály Weiner. On vector configurations that can be realized in the cone of positive matrices. *Linear Algebra and its Applications*, 459:465–474, 2014.

[GdLL17] Sander Gribling, David de Laat, and Monique Laurent. Matrices with high completely positive semidefinite rank. *Linear Algebra and its Applications*, 513:122–148, 2017.

[GGK+13] João Gouveia, Roland Grappe, Volker Kaibel, Kanstantsin Pashkovich, Richard Z Robinson, and Rekha R Thomas. Which nonnegative matrices are slack matrices? *Linear Algebra and its Applications*, 439(10):2921–2933, 2013.
[GMTW19] Joao Gouveia, Antonio Macchia, Rekha R. Thomas, and Amy Wiebe. The slack realization space of a polytope. *SIAM J. Discrete Math.*, 33(3):1637–1653, 2019.

[GMTW20] João Gouveia, Antonio Macchia, Rekha R Thomas, and Amy Wiebe. Projectively unique polytopes and toric slack ideals. *Journal of Pure and Applied Algebra*, 224(5), 2020.

[GMW22] João Gouveia, Antonio Macchia, and Amy Wiebe. Combining realization space models of polytopes. *Discrete & Computational Geometry*, pages 1–38, 2022.

[GMW23] Joao Gouveia, Antonio Macchia, and Amy Wiebe. General non-realizability certificates for spheres with linear programming. *Journal of Symbolic Computation*, 114:172–192, 2023.

[GPT13] Joao Gouveia, Pablo A. Parrilo, and Rekha R. Thomas. Lifts of convex sets and cone factorizations. *Mathematics of Operations Research*, 38(2):248–264, 2013.

[GS88] Branko Grünbaum and Geoffrey C Shephard. Is selfduality involutory? *The American Mathematical Monthly*, 95(8):729–733, 1988.

[GT14] M. Seetharama Gowda and D. Trott. On the irreducibility, Lyapunov rank, and automorphisms of special Bishop–Phelps cones. *J. Math. Anal. Appl.*, 419(1):172–184, 2014.

[HJL96] Crista Lee Hamilton-Jester and Chi-Kwong Li. Extreme vectors of doubly nonnegative matrices. *The Rocky Mountain Journal of Mathematics*, pages 1371–1383, 1996.

[IL19] Masaru Ito and Bruno F. Lourenç o. The automorphism group and the non-self-duality of p-cones. *Journal of Mathematical Analysis and Applications*, 471(1):392 – 410, 2019.

[Jen89] Stanislav Jendrol. A non-involutory selfduality. *Discrete mathematics*, 74(3):325–326, 1989.

[Jen21] Alathea Jensen. Self-polar polytopes. In *Polytopes and discrete geometry*, volume 764 of *Contemp. Math.*, pages 101–124. American Mathematical Society, 2021.

[Kir57] Thomas Penyngton Kirkman. XI. on autopolar polyedra. *Philosophical Transactions of the Royal Society of London*, (147):183–215, 1857.

[LLP21] Scott B Lindstrom, Bruno F Lourenço, and Ting Kei Pong. Optimal error bounds in the absence of constraint qualifications with applications to the $p$-cones and beyond. *arXiv preprint arXiv:2109.11729*, 2021.

[Lou21] Bruno F. Lourenç o. Amenable cones: error bounds without constraint qualifications. *Mathematical Programming*, 186(1):1–48, 2021.

[Lov83] László Lovász. Self-dual polytopes and the chromatic number of distance graphs on the sphere. *Acta Sci. Math.(Szeged)*, 45(1-4):317–323, 1983.

[LP15] Monique Laurent and Teresa Piovesan. Conic approach to quantum graph parameters using linear optimization over the completely positive semidefinite cone. *SIAM Journal on Optimization*, 25(4):2461–2493, 2015.
James R Lee, Prasad Raghavendra, and David Steurer. Lower bounds on the size of semidefinite programming relaxations. In Proceedings of the forty-seventh annual ACM symposium on Theory of computing, pages 567–576, 2015.

Bruno F. Lourenço, Vera Roshchina, and James Saunderson. Amenable cones are particularly nice. SIAM Journal on Optimization, 32(3):2347–2375, 2022.

Raphael Loewy and Hans Schneider. Indecomposable cones. Linear Algebra and its Applications, 11(3):235–245, 1975.

Michael Orlitzky. On the symmetry of induced norm cones. Optimization, 71(3):441–447, 2022.

George D Poole and Michael Laidacker. Projectionally exposed cones in R3. Linear Algebra and its Applications, 111:183–190, 1988.

Anupam Prakash, Jamie Sikora, Antonios Varvitsiotis, and Zhaohui Wei. Completely positive semidefinite rank. Mathematical Programming, 171(1):397–431, 2018.

R. T. Rockafellar. Convex Analysis. Princeton University Press, 1997.

Vera Roshchina. Facially exposed cones are not always nice. SIAM J. Optim., 24(1):257–268, 2014.

Chen-Han Sung and Bit-Shun Tam. A study of projectionally exposed cones. Linear Algebra and its Applications, 139:225–252, 1990.

Bit-Shun Tam. A note on polyhedral cones. Journal of the Australian Mathematical Society, 22(4):456–461, 1976.

Hans Raj Tiwary and Khaled Elbassioni. Self-duality of polytopes and its relations to vertex enumeration and graph isomorphism. Graphs and combinatorics, 30(3):729–742, 2014.

R.S. Varga. Matrix Iterative Analysis. Springer Series in Computational Mathematics. Springer Berlin Heidelberg, 2009.

John von Neumann. Functional Operators, Volume 2: The Geometry of Orthogonal Spaces. Princeton University Press, 1950.

Chu Wang and Lihong Zhi. Lifts of non-compact convex sets and cone factorizations. Journal of Systems Science and Complexity, 33(5):1632–1655, 2020.

Mihalis Yannakakis. Expressing combinatorial optimization problems by linear programs. Journal of Computer and System Sciences, 43(3):441–466, 1991.