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Abstract

Majority illusion occurs in a social network when the majority of the network nodes belong to a certain type but each node’s neighbours mostly belong to a different type, therefore creating the wrong perception, i.e., the illusion, that the majority type is different from the actual one. From a system engineering point of view, we want to devise algorithms to detect and, crucially, correct this undesirable phenomenon. In this paper we initiate the computational study of majority illusion in social networks, providing complexity results for its occurrence and avoidance. Namely, we show that identifying whether a network can be labelled such that majority illusion is present, as well as the problem of removing an illusion by adding or deleting edges of the network, are NP-complete problems.

1 Introduction

Social networks shape the way people think. Individuals’ private opinions can change as a result of social influence and a well-placed minority view can become what most people come to believe [Stewart et al., 2019]. There is also a natural tendency for people to connect to individuals similar to them, the so-called homophily (see, e.g. McPherson et al. [2001]), which adds to the potential for a social network to create information bubbles and is amplified even further in modern social media networks (Lee et al. [2019]). The current vaccination debate has brought to the fore the dramatic effects that misperception can have in people’s lives [Johnson et al., 2020] and made it clear how important it is to design social networks where participants receive the most unbiased information possible.

When individuals use their social network as a source of information, it can happen that minority groups are more “visible” as a result of being better placed, which makes them overrepresented in many friendships’ groups. Sometimes these minorities can be so well placed that many or even most individuals “see” them as majorities - a phenomenon called majority illusion. Majority illusion was originally introduced by Lerman et al. [2016] who studied the existence of social networks in which most agents belong to a certain binary type, but most of their peers belong to a different one. Thus,
they acquire the wrong perception, i.e., the illusion, that the majority type is different from the actual one. Figure 1 gives an example of this.

Figure 1: An instance of majority illusion. The well-placed red minority is seen as a majority by everyone

Majority illusion has important consequences when paired with opinion formation. If for example individuals are influenced by the majority of their friends to change their mind, i.e., they abide to the well-known threshold model (Granovetter [1978]), then majority illusion means that the overrepresented minorities become stable majorities. As such it is important to predict the occurrence of majority illusions in a network and, crucially, how a given network can be transformed so that this undesirable phenomenon is eliminated.

Some analysis of majority illusion is already present in the literature. Lerman et al. [2016], for example, studied network features that correlate with having many individuals under illusion. In particular, the study demonstrated how disassortative networks, i.e. those in which highly connected agents tend to link with lowly connected ones, increase the chances of majority illusion. However, the computational questions of checking whether a network admits majority illusion and, crucially, how this can be corrected, are still unanswered.

Network transformation has shown important applications in the context of election manipulation (see, e.g., Castiglioni et al. [2021]), influence maximisation [Zhou and Zhang, 2021], anonymisation (see, e.g., Kapron et al. [2011]) and of $k$-core maximization (see, e.g., Chitnis and Talmon [2018], Zhou et al. [2019]). Applying optimal network transformation techniques for illusion elimination is therefore a natural and important challenge.

**Our contribution.** In this paper we initiate the algorithmic analysis of majority illusion in social networks, focusing on two computational questions. First, we are interested in which networks allow for the possibility of illusion, i.e., whether there is a labelling of the nodes such that a specified fraction of agents is under illusion. We show that such problem is NP-complete for every fraction strictly greater than $\frac{1}{2}$ by a non-trivial reduction from the NP-complete problem 3-SAT. Further, we focus on the problem of eliminating illusion from a network, by modifying the agents’ connectivity with a constraint on the number of edges which can be added or eliminated. We show that checking if it is possible to alter the structure of the network to ensure that at most a given fraction of agents is under illusion is NP-complete, reducing from the NP-complete problem 2P2N-SAT.
Other related work. Our results are also connected to a number of research lines in various AI-related areas.

Opinion Manipulation. Our work is directly related to computational models of social influence, notably the work of Auletta et al. [2020], where networks and initial distribution of opinions are identified such that an opinion can become a consensus opinion following local majority updates. In this context, it is important to observe that when all nodes are under majority illusion, a synchronous majoritarian update causes an initial minority to evolve into a consensus in just one step. Other notable models include Doucette et al. [2019] who studied the propagation of possibly incorrect opinions with an objective truth value in a social network, and the stream of papers studying the computational aspects of exploiting (majoritarian) social influence via opinion transformation [Bredereck and Elkind, 2017; Auletta et al., 2020, 2021; Castiglioni et al., 2020].

Network Manipulation. An important research line has looked at how to transform a social network structure with applications in the voting domain. Wilder and Vorobeychik [2018], e.g., studied how an external manipulator having a limited budget can select a set of agents to directly influence, to obtain a desired outcome of elections. In a similar setting, Faliszewski et al. [2018] studied “bribes” of voters’ clusters.

Social Choice on Social Networks. Our research aligns with the work in computational social choice, in particular strategic voting [Meir, 2018] and iterative voting (e.g., Meir et al. [2017]; Reijngoud and Endriss [2012]) where decision-making happens sequentially. Of relevance are also the recently found connections between iterative voting and social networks (Wilczynski [2019], Baumeister et al. [2020]).

There are also various other accounts of paradoxical effects in social networks which are related to our work, such as the friendship paradox, according to which, on average, individuals are less well-connected than their friends (see, e.g. Hodas et al. [2013], Alipourfard et al. [2020]). Exploiting a similar paradox, Santos et al. [2021] recently showed how false consensus leads to the lack of participation in team efforts.

Paper structure. Section 2 provides the basic setup and definitions. Section 3 focuses on checking whether illusion can occur in a network while Section 4 studies illusion elimination. Section 5 concludes the paper presenting various potential future directions. Some proofs are omitted and can be found in the appendix.

2 Preliminaries

Our model features a set $N$ of agents, connected in a graph $(N, E)$, with $E \subseteq N^2$. Throughout the paper we will consider undirected graphs, requiring $E$ to be symmetric. Furthermore, we assume that $E$ is irreflexive, i.e. that $E$ does not include self-loops. We call such a graph a social network. For $i \in N$ we denote as $E(i) = \{ j \in N : E(i, j) \}$ the set of agents that $i$ is following. Furthermore, a network $(N, E)$ is an extension of $(N, E')$ if $E' \subseteq E$. Similarly, if $E \subseteq E'$, we say that $(N, E)$ is a subnetwork of $(N, E')$. 

3
**Labellings.** We will work with social networks where each of the agents has an opinion, which we model as a labelling (or a colouring) over two possible alternatives. So, we consider *labelled social networks*, in which every node is assigned its alternative (colour). Throughout the paper we assume a binary set of colours $C = \{b, r\}$ (blue and red).

**Definition 1** (Labelled Social Network). A labelled social network is a tuple $(N, E, f)$, where $(N, E)$ is a social network and $f : N \rightarrow C$ is a labelling which assigns an alternative to each agent.

Further, given a labelling $f$ of a social network $(N, E)$, we denote the set of red nodes $\{i \in N : f(i) = r\}$ as $R_f$ and the set of blue nodes $\{i \in N : f(i) = b\}$ as $B_f$. Moreover, for a set $S \subseteq N$, $R_f^S$ is the set of red nodes in $S$, while $B_f^S$ is the set of blue nodes in $S$. We omit $f$ if clear from the context.

We will further distinguish between the majority option in the entire social network and the majority option from an agent’s perspective, while only considering *strict* majority. It is worth noting that under such a definition, a majority winner does not exist if the number of nodes labelled blue is the same as of those labelled red. So, given a labelled social network $SN = (N, E, f)$, we denote the colour adopted by the strict majority in $SN$ as the *majority winner* ($W_{SN}$). Formally, a colour $c$ is a majority winner in $SN$ if and only if $|\{n \in N : f(n) = c\}| > |\{n' \in N : f(n') \neq c\}|$. Similarly, for an agent $i$, $W_{SN}^i$ is the majority option in $i$’s (open) neighbourhood. Formally, a colour $c$ is a majority winner in $i$’s neighbourhood if and only if $|\{n \in E(i) : f(n) = c\}| > |\{n' \in E(i) : f(n') \neq c\}|$. Henceforth, where relevant, we will assume without loss of generality that blue is the majority winner in a network.

We are now ready to define the concept of *majority illusion*, that occurs when a certain number of agents has a wrong perception of which colour is the majority winner in the network. We say that an agent $i \in N$ is under illusion if $W_{SN}$ and $W_{SN}^i$ exist, while $W_{SN}^i \neq W_{SN}$.

**Definition 2** ($q$-majority illusion). Let $q \in \mathbb{Q} \cap [0, 1]$. Then, a $q$-majority illusion is a labelled social network $SN = (N, E, f)$ such that at least $q \cdot |N|$ agents are under illusion.

For a given social network $(N, E)$, fraction $q$ and a function $f : N \rightarrow C$, we say that $f$ induces a $q$-majority illusion, if $(N, E, f)$ is a $q$-majority illusion. When not confusing, we will sometimes only say that $f$ induces illusion. If there is a labelling of a network $SN$ which induces $q$-majority illusion, then we say that $SN$ admits a $q$-majority illusion. Also, for a network $(N, E)$ and $n, n' \in N$ such that $E(n) = n'$, we say that $n$ is a dependant of $n'$. Let us further observe, that if a labelling $f$ induces 1-majority illusion for a network $(N, E)$ and $n$ is a dependant of $n'$, then $f(n') = r$. Finally, for a labelled network $(N, E, f)$ and $i \in N$ we define the margin of victory for $i$ as $|B_f^{E(i)}| - |R_f^{E(i)}|$.
3 Verifying Illusion

We are interested in finding the complexity of checking, for a specific $q$, if a given network admits a $q$-majority illusion.

$q$-MAJORITY ILLUSION:
Input: Social network $SN = (N,E)$.
Question: Is there a colouring $f: N \rightarrow C$ such $f$ induces a $q$-majority illusion?

We now prove that $q$-MAJORITY ILLUSION is NP-complete for every rational $q \in (\frac{1}{2}, 1]$, by providing a reduction from the NP-complete problem 3-SAT for every such $q$. In 3-SAT we check the satisfiability of a CNF formula in which all clauses have exactly three literals (see, e.g. Papadimitriou [2003]). We say that such a formula is in 3-CNF. We describe the constructions and sketch the main lines of the proof, which can be found in complete form in the appendix.

Let $\varphi$ be a formula in 3-CNF. We commence with constructing a social network which we call the encoding of $\varphi$, or $E_\varphi = (N,E,f)$. We will further show that it admits 1-majority illusion if and only if $\varphi$ is satisfiable, entailing the NP-hardness of 1-MAJORITY ILLUSION. Finally, for each $q \in (\frac{1}{2}, 1]$ we construct $E^q_\varphi$ append a non-trivial network construction to $E_\varphi$. We then conclude the proof showing that $E^q_\varphi$ admits a $q$-majority illusion iff $\varphi$ is satisfiable.

Variable, clause, and balance gadgets. For a formula $\varphi$ in 3-CNF, we denote the set of variables in $\varphi$ as $P_\varphi = \{p_1, \ldots, p_m\}$, and the set of clauses in $\varphi$ as $C_\varphi = \{C_1, \ldots, C_n\}$. The first step is to encode propositional variables. For a variable $p_i$, we define a subnetwork called variable gadget as depicted in Figure 2. We refer to the nodes in the bottom pair of the gadget as literal nodes. Also, we call the left literal node $p_i$, and the right $\neg p_i$.

**Lemma 1.** A labelling of a variable gadget (considered as a separate network) induces a 1-majority illusion only if exactly one of the nodes in the bottom pair is labelled $r$.

We say that a labelling of a variable gadget is of type A if it induces a 1-majority illusion and $f(p_i) = r$. Symmetrically, we say that a labelling is of type B if it induces illusion and $f(\neg p_i) = r$. It is worth to observe that labellings of type A and of type B are unique.

![Figure 2: Variable gadget of type A in the left network, and of type B in the right network. The gadgets above correspond to $p_i$, and we refer to the left node in the bottom pair as $p_i$, and to the right as $\neg p_i$.](image-url)
As a second step, we define clause gadgets, associated to each clause \( C_j \in C_\varphi \), as depicted in Figure 3. The top three nodes outside of the dashed rectangle are literal nodes and do not belong to the gadget. Then, a clause gadget consists of sixteen nodes, including a 5-clique. In this structure, three members of the clique are adjacent to two dependants each and to one additional node, which we call a co-dependant. The three co-dependants form a clique in this gadget. Members of the five-clique which are adjacent to a co-dependant, are also adjacent to particular literals nodes. For every literal \( L \) in the \( C_j \), \( L \) is adjacent to exactly one of the mentioned members of the clique and at most one literal node is adjacent to each member of a clause gadget. Connections between literal nodes and a clause gadget are shown in the Figure 3. The remaining two nodes in the 5-clique have one dependant each.

![Figure 3: Clause gadget, corresponding to a clause \((L_1, L_2, L_3)\), enclosed in the dashed rectangle. The top three nodes are literals](image)

Observe that in any labelling of this gadget inducing 1-majority illusion all members of the 5-clique need to be labelled \( r \), as each of them has a dependant. Further, for a labelling of this gadget in which blue is the majority winner to induce 1-majority illusion only two nodes outside of the clique can be labelled \( r \). Otherwise, at least eight nodes in the gadget would be labelled \( r \) and thus \( b \) would not be the unique majority winner. Also, note that at least two co-dependants need to be labelled red in order for all of three of them to be under illusion. So, in a labelling of this gadget which induces 1-majority illusion, exactly 7 nodes are labelled red.

**Lemma 2.** There exists a labelling of a clause gadget (not as a separate network) which induces 1-majority illusion with blue being a majority winner in this structure if and only if at least one node is adjacent to a literal node labelled \( r \).

The final component of the encoding of \( \varphi \) is the balance gadget. Given a natural number \( k \geq 2 \), if \( k \) is even, it consists of \( \frac{k}{2} \) pairs of nodes. Otherwise, it consists of \( \frac{k+1}{2} \) pairs of nodes, and 1 triple of nodes.

**Encoding of a 3-CNF formula.** We are now ready to construct a social network starting from a 3-CNF formula \( \varphi \). Firstly, for every \( p \in P_\varphi \) create a variable gadget as in Figure 2. Further, for every clause \( C_i = \{L_1^i, L_2^i, L_3^i\} \) in \( C_\varphi \) create a clause gadget as in Figure 3, with the literal nodes corresponding to \( L_1^i \) adjacent to the top left member of the 5-clique, corresponding to \( L_2^i \) to the central top member, and corresponding to \( L_3^i \) to the top right member. As a final step, create a balance gadget with \( k = m+2n-1 \).
Observe that as there are $m + 2n - 1$ nodes in the balance gadget, the total number of nodes in the encoding of $\varphi$ is $12m + 18n - 1$.

Let us first observe a few facts regarding any labellings of $E_\varphi$ for a formula $\varphi$ in 3-CNF which induces a 1-majority illusion. First note that $E_\varphi$ contains $m$ variable gadgets, with 11 nodes each. As observed earlier, in every labelling of $E_\varphi$ which induces 1-majority illusion, at least 5 nodes have to be labelled $r$ in every variable gadget. Furthermore, $E_\varphi$ contains $n$ clause gadgets, with 16 nodes each. Note that in a labelling of $E_\varphi$ which induces 1-majority illusion at least 7 nodes need to be labelled $r$ in every clause gadget, as the 5 clique has to be labelled all $r$ due to the presence of dependants, and at least 2 co-dependants need to be labelled red, as otherwise some of the nodes in the bottom 3-clique would not be under illusion. Observe further that in all labellings of the encoding of $\varphi$ that induce a 1-majority illusion, all $m + 2n - 1$ members of the balance gadget are labelled red. Hence, due to the presence of the balance gadget, any labelling of $E_\varphi$ which induces a 1-majority illusion contains at least $6m + 9n - 1$ red nodes and at most $6m + 9n$ blue nodes, while blue has at most a margin of victory of 1.

**Lemma 3.** In a labelling of $E_\varphi$ which induces a 1-majority illusion every variable gadget is of type A or type B.

So, every labelling of $E_\varphi$ which induces 1-majority illusion corresponds to a unique valuation over $P_\varphi$, where a variable $p_i$ is said to be true if the labelling of the variable gadget corresponding to $p_i$ is of type A, and false if it is of type B. Note also that, as we argued before, a labelling of $E_\varphi$ can only induce 1-majority illusion if at least one node in every clause gadget is adjacent to a literal node labelled $r$. Finally, observe that if every variable gadget is of type A or type B, and least one node in every clause gadget is adjacent to a literal node labelled $r$, we can find a labelling of $E_\varphi$ which induces illusion, as depicted in Figures 2 and 3, with all nodes in the balance gadget labelled red. We are now ready to show that for every formula $\varphi$ in 3-CNF, $E_\varphi$ admits 1-majority illusion if and only if $\varphi$ is satisfiable.

**Lemma 4.** Let $\varphi$ be a formula in 3-CNF. Then, $\varphi$ is satisfiable if and only if $E_\varphi$ admits 1-majority illusion.

**Proof.** Let us consider a formula $\varphi$ in 3-CNF with the set of variables $P_\varphi = \{p_1, \ldots, p_m\}$ and the set of clauses $C_\varphi = \{C_1, \ldots, C_n\}$. Then, let us construct the encoding $E_\varphi$ and show that it admits 1-majority illusion if and only if $\varphi$ is satisfiable. Suppose that it is. Then, take a model $M$ of $\varphi$ and construct the following labelling of $E_\varphi$. Colour variable gadgets so that for a gadget corresponding to $p_i$, it is of type A if if $p_i$ is true in $M$, and of type B otherwise. Note that as $M$ is a model of $\varphi$, by construction of $E_\varphi$, at least one node in every clause gadget is adjacent to a literal node labelled $r$. So, there is a labelling of $E_\varphi$ which induces 1-majority illusion. Further, suppose that $\varphi$ is not satisfiable. Then, assume towards contradiction, that there is a labelling $f$ of $E_\varphi$ which induces 1-majority illusion. Observe that as $f$ induces 1-majority illusion, it corresponds to a unique valuation $V$ over $P_\varphi$, where a variable $p_i$ is true in $V$ if it's corresponding gadget is labelled in type A, and false if it is labelled in type B. Furthermore, observe that as $\varphi$ is not satisfiable, there exists a clause $C_j \in C_\varphi$ such that
for every literal $L$ in $C_j$, $L$ is false in $V$. But this entails that all literal nodes adjacent to the clause gadget corresponding to $C_\phi$ are labelled $b$. But then $f$ does not induce 1-majority illusion, which contradicts the assumptions.

We now show some further properties of $E_\phi$. Given a 3-CNF formula $\varphi$, let $I_\phi = 6m + 9n - 1$, where $m$ is the number of variables and $n$ the number of clauses in $\varphi$. Observe that this is the maximum number of nodes which can be labelled red in $E_\phi$ if blue is the strict majority colour in this network.

**Lemma 5.** For every 3-CNF formula $\varphi$, $k \leq I_\phi$ and any labelling $f$ of $E_\phi$ such that $R_f = I_\phi - k$, the number of nodes under illusion in $E_\phi$ under $f$ is at most $|N| - k$.

We also need the following technical lemma.

**Lemma 6.** Let $q$ be a rational number in $(\frac{1}{2}, 1)$, and $k > 0$ be a natural number. Then, there exists a natural number $h^*$ such that $\frac{k + h^*}{k + 2h^*} \geq q$, but $\frac{k + h^* - 1}{k + 2h^*} < q$.

We refer to such a number as $h^*_k,q$. It is not difficult to show that we can compute $h^*_k,q$ in polynomial time. This observation is crucial to ensure that the intended reduction is constructable in polynomial time.

We are now ready to prove the main result of this section. To show that $q$-MAJORITY ILLUSION is NP-hard for a particular, rational $q$ in $(\frac{1}{2}, 1)$, we construct a network $E_\phi^q$ for every formula $\varphi$ in 3-CNF. We start with constructing $E_\phi$ and set of $h^*_k,q_\phi$ pairs of nodes. Then, it follows from Lemma 4, as well as Lemmata 5 and 5 that $E_\phi^q$ admits $q$-majority illusion if and only if $\varphi$ is satisfiable. The details of the proof can be found in the appendix. Observe further that $q$-MAJORITY ILLUSION is in NP, as one can easily check the number of nodes under illusion in a labelled network. This concludes the proof of the following theorem:

**Theorem 1.** $q$-MAJORITY ILLUSION is NP-complete for every rational $q$ in $(\frac{1}{2}, 1)$.

### 4 Eliminating Illusion

We now turn to the problem of reducing the number of nodes under illusion in a given labelled network, by modifying the connections between them. Namely, we consider the problem of checking if it is possible to ensure that a $q$-majority illusion does not hold in a labelled network by altering only a bounded number of edges.

**$q$-ILLUSION ELIMINATION:**

*Input:* $SN = (N, E, f)$ such that $f$ induces $q$-majority illusion in $SN$, $k \in \mathbb{N}$ such that $k \leq |E|$.

*Question:* Is there a $SN' = (N, E', f)$ such that $|\{(e \in N^2 : e \in E \text{ iff } e \notin E')\} | \leq k$ and $f$ does not induce $q$-majority illusion in $SN'$?

Subsequently, we consider the problem of eliminating a $q$-majority illusion just by adding edges to the network.
ADDITION $q$-ILLUSION ELIMINATION:

Input: $SN = (N, E, f)$ s.t. $f$ induces $q$-majority illusion in $SN$, $k \in \mathbb{N}$ such that $k \leq |E|$.

Question: Is there a $SN' = (N, E', f)$ such that $SN$ is a subnetwork of $SN'$, $|E'| - |E| \leq k$ and $f$ does not induce $q$-majority illusion in $SN'$?

Finally, we can give an analogous definition for REMOVAL $q$-ILLUSION ELIMINATION, which looks for subnetworks of $SN$ obtained by removing at most $k$ edges such that an existing $q$-illusion is eliminated.

In this section we will show that these problems are NP-complete for every rational $q$ in $(0, 1)$ by reduction from 2P2N-SAT problem, which has been shown to be NP-complete. In 2P2N-SAT it is checked if a CNF formula in which every variable appears twice in the positive, and twice in the negative form is satisfiable (see Berman et al. [2004]). We will commence with showing that $q$-ILLUSION ELIMINATION is NP-complete for every rational $q$ in $(0, 1)$. We begin by presenting the structures that will form our reduction, and then sketch the main lines of the proof, which can be found in complete form in the appendix.

$k$-Pump-up gadget. Let us construct what we call a $k$-pump-up gadget. For a natural number $k \geq 1$ we create $k + 4$ blue nodes which are not connected to each other. In addition we construct 4 red nodes, which are also not connected to each other. Furthermore, let each red node in the gadget be connected to all blue nodes in this structure. Observe that if a $k$-pump-up gadget is embedded in a network in which blue is the majority winner, then $k + 4$ nodes are under illusion in this structure, while 4 are not. Also, for every blue node $i$ in the gadget, the margin of victory of $i$ is $-4$.

$k$-Pump-down gadget. Let us further construct what we call a $k$-pump-down gadget. For an uneven, natural $k \geq 3$ the $k$-pump-down gadget is a $k$-clique in which blue has the majority of 1. Also, for an uneven, natural $k \geq 4$ we construct a gadget for $k - 1$ and a disjoint red node. Observe that if a $k$-pump-down gadget is embedded in a network in which blue is the majority winner, then all $k$ members of the structure are not under illusion. Moreover, if a blue node in the gadget would be adjacent to an additional red node, then it would be pushed into illusion.

We also need the following technical lemmas.

**Lemma 7.** For every pair of natural numbers $m, k > 0$ and any rational number $q$ in $(0, 1)$ such that $\frac{m}{k} < q$ there exists an $h$ such that $\frac{m+h}{k+h+1} < q$ but $\frac{m+h+1}{k+h+1} \geq q$.

We will further denote such a number as $h^\#_{m,k,q}$, or $h^\#$ if $m$, $k$ and $q$ are clear from the context.

**Lemma 8.** For every rational number $q \in (0, 1)$ and $m, k \in \mathbb{N}$ such that $\frac{m}{k} \geq q$ there is a natural $h$ such that $\frac{m}{k+h} < q$, but $\frac{m+1}{k+h+1} \geq q$.

We denote such a number as $h^+_{m,k,q}$, or $h^+$ if $m$, $k$ and $q$ are clear from the context.

We are now ready to construct the labelled social network which we will call an encoding of a formula $\varphi$ in 2P2N form, with the set of variables $P_{\varphi} = \{p_1, \ldots, p_m\}$.
and the set of clauses $C_\varphi = \{C_1, \ldots, C_n\}$. We also refer to such a network as $E_\varphi = (N, E, f)$.

**Variable, clause, and balance gadgets.** Let us start with describing what we call a variable gadget. For every variable $p_i \in P_\varphi$, construct two triples of nodes labelled blue, $\{p_i^1, p_i^2, p_i^3\}$ and $\{-p_i^1, -p_i^2, -p_i^3\}$. Let all literal nodes form a clique. We say that the first of them corresponds to the literal $p_i$, while the second to $-p_i$, and call members of these triples literal nodes. Further, for every literal $L$ let us construct a node $A_L$, labelled blue, which we call an auxiliary node of $L$ and let auxiliary nodes form a clique. For each literal $L$, let $A_L$ be adjacent to all literal nodes not corresponding to $L$. Also, for every variable $p_i$ let us construct a node $E_i$, labelled blue, which we call the extra node of $p_i$. Furthermore, for each variable $p_i$, let $E_i$ be adjacent to all auxiliary nodes and literal nodes not corresponding to $p_i$ or $-p_i$, and let all extra nodes form a clique.

In addition, let us construct what we call a clause gadget. For every clause $C_i \in C_\varphi$, let us create a verifier node $v_{C_i}$, labelled blue. We say that this node corresponds to $C_i$. Furthermore, for each clause $C_i$ and each literal $L$ not in $C_i$, let $v_{C_i}$ be adjacent to all literal nodes corresponding to $L$, as well as all auxiliary and extra nodes. Finally, for each clause $C_i$, create a group of $3|\neg P^i| + 3|P_\varphi| + 1$ nodes labelled red, where $\neg P^i$ is the set of literals which are not in $C_i$. Let all nodes corresponding to members of $\neg P^i$ be adjacent to $v_{C_i}$. Observe that in an extension of the encoding of $\varphi$ in which one additional node labelled blue is adjacent to $v_{C_i}$ (and no edges from red nodes are added to the network), illusion is eliminated from this node.

In addition, for every auxiliary node $A_L$ create a group of nodes labelled red, adjacent to $A_L$, of the size such that there number of red nodes in the neighbourhood of $A_L$ is greater than of those labelled blue by exactly 3. Namely, let the size of such a group be $9|P_\varphi| + |C_\varphi| - 1$. Similarly, for every literal node $p_j^L$ construct a group of nodes labelled red, adjacent to $p_j^L$ such that there is one more red node in the neighbourhood of $L_j^L$ than blue. Namely, let there be $9|P_\varphi| + \neg C^L - 2$ nodes adjacent to $L_j^L$, where $C^L$ is the number of clauses in which $L$ does not appear. Also, for every extra node $E_i$, construct a group of red nodes adjacent to $E_i$ of the size such that there is one more red node in the neighbourhood of $E_i$, than the number of blue nodes in the neighbourhood of $E_i$. Namely let there be $6|P_\varphi| + 9|P_\varphi| - 6$ such nodes. Finally, create a group of disconnected blue nodes of the minimal size sufficient for blue to be the strict majority in the encoding of $\varphi$. 
**Budget and requirement.** We call $|P_\varphi|$ the requirement, or $r_\varphi$. Also, we call $|P_\varphi|$ the budget, or $b_\varphi$. We say that network $E'_\varphi = (N, E', f)$ satisfies the requirement and the budget if $|\{e \in N^2 : e \in E \iff e \notin E'\}| \leq b_\varphi$ while less than $r_\varphi$ nodes are under illusion in $E'_\varphi$.

**Observations on modifications satisfying the budget and the requirement.** Let us first observe that the only nodes under illusion are literal nodes, extra nodes, auxiliary nodes and verifier nodes. Therefore, it is sufficient to eliminate the illusion from all literal, extra and verifier nodes, as well as from the half of auxiliary nodes to meet the requirement. Furthermore, one can verify that there is no network satisfying the budget and the requirement in which some node is pushed into illusion. In addition, if no literal node is pushed into illusion, one can verify that if illusion is eliminated from more than a half of auxiliary nodes, then at least 1 extra node would remain under illusion.

For a variable gadget corresponding to $p_i$ such that in an extension $SN'$ of the encoding of $\varphi$ the illusion has been eliminated from $E_i$ and from one of the auxiliary nodes, we say that $p_i$ is false in $SN'$ if the illusion was eliminated from $A_{p_i}$, and true if it has been eliminated from $A_{\neg p_i}$. Furthermore, observe that in a network which satisfies budget and requirement, at least one auxiliary node is not under illusion in every variable gadget. Moreover, observe that by construction, in every network satisfying the budget and the requirement, exactly one edge to a blue node is added to each literal node. This entails that in every network satisfying the budget and the requirement, each verifier node $v_{C_i}$ is adjacent to a literal node corresponding to some true literal in $C_i$.

**Lemma 9.** For every formula $\varphi$ in 2P2N form, there is a network $E'_\varphi = (N, E', f)$ which satisfies the requirement and the budget if and only if $\varphi$ is satisfiable.

**Proof.** Take a formula $\varphi$ in 2P2N form. First, suppose it is not satisfiable. Let us further suppose, towards contradiction, that there exists a network $E'_\varphi$ satisfying the budget and the requirement. As $\varphi$ is not satisfiable, for every valuation $V$ over $P_\varphi$ there is a clause $C_i$ such that no literal in $C_i$ is true in $V$. Further, let $V$ be a valuation over $P_\varphi$ in which a literal $L$ is true if and only if it is true in $E'_\varphi$. But this means that, by previous observations, there needs to exist a verifier node $v_{C_i}$ which is not adjacent to a literal node corresponding to some true literal in $C_i$. So, $E'_\varphi$ does not satisfy the budget and the requirement which contradicts the assumptions.

Suppose now that $\varphi$ is satisfiable. Let us construct a network $E'_\varphi$ satisfying the requirement and the budget. As $\varphi$ is satisfiable, there exists a valuation $V$ over $P_\varphi$ such that, for every clause $C_i$, there is a literal $L$ in $C_i$ which is true in $V$. Connect now edges between all literal nodes corresponding to literals false in $V$ and auxiliary nodes. Then, for every literal $L$ true in $E_\varphi$, construct an edge between node $L$ and an extra node. Finally, for every clause $C_i$, add an edge between $v_{C_i}$ and exactly one literal node corresponding to a literal true in $SN$, represented in $C_i$. Note that this is always possible since $V$ is a model of $\varphi$. Notice further that $\varphi$ is in 2P2N form. Therefore, as $L$ occurs twice in $\varphi$, we can ensure that at most one edge is added between a node corresponding to $L$ and a verifier node. Finally, for every literal node $L^i$ still under illusion, add an edge between $L^i$ and any blue node in the encoding of $\varphi$. But then, in
the constructed subnetwork, only $|P_\varphi|$ nodes are under illusion, and edges have been added between $6|P_\varphi|$ pairs of nodes. Thus, the encoding of $\varphi$ satisfies the requirement and the budget.

The above observations are sufficient to prove the main result of this section. To show that $q$-ILLUSION ELIMINATION is NP-complete for a given rational $q \in (0,1)$, we construct a labelled network $E^q_\varphi$ for every formula $\varphi$ in 2P2N form. First, we construct $E_\varphi$. Let $I_{\varphi}$ denote the number of nodes under illusion in $E_\varphi$. Then, if $\frac{I_{\varphi} - r_\varphi}{|N|} < q$, we add a $h^{|N|-r_\varphi,b_\varphi,q}$-pump-up gadget. Otherwise, we add a $h^{+|N|-r_\varphi,b_\varphi,q}$-pump-down gadget. It follows from Lemma 5, as well as Lemmata 5 and 5 that in both cases the $q$-majority illusion can be eliminated from $E^q_\varphi$ if and only if $\varphi$ is satisfiable. Notice further that $q$-ILLUSION ELIMINATION is in NP. Thus, NP-completeness of the problem follows.

Theorem 2. $q$-ILLUSION ELIMINATION is NP-complete for every rational $q \in (0,1)$.

Furthermore, NP-completeness of ADDITION $q$-ILLUSION ELIMINATION and REMOVAL $q$-ILLUSION ELIMINATION can be shown with a reduction similar to the one in the proof of Theorem 2, which can be found in the appendix.

Theorem 3. ADDITION $q$-ILLUSION ELIMINATION and REMOVAL $q$-ILLUSION ELIMINATION are NP-complete for every rational $q \in (0,1)$.

5 Conclusions

We have provided non-trivial constructions showing the algorithmic hardness of checking if it is possible to find a colouring of a social network in which a specified fraction of agents is under illusion, and of checking if the number of agents under illusion can be reduced to a desired level by modifying the connections between them. Our research opens a number of directions for further investigations. Let us mention a few particularly interesting ones.

- Establishing the complexity of checking if a network admits a $q$-majority illusion for fractions smaller than or equal to $\frac{1}{2}$ remains open (cf. Theorem 1).

- There are social networks that do not admit a illusion but do admit a “plurality illusion”, i.e., misperceiving the more popular option, if three or more were to be used (see the Appendix for such an example). This is particularly relevant for voting contexts such as elections with multiple candidates.

- Real-world social networks often show a high level of clustering, i.e., agents with many connections in common also tend to be connected themselves (see, e.g., Fox et al. [2020]). It is of interest to study how the “level” of clustering can impact the existence of illusion and our complexity results. For example, a network where any pair of nodes with a common connection is also connected, does not admit 1-majority illusion.
• Similarly, while our results show the hardness of the problems studied in the general case, identifying well-known graph parameterisations (e.g., treewidth of the network) under which they are fixed-parameter tractable is a natural direction of research that is motivated by our results. Note that trees do not admit 1-majority illusion.
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Appendix

Proof of Theorem 1

Lemma. 1. A labelling of a variable gadget (considered as a separate network) induces a 1-majority illusion only if exactly one of the nodes in the bottom pair is labelled $r$.

Proof. Observe that a labelling of this gadget (considered as a separate network) induces a 1-majority illusion only if exactly one of the nodes in the bottom pair is labelled $r$. To see that this observation holds, notice that all nodes in the 4-clique need to be labelled $r$ for the 1-majority illusion to hold, as all of them have at least one dependant. Further, as there are eleven nodes in the gadget, only five of them can be labelled $r$ for a labelling to induce the 1-majority illusion in such a structure (considered as a separate network). But 1-majority illusion will not be induced for this structure if nodes $p_i$ and $\neg p_i$ situated at the bottom of the variable gadget are both labelled $b$. Indeed, if, in some labelling of the gadget which induces 1-majority illusion, $p_i$ and $\neg p_i$ were labelled $b$, then at least one of the nodes in the 4-clique would not be under illusion, which is not possible. This holds as, by the definition of 1-majority illusion, all of the nodes in the clique are labelled with $r$ and at least six nodes in the gadget are labelled $r$, in a labelling of a variable gadget which induces illusion. It implies that one of the nodes in the clique would be linked to three red nodes and three blue nodes.

Lemma. 2. There exists a labelling of a clause gadget (not as a separate network) which induces 1-majority illusion with blue being a majority winner in this structure if and only if at least one node is linked to a literal node labelled $r$.

Proof. Suppose that there is such a node in the clause gadget, call it $L$. Then a labelling inducing 1-majority illusion in the gadget can be constructed as in Figure 3, where $L$ is the left-top member of the clique. On the contrary, if all literal nodes linked to members of a clause gadget were labelled $b$, the illusion could not hold, as then for all members of the gadget linked to literal nodes we would need to have at least one dependant or co-dependant labelled $r$. Otherwise, we would have at least as many red as blue members of these nodes’ respective neighbourhoods. But then, as in a labelling of the gadget inducing 1-majority illusion we would also need the 5-clique to be labelled $r$, in such a labelling there would be at least as many red as blue nodes in the gadget.

Lemma. 3. In a labelling of $E_\varphi$ which induces 1-majority illusion every variable gadget is of type A or type B.

Proof. Indeed, in such a gadget at least one literal node needs to be labelled red for the bottom nodes in the 4-clique to be under illusion. On the other hand, one of them needs to be blue, as otherwise blue would not be the majority colour in $E_\varphi$.

Lemma. 5. For every 3-CNF formula $\varphi$, $k \leq I_\varphi$ and any labelling $f$ of $E_\varphi$ such that $R_f = I_\varphi - k$, the number of nodes under illusion in $E_\varphi$ under $f$ is at most $|N| - k$.

Proof. Consider a 3-CNF formula $\varphi$ and $k \leq I_\varphi$, as well as a labelling $f$ of $E_\varphi$ such $R_f = I_\varphi - k$. We will show that the number of nodes under illusion in $E_\varphi$ under $f$ is at most $|N| - k$. Let us denote as $A$ the set of all 4-cliques variable gadgets of $E_\varphi$. 
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Moreover, let \( B' \) be the set of all members of 5-cliques in clause gadgets. Also, let \( C \) be the set of all literal nodes, and \( D \) be the set of all co-dependants in clause gadgets. Further, let \( E \) be the set of all nodes in the balance gadget, and \( F \) be the set of all other nodes. Observe that each node in \( F \) is a dependant of some node outside of \( F \). Let us state some initial observations. Firstly, notice that \( E \).

Moreover, by construction of \( E_{\varphi} \), \(|A| + |B'| + \frac{|C|}{2} + \frac{2|D|}{3} + |E| = I_{\varphi} \). Further, we will present crucial properties of sets \( A, B', C, D \) and \( E \). Observe that as each node \( i \in A \) has a dependant, then there is a set \( N_A \subseteq F \) with \(|N_A| = |B^A|\) such that for every \( i \in N_A \), \( i \) is under illusion. Similarly, as each node \( i \in B' \) has a dependant, then there is a set \( N_{B'} \subseteq F \) with \(|N_{B'}| = |B^{B'}|\) such that for every \( i \in N_{B'} \), \( i \) is not under illusion. Further, let \( M_C = |B^C| - \frac{|C|}{2} \) if \(|B^C| - \frac{|C|}{2} > 0 \) and let \( M_C = 0 \) otherwise. Observe that as \(|C|\) is even, \( M_C \) is a natural number. Also, let \( I_C \) be the set of members of \( A \) which are linked to 2 blue literal nodes but are under illusion. Observe further that for a variable gadget corresponding to some \( p_i \), if both literal nodes in the gadget are labelled blue, then each of the 2 members of \( A \) linked to them is under illusion only if its dependant is labelled red. Thus, \( 2 \cdot M_c \geq |I_\varphi| \).

Also, notice that for every triple \( T \) of co-dependants in a clause gadget corresponding to some clause \( C_t \), if less than 2 members of \( T \) are labelled red, then all members of \( T \) are not illusion. Moreover, if 2 of them are labelled red, then all nodes in \( T \) are under illusion. Then, let \( M_D = |B^D| - \frac{2|D|}{3} \) if \(|B^D| > \frac{2|D|}{3} \), and let \( M_D = 0 \) otherwise. Note that \(|D|\) is divisible by 3, so \( M_D \) is a natural number. Furthermore observe, that the number of nodes not under illusion in \( D \) is at least \( \frac{3}{2} \cdot M_D \). Let us also observe that given the set \( B^E \), the number of nodes not under illusion in \( E \) is greater or equal to \(|B^E|\). Furthermore, observe that \(|A| + |B'| + \frac{|C|}{2} + \frac{2|D|}{3} + |E| = I_{\varphi} \) and at most \( I_{\varphi} \) nodes are labelled red in \( E_{\varphi} \). Also, as for every \( i \in I_C \) there is a \( j \in F \) labelled red, we have that \(|B^A| + |B^{B'}| + |B^C| + |B^D| + |B^E| \geq k + \frac{|C|}{2} + \frac{|D|}{3} + |I_C| \). Also, notice that by properties of \( A, B' \) and \( E \), we have that the number of nodes not under illusion in \( E_{\varphi} \) is at least \(|B^A| + |B^{B'}| + |B^E| \). Further, there are at least \( \frac{3}{2} \cdot M_D \) additional nodes under illusion. Lastly, there are at least \( 2 \cdot M_C - |I_C| \) additional nodes under illusion which, as we observed before, is greater than 0. Let us now show that there are at least \( k \) nodes not under illusion in \( E_{\varphi} \). Suppose that \( M_C \geq |I_C| \). Then, the claim follows immediately, as we know that \(|B^A| + |B^{B'}| + |B^E| + M_C + M_D \geq k \). Also, if \( M_C < |I_C| \), then \(|B^A| + |B^{B'}| + |B^E| + M_D > k \), which entails that the number of nodes not under illusion in \( E_{\varphi} \) is at least \( k \).

**Lemma.** 6. Let \( q \) be a rational number in \((\frac{5}{4}, 1)\), and \( k > 0 \) be a natural number. Then, there exists a natural number \( h^* \) such that \( \frac{k + h^*}{k + 2h^*} \geq q \), but \( \frac{k + h^* - 1}{k + 2h^*} < q \).

**Proof.** Take a \( k \in \mathbb{N}_+ \) and a fraction \( q \in \mathbb{Q} \cap (\frac{5}{4}, 1) \). Observe that if \( \frac{a}{b} = 1 \), then the claim holds immediately. So, we will only consider fractions such that \( \frac{a}{b} < 1 \). Then, we define a function \( f: \mathbb{N} \rightarrow \mathbb{Q} \) such that for a natural \( h \), \( f(h) = \frac{k + h}{k + 2h} \). Observe first that \( f(0) = 1 \). Also, \( f \) is strictly downwards monotone, and is bounded by \( \frac{1}{2} \). But then, as \( q \in (\frac{5}{4}, 1) \), there needs to exist a maximal \( h \) such that \( f(h) \geq q \), and as \( f \) is strictly downwards monotone, \( f(h + 1) < q \). We denote such a number as \( h^* \). Notice now that (1): \( \frac{k + h^*}{k + 2h^*} \geq \frac{a}{b} \) by definition of \( h^* \). Note further that if \( \frac{k + h^*}{k + 2h^*} = \frac{a}{b} \), then
the claim holds immediately. Let us assume then that \( \frac{k+h^*-1}{k+2h^*} < \frac{a}{2} \). Further, suppose towards contradiction that (2): \( \frac{k+h^*-1}{k+2h^*} \geq \frac{a}{2} \). Also observe that (3) \( \frac{k+h^*-1}{k+2h^*} < \frac{a}{2} \). Now, from (1) we get that \( b(k + h^*) \geq a(k + 2h^*) \). Also, from (2) we get that \( b(k + h^*-1) \geq a(k + 2h^*) \), which is equivalent to \( bk + bh^* - b \geq ak + 2ah^* \), and also to \( -bk - bh^* + b \leq -ak - 2ah^* \). We denote this inequality as \( \alpha \). Also, from (3) we have \( b(k + h^*+1) < a(k + 2h^* + 2) \), which is equivalent to \( bk + bh^* + b \leq ak + 2ah^* + 2a \). We denote this inequality as \( \beta \). By adding \( \alpha \) and \( \beta \) we get that \( 2b \leq 2a \), which is impossible since \( a < b \).

**Theorem 1.** \( q \)-MAJORITY ILLUSION is NP-complete for every rational \( q \) in \((\frac{1}{2}, 1]\).

**Proof.** Take any rational \( q \) in \((\frac{1}{2}, 1]\). First, observe that \( q \)-MAJORITY ILLUSION is in NP. We will now show that it is NP-hard by reduction from 3-SAT.

Consider a 3-CNF formula \( \varphi \) with the set \( P_\varphi = \{p_1, \ldots, p_n\} \) of variables and the set \( C_\varphi = \{C_1, \ldots, C_m\} \) of clauses. Let us construct what we call a \( q \)-encoding of \( \varphi \). First, let \( E_\varphi \) be a subnetwork of the \( q \)-encoding of \( \varphi \). Moreover, construct \( h^*_{|E_\varphi|, q} \) pairs of nodes, such that nodes in each such pair are connected to each other, but not to any other node in the network. We call this set of pairs \( H \). Observe further that the \( q \)-encoding of \( \varphi \) can be constructed in polynomial time. Also, by Lemma 6, the \( q \)-encoding of \( \varphi \) is a \( q \)-majority illusion for some labelling \( f \) if at least \(|E_\varphi| + h^*_{|E_\varphi|, q} \) nodes are under illusion in \( f \).

Let us show that the \( q \)-encoding of \( \varphi \) admits \( q \)-majority illusion if and only if \( \varphi \) is satisfiable. First, suppose that \( \varphi \) is satisfiable. Then observe that as \( \varphi \) is satisfiable, by Lemma 4 \( E_\varphi \) admits 1-majority illusion as a separate network. Hence, there is a labelling of the \( q \)-encoding of \( \varphi \) such that exactly \( I_\varphi \) nodes in \( E_\varphi \), as well as one of nodes in each additional pairs are labelled red, and \(|E_\varphi| + h^*_{|E_\varphi|, q} \) nodes are under illusion. Hence, the \( q \)-encoding of \( \varphi \) admits \( q \)-majority illusion.

Suppose now that \( \varphi \) is not satisfiable. Then, suppose that there is a labelling \( f \) of the \( q \)-encoding of \( \varphi \) which induces \( q \)-majority illusion. Let us first observe that if less than \( h^*_{|E_\varphi|, q} \) are labelled red in \( H \), then \( f \) does not induce \( q \)-majority illusion. Indeed, if it was the case, then less than \( h^*_{|E_\varphi|, q} \) nodes in \( H \) would be under illusion, and hence the number of nodes under illusion in the \( q \)-encoding of \( \varphi \) would be strictly smaller than \(|E_\varphi| + h^*_{|E_\varphi|, q} \). But then, as \( f \) induces \( q \)-majority illusion, at least \( h^*_{|E_\varphi|, q} \) nodes are labelled red in \( H \). So, the number of nodes labelled red in \( E_\varphi \) is smaller or equal to \( I_\varphi \). If it is equal to \( I_\varphi \), then the number of nodes under illusion in \( H \) is \( h^*_{|E_\varphi|, q} \), but as \( \varphi \) is not satisfiable, not all members of \( E_\varphi \) are under illusion, and hence \( f \) does not induce \( q \)-majority illusion. Now, suppose that less than \( I_\varphi \) nodes are labelled red in \(|\varphi| \). Let \( k = |I_\varphi - R_\varphi| \). Further, let us denote as \( M \) the maximum number of nodes under illusion in \( E_\varphi \) if \( I_\varphi \) nodes are labelled red in this subnetwork. Now, by Lemma 5 we have that the number of nodes under illusion is at most \( M - k \). But then, the number of nodes labelled red in \( H \) is at most \( h^*_{|E_\varphi|, q} + k \), and hence the number of nodes under illusion in the \( q \)-encoding of \( \varphi \) is at most \( M - k + h^*_{|E_\varphi|, q} \), which is smaller than \(|E_\varphi| + h^*_{|E_\varphi|, q} \) since \( M < |E_\varphi| \).
Proof of Theorem 2

Lemma. 7. For every pair of natural numbers $m, k > 0$ and any rational number $q$ in $(0, 1)$ such that $\frac{m}{k} < q$ there exists an $h$ such that $\frac{m + h}{k + h + 4} < q$ but $\frac{m + h + 1}{k + h + 4} \geq q$.

Proof. Take any such $k, m$ and $q$, and let $q = \frac{a}{b}$. We define a function $f_{m,k,q} : \mathbb{N} \rightarrow \mathbb{Q}$ such that for a natural number $h$, $f_{k,m,q} = \frac{m + h}{k + h + 4}$. Firstly observe that as $\frac{a}{b} < q$ it holds that $f_{m,k,q}(0) < q$. Moreover, observe that $f_{k,m,q}$ is strictly increasing and bounded by 1. Therefore, there exists an $h \in \mathbb{N}$ such that $f_{m,k,q}(h) < q$ while $f_{m,k,q}(h + 1) \geq q$. We call such a number $h^\#$. Then, suppose towards contradiction that $\frac{m + h^\# + 1}{k + h^\# + 4} < \frac{a}{b}$. Then, we have that $b(m + h^\# + 1) < a(k + h^\# + 4)$, which is equivalent to $a(m + h^\#) + 4a > b(m + h^\#) + b$. We denote this inequality as $\alpha$. Additionally, as $f_{k,m,q}(h^\# + 1) \geq q$, we know that $\frac{m + h^\# + 1}{k + h^\# + 4} \geq \frac{a}{b}$. So, $a(k + h^\# + 5) \leq b(m + h^\# + 1)$, and thus $-a(k + h^\# + 5) \geq -b(m + h^\# + 1)$. This is equivalent to $-a(k + h^\#) - 5a \geq -b(m + h^\# + 1)$. We denote this inequality as $\beta$. By adding $\alpha$ and $\beta$ we get that $-a \geq 0$, so $a \leq 0$. But this is impossible since $\frac{a}{b} > 0$.

Lemma. 8. For every rational number $q \in (0, 1)$ and $m, k \in \mathbb{N}$ such that $\frac{m}{k} \geq q$ there is a natural $h$ such that $\frac{m}{k + h} < q$, but $\frac{m + 1}{k + h} \geq q$.

Proof. Take any such $m, k$ and $q$, and let $q = \frac{a}{b}$. We define a function $g_{m,k,q} : \mathbb{N} \rightarrow \mathbb{Q}$ such that for a natural number $h$, $g_{k,m,q} = \frac{m + h}{k + h + 4}$. Observe that $g_{m,k,q}$ is strictly decreasing and bounded by 0. So, there exists a natural $h$ such that $g_{m,k,q}(h) < q$ but $g_{m,k,q}(h - 1) \geq q$, as $q > 0$. We will further call $h^+_{m,k,q}$. Then, suppose towards contradiction that $\frac{m + 1}{k + h_{m,k,q}} < \frac{a}{b}$. We will further call $h_{m,k,q}^+$ as $h^+$ for brevity. Then, we have that $bm + b < ak + ah^+$, and so $-bm - b > -ak - ah^+$. We denote this inequality as $\alpha$. Also, notice that by definition of $h^+$ we get that $\frac{m + 1}{k + h_{m,k,q}} \geq \frac{a}{b}$. So, $bm \geq ak + ah^+ - a$. We denote this inequality as $\beta$. By adding $\alpha$ and $\beta$ we get that $-b \geq -a$, and so $a \leq b$ which is impossible since $\frac{a}{b} < 1$.

Theorem. 1. $q$-ILLUSION ELIMINATION is NP-complete for every rational $q \in (0, 1)$.

Proof. Consider any rational $q \in (0, 1)$. First, observe that $q$-ILLUSION ELIMINATION is in NP. Let us further construct a network $E'_{q'}$ for a 2P2N formula $\varphi$. The first component of $E'_{q'}$ is $E'. \frac{\ell_{E'_{q'}}}{|E'|} < q$, then construct a pump up gadget for $k = h_{|N|-r_{q'},b_{q'},q}'$. Otherwise, construct a pump down gadget for $k' = h_{|N|-r_{q'}-b_{q'},q}'$. Let us now show that the answer to $q$-ILLUSION ELIMINATION for $E'_{q'}$ and $b_{q'}$ is positive if and only if $\varphi$ is satisfiable.

$(\Rightarrow)$ Suppose that $\varphi$ is satisfiable. We will show that the answer to $E'_{q'}$ and $b_{q'}$ is positive. We denote as $|E'_{q'}|$ the number of nodes in $E'_{q'}$. Let us first consider the case in which $\frac{\ell_{E'_{q'}}}{|E'|} < q$. Then observe that as $\varphi$ is satisfiable, by Lemma 6 we have that it is possible to find a subnetwork $E'_{q'}$ of $E'$ in which $b_{q'}$ edges are eliminated, and where illusion was eliminated from $r_{q'}$ nodes. But then, by Lemma 7 we get that
\[
\frac{L_{E_{\varphi}} - r_{\varphi} + b_{\varphi}}{L_{E_{\varphi}} - r_{\varphi} + b_{\varphi} + k'} \leq q. \text{ So we can construct a netnetwork of } E_{\varphi} \text{ in which only } b_{\varphi} \text{ edges altered but } q\text{-majority illusion does not hold. Similarly, if } \frac{L_{E_{\varphi}} - r_{\varphi}}{|E_{\varphi}|} \geq q \text{ we observe that by Lemma 8 we get that } \frac{L_{E_{\varphi}} - r_{\varphi}}{|E_{\varphi}|} + k \leq q. \text{ So, we get that as we can eliminate illusion from } r_{\varphi} \text{ nodes in } E_{\varphi} \text{ by modifying } b_{\varphi} \text{ edges. But then we can construct a subnetwork of } E_{\varphi} \text{ in which only } b_{\varphi} \text{ edges are removed but } q\text{-majority illusion does not hold. }
\]

\[ (\Leftarrow) \text{ Suppose now that } \varphi \text{ is not satisfiable. We will show that the answer to the considered problem for } E_{\varphi} \text{ and } b_{\varphi} \text{ is negative. let us first consider the case in which } \frac{L_{E_{\varphi}} - r_{\varphi}}{|E_{\varphi}|} \leq q. \text{ Notice that by Lemma 7 that the minimum number of nodes from which illusion needs to be removed for } q\text{-majority illusion not to hold in } E_{\varphi} \text{ is } r_{\varphi}. \text{ Furthermore observe that in the pump up gadget, the minimum number of edges which is needed to be added to eliminate the illusion from a single node is greater than 4. Moreover, there is a set of nodes } S \text{ under illusion in } E_{\varphi} \text{ such that for every } i \in S, \text{ illusion can be eliminated from } i \text{ by adding 3 edges, without pushing any node under illusion. Further, as } \varphi \text{ is not satisfiable, by Lemma 6 we get that at it is not possible to remove the illusion from at least } r_{\varphi} \text{ nodes in } E_{\varphi}. \text{ But then, it is also not possible to remove the illusion from at least } r_{\varphi} \text{ in } E_{\varphi}. \text{ The reasoning for the case in which } \frac{L_{E_{\varphi}} - r_{\varphi}}{|E_{\varphi}|} \geq q \text{ is symmetric.} \]

\[ \square \]

**Proof of Theorem 3**

Let us show that ADDITION q-ILLUSION ELIMINATION is NP-complete for every rational \( q \in (0, 1) \). To do that, we will provide a reduction of ADDITION q-ILLUSION ELIMINATION from 2P2N-SAT for every such \( q \).

Let us construct the labelled social network which we will call an encoding of a formula \( \varphi \) in 2P2N form, or \( E_{\varphi} = (N, E, f) \). We assume that \( \varphi \) has a set of variables \( P_{\varphi} = \{p_1, \ldots, p_m\} \) and a set of clauses \( C_{\varphi} = \{C_1, \ldots, C_n\} \).

**Variable, clause and balance gadgets**  Let us describe what we call a variable gadget. For every variable \( p_i \in P_{\varphi} \) construct two triples of nodes labelled blue, \( \{p_i^1, p_i^2, p_i^3\} \) and \( \{-p_i^1, -p_i^2, -p_i^3\} \). We say that the first of them corresponds to the literal \( p_i \), while the second to the literal \( \neg p_i \). We call nodes in such triples literal nodes. Further, for the literal triple corresponding to a literal \( L \), construct a node \( A_L \), which we call an auxiliary node. Let \( A_L \) be linked to all literal nodes except from the triple corresponding to \( L \). Furthermore, for every auxiliary node \( A_L \) construct a group of red nodes \( R_L \) of size \( 6|C_{\varphi}| - 3 \), and link them to \( A_L \). Notice that by construction the illusion is eliminated from \( A_L \) if it is linked to three additional blue nodes and that it is already linked to all literal nodes not corresponding to \( L \). Also, for a variable \( p_i \), construct a red node \( E_i \), which we call an extra node. Let it be linked to all literal nodes except from the nodes corresponding to \( p_i \) or \( \neg p_i \). Furthermore, for every node \( E_p \), construct a group of red nodes \( R'_p \) of size \( 6|P_{\varphi}| - 5 \). Notice that by construction of the gadget, the illusion is eliminated from \( E_p \) if it is linked to one additional blue node and that it is already linked to all literal nodes not corresponding to \( p_i \) or to \( \neg p_i \).

The construction for a variable \( p_i \) is depicted in Figure 5.
Furthermore, let us define what we call a clause gadget. For every clause \( C_i \in C_\phi \) construct what we call a verifier node \( v_{C_i} \). Further, let \( L_i \) denote the number of literals in \( C_i \). Construct a group of \( 6n - 3L_i + 1 \) red nodes and link them to \( v_{C_i} \). Furthermore, let \( v_{C_i} \) be linked to all literal nodes corresponding to literals not represented in \( C_i \). Notice that \( v_{C_i} \) is linked to \( 6n - 3L_i \) blue nodes. Hence, it is sufficient to link \( v_{C_i} \), to one additional blue node to eliminate illusion from it, but it cannot be achieved by linking it to a literal node corresponding to a literal outside of \( C_i \).

The construction of a clause gadget is depicted in Figure 6.

Also, for every triple corresponding to a literal \( L \), create what we call a balance gadget. Let \( B_L \) denote the number of clauses that \( L \) is not in. Then, for a node \( v \) in the triple corresponding to \( L \) construct and link to \( v \) a minimal number blue nodes such that after linking them to \( v \), blue has majority of 2 in the neighbourhood of \( v \). Namely, this number amounts to \( B_L + 3|P_\phi| - 1 \). Also, let each of these blue nodes be linked to a newly constructed red node. Observe that the newly connected blue nodes have the same number of blue and red neighbours.

A balance gadget is depicted in Figure 7.

Finally, connect all constructed red nodes other than verifier, auxiliary and extra nodes into a clique. Also, add the minimal number of disconnected blue nodes sufficient for blue to be the strict majority colour in the encoding.
**Budget and requirement**  Let \( I_\varphi \) denote the total number of nodes which are under illusion in the encoding of \( \varphi \). In the constructed instance of **Bounded Illusion Elimination** we require that in a constructed social network \( SN' = (N, E, f) \) extending the encoding of \( \varphi \), \(|\{n \in N : W_{SN'}^n = r\}| \leq I_\varphi - |C_\varphi| - 2|P_\varphi| \) and that connections between not more than \(|C_\varphi| + 4|P_\varphi|\) pairs of nodes are added to the encoding. We call \(|C_\varphi| + 2|P_\varphi|\) the *requirement* and denote it as \( r_\varphi \). We further call \(|C_\varphi| + 4|P_\varphi|\) the *budget* and denote it as \( b_\varphi \). We say that such a network \( SN' \) satisfies the budget and the requirement.

**Observations on networks satisfying the budget and requirement**  Let us show that in any such extension of the encoding of \( \varphi \), illusion is eliminated from all clause nodes, extra nodes and a half of the auxiliary nodes. To see that it is enough to notice that, by construction, these nodes maximize the sum of margins of victory among the sets of nodes under illusion of size \(|C_\varphi| + 2|P_\varphi|\), and that this sum is equal to \(|C_\varphi| + 4|P_\varphi|\). As a consequence of this observation we get that in any network extending the encoding of \( \varphi \) satisfying the budget and requirement, no node is pushed into illusion.

Let us also observe that in a network extending the encoding of \( \varphi \) satisfying the budget and requirement, for a variable \( p_i \), illusion is eliminated from exactly one of \( A_{p_i} \) and \( A_{\neg p_i} \). Notice that as a consequence of this observation we get that the choice of auxiliary nodes from which illusion is eliminated corresponds to a valuation over \( P_\varphi \), in which a literal \( L \) is true if illusion has not been eliminated from \( A_L \), and false otherwise.

**Lemma. 10.** For every formula \( \varphi \) in 2P2N form, \( E_\varphi' \) is a subnetwork of some network \( E_\varphi \) including at most \( k \) edges not present in \( E_\varphi \) and less than \( b_\varphi \) are under illusion in \( E_\varphi' \) if and only if \( \varphi \) is satisfiable.

**Proof.** Take a formula \( \varphi \) in 2P2N form. Let us show that the answer to **Addition of Illusion Elimination** given the encoding of \( \varphi \) and specified requirement and budget is positive if and only if \( \varphi \) is satisfiable.

\((\Rightarrow)\) Suppose that \( \varphi \) is not satisfiable. Suppose further that there exists a network \( SN \) extending the encoding of \( \varphi \) which satisfies the budget and requirement. Recall that the choice of auxiliary nodes from which illusion is eliminated corresponds to a valuation \( V \) over \( P_\varphi \). Further, since \( \varphi \) is not satisfiable, \( V \) is not a model of \( \varphi \). Therefore, there must exist a clause node \( v_{c_i} \) such that for every literal \( L \) in \( C_i \), \( L \) is false in \( V \). So, all nodes corresponding to \( L \) have been linked to \( A_L \). Hence, by construction no blue node can be linked to \( v_{c_i} \) without being pushed into illusion. Hence, illusion cannot be eliminated from \( v_{c_i} \) without some node being pushed into illusion. Hence, \( SN \) cannot satisfy the budget and the requirement.

\((\Leftarrow)\) Suppose now that \( \varphi \) is satisfiable. Let us show that it is possible to remove illusion from \(|C| + 2|V|\) nodes without any node being pushed into illusion by adding at most \(|C| + 4|V|\) edges to the encoding. Take a model \( M \) of \( \varphi \), which exists since \( \varphi \) is satisfiable. Notice that for every clause \( C_j \) there is a literal \( L \) in \( C_j \) which is true in \( M \). Denote such a literal as \( L_i \). Observe that since \( \varphi \) is in 2P2N, for every literal \( L \) there are at most two clauses \( C_j, C_k \) such that \( L_j = L_k = L \). Let us now construct an extension of the encoding of \( \varphi \) satisfying the budget and requirement. Link every
clause node \( v_{c_k} \) to a node corresponding to \( L_k \), with no literal node having an added link to more than one clause node. Note that this is possible since every literal \( L \) only appears twice in \( \varphi \) and there are three nodes corresponding to \( L \). Observe that, by construction, illusion is eliminated from \( |C_\varphi| \) clause nodes and no literal node was pushed into illusion. Further, notice that since \( M \) is a model of \( \varphi \), for every variable \( p_i \), there is a literal \( L_i \in \{ p_i, \neg p_i \} \) such that nodes corresponding to \( L \) where not used to eliminate illusion from clause nodes. Then, for every variable \( p_i \) select such a literal \( L_i \). Link all nodes corresponding to \( L_i \) to \( A_{L_i} \). Finally, observe that for every literal \( L \) such that the nodes corresponding to \( L \) were not linked to \( A_L \), there is at least one node corresponding to \( L \) which can be linked to a red node without being pushed into illusion. For every variable \( p_i \), link such a node to \( E_{p_i} \). Notice that then the illusion was eliminated from \( 2|V| \) nodes by adding \( 4|V| \) edges to the encoding of \( \varphi \). So, the illusion has been removed from \( |C_\varphi| + 2|P_\varphi| \) nodes without any node being pushed into illusion by adding at most \( |C_\varphi| + 4|P_\varphi| \) edges to the encoding. Hence, the defined extension of the encoding of \( \varphi \) satisfies the budget and requirement.

\[ \square \]

**Lemma 11.** Bounded \( q \)-Illusion Elimination is NP-complete for every rational \( q \in (0, 1) \).

**Proof.** Consider any rational \( q \in (0, 1) \). First, observe that Bounded Removal \( q \)-Illusion Elimination is in NP. Let us further construct a network \( E_{\varphi}^q \) and a number \( k \) for a 2P2N formula \( \varphi \) such that the answer to Bounded Removal \( q \)-Illusion Elimination for \( E_{\varphi}^q \) and \( k \) is positive if and only if \( \varphi \) is satisfiable.

In the considered instance we will check whether we can find a subnetwork of \( E_{\varphi}^q \) in which edges have been remove between at most \( b_\varphi \) pairs of nodes and in which \( q \)-majority illusion does not hold. The first component of \( E_{\varphi}^q \) is \( E_{\varphi} \). If \( \frac{I_{E_{\varphi}} - r_{E_{\varphi}}}{|E_{\varphi}|} < q \), then construct a pump up gadget for \( k = h^+_{|E_{\varphi}| - r_{E_{\varphi}}, b_\varphi, q} \). Otherwise, if \( \frac{I_{E_{\varphi}} - r_{E_{\varphi}}}{|E_{\varphi}|} \geq q \), construct a pump down gadget for \( k = h^-_{|E_{\varphi}| - r_{E_{\varphi}}, b_\varphi, q} \). Let us now show that the answer to Bounded Removal \( q \)-Illusion Elimination for \( E_{\varphi}^q \) and \( b_\varphi \) is positive if and only if \( \varphi \) is satisfiable.

(\( \Rightarrow \)) Suppose that \( \varphi \) is satisfiable. We will show that the answer to \( E_{\varphi}^q \) and \( b_\varphi \) is positive. Let us first consider the case in which \( \frac{I_{E_{\varphi}} - r_{E_{\varphi}}}{|E_{\varphi}|} < q \). Then observe that as \( \varphi \) is satisfiable, by Lemma 12 we have that it is possible to find a subnetwork \( E'_\varphi \) of \( E_{\varphi} \) in which \( b_\varphi \) edges are eliminated, and where illusion was eliminated from \( r_\varphi \) nodes. But then, by Lemma 7 we get that \( \frac{I_{E_{\varphi}} - r_{E_{\varphi}} + h^+_{|E_{\varphi}| - r_{E_{\varphi}}, b_\varphi, q}}{I_{E_{\varphi}} - r_{E_{\varphi}} + h^-_{|E_{\varphi}| - r_{E_{\varphi}}, b_\varphi, q} + 4} < q \). So we can construct a subnetwork of \( E_{\varphi}^q \) in which only \( b_\varphi \) edges are removed but \( q \)-majority illusion does not hold.

Similarly, if \( \frac{I_{E_{\varphi}} - r_{E_{\varphi}}}{|E_{\varphi}|} \geq q \) we observe that by Lemma 8 we get that \( \frac{I_{E_{\varphi}} - r_{E_{\varphi}}}{|E_{\varphi}| + h^+_{|E_{\varphi}| - r_{E_{\varphi}}, b_\varphi, q}} < q \). So, we get that as we can eliminate illusion from \( r_\varphi \) nodes in \( E_{\varphi} \) by eliminating \( b_\varphi \) edges. But then we can construct a subnetwork of \( E_{\varphi}^q \) in which only \( b_\varphi \) edges are removed but \( q \)-majority illusion does not hold.

(\( \Leftarrow \)) Suppose now that \( \varphi \) is not satisfiable. We will show that the answer to \( E_{\varphi}^q \)
and $b_\varphi$ is negative. Let us first consider the case in which $\frac{L_\varphi - r_\varphi}{|E_\varphi|} < q$. Notice that by Lemma 5 that the minimum number of nodes from which illusion needs to be removed for $q$-majority illusion not to hold in $E_\varphi$ is $r_\varphi$. Furthermore observe that in the pump up gadget, the minimum number of edges which is needed to be added to eliminate the illusion from a single node is greater than 4. Moreover, there is a set of nodes $S$ under illusion in $E_\varphi$ such that for every $i \in S$, illusion can be eliminated from $i$ by adding 3 edges, without pushing any node under illusion. Further, as $\varphi$ is not satisfiable, by Lemma 12 we get that it is not possible to remove the illusion from at least $r_\varphi$ nodes in $E_\varphi$. But then, it is also not possible to remove the illusion from at least $r_\varphi$ in $E_q\varphi$.

The reasoning for the case in which $\frac{L_\varphi - r_\varphi}{|E_\varphi|} \geq q$ is symmetric.

We will further show that BOUNDED REMOVAL $q$-ILLUSION ELIMINATION is NP-complete for every rational $q \in (0, 1)$. To show that, we will provide a reduction of BOUNDED REMOVAL $q$-ILLUSION ELIMINATION from 2P2N-SAT problem for every such $q$.

Let us construct the labelled social network which we will call an encoding of a formula $\varphi$ in 2P2N form, with a set of variables $P_\varphi = \{p_1, \ldots, p_m\}$ and a set of clauses $C_\varphi = \{C_1, \ldots, C_l\}$. We will also refer to it as $E_\varphi$.

**Variable, clause, and balance gadgets** Let us construct the encoding of a formula $\varphi$ in 2P2N form, with a set of variables $P_\varphi = \{p_1, \ldots, p_k\}$ and a set of clauses $C_\varphi = \{C_1, \ldots, C_l\}$. For convenience, for a literal $L$ we denote as $C_L$ the set of clauses in which $L$ appears. Let us start with describing what we call a variable gadget. For every variable $p_i \in P_\varphi$, let us construct two triples of nodes labelled red, $\{p^1_i, p^2_i, p^3_i\}$ and $\{\neg p^1_i, \neg p^2_i, \neg p^3_i\}$. We say that the first of them corresponds to the literal $p_i$, while the second to $\neg p_i$, and call members of such triples literal nodes. Further, for every literal $L$ construct a node $A_L$, labelled blue, which we call an auxiliary node of $L$. For a literal $L$, let $A_L$ be connected to all nodes in the triple corresponding to $L$. Furthermore, for every literal $L$ and every node $L'$ in the triple corresponding to $L$, construct a group of $|C_L| + 2$ red nodes and link them to $L'$. Moreover, for every such node $n$ linked to $L'$, create a blue node, link it to $n$ and let all such blue nodes form a clique. Also, for every variable $p_i$ construct a node $E_i$ labelled blue, which we call an extra node of $p_i$. For a variable $p_i$, let $E_i$ be linked to all nodes in the triples corresponding to $p_i$ and $\neg p_i$. Finally, for every variable $p_i$ create five nodes labelled blue, and let them be linked to $E_i$.

![Figure 8: Variable gadget for the variable $p_i$.](image-url)
In addition, let us construct what we call a **clause gadget**. For every clause $C_i \in C_\varphi$ let us create a **verifier node** $v_{C_i}$, labelled blue. We say that it corresponds to $C_i$. Furthermore, for every literal $L$ in $C_i$, let all nodes in the triple of literal nodes corresponding to $L$ be linked to the $v_{C_i}$. Finally, for a clause $C_i$, let us create a group of $3 \cdot |P_i| - 1$ nodes labelled blue, connected to $v_{C_i}$, where $P_i$ is the set of literals in $C_i$. It is important to notice that in every network which is a subnetwork of the encoding of $|\varphi|$ where the illusion is eliminated from $v_{C_i}$, at least one edge is removed from $v_{C_i}$ and the nodes corresponding to literals in $C_i$. This condition is also sufficient for the elimination of illusion from $v_{C_i}$. Also, notice that the only node in the clause gadget corresponding to $C_i$ which is under illusion is $v_{C_i}$.

![Figure 9: Clause gadget for the clause $C_k$.](image)

Observe that by construction blue is the strict majority colour in the encoding of $\varphi$. Also, let there be no edges in the encoding of $\varphi$ other than those defined before. Observe further that in the encoding of $\varphi$ there exactly $3|P_\varphi| + |C_\varphi|$ nodes under illusion.

Also, observe that in each variable gadget, the only nodes under illusion are auxiliary nodes and extra nodes. It is also worth noting that in every subnetwork of the encoding of $\varphi$, in which a node $A_L$ is not under illusion, all edges between $A_L$ and literal nodes are removed. Similarly, in a subnetwork of the encoding of $\varphi$ in which an extra node $E_i$ is not under illusion, at least one edge between $E_i$ and a literal nodes is removed.

**Budget and requirement** Furthermore, we will show that for some specific $k, m \in \mathbb{N}$ it holds that in some subnetwork of $E_\varphi$ in which at most $k$ edges are eliminated there are at most $m$ nodes under illusion if and only if $\varphi$ is satisfiable. In the constructed instance of **Bounded Removal Illusion Elimination** we check the existence of a subnetwork of the encoding of $\varphi$ in which at most $|P_\varphi|$ nodes are under illusion, and in which edges are removed not more than $3 \cdot |P_\varphi|$ nodes. We call $|P_\varphi|$ **requirement**, and we name $3 \cdot |P_\varphi|$ as **budget**, or $b_\varphi$. We also say that such a network satisfies the requirement and the budget.

**Observations on modifications satisfying the budget and the requirement** Let us firstly observe that in the encoding of $\varphi$ there exactly $|C_\varphi| + 3 \cdot |P_\varphi|$ nodes under illusion, namely all clause, auxiliary and extra nodes. Furthermore, observe that the only red nodes they are linked to are literal nodes. Finally, let us notice that in a network satisfying the budget and the requirement the maximum number of nodes from which the illusion is eliminated amounts to the number of clause nodes, extra nodes and half of auxiliary nodes. This holds as, following previous observations, it is sufficient
and necessary for a clause node or for an extra node to eliminate one edge between it and a literal node, in order to eliminate the illusion from this node. Furthermore, it is sufficient and necessary to eliminate to eliminate three edges between an auxiliary node and literal nodes to ensure that it is not under illusion. This entails that in a network satisfying the requirement and the budget, illusion is eliminated from all clause nodes, extra nodes and a half of the auxiliary nodes. Also, one can verify that in such a network no node is pushed into illusion.

In addition, let us observe that in any network satisfying the requirement and the budget, for every variable \( p_i \), illusion is eliminated from exactly one of \( A_{p_i} \) and \( A_{\neg p_i} \). To see that observe that for each literal node at most one edge can be removed from it and any of its neighbours labelled blue, without pushing the literal node into illusion. Therefore, it is not possible to remove the illusion from \( E_{p_i} \), if it is removed from both \( A_{p_i} \) and \( A_{\neg p_i} \). Given a network \( SN \) satisfying the requirement and the budget, we will say that \( p_i \) is false in the network if illusion is eliminated from \( A_{p_i} \), and that it is true otherwise. We denote as the valuation in \( SN \) the set of literals true in \( SN \). Finally, given a network satisfying the budget and the requirement, a verifier node \( v_{C_i} \) and a literal node corresponding to a literal \( L \) such that an edge was removed between \( v_{C_i} \) and this node, we say that \( C_i \) is satisfied in the network.

**Lemma. 12.** For every formula \( \varphi \) in 2P2N form, there is a subnetwork of \( E\varphi \) in which at most \( k \) edges are eliminated there are at most \( m \) nodes under illusion if and only if \( \varphi \) is satisfiable.

**Proof.** Take a formula \( \varphi \) in 2P2N form. Let us show that the answer to BOUNDED REMOVAL ILLUSION ELIMINATION given the encoding of \( \varphi \), as well as budget and requirement is positive if and only if \( \varphi \) is satisfiable.

(\( \Rightarrow \)) Suppose that \( \varphi \) is not satisfiable. Let us further suppose towards contradiction that there exists a subnetwork \( SN \) of the encoding of \( \varphi \) satisfying the budget and the requirement. As \( \varphi \) is not satisfiable, for every valuation \( V \) over \( P_\varphi \) there is a clause \( C_i \) such that all literals in \( C_i \) are false in \( V \). Further, consider the valuation in \( SN \). Then notice that, by previous observations, illusion is eliminated in \( SN \) from all verifier nodes by removing edges between them and literal nodes. Therefore, all clauses are satisfied in \( SN \). But then, there is a valuation over \( P_\varphi \) under which \( \varphi \) is true, which contradicts the assumptions.

(\( \Leftarrow \)) Suppose that \( \varphi \) is satisfiable. Let us construct a subnetwork \( SN \) of the encoding of \( \varphi \) satisfying the requirement and the budget. As \( \varphi \) is satisfiable, there exists a valuation \( V \) over \( P_\varphi \) such that for every clause \( C_i \) there is a literal \( L \) in \( C_i \) which is true in \( V \). Then, let us eliminate edges between all literal nodes corresponding to literals false in \( V \), and auxiliary nodes. Then, for every literal \( L \) true in \( SN \), eliminate an edge from the node \( L^1 \) and an extra node. Finally, for every clause \( C_i \), eliminate an edge between \( v_{C_i} \) and exactly one literal node corresponding to a literal true in \( SN \), represented in \( C_i \), which is always possible since \( V \) is a model of \( \varphi \). Notice that \( \varphi \) is in 2P2N form. Therefore, as \( L \) occurs twice in \( \varphi \), we can ensure that at most one edge is eliminated between a node corresponding to \( L \) and a verifier node. But then, in the constructed subnetwork, only \( |P_\varphi| \) nodes are under illusion, and edges have been eliminated between \( 3 \cdot |P_\varphi| \) pairs of nodes. Thus, the encoding of \( \varphi \) satisfies the requirement and the budget. \( \square \)
We are now ready to show that BOUNDED REMOVAL q-ILLUSION ELIMINATION is NP-complete for every rational $q \in (0, 1)$. Let $I_{\varphi}$ denote the number of nodes under illusion in $E_\varphi$.

**Lemma.** 13. **BOUNDED REMOVAL q-ILLUSION ELIMINATION** is NP-complete for every rational $q \in (0, 1)$.

**Proof.** Consider any rational $q \in (0, 1)$. First, observe that BOUNDED REMOVAL q-ILLUSION ELIMINATION is in NP. Let us further construct a network $E_\varphi^q$ and a number $k$ for a 2P2N formula $\varphi$ such that the answer to BOUNDED REMOVAL q-ILLUSION ELIMINATION for $E_\varphi^q$ and $k$ is positive if and only if $\varphi$ is satisfiable.

In the considered instance we will check whether we can find a subnetwork of $E_\varphi^q$ in which edges have been remove between at most $b_{\varphi}$ pairs of nodes and in which $q$-majority illusion does not hold. The first component of $E_\varphi^q$ is $E_\varphi$. If $\frac{I_{\varphi}-r_{\varphi}}{|E_\varphi|} < q$, then construct a pump up gadget for $k = h_{|E_\varphi|-r_{\varphi},b_{\varphi},q'}$. Otherwise, if $\frac{I_{\varphi}-r_{\varphi}}{|E_\varphi|} \geq q$, construct a pump down gadget for $k = h_{|E_\varphi|,b_{\varphi},q'}$. Let us now show that the answer to BOUNDED REMOVAL q-ILLUSION ELIMINATION for $E_\varphi^q$ and $b_{\varphi}$ is positive if and only if $\varphi$ is satisfiable.

$(\Rightarrow)$ Suppose that $\varphi$ is satisfiable. We will show that the answer to $E_\varphi^q$ and $b_{\varphi}$ is positive. Let us first consider the case in which $\frac{I_{\varphi}-r_{\varphi}}{|E_\varphi|} < q$. Then observe that as $\varphi$ is satisfiable, by Lemma 12 we have that it is possible to find a subnetwork $E_\varphi'$ of $E_\varphi$ in which $b_{\varphi}$ edges are eliminated, and where illusion was eliminated from $r_{\varphi}$ nodes. But then, by Lemma 8 we get that $\frac{I_{\varphi}-r_{\varphi}+h_{|E_\varphi|,b_{\varphi},q}}{|E_\varphi|+4} < q$. So we can construct a subnetwork of $E_\varphi^q$ in which only $b_{\varphi}$ edges are removed but $q$-majority illusion does not hold.

Similarly, if $\frac{I_{\varphi}-r_{\varphi}}{|E_\varphi|} \geq q$ we observe that by Lemma 7 we get that $\frac{I_{\varphi}-r_{\varphi}}{|E_\varphi|+h_{|E_\varphi|,b_{\varphi},q}} < q$. So, we get that as we can eliminate illusion from $r_{\varphi}$ nodes in $E_\varphi$ by eliminating $b_{\varphi}$ edges. But then we can construct a subnetwork of $E_\varphi^q$ in which only $b_{\varphi}$ edges are removed but $q$-majority illusion does not hold.

$(\Leftarrow)$ Suppose now that $\varphi$ is not satisfiable. We will show that the answer to $E_\varphi^q$ and $b_{\varphi}$ is negative. Let us first consider the case in which $\frac{I_{\varphi}-r_{\varphi}}{|E_\varphi|} < q$. Notice that by Lemma 7 we get that we get that the minimum number of nodes from which illusion needs to be removed for $q$-majority illusion to hold in $E_\varphi^q$ is $r_{\varphi}$. Furthermore observe that in the pump up gadget, the minimum number of edges which is needed to be removed to eliminate the illusion from a single node is 4. Moreover, there is a set of nodes $S$ under illusion in $E_\varphi$ such that for every $i \in S$, illusion can be eliminated from $i$ by removing 3 edges, without pushing any node under illusion. Further, as $\varphi$ is not satisfiable, by Lemma 5 we get that at it is not possible to remove the illusion from at least $r_{\varphi}$ nodes in $E_\varphi$. But then, it is also not possible to remove the illusion from at least $r_{\varphi}$ in $E_\varphi^q$. 

**Theorem 4.** **ADDITION q-ILLUSION ELIMINATION and removal q-ILLUSION ELIMINATION are NP-complete for every rational $q \in (0, 1)$.**

**Proof.** The claim follows immediately from Lemma 5 and Lemma 5. 


Plurality illusion

Let us show that there are networks which allow for colouring with multiple colours where all agents perceive an option different than the plurality winner as the most popular option, but which do not admit 1-majority illusion. Let us first provide a definition of a plurality illusion. Let $C$ be a set of colours. Given a labelled social network $SN=(N,E,f)$, where $f$ is a function $f : N \to C$, we denote the set of most popular colours in the network as $Pl_{SN}$. If the most popular colour is unique, we will call it the plurality winner. Formally, $Pl_{SN} = \arg \max_{c \in C} |\{i \in N : f(i) = c\}|$. Similarly, for an agent $i$, $Pl^i_{SN}$ is the set of most popular options in $i$’s neighbourhood. Formally, $Pl^i_{SN} = \arg \max_{c \in C} |\{i \in E(i) \mid f(i) = c\}|$. If $Pl^i_{SN} = c$ for some $c \in C$, we say that $c$ is the plurality winner in $i$’s neighbourhood. Then, we say that an agent $i \in N$ is under illusion plurality illusion if plurality winner in $i$’s neighbourhood is different than the plurality winner (while both exist). Further, $f$ induces plurality illusion if all agents are under plurality illusion in $(N,E,f)$. Also, we say that $(N,E)$ admits plurality illusion if some $f : N \to C$ induces plurality illusion.

Observation 1. There are networks which admit a plurality illusion, but not majority illusion.

Example 1. Consider the undirected graph shown in Figure 10. Let us begin with showing that this network admits a 1-plurality illusion with three colours. To see that, consider the labelling in Figure 10. Notice that 5 nodes are labelled blue, 4 labelled red and 4 labelled green. Thus, blue is the plurality winner. However, one can verify that there is a plurality winner other than blue in the neighbourhood of every node in the network. So, the proposed labelling is a plurality illusion.

Furthermore, let us demonstrate that this network does not admit a 1-majority illusion. Suppose towards contradiction that there is a labelling $L$ of this network which is a majority illusion. Then observe that there are 13 nodes in the network, and hence at most 6 nodes are labelled red. Moreover, all nodes in the 4-clique in the left subnetwork and the central node in the right subnetwork have dependants, and hence need to be labelled red. Furthermore, the central node in the right subnetwork has four neighbours, and hence by assumption it is under the majority illusion, at least three of the nodes linked to it need to be labelled red. But then at least 8 nodes are labelled red in $L$, which contradicts the assumptions. So, the network in Figure 10 does not admit a 1-majority illusion.