Article

Decision-Making System for Lane Change Using Deep Reinforcement Learning in Connected and Automated Driving

HongIl An and Jae-il Jung *
Department of Electronics and Computer Engineering, Hanyang University, Seoul 133-791, Korea; aviate@hanyang.ac.kr
* Correspondence: jijung@hanyang.ac.kr

Received: 4 April 2019; Accepted: 10 May 2019; Published: 14 May 2019

Abstract: Lane changing systems have consistently received attention in the fields of vehicular communication and autonomous vehicles. In this paper, we propose a lane change system that combines deep reinforcement learning and vehicular communication. A host vehicle, trying to change lanes, receives the state information of the host vehicle and a remote vehicle that are both equipped with vehicular communication devices. A deep deterministic policy gradient learning algorithm in the host vehicle determines the high-level action of the host vehicle from the state information. The proposed system learns straight-line driving and collision avoidance actions without vehicle dynamics knowledge. Finally, we consider the update period for the state information from the host and remote vehicles.
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1. Introduction

Lane change systems have been studied for a long time in the research on autonomous driving [1,2], as well as vehicular communication [3–6]. Lane change systems are continuously drawing attention from academia and industry and several solutions have been proposed to solve this challenging problem. Vehicular communication-based methods can be divided into Long Term Evolution-based [7] or IEEE 802.11p-based method [8]. Moreover, there have been many studies on lane change systems for connected and automated vehicle (CAVs), which combines autonomous driving and vehicular communication [9].

There have been many advances in autonomous vehicle systems in recent years. In particular, end-to-end learning has been proposed, which is a new paradigm that includes perception and decision-making [10]. The traditional method for autonomous navigation is to recognize the environment based on sensor data, generate a future trajectory through decision-making and planning modules, and then follow the given path through control. However, end-to-end learning integrates perception, decision-making, and planning based on machine learning, and produces a control input directly from sensor information [10].

Deep reinforcement learning (DRL) is a combination of deep learning and reinforcement learning. Reinforcement learning involves learning how to map situations to actions to maximize a numerical reward signal [11]. The combination of reinforcement learning and deep learning, which relies on powerful function approximation and representation learning properties, provides a powerful tool [12]. In addition, deep reinforcement learning allows a vehicle agent to learn from its own behavior instead of labeled data [13]. No labeled data are required in an environment in which the vehicle agent will take actions and obtain rewards.
Deep reinforcement learning could be applied to various domains. A typical example is Atari video games. In recent years, a deep Q network (DQN) is a representative example of deep reinforcement learning that shows human-level performance in Atari video games [14]. A DQN has the advantage of learning directly from high-dimension image pixels. It can also be used for indoor navigation [15] and control policies [16] for specific purposes in the robotics field.

Many studies on autonomous driving using deep reinforcement learning have been conducted. Wang et al. [17] suggested a deep reinforcement learning architecture for the on-ramp merging of autonomous vehicles. It features the use of a long short-term memory (LSTM) model for the historical driving information. Wang et al. [18] subsequently proposed automated maneuvers for lane change. The authors considered continuous action space but did not take into account the lateral control issue. Another study was conducted on autonomous driving decision-making [19]. A DQN was used to determine the speed and lane change action of the autonomous vehicle agent. Kaushik et al. [20] developed overtaking maneuvers using deep reinforcement learning. An important feature of this system is the application of curriculum learning. This method, which simulates the way humans and animals learn, enables the effective learning of the vehicle agent. Mukadam et al. [21] suggested decision-making for lane changing in a multi-agent setting. The authors dealt with discrete action space, but it might weaken the feasibility of the solution when applied to real-world problems [18]. In addition, the SUMO simulator was used for evaluation. In this simulator, vehicles run only along the center lane, and the lane change is performed like a teleport. It has a limitation that lateral control cannot be considered as with Reference [18]. Mirchevska et al. [22] proposed a formal verification method to overcome the limits of machine learning in lane change and the authors also defined action space as discrete.

We propose a decision-making system for connected and automated vehicle during lane change. The purpose of our system is to find a policy represented from an actor network, \( \mu \), as seen in Figure 1. The actor network, \( \mu \), takes the current state of the host vehicle and the remote vehicle from sensors and gives the high-level outputs (throttle, steering wheel). Then the actor network passes the high-level outputs to a controller of the host vehicle. We constructed a simulation environment for autonomous vehicles where an agent can perform trial-and-error simulations.

![Figure 1. Architecture of proposed decision-making system.](image-url)

Our contributions are as follows:
A model that combines deep reinforcement learning with vehicular communication is proposed. We show how to utilize information from a remote vehicle as well as the host vehicle in deep reinforcement learning.

We handle different state information update periods for the host and remote vehicles. Generally, the state information of the remote vehicle is updated every 100 ms via vehicle communication, whereas the state information of the host vehicle is updated faster. This paper shows the results of agent learning considering these different update periods.

We handle continuous action space for steering wheel and accelerator to improve the feasibility of the lane change problem. Furthermore, in order that our end-to-end method covers collision-free action, reward function takes the collision reward directly into account.

We introduce a physically and visually realistic simulator Airsim [23]. Our main focus is to avoid collision between vehicles and realistic longitudinal and lateral control. We have experimented in the simulation environment that can handle both controls.

The remainder of our paper considers the following. Section 2 shows the lane change system architecture and how the agent learns. Section 3 presents the simulation environment for training and evaluation, along with the agent learning results. Finally, the conclusions are presented in Section 4.

2. Decision-Making System for Lane Change

2.1. System Architecture

The architecture of the proposed system consists of the host vehicle (agent) and environment. Just as the agent learns from the environment through interaction in reinforcement learning (RL), the host vehicle interacts with the environment, including the remote vehicle. First, the host vehicle receives the current state of the environment and determines an action that affects the environment. Then, the host vehicle takes the action and the environment gives the host vehicle a reward and the next state corresponding to the action.

More specifically, the host vehicle receives self-state information from the sensors mounted in the agent or state information from the remote vehicle through the vehicular communication device. The state information is provided to the trained actor neural network. The actions needed for a collision-free lane change are generated. After the next time step, the host vehicle will receive a reward and the next set of state information. We designed a reward function that performs a lane change while avoiding collision with the remote vehicle.

2.2. Markov Decision Process

The reinforcement learning problem is defined in the form of a Markov decision process (MDP), which is made up of states, actions, transition dynamics, and rewards. In our system, we assume that the environment is fully observable. A detailed formulation is presented in the next subsection.

2.2.1. States

The host vehicle observes current state, \( s_t \), from the environment at time \( t \). The host vehicle can acquire state information through sensors. A lane change not only relates to vehicle dynamics, but also depends on road geometry [18]. The state space includes speed and heading to handle the longitudinal and lateral dynamics of the host vehicle. The \( x, y \) coordinates of the host vehicle are included for road geometry. The information of the remote vehicle is contained for analyzing collision between vehicles. A set of states, \( S \), in our system consists of eight elements. At timestep \( t \),

\[
S = \{ s^1_t, s^2_t, s^3_t, s^4_t, s^5_t, s^6_t, s^7_t, s^8_t \}.
\]

- \( s^1_t \) represents the \( x \) coordinate of the host vehicle.
- \( s^2_t \) represents the \( y \) coordinate of the host vehicle.
- \( s^5_t \) represents the speed of the host vehicle.
• $s_4^t$ represents the heading of the host vehicle.
• $s_5^t$ shows the x coordinate of the remote vehicle.
• $s_6^t$ shows the y coordinate of the remote vehicle.
• $s_7^t$ represents the speed of the remote vehicle.
• $s_8^t$ represents the heading of the remote vehicle.

The values of all elements are converted into values in the range of (0, 1) before being input to the neural network. $s_1^t$, $s_2^t$, $s_3^t$, $s_4^t$ contain state information related to the host vehicle. Conversely, $s_5^t$, $s_6^t$, $s_7^t$, $s_8^t$ are associated with the remote vehicle. In the training and evaluation stage, $s_1^t$, $s_2^t$, $s_3^t$, $s_4^t$ are updated with a period of 0.01 s, and $s_5^t$, $s_6^t$, $s_7^t$, $s_8^t$ are updated with a period of 0.1 s through vehicular communication.

2.2.2. Actions and Policy

The host vehicle takes actions in the current state. A set of actions, $A$, consists of 2 elements: $A = \{a_1^t, a_2^t\}$.

• $a_1^t$ represents the throttle of the host vehicle.
• $a_2^t$ represents the steering wheel of the host vehicle.

The goal of the host vehicle is to learn a policy $\pi$ that maximizes the cumulative reward [12]. Generally, policy $\pi$ is a probability function from the states: $\pi: S \rightarrow p(A = a|S)$. However, in our system, policy $\pi$ is a function from states to actions (high-level control input). Given the current state values, the host vehicle can know the throttle and steering wheel values through the policy. In DRL, the policy is represented as a neural network.

2.2.3. Transition Dynamics

The transition dynamics is a function wherein the conditional probability of the next state $S_{t+1}$ is the probability of given state $S_t$ and action $A_t$. One of the challenges in DRL is that there is no way for the host vehicle (agent) to know the transition dynamics. Therefore, the host vehicle (agent) learns by interacting with the environment. Namely, the host vehicle takes actions using the throttle and steering wheel, which allow it to influence the environment and obtain a reward. The host vehicle accumulates this information and uses it to learn the policy that ultimately maximizes the cumulative reward.

2.2.4. Rewards

The ultimate goal of the agent in DRL is to maximize the cumulative reward rather than the instant reward of the current state. It is important to design a reward function to induce the host vehicle to make the lane changes that we want.

We formulate a lane change task as an episodic task, which means it will end in a specific state [11]. Thus, we define a lane change task as moving into the next lane within a certain time without collision or leaving the road. To meet this goal, a reward function is constructed with three cases at each time step.

1. Collision with the remote vehicle and deviation from the road

   \[ R(t) = -3. \]  

2. Final time step
   a. Completion of the lane change

   \[ R(t) = 1. \]
b. Failure to complete the lane change
\[ R(t) = 0. \] (3)

3. Etc.

a. Driving in the next lane
\[ R(t) = W_n + W_s \times V_s. \] (4)

b. Driving in the initial lane
\[ R(t) = W_i + W_s \times V_s. \] (5)

c. Remainder
\[ R(t) = W_s \times V_s. \] (6)

The first case is about penalization. If the host vehicle collides with the remote vehicle in the next lane or leaves the road, the reward is given as above, and the task is immediately terminated. The second case is about the success or failure of the lane change task in the final time step. The lane change is considered successful if the host vehicle is within 0.5 m of the next lane at a certain time step. Otherwise, it is a failure. The last case is about the driving process. This case determines most rewards in one episode. \( R(t) \) is the sum of the reward for the corresponding lane and the reward for the corresponding speed. First, the reward related to the lane is similar to the second case. If the host vehicle is within 0.5 m of the center of the lane, it receives the reward. The reward to be given related to the lane is as follows: \( W_n \) in the next lane, \( W_i \) in the initial lane, and 0 in the remainder. Second, the reward related to the velocity is expressed as the product of speed \( V_s \) and weight \( W_s \).

The advantage of DRL is that it can achieve the goal of the system without considering the vehicle dynamics of the host vehicle.

2.2.5. Deep Reinforcement Learning

We employed deep reinforcement learning. In our paper, the goal was to find an actor neural network, \( \mu \), for collision avoidance during lane change. We applied an actor–critic approach. Therefore, our decision-making system consisted of two neural networks: actor network, \( \mu \), and critic network, \( Q \).

A critic \( Q(s_t, a_t|\theta^Q) \) is a neural network that estimates the cumulative reward taking state \( s_t \) and action \( a_t \) with weights \( \theta^Q \) in time step \( t \). Equation (7) shows the feedforward of this critic network. It is used as a baseline for the actor network. The way is the same as deep-q-network (DQN) [14] in Equation (8) and Equation (9).

\[
\text{scalar value} = Q(s_t, a_t|\theta^Q). \tag{7}
\]

\[
y_t = R(t) + \gamma \times Q'(s_{t+1}, \mu(s_{t+1}|\theta^\mu)|\theta^Q'), \tag{8}
\]

\[
Q(s_t, a_t|\theta^Q) \leftarrow y_t - \alpha \times Q(s_t, a_t|\theta^Q). \tag{9}
\]

where \( \alpha \) is the learning rate and \( y_t \) is the sum of \( R(t) \) and \( Q(s_{t+1}, a_{t+1}|\theta^Q) \) with target network technique \( Q' \) and \( \mu' \).

An actor network is the central part in the proposed system. An actor \( \mu(s_t|\theta^\mu) \) is also a neural network that produce action \( a_t \) taking state \( s_t \) with weights \( \theta^\mu \) in Equation (10). Then, the actor will provide a high-level action to avoid collision. The actor \( \mu(s_t|\theta^\mu) \) is updated through Equation (11) presented in the DDPG algorithm [24].

\[
a_t = \mu(s_t|\theta^\mu). \tag{10}
\]

\[
\nabla_{\theta^\mu} J = \frac{1}{N} \sum_i \nabla_a Q(s_i, a_i|\theta^Q)|_{s_i = s, a_i = \mu(s)} \nabla_{\theta^\mu} \mu(s|\theta^\mu)|_{s}. \tag{11}
\]
The characteristic of actor–critic method is that the networks used are different for training phase and testing phase. In training phase, the vehicle (agent) learns both actor and critic networks. The critic network is used to learn the actor network. However, in testing phase, the vehicle only uses actor networks in order to produce action. Figure 2 shows the neural networks used at each phase. The left figure relates to the training phase, and the right figure relates to the testing phase.

We adopt the DDPG algorithm to allow the host vehicle to learn the lane change [24]. In order to use the DDPG algorithm, several assumptions and modification have been made. We need to use the experience replay memory technique [25] and the separate target network technique to apply the DDPG algorithm to our system. The reason for using the replay memory is to break the temporal correlations between consecutive samples by randomizing samples [12]. A time step was 0.01 s. It was assumed that there was no computation delay for the deep learning during the learning and evaluation. In autonomous driving, the control period is very short (milliseconds). Because of the computational delay during driving, the action was taken in a delayed state that was not the current state. Thus, during the learning and evaluation step, we ignored the computational delay by stopping the driving simulator. The states provided to the DDPG algorithm can be obtained from sensors. The state of the host vehicle is updated at each time step from the sensors of the host vehicle. The host vehicle can obtain the state of the remote vehicle through the vehicular communication device. Unlike the sensors of the host vehicle, it is assumed that the state of the remote vehicle is updated through a basic safety message, which allows it to be obtained every 10 time steps. Algorithm 1 shows the training algorithm with the assumptions and modifications mentioned above for the host vehicle.

Figure 2. Neural networks in training and testing phase.

2.3. Training Scenario and Algorithm

The host vehicle learns a lane change scenario to avoid a collision on a straight road in Figure 3. The remote vehicle, a black car, is located in the next lane behind the host vehicle in initial state. Both vehicles have same initial speed $V_0$. The remote vehicle makes a straight run and will run at a faster speed than the initial speed. The host vehicle tries to change lanes and control the speed.

Figure 3. Initial state in lane change scenario for training.

where $N$ is minibatch size.
Algorithm 1. Modification to Deep Deterministic Policy Gradient (DDPG) Training Algorithm.

Randomly initialize critic network and actor network
Initialize target networks and replay buffer
for episode = 1 to E do
    Receive initial state from sensors in the host vehicle
    for step = 0 to S-1 do
        if step % 10 == 0 then
            Receive state of the remote vehicle from the vehicular communication device
        end if
        Select action according to the current policy and exploration noise using normal distribution
        Execute action and observe reward and observe new state
        Simulation pause off
        Store transition in replay memory
    end for
    Sample a random minibatch of N transitions from replay memory
    Update critic by minimizing the loss
    Update the actor policy using the sampled policy gradient
    Update the target networks
end for

3. Experiments

3.1. Simulation Setup and Data Collection

AirSim was adopted to train the host vehicle to change lanes [23]. AirSim is an open source platform developed by Microsoft and used to reduce the gap between reality and simulation when developing autonomous vehicles. AirSim offers a variety of conveniences. AirSim is an Unreal Engine-based simulator. The Unreal Engine not only provides excellent visual rendering, but also provides rich functionality for collision-related experiments. When training a host vehicle by trial-and-error, it is possible for the host vehicle to directly experience collision states.

In order to train our neural network, we need to collect data from the environment. By driving the host vehicle and the remote vehicle in AirSim, we are able to collect the data necessary for learning. AirSim supports various sensors for vehicles. All vehicles are equipped with GPS and the Inertial Navigation System (INS). Through these sensors, we can collect desired vehicle status information.

3.2. Training Details and Results

As shown in Figure 3, the host vehicle (red), remote vehicle (black), and straight road were constructed using the Unreal Engine. In the initial state of the training and evaluation, both the host vehicle and remote vehicle had initial speeds of $V_0$, and the remote vehicle was located at distance $d_0$ behind the host vehicle in the next lane. After the initial state, the target speed of the remote vehicle was set uniformly in the range of $[V_{min}, V_{max}]$, and the remote vehicle constantly ran at the target speed.

The actor network consisted of two fully connected hidden layers with 64, 64 units. The critic network consisted of two fully connected hidden layers with 64, 64 + 2 (action size: throttle, acceleration) units. Figure 2 shows the architecture of actor network and critic network (left). All hidden layers in the actor network and the critic network used a rectified linear unit (ReLU) activation function. The output layer of the actor network has tanh activation function because of action space range. However, the output layer of the critic network does not have activation function. The weights of the output layer in both the actor network and critic network were initialized from a uniform distribution $[-3 \times 10^{-3}, -3 \times 10^{3}]$. We use the Adam optimizer to update the actor network and the critic network. Table 1 lists parameters related to the road driving scenario and DDPG algorithm.
### Table 1. Parameters related to lane change system.

| Parameter                                      | Value             |
|------------------------------------------------|-------------------|
| Training episodes, E                           | 2000              |
| Width of lanes                                 | 3.4 m             |
| Max time step, S                               | 500               |
| Weight corresponding to next lane, W_n        | 0.01              |
| Weight corresponding to initial lane, W_i      | 0.001             |
| Weight corresponding to speed, W_s             | 0.0002            |
| Initial velocity, V_0                          | 11.11 m/s         |
| Initial distance, d_0                          | 10 m              |
| Reply memory size                              | 1,000,000         |
| Minibatch size, N                              | 256               |
| Mean of normal distribution for exploration noise | 0              |
| Standard deviation for exploration noise       | 1                 |
| Minimum target speed, V_min                    | 16.67 m/s         |
| Maximum target speed, V_max                    | 22.22 m/s         |
| Maximum acceleration                           | 4.9 m/s²          |
| Learning rate for actor                        | 0.001             |
| Learning rate for critic                       | 0.001             |
| Hidden units of actor network                  | 64, 64            |
| Hidden units of critic network                 | 64, 66            |
| Tau for deep deterministic policy gradient (DDPG) algorithm | 0.06             |

Figure 4 shows the cumulative reward (blue) per episode and average cumulative reward (red) in the training step. The cumulative reward is the sum of the rewards the host vehicle obtained from the reward function. The average cumulative reward is the average of only the most recent 100 scores. The lane change success rate was high from 850 to 1050 episodes. The highest average cumulative reward was 3.567 at 1028 episodes.

![Figure 4. Scores and average scores in total training episodes.](image)

#### 3.3. Evaluation Results

We evaluated the actor network, µ, after 2000 training episodes. We selected the weight to successfully perform the lane change and proceeded to the evaluation. We evaluated the weight of the 1028th episode, which had the highest average score. The lane change was successful, but the host vehicle did not reach a position within 0.5 m from the center of the next lane. We searched heuristically to find a weight that arrived close to the center with a successful lane change before and after the 1028th weight. As a result, the 1030th weight was found, which satisfied both conditions, and the evaluation was made with this weight. The evaluation was conducted in the same environment as the training stage, and a total of 300 episodes were performed. Figure 5 shows the result of the evaluation with the 1030th weight. Figure 5 shows the cumulative reward of the host vehicle. The average cumulative reward was 3.68 and is expressed in a red line. In all of the episodes, the host vehicle successfully performed the lane change without a collision with the remote vehicle.

To evaluate the performance of the host vehicle, three measures were introduced. We analyzed our decision-making system with three metrics. We obtained these measures as well as the cumulative reward for each episode.
When we set the coordinates axes, the position of the host vehicle can be used to determine if it has left the road or it has made a lane change. The host vehicle learned that it made a lane change after the remote vehicle passed the host vehicle. The success rate was 1.0. In other words, the lane change in all episodes was made without collision.

Second, arrival time in next lane is the time when the host vehicle arrives in next lane. For every time step, the position of the host vehicle was checked and if the host vehicle was in next lane at first, the time step was recorded. Figure 6a shows arrival time. This indicates that the host vehicle has made a lane change within the max time step. The time the lane change occurred was before the end of every episode. In a training scenario, the remote vehicle departs from the rear of the host vehicle and passes through the host vehicle. The host vehicle learned that it made a lane change after the remote vehicle passed the host vehicle to avoid collision.

The lane change success rate was high from 850 to 1050 episodes. The highest average cumulative reward was 3.567 at 1028 episodes. As a result, the 1030th weight was found, which satisfied both conditions, heuristically to find a weight that arrived close to the center with a successful lane change before and after the 1028th episode, which had the highest average score.

The lane change success rate was high from 850 to 1050 episodes. The highest average cumulative reward was 3.567 at 1028 episodes. As a result, the 1030th weight was found, which satisfied both conditions, heuristically to find a weight that arrived close to the center with a successful lane change before and after the 1028th episode, which had the highest average score. The lane change was successful, but the host vehicle did not maintain a reduced speed but increased the speed through acceleration.

First, the lane change success rate is the number of lane change successes divided by the total number of lane change trials. We defined the success of the lane changes as arrival in the next lane without collision with the remote vehicle. In Airsim, when a collision occurs between vehicles in simulation, it provides information about the collision. At each time step, the position of the host vehicle can be used to determine if it has left the road or it has arrived in the next lane. For termination of each episode, the result of the lane change was determined. The success rate was 1.0. In other words, the lane change in all episodes was made without collision.

Second, arrival time in next lane is the time when the host vehicle arrives in next lane. For every time step, the position of the host vehicle was checked and if the host vehicle was in next lane at first, the time step was recorded. Figure 6a shows arrival time. This indicates that the host vehicle has made a lane change within the max time step. The time the lane change occurred was before the end of every episode. In a training scenario, the remote vehicle departs from the rear of the host vehicle and passes through the host vehicle. The host vehicle learned that it made a lane change after the remote vehicle passed the host vehicle to avoid collision.

Difference between position $x$ is the gap of position $x$ between the host vehicle and the remote vehicle. The reason for defining this metric is to analyze the lane-change behavior of the host vehicle. When we set the coordinates axes, the $x$-axis value was designed to be larger in the longitudinal direction of both vehicles. Figure 6b shows the differences between the position $x$ of the host vehicle subtracted from the position $x$ of the remote vehicle. In every episode, the measurements were positive. The remote vehicle preceded the host vehicle at the end of lane change trials. The host vehicle showed a behavior pattern that it tried to change lanes after the remote vehicle had passed.

Figure 7a presents speed profile of the host vehicle in all episodes. It is not special in the initial time step. The host vehicle travels at various speeds as the lane change is over. Figure 7b shows inter-vehicle distances in all episodes. Figure 7b shows a pattern similar to Figure 7a, Figure 7c,d, and the evaluation was made with this weight. The evaluation was conducted in the same environment as the training.
distances in all episodes. Figure 7b shows a pattern similar to Figure 7a, Figure 7c,d correspond to the highest reward, and Figure 7e,f depict the lowest reward. We can observe the relationship between speed and inter-vehicle distance in both cases. As inter-vehicle distance between the host vehicle and the remote vehicle decreases, the host vehicle reduces the speed to avoid collision. Conversely, as the inter-vehicle distance increases, the host vehicle does not maintain a reduced speed but increases the speed through acceleration.

![Figure 7](image-url)
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