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Abstract
A common problem in Bayesian inference is the sampling of target probability distributions at sufficient resolution and accuracy to estimate the probability density and to compute credible regions. Often by construction, many target distributions can be expressed as some higher-dimensional closed-form distribution with parametrically constrained variables, i.e., one that is restricted to a smooth submanifold of Euclidean space. I propose a derivative-based importance sampling framework for such distributions. A base set of \( n \) samples from the target distribution is used to map out the tangent bundle of the manifold, and to seed \( nm \) additional points that are projected onto the tangent bundle and weighted appropriately. The method essentially acts as an upsampling complement to any standard algorithm. It is designed for the efficient production of approximate high-resolution histograms from manifold-restricted Gaussian distributions and can provide large computational savings when sampling directly from the target distribution is expensive.
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1 Introduction

Bayesian inference is a standard approach to the analysis of data in the physical sciences. The process involves fitting a probabilistic physical model to data and summarizing the result as a probability distribution on the parameters of the model (Gelman et al. 2013). In continuous problems, it entails the mapping out of a probability density function over the model parameter space. If the target distribution is non-trivial and the space has the modest dimensionality, this must typically be performed with stochastic sampling algorithms, the most ubiquitous of which are the well-known Markov chain Monte Carlo (MCMC) class of methods (Robert and Casella 2005; Gamerman and Lopes 2006). A histogram of the samples may then be used to estimate the probability density of the target distribution and to compute credible regions in parameter space. However, the histogram bins must be small enough to resolve key features of the target density, which in turn calls for a large number of samples to ensure each bin gives an accurate estimate of the local density. Such a requirement can be computationally intensive, if not prohibitive.

I attempt to address this problem for any target distribution that can be cast as a higher-dimensional multivariate distribution with parametrized constraints on its variables. More precisely, the unnormalized target density must be expressible as the composition of (i) a smooth map from parameter space to an ambient Euclidean space, with (ii) the closed-form density of a common (e.g., multivariate normal) distribution on the ambient space. Many Bayesian likelihood functions “factor” naturally into such a composite form, with the map being a deterministic model for some set of observables and the density describing the statistical uncertainty in their observed values. The present work includes some results for a general ambient density, but mostly focuses on the case where it is Gaussian. Even with this assumption, the smooth map is generally nonlinear, which endows its image with nontrivial curvature, and the full target density with non-Gaussianity.

In this paper, I propose a method that is designed for efficient sampling from distributions of the above form. It is original to the best of my knowledge and combines a standard sampling algorithm such as Metropolis–Hastings (MH) (Hastings 1970) with the derivative(s) of the smooth map, in order to perform importance sampling (Ripley 1987).
on a discretized and linearized approximation of the map image in the ambient space. The standard algorithm is used to explore the image space, which is a smooth submanifold of Euclidean space, and to populate a “base chain” of \( n \) samples from the target distribution. Each base sample then seeds a “mini-distribution” of \( m \) additional samples, where \( m \) is specified; this is done by drawing ambient points from a suitably compact Gaussian centered on the mapped base sample, projecting them onto the associated tangent space, and assigning approximate weights to the pullback of these points onto parameter space. The result is a set of \( mn \) weighted samples, from just \( n \) calls to the map and derivative(s).

Provided first-derivative information is available, and the proposed method serves as a runtime or post hoc “multiplier” for any algorithm that is employed to generate samples from a manifold-restricted Gaussian distribution. It is particularly useful when (i) the map is computationally expensive, (ii) the first derivative with respect to the \( s \) parameters is not significantly more expensive than the map itself, and (iii) the base chain is near convergence. In this case, the computational savings scale as \( \mathcal{O}(m/s) \) (where \( m \) is effectively arbitrary), and the method can produce a high-resolution set of samples with great efficiency. Although these samples are approximate, the loss of accuracy is mitigated by the weights and controlled by tuning the overall “compactness” of the mini-distributions; it can also be further reduced with the second derivative of the map, by accounting for the local curvature of the manifold in the compactness of each mini-distribution.

While the proposed method involves derivative-based sampling, it is really more of a bridge to kernel density estimation and other nonparametric approaches (Hjort et al. 2010) and is conceptually distinct from MCMC samplers that use derivatives to inform the chain dynamics. There is a whole host of said samplers in the literature; prominent examples include Hamiltonian Monte Carlo (HMC) (Duane et al. 1987), the Metropolis-adjusted Langevin algorithm (MALA) (Roberts and Rosenthal 1998), and a family of stochastic-gradient MCMC techniques (Ma et al. 2015). These typically rely only on the parameter derivatives of the scalar-valued probability density, rather than those of the vector-valued smooth map (from which the former may be derived). The method can still increase the computational efficiency of such algorithms due to its multiplicative effect, but no more than it would for a derivative-free sampler.

There are manifold-based MCMC samplers that do employ the full map derivatives in the construction of the chain; the proposed method is naturally paired with such algorithms, due to their shared computation of derivatives at each iteration. For example, Riemannian manifold versions of HMC and MALA (Girolami and Calderhead 2011; Xifara et al. 2014) can make use of the pullback metric induced on parameter space, which is specified completely by the first derivative of the map. Manifold-constrained HMC methods (Brubaker et al. 2012; Lelièvre et al. 2018) also work on the tangent bundle of the manifold and hence require the first derivative to define a basis for each tangent space. More generally, any sampling of some probability distribution on a submanifold of Euclidean space can be informed by its density with respect to the Hausdorff measure on the submanifold, which may be computed using the first derivative as well (Diaconis et al. 2013).

The proposed method bears some similarity to a Bayesian technique used in astronomy (Heavens et al. 2000; Protopapas et al. 2005), where the gist is to sample from an ersatz likelihood that preserves the Fisher matrix at some chosen point, or from an unweighted ensemble of such likelihoods. This is essentially a simple projection of the target density onto an arbitrary set of tangent spaces, which can fail badly (as found by Graff et al. (2011)). Finally, despite a common usage of techniques and nomenclature from differential geometry, the proposed method is only tangentially related to the premise and concepts of information geometry (Amari and Nagaoka 2007) and also does not seem directly applicable to the computer science field of manifold learning (Lee and Verleysen 2007)—although it might be relevant for learning distributions on learned manifolds, e.g., as in Arvanitidis et al. (2018).

Section 2 details the theoretical and practical aspects of the method, which is then showcased through a handful of heuristic examples in Sect. 3; these range from the abstract to the applied (with a notable example in the presently high-profile field of gravitational-wave astronomy), while spanning various scenarios with different dimensionality setups and curvature profiles.

## 2 Method

In Sects. 2.1 and 2.2, I lay out some geometric preliminaries and present a formal derivation of the method. Readers who are more interested in practical implementation might benefit from the algorithmic summary provided in Sect. 2.3. To the best of my ability, notation in this paper is chosen for intuitiveness, concordance with standard conventions, and prevention of symbolic overload. The Latin indices \( i, j \) are used as set labels, while the Greek indices \( \mu, \nu \) are reserved for local coordinates and the corresponding components of tensors.

### 2.1 General formalism

Let us consider the problem of generating random samples \( \theta \in \Theta \) from a specified probability distribution on the sample space \( \Theta \). We require that the target probability density is of the general form...
\( p(\theta) \propto f(\alpha(\theta)) \) \hspace{1cm} (1)

with respect to the Lebesgue measure on \( \Theta \), where the map 
\( \alpha : \Theta \to \mathbb{R}^d \) is a smooth embedding of the sample-space manifold \( \Theta \cong \mathbb{R}^s \) (with \( s < d \)), and the ambient “density” 
\( f : \mathbb{R}^d \to \mathbb{R} \) is a nonnegative Lebesgue-integrable function. It is often more practical to take a bounded subset \( \Theta_b \subset \Theta \) as the sample space instead, in which case the target density is of the form

\[ p(\theta) \propto f(\alpha(\theta)) \mathbf{1}_b(\theta). \] \hspace{1cm} (2)

where \( \mathbf{1}_b \) is the indicator function of \( \Theta_b \).

The image manifold \( \mathcal{M} := \alpha(\Theta) \) (or \( \alpha(\Theta_b) \)) is then an \( s \times d \)-dimensional submanifold of \( \mathbb{R}^d \), and the pullback of the Euclidean metric by \( \alpha \) induces a Riemannian metric \( I \) on \( \Theta \).\(^1\) In local coordinates \( \theta^{\mu} \), the components of this pullback metric are given by

\[ F_1 := [I(\partial_\mu, \partial_\nu)] = J^T J, \] \hspace{1cm} (3)

where \( J \) is the \( d \times s \) Jacobian matrix \( [\partial_\nu \alpha^\mu] \). There is a natural inclusion of the tangent bundle \( T\mathcal{M} \) into \( \mathbb{R}^d \times \mathbb{R}^d \), and the columns of \( J(\theta) \) form a basis in \( \mathbb{R}^d \) for the corresponding tangent space \( T_{\alpha(\theta)}\mathcal{M} \cong \mathbb{R}^s \).

In the proposed method, we assume that the target density can be sampled through other means, and that there exists a “base chain” with \( n \) members:

\[ B := \{(\theta_i, \alpha_i, J_i) \mid i = 1, 2, \ldots, n\}, \] \hspace{1cm} (4)

where the set \( \{\theta_i\} \) is distributed according to \( p \), and \( (\alpha_i, J_i) := (\alpha(\theta_i), J(\theta_i)) \). For each triple in \( B \), let us generate a “mini-distribution” of \( m \) points \( \beta_{ij} \in \mathbb{R}^d \), where \( j = 1, 2, \ldots, m \). These are normally distributed with mean \( \alpha_i \) and a covariance that depends on \( \theta_i \), i.e.,

\[ \beta_{ij} \sim \mathcal{N}(\alpha_i, C_i^{-1}), \] \hspace{1cm} (5)

where \( \beta \) is used here (and henceforth) to denote points that are not necessarily restricted to the manifold \( \mathcal{M} \). The matrix \( C_i \) determines the “compactness” of the points \( \beta_{ij} \) and is left unspecified for now; a suitable prescription for choosing it is suggested in Sect. 2.2.

If the second derivative of \( \alpha \) is available, a natural choice for the compactness matrix \( C \) will also account for the normal curvature of \( \mathcal{M} \) at each point \( \alpha_i \), i.e., \( C \) should depend on the (generalized) second fundamental form \( II \). This is a vector-valued form in the case of codimension \( d - s > 1 \) and is given by the projection of the Euclidean directional derivative onto the normal space \( N_{\alpha_i}\mathcal{M} \) (Spivak 1970). We will find it convenient to treat \( II \) as a vector in \( \mathbb{R}^d \) rather than \( N_{\alpha_i}\mathcal{M} \) and to work with the Euclidean norm \( |\cdot| \) of \( II \).\(^2\) This defines an \( s \times s \) symmetric matrix

\[ F_1 := [II(\partial_\mu, \partial_\nu)] = \left[ \left( I - P^\perp \right) \nabla b_\mu \partial_\nu \right], \] \hspace{1cm} (6)

where \( I \) is the identity matrix, \( P^\perp \theta \) is the orthogonal projection onto \( T_{\alpha_i}\mathcal{M} \), and \( \nabla b \) denotes the directional derivative of \( w \) along \( v \) at \( \alpha \) for \( v, w \in T_{\alpha_i}\mathcal{M} \).

Equation (6) can be cast explicitly in terms of \( \partial_\alpha \) and \( \partial^2_\alpha \), since the directional derivatives of the basis vectors are just the third-order Hessian tensor components

\[ H^\nu \mu^{\alpha} := \partial_\mu \partial_\alpha \partial_\nu \partial_\nu, \] \hspace{1cm} (7)

Additionally, the projection matrix is related to the Jacobian by (Meyer 2000)

\[ P^\perp = JJ^+, \] \hspace{1cm} (8)

where the left pseudoinverse

\[ JJ^+ := F_1^{-1} J^T \] \hspace{1cm} (9)

of \( J \) also acts as the projection–pullback onto \( \Theta \).

We now use the well-known fact that for multivariate Gaussian random variables (on Euclidean space)

\[ (x^\mu, y^\nu) \sim \mathcal{N}(\mathbf{E}[x^\mu, y^\nu], \ \text{Cov}(x^\mu, y^\nu)), \] \hspace{1cm} (10)

the marginal distribution for any proper subset of variables \( x^\mu \) is also Gaussian with unchanged covariance:

\[ x^\mu \sim \mathcal{N}(\mathbf{E}[x^\mu], \ \text{Cov}(x^\mu)). \] \hspace{1cm} (11)

Hence, the marginalization over \( y^\nu \) of the Gaussian distribution in (10) is precisely its restriction to the subspace \( y^\nu = \mathbf{E}[y^\nu] \) (which is flat with the Euclidean metric), and this restricted Gaussian may be sampled by orthogonally projecting a set of samples from (10) onto the subspace. The equivalence between flat-space restriction and orthogonal projection allows us to trivially generate samples from (5) that are confined to the tangent space \( T_{\alpha_i}\mathcal{M} \); these will then be taken as proxies for points on \( \mathcal{M} \) in the neighborhood of \( \alpha_i \).

\(^1\) The notation \( I \) is historically tied to the first fundamental form (i.e., the special case of a surface in \( \mathbb{R}^3 \)), but is chosen here for aesthetic consistency.

\(^2\) Such a representation is valid for general codimension and obviates the need to construct a canonical basis for the normal bundle. Although the normal curvature is described more accurately by a signed norm with respect to the orientation of this basis, or even better by the full Riemann tensor, our approach is practically motivated and will typically be a conservative choice (see discussion around (36)).
For each Gaussian-distributed point \( \beta_{ij} \) centered on \( \alpha_i \), the projection of \( \beta_{ij} - \alpha_i \) onto \( T_{\alpha_i}M \) gives the point

\[
\beta^1_{ij} := \alpha_i + P^1_{i}[\beta_{ij} - \alpha_i],
\]

where \( P^1_{i} := \mathcal{P}^1(\theta_i) \). Via pullback by \( \alpha \), the associated point \( \theta_{ij} \in \Theta \) is given by

\[
\theta_{ij} = \theta_i + J^1_{i}[\beta_{ij} - \alpha_i],
\]

with \( J^1_{i} := J^+(\theta_i) \). In the neighborhood of \( \alpha_i \), we have

\[
\alpha_{ij} := \alpha(\theta_{ij}) \approx \alpha_i + \beta^1_{ij}(\theta_{ij}) = \beta^1_{ij},
\]

with equality in the case where \( \alpha \) is an affine map, i.e., when \( \partial^2 \alpha(\theta) = 0 \) for all \( \theta \in \Theta \).

Figure 1 depicts (for \( (d, s) = (2, 1) \)) various geometric concepts used to obtain a point on the tangent bundle of the manifold, along with the associated point in the sample space. However, as \( \theta_{ij} \) is effectively drawn from a local mini-distribution conditioned on \( \theta_i \), it must be assigned some appropriately defined importance weight \( w(\theta_{ij}) \) before it can be treated as an approximate sample from the target distribution. More precisely, we will need to estimate the density \( q \) of the generating distribution for the set \( \{\theta_{ij}\} \) and to choose

\[
w_{ij} := w(\theta_{ij}) \approx \frac{p(\theta_{ij})}{q(\theta_{ij})}
\]

such that the expectation of a test function \( \tau : \Theta \rightarrow \mathbb{R} \) can be computed using \( \{\theta_{ij}\} \) (in lieu of \( \{\theta_i\} \)):

\[
\mathbb{E}_p[\tau] = \int_{\Theta} d\theta \, \tau(\theta) p(\theta) \\
\approx \int_{\Theta} d\theta \, \tau(\theta) w(\theta) q(\theta) = \mathbb{E}_q[\tau w].
\]

From (5) and (13), we see that the conditional distribution of \( \theta_{ij} \) given \( \theta_i \) has the Gaussian density\(^4\)

\[
q'(\theta_{ij} | \theta_i) \propto \exp \left( -\frac{1}{2} [\theta_{ij} - \theta_i]^T C'_i [\theta_{ij} - \theta_i] \right),
\]

with \( C'_i \) given by

\[
C'_i = \left( J^1_i C_i^{-1} (J^1_i)^T \right)^{-1},
\]

i.e., \((C')^{-1}\) is the covariance from (5) under local projection and pullback. The density for the marginal distribution of \( \theta_{ij} \) is then given by

\[
q(\theta_{ij}) = \int_{\Theta} d\theta' \, q'(\theta_{ij} | \theta') p(\theta'),
\]

which is essentially the convolution of \( p \) and \( q' \) on \( \Theta \). This integral is in general both analytically and numerically intractable, due to its dependence on the arbitrary functions \( \alpha(\theta) \), \( f(\beta) \) and \( C(\theta) \).

Regardless, let us now incorporate the linear approximation introduced in (14), i.e., the use of pushforward points \( \beta^1_{ij}(\theta) \in T_M \) in place of mapped points \( \alpha(\theta) \in M \). Linearizing the optimal weights in (15) about some fixed \( \theta_i \), we set

\[
w_{ij} = \frac{\bar{p}(\theta_{ij})}{\bar{q}(\theta_{ij})},
\]

where the linearized densities \( \bar{p} \) and \( \bar{q} \) are given by

\[
\bar{p}(\theta_{ij}) \propto f \left( \beta^1(\theta_{ij}) \right),
\]

\[
\bar{q}(\theta_{ij}) \propto \int_{\Theta} d\theta' \, q'(\theta_{ij} | \theta') f \left( \beta^1(\theta') \right).
\]

---

\(^3\) Equivalently, when \( M \) is flat with the Euclidean metric.

\(^4\) If \( x \sim \mathcal{N}(v, M) \), then \( Ax + b \sim \mathcal{N}(Av + b, AM A^T) \).
With an appropriate choice of $C(\theta')$ in (22), the weights (20) do not depend on the map $\alpha$ beyond the point $\theta_i$ (as $f(\theta') = J_i$). This is the essence of the proposed method, since only $n$ calls to $\alpha$ and its derivative(s) are employed to generate a set of $nm$ weighted samples:

$$S := \{(\theta_{ij}, w_{ij}) | i = 1, 2, \ldots, n, j = 1, \ldots, m\}. \quad (23)$$

By construction, the weights (20) tend to the optimal weights (15) in two separate limits, such that the approximation in (16) becomes exact. The first is the flat-space limit, where $\alpha$ is an affine map; then, $\beta_i^j = \alpha$ for all $i$, and we clearly have $\hat{p}/q = p/q$ as required. Second, let us consider the smallest eigenvalue $c$ of $C$, and the case $c \to \infty$. In this limit of high compactness, we have $q'(\theta_{ij}|\theta_i) = \delta(\theta_{ij} - \theta_i)$ for all $i$, where $\delta$ is the Dirac delta function. Evaluating the integrals in (19) and (22), we find $q = p$ and $\tilde{q} = \tilde{p}$, such that $\hat{p}/q = p/q$ again as required. In practical terms, these two limits imply that the systematic error in the method can be reduced by restricting to a more localized sample space (which will be closer to flat space), or by increasing the compactness of the geometrically generated samples (although they might then be not significantly more informative than the base samples).

Finally, we may quantify said error as the expected change in the expectation of the test function $\tau$, i.e., the error $\Delta E[\tau]$ incurred by using $E_q[\tau w]$ to estimate $E_p[\tau]$ in (16). Making the finite-difference approximations $p \approx \hat{p}(1 + \Delta \ln \hat{p})$ and $q \approx \tilde{q}(1 + \Delta \ln \tilde{q})$, we have

$$\Delta E[\tau] = E_q[\tau w] - E_p[\tau]$$

$$= \int \tau \, d\theta \, q \left( \frac{\hat{p}}{q} - \frac{p}{q} \right)$$

$$\approx \int \tau \, d\theta \, q \left( \frac{\Delta \ln \tilde{q} - \Delta \ln \tilde{p}}{1 + \Delta \ln \tilde{q}} \right)$$

$$= : E_q[\tau \Delta w]. \quad (24)$$

where $\theta$-dependence has been suppressed in notation, and the “error weights” $\Delta w(\theta)$ are implicitly defined by the last equality. With the generality of the present setup, $\Delta w$ is again intractable and (24) only provides a theoretical estimate of the error. However, certain assumptions on the functional forms of $f$ and $C$ can admit an analytical approximation to $\Delta w$, which might then allow the computation of $\Delta E[\tau]$ from the samples (23).

### 2.2 Manifold-restricted Gaussian

The proposed method is applicable in principle to the manifold restriction of any continuous multivariate probability distribution on Euclidean space (see Kotz et al. (2004) for examples). In practice, the convolution of the target density (1) or (2) with the Gaussian conditional density (17) must be derived or approximated analytically. Strategies for doing so might include computing the characteristic functions corresponding to $p$ and $q'$ (Shephard 1991) or, if the ambient density $f$ is near-Gaussian, adopting the formal approach used for path integrals in quantum field theory (Peskin and Schroeder 1995). However, further treatment of $f$ in full generality is beyond the scope of the present work.

For the rest of this paper, let us consider only the case where $f$ is proportional to the probability density of a Gaussian distribution $N(\beta_s, \Sigma)$ on $\mathbb{R}^d$, i.e., we set

$$f(\beta) = \exp \left(-\frac{1}{2} [\beta - \beta_s]^T \Sigma^{-1} [\beta - \beta_s] \right). \quad (25)$$

This is not an overly limiting assumption, since manifold-restricted Gaussians appear in a broad range of practical applications. For example, $f(\alpha(\theta))$ might be a Bayesian likelihood function where $\beta_s$ is some modeled observable $\alpha(\theta)$ with additive Gaussian noise $\nu$; it can then be sampled to map out the likelihood hypersurface over $\Theta$ and to find the maximum-likelihood estimate $\theta_{\text{ML}} \approx \theta_s + J^+ \nu$. Usage of the method for Bayesian inference is elaborated on in Sect. 2.3. In Sect. 3.5, we will also look at reparametrization as a possible avenue toward generalizing the method for exponential families of distributions (Brown 1986).

As is the case with Gaussians, the density (1) with (25) has several desirable properties. For one, the derivatives of $p(\theta)$ itself are quite tractable; in particular, the stationary points $\theta_i$ of $p$ occur where the vector $\Sigma^{-1}[\alpha_i - \beta_s]$ is orthogonal to $T_{\theta_i} \mathcal{M}$. The Fisher information matrix for $p$ also takes on the simple form

$$\Gamma := [E[(\partial_\mu \ln p)(\partial_\nu' \ln p)]] = J^T \Sigma^{-1} J, \quad (26)$$

while the linearized target density (21) expands to

$$\tilde{p}(\theta_i) \propto \exp \left(-\frac{1}{2} \left[ \beta_i^j - \beta_s \right]^T \Sigma^{-1} \left[ \beta_i^j - \beta_s \right] \right). \quad (27)$$

Lastly, and most crucially, the convolution of the two Gaussians in the linearized generating density (22) admits an analytic solution under two conditions: (i) if the sample space is $\Theta$ and not $\theta_i$, and (ii) if the compactness $C$ is constant over $\Theta$. Neither of these conditions is intended to be enforced in practice, and so the solution will only be an approximation (to the already approximate density $\tilde{q}$). Regardless, we find

$$\tilde{q}(\theta_i) \propto \exp \left(-\frac{1}{2} \left[ \beta_i^j - \beta_s \right]^T \Sigma^{-1} \left[ \beta_i^j - \beta_s \right] \right). \quad (28)$$

---

5 From $\partial \rho = f'(\alpha) \partial \alpha = 0$, we see that $J_i^T \Sigma^{-1} [\alpha_i - \beta_s] = 0$. 
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with $\Sigma_i'$ given by (Bishop 2013)

$$\Sigma_i' = \Sigma + J_i(C_i)^{-1} J_i^T = \Sigma + P_i^T C_i^{-1} P_i^L.$$  \hspace{1cm} (29)

Equation (28) can be almost exact even when restricting to $\Theta_b$, provided the bulk of the density (1) is contained within the boundary of $\Theta_b$. Boundary corrections when this is not the case are discussed in Sect. 2.3.

From (27) and (28), the weights (20) simplify to

$$w_{ij} = N_i \exp \left( -\frac{1}{2} \left[ \beta_{ij}^L - \beta_* \right]^T M_i \left[ \beta_{ij}^L - \beta_* \right] \right),$$ \hspace{1cm} (30)

with $M_i$ and $N_i$ given by

$$M_i = \Sigma^{-1} - \left( \Sigma + P_i^T C_i^{-1} P_i^L \right)^{-1},$$ \hspace{1cm} (31)

$$N_i = \sqrt{\frac{\det \left( J_i^+ \Sigma + C_i^{-1} \right) (J_i^+)^T}{\det \left( J_i^+ \Sigma \right) (J_i^+)^T}},$$ \hspace{1cm} (32)

where (32) is estimated using $\Sigma$ and $\Sigma'$ under local projection and pullback (as $\tilde{P}$ and $\tilde{q}$ are defined on $\Theta$ and not $\mathbb{R}^d$). Note that variability over $\Theta$ has been restored to $C$ in (28)–(32), through its implicit dependence on $\theta_i$. This choice is empirically motivated, since fixing the compactness for a manifold with varying curvature generally incurs a larger penalty to the overall accuracy than adopting a location-dependent compactness.

Let us now construct a compactness matrix $C_i$ that depends on the minimal length scales describing (i) the ambient density $f$, (ii) the normal curvature of the manifold $M$, and (iii) the extent of some sampling region in $\Theta$ (i.e., the sample space $\Theta_b$). The square of the first is simply the smallest eigenvalue $\sigma^2$ of the ambient covariance $\Sigma$, while the reciprocal of the second is the largest eigenvalue $\kappa$ of a curvature-related $s \times s$ matrix

$$K := Q^T F^* Q.$$ \hspace{1cm} (33)

Here, $Q$ defines a change of basis such that $F_i \rightarrow I$ and is given via the standard eigenvalue decomposition

$$F_i^{-1} = U D U^T,$$ \hspace{1cm} (34)

$$Q = U D^{1/2},$$ \hspace{1cm} (35)

with orthogonal $U$ and diagonal, positive-definite $D$.

The eigenvalues of $K$ are the unsigned norms of $I$ with respect to some tangent space eigenbasis and reduce by design to more familiar expressions of curvature in various special cases. When $s = 1$, $M$ is a curve $\gamma(t)$ in Euclidean space, and the single eigenvalue is its curvature $\kappa(t) = |\gamma'(t)|$, with $t$ chosen such that $|\gamma'(t)| = 1$ (Struik 1961). In the case of a surface in $\mathbb{R}^3$ with positive curvature (both eigenvalues have the same sign), $K$ has the same determinant and eigenvalues as the Weingarten map, i.e., the Gaussian and principal curvatures, respectively (Struik 1961).

More generally, $\kappa \geq 0$ is proportional to an upper bound for the maximal eigenvalue $\kappa' \geq 0$ of (6) with a signed norm (assuming the condition number of $F_i$ varies slowly across the manifold). This is because

$$\kappa'/\ell_{\max}^2 \leq u^T F^* u \leq u^T F^* v \leq u^T F^* w \leq \kappa^2/\ell_{\min}^2,$$ \hspace{1cm} (36)

where $\ell_{\min}/\ell_{\max}$ is the condition number of $F_i$, the matrix $F^*$ is given by (6) but evaluated using a signed norm, the unit vectors $u, w$ are eigenvectors of $F^* F^*$, respectively, and the unit vector $v$ has components $v^i = |u^i|$. In other words, an appropriately scaled $\kappa$ is conservative in regions of negative curvature, as it might overestimate the maximal principal curvature when the local geometry of the manifold is hyperbolic.

For simplicity, we will assume a hyperrectangular sampling region $\Theta_b$ with sides of half-length $\ell_1, \ldots, \ell_s$. These determine the associated matrix

$$L := \text{diag} \left( \ell_1^{-2}, \ldots, \ell_s^{-2} \right),$$ \hspace{1cm} (37)

its pushforward by $\alpha$:

$$\Lambda := (J^+)^T L J^+,$$ \hspace{1cm} (38)

and the largest eigenvalue $\lambda^2$ of $\Lambda$. A practical choice for the compactness is then $C_i = c_i I$, with $c_i$ given by

$$c_i = \frac{1}{\epsilon} \left( \max \left\{ \lambda_i^2, \frac{\kappa_i}{\sigma} \right\} \right),$$ \hspace{1cm} (39)

where the dimensionless sampling parameter $\epsilon > 0$ is tuned at runtime, and $(\lambda_i, \kappa_i) := (\lambda(\theta_i), \kappa(\theta_i))$.

The curvature term $\kappa_i/\sigma$ in (39) is derived by constraining the displacement due to curvature that is associated with the length $1/\sqrt{\sigma^2}$ in $T_{u_\sigma} M$, i.e., by requiring that the largest distance between corresponding points on $T_{u_\sigma} M$ and $M$ is proportional to the smallest covariance length of the ambient density (which is constant). Consequently, it might be useful to think of $\epsilon \sigma$ as an approximate upper bound on the error $|\beta_{ij}^L - \beta_{ij}|$, for $\beta_{ij}$ at one (mini-distribution) sigma. The metric-only term $\lambda_i^2$ in (39) is typically less stringent than the curvature term, but might perform a similar function if the Hessian $H$ is not readily available, since the metric contributes to and can be strongly correlated with the normal curvature. This term primarily safeguards against any regions where $\kappa_i$ and the Fisher information $\text{det}(\Gamma)$ both become small and is crucial for the example in Sect. 3.4.
where $M$ has vanishing normal curvature, but the metric on $\Theta$ has singular points.

It is convenient to cast (25) in “whitened” form via the linear transformation $\beta \rightarrow W\beta$ (where $W^TW = \Sigma^{-1}$ for some preferred choice of $W$ (Kessy et al. 2018)), such that $\Sigma \rightarrow I$ and the length scales of the ambient density are encoded in the transformed embedding $W\alpha$. The scalar compactness (39) reduces to

$$c_i = \frac{1}{\epsilon} \left( \max \left\{ \lambda_i^2, \kappa_i \right\} \right),$$

(40)

while $M_i$ and $N_i$ in the Gaussian weights (30) become

$$M_i = \frac{1}{1 + c_i} \tilde{p}_i^\perp,$$

(41)

$$N_i = \left( \frac{1 + c_i}{c_i} \right)^{s/2},$$

(42)

where (41) follows from the matrix inversion lemma (Press et al. 2007) and the decomposition (8).

Note that with $C_i = c_i I$ and $\Sigma = I$, the geometric generation of the points $\theta_i$ is conceptually equivalent to the sampling of a Fisher-based mini-distribution:

$$\theta_{ij} \sim N\left( \theta_i, \frac{1}{c_i} \Gamma_i^{-1} \right),$$

(43)

where the covariance has been scaled such that the push-forward points $\beta_{ij}^\perp(\theta_{ij})$ lie at a controlled distance from the manifold. This projection-free prescription might be convenient in practice, e.g., if the base chain is being constructed concurrently from a similar (unscaled) MH proposal distribution; however, it brings no real computational benefits even when $d \gg s$, as the weights (30) must still be computed using $\beta_{ij}^\perp$.

We now return to the systematic error (24) in the expectation of the test function, which may be evaluated further following the developments in Sect. 2.2. Expanding the map $\alpha$ to the second order about some fixed $\theta$, we write (using Einstein notation)

$$\tilde{\alpha}(\theta) := (\alpha_s)^\nu J_{\nu\mu} \partial^\mu + \frac{1}{2} H_{\nu\mu\nu} \partial^\mu \partial^\nu,$$

(44)

$$\tilde{J}(\theta) := J_{\nu\mu}^\nu + H_{\nu\mu\nu}^\nu \partial^\nu,$$

(45)

where $\alpha_s := \alpha_i - \beta_s$ and $\partial := \theta - \theta_i$. Under the assumption that the Gaussian form of the linearized convolution (28) holds for $q$ at the second order, the covariance at equivalent order is approximately $(I - \bar{M})^{-1}$, where

$$\bar{M} = \frac{1}{1 + c} \tilde{J} \Gamma^{-1} \tilde{J}^T.$$ 

(46)

With the tilded quantities (44)–(46) defining the Gaussian second-order densities $\tilde{p}$ and $\tilde{q}$, we may set $\Delta \ln \tilde{p} \approx \ln \tilde{p} - \ln \bar{p}$ and $\Delta \ln \tilde{q} \approx \ln \tilde{q} - \ln \bar{q}$ in (24). The error weights at equivalent order then evaluate to

$$\Delta w \approx \frac{\Delta_M}{\Delta_M + (1 + c)(1 - \Delta_T)} w,$$

(47)

with $\Delta_M$ and $\Delta_T$ given by

$$\Delta_M = (\alpha_\nu) J_{\nu\mu}^\nu \Gamma^{-1} \nu_{\mu
u\nu} \partial^\nu \partial^\nu,$$

$$+ \frac{3}{2} (\alpha_\nu) J_{\nu\mu}^\nu \Gamma^{-1} \nu_{\mu
u\nu} \partial^\nu \partial^\nu,$$

$$+ \frac{1}{2} (\alpha_\nu) H_{\nu\mu\nu}^\nu \partial^\nu \partial^\nu,$$

$$+ (\alpha_s)^\nu H_{\nu\mu\nu}^\nu \partial^\nu \partial^\nu,$$

(48)

$$\Delta_T = (\alpha_\nu) H_{\nu\mu\nu}^\nu \partial^\nu \partial^\nu.$$ 

(49)

While somewhat unwieldy, these error weights can be evaluated for the samples (23) to provide a ballpark estimate of the error (24) (as demonstrated in Sect. 3.1). They also explicitly reflect the limiting behavior discussed in Sect. 2.1; we see that $\Delta w = 0$ in flat space since both $\Delta_M$ and $\Delta_T$ vanish identically, while $\Delta w \rightarrow 0$ as $c \rightarrow \infty$ in the limit of high compactness.\(^6\)

### 2.3 Summary and usage

Starting with a base chain of $n$ samples $\theta_i$ from some manifold-restricted Gaussian distribution, the proposed method upsamples this to a set of $nm$ weighted samples $(\theta_{ij}, \tilde{w}_{ij})$ from approximately the same distribution, where $m$ is a desired multiplier for the sampling resolution. Any standard algorithm may be employed to draw the base samples according to the target density $p(\theta) \propto f(\alpha(\theta))$, and it will also provide the corresponding points $\alpha_i$ on the manifold as a by-product of computing $p$. The first derivatives $J_i = \partial \alpha_i$ (and the second derivatives $H_i = \partial^2 \alpha_i$, if available) can be evaluated either concurrently with $(\theta_i, \alpha_i)$ or post hoc; in the former case, they might be used to propose new base points in a MH algorithm, e.g., by taking the inverse Fisher matrix as the proposal covariance, or by adding a deterministic drift term as in manifold MALA.

Let us assume that the Gaussian density (25) is in whitened form such that $\Sigma = I$, and that the base chain is obtained through a derivative-free sampling algorithm. For each pair $(\theta_i, \alpha_i)$ in the base chain, we:

1. Evaluate the Jacobian $J_i$ (and the Hessian $H_i$).

\(^6\) This limit is strictly ill defined if $\Delta_T \rightarrow 1$ as $c \rightarrow \infty$, but note that we also have $E[\Delta I] \rightarrow 0$ as $c \rightarrow \infty$. 
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2. Compute the metric ($F_1$) from Eq. (3), and the pseudoinverse $J^+$ from Eq. (9).
3. Compute the metric term $\lambda^2$ in Eq. (40) from Eqs (37) and (38). (Also compute the second fundamental form ($F_1$) from Eqs (6) and (7), and the curvature term $\kappa$ in Eq. (40) from Eqs (33)–(35).)
4. Draw the mini-distribution samples $\beta_{ij}$ in Eq. (5).
5. For each $\beta_{ij}$, compute the corresponding projection–pullback sample $\theta_{ij}$ from Eq. (13).
6. For each $\theta_{ij}$, compute the corresponding pushforward point $\beta_{ij}^\perp$ from Eq. (14) and the corresponding weight $w_{ij}$ from Eqs. (30), (41), and (42).

The proposed method is efficient when the computational complexity of each iteration is dominated by the evaluations of the $d$-vector $\alpha_i$ and its derivative(s) with respect to the $s$ parameters. In such cases, Step 1 is the rate-determining step of each iteration; it is computed at $O(s)$ times the cost of a single $\alpha$-evaluation (or $O(s^2)$ if $H_1$ is used), where the scaling coefficient can be small, e.g., by leveraging parallel computing in the evaluation of $J_i$. The method then has similar complexity to the manifold-based algorithms mentioned in Sect. 1 and is ideally used in conjunction with them. It incurs some additional cost when combined with more standard derivative-based samplers, since only the gradient of $\ln p$ is typically required for such algorithms, and this is computed at $O(1)$ times the cost of a single $\alpha$-evaluation. However, given the multiplicative nature of the method, the effective computational savings in obtaining a set of $nm$ samples still scale as $O(m/s)$.

The remaining steps all comprise straightforward mathematical operations, but scale with some powers of $s$, $d > s$ (possibly $d \gg s$) and $m$. Step 2 only contains two evaluations of complexity $O(ds^2)$, with the projection matrix (8) not explicitly required by the algorithm. Although the metric term in Step 3 is overtly $O(d^3)$ as it involves the eigendecomposition of the $d \times d$ matrix $\Lambda$, the nonzero eigenvalues of this low-rank matrix are the squared singular values of the matrix $L^{1/2}J_i^+$, which may be obtained at only $O(ds^2)$ cost (Golub and Kahan 1965). The second-order part of Step 3 is dominated by the computation of the second fundamental form, which is an $O(ds^2)$ operation. Step 4 has complexity $O(md)$, while Steps 5 and 6 are both $O(mds)$ (with the quadratic form in (30) reduced to a scalar product by the decomposition (8)).

It is worth emphasizing here that while the proposed method might improve the rate of sampling convergence locally (i.e., in the vicinity of an isolated probability mode), it is not designed to address global convergence; indeed, the assumption throughout Sects. 2.1 and 2.2 is that the distribution of the base chain has already converged to the target distribution. Hence, the performance of the method is largely independent of $n$ if the base chain is near convergence, and $\epsilon$ becomes the sole tuning parameter. If $\epsilon$ is set small, the distribution of the weighted samples is guaranteed to converge as $n \to \infty$, but the sampling resolution is tied to that of the base chain itself. Conversely, large $\epsilon$ results in improved resolution at the potential cost of reduced sampling accuracy (due to the systematic error (24)).

One possible strategy for tuning $\epsilon$ is to start with some conservative choice $\epsilon \lesssim \max[\lambda^2, \kappa]$; this can then be increased if the mini-distributions are too tightly clustered around their base points, or decreased if the error $|\beta_{ij}^\perp - \alpha_i|$ for an examined sample $\beta_{ij}$ is over some threshold. Since $1/\epsilon$ is essentially an overall scale for the compactness, computing the curvature term $\kappa$ becomes less important for a nearly constant Hessian in the sampling region, i.e., when $\theta^3 \alpha_i \approx 0$ for all $i$. Furthermore, if the Jacobian also varies slowly across the region of interest, we may simply take $c_i = 1/\epsilon$ and do away with Step 3 altogether.

An additional procedure is required if the target density is non-negligible at the boundary of the sampling region $\Theta_b$. From (2), (21), and (22), the linearized weights for a bounded sample space can be written as

$$w_b(\theta_{ij}) = \frac{\hat{\rho}(\theta_{ij})L_b(\theta_{ij})}{\int_{\Theta_b} d\theta' q'(\theta_{ij}|\theta')\hat{\rho}(\theta')L_b(\theta')} , \quad (50)$$

where the linearized generating density (the denominator) is the analytically nontrivial convolution of a truncated multivariate Gaussian with a regular one. There are several ways to sidestep the computation of (50); one that involves minimal modification to the existing framework makes use of the observation that the original weights (20) remain a good approximation to (50) (both are $\sim 1$) when the length scales associated with $q'$ are much smaller than those of $\Theta_b$—as is typically the case for a conservative choice of $\epsilon$.

This weight approximation alone does not account for the fact that base samples just inside the boundary might seed projected points that fall outside the sampling region. Simply discarding such points will give rise to a deficit of samples in the affected mini-distributions, which might skew the overall distribution significantly. More precisely, projected samples just inside the boundary will effectively be generated according to a density that is artificially diminished there, such that their assigned weights become less adequate. The most direct solution is to replace any projected point $\theta_{ij} \notin \Theta_b$ with a unit-weight copy of its associated base sample $\theta_i$, which is formally equivalent to generating it in the limit of high compactness (since $\theta_{ij}, w_{ij} \to (\theta_i, 1)$ as $c_i \to \infty$). To see that this is valid on the same level as the proposed method, note that the set of samples with replacement is effectively that obtained from a base chain $\{\theta_{i'}\}$ of length $n' = nm$ with mini-distributions of size $m' = 1$, where $\theta_{i'} = \theta_{(i') \mod nm} + 1$ and $c_{i'} \to \infty$ for some $\theta_{i'}$ near the boundary (selected a posteriori).
The approach described so far is ad hoc and might potentially reduce sampling resolution near the boundary, but it does preserve the overall distribution to a good approximation and is also straightforward to perform during runtime or in post-processing. For simplicity, such boundary corrections are applied to the relevant examples in Sects. 3.2, 3.3, and 3.5. An alternative, more involved treatment is to extend the framework to a target density of the form \( p \propto (f \circ \alpha)g \), where \( g \) is the probability density of some multivariate normal distribution \( N(\tilde{\theta}, \tilde{\sigma}) \) on \( \Theta \). This can be cast in the original form of (1) with (25), by defining an augmented map \( \hat{\alpha} \) into the larger ambient space \( \mathbb{R}^{d+s} \), i.e., \( \hat{\alpha}(\theta) := \alpha(\theta) \oplus \theta \). With the analogous augmentations \( \hat{\beta}_s := \beta_s \oplus \hat{\theta} \) and \( \hat{\Sigma} := \text{Diag}(\Sigma, \sigma) \) (where Diag here denotes a block diagonal matrix), we have

\[
p(\theta) \propto \exp \left( -\frac{1}{2} \left[ \hat{\alpha}(\theta) - \hat{\beta}_s \right]^T \hat{\Sigma}^{-1} \left[ \hat{\alpha}(\theta) - \hat{\beta}_s \right] \right),
\]

in concordance with (1) and (25). This approach comes at the cost of a higher-dimensional embedding, although the additional partial derivatives are trivial to compute. It can then be applied specifically to the density (2) with a hyper-rectangular \( \Theta_b \), by choosing \( (\tilde{\theta}, \tilde{\sigma}) = (0, I) \) and making the transformations \( \theta^\mu \rightarrow \Phi(\theta') \), where \( \Phi \) is the standard normal cumulative distribution function (up to scaling and translation).

In the context of Bayesian inference, the above discussion relates to the sampling of a posterior distribution with density \( p \propto (f \circ \alpha)\pi \), where \( f \circ \alpha \) is now a likelihood function and \( \pi \) is some prior density on \( \Theta \). We have only considered uniform \((\pi \propto 1_b)\) and Gaussian \((\pi = g)\) priors thus far, but these might not be suitable in more general applications. The method can be formally extended to a broader class of priors, via an initial transformation \( \iota(\theta') \) that maps the uniform distribution on a unit hypercube \( \Theta_b \) to the desired prior on \( \Theta \). Then, \( \iota \) defines a transformed map \( \alpha_b := \alpha \circ \iota \), such that the original (uniform-prior) framework may still be used to generate samples from the target posterior distribution, according to the transformed density

\[
p_b(\theta') \propto f(\alpha_b(\theta')) 1_b(\theta') \propto f(\alpha(\theta')) \pi(\theta)
\]

with respect to the Lebesgue measure on \( \Theta_b \). The map \( \iota \) is known as the inverse Rosenblatt transformation (Rosenblatt 1952); it depends on the quantile function of the desired prior, which is generally not available in closed form but can be evaluated numerically for many standard distributions (Press et al. 2007).

Finally, a straightforward redefinition of the importance weights could also provide a post hoc treatment of generic priors. For some target posterior density \( p_\pi \propto (f \circ \alpha)\pi \), let us first generate both a base chain and a set of weighted samples according to \( p \propto f \circ \alpha \), as per the original framework. The linearized importance weights for \( p_\pi \) are then given by

\[
w_\pi(\theta_{ij}) = \frac{\tilde{p}_\pi(\theta_{ij})}{\int_{\Theta_0} d\theta' q'(\theta_{ij} | \theta') \tilde{p}(\theta')} \approx \frac{\pi(\theta_{ij}) w(\theta_{ij})}{\int_{\Theta_0} d\theta' \pi(\theta') w(\theta') q(\theta')},
\]

where the linearized generating density (the denominator in the first line) does not depend on \( \pi \) since the base chain is distributed according to \( p \). These “prior weights” may be computed from the sample set and initial weights as \( w_\pi(\theta_{ij}) \approx \pi(\theta_{ij}) w_{ij} / \sum_{ij} \pi(\theta_{ij}) w_{ij} \), provided the prior is not so informative that the majority of samples lie beyond the bulk of \( \pi \).

### 3 Examples

The efficacy of the proposed method is now demonstrated through a number of heuristic examples: a parabola (Sect. 3.1); a family of Klein bottles (Sect. 3.2); a space of gravitational-wave signals (Sect. 3.3); a reparametrized parabola (Sect. 3.4); and a reparametrized beta distribution (Sect. 3.5). In each example, benchmarking is performed by way of high-resolution histograms, which are constructed for the target distribution (or an accurate reference chain) and the weighted samples produced through the method.

As a standard metric for the concurrence of two histograms with identical binning, we will use the Hellinger distance \( d_H \) between two discrete probability distributions \( \{p_i\}, \{q_i\} \). This is given by (Pollard 2002)

\[
d_H = \sqrt{\frac{1}{2} \sum_i (\sqrt{p_i} - \sqrt{q_i})^2},
\]

with the maximum distance achieved when there is no bin \( i \) such that \( p_i q_i > 0 \). The Hellinger distance comes with ease of interpretation, as it is symmetric and satisfies \( 0 \leq d_H \leq 1 \); it is preferred here to the more commonly used Kullback–Leibler divergence (Pollard 2002), which is unsuitable for histograms with a large number of empty bins. That being said, any choice of statistical distance between histograms will naturally be dependent on binning and hence less meaningful for comparison across problems.

### 3.1 Parabola

We begin with a simple but instructive example: a bivariate normal distribution restricted to a parabola in the plane, such that \( (d, s) = (2, 1) \). With Cartesian coordinates \((x, y)\) on
\( \mathbb{R}^2 \), we set
\[
\alpha(x) = (x, x^2), \quad (55)
\]
\[
\beta_* = (1, 2) \quad (56)
\]
in (1) and (25). We also take \( \Sigma = I \) here (and in all of the other examples), such that the target density is
\[
p(x) \propto \exp \left( -\frac{1}{2} \left( x^4 - 3x^2 - 2x + 5 \right) \right). \quad (57)
\]
The bulk of (57) lies comfortably within the interval \([-3, 3]\), which we use as our sampling region; the metric and curvature terms in (40) then satisfy
\[
\lambda_i^2 = \frac{1}{9 \left( 1 + 4x_i^2 \right)} < \frac{2}{\left( 1 + 4x_i^2 \right)^{3/2}} = \kappa_i \quad (58)
\]
for all \( x_i \in [-3, 3] \), such that \( c_i = \kappa_i/\epsilon \). Note that as the second derivative of (55) is constant, the \( x \)-dependence in the curvature is due to the changing metric, and so \( \lambda_i^2 \) is correlated with (and can be used in lieu of) \( \kappa_i \).

A set of \( 10^5 \) weighted samples \((x_{ij}, w_{ij})\) is generated from a base chain of length \( n = 200 \) and mini-distributions of size \( m = 500 \); their pushforward points \( \beta^\perp_i(x_{ij}) \) on the tangent bundle are displayed in the top plot of Fig. 2, together with \( \beta_* \), the base points \( \alpha_i \), and the manifold itself. In the bottom plot, the empirical probability density of the samples is represented by a histogram with 100 bins and is overlaid with the (normalized) target density (57) for comparison. The Hellinger distance between the distribution of the samples and the target distribution is \( d_H = 0.03 \).

Figure 2 uses a tuning parameter of \( \epsilon = 0.07 \), which corresponds to about 40% of projected points falling within a distance of 0.07 from the manifold (see discussion after (39)). Although this error can be reduced with a choice of smaller \( \epsilon \), the sampling resolution will become poor in the \( x < 0 \) tail of the distribution, due to the sparsity of the base chain and the high curvature in that region. Some experimentation is needed to choose \( \epsilon \) for a balance between resolution and accuracy, but finding the optimal range generally does not require fine-tuning. Figure 3 shows the extent of changes to the histogram distribution that result from varying \( \epsilon \) across two orders of magnitude. The Hellinger distance from the target distribution remains small at \( d_H \leq 0.09 \); in comparison, the base chain has \( d_H = 0.22 \).

We may also examine a simple test function for this example, in order to validate the estimate (24) of the systematic error introduced by the approximate weights in the proposed method. The expectation of \( x \) has the true value \( E[x] = 0.98 \); using (47) to compute (24), we obtain (for \( \epsilon = 0.07 \)) an empirical value \( E_q[xw] = 1.01 - 0.16 \), which is consistent
with the true expectation within its error. As (47) is constructed from a series expansion about each base sample, its accuracy should be positively correlated with the overall compactness. This is seen in the sample sets with \( \epsilon = 0.007, 0.7 \), which return \( \mathbf{E}_q [x w] = 0.99_{-0.01}^{+0.01}, 1.05_{-0.26}^{+0.28} \), respectively. The results for all three sets of projected samples compare reasonably to \( \mathbf{E}_p [x] = 1.00_{-0.06}^{+0.06} \) for the base chain, which has no systematic error (since it is generated according to \( p \)) and a Monte Carlo error of \( \sqrt{\text{Var}(x)}/n \).

### 3.2 Klein bottles

Let us now consider a slightly more involved example. Our starting point is the classical embedding of a Klein bottle into \( \mathbb{R}^4 \) (do Carmo 1992); we may promote this to a family of variable-size Klein bottles in \( \mathbb{R}^5 \) by setting

\[
\alpha^1(r, \psi, \phi) = \frac{1}{2} (1 + r \cos \psi) \cos \phi, \\
\alpha^2(r, \psi, \phi) = \frac{1}{2} (1 + r \cos \psi) \sin \phi, \\
\alpha^3(r, \psi, \phi) = \frac{r}{2} \sin \psi \cos \frac{\phi}{2}, \\
\alpha^4(r, \psi, \phi) = \frac{r}{2} \sin \psi \sin \frac{\phi}{2}, \\
\alpha^5(r, \psi, \phi) = 0, \tag{59}
\]

and then by applying an arbitrary rotation \( \alpha \to R\alpha \) to bring it out of the \( x^3 = 0 \) subspace. The sampling region \( \Theta_b \) is taken to be the cuboid \( (r, \psi, \phi) \in [2, 8] \times [0, 2\pi] \times [0, 2\pi] \), which is an orientable three-manifold with boundary. Finally, we choose

\[
\beta_s = R\alpha \left( 3, \frac{\pi}{4}, \frac{\pi}{2} \right). \tag{60}
\]

The manifold \( R\alpha[\Theta_b] \) has non-elliptic geometry throughout, and its matrix \( K \) from (33) has rank two. Unlike the example in Sect. 3.1, the maximal curvature eigenvalue here is not always greater than the maximal eigenvalue of \( \Lambda \) from (38), and so \( c_i \) is given by (40) as designed. Three starting sets of samples are generated in this example: a reference MH chain of length \( 10^5 \), a short base chain \( B_1 \) of length \( n = 200 \), and a long base chain \( B_2 \) of length \( n = 2000 \) (with \( B_{1,2} \) obtained by downsampling the reference chain). Mini-distributions of size \( m = 500, 50 \) are used for \( B_{1,2} \), respectively, such that the corresponding projected sets \( S_{1,2} \) also have \( 10^5 \) samples each. The tuning parameter is empirically chosen as \( \epsilon = 0.15, 0.1 \) for \( S_{1,2} \), respectively. Since the target density is non-negligible at the boundary of the sampling region, any projected points \( \theta_{ij} \) that fall outside \( \Theta_b \) are replaced with their unit-weight base samples \( \theta_i \), as suggested in Sect. 2.3.

Probability density contours and curves (i.e., \( p(r, \psi, \phi) \) marginalized over some combination of one or two parameters) are computed for \( S_{1,2} \) and the reference chain and are consolidated in Fig. 4. Unsurprisingly, the Hellinger distance from the reference chain is larger for \( S_1 \) than it is for \( S_2 \); with 30 bins per parameter (as used in the figure), it is \( d_H = 0.41 \) compared to \( d_H = 0.33 \). The improved accuracy of \( S_2 \) is also quite clear from visual inspection of the plots. Figure 4 includes contours for the base chains \( B_{1,2} \), which are severely under-resolved and require smoothing before they can even be visualized. The Hellinger distances for \( B_{1,2} \) are \( d_H = 0.90, 0.67 \), respectively. Although the distances in this example are significantly higher than those obtained in Sect. 3.1, they have simply been inflated by the large number of bins. If 20 bins per parameter are used (which is still 80 times the number of bins in Sect. 3.1), the values fall to \( d_H = 0.30, 0.21 \) for \( S_{1,2} \) and \( d_H = 0.83, 0.50 \) for \( B_{1,2} \), respectively.

### 3.3 Gravitational-wave signal space

For an example of a “real-world” application where the map \( \alpha \) does not admit a closed-form expression (or is analytically...
nontrivial), we turn to the burgeoning field of gravitational-wave astronomy (Abbott 2016a, 2017, 2018). A Bayesian framework is used to conduct astrophysical inference on source signals buried in noisy detector data; in this setting, the likelihood function takes the standard form (Cutler and Flanagan 1994; Abbott 2016b)

\[
p(\theta) \propto \exp \left( -\frac{1}{2} \langle h(\theta) - d_s | h(\theta) - d_s \rangle \right),
\]

(61)

where \( h(\theta) \) is a parametrized waveform model for the signal, \( d_s \) is data comprising some “true” signal \( h(\theta_s) \) and detector noise \( n_s \), and \( \langle \cdot | \cdot \rangle \) is a noise-weighted inner product that incorporates a power spectral density model for \( n_s \) (assumed to be Gaussian and additive).

Equation (61) is manifestly a Gaussian probability density restricted to the waveform manifold \( h(\theta) \) and may be cast in whitened form such that \( \langle \cdot | \cdot \rangle \) simplifies to the Euclidean inner product on \( \mathbb{R}^d \). However, the computation of waveform derivatives must typically be done numerically and is compounded by the fact that \( d \gtrsim 10^3 \) for most signals in a time- or frequency-series representation. Both of these difficulties are alleviated in recent work that uses deep-learning techniques to construct fully analytic interpolants for waveforms in a reduced basis representation (Field et al. 2011; Chua et al. 2019). Fast and reliable waveform derivatives are a key feature of this approach, in which (61) simplifies to

\[
p(\theta) \propto \exp \left( -\frac{1}{2} |\alpha(\theta) - \beta_s|^2 \right),
\]

(62)

where \( (\alpha(\theta), \beta_s) \) are obtained by projecting \( (h(\theta), d_s) \) onto a compact \( (d \sim 10^2) \) basis for \( h(\theta) \).

We now apply the proposed method to the target density (62), where \( \alpha \) is a reduced representation interpolant for a two-parameter waveform model (Arun et al. 2009). This simple model describes the signal from the late inspiral stage of a non-spinning black-hole binary, with component masses in the interval \([3, 30] M_\odot \) (where \( M_\odot \) denotes one Solar mass); more realistic waveform models generally have \( s \sim 10 \). The ambient dimensionality for this example is \( d = 173 \), while the sampling region \( \Theta_b \) is specified in the parametrization of chirp mass \( M_* \) and symmetric mass ratio \( \eta \) as \( (M_* \, \eta) \in [7.3, 8.9] M_\odot \times [0.16, 0.2]. \) We assume that the projected data \( \beta_s \) contains a weak signal (to accentuate the features in (62)), that the signal parameters lie at the centroid of \( \Theta_b \), and that the projection of the detector noise onto the reduced basis vanishes, i.e.,

\[
\beta_s = \alpha(8.1 M_\odot, 0.18).
\]

(63)

The MH algorithm is used to draw \( 1.5 \times 10^5 \) samples according to the density (62); this reference chain is then downsampled to a base chain of length \( n = 1500 \). Both \( \lambda^2_i \) and \( \kappa_i \) in (40) turn out to vary by less than a factor of five over all points in the base chain. It is instructive to examine the robustness of the proposed method when the compactness is approximated as constant in such cases, even though the second derivative of \( \alpha \) is available. Setting \( m = 100, c_1 = 1/\epsilon \) and \( \epsilon = 0.7 \), we obtain a projected set of \( 1.5 \times 10^5 \) weighted samples in \( \Theta_b \) (after applying boundary corrections as in Sect. 3.2). With 30 bins per parameter, the Hellinger distance from the reference chain is \( d_H = 0.10 \) for the projected samples, and \( d_H = 0.33 \) for the base chain. The visual agreement between the projected samples and the reference chain (especially in the high-resolution histograms of Fig. 5) is also serviceable for most intents and purposes, notwithstanding the constant compactness and the increased complexity of the probability surface.

Fig. 5  Top and right: High-resolution density histograms for base chain, projected samples, and reference chain. Dashed gray lines indicate location of \( \beta_s \). Histograms have 100 bins per parameter. Bottom and left: Marginalized probability densities and density contours for projected samples (red) and reference chain (blue). Histograms have 30 bins per parameter. To improve visibility, the same Gaussian smoothing kernel is applied to each contour plot. Contours are arbitrarily chosen as \( \rho = 0.5, 1.8, 4.0 \) for illustrative purposes. (Color figure online)
3.4 Parabola redux

It is tempting to investigate, at least for simple problems, whether a map \( \alpha' : \Theta \to \mathbb{R}^d \) can be constructed such that (i) the image manifold \( \alpha' (\Theta) \) has vanishing normal curvature, but (ii) the target density \( p(\theta) \propto f(\alpha'(\theta)) \) is preserved with respect to the Lebesgue measure on \( \Theta \). As a cost of fulfilling these two conditions, we will give up the requirement that \( \alpha' \) is an embedding or even an immersion, i.e., the pushforward of \( \alpha' \) is no longer assumed to be injective for all \( \theta \in \Theta \). Then, the sample-space manifold \( (\Theta, I) \) is not generally Riemannian, as the pullback metric might not be positive-definite and can vanish at certain singular points on \( \Theta \). From a practical standpoint, however, a reparametrization of the problem with vanishing \( \kappa_i \) allows the compactness to be computed from the metric term \( \lambda_i^2 \) alone, and the existence of singular points is not necessarily an issue if the set of all such points has Lebesgue measure zero.

Let us return to the parabola-restricted Gaussian in Sect. 3.1 and find some alternative \((\alpha(\xi), \beta_s)\) such that \( \kappa_i = 0 \) in (40) and \( p(\xi) \) has the same functional form as (57). One possible choice is

\[
\alpha(\xi) = \left( \sqrt{\xi^4 - 3\xi^2 - 2\xi + 5}, 0 \right), \tag{64}
\]

\[
\beta_s = (0, 0). \tag{65}
\]

The image of the map (64) is then a ray on the \( x_1 \)-axis:

\[
\alpha^1(\xi) \in \left[ \frac{1}{2} \sqrt{11 - 6\sqrt{3}}, \infty \right), \tag{66}
\]

while the single metric component

\[
F_1(\xi) = J_1^1(\xi)^2 = \frac{(2\xi^3 - 3\xi - 1)^2}{\alpha^1(\xi)^2} \tag{67}
\]

vanishes at \( \xi_s = -1, (1 \pm \sqrt{3})/2 \). With \( \xi_s \in [-3, 3] \) as before, the metric term in (40) is given by

\[
\lambda_i^2 = \frac{1}{9 F_1(\xi_i)}. \tag{68}
\]

As seen from the top plot of Fig. 6, the singular points \( \xi_s \) are precisely the stationary points of \( p(\xi) \), and the compactness diverges at the corresponding points \( \alpha_i \), such that \( \beta_i^1 \to \alpha_i \) for base points near \( \alpha_i \). This high compactness compensates for the wide dispersion of pullback samples due to the vanishing metric. Note that for the singular point corresponding to the global minimum of \( \alpha^1 \), the \( x_1 \)-coordinate of a projected point \( \beta_{ij}^1 \) near \( \alpha_i \) can fall outside the interval in (66), but both the pullback sample \( \xi_{ij} \) and its weight \( w_{ij} \) remain well defined in such cases. The metric-only compactness is also less effective near this singular point since the metric changes rapidly there, and hence, a deficit of samples in that region might occur for a sparse base chain. Regardless, the bottom plot of Fig. 6 shows that the proposed method still works with \((n, m) = (200, 500)\) (i.e., the same base chain as in Sect. 3.1), but the tuning parameter must be reduced to \( \epsilon = 0.005 \) because of the reparametrization. Using a bin width of 0.06, the Hellinger distance between the target distribution and that of the projected samples is \( d_H = 0.04 \).

3.5 Beta distribution

As a final example, let us consider a broader class of target distributions that are not manifestly restricted Gaussians, but might be cast as such through the reparametrization approach taken in Sect. 3.4. We begin, rather ambitiously, with a probability distribution from a general exponential family (Brown 1986). This covers any distribution whose density function
where \( T, Z \) are scalar-valued, \( V, W \) are vector-valued with some dimensionality \( k \), and the vector \( \zeta \) parametrizes the particular exponential family defined by the functional forms of \( T, V, W, Z \).

For fixed \( \zeta \), we may cast (69) in the restricted Gaussian form \( p(\theta) \propto f(\alpha(\theta)) \), through a crude but direct choice of \( \alpha \) (with \( \beta_s = 0 \)):

\[
\alpha^1(\theta) = \sqrt{-2T(\theta)},
\alpha^2(\theta) = \sqrt{-2W^1V^1(\theta)},
\vdots
\alpha^d(\theta) = \sqrt{-2W^kV^k(\theta)},
\]

where \( d = k + 1 \). It is clear that such a map will in general be complex-valued (which then requires lifting the whole framework to complex space) and might also give rise to an induced metric with pathologies (e.g., vanishing or divergent points, non-smoothness, etc.)

Many common probability distributions are exponential families; continuous examples include the normal, gamma, and chi-squared distributions. Our focus in this section will be restricted to the beta distribution, which is defined on the interval \([0, 1]\) and has two positive shape parameters \((a, b)\). Following (70), we set

\[
\alpha^1(\xi) = \sqrt{2 \ln (\xi(1 - \xi))},
\alpha^2(\xi) = \sqrt{-2a \ln \xi},
\alpha^3(\xi) = \sqrt{-2b \ln (1 - \xi)},
\]

such that the target density is (as desired)

\[
p(\xi) \propto \xi^{a-1}(1 - \xi)^{b-1}.
\]

Observe that \( \alpha^1 \) is imaginary and \( \alpha^{2,3} \) are real for all \( \xi \in (0, 1) \), with singular points only at the boundary. The image of \( \alpha \) is then confined to a subspace of \( \mathbb{C}^3 \) that is diffeomorphic to a subspace of \( \mathbb{R}^3 \), since the linear transformation defined by the matrix \( \text{diag}(i, 1, 1) \) is a smooth bijection between said subspaces. We are then justified in continuing to treat the ambient space as \( \mathbb{R}^3 \) instead of \( \mathbb{C}^3 \), by not promoting the ambient normal densities associated with (5) and (25) to their complex counterparts. This approach allows the framework in Sect. 2 to be used largely unchanged, with one caveat:

the metric is degenerate with varying signature for certain values of the shape parameters. As the manifold is still locally pseudo-Riemannian, we get around this by simply taking the absolute value of any negative metric and curvature terms in (40). Explicit use of the above bijection is only required when standard computational routines are limited to real inputs and outputs, e.g., the generation of random variates.

With these adjustments, the proposed method is employed to sample from two qualitatively different beta distributions: one with shape parameters \((a, b) = (0.8, 0.8)\), and the other with \((a, b) = (2, 4)\). Each set of projected samples is generated from a base chain of length \( n = 1000 \) and mini-distributions of size \( m = 100 \). The tuning parameter is chosen as \( \epsilon = 0.15 \) for \((a, b) = (0.8, 0.8)\), and \( \epsilon = 0.03 \) for \((a, b) = (2, 4)\). Figure 7 shows the histogram distributions for both sample sets, with the corresponding target and base distributions overlaid for comparison (all histograms have a bin width of 0.01). For \((a, b) = (0.8, 0.8)\), the Hellinger distance from the target distribution is \( d_H = 0.12 \) for the base chain and falls to \( d_H = 0.03 \) for the projected samples; for \((a, b) = (2, 4)\), it decreases from \( d_H = 0.13 \) to \( d_H = 0.03 \). Although the projected sample sets appear to be slightly under-resolved (i.e., over-correlated with their base chains), \( \epsilon \) cannot be raised much further in this example without incurring a significant penalty to sampling accuracy, and so a longer base chain is necessary if increased smoothing is desired.

---

8 By definition, we have \( k = s \) for a full exponential family and \( k > s \) for a curved one, such that \( d > s \) as required.
4 Conclusion

In this paper, I have proposed a derivative-based framework for sampling approximately and efficiently from continuous probability distributions that admit a density of the form (1). These are essentially standard closed-form distributions on Euclidean space, but restricted to a parametrized submanifold of their domain. Much of the present work deals with the specific but important case where the ambient-space distribution is a multivariate Gaussian. Examples in Sects. 3.4 and 3.5, while somewhat academic, indicate that reparameterization might be a viable strategy for generalizing the existing results to a broader class of distributions (and their manifold restrictions, by extension).

The envisioned utility of the proposed method lies primarily in facilitating density estimation for Bayesian inference problems, and less so in MCMC integration (due to the systematic error (24)). It multiplicatively upsamples the output of any standard algorithm that might be employed in such applications and is particularly synergistic with manifold-based samplers. Only the first derivative of the smooth map is required for the construction of projected samples, although second-derivative information can be incorporated naturally and to good effect. The method is robust, with only a single tuning parameter for the overall spread of the mini-distributions. Its end product is a high-resolution set of weighted samples that can be used to build histograms, or more generally to enable kernel density estimation with a smaller optimal bandwidth.
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