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ABSTRACT

Automatic speaker recognition algorithms typically use physiological speech characteristics encoded in the short term spectral features for characterizing speech audio. Such algorithms do not capitalize on the complementary and discriminative speaker-dependent characteristics present in the behavioral speech features. In this work, we propose a prosody encoding network called DeepTalk for extracting vocal style features directly from raw audio data. The DeepTalk method outperforms several state-of-the-art physiological speech characteristics-based speaker recognition systems across multiple challenging datasets. The speaker recognition performance is further improved by combining DeepTalk with a state-of-the-art physiological speech feature-based speaker recognition system. We also integrate the DeepTalk method into a current state-of-the-art speech synthesizer to generate synthetic speech. A detailed analysis of the synthetic speech shows that the DeepTalk captures F0 contours essential for vocal style modeling. Furthermore, DeepTalk-based synthetic speech is shown to be almost indistinguishable from real speech in the context of speaker recognition.

Index Terms—Vocal Style Modeling, Speaker Recognition, Speech Synthesis, Deep Learning

1. INTRODUCTION

Speaker recognition is the task of determining a person’s identity from their voice. The human voice as a biometric modality is a combination of physiological and behavioral characteristics. The physical traits of the voice production system determine the human voice’s physiological characteristics [1], while the prosodic (pitch, timbre) and high-level (lexicon) traits impart the human voice’s behavioral characteristics. Most automatic speaker recognition systems use only the physiological speech features due to their high discriminability and ease of characterization [2]. However, such automatic speaker recognition systems are vulnerable to audio degradations, such as background noise and channel effects [3]. Behavioral speech characteristics, while being vulnerable to intra-user variations, are considered robust to audio degradations [4]. Behavioral speech features also complement the speaker-dependent speech characteristics captured by physiological speech features, and can be combined to improve the speaker recognition performance [5]. Behavioral speech features, when used judiciously, can help in the development of robust speaker recognition systems.

A person’s behavioral speech characteristics are defined by their long-term and short-term speaking habits, referred to as their ‘vocal style.’ Long-term vocal styles are acquired over time and are influenced by social environments and native language [5]. Short-term vocal styles are more volatile and are influenced by the target audience (addressing a crowd versus talking over the phone) and emotional state [6]. Behavioral speech characteristics have been used for performing speaker recognition [7]. Most of these techniques require speech data annotated at the word- and frame-level for extracting behavioral speech features [7], posing a challenge for their development. Recently, deep learning-based methods have been developed to learn vocal style features from speech data without any word- or frame-level annotations [8, 9, 10]. However, most of these methods use handcrafted speech features, such as Mel-frequency Cepstral Coefficients (MFCC) [2], to represent the input audio, thus contending with the vulnerabilities and performance bottlenecks of handcrafted features [11].

In this work, we develop a speech encoder called DeepTalk, to capture behavioral speech characteristics directly from raw speech audio without any word- or frame-level annotations. DeepTalk’s speaker recognition performance is evaluated on multiple challenging datasets. DeepTalk is further combined with physiological speech feature-based speaker recognition methods to improve state-of-the-art speaker recognition performance in challenging audio conditions. The fidelity of DeepTalk-based vocal style features is evaluated by integrating it with a Tacotron2-based TTS synthesizer [8] to generate synthetic speech audios. The DeepTalk-based synthetic speech audios are shown to be indistinguishable from real speech audios in the context of speaker recognition. Therefore, DeepTalk serves the dual purpose of improving both speaker recognition and speech synthesis performance.

2. DEEPTALK

The proposed DeepTalk architecture (Fig. 1) consists of separate speech encoding and speech synthesis branches. The speech encoding branch extracts vocal style features from an
input speech audio and the speech synthesis branch generates synthetic speech audio from the DeepTalk embedding.

2.1. Speech Encoding

The speech encoding branch feeds a raw input audio into a DeepVOX [11] network to extract short-term speech features, called DeepVOX features. DeepVOX is a 1D-CNN based speech filterbank that extracts speaker-dependent speech features directly from raw speech audio. DeepVOX features are then fed to a Global Style Token (GST)-based [9] prosody embedding network to extract the DeepTalk embedding. The GST network uses a 2-dimensional Convolution Neural Network (2D-CNN) followed by a single-layer 128-unit unidirectional Gated Recurrent Unit (GRU) to extract a fixed dimensional reference encoding from the DeepVOX features. The reference encoding is then passed to a bank of ten randomly-initialized 128-dimensional style token embeddings called the Style Token Layer [9]. The style token embeddings serve as basis vectors of a Style Token Space representing the different vocal styles in the training data. Finally, an attention module is used to represent the reference encoding as a weighted combination of different style tokens embeddings, namely the DeepTalk embedding. We train both the DeepVOX and GST networks together using a triplet-based speaker embedding learning framework [11] to maximize the speaker-dependent vocal style information in the DeepTalk embedding. This allows DeepVOX to learn the speech representation best-suited for vocal style extraction using the GST network.

2.2. Speech Synthesis

The speech synthesis branch feeds the DeepTalk embedding and a reference text into a Tacotron2-based synthesizer to generate a Mel spectrogram, which is then converted to the synthetic speech waveform using a WaveRNN-based neural vocoder [12]. The synthetic speech’s similarity to the target speaker’s original speech is then qualitatively and quantitatively evaluated. The qualitative evaluation is done by manually listening to the synthetic speech and visually comparing the spectrograms of the original and synthetic speech (see Fig. 2). The quantitative evaluation is done by comparing the two audios using speech embedding techniques (see Fig. 3).

For training the Tacotron2 model, we use a two-phase approach. In the first phase, we train the Tacotron2 and WaveRNN models on speech audio from a large group of speakers in the VoxCeleb2 [13] dataset to learn general voice characteristics present in VoxCeleb2. In the second stage, we fine-tune the trained models on a small set of speech samples (30 minutes long) of a target speaker to enable high fidelity vocal style transfer from the target speech to the synthetic speech.

3. DATASET AND EXPERIMENTS

In this section, we discuss the datasets, experimental protocols, and baseline methods used to evaluate and compare DeepTalk’s speaker recognition performance. Speech data used in this work have been sampled at 8 kHz.

3.1. Datasets

• VoxCeleb2: We use the VoxCeleb2 [13] dataset to perform speaker recognition experiments on speech collected in unconstrained scenarios. We use speech extracted from one randomly chosen video for each of the 5,994 celebrities in the training set and the 118 celebrities in the test set. Speech samples longer than 5 seconds are split into multiple non-overlapping 5 second long speech samples.

• NIST SRE 2008: We use the NIST SRE 2008 [14] dataset to perform speaker recognition experiments on multilingual speech data, captured under varying ambient conditions and channel effects. Additionally, we degrade the NIST SRE 2008 dataset with F-16 and Babble noise from the NOISEX-92 dataset [15], to increase the difficulty of the task. For our experiments, we choose speech data from the ‘phonecall’ and ‘interview’ speech types collected under audio conditions labeled as ‘10-sec’, ‘long’, and ‘short2’ across 1336 speakers. Speech data from a random subset of 200 speakers is reserved to evaluate the models, while the rest is used for training.

3.2. Speaker Recognition Experiments

We perform multiple experiments (Table 1) to evaluate and compare the speaker recognition performance of DeepTalk-based behavioral speech features with several baseline speaker recognition methods. The iVector-PLDA [16]
and the xVector [17] algorithms are used as our first and second baseline methods, respectively, due to their robustness to channel variabilities. The MSR Identity Toolkit [18] is used to perform the iVector-PLDA [16] experiments in this work. The PyTorch-based implementation [1] of the xVector [17] algorithm paired with a gPLDA-based matcher [18] is used to perform the xVector-PLDA-based experiments in this work. The 1D-Triplet-CNN [1] algorithm is used as our third baseline, as it can extract both speech production- and speech perception-based physiological speech features. The DeepVOX [11] algorithm is used as our fourth baseline, as it can extract vocal source- and vocal tract-based physiological speech features. Finally, the DeepTalk and DeepVox methods are combined at a weighted score level, in a 1:3 ratio (chosen empirically), to evaluate the speaker recognition benefits of combining physiological and behavioral speech features.

### 3.3. Speaker Recognition Results

We report the speaker verification performance (see Table 1) using True Match Rate at a False Match Rate of 1% (TMR@FMR=1%), minimum Detection Cost Function (minDCF) and Equal Error Rate (EER in %). The minDCF is computed at a prior probability of 0.01 for the specified target speaker ($P_{tar}$) with a missed detection cost of 10 ($C_{miss}$).

- **In experiments 1, 7, 13, 19, 25, and 31, the VoxCeleb2 dataset is used to perform the speaker recognition experiments on a large number of speech audios collected in unconstrained scenarios. Here, the DeepVOX method and its score level fusion with the DeepTalk method obtain comparable performance and outperform all the other methods.**

- **In experiments 2, 8, 14, 20, 26, and 32, the NIST SRE 2008 dataset is used to perform the speaker recognition experiments on multi-lingual speech audios portraying challenging real-life audio conditions. Here, the score level fusion of the DeepTalk and DeepVOX methods performs the best, demonstrating its robustness to challenging audio conditions.**

- **In experiments 3-6, 9-11, 15-18, 21-24, 27-30, and 33-35, speaker recognition experiments are performed on the degraded NIST SRE 2008 dataset. Here, the score level fusion of the DeepTalk and DeepVOX methods performs the best, validating its robustness to audio degradations.**

- **Overall, the DeepTalk method outperforms all but the DeepVOX-based speaker recognition algorithm. This demonstrates the highly discriminative characteristics of the behavioral speech features extracted by DeepTalk method. The score level fusion of the DeepTalk and the DeepVOX methods further improves the speaker recognition performance across majority of the experiments. This establishes the performance benefits of combining the physiological (in DeepVOX) and behavioral (in DeepTalk) speech characteristics. We also performed score level fusion of the DeepTalk method with 1D-Triplet-CNN, x-Vector-PLDA and iVector-PLDA-based methods. Similar performance improvements were noted across majority of the experiments, with the best results achieved by the fusion of DeepTalk with DeepVOX, followed by 1D-Triplet-CNN, xVector-PLDA, and xVector-PLDA.**

### 3.4. Speech Synthesis Experiments and Results

We perform multiple speech synthesis experiments, listed below, to demonstrate and analyze DeepTalk’s vocal style encoding ability (Fig. 2 and 3). In these experiments, speech audio from the VOXCeleb2 dataset is used to train DeepTalk. The trained models are then adapted to high-quality speech audio from four different speakers (two male and two female) from the Librispeech dataset [19] as well as internal sources. DeepTalk’s speech synthesis performance is also compared to a baseline Tacotron2-based speech synthesis method [20]. The generated synthetic audio samples can be reviewed here.

| Exp. # | Models | Train set/Test set | TMR@FMR=1% | minDCF | EER (in %) | Exp. # | Models | Train set/Test set | TMR@FMR=1% | minDCF | EER (in %) |
|--------|--------|-------------------|-------------|--------|-----------|--------|--------|-------------------|-------------|--------|-----------|
| 1      | M1     | P1/P1             | 86.16       | 2.04   | 5.39      | 19     | M4     | P1/P1             | 91.98       | 1.47   | 2.91      |
| 2      | M1     | P2/P2             | 48.7        | 5.68   | 12.37     | 20     | M4     | P2/P2             | 81.05       | 2.85   | 4.45      |
| 3      | M1     | P3/P3             | 59.37       | 6.17   | 13.53     | 21     | M4     | P3/P3             | 70.18       | 3.53   | 7.44      |
| 4      | M1     | P4/P4             | 22.73       | 8.51   | 21.13     | 22     | M4     | P4/P4             | 62.4        | 4.24   | 7.25      |
| 5      | M1     | P4/P4             | 6.03        | 9.93   | 35.24     | 23     | M4     | P4/P4             | 15.46       | 9.25   | 22.46     |
| 6      | M1     | P4/P4             | 9.5         | 9.59   | 34.11     | 24     | M5     | P4/P4             | 35.85       | 7.16   | 18.22     |
| 7      | M1     | P4/P4             | 55.75       | 5.01   | 11.25     | 25     | M5     | P4/P4             | 87.58       | 2.09   | 4.96      |
| 8      | M1     | P4/P4             | 24.2        | 8.01   | 14.15     | 26     | M5     | P4/P4             | 66.73       | 3.52   | 4.44      |
| 9      | M2     | P4/P4             | 22.24       | 8.35   | 15.24     | 27     | M5     | P4/P4             | 50.7        | 4.47   | 6.7       |
| 10     | M2     | P4/P4             | 17.15       | 9.01   | 20.88     | 28     | M5     | P4/P4             | 61.33       | 4.27   | 6.53      |
| 11     | M2     | P4/P4             | 7.71        | 9.73   | 34.95     | 29     | M5     | P4/P4             | 10.69       | 9.36   | 28.45     |
| 12     | M2     | P4/P4             | 12.17       | 9.56   | 21.54     | 30     | M5     | P4/P4             | 7.54        | 9.88   | 34.04     |
| 13     | M2     | P4/P4             | 82.09       | 2.65   | 5.42      | 31     | M6     | P4/P4             | 91.69       | 1.52   | 3.14      |
| 14     | M2     | P4/P4             | 52.3        | 5.2    | 8.18      | 32     | M6     | P4/P4             | 83.56       | 2.54   | 3.91      |
| 15     | M2     | P4/P4             | 35.25       | 6.54   | 11.4      | 33     | M6     | P4/P4             | 76.86       | 3.23   | 6.14      |
| 16     | M2     | P4/P4             | 38.50       | 7.08   | 14.96     | 34     | M6     | P4/P4             | 66.52       | 3.6    | 5.92      |
| 17     | M2     | P4/P4             | 8.81        | 9.84   | 29.49     | 35     | M6     | P4/P4             | 17.36       | 9.15   | 21.40     |
| 18     | M2     | P4/P4             | 20.00       | 8.85   | 22.64     | 36     | M6     | P4/P4             | 29.37       | 7.73   | 18.09     |
Fig. 2: Spectrogram representation (overlaid with F0 contour) of a speech sample from a sample speaker and its corresponding synthetic speech samples generated using the baseline Tacotron2 model and the DeepTalk model, respectively. We used the same text utterance in the three speech samples.

using Tacotron2 and WaveRNN to recreate the input audio. The spectrogram representation (overlaid with F0 contour) of DeepTalk’s synthetic speech displays greater visual similarity to the original speech, especially at frequencies higher than 2500Hz compared to the baseline (Fig. 2). Furthermore, the high visual similarity between the F0 contours of the original speech and DeepTalk’s synthetic speech indicates DeepTalk’s efficacy at vocal style modeling [21].

- Speaker Matching Experiment: Here, the 1D-Triplet-CNN, DeepVOX, and DeepTalk-based speech encoding methods extract speech embeddings from original and synthetic (both DeepTalk and baseline) speech samples for the four different speakers. The speech embeddings are then visualized using t-SNE [22](Fig. 3). All the speech samples used in this experiment contain different speech utterances, ensuring a text-independent speaker matching scenario. Across all the speech encoding methods, the speech samples synthesized by the DeepTalk method are embedded much closer to the corresponding real voice samples from the same speaker, when compared to the baseline method. This demonstrates DeepTalk’s ability to generate near-indistinguishable synthetic speech samples in the context of speaker recognition.

4. ETHICAL IMPLICATIONS

In this work, we demonstrate DeepTalk’s ability to reliably model the vocal style of a given speaker and transfer it to a synthetic speech with high fidelity. While this technique

can improve the user-experience of Speech Generating Devices (SGD) [23] and digital voice assistants, several concerns are raised by its potential misuse for creating DeepFake speech. For example, in the past, DeepFake speech has been used to mimic an influential person’s voice for defrauding [24]. Therefore, such a technology should be used responsibly while adhering to appropriate privacy-protection laws.

5. CONCLUSION

Behavioral speech characteristics are robust to audio degradations and complement physiological speech characteristics’ biometric utility. Therefore, it is beneficial to develop vocal style modeling techniques, such as the proposed DeepTalk algorithm and combine it with physiological speech features for improving speaker recognition performance, as evident in the experimental results. DeepTalk has also been integrated with a Tacotron2-based TTS synthesizer to generate highly-realistic synthetic speech, demonstrating its efficacy at high-fidelity vocal style modeling. Therefore, it is essential to continue developing vocal style modeling algorithms and combine them with physiological speech characteristics to improve speaker verification and speech synthesis performance in challenging audio conditions.
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