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ABSTRACT

Point clouds, being the simple and compact representation of surface geometry of 3D objects, have gained increasing popularity with the evolution of deep learning networks for classification and segmentation tasks. Unlike human, teaching the machine to analyze the segments of an object is a challenging task and quite essential in various machine vision applications. In this paper, we address the problem of segmentation and labelling of the 3D point clouds by proposing a inception based deep network architecture called PIG-Net, that effectively characterizes the local and global geometric details of the point clouds. In PIG-Net, the local features are extracted from the transformed input points using the proposed inception layers and then aligned by feature transform. These local features are aggregated using the global average pooling layer to obtain the global features. Finally, feed the concatenated local and global features to the convolution layers for segmenting the 3D point clouds. We perform an exhaustive experimental analysis of the PIG-Net architecture on two state-of-the-art datasets, namely, ShapeNet [1] and PartNet [2]. We evaluate the effectiveness of our network by performing ablation study.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

Human vision is the most interesting and brilliant characters of human that segments, categorizes, recognizes and organizes the objects based on the knowledge of their parts. In our world, human takes a critical decision based on the detection and reasoning of the parts in an object. For instance, if a human wishes to sit on a chair, the human vision detects the parts of the chair such as seat, arm, chair back, legs and reasons appropriately whether to sit or not. One of the reasoning is whether the legs of the chair are thin, broken, small or in an uncertain state to make a critical decision. Unlike human vision, supervising the machine vision to analyze the parts of an object i.e., segmentation and labeling is a challenging task. Machine vision segmentation is essential in many applications like robot navigation and grasping [3][4][5], generating 3D shapes [6][7][8], medical surgery [9][10], 3D modeling and animation [11][12][13], and scene understanding [14][15].

Initially most of the works in literature adopted hand-crafted feature-based learning approaches for segmentation and labeling [16][17][18][19][20][21][22] on small datasets, this misses the fine-grained details for reasoning over the different parts in an object. Recently, with large and growing online repositories of data, deep learning has become a general tool for many of the computer vision tasks ranging from classification to segmentation to scene understanding, especially convolutional neural networks (CNN) in 2D images [23][24][25][26][27]. Since robotic vision is rapidly growing to automate every job (eg., industry to healthcare), currently most of the re-
searchers aim at adaptation of deep CNN to 3D objects. Thus, the availability of large 3D object datasets with part annotations [1, 2] and deep learning techniques, enables us to research on 3D object segmentation and labeling for object understanding. Among the popular categorizes of point cloud based segmentation, namely, semantic segmentation at scene level [28, 29, 30, 31, 32, 33, 34, 35, 36], instance segmentation at object level [37, 38, 39, 40, 41, 42], and part segmentation at part level [43, 44, 45, 46, 47, 48], in this paper we focus on 3D object part segmentation.

The 3D object segmentation and labeling task is non-trivial due to the representations of 3D data. The 3D objects captured using sensory devices are raw point clouds that are irregular and the online standard dataset repositories are mesh models that are moreover irregular. However, the CNN architectures require regular data formats in order to detect local features by weight-sharing and kernel machine optimization for computational efficiency. Most of the researchers transform point clouds and mesh models to 3D voxel grids or multi-view images before giving the input to deep CNN architecture. Though the volumetric grid is regular, it is computationally expensive and uses distance field as a means for data representation that itself is challenging to set depending on the nature of the 3D objects. In this paper, we focus on point clouds that are simple, homogeneous, expressive, compact representation of surface geometry, and avoids combinatorial irregularities and complexities of meshes for learning. We name our proposed point cloud network architecture as Point Inception Global average pooling network, PIG-Net.

Our PIG-Net is a deep learning architecture that directly takes point clouds as input and provides resulting output as per point segment labels for each point of the point clouds. The PIG-Net architecture is a combination of the input transform and the feature transform layers, inception module, global average pooling (GAP) layer and convolution layers. Initially, we adopt the input transformation of PointNet [49] to align all the input points. We then extract the local features using a series of proposed inception layers to capture the fine-grained details, followed by feature transformation. To obtain the global features, these features are aggregated using the GAP layer that is robust to spatial translations of the point clouds and additionally avoids overfitting. The obtained local and global features are then concatenated and finally given to the convolution layers that segments the different parts of the 3D objects.

The major contributions of our work are as follows:

- We propose a point inception based deep neural network called PIG-Net for segmentation and labeling of the 3D point clouds.

- To extract the local features, we propose inception layers based on inception module as the intermediate layer along with input and feature transformation to extract the discriminative features in order to improve the performance. In addition, we propose to use GAP over other pooling methods to avoid overfitting.

- We provide an exhaustive evaluation and comparative analysis of PIG-Net with the existing methods on two state-of-the-art datasets, namely, ShapeNet-part [1] and PartNet [2]. Additionally, the ablation study demonstrate the effectiveness of proposed PIG-Net.

In Section 2, we review some of the existing segmentation works. In Section 3, we discuss the proposed PIG-Net architecture. In Section 4, we present the experimental results and analysis of the proposed network on state-of-the-art datasets. In Section 5 we provide concluding remarks.

2. Related work

We categorize the 3D object segmentation into two classes, namely, handcrafted feature learning and deep feature learning for point clouds.

2.1. Handcrafted feature learning

The traditional works rely on the handcrafted feature extraction from the 3D objects for specific data processing tasks. The point feature methods capture the shape of objects, the inherent geometric properties of points, and are invariant to certain transformations. The widely used feature descriptors can be classified into signature, histogram and transformation based descriptors [50]. The signature based descriptors like normal aligned radial feature (NARF) [51] and normal based signature (NBS) [52] are popular on range images. The histogram based descriptors like spin images [53], shape context [54], rotational projection statistics (RoPS) [55], 3D scale invariant feature transform (SIFT) [56], and fast point feature histogram (FPFH) [57] are popularly used in combinations of multi-view images and point clouds. The transformation based descriptors like 3D speeded up robust feature (SURF) [58] and spectral descriptors such as Laplace-Beltrami operator (LBO) [59], heat kernel signature (HKS) [60], scale invariant HKS (SIHKS) [61], wave kernel signature (WKS) [62], improved WKS (IWKS) [63] and metric tensor and Christofel symbols [64] have been popularly used on mesh and point clouds. After feature extraction, machine learning techniques are applied on these features either directly or by employing certain methods like patch clustering [54] or feature encoding [60]. However, the selection of optimal handcrafted features is non-trivial and highly data specific task as these approaches are often based on certain prior assumptions w.r.t. 3D objects.

2.2. Deep feature learning

Recent advances in deep learning tools have eliminated the need for hand-crafting the features. Many works have evolved on point clouds after a pioneering work of PointNet [49] making it possible for directly using point clouds.

In PointNet [49], authors use $(x, y, z)$ coordinates of points as input features with multi layer perceptrons (MLPs) for classification and segmentation. These features are aggregated using the max pooling and forms global features. The network learns to summarize the input point cloud by a sparse set of key points, that roughly corresponds to the skeleton of the objects. The limitation is, this architecture does not capture the local structures induced by the metric. Exploiting such local
structures has proven to be important for the success of convolutional architectures. Thus, as an extension to this network, authors in PointNet++ [67] proposed a hierarchical features architecture, that learns effectively by adopting max pooling. But both the networks rely on max pooling for aggregation of local and global features.

Unlike PointNet++ [67], authors in SPLATNet [45], SFCNN [68], RIConv [69] capture local properties differently by mapping original points into a space lattice and processing using bilateral convolutional layers to improve stability. In SFCNN [68], the model also exploits spherical lattice structure for generalization. However, in RIConv [69], authors do not use spherical lattice structure for rotation invariance. Instead, they defined convolution with rotation invariant features. These works explore both convolution on local point features and rotation invariance. But, the local geometric features are not complete because original point cloud coordinates are not retained in low-level geometric feature extraction, trading for rotation invariance. In KCNet [70], authors proposed a kernel correlation layer to improve PointNet by efficiently exploring local 3D geometric structures and local high-dimensional feature structures. The KCNet is based on graph representation. In KdNet [71,72], authors extract the hierarchical features from the input point cloud using kd-tree. For segmentation, in KdNet [71] the encoder-decoder architecture is mimicked with skip connections. But due to the lack of overlapped receptive fields and the insufficient information propagation across the kd-tree structure, the performance is poor.

To overcome the issues of PointNet++ and Kd-Net, authors in SONet [73] propose a permutation invariant architecture. A Self-Organizing Map (SOM) is constructed which models the spatial distribution of the input point clouds. The hierarchical features are extracted from both the individual points and the SOM nodes. For segmentation of 3D objects, the global feature features are extracted from both the individual points and the spatial distribution of the input point clouds. The SOMNet architecture, that learns effectively by adopting max pooling. But both the networks rely on max pooling for aggregation of local and global features.

The convolutions that are used in all the components of the PIG-Net architecture is defined as,

\[
\text{Conv}(q) = \sum_{j=1}^{d} w_j h_j
\]

where \(\text{Conv}(q)\) is the convolution over each point \(q\), \(w_j\) is the \(j^{th}\) component of the convolutional kernel weights \(W \in \mathbb{R}^{d^2}\) represented as a series of \(1 \times d\) kernel weight vectors where \(d\) is the number of dimensions and \(h_j\) is the \(j^{th}\) component of feature vectors \(H \in \mathbb{R}^d\).

### 3.3 Inception module

We propose inception layers based on inception module that takes the transformed points \(O'\) as the input and outputs the local features \(F = \{f_1, f_2, ..., f_n\}\) to capture the fine grained details of the points. In deep neural networks, one of the most common way to improve the performance is to increase either the number of layers or the number of neurons in each layer. But this results into overfitting due to the large number of parameters and furthermore increases the computational complexity due to the uniform increase in the filters. In order to improve the performance and to overcome these drawbacks, we propose an inception module for point clouds. The inception module [79] had emerged as a breakthrough solution for classification and detection tasks in the ImageNet ILSVRC 2014 challenge. Though the PointNet considers permutation invariance variations. To overcome these drawbacks, authors in 3D Graph Convolution Networks (3D-GCN) [48], present a learnable 3D graph kernels and graph max-pooling operation, to obtain geometric features across scales while exhibiting scale and shift-invariance.

Other segmentation methods like PointCNN [76], SPH3D-GCN [77] and PointConv [78] have complex convolution architectures to preserve local features. In this paper, we use inception module for preserving low-level features and GAP to build a PIG-Net architecture for 3D point cloud part segmentation, yielding better performance.

### 3.3 Inception module

We propose a new inception based deep network architecture called Point Inception Global average pooling network (PIG-Net) shown in Figure 1, in order to segment the different parts of the 3D point cloud. The major components of PIG-Net include, input transform and feature transform layers, inception module, global average pooling layer and convolution layers. Given a point cloud \(O = \{p_i\} \in \mathbb{R}^3, i = 1, 2, ..., n\), the input points \(p_i\) are transformed by applying a symmetric function for permutation invariance and aggregate to obtain the transformed points \(O' = \{p_1', p_2', ..., p_n'\}\). The input transform network of PointNet [49] is used to predict the affine transformation matrix (T-Net), which aligns all the input points to a canonical space and makes the network to be invariant to certain geometric transformations, such as rigid transformation.

#### 3.1. Convolutions on Point Clouds

The convolutions that are used in all the components of the PIG-Net architecture is defined as,
of unordered point sets in order to improve the performance, however the performance can be further enhanced by considering the optimal local sparse structure in the network. Thus, we use inception module as the intermediate layers in the PIG-Net as depicted in Figure 1 to enhance the network performance.

The proposed inception module consists of convolution layers and max pooling layer as shown in Figure 1. Each convolution layer includes batch normalization to reduce the covariance shift and rectified linear unit (ReLU) activation function adding non-linearity to the network and minimizes the vanishing gradient problem. The convolution layer identifies the basic patterns and concatenating several of these layers, creates hierarchical filters that represent the different parts of the point cloud. As illustrated in Figure 1, the first convolutional layer convolves the input using $e$ filters. The output of this layer is fed to two convolution layers, each with $e/2$ filters and a max-pooling layer. The max-pooled features are given to another convolution layer with $e$ filters. Finally, the output from all the four convolution layers are concatenated to extract the local features. In our network, we use a series of four inception layers, starting with 64 filters which are doubled in the successive layers (i.e., 128, 256, 512). The extracted inception features precisely capture the shape of the point clouds by recognizing the fine-grained details.

These features are then aligned using the symmetric function to obtain the transformed features $F' = \{f'_1, f'_2, ..., f'_n\}$. A feature transformation matrix is predicted which aligns the features $F$ using an alignment network. Since the dimension of the transformation matrix is high, a regularization term is added to stabilize the optimization. The alignment network helps to make the learnt inception features be invariant to the geometric transformations and further improves the performance.

### 3.3. Global average pooling (GAP)

We propose to use GAP [80] layer to extract the global features $G$, characterizing the entire object. Conventionally, max-pooling that considers the maximum value to obtain the global features is adopted in majority of the networks including PointNet [49] and PointGrid [74]. Similar to max-pooling, GAP layer can be used to reduce the spatial dimensions and obtain a single global feature. However, since there are no parameters to be optimized, the GAP avoids overfitting of data and is additionally robust to spatial translations of the input point clouds. This is a potential advantage when compared to max-pooling aggregation. Thus, in our network, we propose to use GAP to obtain the global features. In CNNs, especially in images [80], GAP is used to replace the fully connected layers in the network. We use GAP in PIG-Net, not only to obtain the global features, but to provide a more native way to the convolution structure enforcing the correspondences between the features and parts of point cloud.

The GAP computes the mean of the transformed feature maps, $F'$, to obtain the global feature $G$. For segmenting the 3D object, it is necessary that both the local and global information is preserved. To do so, we concatenate the per point local feature map from $F'$ with the global feature $G$ to obtain the concatenated per point features $C = \{(f'_1, G), (f'_2, G), ..., (f'_n, G)\}$. Thus, the network becomes aware of both the local and global

---

**Fig. 1. Proposed inception based deep learning architecture of our PIG-Net.**
Fig. 2. Sample 3D point clouds from the PartNet dataset (coarse level) [2].

Table 1. Dataset statistics of ShapeNet-part dataset.

| # parts | Total | aero | bag | cap | car | chair | ear | guitar | knife | lamp | laptop | motor | bike | mug | pistol | rocket | skate | board | table |
|---------|-------|------|-----|-----|-----|-------|-----|--------|-------|------|--------|-------|------|-----|--------|--------|------|-------|-------|
|         |       | 50   | 4   | 2   | 2   | 4     | 3   | 3      | 2     | 4   | 2      | 6     | 2    | 3   | 3      | 3      | 3    | 3     | 3     |
| # train | 12137 | 1958 | 54  | 659 | 2658| 49    | 550 | 277    | 1118  | 324  | 26     | 1124  | 125  | 130 | 209    | 46     | 106  | 3835 |
| # validation | 1870 | 1958 | 54  | 659 | 2658| 49    | 550 | 277    | 1118  | 324  | 26     | 1124  | 125  | 130 | 209    | 46     | 106  | 3835 |
| # test | 2874 | 341  | 14  | 11  | 158 | 704   | 14  | 159    | 80    | 286  | 83     | 51    | 38   | 44  | 12     | 31     | 8    | 848  |
| Total | 16881| 2690 | 76  | 55  | 898 | 3758  | 69  | 787    | 392   | 1547 | 451    | 202   | 184  | 283 | 66     | 152    | 5271 |

knowledge of the point clouds which intensifies the ability of the network to predict the appropriate per point labels.

Finally, the concatenated features $C$ is fed to the convolution layers and combine them to construct the output. For every point in the point cloud, the network predicts the probability of the point belonging to a particular part, thus generating the per point scores as the output.

3.4. Implementation details

The proposed PIG-Net architecture is implemented on Intel® Xeon(R) processor at 3.5 GHz and 128 GB RAM. For segmentation, we set the batch size as 64 and use the cross entropy loss function. The Adam optimizer, which is an extension to stochastic gradient descent is used to minimize the cross entropy loss with a learning rate of 0.001. We implemented the segmentation network using Keras library [81] and train each category separately using Nvidia Quadro M2000.

3.5. Performance evaluation

The evaluation metric used to analyze the performance of PIG-Net is mean intersection over union (mIoU). For each object of category, to compute the mIoU of the object, the IoU between the ground truth and prediction is calculated for each part in the category. The IoUs for all parts are averaged in category to get the mIoU for that object. To calculate mIoU for the category, take the average of mIoUs for all the objects in that category. We report the instance mIoU (Ins. mIoU) that is the average of IoUs of all the point cloud instances and category mIoU (Cat. mIoU) that is the average of mIoUs of all the categories.

4. Experiments and Results

In this section, we present the experimental results of the proposed PIG-Net on two state-of-the-art datasets (Section 4.2). We describe the data augmentation techniques used in Section 4.1. The experimental results and comparative analysis is provided in Sections 4.3 and 4.4. We evaluate the effectiveness of our network by performing ablation study in Section 4.5.

4.1. Data augmentation

We uniformly sample the point clouds to obtain 1024 points. During training, we augment the point cloud on-the-fly by randomly rotating the object along the up-axis. We augment the data using random anisotropic scaling (range: [0.66, 1.5]) and random translation (range: $[-0.2, 0.2]$), as in [88]. Additionally, jittering the position of each point by a Gaussian noise with zero mean and 0.01 standard deviation is done.
### 4.2. Datasets

For experimental analysis, we use ShapeNet-part dataset [1] and the recently released PartNet v0 dataset [2]. We are the first to present the network analysis on PartNet. The sample point clouds from PartNet dataset are shown in Figure [2].

The ShapeNet-part dataset contains 16,881 3D objects spread across 16 categories. There are 50 parts in total with 2 to 6 parts per category. The dataset is split into 12,137 objects for training, 1,870 for validation and 2,874 objects for testing [1]. The number of objects in training, validation and testing sets in each of the categories is shown in Table [1]. This is a challenging segmentation dataset since both the object categories and the object parts within the categories are highly imbalanced.

The PartNet dataset shared by [2] consists of fine-grained part annotations for 25,972 objects distributed over 24 categories. It is a large-scale dataset of 3D objects with fine-grained, instance-level, and hierarchical 3D part annotations. The fine-grained semantic segmentation consists of three levels of segmentation, namely, coarse level, middle level and fine-grained level. The number of objects in training, validation and testing sets in each of the categories is shown in Table [2]. Segmenting the fine-grained objects is a challenging task since it requires distinguishing the small and similar semantic parts of the objects.

### 4.3. ShapeNet-part

The results of the proposed PIG-Net and the existing state-of-the-art methods on ShapeNet-part dataset are shown in Table [5]. We can observe that the proposed approach achieves an improvement of 1% on category mIoU and 3.7% on instance mIoU, thus significantly outperforming the existing SOTA methods. Our Inception based PIG-Net architecture outperforms the most complex point cloud architectures like PointCNN [76], DGCNN [75], KPConv [44] and SPH3D-GCN [77]. The proposed technique achieves the best performance in 6/16 categories. In individual categories, our method ranks the best in guitar, knife, lamp, rocket, skateboard and table classes; the second best in chair and laptop classes and the third best in cap class. We can observe that our method performs better when there is more data, in categories such as table, lamp, chair etc. The visualization of the segmented point clouds using PIG-Net is shown in Figure [5] (top row), ordered from highest to lowest mIoU (left to right). As we can see from the visual results, our architecture segments most of the point clouds correctly. The rocket category attains the lowest mIoU of 64.8%. Most of the points in fin and nose parts are wrongly segmented to the body part of the rocket. This is largely due to the very minute distinction and the continuity that is present in these parts leading to confusion. We also show performance
of PIGNet with an ablation study by considering max pooling instead of GAP in the last row on Table 3. We observe that results using max pooling shows lower IoUs in comparison to IoUs using GAP articulating that unlike max pooling which obtains only global features, GAP enforces the correspondences between global features and parts of 3D point cloud.

4.4. PartNet

The recently released PartNet is the large-scale dataset. The results of the proposed PIG-Net and the existing state-of-the-art methods on PartNet dataset are shown in Table 4. We can observe that our method performs well on all the three levels of the PartNet dataset. In coarse level, PIG-Net outperforms other methods with an improvement of 4.1% on category mIoU and 7.3% on instance mIoU. We obtain the best results in 15/24 categories. The worst performance is achieved for keyboard class with mIoU of 49.7%. In keyboard ground truth, the background panel is a different part than the foreground keys. Due to the intra-part closeness of the keys and the panel, our network segments these parts into a single part (see keyboard in Figure 3). In middle level, we achieve the best performance in seven of nine categories. In individual categories, our method ranks the best in bed, chair, door, lamp, fridge, storage furniture and table categories with an improvement of 8.7% on category mIoU and 12.8% on instance mIoU. The visualization of the segmented point clouds using our PIG-Net is shown in Figure 3 (bottom row). In fine-grained level, we achieve the best results in 12/17 categories with an improvement of 4% on category mIoU and 6% on instance mIoU. Overall, we beat the existing methods on all three levels of segmentation with an average improvement of 3.1% on category mIoU and 7.8% on instance mIoU. PartNet being a challenging dataset, the experimental results clearly illustrates the effectiveness of PIG-Net, especially in fine-grained and middle levels, as our method is able to recognize the subtle details of the point clouds, much better than the existing methods. This is mainly due to the discriminative and rich features extracted using the inception layers as well as the global features extracted using the GAP layer in the PIG-Net architecture.

4.5. Ablation Study

In this section, we evaluate the effect of PIG-Net w.r.t. different architectures, robustness tests and network complexity on PartNet (coarse-level) dataset 2.

4.5.1. Alternative Network Architecture

We conduct experiments with alternative PIG-Net architectures and report their individual, overall category and instance mIoU for the 3D object segmentation on PartNet dataset. The performance of PIG-Net with different inception layers i.e., 3, 4, and 5 is shown in Table 5. The proposed PIG-Net in Figure 1 is a 4 layer inception with (64, 128, 256, 512) filters which outperforms other inception architectures using GAP. When the number of inception layers further increases, we observe that the performance of the network drops as shown in Table 5. This is because as the number of layers increases, the network grows deep and the learning is difficult due to vanishing gradient. In addition, it might lead to overfitting due to increase in the number of layers and filters in the inception bringing the necessity of changing the inception architecture. We also observe that performance of PIG-Net is poor without inception.

As mentioned in Section 3, the global features can be computed using max pooling aggregation which is adopted by most of the existing methods. We compare the max pooling with the GAP by fixing the rest of our architecture with 4 layer inception. From Table 5 we observe that the GAP layer achieves
Table 4. Segmentation results on PartNet dataset (fine-grained). Evaluation metric is mIoU(%). The notations P, P++, S, C and PIG refers to PointNet [49], PointNet++ [67], SpiderCNN [47], PointCNN [76] and our proposed PIG-Net respectively. The numbers 1, 2 and 3 refer to the three levels of segmentation, namely, coarse level, middle level and fine-grained level. The levels that are not defined are indicated by short lines.

| Cat. | Ins. | mIoU | bag | bed | bowl | chair | clock | dish | disp | door | ear | fauc | hat | key | knife | lamp | lap | micro | mug | frid | scis | stora | table | trash | vase |
|------|------|------|-----|-----|------|-------|-------|------|------|------|-----|------|-----|-----|-------|------|-----|-------|------|-----|------|------|------|-------|------|------|
| P1   | 57.9 | 55.1 | 62.6 | 33.2 | 70.6 | 86.8 | 64.4 | 53.2 | 58.6 | 55.9 | 65.6 | 62.2 | 29.7 | 96.5 | 49.4 | 80.0 | 49.6 | 86.4 | 51.9 | 50.5 | 55.2 | 54.7 |
| P2   | 37.3 | 36.2 | -   | 20.1 | -   | 38.2 | -   | 56.5 | -   | 38.3 | -   | -   | -   | 27.0 | -   | 41.7 | -   | 35.5 | -   | 44.6 | 34.3 | -   | -   | -   |
| P3   | 35.6 | 30.5 | -   | 13.4 | 29.5 | -   | 27.8 | 28.4 | 48.9 | 76.5 | 30.4 | 33.4 | 47.6 | -   | 32.9 | 18.9 | -   | 37.2 | -   | 33.5 | -   | 38.0 | 29.0 | 34.8 | 44.4 |
| Avg  | 51.2 | 43.4 | 62.5 | 31.7 | 58.0 | 43.5 | 30.8 | 60.2 | 81.7 | 44.4 | 43.3 | 53.1 | 55.9 | 65.6 | 47.6 | 25.2 | 96.5 | 42.8 | 80.0 | 39.5 | 44.8 | 37.9 | 45.0 | 49.6 |

PIG-Net is more effective than PointNet at all noise levels. These results indicate that the proposed PIG-Net architecture is better choice as it effectively captures the global point cloud characteristics.

4.5.2. Robustness test

Density variation: We randomly sample the input points to 128, 256, 512, and 1024 as illustrated in Figure 4 (top row). Figure 5(left) shows the instance mIoU’s of the proposed PIG-Net and PointNet [49] architectures on PartNet dataset with varying number of input points. As to density variation, when the number of input points is decreased by 88%, the performance drop of PIG-Net is only 2.7%. The PIG-Net outperforms PointNet at all density levels.

Perturbation: The Gaussian noise is added to each point independently as illustrated in Figure 4 (bottom row). The standard deviation of the added noise is 0.01, 0.02, 0.03 and 0.04. Figure 5(right) shows instance mIoU’s according to the different noise levels. The PIG-Net achieves about 65% performance even when the point clouds are distorted by severe noise with the standard deviation of 0.04. The PIG-Net outperforms PointNet at all noise levels. These results indicate that the proposed PIG-Net is robust to various input corruptions and largely observed to be better than PointNet on complex PartNet dataset.

4.5.3. Time and Space Complexity

Table 6 summarizes space (number of parameters in the architecture) and time (seconds) complexity w.r.t. learning model of PIG-Net architecture. In terms of space complexity, PIG-Net is more efficient than PointNet with 1.2 times less number of parameters in the network. However, since inception dominates computation cost, the PIG-Net’s time complexity is 30% more expensive than PointNet.
5. Conclusions and Future Directions

In this work, we proposed a inception based deep learning architecture, PIG-Net, suitable for 3D point cloud segmentation task. PIG-Net comprising of inception module and GAP, is invariant to geometric transformations, captures the local and global features, avoids overfitting and recognizes the fine-grained details of point clouds to enhance the performance. The experimental analysis of PIG-Net on widely popular challenging datasets, namely, ShapeNet [1] and PartNet [2] illustrates the effectiveness of our network. PIG-Net outperformed the existing state-of-the-art complex deep learning methods with an improvement of 1% on category mIoU and 3.7% on instance mIoU for ShapeNet-part and an improvement of 4.1% on category mIoU and 7.3% on instance mIoU for PartNet. With a boost in the performance of PIG-Net architecture by inception module and GAP, one of the promising future direction is to extend this to 3D scene understanding tasks.
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