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Abstract: 3D-seismic data have increasingly shifted seismic interpretation work from a horizons-based to a volume-based focus over the past decade. The size of the identification and mapping work has therefore become difficult and requires faster and better tools. Faults, for instance, are one of the most significant features of subsurface geology interpreted from seismic data. Detailed fault interpretation is very important in reservoir characterization and modeling. The conventional manual fault picking is a time-consuming and inefficient process. It becomes more challenging and error-prone when dealing with poor quality seismic data under gas chimneys. Several seismic attributes are available for faults and discontinuity detection and are applied with varying degrees of success. We present a hybrid workflow that combines a semblance-based fault likelihood attribute with a conventional ant-tracking attribute. This innovative workflow generates optimized discontinuity volumes for fault detection and automatic extraction. The data optimization and conditioning processes are applied to suppress random and coherent noise first, and then a combination of seismic attributes is generated and co-rendered to enhance the discontinuities. The result is the volume with razor sharp discontinuities which are tracked and extracted automatically. Contrary to several available fault tracking techniques that use local seismic continuity like coherency attributes, our hybrid method is based on directed semblance, which incorporates aspects of Dave Hale’s superior fault-oriented semblance algorithm. The methodology is applied on a complex faulted reservoir interval under gas chimneys in a Malaysian basin, yet the results were promising. Despite the poor data quality, the methodology led to detailed discontinuity information with several major and minor faults extracted automatically. This hybrid approach not only improved the fault tracking accuracy but also significantly reduced the fault interpretation time and associated uncertainty. It is equally helpful in detecting any seismic objects like fracture, chimneys, and stratigraphic features.
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Featured Application: Precise fault detection and extraction have a prime role in understanding the structural framework in the subsurface for multiple reasons, the major ones being oil and gas exploration, development, production, and civil engineering.
1. Introduction

Our Earth is dynamic and tectonic forces reshape it over time. A fault is one of the most notable features in subsurface manifesting these complex forces at work. Sound understanding and interpreting the fault system accurately is crucial to any hydrocarbon exploration and development project’s success. With the more frequent availability of 3D-Seismic data, fault interpretation has become more challenging and a tedious job. Moreover, seismic data are often immersed in noise, which makes it difficult to extract useful structural and stratigraphic information. Therefore, traditional fault picking not only becomes challenging but also time-consuming and error-prone. Manual interpretation becomes even more cumbersome when it comes to interpreting smaller discontinuities that are difficult to resolve by seismic data. Automated picking constrained by discontinuity attributes is needed to overcome these challenges. Many researchers have worked on the development of discontinuity or its inverse, seismic continuity attributes, to better visualize and interpret seismic objects. For example, cross-correlation [1], semblance [2], similarity [3], variance [4], and eigenstructure [5,6]. In the available literature, a lot of work has been carried out using individual seismic attributes and filters. If attribute selection is not made carefully, the analysis may yield poor and unsatisfactory results, especially when applied by a novice [7]. A more thoughtful and integrated approach could improve the results significantly. Therefore, our aim is to device a multistep workflow to blend the seismic attributes considered best to capture and optimize the discontinuities, and then use them to extract faults in an automatic manner. The aspects of Dave Hale’s novel approach on automated fault detection and extraction have been integrated in our hybrid workflow.

In the context of exploration geophysics, fault dip and strike angles are the main components to illustrate the faults on the outcrop and in the subsurface (Figure 1). Fault throw is a critical parameter that describes the movement of strata that is perpendicular to the strike of a fault. Fault orientation and its throw vary along fault planes in most cases. Fault throw relative to the dip of a fault is usually more significant than displacement along the strike of a fault. Moreover, fault throw vectors are usually more perpendicular to geologic layers, and are therefore easier to estimate than strike-slip displacements, according to [8–10] Dave Hale. However, if there is an insignificant fault throw or minor discontinuities, the traditional fault detection method based on coherency fails to produce satisfactory results.

Figure 1. (a) Fault dip represents displacement in the dip direction with respect to a hanging wall whereas fault throw is the vertical component of the slip. Panel (b) shows the fault strike and dip angles with their respective unit vectors [9]. (Reproduced with permission from Xinming Wu, Geophysics, published by SEG, 2016).

To fully address such composite scenarios, we chose to use a hybrid workflow and incorporated multiple discontinuity attributes. Pre-conditioning of the noisy seismic data, being the first step, is the most important and critical step of the workflow. An essential task is to improve reflector continuity, enhance resolution for better imaging and increase
the signal-to-noise ratio (S/N) for seismic data interpretation. This step is of particular importance because the seismic data used in this study is moderate to intensely faulted and is marred with gas chimneys [11,12]. The structure is sagging, and reflector’s continuity has been heavily compromised due to the chimney effect.

Therefore, an utmost effort has been made to improve the data quality and subdue the noise to make it suitable for seismic interpretation and fault analysis. A structurally oriented adaptive filtering technique was used to address the aforementioned issues, which not only suppressed coherent and random noise but also conserved fine details like edges to extract and map structural and stratigraphic features. To further improve the reflector continuity, a spectral enhancement process was applied on a noise-suppressed seismic cube. This process compensated for low- and high-end missing frequencies and improved the data quality. Next, the optimized volume blended with an ant-tracking attribute was used as input for fault detection using Dave Hale’s method. Finally, the resulting tracking volume is used to auto-extract faults with a full user’s control on filtering fault surfaces based on multiple criteria such as dip, azimuth and size [13]. Modern technology and advancements in computing power are aiding geoscientists to interpret finer details such as smaller discontinuities that are difficult to resolve using a conventional interpretation methodology. This not only gives flexibility for efficient data reconnaissance but also saves a considerable amount of prospect generation time.

The study area lies in a pull-apart extensional rift basin in offshore Malaysia, called the Malay Basin (Figure 2) [14]. Geologically and seismically, it represents a layer cake model with compressive anticlinal inversion structures. This is one of the deepest (12 KMs at center) basins in SE Asia and is highly petroliferous and has already witnessed an extensive hydrocarbon exploration and production [15–20]. Keeping this context in view, this study has been carried out to devise efficient and optimized techniques to understand the structural framework better. The study area is structurally an east–west trending anticline with mostly normal faults at reservoir level [21,22]. A sizeable 3D-seismic cube of around 300 sq. Kms was used for seismic interpretation and fault analysis.

![Figure 2. The Malay Basin, showing the study area, play types and major faults zones. (Modified after [23]; faults added based on [24]).](image-url)
2. Methodology

The heterogenetic nature of the subsurface often does not allow to capture a targeted geological feature such as fault optimally. Seismic discontinuities can be more clearly defined if the detection is based on multiple attributes and suitable filters [25]. Testing and combining several parameters of an attribute and/or using multiple attributes may provide the best results. Different attributes capture different features of the data and then the best ones are recombined in a single, optimized fault volume [7]. The input seismic cube has been subjected to several stages of post-stack processing to enhance the discontinuities. First, a dip-steering volume was created. A steering volume contains, at every sample position, the dip in the inline- and crossline directions of the seismic events. Several dip-steered filters were then applied to enhance the faults. A dip steering median filter (DSMF) was used to suppress random and coherent noises followed by seismic likelihood (FL) attribute generation to detect and enhance discontinuities. To further fine-tune, thinned fault likelihood (TFL) and ant-tracking attributes were generated with razor sharp faults. The workflow concludes (Figure 3) with the fault extraction using the resultant volume. This automated methodology is based on the aspects of Hale’s fault-oriented semblance algorithm in which the attribute highlights fault planes with exceptional clarity. The extracted attributes show a detailed structural framework substantially. The fault system and a large number of subtle lineaments have been characterized in the study area. This hybrid approach is fast and robust. It has increased the confidence in the seismic mapping of the faults and has captured other numerous subtle features which were difficult to identify on the input seismic data.

Figure 3. The multistep workflow is comprised of four main steps: 1. Data conditioning; 2. Edge detection and enhancements; 3. Automatic fault extraction; and 4. Fault data analysis.

3. Results

3.1. Seismic Data Conditioning

Seismic data acquisition and processing may introduce noise in the seismic data. Geometric attributes such as discontinuity or curvature are impacted due to acquisition footprint, coherent noise, and certain processing artifacts [26]. Seismic data conditioning is the key process of removing noise from seismic data and for improving the seismic reflector continuity and fault edges. The seismic conditioning process can improve the clarity of the signal that arises from changes in geology. The main objective of applying the seismic data conditioning process is to achieve a higher signal-to-noise ratio while preserving...
subtle details like faults, even small-scale faults, and amplitude variance due to geological features. Applying a particular attribute with default parameters to unconditioned input data often leads to sub-optimal or even undesired results. The objective is to find a seismic filter that tones down the unrelated discontinuities while leaving the actual ones unaltered. Noise in seismic data cannot be removed in one step necessarily. Major improvements in discontinuity attributes can be achieved in three steps:

1. Conditioning and optimizing the input seismic and dip steering data.
2. Testing and choosing the best parameters for attribute generation.
3. Applying the appropriate filter(s) enhancements on the resultant discontinuity attribute.

There are several post-stack seismic data smoothing filters available to reduce unwanted signals from seismic data and to improve seismic reflector continuity by revealing structural and stratigraphic details. Dip Steer Median Filter (DSMF) is structural oriented filter used in this study that preserves the edges while applying smoothing. Other seismic filters include bandpass filtering, Mean, Median, and Gaussian smoothing, etc. Other worthwhile methods in this regard are based on a Radon transform type filter [27], on singular value decomposition of the seismic data [28,29], or adaptative subtraction algorithms [30].

The standard median filter can subdue the random noise in seismic data but degrades the edges of laterally continuous events such as faults. Therefore, our choice was an edge-preserving dip-steered structure-oriented median filtering to suppress the noise and to improve the signal-to-noise ratio. The dip steer median filter process creates dip and azimuth steering volumes that are needed to orientate the smoothing filters along with the reflectors. The parametrization of DSMF is a very important aspect which needs to be taken care of. The state-of-the-art visualization tools at the interpreter’s disposal enable him to test and select the best parameters interactively to condition the seismic data. To create the resultant steering cube using DSMF, the filter size should be decided based on geological complexity and signal-to-noise ratio. This parameter needs to be large enough to take the traces across faults into account while maintaining the structural trends preserving the edges. The resultant volumes capture the dip and azimuth of the dominant reflectors representing real geological trends as shown in Figure 4. Seismic data conditioning retains seismic amplitude variations along with the reflectors by decluttering the seismic data. This improves the reflector’s cohesion while enhancing the fault signature. It also helps to remove ‘jitter’ and acquisition footprints along with the reflectors.

![Figure 4. Seismic data conditioning and enhancements applied on input seismic data. (a) Original seismic data before the application of any enhancements. (b) Data enhanced after DSMF/Structure-Oriented Filtering. The Chimney effect in the vertical ellipse is visible. Red and yellow pointers compare the continuity in horizons and faults respectively.](image-url)
3.2. Edge Detection and Enhancement

Once seismic data takes the optimal form for discontinuity analysis, an edge detection and enhancement procedure is applied to capture the major and minor faults and discontinuities in the seismic data. Advancements in modern seismic interpretation technologies offer several seismic attributes to compute structural attribute volumes and to enhance faults in seismic data for automatic fault extraction. Some attributes compute the continuity of seismic reflections, such as semblance [2], or coherency [5,31–34], while others measure the discontinuity, such as variance [4,35], or gradient magnitude [36], etc. These attributes are dependent either on amplitude contrast or reflector’s continuity and highlight faults only when the set criteria are fulfilled.

For this study, we tested multiple structural-based volume attributes to probe the structural variations across the study area, e.g., variance, curvature, ant-tracking, edge enhancement, edge evidence and chaos. The objective was to compare and choose the best ones to combine. To begin with, the attributes were tested using a few inlines and crosslines with varying parameters. This helped to select the best attribute with suitable parameters. Figure 5a–h shows time-slices at 1550 ms from the attributes tested for this study; (a) shows input seismic data where the faults are hardly visible; and (b) shows the variance attributes, revealing the faults as shown by the red pointers. Variance can map discontinuities and gas chimneys effectively. (c) The curvature attributes may detect subtle structural changes but the results were not helpful for this study. (d) Chaos attributes were not beneficial either, as evident from the figure; it is mainly used to detect faults and fractures. (e) Edge Enhancement attributes were able to detect only major faults; (f) Edge Evidence attributes enhance edge detection by improving continuity. It detected major faults along with unnecessary information from seismic data. (g) A Dip Steering Median Filter (DSMF) preserves the edges for effective detection of discontinuities. The fault traces are slightly visible as shown by the pointers in the figure. (h) Ant-tracking showed comparatively better results and detected several major and minor discontinuities.

As evident from Figure 5, the application of the most traditional discontinuity attributes was not successful in fault delineation in the gas chimney area. Consequently, a few new attributes were integrated and the results were remarkable. These provided the maximum information about the discontinuities and structural variations in the study area. A brief account and the results of the selected attributes are presented below.

3.2.1. Structure-Oriented Semblance

We examined several structural attributes, and the results showed varying degrees of success. For example, the Structural Oriented Semblance attribute computes the lateral changes in the seismic response due to structure and stratigraphy variation. It is based on a cross-correlation algorithm and directly applies to the seismic data to create a fault edge preservation cube. It does not need a dedicated dip and azimuth steering volume for orientating itself to the seismic reflector. This attribute calculates the correlation between the neighboring points and identifies the faults and other near-vertical structural features due to low correlation along the neighboring seismic events. It is very sensitive to changes in phase but less susceptible to amplitude changes. Therefore, the areas with high amplitude such as fault edges are not detected with semblance. This is a major drawback of the semblance attribute and it fails to capture discontinuities depending upon seismic amplitude variations in semblance volume. Semblance is not influenced by high dipping seismic reflectors due to the structurally oriented nature of the filter. Semblance depends upon the filter size (lateral extent in-line and crossline direction) and filter depth (vertical extent). Semblance gives us the structure-oriented averaging. However, in order to map the faults properly, fault-oriented averaging should also be known, which is not derived in the traditional semblance attribute. Hence, the standard semblance works well only for vertical or near vertical faults. Therefore, automated fault tracking on such a volume may not produce optimum results until faults have a mostly vertical and consistent throw.
Figure 5. Result of conventional attributes. Time slices at 1550 ms (a) Difficult to trace faults on input seismic data. (b) Variance attribute reveals the major faults in the study area. Pointers compare the fault presence on all images in this figure. (c) Curvature and (d) Chaos attributes are not helpful. (e) Edge Enhancement attribute is able to detect only major faults, (f) Edge Evidence detects major faults but it is too noisy. (g) Dip Steering Median Filter (DSMF) picks up few fault traces as shown by the pointers. (h) Ant-tracking showed comparatively better results and detected several major and minor discontinuities.

3.2.2. Dave Hale Fault Image Computation

Our comparisons show that the best results were achieved by Dave Hale’s image calculation fault workflow. The Dave Hale method not only provides the fault probability volume but also the dip and the direction of the fault at each sample. There are two main outputs from this workflow, a fault probability volume and a thinned fault likelihood volume. These detailed aspects make the Dave Hale workflow superior.

3.2.3. Fault Likelihood (FL) Attribute, the Probability Volume

Fault likelihood is three-dimensional scanning of structure-oriented semblance volume. Mathematically, fault likelihood is similar to the semblance. However, it not only scans for
semblance in multiple fault orientations but also measures it at a variety of dips and azimuths to enhance the fault likelihood. The lowest semblance will occur along the fault plane and that will represent the maximum likelihood. The scanning concludes with the images of maximum fault likelihood and its corresponding fault strikes and dips [37]. Fault likelihood attributes represent the probability of faults at each sample location. Figure 6a shows the Fault Likelihood (FL) image.

Figure 6. Time slices at 1550 ms. (a) Fault likelihood (FL) or the fault probability volume, which has been computed using fault-oriented semblance (b) Thinned Fault Likelihood (TFL) image showing razor sharp discontinuities across the study area. Red and green pointers in both images indicate major faults.

With estimates of reflective paths, structure-based semblance could be defined as:

$$\text{Semblance} = \frac{(\text{Image}_s^2)}{(\text{Image}_s^2)}$$

Which shows the semblance value, \((\_s)_s\) as structure-oriented. Similarly, computed ratios vary greatly where the numerators and denominators are small [38]. This is because usually, before computing emulsion ratios, we perform a supplementary smoothing of numerators and denominators. Therefore, the equation after applying the modifications is as under:

$$\text{Semblance} = \frac{((\text{image}_s^2)_f)}{((\text{image}_s^2)_f)}$$
Therefore, the $f$ is the additional smoothing to the images, which follows the faults. Finally, the vertical smoothing to the data is accounted for, to a vertical extent, the low semblance appearance:

$$f = 1 - \text{Semblance}^8$$

### 3.2.4. Thinned Fault Likelihood (TFL) Attribute

Fault likelihood attribute is further fine-tuned to get razor sharp images of structural discontinues called thinned likelihood seismic attribute. The thinned likelihood attribute enhanced the major and minor discontinuities that can be further used for automatic fault extraction workflow. Figure 6b shows Fault Likelihood (FL) image. Thin likelihood volume is merged with dip and azimuth and ant-tracking volume to produce fault-tracking volume, which is the main input for the automated fault extraction process.

### 3.3. Automatic Fault Extraction

To build an accurate geological model, it is of prime importance to understand the structural framework of the subsurface. Traditionally, this has been accomplished by manually picking the faults identified on the seismic dataset, which is an inefficient and time-consuming process. It is even more so with poor quality seismic data. In most cases, fault interpretation is also influenced by the predefined bias of the interpreter. By utilizing the modern tools and techniques, Geoscientists today can interpret virtually all seismic discontinuities in a seismic volume that are difficult to pick otherwise. Automated fault extraction enables the seismic interpreter to generate an initial fault network from 3D seismic data with very little manual intervention. The interpreted faults can be edited later in a much shorter time in an efficient manner. Consequently, this renders much-needed time to the interpreter for other prospect generation activities.

Efforts in automatic fault detection and extraction has accelerated during the last two decades. Several seismic attributes have been developed, such as coherency, variance and chaos, which have been used to capture the fault locations, but with limited success due to seismic signal heterogeneities in the vicinity of the faults affecting the attribute values [39]. More recently, machine learning techniques have grabbed considerable attention in this direction, but these require a lot of data to train the software. Huge datasets are not readily available to everyone; hence machine learning techniques may not produce viable results in the foreseeable future.

Keeping this context in view, methods based on structure-oriented semblance [40] have been more successful and produced the best results to date. Fault Likelihood is one of these methods which was developed by Dave Hale in 2013. Most of the available methods are based either on seismic continuity or discontinuity; however, Dave Hale’s methodology is based on fault-oriented semblance attributes, which makes it superior. The method supports manual, semi-automated based on seed faults and fully automated fault interpretation. The tracking algorithm is designed to calculate the fault dips and strikes constrained by predefined ranges to maximize the fault likelihood across the seismic volume. The input parameters are crucial to the procedure and depend on how seismic reflectors are dipping. If the geological scenario is simply layer-cake-like, small-angle ranges and fewer scan iterations may provide good results. Wider dip and strike ranges are recommended if detailed information is intended. Here, we have used the angle $\theta$ to scan the fault likelihood frequencies ($f$):

$$\text{Fault dip angle} = \theta$$

Highly Dipping fault = 90° or Vertical fault = $\theta = 0$

After the suitable parameter selection was made, an automatic fault extraction algorithm was run on fault-tracking volume (TFL+Ant-tracking combined) to generate fault patches. More than 500 major and minor fault patches were extracted from the fault-tracking volume, as shown in Figure 7a.
Ant-Tracking Computation

Ant-tracking is a superior algorithm that adds further value to the workflow. It boosts not only major and minor discontinuities but also offers automated fault extraction and useful fault analysis tools. The algorithm uses the principles from ant colony systems to extract surfaces appearing like trends in very noisy data.

Intelligent software agents called ants try to extract features from the data whose behavior corresponds to a fault. If many ants pick up a certain behavior or trend, it is extracted. Whereas noise and the remains of reflectors should be extracted by no ants or by only a single ant, in which case they will be deleted. The approach is fully 3D and can take full advantage of surface information in the neighboring voxels. This makes it possible to derive detailed information from the data or an attribute. By writing the extracted surfaces back to a volume, we get what is referred to as an enhanced attribute, or an ant track cube. This cube contains only what is likely to be true fault information. Ant-tracking can extract faults from a pre-processed seismic volume or an attribute like a fault likelihood. An ant-tracking algorithm combined with a thinned fault likelihood attribute was used to extract numerous fault patches automatically. The patches can then be picked automatically or manually to merge into elementary fault planes. Since fault likelihood is a very sensitive process, it picks up all discontinuities regardless of their size. To get a clear picture and organization of the desired faults, we used different approaches. In the first one, fault directions were used as a constraint and azimuthal filters were applied during ant-tracking attribute generation. Azimuthal filters applied in east-west and north-south directions helped to identify the orientation of the faults. Figure 8 shows the ant-tracking volumes where Figure 8a shows east-west trending faults and Figure 8b depicts faults with a north-south trend. Faults based on their orientation were effectively separated and analyzed this way. The results show that most of the faults are east-west trending in the study area.
Another useful technique is to co-render the seismic amplitude with the generated attributes. Figure 9 shows co-rendering of seismic amplitudes (greyscale), fault likelihood attributes (bright color) and thinned fault likelihood attributes (yellow intensity). The terminations line up to make a trend along the fault likelihood helping the interpreter to identify the fault surfaces.
The third approach to analyze the resultant discontinuities is to perform multiple iterations to generate a volume that eliminates minor discontinuities but keeps the major ones. Figure 10a shows thinned fault likelihood with all possible major and minor discontinuities, whereas Figure 10b shows the second iteration of the thinned fault likelihood with minor discontinuities removed, presenting a much cleaner result.

**Figure 10.** (a) Thinned fault likelihood combined with ant-tracking attribute is showing all major and minor discontinuities. (b) Unwanted and minor discontinuities have been removed through an iterative process, presenting a much cleaner result; (c) shows ant-tracking of variance cube and compares the results of hybrid attributes (in a,b) used in this study to a standard edge detection attribute like variance. Red and green pointers mark the major faults on all images.
Figure 10c shows the ant-tracking of variance cube. Figure 10a–c also provides an opportunity to compare the results of hybrid attributes used in this study and a standard edge detection attribute variance. It is evident that the chosen attributes have delineated razor-sharp discontinuities successfully.

3.4. Fault Data Analysis using a Rose Diagram, Histogram, and Stereonet

Once the fault surfaces are automatically generated, the immediate challenge is to reduce and simplify the structural framework by sorting, organizing and merging. To control the discontinuities, a filtering option is available with fault data analysis. Stereonet, Histogram, and Rose diagrams (dip and strike) (Figure 11) are very useful tools that offer a lot of customizable options to keep or eliminate discontinuities with full user control. These are interactive and provide control over discontinuities based on dip, azimuth, surface area, and confidence. For instance, the Rose diagrams (Figure 11a,b) record and show the number of samples which have a thinned fault likelihood value above a predefined threshold. The diagrams are divided into several sectors representing strike and/or dip angles/directions. The color, radius, and length of each sector signify the information like the number of samples, dip angle range, and sample count. The results of the extracted faults were displayed on the Stereonet (Figure 11c), which showed more than 500 fault patches scattered in different orientations. Based on various available filtering criteria like dip, azimuth, and surface area, the results showed that most patches were clustered in the north-south direction with a dip ranging from 60 to 90 degrees. The histogram shows (Figure 11d) that the surface area of the selected patches ranges from 8000–30,000 m². Figure 12a shows the application of these tools where the filter based on fault size and dip direction has eliminated all minor discontinuities, whereas major fault surfaces have been retained. Additionally, fault surfaces can also be picked/deleted and merged manually.

![Figure 11](image_url)

**Figure 11.** Fault data analysis tools. (a) Rose diagram (strike) and (b) Rose diagram (dip) provide information about dip/strike angle and direction of fault patches based on sector division. (c) Stereonet shows orientation, dip, and the azimuth of the patches interactively. (d) Histogram offers the filter options like dip, azimuth, surface, and size of the patches. It can also be used interactively to filter the discontinuities based on the mentioned criteria.
4. Discussion

The fault interpretation is vital in understanding the subsurface structural framework [41]. A multistep hybrid workflow was devised to avoid falling into the classic pitfall of cumbersome computation. The objective was to make the fault interpretation efficient and automatic. Dave Hale’s innovative fault likelihood coupled with conventional attributes were used to detect and auto-extract the faults. The method can be regarded as 3D semblance as it measures semblance at a variety of dips and azimuth. This novel approach has been successfully applied on a faulted reservoir under a gas chimney in offshore, Malaysia. It is comprised of four main steps: (1) seismic data conditioning using dip steered median filter (DSMF); (2) fault detection and enhancement by generating fault likelihood and combining it with conventional attributes; (3) automated fault extraction; and (4) fault data analysis. The application of the steering cube as well as the structural oriented filtering significantly enhanced and sharpened the discontinuity features. The effective integration of discontinuity attributes enabled the automatic fault extraction, which helped to build a structural framework for mapping fault relationships with juxtaposed strata. This paper also discussed several tools and techniques available for fault data analysis that can quickly filter, sort, organize, and merge the fault surfaces. These include the iteration process to clean up and refine the resulting volume by eliminating any unwanted discontinuities. Another approach is to use statistical graphs to filter the faults based on dip, azimuth, surface area, and confidence of the faults to be tracked. By applying this automatic workflow, more than 500 fault surfaces were generated in a few hours. The fault surfaces were filtered and chosen for further analysis based on several criteria using the fault analysis tools. Major surfaces were merged to make fault planes and were then converted into the fault interpretation. Subsequently, the fault interpretation was sent to the fault model to form a fault framework, as shown in Figure 13. This framework can now be incorporated into static modeling to understand the subsurface structural framework. To conclude, this study provided an advanced workflow that identified and auto extracted the faults with unprecedented clarity. It is fast and completed in a fraction of time compared to what would have been required for traditional manual picking. As future work, the methodology can be tested to explore fracture corridors and stratigraphic features to gauge its adequacy and effectiveness. It is customizable and can use other attributes and algorithms to further improve it.
5. Conclusions

This research work proposes a superior workflow to automate the fault detection and extraction process. It is built on 3D fault-oriented semblance, and hence can identify the discontinuities even where the traces are locally continuous across the faults. Its application on a faulted reservoir successfully identified and extracted the numerous faults. The results are promising and can play a pivotal role in prospect generation by providing detailed structural and stratigraphic mapping. Equipped with the dip and azimuth arguments, accuracy and efficiency in characterizing and developing mature reservoirs have also been significantly enhanced through this innovative workflow technology. It is fast and robust and is expected to reduce the fault interpretation efforts and time significantly, potentially from days to hours. This ensures that the interpreter utilizes more time on other exploration activities. Some limitations and caution should be kept in mind while executing the workflow: (1) The quality of the results depends upon the true understanding of each step of the workflow in the context of the final objective. This enables the interpreter to identify the problems, find solutions and apply them in a suitable manner. (2) The workflow is computationally intensive and may take a longer time on large volumes. The execution time can be reduced significantly if the computation is distributed over multi-node clusters called GPU-enabled processing.
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