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Abstract

Data Compression plays an important role in reducing data storage space in computer memory and in achieving minimum data transmission time in communication networks. There are two types of data compression: lossless and lossy. In lossless data compression, decompression reproduces data that is exactly match with the original data and in lossy data compression, the decompression reproduces data which is an approximation of the original data. Variable length integer codes such as Elias Gamma Code, Elias Delta Code, Golomb Code, have been used for data compression (i.e. integer compression, text compression, etc). In this paper, a new variable length integer code is proposed based on radix conversion and it is used with Burrows Wheeler Transform for text data compression. The performance of the proposed code is compared with Elias Gamma Code, Elias Delta Code and Golomb Code. In the experiments, Calgary corpus is used which contains both text file and binary files. Experimental results show that the Fibonacci code gives better compression rate on an average than all other coders and Elias Gamma Code gives better compression rate for text files. The other coders perform well for binary files compared to Elias Gamma Code.
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1. Introduction

The main objective of data compression is to store the data with the minimum number of bits in storage devices and transmit the data in low band width communication channels. Data-compression methods can be divided into two types i.e. lossy and lossless. In lossless compression methods, data can be decompressed as exactly same as the source data. In lossy compression, decompressed data is not 100% identical to the source and has a certain loss of information. Lossless data compression techniques are used to compress text data like financial data, executable programs, text documents, source code, etc. Lossy data compression technique is used to compress images, video and audio. Various variable-length codes1 have been used for data compression. In contrast with fixed length codes, statistical coding methods achieves compression by assigning short-length codes to more frequently occurring symbols and long-length codes to rarely occurring symbols of the source file which needs to be compressed. The statistical methods require the probabilities of the input symbols to generate variable-length codes. Huffman coding2 and Shannon–Fano3 methods are examples for statistical methods which use symbol tables while decoding the compressed data. The two passes approach of the Statistical method is very slow for storage systems4,
sensory systems etc. There are other coding methods such as Elias Gamma Code (EGC), Elias Delta Code (EDC), Golomb Code (GC) which do not require the probability values of the input data to produce variable-length codes and these methods are called as variable-length integer coding methods or variable-length integer codes. Since variable-length integer codes does not require symbol table and probability values, these codes are more preferable in those applications which require fast encoding and storage. In this paper, a new variable-length integer code is proposed based on radix conversion and it is used as the final stage coder in Burrows-Wheeler compressor for text data compression. The compression performance of the proposed code is compared with the existing state-of-the art methods such as EGC, EDC and GC. The experiments are carried out on Calgary corpus.

Section II describes state-of-the art variable length integer codes. In Section III, the new code is presented. In section IV, the performance of proposed code with Burrows-Wheeler Transform (BWT) for text data compression is studied and evaluated on Calgary Corpus data set. Section V concludes this work.

2. Variable Length Integer Codes

Variable-length Integer Codes, which are prefix codes, are used for the compact representation of non-negative integers. Since these codes are easy to be constructed, they have been used for image compression, video compression and text compression. In this section, state-of-the art Variable-Length Integer Codes: such as GC, EGC, EDC are presented, which are used to represent non-negative integers.

2.1 Unary Code (UC)

UC is a universal variable-length code and satisfies the prefix property. Unary code of integer \( n \) is defined as \((n-1)\) zeros or ones followed by a single one or zero. So, the length of the UC for an integer \( n \) is thus \( n \) bits. UCs for 10 integers from 1 to 10 are given in Table 1.

2.2 Elias Gamma Code (EGC)

EGC was proposed by Peter Elias in the year of 1975. EGC of an integer \( n \) contains two parts: unary part \( UC(L) \) and binary part \( ~B(n) \), where \( UC(L) \) is the unary code for the length \( (L) \) of the binary representation of \( n \) and \( ~B(n) \) is the binary representation of \( n \) without its most significant bit. EGC is generated as \( UC(L) \parallel ~B(n) \). The bit length of EGC for an integer \( n \) is \( 2 \left\lfloor \log_2 n \right\rfloor +1 \) bits. EGCs for 10 integers are given in Table 2.

Table 1. UC for the integers 1 to 10

| Integer (n) | UC (n) | Bit Length |
|-------------|--------|------------|
| 1           | 0      | 1          |
| 2           | 10     | 2          |
| 3           | 110    | 3          |
| 4           | 1110   | 4          |
| 5           | 11110  | 5          |
| 6           | 111110 | 6          |
| 7           | 1111110| 7          |
| 8           | 11111110| 8         |
| 9           | 111111110| 9       |
| 10          | 1111111110| 10      |

2.3 Elias Delta Code (EDC)

EDC developed by Peter Elias. EDC has two parts: Gamma Part and binary part \( ~B(n) \). The Gamma part is the Elias Gamma Code of the bit length \( (L) \) of \( B(n) \) and the binary part is the binary representation of the integer \( n \) without its most significant bit. So, EDC is generated as \( EGC(L) \parallel ~B(n) \). The bit length of EDC for an integer \( n \) is \( 1+\left\lfloor \log_2 n \right\rfloor +2 \left\lfloor \log_2 \left(1+\left\lfloor \log_2 n \right\rfloor \right) \right\rfloor \) bits. EDCs for 10 integers are given in Table 3.

2.4 Golomb Code (GC)

GC was developed by Solomon W. Golomb. In GC, the given number \( n>0 \) is first divided by a divisor \( d \). The experiments are carried out on Calgary Corpus data set. Section V concludes this work.

Table 2. EGC for the integers 1 to 10

| Integer (n) | B(n) | EGC: UC(L) | ~B(n) |
|-------------|------|------------|-------|
| 1           | 1    | 1          |       |
| 2           | 10   | 10 | 0      |
| 3           | 11   | 10 | 1      |
| 4           | 100  | 110 | 00    |
| 5           | 101  | 110 | 01    |
| 6           | 110  | 110 | 10    |
| 7           | 111  | 110 | 11    |
| 8           | 1000 | 1110 | 000   |
| 9           | 1001 | 1110 | 001   |
| 10          | 1010 | 1110 | 010   |
quotient part $q$ and the remainder part $r$ are then used to code the given number $n(>0)$. The quotient $q$ and the remainder $r$ are obtained using equation (1).

\[
\begin{align*}
q &= \frac{n - 1}{d} \\
r &= n - qd - 1
\end{align*}
\]  

(1)

The GC contains two parts. The first part of GC is the value of $q + 1$ which is coded in unary and the second part is binary value of $r$. For example, when divisor $d = 4$, it produces four possible remainders, 0, 1, 2 and 4 are coded as 00, 01, 10 and 11 respectively, and are given in the Table 4. Table 4 shows the GC for divisors $d = 3$ and $d = 4$.

### 3. Proposed Variable-Length Integer Code

In this section, the proposed variable-length integer code is presented. It is proposed based on radix conversion to represent integers. Compact representation of integers is essential for reducing the storage space requirements and achieving fast retrieval of integers. The proposed code for an integer is constructed based on the conversion of its radix-2 representation to radix-$r$ representation. The idea is that the number of digits required to represent a number in higher radix-$r$ is equal or less than that of lower radix-$r$. Hence, the number of bits used to represent higher radix-$r$ in the length part of the proposed code will be less. Based on this idea, the proposed code has two parts: length part and data part. Length part is the number of digits required to represent the integer to be represented in the selected (higher) radix-$r$. Data part of the proposed code is the radix-2 (i.e. binary) representation (i.e. bits) of the integer. Since higher radix representation requires minimum number digits to represent an integer than lower radix representation, length part of the integer needs less number of bits to store the length part of the proposed code. This idea is used to achieve compact representation.

The state-of-the-art methods: Elias Gamma Code, Elias Delta Code also represents integers in two parts: length part and data part. Length part denotes the number of binary digits (bits) required for binary representation (data part) of the integer. But, the unary coding of length part leads to poor representation of mid-range and large integers by these methods. The difference between the proposed code and Elias Gamma Code is that the proposed code uses length part to denote the number of radix-$r$ digits required to represent the integer where as Elias code uses length part to denote the number of binary (radix-2) digits required for the integer representation. In both proposed code and Elias codes, data part is the binary representation of the given integer.

#### 3.1 Algorithm for Encoding

The new variable-length integer code for an integer $n$ is generated using the following steps:

- Select any radix-$r$ to represent the given integer $n$.
- Calculate the number of digits required to represent $n$ in the radix-$r$ using the equation (2).

\[
k = \left\lfloor \log_r^n \right\rfloor + 1
\]  

(2)

- Code $k$ in unary ($k-1$ zeros followed by 1 or $k-1$ ones followed by 0).
- Generate binary representation ($b$) of the integer $n$ in $k\left\lfloor \log_r^n \right\rfloor$ bits.
- Attach binary code without its most significant bit if $r=2$, otherwise attach binary code of the integer $n$ to the code of $k$ generated in step 3.

| $n$ | EDC     | Bit Length |
|-----|---------|------------|
| 1   | 1       | 1          |
| 2   | 100 | 0          | 4          |
| 3   | 100 | 1          | 4          |
| 4   | 101 | 00         | 5          |
| 5   | 101 | 01         | 5          |
| 6   | 101 | 10         | 5          |
| 7   | 101 | 11         | 5          |
| 8   | 11000 | 000      | 8          |
| 9   | 11000 | 001      | 8          |
| 10  | 11000 | 010      | 8          |

Table 3. EDC for the integers 1 to 10

| Remainders | Binary codes |
|------------|--------------|
| d = 3      | d = 4        |
| 0          | 0            | 00          |
| 1          | 10           | 01          |
| 2          | 11           | 10          |
| 3          | -            | 11          |

Table 4. Remainder table for divisor d = 3 & 4
Repeat step 1-5 for all integers.

Example: let \( n = 25 \) and \( r = 4 \)

\[
b(n) = 011001
\]

\( k = 3 \) \( \therefore \) Use equation (2)

Proposed code of 25 = unary (3) \( | \) \( b(n) \) \( = 001|011001. \)

The bit length (\( BL \)) of the proposed for an integer \( n \) is given by:

\[
BL = \left( \lceil \log_2 n \rceil + 1 \right) \left( 1 + \lceil \log_2 r \rceil \right)
\]

3.2 Algorithm for Decoding

The compressed integer is decoded using the following steps.

- Read the binary bits until bit 1/0 (unary terminator) is encountered and count the bits read so far as \( k \). Read \((l-1)\) bits if \( r = 2 \), otherwise, \( l \) bits further. The value of \( l \) is calculated using equation (4).

\[
l = \left\lceil k \log_2 r \right\rceil
\]

- Convert \( 'l' \) binary bits into decimal equivalent value. The decimal equivalent value of \( k \) binary digits is used to determine the number of binary digits required to represent the integer \( n \).
- Repeat step 1-2 for all integers.

Example:

Let Proposed code = 001|011001, with \( r = 4 \)

Read 001 and decode.

\( k = 3 \),

Compute \( l = 6 \) using equation (4).

Read 6 bits further and decode to get \( n \)

\( b = 011001 \),

\( n = 25 \).

Designing variable length codes applicable to all the probability distribution of the symbols (integers) for best compression is very difficult. The proposed code represents an integer \( n \) in \( \left( \lceil \log_2 n \rceil + 1 \right) \left( 1 + \lceil \log_2 r \rceil \right) \) bits. So our code is the best when integers follow the probability distribution of \( P_n = \frac{1}{2^{(\lceil \log_2 n \rceil + 1)(\lceil \log_2 r \rceil)}} \). The parameter \( r \) is the key value in determining the suitability of our code for the given distribution. Table 6 shows the proposed code for integers 1 to 10 for \( r = 2, 3 \) and 4.

| Table 5. GC for the integers 1 to 10 |
|-------------------------|-------------------------|
| Integer n | Golomb Code | d = 3 | d = 4 |
| 1 | 0 | 0 | 0 | 00 |
| 2 | 01 | 10 | 0 | 01 |
| 3 | 01 | 11 | 0 | 10 |
| 4 | 10 | 0 | 01 | 11 |
| 5 | 10 | 10 | 10 | 00 |
| 6 | 10 | 11 | 10 | 01 |
| 7 | 110 | 0 | 10 | 10 |
| 8 | 110 | 10 | 10 | 11 |
| 9 | 110 | 11 | 110 | 00 |
| 10 | 1110 | 0 | 110 | 01 |

| Table 6. Proposed code for the integers 1 to 10 |
|-------------------------|-------------------------|
| Proposed code | r = 2 | r = 3 | r = 4 |
| 1 | 1 | 1 | 1 | 01 |
| 2 | 01 | 0 | 1 | 10 |
| 3 | 01 | 1 | 01 | 11 |
| 4 | 001 | 00 | 01 | 100 |
| 5 | 001 | 01 | 01 | 0101 |
| 6 | 001 | 10 | 01 | 110 |
| 7 | 001 | 11 | 01 | 111 |
| 8 | 0001 | 000 | 01 | 100 |
| 9 | 0001 | 001 | 01 | 0100 |
| 10 | 0001 | 010 | 001 | 0101 |

4. Experimental Results and Discussion

In many applications, EGC, EDC, GC have been used. These codes have been used for compressing indices in database\(^5\), information retrieval system\(^6\), and compressing environmental data in wireless sensor networks\(^7,8\). In this work, the proposed code is used for text compression with BWT compressor. BWT compressor has four phases as shown in Figure 1. In first phase, the BWT computes the permutation of the input. In the second phase, the Move-To-Front (MTF) coder encodes the output of BWT. In the third phase, MTF output will be encoded by RLE. In the fourth phase, RLE output will be encoded by the Variable Length Integer Codes (VLC).
The performances of various coders (EDC, EGC, GC, proposed code) with BWT compressor are evaluated on Calgary corpus dataset which contains both text files (bib, book1, book2, news, paper1, paper2, paper3, paper6, progc, progl, progp, trans and binary files (geo, obj2, pic). The performance is measured in terms of bit-rate which is calculated using Eq. 5. Experimental results are given in Table 7. It is noted from Table 7 that proposed code with \( r = 2 \) and EGC achieve lowest bit-rate on an average than EDC, and GC. The proposed code \((r = 4, 8)\) gives better compression performance than EDC, EGC and GC for binary files (geo and obj2). The proposed code gives better results than EDC, GC and it also gives competitive results when compared to the results of EGC.

\[
\text{Bit-rate} = \frac{\text{Size of Compressed file}}{\text{Number of symbols in the input file}} \quad (5)
\]

### 5. Conclusion

In this paper, a new variable-length integer codes are proposed to represent integers compactly. The proposed method represents an integer by converting its radix-2 representation to its radix-\( r \) representation. The proposed method is also used as the final stage encoder in Burrows-Wheeler compressor for text data compression. Experiments are carried out on Calgary corpus files. The compression performance of the proposed is compared with the state-of-the-art methods (EGC, EDC, GC). The experimental results show that the proposed code gives better results than EDC, GC and it also gives competitive results when compared to the results of EGC.
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