Interactions of 2’-O-methyl oligoribonucleotides with the RNA models of the 30S subunit A-site
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Abstract

Synthetic oligonucleotides targeting functional regions of the prokaryotic rRNA could be promising antimicrobial agents. Indeed, such oligonucleotides were proven to inhibit bacterial growth. 2’-O-methylated (2’-O-Me) oligoribonucleotides with a sequence complementary to the decoding site in 16S rRNA were reported as inhibitors of bacterial translation. However, the binding mode and structures of the formed complexes, as well as the level of selectivity of the oligonucleotides between the prokaryotic and eukaryotic target, were not determined. We have analyzed three 2’-O-Me oligoribonucleotides designed to hybridize with the models of the prokaryotic rRNA containing two neighboring aminoglycoside binding pockets. One pocket is the paromomycin/kanamycin binding site corresponding to the decoding site in the small ribosomal subunit and the other one is the close-by hygromycin B binding site whose dynamics has not been previously reported. Molecular dynamics (MD) simulations, as well as isothermal titration calorimetry, gel electrophoresis and spectroscopic studies have shown that the eukaryotic rRNA model is less conformationally stable (in terms of hydrogen bonds and stacking interactions) than the corresponding prokaryotic one. In MD simulations of the eukaryotic construct, the nucleotide U1498, which plays an important role in correct positioning of mRNA during translation, is flexible and spontaneously flips out into the solvent. In solution studies, the 2’-O-Me oligoribonucleotides did not interact with the double stranded rRNA models but all formed stable complexes with the single-stranded prokaryotic target. 2’-O-Me oligoribonucleotides with one and two mismatches bound less tightly to the eukaryotic target. This shows that at least three mismatches between the 2’-O-Me oligoribonucleotide and eukaryotic rRNA are required to ensure target selectivity. The results also suggest that, in the ribosome environment, the strand invasion is the preferred binding mode of 2’-O-Me oligoribonucleotides targeting the aminoglycoside binding sites in 16S rRNA.
Introduction

The ribosomes, composed of rRNA and proteins, catalyze polypeptide synthesis in living cells. They are built up of two subunits, small and large, which in prokaryotic ribosomes are called 30S and 50S. There are three tRNA binding sites (denoted as A, P, and E) at the interface between the subunits. The aminoacyl-tRNA binding site (A-site) in helix h44 of 16S rRNA is responsible for verifying the mRNA codon tRNA-anticodon complementarity. The adenines 1492 and 1493 (according to the *E. coli* rRNA numbering) in helix 44 (Fig 1a) comprise a molecular switch in the ribosome that controls the fidelity of the mRNA encoding [1, 2]. When flipped-out, in the so-called active state, the adenines form a complex with the anticodon of the cognate tRNA. In the inactive state, they are in a slightly energetically preferred intra-helical conformation [3] and the non-cognate tRNA cannot be accepted in the A-site [4]. This functionally important region of 16S rRNA overlaps also with the inter-subunit contact, termed the B2a bridge, which is formed between the penultimate stem of helix h44 of 16S rRNA and helix 69 of 23S rRNA of the large subunit [5].

The bacterial ribosome, due to its crucial function in translation, is a target for many antibiotics [9, 10]. The A-site in the 30S subunit is a primary binding site for 2-deoxystreptamine (2-DOS) aminoglycosides [11]. The 2-DOS aminoglycosides, such as neomycin, paromomycin, kanamycin or gentamicin affect the fidelity of translation by locking A1492 and A1493 in a flipped-out state (Fig 1b) which promotes decoding errors by allowing incorporation of near-cognate and non-cognate tRNAs [12].

Hygromycin B, another 2-DOS containing aminoglycoside, that binds near the A-site (Fig 1c), has a different binding mode that affects the translocation of mRNA and tRNAs during polypeptide elongation [8]. The universally conserved U1498 is one of the nucleotides that makes base-specific hydrogen bonds with hygromycin B [13]. Moreover, U1498 helps position mRNA in the 30S subunit P-site by making a number of contacts to the backbone of nucleotides +1 and +2 of the mRNA [14], as well as plays an active role in the translocation of mRNA and tRNAs through the ribosome [15]. In addition, the U1498C mutation is known to cause

![Fig 1. Paromomycin (purple) and hygromycin B (yellow) in their primary binding sites in the RNA helix h44 of the 30S subunit of the bacterial ribosomes.](https://doi.org/10.1371/journal.pone.0191138.g001)
weak resistance to hygromycin B in *M. smegmatis* [16] but the molecular mechanism of this resistance remains unclear [8].

Due to development of bacterial resistance to existing antibiotics, possible antibiotic toxicity and insufficient specificity toward pathogenic bacteria, there is a need to discover or develop new antimicrobials. Efforts to modify aminoglycosides or find new scaffolds had only few successes [17–19]. Other ways included designing peptides that specifically bound the 30S subunit A-site and inhibited translation *in vitro* [20]. However, natural peptides are degraded by proteases and may have problems with solubility [21]. Another approach could be to use oligonucleotides that bind in the sequence-specific manner and sterically block a functional rRNA fragment leading to inhibition of bacterial translation [22]. Such oligonucleotides would be advantageous because their sequence could be easily redesigned in response to bacterial mutations that cause resistance to known antibiotics. Indeed, modified oligonucleotides such as peptide nucleic acids (PNA) and 2’-O-methylated oligoribonucleotides (2’-O-Me RNA) were used to determine their hybridization efficiency with a 16S rRNA fragment [23, 24]. Overall, at pH 5.5, PNA and guanidine-modified PNA, had modest binding affinity and low sequence selectivity, with the binding order indicating a PNA2-RNA triplex. Interestingly, the 3-oxo-2,3-dihydropyridazine-modified PNA exhibited micromolar binding affinity for the bacterial 16S RNA A-site model at pH 6.25, while no binding was observed to the model of the human A-site [25]. The binding stoichiometry close to 1:1 suggested the formation of the PNA-RNA2 helix.

Interactions of 2’-O-Me oligonucleotides with the A-site rRNA were conducted also in the context of the whole 30S ribosomal subunit. Abelian et al. [26] targeted the A-site with twelve, overlapping 10-mer 2’-O-Me RNAs, complementary to the region U1485—G1516 of 16S RNA. The oligomer that targeted the A1493—A1502 fragment showed the lowest *Kd* of 29 nM for the binding to the 30S subunit. Interestingly, the oligomers with nucleotides complementary to A1492 and/or A1493 showed dose-dependent increase in binding upon adding paromomycin. Finally, it was shown that these 2’-O-Me RNAs inhibit translation *in vitro* and that there is some limited correlation between oligomer inhibitory activity and its binding affinity to the A-site. We have also verified the binding of a 2’-O-Me RNA oligomer complementary to the A1493–A1502 16S RNA sequence to the 30S subunit and 70S ribosomes, its anti-translational activity in the cell-free system and in addition, have shown that after transformation into *E. coli* cells this oligomer inhibited their growth [27].

However, in the above studies structural details of the hybridized complexes were not provided. In principle, there are two possible binding modes: strand invasion via Watson-Crick base pairing and triplex formation via Hoogsteen-type interactions. In this work we examined the interactions of three 2’-O-Me oligoribonucleotides with the models of the 16S rRNA decoding A-site. As a model of the prokaryotic A-site rRNA we used a bipartite system, which covers two aminoglycoside binding sites. This system was reported as a faithful target to monitor ligand binding to the ribosomal decoding site [6]. We designed a structurally comparable model of the eukaryotic decoding A-site by introducing six mutations to the above prokaryotic model. The objective was to determine if the 2’-O-Me oligomers bind to the prokaryotic 16S rRNA A-site model but at the same time do not form a stable complex with the eukaryotic model. We also examined if there is any relation between the flexibility of the A-site models determined from MD simulations and melting temperatures determined in solution studies of these constructs. With MD simulations we characterised for the first time the dynamics of the hygromycin B binding site in the models of both prokaryotic and eukaryotic rRNA. This was not possible in our previous studies that were performed using smaller A-site models covering only the closest neighbourhood of A1492 and A1493 [28, 29].
Materials and methods

Reagents

Gel-purified synthetic RNA oligonucleotides shown in Fig 2 (eukaryotic A: 5’-CCG CGC CCG UCG CUA CAC CCG-3’; eukaryotic B: 5’-GGG UGU AAA AGU CGU AAC GCG GC-3’; prokaryotic A: 5’-CCG CGC CCG UCA CAC CAC CCG-3’; prokaryotic B: 5’-GGG UGG UGA AGU CGU AAC GCG GC-3’) as well as 2’-O-methylated oligoribonucleotides (1489: 5’-ACG ACU UCA C-3’; 1490: 5’-UAC GAC UUC A-3’; 1491: 5’-UUA CGA CUU C-3’) and 2-amino purine (2AP) labeled RNA were purchased from Future Synthesis, Poland. 2AP was placed in the position of A1493 in the strand B of both models.

UV melting

UV absorbance profiles as a function of temperature were measured at 260 nm using the UV-Vis Nicolet Evolution 300 Spectrophotometer (Thermo Scientific). 2’-O-Me oligonucleotides were mixed at 2 μM concentration of each strand in 10 mM phosphate buffer with 20 mM NaCl, pH 7.0. Samples were heated from 10°C to 90°C at a rate of 1°C/min. In the case of two-state transitions, the absorbance versus temperature curves were fitted to a two state model with sloping baselines [30], from which the fraction of the base paired molecules (f) versus temperature (T) was calculated. The melting temperature (T_m) was defined as the temperature for which f(T) = 0.5 [30, 31]. From f(T), the temperature dependent K_a values were calculated, using the equation appropriate for non-self-complementary complexes [31]:

\[ K_a = \frac{2f}{(1-f)^2 c_0} \]  \hspace{1cm} (1)

where c_0 is the concentration of a single strand. Free energy of the duplex formation (ΔG_UV) was obtained by fitting the linear function to the van’t Hoff plot [30]:

\[ \ln K_a = \frac{\Delta H}{R} \frac{1}{T} + \frac{\Delta S}{R} \]  \hspace{1cm} (2)

where R is the ideal gas constant and ΔH is the enthalpy change independent of temperature that corresponds to T = 21°C. The nonlinear fitting that took into account the temperature dependence of ΔH, i.e. assuming nonzero values of the heat capacity changes Δc_p [32], provided similar results.

Fluorescence spectroscopy

Fluorescence measurements were performed on a thermostatted Hitachi F-7000 fluorescence spectrophotometer at 21°C. Emission spectra were recorded in the 10 mM phosphate buffer with 20 mM NaCl, pH 7.0 while exciting at 310 nm. Normalized relative fluorescence was calculated by subtracting the background signal measured as the titration of the buffer to the compound and normalization by the fluorescence intensity of the free labeled RNA.

Isothermal titration calorimetry

ITC measurements were performed at 21°C using Low Volume Nano ITC equipment (TA instruments) in 10 mM phosphate buffer with 20 mM NaCl, pH 7.0. In the experiments evaluating the stability of the 16S rRNA A-site models, twenty 2 μL aliquots of the A strand with the concentration of 100 μM were injected into the solution of the B strand with the concentration of 10 μM. In the studies of the interactions of 2’-O-Me oligomers with rRNA targets, the 2’-O-Me oligomers with concentration of 70 μM were injected in twenty five 2 μL aliquots into
the 10 μM solution of the prokaryotic rRNA B strand. Time between injections (3 to 10 minutes) was adjusted to ensure the equilibrium after every injection. The injections were continued past saturation to measure the heat related to dilution and the average calculated dilution heat was subtracted from the heats released upon titration. The peak areas were integrated by the Nano Analyzer software provided with the instrument. Standard uncertainties were determined from imprecisions of the model fitting to the experimental data. ITC provides direct measurements of the enthalpy changes ($\Delta H$) of the interaction between molecules and the binding affinity ($K_a$) and stoichiometry ($n$) can be determined from the fitting. Further, from these measurements the changes in Gibbs energy ($\Delta G_{ITC}$) $T = 21˚C$ and entropy ($\Delta S$) were
obtained using the relationship [33]:

$$\Delta G_{\text{IRRC}} = -RT \ln K_a = \Delta H - T\Delta S$$  

(3)

**Gel electrophoresis**

Polyacrylamide gel electrophoresis was performed under non-denaturing conditions using a 15% (19:1) acrylamide matrix and a solution of 1×TBE (89 mM Tris-base, 89 mM borate, 2 mM EDTA, pH 8.3) as the running buffer. RNA and 2′-O-Me RNA oligomers in the 400 pmol concentration were incubated in the buffer consisting of 100 mM NaCl, 20 mM MES and 0.5 mM EDTA at pH 5.5 for 1 h before loading. Then 1 μl of 40% glycerol was added into 5 μl of samples. The gels were run at 80 V for 3 h and then were stained by Stains-All (E9379, Sigma-Aldrich). The resulting bands were imaged by a Gel Doc XR+ System (Bio-Rad).

**Molecular dynamics**

**Force field parameters and simulation conditions.** MD simulations of prokaryotic and eukaryotic rRNA models were performed using NAMD [34] and bsc0_{OLa} version of the Amber force field [35–37]. Simulations were conducted in the NpT ensemble at 310 K and pressure of 1 bar, maintained with the Langevin algorithms [38, 39]. 310 K was selected as a standard temperature in MD simulations to achieve some physically reliable mobility of nucleotides since lower simulation temperature such as 295 K would be impractical in case of a flexible RNA system. Application of the SHAKE [40] algorithm for bonds involving hydrogens allowed us to use a 2 fs integration step. Periodic boundary conditions were applied. For evaluation of long-range interactions, the particle mesh Ewald method [41] was employed.

**System construction and starting conformations.** As a starting configuration of the prokaryotic A-site model, we used the crystal structure determined by Dibrov et al. [6] (PDB ID 3LOA). The eukaryotic model was prepared by introducing the following mutations: A1408G, A141U, C1411A, G1489U, U1490A, G1491A (Fig 2), as in the study describing the engineering of the functional human–bacterial hybrid ribosomes [42]. Thus, the initial conformation of A1492 and A1493 in the eukaryotic system was identical as in the prokaryotic system: A1492 occupied the extra-helical state and A1493 the intra-helical state.

Each model was immersed in a cubic box containing TIP3P [43] water molecules providing at least 20 Å layer of the solvent at each side of RNA strands. The negatively charged RNA were neutralized by adding Na\(^+\) ions, by replacing water molecules at positions of local minima of the electrostatic potential.

No additional ionic strength was used. Adding the minimum number of monovalent ions (enough to neutralize the system) is a standard way to reproduce well structural and dynamic characteristics of nucleic acids, regardless of the ion model used [44]. What is more, the method used to set the initial distribution of ions around nucleic acid models does not affect the simulation results. For monovalent ions, such as used here Na\(^+\), the ion distribution around nucleic acids obtained in MD simulations was found independent on the initial positions of ions [45]. The topology and coordinate input files were prepared using the tleap program from the Amber9 [46] package.

**Simulation protocol.** The simulation protocol, was adapted from our previous MD studies of nucleic acids [28, 47, 48] by extending the simulation time for each equilibration phase ten times. In short, the protocol began from equilibration of water molecules and ions, performed in the NVT ensemble and consisted of two substages. During the first 560 ps, the temperature was linearly increased from 30 to 310 K with harmonic restraints of 50 kcal \cdot mol\(^{-1}\) \cdot Å\(^{-2}\) applied to all heavy atoms of RNA. Then, the restraints were relaxed to 25 kcal \cdot mol\(^{-1}\) \cdot Å\(^{-2}\), and the
simulation continued for 350 ps. During the next phase, 3 ns of equilibration in the NpT ensemble, the restraints were gradually decreased starting from \(5 \text{kcal} \cdot \text{mol}^{-1} \cdot \text{Å}^{-2}\) to close to 0, by reducing them by half after each 500 ps. The final equilibration phase (NpT) lasted 2 ns and was followed by a 1150 ns production stage for each system.

**Data analysis.** Trajectories were analyzed with the MINT package [49], ptraj module from AmberTools 1.5 [46] and in-house written Python scripts employing MDAnalysis library [50]. The criteria for the presence of hydrogen bonds were: 3.5 Å for the maximal acceptor-donor distance and minimal acceptor-hydrogen-donor angle was set to 150 degrees. The base pairs denoted as WC-WC are pairs in which both nucleotides interact via the Watson-Crick edge, which means that these pairs do not necessarily have to be the canonical A:U, G:C pairs [51]. Accordingly, the non-WC-WC base pairs are pairs in which at least one of the nucleotides interacts with the edge other than the Watson-Crick edge. The energy of the stacking interaction between nucleotides was estimated as the sum of Coulomb and van der Waals (VdW) interaction between all heavy atoms in interacting nucleobases.

Flipping of nucleotides A1492, A1493 and U1498 was monitored with the pseudo-dihedral angle introduced by Song et al. [52] and previously successfully applied in the studies investigating the decoding A-site dynamics [2, 29]. The four points defining the angle are: i) centre of mass of the flipping nucleobase, ii) centre of mass of the flipping nucleotide phosphate, iii) centre of mass of the phosphate of the next nucleotide and iv) centre of mass of the base pairs flanking analysed nucleotide. If the nucleobase is flipped-in, the angle is roughly in the range \((-50˚, +50˚)\), and if the nucleobase is flipped-out the angle is close to \(±180˚\). The value of the angle allows also estimating the orientation of nucleotides. In the used convention, if a nucleotide faces towards the major groove, the angle is from -180 to 0˚, and if it faces towards the minor groove, the angle is in 0˚– 180˚ range.

MD structures were subjected to the RMSD (root mean square deviation) based clustering using the gromos method [53] from the Gromos package [54]. The algorithm divides the set of conformations into separate clusters according to the RMSD criterium. VARNA [55] was used to produce secondary structure figures, VMD [56] and Chimera [57] to visualize trajectories and produce 3D structure images.

**Results**

**Selection of rRNA models and 2'-O-methylated oligoribonucleotides**

The model of the prokaryotic rRNA used in this study (PDB ID: 3LOA [6]) contains two overlapping aminoglycoside binding sites [16]: (i) the 4'-5' and 4'-6'-2-DOS aminoglycoside (such as neomycin or kanamycin) binding site with nucleotides: C1407, A1408, G1491, A1492, A1493, G1494, U1495, and (ii) hygromycin B binding site composed of: C1403, C1404, 1405, G1494, U1495, C1496, G1497, U1498 (Fig 2). Previous solution studies confirmed that this construct with a fluorescent 2-amino purine (2AP) modification in the position of A1493, provides a model system that can be used to monitor ligand binding to the ribosomal decoding site [6]. The model of the eukaryotic A-site was prepared by introducing six mutations to the original prokaryotic construct (Fig 2) and was not previously reported. Therefore, to verify the eukaryotic construct, we first investigated its properties in solution in a similar way as for the previously reported prokaryotic system [6] but with the addition of ITC experiments. Three 2'-O-Me RNA decamers were selected based on the set of sequences that efficiently bind to bacterial ribosomes and inhibit translation in bacterial cell free systems [26]. Although, each of the 2'-O-Me oligonucleotides is fully complementary to the prokaryotic A-site, they have one, two or three mismatches to the eukaryotic model.
Solution studies of the eukaryotic and prokaryotic decoding A-site rRNA models

Using fluorescence spectroscopy we checked if the A and B strands of the eukaryotic model form a bipartite system (Fig 2). Titration of the 2AP1493 labeled strand B with the increasing amounts of the complementary strand A resulted in a steady increase of 2AP fluorescence intensity up to the 1:1 strand ratio (Fig 3a), which indicates full hybridization. Further, fluorescence intensities as a function of the RNA strand ratio, increased up to 20% in the prokaryotic and up to 30% in the eukaryotic model.

Thermal denaturation curves of Fig 3b show biphasic transitions for both models. From these melting curves, we also derived thermodynamic parameters (Table 1). Nucleotide substitutions incorporated to the prokaryotic model decreased the melting temperature by about 10˚C.

Thermodynamic parameters for the interactions between the RNA oligomers were also determined with the ITC technique (Fig 4). The measured stoichiometry was about 0.9, which confirms the formation of the duplexes in the 1:1 binding ratio. ITC data of Table 2 together with the UV melting data of Table 1 show that the prokaryotic complex is more stable than the eukaryotic one. The prokaryotic complex is characterised by a more negative ΔH. The ΔH

Table 1. Thermodynamic parameters of the RNA strands forming decoding A-site models, derived from the UV melting profiles.

| Model     | ΔH [kcal/mol] | TAS [kcal/mol] | ΔG [kcal/mol] | Tm [˚C] |
|-----------|---------------|----------------|---------------|---------|
| prokaryotic | -99.8 (0.9)  | -81.5 (0.9)    | -18.3 (1.8)   | 52.9 (0.5) |
| eukaryotic | -90.2 (0.7)  | -76.1 (0.8)    | -14.1 (1.5)   | 42.6 (0.5) |

ΔG and TAS values calculated for T = 21˚C. Values in parentheses represent standard errors from 3 independent experiments.
values derived from van’t Hoff analysis of the UV melting profiles (Table 1) and from ITC (Table 2) corroborate with a two-state system. Thermodynamic background of the discrepancies in association enthalpy $\Delta H$ from both methods is a long-lasting controversy (see e.g. [32, 58–64]). It seems that equality of the enthalpies reflects a simple two-state model of the association (all-or-none) without any coupled equilibria, as long as the temperature dependencies of the enthalpy and entropy terms are taken into account (non-zero $\Delta C_p$). On the other hand, discrepancy between these enthalpies suggests that more than two states are involved in the process.

The prokaryotic model is also characterised by a more negative $\Delta G$. However, $\Delta G$ obtained in the UV melting experiments, -18.3 kcal/mol and -14.1 kcal/mol, appear to be overestimated in comparison to the respective -10.0 kcal/mol and -9.5 kcal/mol obtained from the ITC experiments. Note that the Gibbs energy changes are derived directly from the ITC data points, with about 5% uncertainty, while those from the UV measurements are derived indirectly from $\Delta H$ and $T \Delta S$, with about 10% uncertainty, due to the propagation of the uncertainties. Nevertheless, the differences of the $\Delta G$ values are within the range of three standard deviations (3$\sigma$), and the relative trends of $\Delta G$, prokaryotic vs. eukaryotic are similar. In most cases of biomolecular association, $\Delta G$ weakly depends on temperature, even if both $\Delta H$ and $T \Delta S$ are strongly temperature dependent, due to enthalpy-entropy compensation, as described e.g., in [65].

### Molecular dynamics simulations of rRNA models

**Global trajectory measures.** In MD simulations both rRNA models preserved overall double-stranded helical conformations in accord with experimental data. Further, the RMSF (root mean square fluctuation) plots of Fig 5 are similar for the prokaryotic and eukaryotic targets, and show increased mobility of the terminal nucleotides. The main difference in RMSF is for nucleotides forming aminoglycoside binding pockets, especially for A1492 (which adopted

| Model    | $\Delta H$ [kcal/mol] | $T \Delta S$ [kcal/mol] | $\Delta G$ [kcal/mol] | $K_a$ [$10^7$ M$^{-1}$] | $N$       |
|----------|------------------------|-------------------------|-----------------------|--------------------------|----------|
| prokaryotic | -115.1 (3.7)          | -105.1 (4.3)            | -10.0 (0.5)           | 2.4 (1.1)                | 0.89 (0.02) |
| eukaryotic   | -76.0 (1.8)           | -66.5 (2.1)             | -9.5 (0.4)            | 1.1 (0.2)                | 0.85 (0.02) |

$\Delta G$ and $T \Delta S$ values calculated for $T = 21^\circ C$. Values in parentheses represent standard errors from the fitting of the model to the experimental points.
extra-helical conformation in the prokaryotic and intra-helical in eukaryotic system) and for U1498 (which was intra-helical in prokaryotic and extra-helical in eukaryotic system).

The RMSD plots shown in Fig 6a confirm the overall structural stability of the models. As expected the RMSD obtained for the prokaryotic model, in the 3.8–6.3 Å range, whose initial conformation was from the crystal structure, were lower than for the eukaryotic one, which was obtained by substituting six nucleotides of the prokaryotic model. The number of hydrogen bonds formed by the WC-WC base pairs was higher in the prokaryotic system than in the eukaryotic one (between 38.2 and 42.7 and between 30.5 and 38.5, respectively, Fig 6c). However, for both constructs the numbers fluctuate less after the first 250 ns of the trajectory. The number of non-WC-WC hydrogen bond pairs (Fig 6d) remained the same during the whole simulation of the prokaryotic system, with the average of 3.9. In the eukaryotic system this number decreased from 6.7 to 2.6 in the first 100 ns, for the next 125 ns varied between 2.6 and 4.8, and between 240 and 260 ns increased and remained higher than 5 for the rest of the simulation. This change was due to the intra-helical movement of A1493 described further on.

We have also analysed the sum of stacking interactions detected between all nucleotides (Fig 6b). In terms of the stacking energy both systems stabilize after 250 ns. For the prokaryotic model, stacking stabilizes after 150 ns (with an average of -97 kcal/mol). The eukaryotic system stabilizes between 185 and 250 ns and the stacking energy is in the -51 to -72 kcal/mol range for the rest of the trajectory.

Above measures indicate that in MD simulations, similarly as in the experiments, the eukaryotic system is less stable than the prokaryotic one. The crystal structure of the prokaryotic model adjusts to the in silico conditions without any major changes in the base pairing.
pattern. In the eukaryotic model, in the first 250 ns, we observed some rearrangements and also intra- and extra-helical conformations of bases in the aminoglycoside binding pockets. Therefore, unless stated otherwise, further analyses were performed on the last 900 ns of each trajectory.

To obtain representative conformations of the systems we performed clustering analysis on 9000 structures from the last 900 ns of each trajectory using the gromos [53] algorithm. Upon applying the same RMSD criterion, the number of clusters roughly corresponds to the conformational variability of the system. As presented in Table 3 the number of clusters increases if the RMSD criterion decreases. Accordingly, regardless of the RMSD criterion, the eukaryotic system has more clusters suggesting it is more structurally variable than the prokaryotic one. The most occupied clusters, calculated with the RMSD criterion of 2 Å, contained 63% and 62% of trajectory frames of the prokaryotic and eukaryotic system, respectively. The central structures of these clusters are shown in Fig 7. Generally, the helix formed in the eukaryotic system is longer and narrower, with a wider major groove than in the prokaryotic one. What is more, representative structures differ in the intra- and extra-helical arrangement of some bases. In the eukaryotic system U1498 remains mainly extra-helical and A1492 intra-helical, while in the prokaryotic system we observed the opposite arrangement.

Table 3. The number of clusters determined with different RMSD criteria.

| Model     | RMSD = 1.5 [Å] | RMSD = 2 [Å] | RMSD = 2.5 [Å] |
|-----------|----------------|--------------|----------------|
| prokaryotic | 265            | 40           | 12             |
| eukaryotic | 332            | 47           | 16             |

(pattern. In the eukaryotic model, in the first 250 ns, we observed some rearrangements and also intra- and extra-helical conformations of bases in the aminoglycoside binding pockets. Therefore, unless stated otherwise, further analyses were performed on the last 900 ns of each trajectory.)

To obtain representative conformations of the systems we performed clustering analysis on 9000 structures from the last 900 ns of each trajectory using the gromos [53] algorithm. Upon applying the same RMSD criterion, the number of clusters roughly corresponds to the conformational variability of the system. As presented in Table 3 the number of clusters increases if the RMSD criterion decreases. Accordingly, regardless of the RMSD criterion, the eukaryotic system has more clusters suggesting it is more structurally variable than the prokaryotic one. The most occupied clusters, calculated with the RMSD criterion of 2 Å, contained 63% and 62% of trajectory frames of the prokaryotic and eukaryotic system, respectively. The central structures of these clusters are shown in Fig 7. Generally, the helix formed in the eukaryotic system is longer and narrower, with a wider major groove than in the prokaryotic one. What is more, representative structures differ in the intra- and extra-helical arrangement of some bases. In the eukaryotic system U1498 remains mainly extra-helical and A1492 intra-helical, while in the prokaryotic system we observed the opposite arrangement.)
Base pairing pattern in rRNA models. Most differences in the WC-WC base pairing were found in the region that differentiates between the models, in between the WC-WC pairs C1407:G1494 and C1412:G1488 (Fig 8a and 8c). In general, in the eukaryotic model, the WC-WC pairs in this region were either broken or less stable than in the prokaryotic system. The mutations that we introduced to obtain the eukaryotic model, resulted in opening of two WC-WC base pairs: C1409:1491G and A1410:1490U (see Fig 8) and enlargement of the bulge in the paromomycin/kanamycin binding region. In the prokaryotic system, the 2-1 asymmetric bulge composed of three adenines: 1408, 1492 and 1493 was present for 96% of the simulation time. In the same region of the eukaryotic model, the larger 4-3 bulge composed of four consecutive adenines 1490-1494, G1408, C1409, and U1410 was present for 63% of simulation time. A detailed comparison of the pairs in the paromomycin/kanamycin binding site in both models is shown in Table 4.

Mobility of A1492 and A1493. In both systems A1492 and A1493 did not participate in any WC-WC type hydrogen bonds. In the prokaryotic model, A1492 adopted an extra-helical conformation and A1493 an intra-helical one (for the whole simulation time including the
first 250 ns, Fig 9). A1492 did not form any hydrogen bond or stacking interactions with other nucleobases. A1493 formed up to three hydrogen bonds with A1408, which were present for 65% of time (for details see Table 4). In addition, A1493 stacked between G1494 and C1409 in entire simulation.
In the eukaryotic construct, A1492 that initially acquired the extra-helical conformation, between 20 and 30 ns of the simulation flipped in through the minor groove (Fig 9). Then, for the next 220 ns both A1492 and A1493 were stacked and moved synchronously. Around 250 ns these adenines found a local minimum and both remained inside the helix till the end of the simulation. A1492 stayed stacked between U1410 and A1493, and A1493 between G1409 and G1494. After the flipping-in, A1492 formed one hydrogen bond with C1409 (the Hoogsteen/Sugar type pair) for 87% of the simulation time. The same type of base pair was formed for 90% of time, between A1493 and G1408, which formed from one to three hydrogen bonds at a time (for details see Table 4).

### Hygromycin B base pairing pattern

The only WC-WC base pair that was found more stable in the eukaryotic model than in the prokaryotic one is G1401:C1501 (Fig 2). This is also the only WC-WC base pair with affected stability that is not located in or close to the C1407:G1494 or the C1412:G1488 region. This finding corroborates with the differences in the non-WC-WC base pairs in the hygromycin B binding region (Fig 8b and 8f). In the eukaryotic system the G1401:C1501 WC-WC base pair is supported by the neighbouring C1402:A1500 non-WC-WC pair present for 60% of the simulation time. While in the prokaryotic model, C1402 interacts with A1500 only for 21% of time and for another 67% forms the non-WC-WC pair with A1499. The difference is caused mainly by the flipping-out, via the major groove, of U1498 in the eukaryotic system, which occurs between 50 and 180 ns (Fig 9). Thus, C1403 that pairs with U1498 in the prokaryotic system, in the eukaryotic one is bound mainly to A1499. The occurrence of base pairs in the hygromycin B binding pocket is shown in Table 5.

### Stacking interactions

Stacking interactions between nucleotides were calculated taking into account both the electrostatic and van der Waals energy terms of the stacked nucleobases. Overall, as presented in Fig 6b, the nucleotides in the eukaryotic system are less stacked than in the prokaryotic one, mainly due to the less favourable electrostatic interactions caused by the presence of four consecutive adenine bases in the eukaryotic model. The major difference in stacking is in the paromomycin/kanamycin and hygromycin B binding site bulges. This is best illustrated for the 1490 and 1493 region, where each of the consecutive adenines in the eukaryotic system has by about 20 kcal/mol higher electrostatic energy than the corresponding base in the prokaryotic model (Fig 8c and 8g). The most interesting reverse case is the G1408A mutation; in the eukaryotic system G1408 has more favourable electrostatic interactions than the corresponding A1408 in the prokaryotic system.

### Table 4. A list of base pairs in paromomycin/kanamycin binding site.

Only pairs observed for more than 5% of the trajectory time and in at least one trajectory are presented. WC, HG and Sugar denote the Watson-Crick, Hoogsteen and sugar edges of the nucleotides involved in the formation of hydrogen bonds. The asterisk indicates that it was impossible to assign the edge uniquely which happens if only one hydrogen bond is formed between the bases and involves the hydrogen positioned at the “corner” of the edges.

| Interacting nucleotides | Pair type         | Pair occurrence [% of frames] |
|-------------------------|-------------------|-------------------------------|
|                         | prokaryotic       | eukaryotic                    |
| 1407 1494               | C:G               | WC/WC                         | 98% 77% |
| 1407 1494               | C:G               | WC/Sugar/WC                   | – 9%   |
| 1408 1493               | A/G:A             | Sugar/WC HG                   | 53% 40%|
| 1408 1493               | A/G:A             | Sugar/HG                      | 12% 27%|
| 1409 1491               | C/G/A             | WC/WC                         | 98% –   |
| 1409 1492               | C:A               | WC-Sugar/WC HG                | – 87%  |
| 1410 1490               | A/U:U/A           | WC/WC                         | 90% –   |
| 1410 1490               | A/U:U/A           | WC-HG/WC HG                  | 8% –    |
| 1410 1491               | A/U:U/A           | WC-Sugar                      | – 6%    |

https://doi.org/10.1371/journal.pone.0191138.t004
Considering only the vdW energy contributions of the stacked bases, both systems were similarly stacked. The sum of the vdW interaction energy term averaged over 900 ns is \(-271 \pm 6\) kcal/mol for the prokaryotic and \(-263 \pm 7\) kcal/mol for the eukaryotic system. The largest differences were found for the nucleotides that adopted an intra-helical conformation in one system and extra-helical in another system, namely A1492 and U1498 (Fig 8d and 8h).

In both systems the most favourable stacking was found in regions with the set of purines present on opposite strands at a distance of one helical step (e.g., see G1401, G1502, G1399, G1504 and G1486, A1413, G1488 in both systems in Fig 8c, 8g, 8d and 8h).

**Stabilities of the regions targeted by the 2'-O-methylated oligomers.** Considering the number of hydrogen bonds, the most stable prokaryotic fragment is the one targeted by oligonucleotide 1489 (Fig 2). The average number of hydrogen bonds formed per nucleotide in this region is 1.83. The rRNA targets of 1490 and 1491 oligomers form on average 1.62 and 1.47 hydrogen bonds per nucleotide, respectively. The same ordering of targets was obtained considering the nucleotide-averaged stacking energies (see Table 6). The most stacked target is the one for the 1489 oligonucleotide.
For the eukaryotic target, the order of target stability depends on the assessed property. Hydrogen bonds suggest that the most stable eukaryotic fragment is the one aimed as target for the 1489 oligomer, forming on average 1.27 bonds per nucleotide. The next are the 1491 and 1490 targets, with 1.24 and 1.19 bonds per nucleotide, respectively. Considering the average stacking energy, the order is the same as in the prokaryotic model, namely, 1489, 1490 and 1491 (Table 6).

Note that in some cases the total stacking interaction presented in Table 6 is positive. This happens because the stacking energy was assumed as a sum of the force field electrostatic and VdW energy terms between atoms of geometrically overlapping nucleobases. Some additional terms, such as solvation energy are omitted, so the values of Total stacking in Table 6 may be positive even for a stable conformation of nucleotides because the positive term origins only from the electrostatic term. This term is based on a single-point partial charge model of the force field and may be either positive or negative depending on the orientation of nucleobases. This means that even small changes in the positioning of bases during simulations result in large changes in electrostatic contribution to stacking, which is visible in the large standard deviations from the average. However, histograms of results of Table 6 that are shown in S2 Fig confirm that the averages are meaningful.

Table 5. A list of base pairs in the hygromycin B binding site. Only pairs occurring more than 5% of the simulation time and in at least one trajectory are listed. WC, HG and Sugar denote, respectively, the Watson–Crick, Hoogsteen and sugar edges of the nucleotides involved in the formation of hydrogen bonds. The asterisk means that it was impossible to assign the edge uniquely which happens if only one hydrogen bond is formed between the bases and involves the hydrogen positioned at the “corner” of the edges.

| Interacting nucleotides: | Pair type          | Pair occurrence [% of frames] |
|-------------------------|--------------------|------------------------------|
|                         | prokaryotic        | eukaryotic                   |
| 1402 1499               | C:A WC’Sugar/WC’HG | 67%                          |
| 1402 1500               | C:A WC’Sugar/WC’HG | 21%                          |
| 1403 1498               | C:U WC’HG/WC’Sugar | 90%                          |
| 1404 1497               | C:G WC’HG/WC’HG   | 98%                          |
| 1405 1496               | G:C WC’HG/WC’HG   | 96%                          |
| 1406 1494               | G:C WC’Sugar/WC’HG| 2%                           |
| 1406 1499               | U:U WC’HG/WC’HG   | 43%                          |
| 1406 1495               | U:U WC’HG/WC’HG   | 6%                           |
| 1406 1496               | U:U WC’HG/WC’HG   | 4%                           |

Table 6. Average stacking interactions per nucleotide in the regions targeted by 2’-O-methylated oligomers in prokaryotic and eukaryotic decoding A-site models.

| Model:          | Oligomer target: | Coulomb [kcal/mol] | VdW [kcal/mol] | Total [kcal/mol] |
|-----------------|------------------|--------------------|----------------|-----------------|
| prokaryotic     | 1489             | 7.65 (1.36)        | -12.08 (0.43)  | -4.44 (1.34)    |
|                 | 1490             | 10.38 (1.65)       | -11.69 (0.43)  | -1.31 (1.59)    |
|                 | 1491             | 14.14 (1.75)       | -11.74 (0.44)  | 2.39 (1.71)     |
| eukaryotic      | 1489             | 14.62 (1.67)       | -10.09 (0.51)  | 4.53 (1.65)     |
|                 | 1490             | 17.05 (1.74)       | -10.71 (0.52)  | 6.34 (1.71)     |
|                 | 1491             | 17.77 (1.63)       | -11.03 (0.49)  | 6.75 (1.63)     |

Values (with standard deviation in parenthesis) derived from MD simulations.
Solution studies of the interactions of 2′-O-methylated oligomers with RNA targets

We further investigated the interactions of the 2′-O-Me RNA oligomers with the decoding A-site rRNA models experimentally to find which oligonucleotide forms the most stable complex with the prokaryotic model and at the same time does not bind to the eukaryotic model. By design, all three oligonucleotides are fully complementary to the prokaryotic A-site and possess one, two or three mismatches toward the eukaryotic one (Fig 2). We used fluorescence spectroscopy and gel electrophoresis to confirm the binding of these oligonucleotides to the targets, as well as ITC and UV-monitored melting to estimate the thermodynamic stability of the complexes. We monitored the oligonucleotide interactions both with double-stranded and with single-stranded rRNA fragments.

Double-stranded decoding A-site rRNA models. We did not detect binding of 2′-O-Me oligomers to double-stranded models of the prokaryotic and eukaryotic decoding A-sites. PAGE experiments show that in the samples containing the double-stranded rRNA and 2′-O-Me oligomer (S1 Fig, lane 2), we did not observe any band migrating slower than the double-stranded rRNA target, what would indicate a triplex. Furthermore, in these samples, the band representing the unbound 2′-O-Me oligomer was always present. There was also no indication of the formation of triplexes in the fluorescence experiments. Adding 2′-O-Me oligomers to the double-stranded targets (Fig 10a and 10b) changed the fluorescence of 2AP1493 only slightly. The fluorescence signal drops are significantly lower than those observed if oligomers bind to single-stranded rRNA (see below).

Formation of the duplexes involving 2′-O-Me oligomers. We verified the binding of 2′-O-Me oligomers to both A and B strands of the prokaryotic and eukaryotic sequences of the A-site models. The PAGE experiments confirmed that oligomers did not form complexes with non-complementary A strands (see S1 Fig) but all three 2′-O-Me oligomers fully hybridized with the complementary B strand of the prokaryotic model (Fig 11a). In all samples containing both the rRNA strand B and complementary 2′-O-Me oligomer, there was no band from the oligomer. Moreover, for the 1489 and 1490 oligomers that were mixed with the B strand, the only visible band migrated slightly slower than strand B alone.

However, the gels obtained for 2′-O-Me oligomers and strand B of the eukaryotic target are not clear (Fig 11b). Samples containing both the rRNA and 2′-O-Me oligomers did not migrate slower but similarly as the strand B alone. In addition, in the sample with the B strand and oligomer 1489 (the one with three mismatches against the eukaryotic target), the band from the oligomer was present. This suggests that not all oligomers fully hybridized with the partially complementary B strand of the eukaryotic rRNA target.

The fluorescence studies monitoring the interactions of the 2AP-labeled B strand with the 2′-O-Me oligomers (Fig 10a and 10b), confirm PAGE results. Full hybridization of all three 2′-O-Me oligomers with the B strand of the prokaryotic rRNA model was indicated by a steady decrease of the 2AP1493 fluorescence intensity up to the 1:1 strand ratio (Fig 10a). Interactions with the B strand of the eukaryotic rRNA model were detected only for oligonucleotides 1490 and 1491 (Fig 10b) but were weaker. For these oligomers there is an inflection of the fluorescence curve at the 1:1 ratio. However, after reaching the 1:1 ratio, the 2AP fluorescence signal does not reach equilibrium as in the complexes with the prokaryotic target. The curve for the 1489 oligomer is similar to the curves observed while targeting the double-stranded rRNA, which together with the PAGE results, suggests that oligomer 1489 does not form a complex with the B strand of the eukaryotic rRNA model.

Thermal stability of double-stranded complexes. The stability of the complexes formed by the 2′-O-Me RNA oligomers and strand B of the rRNA models was examined by thermal
melting and ITC. In the UV-monitored melting experiments all duplexes involving the prokaryotic rRNA showed biphasic transitions. Fitted sigmoidal functions of the fraction of double-stranded structures versus temperature are shown in Fig 10c and $T_m$ and thermodynamic parameters in Table 7. The most thermally stable complex was created by the oligomer 1489 and the least stable by 1491.

Fig 10. Solution studies of the interactions between the 2'-O-Me oligomers and rRNA targets. (a, b) Fluorescence of 2AP1493 in the rRNA strand B monitored during titration of 2'-O-Me oligomers to the rRNA targets. B stands for the single B strand of the rRNA model, AB stands for the double stranded model. (c, d) UV melting profiles of double-stranded models (consisting of rRNA strand B and 2'-O-Me oligomers) showing the fraction of the double strands as a function of temperature (c) and normalized absorbance (d) since fitting was impossible due to the lack of plateaus. For the sequences and names refer to Fig 2.

https://doi.org/10.1371/journal.pone.0191138.g010

Fig 11. PAGE studies of the interactions between the 2'-O-Me oligomers and strand B of the (a) prokaryotic and (b) eukaryotic rRNA targets. For the sequence of strand B and oligomers see Fig 2.

https://doi.org/10.1371/journal.pone.0191138.g011
UV-melting curves with the oligomers and B strand of the eukaryotic rRNA model did not show a biphasic transition and low temperature plateaus (Fig 10d). Thus, we could not fit the two-state model with slopping baselines to these data and calculate the melting temperatures or thermodynamic parameters. Therefore, we present normalised absorbance versus temperature (Fig 10d); from these curves we estimated the melting temperatures to be lower than 33˚C.

With ITC we investigated the stabilities of the complexes formed by the oligomers with prokaryotic strand B (Fig 12). The times needed for the systems to equilibrate after injections were noticeably longer than in the experiments in which the B strands were titrated to the A strands (Fig 4). That is why the time between the injections was set between 5 to 10 minutes to ensure equilibration after each injection. The longest time was used in the area where the binding curves were expected to transition from the lower to upper plateau. For all oligomers the obtained reaction stoichiometries were close to one, which together with the fluorescence experiments (Fig 10c) confirms the 1:1 binding ratio. Thermodynamic parameters obtained from ITC data (Table 8) show the same order of Δ\(G\)s as derived from the UV melting experiments (Table 7). In both methods the most stable complex considering \(T_m\) and \(\Delta G\)s was formed by oligomer 1489 and the least stable one by 1491.

However, \(\Delta H\) and \(\Delta S\), derived from the analysis of UV melting curves, are about twice as large as from ITC experiments, contrary to thermodynamic parameters of the RNA strands (see Tables 1 and 2). This points to a more complex model of strand association than a two-state model and possible presence of some intermediate forms of the complexes.

For \(\Delta G\)s the ratio between UV and ITC experiments is about 1.5. The differences of \(\Delta G\) values are within the range of three standard deviations (3\(\sigma\)), and the relative trends of \(\Delta G\) for the three 2’-O-Me RNA oligomers are preserved, as for the A-site rRNA models (see above).

Table 7. Thermodynamic parameters for the duplexes formed by 2’-O-Me RNA oligomers with strand B of the prokaryotic rRNA target, derived from the UV melting profiles.

| Oligomer | \(\Delta H\) [kcal/mol] | \(T\Delta S\) [kcal/mol] | \(\Delta G\) [kcal/mol] | \(T_m\) [˚C] |
|----------|------------------------|------------------------|------------------------|-------------|
| 1489     | -72.9 (0.9)            | -58.5 (0.6)            | -14.4 (1.5)            | 47.4 (0.5)  |
| 1490     | -68.7 (0.7)            | -54.8 (0.6)            | -13.9 (1.3)            | 46.1 (0.5)  |
| 1491     | -73.0 (0.8)            | -59.7 (0.6)            | -13.3 (1.4)            | 42.1 (0.5)  |

\(\Delta G\) and \(T\Delta S\) values calculated for \(T = 21˚C\). Values in parentheses represent standard errors from three experiments.

Discussion

Thermal stability and hydrogen bond pattern in the helix 44 target

Molecular dynamics simulations analysis. A common practice is to perform three or more shorter MD simulations of the same system and then consider them as independent measurements. This approach provides better sampling, estimates of convergence, and uncertainties of reported measures. Here we report only one simulation per system but trajectories are sufficiently longer than reported in previous studies of similar RNA systems [28, 29, 67–69]. Nevertheless, we used the average block analysis method [70, 71] to test if the simulations were long enough to observe that if each trajectory is divided into blocks, the blocks are independent of one another. The plots of Blocked Standard Error (BSE) versus block length for the RMSD (Fig 6a) and sum of VdW and electrostatic interaction between stacked nucleobases (Fig 6b) are presented in S3 Fig). The shapes of curves, BSE increases monotonically and asymptotes to the value of standard deviation of analyzed quantity, show that the blocks are
statistically independent (block length is substantially greater than the correlation time). This suggests that presented simulations can be considered as converged [72].

While no reliable single measure is known that would prove that a simulation has converged [73], we suggest to consider parameters other than RMSD to estimate the time that an RNA system requires for relaxation from the starting structure. For example, in both simulations presented in this study, the analysis of stacking versus time curves revealed conformational transitions related to the nucleotide rearrangement from the starting structure, which were not visible in the RMSD curves (see Fig 6).

Table 8. ITC thermodynamic parameters for the duplexes formed by oligomers with strand B of the prokaryotic rRNA model.

| Oligomer | $\Delta H$ [kcal/mol] | $\Delta S$ [kcal/mol] | $\Delta G$ [kcal/mol] | $K_a$ [$10^7 M^{-1}$] | $N$ |
|----------|----------------------|----------------------|----------------------|---------------------|-----|
| 1489     | -40.6 (2.5)          | -30.8 (1.5)          | -9.8 (0.5)           | 1.9 (1.5)           | 0.91 (0.02) |
| 1490     | -37.8 (2.1)          | -28.3 (1.4)          | -9.5 (0.5)           | 1.2 (0.7)           | 0.93 (0.02) |
| 1491     | -43.2 (1.1)          | -34.3 (1.5)          | -8.9 (0.4)           | 0.5 (0.1)           | 1.01 (0.02) |

$\Delta G$ and $\Delta S$ values calculated for $T = 21^\circ C$. Values in parentheses represent standard errors from the fitting of the model to experimental points.
**Overall thermal stability of RNA targets.** In both experiments and simulations we observed that the eukaryotic helix 44 fragment is less thermally stable than the prokaryotic one. This observation corroborates with the study that compared the *in situ* accessibility of the small subunit rRNA to DNA oligonucleotide probes among bacteria, archa and eukary domains. This helix 44 rRNA fragment was found more accessible to DNA probes in eukaryotic cells than in prokaryotic ones [74].

The overall lower stability of the eukaryotic-like construct may be explained by a different base pairing pattern, mainly the lack of two G:C base pairs that are present in the prokaryotic model (Fig 2). In the eukaryotic system the C1409:G1491 base pair closing the bulge is replaced by C1409:A1491 and the C1411:G1489 pair in the stem by A1411:U1489. Our previous MD studies of smaller rRNA constructs, containing only the decoding A-site without the hygromycin B binding pocket, have shown that even lack of one canonical C1409:G1491 pair in the bulge enables larger tertiary structural freedom and destabilisation of the complex of the human decoding A-site variant [29].

In general, the presented model of the eukaryotic, human like, fragment of helix 44 in the small ribosomal subunit, is a stable construct that can be used to monitor ligand binding to the eukaryotic 16S RNA decoding site. Furthermore, this is the eukaryotic A-site model containing two bulges: one accommodating 2-DOS aminoglycosides, such as neomycin, paromomycin, kanamycin or gentamicin and the other one accommodating hygromycin B. The constructs containing two bulges may become helpful in studying aminoglycoside modifications that extend beyond their primary binding site.

**Decoding A-site adenines in the prokaryotic helix 44 model.** In our MD simulations A1492 acquired extra-helical conformations and A1493 was flipped in. This extra-helical conformation of A1492, present in the starting crystal structure (PDB code: 3LOA), was described as a result of the involvement of A1492 in crystal packing contacts, which may bear little relevance to its conformational states in solution [6]. This result was distinct from the arrangements observed previously in the structures of the whole 30S ribosomal subunit [75, 76], in which both adenines were found in the intra-helical conformations. Our previous MD studies have also shown that A1492 prefers intra-helical states [28, 68, 69]. However, an identical conformation of these adenines, as in our MD trajectory, was observed previously in other decoding A-site crystallographic models: (i) in the empty site of dimeric A-site constructs (PDB code: 2ET8) which were complexed with aminoglycoside ligands at only one of the two decoding sites [77, 78] and (ii) in one site of the ligand-free dimeric decoding A-site construct (PDB code: 3BNL) [79]. What is more, in the latter construct, the unusual conformation of these adenines (A1492 flipped-out and A1493 flipped-in) was preserved in 2 out of 12 MD simulations for a simulation time between 150 and 300 ns [29]. Interestingly, in a 30 ns MD study of a longer part of helix 44 than mentioned above, in which both A1492 and A1493 were in the intra-helical conformations in the starting structure, two A1492 flipping-out events in 17 ns were observed [67]. Thus it seems that the positioning of these adenines in ligand-free systems is sensitive to both simulation and experimental conditions and confirms the required conformational freedom of this decoding A site switch.

However, the persistence of A1492 outside the helix is unexpected since the flipped-in conformations of both A1492 and A1493 were shown to be slightly energetically preferred [2, 3] and the free energy barrier for flipping out was slightly lower for A1493 than for A1492. Interestingly, the range of pseudo-dihedral angles sampled by these adenines in the prokaryotic simulation (Fig 9) overlaps with the local minimum of their free energy landscape along pseudo-dihedral angles obtained for ligand free bacterial A-site model in the umbrella sampling MD simulations [2]. Thus, preservation of the extra-helical state of A1492 in the simulation of the prokaryotic model may be due to trapping in the local minimum. While this was
caused by the initial configuration, it suggests sampling limitations of MD simulations or over-estimated stability of RNA molecules in the used force field.

**Decoding A-site adenines in the eukaryotic helix 44 model.** In the eukaryotic model, A1492, which was initially in the extra-helical conformation, flipped in through the minor groove and remained inside the helix till the end of the simulation. A1493 preserved the intra-helical state in the whole simulation, forming a stable Sugar/Hoogsteen base pair with G1408. A similar behaviour of these adenines, flipping-in of A1492 and forming the A1493:G1408 base pair, was recently reported in unrestrained simulations of a smaller model of the human decoding A-site [29].

Despite the formation of long lasting hydrogen bonds by A1492 and A1493 in the eukaryotic decoding A-site bulge, they were less stacked than in the prokaryotic system. This may be due to the unfavourable electrostatic interactions caused mainly by the sequence of four consecutive adenines A1490–A1493. Unfavourable stacking interactions of these adenines in the eukaryotic complex follow from the measured higher fluorescence intensity of the 2AP-labeled A1493 during the formation of a double stranded complex (as compared with the prokaryotic system, Fig 3). Similar difference in the fluorescence intensity, between the free prokaryotic and eukaryotic decoding A-site models was observed also for the 2AP-labeled A1492 [80]. This is in agreement with the recent observation of repetitive destacking events of A1492 seen in the MD study of the smaller model of the eukaryotic A-site [29].

**Dynamics of hygromycin B binding site.** Besides A1492 and A1493, the dynamics of hygromycin B binding site was also different in the studied models. Different base pairing pattern was caused mainly by the flip-out of U1498 in the eukaryotic system. This U1498 flip-out occurred through the major groove between 50 and 180 ns of the trajectory. In the prokaryotic model, U1498 was in the intra-helical conformation for the whole simulation, interacting with C1403 for most of the time (Fig 13 prokaryotic 1st cluster image). Since the conformation of hygromycin B binding pocket in the 3LOA crystal structure (used by us as a starting point for MD simulations) was found nearly identical as in the ribosome subunit structures [6] (both with [13] and without hygromycin B [75]), we did not expect flipping out of this uracil. However, our comparison of the C1402:C1404 to G1497:A1500 region in the 3LOA structure with the same region in the structures of ribosome subunits (Fig 13) revealed a distinct base-pairing pattern.

The C1403:U1498 pair, observed in the 3LOA structure, was not found in the following crystal structures of the small ribosomal subunit: with (1HNZ) and without (1J5E) hygromycin B and with mRNA in various stages of translation (2I2P, 2I2U [14] and 4KCY, 4KBT, 4KD8, 4KDG [15]), as well as in the recent cryo-electron microscopy-derived structures (5LMN, 5LMO, 5LMP, 5LMQ, 5LMR, 5LMS, 5LMT, 5LMU, 5LMV [81]). What is more, in all these structures, U1498 faces towards a major groove as in the initial stage of the flip-out in our MD simulation of the eukaryotic model (see Fig 9), which in some cases leads to the interaction of U1498 with mRNA. While the conformation observed in the eukaryotic model appears to better reproduce the ribosomal base-pairing pattern, hygromycin B binding pockets in both models may be affected by the G:C basepairs, above the G1401:C1501 pair that are not present in the ribosome context (Fig 2).

**Interactions of 2’-O-Methylated oligonucleotides with the rRNA targets**

**The structures of complexes.** The rRNA models used here, due to the additional terminal G:C base pairs (Fig 2), may be less susceptible to strand invasion than the corresponding rRNA sequence in the ribosome context. In the structures of the 30S bacterial subunit, the G1401:C1501 base pair is the second before last base pair in helix h44. On the other side, the
C1412:G1488 pair in the ribosome structures is followed mainly by non-canonical pairs, in contrast to the stable G:C pairs in the models that we used.

At the same time, the enhanced stability of the duplexes, makes these models ideal targets to form a triple-stranded helix via Hoogsteen interactions, because this binding mode does not require unwinding of the targeted duplex RNA. However, we did not observe any binding of 2'-O-Me oligomers to the eukaryotic and prokaryotic A-site models, which suggests that the formation of a triplex via Hoogsteen base-pairing, is less probable. This agrees with the fact, that triplex formation preferentially requires a polypurine-polypyrimidine sequence in the targeted duplex [82], which is not present in our systems. Also, it was found that incorporation of 2'-O-Me nucleotides into a triplex-forming oligonucleotide destabilizes its binding to an RNA duplex region [83]. With this in mind, we conclude that the studied 2'-O-methylated RNA oligomers bind to the rRNA via strand invasion. This conclusion is supported by the fact that all oligomers bound tightly to the complementary B strand of the prokaryotic rRNA A-site model forming stable 1:1 duplexes. Nevertheless, because the studies on thermodynamics and kinetics of RNA strand displacement are less advanced than for DNA [84], the detailed structure of the complex being formed in the ribosome context still needs elucidation.

**Target selectivity.** All studied 2'-O-Me oligomers are fully complementary to the bacterial rRNA, but posses one, two or three mismatches toward the eukaryotic target. In the UV melting experiments, the oligomers did not form a stable complex with the complementary strand of the eukaryotic target. However, only one oligomer, 1489, with three mismatches, did not show any interaction with the eukaryotic target in the fluorescence and PAGE experiments. Interestingly, the 1489 oligomer, apart from having the best target selectivity, has also shown the best affinity to the single-stranded prokaryotic rRNA, which makes it the best candidate...
for further studies. However, MD analysis of both targets shows that the rRNA sequence targeted by this oligomer is the most stable one, which may lower the strand invasion abilities. While our experiments were performed under low salt concentrations, which do not enhance the formation of the complexes between nucleic acid oligomers, we conclude that the 2′-O-Me oligomers targeting functional sites of bacterial rRNA, should possess at least three mismatches to the corresponding sequence in eukaryotic ribosomes.

Conclusions

We examined the dynamics of the prokaryotic and eukaryotic models of 16S rRNA helix 44 containing two 2-DOS aminoglycoside binding sites (paromomycin/kanamycin and hygromycin B) and the interactions of these models with 2′-O-Me RNA oligomers. The eukaryotic model was built by introducing six mutations to the prokaryotic one. Both experiments and MD simulations have shown that the eukaryotic model is overall less conformationally stable (in terms of hydrogen bonding and stacking interactions) than the equivalent prokaryotic model. We have also characterised for the first time the dynamics of hygromycin B binding site in the models of both prokaryotic and eukaryotic rRNA showing differences in flexibility of U1498 between the models.

In solution studies performed on 2′-O-Me oligomers and rRNA models of the prokaryotic and eukaryotic aminoglycoside binding sites, we did not observe binding of 2′-O-me RNAs to double stranded rRNAs. However, the 2′-O-Me oligomers interacted strongly with complementary single strands. Experiments suggest that 2′-O-Me RNAs bind to rRNA via strand invasion and that for targeting functional sites of bacterial rRNA with 2′-O-Me oligoribonucleotides at least three mismatches are necessary to assure for appropriate target selectivity. The 1489 oligomer had the best affinity toward the prokaryotic RNA strand and did not specifically interact with eukaryotic target making it a good candidate for further modifications.
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