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\section*{ABSTRACT}

The self-consistent approach to the magnetic field evolution in neutron star cores, developed recently, is generalised to the case of superfluid and superconducting neutron stars. Applying this approach to the cold matter of neutron star cores composed of neutrons, protons, electrons, and muons we find that, similarly to the case of normal matter, an arbitrary configuration of the magnetic field may result in generation of macroscopic particle velocities, strongly exceeding their diffusive (relative) velocities. This effect substantially accelerates evolution of the magnetic field in the stellar core. An hierarchy of timescales of such evolution at different stages of neutron star life is proposed and discussed. It is argued that the magnetic field in the core cannot be considered as frozen or vanishing and that its temporal evolution should affect the observational properties of neutron stars.
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\section*{1 INTRODUCTION}

The magnetic field in neutron stars (NSs) varies in a very wide range, from $10^8 - 10^{10}\text{G}$ in millisecond pulsars to $10^{13} - 10^{15}\text{G}$ in standard (young) radio pulsars and up to $\sim 10^{15}\text{G}$ in magnetars (Kaspi 2010; Vigan\`o, Rea, Pons, Perna, Aguilera & Miralles 2013; Pons & Vigan\`o 2019). What processes drive the magnetic-field evolution in NSs? Only by answering this question can one understand, how different NS classes (with very different observation characteristics) relate to each other.

To build a comprehensive theory describing magnetic-field evolution (B-evolution) in NSs, one needs to understand the detailed properties of superdense matter in NS interiors in different phases (e.g., solid crust or liquid core) for a wide range of temperatures and magnetic field strengths. Up until now most of the work has been focused on the NS crust when modeling B-evolution (e.g., Jones 1988; Shalybkov & Urpin 1997; Rheinhardt & Geppert 2002; Hollerbach & Rüdiger 2004; Pons & Geppert 2007; Kojima & Kishida 2012; Vigan\`o, Rea, Pons, Perna, Aguilera & Miralles 2013; Gourgouliatos, Cumming, Reisenegger, Armaza, Lyutikov & Pons 2013; Gourgouliatos & Cumming 2014; Gourgouliatos, Wood & Hollerbach 2016; Gourgouliatos & Hollerbach 2018; Gourgouliatos & Pons 2020; Kojima & Suzuki 2020). These papers assume that either the magnetic field in the core is absent or the currents in the stellar core, which generate a non-zero core field, virtually do not evolve in time. Although these assumptions simplify the problem considerably (because crust physics is much better understood than the core one), they basically cannot be justified without analysing magnetic field in the core.

The processes responsible for the B-evolution in the core were discussed, in particular, by Goldreich & Reisenegger (1992); Urpin & Shalybkov (1999); Hoyos, Reisenegger & Valdivia (2008, 2010); Beloborodov & Li (2016); Passamonti, Akgün, Pons & Miralles (2017a); Castillo, Reisenegger & Valdivia (2017); Ofengeim & Gusakov (2018); Castillo, Reisenegger & Valdivia (2020); Cruces, Reisenegger & Tauris (2019) in application to the normal NSs, and by Konenkov & Geppert (2000, 2001); Jones (2006); Glampedakis, Jones & Samuelsson (2011b); Graber, Andersson, Glampedakis & Lander (2015); Elfritz, Pons, Rea, Glampedakis & Vigan\`o (2016); Passamonti, Akgün, Pons & Miralles (2017a); Dommes & Gusakov (2017); Passamonti, Akgün, Pons & Miralles (2017b); Bransgrove, Levin & Beloborodov (2018) in application to superfluid and superconducting NSs. Meanwhile, the detailed numerical modelling of the B-evolution simultaneously in the crust and in the core, accounting for the superconductivity of protons was carried out in two recent papers: Elfritz et al. (2016); Bransgrove et al. (2018). The results of all these studies are rather contradictory and reflect complexity and intricate character of the problem.
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A detailed discussion of these works would have taken up too much space, so here we will limit ourselves to a few comments, expressing our view on the problem of B-evolution in superconducting NSs.

1. The timescales of B-evolution derived by Jones (2006); Bransgrove et al. (2018) and Graber et al. (2015); Elfritz et al. (2016) differ by many orders of magnitude. As shown by Gusakov et al. (2019), very fast B-evolution of Jones (2006); Bransgrove et al. (2018) is a result of the incorrect treatment of forces acting on flux tubes in the NS core.

2. The timescale of non-dissipative B-evolution, $\tau_{\text{cons}}$, derived by Graber et al. (2015) is much larger than the similar timescale predicted by Dommes & Gusakov (2017). This discrepancy was analysed by Passamonti et al. (2017b), who correctly concluded that for superfluid and superconducting NS matter in the core, composed of neutrons, protons, and electrons (npe-matter) the estimate of Dommes & Gusakov (2017) is inapplicable. However, as we show in section 5, the situation changes drastically if one accounts for muons in the NS core. In this case the estimate of $\tau_{\text{cons}}$, derived by Dommes & Gusakov (2017), becomes appropriate.

3. All the papers mentioned above (except for Gusakov et al. 2017; Ofengeim & Gusakov 2018; Castillo et al. 2020) and discussing B-evolution in NSs assumed that in magnetised NS cores macroscopic fluid velocity of the core matter as a whole vanishes or is strongly suppressed. Generally, this assumption is not correct. In the paper by Gusakov et al. (2017) it was shown that fluid velocity is fully determined by the magnetic field configuration in the star. Gusakov et al. (2017) has also formulated a general approach to self-consistent calculation of this velocity, while Ofengeim & Gusakov (2018) has demonstrated that fluid velocity, generally, strongly exceeds diffusive (relative) particle velocities, which results in substantial acceleration of B-evolution in NSs. This important result has recently been confirmed in detailed numerical simulations of Castillo et al. (2020).

Ofengeim & Gusakov (2018) and Castillo et al. (2020) discussed normal NSs in application to magnetars. Yet, most of the observed NSs are cold $T \lesssim 10^7$ K, and have standard magnetic fields $10^{11}-10^{13}$ G (Kaspi & Kramer 2016). When describing B-evolution in such stars, one necessarily has to allow for the effects of superfluidity and superconductivity of baryons in their internal layers. The impact of these effects on the equations of B-evolution is dramatic (see Secs. 2 and 3). Accordingly, the goals of this paper are: (i) to generalise the approach to self-consistent B-evolution, developed by Gusakov et al. (2017); Ofengeim & Gusakov (2018), to the case of superfluid and superconducting NS matter; (ii) to find the macroscopic fluid velocity in the core within this realistic approach and (iii) to estimate the timescales of B-evolution on different stages of NS life.

The paper is organised as follows. Section 2 discusses the approximations adopted in the paper. In section 3 we formulate the main equations governing the B-evolution. The scheme of the solution to these equations, which is a direct generalisation of the approach developed by Gusakov et al. (2017); Ofengeim & Gusakov (2018), is introduced in section 4. Section 5 provides a traditional estimate of the conservative timescale, which would determine the non-dissipative B-evolution due to the tension and buoyancy forces in the absence of macroscopic and diffusive particle velocities. In section 6 we present our main numerical results and propose estimates for the timescales of B-evolution in the NS core. We summarise and discuss our results in Section 7. In Appendix we give some details on the derivation of the conservative timescale of B-evolution in npe-matter.

2 MAIN ASSUMPTIONS

We consider a model of cold NS with standard magnetic field. All equations below are written for npe-matter of NS cores, composed of neutrons ($n$), protons ($p$), electrons ($e$), and muons ($\mu$). We assume that the temperature $T$ is sufficiently low, so that neutrons (protons) can be considered as completely superfluid (superconducting). The effects of neutron-proton entrainment are neglected for simplicity (the off-diagonal element of entrainment matrix is set to zero, $\rho_{np} = 0$). Further, we consider a non-rotating NS with axial-symmetric magnetic field, $B = B(r, \theta)$ ($r$ and $\theta$ are the radial coordinate and polar angle, respectively). Finally, we assume that protons form type-II superconductor, hence the magnetic field is confined to Abrikosov vortices and transported with the vortex velocity $V_L$ (Konenkov & Geppert 2001; Gusakov & Dommes 2016; Bransgrove et al. 2018),

$$\frac{\partial B}{\partial t} = \nabla \times (V_L \times B).$$

Equation (1) is simply Faraday’s law with the electric field of the form $E = -V_L \times B/c - \nabla \phi_E$, where $\phi_E$ is the electrostatic potential, which can be determined from the dynamic equations presented below, and $c$ is the speed of light. This electric field is obtained by Lorentz transformation of the magnetic field from the frame in which $V_L = 0$ to the laboratory frame.

3 BASIC EQUATIONS

We shall be interested in the quasistationary evolution of the magnetic field (Goldreich & Reisenegger 1992; Gusakov et al. 2017; Ofengeim & Gusakov 2018). We assume that, in the absence of magnetic field, an NS is spherically symmetric and is in full thermodynamic equilibrium. All deviations from the diffusion and beta-equilibrium are small and caused exclusively by the magnetic field; during the quasistationary evolution the star is in hydrostatic equilibrium, which is satisfied to a very high precision, because the corresponding timescale is much larger than the Alfvén timescale (e.g., Gusakov et al. 2017). In this case, the dynamic equations governing the evolution can be substantially simplified (Goldreich & Reisenegger 1992; Gusakov et al. 2017; Ofengeim & Gusakov 2018). Namely, one can neglect inertial terms in the Euler-like equations for particle species $j = n, p, e, \mu$ and, in addition, neglect time derivatives in all continuity equations (Ofengeim & Gusakov 2018). For nonsuperfluid npe-matter

1 We added muons because for superfluid npe-matter magnetic field cannot be arbitrary, but is constrained by an analogue of Grad-Shafranov equation (Lander 2013; Henriksson & Wasserman 2013). Note that npe-matter occupies only $\sim 400$ m of NS core in the model that we use (see below).
the corresponding equations have been studied in detail, e.g., by Goldreich & Reisenegger (1992); Passamonti et al. (2017a); Ofengeim & Gusakov (2018). For superfluid and superconducting pme-matter these equations were formulated by Glampedakis et al. (2011a); Kantor & Gusakov (2018); Passamonti et al. (2017b) and are implicitly contained in the paper by Gusakov & Dommes (2016). An extension of these equations to include muons is straightforward. In what follows the equation of state (EOS) is assumed to be relativistic, but the effects of general relativity are disregarded for simplicity. The whole system consists of:

(1) Continuity equations for all particle species (here and hereafter the index i refers to nucleons, i = p, n, and the index l refers to leptons, l = e, µ)

\[ \nabla \cdot (n_i \mathbf{v}_i) = 0, \quad \nabla \cdot (n_l \mathbf{u}_l) = 0, \quad (2) \]

where \( V_{sp} \) and \( u_i \) are the velocity of nucleon species \( i \) and lepton species \( l \), respectively; \( n_i \) is the number density for particle species \( j = n, p, e, \mu \). We omit the sources due to beta-processes in these equations; they are negligible in cold superfluid and superconducting interiors of NSs.

(2) Euler-like equations

\[ n_p \mathbf{v}_p = \mathbf{F}_{h+1} - \mathbf{F}_{ps} - \mathbf{F}_{pμ} + e_p n_p \left( \mathbf{E} + \frac{V_{sp}}{c} \times \mathbf{B} \right), \quad (3) \]

\[ n_n \mathbf{v}_n = 0, \quad (4) \]

\[ n_p \mathbf{v}_p = \mathbf{F}_{ps} + \mathbf{F}_{pμ} + e_p n_p \left( \mathbf{E} + \frac{u_e}{c} \times \mathbf{B} \right), \quad (5) \]

\[ n_μ \mathbf{v}_μ = -\mathbf{F}_{pμ} + \mathbf{F}_{pμ} + e_μ n_μ \left( \mathbf{E} + \frac{u_μ}{c} \times \mathbf{B} \right). \quad (6) \]

Here \( μ_i = μ_i e^q/c^2 \); \( q \) is the gravitational potential; \( μ_e \) and \( μ_μ \) are, respectively, the relativistic chemical potential and electric charge for particle species \( j \); \( F_{μe} = F_{μe}(u_e - u_μ) \) is the friction force between electrons and muons; \( F_{ps} \) is the corresponding momentum transfer rate taken from Shostin (2008); Dommes et al. (2020) 2. Further, \( F_{h+1} = (\nabla \times H_4)/b (4π) \) is the combined buoyancy and tension forces which act on cold NSs (Dommes & Gusakov 2017); \( H_4 = H_4(r) e_B \), where \( e_B = \) is a unit vector along \( B \), \( H_4(r) \sim (10^{14} - 10^{15}) G \) is the first critical magnetic field. It is determined by EOS and critical temperature of proton superfluidity onset, \( T_{cp} \), and equals (Landau & Lifshitz 1980) \( H_4 = 4π \mathcal{E}_p/Φ_0 \), where \( Φ_0 \) is a quantum of magnetic field flux, \( e_p \) is energy of proton vortex per unit length. For neutron star matter, where proton coherence length is typically of the order of London penetration depth, \( e_p \) was calculated by Mendell (1991). Finally, \( \mathbf{F}_{pl} = D_1 e_B \times [e_B \times (u_l - V_L)] \) is the dissipative force appearing due to scattering of electrons (muons) off the vortex magnetic field, while the coefficients \( D_1 \) depend on density but are independent of temperature in the limit \( T \ll T_{cp} \). The non-dissipative part of the force appearing due to scattering of electrons (muons) off the vortex magnetic field is already taken into account in equations (5) and (6): in the limit \( T \ll T_{cp} \) it is the Lorentz force. Indeed, using the expression for \( E \) from section 2, one may, e.g., write: \( e_n n_l (E + u_l \times \mathbf{B}/c) = D_1 (u_l - V_L) \times e_B - e_l n_l \nabla \phi_E \), where \( D_l = e_l n_l B/c \) is one of the coefficients calculated by Gusakov (2019) and the last term arises because of spatial inhomogeneity of the system (non-vanishing macroscopic density gradients). The discussed coefficients are presented in Fig. 1 (see also Gusakov 2019).

(3) Charge neutrality condition, \( e_p n_p + e_e n_e + e_μ n_μ = 0 \), combined with the screening condition (Jones 1991; Glampedakis et al. 2011a; Gusakov & Dommes 2016)

\[ e_p n_p V_{sp} + e_e n_e u_e + e_μ n_μ u_μ = 0. \quad (7) \]

(4) The condition expressing the fact that sum of forces acting on vortices must vanish (Gusakov 2019)

\[ \mathbf{F}_{Mag} = \mathbf{F}_{ps} - \mathbf{F}_{pμ} + \mathbf{F}_{h+1} = 0, \quad (8) \]

where \( \mathbf{F}_{Mag} = -(e_p n_p/c) B \times (V_{sp} - V_L) \) is the Magnus force (Sonin 1987). Expressing \( F_{h+1} - \mathbf{F}_{ps} - \mathbf{F}_{pμ} \) from equation (8) and substituting it into (3), gives \( \nabla \mu_μ = -e_μ \nabla \phi_E \). Equations (3)–(7) allow one to derive the total force balance equation in the form

\[ n_μ \nabla \phi_μ = n_μ \nabla \phi_μ = \mathbf{F}_{h+1}, \quad (9) \]

where \( d_μ^∞ = μ_μ^∞ - μ_μ^∞ \) and \( Δμ_μ^∞ \equiv μ_μ^∞ + μ_μ^∞ - μ_μ^∞ \) are the (redshifted) imbalances of chemical potentials, which are generated by the magnetic field. Without the magnetic field the matter is in beta-equilibrium and \( d_μ^∞ = Δμ_μ^∞ = 0 \).

4 SCHEME OF THE SOLUTION

Our aim here is to calculate all the particle velocities for a given magnetic field configuration and hence to estimate the corresponding timescale of the B-evolution. Since the algorithm of the velocity finding is very similar to that discussed in detail by Gusakov et al. (2017); Ofengeim & Gusakov (2018), we only briefly describe its main steps in what follows. Below we introduce the operator \( P_m \), that extracts \( m \)-th Legendre component of its argument, i.e., \( P_m(\cdot) = (2m+1) \int_0^π (\cdot) \cos^m \theta d \theta \), where \( P_m(\cos \theta) \) is the Legendre polynomial of degree \( m \).

(i) We assume that the magnetic field \( B(r, θ) \) is specified.

(ii) It perturbs the redshifted chemical potential imbalances \( d_μ^∞ \) and \( Δμ_μ^∞ \). The Legendre components \( m \geq 1 \) of these imbalances can be found from equation (9):

\[ \left( P_m d_μ^∞ \right) \frac{P_m}{P_0} Δμ_μ^∞ = \left( n_e^0 - n_e^∞ \right)^{-1} \left( \frac{r P_m R}{r P_m R} - \frac{r P_m F_{h+1,t}}{r P_m R} \right) \]

where the function \( R(r, θ) \equiv ∫_0^θ [F_{h+1,t} - Δμ_μ^∞] dθ \) and prime \( ' \) means \( d/dr \). Note that components \( P_m^0 d_μ^∞ \) and \( P_0^0 Δμ_μ^∞ \) remain undefined and will be found at step 5.

(iii) Determine the relative muon-electron velocity, \( Δu_μ^e = u_μ - u_e \), from equations of section 3. The resulting expression is, generally, very lengthy, but it can be simplified using the fact that \( \mathcal{D}_l \gg J_m \), which is true for cold NSs (\( T \sim 10^7 \) K) at not too low magnetic fields \( B \sim 10^{16} \) G (see figure 1). Taking into account also that \( \mathcal{D}_l \ll |D| \) (see

2 For muons this condition is not satisfied in the immediate vicinity of the muon onset zero.}
An interesting feature of the solution (14)–(15) is that in the axisymmetric problem the poloidal components \(u_{e,r}\) and \(u_{e,\theta}\) appear to be independent of the toroidal component of the relative velocity \(\Delta u_{\mu e}\).

The toroidal component of \(u_e\) does not appear in the continuity equations and should be found from a separate requirement

\[
\frac{\partial F_{h+1,\phi}}{\partial t} = 0,
\]

analogous to that formulated for the non-superfluid NS matter (Gusakov et al. 2017; Ofengeim & Gusakov 2018). Here we do not attempt solving this equation.

Note that, once \(\Delta u_{\mu e}\) and \(u_e\) are calculated, it is easy to find \(u_\mu = u_e + \Delta u_{\mu e}\) and \(V_{sp} = u_e + n_e/n_\mu \Delta u_{\mu e}\) using equation (7).

The velocity components \(u_{e,r}, u_{e,\theta}\) and their derivatives should be finite everywhere in the core. Moreover, due to the axial symmetry of the problem, \(u_{e,\theta}\) must vanish on the symmetry axis at arbitrary \(r\): \(u_{e,\theta}(r, 0) = 0\). Accounting for these conditions, one immediately obtains (see equation 15 and Ofengeim & Gusakov 2018):

\[
\xi(r) = 0,
\]

\[
\int_0^\pi u_{e,\theta} \sin \theta \, d\theta = 0.
\]

Note that, in view of equation (14), \(u_{e,r}\) depends on the difference \(\Delta u_{\mu e}\). The latter difference, in turn, depends on the imbalance \(d_{\mu e}^2\) (see equation 11), which can be expanded in Legendre polynomials as:

\[
d_{\mu e}^2(r, \theta) = P_0^\mu d_{\mu e}^2 + \sum_{l=1}^\infty (P_l^\mu d_{\mu e}^2) P_m(\cos \theta).
\]

All components in this expansion except for \(m = 0\) are known (see equation 10), thus the formula (18) should be considered as a differential equation for the zero’th component \(P_0^\mu d_{\mu e}^2\). This is a second-order inhomogeneous differential equation. It should be solved with the boundary conditions \(P_0^\mu d_{\mu e}^2|_{r = 0} = 0\) (Ofengeim & Gusakov 2018 for a discussion of similar conditions); the last one is a necessary requirement for the finiteness of \(u_{e,r}\) at \(r \to 0\). Solution to this equation together with equation (10) allows one to determine \(d_{\mu e}^2\) and hence \(\Delta u_{\mu e}\), poloidal components of \(u_e\), \(V_L\), as well as poloidal components of all other velocities (see equations 11—15).

5 TRADITIONAL ESTIMATE

Before we proceed with the numerical results, let us present a ‘naive’ estimate for the typical timescale \(\tau\) of the B-evolution, which can often be found in the literature (e.g., Graber et al. 2015; Donnes & Gusakov 2017). According to Eq. (1) \(\tau \propto B/|\nabla \times (V_L \times B)| \sim L/V_L\), where \(L\) is the typical lengthscale of \(\mathbf{B}\) and \(V_L\), variation in the star, \(\sim 10^{-5} - 10^{-6}\) cm. We can find \(V_L\) from (13). Usually, when estimating \(V_L\), the first term (the velocity \(V_{sp}\)) is neglected (as we show in section 6 this approximation is incorrect). Taking also into account that the ‘dissipative’ terms, \(\propto K_1\) and \(\propto K_2\), are much smaller than the second term 4, \(V_L\)

4 This follows from the inequality \(D_1 \ll D_2^*\) and the estimate \(\nabla d_{\mu e}^2 \sim F_{h+1}/n_\mu\) (see 9).
can be written as \( V_L \sim c\nabla \times H_{c1}/(4\pi\rho_n\eta_p) \), and, using the definition of \( \tau \), one gets
\[
\tau \sim 3 \times 10^8 \frac{L_6^2}{R_{c1,15}} \frac{\eta_p}{0.05 \text{ fm}^{-3}} \text{ yr},
\]
where \( L_6 = L/(10^6 \text{ cm}) \), \( H_{c1,15} = H_{c1}/(10^{15} \text{ G}) \). Our estimate (19) is consistent with the similar estimate for the conservative timescale \( \tau_{cons} \) in the paper by Dommes & Gusakov (2017), see appendix in the end of this paper for the further discussion and comparison with the results of Passamonti et al. (2017a).

6 RESULTS

We applied the scheme from section 4 to calculate \( \Delta u_{\mu_e} \) and the poloidal component of the velocity \( u_e \). Knowing these quantities, it is easy to find the poloidal components of all other velocities. In our calculations we used the same microphysical input as in Ofengeim & Gusakov (2018). Namely, we used equation of state HHJ (Heiselberg & Hjorth-Jensen 1999) in the NS core. All results are obtained for the star with the mass \( M = 1.4M_\odot \), which has the radius \( R = 12.1 \text{ km} \) and the core radius \( R_{\text{core}} = 11.1 \text{ km} \). Muons appear at \( R_e = 10.7 \text{ km} \). In what follows calculations are performed only in the inner core where muons are present (at \( r < R_e \)). To simplify the calculations we consider a homogeneous magnetic field model. Note that, in superconducting matter a homogeneous magnetic field is not a force-free field \( (\nabla \times \mathbf{B}) \neq 0 \), because of the action of buoyancy force on the flux tubes (Dommes & Gusakov 2017). Below we discuss how this choice of the field configuration may affect our conclusions. All results below are derived for \( B = 10^{12} \text{ G} \), internal temperature \( T = 10^7 \text{ K} \), and \( T_{\text{cm}} = 5 \times 10^6 \text{ K} \).

Figure 2 presents the results for the poloidal and toroidal components of \( \Delta u_{\mu_e} \) (panels a and b, respectively), calculated with formulas of section 3 not making any approximations like during derivation of equation (11). The value of \( \log(\tau_{\text{pol}}) \) and \( \log(\tau_{\text{tor}}) \) is indicated by different colours, arrows in panel (a) show the direction of the corresponding poloidal component. The homogeneous magnetic field is directed upwards. As one can see, the poloidal component of \( \Delta u_{\mu_e} \) almost collinear with \( \mathbf{B} \) and strongly exceeds the toroidal component. Mathematically this can be understood if we recall that for the chosen \( \mathbf{B} \) and \( |D\mathbf{L}| \gg D_t \gg J_{\mu_e} \) (see section 4 and figure 1), and, as a result, the third term in the r.h.s. of equation (11), which is collinear to \( \mathbf{e}_B \), strongly exceeds the other terms in this equation. Physically, the component of \( \Delta u_{\mu_e} \) along \( \mathbf{B} \) appears to be large because electrons and muons moving along \( \mathbf{e}_B \) do not scatter off the magnetic field of flux tubes, and can only rub against each other; such friction, however, is small \( (\sim J_{\mu_e}) \).

Very rough estimate with equations (9) and (11) under the assumption \( n_e \sim n_\mu \) gives for our field configuration
\[
\Delta u_{\mu_e}^{\text{(pol)}} \sim \frac{H_{c1}B}{4\pi L\rho_n} \sim 10^{-4} \frac{H_{c1,15}B_{12}}{L_6 T_{7,G}} \text{ cm s}^{-1},
\]
\[
\Delta u_{\mu_e}^{\text{(tor)}} \sim \frac{cH_{c1}}{4\pi e_n L n_e} \sim 10^{-10} \frac{H_{c1,15}}{L_6} \frac{0.05 \text{ fm}^{-3}}{n_e} \gamma \text{ cm s}^{-1},
\]
where we take \( \gamma = 5/3 \), as in Shtrine (2008); Dommes et al. (2020) (but see footnote 2).

Let us now look at figure 2(c), showing poloidal component \( u_e^{\text{(pol)}} \) of \( u_e \), calculated using equations (14) and (15).
One can see that \( u_{\text{pol}}^{(\text{mod})} \) is much larger than \( \Delta u_{\mu}^{(\text{pol})} \). On average, \( u_{\text{pol}}^{(\text{mod})} \approx C \Delta u_{\mu}^{(\text{pol})} \), with the coefficient \( C \approx 10 \). This result is not surprising. The point is \( u_{\text{pol}}^{(\text{mod})} \), generally, depends on high (up to the fourth) spatial derivatives of \( H_{11} \), \( B \), and number densities \( n_e \) and \( n_\mu \). These derivatives are very large in the outer NS layers, especially near the muon onset density, that results in a big difference between \( u_{\text{pol}}^{(\text{mod})} \) and \( \Delta u_{\mu}^{(\text{pol})} \). A similar effect was discovered and studied in detail for non-superconducting NSs by Ofengeim & Gusakov (2018).

Since \( u_{\text{pol}}^{(\text{mod})} \gg \Delta u_{\mu}^{(\text{pol})} \), while all other velocity differences can be expressed through each other and has the same order of magnitude (see section 4), one can conclude that all particle species and flux tubes move with approximately one and the same velocity \( u_{\text{pol}}^{(\text{mod})} \). In particular, poloidal component of the vortex velocity \( V_{\text{L}}^{(\text{pol})} \approx u_{\text{pol}}^{(\text{mod})} \approx C \Delta u_{\mu}^{(\text{pol})} \propto \nu B/\gamma^2 \). Using this estimate together with equation (20), we find that the typical timescale of the B-evolution is

\[
\tau_{\text{init}} \approx \frac{L}{V_{\text{L}}} \approx 400 \frac{L^2 c T^7}{C H_{11,15} B_{12}} \text{yr},
\]

and we remind that \( C \sim 10 \), as follows from our numerical results. This time is extremely short compared to the typical pulsar age \( \sim 10^9 \) yr (see, e.g., the ATNF pulsar catalogue, Manchester et al. 2005; also Harding 2013; Kaspi & Kramer 2016).

Although we do not have a rigorous proof, it seems natural that \( \tau_{\text{init}} \) should be a typical timescale of the magnetic field rearrangement in order to decrease the huge term \( \propto 1/\mu_0 \) in equation (11). Such rearrangement tends to make this term comparable to other terms in this equation, which implies the condition

\[
e_B \cdot \nabla d_{\mu}^{\infty} = e_B \cdot \nabla d_{\mu}^{\infty} \approx 0.
\]

In other words, \( d_{\mu}^{\infty} \) tends to be approximately constant along the magnetic field lines. Since, as we showed, \( \nabla d_{\mu}^{\infty} \) is completely determined by the magnetic field, the condition (23) should be considered as indirect constraint on the possible configuration of the magnetic field in the superconducting \( n\mu\mu\)-core. Note that for purely toroidal axisymmetric magnetic field such rearrangement does not occur, because then the condition (23) is satisfied automatically. We should also note that, since \( \tau_{\text{init}} \) is much smaller than the NS cooling timescale, \( \tau_{\text{cool}} \), for real NSs the field rearrangement occurs on the cooling timescale, on which they approach the low-temperature regime studied in the paper (see also the discussion below in this section).

Here we come to the question what will be the typical timescale of the B-evolution after the magnetic field reaches the configuration satisfying the condition (23)? To get an impression of this timescale one can calculate \( \Delta u_{\mu}^{(\text{pol})} \) and \( u_{\text{pol}}^{(\text{mod})} \) (and hence \( V_{\text{L}}^{(\text{pol})} \)) with equations (11), (14), and (15), for the same homogeneous field configuration, but artificially replacing the huge last term in equation (11) with \( c/\epsilon_{B} B |\mathbf{e}_{\varphi} \times \mathbf{e}_{B} \cdot \mathbf{q}_{\mu}^{(\text{mod})}| \). It has the similar form, but its absolute value is comparable to the second term in (11).\(^5\)

The result of calculation is presented in figure 3. Due to the same reasons as in the previous calculation (accounting for the last term in equation 11 in its original form), \( u_{\text{pol}}^{(\text{mod})} \) appears to be \( C \sim 10 \) times larger than \( \Delta u_{\mu}^{(\text{pol})} \). Keeping in mind that the first term, \( \mathbf{K} \nabla d_{\mu}^{\infty} \), in the expression for \( \Delta u_{\mu}^{(\text{pol})} \) is of the order of \( \sim D \delta/D_t \), that is \( \sim 100 \) times smaller than the remaining terms in our artificial problem (see section 4 and figure 1), \( u_{\text{pol}}^{(\text{mod})} \) (and \( V_{\text{L}}^{(\text{pol})} \)) can be estimated as:

\[
\Delta u_{\mu}^{(\text{pol})} \sim C \Delta u_{\mu}^{(\text{pol})} \sim C \frac{c V_{\text{L}}^{(\text{pol})}}{\epsilon_{B} B} \frac{H_{11}}{4\pi c \mu_0 L_{n_e}} \\
\sim 10^{-10} C \frac{H_{11,15}}{L_4} 0.05 \text{ fm}^{-3} \frac{c}{\mu_0 L_{n_e}} \text{ cm s}^{-1}.
\]

Note that the obtained velocity does not depend on the magnetic-field strength and temperature. The corresponding evolution timescale \( \tau_{\text{pol}} \) turns out to be \( C \sim 10 \) times smaller than the timescale \( \tau \) given by equation (19)

\[
\tau_{\text{pol}} \sim \frac{L}{V_{\text{L}}} \sim \frac{\tau}{C} \sim \frac{3 \times 10^6 L_5^2}{C H_{11,15}} \text{yr}.
\]

It is interesting, that the timescale (25) is comparable to the typical pulsar age.

We arrive at the following possible picture of the evolution of arbitrary magnetic field in pulsars. At the first stage, an arbitrary magnetic field in a pulsar reconfigures itself to meet the condition (23). In an idealised setup \( T \) is sufficiently low during the whole evolution process) this reconfiguration occurs on a timescale \( \sim \tau_{\text{init}} \). In reality, however, a newly-born NS is hot, so that the condition (23) will be almost reached on the timescale of NS cooling, \( \tau_{\text{cool}} \sim 10^9 – 10^8 \) yrs (e.g., Potekhin et al. 2015). The latter timescale is much longer than \( \tau_{\text{init}} \) and corresponds to a timescale of turning an NS into a cold pulsar studied here.

After that the evolution slows down dramatically, and at the second stage it proceeds on the timescale \( \sim \tau_{\text{pol}} \). During this time the next largest ‘driving’ term in equation (11), proportional to \( e_B \times \nabla d_{\mu}^{\infty} \), decreases \(^7\), approximating \( e_B \times \nabla d_{\mu}^{\infty} \approx 0 \) \(^8\). Together with the equation (23), this condition implies \( \nabla d_{\mu}^{\infty} \approx 0 \) (more precisely, \( \nabla d_{\mu}^{\infty} \) should be strongly suppressed, \( \nabla d_{\mu}^{\infty} \approx (D_t/D_t) F_{B+1}/\epsilon_{B} \), i.e., become comparable to the second term in the r.h.s. of equation (12). In other words, the magnetic field becomes almost ‘barotropic’, obeying the equation (see equation 9):

\[
\nabla \Delta \mu_{\mu}^{\text{pol}} = F_{B+1},
\]

which, given that \( \nabla d_{\mu}^{\infty} \approx 0 \), actually to \( u_{\text{pol}}^{(\text{mod})} \) in the axisymmetric problem [see (14) and note that \( \nabla [A(r, \theta, \phi) \mathbf{e}_\phi] = 0 \) for any function \( A(r, \theta, \phi) \)]. Nevertheless, for more realistic field models, possessing the toroidal component (see, e.g., Braitwaite & Spruit 2004), this term will contribute to \( \tau_{\text{pol}} \).

\(^{7}\) The third term in Eq. (11) will still decrease at this stage, getting closer and closer to zero.

\(^{8}\) Note that in the case of axisymmetric poloidal magnetic field the term \( e_B \times \nabla d_{\mu}^{\infty} \) does not contribute to \( V_{\text{L}} \). Thus, for an axisymmetric problem it would be sufficient for the magnetic field to evolve to purely poloidal configuration during the second stage, vanishing of \( e_B \times \nabla d_{\mu}^{\infty} \) is not necessary. Keeping in mind that purely poloidal magnetic field, at least in non-superconducting NSs, is unstable (Flowers & Ruderman 1977), we could expect rearrangement of the magnetic field on a timescale \( \sim \tau_{\text{pol}} \). To examine this possibility one needs to perform a detailed modelling of B-evolution.

\(^5\) www.atnf.csiro.au/people/pulsar/psrcat/

\(^6\) Note that, since the employed magnetic-field model \( (B = \text{const}) \) is purely poloidal, the second term in (11) is directed along \( \mathbf{e}_\varphi \) (\( \varphi \) is the azimuthal angle) and thus does not contribute to \( u_{\text{pol}}^{(\text{mod})} \) in the axisymmetric problem [see (14) and note that \( \nabla [A(r, \theta, \phi) \mathbf{e}_\phi] = 0 \) for any function \( A(r, \theta, \phi) \)]. Nevertheless, for more realistic field models, possessing the toroidal component (see, e.g., Braitwaite & Spruit 2004), this term will contribute to \( \tau_{\text{pol}} \).
coincides with the similar equation for npe-matter (see, e.g., Passamonti et al. 2017b). Note that, along with decreasing of the second and third terms in equation (11), the first term (and hence $\Delta u_{\mu e}$ itself) is also automatically decreasing. Moreover, the contribution to $\partial \mathbf{B}/\partial t$ from the second term in equation (13) decreases as well, and vanishes for ‘barotropic’ field: $\nabla \times \left( \nabla \mu_e \nabla \times \mathbf{B} \right) = c/e_p \nabla \times \left( \mathcal{F}_{l+1} / \mathcal{F}_{l} \right) \approx c/e_p \nabla \times \left( \nabla \mu_e \right) = 0$. Then the fourth term in equation (13) comes into play, giving rise to the following estimate for the timescale of the subsequent slow B-evolution:

$$\tau_2 \sim \frac{L}{V_L} \sim \frac{4\mu_0 L^2}{k_B T_i B^2} \sim \frac{\mu_0}{T_i} \tau \sim 100\tau,$$

where $\tau$ is specified in equation (19).

In this section we adopted a model of homogeneous magnetic field. However, for estimates made above [in particular, for the timescales (19), (22), (25), and (26)] the homogeneity of the field was used only when calculating the numerical coefficient $C \sim 10$, relating $u_{\mu e}^{(\text{pol})}$ and $\Delta u_{\mu e}^{(\text{pol})}$. We expect that for the inhomogeneous magnetic field the coefficient $C$ will be even larger (correspondingly, the timescales $\tau_{\text{init}}$ and $\tau_1$ will be smaller), because, as we already mentioned, $u_{\mu e}^{(\text{pol})}$ depends on high derivatives of the magnetic field, which can be very large (especially for the mixed poloidal-toroidal configurations of the magnetic field; see also a detailed discussion in Ofengeim & Gusakov 2018). However, only accurate calculation may reveal the actual value of the coefficient $C$ for such field models.

### 7 SUMMARY AND DISCUSSION

The problem of the magnetic field evolution in superfluid and superconducting NSs is addressed. It is shown that it can be studied within the framework developed by Gusakov et al. (2017); Ofengeim & Gusakov (2018). In this approach all particle velocities and chemical potential perturbations are calculated self-consistently provided that the magnetic field is specified. For illustration of the method we consider a simplified model of the NS core composed of npe-$\mu$-matter, where neutrons are strongly superfluid, and protons are strongly superconducting and form a type-II superconductor (a model of ordinary pulsar). All numerical results are obtained for a constant magnetic field $\mathbf{B} = 10^{12} \text{G}$, which is not force-free in superconducting matter. We find (in agreement with Ofengeim & Gusakov 2018; Castillo et al. 2020), who considered normal strongly magnetised NSs) that the macroscopic particle velocities induced by the magnetic field are much larger (by a factor of $C \sim 10$) than the relative velocities. This finding contradicts a general belief that the bulk of NS matter can be treated as motionless to a good approximation.

Numerical results obtained in this paper allowed us to present the following qualitative picture of B-evolution in npe-$\mu$ cores of pulsars, consisting of three stages:

(i) Magnetic field in a sufficiently cold pulsar has to meet the condition (23), that is imbalance of chemical potentials $d_{\text{now}} = \mu_{\text{now}} - \mu_{\text{now}}^\infty$ should be approximately constant along the magnetic field lines. Mathematically, this condition manifests itself in the fact that an arbitrary configuration of the magnetic field should evolve towards the configuration satisfying the condition (23) on an extremely short timescale $\sim \tau_{\text{init}}$, see equation (22). In real pulsars this condition is achieved on the cooling timescale, $\tau_{\text{cool}} \sim 10^4 - 10^6 \text{yrs}$ (see, e.g., Potekhin et al. 2015), during which an NS approaches the low-temperature limit considered in the paper. Our finding that the core magnetic field initially evolves on the cooling timescale $\tau_{\text{cool}}$ is in line with the results of Igoshev et al.
The second important assumption is that we neglected the interaction between the proton and neutron vortices in the course of NS evolution, by formally considering a non-rotating pulsar. Meanwhile, as Srinivasan, Bhattacharya, Muslimov & Tyagan (1990); Ding, Cheng & Chau (1993) proposed, this interaction may help to more effectively expel the magnetic field from the stellar core on a pulsar spin-down timescale (see, however, G¨ugerlic¸ o˘ glu & Alpar 2016, arguing that this mechanism is inefficient).
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APPENDIX A: TIMESCALE OF THE MAGNETIC FIELD EVOLUTION IN NPE-MATTER

Here we discuss the traditional estimate for the conservative timescale of the B-evolution, analogous to equation (19), but applicable to npe-matter. Consider cold NS matter containing superconducting protons, superfluid neutrons, and electrons. The Euler-like equations in this case are

\begin{equation}
    n_p \nabla \mu_p^\infty = F_{h+t} - F_{ps} - c_p n_p \left( E + \frac{V_{sp}}{c} \times B \right),
\end{equation}

\begin{equation}
    n_n \nabla \mu_n^\infty = 0,
\end{equation}

\begin{equation}
    n_n \nabla \mu_n^\infty = F_{ps} + c_n n_n \left( E + \frac{u_n}{c} \times B \right).
\end{equation}

Summing up (A1) and (A3) and subtracting from the result \( n_p/n_n \times (A2) \), we get

\begin{equation}
    n_p \nabla \Delta \mu_n^\infty = F_{h+t},
\end{equation}

where \( \Delta \mu_n^\infty \equiv \mu_n^\infty + \mu_p^\infty - \mu_n^\infty \).

We can use the same formula for the B-evolution timescale, \( \tau = B/|\nabla \times (V_L \times B)| \), as in section 5, but now \( V_L \) equals

\begin{equation}
    V_L \approx V_{sp} + \left[ 1 + \mathcal{O} \left( \frac{D_e^2}{D_n^2} \right) \right] \frac{c \nabla \times H_{c1}}{4\pi c_p n_p} + K_2 \frac{\nabla \times H_{c1}}{4\pi} \times B,
\end{equation}

where \( K_2 = D_e/D_n^2 \), and the term in square brackets is very close to 1 with small addition of the order of \( D_e/D_n^2 \); the actual form of this small term is not important for us here.\(^{10}\) Following now the conventional way of estimating the conservative timescale (see, e.g., Graber et al.

\(^{9}\) www.atnf.csiro.au/people/pulsar/psrcat/

\(^{10}\) Similar coefficient is relevant for npe\( \mu_e \) matter as well, but we did not introduce it in equation (13) since this small term was not important for us in the main text of the paper.
Using now the definition of $F_{b+1}$ and equation (A4) we get

$$
\nabla \times (V_L \times B) = -\frac{c}{\epsilon_p} \nabla \times \left( 1 + O \left( \frac{D^2}{D^2} \right) \right) F_{b+1}/\eta_p,
$$

and hence the conservative timescale of B-evolution is

$$
\tau \sim 3 \times 10^8 \frac{L^2}{H_{1.15}} \frac{\eta_p}{0.05 \text{ fm}^{-1}} \times O \left( \frac{D^2}{D^2} \right) \text{ yr.}
$$

where we estimated $\nabla \Delta \mu^\infty_{\text{nc}} \sim H_{1.15}/(4\pi n_c L)$ (see equation A4). We see that B-evolution is suppressed by a factor $O \left( \frac{D^2}{D^2} \right) \sim 10^4$ (see Gusakov 2019 and figure 1) in comparison to the case of $n_{\text{pe}}\mu\text{-matter. This result agrees with Graber et al. (2015); Passamonti et al. (2017b).}

We should note, however, that Passamonti et al. (2017b) came to this conclusion in a somewhat inconsistent way. Instead of equation (A2) for superfluid neutrons, Passamonti et al. (2017b) used an equation with the right-hand side containing the terms responsible for the interaction of neutrons with other particle species, see equation (29) of that paper. We emphasise that this equation is valid only if neutrons are completely nonsuperfluid (i.e., when $T > T_{\text{nc}}$, where $T_{\text{nc}}$ is the neutron critical temperature); it cannot be used at $T < T_{\text{nc}}$, in particular, in the limit of vanishing stellar temperature $T$. The reason for that is the potentiality condition for the velocity of superfluid neutrons (Kantor & Gusakov 2018): Once $T$ falls below $T_{\text{nc}}$, $\nabla \mu^\infty$ must vanish. Actually, the system (27)–(29) of Passamonti et al. (2017b) describes NS matter composed of superconducting protons, non-superfluid neutrons, and electrons. But in this case the timescale of conservative B-evolution is given by Eq. (19), as one can easily check following the consideration of Sec. 5 and this appendix. So why did Passamonti et al. (2017b) find that B-evolution should be suppressed by a factor of $O \left( \frac{D^2}{D^2} \right)$? To answer this question, for the sake of simplicity, let us assume that $T < T_{\text{nc}}$ and protons do not scatter off the other particle species ($F_{\text{pro}} = 0$ in notations of Passamonti et al. (2017b); here and below we use the notations of that reference). In this case $F_{\text{pro}} = -n_a \nabla \mu^\infty_a$, see equation (29) of Passamonti et al. (2017b). In turn, $\eta_a \nabla \mu^\infty_a$ is set by equation (30) of Passamonti et al. (2017b), once the magnetic field is specified, and is of the order of the tension/buoyancy term, $T$. As a result, the term $F_{\text{pro}}/n_a \sim T/n_a$ in equation (33) of Passamonti et al. (2017b) is the leading one. However, Passamonti et al. (2017b) ignored this (most important) term and incorrectly found that the conservative magnetic field timescale is suppressed.
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