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ABSTRACT

Many panel data have the latent subgroup effect on individuals, and it is important to correctly identify these groups since the efficiency of resulting estimators can be improved significantly by pooling the information of individuals within each group. However, the currently assumed parametric and semiparametric relationship between the response and predictors may be misspecified, which leads to a wrong grouping result, and the nonparametric approach hence can be considered to avoid such mistakes. Moreover, the response may depend on predictors in different ways at various quantile levels, and the corresponding grouping structure may also vary. To tackle these problems, this article proposes a nonparametric quantile regression method for homogeneity pursuit in panel data models with individual effects, and a pairwise fused penalty is used to automatically select the number of groups. The asymptotic properties are established, and an ADMM algorithm is also developed. The finite sample performance is evaluated by simulation experiments, and the usefulness of the proposed methodology is further illustrated by an empirical example.

1. Introduction

Panel data analysis is an important topic in econometrics and has been well studied in economics, medicine, climatology, etc.; see Hsiao (2005) and Baltagi (2008) for a comprehensive exploitation. In the classical settings, a fixed or random effect is assumed to take into account the heterogeneity across individuals, while the covariates contribute to the responses in the same way for all individuals. This makes the estimation more precise and efficient, especially when the number of time points is relatively small. However, more and more recent evidence has shown that the involvement of covariates may vary for different individuals (Hsiao and Tahmiscioglu 1997; Browning and Carro 2007; Su and Chen 2013), and it usually comes in terms of subgroups. For example, in financial markets, stocks from the same sector may share common characteristics (Ke, Fan, and Wu 2015), and a spatial geographic grouping is commonly observed in the data from economic geography (Fan, Lv, and Qi 2011; Bester and Hansen 2016). As a result, panel data models with latent subgroup effects (Wang, Phillips, and Su 2018; Lian, Qiao, and Zhang 2021) have become more and more popular in the literature, and this article concentrates on this type of appealing models.

There are two important issues for panel data models with subgroup effects: identifying latent groups and modeling homogeneous structures within each group; see Section 2 for details. First, to identify the groups, the K-means approach was proposed for panel data models (Lin and Ng 2012; Bonhomme and Manresa 2015; Ando and Bai 2016), and the mixture model can also be used (Xu, Jordan, and Hinton 1995; Viele and Tong 2002; Shen and He 2015). However, the number of subgroups needs to be predetermined for both methods and, for mixture models, we are even required to specify the form of distributions for each latent group. The binary segmentation (Ke, Li, and Zhang 2016) is another method to identify the latent groups in the literature. It is motivated by the idea of structural change detection (Bai and Perron 1998), and an initial estimation is conducted for each individual separately. Recently, the classifier-Lasso method (Su, Shi, and Phillips 2016) has been proposed in the literature for simultaneous group classification and parameter estimation (Su and Ju 2018; Su, Wang, and Jin 2019), while the number of subgroups needs to be predetermined. Along this line, the concave fused penalty (Ma and Huang 2017; Zhu and Qu 2018; Zhang, Wang, and Zhu 2019b) can be used to automatically select the number of subgroups, and the penalty functions are concave on [0, ∞) such that the oracle property can be obtained (Fan and Li 2001; Zhang 2010). This article adopts the concave fused penalty for our homogeneity pursuit.

Second, for panel data models with subgroup effects, it is also important to consider a suitable homogeneous structure for each latent group, and the possible misspecification may also lead to a wrong homogeneity pursuit. Parametric and even linear models have been commonly used in this literature, where parameters are identical within the group and heterogeneous across groups; see Su, Shi, and Phillips (2016), Ke, Li, and Zhang (2016), Wang and Su (2021), and references therein. On the other hand, due to the appearance of more and more large-scale datasets in real application, semiparametric and even nonparametric models recently have gained great popularity in panel data analysis since they can provide more flexible modeling in empirical studies (Wu and Zhang 2006). Su, Wang, and Jin (2019) proposed a semiparametric time-varying panel
data model, and the coefficients are allowed to vary over both individuals and time points. Lian, Qiao, and Zhang (2021) considered a single index model with both nonparametric functions and index parameters being homogeneous within groups while heterogeneous across groups. This article assumes a fully nonparametric structure to each latent group, and it is supposed to enjoy greater flexibility; see Section 6 for more empirical evidence.

In the meanwhile, quantile regression has attracted more and more attention from statisticians and economists since its appearance in Koenker and Bassett (1978). Compared with conditional mean models, it enjoys much more flexibility since it can be used to investigate the structures of the response at any quantile level (Koenker 2005). Quantile regression for panel or longitudinal data can be dated back to Koenker and Hallock (2001) and has been extensively studied in the literature; see, for example, Koenker (2004), Kato, Galvao Jr, and Montes-Rojas (2012), and references therein. For homogeneity pursuit, Zhang, Wang, and Zhu (2019a) considered a composite quantile regression estimation in linear panel data models, while the grouping structure is assumed to be the same for all quantile levels. It is noteworthy that, for models with latent subgroups, quantile regression can be used to explore different grouping patterns, as well as different structures of responses within a group, for various quantile levels. Moreover, it also has a long history to use nonparametric quantile regression to flexibly accommodate nonlinear effects in conditional quantiles (Hendricks and Koenker 1992; He and Shi 1994; He 1997; Yu and Jones 1998). This motivates us to conduct a nonparametric quantile regression for homogeneity pursuit in panel data models with individual effects.

This article has three main contributions. First, Section 2 proposes a new homogeneity pursuit method based on nonparametric quantile regression, and the concave fused penalty is employed to identify the unobserved group structure. It is supposed to be able to capture the relationship between covariates and responses more flexibly. Second, Section 3 establishes the oracle property of the concave fused penalized estimator under mild mixing condition, and the proposed subgroup selection procedure is also theoretically verified to be consistent. Finally, a novel and efficient alternating direction method of multipliers (ADMM) algorithm is introduced in Section 4 to overcome the optimization challenge due to the nondifferentiability of penalty terms with nonconvexity.

In addition, Section 5 conducts simulation experiments to evaluate the finite-sample performance of the proposed methodology, and its usefulness is further demonstrated by a real example in Section 6. The proofs of theorems are given in a separated supplementary materials.

2. Model Settings and Methodology

2.1. Quantile Regression Models for Panel Data with Subgroups

Consider the panel data of \( y_{it} \) with \( 1 \leq i \leq n \) and \( 1 \leq t \leq T \), where \( n \) is the number of individuals, \( T \) is the number of time points, and \( y_{it} \) is the response variable. For the ease of demonstration, without loss of generality, we assume that \( x_{it} \) is a univariate covariate of interest, and the methodology for the multivariate case is similar; see Remark 2 for details.

For any level \( 0 < \tau < 1 \), the \( \tau \)th quantile of \( y_{it} \) conditional on the covariate \( x_{it} \) can be denoted by

\[
Q_\tau(y_{it}|x_{it}) = \mu_{i,\tau} + m_{i,\tau}(x_{it}),
\]

where \( \mu_{i,\tau} \) is the individual effect, \( m_{i,\tau}(\cdot) \) is an unknown smooth function, and both of them may vary for different individuals and quantile levels. Note that model (1) is not identifiable since, for any nonzero constant \( c_{i,\tau} \),

\[
Q_\tau(y_{it}|x_{it}) = (\mu_{i,\tau} + c_{i,\tau}) + (m_{i,\tau}(x_{it}) - c_{i,\tau}) \equiv \tilde{\mu}_{i,\tau} + \tilde{m}_{i,\tau}(x_{it}),
\]

and hence the following constraint on \( m_{i,\tau}(\cdot) \) is added,

\[
\int_{\mathcal{X}} m_{i,\tau}(x) dx = 0 \quad \text{for any } \tau \text{ and } 1 \leq i \leq n, \tag{3}
\]

where \( \mathcal{X} \) is the support of \( x_{it} \). Moreover, define the random error \( e_{it}(\tau) = y_{it} - \mu_{i,\tau} - m_{i,\tau}(x_{it}) \), and it holds that \( \mathbb{P}(e_{it}(\tau) \leq 0|x_{it}) = \tau \) for all \( 1 \leq i \leq n \) and \( 1 \leq t \leq T \).

Individuals of panel data are usually sampled from different backgrounds and are hence with different individual characteristics so that an abiding feature of the data is its heterogeneity. Thus, assuming homogeneity, that is, all \( m_{i,\tau}(\cdot) \)'s are equal, may be too strong. To solve the problem, one can estimate the functions for each individual separately. It is actually under the assumption of total heterogeneity, and we may encounter difficulty in obtaining consistent estimation when the number of time points \( T \) is fixed or relatively small. On the other hand, for some panel data, there is a subgroup effect although it is usually unobserved, and the individuals within one group may share the same structure up to an individual effect. This makes it possible to achieve a more precise and efficient estimation for \( m_{i,\tau}(\cdot) \)'s by pooling the information of all individuals within one group.

As a result, we assume that, at a quantile level \( \tau \), all individuals belong to \( K \) different latent groups, and the nonparametric function, \( m_{i,\tau}(\cdot) \)'s, are heterogeneous across groups but homogeneous within a group. Specifically, there exists an unknown partition \( \{G_{k,\tau} : k = 1, 2, \ldots, K\} \) of the individual index set \( \{1, 2, \ldots, n\} \), which can be used to denote the subgroup membership. We impose the following group structure on the model:

\[
m_{i,\tau}(\cdot) = \begin{cases} m_{(1),\tau}(\cdot), & \text{when } i \in G_{1,\tau} \\ m_{(2),\tau}(\cdot), & \text{when } i \in G_{2,\tau} \\ \vdots & \vdots \\ m_{(K),\tau}(\cdot), & \text{when } i \in G_{K,\tau} \end{cases}, \tag{4}
\]

where \( m_{(k),\tau}(\cdot) \)'s are unknown functions to be estimated, and \( K \) is an unknown integer depending on the quantile level \( \tau \).

Remark 1. For each individual \( i \), consider the case that response \( y_{it} \) has the conditional quantile at model (1) for all \( \tau \in [0, 1] \). Suppose that the data generating process for \( y_{it} \) exists, and it then holds that \( \mu_{i,\tau} + m_{i,\tau}(x_{it}) \) is an increasing function with respect to \( \tau \) for all \( x \in \mathcal{X} \). Moreover, the corresponding data generating process has the form of \( y_{it} = \mu_{i,U_{it}} + m_{i,U_{it}}(x_{it}) \), where the innovations \( \{U_{it}, 1 \leq t \leq T\} \) are independent and follow uniform distribution on \([0, 1]\); see Koenker (2005) and
Koenker and Xiao (2006). In addition, consider the function \( m_{i,t}(x) \) with respect to \( \tau \) and \( x \) for a specific individual \( i \). It may share the same form with some individuals at one quantile level \( \tau \), that is, they belong to the same subgroup, while its group mates may change for another quantile level. Refer to the data generating process in Section 5.2 for an illustrating example. As a result, compared with panel data models with subgroup structures in conditional mean (e.g., Su, Shi, and Phillips 2016; Su and Ju 2018), model (1) allows a more flexible framework for homogeneity pursuit.

### 2.2. Nonparametric Estimation with a Concave Fused Penalty

This article uses polynomial splines to flexibly approximate the unknown smooth functions. Without loss of generality, assume that the support of \( x_{it} \) is \([0, 1]\). Let \( 0 = v_0 < v_1 < \ldots < v_{H'} < v_{H'+1} = 1 \) be a partition of \([0, 1]\), and denote the \( H' + 1 \) subintervals by \( I_k = [v_{kr}, v_{k(r+1)}] \) with \( 0 \leq k' \leq H' \), where \( H' \equiv H'(nT) \) increases with the value of \( nT \). Throughout the numerical studies, we simply take equally spaced knots, and it works reasonably well; see simulation results in Section 5.

Denote by \( S_q \) the space of polynomial splines of order \( q \). Note that any function \( f(\cdot) \) from \( S_q \) satisfies: (i) on each \( I_k \), \( 0 \leq k' \leq H' \), \( f(\cdot) \) is a polynomial of degree \( q - 1 \); (ii) \( f(\cdot) \) is globally \( q - 2 \) times continuously differentiable on \([0, 1]\). For the knots sequences \( 0 = v_0 < v_1 < \ldots < v_{H'} < v_{H'+1} = 1 \), the \( q \)th order B-splines are defined recursively,

\[
B^q_h(x) = \begin{cases} 1, & v_h \leq x < v_{h+1} \\ 0, & \text{otherwise} \end{cases},
\]

and

\[
B^q_h(x) = \frac{x - v_h}{v_{h+q} - v_h} B^{q-1}_h(x) + \frac{v_{h+q} - x}{v_{h+q} - v_{h+1}} B^{q-1}_{h+1}(x).
\]

Consider the B-spline basis vector, \( B(\cdot) := (B^q_1(x), \ldots, B^q_q(x))^\top \), where \( H \) is determined by the number of knots \( H' \) and B-spline order \( q \), and we may approximate \( m_{i,t}(x) \) by

\[
m_{i,t}(x) \approx \sum_{h=1}^H B^q_h(x) \beta_{ih}(\tau) = B(x)^\top \beta_{i,\tau},
\]

where \( \beta_{i,\tau} = (\beta_{i1}(\tau), \ldots, \beta_{iH}(\tau))^\top \in \mathbb{R}^H \) is a coefficient vector. In the meanwhile, to tackle the identification restriction at (3), we further impose that

\[
\int_0^1 B(x)^\top \beta_{i,\tau} dx = \sum_{h=1}^H \beta_{ih}(\tau) \int_0^1 B^q_h(x) dx = 0.
\]

For equally spaced knots on the interval \([0, 1]\), by the definition of the B-spline basis functions, it can be verified that all \( H \) integrals \( \int_0^1 B^q_h(x) dx \) with \( 1 \leq h \leq H \) are identical, and hence the constraint at (7) can be simplified to \( \sum_{h=1}^H \beta_{ih}(\tau) = 1^H \beta_{i,\tau} = 0 \), where \( 1^H = (1, 1, \ldots, 1)^\top \in \mathbb{R}^H \). Similar to the existing literature on the panel data models with fixed effects (Baltagi 2008), we first construct an orthogonal rotation matrix \( O \in \mathbb{R}^{H \times H} \) such that \( O^\top = \begin{bmatrix} H^{-1/2} 1^H, \tilde{O}^\top \end{bmatrix} \), where \( \tilde{O} \in \mathbb{R}^{(H-1) \times H} \). Denote by \( \Pi(x) = H^{1/2} \tilde{O} B(x) \in \mathbb{R}^{H-1} \) and \( \theta_{i,\tau} = H^{-1/2} \tilde{O} \beta_{i,\tau} \in \mathbb{R}^{H-1} \) the transformed basis function and transformed coefficient vector, respectively. Then the smooth function \( m_{i,t}(x) \) with the constraint at (3) can be approximated by

\[
m_{i,t}(x) \approx B(x)^\top \beta_{i,\tau} = \Pi(x)^\top \theta_{i,\tau}.
\]

The normalization of \( H^{1/2} \) in \( \Pi(x) \) is used to guarantee that the eigenvalues of \( \int_0^1 \Pi(s) \Pi(s)^\top ds \) are bounded away from zero and infinity. Such normalization is only adopted for the convenience of theoretical derivations, and it is neither essential nor necessary in practice.

For other choices of knots for B spline approximation with \( H \) basis functions, denote \( b = (b_1, \ldots, b_H)^\top \) with \( b_h := \int_0^1 B^q_h(x) dx \), and these \( b_j \)'s may not be identical. We alternatively consider another orthogonal rotation matrix \( O^\top = \begin{bmatrix} b/\|b\|_2, \tilde{O}^\top \end{bmatrix} \in \mathbb{R}^{H \times H} \), and the estimation with constraints similarly can be transformed into an unconstrained problem. Note that there are many different choices of \( \tilde{O} \in \mathbb{R}^{(H-1) \times H} \), while they all lead to the same estimate of \( m_{i,t}(x) \); see Wu and Li (2014). We then can arbitrarily choose one in real applications.

**Remark 2.** The univariate spline approximation can be naturally extended to its multivariate analogs. Consider \( p \)-dimensional covariates \( x_{it} = (x_{i1t}, \ldots, x_{ipit})^\top \in \mathbb{R}^p \), and we can use B-spline basis functions to represent functions for each coordinate in \( x_{it} \). Then, as discussed in Friedman, Hastie, and Tibshirani (2001), the \( H_1 \times H_2 \times \cdots \times H_p \) dimensional tensor product basis can be used to approximate the \( p \)-dimensional smooth function

\[
m_{ix}(x_{it}) \approx \sum_{h_1=1}^{H_1} \sum_{h_2=1}^{H_2} \cdots \sum_{h_p=1}^{H_p} B_{h_1}(x_{i1t}) B_{h_2}(x_{i2t}) \cdots B_{h_p}(x_{ipit}),
\]

and the constraint due to (3) and (7) can be settled down by a reparameterization similar to that for the univariate case. Note that the total number of parameters in the \( p \)-dimensional spline approximation will increase exponentially with \( p \), and hence a larger sample size will be needed for the inference.

If one assumes heterogeneity without taking into account the subgroup structure, by using the B-spline approximation at (8), the estimators could then be obtained by minimizing the loss function,

\[
\frac{1}{nT} \sum_{i=1}^n \sum_{t=1}^T \rho_{\tau}(y_{it} - \mu_{i,\tau} - \Pi(x_{it})^\top \theta_{i,\tau}),
\]

where \( \rho_{\tau}(\cdot) = \tau \cdot - \tau(\cdot) \) is the classical check loss function for quantile regression. Second, if assuming homogeneity, that is, the B-spline coefficient vectors for all individuals are the same or \( \theta_{i,\tau} = \theta_{i,\tau} = \theta_{\tau} = \cdots = \theta_{\tau,\tau} \), the estimated B-spline coefficient vector for all individuals can then be obtained by minimizing

\[
\frac{1}{nT} \sum_{i=1}^n \sum_{t=1}^T \rho_{\tau}(y_{it} - \mu_{\tau} - \Pi(x_{it})^\top \theta_{\tau}).
\]

Third, if the group memberships \( \{G_1, \ldots, G_K\} \) were known, one could combine all individuals belonging to the same group and
simultaneously estimate the B-spline coefficient vectors for all groups,

\[ \{ \hat{\mu}_{1i,\tau}, \ldots, \hat{\mu}_{ni,\tau}, \hat{\theta}_{(1)i,\tau}, \ldots, \hat{\theta}_{(K)i,\tau} \} \]

\[ = \arg \min \frac{1}{nT} \sum_{k=1}^K \sum_{i \in G_k} \sum_{t=1}^T \rho_\tau (y_{it} - \mu_{i,\tau} - \Pi(x_{it})^T \theta_{(k)i,\tau}), \]

(12)

where \( \theta_{(k)i,\tau} \) is the coefficient vector for group \( k \) at quantile \( \tau \). As the estimator is based on the true subgroup structure, we call \( \{ \hat{\mu}_{1i,\tau}, \ldots, \hat{\mu}_{ni,\tau}, \hat{\theta}_{(1)i,\tau}, \ldots, \hat{\theta}_{(K)i,\tau} \} \) the oracle estimator.

This article considers the case that the grouping structure is unknown, and a concave pairwise fused penalized approach is employed to achieve B-spline coefficient estimation and subgroup identification simultaneously. The objective function can be formulated as

\[ \frac{1}{nT} \sum_{i=1}^n \sum_{t=1}^T \rho_\tau (y_{it} - \mu_{i,\tau} - \Pi(x_{it})^T \theta_{i,\tau}) + \left( \frac{n}{2} \right)^{-1} \sum_{i<j} p_{\omega} (\| \theta_{i,\tau} - \theta_{j,\tau} \|_2), \]

(13)

where \( p_{\omega}(\cdot) \) is a concave penalty function on \([0, \infty)\) with a tuning parameter \( \lambda \). The pairwise fused penalty shrinks some of the pairs \( \| \theta_{i,\tau} - \theta_{j,\tau} \|_2 \) to zero, and the tuning parameter \( \lambda \) controls the number of selected subgroups. As a result, we can partition the individuals into several subgroups based on the values of \( \theta_{i,\tau} - \theta_{j,\tau} \) for all \( i < j \). Specifically, for a fixed penalty parameter \( \lambda \), denote the above penalized estimators by \( \theta_{i,\tau}(\lambda) \) with \( 1 \leq i \leq n \). Suppose that there are \( \hat{K}(\lambda) \) or \( \hat{K} \) distinct values. Denoted by \( \hat{\theta}_{(1)i,\tau}(\lambda), \ldots, \hat{\theta}_{(\hat{K})i,\tau}(\lambda) \), and then the estimated groups can be defined as \( \hat{G}_{ki,\tau}(\lambda) = \{ i : \theta_{i,\tau}(\lambda) = \hat{\theta}_{(k)i,\tau}(\lambda) \} \) for \( 1 \leq k \leq \hat{K} \).

There are many penalty functions available in the literature, and they include the Lasso proposed by Tibshirani (1996), adaptive Lasso by Zou (2006), smoothly clipped absolute deviation (SCAD) by Fan and Li (2001), and minimax concave penalty (MCP) by Zhang (2010). This article considers the SCAD function, a commonly used penalty function in high-dimensional models, and it has the form of

\[ p_{\omega}(u) = \begin{cases} \frac{\lambda u}{u}, & \text{if } 0 \leq u < \lambda, \\ (a - 1)^{-1} [a\lambda u - (u^2 + \lambda^2)/2], & \text{if } \lambda \leq u \leq a\lambda, \\ (a + 1)\lambda^2/2, & \text{if } u > a\lambda, \end{cases} \]

(14)

where \( a > 2 \) is a pre-specified constant, and the concaveness of \( p_{\omega}(x) \) on \([0, \infty)\) can guarantee the oracle property of many high-dimensional problems; see Fan and Li (2001). The Lasso penalty with \( p_{\omega}(x) = \lambda |x| \) is expected to lead to biased estimates for variable selection problems (Zou 2006) and may not be able to correctly recover subgroups. Generally speaking, a variety of penalties can be tried in the literature of penalized variable selection, and there is no clear winner. The SCAD pairwise fusion penalty will be used in this article to achieve accurate nonparametric estimation and subgroup identification.

2.3. Tuning Parameter Selection

The proposed concave pairwise fusion penalized estimation in the previous section relies on the choice of tuning parameter \( \lambda \), which can heavily affect the performance on both nonparametric estimation and subgroup selection. This article suggests to select \( \lambda \) via Schwarz information criterion (SIC), and it has the form of

\[ \text{SIC}(\lambda) = \log \left( \sum_{i=1}^n \sum_{t=1}^T \rho_\tau (y_{it} - \hat{\mu}_{i}(\lambda) - \Pi(x_{it})^T \hat{\theta}_{i,\tau}(\lambda)) \right) + \hat{K}(\lambda) H \log(nT)/(nT), \]

(15)

where \( \{ \hat{\mu}_{i}(\lambda), \hat{\theta}_{i,\tau}(\lambda) \} \)'s and \( \hat{K}(\lambda) \) are the estimators and number of groups selected for the given \( \lambda \), respectively. Note that SIC is widely known as Bayesian information criterion (BIC) outside the area of quantile regression; however, we follow the quantile regression literature (Kim 2007; Wang, Zhu, and Zhou 2009) to call it SIC. Its theoretical justification will be established later in Section 3.

3. Asymptotic Theory

This section investigates the asymptotic properties of both oracle and pairwise fusion penalized estimators, and the tuning parameter selection based on the Schwarz information criterion is also justified theoretically.

To measure the temporal dependency in the panel data, we adopt the \( \alpha \)-mixing condition (Bradley 2005). To be specific, for any stationary process \( \{ X_i \} \), we denote the \( \alpha \)-mixing coefficients, for \( l \geq 1 \),

\[ \alpha(l) = \alpha(X_{-\infty}, X_{l+\infty}). \]

Throughout this section, we impose the following assumptions.

(A1) Let \( e_{ij}(\tau) = y_{it} - \mu_{i,\tau} - m_{i}\tau(x_{it}) \). For each \( \tau \in (0,1) \), random variables \( \{ e_{ij}(\tau), x_{it} \} \) are independent across \( i \) and are strictly stationary and \( \alpha \)-mixing for each \( i \), with mixing coefficient \( \alpha(l) = O(r^l) \) for some \( 0 < r < 1 \).

(A2) The distribution of \( x_{it} \) is supported on \([0, 1]\) with density bounded away from zero and infinity, for all \( 1 \leq i \leq n \).

(A3) Let \( f_i(\cdot|x_{it}) \) be the conditional density of \( e_{ij}(\tau) \). Assume that \( f_i(\cdot|x_{it}) \) is bounded and bounded away from zero in a neighborhood of zero, uniformly over the support of \( x_{it} \), for all \( 1 \leq i \leq n \). The derivative of \( f_i(\cdot|x_{it}) \) is uniformly bounded in a neighborhood of zero over the support of \( x_{it} \).

(A4) The functions \( m_{i}\tau(\cdot) \) are in the Hölder space of order \( d \geq 2 \), for all \( 1 \leq i \leq n \); that is, \( |m_i(\lambda x) - m_i(y)| \leq C|x - y|^\nu \) for \( d = \nu + v \) and \( v \) is the largest integer strictly smaller than \( d \), where \( m_{i}\tau(\cdot) \) is the \( \nu \)th derivative of \( m_{i}\tau(\cdot) \).

(A5) There is a partition \( \{ G_{1i,\tau}, \ldots, G_{Ki,\tau} \} \) of \( \{ 1, \ldots, n \} \) such that \( m_{i}\tau(\cdot) = m_{i}\tau(\cdot) \) for all \( i \in G_{Ki,\tau} \). For each \( \tau \in (0,1) \), the number of groups \( K \) is fixed, and \( |G_{Ki,\tau}| \rightarrow \infty \) for some \( c_{i,\tau} \in (0,1) \).

(A6) Assume that \( T \) and \( H \) diverge to infinity, and \( n \) possibly diverges to infinity.

Assumptions (A1) contains the mild geometric mixing condition for the data, which is common in panel data analysis.
The boundedness assumption for $x_d$ in (A2) is tied to the estimation approach using B-splines whose basis functions are usually constructed on a bounded interval. In practice, one can always transform the predictors into $[0, 1]$ before the analysis. (A3) contains some conditional density assumptions and (A4) contains smoothness conditions, which are standard in non-parametric quantile regression literature (He and Shi 1994). It is noteworthy that the distributional condition in (A3) encompasses a large class of distributions and is more general than the Gaussian or sub-Gaussian error condition in the penalized least squares methods in Ma and Huang (2017). Assumption (A5) requires that the number of subgroups is fixed and none of the subgroups vanishes asymptotically, and it agrees with many applications, in which $K$ is expected to be small, and thus substantial reduction of the unknown parameters can be achieved. The asymptotic theory in this section is in the sense of (A6).

To derive the asymptotic theory for the proposed estimator, we first need to specify the population true values of B-spline coefficient vectors. For any subgroup $k$, let $f_{ik}|x_i|^2 = g_{ik} = \{x_i\}^{-1} \sum_{t \in G_k} f_t(x_i)$ be the average conditional density of the error term for all $i \in G_{ik}$. Throughout the whole article, $\theta_{0(k), r}$ is defined as the spline coefficients in the best B-spline approximation of $m_{i(k), r}(\cdot)$,

$$\theta_{0(k), r} = \arg\min_{\theta \in \mathbb{R}^{H-1}} \mathbb{E}[f_i(0|x_i)|m_{i(k), r}(x_i) - \Pi \theta]^2].$$ (17)

By the approximation theory of B-splines (de Boor 1978), it holds that

$$\sup_{x \in [0, 1]} |m_{i(k), r}(x) - \Pi \theta_{0(k), r}| \leq CH^{-d},$$ (18)

for some constant $C$ independent of $n$, $T$ and $H$.

We first state asymptotic properties of the oracle estimator $\hat{\theta}_{(k), r}$, assuming that the group memberships are known. Denote by $\{x_{it}\}$ the collection of $x_{it}$ for all $1 \leq i \leq n$ and $1 \leq t \leq T$.

**Theorem 1.** Suppose that $H^2 \log(n)^2/T \to 0$, $H^2 \log(T)/T \to 0$, $Hn^2 \log(n)^3/T \to 0$, and Assumptions (A1)–(A6) hold. For the oracle estimator $\hat{\theta}_{(k), r}$ with $1 \leq k \leq K$ at (12), it holds that

(i) $\max_{1 \leq i \leq n} |\hat{\theta}_{i(k), r} - \mu_i|, r = O_p(\sqrt{\log(n)/T} + H^{-d})$ and $|\hat{\theta}_{(k), r} - \theta_{0(k), r}| \leq O_p(\xi(n, T))$, where $\xi(n, T) = \sqrt{nH/(nH^2)} + H^{-d}$.

(ii) For any $x \in (0, 1)$,

$$\mathbb{P}(\hat{\theta}_{(k), r}(x) - \theta_{0(k), r}(x)) \to N(0, 1),$$ (19)

where $\text{var}(\hat{\theta}_{(k), r}(x)|x_{it}) = \tau(1 - r) \Pi \mathbb{P}(x_i|^2 (Z_i f_is_i Z_k)^{-1}(Z_i |x_i) \Pi (x_i |x_i) = \Pi (x_i = 1 \in G_k, \ldots, \Pi (x_{i(T)} |n \in G_k) |n \in G_k) = \Pi (x_{i(T)} |n \in G_k) |n \in G_k) \Pi (x_{i(T)} |n \in G_k) |n \in G_k)$ and $f_i = \text{diag}(f_i(0|x_i)|x_{i1}) = \Pi f_i(0|x_i)|x_{i1}) |n \in G_k)$.

Moreover, if $H(nT)^{-1/(2d+1)} \to 0$,

$$\hat{m}_{i(k), r} - m_{i(k), r} \to N(0, 1)$$ (20)

where $\hat{m}_{i(k), r}(x) = \Pi \hat{\theta}_{(k), r}(x)$.

For panel data models, the conditional quantile model with individual effects is well known for the incidental parameter problem, as the number of parameters for individual effects increases with the number of individuals $n$. To consistently estimate the parameter $\theta_{0(k), r}$, as in Kato, Galvao Jr, and Montes-Rojas (2012), it is necessary to assume that $T$ and $n$ satisfy that $H^2 \log(n)^2/T \to 0$. The estimation error rate in the argument (i) of Theorem 1 has a standard form as in nonparametric regression, and the two terms correspond to bias and variance, respectively. Note that, by taking advantage of group structures, the effective sample size becomes $nT$, while it is $T$ for the case of full heterogeneity. In order to minimize the estimation error rate, the optimal choice of $H$ obviously satisfies $c_1 \leq H(nT)^{-1/(2d+1)} \leq c_2$ for two constants $0 < c_1 < c_2 < \infty$.

The condition for mean-zero asymptotic normality is more stringent. To make the asymptotic bias of the fixed effects negligible, we further require that $T$ is much larger than $n$, namely $Hn^2 \log(n)^3/T \to 0$. Moreover, to remove the B-spline approximation error asymptotically and make inference on the smooth function, we need to set a large number of knots such that $H(nT)^{-1/(2d+1)} \to \infty$, and the asymptotic normality at (20) enables us to construct point-wise confidence intervals for the estimated smooth function $\hat{m}_{i(k), r}(x)$. To fit the conditional density functions in the asymptotic variance at (20), we may consider the method in Hendricks and Koenker (1992) or a standard kernel conditional density estimation such as the re-weighted Nadaraya-Watson method (De Gooijer and Zerom 2003).

The following theorem shows that the oracle estimator is a local minimizer of the proposed penalized objective function with probability approaching one.

**Theorem 2 (Oracle property).** Suppose that the conditions in Theorem 1 hold. If (a) $\lambda^{-1} [\sqrt{H} \xi(n, T) + \sqrt{(H/T) \log(T) \log(nH \log(T))}] \to 0$ and (b) $\lambda^{-1} \cdot \min_{k \neq k'} ||\theta_{0(k), r} - \theta_{0(k'), r}||_2 \to \infty$, then there exists a local minimizer in (13) such that $\theta_{r,(k)}(\lambda)$ can be clustered into K groups, denoted by $\theta_{r,(k)}(\lambda)$ with $1 \leq k < K$, and, up to a permutation of subgroups and as $T \to \infty$,

(i) $\mathbb{P}(\theta_{r,(k)}(\lambda) = \hat{\theta}_{r,(k)}(\lambda)) \to 1$, and

(ii) $\mathbb{P}(\hat{G}_{k,r}(\lambda) = G_{k,r}, \text{ for } k = 1, \ldots, K) \to 1$.

Theorem 2 presents the oracle property for pairwise fusion penalized estimators. This result, together with the asymptotic properties of the oracle estimator in Theorem 1, directly leads to the convergence rate and asymptotic normality of $\hat{\theta}_{r,(k)}(\lambda)$. The two additional assumptions (a) and (b) imply that $\sqrt{H} \xi(n, T) + \sqrt{(H/T) \log(T) \log(nH \log(T))} \leq \lambda \leq \min_{k \neq k'} ||\theta_{0(k), r} - \theta_{0(k'), r}||_2$. Specifically, the condition (a) indicates the minimum rate of the tuning parameter $\lambda$, and the condition (b) requires that the minimum difference of the B-spline coefficients in different groups cannot be too small.

**Remark 3.** If all smooth functions $m_{i(k), r}(\cdot)$ remain the same as $T$ and $n$ diverge, the normalization of B-spline basis implies that $\min_{k \neq k'} ||\theta_{0(k), r} - \theta_{0(k'), r}||_2$ is bounded away from zero. Hence, the conditions (a) and (b) require that $\lambda \to 0$ and $\sqrt{(H/T) \log(T) \log(nH \log(T))} \to 0$. In other words, the
number of time points $T$ is required to diverge to infinity, and if $n$ also diverges to infinity, we further require that $H \log(nH) = o(T/\log(T))$. Otherwise, when $T$ is fixed and $n$ increases to infinity, the pairwise fusion penalized estimator may not be able to identify the group structure or consistently estimate the smooth function.

**Remark 4.** Theorem 2 implies that, with a high probability, the oracle estimator is a local minimizer, but not necessarily the global minimizer, of objective function (13). In addition, since the objective function is nonconvex, the estimator $\hat{\theta}_{IT}(\lambda)$ will heavily depend on algorithms, as well as parameter initialization. An efficient iterative algorithm is introduced in Section 4, and a warm-start initialization procedure is also provided.

We next investigate asymptotic properties of the SIC in (15). For technical reasons, we only consider $\lambda$ such that the number of estimated groups is not larger than $K_{\max}$, a prespecified upper bound which is fixed. Since the partition will be unchanged if one just relabels by a permutation of $\{1, \ldots, K\}$, without loss of generality, we assume that $\min\{i : i \in G_k\} > \min\{i : i \in G_{k+1}\}$, $k = 1, \ldots, K - 1$. Under the additional assumption on the conditional densities within each subgroup, we have the following subgroup selection consistency of the SIC.

**Theorem 3.** Suppose that $f_i(0|x_{it}) = f_0(0|x_{it})$ for all $i \in G_k$ and $k = 1, \ldots, K$. Let $\hat{K}$ be the number of estimated groups and $\hat{G}$ be the corresponding partition with the penalty parameter $\lambda$ selected by SIC. If the conditions in Theorem 2 hold, then

$$P(\hat{K} = K, \hat{G} = G) \to 1 \quad \text{as} \quad T \to \infty. \quad (21)$$

This theorem shows that, with probability approaching one, both the number of subgroups and group memberships can be estimated correctly by the proposed penalized estimation and SIC tuning parameter selection procedure. The additional homogeneous conditional density assumption in this theorem is not too stringent, since we only require that all individual's conditional density are identical at 0 within each subgroup, rather than assuming the conditional density functions $f_i(·|x_{it})$ are homogeneous almost everywhere.

**Remark 5.** Consider multiple quantile levels of $0 < \tau_1 < \cdots < \tau_Q < 1$, and it is of interest to test whether the latent group structures at the Q levels are the same. First, under the null hypothesis of the same group structures, we can extend the pairwise fusion penalized estimation at (13) to the case with multiple quantiles,

$$\min_{\lambda} \frac{1}{nT} \sum_{q=1}^{Q} \sum_{i=1}^{n} \sum_{t=1}^{T} \rho_{\tau_q} (y_{it} - \hat{\theta}_{1,\tau_q} - \Pi(x_{it})^T \hat{\theta}_{1,\tau_q})$$

$$+ \left( \frac{n}{2} \right)^{-1} \sum_{i<j} \rho_v (\|\theta_i - \theta_j\|_2), \quad (22)$$

where $\theta_i = (\theta_{1,\tau_1}^T, \ldots, \theta_{1,\tau_Q}^T)^T$ is the stacked parameter vector, and its asymptotic properties can be established similarly. On the other hand, under the alternative hypothesis, we can conduct the penalized estimation at (13) to the Q quantiles separately. As a result, the test statistic can be set to the difference between the loss functions under null and alternative hypotheses. However, this actually is a high-dimensional testing problem and, not like the case with fixed dimensions, the null distribution usually has a complicated form. We leave it for future research.

### 4. ADMM Algorithm

It is nontrivial to search for the proposed estimator, $[\hat{\mu}_{1,\tau}(\lambda), \ldots, \hat{\mu}_{n,\tau}(\lambda), \hat{\theta}_{1,\tau}(\lambda), \ldots, \hat{\theta}_{n,\tau}(\lambda)]$, since there are $O(n^2)$ non-convex penalty terms in the objective function (13) and the quantile loss $\rho_{\tau}(·)$ is also not differentiable. This section overcomes the difficulty by introducing an alternating direction method of multipliers (ADMM) algorithm (Boyd et al. 2010). We first introduce some notations. Denote the matrix form of the panel data by $y = \{y_{11}, \ldots, y_{1T}, y_{21}, \ldots, y_{2T}, \ldots, y_{nT}\}^T \in \mathbb{R}^{nT}$, $\Pi_i = (\Pi(x_{i1}), \Pi(x_{i2}), \ldots, \Pi(x_{iT}))^T \in \mathbb{R}^{T \times (H-1)}$, $\Pi_i = (1_T, \Pi_i) \in \mathbb{R}^{T \times H}$, and $\Pi = \text{diag}(\Pi_1, \Pi_2, \ldots, \Pi_n) \in \mathbb{R}^{nT \times nH}$. For the pairwise difference of coefficient vectors, define the pairwise difference indicator matrix by $\Delta = \{e_i - e_j, i < j\}^T \in \mathbb{R}^{(i-1) \times n}$, where $e_i$ is the coordinate vector with the ith element equal to one and all the other elements equal to zero. Let $w_{\tau,i} = (\mu_{1,\tau}, \mu_{2,\tau}, \ldots, \mu_{n,\tau})^T \in \mathbb{R}^{nH}$ be the vectorized coefficients, and $\Lambda = \Delta \otimes I_H \in \mathbb{R}^{(i-1) \times nH}$, where $\otimes$ refers to the Kronecker product of matrices.

The objective function of the pairwise fusion penalized estimator in (13) can be rewritten into

$$\frac{n}{2T} \rho_{\tau}(y - \Pi w_{\tau}) + \sum_{i=1}^{(i)} p_k (\|Aw_{\tau}(\gamma)\|_2), \quad (23)$$

where $\rho_{\tau}(u) = \sum_{j=1}^{nT} \rho_{\tau}(u_{1j})$ for any vector $u = (u_{11}, \ldots, u_{nT})^T$, $\Pi$ refers to the sub-vector extracted from the $[(i-1) \times H]$th to $i$th elements of $v \in \mathbb{R}^{nH}$ and $1 \leq i \leq (\gamma)$. Note that the sub-vector extraction will skip the term $\mu_{i,\tau}$ and enable us to calculate the pairwise difference between $\theta_{i,\tau}$ and $\theta_{j,\tau}$.

By introducing the dummy variable $v_{\tau} = Aw_{\tau} \in \mathbb{R}^{(\gamma)H}$, we can rewrite the objective function (23) into the constrained form

$$\frac{n-1}{2T} \rho_{\tau}(y - \Pi w_{\tau}) + \sum_{i=1}^{(i)} p_k (\|v_{\tau}(\gamma)\|_2), \quad \text{subject to} \quad Aw_{\tau} - v_{\tau} = 0, \quad (24)$$

and further the augmented Lagrangian form

$$L_{\rho_{\tau}}(w_{\tau}, v_{\tau}; \gamma) = \frac{n-1}{2T} \rho_{\tau}(y - \Pi w_{\tau}) + \sum_{i=1}^{(i)} p_k (\|v_{\tau}(\gamma)\|_2)$$

$$+ \gamma \left\| \frac{1}{2} Aw_{\tau} - v_{\tau} + \frac{u_{\tau}}{\gamma} \right\|_2^2, \quad (25)$$

respectively, where $u_{\tau}$ is the Lagrangian multiplier and $\gamma$ is the penalty parameter. Given the fixed tuning parameter $\lambda$, the augmented Lagrangian form can be solved by the ADMM algorithm, as summarized in Algorithm 1.

In the outer loop of Algorithm 1, the $w_{\tau}$-update takes the form of

$$\frac{n-1}{2T} \rho_{\tau}(y - \Pi w_{\tau}) + \frac{\gamma}{2} \left\| Aw_{\tau} - v_{\tau} + u_{\tau}/\gamma \right\|_2^2, \quad (26)$$
and does not have an explicit solution. Consider its augmented Lagrangian form

\[
L_{\lambda}(w, r; h) = \frac{n - 1}{2T} \rho_{\lambda}(r) + \frac{\gamma}{2} \left\| A w - v \right\|_2 + \frac{1}{\gamma} ||r||_2 + \Pi w - y + h/k, \tag{27}
\]

where \( r \) is the dummy variable for \( y - \Pi w, \) \( h \) is the Lagrangian multiplier, and \( \kappa \) is the penalty parameter. We then apply another ADMM algorithm to solve it, and this results in the inner loop in Algorithm 1. Note that the \( r \)-update can be solved by the asymmetric soft-thresholding operator, while the \( w \)-update is a least squares problem and has a closed-form solution. Even though the dimensions of matrices \( A \in \mathbb{R}^{(i)H \times nH} \) and \( \Pi \in \mathbb{R}^{nT \times nH} \) are very large, the design matrix for the least squares problem in the \( w \)-update remains the same for all iterations. Hence, we can apply the QR decomposition to the design matrix in the least squares problem only once, and it is not necessary to calculate the inverse of this large matrix repeatedly.

**Algorithm 1: ADMM algorithm for the fixed \( \lambda \)**

Data: \( y, \Pi \)

Initialize \( w^0, v^0, u^0, h^0 \)

while \( k < \text{number of inner loop replications} \) do

\[ w^{k+1} \text{ update:} \]

\[ r_t^{k+1} = \arg\min_{r_t} \left( n - 1 \right) / (2T) \cdot \rho_{\lambda}(r_t) + \kappa / 2 \cdot \left\| r_t + \Pi w^k - y + h^k / \kappa \right\|_2 \]

\[ w^{k+1} = \arg\min_{w_t} \gamma / 2 \cdot \left\| A w_t - v^t + u^t / \gamma \right\|_2 + \kappa / 2 \cdot \left\| \Pi w_t + r_t^{k+1} - y + h^t / \kappa \right\|_2 \]

\[ h^{k+1} = h^{k} + \kappa (r_t^{k+1} + \Pi w_t^{k+1} - y) \]

end

\[ v_t^{k+1} := \arg\min_{v_t} \left( \left\| v_t \right\|_2 + \gamma / 2 \cdot \left\| (A w_t^{k+1}) - u_t^{k} / \gamma - v_t^{k} \right\|_2 + \gamma / 2 \cdot \right) \]

\[ u_t^{k+1} := \left. u_t^{k} + \gamma \left( A w_t^{k+1} - v_t^{k+1} \right) \right] \]

end

Result: optimized \( w_t \)

As the penalty function \( p_{\lambda} (\cdot) \) is concave on \([0, \infty)\), we apply the majorization method in \( v_t^{k+1} \)-update as in Peng and Wang (2015). Here \( v_t^{(i)} \) step has a closed-form solution:

\[
v_t^{(i+1)} = R_{\lambda} (\left\| v_t^{(i)} \right\|_2 + 1) / \gamma \left( \left( A w_t^{k+1} \right) - u_t^{(k)} / \gamma \right), \tag{28}
\]

where \( R_{\lambda} (\cdot) = \chi (1 - t / \left\| \chi \right\|_2) + \) and \( p_{\lambda} (a +) \) denotes the limit of the derivative \( p_{\lambda} (x) \) when \( x \to a \) from the above. Note that, with \( p_{\lambda} (\cdot) \) being the SCAD penalty,

\[
p_{\lambda} (\left\| v_t^{(i)} \right\|_2 + 1) = \begin{cases} 0, & \text{when } 0 \leq \left\| v_t^{(i)} \right\|_2 < \lambda; \\ (\alpha - \lambda) \left\| v_t^{(i)} \right\|_2 / (a - 1), & \text{when } \lambda \leq \left\| v_t^{(i)} \right\|_2 < \alpha \lambda; \\ \alpha \lambda, & \text{when } \left\| v_t^{(i)} \right\|_2 \geq \alpha \lambda. \end{cases} \tag{29}
\]

In Algorithm 1, all subproblems have closed-form solutions and thus can be solved efficiently.

For nonconvex objective functions, it is well known that the ADMM algorithm may not converge to the global optimal solution and the results are highly sensitive to the initial values. We suggest a fine grid search with a warm-start initialization procedure to solve the problem. Specifically, we first consider a sequence of increasing tuning parameters \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_M \) on a fine grid, and set the initial values of \( w_t, v_t, u_t \) and \( h_t \) to 0 for \( \lambda_0 = 0 \). For the following tuning parameters \( \lambda_m, \) \( 1 \leq m \leq M \), we initialize the iterative algorithm by the solution previously obtained with respect to \( \lambda_{m-1} \).

**Remark 6.** It is of interest to conduct convergence analysis for the proposed ADMM algorithm, which involves both a nonsmooth quantile loss function and a nonconvex penalty function. The convergence analysis has been investigated for ADMM algorithms to nonconvex regularized least squares problems (Ma and Huang 2017; Zhu and Qu 2018), however, it cannot be applied here since the proving techniques heavily depend on the smoothness of loss functions. In the meanwhile, to solve nonconvex penalized quantile regression, Peng and Wang (2015) proposed an iterative coordinate descent algorithm, and its convergence analysis was also studied; see also Yu and Lin (2017). It actually is a single-layer ADMM, and it is still an open problem in the literature to theoretically justify a nested two-layer ADMM as in Algorithm 1. We leave it for future research.

5. Simulation Experiments

5.1. Subgroup Analysis at a Single Quantile Level

This section conducts three simulation experiments to evaluate the finite-sample performance of the proposed SCAD pairwise fusion penalized estimator, \( \hat{m}_{i,t}(x) = \Pi \hat{\theta}_{i,t}(\lambda), \) at a single quantile level \( \tau \) for the cases with iid covariates, weakly dependent covariates and heavy-tailed data, respectively. The oracle estimator with the known group structure, \( \hat{m}_{i,t}(x) = \Pi \theta_{i,t}^{(2)}, \) is set to be the benchmark for comparison.

For each experiment, individuals belong to three subgroups of equal size, and the data generating process is

\[ y_{it} = \mu_{i,t} + \epsilon_{i,t}, \tag{30} \]

where we set \( \epsilon_{i,t} = 0.2, 1 \) or 2 for each subgroup, the error term \( \epsilon_{i,t} \) is independent of \( x_{it} \), and \( \{\mu_{i,t}, 1 \leq i \leq n\} \) are generated from independent standard normal distributions and kept unchanged for all replications. Note that \( \int_{0}^{1} \sin(2 \pi x) dx = 0 \), and \( y_{it} \) has the conditional quantile function of \( Q_{\tau}(y_{it} | x_{it}) = \mu_{i,t} + \hat{\epsilon}_{i,t} \cdot \sin(2 \pi x_{it}) + F^{-1}\left( \tau \right), \) where \( F(\tau) \) is the distribution function of \( \hat{\epsilon}_{i,t}(\tau) \). Thus, the smooth function of interest at model (1) is \( m_{i,t}(x) = \epsilon_{i,t} \sin(2 \pi x) \). The number of individuals is set to \( n = 60 \) and 120, and that of time points is \( T = 100 \) and 1000. There are 1000 replications for each combination of \( n \) and \( T \).

The ADMM algorithm in Section 4 is employed to search for the estimators, and the tuning parameter \( \lambda \) is selected by the SIC in Section 2.3. The estimation performance of both estimators is evaluated by mean squared errors (MSEs), which are defined as the average of \((nT)^{-1} \sum_{t=1}^{T} \sum_{i=1}^{n} \left( \hat{m}_{i,t}(x_{it}) - m_{i,t}(x_{it}) \right)^{2}\) over
1000 replications with \( g_{it} = \hat{m}_{it}(\cdot) \) or \( \tilde{m}_{it}(\cdot) \), and the subgroup selection performance is measured by the percentage of correct recovery of the number of groups. Moreover, the asymptotic normality in (20), together with Theorem 2, makes it possible to use \( \hat{m}_{it}(x) \) to construct the pointwise confidence intervals for \( m_{it}(x) \). We set the confidence level to 95%, and the re-weighted Nadaraya-Watson method is used to estimate conditional densities in the asymptotic variance.

Experiment 1 is to check the estimation performance with iid covariates. Specifically, the covariate and error terms \( \{x_{it}, e_{it}(\tau)\} \) are set to be iid across both \( i \) and \( t \), where \( x_{it} \) follows the standard uniform distribution, and \( e_{it}(\tau) \) follows a normal distribution with the standard deviation of 0.1 and mean satisfying that \( P(e_{it}(\tau) \leq 0) = \tau \). Following Yao and Tong (2000), for subgroup \( k \), we define its signal-to-noise ratio as \( \text{SNR}_{(k)} = E[m_{it}^2(x_{it})]/E[\sigma^2_{it}(x_{it})] \), where \( \sigma_{it}(x_{it}) \) is the conditional standard deviation of \( e_{it}(\tau) \) given \( x_{it} \). In this experiment, the signal-to-noise ratios for the three subgroups are 10, 50, and 100, respectively. We consider two quantile levels of \( \tau = 0.5 \) and 0.7. Table 1 gives the percentages of correct group number determination and MSEs of \( \hat{m}_{it}(\cdot) \) and \( \tilde{m}_{it}(\cdot) \), and Figure 1 presents the empirical coverage probabilities for pointwise confidence intervals of \( m_{it}(x) \). It can be seen that the MSEs of both estimators are close to each other, and they decrease as \( n \) and/or \( T \) increases. Moreover, the MSEs at \( \tau = 0.7 \) are slightly larger than those at \( \tau = 0.5 \), and the SIC can correctly select the subgroups for almost all cases. Finally, the pointwise confidence intervals can provide a reliable coverage even when \( (n, T) \) is as small as \( (60, 100) \).

Experiment 2 is designed for the case with weak dependence in the sequence of covariates. Specifically, a sequence of random variables are first generated by an autoregressive model, \( \tilde{x}_t = 0.5\tilde{x}_{t-1} + u_t \), where \( \{u_t\} \) are iid standard normal random variables, and they are then transformed into covariates with the range of \([0, 1]\) by \( x_{it} = F_{N(0,0.4)/3}(\tilde{x}_t) \), where \( F_{N(0,0.4)/3}(\cdot) \) is the normal distribution function with mean zero and variance 4/3. The error terms \( e_{it}(\tau) \) are generated as in the first experiment, and the quantile level is fixed at \( \tau = 0.5 \). The signal-to-noise ratios are the same as those in the first experiment. Table 2 presents the percentage of correct subgroup selection and MSEs of two estimators, and the left panel of Figure 2 plots the empirical coverage probabilities of pointwise confidence intervals for \( m_{it}(x) \). The results are similar to those in the first experiment, and it suggests that, when \( x_{it} \)'s are dependent and \( \alpha \)-mixing across \( t \), the pairwise fusion penalized estimator has performance as good as the case with iid covariates. In

---

**Table 1.** Mean squared errors (MSEs) of the oracle and SCAD-penalized estimators, and percentages of correct subgroup recovery for the case with iid covariates (Experiment 1).

| \( n \) | \( T \) | \( \tau = 0.5 \) | \( \tau = 0.7 \) |
|---|---|---|---|
| % of correct | MSE (\( \times 10^{-4} \)) | % of correct | MSE (\( \times 10^{-4} \)) |
| group number | Oracle | SCAD | group number | Oracle | SCAD |
|---|---|---|---|---|---|
| 60 | 100 | 99.0% | 1.005 | 2.424 | 99.0% | 1.086 | 2.612 |
| 1000 | 100 | 99.8% | 0.097 | 0.108 | 100% | 0.109 | 0.122 |
| 120 | 100 | 100% | 0.490 | 0.464 | 100% | 0.545 | 0.508 |
| 1000 | 100 | 100% | 0.049 | 0.050 | 100% | 0.055 | 0.059 |

Note: The estimators are evaluated at two quantile levels of \( \tau = 0.5 \) and 0.7.

**Table 2.** Mean squared errors (MSEs) of the oracle and SCAD-penalized estimators, and percentages of correct subgroup recovery for the cases with weakly dependent covariates (Experiment 2) and heavy-tailed data (Experiment 3).

| \( n \) | \( T \) | Weakly dependent covariates | Heavy-tailed data |
|---|---|---|---|
| % of correct | MSE (\( \times 10^{-4} \)) | % of correct | MSE (\( \times 10^{-4} \)) |
| group number | Oracle | SCAD | group number | Oracle | SCAD |
|---|---|---|---|---|---|
| 60 | 100 | 99.2% | 1.010 | 1.244 | 99.2% | 1.059 | 1.356 |
| 1000 | 100% | 0.097 | 0.108 | 100% | 0.109 | 0.120 |
| 120 | 100% | 0.497 | 0.468 | 100% | 0.551 | 0.523 |
| 1000 | 100% | 0.049 | 0.051 | 100% | 0.054 | 0.055 |
other words, the proposed methodology is robust to the weak dependence in covariates.

Experiment 3 is for the case with heavy tails, and the errors are generated by \( \epsilon_{it}(\tau) = 0.1 \epsilon_{it}(\tau) \), where \( \{\epsilon_{it}(\tau)\} \) are independent across \( i \) and \( t \) and follow the Student’s \( t \) distribution with five degrees of freedom \((t_5\) distribution\). The signal-to-noise ratios of three subgroups are \( 6, 30 \), and \( 60 \), respectively, and all other settings are the same as in the first experiment. The MSEs of both estimators and percentage of correct group number determination are listed in Table 2, and empirical coverage probabilities are presented in the right panel of Figure 2. Note that the \( t_5 \) distribution has much heavier tails than those of the normal distribution. While, in general, a similar performance to that in the first experiment can be observed, although the response is subject to the heavy-tailed noise contamination. Moreover, the percentage of correct group number determination can still reach 100%, and coverage rates of pointwise confidence intervals are close to the target level 95%. We may argue that the proposed methodology is robust to the heavy-tailed contamination.

### 5.2. Subgroup Analysis at Multiple Quantile Levels

This section first introduces a data generating process for Experiment 4 with varying subgroup structures at different quantile levels, and the proposed methodology is then evaluated in terms of finite-sample performance.

Consider a panel data model with \( n = 60 \) individuals,

\[
y_{it} = \mu_i + \sin(2\pi x_{it}) + \sigma_i(x_{it}, I\{y_{it} < 0\}) \epsilon_{it},
\]

where \( \epsilon_{it} \) is independent of \( X_{it}, \{X_{it}, \epsilon_{it}\} \) are iid across both \( i \) and \( t \), \( X_{it} \) and \( \epsilon_{it} \) follow the standard uniform and standard normal distributions, respectively, and \( \{\mu, 1 \leq i \leq n\} \) are generated from independent standard normal distributions and kept unchanged for all replications. The scale function \( \sigma_i(\cdot, \cdot) \) has the form

\[
\sigma_i(x, 1) = \begin{cases} 
\sigma_{i,1}(x) = 0.4 + 0.8x, & i \in G_{1,L} \\
\sigma_{i,2}(x) = 1.2 - 0.8x, & i \in G_{2,U} 
\end{cases}
\]

and

\[
\sigma_i(x, 0) = \begin{cases} 
\sigma_{i,1}(x) = 0.4 + 0.8x, & i \in G_{1,U} \\
\sigma_{i,2}(x) = 1.2 - 0.8x, & i \in G_{2,L} \\
\sigma_{i,3}(x) = 0.4, & i \in G_{3,U}
\end{cases}
\]

where \( \{G_{1,L} : i = 1, 2\} \) and \( \{G_{1,U} : i = 1, 2, 3\} \) are different partitions of all individuals. Specifically, we set \( G_{1,L} = \{1, \ldots, 30\} \), \( G_{2,L} = \{31, \ldots, 60\} \), \( G_{1,U} = \{1, \ldots, 20\} \), \( G_{2,U} = \{21, \ldots, 40\} \), and \( G_{3,U} = \{41, \ldots, 60\} \), and the signal-to-noise ratios are 0.721 for the first 40 individuals and 1.172 for the last 20 ones, respectively.

One can easily check that the conditional median functions are homogeneous, up to an individual effect; that is \( Q_{0.5}(y_{it}|x_{it}) = \mu_i + \sin(2\pi x_{it}) \), for all \( 1 \leq i \leq n \). For any lower quantile \( \tau < 0.5 \), the conditional quantile has a subgroup structure,

\[
Q_{\tau}(y_{it}|x_{it}) = \begin{cases} 
\mu_i + \sin(2\pi x_{it}) + (0.4 + 0.8x_{it})\Phi^{-1}(\tau), & i \in G_{1,L} \\
\mu_i + \sin(2\pi x_{it}) + (1.2 - 0.8x_{it})\Phi^{-1}(\tau), & i \in G_{2,L} \\
\mu_i + \sin(2\pi x_{it}) + 0.4\Phi^{-1}(\tau), & i \in G_{3,U}
\end{cases}
\]

and, for any upper quantile \( \tau > 0.5 \), the conditional quantile has another subgroup structure,

\[
Q_{\tau}(y_{it}|x_{it}) = \begin{cases} 
\mu_i + \sin(2\pi x_{it}) + (0.4 + 0.8x_{it})\Phi^{-1}(\tau), & i \in G_{1,U} \\
\mu_i + \sin(2\pi x_{it}) + (1.2 - 0.8x_{it})\Phi^{-1}(\tau), & i \in G_{2,U} \\
\mu_i + \sin(2\pi x_{it}) + 0.4\Phi^{-1}(\tau), & i \in G_{3,U}
\end{cases}
\]

where \( \Phi(\cdot) \) is the standard normal distribution function. Note that \( \int_{0}^{1} \sin(2\pi x)dx = 0 \) and \( \int_{0}^{1} xdx = 0.5 \), and we can then define the function of \( m_{i,t}(\cdot) \) and \( \tilde{m}_{i,t}(\cdot) \).

From Table 3, for the case of \( \tau = 0.5 \), the percentage of correct structure recovery is 99.6%, and MSEs of the oracle and penalized estimators are almost the same. It is due to the

| (n, T) | 0.1 | 0.5 | 0.9 |
|-------|-----|-----|-----|
| Oracle | 4.512 | 0.849 | 6.217 |
| SCAD | 5.188 | 0.841 | 8.602 |

Table 3. Mean squared errors (MSEs) of the oracle and SCAD-penalized estimators, and percentages of correct subgroup recovery for Experiment 4 with varying subgroup structures at different quantile levels.

Figure 3. Empirical coverage probabilities for pointwise confidence intervals of \( m_{i,t}(\cdot) \) in Experiment 4 with varying subgroup structures at different quantile levels. We consider \( (n, T) = (60, 100) \) and three quantile levels of \( \tau = 0.1, 0.5 \), and 0.9.
fact that all individuals have a homogeneous structure at the median. At the lower quantile level of $\tau = 0.1$, the correct subgroup selection rate is 97%. However, when estimating the nonparametric functions, all data points are essentially split into two groups, and it then leads to a worse performance of the penalized estimator. On the other hand, at the upper level of $\tau = 0.9$, there are three subgroups, and the estimation performance is even worse. The percentage of correct subgroup selection also drops to 88.4%. Moreover, compared with those in the previous section, the coverage rates of the confidence intervals in Figure 3 are relatively less accurate. It is due to the fact that the data generating process is heteroscedastic, and this makes the estimation of conditional densities in the asymptotic variance more challenging. In general, due to the relatively small difference between subgroups compared with the data generating processes in the previous section, both the subgroup selection and estimation have a worse performance, and they can be significantly improved with a larger value of $n$ or $T$.

In sum, we may conclude that the proposed method can be used to conduct homogeneity pursuit at different quantile levels, and it is robust to the weak dependence, heavy tails, and heterogeneous errors.

6. Real Data Analysis

This section analyzes a climate dataset collected from different regions of the United Kingdom (UK). It can be downloaded from the website https://www.metoffice.gov.uk/research/climate/maps-and-data/historic-station-data. The climate data are collected monthly, and there are 37 weather stations in total. We attempt to study how the temperature can be affected by the sunshine duration. The response $y_{it}$ is set to be the mean of daily maximum temperature, and the covariate $x_{it}$ is the total sunshine duration counted by hours. We consider the data from January 1993 to December 2009, and there are total 204 time points. After removing these stations with missing values, there are total 16 stations left, that is, the number of individuals is 16.

We first consider the quantile level of $\tau = 0.5$, and the proposed nonparametric quantile regression is applied to search for the subgroups. The tuning parameter $\lambda$ is selected by the SIC in Section 2.3. All data are seasonally adjusted, and $x_{it}$ are standardized into the range $[0,1]$ before model fitting. For different values of the tuning parameter $\lambda$, Figure 4 plots the corresponding numbers of selected groups $\hat{K}$, and the calculated values of SIC are also given. It is reasonable to choose $\hat{K} = 2$ groups, and the corresponding tuning parameter is 1.86. Figure 5 presents

![Figure 4](image1.png)  
**Figure 4.** Numbers of selected groups $\hat{K}$ in real data analysis under different tuning parameters $\lambda$ (left panel) and their corresponding values of SIC (right panel), for $\tau = 0.5$.

![Figure 5](image2.png)  
**Figure 5.** Fitted nonparametric functions, $\hat{m}_{(k),\tau}$’s in real data analysis at quantile levels $\tau = 0.5$ (left panel) and $\tau = 0.9$ (right panel).
the estimated nonlinear functions, $\hat{m}_{(k),0.5}$, with $k = 1$ and 2, and Figure 6 plots the selected weather stations for these two groups.

It can be seen that the big Group 1 consists of 14 stations out of 16: Armagh, Bradford, Eastbourne, Paisley, Shawbury, Sheffield, Waddington, Cambridge, Eskdalemuir, Heathrow, Hurn, Leuchars, Oxford, and Ross-on-Wye. Therefore, up to the individual effects on the daily maximum temperature, most of the stations share exactly the same relationship between the total sunshine duration and daily maximum temperature. Two exceptions are the stations in Camborne and Lerwick, and they locate on extreme corners. With the individual effect presented in our model, the grouping structures are identified through the different shapes of the fitted nonparametric functions in Figure 6. After checking the dataset in details, we found that, in Camborne and Lerwick, the sunshine duration reaches the maximum level from April to June, but the hottest months are July, August and September. In the meanwhile, for the other stations in Group 1, the peaks of both sunshine duration and daily maximum temperature are in July and August. This could explain the heterogeneity of $\hat{m}_{(1),0.5}(x)$ and $\hat{m}_{(2),0.5}(x)$ on the interval $x \in (0.5, 1)$.

The proposed methodology is also applied to the quantile level of $\tau = 0.9$, which corresponds to the scenario with extremely high temperatures. There are also two groups detected and the fitted nonparametric functions $\hat{m}_{(k),0.9}(x)$ are presented in Figure 5. However, the subgroup memberships at $\tau = 0.9$ are different from those at $\tau = 0.5$. Specifically, Eastbourne station joins the small Group 2 with Camborne and Lerwick, and all the other group memberships are the same.
as those at $\tau = 0.5$. From the map in Figure 6, Eastbourne station locates at the southeast edge of England and is along the English Channel. The unique location makes the corresponding maximum temperatures relatively lower, and hence Eastbourne joins Camborne and Lerwick at the high quantile level of $\tau = 0.9$. Finally, we consider the quantile level of $\tau = 0.1$, and all individuals belong to one group in this case. Note that $y_t$ refers to the mean of daily maximum temperatures, and then its lower quantiles may be related to relatively mild temperatures, which can be affected by the sunshine duration for all stations in a same way.

7. Conclusions and Discussions

For panel data models with subgroup effects, this article considers a nonparametric method to explore the relationship between response and predictors, which can avoid the wrong grouping results due to possible model misspecification. In addition, quantile regression is also employed to detect different pursuit results at various quantile levels. More importantly, these two features are both supported by the real analysis on a climate dataset. A concave fused penalty is used to select the groups and estimate models simultaneously, and the corresponding oracle properties are hence expected. Moreover, the developed ADMI algorithm can be used to efficiently solve the pairwise fusion penalized minimization problem.

This article can be extended in three directions. First, the individual effects are considered in the conditional quantile functions in this article, and the time effects could also be included in the model. However, to consistently estimate the individual effects and time effects, the numbers of individual $n$ and time points $T$ are required to diverge to infinity simultaneously. Second, when there are many covariates, the nonparametric method will lead to a large number of parameters which can be affected by the sunshine duration for all stations in a same way.

Supplementary Materials

The supplementary materials contain all technical proofs and additional simulation results.
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