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Abstract—This paper proposes a novel method for testing observability in Gaussian models using discrete density approximations (deterministic samples) of (multivariate) Gaussians. Our notion of observability is defined by the existence of the maximum a posteriori estimator. In the first step of the proposed algorithm, the discrete density approximations are used to generate a single representative design observation vector to test for observability. In the second step, a number of carefully chosen design observation vectors are used to obtain information on the properties of the estimator. By using measures like the variance and the so-called local variance, we do not only obtain a binary answer to the question of observability but also provide a quantitative measure.

I. INTRODUCTION

Models that express Gaussian random variables as a function of desired parameters Ω and a Gaussian disturbance term are interesting to consider. In the following, we denote the d-dimensional standard normal Gaussian distribution by \( \mathcal{N}_d(0, I_d) \). The d-dimensional Gaussian distribution with mean \( \mu \) and covariance matrix \( \Sigma \) is denoted by \( \mathcal{N}_d(\mu, \Sigma) \).

One of the simplest models is

\[
Z_t = \Omega_1 + \sqrt{\Omega_2} \cdot \epsilon_t, \quad t = 1, \ldots, T
\]

for \( \Omega_1, \Omega_2 \in \mathbb{R}, \epsilon_t \sim \mathcal{N}(0, 1), t = 1, \ldots, T \), i.i.d., for estimating mean \( \Omega_1 \) and variance \( \Omega_2 \) of a population. In general, the equation for \( Z_t \) can be extended to the form \( Z_t = g(\Omega, \epsilon_t) \) for \( t = 1, \ldots, T \). Of course, it is of interest to know whether this type of model is observable, i.e., if the parameters \( \Omega \) can be estimated from a given observation vector \( Z_T = (Z_1, \ldots, Z_T) \). Furthermore, we want to provide a quantitative measure of observability.

We introduce a novel numerical method that investigates observability by using discrete approximations of the density of \( \mathcal{N}_d(0, I_d) \) defined in [8] and [13] to study the behavior of the model when optimal design observation vectors are utilized. The idea of the discrete density approximations is to approximate the continuous density of \( \mathcal{N}_d(0, I_d) \) by a discrete distribution that takes on \( M \) point-symmetric values with equal probabilities. These values are collected in the set \( S^d_M \) and are called discrete density approximations or deterministic samples. For performing the approximation, we need a distance measure between a continuous distribution and a discrete distribution. This distance measure is defined via the so-called localized cumulative distribution function defined in [8]. Minimizing the distance of \( \mathcal{N}_d(0, I_d) \) and the discrete distribution with values in \( S^d_M \) leads to an optimal discrete density approximation.

Another approach would be to simply use random observation vectors. However, that approach is more inefficient and the result depends on the realization. Further, the design observation vectors can lead to exact estimates of the desired parameters with already one realization which is not possible for random observation vectors.

Our approach provides an option to test for observability if analytic calculations are very complex or infeasible. Models where analytic calculations are possible can be used to check our approach. With our technique it is not only possible to answer the question of observability but also to provide a quantitative measure of observability. This is sometimes called dynamical observability [1].

As we only consider time-independent parameters, the term observability could also be replaced by the term identifiability. However, in the future, the approach described in this paper will also be used for state space models to simultaneously check identifiability of the parameters and observability of the states. Following [7] and seeing parameters as time-independent states, we combine the two and call it observability. Hence, we also use the term observability in this paper.

Identifiability and observability have been considered a lot in the literature already. In [12] for example, penalized maximum likelihood estimation is used for Gaussian models with equal disturbance variances. As the models we consider here are special cases of state space models with constant state, also the literature on the observability of state space models is of interest. In [4], the posterior is maximized over the states. In Chapter 7 of [6], maximum likelihood estimation is used to estimate the time-independent parameters. Chapter 13 in [6] introduces a Bayesian approach to obtain estimates for the parameters by calculating the posterior mean. [14] gives an extensive overview of the identifiability of state space models.

The remainder of the paper is organized as follows. In Section II, we define the considered models and our notion of observability. In Section III it is shown how observability can be tested when analytic calculations are possible. Then we propose a numeric approach in Section IV when analytic calculations are complex or infeasible. We end with some examples in Section V and conclude in Section VI.
II. DEFINITIONS

A. Definition of the Model

The general model we consider is of the form

\[ Z_t = g(\Omega, \epsilon_t) \text{ for } t = 1, \ldots, T, \]

where \( \Omega \) is a set of time-independent parameters. \( Z_t \) is a scalar random observation at time \( t \) and \( g \) is a function describing how the observation is determined from the parameters \( \Omega \) and disturbances \( (\epsilon_t)_{t=1}^{T} \). We assume that \( (\epsilon_t)_{t=1}^{T} \) are i.i.d. standard normal disturbances.

Given a realization \( z_T = (z_1, \ldots, z_T) \) of the random observation vector \( Z_T = (Z_1, \ldots, Z_T) \) from time step 1 to \( T \), we want to estimate the parameters \( \Omega \). If an estimator for \( \Omega \) exists, we denote it by \( \hat{\Omega}(Z_T) \) and the estimates by \( \hat{\Omega}(z_T) \).

Furthermore, we define the posterior \( \ell(\Omega|z_T) \). In the examples we consider, we use non-informative priors on the parameters, which means that likelihood and posterior are equivalent. However, if prior information is available, it can be incorporated.

We also require the log-posterior denoted by

\[ L(\Omega|z_T) = \log(\ell(\Omega|z_T)). \]

B. Our Definition of Observability

A model is called observable if the parameters can be estimated from a given observation vector. Citing [3], observability “can almost always be considered as a problem of finding extrema of functionals. The form of the functional, the extremum of which is to be found, is given by the criterion accepted for the system identification and by the mathematical model of the system”.  

Our definition of observability is defined by the existence of the a posteriori estimator and its properties. We always consider the observability for a fixed underlying value \( \Omega^* \).

Given a fixed but arbitrary observation vector \( z_T \) of the model \( Z_t = g(\Omega^*, \epsilon_t) \) for finite \( T \), we want to find the maximum a posteriori estimate

\[ \hat{\Omega}(z_T) = \arg\max_{\Omega} \ell(\Omega|z_T), \]  

(II.1)

i.e., we are interested in recovering an estimate \( \hat{\Omega}(z_T) \) of the time-independent parameters \( \Omega^* \).

Given \( z_T \), the ideal case is to have one single maximum of the corresponding posterior function \( \ell(\cdot|z_T) \). However, in general, there are two additional cases to be considered.

**Finitely Many Maxima:** In the case of two or more distinct maxima of \( \ell(\cdot|z_T) \), there is no unique maximum a posteriori estimate \( \hat{\Omega}(z_T) \) of the parameter \( \Omega \) given \( z_T \), but it might be possible to find a unique maximum of the posterior when constraining the parameter space. In this paper, we consider local observability, i.e., given an observation vector \( z_T \), we just consider a neighborhood around the true values \( \Omega^* \). Hence, if necessary, the domain of argmax in Eq. (II.1) is constrained to a neighborhood around the true values \( \Omega^* \).

[2], [5], and [9] deal with global and local observability but in a deterministic setup. For a linear model, global and local observability are equivalent, and it is not possible to have finitely many maxima. Then, only the following case of having infinitely many maxima is interesting.

**Infinitely Many Maxima:** In the case where there is a ridge or a plateau, the posterior does not have a distinct maximum. It is not possible to find the true underlying parameters, but possibly values for functions of parameters. As an example, consider

\[ Z_t = \Omega_1 + \Omega_2 + \epsilon_t, \epsilon_t \sim \mathcal{N}(0, 1) \text{ i.i.d.}, \]  

(II.2)

where the associated log-posterior with uniform priors is of the form

\[ L(\Omega_1, \Omega_2|Z_T) \propto -\frac{1}{2} \sum_{t=1}^{T} (Z_t - (\Omega_1 + \Omega_2))^2. \]

Here, no distinct maximum of the posterior can be found. The only information we can obtain is \( \{(\Omega_1, \Omega_2) : \Omega_1 + \Omega_2 = \text{const.}\} \), which means that we obtain information about \( \Omega_1 + \Omega_2 \) but not about \( \Omega_1 \) and \( \Omega_2 \) individually. This can also be seen in the surface plot of the posterior given in Fig. 1.

In the case of infinitely many maxima for a realization \( z_T \) of \( Z_T \), no distinct maximum is found in Eq. (II.2). If this is the case for all realizations \( z_T \) of \( Z_T \), we call our model unobservable for the underlying value \( \Omega^* \).

Otherwise, we call our model observable for \( \Omega^* \) and obtain an estimator \( \hat{\Omega}(Z_T) \) corresponding to the estimates \( \hat{\Omega}(z_T) \) obtained through Eq. (II.1). If a restriction of the parameter space is necessary for at least one realization \( z_T \), we call our model locally observable.

For some models, the estimator \( \hat{\Omega}(Z_T) \) might not be defined for all realizations \( z_T \). An example is

\[ Z_t = \frac{1}{\Omega} + \epsilon_t, \epsilon_t \sim \mathcal{N}(0, 1) \text{ i.i.d.} \]

The maximum a posteriori estimator when using uninformative priors is

\[ \hat{\Omega}(Z_T) = \frac{T}{\sum_{t=1}^{T} Z_t}, \]

which is not defined for a realization \( z_T \) with \( \sum_{t=1}^{T} z_t = 0. \)
The estimator should be consistent, i.e., \( \hat{\Omega}(Z_T) \to \Omega^* \) for \( T \to \infty \), where \( \Omega^* \) is the true underlying value.

For an observable model, we also want to know how well it is observable. The first way to do this is to consider the variance of the estimator, i.e., \( \text{Var}(\hat{\Omega}(Z_T)) \). Another way is to consider the so-called local variance of the parameter estimates \( \Omega_j(z_T), j = 1, \ldots, |\Omega| \). We call this \( \text{LVar}(\Omega_j(z_T)) \) for a fixed \( z_T \). Compared to the variance of the estimator where all possible observation vectors are considered, we consider here how distinct the maximum of the log-posterior is, given one observation vector \( z_T \). The local variance is defined in detail in the next paragraph. Furthermore, it is interesting how many time steps \( T \) are required to find a local maximum, i.e., to obtain an estimate, and if a maximum can be found for all \( z_T \).

C. Local Variance

Given an observation vector \( z_T \), we want to approximate the posterior \( \ell(\cdot|z_T) \) by a Gaussian density in \( \Omega \) at \( \hat{\Omega}(z_T) \) if it exists. We use the second-order Taylor polynomial \( \tilde{L} \) of the log-posterior \( L(\cdot|z_T) \) around \( \hat{\Omega}(z_T) \). Then, \( \tilde{L} \) can be interpreted as the logarithm of a Gaussian density of \( N_{|\Omega|}(\mu^\Omega, \Sigma^\Omega) \), i.e.,

\[
\tilde{L}(\Omega) = -\frac{1}{2} (\Omega - \mu^\Omega)^\top (\Sigma^\Omega)^{-1} (\Omega - \mu^\Omega) + C
\]

for a constant \( C \). If \( \hat{\Omega}(z_T) \) is a maximum of \( L(\cdot|z_T) \), we have

\[
\tilde{L}(\Omega) = -\frac{1}{2} (\Omega - \hat{\Omega}(z_T))^\top (\Sigma^\Omega)^{-1} (\Omega - \hat{\Omega}(z_T)) + C,
\]

i.e., \( \mu^\Omega = \hat{\Omega}(z_T) \) and \( \Sigma^\Omega = -H_L^{-1}(\hat{\Omega}(z_T)) \), where \( H_L(\cdot) \) is the Hessian of \( L(\cdot|z_T) \) with respect to \( \Omega \).

For ease of notation, \( H_L^{-1}(\hat{\Omega}(z_T)) = H_{L,\Omega}(\hat{\Omega}(z_T)|z_T) \), \( L(\Omega(z_T)) = L(\hat{\Omega}(z_T)|z_T) \), and the same for the derivatives. For

\[
Y_j \sim N_1(\hat{\Omega}_j(z_T), -H_{L,\Omega}(\hat{\Omega}(z_T)))
\]

and given \( z_T \), the local variances of the parameter estimates \( \hat{\Omega}_j(z_T) \) are then defined by the diagonal entries

\[
\text{LVar}(\hat{\Omega}_j(z_T)) := \text{Var}(Y_j|Z_T = z_T) = \Sigma_{jj}^{-1} = -H_{L,\Omega}(\hat{\Omega}(z_T))_{jj}, j = 1, \ldots, |\Omega|.
\]

\[\text{Fig. 2}\] illustrates the local variance in the one-dimensional case \( \Omega \in \mathbb{R} \) for a fixed realization \( z_T \). In the left plot, the log-posterior \( L(\cdot|z_T) \) is plotted in blue together with the Taylor approximation \( \tilde{L} \) in yellow. The right plot shows the two functions when taking the exponential respectively. Hence, we see the posterior in blue and \( \exp(\tilde{L}) \) in yellow. The variance and mean of the density given by \( \tilde{L} \propto \exp(\tilde{L}) \) are of interest to us.

We now show the calculations for a one-dimensional parameter.

**One Dimension:** For a one-dimensional parameter \( \Omega \) with log-posterior \( L(\cdot|z_T) \), the second-order Taylor polynomial of \( L(\cdot|z_T) \) around \( \hat{\Omega}(z_T) \) is of the form

\[
\tilde{L}(\Omega) = L(\hat{\Omega}(z_T)) + L'(\hat{\Omega}(z_T))(\Omega - \hat{\Omega}(z_T)) + 1 \frac{1}{2} L''(\hat{\Omega}(z_T))(\Omega - \hat{\Omega}(z_T))^2
\]

\[
= -\frac{1}{2} \frac{1}{L''(\hat{\Omega}(z_T))} + C,
\]

where we assume that \( \hat{\Omega}(z_T) \) is the maximum a posteriori estimator of \( \Omega \) and hence, \( L'(\hat{\Omega}(z_T)) = 0 \). \( C \) is a constant. Then the local variance is the variance corresponding to the Gaussian density \( \tilde{L} \propto \exp(\tilde{L}(\Omega)) \), i.e.,

\[
\text{LVar}(\hat{\Omega}(z_T)) = -\frac{1}{2} \frac{1}{L''(\hat{\Omega}(z_T))}.
\]

III. Toy Example

We now consider the example

\[
Z_t = \sqrt{b} \cdot \epsilon_t, t = 1, \ldots, T \text{ with } \epsilon_t \sim N(0,1) \text{ i.i.d. (III.1)}
\]

and show that the estimator can be determined analytically.

Given a random observation vector \( Z_T = (Z_1, \ldots, Z_T) \), we want to estimate \( b \). We consider the posterior with uninformative prior for \( b \)

\[
\ell(b|Z_T) \propto \prod_{t=1}^{T} \frac{1}{\sqrt{b}} \exp \left[ -\frac{1}{2} \frac{Z_t^2}{b} \right]
\]

and the corresponding log-posterior

\[
L(b|Z_T) \propto -\frac{1}{2} \frac{1}{b} \sum_{t=1}^{T} Z_t^2 - \frac{T}{2} \log(b).
\]

Calculating the maximum a posteriori estimator leads to

\[
\hat{b}(Z_T) = \frac{1}{T} \sum_{t=1}^{T} Z_t^2.
\]

Mean and variance of this estimator can easily be determined by

\[
\mathbb{E}[\hat{b}(Z_T)] = b
\]

and

\[
\text{Var}(\hat{b}(Z_T)) = \frac{2}{T} b^2. \quad \text{(III.2)}
\]

To obtain the local variance, we first have to determine the second-order Taylor polynomial \( \tilde{L} \) of the log-posterior \( L(\cdot|Z_T) \) around \( \hat{b}(Z_T) \), which yields

\[
\tilde{L}(b) = L(\hat{b}(Z_T)) + \frac{1}{2} L''(\hat{b}(Z_T)) \cdot (b - \hat{b}(Z_T))^2
\]

\[
= -\frac{1}{2} \frac{T}{2} \left( \frac{\sum_{t=1}^{T} Z_t^2}{T} \right)^2 + C.
\]
The first derivative is zero because we evaluate it at the maximum \( b(Z_T) \). For given \( z_T \), this leads to the local variance

\[
\operatorname{LVar}(b(z_T)) = \frac{2}{T^2} \left( \sum_{t=1}^{T} Z_t^2 \right)^2 = \frac{2}{T} \hat{b}^2(Z_T). \tag{III.3}
\]

Algorithm 1 shows the general algorithm when analytical calculations are possible.

Algorithm 1: Testing Observability Analytically

In:

- Posterior \( \ell \)
- Number of time steps \( T \)

Determine \( \hat{\Omega}(Z_T) \) analytically by maximizing \( \ell(\cdot|Z_T) \)

if \( \hat{\Omega}(Z_T) \) is a maximum of \( \ell(\cdot|Z_T) \) then

Determine variance and mean of \( \hat{\Omega}(Z_T) \)

else

Not observable!

end

IV. OUR PROPOSED METHOD

In Section III calculating the estimator is done analytically. As this is not always possible or associated with long calculations, we now introduce a numerical approach using a similar idea as introduced in Algorithm 1.

A. Key Idea

As described in Section II-B the problem is how to investigate if a model has a maximum a posteriori estimator. Furthermore, we are interested in the properties of the estimator.

The observability and the properties of the estimator are always considered for fixed parameters \( \Omega^* \). Then, increasing numbers of time steps \( T \) are considered.

The algorithm is separated into two parts. In Part I, we consider one representative observation vector to test for observability. In Part II, we determine mean and variance of the estimator. In both parts, we do not consider arbitrary observation vectors, but we carefully choose so-called design observation vectors. This means that the behavior of the model can be worse for real-life data.

The design observation vectors are generated using the approach defined in [8] and [13]. In general, we approximate the density of \( N_{\theta}(0, I_d) \) using a discrete distribution with \( M \) point masses. These point masses are then chosen as design values for the disturbances \( \epsilon_1, \ldots, \epsilon_T \) of the considered model to generate design values for the observed data (design observation vectors).

In the following, we explain the procedure for both parts in detail.

Part I: First, we generate one representative design observation vector \( \tilde{z}_T \) to check for observability. Using \( \tilde{z}_T \), we maximize the log-posterior \( L(\cdot|\tilde{z}_T) \) numerically and check if a maximum \( \hat{\Omega}(\tilde{z}_T) \) can be found (see Section IV-B). If so, the model is observable and an estimator \( \hat{\Omega}(Z_T) \) exists. If not, we always consider Part II as well to check for several design observation vectors. If no maximum is found, we conclude that the model is unobservable. This takes care of models where the estimator exists but is not defined in \( \hat{z}_T \).

To determine the representative design observation vector, we want only one design disturbance vector \((\epsilon_1, \ldots, \epsilon_T)\) for \((\epsilon_1, \ldots, \epsilon_T)\). For \( T = 2 \), we select \((\epsilon_1, \epsilon_2) = (-1, 1)\) with mean zero and variance one. This corresponds to approximating the density of \( N(0, 1) \) with \( M = 2 \) point masses. The approach can be applied to \( T > 2 \) by using the fact that \( \epsilon_t \sim N(0, 1), t = 1, \ldots, T \), i.i.d. Then, we approximate the density of \( N(0, 1) \) by the discrete distribution with \( M = T \) point masses chosen by the Algorithm in [8] and [13].

The associated design observation vector is defined by

\[
\tilde{z}_t = g(\hat{\Omega}, \epsilon_t), t = 1, \ldots, T.
\]

Part II: Second, we are interested in the expected value and variance of the estimator \( \hat{\Omega}(Z_T) \). For this, we generate \( K \) design observation vectors \( \tilde{z}_T^k, k = 1, \ldots, K \), and determine the empirical mean and variance from the resulting estimates

\[
\hat{\Omega}(\tilde{z}_T^k) = \operatorname{argmax}_{\Omega} \ell(\Omega|\tilde{z}_T^k).
\]

For every maximum, we run through a series of checks defined in Section IV-B. There may be observable models for which we do not find an estimate for some design observations as explained in Section II-A. However, we only consider...
observation vectors that can occur with a high probability, so we might not find all observation vectors \( z_T \) for which no estimate exists in theory.

In order to obtain \( K \) design disturbance vectors, we use \((\epsilon_1, \ldots, \epsilon_T)^T \sim \mathcal{N}(0, I_T)\). Then, we approximate the density of \( \mathcal{N}_T(0, I_T) \) by a density with a discrete distribution with \( M = K \) point mass vectors. We obtain \( K \) different design disturbance vectors \((\epsilon_1^k, \ldots, \epsilon_T^k)\), \( k = 1, \ldots, K \), for \((\epsilon_1, \ldots, \epsilon_T)\).

The associated design observation vectors are defined by
\[
\tilde{z}_t^k = g(\tilde{\Omega}, \tilde{z}_t^k), \quad t = 1, \ldots, T, \quad k = 1, \ldots, K.
\]

### B. Check Maxima

The numerical maximization is performed using L-BFGS optimization over all unknown parameters \( \Omega \). After obtaining the result from the optimization procedure, we have to do some checks in order to be sure that we have found a maximum.

The optimization procedure searches for minima, hence we use the function \(-2L\). Then, given an observation vector \( z_T \), we check the following properties of the result \( \hat{\Omega}(z_T) \). The thresholds are chosen based on simulation results.

- **Gradients:** Are the gradients of \(-2L(\hat{\Omega}(z_T))\) small enough? For observable models, the gradients are in the magnitude of \(10^{-5}\). The threshold we use is \(10^{-5}\).

- **Hessian:** Is the Hessian \( -2L(\hat{\Omega}(z_T)) \) positive definite? If yes, we have a minimum of \(-2L(\hat{\Omega}(z_T))\) and hence a maximum of the posterior \( \ell \).

- **Eigenvalues:** Is the result not a ridge? The ratio of the smallest eigenvalue to the largest eigenvalue of \( -2L(\hat{\Omega}(z_T)) \) should not be too small. We want a ratio of \(>0.00001\), in observable examples it is in the magnitude of \(0.0001\).

- **Local Variance:** Is the result not a plateau? A plateau would mean that the local variances are infinity. Hence, we always have to check that this is not the case.

[Algorithm 2] summarizes the proposed algorithm.

**Algorithm 2:** Testing Observability Numerically

In:
- Posterior \( \ell \)
- Number of time steps \( T \)

**Part I** Use repr. design observation vector \( \tilde{z}_T = (\tilde{z}_1, \ldots, \tilde{z}_T) \)
  Get maximum \( \hat{\Omega}(\tilde{z}_T) \) of \( \ell(\cdot | \tilde{z}_T) \) numerically
  if \( \hat{\Omega}(\tilde{z}_T) \) fulfills the checks in [IV.B] then
    Model observable, Go to **Part II**
  else
    Go to **Part II** to check if not observable
  end

**Part II** Use \( K \) design observation vectors \( \tilde{z}_T^k = (\tilde{z}_1^k, \ldots, \tilde{z}_T^k) \)
  Get up to \( K \) estimates \( \hat{\Omega}(\tilde{z}_T^k) \) numerically
  Get emp. variance and mean of \( \hat{\Omega}(\tilde{z}_T) \) using \( \hat{\Omega}(\tilde{z}_T^k) \)

### C. Example for Design Observation Vectors

We illustrate the idea for the model in Eq. (III.1) and \( T = 2 \) time steps. We want to investigate the observability when design values of \((Z_1 = \sqrt{b} \epsilon_1, Z_2 = \sqrt{b} \epsilon_2)\) are given.

Fig. 3: The \( M = K = 5 \) design disturbance vectors together with the contour plots of the standard normal density.

First, we want to obtain the representative design observation vector. For that, we use the fact that \((\epsilon_1, \epsilon_2) \sim \mathcal{N}(0,1)\) i.i.d., so we approximate the density of \( \mathcal{N}(0,1) \) with \( M = T = 2 \) point masses and get the design disturbance vectors \((\tilde{\epsilon}_1 = 1, \tilde{\epsilon}_2 = -1)\). The design observation vector is then given by
\[
(\tilde{z}_1, \tilde{z}_2) = (\sqrt{b} \tilde{\epsilon}_1, \sqrt{b} \tilde{\epsilon}_2) = (\sqrt{b}, -\sqrt{b}).
\]

Now, we determine the maximum a posteriori estimate numerically by maximizing \( L(\cdot | (\tilde{z}_1, \tilde{z}_2)) \). The result is the same as the one determined from the analytic estimator
\[
\frac{1}{T} \sum_{t=1}^{T} \tilde{z}_t^2 = \frac{1}{2} (b + b) = b.
\]

The existence confirms observability.

Now, we want to know the behavior of the estimator using \( K \) different design observation vectors. In this example, we choose \( K = 5 \) but in order to determine the empirical mean and variance, we later choose \( K = 2000 \). To obtain the \( K = 5 \) design disturbance vectors, we use
\[
(\epsilon_1, \epsilon_2) \sim \mathcal{N}_2(0, I_2).
\]

Then, we approximate the density of \( \mathcal{N}_2(0, I_2) \) by \( M = K = 5 \) point mass vectors \((\epsilon_1^k, \epsilon_2^k)\) for \( k = 1, \ldots, 5 \). They are illustrated in Fig. 3.

Using these design disturbance vectors, we obtain the design observation vectors
\[
(\tilde{z}_1^k, \tilde{z}_2^k) = (\sqrt{b} \tilde{\epsilon}_1^k, \sqrt{b} \tilde{\epsilon}_2^k), \quad k = 1, \ldots, 5.
\]

They are used to obtain 5 estimates of \( b \) by maximizing \( L(\cdot | (\tilde{z}_1^k, \tilde{z}_2^k)) \) for \( k = 1, \ldots, 5 \) individually.
We consider this example by using the algorithm introduced in Section IV. For this, we set the true underlying parameter \( b \) to \( b^* = 0.8 \). Hence, the quality of observability increases.

For Part I of the algorithm, we determine the representative design observation vector \( \tilde{z}_T \) for the three choices of \( T \) and determine the corresponding estimates \( \hat{b}(\tilde{z}_T) \) by maximizing \( L(\cdot|\tilde{z}_T) \) (see Table I). Further, the local variances of these estimates are determined. The three maxima fulfill the requirements defined in Section V-B. As can be expected from the representative design observation vector, the estimate is always precise. The local variance of \( \hat{b}(\tilde{z}_T) \) is decreasing with increasing \( T \), i.e., the uncertainty of the maximum decreases.

For Part II, we now consider \( K = 2000 \) different design observation vectors \( (\tilde{z}_k^1, \ldots, \tilde{z}_k^K), k = 1, \ldots, K \), to study the properties of the estimator. In Table II, the empirical mean and variance of \( \hat{b}(\tilde{z}_T) \) are shown. They are determined using the estimates \( \hat{b}(\tilde{z}_T^k) \) given the \( K \) design observation vectors \( \tilde{z}_T^k, k = 1, \ldots, K \). Further, the mean of the local variances of \( \hat{b}(\tilde{z}_T^k) \) is given. All \( 3K \) maxima pass the checks defined in Section V-B. There is a deviation of the empirical variance to the true variance \( \text{Var}(\hat{b}(\tilde{z}_T^k)) \). This deviation decreases by increasing \( K \): For \( T = 20 \) for example, we obtain an estimate of 0.0607 for \( K = 5000 \) and 0.0628 for \( K = 10000 \).

It can be seen that we have an unbiased consistent estimator. The variance of the estimator \( \hat{b}(\tilde{z}_T) \) and the local variances of the individual estimates \( \hat{b}(\tilde{z}_T^k) \) decrease as expected and hence the quality of observability increases.

In Fig. 4, the estimates \( \hat{b}(\tilde{z}_T^k) \) are plotted versus the iteration number \( k \) for \( k = 1, \ldots, 2000 \).

Using a smaller value for \( b^* \), the variances of the estimator and the local variances are smaller than for \( b^* = 0.8 \). Hence, the quality of observability is higher for smaller true values of \( b \). The results are available upon request.

**Table I:** The values and the local variance of the estimates \( \hat{b}(\tilde{z}_T^k) \) for example V-A, using the representative design observation vector \( \tilde{z}_T \). The local variance of \( \hat{b}(\tilde{z}_T) \) can either be determined by Eq. (III.3) or by using Eq. (III.3)

| \( T \) | \( \hat{b}(\tilde{z}_T) \) | \( \text{LVar}(\hat{b}(\tilde{z}_T^k)) \) | \( \text{Num. LVar}(\hat{b}(\tilde{z}_T^k)) \) |
|-------|-----------------|----------------|----------------|
| 4     | 0.8             | 0.320          | 0.320          |
| 12    | 0.8             | 0.107          | 0.107          |
| 20    | 0.8             | 0.064          | 0.064          |

**Table II:** The empirical mean and variance of \( \hat{b}(\tilde{z}_T^k) \). They are determined using the estimates \( \hat{b}(\tilde{z}_T^k) \) for example [V-A] with the 2000 design observation vectors \( (\tilde{z}_k^k) \). Further, the mean of the local variances of \( \hat{b}(\tilde{z}_T^k) \) is given. The variance can be determined by Eq. (III.2) or by the empirical variance. The local variances can be determined by Eq. (III.3) or by using Eq. (II.3)

| \( T \) | \( \bar{b} = \frac{\sum_{k=1}^K b(\tilde{z}_T^k)}{K} \) | \( \frac{\hat{b}(\tilde{z}_T^k)^2}{2} \) | \( \frac{\sum_{k=1}^K (b(\tilde{z}_T^k) - \bar{b})^2}{K} \) | \( \frac{\sum_{k=1}^K (\hat{b}(\tilde{z}_T^k))^2}{K} \) | \( \frac{\sum_{k=1}^K -\ln(b(\tilde{z}_T^k))^2}{K} \) |
|-------|-----------------|-----------------|-----------------|----------------|----------------|
| 4     | 0.8             | 0.320           | 0.31            | 0.475          | 0.475          |
| 12    | 0.8             | 0.107           | 0.099           | 0.123          | 0.123          |
| 20    | 0.8             | 0.064           | 0.0576          | 0.0698         | 0.0698         |

Fig. 4: The estimates \( \hat{b}(\tilde{z}_T^k), k = 1, \ldots, 2000 \), for different choices of \( T \). On the \( y \)-axis, the estimate \( \hat{b}(\tilde{z}_T^k) \) that is obtained by maximizing \( L(\cdot|\tilde{z}_T^k) \) for the respective iteration is plotted. The orange line shows \( b^* = 0.8 \).
TABLE IV: The empirical mean and variance of $\Omega(Z_T)$. They are determined using the estimates $(\hat{a}(z_T^k), \hat{b}(z_T^k))$ for model \textit{V-B} with the 2000 design observation vectors $z_T^k, k = 1, \ldots, 2000$. Further, the mean of the local variances of $(\hat{a}(z_T^k), \hat{b}(z_T^k))$ is given. The local variances are determined using \textit{Eq. (II.3)}.

| $T$ | Emp. $\mathbb{E}[\Omega(Z_T)]$ | Emp. Var $\mathbb{E}[\Omega(Z_T)]$ | Mean of LVar $\mathbb{E}[\Omega(z_T^k)]$ |
|-----|-------------------------------|-----------------------------------|-------------------------------------|
| 4   | (0.6, 0.3)                    | (0.1, 0.0584)                    | (0.075, 0.0742)                     |
| 12  | (0.6, 0.367)                  | (0.0334, 0.0228)                 | (0.0306, 0.0262)                   |
| 20  | (0.6, 0.38)                   | (0.02, 0.0138)                   | (0.019, 0.0158)                    |

Fig. 5: The estimates $(\hat{a}(z_T^k), \hat{b}(z_T^k)), k = 1, \ldots, 2000$, for different choices of $T$. The estimates are obtained by maximizing $L(\cdot | z_T^k)$ individually for $k = 1, \ldots, 2000$. The orange line shows $a^* = 0.6$ while the green line shows $b^* = 0.4$.

TABLE III: The values and the local variance of the estimates $(\hat{a}(z_T), \hat{b}(z_T))$ for model \textit{V-B} using the representative design observation vector $\tilde{z}_T$. The local variance is determined using \textit{Eq. (II.3)}.

| $T$ | $(\hat{a}(\tilde{z}_T), \hat{b}(\tilde{z}_T))$ | LVar $\mathbb{E}[\hat{a}(\tilde{z}_T)]$, LVar $\mathbb{E}[\hat{b}(\tilde{z}_T)]$ |
|-----|-----------------------------------------------|----------------------------------------------|
| 4   | $(0.6, 0.4)$                                  | $(0.1, 0.08)$                                |
| 12  | $(0.6, 0.4)$                                  | $(0.0333, 0.0267)$                           |
| 20  | $(0.6, 0.4)$                                  | $(0.02, 0.016)$                              |

B. Model with Unknown Mean $a$ and Unknown Variance $b$

Consider $$Z_t = a + \sqrt{b} \cdot \epsilon_t, t = 1, \ldots, T, \text{ with } \epsilon_t \sim \mathcal{N}(0, 1) \text{ i.i.d.}$$

Here, $\Omega = (a, b)$ is unknown and of interest to us for a given observation vector $z_T$. We set the true underlying parameters to $(a^*, b^*) = (0.6, 0.4)$ and consider $T \in \{4, 12, 20\}$ again.

The log-posterior is of the form

$$L(a, b | z_T) \propto -\frac{1}{2} \frac{1}{b} \sum_{t=1}^{T} (z_t - a)^2 - T \log(b),$$

where we use uninformative priors for $a$ and $b$ again.

Here, it is important to note that we have a bias on the estimator. It can be shown analytically that the theoretical expected value is

$$\mathbb{E}[\hat{a}(Z_T), \hat{b}(Z_T)] = \left( a^*, \frac{T - 1}{T} b^* \right).$$

This bias is also visible in the numerical outcome $\mathbb{E}[\Omega(Z_T)]$ given in Table IV.

In Part I, we determine the representative design observation vector $\tilde{z}_T, T \in \{4, 12, 20\}$ and the corresponding maxima $(\hat{a}(z_T), \hat{b}(z_T))$ of $L(\cdot | z_T)$, and study their local variances (see Table III). The requirements in Section \textit{IV-B} are fulfilled.

For Part II, we consider $K = 2000$ design observation vectors. In Table IV, the empirical mean and variance of $\Omega(Z_T)$ are given. They are determined using the estimates $(\hat{a}(z_T^k), \hat{b}(z_T^k))$ given the $K$ design observation vectors $z_T^k, k = 1, \ldots, K$. Further, the mean of the local variances of $(\hat{a}(z_T^k), \hat{b}(z_T^k)), k = 1, \ldots, K$, is given. All $3K$ maxima fulfill the requirements in Section \textit{IV-B}.

As in the example before, the variance of the estimator and the local variances decrease. Fig. 5 shows the estimates $(\hat{a}(z_T^k), \hat{b}(z_T^k)), k = 1, \ldots, K$, for $a$ and $b$.

C. Some more Examples

We always consider $\epsilon_t \sim \mathcal{N}(0, 1) \text{ i.i.d.}$ Then, for the models

$$Z_t = \frac{a}{b} + \sqrt{a} \cdot \epsilon_t, t = 1, \ldots, T$$

and

$$Z_t = \frac{a}{b} + \sqrt{a \cdot b} \cdot \epsilon_t, t = 1, \ldots, T$$

it can be shown that they are observable. The results are available upon request. On the other hand,

$$Z_t = \frac{a}{b} + \sqrt{\frac{a}{b}} \cdot \epsilon_t, t = 1, \ldots, T \text{ (V.1)}$$

and

$$Z_t = a \cdot b + \epsilon_t, t = 1, \ldots, T \text{ (V.2)}$$

are not observable because the posterior has a ridge. The two posterior functions are illustrated in Fig. 6 and Fig. 7.
VI. CONCLUSIONS AND OUTLOOK

We introduced a novel numerical method to investigate the observability of Gaussian models. This offers an alternative to sometimes complex or even infeasible analytic calculations. Using measures such as the variance and the local variance of the estimator, we do not only answer the question of observability but also obtain a quantitative measure of the quality of observability.

The next step is to consider state space models. The goal is to show observability of copula state space models defined in [10] and [11].
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