SJ-HD$^2$R: Selective Joint High Dynamic Range and Denoising Imaging for Dynamic Scenes
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Abstract. Ghosting artifacts, motion blur, and low fidelity in highlight are the main challenges in High Dynamic Range (HDR) imaging from multiple Low Dynamic Range (LDR) images. These issues come from using the medium-exposed image as the reference frame in previous methods. To deal with them, we propose to use the under-exposed image as the reference to avoid these issues. However, the heavy noise in dark regions of the under-exposed image becomes a new problem. Therefore, we propose a joint HDR and denoising pipeline, containing two sub-networks: (i) a pre-denoising network (PreDNNet) to adaptively denoise input LDRs by exploiting exposure priors; (ii) a pyramid cascading fusion network (PCFNet), introducing an attention mechanism and cascading structure in a multi-scale manner. To further leverage these two paradigms, we propose a selective and joint HDR and denoising (SJ-HD$^2$R) imaging framework, utilizing scenario-specific priors to conduct the path selection with an accuracy of more than 93.3%. We create the first joint HDR and denoising benchmark dataset, which contains a variety of challenging HDR and denoising scenes and supports the switching of the reference image. Extensive experiment results show that our method achieves superior performance than previous methods.
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1 Introduction

HDR imaging is in high demand across numerous industrial applications, such as photographic devices and safety-critical decision-making process in autonomous driving systems [33]. However, the dynamic range of typical real-world scenes varies across orders of magnitude ($10^6$:1, 120+dB) [40], which is far beyond the dynamic range that most consumer-grade image sensors can capture in a single shot [9,10]. Consequently, over-exposed and/or under-exposed regions appear
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Fig. 1: Existing challenges in HDR fusion, $M_{ref}$ and $U_{ref}$ are medium-exposure based and under-exposure based methods respectively. (a) ghosting artifacts caused by occlusion in highlight. (i) and (ii) represent the input LDRs for AD-Net [28] and Ours; (b) motion blur; (c) color degradation; (d) heavy noisy in the dark, the luminance of which is near-zero but is brightened manually; in LDR images. One feasible solution is to capture several LDR images with different exposure times and merge them into an HDR image [9,29,13,42,56].

While great success has been achieved in this line of research, challenges still exist, especially in dealing with the motion among sequentially-multiplexed LDR images of dynamic scenes. The global motion can be well addressed through homographies [46,47]. However, the foreground motion is complex and difficult to handle. Generally, the medium-exposed LDR image is endowed as the reference image to maintain structural consistency with the reconstructed HDR image [45,19,21,22,52,38,57,54,7,34,28]. This approach works well in many cases, but it leads to ghosting artifacts, motion blur, and low fidelity, especially when the ghosting artifacts caused by occlusion occurs in highlights[54,34]. In this case, the reference frame in highlight has already been over-exposed, but the complementary contents expected to merged from supporting frames are occluded, as shown in Figure 1 (a), which is an ill-posed issue to hallucinate the missing details. Additionally, the longer exposure time of medium or over-exposed LDRs results in motion blur effect [32] even in the LDR images when there is fast camera motion or object motion, as shown in Figure 1 (b). Moreover, medium-exposure based fusion paradigm, as shown in Figure 1 (c), empirically causes color degradation in highlight.

The under-exposed LDR image with a shorter exposure time, on the other hand, will produce sharper but noisier image content. Hence, a straightforward but nontrivial thought is to use the short exposure as the reference, which is the key to the aforementioned issues: ghosting artifacts, motion blur effect, and color degradation. Despite it outperforms the medium-exposed counterpart by large margins, it brings new challenges in dark region, where the under-exposed image
may be corrupted by heavy noise (Figure 1 (d)), making deghosting and denoising in the dark region difficult. To alleviate the noise in input LDRs, we propose a pre-denoising network (PreDNNet) by introducing ISO prior information to boost denoising performance and control the strength of denoising [3,37,5].

To further deal with the HDR fusion and deghosting after pre-denoising stage, we propose a pyramid cascading fusion network (PCFNet), exploiting a cascading structure of encode-attention-fusion in multi-scales. In addition, we observe that the extremely wide luminance distribution of an HDR scene makes denoising and deghosting in dark region difficult. To address this deficiency, we propose to train the entire system in tone-mapped domain from the perspective of distribution adaptation.

A satisfactory compromise between using under or medium exposed LDR as reference does not always exist. From our observations, however, we found that in a specific HDR scenario with given environment brightness, ISO, exposure ratios, and luminance distribution from LDR images themselves, we can predict which paradigm will produce better qualitative results. This triggers us to propose our final solution: selective and joint HDR and denoising imaging (SJ-HD²R) framework, as shown in Figure 2, proposing an extra reference advisor network (RANet) that utilizes scenario-specific priors to predict the winner module and execute the path selection during inference.

The main contributions of this work can be summarized as follows: (i) We propose a novel HDR and denoising pipeline, and develop multiple models using different exposure as reference, each of which outperforms all previous baselines on multiple datasets. (ii) we pave a new way to the community by proposing a novel selective and joint HDR and denoising imaging framework summarized as SJ-HD²R that can make a good combination of multiple models. (iii) We propose the first SJ-HD²R imaging benchmark dataset, containing a variety of challenging HDR and denoising scenes both in RAW and RGB domain, it firstly supports the switching of references. The whole dataset will be made public.

2 Related Work

In this section, we briefly summarize the HDR datasets and related works on HDR fusion from multi-exposures, as well as burst denoising methods for dynamic scenes.

**HDR datasets.** Dataset plays a key role in deep-learning-based HDR imaging methods. Multiple datasets have been proposed, driving the development of this line of research. Sen *et al.* [45] and Tursun *et al.* [50] proposed an HDR dataset providing only 8 and 16 scenes without ground truth HDR image. [26,4] provided a synthetic dataset of static scenes with different exposure settings. Kalantari *et al.* [21] first collected 74 and 15 pairs for training and evaluation. Prabhakar *et al.* [38] collected a larger dataset with 582 paired samples following the approach in [21]. [18] proposed a synthetic dataset that was produced by game engine. The latest NTIRE2021 challenge in multiple frames HDR fusion track released a new HDR dataset [36] containing more than 1400+ pairs with
The framework includes two branches: the upper branch named reference advisor (RA) module that takes low-resolution LDRs and scenario-specific priors, e.g., brightness($B$), ISO, exposure setting($EV$) as input and outputs parameter $R$; The bottom branch is the joint HDR and denoising imaging pipeline that takes high-resolution LDRs as input and is firstly processed by TMO, pre-denoising sequentially, followed by path selection module triggered by $R$. Multiple PCFNet models using different image as reference are pre-trained and loaded dynamically during inference. The final InvTMO module transform the predicted image back to linear domain for further visualization by adopting editable tone-mapping.

synthetic noise. All these datasets only support using medium-exposed LDR as the reference in RGB domain, which limits the exploration of switching of references or HDR fusion from multi-exposures in RAW domain.

**HDR imaging from multi-exposures.** Traditional HDR fusion methods [8,23,14,20,35,17,45,19,27] for dynamic scenes either perform a global alignment on LDR images and then reject misaligned pixels, or search for the best matching patches from supporting frames to reconstruct HDR image. Grosch et al. [14] rejected misaligned pixels by calculating an error map according to color difference. Heo et al. [17] used joint probability densities to detect motion regions. Sen et al. [45] proposed a novel patch-based energy-minimization formulation by integrating alignment and reconstruction in a joint optimization. Hu et al. [19] proposed to use brightness and gradient consistencies to conduct alignment in the latent transformation domain. These methods cannot handle noise well and often lead to unsatisfactory artifacts in reconstructed HDR image.

Many deep-learning-based methods [41,21,38,52,54,55,57,34,28,6] have been proposed and show great success. Despite several unsupervised methods [39,41] were proposed and achieved good performance without labeled data, they still failed in some extreme scenes. Model-based methods either explicitly align the LDRs with optical flow or implicitly implement feature alignment by introducing attention mechanism. Kalantari et al. [21] and Prabhaker et al. [38] first calculated the optical flow to align the supporting LDRs to the reference image, and then fused the aligned stack of LDRs using convolutional neural network (CNN).
Fig. 3: Proposed pyramid cascading fusion network. We design our network with a pyramid paradigm, exploiting a cascading structure of encode-attention-fusion in multi-scales to address problems caused by large motion.

However, the estimation error of optical flow, usually happens in extreme-light condition (e.g., over-exposed regions or under-exposed regions with heavy noise), will propagate and be accumulated to following fusion network, leading to artifacts in reconstructed HDR image. Wu et al. [52] performed global registration on LDR images, and used a U-Net [44] to learn the mapping from LDR images to HDR image. Yan et al. [54] proposed a deep CNN by introducing attention modules and dilated residual dense blocks to deal with large motion. Niu et al. [34] first introduced GAN [12] into HDR reconstruction, contributing to faithful information in over-exposed regions. Dai et al. [7] proposed a wavelet-based network which dealt with ghosting artifacts in different frequency sub-bands. Liu et al. [28] processed LDR image with a PCD alignment module [51], and a spatial attention module [54] separately, achieving state-of-the-art (SOTA) performance in NTIRE2021 challenge [36]. All above methods use medium-exposure as reference and suffer from the ill-posed information loss issue in saturated regions. While Prabhakar et al. [38] discussed about the influence of choice of reference image on ghosting artifacts, they do not give any in-depth analysis. As a result, all these methods produce severe ghosting artifacts and color degradation in saturated regions.

As we first emphasize the importance of utilizing under-exposed image as the reference for addressing several existing issues, it is necessary to compared this paradigm with burst denoising methods [31,11,48,16] or denoising with high exposure images [32,53,59]. Generally, burst denoising methods have small motion and acquire intermediate SNR but need more than 8 under-exposed images [2], which is expensive on time and power consumption and is infeasible for HDR video imaging. High exposure based denosing or debluring methods [32] is somehow similar with our work but they failed to handle large object motion.
3 Methodology

3.1 Formulations

Given a set of LDR images \([I_1, I_2, ..., I_n]\) with different exposure times, the aim of HDR imaging is to reconstruct an HDR image that has rich details in both over-exposed and under-exposed regions. Generally, the HDR image should be structurally consistent with the reference image \(I_{ref}\). In this paper, we follow previous works [21,52,54] that take three LDR images as input. Instead of using the medium-exposed LDR image as the reference, we also consider the under-exposure or over-exposure LDR image as the reference. Moreover, we explore HDR imaging in both RGB and RAW domain. We first convert LDR images to HDR domain \(H_i\), \(i = 1, 2, 3\) by a gamma correction and exposure alignment:

\[
H_i = \frac{I_i^\gamma}{t_i}, i = 1, 2, 3
\]  \hspace{1cm} (1)

where \(\gamma\) denotes the parameter of gamma correction. We set \(\gamma\) to 2.2 for RGB domain image, and 1.0 for RAW domain, as the RAW images are already in linear domain. We normalize \(I_i\) from linear domain \((L_i = I_i^\gamma)\) into HDR domain \(H_i\) to align the luminance among LDRs with exposure time \(t_i\). We use \(N^R\), \(N^D\), and \(N^P\) to represent our RANet, PreDNNet and PCFNet respectively, so that our SJ-HD\(^2\)R imaging framework can be formulated as follow:

\[
\mathcal{R} = N^R(p, I_{ls}, \theta^R)
\]  \hspace{1cm} (2)

where \(p\) and \(I_{ls}\) represent the scene priors and low resolution LDRs. \(\theta^R\) represents the learnable weights of \(N^R\). Here \(\mathcal{R} \in \{0, 1, 2\}\), representing the classification results for three models.

\[
\hat{H}_T = N^P([N^D(T([L, ISO]), \theta^D), T(H)], \theta^P, \mathcal{R})
\]  \hspace{1cm} (3)

where \(\hat{H}_T\) is the output image in non-linear domain. \(L\) and \(H\) denote input LDRs in linear and HDR domain respectively. \(\theta^D\) and \(\theta^P\) represent the parameters of \(N^D\) and \(N^P\), \([, , ,]\) denotes the concatenation operator, \(ISO\) is a prior metadata provided by our benchmark dataset. \(T\) represents the brightness adjustment function, here we use \(\mu\)-law tone-mapping function:

\[
T(\mathcal{X}) = \log(1 + \mu \mathcal{X}) / \log(1 + \mu)
\]  \hspace{1cm} (4)

where \(\mathcal{X}\) is the linear input. \(\mu\) is set to 5000 as default. For evaluation and display, we transform \(\hat{H}_T\) back to linear domain by its inverse function:

\[
V(\mathcal{X}) = ((1 + \mu)^{\mathcal{X}} - 1) / \mu
\]  \hspace{1cm} (5)

where \(\mu\) remains consistent with the setting in (4).
3.2 Overview of Our Framework

The proposed SJ-HD^2R framework includes two branches as shown in Figure 2: (i) the reference advisor branch that takes the low-resolution LDRs and scenario-specific priors, e.g., brightness \( B \), ISO, exposure setting \( EV \) as input and outputs parameter \( R \), encoding the preferred path selection; (ii) the second branch is our joint HDR and denoising imaging pipeline that takes high-resolution LDRs as input and is firstly processed by TMO, pre-denoising sequentially, followed by path selection module triggered by \( R \). Multiple PCFNet models using different exposure as reference are pre-trained and will be load dynamically during inference. The details of our PCFNet is illustrated in Figure 3. The final InvTMO module transform the predicted image back to linear domain for further visualization by adopting editable tone-mapping operations. The output HDR image and the ground truth HDR are best viewed by Photoshop Software [1].

3.3 Reference Advisor Network

We use a compact CNN to predict the ground truth of reference image, named RANet, taking as input the low resolution LDRs resized to 224x224 and available scene priors, e.g., brightness \( B \), ISO, exposure setting \( EV \) information and formulating it to a simple image classification problem. We use the tone-mapped HDR-VDP metrics as the classification label in our experiment setup, as it best indicates the visual quality of HDR scenes, and other metrics, e.g., PSNR or SSIM are biased either in highlight or in the dark. Experiments show its powerful performance (achieving 93.3%+ accuracy), with very limited additional computational consumption. Specifically, our RANet costs only 2.05 Gmacs and 270 \( K \) parameters. Architecture detail of RANet can be found in supplement.

3.4 Joint HDR and Denoising Pipeline

Our joint HDR fusion and denoising pipeline is constituted of reversible and differential tone-mapping modules, pre-denoising network, and pyramid cascading network that are detailed as below:

**Tone mapping operation (TMO).** To balance the ultra-wide luminance distribution of the real world, we propose to transform the given LDRs to a non-linear domain and its inverse by Eq.4 and Eq.5. Experiment results proved that this operation leads to a significant boost on restored image quality.

**Pre-denoising network.** To alleviate heavy noise in dark region, we propose the PreDNNet to denoise the input LDRs before merging. Our proposed PreDNNet use a U-Net [44] as backbone and is trained with existing HDR paired dataset, which means there is no need to build up an extra denoising dataset for training and evaluation. We use non-linear LDRs and ground truth \( [T_i, H_i], i = 1, 2, 3 \) to demonstrate the supervised training pairs in non-linear domain, where the ground truth for LDR image \( T_i = T(L_i) \) is \( H_i = T(H * t_i) \). So
that the proposed PreDNNet can be formulated as:

\[
\hat{T}_s^i = N^D(T_s^i, ISO, \theta^D), \quad i = 1, 2, 3
\]  

(6)

where \(N^D\) and \(\theta^D\) represents the PreDNNet and its weights respectively. \(\hat{T}_s^i\) is the predicted denoised images of \(N^D\).

**Pyramid cascading fusion network.** The PCFNet, as shown in Figure 3, takes the output of PreDNNet as input and generates a merged HDR image. In PCFNet, we design our network with a pyramid paradigm, which can effectively broaden the receptive field and thus be capable of compensating large motion. We integrated several effective modules from previous methods. We summarize the main features of our PCFNet as follow:

- **Pyramid encoder** extracts features from input LDRs at multi-scales. Different with previous encoding approaches in [44,52,54,7], we extract hierarchical feature not only in feature space but also in images space [49]. In addition, this type of top-down downsampling can provide coarse-to-fine information for deeper-scale network. All down-sampling operators use \(\times 2\) average pooling.

- **Multi-scale attention module (MSA)** adopts attention mechanism into multi-scale to alleviate the ghosting problem, extracting complementary information from supporting frames, and it rationally combines the temporal attention among multi-exposures with spatial attention in multi-scales. In each attention module in Figure 3, it takes as input encoded feature of multi-exposures \([F_1, F_{ref}, F_3]\), in which \(F_{ref}\) is the feature map of reference, then a convolution layer is applied to the concatenated feature maps \([F_{ref}, F_i]\), \(i = 1, 3\) followed by a sigmoid function. The attention maps are then applied to the corresponding neighbor frame by element-wise multiplication.

- **Pyramid merging and reconstruction** conducts the merging and reconstruction at the end stage of PCFNet. We introduce dilated residual dense block (DRDB) [54] for merging and reconstruction. More detail about DRDB can be found in [54]. Different from [54] that uses three DRDBs for reconstruction, we only need one DRDB but in each pyramid scale which obtains a larger receptive field. At the tail of this module, a residual addition is applied on feature space, adding reference feature and the feature of deeper scale by up-sampling. In this work we use \(\times 2\) bilinear interpolation.

### 3.5 Training Loss

Two types of loss functions are used to train our networks: reconstruction loss \(L_R\) and sobel loss \(L_{sobel}\). We adopt \(\ell_1\) loss as the reconstruction loss, as it has been proved effective in image restoration tasks [54]. We introduce \(L_{sobel}\) in [7] to further boost performance for HDR reconstruction. Different from previous work [21,54,52] that use tone-mapped \(\ell_1\) loss, the output image of our model is already in tone-mapped domain. The reconstruction loss is defined as below:

\[
L_R = ||\hat{H}_T - T(\overline{H})||_1
\]  

(7)

where \(\hat{H}\) is the predicted image of \(N^P\) and \(\overline{H}\) is the ground truth. In order to restore the structure information in the generated HDR image, we also use
Table 1: Quantitative comparison between the medium-exposure based baselines and our proposed method on RGB-HDR dataset and RAW-HDR dataset. The best and the second best performance are bold and underlined respectively.

| Method      | RGB-HDR Dataset | RAW-HDR Dataset |
|-------------|-----------------|-----------------|
|             | P-µ↑ P-λ↑ S-µ↑ S-λ↑ VDP↑ | P-µ↑ P-λ↑ S-µ↑ S-λ↑ VDP↑ |
| Sen[45]     | 37.50 38.39 0.9830 0.9926 8.999 | 36.25 37.77 0.9851 0.9922 9.824 |
| Hu[19]      | 33.97 31.03 0.9729 0.9797 9.329 | 32.49 29.92 0.9733 0.9728 9.205 |
| Kalantari[21] | 38.13 40.51 0.9866 0.9965 9.871 | - - - - - |
| Wu[52]      | 38.12 37.48 0.9725 0.9857 9.789 | 38.67 38.26 0.9709 0.9897 9.854 |
| SCHDR[38]   | 39.75 40.85 0.9783 0.9124 9.908 | - - - - - |
| AHDR[54]    | 38.76 38.73 0.9772 0.9887 9.880 | 39.04 39.04 0.9757 0.9915 9.863 |
| DWT[7]      | 39.09 38.30 0.9781 0.9866 9.833 | 37.99 36.92 0.9689 0.9849 9.815 |
| GANHDR[44]  | 38.90 38.95 0.9887 0.9931 9.817 | 38.36 38.46 0.9878 0.9922 9.823 |
| ADNet[28]   | 39.89 40.50 0.9810 0.9903 9.880 | 39.49 39.39 0.9767 0.9897 9.864 |
| SJ-HD²R     | 42.23 48.79 0.9840 0.9959 9.911 | 42.71 48.08 0.9824 0.9994 9.988 |

the sobel loss, which is defined as:

\[
L_{sobel} = ||\nabla_x \hat{H}_T - \nabla_x T(\hat{H})||_1 + ||\nabla_y \hat{H}_T - \nabla_y T(\hat{H})||_1
\]  

where \(\nabla_x\) and \(\nabla_y\) are the sobel edge operators in the \(x\) direction and \(y\) direction of the image, respectively. Our final loss is defined as:

\[
L_{total} = (1 - \lambda) \cdot L_R + \lambda \cdot L_{sobel}
\]  

\(\lambda\) is a balancing parameter and set to 0.5 as default.

3.6 Implementation Details

We implement our framework using Pytorch and train it on 4× V100 NVIDIA GPUs with 32GB memory. During training, Adam [24] is selected as the optimizer. We train the PreDNNet and PCFNet for 10000 epochs with batch size 8 and set the initial learning rate to 5×10^{-4} and set the decay with gamma = 0.7 after each 200 epochs until it drops to 10^{-6}. To augment the training data, we randomly crop the LDR images with patch size 256×256 and apply random rotation and flipping on the cropped patches. Similarly, we train our RANet for 200 epochs with batch size 16 and initial learning rate 1e-4 using cosine decay strategy. We resize the input LDRs to 224×224 resolution to extract global image feature. The whole training takes around 5 days.

4 Experiments

4.1 Evaluation Benchmark

Datasets. Since there is no public HDR dataset that supports the switching of the reference, and no dataset has considered the noise removal in HDR scenes,
We create a new HDR benchmark that contains two datasets: the RAW-HDR dataset and RGB-HDR dataset, each of which consists of 192 pairs for training and 15 pairs for testing. We collect the datasets following the method in [21], but reserve all images and meta information to support using arbitrary LDR image as the reference. Note that these different settings, e.g., under-exposure based setting: [SU, DM, DO] and medium-exposure based setting: [DU, SM, DO], share the same ground truth, as the ground truth comes from the same static scene. Note that here S and D represent the image is from static scene and dynamic scene respectively. In addition, our datasets are of much more difficult dynamic scenes, either it is near-zero in brightness (varies from -0.5 to +8.7) or is corrupted by heavy noise (ISO value varies from 50 to 3200). More details about the datasets can be found in supplementary material. We also use public datasets [21,38] for qualitative validation.

### Metrics

We use PSNR, SSIM and HDR-VDP-3 as the evaluation metrics. We compute the PSNR, and SSIM metrics both in tone-mapped domain using \( \mu \)-law (P-\( \mu \), S-\( \mu \)) and linear domain (P-\( L \), S-\( L \), VDP3-\( L \)), which is consistent with previous works. Furthermore, we compute the HDR-VDP-3 [30] (VDP3-\( \mu \), VDP3-\( L \)) to evaluate the perceptual reconstruction quality with diagonal display size set to 24 inches, and the viewing distance set to 0.5 meter.

### 4.2 Comparison with State-of-the-arts

For fair comparison, we retrain previous model-based baselines on our RGB and RAW datasets by running their public codes. We compare our model with all previous important works including medium-exposure based methods [45,19], [21,52,38,54,7,34,28], as well as burst denoising method[11].

| Method      | P-\( \mu \) ↑ | P-\( L \) ↑ | S-\( \mu \) ↑ | S-\( L \) ↑ | VDP3-\( L \) ↑ | VDP3-\( \mu \) ↑ |
|-------------|---------------|---------------|---------------|---------------|-----------------|-----------------|
| Sen[45]     | 35.76         | 39.75         | 0.9483        | 0.9438        | 9.6247          | 9.4268          |
| Hu[19]      | 30.78         | 38.27         | 0.9548        | 0.9872        | 9.5828          | 9.1940          |
| Kalantari[21]| 32.58         | 48.22         | 0.9016        | 0.9888        | 9.9688          | 8.9687          |
| Wu[32]      | 39.64         | 49.20         | 0.9705        | 0.9971        | 9.9664          | 9.6778          |
| SCHDR[38]   | 34.31         | 45.89         | 0.9124        | 0.9869        | 9.7974          | 9.2913          |
| AHDR[54]    | 40.12         | 55.20         | 0.9732        | 0.9986        | 9.9332          | 9.7136          |
| DWT[7]      | 40.09         | 52.71         | 0.9751        | 0.9983        | 9.9752          | 9.7280          |
| GANHDR[34]  | 39.87         | 53.36         | 0.9862        | 0.9993        | 9.9720          | 9.6706          |
| ADNet[28]   | 41.99         | 59.80         | 0.9823        | 0.9896        | 9.9832          | 9.7858          |
| KPN[11]     | 41.09         | 53.21         | 0.9742        | 0.9931        | 9.9809          | 9.7278          |

| SJ-HD\(^2\)R(\(U_{ref}\)) | 43.38 | 61.56 | 0.9847 | 0.9995 | 9.9837 | 9.8147 |
| SJ-HD\(^2\)R(\(M_{ref}\)) | 39.90 | 42.23 | 0.9805 | 0.9895 | 9.8311 | 9.8584 |
| SJ-HD\(^2\)R(\(O_{ref}\)) | 36.38 | 36.27 | 0.9736 | 0.9766 | 9.4260 | 9.7726 |
| SJ-HD\(^2\)R(\(S_{ref}\)) | 42.23 | 48.79 | 0.9840 | 0.9959 | 9.9109 | 9.8760 |

Table 2: Quantitative comparison with under-exposure based baselines, as well as deep burst denoising method on RGB-HDR dataset. In four variants of SJ-HD\(^2\)R, \(U_{ref}\), \(M_{ref}\), \(O_{ref}\), \(S_{ref}\) represent using under-exposure, medium-exposure, over-exposure, or selective exposure as reference respectively.
Fig. 4: Qualitative comparison with previous works. Note that previous works use medium-exposure as the reference (the patches in blue rectangle), these two settings share the same ground truth. (a) comparison in high-light region with occlusion. (b) comparison in dark region with heavy noise.

**Comparison with methods using medium-exposure as reference.** Table 1 shows the quantitative comparison between our method and existing baselines on proposed RGB-HDR dataset and RAW-HDR dataset. Note that all baselines use the medium-exposure as the reference frame. We run the public code for Sen [45], Hu [19] and Kalantari [21], and retrain models of Wu [52], SCHDR [38], AHDR [54], DWT [7], GANHDR [34] and ADNet [28] to obtain their best performance. As shown in Table 1, our proposed method outperforms all baselines on multiple metrics: PSNR-$\mu$, PSNR-$L$, SSIM-$L$ and HDR-VDP-3 by large margins, with a 2.3+ dB higher on PSNR-$\mu$ and a 7.9+ dB higher on PSNR-$L$ than the second best. (Note that ADNet [28] is the winner of NTIRE2021 challenge on multiple-frames HDR fusion track [36]). We also compare our model with these baselines on Kalantari dataset [21] using the medium exposure as refer-
ence and our PCFNet achieve state-of-the-art performance quantitatively and qualitatively, as shown in Table 3.

| Method          | PSNR-µ ↑ | SSIM-µ ↑ | PSNR-L ↑ | SSIM-L ↑ | HDR-VDP-2 ↑ |
|-----------------|----------|----------|----------|----------|-------------|
| Sen[45]         | 40.9453  | 0.9085   | 38.3147  | 0.9749   | 60.5425     |
| Hu[19]          | 42.1872  | 0.9176   | 40.8395  | 0.9511   | 57.8278     |
| Kalantari[21]   | 42.4037  | 0.9877   | 41.2518  | 0.9845   | 64.6519     |
| Wu[52]          | 41.6377  | 0.9869   | 40.9082  | 0.9847   | 58.3739     |
| NHDNet[57]      | 42.4769  | 0.9942   | 40.1978  | 0.9889   | 63.1585     |
| SCHHDR[38]      | 40.4700  | 0.9931   | 39.6800  | 0.9899   | 63.6192     |
| AHDR[54]        | 43.6127  | 0.9956   | 41.0309  | 0.9903   | 64.8465     |
| DWT[7]          | 43.6734  | 0.9956   | 41.2195  | 0.9905   | 64.9472     |
| HDR-GAN[34]     | 43.9220  | 0.9865   | 41.5720  | 0.9905   | 65.4500     |
| DAHDR[97]       | 43.8400  | 0.9956   | 41.3100  | 0.9905   | 64.6765     |
| PCFNet(Ours)    | 43.9372  | 0.9959   | 41.5784  | 0.9916   | 65.3332     |

Table 3: Quantitative comparison on dataset [21]. The best and the second best performance are bold and underlined respectively.

This result is reasonable and explainable. As discussed in previous section, we selectively decide the reference with high accuracy more than 93.3%, so that we take advantages of ghost-free and fine details in highlight and high PSNR at the same time. This can be reflected on PSNR-L and SSIM-L, which may be dominated by the highlight luminance in an image. For metrics in tone-mapped domain, it still achieves the SOTA performance by large margins on PSNR-µ and comparable figures on SSIM-µ, which further suggests the effectiveness of our proposed solution. Same conclusions can be drawn on RAW-HDR dataset. Since [21,38] do not support calculating the optical flow for RAW image, we leave this part with "." in Table 1.

We also show several examples of qualitative comparison in Figure 4. All results are displayed after tone-mapping by PhotoshopSoftware [1] using the same adjustment setting. The input LDR patches with different exposure as the reference are showed in the top row of each figure. We reiterate that these two sets share the same ground truth, so that their performance can be compared. As shown in Figure 4 (a), in the case of ultra-high dynamic range scene that occlusion occurs in saturated regions, our proposed method obtain a ghost-free results compared with other baselines that suffer from missing details and ghosting artifacts. In addition, we also show another scene that has heavy noise in under-exposed regions. As shown in Figure 4 (b), our proposed method have better or comparable quality in dark regions compared with medium-exposed based methods [45,19,21,52,54,38,34,7,28].

**Comparison with methods using under-exposure as reference.** To further validate the contribution of our proposed framework, we compare our model with all baselines that use the under-exposed frame as the reference. Apart from [45,19,21], we retrain all models involved on RGB-HDR dataset. As
shown in Table 2, our model outperforms all previous baselines by large margins. We also provide qualitative comparison in dark regions in the supplement.

**Comparison on public datasets without GT.** We also run the test on several public datasets: Kalantari [21] dataset, Prabhakar [38] and Samsung dataset [18]. Because of all these datasets discard the medium-exposed image of dynamic scenes, we can not compare them fairly using the same setting as we did in Table 1. Instead, we give a qualitative comparison that take the same three LDR images as input. So that our model and other baselines may generate an HDR image with different foreground content due to the different choice of reference. As shown in Figure 6, that our result is ghost-free, no color distortion, and is of faithful details in high-light regions and is of comparable details with baselines in dark regions.

### 4.3 Ablation Studies

**The switching of reference frame.** To explore the performance of strategies using different frame as reference and our selective method, we compare four variants using different reference settings:

- SJ-HD$^2$R($U_{ref}$): our model using under-exposure as reference image.
- SJ-HD$^2$R($M_{ref}$): our model using medium-exposure as reference image.
- SJ-HD$^2$R($O_{ref}$): our model using over-exposure as reference image.
- SJ-HD$^2$R($S_{ref}$): our model using selective exposure as reference image.

From the results in Table 2, SJ-HD$^2$R($U_{ref}$) outperforms others on multiple metrics: P-$\mu$, P-$L$, S-$L$. SJ-HD$^2$R($M_{ref}$) outperforms SJ-HD$^2$R($M_{ref}$) on S-$\mu$ because it has richer details in the dark. SJ-HD$^2$R($S_{ref}$) outperforms others on VDP3-$\mu$, as we optimize the path selection using metrics VDP3-$\mu$. In Figure 5 we show the qualitative results of path selection, which can further prove our method’s effectiveness.

**Modules in our SJ-HD$^2$R framework.** We investigate the variants of our framework and validate the contribution of each component in SJ-HD$^2$R. We conduct this ablation by comparing several variants: (i) SJ-HD$^2$R(w/o TMO): without TMO and InvTMO and use $\mu$-law to calculate tone-mapped loss; (ii) SJ-HD$^2$R(w/o MSA): without multi-scale attention modules in PCFNet; (iii) SJ-HD$^2$R: the full version of our method. Table 4 suggests that compared with SJ-HD$^2$R the TMO/InvTMO and the MSA contributes +1.78 dB and +0.88 dB to SJ-HD$^2$R respectively.

**Pre-denoising network.** We do the ablation study on PreDNNet by comparing SJ-HD$^2$R with several variants: (i) PreDN: our pre-trained denoising network only. (ii) SJ-HD$^2$R(w/o PreDN): without pre-denoising, taking noisy LDR reference image as input only. (iii) ADNet(U): the best baseline ADNet [28] with denoised under-exposure by PreDNNet. (iv) SJ-HD$^2$R(U): SJ-HD$^2$R with denoised under-exposure by PreDNNet. (v) SJ-HD$^2$R(U+M): SJ-HD$^2$R with denoised under and medium exposures. (vi) SJ-HD$^2$R: the full version of our method with denoised three exposures. Table 4 suggests that compared with
Fig. 5: Examples of our selective strategy from our RGB-HDR dataset. The top three rows display the result of SJ-HD$^2$R$(U_{ref})$, SJ-HD$^2$R$(M_{ref})$, SJ-HD$^2$R$(O_{ref})$, and the bottom row shows our selective results: SJ-HD$^2$R$(S_{ref})$.

Table 4: Ablation study on variants of our framework. We conduct these ablation on SJ-HD$^2$R$(U_{ref})$ and all scores are the average across all testing images.

| Method              | PSNR-µ | PSNR-L | SSIM-µ | SSIM-L |
|---------------------|--------|--------|--------|--------|
| SJ-HD$^2$R(w/o TMO) | 41.60  | 58.18  | 0.9808 | 0.9992 |
| SJ-HD$^2$R(w/o MSA) | 42.50  | 60.21  | 0.9829 | 0.9994 |
| PreDN               | 41.38  | 59.68  | 0.9799 | 0.9992 |
| SJ-HD$^2$R(w/o PreDN) | 42.95 | 60.46  | 0.9839 | 0.9995 |
| ADNet(U) [28]       | 42.08  | 60.59  | 0.9825 | 0.9992 |
| SJ-HD$^2$R(U)       | 43.21  | 60.64  | 0.9842 | 0.9995 |
| SJ-HD$^2$R(U+M)     | 43.37  | 61.54  | 0.9836 | 0.9996 |
| SJ-HD$^2$R          | 43.38  | 61.56  | 0.9847 | 0.9995 |

SJ-HD$^2$R: (i) the more LDRs are processed by PreDNNet, the better performance can be obtained. (ii) PreDNNet only can not reconstruct faithful HDR image. (iii) Our SJ-HD$^2$R outperforms the best previous HDR method with same pre-denoising processing.

**Tone mapping operators.** To explore the best TMO that converts an HDR image to a histogram-balanced tone-mapped domain, we try most widely used TMO methods, including Linear TMO that represents HDR image itself, the Gamma curve with $\gamma=2.2$, the Reinhard [43] TMO, the Heble [15] TMO, and $\mu$-law TMO. The formulations of these TMOs and their corresponding InvtMO can be found in supplementary material. Table 5 shows the performance of different kinds of TMO, from which we can find that the $\mu$-law with $\mu=5000$ outperforms other kinds of TMOs significantly.

5 Limitation and Discussion

Admittedly, our models have limitations. A perfect compromise on exposure time for under or medium exposure reference sometime does not exist because of the
Fig. 6: A comparison with best seven baselines in dynamic scene from dataset [21]. Note that all methods take as input the same three LDR images.

| Method       | PSNR-μ | PSNR-L | SSIM-μ | SSIM-L |
|--------------|--------|--------|--------|--------|
| Linear       | 39.56  | 54.28  | 0.9726 | 0.9987 |
| Gamma2.2     | 42.44  | 60.66  | 0.9821 | 0.9994 |
| Reinhard [43]| 41.56  | 58.82  | 0.9796 | 0.9992 |
| Hable [15]   | 41.20  | 57.66  | 0.9782 | 0.9991 |
| μ-Law        | 43.21  | 60.40  | 0.9842 | 0.9995 |

Table 5: Ablations on TMOs. We conduct the ablation on path SJ-HD²R(\(U_{ref}\)).

ultra-high dynamic range of the real world. Though we have had great alleviation for each model and can adaptively predict the best model from scenario priors, ghost artifacts or degradation may still exist either in under-exposure based model or medium-exposed model. Additionally, all models in Figure 2 are pre-trained and weight-freeze during inference, this increases the complexity and time of the training progress. To make the end-to-end optimizing feasible, we can seek soft-selection implementation or borrow experience from reinforcement learning [58,25], utilizing current metrics as its reward in the future work.

6 Conclusion

In this paper, we proposed a novel joint HDR and denoising imaging framework for dynamic scenes. We develop multiple efficient HDR fusion models that support using different exposure as reference, aiming to solve various types of side effects. Then we propose an selective inference strategy by utilizing image and scenario priors. Thanks to these novel findings, our proposed method demonstrates superior performance to previous baselines.
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