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Abstract—In this paper we propose a novel observer to solve the problem of visual simultaneous localization and mapping (SLAM), only using the information from a single monocular camera and an inertial measurement unit (IMU). The system state evolves on the manifold \( SE(3) \times \mathbb{R}^{3n} \), on which we design dynamic extensions carefully in order to generate an invariant foliation, such that the problem is reformulated into online constant parameter identification. Then, following the recently introduced parameter estimation-based observer (PEBO) and the dynamic regressor extension and mixing (DREM) procedure, we provide a new simple solution. A notable merit is that the proposed observer guarantees almost global asymptotic stability requiring neither persistence of excitation nor uniform complete observability, which, however, are widely adopted in most existing works with guaranteed stability.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is a fundamental problem widely studied in the robotics community, as well as in the field of navigation [8, 14]. In SLAM, two main aims are concerned to be accomplished concurrently—mapping an unknown environment, and online estimating the pose, \( i.e. \) attitude and position, of a mobile robot, thus making SLAM an important part for unmanned systems in the absence of absolute positioning systems.

The main approaches to address this problem may generally be classified into two categories. The first one is within the probabilistic and optimization framework, assuming Gaussian noises and processes, and then formulating the problem as maximum likelihood estimation, which generally has nonlinear least squares solutions, \( e.g. \) GraphSLAM [22] and the SLAM++ framework [9]. An alternative is to obtain estimation from an asymptotic convergence viewpoint—known as filtering—by using recursive algorithms. It includes extended Kalman filter (EKF)-SLAM and many modern algorithms, \( e.g. \) FastSLAM, which combines EKF and particle filtering [17]. An essential part of these algorithms is their convergence and consistency analysis, the success of which relies on first-order approximation of systems dynamics [8]. It sometimes yields satisfactory performance, but may have inconsistency issues when starting from a bad initial guess, in particular for large applications, which is caused by small domains of attraction in terms of linearization—invoking high nonlinearity of the associated dynamics. In the last few years, the nonlinear control community shows great interests to SLAM, providing alternatives via nonlinear observer design to address the problem. Indeed, SLAM can be regarded as the problem of state observation of a nonlinear system living on the manifold \( SE(3) \times \mathbb{R}^{3n} \). On the other hand, nonlinear observer for systems on manifolds is a well established topic, with special emphasis to matrix Lie groups [10, 12, 15]. Some very recent papers [5, 14, 21] give several solutions to the robo-centric SLAM problem, \( i.e. \), estimating landmark coordinates in the body-fixed frame, for which the dynamics can be transformed into linear time-varying (LTV) systems, thus avoiding the approximation error from linearization. Then, the Kalman-Bucy filter is applicable to provide \textit{globally} convergent estimation, if the robot movement guarantees uniform complete observability (UCO). It is well known that the UCO of an LTV system is equivalent to a persistency of excitation (PE) condition [20].

In this paper, we propose a new observer-based solution to visual SLAM, a case with only bearing measurement of landmarks available. Similar problems were recently studied in [23], in which the authors introduce a constructive observer design to visual SLAM by lifting to a new symmetry Lie group \( \mathcal{VSLAM}(3) \) in order to make the output function equivariant. Since the system is not strongly differentially observable, in order to be able to achieve asymptotic stability, some PE conditions are required for the robot trajectory. Besides [14, 23], some PE or UCO-type assumptions are also indispensable in some related problems, \( e.g. \), localization using range or direction measurements [6], velocity estimation using normalized measurement [4], and the non-stationary Perspective-n-Point (PnP) problem [7]. Intuitively, these assumptions impose relative motion between the robot and the landmarks, the uniformity of which should hold w.r.t. time. However, such assumptions may not be satisfied in many scenarios, such as, robots stopping in specific tasks, and landmarks appearing in the field of camera only during a finite interval, which validates neither the PE nor UCO conditions. Under these circumstances, the estimates of existing SLAM observers cannot converge to their values; and the observers may even diverge in the presence of measurement noise. Overcoming these problems are one of the motivations of the paper. Our main contributions are:

- **C1** Showing that visual SLAM observer design can be translated into online parameter estimation, and then solved by the recently introduced parameter estimation-based observer (PEBO) [18], guaranteeing invariance and almost global convergence, in contrast to the locality in EKF-SLAM methods;
- **C2** Providing a simple visual SLAM observer, which is...
robust vis-à-vis measurement noise, and enjoys low computation burden;

C3 Removing the PE condition required in some recent results, e.g., [4, 7, 14, 21, 23], the practical importance of which can hardly be overestimated, since it is usually the case in many tasks.

The remainder of the paper is organized as follows. In Section II we will present some preliminaries, notations and the kinematic model used in the paper, as well as giving the mathematical problem formulation. In Section III a novel visual SLAM observer will be designed. It will be followed by some simulation results in Section IV. Finally, the paper is wrapped up by a brief concluding remark. A version with full details of the proofs can be found in [24].

II. Problem Formulation and Preliminaries

A. Notations

We use \( SO(3) \) to represent the special orthogonal group, and \( \mathfrak{so}(3) \) is the associated Lie algebra as the set of skew-symmetric matrices satisfying \( SO(3) = \{ R \in \mathbb{R}^{3 \times 3} | R^T R = I_3, \det(R) = 1 \} \). The unit sphere is denoted as \( S^2 = \{ x \in \mathbb{R}^3 | |x| = 1 \} \). Given \( a \in \mathbb{R}^3 \), we define the operator \( (\cdot)_x \) as

\[
a_x := \begin{bmatrix} 0 & -a_3 & a_2 \\ a_3 & 0 & -a_1 \\ -a_2 & a_1 & 0 \end{bmatrix} \in \mathfrak{so}(3).
\]

We also consider the special Euclidean group denoted as \( SE(3) = \{ T(R, x) \in \mathbb{R}^{4 \times 4} | R \in SO(3), x \in \mathbb{R}^3 \} \) with

\[
T(R, x) = \begin{bmatrix} R & x \\ 0 & 1 \end{bmatrix}.
\]

The Lie algebra of \( SE(3) \) is defined as

\[
\mathfrak{se}(3) := \left\{ A \in \mathbb{R}^{4 \times 4} \mid A = \begin{bmatrix} \Omega_x & v \\ 0 & 0 \end{bmatrix}, \Omega_x \in \mathfrak{so}(3), v \in \mathbb{R}^3 \right\}.
\]

For any \( x \in \mathbb{R}^3, a \times x \) is the vector cross product, satisfying \( a_x x = a \times x \). We define a wedged mapping \( U^\vee = \begin{bmatrix} \Omega_x & v \\ 0 & 0 \end{bmatrix} \) for a vector \( U := \text{col}(\Omega, v) \in \mathbb{R}^6 \). Given \( A \in \mathbb{R}^{n \times n} \) and \( S \in \mathbb{R}^{n \times n}_+, \) the Frobenius norm is defined as \( \| A \| = \sqrt{\text{tr}(A^T A)} \), and \( S^{\frac{1}{2}} \) and \( \text{adj}(A) \) represent the matrix square root and the adjugate matrix, respectively. We use \( | \cdot | \) to denote Euclidean norms of vectors or its induced matrix norm. For any \( x \in \mathbb{R}^3/(0) \), its projector is defined as \( \Pi_x := I_3 - \frac{1}{|x|^2} x x^T \), which projects a given vector onto the subspace orthogonal of \( x \). \( e_t \) represents exponentially decaying terms with proper dimensions. When clear from context, the arguments and subscripts are omitted. Before closing this subsection, let us recall below the notations of PE and interval excitation (IE). Obviously, IE is significantly weaker than PE, not requiring uniformity in time.

**Definition 1** Given a bounded signal \( \phi : \mathbb{R}_+ \rightarrow \mathbb{R}^n \), it is

- \((T, \delta)-\text{PE}, \) if \( \int_{t_0}^{t_0 + T} \phi(s) \phi^T(s) ds \geq \delta I_n \) for some \( T > 0, \delta > 0 \) and all \( t_0 \geq 0 \).

- \((t_0, t_c, \delta)-\text{IE}, \) if there exist \( t_0 \geq 0 \) and \( t_c \geq 0 \) such that \( \int_{t_0}^{t_0 + t_c} \phi(s) \phi^T(s) ds \geq \delta I_n \) for some \( \delta > 0 \).

B. Kinematic model and visual SLAM problem

The kinematics of a robot with rigid body is given by

\[
\begin{aligned}
\dot{x} &= Rx, \\
\dot{R} &= RO_x .
\end{aligned}
\]

All the definitions of symbols and the spaces where they live in can be found in Nomenclature. We assume that there are \( n \) landmarks appearing in the field view of camera, the coordinates \( z_i \) of which in \( \{ I \} \) are constant, thus satisfying

\[
\dot{z}_i = 0, \quad i \in \mathcal{N} := \{1, \ldots, n\} .
\]

We assume that \( v \) and \( \Omega \) are uniformly bounded for \( t \in [0, +\infty) \), and the kinematic model is forward complete. The time derivative of \( X := T(R, x) \) is

\[
\dot{X} = XU^\vee
\]

with \( U = \text{col}(\Omega, v) \) containing rotational and translational velocities. From some simple geometry identities, the point-type landmarks in \( \{ B \} \) verify \( x^{\mathcal{B}} = R^T (z_i - x) \). In visual SLAM only monocular cameras and IMUs are equipped on robotics, thus only landmark bearings being measurable. Without loss of generality, we assume that the camera frame coincides with \( \{ B \} \). Then, the output is exactly the bearing

\[
y_i = h_i(X, Z) = R^T \frac{z_i - x}{|z_i - x|}, \quad i \in \mathcal{N} .
\]

It is clear that the unit vector \( [z_i - x]/|z_i - x| \in \mathbb{S}^2 \) contains the orientation of the relative vector \( (z_i - x) \). For convenience, we write \( Y := [ y_1 | \ldots | y_n ] \) and \( Z := \text{col}(z_1, \ldots, z_n) \).

**Problem 1.** (visual SLAM observer) Consider the kinematics [2] with the output \( Y \), and assume that \( U \) is measured via IMUs. Design an observer

\[
\dot{\hat{\eta}} = F(\hat{\eta}, Y, U), \quad (\hat{X}, \hat{Z}) = H(\hat{\eta}, Y)
\]

with \( \hat{X} \in SE(3) \) and \( \hat{Z} \in \mathbb{R}^{3n} \), guaranteeing

\[
\lim_{t \rightarrow +\infty} [||\hat{X}(t) - X(t)|| + ||\hat{Z}(t) - Z||] = 0 .
\]
III. MAIN RESULTS

In this section, we will design an almost globally convergent observer to achieve \( \{V\} \), by means of PEBO.

A. Key algebraic identities

The key step in PEBOs is to generate invariant foliations among the system states and dynamic extension [18]. Here we construct a dynamic extension

\[
\dot{X}_e = X_e U^\top, \quad X_e := T(Q, \xi)
\]

(8)

with \( X_e \in SE(3) \), which can be regarded as a virtual robot in \( \{V\} \). We have the following.

Lemma 1 Consider the dynamics (2) and (8). The dynamic extension (8) is forward complete, and there exists a constant matrix

\[
X_e(t) = X_e X, \quad \forall t \geq 0.
\]

(9)

Proof: Defining an error variable \( E(X, X_e) := X_e X^\top \) and calculating its time derivative, we may verify the claim. See [24] for more details.

The above lemma shows that the open-loop dynamic extension (8) and the kinematics (2) admit a linear relationship (9)—more precisely, there is a constant rigid transformation between the frames \( \{I\} \) and \( \{V\} \)—by means of which we reformulate the state estimation of \( X(t) \) into the problem of online constant parameter identification of \( X_e \in SE(3) \). We define the coordinates of all the landmarks \( z_i \) in \( \{V\} \) as

\[
z_i^v := \xi + QR^\top (z_i - x), \quad \forall i \in N.
\]

(10)

A key observation is that the transformation (9) of the ambient from \( \{I\} \) to \( \{V\} \) does not change the relative transformation from a robot to a landmark.

Lemma 2 Consider the dynamics (2) and (8). The landmark coordinates \( z_i^v(t) \) (\( i \in N \)) in \( \{V\} \) are constant, verifying

\[
z_i^v = \xi + Q_c z_i.
\]

(11)

The landmark bearings in \( \{V\} \), defined as

\[
y_i^v := Q^\top \frac{z_i^v - \xi}{z_i^v - \xi}, \quad \forall i \in N,
\]

are measurable, i.e., \( y_i^v(t) \equiv y_i(t), \forall t \geq 0 \).

Proof: Invoking (9) and the definition (10), we have

\[
z_i^v = \xi + Q_c x + (Q_c R)^\top (z_i - x), \quad \forall i \in N
\]

which is clearly constant. About the second claim, we have

\[
y_i^v = Q^\top \frac{Q^\top (z_i - x)}{Q^\top (z_i - x)} = R^\top \frac{z_i - x}{z_i - x} = y_i, \quad \forall i \in N,
\]

where we have used (10) in the first equation.

As shown in Lemma 2, the landmark coordinates \( z_i^v \) in \( \{V\} \) are constant. Despite being quite simple, the above lemmata, show the estimation of time-varying systems state may be translated into online parameter estimation of \( X_e \) and \( z_i^v \). To the best of our knowledge, such a fact has not been used in SLAM observer design before, which, however, provides the possibility to relax significantly the PE or UCO assumptions in existing algorithms. In the sequel, we will show how to design a globally convergent observer.

B. Landmarks Observer in \( \{V\} \)

Now we are able to construct linear regressor equations (LREs) of constant \( z_i^v \). From (8) it yields

\[
Qy_i = \frac{z_i^v - \xi}{z_i^v - \xi} \quad \Rightarrow \quad Qy_i[y_i]^\top (z_i^v - \xi) = z_i^v - \xi.
\]

Noting that \( y(t) \) is a unit vector, we thus obtain the LREs

\[
q_i(t) = \Pi_Q(t)y_i(t), \quad z_i^v,
\]

(13)

by defining measurable signals \( q_i := \Pi_Q y_i, \xi \), where we have used the fact \( y_i(t) \equiv y_i(t) \) introduced in Lemma 2. It is also easy to verify the following equivalence for some \( \delta > 0 \).

\[
\Pi_{Q_{in}} \in (\delta', T) - \text{PE} \iff \int_t^{t+T} \Pi_{Q_{in}} ds \geq \delta I_3, \quad \forall t \geq 0.
\]

The widely used PE or UCO-type assumptions in the existing visual SLAM observers, intuitively, require that all landmarks appear in the view filed of the camera persistently, and the robot keeps moving w.r.t. the landmarks, which in general can hardly be guaranteed in practice. In the following, we will show that with the LREs (13) these restrictive excitation assumptions can be relaxed using the recently introduced DREM technique [1]. We first introduce some linear filters to generate a new LRE. To be precise, for each \( i \in N \) introducing an LTV operator \( \mathcal{H}_i : C^3_{\infty} \rightarrow C^3_{\infty} \) to (13), and then obtaining the extended (E)LRE

\[
\mathcal{H}_i(q_i(t)) = \mathcal{H}_i[\Pi_{i,1}(t)] \mathcal{H}_i[\Pi_{i,2}(t)] \mathcal{H}_i[\Pi_{i,3}(t)] z_i^v
\]

where the symbols \( \Pi_{i,j} (j = 1, 2, 3) \) are used with a slight abuse of notation, to denote the \( j \)-th column of the matrix \( \Pi_{Q(t)}y_i(t) \). Here, we adopt the LTV operator of the form

\[
\mathcal{H}_i(p, t)[\cdot] = \frac{\alpha_i}{p + \alpha_i} \Pi_Q(t)y_i(t)[\cdot]
\]

(14)

with \( \alpha_i > 0 \) and \( p := d/dt \) the differential operator. One of its state space realization is known as Kreisselmeier’s ELRE [11]—written as K-ELRE in the paper—which is given by

\[
q_i = -\alpha_i q_i^v + \alpha_i \Pi_Q y_i, \quad \Phi_i = -\alpha_i \Phi_i + \alpha_i \Pi_Q y_i
\]

(15)

with the system states \( (q_i, \Phi_i) \in \mathbb{R}^3 \times \mathbb{R}^3_{\geq 0} \) for \( i \in N \). It is straightforward to obtain the K-ELRE

\[
q_i(t) = \Phi_i(t) z_i^v + \epsilon_i.
\]

(16)

Then, we mix the regressors (16) to get three decoupled, scalar regressors for each \( i \in N \), that is pre-multiplying the adjugate matrix \( \text{adj}(\Phi_i(t)) \) to the both sides, thus obtaining

\[
Y_{i,j}(t) = \Delta_i(t) z_i^v + \epsilon_i, \quad i \in N, \quad j \in \{1, 2, 3\}
\]

(17)

with the definitions \( Y_{i,j} := \text{adj}(\Phi_i) q_i^v, \quad \Delta_i := \text{det}(\Phi_i) \) and \( Y_i := \text{col}(Y_{1,1}, Y_{1,2}, Y_{1,3}) \). We are in position to present a novel landmark observer in \( \{V\} \), which only requires a strictly weaker condition than PE.
Thus, the system is internally stable.

\[
\chi_i(t) - z_i^v = \exp\left(-\int_0^t \Delta_i(s)^2 ds\right) (\chi_i(0) - z_i^v) = \omega(t)(\chi_i,0 - z_i^v)
\]

which is an LTV dynamics, with \(\Delta_i\) a scalar bounded signal. Its solution is

\[
\chi_i(t) = \chi_i(0) + \int_0^t \Delta_i(s)^2 ds
\]

by noting the solution \(\omega_i(t) = \exp(-\int_0^t \Delta_i(s)^2 ds)\). It yields

\[
\chi_i(t) - \omega_i(t)\hat{\chi}_i,0 = [1 - \omega_i(t)]z_i^v,
\]

in which we underscore that \(\chi_i, \omega_i\) and \(\chi_i,0\) \((t \geq 0)\) are all available in observer design. In this way, we get new scalar LREs \(20\) involving the “integral” information of \(\Delta_i\). Combining \(20\) and \(17\), we obtain new linear regressors

\[
Y_i + k_i^1(\chi_i - \omega_i\hat{\chi}_i,0) = \Delta_i^v z_i^v,
\]

in which \(z_i^v\) are the unknown constant parameters.

By defining the estimation error \(z_i^v = \hat{z}_i^v - z_i^v\), we have \(21\)

\[
\dot{z}_i^v = -\gamma_i(\Delta_i^v)^2 z_i^v.
\]

To verify the first claim, we choose the Lyapunov function \(V = \frac{1}{2} \sum_{i=1}^n (|z_i^v|^2 + |\chi_i - z_i^v|^2 + |\omega_i|^2)\), satisfying

\[
\dot{V} = -\sum_{i=1}^n \left[\gamma_i(\Delta_i^v)^2 |z_i^v|^2 + \Delta_i^v |\chi_i - z_i^v|^2 + \Delta_i^v |\omega_i|^2\right] \leq 0.
\]

Thus, the system is internally stable.

The second claim can be easily verified invoking \(\Delta_i^v\) are scalar signals. Recalling the dynamics of \(\dot{z}_i^v\), the last claim is equivalent to verify \(\Delta_i^v \in \text{PE}\). To simplify presentation, we neglect the index \(i\) of the IE condition from the \(i\)-th landmark. From the IE assumption of \(\Pi_{Q_{yi}}\), there exist \(t_0, t_c, \delta \in \mathbb{R}_+\) such that

\[
\int_{t_0}^{t_0+t_c} \int_{t_0}^{t_0+t_c} \Pi_{Q_{yi}(s)}\Pi_{Q_{yi}(s)} ds \geq \delta I_3,
\]

since \(\Pi_{Q_{yi}}\) is symmetric. Noting \(15\) in the K-ELRE, we can verify

\[
\Phi_i(t_0 + t_c) \geq \int_{t_0}^{t_0+t_c} e^{-\alpha_i(t_0+t_c-s)} \Pi_{Q_{yi}(s)}^T \Pi_{Q_{yi}(s)} ds 
\]

\[
\geq e^{-\alpha_i t_c} \int_{t_0}^{t_0+t_c} \Pi_{Q_{yi}(s)}^T \Pi_{Q_{yi}(s)} ds 
\]

\[
\geq \delta e^{-\alpha_i t_c} I_3,
\]

It implies \(\Delta(t_0 + t_c) \geq \delta_0 = (\delta e^{-\alpha_i t_c})^3\). From the continuity of differential equations, there exist small \(\tau > 0\) and \(\varepsilon > 0\) such that

\[
\int_{t_0+t_c}^{t_0+t_c+\tau} \Delta_i(s) ds \geq \varepsilon \Rightarrow \int_{t_0+t_c}^{t_0+t_c+\tau} \Delta_i^2(s) ds \geq \frac{\varepsilon}{\tau}, \forall t \geq t_c
\]

\[
\Rightarrow 1 - \omega_i \geq 1 - e^{-\frac{\varepsilon}{\tau}}, \forall t \geq t_c
\]

\[
\Rightarrow \Delta_i^v \geq \Delta_i + k_i^1(1 - \omega_i) \in \text{PE}
\]

where we used \(\Delta_i \geq 0\), \(\forall t \geq 0\) and the Cauchy-Schwarz inequality for integrals.

Some remarks are made below about the proposed design.

**R1** The success of the proposed landmark observer relies on the new scalar LREs \(21\)—motivated by \([19]\)—which satisfy the PE condition. It combines two parts, namely, the first contains information in the current “interval” involving the K-ELRE generated by the filter \(15\), and the second one consists of historical data using an integral operation to generate the “state transmission function” \(\omega(t)\). Here, the parameters \(k_i^1\) are adopted to play a role of weighting between them.

\[
\underbrace{Y_i}_{\text{"current interval"}} + \underbrace{k_i^1(\chi_i - \omega_i\hat{\chi}_i,0)}_{\text{historical information}} = \Delta_i^v z_i^v.
\]

**R2** The obtained new LREs \(20\) may be replaced by other integral of \(\Delta_i\), in order to make full use of the IE condition. It, however, may cause parts of internal states in the observer unbounded as time goes to infinity, once \(\Delta_i\) satisfies the PE condition.

### C. Landmark and Pose Observer in \(\mathcal{I}\)

After obtaining the landmarks estimation in \(\mathcal{Y}\), we then need to express it in \(\mathcal{I}\), as well as to estimate the rigid body pose \(X = T(R, x)\). It is widely recognized that the full dynamics \(2\), under the output functions \(12\), is not strongly differentially observable \([13]\)—a notion widely explored in high-gain observers \([3]\). The underlying reason is clear that it is ambiguous to identify the origin of \(\mathcal{I}\) with only body-fixed bearing measurement, and angular/translational velocities, see for example \([23, 25]\) in which the estimation error converges to a quotient manifold rather than an isolated equilibrium. There are generally two technical routes to circumvent such difficulties:

**T1** Assuming the initial conditions of pose states \(X(0) = T(R(0), x(0))\) in the inertial frame \(\mathcal{I}\).

**T2** Incorporating the measurements in \(\mathcal{B}\) of (at least) two vectors, the inertial coordinates of which are known in advance.
In the latter two known vectors provide information to transform the remainder of the task into a rigid body pose estimation problem, which is widely studied in the control literature [2, 15, 16]. However, the former coincides with the “standard” definition of SLAM problems. With this consideration, we will pursue the first route in the sequel. From now on, we assume the initial pose $X(0) = X_0 = T(R_x, x_s) \in SE(3)$ is pre-selected, thus known, in order to “fix” the inertial frame $\{I\}$. It is clear that for $\hat{\rho}$ by choosing particular initial conditions we have

$$\begin{align*}
\hat{\rho}(t) &= x_s, \quad Q(0) = R_x \\
\implies &X(t) = X_e(t), \forall t \geq 0
\end{align*}$$

under ideal circumstance. This, however, is not practically applicable, since the open-loop integral $\int \hat{\rho} dt$ may be problematic yielding error accumulation. In this subsection, we introduce an approach to design a pose observer and robustify the integral operation vis-à-vis measurement noise. Before continuing our design, we define the vectors $r_i := z_{i+1} - z_i, \forall i \in \mathbb{N} \setminus \{n\}$, and make the following assumptions.

**Assumption 1** The origin of $\{B\}$ never coincides with any landmarks for $i \in \mathbb{N}$. There are at least three landmarks $z_i$ such that $r_i \times r_j \neq 0$, for $i \neq j$. These landmarks, without loss of generality, are numbered in the first $n_e \geq 3$.

**Assumption 2** The locomotion of the robot guarantees that $\Pi_{Q(t)q_{0}(t)}(t_{0}, i, t, c_{i}, \delta_{i})$-IE $(i \in \mathbb{N})$ along the trajectory $X(t)$ for all the landmarks to be mapped. Additionally, we assume a moment $T_e = \max_{i \in \{1, \ldots, n_e\}} \{t_{c_{i}}\} > 0$ is known.

**Proposition 2 (Localization)** Consider the kinematics $\Sigma[2]$ under Assumptions $\Sigma[1]$ The pose observer

$$\dot{\hat{\rho}} = \begin{cases}
\hat{\rho}_{j} = \rho_{j}(\tilde{y}_{j} - \hat{\rho}_{j} \tilde{z}_{j}) \\
\hat{Q}_{c} = -(w_{vis})_{i} \hat{Q}_{c}
\end{cases} \quad \begin{align}
\dot{\tilde{z}} &= \hat{R} \tilde{v} + \sum_{j=1}^{n_e} s_{j}(\hat{\rho}_{j} - \hat{Q}_{c} \tilde{z}_{j} - \xi_{j})
\end{align} \quad (23)$$

with parameters $\rho_{j}, k_{j}, s_{j} > 0$ $(j \in \{1, \ldots, n_e\})$, variables $\tilde{v}_{j} = \tilde{z}_{j+1} - \tilde{z}_{j}$, $\hat{R} = \hat{Q}_{c}^T Q$ and $w_{vis} = \sum_{j=1}^{n_e} k_{j} \tilde{v}_{j} \times (\hat{Q}_{c} \tilde{v}_{j})$,

$$\begin{cases}
\tilde{y}_{j} = \sum_{j=1}^{n_e} \Pi_{Q_{y_{j}}} (\xi_{j} - \hat{Q}_{c} \tilde{z}_{j} - \xi_{j}) \Pi_{Q_{y_{j}}} Q(0) R_{x_{s}} \tilde{v}_{j} \\
0,
\end{cases} \quad t \in [0, T_e] \quad t > T_e$$

and the landmark observer consisting of $\Sigma[1]$ and

$$\hat{z}_{i} = \hat{Q}_{c}^T \hat{e}_{i} - \hat{x}, \quad i \in \mathbb{N}$$

achieve the task $\Sigma[7]$ almost globally.

**Proof:** The proof can be found in [24].

To illustrate the proposed design, we give the schematic block diagram in Fig. 4.

**IV. SIMULATIONS**

A robot is simulated from $x(0) = [1, 1, 2] \in \mathbb{R}^3$ and the attitude $R(0) = \begin{bmatrix} \cos(\frac{\pi}{2}) & -\sin(\frac{\pi}{2}) & 0 \sin(\frac{\pi}{2}) & \cos(\frac{\pi}{2}) & 0 \end{bmatrix}$, and we assume that the robot stopped at 12s with

$$v(t) = \begin{cases}
[1, 0, 0]^T & t \in [0, 12] \\
0 & t \geq 12
\end{cases}, \quad \Omega = \begin{cases}
[0, 0, -0.4]^T & t \in [0, 12] \\
0 & t \geq 12
\end{cases}$$

It guarantees that all the landmarks satisfy the IE condition with $t_{0} = 0$ and $t_{c} = 12s$. We consider six landmarks and $n_{e} = 3$. The initial conditions in the observer are set as

$$Q(0) = \begin{bmatrix}
\begin{bmatrix}
\alpha_{i} & 0 & 0 \\
0 & \gamma_{i} & 0 \\
0 & 0 & \nu_{i}
\end{bmatrix} & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad Q_{c}(0) = \begin{bmatrix} 0 & 1 \\
1 & 0
\end{bmatrix}$$

$$\hat{x}(0) = 0_{3times1}, \quad \hat{q}_{c}(0) = 0_{3times1}, \quad \Phi_{c}(0) = 0_{3times3}.$$ The observer gains are selected as $\alpha_{i} = 5, \gamma_{i} = 100, k_{i} = 20$ for $i \in \mathbb{N}$, and $\rho_{j} = 1$ for $j = 1, 2, 3$. Simulation was done in Matlab/Simulink, with noise added to measured velocities and bearings, generated by the block “Uniform Random Number”. The pose estimation has a very good performance in Fig. 3 when the trajectory does not guarantee the PE condition for landmarks. The landmark observer in Proposition $\Sigma[1]$ can be used independently for mapping. Here, we compare it to the landmark observer in [14], which requires the system being UCO with sufficient excitation. The observer in [14] studies the case that the landmark coordinates are expressed in $\{B\}$, i.e., $z^{B}_{i} = R^{T} (z_{i} - x), \quad i \in \mathbb{N}$, which are, indeed, time-varying, the simulation results of which are shown in Fig. 4(a) In order to make a fair comparison, we plot the evolution of the norms of the observation errors of $\hat{z}_{i}$ of the proposed design and $z^{B}_{i}$ for the one in [14], since rotation does not affect norms. The proposed landmark observer guarantees the estimation converging to a relatively small neighbourhood of their true values in the absence of the PE condition, and the smallest ultimate error is caused measurement noise, showing good robustness. In Fig. 3 we observe that the estimates from the observer in [14] stop converging at the moment $t_{0} + t_{c} = 12s$ with large errors. It is interesting to note that the estimates diverge from that moment due to the accumulation of noise, which is conspicuous by its absence in our proposed design.
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**Fig. 3.** Pose $X(t)$ and its estimate $\hat{X}(t)$ without the PE condition

**Fig. 4.** Comparison between the proposed design and [14]

(a) Landmark paths $z_b^i$ and their estimation paths $\hat{z}_b^i$ in $\mathcal{B}$

(b) The landmark estimates $\hat{z}_1$ of the first landmark in the body $\mathcal{B}$

(c) $\tilde{z}_v^i$ from the proposed landmark observer in Prop. 1

(d) $\tilde{z}_B^i$ from the LTV Kalman filter in [14]

V. CONCLUSION

This paper introduces a novel visual SLAM observer design method. A key observation is that the landmarks in the frame of dynamic extension are constant, based on which we are able to get a set of linear regressors, and then transform the problem into online parameter estimation. We extend the PEBO methodology to the manifold $SE(3) \times \mathbb{R}^{3n}$, the unknown “parameters” in our context being the landmark coordinates $z_v^i$ in $\mathcal{V}$ together with the constant relative rigid transformation $X_v$. A simple constructive design is provided, with guaranteed almost global convergence, while significantly relaxing the strong PE or UCO-type conditions required in the existing literature. As future work, it is of practical interest to study the performance limitation from gyro noise and bias, as well as the approach to robustify the proposed observer design.
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