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Abstract — In this article, we first give an introduction to artificial intelligence and its applications in biology and medicine in Section 1. Deep learning methods are then described in Section 2. We narrow down the focus of the study on textual data in Section 3, where natural language processing and its applications in the biomedical domain are described. In Section 4, we give an introduction to explainable artificial intelligence and discuss the importance of explainability of artificial intelligence systems, especially in the biomedical domain.

1. Artificial Intelligence

Artificial Intelligence (AI) is a scientific field that studies computer systems performing tasks that need human intelligence. AI systems aim at doing intelligent tasks such as learning from experience, knowledge representation, problem solving, reasoning, perception, and natural language processing, which are associated with cognitive functions of human mind (Russell and Norvig, 2009). Nowadays, AI systems have many applications in a wide variety of domains such as education, medicine, transportation, military, entertainment, finance, autonomous driving, smartphones, agriculture, social media, economy, healthcare, law, manufacturing, cybersecurity, and many other domains.
Since early work on artificial neurons in the 1940s (McCulloch and Pitts, 1943), different generations of AI methods have been developed. Alan Turing’s theory of computation, the idea of a thinking machine, and the Turing test formed solid theoretical foundations and a milestone in early stages of development of machine intelligence in the 1950s (Turing, 1950). Then in the 1960s and 1970s, symbolic AI systems such as the General Problem Solver, the Geometry Theorem Prover, and the Logic Theorist employed high-level human-readable knowledge representation, logic programming, and reasoning to search for solutions to problems (Russell and Norvig, 2009). Knowledge-based and expert systems then became popular in the 1980s. This generation of AI systems leveraged more powerful, domain-specific knowledge (typically special-purpose rule sets in combination with customized inference methods) to solve problems in narrower fields of expertise. Meanwhile, connectionism was revived and Artificial Neural Networks (ANNs) moved the field forward towards performing more difficult and intelligent tasks, e.g. optical character recognition and speech recognition (Hopfield, 1988; Russell and Norvig, 2009). With the rapid adoption of Internet in the 1990s, AI tools such as recommender systems, search engines, and machine translation systems found their way into everyday life.

ANNs are computational methods inspired by the biological nervous systems. A neural network consists of multiple layers of interconnected processing units called “neurons” that are able to perform parallel computations. They are mostly used for data processing and knowledge representation purposes (Ramesh et al., 2004). ANNs have become attractive data analytics tools since they have the capability of handling complex, non-linear data relationships. A typical neuron in an ANN receives inputs from the previous layer in the network, aggregates the inputs, applies an activation function, and produces a final output based on the activation function’s output and a threshold. Since the advent of ANNs in the 1940s (McCulloch and Pitts, 1943), artificial neurons have evolved from simple binary threshold functions to complex non-linear processing units in CNNs, RNNs, and transformer models.

In the first decades of the 21st century, availability of large volumes of data (known as “big data”), extremely powerful processors specially designed to run floating-point arithmetic computation, novel multi-layer ANN architectures, and advanced machine learning techniques have led to the development of a new class of AI methods, called “deep learning” (LeCun et al., 2015). Machine learning refers to a class of AI methods designed to learn data relationships hidden in a dataset of samples, and then generalize the learned knowledge to new unseen data samples. Accordingly, deep learning refers
to a class of machine learning methods comprising multiple layers of processing units, designed to build complex generative or predictive models from large datasets. Modern deep neural networks, e.g. Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), have been widely used to model complex data relationships for a wide variety of scientific and industrial applications (Khamparia and Singh, 2019).

1.1. Artificial Intelligence in biomedicine and healthcare

AI systems have many applications in biomedical research and healthcare domains (Hamet and Tremblay, 2017; Min et al., 2017; Ramesh et al., 2004; Ravi et al., 2017). In many use-cases, AI methods have performed as accurate as human experts, even performed better than humans in some cases (Mintz and Brodie, 2019). ANNs are among the most widely-used AI methods utilized in the biomedical domain (Ramesh et al., 2004).

Large amounts of data in the biomedical domain make demands for developing intelligent computer methods that facilitate automatic acquisition and analysis of knowledge that is necessary to solve problems in biology and medicine. Utilizing AI systems for medical applications dates back to the 1970s, when computer analysis helped clinicians diagnose acute abdominal pain (Gunn, 1976). Since many biological, clinical, and pathological variables involve in complex interactions in biomedical datasets, ANN and deep learning models have been extensively applied to data science problems in biology and medicine. One of the first applications of ANN for clinical decision making aimed at diagnosing acute myocardial infarction (Baxt, 1990).

In clinical settings, AI systems have found many applications in diagnostic tasks such as image analysis in radiology and histopathology, waveform analysis, interpreting data in intensive care situation, and analysing Computed Tomography (CT), Magnetic Resonance Imaging (MRI), X-rays, and radioisotope scans (Amisha et al., 2019; Mintz and Brodie, 2019; Ramesh et al., 2004). AI methods have also had applications in clinical prognostic tasks such as identifying high risk patients, predicting survival chance in patients, and predicting outcome in patients with specific cancers (Ramesh et al., 2004). Another type of AI systems, i.e. AI-robots, have been used as assistant-surgeons or solo performers in surgery, or as care-bots for assisting in the delivery of care (Amisha et al., 2019; Hamet and Tremblay, 2017). They can be also used to monitor the guided delivery of drugs to target tumours, tissues, or organs (Hamet and Tremblay, 2017). In biomedical research, machine learning methods have had applications in discovering novel
therapeutic targets using protein-protein interaction algorithms (Theofilatos et al., 2015), identifying DNA variants as predictors of a specific disease (Rapakouilia et al., 2014),

Image and text are two data modalities in the biomedical domain that are commonly analysed using machine learning methods. AI-driven image processing have many applications in radiology, oncology, cardiology, gastroenterology, ophthalmology, etc. (Mintz and Brodie, 2019). Applications of AI systems in biomedical and clinical text processing is extensively discussed in Section 3.3.

2. Deep learning

Deep learning refers to a subclass of machine learning methods that use multiple layers of processing units, usually known as neurons, motivated by the working of animal neocortex (Yamins and DiCarlo, 2016). The goal of a deep learning model is to learn a hierarchy of concepts such that in every layer of the model a continuous vector representation encodes a different level of abstraction (LeCun et al., 2015). Traditional machine learning algorithms were not able to process natural data, e.g. image and language, in their raw form. For decades, large amounts of engineering efforts and domain knowledge were needed to design feature extractors that can transform raw data into proper feature vectors or internal representations that can be processed by machine learning and pattern recognition algorithms (LeCun et al., 2015). Nowadays, thanks to advanced deep learning algorithms, machine learning systems are able to automatically learn feature vectors and internal representations that can be used to detect and classify intricate non-linear relationships in a dataset. Processing units in different layers of a deep neural network learn to represent the network’s inputs in a way that enables the model to correctly predict the target output. Various neural network architectures are used to implement deep learning algorithms for different applications (Khamparia and Singh, 2019). Some of the most widely-used deep neural network architectures are described in the following.

A deep feed-forward neural network (or multi-layer perceptron) has the simplest architecture of a deep learning model. It is made up of an input layer, multiple hidden layers, and an output layer. Nodes in the input layer perform no computation and just pass on the input data to the hidden nodes. Hidden layers are responsible to do non-linear transformations on the input data. The output layer finally estimates output probabilities for possible outcomes. The network is initialized with random weights, and the gradient descent algorithm is used to train the network and find an optimal set of
weights. Figure 1 illustrates the schematic diagram of a fully-connected deep feed-forward neural network. Training of deep neural networks is generally performed in three steps:

1) In the forward pass, the data is fed to the network. Starting from the input layer, training samples pass through hidden layers, and an output probability is finally estimated by the output layer.

2) A loss function computes the error by comparing the network’s output and the target output.

3) In the backward pass, the weights (or parameters) of the network are adjusted in the opposite direction of the gradient vector, which specifies, for every weight, the amount of increase or decrease in the network’s error if the weight were increased by a small amount.

Figure 1: Schematic diagram of a fully-connected deep feed-forward neural network with four intermediate hidden layers. Each node in a layer is connected to all nodes in the previous layer.

A Restricted Boltzmann Machine (RBM) is a variation of neural networks with stochastic processing units that are connected bidirectionally. RBMs are generative stochastic neural networks that are able to learn a probability distribution over their inputs. There are two groups of neurons in a RMB, i.e. visible and hidden neurons. These neurons must form a bipartite graph in which there are symmetric connections between visible and hidden units, but there are no connection between nodes within a group of neurons. This property makes RBMs suitable for more efficient training algorithms than
those that are used for training unrestricted Boltzmann machines. Training of a RBM starts with a random state in one layer, then the Gibbs sampler is used to generate data from the RBM. Given the states of units in one layer, all units in other layers are updated in an iterative manner until the equilibrium distribution is reached. Finally, the weights within the RBM are computed by maximizing the likelihood of the RBM. Figure 2 shows the schematic diagram of a RMB with two groups of visible and hidden units. A deep RBM can be built by stacking multiple RBMs on top of each other. RBMs are generally used for feature extraction in classification tasks. They have also found applications in dimensionality reduction, collaborative filtering, and topic modelling (Liu et al., 2017).

**Figure 2**: Schematic diagram of a Restricted Boltzmann Machine (RBM). There are symmetric connections between visible and hidden units, but there is no connection between units within the same layer.

A **Deep Belief Network (DBN)** is a probabilistic generative graphical model that consists of multiple layers of hidden units (latent variables) such that there are connections between layers but not between units within each layer. DBNs are special forms of RBMs, however, there are some differences. The main difference is that hidden and visible variables are not mutually independent in a RBM, hence, the network is undirected. On the other hand, a DBN allows exploring dependencies between variables by having a directed topology. Both RBMs and DBNs are trained using layer-wise greedy training. DBNs are usually trained in an unsupervised manner that allows probabilistic reconstruction of its inputs. After training, the layers can act as feature detectors, however, they can be also further trained on labelled data to perform classification tasks.
Figure 3 shows the schematic diagram of a DBN. It can be seen from Figure 3 that a DBN is a variation of stacked RBMs with undirected connections between the top two layers, and directed connections between lower layers.

An **autoencoder** is an unsupervised neural network that is used for dimensionality reduction and data compression. Autoencoders are able to learn generative models of data. An autoencoder converts the input data into an abstract representation (also known as code) using recognition weights in the encoding phase. It then reconstructs the input through converting back the abstract representation into the original data using a generative set of weights in the decoding phase. Autoencoders and multi-layer perceptrons have similar architecture; they also use similar training and propagation mechanism. However, the goal of an autoencoder is to reconstruct the input, but the aim of a multi-layer perceptron is to predict the target value with respect to the input (Khamparia and Singh, 2019; Liu et al., 2017). The training process of an autoencoder can be performed in two steps: 1) to learn features through unsupervised training, and 2) to fine-tune the network through supervised training. Figure 4 shows the schematic structure of a deep autoencoder neural network.

A **Convolutional Neural Network (CNN)** is a variant of artificial neural networks inspired by the organization of the animal visual cortex. CNNs have shown to be ideal models for processing two-dimensional data with grid-like topology, e.g. images and
videos (Liu et al., 2017). There are two different types of layers in a CNN, i.e. convolution and subsampling layers. Figure 5 illustrates the schematic structure of a CNN. The first convolution layer convolves the input image with trainable filters at all possible offsets, then local feature maps are produced. The feature maps are then subsampled using a pooling mechanism, and the size of feature maps reduces in the next subsampling layer. Higher level transformations of the input are constructed as feature maps pass through consecutive convolution and subsampling layers. Finally, the values of the input pixels are rasterized and represented in the form of a single vector, which is used as the input of a fully-connected feed-forward network to perform classification or other tasks. CNNs are trained using backpropagation and gradient descent, similar to standard neural networks.

A Recurrent Neural Network (RNN) is able to process sequential data, such as texts and time series, where it is important to capture sequential characteristics of data and use temporal patterns to predict the next likely scenario. The schematic structure of a RNN and the unfolding in time are illustrated in Figure 6. As can be seen, in every layer, there is a state vector that implicitly stores the context seen by the processing unit until that time step. The state vector is passed to the same processing unit in the next time step, then, with respect to the input at that time step, the state vector is updated and an output is produced that will be used as the input of the next layer. Since RNNs can process samples with different lengths of input and output, they have been shown to be
more appropriate than standard feed-forward neural networks for NLP applications. The basic RNN model cannot perfectly capture long-term dependencies in long input texts due to the vanishing gradient problem. **Gated Recurrent Unit (GRU)** and **Long Short-Term Memory (LSTM)** networks have been able to effectively address the vanishing gradient problem by utilizing memory cells and gating mechanisms that control how long previous knowledge should be stored for being used to process future words, and when previous knowledge should be updated or forgotten. A GRU is a simplified version of a LSTM, so it needs less computation. Therefore, GRUs are more scalable than LSTMs. However, LSTMs are more powerful and flexible than GRUs.

![Figure 5: Schematic structure of a Convolutional Neural Network (CNN).](image)

Deep learning methods have shown massive capability in discovering complex structures in high-dimensional data, hence, they have found many applications in various fields of science, education, business, medicine, transportation, and other domains. Deep learning techniques have significantly improved AI systems for several biomedical applications such as, predicting the effects of mutations in non-coding DNA on gene expression and disease, predicting the activity of potential drug molecules, reconstructing brain circuits, protein structure prediction, gene expression regulation, biomedical imaging, biomedical signal processing, translational bioinformatics, cancer diagnosis, cell clustering, pervasive sensing, modelling infectious disease epidemics, medical information extraction, and many other applications (Hahn and Oleynik, 2020; LeCun et al., 2015; Liu et al., 2017; Min et al., 2017; Ravì et al., 2017).
3. Natural Language Processing

Natural Language Processing (NLP) lies in the intersection between linguistics and artificial intelligence, and refers to designing and developing computerized methods that are able to process, analyse, understand, and generate human language. NLP provides a set of computational techniques to facilitate automatic analysis and representation of human language (Chowdhary, 2020).

Since the earliest works on NLP in the early 1950s until the late 1980s, NLP systems relied on symbolic methods. These methods utilized complex sets of hand-crafted rules, sometimes in combination with conceptual ontologies, to process textual data. Starting from the early 1990s, with the rapid adoption of machine learning, NLP was revolutionized and statistical methods became widespread for developing automatic text processing systems. Machine learning methods helped NLP scientists develop language processing systems that automatically learn rules through applying statistical inference to large volumes of text data. However, rule-based methods were not completely abandoned and were still used for preprocessing, e.g. tokenization, or for postprocessing, e.g. knowledge extraction, in a NLP pipeline.

Since the early 2010s, thanks to development of powerful deep learning and representation learning methods, neural NLP systems have become popular and been widely utilized for various language processing applications. Deep learning models remove the demanding task of feature engineering that was a big challenge of building statistical NLP models. Word embeddings learned by deep language models can encode
semantic and syntactic properties of words. They can be then used as the input of any NLP systems, regardless of the task at hand. Nowadays, neural NLP models are used in a wide variety of applications such as information retrieval, named entity recognition, word sense disambiguation, information extraction, relation extraction, natural language translation (or machine translation), question answering, summarization, sentiment analysis (or opinion mining), topic modelling, text classification, dialogue systems, and speech recognition (Chowdhury, 2003; Nadkami et al., 2011). There are various low-level subtasks in NLP that are likely to be found as parts of a high-level task in any text processing systems. These subtasks include negation detection, temporality detection, context determination, hedging, sentence boundary detection, word tokenization, lemmatization, part-of-speech tagging, stemming, parsing, semantic role labelling, and coreference resolution.

3.1. *Deep learning in natural language processing*

As discussed in Section 2, RNN and its variants have been widely used for implementing NLP systems, since they can effectively handle long-term dependencies in text sequences. The generic RNN illustrated in Figure 6 is able to pass forward the context it has seen until the current time step through forward connections. This allows the network to be aware of the context when it processes next words in the input sequence. However, it is sometimes beneficial to process the current word with respect to the context that follows. The idea of having both forward and backward connections has led to a more powerful variant of RNNs, called *bidirectional RNNs (bi-RNNs)*. Figure 7 shows the schematic diagram of deep bi-RNN with forward and backward layers. The output of the last forward and backward layers are combined using a fully-connected layer, and the output is generated for every time step. The generic bi-RNN model presented in Figure 7 can be generalized to bi-LSTM and bi-GRU models. Embeddings from Language Models (ELMo) is a very large NLP model composed of many forward and backward LSTM layers that set a breakthrough in language processing by providing contextualized word vector representations (Peters et al., 2018).

For more complex NLP tasks such as machine translation, summarization, or captioning that need to generate a new textual output, *encoder-decoder* deep neural networks are the most widely-used models (Otter et al., 2021). An encoder-decoder sequence-to-sequence (seq2seq) model is composed of two main parts, i.e. encoder and decoder. The encoder converts the input sequence into a numeric representation that is fed into the decoder whose job is to generate a new text with respect to the
encoded input. RNN variants are commonly used to implement encoders and decoders. Figure 8 illustrates the schematic diagram of an encoder-decoder neural network composed of an encoder and a decoder RNN model. In this example, a bi-RNN is used for the encoder and a forward RNN is used for the decoder. As can be seen, the output of the decoder at each time step is used as the input of the decoder at the next time step.

As already discussed, RNN and its variants are able to capture long-term dependencies in sequential data, which has advanced NLP systems by enabling them efficiently process textual data and achieve higher levels of performance on complicated tasks. However, for some applications it is required to specify if any of the inputs are more important than others when the next output is produced. **Attention mechanism** can properly address this problem by allowing the neural network to learn which part of the input is more important than others with respect to the context and the task at hand (Vaswani et al., 2017). The attention mechanism can be added to a RNN network as an additional layer that has access to state vectors of all previous inputs and assigns weights to each previous state. These attention weights indicate which parts of the input are more relevant and should have more contribution to computing a state vector and output for the next input. So far, different variants of attention mechanism such as self-
attention, cross-attention, multi-heads, query-key-value, and dot-products have been implemented for various applications.

Figure 8: Schematic diagram of a deep encoder-decoder neural network composed of an encoder and a decoder RNN model.

A major disadvantage of RNNs is that they need to process the input sequence in order because token computations depend on results of previous token computations. This is a barrier to parallelization of computations, which makes the training of RNNs inefficient. In the recent years, transformer neural networks have effectively addressed the weaknesses of RNNs by adopting self-attention and removing RNN structure (Vaswani et al., 2017). In contrast to RNN, a transformer does not need to process the input sequence in order. Since the self-attention mechanism provides context for any word in the input, the transformer model can benefit from parallelization. This additional parallelization has enabled training very large language models on massive training corpora. BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2018) and GPT (Generative Pre-trained Transformer) (Radford et al., 2019) are two large
language models that utilize transformers. They have achieved state-of-the-art accuracy scores on many NLP tasks.

Figure 9 shows the schematic diagram of a transformer encoder-decoder neural network. In this example, there are three encoder layers, each one composed of a self-attention and a feed-forward layer. The self-attention layer receives input encodings from previous encoder layer and weights the relevance of inputs to each other. The output encoding is then further processed by a feed-forward layer. The encoder uses positional encoding because it needs to know about the order of the sequence. The decoder has three decoder layers, each one composed of a self-attention, an encoding-attention (cross-attention), and a feed-forward layer. The encoding-attention layer draws relevant information from the encoding computed by the encoder. The first decoder layer needs positional encoding and embeddings of the output sequence.

Deep learning neural networks explained in this section have been widely used to implement powerful NLP systems for a wide variety of applications such as Information retrieval, named entity recognition, information extraction, text classification, text generation, summarization, question answering, and machine translation (Otter et al.,...
One major application of deep learning in NLP is language modelling. A language model is able to predict words or linguistic properties given previous words or linguistic information. A language model learns to encode lexical, syntactic, and semantic information by being trained on large text corpora. The learned knowledge is encoded in the form of word vector representations, namely embeddings (Mikolov et al., 2013).

3.2. Vector representation of text

Before the introduction of deep neural language models, statistical NLP models used features that relied on counting how many times sequences of words or characters of length up to N (known as N-grams) occur in a corpus of text documents (LeCun et al., 2015). Given a vocabulary with size V, the number of possible N-grams is on the order of \( V^N \), therefore, very large text corpora would be needed to train a language model that is able to handle a context of more than a handful of words (LeCun et al., 2015). A major problem of N-grams is that they treat each word as an atomic unit, hence, they are not able to identify semantically related sequences of words. On the other hand, neural language models are able to generalize across semantically related word sequences because they associate each word with a continuous vector representation such that semantically related words are close to each other in the vector space.

Much attention has been devoted to word representation learning since it is one of the main research areas in NLP. Early vector space models of word representation dealt with documents as vectors whose dimensions were the whole vocabulary, and the value of each dimension was computed as some sorts of the frequency or normalized frequency of the respective word within the document. Document-based vector space models were also extended to smaller units such as words. A word-based vector space model is usually constructed based on the normalized frequencies of co-occurring words in a corpus (Camacho-Collados and Pilehvar, 2018). The main goal of building a word-based vector space model is to represent words as numerical vectors such that those words that share similar context should be close in the vector space.

A main disadvantage of traditional word representations is the high dimensionality. The number of dimensions in a word vector can easily reach hundreds of thousands, or even millions, because dimensionality corresponds to the number of words in the vocabulary. However, a solution is to perform dimensionality reduction using Singular Value Decomposition (SVD) and Latent Semantic Allocation (LSA). Neural networks have been utilised to enable learning low-dimensional word vectors through unsupervised learning. Word2Vec was one of the first methods that exploited neural
networks to construct low-dimensional and efficient vectors for meaning representation (Mikolov et al., 2013). Word embeddings learned by Word2Vec can be then used as the input of a down-stream neural network performing a supervised NLP task, e.g. classification or sentiment analysis. GloVe is another major word embedding method that employs a bilinear regression model in combination with global matrix factorization and local context window methods (Pennington et al., 2014).

In spite of achieving high performance scores on several NLP tasks, the above word embedding methods has a major limitation: they ignore the fact that a word can have multiple meanings and the meaning can change based on the context. These models generate a single vector representation for each word, regardless of its context. Contextualized word embeddings address this problem by enabling dynamic word vectors that change depending on the context in which they appear (Camacho-Collados and Pilehvar, 2018). ELMo (Peters et al., 2018) and BERT (Devlin et al., 2018) set major breakthroughs in NLP by providing novel contextualized vector representation methods. The former utilizes backward and forward LSTMs, and the latter uses transformers and attention mechanism to capture context.

In recent years, context-free and context-sensitive word embeddings have been trained on biomedical and clinical text corpora, in order to be used as input in down-stream biomedical or clinical NLP tasks (Khattak et al., 2019; Tawfik and Spruit, 2020; Wang et al., 2018a). BioBERT (J. Lee et al., 2019b), SciBERT (Beltagy et al., 2019), and BioELMo (Jin et al., 2019) are among language models that were pretrained on biomedical text and improved the performance of several biomedical NLP tasks. Moreover, ClinicalBERT (Alsentzer et al., 2019), ClinicalXLNet (K. Huang et al., 2020), and ClinicalELMo (Peters et al., 2018) were pretrained on clinical notes to be used for clinical text analysis tasks.

3.3. Natural language processing in the biomedical domain

In the biomedical domain, textbooks and published peer-reviewed scientific papers are valuable sources of knowledge (Fleuren and Alkema, 2015; Mintz and Brodie, 2019). Clinical notes, electronic health records, lab reports, and experimental data are other sources of information that need to be stored in digital format to be subsequently processed and analysed in biomedical research (Fleuren and Alkema, 2015). With the extremely large volumes of textual documents that are available in the biomedical domain, it is almost impossible to manually retrieve relevant information and analyse it
in a timely manner. In order to address this challenge, numerous automatic biomedical text processing systems have been developed using NLP and text mining methods.

NLP and text mining methods in the biomedical domain are divided into two main categories, i.e. 1) rule-based or knowledge-based, and 2) statistical or machine learning based methods (Cohen, 2014). Knowledge-based biomedical NLP systems mostly use two types of knowledge to solve a NLP problem: 1) knowledge about the language, it defines how facts are stated in biomedical texts, and 2) real-world knowledge about the domain that is defined in the form of rule sets or ontologies (Cohen, 2014). Rules usually define patterns of properties that need to be fulfilled by some text in a document (Wang et al., 2018b). Machine learning based methods, on the other hand, automatically learn domain and language knowledge from a set of labelled training examples and generalize that knowledge to new unseen examples. Biomedical NLP systems can also utilize a combination of knowledge-based and machine learning approaches, these systems are called hybrid systems. A main disadvantage of knowledge-based methods is that considerable manual effort is needed to build numerous rules that form a knowledge base. In contrast, little or no domain-specific knowledge is needed to build a machine learning based biomedical NLP system. They learn the underlying knowledge in the data by discovering statistically tractable phenomena and relations between them.

Some applications of NLP and text mining methods in the biomedical and healthcare domains include finding protein-protein interactions, detecting disease-treatment relations, summarizing biomedical literature or clinical documents, cohort retrieval and phenotype definition, genome and gene expression annotation, drug-target discovery, drug repositioning, exploring possible adverse events of drugs, and discovering drug side-effects and interactions by analysing electronic health records (Cohen, 2014; Fleuren and Alkema, 2015; Wang et al., 2018b).

Many NLP and text mining applications are built on MEDLINE since it provides a rich programming interface and annotated abstracts with Medical Subject Heading (MeSH) terms (Fleuren and Alkema, 2015). Medline Ranker (Fontaine et al., 2009), askMEDLINE (Fontelo et al., 2005), PICO (K.-C. Huang et al., 2013), PubCrawler (Hokamp and Wolfe, 2004), PubFocus (Plikus et al., 2006), ProteinCorral (Li et al., 2013), PubViz (Xuan et al.), CoPub (Fleuren et al., 2011), and PPInterFinder (Raja et al., 2013) are some examples of NLP and text mining tools built on MEDLINE to do various tasks such as querying MEDLINE/PubMed for retrieving and ranking relevant abstracts, scanning daily updates and alerting users about new relevant items in the database, enriching user’s queries by additional information from domain knowledge sources, identifying protein
names within abstracts, search result visualization by connecting queries to concepts in a knowledge base, extracting gene lists from abstracts, and finding protein-protein interactions within abstracts.

Clinical documents appear in different types, e.g. discharge summaries, ICU progress notes, pathology reports, X-ray reports, and Electronic Health Records (EHRs) (Cohen, 2014). Applying NLP and text mining methods to various types of clinical textual data have had a wide range of applications in clinical decision support, quality improvement, and clinical/translational research (Wang et al., 2018b). During the last decades, NLP methods have been successfully employed for cancer-case identification, staging, and outcomes quantification (Yim et al., 2016), identifying patient phenotype cohorts (Kumar et al., 2014), temporal relation discovery (Lin et al., 2016), detecting medication discrepancies (Feng et al., 2015), risk factor identification (Khalifa and Meystre, 2015), pharmacoepidemiology (Salmasian et al., 2013), symptom identification (Dreisbach et al., 2019), and clinical workflow optimization (Popejoy et al., 2014).

There are also several shared tasks designed to advance NLP methods for clinical applications. These shared tasks address various applications, such as clinical named entity recognition (Pradhan et al., 2013), automatic de-identification of personal health information (Uzuner et al., 2007), identification of obesity and its co-morbidities (Uzuner, 2009), identification of medications and their dosages (Uzuner et al., 2010), clinical concept extraction and relation classification (Uzuner et al., 2011), automatic identification of medical risk factors (Stubbs et al., 2015), and temporal information extraction from clinical texts (Bethard et al., 2016).

In the next subsection, we discuss biomedical text summarization that is a major task in biomedical NLP.

3.4. Biomedical text summarization

Recent years have witnessed an exponential growth in the amount of information that is available to clinicians and biomedical researchers. The biomedical literature and EHRs are two main sources of textual information in the biomedical domain. Retrieving, interpreting, and integrating relevant information from large volumes of text documents is almost impossible without employing automatic tools. Automatic text summarization tools can help reduce time and effort required to identify and process important information from lengthy text documents. A summary is a transformation of the source text into a shorter text that conveys the most important/relevant content of the source (Mishra et al., 2014).
Text summarization methods are generally divided into two categories, i.e. extractive versus abstractive methods. An extractive summarizer identifies the most important sentences in one or multiple input text documents, extracts and concatenates them to form the final summary (Moradi et al., 2020a). In contrast, an abstractive summarizer generates a summary by producing new sentences that are different to the original sentences but convey the most important points (El-Kassas et al., 2021). Regarding the number of documents that a summarization system receives as the input, a summary can be produced for either a single document or multiple documents. Multi-document summarization can be more challenging than single-document summarization, since repetitive information may appear in several documents. Therefore, the summarizer should be capable of handling information redundancy. Another challenge is that information should appear in the summary with respect to the temporal order in which information appeared in the original documents. Cohesion and coherency are other challenges that need to be addressed when producing a unified summary for multiple documents (El-Kassas et al., 2021; Mishra et al., 2014; Moradi, 2018).

A summary can be either query-based or generic. A query-based summary presents content that is most relevant to a query or a set of keywords given by user. On the other hand, a generic summary presents a general sense of the most important content of the original text (El-Kassas et al., 2021). Summarization systems can be built in either supervised or unsupervised manner. Annotated training data are needed to train a summarizer in the supervised scenario, while unsupervised summarization does not need to be trained on training data (El-Kassas et al., 2021). The former is more demanding and expensive because it needs a lot of human efforts for manual annotation. Summarization systems can be divided into general versus domain-specific groups. General summarizers are designed to summarize documents from different domains, while domain-specific summarizers are specialized to summarize documents that belong to a certain domain, e.g. biomedical documents (El-Kassas et al., 2021).

Initial work in text summarization relied on simple term frequency features to identify important sentences within a document. Since then, various statistical features and heuristics have been employed for content selection in text summarization. Position of a sentence in a document, length of a sentence, presence of predefined cue phrases in a sentence, keywords extracted from input document, presence of title words, centroid-based cohesion, and co-occurrence feature are among widely-adopted features and heuristics for text summarization (Moradi et al., 2020b). It has been shown that these general features may not properly identify important contents in biomedical text.
summarization (Moradi and Ghadiri, 2017, 2018; Plaza et al., 2011; Reeve et al., 2007). In order to address this issue, biomedical text summarizers employed sources of domain knowledge to map input text to a concept-based representation (Ji et al., 2017; Mishra et al., 2014; Moradi and Ghadiri, 2018; Plaza et al., 2011; Zhang et al., 2011). This helps assess the informative content of text with respect to the context and semantics of words/sentences, rather than shallow features used by traditional summarizers.

However, concept-based biomedical text summarization that utilizes sources of domain knowledge have their own issues. Building, maintaining, and utilizing knowledge bases may be time-consuming and expensive. Large amounts of human effort are needed to define biomedical concepts and relations between them. Moreover, the choice of appropriate source of domain knowledge is a challenge that may have a significant effect on the performance of a biomedical text summarization system (Plaza, 2014). Another challenge is how to measure the importance of words and sentences based on qualitative relations between concepts (Moradi and Ghadiri, 2017). Deep learning and representation learning models have addressed these challenges by representing textual data as continuous representations such that words are encoded into numerical vectors based on the context in which they appear (Fathi and Maleki Shoja, 2018; Otter et al., 2021). In this way, the similarity, relatedness, and importance of words and sentences can be quantified with respect to their semantics and the context.

4. Explainable artificial intelligence

As already discussed in this article, deep neural networks have outperformed other classes of machine learning methods for a wide variety of tasks. They have performed even better than humans on some specific tasks, especially for image and text processing. However, one main challenge of deep learning models is that they are black-box. In other words, they hide their internal logic to the user, and their internals are uninterpretable by humans (Guidotti et al., 2018). Although the underlying mathematical principles of deep learning models are known, it is difficult to represent the knowledge learned by such models or to explain their decision making process (Holzinger et al., 2017). The increasing complexity of predictive models has led to some difficulties when explaining and interpreting the behaviour of these models (Lakkaraju et al., 2017). Deep learning models, or black-box models in general, have a great ability to learn complex patterns that exist in the data, then predict new unobserved instances. Their predictive power can be complemented by the ability to explain or interpret what they have learned.
Consequently, it may be easier to trust them or optimize their performance. Users of AI systems need to 1) decide when and how they should trust a predictive model, 2) detect potential biases in the model and data, and 3) take actions to refine the model. Therefore, they should have a clear understanding of the model and its behaviour (Lakkaraju et al., 2017). Moreover, predictive machine learning models are usually trained on data that may contain biases. Consequently, models learned on such data inherits the biases, leading to wrong or unfair decisions (Guidotti et al., 2018).

Interpretability can be defined as the ability to present or to explain the behaviour, rational, decision making process, or internal working of a machine learning model in a way that can be understood by a human (Doshi-Velez and Kim, 2017). Interpretable machine learning can be also used for extracting relevant knowledge about domain relationships conveyed by the data (Murdoch et al., 2019). Explanations can be represented as mathematical equations, visualizations, heatmaps, saliency masks, partial dependency plots, decision trees, rule sets, feature importance scores, or natural language.

There are various reasons to develop AI systems whose decisions are transparent, understandable, and explainable:

1) **Trust**

   It is needed to understand reason(s) why a decision was made by an AI system in order to trust the system and its outputs. We need to ensure that the AI system makes correct decisions for the right reasons.

2) **Ethics and fairness**

   Explainable AI (XAI) can be used to make sure decisions made by an AI system are fair and ethical. It can also help to ensure that critical data, such as race, gender, etc. do not affect algorithmic decisions in undesired ways.

3) **System performance**

   Being aware of potential weaknesses of an AI system, it is easier to improve its performance. When it is known what the system is doing, why it sometimes fails, and why it makes its decisions, it will be easier to detect biases in the model or in the data (Moradi and Samwald, 2021a). This also helps to have a better understanding of the problem at hand.

4) **Safety and security**

   Organizations need to make sure only permitted data are used for agreed purposes. XAI helps to make sure the AI system complies with certain intended requirements. Using XAI, organizations can have control over their AI systems. Hacking attacks,
engineering oversights, and deliberate unethical design can be identified using explainability methods that clearly show the decision making process and factors affecting the output of the AI system.

5) Accountability

This requirement concerns who is accountable for decisions made by an AI system. Using XAI, it is possible to trace a chain of causality from the AI system back to the person or organization. This can help to assign responsibility for the decisions made by the AI system.

4.1. Model-based versus post-hoc explainability

Explainability by design, or model-based explainability, refers to incorporating transparency into the internal working and decision making process of a model. Explainability or interpretability considerations in this step can mostly concern the choice between simple, easy to interpret models and complex, black-box models that fit the data more accurately (Murdoch et al., 2019). Linear regression models, decision sets, decision trees, and generalized additive models are typical examples of transparent or glass-box AI models. Model-based explainability considerations may impose the model designer to put limitations on the complexity of the AI model, subsequently the predictive accuracy may decrease. Therefore, model-based interpretability should not be considered when the underlying relationship is complex, because a simple model cannot fit complex data well (Murdoch et al., 2019). Two criteria often play key roles in selecting a model in this step: 1) simplicity, in order to be human-understandable, and 2) complexity, in order to fit the underlying data relationships.

Model-based interpretability can be further divided into more specific levels, i.e. simulatability, decomposability, and algorithmic transparency (Lipton, 2016). Simulatability concerns how transparent and human understandable the entire model is. Decomposability refers to the explainability of individual components of a model, like inputs, parameters, and calculations. Algorithmic transparency is applied at the level of the learning algorithm. As an example, it is provable that a linear model will converge to a unique solution even for new problems and datasets. On the other hand, the heuristic optimization procedures used in training neural networks cannot guarantee that they will find unique solutions for new problems (Lipton, 2016). Full transparency may be feasible only for small and simple models, e.g. shallow decision trees, simple linear models, or rule bases (Preece et al., 2018).
Post-hoc explainability refers to providing explanation for a specific decision, or a set of decisions, made by the model. This allows the reproduction of decisions when needed (Holzinger et al., 2017). In post-hoc interpretability, there is a trained model as input, and the goal is to extract information about what relationships the model has learned (Moradi and Samwald, 2021c; Murdoch et al., 2019). Post-hoc explainability can be most useful when there are complex relationships in the data and we need to build an intricate, black-box model. Using post-hoc explanations we do not sacrifice the predictive accuracy of the model because it is not required to make explainability considerations during the modelling phase (Lipton, 2016).

Post-hoc explanation methods can be divided into two categories, i.e. global and local methods (Murdoch et al., 2019):

1) **Global** or dataset-level interpretation refers to approximating the global behaviour of a predictive model. These methods are more helpful when we are interested in general relationships learned by the model, e.g. what features or interactions are associated with a particular class in the whole dataset or in a subset of it. One challenge of global interpretations is that producing global explanations may be very difficult when the underlying AI model is complex (Ribeiro et al., 2016).

2) **Local** or prediction-level explainability focuses on a specific decision rather than explaining the whole behaviour of an AI model. They are mostly useful when the practitioner wants to know what features or interactions cause a particular decision. It is sometimes possible to aggregate local interpretations in order to have a global interpretation of the original model. A main challenge of local interpretations is that there may be some degree of inconsistency between local explanations because a complex model may use a feature in different ways with respect to the other features (Ribeiro et al., 2016).

In a recent survey, Guidotti et al. (Guidotti et al., 2018) define the model-based interpretability as `transparent-box design` that refers to directly designing a transparent model with the goal of solving the same problem that can be properly solved by a black-box model. On the other hand, the post-hoc interpretability is defined as `black-box explanation` that refers to investigating how the AI system returned certain outcomes. They further divide the post-hoc explainability into three subclasses: 1) `model explanation` that concerns explaining the whole logic of the black-box AI system, 2) `outcome explanation` that refers to understanding the reasons for the decisions made for specific data records, and 3) `model inspection` that investigates the internal behaviour of the black-box model when the input is changed.
4.2. Explainable artificial intelligence in the biomedical domain

As discussed in previous sections, AI and deep learning methods have been widely utilized for building intelligent systems for biomedical and clinical applications. However, a main challenge is that powerful AI systems are usually black-box, and machine decisions are oftentimes poorly understood. This issue can be even more problematic in biomedical and healthcare domains, where critical decisions are made every day, thus, failure and mistakes can severely have bad consequences (Tjoa and Guan, 2021). Lack of transparency is one of the main barriers to widespread adoption of AI systems in clinical practice (Markus et al., 2021). Medical professionals need to understand how and why an AI system makes a particular decision (Holzinger et al., 2019). Moreover, biomedical researchers who utilize AI and machine learning methods for data analysis must have the possibility to identify bias in the data and the model, use explanations for judging the plausibility of predictions and forming novel hypotheses, and identify potential failure points of the model. The possibility to understand and explain machine decisions is the foundation of retraceability (Holzinger et al., 2019).

So far, different methods have been developed to address explainability challenges for various biomedical and healthcare applications such as visualization of pleural effusion in radiographs (Irvin et al., 2019), heatmaps for analyzing fMRI data, melanoma classification of dermoscopy images, and classification of Alzheimer’s disease pathologies (Tang et al., 2019; Thomas et al., 2019; Young et al., 2019), feature relevance scores for classification of insomnia (Jansen et al., 2019), saliency maps for electroencephalogram (EEG) sleep stage scoring (Vilamala et al., 2017), visual interpretability of segmentation of tumour in brain MRI (Qin et al., 2018), constructing Bayesian rule lists for stroke prediction (Letham et al., 2015), textual justification for breast mass classification systems (H. Lee et al., 2019a), mathematical explanations for analysing metabolites signals from magnetic resonance spectroscopy and estimation of brain states (Hatami et al., 2018; Haufe et al., 2014), feature importance scores for identifying the most protective and risky genotypes for autism spectrum disorders (Ghafouri-Fard et al., 2019), and counterfactual explanations for predicting the risk of diabetes (Wachter et al., 2017).

However, most previous works on explainable AI have focused on image, continuous signal, and tabular data, hence, many challenges have remained unaddressed in biomedical and clinical text processing (Moradi and Samwald, 2021b).
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