Viscosity and effective temperature of an active dense system of self-propelled particles

Saroj Kumar Nandi

Department of Chemical and Biological Physics, Weizmann Institute of Science, Rehovot - 7610001, Israel

We obtain a nonequilibrium theory for a simple model of a generic class of active dense systems consisting of self-propelled particles with a self-propulsion force, $f_0$, and persistence time, $\tau_p$, of their motion. We consider two models of activity and find the system is characterized by an evolving effective temperature $T_{\text{eff}}(\tau)$, defined through a generalized fluctuation-dissipation theorem. $T_{\text{eff}}(\tau)$ is equal to the equilibrium temperature at very short time $\tau$ and saturates to $T_{\text{eff}} = T_{\text{eff}}(\tau \to \infty)$ at long times; The transition time $t_{\text{trans}}$ when $T_{\text{eff}}(\tau)$ goes to the long-time limit depends on $\tau_p$ alone and $t_{\text{trans}} \sim \tau_p^{0.85}$ for both models. $f_0$ reduces the viscosity with increasing activity, $\tau_p$ on the other hand, may increase or decrease viscosity depending on the details of how the activity is included. However, as a function of $T_{\text{eff}}$, viscosity shows the same behavior for different models of activity and $\eta \sim (T_{\text{eff}} - T)^{-\gamma}$ with $\gamma = 1.74$. Our theory gives reasonable agreement when compared with experimental data and is consistent with several experiments on diverse systems.

I. INTRODUCTION

Active matter is by definition out of equilibrium systems consisting of particles who consume energy and do some work. This broad definition includes a large class of systems, both biological, such as motile cells in tissues [1–3] and intracellular cytoplasm [4], as well as synthetic materials such as Janus particles and light activated swimmers [5–8] and vertically vibrated granular systems [9, 10]. Properties of such systems in the dilute regime have been subjected to extensive investigation in the last couple of decades or so [11–13], however, their study in the dense regime is relatively new. Examples of dense active systems are abundant, starting from cellular cytoskeleton to confluent cells in a tissue. A number of recent simulations [3, 14–17] and experiments [1, 18, 19] on such systems reveal a remarkable similarity with the properties of a glassy system [20, 21]. In this work, we consider a simple model of active systems that consists of self-propelled particles (SPP) with a self-propulsion force $f_0$ and persistence time $\tau_p$ of their motion. Such a system, despite its simplicity, comprises important realizations of biological systems and show rich phenomenology through the interplay of activity, order and flow [4, 11–13, 22]. Thus, it is important to extend glass transition theories of passive systems to an active system [23–28]. Instead of concentrating on the glass transition itself, here we focus on analyzing two important quantities, the viscosity, which characterizes the rheological properties of a system, and the effective temperature, which plays a crucial role in the description of nonequilibrium systems, within a mean-field theoretical framework applicable to a large number of biological systems.

An important characteristic of active systems is the ability to self-regulate their transport coefficients, such as viscosity, affecting the rheology of the system. For example, the viscosity of cellular-cytoskeleton is much larger in the interphase compared to mitosis when it is dividing [29]. Activity is known to reduce the viscosity of the cell-cortex and in vitro assemblies of actin and myosin molecules [30–32]. The behavior of viscosity in active SPP systems is well-understood in the dilute limit [22, 33–36]. Depending on the type of active particles, whether they are contractile or extensile, pullers or pushers, effective viscosity either increases or decreases [22, 33, 34]. However, how different types of particles in an active dense system affect its viscosity remains an open question. It is particularly important in the biological context since mechanical properties are known to affect functions [37].

Active systems, as they consume energy and perform mechanical work, are by definition out of equilibrium [13, 38]. Compared to equilibrium statistical physics, the field of nonequilibrium physics still remains not so well-understood and largely open despite the construction of a number of exact results applicable for such systems in recent times [39, 40]. The search for a description of nonequilibrium systems through an effective temperature $(T_{\text{eff}})$ has a long history [41–43]. A number of recent studies have looked at the behavior of $T_{\text{eff}}$ in active systems [44–50]. In driven dense systems, such as a system under a steady shear, $T_{\text{eff}}$ is an evolving function of time and its long-time value characterizes the dynamics of the system [51]. Similarly, an evolving $T_{\text{eff}}$ also exists for active SPP systems [24], however, the importance of the long-time limit of this variable in the description of different active systems is not yet completely understood.

Our aim in this work is to understand the specific role of activity on the rheological properties and effective temperature of a biological system. Instead of concentrating on the quantitative details of a particular system, we start with a minimal model of an active system and investigate the effect of activity in a broad class of systems. We consider two different models of active SPP systems and obtain a coarse-grained hydrodynamic theory for such systems in their dense regimes. We find that the systems are characterized by an evolving ef-
ective temperature $T_{\text{eff}}(\tau)$, defined through a generalized fluctuation-dissipation relation (FDR), depicting the nonequilibrium nature of the system. $T_{\text{eff}}(\tau)$ is equal to the equilibrium temperature $T$ at a very short time and saturates to a larger value, $T_{\text{eff}} \equiv T_{\text{eff}}(\tau \to \infty)$, given by the activity parameters, at long times. The transition from $T$ to $T_{\text{eff}}$ takes place at a time $t_{\text{trans}}$ where $t_{\text{trans}} \sim \tau_{p}^{0.85}$ for both models. We obtain the viscosity, $\eta$, through a time-integration of the two-point correlation function. The important findings of this work are as follows: (1) $\eta$ decreases as self-propulsion force, $f_{0}$, increases and behaves as $\eta \sim f_{0}^{-3.5}$ for both models. (2) The behavior of $\eta$ as a function of $\tau_{p}$ is more subtle and depends on the details of how the activity is included; it may either decrease or increase with $\tau_{p}$ depending on the active noise statistics for the two models we consider here. (3) $\eta$ as a function of $T_{\text{eff}}$ shows the same behavior for both systems, and both parameters $f_{0}$ and $\tau_{p}$, revealing that $T_{\text{eff}}$ works as a rational control parameter for such systems in their dense regime. Comparison of our theory with existing experimental data show reasonable agreements and we conclude by discussing ways to test our theory in experiments on biological systems.

II. THEORY

We start with the equation of motion for the density fluctuation $\phi(t)$ at time $t$ of a generic class of active dense fluid. The active energy in the system is continuously supplied through the microscopic degrees of freedom. This energy can be supplied externally, as in the case of vibrated granular particles [9, 10], or it may come from the solvent through ATP (adenosine tri-phosphate) as in biological systems [1, 18]. We characterize such active driving through a colored noise and write the Langevin equation for $\phi(t)$ as

$$\frac{\partial \phi(t)}{\partial t} + \mu(t)\phi(t) = -\frac{g}{2}\phi^{2}(t) + \xi(t) + f(t)$$  \hspace{1cm} (1)

where $\mu(t)$ is a frequency term and $g$ encodes the interactions in the fluid. $\xi(t)$ is the thermal noise with zero mean and $\langle \xi(t)\xi(t') \rangle = 2T\delta(t-t')$ with $T$ being the ambient temperature. $f(t)$ is the active noise with zero mean and correlation $\langle f(t)f(t') \rangle = 2\Delta(t-t')$. We have set $k_{B}$, the Boltzmann constant, to unity. We have ignored frictional dissipation for simplicity, as friction merely sets a length scale. Our model can be seen as the schematic form of the equation of motion for density fluctuation at a particular wave vector, corresponding to the first maximum of static structure factor, for an active fluid obtained from the continuity equations for density and momentum density [24]. Eq. (1) is a minimal model for active systems of self-propelled particles [23, 52–56].

In equilibrium, one obtains the two-point correlation function starting from Eq. (1) [in the absence of the active noise] and this characterizes the dynamics entirely since correlation and response functions are related via FDR. However, there is no such simple relation in nonequilibrium systems and one must look at the equations of motion for both the correlation and response functions. We use the field theoretic method of mode-coupling theory (MCT) [24, 57–62] for our calculation. We first obtain the equations of motion for the correlation, $C(t, t') = \langle \phi(t)\phi(t') \rangle$, and the response, $R(t, t') = \langle \partial \phi(t)\partial \phi(t') \rangle$, functions for a generic nonequilibrium non-stationary state of the active system as

$$\frac{\partial C(t, t')}{\partial t} = -\mu(t)C(t, t') + \int_{0}^{t} dsD(t, s)R(t', s) + \int_{0}^{t} ds\Sigma(t, s)C(s, t') + 2TR(t', t)$$ \hspace{1cm} (2)

$$\frac{\partial R(t, t')}{\partial t} = -\mu(t)R(t, t') + \int_{0}^{t} ds\Sigma(t, s)R(s, t') + \delta(t-s)$$ \hspace{1cm} (3)

$$\mu(t) = T + \int_{0}^{t} ds[D(t, s)R(t, s) + \Sigma(t, s)C(t, s)]$$ \hspace{1cm} (4)

with $D(t, s) = 2\lambda C^{2}(t, s) + \Delta(t-s)$ and $\Sigma(t, s) = 4\lambda C(t, s)R(t, s)$, where, following standard notation, we have used $g^{2} = 4\lambda$. Similar equations were also obtained in [23] for a p-spin spherical active spin-glass model as well as in [24] for a hydrodynamic model of active fluid. It is advantageous to use an integrated response function, $F(t, t') = -\int_{t'}^{t} R(t, s)ds$, since the behavior of $F(t, t')$ is smoother compared to that of $R(t, t')$. We now assume that the system goes to a steady state at long time and the two-time functions become functions of the time-difference only: $C(t, t') = C(t-t') = C(\tau)$ and $F(t, t') = F(t-t') = F(\tau)$, in the steady state. Then, after a straightforward but tedious algebra, we obtain the equations of motion for the correlation and integrated-response functions describing the steady state of the active system as

$$\frac{\partial C(\tau)}{\partial \tau} = \Pi(\tau) - (T-p)C(\tau) - \int_{0}^{\tau} m(\tau-s)\frac{\partial C(s)}{\partial s}ds$$  \hspace{1cm} (5)

$$\frac{\partial F(\tau)}{\partial \tau} = -1 - (T-p)F(\tau) - \int_{0}^{\tau} m(\tau-s)\frac{\partial F(s)}{\partial s}ds$$ \hspace{1cm} (6)

where, $m(\tau) = 2\lambda C^{2}(\tau)/T_{\text{eff}}(\tau)$, $p = \int_{0}^{\infty} \Delta(s)\frac{\partial F(s)}{\partial s}ds$, $\Pi(\tau) = -\int_{0}^{\infty} \Delta(s)\frac{\partial F(s-\tau)}{\partial s}ds$, (7)

and $T_{\text{eff}}(\tau)$ is defined through a generalized FDR as

$$\frac{\partial C(\tau)}{\partial \tau} = T_{\text{eff}}(\tau)\frac{\partial F(\tau)}{\partial \tau}$$ \hspace{1cm} (9)

We are interested in the glass transition of the system in this work, instead, we concentrate on the behavior of
OUP (Ornstein-Uhlenbeck process) noise statistics, have been used in the literature when \( \lambda \) becomes close to but smaller than 2.0; \( C(\tau) \) first rapidly decays to a plateau and then shows a much slower decay from the plateau to zero at long times. When \( \lambda = 2.0 \) and beyond, \( C(\tau) \) no longer decays to zero; this is the well-known nonergodicity transition within MCT [21, 64]. In this work, we restrict ourselves in the ergodic phase since the non-ergodic phase is not physically relevant. We first look at the general behavior of \( T_{eff}(\tau) \) as a function of self-propulsion. \( T_{eff}(\tau) \) has an evolving nature within both the noise statistics as shown in Figs. 1(a) and (b) as a function of \( \tau \) with \( T = 1.0 \), \( \lambda = 2.0 \) and \( \tau_p = 10.0 \): \( T_{eff}(\tau) \) is equal to \( T \) at short time and evolves to a different value, \( T_{eff} = T_{eff}(\tau \rightarrow \infty) \), at long time. The nonequilibrium nature of the system is manifested through this time-dependent \( T_{eff}(\tau) \) that saturates roughly at the same time for all \( \Delta_0 \) or \( T_{sp}^{\text{eff}} \) within both statistics and this saturation time is of the order of \( \tau_p \); the value of \( \tau_p \) is shown by the vertical dotted lines in both figures. Analytical expressions for the dependence of \( T_{eff} \) on \( f_0 \) and \( \tau_p \) have been presented in [24].

It is expected that \( \tau_p \) somehow be related to the evolution of \( T_{eff} \) since \( \tau_p \) controls the temporal correlations of the noise statistics. To understand this evolution of \( T_{eff}(\tau) \) we now keep \( \Delta_0 \) or \( T_{sp}^{\text{eff}} \) fixed (depending on the model), and look at the transition of \( T_{eff}(\tau) \) from \( T \) to \( T_{eff} \). We define the transition time \( t_{trans} \) as the time when \( T_{eff}(\tau) - T \) becomes 80% of its final value as shown in the insets of Fig. 2. This definition is somewhat arbitrary, however, it helps to calculate \( t_{trans} \) from the numerical solution of Eqs. (5-9) since the approach to the final value is quite slow and it is hard to obtain the exact time when \( T_{eff}(\tau) \) reaches its long-time value. We have checked that other definitions lead to the same result. We show the behavior of \( t_{trans} \) as a function of \( \tau_p \) for SNTC statistics in Fig. 2(a) where we have kept \( \Delta_0 = 0.5 \) fixed and for OUP statistics in Fig. 2(b) where we have used \( T_{sp}^{\text{eff}} = 0.5 \). In the insets of both these figures, we show the behaviors of \( T_{eff}(\tau) \) as a function of \( \tau \). The arrows in these figures indicate the value of \( t_{trans} \). Both the fits in Fig. 2(a) and (b) show \( t_{trans} \sim \tau_p^{0.85} \).
Thus, we see that in the dense regime $T_{eff}(\tau) = T$ when $\tau \ll \tau_p$ and saturates to $T_{eff}$, determined by the activity parameters when $\tau \gg \tau_p$; the transition from $T$ to $T_{eff}$ takes place at a time $t_{trans} \sim \tau^{0.85}$. We have seen that $T_{eff}(\tau)$ always has this evolving nature and $T_{eff}(\tau) \geq T$ in general. Similar evolving $T_{eff}(\tau)$ has also been reported for motorized particles [44] where the behavior is even more complex with a non-monotonic evolution.

Next, we look at the behavior of viscosity, $\eta$. In equilibrium, we obtain $\eta$ through Kubo relation by integrating $C(\tau)$ for all $\tau$ and divided by temperature. In general, we don’t have such a relation for nonequilibrium systems. However, considering the departure of the system from equilibrium is small when activity is not very large, such that we are in the linear-response regime [66], we can still apply Kubo [67] formula and obtain $\eta$ as

$$\eta = \frac{1}{T} \int_0^\infty C(t) dt. \quad (10)$$

Self-propulsion drives the system away from the glassy regime and therefore, we expect the viscosity to decrease as a function of self-propulsion as is shown in Fig. 3 for different values of $\lambda$ for OUP statistics. When $\lambda < 2.0$, a small amount of activity ($T_{eff}$) does not affect the dynamics and viscosity saturates to that of the passive system. However, the viscosity of the passive system becomes $\infty$ for $\lambda = 2.0$ and any amount of activity is going to affect the value of $\eta$. In the regime where activity dominates, we find $\eta \sim T_{eff}^{-\gamma}$ with $\gamma = 1.74$, the same exponent that governs the behavior of passive systems $\sim T^{\gamma}$.

![FIG. 3. Viscosity $\eta$ as a function of $T_{eff}$ (Eq. 10) within OUP statistics with $\tau_p = 10.0$, $T = 1.0$ and three values of $\lambda$ as shown in the figure. When $\lambda < \lambda_c = 2.0$, $\eta$ saturates at small $T_{eff}$ and active thinning (reduction in viscosity) is observed at larger $T_{eff}$. When $\lambda = \lambda_c$ or larger, any amount of activity shows active thinning since viscosity of the passive system diverges within the theory. $\eta \sim T_{eff}^{-\gamma}$ in the activity dominated regime with $\gamma = 1.74$.](image)

The effect of activity in this aspect is similar to that of shear [68, 69] that cuts-off relaxation and reduces the viscosity [70]. The qualitative behavior of $\eta$ as a function of $\Delta_0$ within SNTC statistics is similar. Thus, self-propulsion always show active thinning (in analogy with shear thinning [68]) where activity reduces the viscosity.

The effect of $\tau_p$ on the viscosity of the system is more subtle and strongly depends on the microscopic details of how activity is implemented. The behavior within both the statistics are shown in Fig. 4. We have kept $T = 1.0$ and $\lambda = 2.0$ fixed for this figure. $\tau_p$ within the SNTC noise statistics drives the system away from glassy regime [14, 24] and the viscosity decreases as $\tau_p$ increases as shown in Fig. 4(a) for two values of $\Delta_0$. On the other hand, $\tau_p$ within the OUP noise statistics drives the system towards the glassy regime [15, 24] and the viscosity increases with increasing $\tau_p$. Thus, $\tau_p$ shows contrasting behavior within the two models: activity, controlled through $\tau_p$ shows active thinning within SNTC statistics whereas it shows active thickening within OUP statistics. These results are consistent with the behavior of relaxation time within the two statistics [24, 25]. We discuss ways to test these predictions below.

![FIG. 4. Viscosity, as defined in Eq. (10), obtained through the numerical solution of Eqs. (3-9) with $T = 1.0$ and $\lambda = 2.0$. (a) $\eta$ as a function of $\tau_p$ for two different values of $\Delta_0$ with SNTC statistics. $\eta$ decreases with increasing $\tau_p$ showing active thinning within this noise statistics. (b) $\eta$ as a function of $\tau_p$ within OUP statistics for two different $T_{eff}$ as shown in the figure. $\eta$ within this noise statistics increases with activity showing active thickening.](image)
els as presented in Fig. 4 as function $T_{\text{eff}}$ in Fig. 5 and find that the data follow a master curve. We fit the data with $\eta = a(T_{\text{eff}} - T)^{-\gamma}$ and obtain $a = 0.45$ and $\gamma = 1.74$. The value of $\gamma$ is same as that for a passive system corroborating the theoretical prediction. This shows the possibility of $T_{\text{eff}}$ being an important parameter to understand the dynamics of an active dense system of self-propelled particles.

Let us now compare this prediction of the theory with available experimental data. In terms of self-propulsion force $f_0$, the theory predicts $\eta \sim f_0^{-3.5}$. Refs. [33, 34] have looked at the viscosities of bacteria and motile microalgae suspensions. Although the experiments were performed with an interest in the dilute regime, the boundary dividing the two regimes of dilute and dense is not sharp. Moreover, a close look at the mean-square displacement, as in Fig. 1(b) of Ref. [34], shows a similarity to that of a dense fluid. We have collected the data of $\eta$ as a function of self-propulsion velocity (that is proportional to $f_0$) from Fig. 1(c) of Ref. [34] and from Fig. 5, corresponding to the larger density $n = 1.8 \times 10^{10} \text{cm}^{-3}$, of Ref. [33] and present the data in Fig. 6. The lines are fits to our theoretical prediction, $\eta = a + b f_0^{-3.5}$. Both the sets of data seem to agree reasonably well with the prediction. It will be desirable to have systematic experimental data in more dense suspensions for further tests of the theory. Our theory is also consistent with the increase in viscosity with ATP depletion in an amphibian oocyte nucleus [73].

We have obtained a coarse-grained hydrodynamic theory for the dense regime of two general models of active matter systems consisting of self-propelled particles with a self-propulsion force, $f_0$, and persistence time, $\tau_p$, of their motion. In this work, we have concentrated on the behavior of two important quantities, namely the fluid viscosity, $\eta$, that governs the rheological properties and the effective temperature, $T_{\text{eff}}(\tau)$, which is important for the description of nonequilibrium systems. We find an evolving $T_{\text{eff}}(\tau)$ that is equal to the equilibrium temperature at a short time and saturates to $T_{\text{eff}} = T_{\text{eff}}(\tau \to \infty)$ at long times. The transition from $T$ to $T_{\text{eff}}$ takes place at a time $t_{\text{trans}}$ that is given by the persistence time of the particles, $t_{\text{trans}} \sim \tau_p^{-3.5}$.

IV. DISCUSSION

In Fig. 5, Mode-coupling theory predicts $\eta \sim (T_{\text{eff}} - T)^{-\gamma}$ with $\gamma = 1.74$ for an active system. We test this by plotting the viscosity $\eta$, obtained for the two noise statistics that we consider for different $\Delta_0$, $T_{\text{eff}}$, and $\tau_p$ as a function of $T_{\text{eff}}$ and find that they follow a master curve that fits well with the MCT prediction. This shows the possibility of $T_{\text{eff}}$ being a rational parameter for understanding the dynamics of an active dense system of self-propelled particles.

In Fig. 6, Data 1 and Data 2 are obtained from Ref. [33] and [34] respectively for viscosity as function of self-propulsion velocity (which is proportional to $f_0$). The lines are fits of our theoretical prediction $\eta = a + b f_0^{-3.5}$ with $a = 0.16$ and $b = 9.7 \times 10^4$ for fit 1 and $a = 1.02$ and $b = 7.4 \times 10^4$ for fit 2.
theory easily verifiable in experiments. \( T_{c, \text{eff}} - T \) is proportional to \( f_0^2 \tau_p/(1 + A \tau_p) \) and \( f_0^2/(1 + A \tau_p) \), where \( A \) is a constant for SNTC and OUP statistics respectively [24]. This shows the possibility of \( T_{c, \text{eff}} \) being a rational parameter for the dynamics of active dense systems. Comparison of the prediction with available experimental data (Fig. 6) show reasonable agreement.

We have taken a minimal model, Eq (1), of active matter systems as our starting point as we are interested in a broad understanding of the effect of activity on diverse biological systems. Eq. (1) can be viewed as a simplified version of a more complicated system. Including elements of greater detail are not going to affect our qualitative results. Memory, in the form of a generalized relaxation kernel, as in Eqs. (5-7), are indeed quite common in the dynamics of biological systems, both for intracellular [76] as well as inter-cellular [77] dynamics, and requires more detailed exploration. It will be interesting to test our theory in dense suspensions of active particles, like bacteria and algae as in [33, 34]. The SNTC noise statistics is relevant for intracellular dynamics as in [18, 78, 79] as well as in-vitro assemblies of actomyosin [30] or that of microtubule and kinesin molecules [31]. On the other hand, OUP noise statistics is relevant for systems like a cellular monolayer [1, 80, 81] or a collection of active particles in suspension [33, 34]. Our theory predicts the same behavior of \( \eta \) as a function of \( f_0 \), however, the predictions as function of \( \tau_p \) are quite distinct for the two classes of systems and, thus, easily testable in experiments. For example, changing the merlin proteins through RNAi experiments in a monolayer of cells (e.g., Madin-Darby canine kidney cells) [81] gives one way of changing the persistence time in such a system. We look forward to further tests of our theory.
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