Dual-ISM: Duality-Based Image Sequence Matching for Similar Image Search
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Abstract: In this paper, we propose the duality-based image sequence matching method, which is called Dual-ISM, a subsequence matching method for searching for similar images. We first extract feature points from the given image data and configure the feature vectors as one data sequence. Next, the feature vectors are configured in the form of a disjoint window, and a low-dimensional transformation is carried out. Subsequently, the query image that is entered to construct the candidate set is similarly subjected to a low-dimensional transformation, and the low-dimensional transformed window of the data sequence and window that are less than the allowable value, ε, is regarded as the candidate set using a distance calculation. Finally, similar images are searched in the candidate set using the distance calculation that are based on the original feature vector.
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1. Introduction

Driven by the rapid growth of image and video data, object recognition, and large-scale image searching in real-time videos have received a great deal of attention [1]. These technologies are developing into a variety of applications, such as monitoring and tracking criminal behaviors and continuously tracking specific objects. To search for or track objects in a video or in a live stream, accurate object recognition is required. Hence, image similarity search technology is required to determine whether items across different frames are the same object or target class [2]. Image search techniques are being actively studied in various fields, such as content-based [3] and hash-based image searching [4]. With the recent development of image-related deep learning technologies, many image and video-related deep learning-based studies are being conducted such as AlexNet [5], R-CNN [6], Faster-R-CNN [7], and MATNet [8]. However, doing so with deep learning tools (e.g., convolutional neural networks (CNNs)) requires vast amounts of time for repetitive learning and similarity measurements because all the pixels of an image are searched to determine the similarities. Also, deep learning-based image classification aims to classify the class of images, and if there is no prior class information or the class is different, it is not classified as a similar image. The search for image similarities is based on the extracted object features. As machine learning technologies are developed, many studies on feature extraction from images are being accomplished. Object features are values that can be used to distinguish one object from another (e.g., color, illuminance, shape, texture, and construction). Features provided in these ways are gradually diversified for accurate object detection, gradually becoming higher-dimensional.

This paper proposes the duality-based image sequence matching (Dual-ISM) method, a subsequence matching method for searching for similar images. For image classification and searching, a feature vector must first be extracted from the image because image sizes
are normally quite large. However, even if the feature vectors can be extracted, there are an excessive number for comparative operations. Therefore, an efficient method is required to search for an image based on large-capacity, high-dimensional feature data. Time-series data reflect features whose values change over time (e.g., stocks, music, and weather). Finding similar sequences among user queries enables sequence matching within the time-series data. Based on this knowledge, this paper proposes a method that uses sequence matching techniques to search for similar images based on image vector data. A sequence matching method is proposed for efficient image searching that is based on high-dimensional feature vectors. The proposed method first extracts the feature points of the given image data and constructs a feature vector, which is then configured into a disjoint window. Subsequently, a low-dimensional transformation is performed for each window, and a candidate set is constructed using a distance comparison with a query image sequence. During this process, the query image is similarly subjected to a low-dimensional transformation to calculate the distance. Finally, for the candidate set, similar images are searched by calculating the actual distance between the original feature vectors.

The remainder of this paper is organized as follows. Section 2 describes the related research and Section 3 describes the proposed sequence matching method. Section 4 demonstrates the excellence of the proposed method through various experiments. Finally, Section 5 presents the conclusions of this paper and recommends future studies.

2. Related Work

This section describes extant studies that are related to the proposed method. First, Section 2.1 introduces subsequence matching studies and Section 2.2 introduces low-dimensional transformation techniques.

2.1. Sequence Matching Methods

In this section, sequence matching studies in time series data are first described. Sequence matching when the lengths of the data and query sequences are not the same is called subsequence matching. In subsequence matching, when the query sequence and the allowable value, $t$, are given, all the similar sequences in which the distance from the query sequence is less than $t$ in the data sequence are obtained. In this case, because the length of the sequence is long, the distance is calculated by dividing the sequence into windows of appropriate sizes. When the length of the window is $w$, the method of dividing the index of the window by increasing it by one is called a sliding window, and the method of dividing the index of the window by increasing it by $w$ is called a disjoint window. The I-adaptive method [9] obtains a similar sequence by dividing the data sequence into a sliding window and dividing the query sequence into a disjoint window. This method has a problem in that the similar sequence candidate set becomes quite large. Meanwhile, dual matching [10] divides a data sequence into a disjoint window and a query sequence into a sliding window. It divides a subsequence of a data sequence into a window, and if the length of the window does not match the size of the subsequence, it cannot be configured as a window; hence, a remainder data value is generated. E-dual matching [11] configures data that cannot be compared because it cannot be configured as a window during query processing as a virtual window. Furthermore, it cannot be utilized to determine similar sequences. ChainLink [12] is a lightweight distributed indexing framework that supports $k$-nearest neighbor queries, constructs a subsequence that is based on dual matching, and uses hashing techniques for subsequence matching. L-matching [13] applies a query processing method using two-level-based indices and lower-bound-based pruning for efficient subsequence matching. KV-matching [14] provides a single index that supports various queries and performs query processing with several index sequential scans. Mueen et al. proposed MASS, an algorithm that creates a query distance profile for long time series [15]. MASS uses a convolution-based method to calculate sliding dot products in $(n \log n)$ time. It also applies a just-in-time $z$-normalization technique. We use a convolution to compute all the sliding
dot products between the query and the sliding windows. Here, for the convolution, if \( x \) and \( y \) are vectors of polynomial coefficients, convolving them is equivalent to multiplying the two polynomials.

### 2.2. Low-Dimensional Transformation Techniques

This section describes a dimension reduction method that reduces high-dimensional to low-dimensional data. The representative dimension reduction algorithms include principal component analysis (PCA), linear discriminant analysis (LDA), and non-negative matrix factorization (NMF).

The PCA method generates a new main component that is represented by a linear combination of variables through the covariance and correlation matrices of variables. It also refers to a dimension reduction method in which the total variance of the variables can be explained through the main component. The PCA method tends to find a projection matrix, \( W_{opt} \), that maximizes the coefficient of determination of the total scatter matrix [16].

\[
W_{opt} = \arg\max_w |W^T S_T W|,
\]

where \( S_T \) represents all the scatter matrices and leads to the following equation:

\[
S_T = \sum_{i=1}^{M} (x_i - \mu)(x_i - \mu)^T, \tag{2}
\]

where \( \mu \) represents the average shape vector of all the samples in the training set, \( x_i \) represents the shape vector of the \( i \)-th sample, and \( M \) represents the total number of training samples.

The LDA method is a dimension reduction technique that is used in classification problems [17]. The method aims to optimize classifications for given classes by maximizing the ratio of between-class to within-class variances of a given dataset [18]. Here, the key is to separate the class mean in the projected direction while achieving a small variance around the means. Through this method, LDA efficiently reduces multidimensional data into low-dimensional spaces; hence, it is suitable for the graphical representation of datasets [19]. In other words, the LDA method attempts to solve the optimal discrimination projection matrix, \( W_{opt} \), using the following equation [12]:

\[
W_{opt} = \arg\max_w \frac{|W^T S_b W|}{|W^T S_W W|}, \tag{3}
\]

where \( S_b \) is an interclass scatter matrix and \( S_W \) is an intra-class scatter matrix.

\[
S_b = \sum_{i=1}^{J} (\mu_i - \mu)(\mu_i - \mu)^T, \tag{4}
\]

\[
S_W = \sum_{i=1}^{J} (x_i - \mu_i)(x_i - \mu_i)^T, \tag{5}
\]

where \( J \) represents the total number of samples in the entire image set, \( \mu_i \) is the average shape vector of image class \( i \), and \( n_i \) is the number of samples of image class \( i \). Further, \( x_i \) denotes a feature vector for a sample, and \( \mu_{i_k} \) denotes a vector of an image class to which \( x_i \) belongs.

The NMF [20] is a matrix factorization algorithm that focuses on the analysis of data matrices that are composed of non-negative components. In this case, both the main component and the coefficient must be greater than or equal to zero, and if they are positive, the features can be divided without the superiority or inferiority of the components. The NMF aims to find two non-negative matrices, \( U = [u_{ij}] \in \mathbb{R}^{m \times k} \) and \( V = [v_{ij}] \in \mathbb{R}^{n \times k} \), that minimize the following objective function [21]:

\[
O = \|X - UV^T\|_F^2, \tag{6}
\]
where each column of $X$ is a sample vector when $X$, the data matrix, is $X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{m \times n}$. Qian et al. [22] proposes a matrix-vector nonnegative tensor factorization (NTF) model, which is an extended method from NMF-based models.

3. Dual-ISM (Proposed Method)

This section describes the duality-based image sequence matching (Dual-ISM) method that is proposed in this study. It is a subsequence matching method to search for similar images. The proposed Dual-ISM method consists of the following four steps, and the details for each are described in Sections 3.1–3.4, respectively.

- Step 1: Feature point extraction; feature points are extracted from the original image, and a feature vector is constructed.
- Step 2: Low-dimensional transformation; for efficient subsequence matching, feature vectors that are extracted from the image are configured as disjoint windows and low-dimensional transformation is performed.
- Step 3: Candidate set construction; a set of candidates for subsequence matching is configured with windows in which the distance between the low-dimensional transformed data sequence and the query sequence is less than a given allowable value, $\varepsilon$.
- Step 4: Searching for similar image sequences; similar image sequences are searched for the constructed candidate set using a distance calculation that is based on the original feature vector.

Figure 1 shows the implementation process of the proposed method. First, feature points are extracted from the given image data and the feature vectors are then configured as one data sequence. Next, feature vectors are configured in the form of a disjoint window and a low-dimensional transformation is carried out. Subsequently, the query image that is entered to construct the candidate set is similarly subjected to a low-dimensional transformation, and the low-dimensional transformed window of the data sequence and window less than the allowable value, $\varepsilon$, is regarded as the candidate set using a distance calculation. Finally, similar images are searched in the candidate set using the distance calculation that is based on the original feature vector.

### Figure 1. Overall Dual-ISM process.

3.1. Step 1: Feature Point Extraction

In this subsection, the process of detecting feature points from images and extracting the feature quantities using the KAZE algorithm is described. A total of 128 feature vectors are extracted and constructed by detecting the feature points from the original two-dimensional (2D) image. During this process, the feature point is extracted using KAZE, which detects the feature point by finding normalized Hessian local maxima of different scales. The KAZE algorithm was proposed as a way of using a non-linear scale space with a non-linear diffusion filter [23]. This has the advantage of making the blurring of an image locally adapt to the feature point; it reduces the noise and simultaneously maintains the area boundary of the target image [24]. The KAZE detector is based on the scale normalization determinant of the Hessian matrix. The KAZE function does not change in rotation, scale, or limited affine, but it has more differentiation at various scales according to the increase in computational time. Equation (7) represents a standard nonlinear diffusion equation.

$$\frac{\partial u}{\partial t} = \div (c(\mathbf{x}, \mathbf{y}, t) \nabla L), \quad (7)$$

where $c$ is the conductivity function, $\div$ is divergence, $\nabla$ is the gradient operator, and $L$ is image luminance. The Hessian coefficient of determination is calculated for each filtered image, $L_j$, in a nonlinear scale space as follows [25]:

$$L_{u_{00}j} = \sigma_j \omega \frac{(L_{55}j \ L_{66}j - L_{56}j \ L_{65}j)}{L_{56}j \ L_{65}j}, \quad (8)$$

Where $\sigma_j \omega$ represents a normalized scale coefficient and $L_{55}, L_{66}, \text{and} \ L_{56}$ refer to the secondary derivatives in horizontal, vertical, and intersecting directions, respectively [26].

The feature point that is detected through KAZE in this manner is shown in Figure 2, and the extracted feature vector appears as one sequence, as presented in Figure 3.
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\[
\frac{\partial L}{\partial t} = \text{div}(c(x,y,t) \nabla L),
\]

where \( c \) is the conductivity function, \( \text{div} \) is divergence, \( \nabla \) is the gradient operator, and \( L \) is image luminance. The Hessian coefficient of determination is calculated for each filtered image, \( L_i \), in a nonlinear scale space as follows [25]:

\[
L^i_{\text{Hessian}} = \sigma_{i,\text{norm}}^4 \left( L^i_{xx} L^i_{yy} - L^i_{xy} L^i_{xy} \right),
\]

where \( \sigma_{i,\text{norm}} \) represents a normalized scale coefficient and \( L_{xx} \), \( L_{yy} \), and \( L_{xy} \) refer to the secondary derivatives in horizontal, vertical, and intersecting directions, respectively [26]. The feature point that is detected through KAZE in this manner is shown in Figure 2, and the extracted feature vector appears as one sequence, as presented in Figure 3.
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Figure 2. Feature point extraction results using the KAZE algorithm. (a) Flowers-17 (Daffodil); (b) ILSVRC2012 (Pineapple).

3.2. Step 2: Low-Dimensional Transformation

In this subsection, the low-dimensional transformation step is described. For efficient subsequence matching, a low-dimensional transformation is performed to reduce the dimensions on feature vectors that are extracted from a single 2D image. The feature points composed of one sequence that are extracted in Step 1 are composed of \( n \) subsequences with \( w \) feature vectors. After configuring this in the form of a disjoint window, the dimensions of each window are reduced using the LDA, NMF, and PCA methods for low-dimensional transformation in this study. For image search, the size of the window is set to \( w \), which is equal to the number of feature vectors.
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3.3. Step 3: Candidate Set Construction

In this subsection, the process of constructing a candidate set is described. For subsequence matching, the candidate set is constructed using sequences in which the distance between the query sequence and the low-dimensional transformed data sequence in Step 2 is less than a given allowance value, \( \varepsilon \). The calculation of the distance between the query sequence and the low-dimensional transformed data sequence uses the Euclidean distance, \( d \), and is calculated as outlined in Equation (9):

\[
d(x, y) = \sqrt{\sum_{i=1}^{n} (y_i - x_i)^2}
\]

3.4. Step 4: Searching for Similar Image Sequences

In this subsection, the method of searching for a similar image sequence is described. A similar image sequence is searched by calculating the distance from the query sequence based on the original feature vector for the candidate set that is constructed in Step 3. In this case, the distance calculation for the candidate set consisting of a query sequence and sequences that are smaller than the allowable value, \( \varepsilon \), is performed using the Euclidean distance calculation in the same manner as Step 3. Afterward, the Euclidean distance, \( d \), of the query sequence and candidate set are arranged in ascending order. A similar image sequence for the query sequence is searched and extracted from the candidate set based on the sorted dataset.

4. Experimental Results

This section introduces the experimental environment and the test results of the proposed method. First, the dataset that was used in the experiment is described. In the experiment, the Flower dataset consisted of 17 flower variety classes and 80 images per class [27]. The second dataset (i.e., ILSVRC) had 1000 classes [28]. In this study, some data from the published Flower dataset and ILSVRC were used in the experiment. For the
experiment, we set the size of the window as the size of the image vector and the allowable value, \( \epsilon \), was set such that the top 30 images were extracted.

### 4.1. Comparative Experiment of Similar Image Search Accuracy—Low-Dimensional Transformation Methods

In this experiment, a comparative experiment of similar image searching accuracy for the proposed Dual-ISM method was conducted. In this paper, we define accuracy as the probability of including an image with the same class among images that were determined as similar images, and the equation is as follows.

\[
\text{accuracy} = \frac{\text{the number of images with same class}}{\text{the number of similar images}}
\]

The methods were compared for searching for similar images as follows:

- 128 d+ED: Euclidean distance calculation that is based on the original feature vector
- LDA+ED: Euclidean distance calculation after LDA low-dimensional transformation
- Dual-ISM (LDA): the proposed method using LDA low-dimensional transformation
- PCA+Dual-ISM (PCA): the proposed method using PCA low-dimensional transformation
- NMF+Dual-ISM (NMF): the proposed method using NMF low-dimensional transformation

As a result, as shown in Figure 4a, for the Flowers-10 dataset, two methods, LDA+ED and Dual-ISM (LDA), found eight images such as the query sequence and searched for most similar images. In the case of the ILSVRC dataset in Figure 4b, the two methods similarly recorded the highest accuracy. Based on the experimental results, LDA recorded the highest accuracy among the three low-dimensional transformation methods.

![Figure 4](image-url)  
**Figure 4.** Comparison of similar image search accuracy. (a) Accuracy comparison for the Flowers dataset and (b) the accuracy comparison for the ILSVRC dataset.

Although the two methods had the same number of similar images that were searched, there was, however, a difference in the real distance between the sequences. In this paper, we define precision by scoring the distance ranking of images of the same class among similar images and the equation is as follows. Here \( n \) is the number of similar images and the rank score was calculated higher as it was closer to the query image sequence.

\[
\text{precision} = \frac{\sum \text{the rank score of same class image}}{\sum i}
\]

As the result, the precision of the Dual-ISM was 45% and LDA+ED was 23%, and the actual distance calculation results are shown in Tables 1 and 2. The lines that are shaded in Tables 1 and 2 are image sequences that have the same class among the results of searching...
for similar images to the query image. Table 1 shows a list of the search results of LDA + ED, and Table 2 shows a list of the search results of the proposed Dual-ISM (LDA) method. It is a search result for a similar image of the final top 30, and the image displayed in green is an image with the same class as the query image. In the case of the LDA+ED method, eight images that had the same class as the query image were derived as a result, but when comparing only the top 10, the accuracy was 20%. However, it was identified that, when using the proposed method, the same classes as the query image were searched at the top in the result.

Table 1. Results of searching for similar images. (LDA+ED).

| Class | Component1 | Component2 | ... | Component8 | Actual Distance | Rank Score |
|-------|------------|------------|-----|------------|-----------------|------------|
| 0     | 0.4148     | 0.8275     | ...| 0.7073     | 0.95332        | 30         |
| 6     | 1.1050     | -0.3521    | ...| 0.9043     | 1.87587        |            |
| 0     | -0.5677    | 1.0200     | ...| -0.0351    | 2.07946        | 28         |
| 6     | 0.5831     | 0.0016     | ...| 1.0581     | 2.11729        |            |
| 3     | 0.4737     | 0.8336     | ...| -0.2374    | 2.21694        |            |
| 6     | -0.6978    | 1.1347     | ...| 0.5265     | 2.22265        |            |
| 6     | -0.4595    | 0.3928     | ...| 0.6221     | 2.24890        |            |
| 3     | 0.2888     | 0.7531     | ...| -0.3324    | 2.29725        |            |

Table 2. Results of searching for similar images. (Dual-ISM).

| Class | Component1 | Component2 | ... | Component128 | Actual Distance | Rank Score |
|-------|------------|------------|-----|--------------|-----------------|------------|
| 0     | 0.0010     | -0.0074    | ...| 0.0590       | 1.31587        | 30         |
| 0     | 0.0012     | 0.0016     | ...| 0.0609       | 1.36660        | 29         |
| 0     | 0.0008     | 0.0036     | ...| 0.0655       | 1.41247        | 28         |
| 0     | -0.0096    | -0.0198    | ...| 0.1271       | 1.47892        | 27         |
| 0     | -0.0226    | 0.0163     | ...| 0.0195       | 1.52239        | 26         |
| 0     | -0.0475    | 0.0212     | ...| 0.0300       | 1.57971        | 25         |
| 0     | 0.0456     | 0.0255     | ...| 0.1115       | 1.60463        | 24         |
| 0     | 0.0411     | 0.0069     | ...| 0.0980       | 1.61103        | 23         |

4.2. Comparative Experiment of Similar Image Search Accuracy—Subsequence Matching

In this experiment, the accuracy of searching for similar images of the proposed Dual-ISM method was compared to that of the existing subsequence matching method, Mass-ts. As the proposed method showed the best accuracy when using the LDA transformation, comparisons were conducted with Dual-ISM (LDA) after performing all the low-dimensional transformation methods on the Mass-ts method.

Based on the experimental results, in the case of the Flowers-10 dataset in Figure 5a, the two methods of Mass-ts (LDA) and Dual-ISM (LDA) found eight images that were similar to the query sequence and searched for the most similar images. In terms of the ILSVRC dataset in Figure 5b, the proposed method recorded the highest accuracy, and Mass-ts (LDA) recorded the second highest.
Table 2. Results of searching for similar images. (Dual-ISM).

| Class | Component1 | Component2 | … | Component128 | Actual Distance | Rank | Score |
|-------|------------|------------|---|--------------|----------------|------|-------|
| 0     | 0.0010     | −0.0074    | … | 0.0590       | 1.31587        | 30   |       |
| 0     | 0.0012     | 0.0016     | … | 0.0609       | 1.36660        | 29   |       |
| 0     | 0.0008     | 0.0036     | … | 0.0655       | 1.41247        | 28   |       |
| 0     | −0.0096    | −0.0198    | … | 0.1271       | 1.47892        | 27   |       |
| 0     | −0.0226    | 0.0163     | … | 0.0195       | 1.52239        | 26   |       |
| 0     | −0.0475    | 0.0212     | … | 0.0300       | 1.57971        | 25   |       |
| 0     | 0.0456     | 0.0255     | … | 0.1115       | 1.60463        | 24   |       |
| 0     | 0.0411     | 0.0069     | … | 0.0980       | 1.611103       | 23   |       |
| …     | …          | …          | … | …            | …              | …    | …     |
| 9     | −0.0002    | 0.0004     | … | 0.0129       | 9.13522        | 4     |       |

Figure 5. Comparison of similar image search accuracy. (a) Accuracy comparison for the Flowers dataset and (b) the accuracy comparison for the ILSVRC dataset.

4.3. Comparison of Similar Image Search Results

Figures 6 and 7 compare the sequences for the top three results of a similar image search and the actual image. Figure 7 shows the top three sequences, showing the sequence of the query image at the top and the sequence of the top three images because of searching for similar images using the Dual-ISM and 128 d+ED methods.

Figure 6. Similar image search results (top-three image sequences).
Dual-ISM results (top-three)  Mass-ts(LDA) results (top-three)

128d + ED results (top-three)  LDA+ED results (top-three)

Figure 7. Similar image search results (actual top-three images).

Figure 7 shows the actual image results. A query image is given at the top of the table, and among the methods that were used in the experiment, four methods that had satisfactory results were compared. In the proposed method, only images of the same class as the actual image were searched, and, when comparing with the actual images, it was confirmed that they were similar. The remaining three methods show that images with different classes from the query image were derived from the top-three results, and the actual images were also significantly different.

4.4. Comparison of Similar Image Search Speeds

In this experiment, for each dataset, a similar image search speed according to a combination of a low-dimensional transformation technique and a query sequence was compared. Figure 8 shows the results of the comparison of similar image search speeds between Dual-ISM(LDA), Mass-ts(LDA) and LDA+ED. The proposed method takes a longer search speed than LDA+ED, but shows high precision. And it shows better results in both search speed and accuracy than Mass-ts(LDA).

Figure 8. Comparison of similar image search speeds.
5. Conclusions

In this paper, Dual-ISM, which matches image sequences based on duality, was proposed for efficient similar image searching. Dual-ISM first constructs a feature vector by extracting the feature points from images that are given through the KAZE algorithm. Next, the feature vectors were constructed as data sequences, configured in the form of disjoint windows. Then, dimensions were reduced through low-dimensional transformation techniques (i.e., LDA, PCA, and NMF). The query image was subjected to low-dimensional transformation after extracting the feature points, and a candidate set was constructed through a distance comparison with the window of the low-dimensional transformed data sequence. Finally, for the candidate set, similar images were searched through the calculation of the actual distance between the original feature vectors. Based on the experimental results, among the low-dimensional transformation techniques, the LDA method reduced the dimension to the form maintaining the class best, and Dual-ISM showed the highest accuracy in similar image search results. In an experiment deriving the top 30, conventional Mass-ts and Euclidean distance calculation methods showed similar high accuracy; however, when comparing the final image search results with actual distance calculations, it was confirmed that the proposed method most accurately searched for images that were similar to the query image in order. As for future work, we will study efficient feature-point extraction methods to support similar image searches for large-capacity image datasets. Also, we will compare these with deep learning-based methods and review applying the proposed method as a preprocessing method of a deep learning model.
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