Augmenting Slot Values and Contexts for Spoken Language Understanding with Pretrained Models
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Abstract

Spoken Language Understanding (SLU) is one essential step in building a dialogue system. Due to the expensive cost of obtaining labeled data, SLU suffers from the data scarcity problem. Therefore, in this paper, we focus on data augmentation for slot filling task in SLU. To achieve that, we aim at generating more diverse data based on existing data. Specifically, we try to exploit the latent language knowledge from pretrained language models by finetuning them. We propose two strategies for finetuning process: value-based and context-based augmentation. Experimental results on two public SLU datasets have shown that compared with existing data augmentation methods, our proposed method can generate more diverse sentences and significantly improve the performance on SLU.

Index Terms: spoken language understanding, data augmentation, pretrained language model

1. Introduction

SLU is a sub-module of dialogue system which extracts the semantic information from user inputs, including two subtasks named intent detection and slot filling. Since SLU is proved to exert significant influence on the final performance of dialogue systems [1], improving SLU performance is a crucial problem and attracts much attention in both academia and industry. Traditionally, SLU is trained in a supervised way with sufficient labeled data, achieving excellent performance [2][3][4]. Unfortunately, it is difficult and expensive to acquire enough labeled data in practice. Thus, a growing number of research focus on using few SLU data to achieve considerable performance.

A common way to boost performance with few training data is data augmentation. Data augmentation has been proved to bring about significant improvements on text classification [5], sentiment analysis [6], and spoken language understanding [7][8]. Compared with the former two tasks, augmenting SLU data is more difficult because it needs to provide the right slot label for each word in the augmented data additionally.

In this work, we focus on data augmentation for slot filling in SLU because of its importance and difficulty under data shortage condition. According to the augmented content, we summarize data augmentation for slot filling task into two aspects: context augmentation and value augmentation. As exemplified in Table 1, context augmentation focus on augmenting different sentence patterns for the same slot values. These data can increase the diversity of slot contexts and help SLU models identify slots by recognizing the contexts around them. In contrast, value augmented sentences differ from the original ones in slot values, providing different values for each slot type. SLU models can improve their ability from these new slot values.

Most of the previous work about SLU data augmentation [8][9][10][11] focus on context augmentation and ignore the importance of different slot values. Although some methods [11][12][13] try to augment slot values and contexts simultaneously in a generative method, their augmented data do not contain many new slot values in actual, since they only use the knowledge from few training data. To aim at augmenting new slot values, we try to use pretrained language models by exploiting the latent language knowledge in these models.

There exist multiple widely-used pretrained models, e.g. BERT [14], GPT-2 [15], BART [16]. Since we would like to generate a new sentence from an old one and these two sentences have much in common, it is more like a perturbation of the old sentence, similar with the training process of BART. Besides, BART has also shown its priority on augmenting other tasks [17]. Based on previous research, we propose to finetune BART model for this task.

In this paper, we propose two different augmentation methods based on BART model: value augmentation and context augmentation, aiming at boosting diversity in two aspects. For value augmentation, we take the context information as input to generate sentences with the same contexts but different slot values. Especially, slot description is added to context information. For context augmentation, we input the slot value information and expect to obtain sentences with the same slot values but different contexts. A modified loss function is additionally proposed to help with training for both methods. Experiments on two datasets show that the value augmentation method can help improve the slot value diversity and the context augmentation method can help improve the sentence pattern diversity. Both methods achieve the most significant improvement on two SLU models compared with other augmentation methods and the mixed data of two methods can obtain better results.

2. Related Work

Kurata et al. [7] first use data augmentation method on SLU task. They try to generate diverse data by adding noises on decoder inputs, but only applying perturbation in the test phase may damage the fluency of generated sentences. Comparably, Variational AutoEncoder (VAE) can generate more various utterances by adding randomness to decoding conditions in both the train phase and the test phase. Thus, it is used in some data augmentation methods [12][13]. It is worth to note that all of the above methods add other parameters in the decoder to predict slot labels for generated utterances. This process may induce labeling errors, which may harm the final SLU model.
Some methods \cite{8,9,10,11} instead generate delexicalized data and refill the slot values to prevent predicting slot labels. However, all of these introduced methods could not augment new slot value information which are not appeared in existing training data. Thus, we provide a new augmentation method based on pretrained models and could focus on generating new slot values as well as new contexts, filling up the blank in this area.

3. Methods

3.1. Preliminary knowledge

3.1.1. Task definition

In this paper, we focus on the slot filling task in SLU and its data augmentation method. For slot filling task, the aim is to extract the semantic information \( s \) from a given natural language utterance \( u = (w_1, ..., w_n) \). The semantic information is expressed in slot type and value pairs \( \{(t_1, v_1), ..., (t_k, v_k)\} \). Given the train set \( D = \{(u^{(1)}, s^{(1)}), ..., (u^{(m)}, s^{(m)})\} \), data augmentation enlarges the training set \( D \) by adding new labeled data, which is then used to train an SLU model.

3.1.2. BART pretrained model

BART is a denoising sequence-to-sequence pretraining model used for natural language understanding and generation. It is composed of an encoder and decoder, both based on the transformer structure. The model accepts a natural language sentence as input and generates a sentence as output. During the pretraining period, the input texts are corrupted with some noise and the model is trained to reconstruct the original texts. This pretraining strategy makes the model obtain the ability of language understanding and generation. More details of BART can be found in the original paper \cite{16}.

3.2. Model description

In this section, we will introduce two different data augmentation strategies based on BART model. Each strategy is introduced with its input transformation operation, augmentation procedure, and data filtering method.

3.2.1. Value-based augmentation

We depict our value-based augmentation model structure in Figure 1 (a). The first step of our method is to transform the training data. Given an utterance \( u \) and its slot information \( s = \{(t_1, v_1), ..., (t_k, v_k)\} \) with \( k \) different slots, we randomly choose a slot type \( t_j \) and mask the value \( v_j \) appeared in \( u \). Instead of using a regular "\( \text{MASK} \)" token, we replace \( v_j \) with the natural language description of \( t_j \). We find that the mask token may let the model generate inappropriate slot values that belong to other slot types, since it loses the information of the original slot type. In comparison, slot description can make the model understand the semantic information of the chosen slot and generate the slot value more correctly. Additionally, we add a special token "\( \_ \)" at the start and the end of \( t_j \) to let the model know the position of the replaced slot type. After that, we take the modified sentence as model input and the original utterance \( u \) as output. As shown in Figure 1(a), if we choose the slot "\( \_ \)city\)", the modified input becomes "\( \text{book a table somewhere in \_city\_ for this evening} \)"; If we choose the slot "\( \_time\_range\)\)", the input becomes "\( \text{book a table somewhere in new york city for \_time\_range\_} \)". For an utterance with \( k \) slots, we can generate \( k \) different inputs for training.

After obtaining the modified data for training, the model is trained by optimizing a reconstruction loss between the decoder’s output and the ground truth, which is the original utterance. Specially, we use a Modified Label Smoothing Cross Entropy loss to boost the diversity of generated slot values and guarantee the output quality. As presented in Equation 1 and 2, it is a variant of cross entropy loss with different ground truth labels. \( w_i \) is the \( i^{th} \) word in \( u \) and \( v_j \) is the delexicalized slot value. The predicted distribution for \( w_i \) is \( \hat{y}_i \). \( \epsilon \) is a parameter for label smoothing and \( |V| \) is vocabulary size. The key point of the proposed method is to only use label smoothing strategy \cite{18} on slot value words, forcing the model to generate more diverse slot values but not other contexts. At the test time, we use the same modified input as in the training period and agressively decode the predicted sentence. We wish that the predicted sentence has the same context with original utterance \( u \) but differs in the chosen slot value \( v_j \).

\[
\text{Loss} = - \sum_{i=1}^{n} y_i'. \log(\hat{y}_i) \quad (1)
\]

\[
y_i' = \begin{cases} 
0, \ldots, 1, \ldots, 0 & w_i \notin v_j \\
\frac{\epsilon}{|V| - 1}, \ldots, 1 - \epsilon, \ldots, \frac{\epsilon}{|V| - 1} & w_i \in v_j 
\end{cases} \quad (2)
\]

The last process is to filter out low-quality sentences from the generated data and assign high-quality ones with correct labels. We compare the generated output with its delexicalized input and filter out the data that do not have the same contexts. Besides, we can also recognize the generated slot values by a simple string comparison algorithm, as marked with red color in Figure 1 (a). Then we assign context words in the generated sentence with their original labels and the slot values with the chosen slot type label \( t_j \). Since our method only delexicalizes one slot and predict one new slot value, it makes the labeling step much easier and the result more reliable.

3.2.2. Context-based augmentation

Figure 1 (b) presents the structure of our context-based augmentation model. Similar with the natural language generation task, we send the intent and slot information to the encoder and

| Original data | Text | Book a table somewhere in new york city for tomorrow. |
|---------------|------|-----------------------------------------------------|
| Label         | city | new york city; time range=tomorrow                  |
| Context augmented data | Text | Please help me book a restaurant for tomorrow in new york city. |
| Label         | country | new york city; time range=tomorrow                   |
| Value augmented data | Text | Book a table somewhere in san francisco for this evening. |
| Label         | country | san francisco; time range=this evening                |
let the decoder output the natural language sentence. For utterance $u$ with intent $I$, the slot information of $u$ is formatted as $I \{i \rightarrow v_1; \ldots; i \rightarrow v_n\}$. Thus, the input of the given example becomes “book restaurant (city = new york city ; time range = this evening)”. The output of the model for training is also the original utterance $u$.

All the training settings are consistent with those in value-based augmentation. There exists one difference that we use the label smoothing strategy on context words instead of slot value words since we wish the decoder to generate sentences with the same slot values as the original data but different contexts.

As for data filtering, we filter out generated sentences that do not contain all the slot values existed in the input through a matching process. Besides, we also filter out sentences that contain slot values more than needed by comparing generated sentences with a slot dictionary acquired from the given training data. The same slot labels of the input can be assigned to the generated data after the above filtering process.

### 4. Experiments

#### 4.1. Datasets

In this work, we employ two widely used SLU datasets, including ATIS [19] and Snips [20], to verify the data augmentation performance. ATIS only contains flight reservation related requests, while Snips contains more domains such as music, movie, and restaurant.

In order to test the data augmentation performance with few training data, we split the dataset into small dataset ($1/40$ of the full data) and medium dataset ($1/10$ of the full data) to test different methods, similar to the previous work [8]. Since there is no publicly available split for experiment, we split the dataset randomly and test all the methods on our splits. Besides, all of our data are in lower-case, which is more usual in SLU settings. Our data splits and codes are publicly available.

#### 4.2. Baselines and experiment settings

We choose some previous methods as baselines for comparison. The baselines include No Augmentation, Seq2seq Augmentation [8], VAE [9], and GPT-2 [10]. Our proposed methods are noted as BART Value and BART Context, representing augmenting slot values and contexts respectively.

For all baseline methods, we augment the same amount of data as the given dataset, thus doubling the training data. We validate the performance of Seq2seq Augmentation and VAE methods using publicly available codes. GPT-2 method is re-implemented according to the description in the paper [10].

For BART-based methods, we use bart-large pretrained model and default finetuning parameters. After achieving the best perplexity on validation set, we use the finetuned model to generate sentences. The label smoothing parameter is 0.1.

#### 4.3. Evaluation

We use two classic and widely-used SLU models to test the efficiency of different methods, making the result more convincing. One is a single layer Bi-LSTM model, adopted by previous work [8]. The other one is a finetuned BERT model for slot filling [21]. Compared with LSTM model, BERT model could achieve higher performance with few training data, which makes data augmentation more challenging. After training each model with the augmented data, we calculate the entity-level F1 score of slot filling. We run each SLU model for five times and take the average result to eliminate randomness.

In addition to SLU performance, we also want to evaluate the diversity in augmented data. Two metrics are adopted here: (1) Word diversity measures text diversity by counting the proportion of different words in the augmented data compared with the original data. (2) Originality represents the proportion of new data compared with the given dataset. It is calculated on delexicalized sentences to show the diversity of contexts.

#### 4.4. Analysis

#### 4.4.1. Augmentation performance

We summarize all the results in Table 2. First, the BART Value method achieves the best performance on all settings of Snips and the BART Context method performs the best on two settings of ATIS. Both two proposed methods perform better than traditional methods (Seq2seq and VAE) and methods using extra knowledge (GPT-2) on most of the conditions. We infer that the text infilling pretraining process of BART model leads to better
Table 2: The SLU performance of different data augmentation methods using the given training dataset.

| Dataset | ATIS | Snips |
|---------|------|-------|
|         | Small (111) | Medium (447) | Small (327) | Medium (1308) |
| SLU model | LSTM | BERT | LSTM | BERT | LSTM | BERT | LSTM | BERT |
| No augmentation | 71.26 | 82.50 | 86.39 | 90.72 | 58.61 | 74.36 | 77.14 | 89.82 |
| Seq2Seq | 71.53 | 83.44 | 87.37 | 91.34 | 58.66 | 74.75 | 78.56 | 91.00 |
| VAE | 71.77 | 83.32 | **88.28** | 91.31 | 59.64 | 75.73 | 78.96 | 90.12 |
| GPT-2 | 71.68 | 82.97 | 87.44 | 91.41 | 59.37 | 74.55 | 78.59 | 90.74 |
| BART Value | 73.06 | **83.60** | 87.31 | 91.61 | **61.06** | **77.23** | **79.06** | **91.13** |
| BART Context | 73.95 | 83.43 | 87.89 | 91.83 | 60.73 | 75.60 | 79.03 | 90.34 |

Table 3: The SLU performance of different data augmentation methods on full Snips data.

| Dataset | LSTM | BERT |
|---------|------|------|
| No augmentation | 91.69 | **96.51** |
| Seq2Seq | 92.28 | 96.31 |
| VAE | 91.15 | 96.08 |
| GPT-2 | 91.74 | 96.45 |
| BART Value | **92.48** | 96.42 |
| BART Context | 91.83 | 96.20 |

performance since it is similar with our finetuning method. In all, the result shows the effectiveness of our proposed methods.

From the results of two SLU models, we can conclude that LSTM-based model benefits more than BERT-based model from data augmentation methods, mainly because LSTM-based model has a lower baseline performance. For different datasets, Snips benefits from data augmentation more than ATIS. Specifically, BART Value method works well on Snips, while BART Context method performs better on ATIS. We believe that it is due to the vocabulary difference. Snips has a larger vocabulary and slot values are thus more critical on predicting slot labels. Conversely, ATIS has a smaller vocabulary. Therefore, slot values are less influential than slot contexts.

To figure out whether these methods still work when enough training data is given, we run them on the full Snips training data and show the result in Table 3. Almost all the data augmentation methods contribute some improvements on LSTM model and slightly degradation on BERT model, mainly due to the robustness of BERT model. Still, our proposed BART Value method performs the best among all methods in general.

In Table 4 we do some ablation test to verify the effectiveness of the two settings in BART Value method. First, we remove the modified label smoothing method and smooth all the labels. Second, we use token “[MASK]” to represent the slot type instead of the slot description. Both variants perform worse than the original one, proving that both the two settings help our model generate more useful data for SLU models. Besides, we also mix the augmented data of BART Value method and BART Context method, and test the SLU performance on the mixed data. As expected, the mixed data achieves higher performance than each of the single data, showing that two methods help with SLU models in different ways and it is better to augment both aspects for achieving the best SLU performance.

4.4.2. Diversity Analysis

In this section, we compare the diversity of augmented data according to the two metrics mentioned in Section 4.3. As shown in Table 5 our proposed methods can generate more diverse data compared with the given training data. BART Value method achieves the highest word diversity by augmenting more slot values that do not appear in the original dataset. Additionally, BART Context method achieves the highest originality, representing the highest variety of contexts in the augmented dataset.

Table 5: The diversity results of different augmentation methods. Note that since BART Value method only augment the slot value, its originality of delexicalized sentences is 0.

| Dataset | Metrics | word diversity | originality-delex |
|---------|---------|----------------|------------------|
| Seq2Seq | 0.13 | 8.72 |
| VAE | 0.13 | 49.46 |
| BART Value | 2.67 | 0 |
| BART Context | 0.02 | 65.52 |

5. Conclusions

In this paper, we propose two data augmentation strategies for SLU by augmenting slot values and contexts based on BART pretrained model. Experimental results on ATIS and Snips datasets prove that our proposed model can improve the SLU model performance to a larger extent than other augmentation methods and the generated sentences also have higher diversity. In the future, we plan to further our work by merging value augmentation and context augmentation into a single model and trying out other pretrained models for SLU data augmentation.
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