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Abstract
The chiral Wess-Zumino-Novikov-Witten (WZNW) model provides the simplest class of rational conformal field theories which exhibit a non-abelian braid-group statistics and an associated "quantum symmetry". The canonical derivation of the Poisson-Lie symmetry of the classical chiral WZNW theory (originally studied by Faddeev, Alekseev, Shatashvili and Gawędزki, among others) is reviewed along with subsequent work on a covariant quantization of the theory which displays its quantum group symmetry.
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1 Introduction

The WZNW model is a conformally invariant theory of a Lie group valued field on the 2-dimensional (2D) space-time, \( g(x^0, x^1) \in G \). We shall concentrate exclusively in this paper on the case when the group \( G \) is a connected and simply connected compact Lie group and \( M \), the integration domain of the classical action of the model, is the compactified Minkowski space (see Eqs. (2.2) and (2.18) below). In modern parlance, one can say that the model describes then a closed string moving on a compact group manifold \([96]\). The state space of the quantized model provides a representation of the current (affine Kac-Moody) algebra, associated with the group \( G \). The resulting quantum field theory (QFT) has a unique vacuum if one fixes \( (G,k) \), the eigenvalue of the central charge of the current algebra, called the level.

Although the WZNW model was originally formulated in terms of a multivalued classical action \([183]\) (exploiting ideas of \([181]\) and \([141]\)), it was first solved in a quantum axiomatic framework \([124, 173]\) using the theory of highest weight representations of affine Lie algebras \([117, 119]\) and ended up as a textbook example of a rational conformal field theory (CFT) \([43]\). Following the original ideas of \([25, 47]\), the correlation functions of the theory have been written as sums of products of chiral conformal blocks which carry a monodromy representation of the braid group \([176, 125]\). The braid group statistics is associated with a quantum group symmetry \([10, 88, 143]\) or some of its generalizations \([133, 31, 145]\). We point out that the appearance of such non-trivial features is not just an artifact of the ambiguity in the splitting of a local 2D field into chiral components. In fact, the above peculiarities of chiral vertex operators (CVO) show up in the non-group-theoretic fusion rules of 2D fields and the associated non-integer statistical dimension (for background and further references – see \([68, 129, 85]\) as well as more recent overviews in \([174, 154]\)).

The canonical approach to the WZNW model, triggered by work of Belavin \([14]\) and Blok \([28]\) which related it to the Yang-Baxter equation (YBE), shed new light on the problem. After the initial push in \([28]\) the classical theory was developed by Faddeev et al. \([55, 7, 8, 2, 56, 4, 3]\) as well as in \([17]\) and, in a sense, completed by Gawedzki et al. \([91, 59, 58]\) although further work in both the classical and the quantum problem is still going on \([142, 9, 18, 19, 20, 21, 79, 80, 81, 86, 52, 107, 51, 78, 82]\). More recently it has also included the boundary WZNW model \([6, 67, 95, 92, 94, 93]\).

The idea of how one exhibits the hidden quantum symmetry is quite simple. The general solution of the classical equations of motion for the periodic group-valued field \( g(x^0, x^1 + 2\pi) = g(x^0, x^1) \) (the field configurations for fixed time being elements of the loop group \([144] \tilde{G} \) of \( G \)) is given by a product of chiral multivalued fields,

\[
g(x^0, x^1) \equiv g(x^+, x^-) = g_L(x^+)^{g_R^{-1}(x^-)} , \quad x^\pm = x^1 \pm x^0 , \quad (1.1)
\]

which satisfy a twisted periodicity condition,

\[
g_C(x + 2\pi) = g_C(x) M \ , \quad C = L, R \ , \quad M \in G \ , \quad (1.2)
\]

implying that the 2D field is periodic:

\[
g(x^+ + 2\pi, x^- + 2\pi) = g(x^+, x^-) . \quad (1.3)
\]
The chiral components $g_C$ are not uniquely determined: Eq. (1.1) is respected by any transformation $g_C(x) \to g_C(x) S$ where $S$ is an $x$-independent invertible matrix. In particular, we do not have to assume that $g_C$ are unitary, albeit $g(x^+, x^-)$ is. Moreover, as we shall see, the elements of the monodromy matrix $M$ carry dynamical degrees of freedom (they have non-vanishing Poisson brackets among themselves and with $g_C(x)$) and it is natural to allow for "dynamical matrices" $S$ describing the ambiguity in the definition of $g_C$. We use the resulting freedom to impose a Poisson-Lie symmetry on the chiral theory, the classical counterpart of a quantum group symmetry. Requiring that the left and right components $g_L$ and $g_R$ Poisson commute yields a further extension of the phase space of the theory consisting in introducing independent left and right monodromy matrices $M_C$. This allows the introduction of quantum group covariant chiral zero modes (in whose treatment, both classical and quantum, in particular for $G = SU(n)$, the authors have taken part). In the present paper we combine the phase spaces of zero modes and "Bloch waves" (chiral fields with diagonal monodromy $M_p$) to derive the Poisson brackets of the covariant chiral fields $g_C$, thus preparing the ground for the subsequent discussion of a quantum group invariant quantization.

There is a price to pay for achieving manifest quantum group covariance of the chiral theory. While the unitary 2D WZNW model only involves a finite number of weights (e.g., for $G = SU(2)$, those not exceeding the level), we are led to allow all weights, thus ending with an infinite (non-unitary) extension of the chiral state space. The resulting theory is related to a logarithmic CFT of the type studied systematically by B.L. Feigin, A.M. Gainutdinov, A.M. Semikhatov, I.Yu. Tipunin, and others (We review relevant part of this work in Section 5.) An alternative possibility, weakening the requirement of quantum group invariance but only allowing for a finite dimensional unitary extension of the chiral state space has been developed in the framework of boundary CFT (for a review and references see [145]). It would be interesting to work out a canonical formulation also of this approach starting with the classical theory.

A few words about the organization of the material, summarized in the table of content.

We begin in Section 2.1 by showing that the invariance of a 2D sigma model type action with respect to infinite dimensional chiral loop group "gauge transformations" requires a Wess-Zumino (WZ) term. For a field theory in a $D$-dimensional space-time, it is based on a $(D + 1)$-dimensional closed differential form $\omega$. This approach has at least two advantages, compared to the standard one that starts with a Lagrangean $D$-form $L$ whose integral gives the classical action:

(i) $\omega = dL$ does not change if we add a full derivative term to $L$ (that would not affect the equations of motion);

(ii) $\omega$ may exist in theories with no single-valued classical action, in particular, in the WZNW model of interest.

The integral of $\omega$ over an equal time surface (a circle, in our case) gives rise to a symplectic form. We study in Section 2.3 its splitting into monodromy dependent chiral symplectic forms $\Omega(g_C, M_C)$, $C = L, R$ for $g$ given by (1.1). The expression for $\Omega$ involves a 2-form $\rho(M)$, like (2.89), defined on an
open dense neighbourhood of the identity of the complexification $G_C$ of our compact Lie group $G$ (using, for $G_C = SL(n, \mathbb{C})$, a Gauss type factorization of $M$). Section 2.4 is devoted to a study of the symmetries of the chiral theory. We demonstrate, in particular, that the symmetry of $\Omega$ with respect to (constant) right shifts of the chiral field $g$ is of Poisson-Lie type [48, 157].

Section 3 deals with the classical theory of chiral zero modes which diagonalize the monodromy matrix. They display the Poisson-Lie symmetry in a finite dimensional context (Section 3.1; cf. [2]). In Section 3.2 we recall some facts from the theory of the semisimple Lie algebras and prepare the ground for obtaining the chiral Poisson brackets. Section 3.3.1 reviews the result of Gawdızki and Falceto [89, 58] that establishes a one-to-one correspondence between 2-forms $\rho(M)$ such that

$$\delta \rho(M) = \frac{1}{3} \text{tr} (M^{-1} \delta M)^{\wedge 3} =: \theta(M)$$

(1.4)

and non-degenerate solutions of the (modified) classical Yang-Baxter equation, see Proposition 3.2.

The Schwinger-Bargmann theory of angular momentum [156, 22] gives rise to a model of the finite dimensional irreducible representations of $SU(2)$ by quantizing the 2-dimensional complex space $\mathbb{C}^2$ equipped with the Kähler symplectic form $i (dz^1 \wedge d\bar{z}^1 + dz^2 \wedge d\bar{z}^2)$. It yields the Fock space of a pair of creation and annihilation operators. In Section 3.3.2 we first present the classical 4-dimensional phase space involved in this construction as a submanifold of codimension two in a 6-dimensional space consisting of a $2 \times 2$ matrix $a = (a^i_\alpha)$ and a 2-dimensional weight vector $p_i, \ i = 1, 2$. Then we generalize this construction to the case of $SU(n)$ in which the classical phase space is a submanifold of codimension two in an $n(n+1)$-dimensional space. Finally, we construct a $q$-deformation of the resulting algebra, corresponding to the classical counterpart of a model space construction for the finite dimensional irreducible representations of the quantum universal enveloping algebra $U_q(sl(n))$ for generic $q$. The computation of the Poisson (and Dirac) brackets of the Poisson-Lie covariant zero modes involves the full complication of a theory with a non-local Wess-Zumino term. It is dealt with in Section 3.3.3.

The Poisson brackets (PB) for the infinite dimensional Bloch waves $u(x)$ (Section 3.4) are simpler to compute. A peculiarity of our treatment is the fact that the determinant of $u(x)$ depends on the weights $p$ (and is so chosen that only the product of det $u(x)$ and det $a$ is equal to 1). The resulting PB for the Poisson-Lie covariant chiral field $g(x) = u(x) a \ (= (u^A_i(x)a^A_\alpha))$ are spelled out in Section 3.5 where the reconstruction of the $2D$ model is also explained.

Chapter 4 is devoted to the study of the quantum chiral WZNW model. The quantization of the current algebra $\widehat{G}_k$ (Section 4.1) involves the renormalization of the level $k \to h = k + g^\vee$ (where $g^\vee$ is the dual Coxeter number of the Lie algebra $G$ of $G$) in the Sugawara formula [170, 160]. The state space construction reproduces the representation theory of affine Kac-Moody algebras supplemented with a derivation of the Knizhnik-Zamolodchikov equation. The exchange algebra of the chiral field $g(x)$ is expressed (Section 4.2) in terms of the constant $SL(n, \mathbb{C})$ quantum $R$-matrix. The exchange relations for the monodromy matrix $M$ (Section 4.3) acquire a more transparent form in terms of its Gauss components $M_{\pm}$ which give rise to the quantum
universal enveloping algebra $U_q(\mathfrak{sl}(n))$. A hallmark of our approach is the treatment of the zero modes’ algebra (Section 4.4) which also involves the quantum dynamical R-matrix $R(p)$. Section 4.5 is devoted to the study of the chiral state space. For generic $q$ (i.e. $q \neq 0$, not a root of unity) the Fock space $\mathcal{F}$ of the zero modes’ algebra provides a model for the finite dimensional representations of $U_q(\mathfrak{sl}(n))$ (Section 4.5.1). The problems arising for $q$ a root of unity (fully resolved for $n = 2$ only) are discussed in Section 4.5.2. We show here that the exchange relations involving bilinear combinations of zero modes $a_i^\alpha a_j^\beta = S_{ij}^{\alpha\beta} + A_{ij}^{\alpha\beta}$ can be written in a very simple, yet equivalent, form in terms of their $q$-symmetric and $q$-antisymmetric parts ($S_{ij}^{\alpha\beta} = q^{-\epsilon_{\alpha\beta}} S_{ij}^{\beta\alpha}$ and $A_{ij}^{\alpha\beta} = -q^{-\epsilon_{\alpha\beta}} A_{ij}^{\beta\alpha}$, respectively). The braiding properties of chiral quantum fields are displayed in Section 4.5.3.

The study of the $\hat{\mathfrak{su}}(2)_k$ quantum WZNW model and of its (non-unitary) chiral extension is pursued further in Chapter 5. It is facilitated by the fact that (only) for $n = 2$ the determinant condition is quadratic in the zero modes. A canonical basis of the Fock space $\mathcal{F}$ is introduced in Section 5.1. In the following Section 5.2 (based on [83]) we exploit the fact that the quantum group acting on $\mathcal{F}$ is the finite $(2h^3)$-dimensional quotient Hopf algebra, the restricted quantum group $\bar{U}_q$. In Section 5.2.1 we display the structure of the zero modes’ Fock space as an indecomposable $\bar{U}_q$ module. The universal monodromy matrix $\mathcal{M} \in \bar{U}_q \otimes \bar{U}_q$ and the corresponding Drinfeld map, introduced in Section 5.2.2, allow to describe the Grothendieck ring of $\bar{U}_q$ (Section 5.2.3). The $\hat{\mathfrak{su}}(2)_k$ invariant extended chiral state space appears as an example of a logarithmic CFT. The Lusztig’s extension $\hat{U}_q$ of $\bar{U}_q$ (Section 5.3.1) and the monodromy representation of the braid group in the space of 4-point conformal blocks (Section 5.3.2) play a dual role in this setting.

In Section 6 we complete the description of the 2D WZNW model in terms of its chiral components. We first display the exchange relations of the right chiral field (in Sections 6.1.1 and in Section 6.1.2, for those involving the constant and the dynamical R-matrix, respectively). To avoid subtleties with matrix inversion in the quantum case, we work with ”bar” right sector variables in terms of which $g(x, \bar{x}) = g(x) \bar{g}(\bar{x}), (x, \bar{x}) = (x^+, x^-)$, cf. (1.1). (Their description does not follow automatically from the knowledge of the left sector since the quantum chiral field $g_C(x)$, unlike the classical one, is not invertible.) In Section 6.2 we return to the reconstruction of the two dimensional WZNW model. It is demonstrated in Section 6.2.1 that the 2D field, expressed in terms of products of left and right components, is local and quantum group invariant. The zero modes’ part of the extended model (studied for $n = 2$ in Section 6.2.2) gives rise to a finite dimensional quotient space harbouring the unitary model. The construction (see [80] [52] [106]) is reminiscent to the cohomological (BRS [23] [24]) treatment of a gauge theory [168] [11] [169] [30], the quantum group playing the role of a generalized gauge symmetry (only acting on the internal degrees of freedom). Some first steps towards the extension of this picture to $n \geq 3$, a problem of considerable combinatorial difficulty, are outlined in Section 6.2.3.

Section 7 summarizes the main features of the present approach and indicates some possible steps for future work. We also mention some (of the numerous) WZNW-related topics left out of the scope of our investigation.

To make the paper self-contained, the main text is supplemented by three Appendices. In Appendix A we recall the basic facts about complex semisimple Lie algebras and fix conventions used in the present paper. Appendix
B deals with the quantum group side. Appendix B.1 introduces the Hopf algebra $U_q(sl(n))$, while Appendices B.2 and B.3 contain supplementary information needed in Section 5.2. Appendix C is concerned with the quantum determinant of the monodromy matrix (with non-commuting entries) $M$.

The paper contains a rather extensive (albeit far from complete) list of references.
2 2D and chiral WZNW model. Symplectic densities

2.1 Chiral symmetry requires a Wess-Zumino term

The dynamics of the group valued WZNW field $g$ is, in effect, determined by the symmetry of the WZNW model. Combining the conformal invariance with the internal symmetry generated by the currents one ends up, as we shall see, with an infinite dimensional left and right chiral symmetry.

We proceed in two steps, beginning with the natural (non-linear) sigma model action on a compact Lie group $G$

$$S_0[g] = \lambda \int_{\mathcal{M}} \text{tr} \left( g^{-1} \partial_\mu g \right) \left( g^{-1} \partial^\mu g \right) dx^0 dx^1 \equiv -\lambda \int_{\mathcal{M}} \text{tr} \left( \partial_\mu g \right) \left( \partial^\mu g^{-1} \right) dx^0 dx^1$$

(2.1)

where the world sheet is oriented, $dx^0 dx^1 \equiv dx^0 \wedge dx^1 = -dx^1 \wedge dx^0$ (we omit the wedge sign for exterior products of differentials) and $\lambda > 0$. We are denoting by $\text{tr} \left( XY \right)$ the Killing form ($X,Y$) on the Lie algebra, proportional to the matrix trace (see Appendix A). In a second step, we shall complement $S_0[g]$ with a non-local term that will ensure the infinite chiral symmetry.

It is appropriate to carry the integration in (2.1) over the compactified two dimensional Minkowski space $\mathcal{M}$ ($\equiv \bar{M}_2$) which we proceed to describe in some detail. $\mathcal{M}$ is a somewhat degenerate special case of the $D$-dimensional compactified Minkowski space

$$\bar{M}_D := \{ z = (z^\alpha), \alpha = 1, 2, \ldots, D \mid z^\alpha = e^{i u^\alpha}, t, u^\alpha \in \mathbb{R}; u^2 = 1 \} = S^1 \times S^{D-1}/\{1,-1\} \quad \left(u^2 := \sum_{\alpha=1}^{D} (u^\alpha)^2\right)$$

(2.2)

equipped with a real $O(2) \times O(D)$-invariant metric of Lorentzian signature

$$ds^2 = \frac{dz^2}{z^2} = du^2 - dt^2, \quad \text{where} \quad u.du := \sum_{\alpha=1}^{D} u^\alpha du^\alpha = 0 \ .$$

(2.3)

The universal cover of $\bar{M}_D$ for $D > 2$ is the cylinder $\hat{\bar{M}}_D = \mathbb{R} \times S^{D-1}$. For $D = 2$, $\bar{M}_2 = \mathcal{M}$ is diffeomorphic to the flat Lorentzian torus (with identified opposite points)

$$\mathcal{M} = \left\{ z^1 = e^{ix^0} \sin x^1, z^2 = e^{ix^0} \cos x^1; ds^2 = (dx^1)^2 - (dx^0)^2 \right\} \quad \left(\begin{array}{c} x^0, x^1 \end{array}\right) \sim \left(\begin{array}{c} x^0, x^1 + 2\pi \end{array}\right), \quad \left(\begin{array}{c} x^0, x^1 \end{array}\right) \sim \left(\begin{array}{c} x^0 + \pi, x^1 + \pi \end{array}\right).$$

(2.4)

which can be obtained from its universal cover $\mathbb{R}^2$ factoring by the relations

$$\left(\begin{array}{c} x^0, x^1 \end{array}\right) \sim \left(\begin{array}{c} x^0 + 2\pi n^+, x^1 + 2\pi n^- \end{array}\right), \quad n^\pm \in \mathbb{Z}$$

(2.5)

Eqs. (2.5) are equivalent to $2\pi$-periodic boundary conditions

$$\left(\begin{array}{c} x^+, x^- \end{array}\right) \sim \left(\begin{array}{c} x^+ + 2\pi n^+, x^- + 2\pi n^- \end{array}\right), \quad n^\pm \in \mathbb{Z} \quad \left(\begin{array}{c} x^+, x^- \end{array}\right)$$

(2.6)

in each of the cone variables $x^\pm$ defined in (1.1),

$$x^\pm = x^1 \pm x^0, \quad \partial_\pm = \frac{1}{2} (\partial_1 \pm \partial_0) \ , \quad dx^+ dx^- = 2 dx^0 dx^1 .$$

(2.7)
We are looking for an action invariant with respect to the infinite dimensional group of chiral “gauge transformations” of the type

$$g(x^+, x^-) \rightarrow I(x^+). g(x^+, x^-) \cdot r(x^-)$$  \hspace{1cm} (2.8)

where both $I$ and $r$ are loop group ($G$-valued, periodic) functions of the corresponding light cone variables. Computing the variation of the sigma model action (2.11)

$$\delta S_0[g] = 2\lambda \int_M \text{tr} \delta (g^{-1} \partial_\mu g)(g^{-1} \partial^\mu g) dx^0 dx^1 =$$

$$= -2\lambda \int_M \text{tr} (g^{-1} \delta g \partial_\mu (g^{-1} \partial^\mu g) - \partial_\mu (g^{-1} \delta g g^{-1} \partial^\mu g)) dx^0 dx^1 =$$

$$= -2\lambda \int_M \text{tr} g^{-1} \delta g (\partial_+(g^{-1} \partial_- g) + \partial_- (g^{-1} \partial_+ g)) dx^+ dx^-$$  \hspace{1cm} (2.9)

(the boundary term can be neglected due to (1.3) and (2.6)), we see that $\delta S_0[g]$ does not vanish, in general, for

$$g^{-1} \delta g = g^{-1} \delta I(x^+) g + \delta r(x^-)$$  \hspace{1cm} (2.10)

(he $\delta I(x^+)$ and $\delta r(x^-)$ are assumed to be $G$-valued periodic functions of the respective chiral variables).

The possibility of obtaining an invariant theory found by Witten \[183\] amounts to adding to $S_0[g]$ (2.11) a WZ term proportional to

$$\Gamma[g] := \frac{1}{12\pi} \int_M d^{-1} \text{tr} (g^{-1} dg)^3 = \frac{1}{12\pi} \int_B (g^{-1} dg)^3 \in 2\pi \mathbb{Z}$$  \hspace{1cm} (2.11)

which has a single valued variation due to the relation

$$\delta d^{-1} \frac{1}{3} \text{tr} (g^{-1} dg)^3 = \text{tr} (g^{-1} \delta g (g^{-1} dg)^2).$$  \hspace{1cm} (2.12)

Using (2.12) and

$$dx^\mu dx^\nu = -\varepsilon^{\mu\nu} dx^0 dx^1 \quad (\varepsilon^{\mu\nu} = -\varepsilon^{\nu\mu}, \mu, \nu = 0, 1, \varepsilon^{01} = -1, \varepsilon^{\mu\sigma} \varepsilon_{\sigma\nu} = \delta^\mu_\nu).$$  \hspace{1cm} (2.13)

we obtain

$$\delta \Gamma[g] = \frac{1}{4\pi} \int_M \text{tr} g^{-1} \delta g (g^{-1} \partial_\mu g)(g^{-1} \partial_\nu g) dx^\mu dx^\nu =$$

$$= -\frac{1}{4\pi} \int_M \text{tr} g^{-1} \delta g \varepsilon^{\mu\nu}(g^{-1} \partial_\mu g)(g^{-1} \partial_\nu g) dx^0 dx^1 =$$

$$= \frac{1}{4\pi} \int_M \text{tr} g^{-1} \delta g \varepsilon^{\mu\nu} \partial_\mu (g^{-1} \partial_\nu g) dx^0 dx^1 =$$

$$= \frac{1}{4\pi} \int_M \text{tr} g^{-1} \delta g \left(\partial_- (g^{-1} \partial_+ g) - \partial_+ (g^{-1} \partial_- g)\right) dx^+ dx^-.$$  \hspace{1cm} (2.14)

1 The possible continuations of the form $\theta(g)$ from the 2D compactified Minkowski space $\mathcal{M}$ (2.4) to the 3-dimensional real compact manifold with boundary, the bulk

$$\mathcal{B} := \{ (z^\alpha, \rho), \alpha = 1, 2 \mid (z^\alpha) = z \in \mathcal{M}, \ 0 \leq \rho \leq 1 \}, \quad \partial \mathcal{B} = \mathcal{M},$$

split into equivalence classes labeled by the elements of the third homotopy group $\pi_3(G) \simeq \mathbb{Z}$ (see \[141\] \[136\] \[155\] \[175\]).
The partition function, the exponent $e^{iS[g]}$ of the action functional, which determines the correlation functions in the Feynman path integral formulation, is single valued if we set the coefficient of the WZ term equal to an integer,

\[ S[g] = S_0[g] + k \Gamma[g] , \quad k \in \mathbb{Z} \quad (2.15) \]

so that

\[
\delta S[g] = -(2 \lambda + \frac{k}{4\pi}) \int_M \text{tr} g^{-1} \delta g \partial_+ (g^{-1} \partial_- g) \, dx^+ dx^- - \\
-(2 \lambda - \frac{k}{4\pi}) \int_M \text{tr} g^{-1} \delta g \partial_- (g^{-1} \partial_+ g) \, dx^+ dx^- . \quad (2.16)
\]

Now, for $g^{-1} \delta g$ given by (2.10), the first term vanishes, due to $\partial_+ (g^{-1} \partial_- g) = g^{-1} \partial_- (\partial_+ g g^{-1})$ and

\[
\text{tr} g^{-1} \delta g \partial_+ (g^{-1} \partial_- g) = \\
\quad = \text{tr} (g^{-1} \delta l(x^+) g (g^{-1} \partial_- (\partial_+ g g^{-1})) g + \delta v(x^-) \partial_+ (g^{-1} \partial_- g)) = \\
\quad = \partial_- \text{tr} (\delta l(x^+) (\partial_+ g g^{-1})) + \partial_+ \text{tr} (\delta v(x^-) (g^{-1} \partial_- g)) , \quad (2.17)
\]

while vanishing of the second term implies $\lambda = \frac{k}{8\pi}$. Thus we end up with the WZNW action functional which is invariant with respect to (2.8),

\[ S[g] = \frac{k}{4\pi} \int_M \text{tr} \left( \frac{1}{2} (g^{-1} \partial_\mu g)(g^{-1} \partial^\mu g) \, dx^0 dx^1 + \frac{1}{3} d^{-1} \text{tr} (g^{-1} dg)^3 \right) \quad (2.18) \]

(with $k$ a positive integer).

In order to get around the absence of a single valued WZ term we proceed to formulating the dynamics of the WZNW model in terms of a canonical 3-form.

### 2.2 First order canonical formalism with a basic $(D+1)$-form

The first order Lagrangean and covariant Hamiltonian formalism has been applied to the WZNW model by Gawędzki (see [89] where the reader can also find early references; for more recent developments and further applications, cf. [116]). Here we shall give a brief introduction to the subject and shall then apply this truly canonical approach to the 2D WZNW theory of interest.

In general, a field theory lives on a fibre bundle $E$ described locally by a collection of charts $U^i \times \mathcal{F}$, where $\cup_i U^i$ forms an atlas of the $D$-dimensional (base) space-time manifold $\mathcal{M}$ and the values of the fields belong to the fiber $\mathcal{F}$. We shall use, correspondingly, two exterior differentials, a horizontal one, $d$, acting on $\mathcal{M}$, and a vertical one (the variation) $\delta$, acting on $\mathcal{F}$ so that the exterior differential on the total space $E$ will appear as their sum:

\[ d = d + \delta, \quad d^2 = 0 = \delta^2, \quad d^2 = 0 = [d, \delta]_+ \quad (2.19) \]

(note that, in contrast with the convention adopted in [116], $d$ and $\delta$ necessarily anticommute in order to have their sum satisfying the condition $d^2 = 0$ for an exterior differential). Each differential form can be decomposed into homogeneous $(a, b)$ forms of degrees $a$ in $d$ and $b$ in $\delta$. 
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If an action density $L$ (a $D$-form) exists, in the first order formalism it is assumed to be a sum of $(D,0)$ and $(D-1,1)$ forms. The exterior differential

$$\omega := dL$$

(which does not change if we substitute $L$ by $L + dK$ for any $(D-1)$-form $K$) provides an invariant characterization of the system: equating to zero the pull-back of its contraction with vertical vector fields (like $\frac{\delta}{\delta \phi_i}$, in a discrete basis) such that

$$\frac{\delta}{\delta \phi_i} \delta \phi_j + \delta \phi_j \frac{\delta}{\delta \phi_i} = \delta^i_j,$$

(2.21)

one reproduces the equations of motion, while the integral of $\omega$ over a $(D-1)$ dimensional space-like (or, for non-relativistic systems, just equal time) surface in $M$ defines the symplectic form of the system. A closed $(D+1)$-form $\omega$ may exist, however, even when there is no single-valued action density. The resulting more general framework is the only one appropriate for classical formulation of the WZNW model.

Before going to the model of interest we shall display the role of the form $\omega$ in the simple example of a classical mechanical system for which $M = \mathbb{R}$ is the time axis (i.e., $D = 1$), and $\mathcal{F}$ is a $2f$-dimensional phase space parametrized by coordinates $q = (q^1, \ldots, q^f)$ and momenta $p = (p_1, \ldots, p_f)$.

We shall write the action density 1-form as a Legendre transform,

$$L = p \, dq - H(p,q) \, dt , \quad p \, dq := \sum_{i=1}^{f} p_i \, dq^i ,$$

$$\omega = dL = dp \, dq - \delta H(p,q) \, dt = dp \, dq - (\frac{\partial H}{\partial q} \delta q + \frac{\partial H}{\partial p} \delta p) \, dt \equiv (2.22)$$

$$\equiv \delta p \, \delta q + (\dot{q} - \frac{\partial H}{\partial p}) \, \delta p \, dt - (\dot{p} + \frac{\partial H}{\partial q}) \, \delta q \, dt \quad (dp \equiv \dot{p} \, dt , \quad dq \equiv \dot{q} \, dt)$$

(we omit throughout the wedge sign $\wedge$ for exterior products of differentials).

It is clear that for $dt = 0$, $\omega$ reduces to the standard canonical symplectic form $\Omega = \delta p \, \delta q$. Contracting, on the other hand, $\omega$ with $\frac{\delta}{\delta q}$ and $\frac{\delta}{\delta p}$ (using (2.21)) and equating to zero the pull-back of the result (which amounts to setting $\delta p = 0 = \delta q$), we obtain the Hamiltonian equations of motion

$$\dot{p}_i + \frac{\partial H}{\partial q^i} = 0 , \quad \dot{q}^i - \frac{\partial H}{\partial p_i} = 0 , \quad i = 1, \ldots, f .$$

(2.23)

In general, to any function $h$ on the phase space one associates a vertical Hamiltonian vector field $X_h$ such that its contraction with the symplectic form $\dot{X}_h \Omega$ (where $\Omega := \Omega(X_h,.)$) equals $\delta h$:

$$\dot{X}_h \Omega = \delta h \quad \Leftrightarrow \quad X_h = \frac{\partial h}{\partial q} \frac{\delta}{\delta p} - \frac{\partial h}{\partial p} \frac{\delta}{\delta q} \quad (X_{q^i} = \frac{\delta}{\delta p_i} , \quad X_{p_j} = -\frac{\delta}{\delta q^j} ) .$$

(2.24)

A Poisson structure on (a smooth manifold) $\mathcal{N}$ is a skew symmetric bilinear map $\{,\} : C^\infty(\mathcal{N}) \times C^\infty(\mathcal{N}) \to C^\infty(\mathcal{N})$ satisfying the Jacobi identity and the Leibniz rule. This is equivalent to defining a bivector (a skew symmetric contravariant 2-tensor) $\mathcal{P} \in T\mathcal{N} \wedge T\mathcal{N}$ such that $\{g,h\} = \mathcal{P}(g,h) \equiv \mathcal{P}(\delta g \otimes \delta h)$. A covariant tensor defining a symplectic form gives
always rise to a Poisson tensor defined by its inverse; in general, the Poisson tensor may not be invertible.

In the above case of a finite dimensional mechanical system $\mathcal{P} = \delta \circ \delta - \delta \circ \delta$ and, for any pair of functions $g = g(p, q)$, $h = h(p, q)$, the PB $\{g, h\}$ is given in terms of the symplectic dual vector fields (2.24) by

$$\{g, h\} = X_g h \equiv \dot{X}_g \delta h \quad (= -\dot{X}_h \delta g) = \frac{\partial g}{\partial q} \frac{\partial h}{\partial p} - \frac{\partial g}{\partial p} \frac{\partial h}{\partial q} \quad \Rightarrow \quad \{q^i, p_j\} = \delta^i_j$$

(here $\delta h = \frac{\partial h}{\partial p} \delta p + \frac{\partial h}{\partial q} \delta q$ is the total variation of $h$). It follows from (2.23), (2.24) and (2.25) that the time evolution of any phase space variable $g(p, q)$ is governed by its PB with the Hamiltonian:

$$\dot{g} = \frac{\partial g}{\partial p} \dot{p} + \frac{\partial g}{\partial q} \dot{q} = \left( \frac{\partial H}{\partial p} \frac{\partial}{\partial q} - \frac{\partial H}{\partial q} \frac{\partial}{\partial p} \right) g = -X_H g = \{g, H\} . \quad (2.26)$$

**Remark 2.1** The definition of a Hamiltonian vector field in the first equation (2.24) is not universal. Many authors set instead $\hat{L}_H \Omega = -\delta h$ (see e.g. [27]) so that $L_h = -X_h$, leading to the opposite sign of the PB and, correspondingly, to equations of motion $\dot{g} = L_H g$. Both choices, however, provide a representation of the Lie algebra of Poisson brackets that is an ingredient in the prequantization (see e.g. [177, 180, 184]). We have, in particular,

$$[X_g, X_h] = X_{\{g, h\}} . \quad (2.27)$$

We proceed now to defining the classical WZNW model. We shall only consider the case when the Lie group $G$ is **compact** and the corresponding quantized theory is **rational** [37, 70, 5, 138]. (These two requirements single out combinations of WZNW models on compact semi-simple groups and ”lattice vertex algebras” [120].) Albeit we only provide details for our main example $G = SU(n)$, most results remain valid in the general case.

In the first order formalism the fiber $\mathcal{F}$ consists of a pair of periodic in $x^1$ maps $(g, J)$ such that, for $x = (x^0, x^1) \in \mathcal{M}_2$

$$g(x) \in G, \quad g(x^0, x^1 + 2\pi) = g(x^0, x^1) \equiv g(x), \quad (2.28)$$

$$J(x) = j_{\mu}(x) dx^\mu, \quad j_{\mu}(x) \in \mathcal{G}, \quad j_{\mu}(x^0, x^1 + 2\pi) = j_{\mu}(x^0, x^1) \equiv j_{\mu}(x),$$

where $\mathcal{G}$ is the Lie algebra of $G$ (our conventions are such that, for $G$ compact, the current is Hermitean). Note that the $i\mathcal{G}$-valued 1-form $J(x)$ is **horizontal**.

We define the basic 3-form $\omega$ by

$$4\pi \omega = d \theta((ig^{-1}dg + \frac{1}{2k} J) J) + k \theta(g), \quad \theta(g) := \frac{1}{3} tr (g^{-1}dg)^3 . \quad (2.29)$$

Here $tr$ is the Killing form (A.1) on $\mathcal{G}$, $k$ is the real ”coupling constant” that will be ultimately restricted to (positive) integer values to ensure the single valuedness of the exponential of the action, and $J$ is the Hodge dual to $J$,

$$J(x) = \varepsilon_{\mu\nu} j_{\mu}(x) dx^\nu \quad (\varepsilon_{01} = 1) . \quad (2.30)$$

To identify (2.29) with the more customary (component) expressions, one uses (2.13) and

$$J \ll J = j_{\mu} j^\mu dx^0 dx^1 = -J J. \quad (2.31)$$
For compact $G$ we shall use the physicist’s convention introducing a Hermitean basis $T_a \in i \mathcal{G}$ for which
\[
\frac{1}{i} [T_a, T_b] = f_{ab}^c T_c , \quad \text{tr} (T_a T_b) = \eta_{ab} \tag{2.32}
\]
with real structure constants $f_{ab}^c$ and a positive metric ($\eta_{ab}$) (see Appendix A). The tensor $f_{abc}$, defined by
\[
\frac{1}{i} \text{tr} (T_a [T_b, T_c]) = \eta_{ad} f_{d}^c =: f_{bca} = f_{abc} \tag{2.33}
\]
is totally antisymmetric (due to the cyclicity of the trace). For $x$-independent $\gamma \in G$ so that $d\gamma = 0$ and $\gamma^{-1} \delta \gamma = i \Gamma^a T_a$ where $\Gamma^a$ are basic left-invariant $G$-valued 1-forms, the WZ term $\theta(\gamma)$ (2.29) is just the invariant 3-form on $G$ corresponding to the tensor $f_{abc}$ (see e.g. [135]):
\[
\theta(\gamma) = \frac{1}{3} \text{tr} (\gamma^{-1} \delta \gamma)^3 = \frac{1}{3!} \Gamma^a \Gamma^b \Gamma^c \frac{1}{i} \text{tr} (T_a [T_b, T_c]) = \frac{1}{3!} f_{abc} \Gamma^a \Gamma^b \Gamma^c . \tag{2.34}
\]

The 3-form $\omega$ (2.29) is well defined and single valued while the corresponding WZNW action density 2-form
\[
4\pi L = \text{tr} ((ig^{-1} dg + \frac{1}{2k} J) \ast J) + k d^{-1} \theta(g) \tag{2.35}
\]
cannot be globally defined on $G$ since the 3-form $\theta(g)$, albeit closed, $d \theta(g) = 0$, is not exact. (Accordingly, the corresponding WZ term in the WZNW action in the second order formalism (2.18) is multivalued.)

If we identify $ig^{-1} \partial_\mu g$ with the velocity on the group manifold, then $j_\mu$ plays the role of covariant canonical momentum (cf. (2.28) – (2.30)), and the coefficient to the space-time volume form $dx^0 dx^1$ (with a minus sign) in (2.35) is the covariant Hamiltonian $H = H(j)$, just as $-H$ was the coefficient to $dt$ in the classical mechanical action density $L$ (2.22). Note that the only such term in the right-hand side of (2.35) comes from
\[
\frac{1}{8\pi k} \text{tr} (\mathcal{J} \ast \mathcal{J}) = \frac{1}{8\pi k} \text{tr} j_\mu j^\mu dx^0 dx^1 =: -H(j) dx^0 dx^1 \tag{2.36}
\]

It is remarkable that the 3-form (2.29) contains the full information about the model: it allows to derive both the equations of motion and the symplectic structure. To begin with, we note that
\[
d \text{tr} (\mathcal{J} \ast \mathcal{J}) = \delta \text{tr} (\mathcal{J} \ast \mathcal{J}) = 2 \text{tr} (j_\mu \delta j^\mu) dx^0 dx^1 . \tag{2.37}
\]
We shall denote the pull-back of a form by $g^* ;$ by definition,
\[
g^* ( f(dg, d\mathcal{J}, d^* \mathcal{J} ; \delta g, \delta \mathcal{J}, \delta^* \mathcal{J}) ) = f(dg, d\mathcal{J}, d^* \mathcal{J} ; 0, 0, 0) . \tag{2.38}
\]

Introduce, for arbitrary $Y \in i \mathcal{G}$ (in particular, for any $n \times n$ Hermitean traceless matrix, for $\mathcal{G} = su(n)$), the vertical vector field $Y_{j^\mu} := \text{tr} \left( Y \frac{\delta}{\delta j^\mu} \right)$ so that
\[
\dot{Y}_{j^\mu} (\delta j^\nu) = Y \delta^\nu_{\mu} \quad (\dot{Y}_{j^\mu} (\delta \mathcal{J}) = Y dx^\mu , \quad \dot{Y}_{j^\mu} (\delta^* \mathcal{J}) = Y \epsilon_{\mu \nu} dx^\nu ) . \tag{2.39}
\]
Using (2.13), we derive the first equation of motion:
\[ g^* \left( \dot{Y}_j \rho \omega \right) = \frac{1}{4\pi} \text{tr} \left( ig^{-1} \partial_{\mu} g + \frac{1}{k} j_{\mu} \right) dx^0 dx^1 = 0, \quad \text{or} \]
\[ j_{\mu} = -ik g^{-1} \partial_{\mu} g \quad \Leftrightarrow \quad J = -ik g^{-1} dg. \quad (2.40) \]

To obtain the remaining equations, we introduce the vector field \( Y_g := i \text{tr} \left( g \dot{Y} \delta \delta g \right) \) satisfying
\[ \dot{Y}_g (g^{-1} dg) = i \Rightarrow \dot{Y}_g \theta(g) = i \text{tr} \left( Y (g^{-1} dg)^2 \right). \quad (2.41) \]

Equating to zero the pull-back of \( \dot{Y}_g \omega \),
\[ g^* (\dot{Y}_g \omega) = \frac{1}{4\pi} \text{tr} \left( dJ + ik (g^{-1} dg)^2 + \left[ g^{-1} dg, \star J \right]_+ \right) = 0 \quad (2.42) \]
going with the first equation of motion (2.40) and the anticommutativity relation (2.31)
\[ \left[ g^{-1} dg, \star J \right]_+ = \frac{i}{k} \left[ J, \star J \right]_+ = 0 \quad (2.43) \]
implies the second equation of motion which can be written entirely in terms of currents:
\[ d \star J = \frac{i}{k} J^2 \quad \Leftrightarrow \quad \partial_{\mu} j_{\mu} = -\frac{i}{2k} \varepsilon^{\mu\nu}[j_{\mu}, j_{\nu}] \]
i.e., \[ \partial_1 j^0 + \partial_0 j^1 = -\frac{i}{k} [j^0, j^1]. \quad (2.44) \]

Next, we compare the result with the horizontal \((d\cdot)\) differential (the curl) of (2.40),
\[ dJ = ik (g^{-1} dg)^2 = -\frac{i}{k} J^2 \quad \Leftrightarrow \quad \varepsilon^{\mu\nu} \partial_{\mu} j_{\nu} = -\frac{i}{2k} \varepsilon^{\mu\nu}[j_{\mu}, j_{\nu}] \]
i.e., \[ \partial_1 j^0 + \partial_0 j^1 = \frac{i}{k} [j^0, j^1]. \quad (2.45) \]

This yields the easily solvable equation
\[ d (J + \star J) = 0 \quad \Leftrightarrow \quad (\partial_0 + \partial_1)(j^0 + j^1) = 0. \quad (2.46) \]

In order to write down its general solution we introduce the light cone variables (and the corresponding derivatives) (2.7). We can summarize the result as
\[ \partial_+ j_R = 0 \quad \text{for} \quad j_R := \frac{1}{2} (j^0 + j^1) = -ik g^{-1} \partial_- g. \quad (2.47) \]
This (second order in \( g = g(x^+, x^-) \)) equation is equivalent to
\[ \partial_- j_L = 0 \quad \text{for} \quad j_L := \frac{1}{2} g(j^0 - j^1) g^{-1} = ik (\partial_+ g) g^{-1}, \quad (2.48) \]
since \( \partial_+ j_R = -g^{-1}(\partial_- j_L) g \), or alternatively, to the closedness of the corresponding current 1-forms
\[ J_L := ik (\partial_+ g) g^{-1} dx^+, \quad J_R := -ik (g^{-1} \partial_- g) dx^- \]
\[ (\star J = J_R - g^{-1} J_L g, \quad \star J = J_R + g^{-1} J_L g), \quad dJ_L = 0 = dJ_R. \quad (2.49) \]
Remark 2.2 In the pioneer paper \cite{183} on non-abelian bosonization Witten starts with the observation that a set of vector currents

\[ j_\mu^a(x) = i \bar{\psi}(x) \gamma^\mu T_a \psi(x) , \quad \gamma_1^2 = 1 = -\gamma_0^2 , \quad [\gamma_0 , \gamma_1]_+ = 0 \]  

(2.50)

where \( \psi \) is a (2-component) free massless fermion field with values in the fundamental representation of \( G \), splits into conserved left and right components obtained by substituting \( \gamma^\mu \) with \( \frac{1}{2} \gamma^\mu (1 \pm \gamma_5) \), \( \gamma_5 := \gamma_0 \gamma_1 \) and depending on \( x^\pm \), respectively. Demanding such a splitting into chiral components for the Lie algebra valued current \( j_\mu \) (2.40), one comes to the necessity of adding to the "standard" action, given by the first term in the right-hand side of (2.18), the second, Wess-Zumino term.

The definition of the (conserved and traceless) stress energy tensor \( T^\mu_\nu \) is encoded in the first order action density (2.35). Its form illustrates the observation that the WZ term only influences the symplectic structure, respectively the PB relations, while the stress energy tensor is determined by just the coefficient \( H \) to the space-time volume. Expressing \( T^\mu_\nu \) in terms of the covariant Hamiltonian (2.36) and its functional derivatives,

\[ T^\mu_\nu(x) = \text{tr} \left( \frac{\delta H}{\delta j_\mu(x)} j_\nu(x) \right) - H\delta^\mu_\nu = \frac{1}{2k} \text{tr} \left( \frac{1}{2} j^2(x) \delta^\mu_\nu - j^\mu(x) j^\nu(x) \right) , \]  

(2.51)

we recover the classical Sugawara formula\footnote{The "Sugawara formula" has in fact many authors – see, e.g. the bibliographical notes to Section 4 of \cite{84}, p.75 and references cited there.}

The same expression can be obtained by Hilbert’s variational principle varying the action density

\[ -H(j, h)\sqrt{-h} = \frac{1}{4k} h^{\alpha\beta} \text{tr} j_\alpha j_\beta \sqrt{-h} \quad (h = \text{det}(h_{\alpha\beta}) , \quad h^{\alpha\sigma} h_{\sigma\beta} = \delta^\alpha_\beta) \]  

(2.52)

with respect to \( h^{\mu\nu} \) in the neighbourhood of the flat Minkowski space metric \( h_{\mu\nu} = \eta_{\mu\nu} \). Using the Jacobi formula

\[ \delta h = h^{\mu\nu} \delta h_{\mu\nu} = -h h^{\mu\nu} \delta h^{\mu\nu} \]  

(2.53)

we find

\[ \frac{1}{\sqrt{-h}} \delta \left( H(j, h)\sqrt{-h} \right) = \frac{1}{2} T^\mu_\nu \delta h^{\mu\nu} \quad (T^\mu_\mu = h^{\mu\nu} T^\nu_\mu = 0) \]  

(2.54)

which reproduces (2.51) for \( h^{\mu\nu} = \eta_{\mu\nu} \).

The two independent chiral components of \( T^\mu_\nu \) are quadratic in the corresponding chiral components of the current:

\[ T_L := \frac{1}{2} (T^0_0 - T^1_0) = \frac{1}{8k} \text{tr} (j^0 - j^1)^2 = \frac{1}{2k} \text{tr} j^2_L \]  

\[ T_R := \frac{1}{2} (T^0_0 + T^1_0) = \frac{1}{8k} \text{tr} (j^0 + j^1)^2 = \frac{1}{2k} \text{tr} j^2_R \]  

(2.55)

The conservation of \( T^\mu_\nu \) follows trivially from the chirality of \( j_L = j_L(x^+) \) and \( j_R = j_R(x^-) \) (cf. (2.7), (2.47), (2.48)):

\[ \partial_- T_L \pm \partial_+ T_R = 0 \quad \Leftrightarrow \quad \partial_\mu T^\mu_\nu = 0 \]  

(2.56)
The traditional derivation of the equations of motion from the multivalued action density (2.35) is based on the easily verifiable relation

\[ \delta \frac{1}{3} \text{tr} (g^{-1} dg)^3 = -d \text{tr} (g^{-1} \delta g (g^{-1} dg)^2) \] (2.57)

implying that the vertical ("variational") differential of the multivalued WZ term \( d^{-1} g^*(\theta(g)) \) is single valued,

\[ \delta d^{-1} g^*(\theta(g)) = \text{tr} (g^{-1} \delta g (g^{-1} dg)^2) \] (2.58)

(cf. (2.12)). Taking \( \delta \) of the pull-back of the action density (2.35) and using (2.37), we thus obtain

\[ \delta g^* (L) = -d \alpha - \frac{1}{4\pi} \text{tr} \{ \delta \mathcal{J} (ig^{-1} dg + \frac{1}{k} \mathcal{J}) \} - \frac{i}{4\pi} \text{tr} \{ g^{-1} \delta g (d \mathcal{J} + ik (g^{-1} dg)^2 + [g^{-1} dg, \mathcal{J}^*]) \} \] (2.59)

where \( \alpha \) is the Noether form \[116\] (of degree \((a,b) = (D-1,1) = (1,1)\))

\[ \alpha = i \frac{1}{4\pi} \text{tr} (g^{-1} \delta g^* \mathcal{J}) . \] (2.60)

The vanishing of \( \delta g^* (L) \), up to the boundary term \( d \alpha \), reproduces (after using (2.43)) the equations of motion (2.40) and (2.44).

In the second order formalism the equations of motion are expressed directly in terms of \( g \) and its derivatives. From (2.16) we get

\[ \delta S[g] = -\frac{k}{2\pi} \int_\mathcal{M} \text{tr} \{ \delta g g^{-1} \partial_- ((\partial_+ g)g^{-1}) \} dx^+ dx^- \equiv -\frac{k}{2\pi} \int_\mathcal{M} \text{tr} \{ g^{-1} \delta g \partial_+ (g^{-1} \partial_- g) \} dx^+ dx^- , \] (2.61)

and equating (2.61) to zero for arbitrary variations \( \delta g \) reproduces (2.48) and (2.47).

In accord with the general rules formulated in the beginning of this section, the true symplectic density \( \omega_0 \) for the WZNW model is obtained by restricting the form \( \omega \) (2.29) to an equal time surface, i.e. taking the coefficient of \( dx^1 \). Noting that \( \mathcal{J} \big|_{dx^0=0} = j^0 dx^1 \), we see that the resulting \((1,2)\) form differs from \( \delta \alpha \big|_{dx^0=0} = \frac{i}{4\pi} \delta \text{tr} (j^0 g^{-1} \delta g) dx^1 \), cf. (2.60) (which is a special case of the \((D-1,2)\) symplectic density considered in [116]) by a contribution from the WZ term:

\[ \omega_0 = \delta \alpha \big|_{dx^0=0} + \frac{k}{4\pi} \text{tr} (g^{-1} g'(g^{-1} \delta g)^2) dx^1 , \quad g' := \partial_1 g . \] (2.62)

The symplectic form \( \Omega^{(2)} \) of the theory is obtained by integrating \( \omega_0 \) (2.62)
over a constant time circle i.e., over a period in $x^1$:

$$\Omega^{(2)} = \int_{-\pi}^{\pi} \omega_0 \, dx^1 =$$

$$= \frac{1}{4\pi} \int_{-\pi}^{\pi} dx^1 \, \text{tr} \left( i \delta \left( j^0 g^{-1} \delta g \right) + k g^{-1} g' \left( g^{-1} \delta g \right)^2 \right) = \ (2.63)$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} dx^1 \, \text{tr} \left( i \delta \left( j_R g^{-1} \delta g \right) + \frac{k}{2} g^{-1} \delta g \left( g^{-1} \delta g \right)' \right) = \ (2.64)$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} dx^1 \, \text{tr} \left( i \delta \left( j_L \delta gg^{-1} \right) - \frac{k}{2} \delta gg^{-1} \left( \delta gg^{-1} \right)' \right). \ (2.65)$$

In verifying the equivalence between these three forms of $\Omega^{(2)}$ we use the relations

$$j^0 = 2 j_R + ik g^{-1} g' = 2 g^{-1} j_L g - ik g^{-1} g', \quad \text{(2.66)}$$

cf. (2.48), (2.47).

### 2.3 Splitting $g(x^+, x^-)$ into chiral components

Given the equations of motion, the classical phase space $S$ of the $2D$ WZNW model can be identified with the manifold of their initial data,

$$S = T^* \tilde{G} \simeq \tilde{G} \times \tilde{G}, \quad \text{(2.67)}$$

where $\tilde{G}$ is the loop group corresponding to $G$, and $\tilde{G}$ – its Lie algebra. We can choose, for example, the parametrization in terms of $g$ and $j_L$, see (2.65), so that

$$S = \{ g(x) \mid x^0 = 0 \in \tilde{G}, \ j_L(x) \mid x^0 = 0 \in \tilde{G} \}. \quad \text{(2.68)}$$

$S$ can be viewed, alternatively, as the space of solutions of the equation of motion (2.47) (or, equivalently, of (2.48))

$$\partial_+ (g^{-1} \partial_- g) = 0 \quad \left( \leftrightarrow \partial_- (\partial_+ (g^{-1} g)) = 0 \right). \quad \text{(2.69)}$$

The general solution of (2.69) is given by the factorized expression $g(x^+, x^-) = g_L(x^+) g_R^{-1}(x^-)$ (11), where the chiral components $g_C$, $C = L, R$ satisfy the twisted periodicity condition $g_C(x + 2\pi) = g_C(x) M$, $M \in G$ (12). Note that the currents $j_C$ can be expressed in terms of the corresponding chiral components of $g$,

$$j_L(x^+) = ik g'_L(x^+) g_L^{-1}(x^+), \quad j_R(x^-) = ik g'_R(x^-) g_R^{-1}(x^-). \quad \text{(2.70)}$$

The space of pairs of twisted-periodic maps with equal monodromies from the light rays to the group,

$$\tilde{S} = \{ (g_L(x^+), g_R(x^-)) \mid x^\pm \in \mathbb{R} \mid g_C^{-1}(x) g_C(x + 2\pi) = M \in G \} \quad \text{(2.71)}$$

To simplify notation, we shall often denote, in what follows, by $x$ the single argument of any of the chiral fields. It should not be confused with the vector $x = (x^0, x^1)$ which only appears in the $2D$ field $g$ (11).
is an extension of $S$. More precisely, $\tilde{S}$ can be viewed as a principal fibre bundle over $S$ with respect to the free right action of $G$ on $\tilde{S}$

$$(g_L, g_R) \to (gLh, gRh), \quad M \to h^{-1}Mh \quad (h \in G),$$

the projection $pr : \tilde{S} \rightarrow S$ being defined as

$$\tilde{S} \ni (g_L(x^+), g_R(x^-)) \xrightarrow{pr} (gL(x)g_R^{-1}(x), ikg_L(x)g_R^{-1}(x)) \in S. \quad (2.72)$$

By rewriting the symplectic form $\Omega^{(2)}$ on $S$ in terms of the chiral fields $g_L$, $g_R$ it is extended to a closed (but degenerate) form $\Omega^{(2)}(g_L, g_R)$ on $\tilde{S}$.

**Proposition 2.1** (Gawędzki [89]; Falceto & Gawędzki [58]) *One can present $\Omega^{(2)}(g_L, g_R)$ as the difference of two chiral 2-forms:*

$$\Omega^{(2)}(g_L, g_R) = \Omega_c(g_L, M) - \Omega_c(g_R, M), \quad (2.73)$$

$$\Omega_c(g_C, M) = \frac{k}{4\pi} \text{tr} \left\{ \int_{-\pi}^{\pi} g_C^{-1} \delta g_C(x) (g_C^{-1} \delta g_C(x))' dx + \delta g_C g_C^{-1}(-\pi) \delta g_C g_C^{-1}(\pi) \right\} \equiv$$

$$\equiv \frac{k}{4\pi} \text{tr} \left\{ \int_{-\pi}^{\pi} g_C^{-1} \delta g_C(x) (g_C^{-1} \delta g_C(x))' dx + b_C^{-1} \delta b_C \delta M M^{-1} \right\}, \quad (2.74)$$

$C = L, R$, where $b_C := g_C(-\pi)$ and $g_C(x + 2\pi) = g_C(x) M$ so that the monodromy

$$M = b_C^{-1} g_C(\pi) \quad (2.75)$$

is independent of the chirality $C$.

**Proof** From the expressions for $g$ (1.1) and $j_L$ (2.70) we get

$$\delta gg^{-1} = g_L (g_L^{-1} \delta g_L - g_R^{-1} \delta g_R) g_L^{-1},$$

$$\text{tr}(j_L \delta gg^{-1}) = i k \text{tr} \left( g_L^{-1} g'_L (g_L^{-1} \delta g_L - g_R^{-1} \delta g_R) \right), \quad (2.76)$$

so that

$$i \delta \text{tr}(j_L \delta gg^{-1}) = k \text{tr} \left( (g_L^{-1} \delta g_L - g_R^{-1} \delta g_R)(g_L^{-1} \delta g'_L - g_L^{-1} g'_L g_R^{-1} \delta g_R) \right), \quad (2.77)$$

$$\text{tr} (\delta gg^{-1}(\delta gg^{-1})') = 2 \text{tr} \left( (g_L^{-1} \delta g_L - g_R^{-1} \delta g_R)(g_L^{-1} \delta g'_L - g_L^{-1} g'_L g_R^{-1} \delta g_R) - \text{tr} \left( (g_L^{-1} \delta g_L - g_R^{-1} \delta g_R)((g_L^{-1} \delta g_L)' + (g_R^{-1} \delta g_R)') \right) \right).$$

Hence, $\Omega^{(2)}(g_L, g_R)$ (2.73) is expressed as

$$\Omega^{(2)}(g_L, g_R) = \frac{k}{4\pi} \int_{-\pi}^{\pi} \text{tr} \left\{ (gL^{-1} \delta g_L(x) - g_R^{-1} \delta g_R(x))(g_L^{-1} \delta g_L(x))' + (g_R^{-1} \delta g_R(x))' \right\} dx. \quad (2.78)$$

\(^4\)I.e., without fixed points, for $h \neq e \in G.$
To complete the proof, it remains to note that the two mixed terms in (2.78) combine to
\[
\int_{-\pi}^{\pi} dx \text{tr} (g_L^{-1}dg_L(x)g_R^{-1}dg_R(x))' \equiv \text{tr} (g_L^{-1}dg_L(\pi)g_R^{-1}dg_R(\pi) - b_L^{-1}db_Lb_R^{-1}db_R) = \\
= \text{tr} \left( (b_L^{-1}db_L - b_R^{-1}db_R) \delta MM^{-1} \right) \equiv \\
\equiv \text{tr} \left( \delta g_Lg_L^{-1}(-\pi) \delta g_Lg_L^{-1}(\pi) - \delta g_Rg_R^{-1}(-\pi) \delta g_Rg_R^{-1}(\pi) \right),
\]
(2.79)
since \( g_C^{-1}\delta g_C(-\pi) \equiv b_C^{-1}\delta b_C \), \( g_C(\pi) = b_CM \), \( \text{tr} (\delta MM^{-1})^2 = 0 \), and
\[
g_C^{-1}\delta g_C(\pi) = M^{-1}b_C^{-1}\delta (b_CM) = M^{-1}(b_C^{-1}\delta b_C + \delta MM^{-1})M
\]
(2.80)
or, conversely,
\[
\delta MM^{-1} = \delta (b_C^{-1}g_C(\pi)) g_C(\pi)^{-1}b_C = -b_C^{-1}\delta b_C + b_C^{-1}\delta g_Cg_C^{-1}(\pi) b_C .
\]
(2.81)

As already mentioned, as a 2-form on \( \tilde{S} \), \( \Omega^{(2)}(g_L, g_R) \) is still closed but is degenerate. The closedness follows from the fact that, for \( g_L \) and \( g_R \) having the same monodromy \( M \), one has \( \delta \Omega_c(g_L, M) = \delta \Omega_c(g_R, M) : \)
\[
\delta \Omega_c(g_C, M) = -\frac{k}{4\pi} \text{tr} \left\{ \int_{-\pi}^{\pi} dx (g_C^{-1}\delta g_C(x))^2 (g_C^{-1}\delta g_C(x))' + \\
+ (b_C^{-1}\delta b_C + \delta MM^{-1}) b_C^{-1}\delta b_C \delta MM^{-1} \right\} = \\
= \frac{k}{4\pi} \left\{ \int_{-\pi}^{\pi} d\theta(g_C(x)) - \text{tr} (b_C^{-1}\delta b_C + \delta MM^{-1}) b_C^{-1}\delta b_C \delta MM^{-1} \right\} = \\
= \frac{k}{4\pi} \left\{ \theta(b_CM) - \theta(b_C) - \text{tr} (b_C^{-1}\delta b_C + \delta MM^{-1}) b_C^{-1}\delta b_C \delta MM^{-1} \right\} = \\
= \frac{k}{12\pi} \text{tr} (M^{-1}\delta M)^3 = \frac{k}{4\pi} \theta(M)
\]
(2.82)
(we have used again (2.80); note that the 3-form \( \theta(M) \) is purely vertical since \( M \) is \( x \)-independent). The degeneracy of \( \Omega^{(2)}(g_L, g_R) \) on \( \tilde{S} \) is due to its invariance with respect to simultaneous equal right shifts of \( g_L \) and \( g_R \), see (2.72); accordingly, if \( \gamma \) is the vertical vector field generating the 1-parameter group
\[
g_L \rightarrow g_L e^{iY} , \quad g_R \rightarrow g_R e^{iY} \quad (iY \in \mathcal{G}) , \quad \gamma \rightarrow \gamma \cdot Y , \quad \delta g_C \rightarrow \delta g_C \quad \text{for} \quad C = L, R,
\]
(2.83)
\[
\hat{\gamma}_r \delta g_C \equiv \gamma_y \delta g_C := \frac{d}{dt}(g_C e^{iY})|_{t=0} = i g_C Y , \quad \hat{\gamma}_r (g_C^{-1}\delta g_C) = iY
\]
for \( C = L, R \), it follows immediately from (2.78) that \( \hat{\gamma}_r \Omega^{(2)}(g_L, g_R) = 0 \).

In order to define symplectic forms on each of the chiral phase spaces, one has to extend further \( \tilde{S} \) introducing independent chiral monodromies \( M_C \), \( C = L, R \). In such a way the left and the right sectors \( \mathcal{S}_L, \mathcal{S}_R \), where
\[
\mathcal{S}_C = \{ g_C(x), \; x \in \mathbb{R} \mid g_C^{-1}(x) g_C(x+2\pi) = M_C \in G \} , \quad C = L, R,
\]
(2.84)
fully decouple. To avoid overcounting variables, we shall consider each of the chiral phase spaces \( \mathcal{S}_C \) as being parametrized by the smooth functions.
\( g_C(x), -\pi < x < \pi \) and their boundary data, \( b_C = g_C(-\pi) \) and \( M_C = b_C^{-1} g_C(\pi) \). Due to (2.82), it appears natural to set

\[
\Omega(g_C, M_C) = \Omega_c(g_C, M_C) - \frac{k}{4\pi} \rho(M_C) ,
\]

(2.85)

demanding that the 2-form \( \rho(M) \) (defined in some neighbourhood of the unit element) satisfies

\[
\delta \rho(M) = \theta(M) .
\]

(2.86)
The resulting \( \Omega(g_C, M_C) \) is closed and non-degenerate (we shall see in what follows that it is invertible), thus equipping each \( S_C \) with a true symplectic structure.

Unless not being explicitly specified otherwise, by ”the chiral WZNW model” we shall understand below the theory with

- phase space \( S_C \) (2.84),
- symplectic form \( \Omega(g_C, M_C) \) (2.85) (for certain \( \rho(M_C) \) satisfying (2.86)),
- and (conformal) Hamiltonian \( T_C \) (2.55), (2.70)

coinciding with the left WZNW sector described above, and shall omit in most cases the chirality index. (The only difference between the two sectors is in the opposite signs of the corresponding symplectic forms; recall that the one of the right sector is \( -\Omega(g_R, M_R) \).) We shall return to the problem of reconstructing the 2D theory from the chiral ones at the end of the next Section.

The 2-form (2.73) on \( \tilde{S} \) is thus recovered by imposing the constraint of equal chiral monodromies

\[
\Omega^{(2)}(g_L, g_R) = (\Omega(g_L, M_L) - \Omega(g_R, M_R)) |_{M_L \approx M_R} .
\]

(2.87)
The sign difference between the left and right symplectic forms forces us to distinguish between left and right monodromy since the resulting Poisson brackets for \( M_L \) and \( M_R \) will also differ in sign. The monodromy invariance of the 2D theory will have to be restored at a later stage as a constraint on the observable quantities. Hence, recovering the 2D WZNW model from the extended phase space (the product of two independent chiral spaces with different monodromies) requires a gauge theory framework, cf. Section 3.5.4 below.\(^5\) The 2D observables are functions of the periodic (i.e., monodromy free) 2D field \( g \) (1.1). The projection of the observable algebra on a chiral (say, left mover’s) phase space is generated by the chiral currents \( j_C \), \( C = L, R \) which can be expressed, according to (2.70), in terms of the corresponding chiral variable \( g_C \) and allow to write down the chiral components (2.55) of the stress energy tensor.

As already noted, the WZNW form \( \theta \) is not exact, hence there is no globally defined smooth 2-form on \( G \) satisfying (2.86). However, a form \( \rho \) with this property can be constructed locally, on an open dense neighbourhood of the identity \( \tilde{G} \) of \( G \). For example, if the monodromy matrix can be factorized \(^1\)\(^5\) \( 1^{-1} \) as

\[
M = M_+ M_-^{-1} , \quad M_\pm \in G \]

(2.88)

\(^5\)In the quantum theory, imposing the constraint of equal left and right monodromy corresponds to singling a physical quotient of the extended state space; see Section 6.2.
where $G_{\mathbf{q}}$ is the complexification of $G$, one can prove directly that the 2-form

$$\rho(M) = \text{tr} (M_+^{-1} \delta M_+ M_-^{-1} \delta M_-) \quad (2.89)$$

satisfies (2.86) provided that

$$\theta(M_+) \equiv \frac{1}{3} \text{tr} (M_+^{-1} \delta M_+^3) = 0. \quad (2.90)$$

Indeed, a simple computation using (2.90) gives

$$\theta(M_+) = \frac{1}{3} \text{tr} (M_+^{-1} \delta M_+^3) = \frac{1}{3} \text{tr} (M_+^{-1} \delta M_+ - M_-^{-1} \delta M_-)^3 = \text{tr} (M_+^{-1} \delta M_+ (M_-^{-1} \delta M_- - M_+^{-1} \delta M_+) M_-^{-1} \delta M_-) = \delta \rho(M). \quad (2.91)$$

According to the Cartan criterium for solvability (see e.g. [73]), a Lie algebra $K$ is solvable iff its Killing form satisfies

$$X, Y \in [K, K] \implies \text{tr} (XY) \equiv (X,Y) = 0. \quad (2.92)$$

By (2.34), Eqs. (2.90) follow automatically if $M_\pm^{-1} \delta M_\pm$ take their values in a solvable Lie subalgebra of $G_{\mathbf{q}}$. We shall assume that these are the Borel subalgebras $b_\pm$, in which case we shall call $M_\pm$ (2.98) the Gauss components of $M$ (other possibilities are considered in [38]).

For $G = SU(n)$, our main example in this paper, $G_{\mathbf{q}} = SL(n)$ and we choose $G$ to be the set of the matrices $M = (M_\alpha^\beta) \in G$ such that $M_n^\alpha_\beta \neq 0 \neq \det \begin{pmatrix} M_{n-1}^{\alpha_\beta} & M_{n-1}^{\alpha n} \\ M_{n-1}^{n_\alpha} & M_n^{\alpha n} \end{pmatrix}$ etc., while $M_\pm$ belong to the Borel subgroups $B_\pm$ of $SL(n)$ of upper and lower triangular unimodular matrices, respectively. The uniqueness of the decomposition (2.88) is ensured by the relation

$$\text{diag} M_+ = \text{diag} M_-^{-1} = D = \left( \delta_\alpha^\beta \right) \quad (2.93)$$

where the diagonal matrix $D$ has unit determinant, $\prod_{\alpha=1}^n d_\alpha = 1$.

Being a function of the monodromy matrix $M \in G$ only, the 2-form $\rho(M)$ can be presented in terms of an $(M$-dependent) operator $K_M \in \text{End} \ G$ as

$$\rho(M) = \frac{1}{2} \text{tr} \left( \delta MM^{-1} K_M (\delta MM^{-1}) \right) \quad (2.94)$$

(without loss of generality, $K_M$ can be assumed to be skew symmetric with respect to the Killing form defined by the trace). For $\rho(M)$ given by (2.89) in terms of the Gauss components (2.88) of $M$, so that

$$\delta MM^{-1} = \delta M_+ M_+^{-1} - \text{Ad}_M (\delta M_- M_-^{-1}) \quad (\text{Ad}_M(X) := MXM^{-1}) \quad (2.95)$$

the corresponding $K_M$ acts simply as

$$K_M (\delta MM^{-1}) = \delta M_+ M_+^{-1} + \text{Ad}_M (\delta M_- M_-^{-1}) \quad (2.96)$$

Indeed, inserting (2.95) and (2.96) into (2.94), we recover (2.89):

$$\rho(M) = \text{tr} \left( \delta M_+ M_+^{-1} \text{Ad}_M (\delta M_- M_-^{-1}) \right) = \text{tr} \left( M_+^{-1} \delta M_+ M_+^{-1} \delta M_- \right). \quad (2.97)$$
\textbf{2.4 2D and chiral gauge symmetries}

It is readily seen that the basic 3-form $\omega$ of the 2D WZNW model is invariant with respect to both left and right constant group translations,

\begin{equation}
L: \ g \rightarrow h \ g \ (g^{-1}dg \rightarrow g^{-1}dg, \ J \rightarrow J, \ \mathcal{J} \rightarrow \mathcal{J}), \quad (2.98)
\end{equation}

\begin{equation}
R: \ g \rightarrow gh \ (g^{-1}dg \rightarrow h^{-1}(g^{-1}dg)h, \ J \rightarrow h^{-1}Jh, \ \mathcal{J} \rightarrow h^{-1}\mathcal{J}h). \quad (2.98)
\end{equation}

It follows trivially from the transformation properties of the currents (2.47), (2.48),

\begin{equation}
j_L \rightarrow h j_L h^{-1}, \quad j_R \rightarrow j_R, \quad j_L \rightarrow j_L, \quad j_R \rightarrow h^{-1}j_R h \quad (2.99)
\end{equation}

that the same applies to the stress energy tensor $T^\mu_\nu$ and its chiral counterparts $T_C, C = L, R$ (2.55).

A canonical way of displaying the symmetries consists in letting the corresponding vector fields act on the symplectic form. In particular, the vector fields implementing the left and right group translations,

\begin{equation}
\begin{aligned}
g &\rightarrow e^{itY}g, \quad j_L \rightarrow e^{itY}j_L e^{-itY} \quad (iY \in \mathcal{G}), \\
\hat{Y}_L \delta g &\equiv Y_L g = iYg, \quad \hat{Y}_L(\delta gg^{-1}) = iY, \quad \hat{Y}_L \delta j_L \equiv Y_L j_L = i[Y, j_L]
\end{aligned} \quad (2.100)
\end{equation}

and

\begin{equation}
\begin{aligned}
g &\rightarrow g e^{iY}, \quad j_R \rightarrow e^{-iY}j_R e^{iY}, \\
\hat{Y}_R \delta g &\equiv Y_R g = iYg, \quad \hat{Y}_R(g^{-1}g) = iY, \quad \hat{Y}_R \delta j_R \equiv Y_R j_R = i[j_R, Y]
\end{aligned} \quad (2.101)
\end{equation}

acting on $\Omega^{(2)}$ give rise to the left and right (zero mode) charges. Indeed, from (2.100) and (2.65) we obtain

\begin{equation}
\hat{Y}_L \Omega^{(2)} = -\frac{1}{2\pi} \text{tr} \int_{-\pi}^{\pi} \{ [Y, j_L] \delta gg^{-1} - \delta j_L Y + j_L [Y, \delta gg^{-1}] \} \ dx^1 = \\
= \frac{1}{2\pi} \text{tr} (Y \delta \int_{-\pi}^{\pi} j_L \ dx^1) = \text{tr} (Y \delta j_L^L) \quad \text{for} \quad j_L = \sum_{r \in \mathbb{Z}} j_L r e^{-i r x^1} \quad (2.102)
\end{equation}

(the contribution from the second term under the integral in (2.65) vanishes, as the 2D field $g$ is periodic in $x^1$ and $Y$ is constant). Similarly, using now (2.64), (2.101), we get

\begin{equation}
\hat{Y}_R \Omega^{(2)} = -\frac{1}{2\pi} \text{tr} \int_{-\pi}^{\pi} \{ [j_R, Y] g^{-1}g - \delta j_R Y - j_R [Y, g^{-1}g] \} \ dx^1 = \\
= \frac{1}{2\pi} \text{tr} (Y \delta \int_{-\pi}^{\pi} j_R \ dx^1) = \text{tr} (Y \delta j_R^R) \quad \text{for} \quad j_R = \sum_{r \in \mathbb{Z}} j_R r e^{-i r x^1}. \quad (2.103)
\end{equation}

In the case of the more general infinite dimensional symmetry (2.8) which corresponds to periodic (rather than constant) $Y = Y(x^1) = \sum_{r \in \mathbb{Z}} Y_r e^{-i r x^1}$ in (2.100) and (2.101), the vector fields $Y_L$ and $Y_R$ now act on the basic 1-forms as

\begin{equation}
\begin{aligned}
\hat{Y}_L(\delta gg^{-1}) &= iY, \quad \hat{Y}_L \delta j_L = i[Y, j_L] - k Y', \\
\hat{Y}_R(g^{-1}g) &= iY, \quad \hat{Y}_R \delta j_R = i[j_R, Y] + k Y', \quad (2.104)
\end{aligned}
\end{equation}
and their contractions with $\Omega^{(2)}$ involve all current modes:

$$
\hat{Y}_L \Omega^{(2)} = \frac{1}{2\pi} \text{tr} \int_{-\pi}^{\pi} Y \delta j_L \, dx = \sum_{r \in \mathbb{Z}} \text{tr} (Y_r \delta j^L_{-r}) ,
$$

$$
\hat{Y}_R \Omega^{(2)} = \frac{1}{2\pi} \text{tr} \int_{-\pi}^{\pi} Y \delta j_R \, dx = \sum_{r \in \mathbb{Z}} \text{tr} (Y_r \delta j^R_{-r}) .
$$

Of course, Eqs. (2.102) and (2.103) are special cases of (2.105) and (2.106), respectively (for $Y = Y(x^1) = Y_0$).

Eqs. (2.102) and (2.103), as well as (2.105) and (2.106), have the standard Hamiltonian form (2.24). The same is true for the periodic (or constant)

left shifts of the chiral field (we shall take $g \equiv g_L$ for concreteness). Let $g_1 := g(-\pi) , \quad g_2 := g(\pi)$; then, from $M = g_1^{-1} g_2$ and $\hat{Y}_L \delta g = i Y g$ we find

$$
\delta M M^{-1} = g_1^{-1} \delta g_2 g_2^{-1} g_1 - g_1^{-1} \delta g_1 , \quad \text{hence}
$$

$$
\hat{Y}_L (\delta M M^{-1}) = i g_1^{-1} (Y(\pi) g_1 - i g_1^{-1} Y(-\pi)) g_1 = 0 \quad \Rightarrow \quad \hat{Y}_L \rho(M) = 0
$$

(cf. (2.94)). A simple computation using (2.70) allows to reproduce the chiral counterpart of (2.105) (or of (2.102), for constant $Y$):

$$
\hat{Y}_L \Omega(g,M) = \hat{Y}_L \Omega_c(g,M) = \frac{i k}{4\pi} \text{tr} \int_{-\pi}^{\pi} \left( (g^{-1} Y g (g^{-1} \delta g))^\prime - g^{-1} \delta g (g^{-1} Y g)^\prime \right) \, dx + g_1^{-1} Y g_1 \delta M M^{-1} = \frac{i k}{2\pi} \text{tr} \int_{-\pi}^{\pi} Y \delta j(x) \, dx .
$$

By contrast, the symmetry with respect to constant right shifts of the chiral field is of a rather different nature. To begin with, we note that

$$
\hat{Y}_R \delta g = i Y g \text{ implies}
$$

$$
\hat{Y}_R (\delta M M^{-1}) = i g_1^{-1} g_2 Y g_2^{-1} g_1 - i Y = i (M Y M^{-1} - Y) \equiv i (\text{Ad}_M - 1) Y .
$$

(2.109)

As a result, the contraction $\hat{Y}_R \Omega(g,M)$ of $Y_R$ with the chiral symplectic form

$$
\Omega(g,M) = \Omega_c(g,M) - \frac{k}{4\pi} \rho(M) \quad (2.85)
$$

depends crucially on $\rho(M)$. Eqs. (2.74) and (2.109) give

$$
\hat{Y}_R \Omega_c(g,M) = \frac{i k}{4\pi} \text{tr} \int_{-\pi}^{\pi} (g^{-1} Y g \delta g)^\prime \, dx + Y \delta M^{-1} M^{-1} - g_1^{-1} \delta g_1 (\text{Ad}_M - 1) Y = \frac{i k}{4\pi} \text{tr} \int_{-\pi}^{\pi} Y \{ \delta M^{-1} + M^{-1} \delta M \} = \frac{i k}{4\pi} \text{tr} \int_{-\pi}^{\pi} Y \{ \delta M^{-1} + M^{-1} \delta M \} ;
$$

(2.110)

for the last equality we have used (2.107) implying

$$
g_2^{-1} \delta g_2 = M^{-1} g_1^{-1} (\delta g_1 M + g_1 \delta M) \equiv \text{Ad}^{-1}_M (g_1^{-1} \delta g_1) + M^{-1} \delta M .
$$

(2.111)

Evaluating $\hat{Y}_R$ on $\rho(M)$ (2.94), we obtain

$$
\hat{Y}_R \rho(M) = \frac{i}{2} \text{tr} \left\{ ((\text{Ad}_M - 1) Y) (K_M (\delta M^{-1})) - \delta M^{-1} K_M ((\text{Ad}_M - 1) Y) \right\} = i \text{tr} Y (\text{Ad}^{-1}_M - 1) K_M (\delta M^{-1}) .
$$

(2.112)
Note that both expressions (2.110) and (2.112) only depend on the monodromy matrix. Combining them, we get

\[
\hat{Y}_R \Omega(g, M) = \hat{Y}_R \Omega_c(g, M) - \frac{k}{4\pi} \hat{Y}_R \rho(M) = \\
= \frac{ik}{4\pi} \text{tr} \{ (\text{Ad}^{-1}_M + 1 - (\text{Ad}^{-1}_M - 1)K_M) (\delta M M^{-1}) \}.
\]

(2.113)

For \(\rho(M)\) given by (2.89) in terms of the Gauss components (2.88) of \(M\), the general expression (2.113) leads, taking into account (2.95) and (2.96), to

\[
\hat{Y}_R \Omega(g, M) = \frac{ik}{4\pi} \text{tr} \{ (\text{Ad}^{-1}_M + 1 - (\text{Ad}^{-1}_M - 1)) (\delta M^+ M^{-1}_+) - \\
- (\text{Ad}_M + 1 - (\text{Ad}_M - 1)) (\delta M^+ M^{-1}_-) \} = \\
= \frac{ik}{2\pi} \text{tr} Y(\delta M^+_+ M^{-1}_+ - \delta M^-_-) \cdot
\]

(2.114)

We thus see that in the case of (e.g., constant) left translations the 1-form \(Z = \delta \int_{-\pi}^\pi j(x) \, dx = 2\pi \delta j_0\) (cf. (2.108)) is exact (and hence, closed) so that the corresponding symmetry is of Hamiltonian type. By contrast, the forms \(Z_\pm = \delta M^+_\pm M^-_\pm\) in (2.114) satisfy the Maurer-Cartan (non-abelian flat connection) equation \(\delta Z_\pm = Z_\pm^2\), a fact which signals a Poisson-Lie (PL) symmetry (48, 157, 49) with respect to constant right translations. (An infinite dimensional generalized PL symmetry with respect to non-constant translations satisfying special boundary conditions has been found in [91].)

We recall the definition of a PL group and of its Poisson action [48, 157]. One introduces first (cf. Chapter 1 of [38]) the notion of a Poisson map between two Poisson manifolds, \(\phi : \mathcal{L} \to \mathcal{N}\), as a smooth map that preserves the Poisson bracket: \(\{f, g\}_\mathcal{N} \circ \phi = \{f \circ \phi, g \circ \phi\}_\mathcal{L}\ \forall f, g \in C^\infty(\mathcal{N})\). Now a PL group is a Lie group \(G\) with a Poisson structure \(\{f, g\}_G(x)\) on it \(x \in G, \ f, g \in C^\infty(G)\) such that the group multiplication \(m : G \times G \to G\) is a Poisson map. (In the terminology of Lu and Weinstein [130], a PL group is a Lie group equipped with a multiplicative Poisson structure.) Further, a (left) Poisson action of a PL group \(G\) on a Poisson manifold \(\mathcal{N}\) is a Poisson map \(\phi : G \times \mathcal{N} \to \mathcal{N}\). In both cases the product Poisson structure on \(G \times \mathcal{N} \ni (x, y)\), is defined by

\[
\{f, g\}_{G \times \mathcal{N}}(x, y) = \{f(\cdot, y), g(\cdot, y)\}_G(x) + \{f(x, \cdot), g(x, \cdot)\}_\mathcal{N}(y) \hspace{1cm} (2.115)
\]

(in the case of a PL group \(\mathcal{N} = G\)).

So a PL group action preserves the Poisson bracket (PB) provided one takes into account the non-trivial PB on the group as well. Indeed, we shall see below that the Poisson bracket \(\{g_1(x_1), g_2(x_2)\}\), obtained by inverting the chiral symplectic form (2.85) with \(\rho(M)\) defined by (2.89), is invariant with respect to the right shift \(g(x) \to g(x) T\ (T \in G)\) provided that the matrix elements of \(T\) (Poisson commuting with \(g(x)\)) are viewed as dynamical variables with a non-trivial PB given by the Sklyanin bracket [164]

\[
\{T_1, T_2\} = \frac{\pi}{k} [r_{12}, T_1 T_2] \hspace{1cm} (2.116)
\]

where \(r_{12}\) is a classical \(r\)-matrix.
Remark 2.3 In (2.116) we introduce the familiar Faddeev’s shorthand notation \[ \Omega = \Omega^c_\theta \] for operations on multiple tensor products of a (finite dimensional) vector space V. (A similar notation is used sometimes for tensors in \( V \otimes V \otimes \cdots \otimes V \).) The subscript \( i = 1, 2, \ldots \) refers to the \( i \)-th tensor factor: if, e.g. \( A_{12} = \sum_i X_i \otimes Y_i \otimes I \) where \( X_i, Y_i \in \text{End} V \), then \( A_{13} = \sum_i X_i \otimes I \otimes Y_i \) while \( A_{21} = \sum_i Y_i \otimes X_i \otimes I \), etc. If \( P_{12} = P_{21} \) (\( P_{12} = I \)) is the permutation operator acting on \( V \otimes V \) as \( P_{12} x \otimes y = y \otimes x \), then \( A_{21} = P_{12} A_{12} P_{12} \). The Kronecker product of the operator matrices in a given basis of \( V \) relates the compact notation with the multi-index one, e.g. the matrix of \( A_1 B_2 = A \otimes B \) for \( A = (A_j^i) \), \( B = (B_{m}^j) \) is \( (A \otimes B)^{id} = A_j^i B_{m}^j \) (we shall always assume the lexicographic order of indices)\(^6\).

Respecting the unitarity of the monodromy matrix \( M \) (for the general case of non-diagonal monodromy) forces one to consider quadratic PB \( \{g(x_1), g(x_2)\} \) involving a monodromy dependent \( r \)-matrix \( r(M) \)\(^1\). Thus the non-uniqueness of the splitting of the group valued field 2D field \( g(x^0, x^1) \)\(^1\) into chiral components and the associated freedom in the choice of the monodromy manifolds and of the 2-form \( \rho(M) \) satisfying (2.86) leave room for different types of symmetry of the chiral field under right shifts. Allowing for more general non-unitary \( M \), we shall be able to end up with PB involving constant \( r \)-matrices (for \(-2\pi < x_1 - x_2 < 2\pi\)). Their PL symmetry with respect to transformations satisfying (2.116) is the classical counterpart of the Hopf algebraic (quantum group) symmetry of the corresponding quantum exchange relations considered in Section 4.

Remark 2.4 The above considerations apply to the case of general monodromy matrix \( M \). One can restrict, alternatively, the chiral phase space \( S_C \) to a subspace \( S_C^d \) of chiral fields \( u(x) \) with diagonal monodromy \( M_p \) (such fields are called Bloch waves\(^4\)). Since the 3-form \( \theta(M_p) \) vanishes on the Cartan subgroup\(^4\) the chiral form \( \Omega_c(u, M_p) \) itself is already closed, in view of (2.82). Hence, the freedom introduced by the chiral splitting is reduced in this case to an arbitrary closed 2-form \( \rho(M_p) \) in \( (2.85), \Omega = \Omega_c - \frac{1}{4\pi} \rho(M_p) \). Further, since \( \delta M_p M_p^{-1} = M_p^{-1} \delta M_p = \delta \log M_p \), it follows from (2.110) that the symmetry of such fields with respect to constant right shifts is still Hamiltonian.

So it is meaningful to denote a chiral field with a diagonal monodromy matrix \( M_p \) by a different letter, \( u(x) \). As we shall see in the next section, the PB of the Bloch waves contain singularities depending on the eigenvalues of the monodromy matrix \( M_p \). Thus, at the classical level, the intertwining map \( a \) between \( u(x) \) and the chiral field \( g(x) \) defined by \( g(x) = u(x) a \) can only be regular in a restricted domain of diagonal monodromies. We shall face a similar problem when considering the quantization in Section 4 where the above mentioned feature manifests itself in the vanishing of the quantum determinant \( \det(a) \).

\(^6\) Note that the relation \( A_1 B_2 = B_2 A_1 \) means that the entries of \( A \) and \( B \) commute, \( A_j^i B_{m}^j = B_{m}^j A_j^i \). In particular, \( A_1 A_2 \) is not equal to \( A_2 A_1 \) for a matrix \( A \) with non-commuting matrix elements. This remark will be especially important for the quantum case, see below.

\(^7\) This follows from (2.34) applied to the (commutative) Cartan subalgebra. In general, \( \theta(M) = 0 \) iff \( M^{-1} \delta M \) takes value in a solvable Lie subalgebra of \( G_\theta \), cf. (2.90).
3 Chiral phase spaces and Poisson brackets

3.1 Diagonalizing the monodromy matrix

As anticipated in the preceding section, we shall write down the chiral group valued, twisted periodic field (2.84)

\[ g(x) = (g^A_\alpha(x)), \quad g(x + 2\pi) = g(x)M \]  

(3.1)
as a product

\[ g^A_\alpha(x) = u^A_\alpha(x) a^\alpha \]  

(3.2)
of an \((x\text{-dependent})\) Bloch wave \(u(x) = (u^A_\alpha(x))\) and a \((\text{constant})\) zero mode matrix \(a = (a^\alpha)\). (We identify in this paper the Lie groups and the Lie algebras with their defining representations. Thus, for \(G = SU(n)\) all the indices \(A, j, \alpha\) take values from 1 to \(n\).)

The Bloch waves are defined to be twisted-periodic fields with \(\text{diagonal}\) (i.e., belonging to the subgroup corresponding to the chosen Cartan subalgebra \(\mathfrak{h}\)) monodromy \(M_p\):

\[ u(x + 2\pi) = u(x)M_p, \quad M_p = e^{2\pi i \hat{\mathfrak{p}}}, \quad \hat{\mathfrak{p}} \in \mathfrak{h}. \]  

(3.3)

(More generally, we may assume that \(M_p\) has a normal Jordan form.) Comparing (3.1) and (3.3), we see that \(M_p\) and \(M\) are related by

\[ M_p a = a M. \]  

(3.4)

Hence, if the zero modes’ matrix \(a\) is invertible, then \(M\) is diagonalizable and its diagonal form is \(M_p\). To guarantee this, we have to restrict \(\hat{\mathfrak{p}}\) to belong to the interior \(A_W\) of the positive Weyl alcove defined in Eq.(3.13) below (for a discussion on this point, see e.g. [58] and Section 3 of [94]).

The separation of variables (3.2) is analogous to the so called ”vertex-IRF (interaction-round-a-face) transformation” originally used in lattice models, see [15]. As the current \(j(x)\) which generates the left group translations is the same for \(g(x)\) and \(u(x)\), it follows from (2.70) that each of them satisfies the \(\text{classical Knizhnik-Zamolodchikov (KZ) equation}\)

\[ ik \frac{dg}{dx}(x) = j(x) g(x), \quad ik \frac{du}{dx}(x) = j(x) u(x). \]  

(3.5)
The corresponding solutions (given by ordered exponentials) can only differ by their initial values, say at \(x = -\pi\). Hence, the zero modes’ matrix in (3.2) is just \(a = u(-\pi) g^{-1}(-\pi)\).

We now proceed to introducing individual symplectic forms on the infinite dimensional manifold of Bloch waves and on the zero modes’ phase space.

There is an ambiguity in splitting the chiral symplectic form \(\Omega(g, M)\) (2.85) into a Bloch wave and a finite dimensional (zero modes’) part. The following statement is verified by a straightforward computation.

**Proposition 3.1** For \(g(x)\) given by (3.2) and for every choice of the closed 2-form \(\omega_q(p)\), the chiral symplectic form \(\Omega(g, M)\) (2.85) splits into a sum of two closed forms, a Bloch wave form

\[ \Omega_B(u, M_p) = \Omega(u, M_p) + \omega_q(p), \]  

(3.6)

\[ \Omega(u, M_p) = \frac{k}{4\pi} \text{tr} \left\{ \int_{-\pi}^{\pi} dx \, u^{-1}(x) \delta u(x)(u^{-1}(x) \delta u(x))' + b^{-1} \delta b \delta M_p M_p^{-1} \right\} \]
\[ \Omega(a, M_p) = \Omega_q(a, M_p) - \frac{k}{4\pi} \rho (a^{-1} M_p a) - \omega_q(p) , \quad (3.7) \]
\[ \Omega_q(a, M_p) = \frac{k}{4\pi} \text{tr} \{ \delta a a^{-1} (M_p \delta a a^{-1} M_p^{-1} + 2 \delta M_p M_p^{-1}) \} . \]

The proof of Proposition 3.1 is based on the following observations. The 2-form \( \Omega(u, M_p) \) (3.6) is just (2.74), with \( g_C \) replaced by \( u \) and \( M \) by \( M_p \). In view of (2.82), to conclude that it is closed it is sufficient to note that \( \theta(M_p) \) vanishes. On the other hand, computing \( \theta(M) \) for \( M = a^{-1} M_p a \), we obtain
\[ \frac{k}{4\pi} \delta \rho (a^{-1} M_p a) = \frac{k}{4\pi} \theta (a^{-1} M_p a) = \]
\[ = \frac{k}{4\pi} \text{tr} \{ (\delta a a^{-1})^2 (2 \delta M_p M_p^{-1} + M_p \delta a a^{-1} M_p^{-1} - M_p^{-1} \delta a a^{-1} M_p) - \]
\[ - \delta a a^{-1} \delta M_p M_p^{-1} (M_p \delta a a^{-1} M_p^{-1} + M_p^{-1} \delta a a^{-1} M_p) \} , \]
which is equal to \( \delta \Omega_q(a, M_p) \), so that \( \Omega(a, M_p) \) (3.7) is closed as well.

It is not difficult to verify that for infinitesimal right shifts of \( a \) (leaving \( M_p \) invariant) the finite dimensional form \( \Omega(a, M_p) \) (3.7) transforms in the same way as the infinite dimensional one \( \Omega_c(g, M) \) (2.74). Indeed, if \( \hat{Y}_R \delta a = i a Y , \hat{Y}_R \delta M_p = 0 \), we find
\[ \hat{Y}_R \Omega_q(a, M_p) = \frac{ik}{4\pi} \text{tr} Y \{ \delta M M^{-1} + M^{-1} \delta M \} \quad \text{for} \quad M \equiv a^{-1} M_p a , \quad (3.9) \]
thus reproducing the right-hand side of (2.110). Taking further into account (2.112), (2.95) and (2.96), we verify the PL symmetry of the zero mode symplectic form \( \Omega(a, M_p) \) (3.7) with respect to right shifts:
\[ \hat{Y}_R \Omega(a, M_p) = \frac{ik}{2\pi} \text{tr} Y (\delta M_+ M_+^{-1} - \delta M_- M_-^{-1}) , \quad M_+ M_-^{-1} = a^{-1} M_p a . \quad (3.10) \]

There is also a Hamiltonian symmetry with respect to transformations \( a \to e^{i \alpha(p) a} \) with diagonal \( \alpha(p) \) (\( \in \mathfrak{h} \)), that do not change the monodromy:
\[ \hat{D}_L (\delta a a^{-1}) = i \alpha(p) , \quad \hat{D}_L (\delta M_p M_p^{-1}) = 0 \Rightarrow \hat{D}_L \rho (a^{-1} M_p a) = 0 , \]
\[ \hat{D}_L \Omega(a, M_p) = - \text{tr} (\alpha(p) \delta \phi) . \quad (3.11) \]

Remark 3.1 In order to have the infinite and the finite dimensional parts fully decoupled, we should further extend the chiral phase space, distinguishing the diagonal monodromy of the zero modes and that of the Bloch waves. After doing this, the symplectic forms (3.6) and (3.7) become completely independent. As a corollary, on the extended phase space \( M_p := u^{-1}(x) u(x + 2\pi) \) automatically Poisson commutes with \( a^*_\alpha \) (while \( M_p \) and \( M \), related by (3.4), do not); on the other hand, both \( M \) and \( M_p \) Poisson commute with \( u(x) \). To recover the original \( g(x) \), one has to make a reduction of the extended phase space, imposing the relations \( M_p \approx M_p \) as (first class) constraints and accordingly, after quantization, \( (M_p - M_p) \mathcal{H} = 0 \) as a gauge condition characterizing the chiral state space \( \mathcal{H} \).
It is easy to see in the $SU(n)$ case that both $\Omega_B(u, M_p)$ (3.7) and $\Omega(a, M_p)$ (3.7) remain invariant with respect to multiplication of $u(x)$, resp. $a$, with scalar functions of $p$; of course, such a transformation breaks the unimodularity property so one should further extend the corresponding phase spaces. We shall make use of the resulting freedom as well of the one in choosing the form $\omega_q$ to fit the quasi-classical limit of the (dynamical) $R$-matrix exchange relations conjectured earlier in [55, 56, 107, 78] and derived (by exploring the braiding properties of the chiral correlation functions in the quantum model) in [108]. To this end, we need the PB of the chiral zero modes and of the Bloch waves which are obtained by inverting the corresponding symplectic forms.

3.2 Basic right invariant 1-forms for $G$ semisimple

Both the 2-form $\Omega_q(a, M_p)$ (3.7) and the 3-form $\theta (a^{-1} M_p a)$ (3.8) are expressed in terms of Lie algebra valued right invariant 1-forms. In this section we shall present $\Omega_q(a, M_p)$ in terms of "ordinary" ($\mathbb{C}$-valued) basic right invariant 1-forms. (The relevant notions and conventions about semisimple Lie algebras are collected for convenience in Appendix A.)

We shall identify, by duality, the fundamental Weyl chamber $C_W$ and the (interior $A_W$ of the) level $k$ positive Weyl alcove with the following subsets of the Cartan subalgebra $\mathfrak{h} \ni \hat{p} = \sum_{i=1}^{r} p_{\alpha_i} h^i$:

$$C_W = \{ \hat{p} \in \mathfrak{h}, \ p_{\alpha_i} > 0 \} , \ A_W = \{ \hat{p} \in C_W, \ \sum_{i=1}^{r} \alpha_{i}^\vee p_{\alpha_i} < k \}$$

$\{\alpha_{i}^\vee\}_{i=1}^{r}$ are the dual Kac labels, cf. (A.18). One can show that $\hat{p}$ in (3.3) is fixed unambiguously, for a given $M \in G$, by (3.4) iff it belongs to $A_W$ (3.12) (see Section 3 of [94] for a detailed explanation). In the case of $s\ell(n)$, $\alpha_{i}^\vee \equiv 1$ and $A_W$ is just the set

$$A_W^{s\ell(n)} = \{ \hat{p} = \sum_{i=1}^{n-1} p_{\alpha_i} h^i, \ p_{\alpha_i} > 0, \ \sum_{i=1}^{n-1} p_{\alpha_i} < k \} .$$

The finite dimensional manifold $\mathcal{M}_q$ with coordinates $\{a_{\alpha_i}^i, p_{\alpha_i}\}$ and symplectic form $\Omega_q(a, M_p)$ (3.7) can be viewed as a deformation [2, 9] of the symplectic manifold $\mathcal{M}_1$ obtained in the limit $k \to \infty$. The role of the deformation parameter is played by $q_k$ or, better, by its exponential

$$q = q_k := e^{-\frac{i\pi}{k}} \quad (q \neq 1, \ \lim_{k \to \infty} q = 1) .$$

To show this, let the diagonal monodromy matrix be expressed as in (3.3) with $\hat{p} = \sum_{j=1}^{r} p_{\alpha_j} h^j \in A_W$, and $\Theta^j, \Theta^{\pm \alpha}$ be the right invariant 1-forms in $T^*G_C$ corresponding to the Cartan-Weyl basis (A.9), so that

$$-i \delta a a^{-1} = \sum_{j=1}^{r} \Theta^j h_j + \sum_{\alpha > 0} (\Theta^\alpha e_\alpha + \Theta^{-\alpha} e_{-\alpha})$$

and, conversely,

$$\Theta^j = -i \text{tr} (\delta a a^{-1} h^j) , \quad \Theta^{\pm \alpha} = -i \frac{(\alpha | \alpha)}{2} \text{tr} (\delta a a^{-1} e_{\mp \alpha}) .$$
For a compact group $G$ and $a$ given by an unitary matrix, $a^{-1} = a^*$ the forms $\Theta^j$ are real, while $\Theta^{-\alpha}$ is complex conjugate to $\Theta^\alpha$. We note that the matrix valued form \((3.15)\) is not closed but satisfies the Maurer-Cartan relations (defining thus a flat connection) which lead to corresponding equations for the basic 1-forms \((3.16)\). We shall use, in particular,

$$
\delta \Theta^j = i \sum_{\alpha > 0} \text{tr}(h^j[e_{\alpha}, e_{-\alpha}]) \Theta^\alpha \Theta^{-\alpha} = i \sum_{\alpha > 0} (\Lambda^j|\alpha^\vee) \Theta^\alpha \Theta^{-\alpha}, \quad (3.17)
$$

cf. (A.7), (A.8), (A.15).

Inserting the expression \((3.3)\) for $M_p$ into the second term of $\Omega_q(a, M_p)$ \((3.7)\), we get

$$
\frac{k}{2\pi} \text{tr} \delta aa^{-1} \delta M_p M_p^{-1} = i \text{tr} (\delta aa^{-1} \delta \dot{p}) = \sum_{j=1}^r \text{tr} (h_j \delta \dot{p}) \Theta^j = \sum_{j=1}^r \delta p_\alpha \Theta^j.
$$

The first term of $\Omega_q(a, M_p)$ is expressed as a sum of products of conjugate off-diagonal forms $\Theta^{\pm \alpha}$,

$$
\frac{k}{4\pi} \text{tr}(\delta aa^{-1} M_p \delta aa^{-1} M_p^{-1}) = \frac{k}{4\pi} (\bar{q} - q) \sum_{\alpha > 0} \frac{2}{(\alpha|\alpha)} [2p_\alpha] \Theta^\alpha \Theta^{-\alpha} \quad (3.19)
$$

\([x] := \frac{x - \bar{x}}{q - \bar{q}}\). Here we are using $[h^j, e_{\pm \alpha}] = \pm(\Lambda^j|\alpha) e_{\pm \alpha}$ to derive

$$
M_p e_{\pm \alpha} M_p^{-1} \equiv Ad_{M_p} e_{\pm \alpha} = q^{\pm 2p_\alpha} e_{\pm \alpha}, \quad (3.20)
$$

$$
p_\alpha := \sum_{j=1}^r (\Lambda^j|\alpha) p_{\alpha j} \equiv (\Lambda|\alpha), \quad \dot{\phi} \in A_W \Rightarrow 0 < p_\alpha < k \quad \forall \alpha > 0,
$$

as well as \((3.16)\). Combining \((3.18)\) and \((3.19)\), we arrive at

$$
\Omega_q(a, M_p) = \sum_{j=1}^r \delta p_\alpha \Theta^j - \frac{k}{4\pi} (q - q^{-1}) \sum_{\alpha > 0} \frac{2}{(\alpha|\alpha)} [2p_\alpha] \Theta^\alpha \Theta^{-\alpha}. \quad (3.21)
$$

As the weight manifold is simply connected, the closed 2-form $\omega_q(p)$ is actually exact:

$$
\omega_q(p) = \delta \Upsilon^j(p) \delta p_{\alpha j} \left( \equiv \delta \sum_{j=1}^r \Upsilon^j(p) \delta p_{\alpha j} \right) = \frac{1}{2} \sum_{i,j=1}^r \omega^{ij}(p) \delta p_{\alpha i} \delta p_{\alpha j},
$$

$$
\omega^{ij} = \frac{\partial \Upsilon^j}{\partial p_{\alpha i}} - \frac{\partial \Upsilon^i}{\partial p_{\alpha j}} = -\omega^{ji}. \quad (3.22)
$$

One can therefore express the difference $\Omega_q - \omega_q$ in \((3.7)\) as a kind of a gauge transformation of $\Omega_q$ (cf. 19):

$$
\Omega_q(a, M_p) - \omega_q(p) = \Omega_q(e^{i\Upsilon(p)} a, M_p), \quad \Upsilon(p) = \Upsilon^i(p) h_i \in \mathfrak{h}. \quad (3.23)
$$

Taking further into account that the monodromy $M = a^{-1} M_p a$ (and hence the 2-form $\rho$) is invariant under the substitution $a = e^{-i\Upsilon(p)} a'$, one can compute the PB of $a$ from those of $a'$ obtained for $\omega_q = 0$. 
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The WZNW term vanishes in the undeformed limit $q \to 1$ ($k \to \infty$). Indeed, taking into account the definition of $p_\alpha$ in (3.20) and Eq. (3.17), we derive that

$$\Omega_1(a, \phi) = \lim_{q \to 1} \Omega_q(a, M_\phi) =$$

$$= \sum_{j=1}^r \delta p_{\alpha_j} \Theta^j + \lim_{k \to \infty} \frac{i k}{2 \pi} \sum_{\alpha > 0} \frac{2}{(\alpha | \alpha)} \sin \frac{2 \pi p_\alpha}{k} \Theta^\alpha \Theta^{-\alpha} =$$

$$= \sum_{j=1}^r \delta p_{\alpha_j} \Theta^j + i \sum_{\alpha > 0} \frac{2}{(\alpha | \alpha)} p_\alpha \Theta^\alpha \Theta^{-\alpha} = \delta \sum_{j=1}^r p_{\alpha_j} \Theta^j \equiv -i \text{tr} (\phi \delta a a^{-1})$$

is not only closed but even exact by itself. As $A_W^2(3.12)$ "expands" to $C_W$ for $k \to \infty$, (3.24) is defined on the phase space $G \times C_W$ of dimension $(\dim G + \text{rank } G)$ which, after complexification, coincides with that of the (symplectic) cotangent bundle $T^* (B)$ of a Borel subgroup $B \subset G_C$, considered in [32].

The symplectic form $\Omega_1(a, \phi)$ (3.24) can be readily inverted to obtain the corresponding Poisson bivector field

$$\mathcal{P}_1 = \sum_{j=1}^r V_j \wedge \delta p_{\alpha_j} + i \sum_{\alpha > 0} \frac{1}{p_\alpha} V_\alpha \wedge V_{-\alpha},$$

(3.25)

where the vector fields are dual to the corresponding basic 1-forms (e.g. $V_j \Theta^j = \delta^j_i$, $V_j \delta p_{\alpha_0} = 0 = V_j \Theta^\alpha$, etc.; note that $p_\alpha$ (3.20) is positive for $\phi \in C_W$ and $\alpha > 0$). The corresponding PB of the zero modes follow simply from here, as (3.15) implies

$$\hat{V}_j \delta a = i h_j a, \quad \hat{V}_\alpha \delta a = i e_\alpha a.$$  

(3.26)

The expression (3.21) looks very similar to (3.24), but one should remember that $\Omega_q(a, M_\phi)$ is not closed (and is degenerate for $\phi \in A_W$ as $[2p_\alpha] = \frac{\sin \frac{2 \pi}{k} p_\alpha}{\sin \frac{\pi}{k}}$ may vanish). To find the PB of the zero modes, we have to invert the true symplectic form $\Omega(a, M_\phi)$ (3.7), taking into account the presence of the additional 2-form $\rho(a^{-1} M_\phi a)$.

### 3.3 PB for the zero modes

#### 3.3.1 WZ 2-forms and the classical Yang-Baxter equation

The correspondence between the WZ 2-forms $\rho(M)$ satisfying $\delta \rho(M) = \theta(M)$ (2.86) and the non-degenerate constant solutions of the classical Yang-Baxter equation ("$r$-matrices") has been first described by Gawędzki [89] (see also [58]) and considered in detail in [79]. We proceed to review this relation, taking subsequent work, especially [19, 60], into account.

We saw in Section 2.3 that the possibility of presenting $\rho(M)$ in the form (2.89) for a given factorization of the monodromy matrix $M = M_+ M_-^{-1}$ implies PL symmetry with respect to right shifts of the chiral field, see Eq. (2.114) (or of the zero modes, Eq. (3.10)). The so called classical $r$-matrix gives rise to a solution of an infinitesimal version of the factorization problem [48, 157].

We shall briefly recall the basic facts about the PL symmetry [38]. The Lie algebra of a PL group $G$ possesses a natural Lie coalgebra structure (and
is, thus, a Lie bialgebra \((\mathcal{G}, \delta_\mathcal{G})\), the cocommutator \(\delta_\mathcal{G} : \mathcal{G} \to \mathcal{G} \wedge \mathcal{G}\) being a (skew symmetric) linear map satisfying the 1-cocycle condition

\[
\delta_\mathcal{G}([X,Y]) = [\delta_\mathcal{G}(X), Y_1 + Y_2] + [X_1 + X_2, \delta_\mathcal{G}(Y)] \quad \forall X, Y \in \mathcal{G} .
\]  

(3.27)

(The crucial fact is that the PB on \(\mathcal{G}\) induces a Lie bracket on the dual of \(\mathcal{G}\), \(\delta_\mathcal{G}^* : \mathcal{G}^* \otimes \mathcal{G}^* \to \mathcal{G}^*\); one defines, for any \(\xi, \eta \in \mathcal{G}^*\) obtained as differentials of appropriate functions \(f, h \in C^\infty(\mathcal{G})\) at the identity element \(e \in \mathcal{G}\), \((d f)_e = \xi, \ (d h)_e = \eta\),

\[
[\xi, \eta]_{\mathcal{G}^*} \equiv \delta_\mathcal{G}^* (\xi \otimes \eta) = (d \{ f, h \})_e .
\]

(3.28)

Then the cocommutator is just \(\delta_\mathcal{G} = (\delta_\mathcal{G}^*)^*\), Eq. (3.27) being implied by the invariance of the PB with respect to the multiplication map in \(\mathcal{G}\).) Coboundaries are those 1-cocycles for which there exists a (not necessarily skew symmetric) element \(r_{12} \in \mathcal{G} \otimes \mathcal{G}\) such that

\[
\delta_\mathcal{G}(X) = [X_1 + X_2, r_{12}] ;
\]

skew symmetry of \(\delta_\mathcal{G}\) implies that \(r_{12} + r_{21}\) has to be \(\text{ad}(\mathcal{G})\) invariant, while Eq. (3.27) requires \(\text{ad}\)-invariance of

\[
[r]_{123} := [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] \in \mathcal{G} \otimes \mathcal{G} \otimes \mathcal{G} .
\]

(3.30)

If the Lie algebra \(\mathcal{G}\) is semisimple (complex or compact), every 1-cocycle \(\delta_\mathcal{G}\) on it is a coboundary. Besides, then there is a one-to-one correspondence between elements \(A_{12}\) of \(\mathcal{G} \otimes \mathcal{G}\) and linear operators \(A \in \text{End} \mathcal{G}\),

\[
A_{12} \leftrightarrow A , \quad A X = \text{tr}_2 (A_{12} X_2) \quad \forall X \in \mathcal{G} ,
\]

(3.31)

the element corresponding to \(^tA\) (where \(\text{tr}(XAY) = \text{tr}(YA^t X) \ \forall X, Y \in \mathcal{G}\)) being just \(A_{21}\). The polarized Casimir operator \(C_{12} \in \text{Sym} (\mathcal{G} \otimes \mathcal{G})\) corresponding to the quadratic invariant \((A.21)\) is

\[
C_{12} (= C_{21}) = \eta^{ab} T_{a_1} T_{b_2} = h_i^a h_i^b + e_i^a e_i^b .
\]

(3.32)

The invariance of \(C_{12}\) with respect to the \(\text{ad}\)-action of \(\mathcal{G}\) on \(\mathcal{G} \otimes \mathcal{G}\),

\[
[X_1 + X_2, C_{12}] = 0 \quad \forall X \in \mathcal{G}
\]

(3.33)

follows from the antisymmetry of the structure constants \(f_{abc}\) (2.33), since

\[
[C_{12}, C_{13}] = [C_{13}, C_{23}] = -[C_{12}, C_{23}] = if_{abc} t_{1}^{a} t_{2}^{b} t_{3}^{c} ,
\]

(3.34)

the right hand side of \((3.31)\) being the (unique, up to normalization) \(\mathcal{G}\)-invariant tensor in \(\mathcal{G} \wedge \mathcal{G} \wedge \mathcal{G}\). As the operator \(C : \mathcal{G} \to \mathcal{G}\) corresponding, by \((3.31)\), to \(C_{12} \in \mathcal{G} \otimes \mathcal{G}\) is just the identity operator on \(\mathcal{G}\) since

\[
C T_a = \text{tr}_2 (C_{12} T_{a_2}) = \eta^{bc} T_b \text{tr}(T_c T_a) = \eta^{bc} \eta_{ca} T_b = T_a ,
\]

(3.35)

the relation \((3.31)\) assumes the following convenient form:

\[
A_{12} = A_1 C_{12} \quad (\leftrightarrow A_{21} = A_2 C_{12}) .
\]

(3.36)
Following [157], we shall use an operator formalism to introduce the classical \( r \)-matrix. For any Lie algebra \( \mathcal{G} \) and a skew symmetric \( r \in \text{End} \mathcal{G} \), \( r = -r \) (so that \( r_{21} = -r_{12} \in \mathcal{G} \wedge \mathcal{G} \)) one defines the following two linear maps \( \mathcal{G} \wedge \mathcal{G} \to \mathcal{G} \):

\[
[X, Y]_r := [rX, Y] + [X, rY] = -[Y, X]_r
\]

and

\[
B_r(X, Y) := [rX, \rho Y] - r[X, Y] = -B_r(Y, X)
\]

It is easy to prove that the Jacobi identity for \( [X, Y]_r \) is equivalent to the 2-cocycle condition

\[
[B_r(X, Y), Z] + [B_r(Y, Z), X] + [B_r(Z, X), Y] = 0
\]

hence Eq. (3.37) defines a second Lie bracket on \( \mathcal{G} \) (one denotes \( \mathcal{G} \) equipped with it by \( \mathcal{G}_r \)) whenever (3.39) holds. An obvious (bilinear) sufficient condition this to happen is the validity of (the operator version of) the modified classical Yang-Baxter equation (CYBE)

\[
B_r(X, Y) = \alpha^2 [X, Y]
\]

for some constant \( \alpha \). If \( \alpha \neq 0 \), in the complex case one can always reduce (3.40), by rescaling \( r \), to

\[
B_r(X, Y) = -[X, Y] \quad \Leftrightarrow \quad r^\pm [X, Y] = [r^\pm X, r^\pm Y], \quad r^\pm := r \pm \mathbb{I}
\]

(the minus sign in the right-hand side of the first equation is crucial for what follows). Hence, the maps \( r^\pm : \mathcal{G} \to \mathcal{G} \) are Lie algebraic homomorphisms, their images \( \mathcal{G}_\pm := r^\pm \mathcal{G} \) are Lie subalgebras of \( \mathcal{G} \) and, since \( \frac{1}{2}(r^+ - r^-) = \mathbb{I} \), any \( X \in \mathcal{G} \) can be decomposed in a unique way as

\[
X = X_+ - X_-, \quad X_\pm := \frac{1}{2} r^\pm X \in \mathcal{G}_\pm \quad \text{so that} \quad rX = X_+ + X_-
\]

(this is the infinitesimal form of the factorization theorem of [157]). One can prove, using (3.36) and (3.34), that the modified CYBE (3.41) is equivalent to the following equation (in \( \mathcal{G} \otimes \mathcal{G} \otimes \mathcal{G} \)) for the classical \( r \)-matrix \( r_{12} = -r_{21} \in \mathcal{G} \wedge \mathcal{G} \):

\[
[[r]]_{123} = [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = [C_{12}, C_{23}].
\]

The matrices corresponding to the operators \( r^\pm \) are, accordingly,

\[
r_{12}^\pm = r_{12} \pm C_{12}.
\]

Applying (3.33), it is straightforward to show that they both satisfy the ordinary CYBE:

\[
[[r^\pm]]_{123} = 0.
\]

**Remark 3.2** In general, (non-skew-symmetric) solutions \( r_{12} \in \mathcal{G} \otimes \mathcal{G} \) of the CYBE \( [[r]]_{123} = 0 \) are called *non-degenerate* if their symmetric part, \( \frac{1}{2}(r_{12} + r_{21}) \) is such. In this case the corresponding Lie bialgebra \( (\mathcal{G}, \delta_{\mathcal{G}}) \) (cf. (3.29)) is called *factorizable*. The other extreme case \( r_{12} + r_{21} = 0 \) is usually referred of as "the classical unitarity condition" [147].

As we shall see below, Eqs. (3.43) (or (3.45)) imply the Jacobi identity of the chiral PB.
The operator formalism described above implies the following

**Proposition 3.2** Let \( \rho(M) = \frac{1}{2} \text{tr} (\delta MM^{-1} K_M(\delta MM^{-1})) \) \((2.94)\), where \( K_M \in \text{End} \, G \) is defined in terms of the skew symmetric operator \( \mathfrak{r} \) (for \( M \) such that \( (\mathfrak{r}^+ - \text{Ad}_M \mathfrak{r}^-) \) is invertible) by

\[
K_M = (\mathfrak{r}^+ + \text{Ad}_M \mathfrak{r}^-)(\mathfrak{r}^+ - \text{Ad}_M \mathfrak{r}^-)^{-1}.
\] 

Then \( \rho(M) \) satisfies \( \delta \rho(M) = \theta(M) \) \((2.86)\) whenever \( \mathfrak{r} \) solves the modified CYBE \((3.47)\).

Note that \( K_1 = (\mathfrak{r}_+ + \mathfrak{r}_-)(\mathfrak{r}_+ - \mathfrak{r}_-)^{-1} = \mathfrak{r} \); the skew symmetry of \( K_M = -K_M^t \) follows from that of \( \mathfrak{r} \), taking into account the orthogonality of \( \text{Ad}_M \), \( t(\text{Ad}_M) = \text{Ad}^{-1}_M \), and the equality

\[
(\mathfrak{r}_- + \mathfrak{r}_+ \text{Ad}^{-1}_M)(\mathfrak{r}_+ - \text{Ad}_M \mathfrak{r}^-) = - (\mathfrak{r}_- - \mathfrak{r}_+ \text{Ad}^{-1}_M)(\mathfrak{r}_+ + \text{Ad}_M \mathfrak{r}^-).
\] 

The proof of Proposition 3.2 can be obtained by adapting a more general statement in \([60]\) to the case of monodromy independent \( \mathfrak{r} \).

The importance of \((3.46)\) stems from the fact that the \( r \)-matrix \( r_{12} \in G \wedge G \) corresponding to the same operator \( \mathfrak{r} \) appears in the PB of the the zero modes as well as in those of the chiral field \( g(x) \) \([19]\); we shall provide a proof in Section 3.5 below. For \( G \) compact, the modified CYBE \((3.40)\) only has solutions for real \( \alpha \), see \([65]\). Thus Eq.\((3.41)\) cannot hold in this case. The problem can be overcome by a more general Ansatz for \( \rho(M) \), still of the type \((3.46)\), but allowing the operator \( \mathfrak{r} \) to depend on \( M \) \([18, 19]\). Then the Jacobi identity for the emerging PB is equivalent to a generalized version of the modified dynamical CYBE (see below), including differentiation in the group parameters, for \( \mathfrak{r}(M) \).

Alternatively, if we insist on working with monodromy independent \( r \)-matrices, we have to extend the chiral phase space and its symplectic form \((2.85)\) to monodromy (and hence, due to \((3.4)\), zero mode) matrices belonging to the complexified group, \( M \in G_C \).

The fact that \( \rho(M) \), given by \((2.94)\) and \((3.46)\), is a solution of \((2.86)\) follows also from the factorization \((2.83)\) of the monodromy matrix \( M \) into Gauss components, see \([89, 59, 79]\). Indeed, if \( M = M_+ M_-^{-1} \) (so that \((2.93)\) holds), the 1-forms \( X_\pm := \delta M_\pm M_-^{-1} \) and \( Y_\pm = \text{Ad}^{-1}_M (\delta M_\pm M_\pm^{-1}) = M_\pm^{-1} \delta M_\pm \) take values in the respective Borel subalgebras \( G_\pm \). Then \((2.95)\), \((3.42)\) and \((3.46)\), which implies

\[
K_M (\mathfrak{r}_+ - \text{Ad}_M \mathfrak{r}_-) = \mathfrak{r}_+ + \text{Ad}_M \mathfrak{r}_- \quad \Leftrightarrow \quad K_M \text{Ad}_{M_\pm} (\text{Ad}^{-1}_{M_\pm} \mathfrak{r}_+ - \text{Ad}^{-1}_{M_\pm} \mathfrak{r}_- - \mathfrak{r}_+ \text{Ad}^{-1}_{M_\pm} \mathfrak{r}_- - \mathfrak{r}_+ \text{Ad}^{-1}_{M_\pm} \mathfrak{r}_-),
\] 

lead to \((2.96)\), proving thus \((2.89)\) and hence, \((2.86)\). Comparing the second relation in \((3.48)\) and \((3.42)\), we see that \( K_M \) can be presented in the following simple form \([79]\):

\[
K_M = \text{Ad}_M \mathfrak{r} \text{Ad}^{-1}_{M_+}.
\] 

The factorization of \( M \) into Gauss components is related to a special solution of \((3.41)\) given by

\[
\mathfrak{r} h_i = 0, \quad \mathfrak{r} e_{\pm \alpha} = \pm e_{\pm \alpha}, \quad \alpha > 0.
\] 
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Using (3.36), (3.32) and (A.21), we obtain the corresponding solution of (3.43), the standard classical \( r \)-matrix:

\[
\begin{align*}
    r_{12} & \equiv r_1 C_{12} = \sum_{\alpha > 0} (e_{\alpha 1} e_{-\alpha 2} - e_{-\alpha 1} e_{\alpha 2}) \\
    & = -r_{21}.
\end{align*}
\]

We shall restrict ourselves in what follows to \( G = SU(n) \) (so that \( G_C = sl(n) \)) and to the 2-form \( \rho \) (2.89) corresponding to the factorization of \( M \) into Gauss components (thus related to \( r_{12} \) (3.51)). In this case \( G_{\pm} \) are just the upper and lower triangular traceless matrices, respectively, the uniqueness of the decomposition being guaranteed by the additional condition that the diagonal elements of \( X_+ \) and \( -X_- \) are equal (cf. (2.93)). This choice is dictated by the quasi-classical correspondence, if we postulate exchange relations for the quantized chiral field \( g(x) \) in terms of the standard \([49, 113, 57]\) constant \( U_q sl(n) \) quantum \( R \)-matrix. It is appropriate, assuming that the complexification only concerns the zero modes \( a_\alpha \) and does not affect the properties of the 2D ”gauge invariant” field \( g(x^+, x^-) \in G \) (which should still transform covariantly, in the usual sense, under both left and right shifts of the compact group \( G \)).

### 3.3.2 Extending the zero modes’ phase space

For the sake of simplicity we begin by exploring the PB for the undeformed \((q = 1)\) case corresponding to the symplectic form

\[
\Omega(a, \dot{p}) = \lim_{q \to 1} (\Omega_q(a, M_p) - \omega_q(p)) = \Omega_1(a, \dot{p}) - \omega_1(p) \quad (3.52)
\]

where \( \Omega_1(a, \dot{p}) \) is given by (3.24), and \( \omega_1(p) \) is the limit of \( \omega_q(p) \) (3.22). This is readily done using the Poisson bivector field (3.25) and the prescription after (3.23):

\[
\begin{align*}
    \{p_{\alpha j}, p_{\alpha k}\} &= 0 \quad , \quad \{a_{\alpha j}^*, p_{\alpha k}\} = i \, (h_\ell)_j^k a_{\alpha \ell}^* , \\
    \{a_1, a_2\} &= \left( \sum_{j \neq \ell} \omega_{j\ell}(p) h_{j1} h_{\ell2} - i \sum_{\alpha} \frac{e_{\alpha 1} e_{-\alpha 2}}{p_{\alpha}} \right) a_1 a_2
\end{align*}
\]

(note that the last summation goes over all, positive and negative, roots \( \alpha \)).

Going to the special case \( G = SU(n) \) we first observe that the assumption \( \det a = 1 \) (as part of the requirement \( a = (a_\alpha^j) \in G \)) is more restrictive than what is needed to ensure that the classical chiral field \( g \) (3.2) belongs to \( G \), i.e. that \( \det u. \det a = 1 \). We shall use the ensuing freedom to impose a Weyl invariant relation between \( a \) and the weight variables \( p \). This can be done most conveniently in the barycentric parametrization of the \( sl(n) \) roots and weights presenting the simple roots as \( \alpha_\ell = \varepsilon_\ell - \varepsilon_{\ell+1} \) for \( (\varepsilon_i | \varepsilon_j) = \delta_{ij} \) so that the root space is the hyperplane in the auxiliary \( n \)-dimensional Euclidean space spanned by \( \{\varepsilon_i\}_{i=1}^n \) orthogonal to \( \varepsilon := \sum_{i=1}^n \varepsilon_i \) (see Appendix A). A linear combination of the weights can be expressed, accordingly, in terms of barycentric coordinates \( p_i \), \( i = 1, \ldots, n \) as

\[
p = \sum_{i=1}^n p_i \varepsilon_i , \quad (p | \varepsilon) = 0 \quad \Rightarrow \quad \sum_{i=1}^n p_i =: P = 0 . \quad (3.55)
\]
Using (3.28), we find, for \( p = \sum_{\ell=1}^{n-1} p_{\alpha \ell} \Lambda^{\ell} \)

\[
p_{i} = \sum_{\ell=i}^{n-1} p_{\alpha \ell} - \frac{1}{n} \sum_{\ell=1}^{n-1} \ell p_{\alpha \ell} \quad \Rightarrow \quad p_{\alpha_{i}} (\equiv p_{\alpha_{i+1}}) = p_{i} - p_{i+1} . \tag{3.56}
\]

Further, from (A.29) and (3.20) it follows that in general

\[
p_{\alpha_{ij}} := \sum_{\ell=1}^{n-1} (\Lambda^{\ell})_{\alpha_{ij}} p_{\alpha \ell} = p_{i} - p_{j} \equiv p_{ij} . \tag{3.57}
\]

The action of the \( s\ell(n) \) Weyl group \( S_{n} \) in the orthonormal basis is easy to describe: the reflection \( s_{i} \) with respect to the root \( \alpha_{i} \) \( (i = 1, \ldots, n - 1) \) is equivalent to the transpositions \( \varepsilon_{i} \leftrightarrow \varepsilon_{i+1} \), \( p_{i} \leftrightarrow p_{i+1} \). It is natural to assume that \( S_{n} \) also permutes the rows \( a^{j} = (a_{i}^{j}) \) of the matrix \( a \), as the upper index \( (j) \) refers to the weights, cf. (3.53). We shall equate the determinant of \( a \) which changes sign under odd permutations of rows to a natural pseudoinvariant of the weights \( p_{i} : \)

\[
D(a) := \det a = \prod_{1 \leq i < j \leq n} p_{ij} =: D(p) . \tag{3.58}
\]

We shall exhibit the effect of this constraint in the simplest (rank \( r = 1 \)) case corresponding to \( G = SU(2) \) in which \( \omega_{q}(p) = 0 \) so that the form (3.32) involves no ambiguity. To see what is going on, we parametrize the matrix \( a \) by a 2-component spinor \( z = (z_{1}, z_{2}) \) and its complex conjugate \( \bar{z} : \)

\[
a = \begin{pmatrix} z_{1} & z_{2} \\
-\bar{z}_{2} & \bar{z}_{1} \end{pmatrix} , \quad a^{-1} = \frac{1}{D(a)} \begin{pmatrix} \bar{z}_{1} & -z_{2} \\
\bar{z}_{2} & z_{1} \end{pmatrix} , \quad D(a) = \bar{z}z := \bar{z}_{1}z_{1} + \bar{z}_{2}z_{2} . \tag{3.59}
\]

For \( D(a) = p_{12} \equiv p \) (according to (3.58)) the (exact) 2-form \( \Omega_{1} \) (3.24) can be written as

\[
\Omega_{1} = \delta \phi , \quad \phi = \frac{1}{2i} \text{tr} \left\{ \begin{pmatrix} p & 0 \\
0 & -p \end{pmatrix} \delta a a^{-1} \right\} = p \frac{\bar{z}\delta \bar{z} - z\delta z}{2i \bar{z}z} = \frac{1}{2i} (\bar{z}\delta \bar{z} - z\delta z) . \tag{3.60}
\]

Thus, for \( D(a) (= \bar{z}z) = p \), \( \Omega_{1} \) coincides with the standard Kähler form on \( \mathbb{C}^{2} ; \)

\[
\Omega_{1}(a, \phi) = i \delta z \delta \bar{z} \quad (\text{for } \bar{z}z = p) . \tag{3.61}
\]

The non-trivial PB,

\[
\{ z_{\alpha}, \bar{z}_{\beta} \} = i \delta_{\alpha \beta} \quad \Rightarrow \quad \{ z_{\alpha}, p \} = i z_{\alpha} , \quad \{ \bar{z}_{\alpha}, p \} = -i \bar{z}_{\alpha} , \tag{3.62}
\]

reproduce the classical limit of the canonical commutation relations for a pair of \( SU(2) \) spinors of creation \( (z_{\alpha}) \) and annihilation \( (\bar{z}_{\alpha}) \) operators \( \{156, 22\} \)

\( (p = z\bar{z} \text{ playing the role of the classical weight equal to twice the isospin}). \)

\textbf{Remark 3.3} \quad \text{Note that, had we set } D(a) = 1 \text{ (instead of (3.58)), we would have obtained the awkward PB } \{ z_{1}, \bar{z}_{1} \} = \frac{i}{p} |z_{2}|^{2} , \quad \{ z_{2}, \bar{z}_{2} \} = \frac{i}{p} |z_{1}|^{2} \left( |z_{\alpha}|^{2} = z_{\alpha}\bar{z}_{\alpha} \right) \text{ instead of (3.62)}.

We shall use in what follows the \( n \times n \) Weyl matrices \( \{ e_{i}^{j} \} , \ i, j = 1, \ldots, n \), \( (e_{i}^{j})^{\ell} = \delta_{k}^{\ell} e_{i}^{j} \) satisfying

\[
e_{i}^{j} e_{k}^{\ell} = \delta_{k}^{\ell} e_{i}^{j} , \quad \text{tr} (e_{i}^{j} e_{k}^{\ell}) = \delta_{i}^{j} \delta_{k}^{\ell} , \quad \sum_{i=1}^{n} e_{i}^{i} = I_{n} . \tag{3.63}
\]
In the \( n \)-dimensional fundamental representation, the Cartan algebra duals of the \( sl(n) \) roots and weights, cf. (A.12), are expressed in terms of the diagonal Weyl matrices \( e^{i}_{i} \) by replacing in (A.28) \( \varepsilon_i \rightarrow e^{i}_{i} \) and \( \alpha_i \rightarrow h_{\ell} \), \( \Lambda^j \rightarrow h^j \):

\[
 h_{\ell} = e^{\ell}_{\ell} - e^{\ell+1}_{\ell+1} , \quad h^j = (1 - \frac{j}{n}) \sum_{r=1}^{j} e^{r}_{r} - \frac{j}{n} \sum_{r=j+1}^{n} e^{r}_{r} ,
\]

\[
 \text{tr} \left( h_{\ell} h^j \right) = \delta_{\ell}^j , \quad 1 \leq j, \ell \leq n - 1 .
\] (3.64)

The condition that \( \hat{p} \) belongs to the interior of the level \( k \) positive Weyl alcove (3.13) becomes

\[
 A^{s(n)}_{W} = \{ \hat{p} = (\sum_{\ell=1}^{n-1} p_{\ell+1} h^\ell) = \sum_{i=1}^{n} p_i e^{i}_{i} \mid P = 0 ; \ 0 < p_{ij} < k \ , \ \forall \ i < j \} ,
\] (3.65)

and the raising (lowering) operators are \( e_{\alpha_{ij}} = e^{j}_{i} \) for \( i < j \) \( (j < i) \). From (A.28) and (3.32) we get

\[
 \sigma_{12} := \sum_{\ell=1}^{n-1} h^{\ell}_{1} h^{2}_{\ell} = \sum_{j=1}^{n} (e^{j}_{j})_1 (e^{j}_{j})_2 - \frac{1}{n} I_{12} \Rightarrow \]

\[
 C_{12} = \sigma_{12} + \sum_{i\neq j} (e^{j}_{i})_1 (e^{i}_{j})_2 = P_{12} - \frac{1}{n} I_{12} , \quad P_{12} = \sum_{i,j=1}^{n} (e^{j}_{i})_1 (e^{i}_{j})_2
\] (3.66)

\[
 ((P_{12})^i_j, (\delta_{j}^i, \delta_{i}^j) \text{ is the permutation matrix}) \text{ which is a well known formula for the polarized Casimir operator in the tensor square of the defining } n \text{-dimensional representation of } sl(n) .
\]

Proceeding to the general (deformed, \( SU(n), n \geq 2 \) case, we shall view \( \mathcal{M}_q \) as a submanifold of co-dimension 2 of the \( n(n+1) \) dimensional phase space \( \mathcal{M}_q^{\text{ex}} \) of all \( \{ a^i_\alpha, p_i \} \). The constraint \( P \approx 0 \) in (3.65) will be supplemented by a gauge condition which is a \( q \)-deformed version of (3.68).

\[
 D(a) \approx D_q(p) := \prod_{i<j} p_{ij} , \quad [p] = \frac{q^p - q^{-p}}{q - q^{-1}} \quad \text{for} \quad q = e^{-i\pi} \quad (3.67)
\]

(cf. 3.14). The determinant \( D(a) \) may be defined by either one of the relations

\[
 \varepsilon_{i_n \ldots i_1} a^{i_n}_{\alpha_n} \ldots a^{i_1}_{\alpha_1} = D(a) \varepsilon_{\alpha_n \ldots \alpha_1} \quad \Rightarrow \quad a^{i_n}_{\alpha_n} \ldots a^{i_1}_{\alpha_1} \varepsilon^{\alpha_n \ldots \alpha_1} = \varepsilon^{i_n \ldots i_1} D(a) \quad (3.68)
\]

(we assume summation over repeated upper and lower indices and normalize the totally skew symmetric tensors by \( \varepsilon_{n \ldots 1} = 1 = \varepsilon^{n \ldots 1} \)). The corresponding adjugate matrix \( A = (A^\alpha_\beta) \) such that

\[
 a^{\alpha}_{\beta} A^\alpha_\beta = D(a) \delta_\beta^\alpha , \quad A^\alpha_\beta a^{\beta}_{\alpha} = D(a) \delta_\alpha^\beta \quad \text{i.e.,} \quad (a^{-1})^\alpha_\beta = \frac{A^\alpha_\beta}{D(a)} \quad (3.69)
\]

can be determined from either one of the following equivalent equations:

\[
 a^{i_n}_{\alpha_n} \ldots a^{i_1}_{\alpha_1} \varepsilon_{i_n \ldots i_1} \varepsilon^{\alpha_n \ldots \alpha_1} = \varepsilon^{i_n \ldots i_1} A^{i_n}_{i_1} ,
\]

\[
 a^{i_n}_{\alpha_n} \ldots a^{i_1}_{\alpha_1} \varepsilon^{\alpha_n \ldots \alpha_1} = A^{i_n}_{i_1} \varepsilon_{\alpha_n \ldots \alpha_1} ,
\]

\[
 \varepsilon_{i_n \ldots i_1} a^{i_n}_{\alpha_n} \ldots a^{i_1}_{\alpha_1} = A^{i_n}_{i_1} \varepsilon_{\alpha_n \ldots \alpha_1} ,
\] (3.70)
the hat meaning omission (note that missing indices in the left hand side, e.g. \( \alpha_\ell \) in the second equation, correspond to summed up ones in the right hand side).

The choice (3.67) will lead to PB relations expressed in terms of a standard classical dynamical \( - \)-matrix [97, 17, 66]. Upon quantization it will reproduce for \( n = 2 \) the Pusz-Woronowicz \( q \)-deformed oscillators [146] (see Section 5.1 below). For the time being we only note that the expression \( D_q(p) \) (3.67) (just as \( D_1(p) = D(p) \) (3.58)) is a pseudoinvariant with respect to the \( su(n) \) Weyl group. As \( [p_{ij}] > 0 \) for \( 0 < p_{ij} < k \) \((i < j)\), \( D_q(p) \) and hence, \( D(a) \) are positive if and only if \( \hat{p} \) is an internal point of the positive Weyl alcove, (3.65).

One can verify, using \( \sum_{s=1}^n e_s^s = 1 \), that the following equality holds:

\[
p := \sum_{s=1}^n p_s e_s^s = \left( \frac{1}{n} \sum_{s=1}^n p_s \right) I + \sum_{\ell=1}^{n-1} p_{\ell \ell+1} h_\ell \quad \text{for} \quad h_\ell = \sum_{s=1}^\ell e_s^s - \frac{\ell}{n} \sum_{s=1}^n e_s^s.
\]

We shall assume that the extended diagonal monodromy matrix is given by

\[
M_p = e^{\mathfrak{a}_{\hat{p}} p} = q^{\frac{1}{n} \frac{1}{P + \hat{p}}}, \quad \hat{p} \in A_W, \tag{3.72}
\]

cf. (3.71), (3.3), (3.65). Further, it is convenient to expand the form \( \delta \mathfrak{a} a^{-1} \) (having non-zero trace in the extended, non-unimodular zero mode case) into \( n^2 \) basic right-invariant forms \( \Theta^j_k \) using the \( n \times n \) Weyl matrices (3.63):

\[
-i \delta \mathfrak{a} a^{-1} = e_j^\ell \Theta^j_\ell \quad (\equiv \sum_{j,\ell=1}^n e_j^\ell \Theta^j_\ell) \quad \Leftrightarrow \quad \Theta^j_\ell = -i \text{tr} \left( e_j^\ell \delta \mathfrak{a} a^{-1} \right). \tag{3.73}
\]

Taking into account the Maurer-Cartan equations

\[
\delta (\delta \mathfrak{a} a^{-1}) = (\delta \mathfrak{a} a^{-1})^2 \quad \Rightarrow \quad \delta \Theta^j_\ell = i \Theta^j_s \Theta^s_\ell, \tag{3.74}
\]

we can thus write the extension of the form \( \Omega_q(a, M_p) \) (3.21) (for \( G = SU(n) \)) as

\[
\Omega^\infty_q = \sum_{s=1}^n \delta p_s \Theta^s_s - \frac{k}{4\pi} (q - q^{-1}) \sum_{j < \ell} [2p_{j\ell}] \Theta^j_\ell \Theta^\ell_j. \tag{3.75}
\]

So the second term in the right hand side is not sensitive to the extension, while the first \((k\)-independent) one can be rewritten singling out the "total momentum" \( P \) (3.55) as

\[
\sum_{s=1}^n \delta p_s \Theta^s_s = \sum_{j=1}^{n-1} \delta p_{jj+1} \Theta^j + \delta P \Theta^n, \tag{3.76}
\]

where

\[
\Theta^j = (1 - \frac{j}{n}) \sum_{s=1}^j \Theta^s_s - \frac{j}{n} \sum_{s=j+1}^n \Theta^s_s; \quad j = 1, \ldots, n - 1,
\]

\[
\Theta^n = \frac{1}{n} \sum_{s=1}^n \Theta^s_s = -i \frac{\delta D(a)}{n \ D(a)}. \tag{3.77}
\]
Hence (cf. (3.21)),
\[ \Omega^q_{\text{ex}} = \Omega_q(a, M_p) - \frac{i}{n} \delta P \frac{\delta D(a)}{D(a)}. \quad (3.78) \]

As the 2-form \( \rho(M) \) is only restricted by (2.86), and \( \theta(M) \) does not change upon extension (this is easy to check using \( M^{-1} \delta M \to M^{-1} \delta M + \frac{2\pi i}{kn} \delta P \)), we can assume that \( \rho^\text{ex} = \rho \), and shall look for a closed, Weyl invariant 2-form \( \omega^\text{ex}_q(p) \) such that the extended version of (3.7),
\[ \Omega^\text{ex} = \Omega^\text{ex}_q - k \frac{\rho}{4\pi} - \omega^\text{ex}_q(p), \quad (3.79) \]

reduces to \( \Omega(a, M_p) \) for \( D(a) \approx D_q(p) \) and \( P \approx 0 \). More specifically, we shall demand that
\[ \Omega^\text{ex} = \Omega(a, M_p) - i \delta P \delta \chi, \quad \chi := \frac{1}{n} \log \frac{D(a)}{D_q(p)}. \quad (3.80) \]

Taking into account the definition of \( D_q(p) \) (3.67) and (3.78), this means that
\[ \omega^\text{ex}_q(p) - \omega_q(p) = \frac{i}{n} \frac{\delta D_q(p)}{D_q(p)} \delta P = \frac{i}{n} \sum_{j<\ell} \frac{\delta [p_{j\ell}]}{[p_{j\ell}]} \delta P = \frac{i}{kn} \sum_{j<\ell} \cot \left( \frac{\pi}{k} p_{j\ell} \right) \delta p_{j\ell} \delta P. \quad (3.81) \]

The (closed) 2-form \( \omega_q(p) \) is by definition \( P \)-independent while, splitting the terms proportional to \( \delta P \) in the most general expression for \( \omega^\text{ex}_q(p) \), we obtain
\[ \omega^\text{ex}_q(p) := \frac{1}{2} \sum_{j \neq \ell} f_{j\ell}(p) \delta p_j \delta p_{\ell} = \sum_{j<\ell} c_{j\ell}(p) \delta p_{j\ell} \delta P + \sum_{j<\ell<m} d_{j\ell m}(p) \delta p_{j\ell} \delta p_{\ell m}, \quad (3.82) \]

where \( f_{j\ell}(p) = -f_{j\ell}(p) \) and
\[ n \sum_{j<\ell} c_{j\ell}(p) \delta p_{j\ell} = \sum_{j<\ell} f_{j\ell}(p) \delta p_{j\ell}, \quad n d_{j\ell m}(p) = f_{j\ell}(p) + f_{\ell m}(p) - f_{jm}(p). \quad (3.83) \]

To derive (3.83), we have used the identities
\[ np_{\ell} = P + P_{\ell}, \quad P_{\ell} := \sum_s p_{ts}, \]
\[ \sum_{j<\ell} f_{j\ell}(p) \delta p_{j\ell} \delta P = \sum_{j<\ell<m} (f_{j\ell}(p) + f_{\ell m}(p) - f_{jm}(p)) \delta p_{j\ell} \delta p_{\ell m}. \quad (3.84) \]

It follows from (3.81) – (3.83) that the corresponding unextended \( p \)-dependent 2-form is
\[ \omega_q(p) = \frac{1}{n} \sum_{j<\ell<m} (f_{j\ell}(p) + f_{\ell m}(p) - f_{jm}(p)) \delta p_{j\ell} \delta p_{\ell m}. \quad (3.85) \]

Note that the expression (3.85) vanishes for \( n = 2 \) as it should, due to the restrictions on the summation indices.

**Remark 3.4** One could write a more general Weyl invariant second constraint \( \chi \approx 0 \) replacing \( D_q(p) \) (3.67) in the definition of \( \chi \) (3.80) by
\[ \Phi(p) = \prod_{j<\ell} F(p_{j\ell}) \quad \text{for} \quad F(p) = -F(-p). \quad (3.86) \]
(It requires a suitable change in Eq. (3.81) where the logarithmic derivative of $D_q(p)$ has to be replaced by that of $\Phi(p)$.) Assuming that $\Phi(p)$ is proportional to $D_q(p)$ gives rise to a $\omega^\text{ex}_q$ of type (3.82) with

$$f_{j\ell}(p) = i \frac{F'(p_{j\ell})}{F(p_{j\ell})} = \frac{i}{k} \left( \cot \left( \frac{\pi}{k} p_{j\ell} \right) - \beta \left( \frac{\pi}{k} p_{j\ell} \right) \right), \quad j \neq \ell \quad (\beta(p) = -\beta(-p)).$$

(3.87)

This freedom fits the quasi-classical limit of the general solution of the quantum dynamical Yang-Baxter equation found in [111]. Identifying $F(p)$ with the “quantum dimension” $[p]$ is equivalent to making the Ansatz

$$f_{j\ell}(p) = i \left( \frac{\partial V^\ell}{\partial p_j} - \frac{\partial V^j}{\partial p_\ell} \right), \quad V^\ell(p) := \sum_{r<\ell} \log [p_{r\ell}] \quad (\omega^\text{ex}_q(p) = i \delta V^\ell(p) \delta p_\ell).$$

(3.88)

As one can see from (3.111) below, this choice (which amounts to setting $\beta(p) = 0$ in (3.87)) simplifies the expression for the classical dynamical $r$-matrix $r_{12}(p)$.

**Remark 3.5** We observe that Eqs. (3.82), (3.87) define a non-trivial cohomology class of closed meromorphic 2-forms. (The Ansatz (3.88) does not contradict this since the logarithm is not meromorphic. We can still use Eq. (3.88) locally, say inside the positive Weyl alcove, in verifying that the form $\omega^\text{ex}_q(p)$ is closed.) The same remark holds for the change of variables $a \rightarrow a' = D_q(p)^{1/n} a$ (formally relating $D(a') = D_q(p)$ with $D(a) = 1$) which is not a legitimate "gauge transformation" in the class of meromorphic functions.

### 3.3.3 Computing zero modes’ Poisson and Dirac brackets

Our next task is to derive the PB relations among $a_i^\alpha$ and $p_j$ inverting the symplectic form (3.79), (3.75), (3.82) and taking into account the second class constraint (in Dirac’s terminology [44])

$$P \left( = \sum_{j=1}^n p_j \right) \approx 0, \quad \chi \left( = \frac{1}{n} \log \frac{D(a)}{\Phi(p)} \right) \approx 0.$$  

(3.89)

If we regard $P \approx 0$ as a natural constraint, then $\chi \approx 0$ plays the role as associated (Weyl invariant) gauge condition.

We recall (cf. (2.24), (2.25)) that given a symplectic form $\Omega$ and a Hamiltonian vector field $X_f$ obeying the defining relation $\dot{X}_f \Omega = \delta f$, we can compute the PB $\{f,g\}$ by setting $\{f,g\} = X_f g \equiv \dot{X}_f \delta g$. As the dependence of $\Omega^\text{ex} (3.79)$ on $P$ and $\chi$ is split (cf. (3.80)), the corresponding Hamiltonian vector fields are

$$X_\chi = i \frac{\delta}{\delta P}, \quad X_P = -i \frac{\delta}{\delta \chi} \quad \Rightarrow \quad \{\chi, P\} = i.$$  

(3.90)

The PB on $M_q$ is reproduced by the Dirac bracket on $M^\text{ex}_q$:

$$\{f,g\}_D = \{f,g\} + \frac{1}{\{P,\chi\}} \left( \{f,P\}\{\chi,g\} - \{f,\chi\}\{P,g\} \right) \quad \left( \frac{1}{\{P,\chi\}} = i \right).$$  

(3.91)
In fact, the second term in the right-hand side of (3.91) vanishes in most cases of interest since, as we shall verify it by a direct computation below, $\chi$ is central for the zero modes’ Poisson algebra restricted to the hypersurface of the first constraint $P = 0$:

$$\{\chi, a^j \} = 0 = \{\chi, p_{jt} \} .$$  \hspace{1cm} (3.92)

To obtain the PB on $\mathcal{M}_q$, we have to invert the symplectic form $(3.79)$

$$\Omega^\text{ex} = \frac{k}{2\pi} \text{tr} \delta a a^{-1} \delta M_p M_p^{-1} - \omega_0^\text{ex}(p) + \frac{k}{4\pi} \left( \text{tr} \delta a a^{-1} \text{Ad}_{M_p} \delta a a^{-1} - \rho(a^{-1} M_p a) \right) .$$  \hspace{1cm} (3.93)

In order to write it down in a manageable form, we use Eq. (2.94) for $\rho(a^{-1} M_p a)$ noting that $K_M$ (3.46) can be recast as

$$K_M = ((1 + \text{Ad}_M) x + 1 - \text{Ad}_M) ((1 - \text{Ad}_M) x + 1 + \text{Ad}_M)^{-1} ,$$  \hspace{1cm} (3.94)

and introduce the notation

$$\delta p = \sum_{s=1}^n \delta p_s e_s = \frac{k}{2\pi i} \delta M_p M_p^{-1} , \quad \Theta := \sum_{j \neq \ell} \Theta^j_{\ell} e^j_{\ell} ,$$

$$A_{\pm} := 1 \pm A_{M_p} , \quad x^a := \text{Ad}_a x A_{a^{-1}} ,$$

$$K^a := \text{Ad}_a K_{a^{-1} M_p a} A_{a^{-1}} = (A_+ x^a + A_-) (A_- x^a + A_+)^{-1} .$$  \hspace{1cm} (3.95)

(The to derive the last equality in (3.95) from (3.94), we use that $A_{a^{-1} M_p a} = A_{a}^{-1} A_{M_p} A_{a}$.) It is easy to show that the operators $K^a$ and $x^a$ are skew symmetric together with $K_M$ and $x$. We obtain

$$\frac{k}{4\pi} \rho(a^{-1} M_p a) =$$

$$= \frac{k}{8\pi} \text{tr} \left\{ \left[ (\delta M_p M_p^{-1} - A_- (\delta a a^{-1}) \right] K^a \left[ (\delta M_p M_p^{-1} - A_- (\delta a a^{-1})) \right] \right\} =$$

$$= -\frac{k}{8\pi} \left\{ \left( \frac{2\pi}{k} \delta p - A_- \Theta \right) K^a \left( \frac{2\pi}{k} \delta p - A_- \Theta \right) \right\} =$$

$$= -\frac{1}{2} \text{tr} \delta p \pi K^a \delta p + \frac{1}{2} \text{tr} \delta p K^a A_- \Theta - \frac{k}{8\pi} \text{tr} A_- \Theta K^a A_- \Theta ,$$

while the other term in (3.93) containing $\Theta^j_{\ell}$ with $j \neq \ell$ can be rewritten as

$$\text{tr} \delta a a^{-1} \text{Ad}_{M_p} \delta a a^{-1} = (\tilde{q} - q) \sum_{j < \ell} [2 p_{j\ell} \Theta^j_{\ell} \Theta^j_{\ell} ] = -\frac{1}{2} \text{tr} A_- \Theta A_+ \Theta .$$ \hspace{1cm} (3.97)

Summing up the two terms pairing the off-diagonal forms and taking into account that

$$K^a A_- - A_+ = (A_+ x^a + A_-) (A_- x^a + A_+)^{-1} A_- - A_+ =$$

$$= (A_+ x^a + A_-) \left( x^a + \frac{A_+}{A_-} \right)^{-1} - A_+ =$$

$$= \left( A_+ x^a + A_- \left( x^a + \frac{A_+}{A_-} \right) \right) \left( x^a + \frac{A_+}{A_-} \right)^{-1} =$$

$$= \frac{A_+^2 - A_-^2}{A_-} \left( x^a + \frac{A_+}{A_-} \right)^{-1} = -4 \frac{\text{Ad}_{M_p}}{A_-} \left( x^a + \frac{A_+}{A_-} \right)^{-1} ,$$  \hspace{1cm} (3.98)
we obtain
\[
\frac{k}{8\pi} \left( \text{tr} A_+ \Theta K^a A_- \Theta - \text{tr} A_- \Theta A_+ \Theta \right) = \\
= - \frac{k}{2\pi} \text{tr} A_\Theta \frac{A_{dM_\rho}}{A_-} (\sigma^a + \frac{A_+}{A_-})^{-1} \Theta \equiv \frac{1}{2} \text{tr} \Theta \frac{k}{\pi} (\sigma^a + \frac{A_+}{A_-})^{-1} \Theta.
\]

The last equality follows from the fact that \( A \equiv A_{dM_\rho} \) is orthogonal with respect to \( \text{tr} \) (i.e. \( tA = A^{-1} \)), hence \( (1 - A)A = (1 - A^{-1})A = A - 1 \) so that, for \( 1 - A \) is invertible, one has
\[
\text{tr} (1 - A) X \frac{A}{1 - A} Y = \text{tr} X \frac{A - 1}{1 - A} Y = - \text{tr} XY.
\]

Hence, in the basis of vector fields \( \left\{ \delta p_s, V_i^j, V_j^e \right\} \) dual to the 1-forms \( \left\{ \delta p_s, \Theta_i^j, \Theta_j^i \right\} \), respectively (all the indices running from 1 to \( n \), and \( j \neq \ell \)), the Poisson bivector matrix we obtain for \( (3.93) \) has the following block form (in which \( B \) is an \( n \times n \) square matrix and the block \( D^{-1} \) is \( n(n-1) \times n(n-1) \) while \( C \) is an \( n \times n(n-1) \) rectangular matrix, and \( f e_j^\ell := \sum_\ell f_{ij} e_\ell^j \)):
\[
\begin{pmatrix}
B & 0 & \ldots & 0 \\
0 & B & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & B
\end{pmatrix}^{-1} = \\
\begin{pmatrix}
0 & -f & \ldots & 0 \\
-f & B + CD^tC & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & -D^tC & D
\end{pmatrix},
\]
\[
B = -f + \frac{\pi}{k} K^a, \quad C = -\frac{1}{2} K^a A_-, \quad D = \frac{\pi}{k} (\sigma^a + \frac{A_+}{A_-}).
\]

Equivalently, the Poisson bivector is just
\[
\mathcal{P} = \text{tr} \left( V \wedge \frac{\delta}{\delta p} + \frac{1}{2} V \wedge FV \right), \quad V := \sum_{j,\ell} V_{j}^{\ell} e_{\ell}^{j} \equiv \sum_{i} V_{i}^{i} e_{i}^{i} + \sum_{j \neq \ell} V_{j}^{\ell} e_{\ell}^{j},
\]

where the skew symmetric square matrix
\[
F := \begin{pmatrix} B + CD^tC & \ldots & \ldots & \ldots \\
\vdots & \ddots & \llap{\ldots} & \ldots \\
\vdots & \ldots & \ddots & \ldots \\
\ldots & \ldots & \ldots & D
\end{pmatrix}
\]

is the \( n^2 \times n^2 \) block in the lower right corner of \( (3.100) \).

We shall show that, by using repeatedly the equality \( K^a (A_- \sigma^a + A_+) = A_+ \sigma^a + A_- \) following from \( (3.95) \) and the fact that
\[
Ad_{M_\rho} e_j^i = \sum_{r,s} e^{\frac{\pi}{k} p_s} e_r^i e_j^s = \theta^{2 p_d} e_j^i \Rightarrow \\
A_+ e_j^s = \lambda^i A_- e_j^s = 2 e_j^s, \quad A_- e_j^s = \lambda^i A_- e_j^s = 0
\]

(cf. \( (3.63) \)), the action of \( \mathcal{P} \) \( (3.101) \) can be actually simplified. We find that for \( j \neq \ell \),
\[
- \text{tr} e_j^i CDe_{\ell}^j = \frac{\pi}{2k} \text{tr} e_j^i K^a A_-(\sigma^a + \frac{A_+}{A_-}) e_{\ell}^j = \\
= \frac{\pi}{2k} \text{tr} e_j^i (A_+ \sigma^a + A_-) e_{\ell}^j = \frac{\pi}{k} \text{tr} e_j^i \sigma^a e_{\ell}^j,
\]

and, due to the skew symmetry of \( K^a \) and \( \sigma^a \),
\[
\text{tr} e_j^i (B + CD^tC)e_{\ell}^j = \text{tr} e_j^i (-f + \frac{\pi}{k} K^a + \frac{\pi}{4k} (A_+ \sigma^a + A_-)^i A_- K^a) e_{\ell}^j = \\
= -f_{ij} - \frac{\pi}{2k} \text{tr} e_j^i i [K^a (A_- \sigma^a + A_+)] e_{\ell}^j = -f_{ij} + \frac{\pi}{k} \text{tr} e_j^i \sigma^a e_{\ell}^j.
\]
It follows further from (3.103) that
\[
\frac{A_+}{A_-} e_{j}^\ell = 1 + q^{2p_{j\ell}} e_{j}^\ell = e^{-i\frac{\pi}{k} p_{j\ell}} + e^{i\frac{\pi}{k} p_{j\ell}} e_{j}^\ell = i \cot \left( \frac{\pi}{k} p_{j\ell} \right) e_{j}^\ell \quad \text{for} \ j \neq \ell .
\] (3.106)

On the other hand, as \( Ad_a^{-1} C_{12} = Ad_{a_2} C_{12} \), we conclude that
\[
r_{12} a_1 a_2 = (r_1^a C_{12}) a_1 a_2 = (Ad_{a_1} r_1 Ad_{a_1}^{-1} C_{12}) a_1 a_2 = (Ad_{a_1} a_2) r_{12} a_1 a_2 = a_1 a_2 r_{12} .
\] (3.107)
Combining these results and using \( \tilde{V}_j^p \delta a^i_\alpha = i \delta_j^i a^\alpha_\alpha \) (cf. Eq. (3.73)) we finally obtain the PB on \( \mathcal{M}_q^{ex} \):

\[
\{ p_j, p_k \} = 0 , \quad \{ a_j^\alpha, p_k \} = i a_j^\alpha \delta_k^\ell , \quad \{ a_1, a_2 \} = \left( r_{12}(p) - \frac{\pi}{k} r_1^a \right) a_1 a_2 \equiv r_{12}(p) a_1 a_2 - \frac{\pi}{k} a_1 a_2 r_{12} .
\] (3.108)

Here the (standard) constant classical r-matrix (3.51) which corresponds to the operator \( r \) acting as
\[
re_j^i = 0 , \quad re_j^i = e_j^i , \quad i < j , \quad re_j^i = -e_j^i , \quad i > j
\] (cf. (3.50)) has the form
\[
r_{\alpha\beta\gamma\delta} = -\epsilon_{\alpha\beta} \delta_{\gamma\delta} \delta_{\alpha\gamma} , \quad \epsilon_{\alpha\beta} = \begin{cases} 1 , & \alpha > \beta \\ 0 , & \alpha = \beta \\ -1 , & \alpha < \beta 
\end{cases}
\] (3.110)
while the matrix
\[
r_{12}(p) = \sum_{j \neq \ell} \left( f_{j\ell}(p)(e_j^\ell)1(e_\ell^\ell)2 - i \frac{\pi}{k} \cot \left( \frac{\pi}{k} p_{j\ell} \right) (e_j^\ell)(e_\ell^\ell)2 \right) \quad \left( f_{j\ell}(p) = -f_{ij}(p) \right)
\] (3.111)
(where \( f_{j\ell}(p) \) is given in (3.87)), with entries
\[
r(j)^\ell_{j'\ell'} = \begin{cases} f_{j\ell}(p) \delta_{j'\ell} \delta_{\ell'\ell} - i \frac{\pi}{k} \cot \left( \frac{\pi}{k} p_{j\ell} \right) \delta_{j'\ell} \delta_{\ell'\ell} & \text{for} \ j \neq \ell \text{ and} \ j' \neq \ell' \\
0 & \text{for} \ j = \ell \text{ or} \ j' = \ell'
\end{cases}
\] (3.112)
is the classical dynamical r-matrix solving the (modified) classical dynamical YBE
\[
[r_{12}(p), r_{13}(p)] + [r_{12}(p), r_{23}(p)] + [r_{13}(p), r_{23}(p)] + \text{Alt}(dr(p)) = \pi^2 \frac{1}{k^2} [C_{12}, C_{23}] ,
\] (3.113)
\[
\text{Alt}(dr(p)) := -i \sum_{s=1}^{n} \frac{\partial}{\partial p_s} (e_s^* r_{23}(p) - (e_s^*)^2 r_{13}(p) + (e_s^*)^3 r_{12}(p))
\]
(cf. [53]). The difference between (3.113) and the modified classical YBE (3.43) satisfied by \( r_{12} \) is in the term \( \text{Alt}(dr(p)) \) containing derivatives in the dynamical variables \( p_s \). It is easy to see that (3.43) and its dynamical counterpart (3.113) guarantee the Jacobi identity for the PB (3.108).

Comparing (3.112) with (3.54), we see that \( \frac{\pi}{k} \cot \left( \frac{\pi}{k} p_{j\ell} \right) \) substitutes its undeformed \( (k \to 0) \) limit, \( \frac{1}{p_{j\ell}} \); the diagonal term reflects the gauge freedom in choosing \( \omega_0^{ex}(p) \) (3.82), and the determinant condition. On the contrary, the presence of the constant r-matrix term is purely a deformation phenomenon.
In order to prove that the constraint $\chi$ is central on the hypersurface $P = 0$, i.e. that Eqs. (3.92) take place, one first derives

$$\{a^j_\beta, a^n_{\alpha n} \ldots a^1_{\alpha 1}\} = \sum_{\ell \neq j} f_{\ell \epsilon}(p) a^j_\beta a^n_{\alpha n} \ldots a^\ell_{\alpha 1} -$$

$$-i\frac{\pi}{k} \sum_{\ell \neq j} \cot(\frac{\pi}{k} p_{\ell j}) a^\ell_{\beta} a^n_{\alpha n} \ldots a^\ell_{\alpha 1} -$$

$$-i\frac{\pi}{k} \sum_{\ell} \epsilon_{\beta \alpha \ell} a^\ell_{\beta} a^n_{\alpha n} \ldots a^\ell_{\alpha 1} .$$

(3.114)

The second and the third terms in (3.114) vanish when multiplied by $e^{\alpha_n \ldots \alpha_1}$ and summed over repeated indices, due to

$$\sum_{\ell \neq j} \cot(\frac{\pi}{k} p_{\ell j}) a^\ell_{\beta} a^n_{\alpha n} \ldots a^\ell_{\alpha 1} e^{\alpha_n \ldots \alpha_1} =$$

$$= \sum_{\ell \neq j} \cot(\frac{\pi}{k} p_{\ell j}) a^\ell_{\beta} a^n_{\alpha n} A^\alpha_{\ell} = \sum_{\ell \neq j} \cot(\frac{\pi}{k} p_{\ell j}) a^\ell_{\beta} D(a) \delta^\alpha_{\ell} = 0$$

(3.115)

and

$$\sum_{\ell} \epsilon_{\beta \alpha \ell} a^\ell_{\beta} a^n_{\alpha n} \ldots a^\ell_{\alpha 1} e^{\alpha_n \ldots \alpha_1} =$$

$$= \sum_{\ell} \epsilon_{\beta \alpha \ell} a^\ell_{\beta} A^\alpha_{\ell} a^\ell_{\beta} = \epsilon_{\beta \alpha \ell} a^\ell_{\beta} D(a) \delta^\alpha_{\ell} = 0$$

(3.116)

(cf. (3.68) - (3.70)). Hence,

$$\{a^j_\beta, \log D(a)\} = \frac{1}{D(a)} \{a^j_\beta, D(a)\} = \sum_{\ell \neq j} f_{\ell \epsilon}(p) a^j_\beta .$$

(3.117)

On the other hand, the PB (3.108) imply

$$\{D(a), p_{\ell}\} = i D(a) \Rightarrow \{D(a), p_{\ell}\} = 0 \Rightarrow \{\chi, p_{\ell}\} = 0 ,$$

(3.118)

as well as

$$\{a^j_\alpha, U(p)\} = \{a^j_\alpha, p_{\ell}\} \frac{\partial U}{\partial p_{\ell}}(p) = i \frac{\partial U}{\partial p_{\ell}}(p) a^j_\alpha .$$

(3.119)

In particular, the calculation of the PB (3.119) for $U(p) = \log \Phi(p)$, see (3.86), (3.87), gives the same result as (3.117),

$$\{a^j_\alpha, \log \Phi(p)\} = \sum_{i \neq \ell} f_{i \ell}(p) \left( \frac{\partial}{\partial p_{j}}(p_{\ell}) \right) a^j_\alpha = \sum_{\ell \neq j} f_{\ell \epsilon}(p) a^j_\alpha .$$

(3.120)

As $\chi = \frac{1}{n} \log \frac{D(a)}{\Phi(p)}$, it follows from (3.117) and (3.120) that

$$\{\chi, a^j_\alpha\} = 0 \Rightarrow \{\frac{D(a)}{\Phi(p)} , a^j_\alpha\} = 0 .$$

(3.121)

The first of these equations together with the last one in (3.118) confirm the centrality of the constraint $\chi$ for $P = 0$ (3.92).

The passage to the $(n+2)(n-1)$-dimensional (unextended) phase space $\mathcal{M}_q$ is straightforward; using (3.91), we see that of the three PB (3.108) only the second one is changing and, as

$$\{a^j_\alpha, P\} = i a^j_\alpha , \quad \{\chi, p_\ell\} = \frac{1}{n} \{\log D(a), p_\ell\} = \frac{i}{n}$$

(3.122)
it follows that
\[
\{ a^j_{\alpha}, p_{\ell} \}_D = i \left( \delta^j_{\ell} - \frac{1}{n} \right) a^j_{\alpha} \quad \Rightarrow \quad \{ a^j_{\alpha}, p_{\ell m} \}_D = \{ a^j_{\alpha}, p_{\ell m} \} = i (\delta^j_{\ell} - \delta^j_m) a^j_{\alpha}.
\]
(3.123)

On the other hand, \(D(a)\) and \(p_{\ell}\) have a vanishing Dirac bracket:
\[
\{ D(a), p_{\ell} \}_D = \{ D(a), p_{\ell} \} + i \{ D(a), P \} \{ \chi, p_{\ell} \} = i D(a) + i n D(a) \frac{i}{n} = 0.
\]
(3.124)

From now on we shall assume that all the brackets are the Dirac ones, skipping the subscript \(D\).

We now proceed to computing the PB of the monodromy matrix \(M = a^{-1} M_p a\), cf. (3.1), and its Gauss components \(M_{\pm}\).

Remark 3.6 As we shall see, in the quantized theory \(p_{i+1} \) become operators whose eigenvalues label the representations of the current algebra, while the entries of the quantum monodromy matrix \(M\) are functions of the \(U_{q,SL(n)}\) generators which commute with the currents. We should therefore expect, in particular, that in the classical case \(M\) Poisson commutes with \(p_{ij}\) and hence, with the diagonal monodromy \(M_{ij}\). Another implication of this fact would be that the PB of \(M\) with the zero modes, as well as the PB between the matrix elements of \(M\) itself, do not contain the dynamical \(r\)-matrix. All this is confirmed by the results of the explicit calculations carried below.

It follows from (3.123) and (3.63) that
\[
\{ a^j_{\alpha}, p_{\ell+1} \} = i (h_{\ell} a^j_{\alpha})_D \quad \Leftrightarrow \quad \{ \phi_1, a_2 \} = -i \sigma_{12} a_2
\]
(3.125)

(\(\sigma_{12} = h_{\ell} h_{\ell+2}\) is the diagonal part of the polarized Casimir operator \(C_{12}\), see (3.66) and hence,
\[
\{ M_{p1}, a_2 \} = \frac{2\pi}{k} \sigma_{12} M_{p1} a_2 \quad (\{ M_{p1}, M_{p2} \} = 0).
\]
(3.126)

From (3.108) and (3.126) one gets
\[
\{ M_1, a_2 \} = \{ a^{-1}_1 M_{p1} a_1, a_2 \} =
= -a^{-1}_1 \{ a_1, a_2 \} a^{-1}_1 M_{p1} a_1 + a^{-1}_1 \{ M_{p1}, a_2 \} a_1 + a^{-1}_1 M_{p1} \{ a_1, a_2 \} =
= \frac{\pi}{k} a_2 (r_{12} M_1 - M_1 r_{12}) +
+ a^{-1}_1 (M_{p1} r_{12}(p) - r_{12}(p) M_{p1}) + \frac{2\pi}{k} \sigma_{12} M_{p1} a_1 a_2.
\]
(3.127)

The classical dynamical \(r\)-matrix \(r_{12}(p)\) (3.112) obeys the relation
\[
(\mathbb{I} - Ad_{M_{p1}}) r_{12}(p) = -\frac{\pi}{k} (\mathbb{I} + Ad_{M_{p1}}) (C_{12} - \sigma_{12}),
\]
(3.128)
cf. (3.106) (only the off-diagonal part of \(r_{12}(p)\) survives after applying \(\mathbb{I} - Ad_{M_{p1}}\), which can be rewritten as
\[
M_{p1} r_{12}(p) - r_{12}(p) M_{p1} + \frac{2\pi}{k} \sigma_{12} M_{p1} = \frac{\pi}{k} (M_{p1} C_{12} + C_{12} M_{p1}).
\]
(3.129)
(the $n^2 \times n^2$ matrices $M_{p1}$ and $\sigma_{12}$ are diagonal and hence, commute with each other). We have, therefore,

\[
\{M_1, a_2\} = \frac{\pi}{k} a_2(r_{12}M_1 - M_1r_{12}) + \frac{\pi}{k} a_1^{-1}(M_{p1}C_{12} + C_{12}M_{p1}) a_1 a_2 = \\
= \frac{\pi}{k} a_2(r_{12}M_1 - M_1r_{12}) + \frac{\pi}{k} a_1^{-1}(M_{p1}a_1a_2 C_{12} + a_1a_2 C_{12}a_1^{-1}M_{p1}a_1) = \\
= \frac{\pi}{k} a_2(r_{12}M_1 - M_1r_{12}) + \frac{\pi}{k} a_2(M_1C_{12} + C_{12}M_1) = \frac{\pi}{k} a_2(r^{+}_{12}M_1 - M_1r^{-}_{12})
\]

(3.130)

where $r^{\pm}_{12} = r_{12} \pm C_{12}$ are the $r$-matrices satisfying the CYBE (3.45). The matrix elements of the monodromy $M$ Poisson commute with those of the diagonal one $M_p$:

\[
\{M_{p1}, M_2\} = \{M_{p1}, a_2^{-1}M_{p2} a_2\} = \\
= \frac{2\pi}{k} a_2^{-1}(M_{p2} \sigma_{12} M_{p1} - \sigma_{12} M_{p1} M_{p2}) a_2 = 0 \quad (3.131)
\]

(we have used (3.126)). Finally, from (3.130) and (3.131) we obtain the PB of two monodromy matrices $M$:

\[
\{M_1, M_2\} = \{M_1, a_2^{-1}M_{p2} a_2\} = \\
= a_2^{-1}M_{p2}\{M_1, a_2\} - a_2^{-1}\{M_1, a_2\}a_2^{-1}M_{p2} a_2 = \\
= M_2 a_2^{-1}\{M_1, a_2\} - a_2^{-1}\{M_1, a_2\}M_2 = \frac{\pi}{k} [M_2, r^{+}_{12}M_1 - M_1r^{-}_{12}] \equiv \\
\equiv \frac{\pi}{k} (M_1r^{+}_{12} M_2 + M_2 r^{+}_{12}M_1 - M_1M_2 r_{12} - r_{12}M_1M_2). \quad (3.132)
\]

As already mentioned (at the end of Section 2), a basic property of the PB listed above is their Poisson-Lie symmetry [48, 157, 49] with respect to constant right shifts of $a$,

\[
a \rightarrow aT, \quad M \rightarrow T^{-1}MT \quad (T \in G), \quad (3.133)
\]

provided that the PB of the transformation group (are non-trivial and) are given by the Sklyanin bracket (2.116) \(\{T_1, T_2\} = \frac{\pi}{k} [r_{12}, T_1 T_2]\) (assuming that \(\{a_1, T_2\} = 0 = \{M_1, T_2\}\)). It follows from (3.24) that the diagonal monodromy matrix $M_p = aMa^{-1}$ is invariant with respect to (3.133), cf. Remark 3.6. The PL symmetry of the chiral classical WZNW model, leading to quantum group [49] symmetry of the quantized theory, has been first explored in [8, 89].

To derive the PB of the Gauss components $M_{\pm}$ from those of the monodromy matrix $M = M_{+}M^{-1}$ in a systematic way, we can use the fact that, by (2.95) and (2.96),

\[
\frac{1}{2} (K_M + \mathcal{I}) \delta MM^{-1} = \delta M_{+}M_{-}^{-1} \quad (3.134)
\]

and hence, for any (matrix) function $F$ on the phase space,

\[
\{M_{+1}, F_2\} = \frac{1}{2} ((K_{M1} + \mathcal{I}) \{M_1, F_2\}) M_{-1}. \quad (3.135)
\]

The corresponding PB for $M_-$ can be now found from

\[
\{M_{-1}, F_2\} = M_{-1}^{-1} (\{M_{+1}, F_2\} - \{M_1, F_2\} M_{-1}) \quad (3.136)
\]
Combining (3.135) and (3.136) with (3.130) or (3.132) and using (3.46), from which it follows that
\[
\frac{1}{2} (K_{M1} + \mathbb{1}) (r^+_{12} - Ad_M r^-_{12}) = r^+_{12}
\] (3.137)
we get, respectively,
\[
\{ M_{\pm 1}, a_2 \} = \frac{\pi}{k} a_2 r^+_1 M_{\pm 1} , \quad \{ M_{\pm 1}, M_2 \} = \frac{\pi}{k} [M_2, r^+_1] M_{\pm 1} .
\] (3.138)
As \( M \) Poisson commutes with \( p_\ell \), (3.135), (3.136) imply the same for \( M_{\pm} \):
\[
\{ M_{\pm}, p_\ell \} = \{ M, p_\ell \} = 0 .
\] (3.139)
Note that the PB of \( M_{\pm} \) displayed above are simpler than the analogous brackets for \( M \). Applying once more (3.135), we can obtain the PB among the Gauss components themselves. For example,
\[
\{ M_{+1}, M_{+2} \} = \frac{1}{2} ((K_{M1} + \mathbb{1}) \{ M_1, M_{+2} \}) M_{-1} =
\]
\[
= -\frac{\pi}{2k} ((K_{M1} + \mathbb{1}) (r^-_{12} - Ad_M r^-_{12}) ) M_{+2} M_{-1} =
\]
\[
= -\frac{\pi}{2k} ((K_{M1} + \mathbb{1}) (r^+_1 - Ad_M r^-_{12} - 2 C_{12}) ) M_{+2} =
\]
\[
= \frac{\pi}{k} [M_{+1} M_{+2}, r^+_1] = \frac{\pi}{k} [M_{+1} M_{+2}, r_{12}] .
\] (3.140)
To evaluate \( (K_{M1} + \mathbb{1}) C_{12} \) in (3.140), we have used (3.49), from which it follows that
\[
(K_{M1} + \mathbb{1}) C_{12} = Ad_{M_{+1}} (r_1 + \mathbb{1}) Ad_{M_{+1}}^{-1} C_{12} =
\]
\[
= Ad_{M_{+1}} (r_1 + \mathbb{1}) Ad_{M_{+2}} C_{12} = M_{+1} M_{+2} r^+_1 M_{+2}^{-1} M_{+1}^{-1} .
\] (3.141)
Here is the complete list of PB among \( M_{\pm} \):
\[
\{ M_{\pm 1}, M_{\pm 2} \} = \frac{\pi}{k} [M_{\pm 1} M_{\pm 2}, r_{12}] , \quad \{ M_{\pm 1}, M_{\mp 2} \} = \frac{\pi}{k} [M_{\pm 1} M_{\mp 2}, r^+_1] .
\] (3.142)

3.4 PB for the Bloch waves

The requirement that the covariant group valued chiral field \( g(x) \) (3.2) is unimodular implies that the determinants of the zero mode’s matrix \( \{ a^j_\alpha \} \) and of the Bloch waves \( \{ u^j_\alpha (x) \} \) have inverse values (after identifying \( p \) and \( p \), cf. Remark 3.1). We shall denote the determinant of the extended Bloch wave matrix by \( \tilde{D}(x) := \det u(x) \) so that the analog of (3.68) holds,
\[
u^j_1 (x) u^j_2 (x) \cdots u^j_n (x) \varepsilon^{j_1 j_2 \cdots j_n} = \tilde{D}(x) \varepsilon^{A_1 A_2 \cdots A_n} \Rightarrow
\]
\[
\tilde{D}(x) = \frac{1}{n!} \varepsilon^{A_1 A_2 \cdots A_n} u^j_1 (x) u_{j_2}^{A_2} (x) \cdots u_{j_n}^{A_n} (x) \varepsilon^{j_1 j_2 \cdots j_n} .
\] (3.143)
Here again \( \varepsilon^{A_1 A_2 \cdots A_n} = \varepsilon^{A_1 A_2 \cdots A_n} \) is the fully antisymmetric Levi-Civita tensor of rank \( n \), for which
\[
\varepsilon^{A_1 A_2 \cdots A_n} \varepsilon^{B_1 A_2 \cdots A_n} = (n - 1)! \delta_{A_1}^{B_1} .
\] (3.144)
In the extended Bloch waves’ phase space $\tilde{D}(x)$ is necessarily $x$-dependent; indeed, we set, in complete analogy with the zero mode case (3.72),

$$M_p = u(-\pi)^{-1} u(\pi) = \sum_{s=1}^{n} q_{2^p} e_s^s, \quad P := \sum_{s=1}^{n} p_s \neq 0 \implies \det M_p = e^{2\pi i P}$$

and hence, $\tilde{D}(\pi) = \tilde{D}(-\pi) e^{2\pi i P}$ where $\tilde{D}(x)$ is an abelian group valued field. To study its $x$-dependence, we take the derivative in $x$ of both sides of the second equation (3.143). Using the ”classical KZ equation” (3.5) written in terms of $u(x)$, the first equation in (3.143) and (3.144), we obtain

$$\frac{d}{dx} \tilde{D}(x) = -i \frac{1}{k} \sum_{A_1, A_2, \ldots, A_n} \{ j_{B_1} A_1 u_{B_1} A_2 \ldots u_{j_n} A_n +
+ u_{j_1} A_1 j_{B_2} A_2 u_{j_2} A_2 \ldots u_{j_n} A_n + \ldots + u_{j_1} A_1 u_{j_2} A_2 \ldots j_{B_n} A_n \} \varepsilon^{j_1 \ldots j_n} =
= -\frac{i}{k} \sum_{A_1, A_2, \ldots, A_n} \{ j_{B_1} A_1 \tilde{D}(x) \varepsilon^{B_1 A_2 \ldots A_n} + j_{B_2} A_2 \tilde{D}(x) \varepsilon^{A_1 B_2 \ldots A_n} + \ldots +
+ j_{B_n} A_n \tilde{D}(x) \varepsilon^{A_1 A_2 \ldots A_n} \} = -\frac{i}{k} \{ j_{B_1} A_1 \tilde{D}(x) \} \varepsilon^{B_1 A_2 \ldots A_n} + j_{B_2} A_2 \tilde{D}(x) \varepsilon^{A_1 B_2 \ldots A_n} + \ldots +
= -\frac{i}{k} \{ j_{B_1} A_1 \tilde{D}(x) \} \varepsilon^{B_1 A_2 \ldots A_n} + j_{B_2} A_2 \tilde{D}(x) \varepsilon^{A_1 B_2 \ldots A_n} + \ldots + j_{B_n} A_n \tilde{D}(x) \varepsilon^{A_1 A_2 \ldots A_n} \} =
= -\frac{i}{k} \{ \text{tr} j(x) \} \tilde{D}(x) \equiv -\frac{i}{k} J(x) \tilde{D}(x) , \quad J(x) := \text{tr} j(x) .$$

We shall parametrize $\tilde{D}(x)$, setting accordingly

$$\tilde{D}(x) = \tilde{D} e^{-\frac{i}{k} t(x)} , \quad t(x) = J_0 x + i \sum_{r \neq 0} \frac{J_r}{r} e^{-irx} ,$$

so that

$$t'(x) = J(x) = \sum_{r \in \mathbb{Z}} J_r e^{-irx} , \quad J_r = \int_{-\pi}^{\pi} J(x) e^{irx} \frac{dx}{2\pi} ,
$$

$$t(\pi) = t(-\pi) + 2\pi J_0 \implies J_0 = -P .$$

Thus, the extension amounts to adding the modes of $\tilde{D}(x)$ which form a denumerable (countably infinite) set of degrees of freedom. Denoting

$$\tilde{\chi} := \frac{1}{n} \log (\tilde{D} \mathcal{D}_q(p)) ,$$

the reduction from the extended Bloch waves’ phase space to the unextended one (in which $u(x)$ has inverse determinant $\tilde{D}^{-1} = \mathcal{D}_q(p)$ !) is performed, accordingly, by imposing the infinite set of constraints

$$\tilde{\chi} \approx 0 \approx J_r , \quad r \in \mathbb{Z} .$$

Writing $u(x)$ as a multiple of an (unimodular) element $u_0(x) \in SU(n)$,

$$u(x) = u_0(x) \tilde{D}(x)^{\frac{1}{n}}$$

and denoting the corresponding (Lie algebra valued) left invariant 1-forms by

$$U(x) := -iu^{-1}(x) \delta u(x) , \quad U_0(x) := -iu_0^{-1}(x) \delta u_0(x) ,$$
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we obtain from (3.151) and (3.147) the following expressions for $U(x)$ and its derivative $U'(x)$:

$$U(x) = U_0(x) - \frac{i}{n} \frac{\delta \tilde{D}(x)}{\tilde{D}(x)}, \quad \frac{\delta \tilde{D}(x)}{\tilde{D}(x)} = \frac{\delta \tilde{D}}{\tilde{D}} - \frac{i}{k} \delta t(x), \quad U'(x) = U_0'(x) - \frac{1}{nk} \delta J(x).$$

(3.153)

In terms of $U_0(x)$ (3.152), the symplectic form for the Bloch waves $\Omega_B = \Omega + \omega_q$ (3.6) becomes

$$\Omega_B(u_0, \overline{\theta}^2 \phi) = \text{tr} \left( \frac{k}{4\pi} \int_{-\pi}^{\pi} dx U_0'(x) U_0(x) - \frac{1}{2} U_0(-\pi) \delta \phi \right) + \omega_q(p), \quad (3.154)$$

and the extended symplectic form given by

$$\Omega_B^{ex}(u, M_p) = \text{tr} \left( \frac{k}{4\pi} \int_{-\pi}^{\pi} dx U'(x) U(x) - \frac{1}{2} U(-\pi) \delta p \right) + \omega_q^{ex}(p) \quad (3.155)$$

reduces again (as it happens in the zero modes case, cf. (3.80)) to the sum of $\Omega_B$ (3.154) and a part representing the (second class) constraints:

$$\Omega_B^{ex}(u, M_p) = \Omega_B(u_0, \overline{\theta}^2 \phi) - i \delta P \delta \chi + \frac{i}{nk} \sum_{r=1}^{\infty} \frac{\delta j_{-r} \delta j_r}{r} \quad (3.156)$$

Deriving (3.156), we have assumed that $\omega_q^{ex}(p)$ given by (3.82) is related to $\omega_q(p)$ by (3.81) and have used (3.149) and (3.148), the latter implying, in particular,

$$\int_{-\pi}^{\pi} dx \frac{\delta J(x)}{\delta j_0} = - \sum_{r \neq 0} \int_{-\pi}^{\pi} dx e^{-irx} \delta j_r \delta P = -2\pi i \sum_{r \neq 0} (-1)^r \frac{\delta j_r \delta P}{r} = -2\pi \delta t(-\pi) \delta P. \quad (3.157)$$

To find the PB for the Bloch waves $u(x)$, we need to invert the symplectic form (3.155). To this end, we shall introduce loop group (periodic) variables

$$\ell(x) = u(x) e^{-i \frac{\theta}{2} x}, \quad \ell(x + 2\pi) = \ell(x) \quad (3.158)$$

(the exponential factor compensating the non-trivial diagonal monodromy $M_p = \overline{q}^2 \phi$ of $u(x)$), in terms of which the left invariant, matrix valued Bloch waves’ 1-forms are expressed as

$$i U(x) \equiv u^{-1}(x) \delta u(x) = e^{-i \frac{\theta}{2} x} \ell^{-1}(x) \delta \ell(x) e^{i \frac{\theta}{2} x} + i \frac{\delta p}{k} \ell x. \quad (3.159)$$

The mode expansion of the periodic matrix valued 1-forms

$$- ik \ell^{-1}(x) \delta \ell(x) = \sum_{m \in \mathbb{Z}} \Xi_m e^{-imx}, \quad \Xi_m = \sum_{j, \ell=1}^{n} (\Xi_m)^{j,\ell} \ell_j^\ell \quad (3.160)$$

allows to write the extended symplectic form simply as

$$\Omega_B^{ex}(u, M_p) - \omega_q^{ex}(p) = \frac{1}{k} \text{tr} \left\{ \delta(p \Xi_0) + i \sum_{m=1}^{\infty} m \Xi_{-m} \Xi_m \right\} = \frac{1}{k} \sum_{\ell=1}^{n} \delta p_\ell (\Xi_0)^{\ell} + \frac{i}{2k} \sum_{m=-\infty}^{\infty} \sum_{j, \ell=1}^{n} (m + \frac{p_{\ell j}}{k}) (\Xi_{-m})^{\ell}_j (\Xi_m)^{j,\ell}. \quad (3.161)$$
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corresponding Poisson bivector:

\[ \delta \Xi_n = \frac{1}{ik} \sum_m \Xi_{n-m} \Xi_m \quad \Rightarrow \quad \delta \Xi_0 = \frac{1}{ik} \sum_m \Xi_{-m} \Xi_m \]  

(3.162)

and use

\[ [p, e^\ell_j] = p_{j\ell} e^\ell_j, \quad e^{i\delta x} e^\ell_j = e^{i\frac{p_{j\ell}}{k} x} e^\ell_j e^{i\delta x} \]  

(3.163)

as well as the relations

\[ \ell^{-1}(-\pi) \delta \ell(-\pi) - \int_{-\pi}^{\pi} dx \frac{1}{2\pi} (\ell^{-1}(x) \delta \ell(x))' = \int_{-\pi}^{\pi} dx \ell^{-1}(x) \delta \ell(x) = \frac{i}{k} \Xi_0. \]  

(3.164)

The form \( \Omega_P^\ell(u, M_\ell) \) (3.161) can be readily inverted in terms of the vector fields \( \langle V^m \rangle_j \), \( \frac{\delta}{\delta p_\ell} \) dual to the 1-forms \( \langle \Xi_m \rangle_j \), \( \delta p_\ell \), respectively, to obtain the corresponding Poisson bivector:

\[ \mathcal{P} = k \sum_\ell (V^0)^\ell_j \wedge \frac{\delta}{\delta p_\ell} + \frac{k^2}{2} \sum_{j \neq \ell} f_{j\ell}(p) (V^0)^j_j \wedge (V^0)^\ell_j + 
\]  

\[ + \frac{ik}{2} \left( \sum_{m \neq 0} \sum_\ell \frac{1}{m} (V^m)^\ell_j \wedge (V^m)^\ell_j + \sum_\ell \sum_{j \neq \ell} \frac{1}{m + \frac{p_{j\ell}}{k}} (V^m)^j_j \wedge (V^m)^\ell_j \right). \]

(3.165)

From Eq. (3.159) we obtain the contractions with \( \delta u(x) \):

\[ (\hat{V}^m)_j \delta u(x) = \frac{i}{k} u(x) e^\ell_j e^{-i(m + \frac{p_{j\ell}}{k})x}, \quad \frac{\delta}{\delta p_\ell} \delta u(x) = \frac{i}{k} x u(x) e^\ell_j. \]  

(3.166)

This gives (trivially) \( \{p_j, p_\ell\} = 0 \) and

\[ \{u^A_j(x), p_\ell\} = i u^A_j(x) \delta_{j\ell} \quad \Rightarrow \quad \{(M_p)^\ell_j, u^A_j(x)\} = \frac{2\pi}{k} u^A_j(x) (M_p)^\ell_j \delta_{j\ell}. \]  

(3.167)

The PB of two Bloch wave fields, on the other hand, is quadratic,

\[ \{u_1(x_1), u_2(x_2)\} \equiv \mathcal{P}(u(x_1), u(x_2)) = -u_1(x_1)u_2(x_2) \sum_{j \neq \ell} f_{j\ell}(p) (e^\ell_j)_1 (e^\ell_j)_2 + 
\]  

\[ + u_1(x_1)u_2(x_2) \left( \frac{\pi}{k} \varepsilon(x_{12}) \sum_\ell (e^\ell_j)_1 (e^\ell_j)_2 + \frac{1}{ik} \sum_{j \neq \ell} \sum_{m \in \mathbb{Z}} \frac{e^{i(m + \frac{p_{j\ell}}{k})x_{12}}}{m + \frac{p_{j\ell}}{k}} (e^\ell_j)_1 (e^\ell_j)_2 \right) = 
\]  

\[ = \frac{\pi}{k} u_1(x_1)u_2(x_2) \left( \varepsilon(x_{12}) \sum_\ell (e^\ell_j)_1 (e^\ell_j)_2 + \sum_{j \neq \ell} \varepsilon_{j\ell}(x_{12}) (e^\ell_j)_1 (e^\ell_j)_2 \right) - 
\]  

\[ - u_1(x_1)u_2(x_2) r_{12}(p). \]  

(3.168)

Here the classical dynamical \( r \)-matrix \( r_{12}(p) \) coincides with (3.111), and the discontinuous functions \( \varepsilon(x) \) and \( \varepsilon_z(x) \) (it is appropriate to consider them as distributions) are given by the series

\[ \varepsilon(x) := \frac{1}{i\pi} \sum_{m \neq 0} \frac{e^{imx}}{m} + \frac{x}{\pi} = \frac{2}{\pi} \sum_{m=1}^{\infty} \frac{\sin mx}{m} + \frac{x}{\pi}, \]  

(3.169)

\[ \varepsilon_z(x) := \frac{1}{i\pi} \sum_{m} \frac{e^{i(m+z)x}}{m+z} - \frac{1}{m} \quad (z \notin \mathbb{Z}), \]  

(3.170)
respectively. The first one is just a twisted periodic generalization of the sign function \( \text{sgn}(x) \),

\[
\varepsilon(x + 2\pi N) = \varepsilon(x) + 2N \quad (N \in \mathbb{Z}) , \quad \varepsilon(0) = 0 ,
\]

\[
\varepsilon(x) = \text{sgn}(x) \quad \text{for} \quad -2\pi < x < 2\pi ,
\]

and its derivative is twice the \textit{periodic} \( \delta \)-function

\[
\delta_{\text{per}}(x) := \frac{1}{2\pi} \sum_m e^{imx} \equiv \sum_m \delta(x + 2\pi m) .
\]

The properties of the second one, \( \varepsilon_z(x) \) defined by (3.170), follow from the Euler formula\(^8\) for \( \cot(\pi z) \) yielding (for \( x \in \mathbb{R} , \ z \notin \mathbb{Z} \))

\[
\lim_{N \to \infty} \frac{1}{\pi} \sum_{m=-N}^{N} \frac{e^{i(m+z)x}}{m+z} = \cot(\pi z) + i\varepsilon_z(x) , \quad \varepsilon_z(0) = 0 .
\] (3.173)

The derivative of \( \varepsilon_z(x) \) in \( x \) is proportional to a twisted version of the periodic \( \delta \)-function,

\[
\frac{1}{2} \frac{\partial}{\partial x} \varepsilon_z(x) = e^{izx} \delta_{\text{per}}(x) \]

which implies that, for \( -2\pi < x < 2\pi , \ varepsilon_z(x) = \text{sgn}(x) = \varepsilon(x) \). One concludes that for \( -2\pi < x_{12} < 2\pi \) the two terms in (3.168) containing \( \varepsilon(x) \) and \( \varepsilon_z(x) \) combine to produce the sign function times the permutation matrix

\[
P_{12} = \sum_{i,j} e^{i e_j^i}:
\]

\[
\{ u_1(x_1) , u_2(x_2) \} = u_1(x_1)u_2(x_2)(\frac{\pi}{k} \text{sgn}(x_{12})P_{12} - r_{12}(p) )
\]

for \( -2\pi < x_{12} < 2\pi \). (3.175)

By the twisted periodicity of \( u(x) \) and with the help of (3.167), one can reconstruct the PB \( \{ u_1(x_1) , u_2(x_2) \} \) for general \( x_1 \) and \( x_2 \) from the one in which the values of both arguments are restricted to intervals of length \( 2\pi \) (as e.g. in (3.175)). On the other hand, using the twisted periodicity of \( \varepsilon(x) \) (3.171) and the twisted periodicity property

\[
\sum_m e^{i(m+z)(x+2\pi)} \frac{1}{m+z} = e^{2\pi iz} \sum_m e^{i(m+z)x} \quad (\text{for} \ z \notin \mathbb{Z}) ,
\] (3.176)

one can show that the relation

\[
\{ u_1(x_1 + 2\pi) , u_2(x_2) \} = \{(u(x_1)M_p)_{1} , u_2(x_2)\} \]

holds, which provides a consistency check for (3.167) and (3.168).

Proceeding to the Dirac brackets we first note that, as it follows from (3.156), the infinite matrix of PB between the independent constraints

\[
\Phi = \{ P , \bar{\chi} , J_r , r \neq 0 \} \quad (P \equiv -J_0 , \bar{\chi} = \frac{1}{n} \log(\bar{D}D_q(p)))
\] (3.178)

---

\(^8\)See e.g. [182]. An integrated version of (3.173) appeared in [29]; we thank L. Fehér for indicating this reference to us.
consists of $2 \times 2$ non-degenerate (canonical) blocks

$$(\{\Phi_\ell, \Phi_{\ell'}\}) = 
\begin{pmatrix}
0 & \{P, \bar{\chi}\} & \cdots & \cdots & \cdots \\
\{\bar{\chi}, P\} & 0 & \cdots & \cdots & \cdots \\
\cdots & \cdots & 0 & \{J_r, J_{-r}\} & \cdots \\
\cdots & \cdots & \{J_{-r}, J_r\} & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix} . \quad (3.179)$$

Hence, the Dirac bracket of any two phase variables $b(x_1), c(x_2)$ from the Bloch waves sector is

$$\{b(x_1), c(x_2)\}_D = \{b(x_1), c(x_2)\} +$$

$$+ \{P, \bar{\chi}\}^{-1} (\{b(x_1), P\} \{\bar{\chi}, c(x_2)\} - \{b(x_1), \bar{\chi}\} \{P, c(x_2)\}) +$$

$$+ \sum_{r=1}^{\infty} \{J_r, J_{-r}\}^{-1} (\{b(x_1), J_r\} \{J_{-r}, c(x_2)\} - \{b(x_1), J_{-r}\} \{J_r, c(x_2)\})$$

i.e., to compute it we need to find the PB $\{P, \bar{\chi}\}, \{J_r, J_{-r}\}$ as well as those of $b(x_1)$ and $c(x_2)$ with the constraints (3.178).

As it follows directly from (3.156), the Hamiltonian vector field corresponding to $J_r, r \neq 0$ is $X_{J_r} = -iknr \Delta_{J_r}$ and that for $P \equiv -J_0$ is $X_P = -i\delta_{\bar{\chi}, P}$, hence

$$\{J_r, \bar{\chi}\} = i \delta_{r0} (\{P, \bar{\chi}\} = -i) , \quad \{J_r, J_s\} = -iknr \delta_{r+s, 0} \quad (3.181)$$

and

$$\{P, \bar{\chi}\}^{-1} = i , \quad \{J_r, J_{-r}\}^{-1} = \frac{i}{knr} , \quad r = 1, 2, \ldots . \quad (3.182)$$

The PB of $P$ with the basic variables follow immediately from (3.167):

$$\{P, u(x)\} = -i u(x) , \quad \{P, p_\ell\} = 0 . \quad (3.183)$$

The PB of the modes $J_r$ of the abelian current $J(x)$ can be computed, by taking the trace, from those for $j(x) = ik u'(x)u^{-1}(x)$ (cf. (3.5)) which follow, in turn, from those for $u(x)$, (3.175):

$$\{j_1(x_1), u_2(x_2)\} = 2\pi i P_{12} u_2(x_2) \delta_{per}(x_{12}) , \quad \{j_1(x_1), p_\ell\} = 0 . \quad (3.184)$$

(Due to the periodicity of the current, $j(x+2\pi) = j(x)$, the first PB including the periodic $\delta$-function (3.172) is valid for arbitrary real $x_1, x_2$.) Taking the trace in the first space and using $\text{tr}_1 P_{12} = \sum_{i,j} \delta_j^i (e_i^j)_{2} = \mathbb{I}_2$, we obtain

$$\{J(x_1), u(x_2)\} = 2\pi i u(x_2) \delta_{per}(x_{12}) , \quad \{J(x), p_\ell\} = 0 \quad (3.185)$$

or, in terms of modes (3.148),

$$\{J_r, u(x)\} = i e^{irx} u(x) , \quad \{J_r, p_\ell\} = 0 . \quad (3.186)$$

We finally note that the only non-trivial PB of $\bar{\chi}$ (3.149) with the variables in (3.156) is the one with $P$; in particular, $\bar{\chi}$ Poisson commutes with the
differences $p_{jt}$. Eqs. (3.151), (3.147) (implying $\frac{\partial}{\partial \theta} u(x) = \frac{i}{kn} u(x)$) and the equality $p_{t} = \frac{1}{n}(P - \sum_{j=1}^{n} p_{jt})$ give

$$\{\chi, u(x)\} = \{\chi, P\} \frac{ix}{kn} u(x) = -\frac{x}{kn} u(x) , \quad \{\chi, p_{t}\} = \frac{1}{n} \{\chi, P\} = \frac{i}{n} .$$

Hence, the terms that have to be added to $\{u_{1}(x_{1}), u_{2}(x_{2})\}$ to obtain the corresponding Dirac bracket (3.180) are

$$\{P, \bar{\chi}\}^{-1} (\{u_{1}(x_{1}), P\} \{\bar{\chi}, u_{2}(x_{2})\} - \{u_{1}(x_{1}), \bar{\chi}\} \{P, u_{2}(x_{2})\}) =$$

$$= -\frac{x_{12}}{kn} u_{1}(x_{1}) u_{2}(x_{2}) , \quad (3.188)$$

$$\sum_{r=1}^{\infty} \{J_{r}, J_{-r}\}^{-1} (\{u_{1}(x_{1}), J_{r}\} \{J_{-r}, u_{2}(x_{2})\} - \{u_{1}(x_{1}), J_{-r}\} \{J_{r}, u_{2}(x_{2})\}) =$$

$$= \frac{i}{kn} \sum_{r=1}^{\infty} \frac{e^{ir_{x_{12}}x} - e^{-ir_{x_{12}}x}}{r} u_{1}(x_{1}) u_{2}(x_{2}) = -\frac{2}{kn} \sum_{r=1}^{\infty} \frac{\sin r_{x_{12}}x}{r} u_{1}(x_{1}) u_{2}(x_{2}) .$$

Combining (3.175) and (3.188), we obtain, for $-2\pi < x_{12} < 2\pi$

$$\{u_{1}(x_{1}), u_{2}(x_{2})\}_{D} = \{u_{1}(x_{1}), u_{2}(x_{2})\} - \frac{\pi}{nk} u_{1}(x_{1}) u_{2}(x_{2}) \text{sgn}(x_{12}) =$$

$$= u_{1}(x_{1}) u_{2}(x_{2}) \left(\frac{\pi}{k} \text{sgn}(x_{12}) C_{12} - r_{12}(p)\right)$$

(3.189)

where $C_{12} = P_{12} - \frac{1}{n} I_{12}$, see (3.66) and we have made use of the expansion (3.169) for the twisted periodic $\varepsilon(x)$ as well of (3.171). The Dirac bracket of $u_{j}^{A}(x)$ with $p_{t}$ is

$$\{u_{j}^{A}(x), p_{t}\}_{D} = \{u_{j}^{A}(x), p_{t}\} + i \{u_{j}^{A}(x), P\} \{\bar{\chi}, p_{t}\} = i u_{j}^{A}(x) (\delta_{jt} - \frac{1}{n}) \quad (3.190)$$

implying

$$\{u_{j}^{A}(x), p_{t+1}\}_{D} = i (u(x) h_{t})_{j}^{A} , \quad \{u_{1}(x), M_{\rho2}\}_{D} = -\frac{2\pi}{k} u_{1}(x) M_{\rho2} \sigma_{12} .$$

(3.191)

Due to the twisted periodicity of $u(x)$, (3.189) and (3.191) allow to calculate $\{u_{1}(x_{1}), u_{2}(x_{2})\}_{D}$ for arbitrary values of $x_{1}$ and $x_{2}$.

The Dirac PB involving the $su(n)$ current $j(x)$ can be obtained either directly from (3.189) and (3.5) or by applying the Dirac reduction to (3.184). One gets

$$\{j_{1}(x_{1}), u_{2}(x_{2})\}_{D} = 2\pi i C_{12} u_{2}(x_{2}) \delta_{\text{per}}(x_{12}) \quad \Leftrightarrow$$

$$\{j_{a}(x_{1}), u(x_{2})\}_{D} = 2\pi i T_{a} u_{2}(x_{2}) \delta_{\text{per}}(x_{12}) , \quad \text{or} \quad (3.192)$$

$$\{j_{m}^{a}, u(x)\}_{D} = i t^{a} u(x) e^{imx}$$

for $j(x) = j^{a}(x) T_{a} \left(\equiv j_{a}(x) t^{a}\right) = \sum_{m} j_{m}^{a} T_{a} e^{-imx}$

and further (from now on we shall skip the subscript $D$ for the Dirac brackets),

$$\{j_{1}(x_{1}), j_{2}(x_{2})\} = 2\pi i \left[ C_{12}, j_{2}(x_{2}) \right] \delta_{\text{per}}(x_{12}) + 2\pi k C_{12} \delta_{\text{per}}'(x_{12}) \quad \Leftrightarrow$$

$$\{j_{a}(x_{1}), j_{b}(x_{2})\} = 2\pi \delta_{ab}^{c} j_{c}(x_{2}) \delta_{\text{per}}(x_{12}) + 2\pi k \eta_{ab} \delta_{\text{per}}'(x_{12}) , \quad \text{or} \quad$$

$$\{j_{m}^{a}, j_{n}^{b}\} = f^{ab}_{c} j_{m+n}^{c} - i k m \eta^{ab} \delta_{m+n,0} \quad \left(\left[t^{a}, t^{b}\right] = i f^{ab}_{c} t^{c}\right) . \quad (3.193)$$
Eq. (3.193) is the classical (PB) counterpart of the defining relations of the affine (current) algebra \( \hat{\mathcal{G}} \) at level \( k \) while (3.192), whose form could be actually anticipated from the fact that \( j(x) \) is the Noether current generating left translations, shows that \( u(x) \) is a primary field corresponding to the fundamental representation of \( \mathcal{G} = su(n) \).

The PB of the chiral component of the Sugawara stress energy tensor (2.55),

\[
T(x) = \frac{1}{2k} \text{tr} j^2(x) = \frac{1}{2k} \eta^{ab} j_a(x) j_b(x)
\]

are easy to compute from those of the current (3.193). Making use of the total antisymmetry of the structure constants \( f_{abc} \), we obtain

\[
\{ j_a(x_1), \text{tr} j^2(x_2) \} = \eta^{bc} \{ j_a(x_1), j_b(x_2) j_c(x_2) \} = 4\pi k j_a(x_2) \delta'_{\text{per}}(x_{12}), \quad \text{or}
\]

\[
\{ J_m^a, \eta_{bc} \sum_{\ell} j_{-\ell} j_{n+\ell}^c \} = -2 i k m j_m^a \tag{3.194}
\]

and hence,

\[
\{ j(x_1), T(x_2) \} = 2\pi j(x_2) \delta_{\text{per}}'(x_{12}) \tag{3.195}
\]

On the other hand, the current-field PB (3.192), together with (3.5), imply

\[
\{ T(x_1), u(x_2) \} = \frac{2\pi i}{k} j(x_1) u(x_2) \delta_{\text{per}}'(x_{12}) = -2\pi u'(x_2) \delta_{\text{per}}'(x_{12}). \tag{3.196}
\]

Introducing the mode expansion \( T(x) = \sum_m L_m e^{-i m x} \), one derives from Eqs. (3.195) and (3.196), respectively, the following PB characterizing the chiral stress energy tensor modes as generators of local diffeomorphisms:

\[
\{ j(x), L_n \} = \frac{d}{dx} \left( j(x) e^{i m x} \right) \quad \Leftrightarrow \quad \{ J_m^a, L_n \} = -i m J_{m+n}^a,
\]

\[
\{ u(x), L_n \} = e^{i m x} \frac{d u(x)}{d x} \tag{3.197}
\]

Eq. (3.195) also implies

\[
\{ T(x_1), T(x_2) \} = \frac{2\pi}{k} \text{tr} (j(x_1) j(x_2)) \delta_{\text{per}}'(x_{12}). \tag{3.198}
\]

Clearly, Eqs. (3.5) and (3.190) imply that the current \( j(x) \) (and hence, the stress energy tensor \( T(x) \)) commute with \( p_{\ell} \), i.e.

\[
\{ j_m^a, p_{\ell} \} = 0, \quad \{ L_m, p_{\ell} \} = 0 \tag{3.199}
\]

We shall finalize this section by showing how the basic properties of a classical dynamical \( r \)-matrix (see [53]) arise as consistency conditions for the Poisson structure of the Bloch waves, i.e. how the mere existence of (3.189) and (3.191) restricts \( r_{12}(p) \). The most important among them, that \( r_{12}(p) \) solves the classical dynamical Yang-Baxter equation (3.113), follows from the Jacobi identity for the PB (3.189). Indeed, performing the calculation, one gets the triple tensor product \( u_1(x_1) u_2(x_2) u_3(x_3) \) multiplied from the right by an expression containing three different kinds of commutators, of \( C-C, C-r, \) and \( r-r \) type, respectively. The first group of terms produces the right-hand side of (3.113), \( \frac{1}{k} [C_{12}, C_{23}] \). To see this, one uses (3.34) and the following quadratic identity satisfied by the sign function, invariant with respect to point permutations:

\[
\text{sgn} (x_{13}) \text{sgn} (x_{32}) + \text{sgn} (x_{21}) \text{sgn} (x_{13}) + \text{sgn} (x_{32}) \text{sgn} (x_{21}) = -1. \tag{3.200}
\]
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The second group containing mixed commutators is actually zero, due to the invariance of $C_{12}$ with respect to the $adG$ action (3.33) implying, for example, $[r_{13}(p) + r_{23}(p), C_{12}] = 0$. The third group (of $r$-$r$ terms) multiplying $u_1(x_1) u_2(x_2) u_3(x_3)$ gives rise to the left hand side of the modified classical dynamical YBE (3.113).

The skew-symmetry of (3.189) implies "unitarity", $r_{12}(p) + r_{21}(p) = 0$. Finally, Eqs. (3.190) or (3.191) and the Jacobi identity involving $u_1(x_1), u_2(x_2)$ and $p_\ell$ (or $p_{\ell+1}$, respectively) impose the zero weight condition on $r_{12}(p)$,

$$
[[e_\ell^1_1 + (e_\ell^1_2, r_{12}(p)) = 0, \quad \ell = 1, \ldots, n
$$

$$
\Rightarrow [h_{\ell 1} + h_{\ell 2}, r_{12}(p) = 0, \quad \ell = 1, \ldots, n - 1. \quad (3.201)
$$

One can explicitly check that $r_{12}(p)$ given by (3.111), (3.112) indeed satisfies all the three conditions specified above. Note that our classical dynamical YBE (3.113) is written in a form that keeps track (in the term $\text{Alt}(dr(p))$) of the extension of the phase space. Also, $r_{12}(p)$ (3.111) only depends on the differences $p_\ell$ (cf. (3.87)), but its diagonal part does not belong to $su(n) \wedge su(n)$.

The first expression for the dynamical $r$-matrix appeared already in the early studies of the chiral WZNW model [17] (see also [19] for further generalization in a direction different from ours). Classification theorems for classical dynamical $r$-matrices in various cases (for Kac-Moody algebras, simple Lie algebras etc. as well such with a spectral parameter) can be found in [53].

### 3.5 PB for the chiral field $g(x)$. Recovering the 2D field

We have described so far (in full details, for $G = SU(n)$) the two basic canonical versions of the chiral WZNW model, the first one described in terms of the Bloch wave field $u(x)$ with diagonal monodromy matrix $M_p$, whose quadratic PB (3.189) involve the classical dynamical $r$-matrix $r_{12}(p)$ and the second, in terms of chiral field $g(x)$ with general ($G$-valued) monodromy matrix $M$. These two pictures are intertwined by the zero modes $a$ obeying (3.4).

#### 3.5.1 The Poisson brackets of the chiral field $g(x)$

We shall now use the PB for the zero modes $a^j_\alpha$ and the Bloch waves $u(x)^A_j$ to find the PB for the chiral field $g(x)^A_j$ (3.2). As explained in Section 3.1, the two constituents of $g(x)^A_j$ can be treated as independent (and therefore, Poisson commuting), only at the end we should identify the variables $p$ (for the Bloch waves) and $p_\ell$ (for the zero modes) and hence, the corresponding diagonal monodromies. This prescription is equivalent to introducing an additional set of first class constraints:

$$
C_p := p - p \approx 0 \quad \Rightarrow \quad M_p \left( = u(x)^{-1} u(x + 2\pi) \right) \approx M_p. \quad (3.202)
$$
So the PB of the covariant group valued field \( g(x) = u(x) a \) are obtained by combining (3.139) and (3.108):

\[
\{ g_1(x_1), g_2(x_2) \} = \{ (u_1(x_1), u_2(x_2)) a_1 a_2 + u_1(x_1) u_2(x_2) \{ a_1, a_2 \} \} \big|_{c_{p \approx 0}} = \\
u_1(x_1) u_2(x_2) \left( \frac{\pi}{k} C_{12} \text{sgn}(x_{12}) - r_{12}(p) \right) a_1 a_2 + r_{12}(p) a_1 a_2 - \frac{\pi}{k} a_1 a_2 r_{12} = \\
= -\frac{\pi}{k} g_1(x_1) g_2(x_2) \left( C_{12} \text{sgn}(x_{12}) - r_{12} \right) \equiv \\
\equiv -\frac{\pi}{k} g_1(x_1) g_2(x_2) \left( r_{12}^+ \theta(x_{12}) + r_{12}^- \theta(x_{21}) \right), \quad -2\pi < x_{12} < 2\pi
\]

where \( r_{12} \) is given by (3.110) and \( \theta(x) \) is the Heaviside step function,

\[
\theta(x) = \begin{cases} 0, & x \leq 0 \\ 1, & x > 0 \end{cases}, \quad \theta(x) - \theta(-x) = \text{sgn}(x). \tag{3.204}
\]

Identifying the monodromy matrix \( M \) with that of the zero modes, one trivially obtains, from (3.130) and (3.138)

\[
\{ M_1, g_2(x) \} = \frac{\pi}{k} g_2(x) (r_{12}^+ M_1 - M_1 r_{12}) \quad \{ M_{\pm 1}, g_2(x) \} = \frac{\pi}{k} g_2(x) r_{12}^\pm M_{\pm 1}. \tag{3.205}
\]

The compatibility of the PB (3.203) and (3.205) can be easily checked, e.g.

\[
\{ g_1(x_1), g_2(x_2) \} = -\frac{\pi}{k} g_1(x_1) g_2(x_2) r_{12}^+ \quad \text{for} \quad 2\pi < x_{12} < 0 \implies \\
\{ g_1(x_1 + 2\pi), g_2(x_2) \} = \{ g_1(x_1), g_2(x_2) \} M_1 + g_1(x_1) \{ M_1, g_2(x_2) \} = \\
= -\frac{\pi}{k} g_1(x_1) g_2(x_2) r_{12}^+ M_1 + \frac{\pi}{k} g_1(x_1) g_2(x_2) (r_{12}^+ M_1 - M_1 r_{12}) = \\
= -\frac{\pi}{k} g_1(x_1 + 2\pi) g_2(x_2) r_{12}^- \quad \text{for} \quad g_1(x_1 + 2\pi) = g_1(x_1) M_1. \tag{3.206}
\]

The current and hence, the stress energy tensor, Poisson commute with the zero modes, so that their PB with the chiral field \( g(x) \) are analogous to those given in (3.192) and (3.197), respectively. We have, in particular,

\[
\{ j_m, g(x) \} = i t^a g(x) e^{imx}, \quad \{ g(x), L_n \} = e^{imx} \frac{dg}{dx}(x). \tag{3.207}
\]

### 3.5.2 Symmetries of the chiral PB

A guiding principle in quantization is to retain the invariance of the classical system replacing, if needed, the classical notions of symmetry by appropriate quantum analogs. The set of chiral PB is preserved by the following transformations (the first two of them are inherited from the corresponding properties of the Bloch waves, while the third is shared with the zero modes):

1. **\( G \)-valued periodic left shifts**

\[
g(x) \to h(x) g(x), \quad h(x) \in G, \quad h(x + 2\pi) = h(x) \tag{3.208}
\]

are generated by the chiral current \( j(x) \) (cf. Section 2.4). This transformation does not affect the zero modes; accordingly, the PB of \( j(x) \) with the left chiral field \( g(x) \) is the same as its bracket with the Bloch wave, (3.192):

\[
\{ j_1(x_1), g_2(x_2) \} = 2\pi i C_{12} g_2(x_2) \delta_{pep}(x_{12}). \tag{3.209}
\]

To prove that the PB (3.209) is also invariant with respect to (3.208) (the current itself transforming as \( j(x) \to h(x) j(x) h(x)^{-1} \)), we use the fact that
the tensor product $h_1(x_1)h_2(x_2)$ commutes with $C_{12}$ when multiplied with the periodic delta function.

(2) Chiral conformal symmetry with respect to smooth monotonic coordinate transformations of the type

$$x \to f(x), \quad f'(x) > 0 \quad (f(\pm \pi) = \pm \pi, \quad -\pi < x < \pi).$$  \hspace{1cm} (3.210)

Checking the invariance of Eq. (3.203) with respect to (3.210), one uses the following obvious property of the step function under such mappings:

$$\theta(f(x_1) - f(x_2)) = \theta(x_{12}).$$  \hspace{1cm} (3.211)

Alternatively, using (3.207), one can validate the infinitesimal conformal invariance of (3.203) generated by the modes $L_n$ of the stress energy tensor.

The invariance of (3.193) and (3.209) is equivalent to the following easily verifiable relations:

$$\{\{j^a_m, L_r\}, j^b_n\} + \{\{j^a_m, L_n\}, g(x)\} = i t^a \{g(x), L_n\} e^{i m x}.$$  \hspace{1cm} (3.212)

This is the classical prerequisite of the invariance of the quantized chiral model with respect to infinitesimal diffeomorphisms (implemented by the Virasoro algebra).

(3) Poisson-Lie symmetry with respect to constant right shifts of the chiral field $g(x)$. The left sector PB are invariant with respect to the transformations

$$g_L(x) \to g_L(x) T_L, \quad M_L \to T_L^{-1} M_L T_L \quad (T_L \in G),$$  \hspace{1cm} (3.213)

provided that

$$\{g_{L1}, T_{L2}\} = 0, \quad \{T_{L1}, T_{L2}\} = \frac{\pi}{k} [r_{12}, T_{L1} T_{L2}],$$  \hspace{1cm} (3.214)

cf. (2.116). It was proposed already in the early papers on the subject [137, 55, 8, 89] that the PL symmetry is to be replaced, in the quantized chiral WZNW theory, by quantum group invariance of the corresponding exchange relations.

### 3.5.3 The classical right movers’ sector; the ”bar” variables

As already noted in Section 2.3, transferring the PB structure from the left to the right movers’ sector (written in terms of chiral fields $g_L$ and $g_R$ such that $g(x^+, x^-) = g_L(x^+) g_R^{-1}(x^-)$, cf. (1.11) amounts to a mere change of sign, see (2.73), (2.74) and (2.87), (2.85). The extreme simplicity of this ”rule of thumb” makes it quite suitable for practical applications concerning the classical model. This will be exemplified in the following Section 3.5.4 where the locality and monodromy invariance of the 2D field will be examined.

It is easy to foresee, however, that the pair of chiral variables $g_L, g_R$ will not be convenient in the quantum case when the interpretation of the matrix inverse would lead to considerable difficulties. In addition, being formally equivalent to replacing the level $k$ by its opposite $-k$, the thumb rule forces us to use $q^{-1}$ rather than $q$ [3.14] as a classical deformation parameter for
the right sector, and this fact will persist in the quantum case as well. Both problems are trivially overcome by just setting

\[ \bar{g}(\bar{x}) = g_R^{-1}(\bar{x}) , \quad \bar{g}(\bar{x} + 2\pi) = M \bar{g}(\bar{x}) \quad (M = M_R^{-1}) , \quad \bar{g}(\bar{x}) = a \bar{u}(\bar{x}) \]

(3.215)

for \( x = x^+ , \ \bar{x} = x^- \) so that now \( g_R^B(x, \bar{x}) = g_A^A(x, \bar{x}) \). With the "bar" variables the left and the right sector are put on equal footing; we shall also have, eventually, the same deformation parameter \( q \) for both sectors.

As the chiral Poisson brackets provide the basis for the canonical quantization performed in the following Chapter 4, we shall collect below those already obtained for the left sector and also derive the corresponding ones for the right sector in the bar variables by changing the sign in (3.203), (3.189), (3.108) and (3.130) and then substituting (3.215). We thus get

\[
\{ g_1(x_1), g_2(x_2) \} = \frac{\pi}{k} g_1(x_1) g_2(x_2) (C_{12} \text{sgn}(x_{12}) - r_{12}) = \\
= -\frac{\pi}{k} g_1(x_1) g_2(x_2) (r_{12} \theta(x_{12}) + r_{12}^+ \theta(x_{21})) , \quad -2\pi < x_{12} < 2\pi , \\
\{ \bar{g}_1(\bar{x}_1), \bar{g}_2(\bar{x}_2) \} = \frac{\pi}{k} (r_{12} - C_{12} \text{sgn}(\bar{x}_{12})) \bar{g}_1(\bar{x}_1) \bar{g}_2(\bar{x}_2) = \\
= \frac{\pi}{k} (r_{12}^- \theta(\bar{x}_{12}) + r_{12}^\pm \theta(\bar{x}_{21})) \bar{g}_1(\bar{x}_1) \bar{g}_2(\bar{x}_2) , \quad -2\pi < \bar{x}_{12} < 2\pi ; \quad (3.216)
\]

\[
\{ u_1(x_1), u_2(x_2) \} = u_1(x_1) u_2(x_2) (\frac{\pi}{k} C_{12} \text{sgn}(x_{12}) - r_{12}(p)) = \\
= -u_1(x_1) u_2(x_2) (r_{12}(p) \theta(x_{12}) + r_{12}^+(p) \theta(x_{21})) , \quad -2\pi < x_{12} < 2\pi , \\
\{ \bar{u}_1(\bar{x}_1), \bar{u}_2(\bar{x}_2) \} = (\bar{r}_{12}(p) - \frac{\pi}{k} C_{12} \text{sgn}(\bar{x}_{12})) \bar{u}_1(\bar{x}_1) \bar{u}_2(\bar{x}_2) = \\
= (\bar{r}_{12}(p) \theta(\bar{x}_{12}) + \bar{r}_{12}^+(p) \theta(\bar{x}_{21})) \bar{u}_1(\bar{x}_1) \bar{u}_2(\bar{x}_2) , \quad -2\pi < \bar{x}_{12} < 2\pi \quad (3.217)
\]

(for \( r_{12}^\pm = r_{12} \pm C_{12} , \ r_{12}^+(p) = r_{12}(p) \pm \frac{\pi}{k} C_{12} \) and \( \bar{r}_{12}^+(p) = \bar{r}_{12}(\bar{p}) \pm \frac{\pi}{k} C_{12} \) with \( \bar{p} = p_R \), as well as

\[
\{ a_1, a_2 \} = r_{12}(p) a_1 a_2 - \frac{\pi}{k} a_1 a_2 r_{12} = r_{12}(p) a_1 a_2 - \frac{\pi}{k} a_1 a_2 r_{12}^\pm , \\
\{ \bar{a}_1, \bar{a}_2 \} = \frac{\pi}{k} r_{12} \bar{a}_1 \bar{a}_2 - \bar{a}_1 \bar{a}_2 \bar{r}_{12}(\bar{p}) = \frac{\pi}{k} r_{12}^\pm \bar{a}_1 \bar{a}_2 - \bar{a}_1 \bar{a}_2 \bar{r}_{12}^\pm (\bar{p}) \quad (3.218)
\]

for \( \bar{a} = a_R^{-1} \). The PB involving \( \bar{p} \) follow from (3.190) and (3.123), so we have

\[
\{ u_j^A(x), p_\ell \} = i (\delta_\ell - \frac{1}{n}) u_j^A(x) , \quad \{ a_j^A, p_\ell \} = i (\delta_\ell - \frac{1}{n}) a_j^A , \\
\{ \bar{u}_j^A(\bar{x}), \bar{p}_\ell \} = i (\delta_\ell - \frac{1}{n}) \bar{u}_j^A(\bar{x}) , \quad \{ \bar{a}_j^A, \bar{p}_\ell \} = i (\delta_\ell - \frac{1}{n}) \bar{a}_j^A . \quad (3.219)
\]

The PB of the general monodromy matrices (recall that \( M = M_R^{-1} \))(3.215) are

\[
\{ M_1, g_2(x) \} = \frac{\pi}{k} g_2(x) (r_{12}^+ M_1 - M_1 r_{12}^-) , \\
\{ M_1, \bar{g}_2(\bar{x}) \} = \frac{\pi}{k} (r_{12}^- M_1 - M_1 r_{12}^+) \bar{g}_2(\bar{x}) , \quad (3.220)
\]

\[
\{ M_1, a_2 \} = \frac{\pi}{k} a_2 (r_{12}^+ M_1 - M_1 r_{12}^-) , \quad \{ M_1, \bar{a}_2 \} = \frac{\pi}{k} (r_{12}^- M_1 - M_1 r_{12}^+) \bar{a}_2 ,
\]
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\[
\{ M_1, M_2 \} = \frac{\pi}{k} \left( M_1 r_{12}^+ M_2 + M_2 r_{12}^+ M_1 - M_1 M_2 r_{12} - r_{12} M_1 M_2 \right),
\]
\[
\{ \bar{M}_1, \bar{M}_2 \} = \frac{\pi}{k} \left( M_1 M_2 r_{12} + r_{12} M_1 M_2 - \bar{M}_1 \bar{M}_2 r_{12} - M_2 \bar{M}_1 r_{12} \right). \tag{3.221}
\]

Finally, the PB of the Gauss components of the monodromy matrices (such that \( \bar{M} = \bar{M}_+ \bar{M}^{-1} \) and \( \bar{M} = \bar{M}_- \bar{M}^+ \)) with the chiral fields or zero modes read
\[
\{ M_{\pm 1}, g_2(x) \} = \frac{\pi}{k} g_2(x) r_{12}^\pm M_{\pm 1}, \quad \{ \bar{M}_{\pm 1}, \bar{g}_2(\bar{x}) \} = -\frac{\pi}{k} \bar{M}_{\pm 1} r_{12}^\pm \bar{g}_2(\bar{x}),
\]
\[
\{ M_{\pm 1}, a_2 \} = \frac{\pi}{k} a_2 r_{12}^\pm M_{\pm 1}, \quad \{ \bar{M}_{\pm 1}, \bar{a}_2 \} = -\frac{\pi}{k} \bar{M}_{\pm 1} r_{12}^\pm \bar{a}_2 \tag{3.222}
\]
(cf. (3.205), (3.138)). It is remarkable that the PB of \( \bar{M}_{\pm} \) with themselves are identical to those of \( M_{\pm} \) (3.142):
\[
\{ M_{\pm 1}, M_{\pm 2} \} = \frac{\pi}{k} [M_{\pm 1} M_{\pm 2}, r_{12}], \quad \{ \bar{M}_{\pm 1}, \bar{M}_{\pm 2} \} = \frac{\pi}{k} [\bar{M}_{\pm 1} \bar{M}_{\pm 2}, r_{12}] \tag{3.223}
\]

### 3.5.4 Back to the 2D WZNW model

To complete the ”classical part” of this review, we shall show that expressing the 2D field \( g(x^+, x^-) \) in terms of its chiral components (1.1) is selfconsistent. This is not obvious since we have allowed the left and right monodromy matrices \( M_L, M_R \) to be independent, cf. (2.83), whereas the single-valuedness of \( g(x^0, x^1) \) (strict periodicity in the compact space variable \( x^1 \) or, equivalently, condition (1.3) for \( g(x^+, x^-) \)) requires \( M_L \) and \( M_R \) to be equal, see Eq. (1.2). The latter relation cannot be imposed ”in the strong sense” since the PB of left and right chiral variables differ in sign, but it is perfectly sound as a constraint. Indeed, to obtain the 2D field from its (independent) chiral components, one has to project the phase space \( S_L \times S_R \) on \( \tilde{S} \) (2.71), and this amounts to imposing the (matrix valued) gauge condition
\[
M_L \approx M_R, \tag{3.224}
\]
(cf. (2.87). Now the fact that left and right PB only differ in sign is exactly what is needed for the constraints \( C := M_L - M_R \) to be first class [19]:
\[
\{ C_1, C_2 \} = \{ M_{L1} - M_{R1}, M_{L2} - M_{R2} \} = \{ M_{L1}, M_{L2} \} + \{ M_{R1}, M_{R2} \} \approx 0. \tag{3.225}
\]

The ”observable” field \( g(x^+, x^-) = g_L(x^+) g_R^{-1}(x^-) \) (1.1) has to be gauge invariant. Indeed, using (3.205) and its right sector analog, we obtain
\[
\{ C_1, g_{L2} g_{R2}^{-1} \} = \{ M_{L1}, g_{L2} \} g_{R2}^{-1} + g_{L2} g_{R2}^{-1} \{ M_{R1}, g_{R2} \} g_{R2}^{-1} = \frac{\pi}{k} g_{L2} (r_{12}^+ M_{L1} - M_{L1} r_{12}^+) g_{R2}^{-1} - \frac{\pi}{k} g_{L2} (r_{12}^+ M_{R1} - M_{R1} r_{12}^+) g_{R2}^{-1} = \frac{\pi}{k} g_{L2} (r_{12}^+ C_1 - C_1 r_{12}^-) g_{R2}^{-1} \approx 0. \tag{3.226}
\]

The 2D field is also local (already ”in the strong sense”) since, according to (3.203), for \(-2\pi < x_{12}^+ < 2\pi \) we have
\[
\{ g_1(x_1^+, x_1^-), g_2(x_2^+, x_2^-) \} = \{ g_{L1}(x_1^+), g_{L2}(x_2^+) \} g_{R2}^{-1}(x_2^-) g_{R2}^{-1}(x_2^-) + g_{L1}(x_1^+) g_{L2}(x_2^+) \{ g_{R1}(x_1^-), g_{R2}(x_2^-) \} g_{R1}^{-1}(x_1^-) g_{R2}^{-1}(x_2^-) = \frac{\pi}{k} (\text{sgn}(x_{12}^+) - \text{sgn}(x_{12}^-)) g_{L1}(x_1^+) g_{L2}(x_2^+) C_{12} g_{R1}(x_1^-) g_{R2}^{-1}(x_2^-), \tag{3.227}
\]
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and \( \text{sgn}(x_{12}^-) = \text{sgn}(x_{12}^+) \) for \( x_{12} \) spacelike (i.e., \( x_{12}^+ x_{12}^- > 0 \), see (2.47)).

**Remark 3.7** The reason for Eqs. (3.225) – (3.227) to hold, i.e. the fact that the left and right sector PB only differ in sign, presupposes the equality of the classical constant \( r \)-matrices appearing in both. If we restrict ourselves to chiral fields with diagonal monodromy matrices, cf. Remark 2.4 (and hence, do not introduce zero modes), we should replace (3.224) by the constraint \( M_{pl} \approx M_{pr} \). To ensure the locality of the 2D PB, we should choose in this case equal classical dynamical \( r \)-matrices in the two sectors can be given by different functions of the respective arguments. (This amounts to choosing different \( \beta(p) \) in (3.87); we shall make use of the quantum counterpart of this fact to impose, in Section 4.6.2 below, identical exchange relations for the left and right zero modes of same chirality (i.e., \( r_{12}(p) \) in (3.217) and (3.218) should be the same, as well as \( \tilde{r}_{12}(\tilde{p}) \)). This requirement stems from the decomposition (3.2) of the chiral fields into Bloch waves and zero modes, cf. Remark 3.1.

Assuming that the left and right sector constant \( r \)-matrices coincide, we can also prove that the matrix elements of the 2D field \( g(x^+, x^-) \) Poisson commute with those of \( M_{L \pm}^{-1} M_{R \pm} \), again "in the strong sense". Indeed, using (3.205) and its right sector counterpart, we obtain

\[
\{(M_{L \pm}^{-1})_1 (M_{R \pm})_1 , g_2(x^+, x^-)\} = \\
= -(M_{L \pm}^{-1})_1 \{(M_{L \pm})_1 , g_2(x^+)\} (M_{L \pm}^{-1})_1 (M_{R \pm})_1 g_{R2}^{-1}(x^-) - \\
= -(M_{L \pm}^{-1})_1 g_2(x^+) g_{R2}^{-1}(x^-) \{(M_{R \pm})_1 , g_{R2}(x^-)\} g_{R2}^{-1}(x^-) = \\
= -\frac{\pi}{k} (M_{L \pm}^{-1})_1 g_2(x^+) r_{12}^+ (M_{R \pm})_1 g_{R2}^{-1}(x^-) + \\
\frac{\pi}{k} (M_{L \pm}^{-1})_1 g_2(x^+) r_{12}^- (M_{R \pm})_1 g_{R2}^{-1}(x^-) = 0 . \tag{3.228}
\]

Clearly, the zero mode analog of (3.228) (which we shall write using the inverse product \( (M_{R \pm}^{-1})_1 (M_{L \pm})_1 \)) is also valid, cf. (3.222):

\[
\{(M_{R \pm}^{-1})_1 (M_{L \pm})_1 , Q_2\} = 0 , \quad Q := a_L a_R^{-1} . \tag{3.229}
\]

In the quantized theory, where the factors \( M_{\pm} \) of the monodromy matrix (2.88) (satisfying R-matrix quadratic equations) can be conveniently parametrized in terms of the generators of the Hopf algebra \( U_q(sl(n)) \) (see 57 and Section 4.3 below), the vanishing of the commutators of \( (M_{R \pm}^{-1})_1 (M_{L \pm})_1 \) with \( g(x^+, x^-) \) and \( Q = a_L a_R^{-1} \) implies the "gauge invariance" of the latter with respect to the (inverse) coproduct action of the quantum group. In this sense the quantum group symmetry remains "hidden" in the 2D WZNW theory, see e.g. [90].

## 4 Quantization

**Quantization** of a classical system involves two steps:

(i) a deformation of the algebra of dynamical variables such that the commutator of any two of them, \( f \) and \( g \), is given by a power series in the Planck
constant $\hbar$ with leading term proportional to their PB:

$$[f,g] = i\hbar \{f,g\} + O(\hbar^2) .$$

(ii) **constructing a state space**, i.e. an inner product vector space which carries a positive energy representation of the above quantum algebra.

The first step is rather straightforward for a classical observable algebra of conserved currents (like the chiral currents $j_L(x^+) \equiv j(x^+)$ and $j_R(x^-)$) that span a Lie algebra under Poisson brackets. It is more involved when dealing with group-like objects like $g(x^+, x^-)$, and especially with their gauge dependent chiral components. We shall start with the quantization of the chiral current algebra reviewing, in particular, the change in the level in the Sugawara formula and then proceed to our main task, the $R$-matrix quantization of the group valued chiral fields $g(x)$ and of the zero modes in the case of $G = SU(n)$ and the quantum group symmetry of their exchange relations. The chiral state space will be then constructed as a representation of the chiral fields’ algebra built on a non-degenerate (cyclic) lowest energy vector, the vacuum $|0\rangle$, satisfying $L_0 |0\rangle = 0$. The inner product on such a space is defined by introducing a left (“bra”-) vacuum such that $\langle 0 | L_0 = 0$.

We expect that the reader is familiar with the basic notions of 2D CFT – see e.g. [43, 84].

### 4.1 The chiral conformal current algebra

The quantum counterpart of the classical current PB (3.193) are the standard relations for the affine Kac-Moody (current) algebra $\hat{G}$ at level $k$:

$$[j^a_m, j^b_n] = i f^{ab}_{\ c} j^c_{m+n} + k m \eta^{ab} \delta_{m+n,0} .$$

The Planck constant $\hbar$ is hidden here in a rescaling of the current, $j \to \hbar j$ and of the level, $k \to \hbar k =: \bar{k}$, cf. Remark 4.1 below, so that the right-hand side of (4.2) written in terms of the new variables is proportional to $\hbar$.

As (4.3) implies

$$[j^a_m, L_n] = m j^a_{m+n} \quad \Rightarrow \quad L_0 j^a_m |0\rangle = j^a_m (L_0 - m) |0\rangle ,$$

it follows from the positive energy requirement that

$$j^a_m |0\rangle = 0 \quad \text{for} \quad m \geq 0 .$$

Keeping with tradition in the quantum CFT, we shall introduce at this point the **analytic $z$-picture** using the complex variables

$$z := e^{ix^+} , \quad \bar{z} := e^{-ix^-}$$

---

9Any positive linear functional on a $C^*$-algebra of norm 1 defines a state via the Gelfand-Naimark-Segal construction. For a review and applications of the GNS construction to axiomatic QFT, see [30].
in which a chiral field $\varphi(x)$ of dimension $\Delta$ is substituted by a field $\phi(z)$ such that

$$\varphi(x) = z^\Delta \phi(z). \quad (4.7)$$

Note that in Euclidean space-time (defined as the set of real Wick-rotated points $(ix^0, x^1) \to (x^0, x^1) \in \mathbb{R}^2 \subset \mathbb{C}^2$) the variables $z$ and $\bar{z}$ are complex conjugate,

$$x^0 \to -ix^0 \Rightarrow z \to e^{x^0 + ix^1}, \quad \bar{z} \to e^{x^0 - ix^1} \quad (4.8)$$

and that the infinite future/past limits $x^0 \to \infty$ and $x^0 \to -\infty$ correspond to $|z| \to \infty$ and $|z| \to 0$, respectively.

The counterpart of (4.3) for an arbitrary primary (with respect to the Virasoro algebra) chiral field $\phi$ of dimension $\Delta$ reads

$$[L_n, \phi(z)] = z^n (\frac{d}{dz} + (n + 1) \Delta) \phi(z). \quad (4.9)$$

The deviation of $\Delta$ from its canonical (integer or half integer) value signals a field strength renormalization.

We shall have, as a consequence of energy positivity, analyticity of the vacuum expansion in both $z$ and $\bar{z}$; for example, for a primary chiral field it only involves non-negative integer powers of $z$,

$$\phi(z) \, |0\rangle = \sum_{m=0}^{\infty} \phi_{-m-\Delta} z^m \, |0\rangle. \quad (4.10)$$

Calculating the norm square of (4.10) provides a power series convergent for $|z| < 1$, by the following general argument. Conformal (Möbius) invariance implies

$$L_n \, |0\rangle = 0 = \langle 0 | L_n \quad \text{for } n = 0, \pm 1. \quad (4.11)$$

The notion of $z$-picture conjugate of a complex chiral field $\phi(z)$ of dimension $\Delta$ \[43\] and the 2-point function (determined from (4.9) and (4.11)),

$$\phi(z)^* = \bar{z}^{-2\Delta} \phi^*(\bar{z}^{-1}), \quad \langle 0 | \phi^*(z_1) \phi(z_2) |0\rangle = N_\phi \bar{z}^{-2\Delta}_{12} \quad (4.12)$$

yield the following expression for the norm square of the vector (4.10):

$$\| \phi(z) \, |0\rangle \|^2 = \bar{z}^{-2\Delta} \langle 0 | \phi^*(\bar{z}^{-1}) \phi(z) |0\rangle = N_\phi (1 - |z|^2)^{-2\Delta}. \quad (4.13)$$

For the $z$-picture current (which, abusing notation, we again denote by $j$), Eq.(4.13) takes the form

$$[L_n, j^a(z)] = \frac{d}{dz} (z^{n+1} j^a(z)) \quad (j^a(z) = \sum_m j^a_m z^{-m-1}, \quad \Delta(j) = 1). \quad (4.14)$$

Proceeding to the quantum version of the Sugawara formula, we shall use the following definition (cf. [84]) for an infinite sum of normal products of current modes,

$$\text{tr} \sum_{\ell} j_{-\ell} j_{n+\ell} = \text{tr} \left( \sum_{\ell=1}^{\infty} \sum_{\ell=-n}^{\infty} \right) j_{-\ell} j_{n+\ell} \equiv \eta_{ab} \left( \sum_{\ell=1}^{\infty} \sum_{\ell=-n}^{\infty} \right) j_{-\ell}^a j_{n+\ell}^b \quad (4.15)$$
where \( j_m := j_m^a T_a \). It has the virtue that, applied to a finite energy state, only a finite number of terms survive. We shall prove (comparing the resulting commutator with the mode expansion of \( T(x) \) in the PB relations

\[ (3.195) \]) that the sum \((4.15)\) is proportional to \( L_n \) and will compute the proportionality coefficient:

\[
[j_m^a, \text{tr} \sum_\ell j_\ell j_{n+\ell}] = \eta_{bc} \left( \sum_{\ell=1}^\infty + \sum_{\ell=-n}^\infty \right) [j_m^a, j_\ell j_{n+\ell}] =
\]

\[
= k m j_{m+n}^a \left( \sum_{\ell=1}^\infty (\delta_{m-\ell,0} + \delta_{m+n+\ell,0}) + \sum_{\ell=-n}^\infty (\delta_{m-\ell,0} + \delta_{m+n+\ell,0}) \right) +
\]

\[
i \eta_{bc} f_{ab}^d \left( \sum_{\ell=1}^\infty (j_m^d j_n^c - j_\ell j_{n+\ell}^c) + \sum_{\ell=-n}^\infty (j_m^d j_n^c - j_\ell j_{m+n+\ell}^c) \right) =
\]

\[
= k m j_{m+n}^a \left( \sum_{\ell=1}^\infty \sum_{\ell=-\infty}^\infty \delta_{m\ell} + \sum_{\ell=1}^\infty \sum_{\ell=-\infty}^\infty \delta_{m+n+\ell,0} \right) +
\]

\[
i \eta_{bc} f_{ab}^d \times \left\{ \begin{array}{ll}
0, & m = 0 \\
\left( \sum_{\ell=1}^\infty + \sum_{\ell=-n}^\infty \right) \frac{1}{2} [j_m^d, j_n^c] , & m > 0 \\
\left( \sum_{\ell=1}^\infty + \sum_{\ell=-n}^\infty \right) \frac{1}{2} [j_\ell, j_{m+n+\ell}^c] , & m < 0
\end{array} \right.
\]

\[
= 2 k m j_{m+n}^a + i^2 m f_{ab}^d f_{bc}^e j_m^e j_{m+n}^a = 2 h m j_{m+n}^a , \quad h := k + g^\vee .
\]

(In the last equality we have used \((A.25)\).) As anticipated, only finite sums are involved at the final step of the computation \((4.16)\). The quantum shift of the level \( k \) to the height \( h \) affects the normalization of the WZNW stress energy tensor so that, to comply with the standard commutation relations of the Virasoro algebra (see e.g. \([117, 119]\)),

\[
[L_m, L_n] = (m - n) L_{m+n} + \frac{c}{12} m(m^2 - 1) \delta_{m+n,0} ,
\]

one should set

\[
L_n = \frac{1}{2h} \text{tr} \left( \sum_{\ell=1}^\infty + \sum_{\ell=-n}^\infty \right) j_\ell j_{n+\ell} \quad \Rightarrow \quad c = \frac{k}{h} \dim G
\]

\((4.18)\)

(cf. \([98]\) where one can find a list of the authors who have contributed to deriving the correct result). The Sugawara formula \((4.18)\) and \((4.5)\) imply

\[
L_n \mid 0 \rangle = 0 \quad \text{for} \quad n \geq -1 .
\]

\((4.19)\)

The local diffeomorphisms in \( z \) and \( \bar{z} \) are generated by the mutually commuting modes \( L_n \) and \( \bar{L}_n \) of the left and right component of the stress energy tensor

\[
T(z) = \sum_m \frac{L_m}{z^{m+2}} , \quad \bar{T}(\bar{z}) = \sum_m \frac{\bar{L}_m}{\bar{z}^{m+2}} , \quad [L_m, \bar{L}_n] = 0 .
\]

\((4.20)\)

We shall write the quantum analog of the 2D group valued field \((1.1)\) as

\[
g(z, \bar{z}) = g(z) \bar{g}(\bar{z}) \equiv (g^A_\alpha(z) \bar{g}^\alpha_B(\bar{z})) ,
\]

\((4.21)\)
where $\tilde{g}$ replaces $g_R^{-1}$. Then the current-field PB in (3.207) yields the commutation relation
\[
[j_m^a, g(z, \bar{z})] = -z^m t^a g(z, \bar{z}).
\] (4.22)

Requiring that $g(z, \bar{z})$ also satisfies (4.9) for $n = 0$ and $L_0$ given by (4.18),
\[
L_0 = \frac{1}{\hbar} \text{tr} \left( \frac{1}{2} j_0^2 + \sum_{m=1}^{\infty} j_m j_m \right)
\] (4.23)
is equivalent to imposing the Knizhnik-Zamolodchikov equation [124, 173] in an operator form,
\[
\hbar \frac{\partial}{\partial z} g(z, \bar{z}) = -j(z) g(z, \bar{z}) : = -T_a \left( j_{(+)a}(z) g(z, \bar{z}) + g(z, \bar{z}) j_{(-)a}(z) \right),
\] and fixes the conformal dimension $\Delta$ of $g$ to
\[
\Delta = \frac{C_2(\pi_f)}{2\hbar} = \frac{n^2 - 1}{2nh}.
\] (4.25)

A similar equation involving the right current dictates the same value for $\tilde{\Delta}$. Here $C_2(\pi_f) = n - \frac{1}{n}$ is the value (A.22) of the quadratic Casimir operator (A.21) in the defining $n$-dimensional representation $\pi_f$ of $su(n)$. These two operator KZ equations are the quantum counterparts of the definitions (2.70) of the classical chiral currents.

More generally, if $\phi_{\Lambda}(z)$ is a $\tilde{G}$-primary chiral field transforming under an IR of weight $\Lambda$ of the simple compact Lie algebra $G$, i.e. if
\[
[j_{(-)a}(z), \phi_{\Lambda}(z_2)] = -\pi_\Lambda(t^a) \frac{1}{z_{12}} \phi_{\Lambda}(z_2),
\]
\[
[\phi_{\Lambda}(z_1), j_{(+)}^a(z_2)] = \pi_\Lambda(t^a) \frac{1}{z_{12}} \phi_{\Lambda}(z_1),
\] (4.26)
then $\phi_{\Lambda}(z)$ has conformal dimension
\[
\Delta(\Lambda) = \frac{C_2(\pi_\Lambda)}{2\hbar}
\] (4.27)
and satisfies the KZ equation
\[
\hbar \frac{d}{dz} \phi_{\Lambda}(z) = -\pi_\Lambda(T_a) \left( j_{(+)}^{a}(z) \phi_{\Lambda}(z) + \phi_{\Lambda}(z) j_{(-)}^{a}(z) \right).
\] (4.28)

Here $\pi_\Lambda(T_a)$ and $\pi_\Lambda(t^b)$ are dual bases in the (finite dimensional) representation space of $G$ of highest weight $\Lambda$ and $\frac{1}{z_{12}}$ in (4.26) is understood as the power series $\frac{1}{z_{12}} \sum_{m=0}^{\infty} \left( \frac{z_{21}}{z_{12}} \right)^m$ for $|z_1| > |z_2|$ (therefore it is not strictly antisymmetric but satisfies $\frac{1}{z_{12}} + \frac{1}{z_{21}} = \delta(z_{12})$ [84][118]). The KZ equation (4.28), the operator Ward identity (4.26) and Eq. (4.5) allow to write a system of partial differential equations for the vacuum expectation value
\[
W_N = \langle 0 | \phi_{\Lambda(1)}(z_1) \ldots \phi_{\Lambda(N)}(z_N) | 0 \rangle
\] (4.29)
in its primitive domain of analyticity in which $|z_1| > |z_2| \cdots > |z_N|$: 

$$
\left( \frac{h}{i} \frac{\partial}{\partial z_i} + \sum_{j=1}^{i-1} \frac{C_{ij}(\Lambda^i, \Lambda^j)}{z_{ji}} - \sum_{j=i+1}^{N} \frac{C_{ij}(\Lambda^i, \Lambda^j)}{z_{ij}} \right) W_N = 0 ,
$$

$i = 1, \ldots, N$,

$$
C_{ij}(\Lambda^i, \Lambda^j) := \eta^{ab} \pi_{\Lambda^i}(T_a) \otimes \pi_{\Lambda^j}(T_b). \quad (4.30)
$$

To summarize: the infinite chiral symmetry of the WZNW model, which involves both a local chiral internal symmetry expressed by the current-field commutation relations (CR) (4.26) and (infinitesimal) diffeomorphism invariance of primary fields (4.9), allows to compute the anomalous dimension $\Delta$ (4.25) of the primary field $\phi_\Lambda$ deriving on the way the operator KZ equation (4.28). This is a remarkable non-perturbative result and deserves recalling its main ingredients.

(i) The requirement of infinite chiral invariance at the classical level led to the addition of the multivalued Wess-Zumino term to the classical action $S[g]$ (2.18).

(ii) Demanding the path integral measure involving the factor $e^{iS[g]}$ to be single valued yields the quantization of the coupling constant $k$ (ultimately identified with the affine Kac-Moody level).

(iii) The quantum Sugawara formula (4.18), which gives rise to a (non-perturbative) renormalization of $k$, relates the internal symmetry with the conformal properties. The non-integer anomalous dimension $\Delta$ (4.27) implies, in particular, the presence of a non-trivial monodromy in the chiral theory.

(iv) The non-perturbative character of the outcome is displayed by the fact that the renormalized coupling constant $h$ appears in the denominator of the anomalous dimension $\Delta$.

(v) The operator equation (4.28) along with the Ward identity (4.26) allows to write down the system of partial differential equations (4.30) for the correlation functions. The operator in the left hand side of (4.30) has a nice geometric interpretation as a flat connection (see e.g. [121]). The system admits an explicit solution in terms of a multiple integral representation [124, 47, 185, 40, 167, 75].

4.2 The exchange algebra of the chiral field $g(x)$

The naïve idea of just replacing PB by commutators fits the cases of free or Lie-algebra valued fields but is no longer applicable to group-like quantities which have quadratic PB relations. The simplest example is provided by the Weyl form of the canonical CR involving the groups of unitary operators $e^{i\alpha p}$ and $e^{i\beta x}$,

$$
e^{i\alpha p} e^{i\beta x} = e^{i\alpha p} e^{i\beta x} e^{i\alpha p} . \quad (4.31)
$$

We can recover the PB as a quasi-classical limit of the quantum exchange relations setting

$$
\{e^{i\alpha p}, e^{i\beta x}\} = \lim_{h \to 0} \frac{1}{ih} [e^{i\alpha p}, e^{i\beta x}] = \alpha \beta e^{i\beta x} e^{i\alpha p} . \quad (4.32)
$$

To quantize the classical chiral WZNW PB relations (3.203), we shall look for quadratic exchange relations for $g(x)$ [14, 137, 55, 8, 89], setting in the real ($x$-) picture

$$
g_1(x_1) g_2(x_2) = g_2(x_2) g_1(x_1) R_{12}(x_{12}) , \quad -2\pi < x_{12} < 2\pi \quad (4.33)
$$
where

\[ R_{12}(x) = R_{12}^+ \theta(x) + R_{12}^- \theta(-x) , \quad R_{12}^- = R_{12} , \quad R_{12}^+ = R_{21}^{-1} , \]  

(4.34)

the quantum R-matrix \( R_{12} \) being an invertible matrix satisfying the quantum Yang-Baxter equation (QYBE)

\[ R_{12} R_{13} R_{23} = R_{23} R_{13} R_{12} \]  

(4.35)

and reproducing the classical r-matrix \( r_{12}^- \) in the quasi-classical limit. The relation between \( R^- \) and \( R^+ \) in (4.34) ensures the compatibility between the exchange relations for \( x_1 < x_2 \) and \( x_1 > x_2 \) while the QYBE is a consistency condition for the associativity of triple products of chiral field operators.

The properties of the quantum exchange relations are revealed by studying their quantum group symmetry, the quantum counterpart of the Poisson-Lie structure (discussed in Section 2.4). A key to understanding quantum groups \( \mathfrak{A} \), in particular quantum universal enveloping algebras (QUEA) \( U_q(\mathcal{G}) \) is provided by the notion of coproduct \( \Delta : \mathfrak{A} \rightarrow \mathfrak{A} \otimes \mathfrak{A} \), which teaches us how to "add" quantum numbers passing from a single particle to a many particle system and has a bearing on the quantum statistics. The crucial property which distinguishes the QUEA coproduct from that of the standard undeformed universal enveloping algebra \( U(\mathcal{G}) = U_1(\mathcal{G}) \) is the possibility \( \Delta \) to be non-symmetric, i.e. (using the convenient Sweedler’s notation [171])

\[ \Delta(X) := \sum_{(X)} X_1 \otimes X_2 \neq \sum_{(X)} X_2 \otimes X_1 =: \Delta'(X) . \]  

(4.36)

The breaking of cocommutativity, i.e. of the symmetry of the coproduct, implies that quantum mechanical multiparticle wave functions (or correlation functions, in QFT) cannot transform covariantly under the group of permutations. The exchange symmetry that replaces it should commute with the coproduct \( \Delta(X) \). One can construct such a substitute of permutation for almost cocommutative Hopf algebras (see Appendix B where this and related notions are recalled and illustrated on examples) for which a special element \( R \in \mathfrak{A} \otimes \mathfrak{A} \), called the universal R-matrix, exists that intertwines between the coproduct \( \Delta(X) \) and its opposite \( \Delta'(X) \):

\[ R \Delta(X) = \Delta'(X) R . \]  

(4.37)

This notion will be applicable to the above exchange relations if the matrix \( R = R_{12} \) in (4.34) can be obtained from \( R \) when applied to the tensor square of the defining representation of \( U_q(\mathcal{G}) \). The object of main interest for us is the braid operator that combines \( R \) with the permutation operator \( P = P_{12} \) so that it commutes with the coproduct

\[ \hat{R} := PR , \quad \Delta'(X) = P \Delta(X) P \quad \Rightarrow \quad \Delta(X) \hat{R} = \hat{R} \Delta(X) \]  

(4.38)

and satisfies the braid group relations (for \( \hat{R}_i := \hat{R}_{i,i+1} \))

\[ \hat{R}_i \hat{R}_{i+1} \hat{R}_i = \hat{R}_{i+1} \hat{R}_i \hat{R}_{i+1} , \quad \hat{R}_i \hat{R}_j = \hat{R}_j \hat{R}_i \quad \text{for} \quad |i - j| > 1 , \]  

(4.39)

the first of which follows from the Yang-Baxter equality (4.35) for \( R_{ij} \).
The analytic (\(z\)) picture exchange relations are then expressed in terms of the corresponding matrix \(\hat{R}\):

\[
g^A_{\alpha}(z_1) g^B_{\beta}(z_2) = g^B_{\beta}(z_2) g^A_{\alpha}(z_1) \hat{R}^{\rho\sigma}_{\alpha\beta} \quad (\hat{R}^{\rho\sigma}_{\alpha\beta} \equiv R^{\rho\sigma}_{\alpha\beta}) \quad (4.40)
\]

\[
(z_{12} \rightarrow z_{21}) = e^{-i\pi z_{12}} \quad \text{for} \quad |z_1| > |z_2| , \pi > \arg(z_1) > \arg(z_2) > -\pi.
\]

They involve analytic continuation along a path that exchanges two neighbouring arguments of the multivalued chiral (conformal) blocks. (Analyticity in the domain indicated in the last equation (4.40), cf. e.g. [78], is a consequence of energy positivity.)

The multivaluedness of chiral blocks reflects the fact that the (complex) configuration space is not simply connected. The quantum group symmetry and the braid group statistics generalize in a sense the Schur-Weyl duality between an internal unitary symmetry group and the permutation group \(\mathfrak{S}_n\) to the case of correlation functions with non-trivial monodromy. There is a gauge freedom in the choice of the braid operator related to the ambiguity in the definition of the chiral components \(g(z)\) and \(\bar{g}(\bar{z})\) of \(g(z, \bar{z})\) \(12\). We shall opt for the simple, numerical \(SU_q(n)\) \(R\)-matrix of \(37\) for the \(SU(n)\) WZNW model under consideration ensuring the simple covariance and braiding properties of the matrix chiral fields at the expense of dropping chiral covariance under the (antilinear) complex conjugation and the related unitarity property, which will be only satisfied by the 2D field \(g(z, \bar{z})\) \(12\).

We shall only require that the regularized quantum determinant of \(g(z)\)

\[
D_q(g; z_1, \ldots, z_n) := \frac{1}{[n]!} \prod_{1 \leq i < j \leq n} z_{ij}^{\frac{n+1}{2}} \epsilon_{A_1 \ldots A_n} g_{\alpha_1}(z_1) \ldots g_{\alpha_n}(z_n) \epsilon^{\alpha_1 \ldots \alpha_n}
\]

(4.41) belongs to the conformal class of the unit operator. The necessity to use the deformed ("quantum") \(\epsilon\)-tensor \(\epsilon^{\alpha_1 \ldots \alpha_n}\) will be explained in Section 4.4 below where we introduce the similar notion of quantum determinant for the zero model \(14\). Here we shall only provide the argument for the \(z\)-depending prefactor.

Let \(G = SU(n)\) and denote by \(w_n\) the \(n\)-point conformal block

\[
w_n = w_n(z_1, \ldots, z_n)^{A_1 \ldots A_n}_{\alpha_1 \ldots \alpha_n} = \langle 0 | g_{\alpha_1}(z_1) \ldots g_{\alpha_n}(z_n) | 0 \rangle.
\]

(4.42)

It satisfies the KZ equation (4.30) for \(N = n\) and all \(\pi_{A^{(i)}} = \pi_f\) so that

\[
C_{ij}(\Lambda^{(i)}, \Lambda^{(j)}) = C_{ij} = P_{ij} = \frac{1}{n} \mathbb{I}_{ij} = C_{ji} \quad , \quad i, j = 1, \ldots, n.
\]

(4.43)

cf. (3.66). As the full antisymmetry of \(\epsilon_{A_1 \ldots A_n}\) implies

\[
\epsilon_{A_1 \ldots A_n A_1 \ldots A_n} P_{B_1 B_2} = \epsilon_{A_1 \ldots B_1 B_2 \ldots A_n} = -\epsilon_{A_1 \ldots B_1 B_2 \ldots A_n},
\]

(4.44)

the KZ linear system (4.30) reduces to

\[
\left\{ \frac{\partial}{\partial z_i} - \frac{n+1}{n} \left( \sum_{j=1}^{i-1} \frac{1}{z_{ij}} - \sum_{j=i+1}^{n} \frac{1}{z_{ij}} \right) \right\} p_n(z_1, \ldots, z_n) = 0, \quad i = 1, \ldots, n.
\]

(4.45)

\(^10\) See [174] for a pedagogical survey of Schur-Weyl duality and references to the pioneer work of Arnold [12] that links the braid group with the topology of configuration space. The similarity between Schur-Weyl duality and Doplicher-Roberts theory of superselection sectors [45] is commented in [104].

\(^11\) The ”quantum factorial” \([n]!\) is defined in (4.116).
for
\[ p_n(z_1, \ldots, z_n) := \frac{1}{[n]!} \epsilon_{A_1 \ldots A_n} w_n(z_1, \ldots, z_n)^{A_1 \ldots A_n}_{\alpha_1 \ldots \alpha_n} \varepsilon^{\alpha_1 \ldots \alpha_n} \] (4.46)
and hence,
\[ p_n(z_1, \ldots, z_n) = c \prod_{1 \leq i < j \leq n} z_{ij}^{\frac{n+1}{nh}}, \quad c = \text{const}. \] (4.47)

For \( c = 1 \) and \( D_q(g; z_1, \ldots, z_n) \) given by (4.41), Eq.(4.47) is equivalent to
\[ \langle 0 | D_q(g; z_1, \ldots, z_n) | 0 \rangle = 1. \] (4.48)

The prefactor can also be deduced from (4.27) and the identity
\[ 2 \Delta(\Lambda^1) - \Delta(\Lambda^2) = \frac{n+1}{nh} \left( = \Delta(2\Lambda^1) - 2\Delta(\Lambda^1) \right) \] (4.49)
and then verified by the KZ equation (the values of the quadratic Casimir in the symmetrized and antisymmetrized square, \( \pi_{2\Lambda^1} \equiv \pi_s \) and \( \pi_{\Lambda^2} \equiv \pi_a \), of the defining representation \( \pi_{\Lambda^1} \equiv \pi_f \) are, respectively
\[ C_2(\pi_s) = 2\frac{(n-1)(n+2)}{n}, \quad C_2(\pi_a) = 2\frac{(n+1)(n-2)}{n}, \] (4.50)
cf. (A.32)). Note that \( \binom{n}{2} \frac{n+1}{nh} = n \Delta \) for \( \Delta \) the dimension (4.25) of the primary field \( g(z) \).

Eq.(4.33) is also invariant with respect to \( G\)-valued periodic left shifts and chiral conformal transformations (the quantum version of (3.208), (3.210)). The invariance of the exchange relations (4.33) with respect to constant right shifts
\[ g(x) \to g(x) T, \] (4.51)
the counterpart of the Poisson-Lie symmetry of the corresponding PB, implies the \( RTT \) relations [49, 57]
\[ R_{12} T_1 T_2 = T_2 T_1 R_{12}, \quad \Leftrightarrow \quad R_{21}^{-1} T_1 T_2 = T_2 T_1 R_{21}^{-1}. \] (4.52)

So a natural choice for the quantum \( R \)-matrix is the Drinfeld-Jimbo [49, 113]
\( n^2 \times n^2 \) matrix used in [57] to define the quantum group \( SL_q(n) \),
\[ R_{12} = (R_{\alpha\beta}^{\alpha'\beta'}) \quad \Rightarrow \quad R_{12}^{\alpha\beta} = q^{\frac{1}{2}} \left( \delta_{\alpha\alpha'} \delta_{\beta\beta'} + (q^{-1} - q^{\epsilon_{\alpha\beta}}) \delta_{\alpha\beta} \delta_{\alpha'\beta'} \right) \] (4.53)
(all indices running from 1 to \( n \) and the sign convention on the skew-symmetric \( \epsilon_{\alpha\beta} \) being fixed in (3.110)), where \( q \) is the corresponding quantum deformation parameter.

The value of \( q \) in (4.53) may not coincide with the "classical" one (3.14) but the quasi-classical expansion of (4.53) with
\[ q = 1 - i \frac{\pi}{k} + O\left(\frac{1}{k^2}\right) \] (4.54)
has to reproduce the standard \( s\ell(n) \) \( r \)-matrix (3.51), (3.110). To this end, it is convenient to rewrite \( R_{12} \) and \( r_{12} \) in the following compact form using
the diagonal $n^2 \times n^2$ matrix $\epsilon_{12} = \text{diag}(\epsilon_{\alpha \beta})$ (i.e., $\epsilon_{\alpha \beta}^\beta = \epsilon_{\alpha \beta} \delta_{\alpha}^\alpha \delta_{\beta}^\beta$) satisfying

$$\epsilon_{12} P_{12} = -P_{12} \epsilon_{12}:$$

$$R_{12} = q^\pm (\mathbb{1}_2 + (q^{-1} - q^{12}) P_{12}) , \quad r_{12} = - \epsilon_{12} P_{12} . \quad (4.55)$$

**Remark 4.1** To show that the quantum exchange relations reproduce the WZNW model PB in the quasi-classical limit we can introduce at an intermediate step the Planck constant $\hbar$ and the dimensionful overall coefficient $k$ to the action\(^1\) setting $k = \frac{\hbar}{\pi}$ so that, effectively, $\hbar \to 0 \Leftrightarrow \frac{1}{k} \to 0$. If one considers angular momentum type variables $\bar{p}_{ij}$ which also have the dimension of an action, then the corresponding dimensionless quantities are given by $p_{ij} = \frac{\bar{p}_{ij}}{\hbar}$ so that the quasi-classical limit can be recovered from their scaling behaviour:

$$\hbar \to 0 \Leftrightarrow \frac{1}{k} \to 0 , \quad p_{ij} \to \infty , \quad \frac{p_{ij}}{k} \text{ finite .} \quad (4.56)$$

The *undeformed quantum* limit, on the other hand, corresponds to finite $p_{ij}$, neglecting all terms of the type $\frac{p_{ij}}{k}$ in the expansion in powers of $\frac{1}{k}$.

Using (4.55), it is straightforward to show that right-hand side of the PB\(^2\) is reproduced, up to an $i$-factor, by the leading term in the expansion in powers of $\frac{1}{k}$ of the commutator following from (4.33). In particular, the classical $r$-matrices $r^\pm$ appear in the expansion of the quantum $R$-matrix,

$$R_{12} = \mathbb{1}_2 - i \frac{\pi}{k} r_{12} + \mathcal{O}(\frac{1}{k^2}) , \quad R_{21} = \mathbb{1}_2 + i \frac{\pi}{k} r_{12} + \mathcal{O}(\frac{1}{k^2}) , \quad \text{or}$$

$$R_{12}^\pm = \mathbb{1}_2 - i \frac{\pi}{k} r^\pm_{12} + \mathcal{O}(\frac{1}{k^2}) \quad (\ R_{12} := R_{12} , \ R_{12}^\pm := R_{21}^{-1} ) . \quad (4.57)$$

To verify the compatibility of (4.57) for $r^\pm_{12} = r_{12} \pm C_{12}$, we take into account that $r_{12} = -r_{21}$ and $C_{12} = C_{21}$. (The overall coefficient $q^\pm$ of $R_{12}$ is important: the first non-trivial term in its expansion contributes to the polarized Casimir operator $C_{12} = P_{12} - \frac{1}{n} \mathbb{1}_2$ (3.66).) These expansions also ensure that the Sklyanin bracket (2.116) emerges as the quasi-classical limit of the RTT relations (4.52). (In both cases one has to take into account the fact that the matrix elements of $g(x)$, as well as those of $T$, commute in this limit so that $g_1(x_1) g_2(x_2) = g_2(x_2) g_1(x_1)$ and $T_1 T_2 = T_2 T_1$.)

Demanding that the eigenvalues of the braid matrix $\hat{R}$ agrees with the conformal dimensions implies that the correct value of the quantum deformation parameter $q$ (satisfying (4.54)) is

$$q = e^{-i \frac{\pi}{\hbar}} , \quad h := k + g^\vee \quad (4.58)$$

i.e., the level $k$ of the classical expression (3.14) has to be replaced again by the *height* $h$. To begin with, we note that for $R$ given by (4.53), (4.55), $\hat{R} = PR$ (4.38) satisfies the Hecke algebra relation

$$(q^{-\frac{1}{2}} \hat{R} - q^{1}) (q^{-\frac{1}{2}} \hat{R} + q) = 0 \quad (4.59)$$

and hence, has only two different eigenvalues\(^1\) $q^{-1+\frac{1}{2}}$ and $-q^{1+\frac{1}{2}}$. These have to be compared with the braiding properties following from the exchange

---

\(^\text{12}\) This is the main reason for constraining ourselves to the case of $G = SU(n)$. The braid operators obtained from the $R$-matrices for the deformations of other simple (compact) classical groups have *three* different eigenvalues\(^\text{57}\) and are more difficult to handle.
As already mentioned, it requires a gauge theory framework which, in the
chiral splitting is spelled out in Proposition 2.1, see further Eq. (2.87).

were inverses of each other. (The classical counterpart of this property of
Eq. (4.25), we obtain that

\[ M_i \text{ is equivalent to the univalence property of } \delta_i \]
\[ \Delta = \frac{\hat{\delta}_i}{\hat{\delta}_i} \]
\[ g_i \text{ eigenvalue} \]
\[ P_{e_i} \text{ symmetric eigenspaces of the permutation } \]
\[ N \]
\[ 4.3 \text{ Monodromy, its factorization and the QUE algebra} \]

Noting that \( L_0 - \bar{L}_0 \) is the generator of translation in \( x^1 \) and that the spin
(or, rather, the helicity) \( \Delta - \bar{\Delta} \) vanishes (i.e., \( g(z, \bar{z}) \) is a Lorentz scalar field),
we deduce that the periodicity of \( g(x^0, x^1) \) in \( x^1 \) (cf. (1.3), (4.7) and (4.6))
is equivalent to the univalence property of \( g(z, \bar{z}) \):

\[ e^{2\pi i (L_0 - \bar{L}_0)} g(z, \bar{z}) e^{2\pi i (L_0 - \bar{L}_0)} = g(e^{2\pi i z}, e^{-2\pi i \bar{z}}) = g(z, \bar{z}). \]  

(4.63)

Eq. (4.63) would be satisfied if the monodromy matrices \( M (= M_L) \) and
\( M (= M_R^{-1}) \) of the chiral components of \( g(z, \bar{z}) \), defined by

\[ e^{2\pi i L_0} g_A(z) e^{-2\pi i L_0} = g_A(e^{2\pi i z}) M^\sigma_\alpha, \]
\[ e^{-2\pi i \bar{L}_0} \bar{g}_A(\bar{z}) e^{2\pi i \bar{L}_0} = \bar{g}_A(e^{-2\pi i \bar{z}}) \bar{M}^\rho_B \]

(4.64)

were inverses of each other. (The classical counterpart of this property of
the chiral splitting is spelled out in Proposition 2.1, see further Eq. (2.87).
As already mentioned, it requires a gauge theory framework which, in the
quantum case, involves singling an appropriate physical space of states. This
problem is approached, for \( n = 2 \), in Section 5.4.2.)

Applying the first relation (4.64) to the vacuum vector \( \langle 0 | \) and using
(4.25), we obtain that

\[ M^\sigma_\alpha | 0 \rangle = q^{C_2(\sigma)} \delta^\sigma_\alpha | 0 \rangle = q^{\frac{1}{2}-n} \delta^\sigma_\alpha | 0 \rangle \]

(4.65)

i.e., the vacuum is annihilated by the off-diagonal elements of \( M \) and is a
common eigenvector of the diagonal ones, corresponding to the (common)
eigenvalue \( q^{\frac{1}{2}-n} \). This suggests a modification of the factorization (2.88) of
the quantum monodromy matrix $M$ in upper and lower triangular Gauss components:

$$M = q^{\frac{\lambda}{2} - n} M_+ M_-^{-1} \quad (\text{diag } M_+ = \text{diag } M_-^{-1}) . \quad (4.66)$$

We postulate the following quantum exchange relations for $M_\pm$:

$$g_1(x) R_{12}^+ M_{\pm 2} = M_{\pm 2} g_1(x) \quad (R_{12}^- = R_{12}, \ R_{12}^+ = R_{21}^{-1}) , \quad (4.67)$$

$$R_{12} M_{\pm 2} M_{\pm 1} = M_{\pm 1} M_{\pm 2} R_{12} , \quad R_{12} M_{\pm 2} M_{-1} = M_{-1} M_{\pm 2} R_{12} . \quad (4.68)$$

Using the quasi-classical asymptotics (1.57) of the quantum $R$-matrix, it is not hard to check that the $\frac{1}{k}$ expansions of the commutators following from (4.67) and (4.68) reproduce the corresponding PB in the second relation (3.20) and (3.124), respectively. The resulting exchange relation between $M$ (4.66) and $g(x)$ is

$$g_1(x) R_{12}^- M_2 = M_2 g_1(x) R_{12}^+ . \quad (4.69)$$

It guarantees the compatibility of Eq.(4.33) for $x_2 < x_1 < x_2 + 2\pi$ when we have

$$g_1(x_1) g_2(x_2) = g_2(x_2) g_1(x_1) R_{12}^- ,$$

$$g_1(x_1) g_2(x_2 + 2\pi) = g_2(x_2 + 2\pi) g_1(x_1) R_{12}^+ , \quad (4.70)$$

$$g_2(x_2 + 2\pi) \equiv g_2(x_2) M_2 .$$

The exchange relations for the matrix elements of $M$ following from (4.68) can be written as a reflection equation (39, 165) that is quadratic in the $R$-matrix:

$$M_1 R_{12} M_2 R_{21} = R_{12} M_2 R_{21} M_1 \quad \Leftrightarrow \quad \hat{R}_{12} M_2 \hat{R}_{12} M_2 = M_2 \hat{R}_{12} M_2 \hat{R}_{12} . \quad (4.71)$$

The quasi-classical limits of (4.69) and (4.71) agree with the first PB relation (3.20) and with (3.124), respectively.

Using the explicit form (4.53) of the quantum $R$-matrix, one can write the RMM relations (4.68) for $M_\pm$ in components:

$$[(M_\pm^\alpha_{\rho}, (M_\pm^\beta_{\sigma}) = (q^{\epsilon_{\rho\sigma}} - q^{\epsilon_{\alpha\beta}}) (M_\pm^\alpha_{\sigma})(M_\pm^\beta_{\rho}) ,$$

$$[(M_-^\alpha_{\rho}, (M_+^\beta_{\sigma}) = (q^{-1} - q^{\epsilon_{\alpha\beta}}) (M_+^\alpha_{\sigma})(M_-^\beta_{\rho}) . \quad (4.72)$$

We shall denote

$$\text{diag } M_+ = \text{diag } M_-^{-1} =: D = (d_\alpha^\alpha_{\beta}) , \quad \det D := \prod_{\alpha=1}^n d_\alpha = 1 \quad (4.73)$$

(cf. (2.93)). From (4.72) we obtain, in particular,

$$d_\alpha d_\beta = d_\beta d_\alpha \quad (M_+^\alpha_{\alpha} = d_\alpha , \ M_-^\alpha_{\alpha} = d_\alpha^{-1}) , \quad (4.74)$$

$$d_\alpha (M_+^\beta_{\alpha}) = q^{-1} (M_+^\beta_{\alpha}) d_\alpha , \quad d_\beta (M_+^\beta_{\alpha}) = q (M_+^\beta_{\alpha}) d_\beta , \quad \alpha > \beta ,$$

$$d_\alpha (M_-^\beta_{\alpha}) = q (M_-^\beta_{\alpha}) d_\alpha , \quad d_\beta (M_-^\beta_{\alpha}) = q^{-1} (M_-^\beta_{\alpha}) d_\beta , \quad \alpha > \beta ,$$

$$[(M_-^\alpha_{\beta}, (M_+^\beta_{\alpha}) = \lambda (d_\alpha^{-1} d_\beta - d_\alpha d_\beta^{-1}) , \quad \alpha > \beta \quad (\lambda = q - q^{-1}) .$$
responding coproduct \( (4.75) \) and using \( (4.77), (B.4) \) gives

group-like and \( z \) \( M \)
or \( F \). We note further that the commutation relation \( (4.72) \) of \( (M_\pm^{-1}) \) suggests that \( (M_\pm^{-1}) \) contains exactly \( \alpha \)

\( M \) (4.78) suggests that \( (M_\pm^{-1}) \) is a cover of the QUEA \( U_q(sl(n)) \) defined in Appendix B.

Due to the triangularity, the coproduct \( (4.75) \) of a matrix element of \( M_\pm \) or \( M_- \) belonging to the corresponding ”\( m \)-th diagonal” (for \( m = 1, \ldots, n \)) contains exactly \( m \) summands. Thus, the diagonal elements \( d_\alpha \), \( \alpha = 1, 2, \ldots, n \) \( (m = 1) \) are group-like \( \Delta(d_\alpha) = d_\alpha \otimes d_\alpha \), \( \varepsilon(d_\alpha) = 1 \), \( S(d_\alpha) = d_{\alpha^{-1}} \), while

\[
\Delta((M_+)^i_{i+1}) = d_i \otimes (M_+)^i_{i+1} + (M_+)^i_{i+1} \otimes d_{i+1} , \]

\[
\Delta((M_-)^i_{i+1}) = (M_-)^{i+1} \otimes d_i^{-1} + d_{i+1}^{-1} \otimes (M_-)^{i+1} \]

for \( 1 \leq i \leq n-1 \) (here \( m = 2 \)). The comparison with \( (B.4) \) suggests that

\[
(M_+)^i_{i+1} = x_i F_i d_{i+1} \, , \quad (M_-)^{i+1} = y_i d_{i+1}^{-1} E_i \, , \quad d_{i+1}^{-1} d_i + 1 = K_i \]

where \( x_i \) and \( y_i \) are some yet unknown \( q \)-dependent coefficients. The second
and third relation \( (4.74) \) (for \( \alpha = i+1, \beta = i \)) are satisfied if

\[
d_\alpha = k_{\alpha-1} k_{\alpha-1}^{-1} \quad (k_0 = k_n = 1) \Rightarrow \prod_{\alpha=1}^n d_\alpha = 1 \, , \]

the new set of independent Cartan generators \( k_1, \ldots, k_{n-1} \) obeying

\[
k_i = \prod_{\ell=1}^i d_\ell^{-1} \, , \quad K_i = k_{i-1} k_i^2 k_{i+1}^{-1} \, , \quad i = 1, 2, \ldots, n-1 \, ,
\]

\[
k_i k_j = k_j k_i \, , \quad k_i E_j = q^{\delta_{ij}} E_j k_i \, , \quad k_i F_j = q^{-\delta_{ij}} F_j k_i \, ,
\]

\[
\Delta(k_i) = k_i \otimes k_i \, , \quad \varepsilon(k_i) = 1 \, , \quad S(k_i) = k_i^{-1} \, .
\]

Inserting \( (4.77) \) into the last Eq. \( (4.74) \) and using the second and third relation
\( (4.74) \) from which it follows that \( [d_{i+1}, (M_-)^{i+1} (M_+)^i]_{i+1} = 0 \), we obtain

\[
x_i y_i = -\lambda^2 \, , \quad i = 1, \ldots, n-1 \, .
\]

We note further that the commutation relation \( (4.72) \) of \( (M_+)^i_{i+2} \) with \( d_\alpha \)
\( (4.78) \) suggests that \( (M_+)^i_{i+2} \) contains the step operators \( F_i \) and \( F_{i+1} \) only. Assuming that it is proportional to \( (F_{i+1} F_i - z F_i F_{i+1}) D_{i+2} \) where \( D_{i+2} \) is group-like and \( z \) is another unknown \( q \)-dependent coefficient, taking the corresponding coproduct \( (4.75) \) and using \( (4.77), (B.4) \) gives

\[
(M_+)^i_{i+2} = -\frac{x_i x_{i+1}}{\lambda} [F_{i+1}, F_i] q d_{i+2} \, , \quad ([A, B]_q := AB - qBA) \, .
\]

A similar calculation shows that

\[
(M_-)^{i+2} = \frac{y_i y_{i+1}}{\lambda} d_{i+2}^{-1} [E_i, E_{i+1}] q^{-1} \, .
\]
From now on we shall fix the coefficients $x_i$ and $y_i$ satisfying (4.80) in a symmetric way:

$$x_i = -\lambda, \quad y_i = \lambda.$$  (4.83)

Computing from (4.72) the commutators of $(M_+)^i_{i+2}$ with $(M_+)^i_{i+1}$ and $(M_+)^i_{i+1}$, and of $(M_-)^i_{i+2}$ with $(M_-)^i_{i+1}$ and $(M_-)^i_{i+2}$, we obtain relations equivalent to

$$[(M_+)^i_{i+1}, (M_+)^i_{i+2}]_q = 0, \quad [(M_+)^i_{i+2}, (M_+)^i_{i+3}]_q = 0,$$

$$[(M_-)^i_{i+1}, (M_-)^i_{i+2}]_q = 0, \quad [(M_-)^i_{i+2}, (M_-)^i_{i+3}]_q = 0$$  (4.84)

which are in fact the non-trivial $q$-Serre relations (3.2) written in the form

$$[F_i, [F_i, F_{i+1}]_q]_q = 0 = [F_{i+1}, [F_{i+1}, F_i]_q]_q,$$

$$[E_i, [E_i, E_{i+1}]_q]_q = 0 = [E_{i+1}, [E_{i+1}, E_i]_q]_q.$$  (4.85)

Proceeding in a similar way, one can obtain the higher off-diagonal terms of the matrices $M_\pm$ (for example, $(M_+)^1_4 = -\lambda [F_3, [F_2, F_1]_q]_q d_4$).

The result can be summarized in

$$M_+ = (I - \lambda N_+) D, \quad M_- = D^{-1} (I + \lambda N_-)$$  (4.86)

where the nilpotent matrices $N_+$ and $N_-$ are upper and lower triangular, respectively, with matrix elements given by the corresponding (lowering and raising) Cartan-Weyl generators of $U_q(\mathfrak{sl}(n))$ (see e.g. [150] [122]), while the non-trivial entries $d_{\alpha} = \ldots, n$ of the diagonal matrix $D$ are determined by (4.78), (4.79). Writing $K_i = q^H_i$ would allow us to present the Cartan elements $k_i$ as $k_i = q^{H_i}$ where $H_i = \sum_{j=1}^{n-1} c_i^j H^j = 2H_i - H_{i-1} - H_{i+1}$ so that an inverse formula expressing $k_i$ in terms of $K_i$ would involve "$n$-th roots" of the latter (as $\det(c_{ij}) = n$; cf. also (3.64)). In this sense the Hopf algebra $U_q^{(n)}(\mathfrak{sl}(n))$ generated by $E_i, F_i, k_i$, $i = 1, \ldots, n-1$ (called the "simply-connected rational form" in [38]) is an $n$-fold cover of $U_q(\mathfrak{sl}(n))$.

Taking into account (4.66), the condition (4.65) turns out to be consistent with the QUEA invariance of the vacuum vector,

$$X |0\rangle = \varepsilon(X) |0\rangle$$  (4.87)

where $\varepsilon(X)$ is the counit [1.73]; in accord with the above we may assume that $X \in U_q^{(n)}(\mathfrak{sl}(n))$.

We shall display below the matrices $N_\pm$ and $D$ (4.86) in the cases $n = 2$ and $n = 3$:

$n = 2$:

$$D = \begin{pmatrix} k^{-1} & 0 \\ 0 & k \end{pmatrix}, \quad K = k^2, \quad N_+ = \begin{pmatrix} 0 & F \\ 0 & 0 \end{pmatrix}, \quad N_- = \begin{pmatrix} 0 & 0 \\ E & 0 \end{pmatrix};$$  (4.88)

$n = 3$:

$$D = \begin{pmatrix} k_1^{-1} & 0 & 0 \\ 0 & k_2^{-1} & 0 \\ 0 & 0 & k_3 \end{pmatrix}, \quad K_1 = k_2^{-1}k_2^{-1}, \quad K_2 = k_1^{-1}k_2^2,$$

$$N_+ = \begin{pmatrix} 0 & F_1 & [F_2, F_1]_q \\ 0 & 0 & F_2 \\ 0 & 0 & 0 \end{pmatrix}, \quad N_- = \begin{pmatrix} 0 & 0 & 0 \\ E_1 & 0 & 0 \\ [E_1, E_2]_{q^{-1}} & E_2 & 0 \end{pmatrix},$$  (4.89)

$$(I + \lambda N_-)^{-1} = I - \lambda \begin{pmatrix} 0 & 0 & 0 \\ E_1 & 0 & 0 \\ [E_1, E_2]_q & E_2 & 0 \end{pmatrix}. $$
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The symmetric choice \( (4.83) \) of the normalization is singled out, up to a sign, by the following additional requirement. There exists a transposition \( X \to X' \), an involutive linear algebra antihomomorphism (and coalgebra homomorphism,
\( (\cdot) \circ \Delta(X) = \Delta(X') \), \( \varepsilon(X') = \varepsilon(X) \)), acting on the generators as

\[
\begin{align*}
    k'_i &= k_i \quad (\Rightarrow K'_i = K_i, \quad d'_\alpha = d_\alpha), \\
    E'_i &= d^{-1}_i F_i d_{i+1} = q^{-1} F_i K_i, \quad F'_i &= d^{-1}_{i+1} E_i d_i = q K^{-1}_i E_i
\end{align*}
\]

(cf. (B.1), (B.2) and (B.4), respectively). We observe that demanding \( x_i = -y_i \) (cf. (4.77) and (4.80)) is equivalent to requiring the standard matrix transposed \( \mathcal{M}_\pm \) to coincide with the algebraic transposition of \( M^{-1}_\mp \) determined by (4.90) (so that these two different transformations give the same result when applied to the monodromy matrix \( M \); see Eq. (4.229) below):

\[
(M_\pm)_\beta^\alpha = ((M^{-1}_\mp)^\alpha_\beta)' \quad \Rightarrow \quad M_\beta^\alpha = (M'^\alpha_\beta)' \quad (4.91)
\]

The parametrization (4.86) of the matrix elements of \( M_\pm \) in terms of the QUEA generators relates two Hopf algebras that seem very different. As it has been already mentioned, the deep result that the Hopf algebra defined by (4.68), (4.73) and (4.75) is a cover of the QUEA \( U_q(\mathfrak{sl}(n)) \) has been obtained by Faddeev, Reshetikhin and Takhtajan in [57] (in fact it is more general, applying, for suitably chosen numerical \( R \)-matrices, to the quantum deformations introduced by Drinfeld [49] and Jimbo [113] of all classical simple Lie algebras \( \mathfrak{g} \)).

The main idea in [57] is that an appropriately defined deformation \( \text{Fun}(G_q) \) of the algebra of functions on a matrix Lie group \( G \) should be dual to a certain cover of the QUEA \( U_q(\mathfrak{g}) \) where \( \mathfrak{g} \) is the Lie algebra of \( G \). The "classical" counterpart of this duality is the realization, due to L. Schwartz, of \( U(\mathfrak{g}) \) as the (non-commutative) algebra of distributions on \( G \) supported by its unit element, \( U(\mathfrak{g}) \simeq C_{-\infty}(G) \) (see Theorem 3.7.1 in [34]).

In [57] the Hopf algebra covering \( U_q(\mathfrak{g}) \) (generated, in our notation, by the matrix elements of \( M_\pm \)) was constructed as the dual of a quotient of the RTT algebra (4.52) defining \( \text{Fun}(G_q) \). In particular, the Hopf algebra (4.68), (4.73), (4.75) is dual to \( \text{Fun}(\text{SL}_q(n)) \), the \( \text{det}_q(T) = 1 \) quotient of the RTT algebra (4.52) (for an appropriate definition of the quantum determinant) with coalgebra relations written in matrix form as

\[
\Delta(1) = 1 \otimes 1, \quad \Delta(T) = T \otimes T, \quad \varepsilon(T) = \mathbb{I}, \quad S(T) = T^{-1} \quad (4.92)
\]

Moreover, it has been shown that relations (4.68), (4.73), (4.75) can be derived from an explicitly given pairing \( \langle M_\pm, T \rangle \) expressed in terms of \( R^\mp \).

### 4.4 The zero modes’ exchange algebra

Our next step will be to find appropriate quantum relations corresponding to the PB of the zero modes. We shall first postulate the exponentiated quantum version of (3.123),

\[
q^{p_j} a'^i_\alpha = a'^i_\alpha q^{p_j + v'^{j(i)}}, \quad v'^{i(j)} = \delta'_j - \frac{1}{n} \quad \Rightarrow \quad q^{p_j} a'^i_\alpha = a'^i_\alpha q^{p_j + \delta'_j - \delta'_i} \quad (4.93)
\]
where the operators \( q^{p_{ij}}, \ i = 1, \ldots, n \) are mutually commuting and their product is equal to the unit operator:

\[
q^{p_{1i}} q^{p_{j}} = q^{p_{ji}} q^{p_{i}} , \quad \prod_{j=1}^{n} q^{p_{ji}} = 1 .
\] (4.94)

As the quantum matrix \( a \) is a group-like quantity, it is natural to assume that it obeys quadratic exchange relations of the form \[2, \] \[32\]

\[
R_{12}(p) a_{1} a_{2} = a_{2} a_{1} R_{12}
\] (4.95)

involving the quantum dynamical \( R \)-matrix \( R_{12}(p) \) as well as the constant \( R \)-matrix \( R_{12} \) \[4.53\], that reproduce the PB \( \{ a_{1}, a_{2} \} \) \[3.108\] in the quasi-classical limit. Eqs. \[4.93\], \[4.94\] and \[4.95\] determine the quantum matrix algebra \( \mathcal{M}_{q}(R(p), R) \).

As one may expect from \[4.33\], \[4.34\], Eq. \[4.95\] has two equivalent forms,

\[
R_{12}^{\pm}(p) a_{1} a_{2} = a_{2} a_{1} R_{12}^{\pm} , \quad R_{12}^{-}(p) := R_{12}(p) , \quad R_{12}^{+}(p) := R_{21}^{-1}(p) \] (4.96)

which can be also written as a braid relation (note that \( \hat{R}_{12} = PR_{12}^{-1} \) implies \( \hat{R}_{12}^{-1} = P R_{12}^{+} \)):

\[
\hat{R}_{12}(p) a_{1} a_{2} = a_{1} a_{2} \hat{R}_{12} , \quad \hat{R}_{12}(p) := PR_{12}^{-}(p) \quad \Rightarrow \quad \hat{R}_{12}^{-1}(p) = P R_{12}^{+}(p) . \] (4.97)

Using \[4.56\] to determine the leading terms in \( \hbar \) in the quasi-classical expansion of \[4.96\], we conclude that \( R_{12}^{\pm}(p) \) have to reproduce in the large \( k \) limit the classical dynamical \( r \)-matrices \( r_{12}^{\pm}(p) \),

\[
R_{12}^{\pm}(p) = \mathbb{I} - i r_{12}^{\pm}(p) + \mathcal{O}(\frac{1}{k^{2}}) , \quad r_{12}^{\pm}(p) = r_{12}(p) \pm \frac{\pi}{k} C_{12} \] (4.98)

with \( r_{12}(p) \) given by \[3.111\], \[3.87\]. Indeed, assuming \[4.98\] and \[4.57\] and taking into account that the entries of \( a \) classically commute (so that \( a_{1} a_{2} = a_{2} a_{1} \)), we conclude that the leading terms in \( \frac{1}{k} \) of \[4.96\] exactly match the PB \[3.108\].

Applying the two sides of Eq. \[4.35\] to the right of the triple tensor product \( a_{3} a_{2} a_{1} \) and using \[4.96\] and the CR \[4.93\], we obtain, as consistency condition, the quantum dynamical YBE

\[
R_{12}(p - v(3)) R_{13}(p) R_{23}(p - v(1)) = R_{23}(p - v(3)) R_{13}(p) R_{12}(p) \quad \Leftrightarrow \quad \hat{R}_{12}(p) \hat{R}_{23}(p - v(1)) \hat{R}_{13}(p) = \hat{R}_{23}(p - v(3)) \hat{R}_{13}(p) \hat{R}_{12}(p - v(1)) . \] (4.99)

The following example explains the above short-hand notation:

\[
\hat{R}_{23}(p - v(1))^{ij} = \delta_{i j}^{i j} R(p - v(1))^{ij} .
\] (4.100)

Eqs. \[4.99\] appeared in the early days of the 2D CFT in the paper \[97\] by Gervais and Neveu on the Liouville model and attracted wide interest ten years later due to the work of Felder \[66\].

Following Etingof and Varchenko \[74\], we shall call quantum dynamical \( R \)-matrix an invertible solution \( R_{12}(p) \) of \[4.99\] satisfying, in addition, the zero weight condition

\[
[h_{\ell 1} + h_{\ell 2}, \ R_{12}(p)] = 0 , \quad \ell = 1, \ldots, n - 1 .
\] (4.101)
Eq. (4.101) looks natural as it implements at the quantum level the classical condition (3.201) for $r_{12}(p)$. It strongly restricts the off-diagonal elements of the $n^2 \times n^2$ matrix $R_{12}(p)$; implying the ice condition

$$R_{ij_{i'}j'}^{ij}(p) = 0 \quad \text{unless} \quad i = i', \ j = j' \ \text{or} \ \ i = j', \ j = i' \quad (4.102)$$

which is in turn equivalent to

$$q^{-\frac{1}{n}} \hat{R}_{ij_{i'}j'}^{ij}(p) = a_{ij}(p) \delta_{i_{i'}}^{i_j} \delta_{j_{j'}}^{j_i} + b_{ij}(p) \delta_{i_{i'}}^{j_i} \delta_{j_{j'}}^{i_j} \quad (b_{ii}(p) = 0) \quad (4.103)$$

(The last convention makes the representation (4.103) unambiguous.)

The Hecke relation (4.59) for $\hat{R}$ implies a similar equation for $\hat{R}(p)$:

$$(q^{-\frac{1}{n}} \hat{R}(p) - q^{-1})(q^{-\frac{1}{n}} \hat{R}(p) + q) = 0 \quad (4.104)$$

Finally, the property of the operators $\hat{R}_{i_{i'}+1}(p)$ to generate a representation of the braid group (namely, the commutativity of distant braid group generators (4.39)!) is ensured by the additional requirement

$$\hat{R}_{12}(p + v(1) + v(2)) = \hat{R}_{12}(p) \iff \hat{R}_{ij_{k_{k'}}}^{ij}(p) a_{k\alpha}^{k_{\beta}} a_{\beta\delta}^{ij} = a_{\alpha\delta}^{k_{\beta}} \hat{R}_{ij_{k_{k'}}}^{ij}(p) \quad (4.105)$$

The general solution for $\hat{R}(p)$ of the type (4.103) satisfying (4.99), (4.101) and (4.105) has been found in [107] (based on the paper [111]; see also [54]). It can be brought to the following canonical form:

$$a_{ij}(p) = \alpha_{ij}(p_{ij}) \frac{[p_{ij}] - 1}{[p_{ij}]}, \quad b_{ij}(p) = q^{-p_{ij}} \frac{[p_{ij}]}{[p_{ij}]}, \quad i \neq j$$

$$(\alpha_{ij}(p_{ij}) = \frac{1}{\alpha_{ij}(p_{ij})}), \quad a_{ii}(p) = q^{-1}, \quad b_{ii}(p) = 0 \quad (4.106)$$

For any given pair $(i, j)$ $(i \neq j)$, the ice condition provides a convenient representation of the $(i, j)$ block of $\hat{R}(p)$ as a $4 \times 4$ matrix which, assuming the ordering $(ii), (ij), (ji), (jj)$ of the rows and columns, takes thus the form

$$\hat{R}^{ij}(p) = q^{-\frac{1}{n}} \begin{pmatrix} q^{-p_{ij}} \frac{[p_{ij}] - 1}{[p_{ij}]} & 0 & 0 & 0 \\ 0 & \alpha_{ij}(p_{ij}) \frac{[p_{ij}] - 1}{[p_{ij}]} & 0 & 0 \\ 0 & 0 & \frac{q^{-p_{ij}}}{[p_{ij}]} \alpha_{ij}(p_{ij}) \frac{[p_{ij}] + 1}{[p_{ij}]} & 0 \\ 0 & 0 & 0 & q^{-1} \end{pmatrix} \quad (4.107)$$

Using the expansions

$$\frac{[p \pm 1]}{[p]} = 1 \pm \frac{\pi}{k} \cot(\frac{\pi}{k} p) + O(\frac{1}{k^2}), \quad q^{\pm p} = \frac{\pi}{k} \left( \cot(\frac{\pi}{k} p) \mp \frac{p}{k} \right) + O(\frac{1}{k^2}) \quad (4.108)$$

one recovers in the quasi-classical limit (4.98) the classical dynamical $r$-matrix $r_{12}(p)$ (3.112) for

$$\alpha_{ij}(p_{ij}) = 1 + \frac{\pi}{k} \beta(\frac{\pi}{k} p_{ij}) + O(\frac{1}{k^2}) \quad (\beta(p) = -\beta(-p)) \quad (4.109)$$

$$f_{i_{i'}}(p) = i \frac{\pi}{k} \left( \cot(\frac{\pi}{k} p_{i_{i'}}) - \beta(\frac{\pi}{k} p_{i_{i'}}) \right)$$

cf. (3.87). Here again, the expansion of the coefficient $q^{-\frac{1}{n}}$ provides the $\frac{1}{n}$ term for $C_{12}$ (3.66).

13In (3.87), the condition $\beta_{i_{i'}}(p_{i_{i'}}) = \beta(p_{i_{i'}})$ has been imposed to ensure the Weyl invariance of the constraint $\chi$. 
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In contrast with the constant $\hat{R}$ case, the representation of the braid
group generated by $\hat{R}(p)$ is "nonlocal". The second equation (4.99) suggests
that the braid operators corresponding to the dynamical $R$-matrix should be
defined by $\hat{R}_1(p) = \hat{R}_{12}(p)$, $\hat{R}_2(p) = \hat{R}_{23}(p - v_{(1)})$. In general, we shall define the (renormalized) $i$-th braid operator as

$$b_i(p) = q^{-\frac{1}{\beta}} \hat{R}_i(p) := q^{-\frac{1}{\beta}} \hat{R}_{i+1}(p - \sum_{\ell=1}^{i-1} v_{(\ell)})$$ (4.110)

which guarantees that the braid group relations (4.39) are satisfied.

The Hecke condition for the renormalized braid operators $b_i := q^{-\frac{1}{\beta}} \hat{R}_i$
and $b_i(p)$ (4.110) (Eqs. (4.59) and (4.104), respectively) can be equivalently expressed
in their spectral decomposition in terms of two orthogonal idempotents $\hat{E}_{i+1} = \hat{E}_i$ with coefficients $q^{-1}$ and $-q$, respectively. A renormalized
version of this, more suitable for the root of unity case, is to set

$$b_i = q^{-1} \mathbb{1} - A_i$$, \quad $$b_i(p) = q^{-1} \mathbb{1} - A_i(p)$$ (4.111)

where $A_i \equiv A_{ii+1}$ and $A_i(p)$ are the constant and dynamical $q$-antisymmetrizers,
respectively. Now the full set of relations (4.39) and (4.59) satisfied by the
braid operators,

$$b_i^2 = (q^{-1} - q) b_i + \mathbb{1}$$,
$$b_i b_j b_i = b_j b_i b_j \quad \text{for} \quad |i - j| = 1$$,
$$b_i b_j = b_j b_i = 0 \quad \text{for} \quad |i - j| \geq 2$$ (4.112)

can be rewritten equivalently as

$$A_i^2 = [2] A_i$$ \quad $$([2] = q + q^{-1})$$,
$$A_i A_j A_i - A_i = A_j A_i A_j - A_j \quad \text{for} \quad |i - j| = 1$$,
$$[A_i, A_j] = 0 \quad \text{for} \quad |i - j| \geq 2$$ (4.113)

(identical relations exist for $b_i(p)$ and $A_i(p)$).

**Remark 4.2** The abstract algebra generated by $\mathbb{1}$, $b_1$, $\ldots$, $b_{m-1}$, subject to relations (4.112) (or by $\mathbb{1}$, $A_1$, $\ldots$, $A_{m-1}$ and (4.113), respectively), is known as the **Hecke algebra** $H_m(q^{-1})$ (see e.g. [38] [100]). Regarded as an one-parameter deformation of the group algebra of a Coxeter group (here of the symmetric group of $m$ elements, see (A.27)), it is also called the **Iwahori-Hecke algebra of type A**. Its quotient defined by imposing the stronger condition

$$A_i A_j A_i = A_i \quad \text{for} \quad |i - j| = 1$$ (4.114)

is the well known **Temperley-Lieb algebra** $\mathcal{T}\mathcal{L}_m(\beta)$ [172] (for $\beta = [2]^2$) that has numerous applications in lattice models of statistical mechanics [14]. Note that the second set of relations in (4.112) and (4.113) are only relevant for $m > 2$ (and the third set, even for $m > 3$).

The operators $A_i$ and $A_i(p)$ provide two different deformations of the projector
on the skewsymmetric part of the tensor square of an $n$-dimensional

---

14 An infinite "tower" of such algebras defined in terms of projectors satisfying ($E_i^2 = E_i$
and) $\beta E_i E_j E_i = E_i$ for $|i - j| = 1$ has been used by V.F.R. Jones in the classification
of inclusions of von Neumann subfactors [114] and in the construction of a new polynomial
invariant of links [115].
vector space. We shall proceed, following the paper [107] (in which ideas, techniques and results from [102, 103] and [111] have been further developed), with the definitions of the corresponding higher order antisymmetrizers acting on the (tensor products of the) auxiliary index spaces and the Levi-Civita (ε-)tensors related to them. This will allow us to introduce the notion of quantum determinant $D_q(a)$ of the zero modes matrix (with non-commuting entries) $(a^i_a)$ and find the appropriate quantum counterpart of the determinant condition (3.58).

The constant solution of the YBE (4.55) gives rise to (4.111) with

\[ A_1 \equiv A_{12} = q^{-\ell} I_{12} - P_{12} = (A_{\alpha\beta}^{\alpha\beta'}), \quad A_{\alpha\beta}^{\alpha\beta'} = q^{\epsilon_{\beta\alpha'}} \delta_{\alpha}^{\alpha'} \delta_{\beta'}^{\beta} - \delta_{\alpha}^{\alpha'} \delta_{\beta}^{\beta'} . \]

Following [107], we shall introduce inductively higher order antisymmetrizers $A_{\ell m}$ projecting on the $q$-skewsymmetric tensor product of $n$-dimensional spaces with labels $\ell, \ell + 1, \ldots, m$, $1 \leq \ell \leq m$ by

\[ A_{\ell m+1} = q^{-m+\ell-1} A_{\ell m} - \frac{1}{[m-\ell]!} A_{\ell m} b_m A_{\ell m}, \quad A_{\ell \ell} = I, \]

\[ [m]! = [m][m-1]!, \quad [0]! = 1 . \] (4.116)

The operators $A_{\ell m}$ (for $\ell < m$) are thus multilinear functions of $b_\ell, b_{\ell+1}, \ldots, b_{m-1}$. Their projector properties follow from the general relation

\[ A_{\ell m} A_{1j} = A_{1j} A_{\ell m} = [m - \ell + 1]! A_{1j} \quad \text{for} \quad 1 \leq \ell \leq m \leq j ; \] (4.117)

in particular, $A_{2j}^2 = [j]! A_{1j}$. In the non-trivial case when $\ell < m$, Eq. (4.117) can be proved by induction, starting with

\[ A_{\ell \ell+1} A_{1j} = A_{1j} A_{\ell \ell+1} = [2] A_{1j} \quad \Leftrightarrow \quad b_\ell A_{1j} = A_{1j} b_\ell = -q A_{1j} \] (4.118)

for $1 \leq \ell \leq j - 1$. Indeed, suppose that (4.117) is correct for $1 \leq \ell < m \leq j - 1$. Then, from (4.116) one obtains

\[ A_{\ell m+1} A_{1j} = A_{1j} A_{\ell m+1} = \left( q^{-m+\ell-1}[m - \ell + 1]! + q \frac{[m - \ell + 1]^2}{[m-\ell]!} \right) A_{1j} = \]

\[ = [m - \ell + 1]! (q^{-m+\ell-1} + q [m - \ell + 1]) A_{1j} = [m - \ell + 2]! A_{1j} . \] (4.119)

One can verify that the definition of $A_{1j+1}, \ j = 1, 2, \ldots$ implied by (4.116),

\[ A_{1j+1} = q^{-j} A_{1j} - \frac{1}{[j-1]!} A_{1j} b_j A_{1j} \equiv \frac{1}{[j-1]!} A_{1j} A_{j+1} A_{1j} - [j-1] A_{1j} \]

(4.120)

is equivalent also to

\[ A_{1j+1} = \frac{1}{[j-1]!} A_{2j+1} A_{12} A_{2j+1} - [j-1] A_{2j+1} , \] (4.121)

the equality of (4.120) and (4.121) generalizing the first relation (4.113).

As already mentioned, the unusual normalization of the antisymmetrizers adopted here is suitable for the case when $q^h = -1$. Indeed, as $h = n + k > n$, all $A_{1j}$ are well defined for $1 \leq j \leq n + 1$. Further, one can show that the dimension of the image of $A_{1j}$ (i.e., its rank) is equal, for any $j$ in this range, to the dimension \( {n \choose j} \) of the fully skew-symmetric IR of the symmetric group.
$S_j$ corresponding to the single column Young diagram with $j$ boxes so that, in particular,
\[ A_{1n+1} = 0, \quad \text{rank } A_{1n} = 1 \quad \Rightarrow \quad A_{1n} = (\varepsilon_{\alpha_1...\alpha_n} \varepsilon_{\beta_1...\beta_n}). \quad (4.122) \]

The Levi-Civita tensors $\varepsilon$ with upper indices belong to the eigenspaces corresponding to the eigenvalue $[2]$ of all $A_j$, $j = 1, \ldots, n - 1$ and those with lower indices, to the corresponding eigenspaces of the transposed $A_j$, i.e.
\[ A_{\alpha_1\alpha_{i+1}}^{\alpha_i} \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n} = [2] \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n}, \]
\[ \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n} A_{\alpha_i\alpha_{i+1}}^{\alpha_{i+1}} = [2] \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n} \quad (4.123) \]

(see the first relation (4.118)). By (4.115), this implies e.g. that
\[ \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n} = -q \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n} \quad \text{for } \alpha_{i+1} < \alpha_i, \quad \varepsilon_{\alpha_1...\alpha_n} = 0, \]
i.e.
\[ \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n} = -q \varepsilon_{\alpha_1...\alpha_{i+1}...\alpha_n}, \quad (4.124) \]

see (3.110). As the matrix of the operator $A_{ii+1}$ is symmetric, $A_{\alpha_i\alpha_{i+1}}^{\alpha_i\alpha_{i+1}} = 0$, the solutions of (4.123) with identical ordered sets of upper and lower indices only differ by a proportionality factor and, in particular, can be chosen to be equal. Then the normalization condition implied by (4.117), (4.122)
\[ A_{1n}^2 = [n]! A_{1n} \quad \Rightarrow \quad \varepsilon_{\alpha_1...\alpha_n} \varepsilon^{\alpha_1...\alpha_n} = [n]! \quad (4.125) \]
fixes them up to a sign. Thus, the constant Levi-Civita tensors vanish whenever some of their indices coincide while, in our conventions,
\[ \varepsilon^{\alpha_1...\alpha_n} = \varepsilon_{\alpha_1...\alpha_n} = q^{-\frac{n(n-1)}{4}} (-q)^{\ell(\sigma)} \quad \text{for } \sigma = \left(\begin{array}{c} n \ldots 1 \\ \alpha_1 \ldots \alpha_n \end{array}\right) \in S_n, \quad (4.126) \]
where $S_n$ is the symmetric group of $n$ objects and $\ell(\sigma)$ is the length of the permutation $\sigma$. The $q \to 1$ limit of (4.126) reproduces the ordinary (un-deformed) Levi-Civita tensor $\varepsilon_{\alpha_1...\alpha_n}$ normalized by $\varepsilon_{n-1} = 1$ whose non-zero components are simply $(-1)^{\ell(\sigma)}$. We also have [107]
\[ \varepsilon^{\alpha_{\sigma_1}...\alpha_{n-1}} \varepsilon_{\sigma_1...\sigma_{n-1}} = (-1)^{n-1} [n-1]! \delta_\beta^\alpha = \varepsilon_{\beta \sigma_1...\sigma_{n-1}} \varepsilon^{\sigma_1...\sigma_{n-1}} \quad (4.127) \]

The dynamical antisymmetrizer $A_1(p) \equiv A_{12}(p) = (A(p)_{ij}^{ij})_{i'j'}$ deduced from (4.111), (4.110), (4.103) and (4.106) has the form
\[ A(p)_{ij}^{ij'} = \frac{(p_{ij} - 1)}{p_{ij}} \left( \delta_{ij}^{ij'} - \alpha_{ij} (p_{ij}) \delta_{i'}^{i} \delta_{j'}^{j} \right) \quad \text{for } i \neq j \quad \text{and} \quad i' \neq j', \]
\[ A(p)_{ij}^{ij'} = 0 \quad \text{for } i = j \quad \text{or} \quad i' = j'. \quad (4.128) \]

\[ \sum_{\sigma \in S_n} \ell(\sigma) = \sum_{\sigma \in S_n} i_{\text{inv}}(\sigma) = \sum_{\ell=0}^{\left(\begin{array}{c} n \\ell \end{array}\right)} Z(n, \ell) \ell! = (1 + t)(1 + t + t^2) \ldots (1 + t + \cdots + t^{n-1}) \quad (\ast) \]

and the relation $1 + q^2 + \cdots + q^{2(n-1)} = q^{n-1} [n]$, implying $\sum_{\sigma \in S_n} q^{\ell(\sigma)} = q^{\frac{n(n-1)}{2}} [n]!$. The discovery (in 1970!) of the fact that formula (\ast) has been actually found by Benjamin Oinde Rodrigues [149] in 1839 (see e.g. [41]) is attributed to Leonard Carlitz.
Higher order dynamical antisymmetrizers $A_{ij}(p)$ can be found by a procedure similar to the one used for the constant ones \[107\]. In particular, $A_{1n}(p)$ is of rank 1 and hence,

$$A_{1n}(p) = (\epsilon^{i_1...i_n}(p) \epsilon_{j_1...j_n}(p)) = \frac{1}{[n]!} A_{1n}^2(p) \Rightarrow \epsilon^{i_1...i_n}(p) \epsilon_{i_1...i_n}(p) = [n]!. \quad (4.129)$$

The choice $\alpha_{ij}(p_{ij}) = 1$ simplifies considerably the above expressions and we shall assume it in what follows, unless explicitly stated otherwise. In this case the dynamical analogs of Eqs. \[112\], \[113\] for the $\epsilon$-tensors read

$$\epsilon^{i_1...i_n}(p) = \epsilon^{i_1...i_n}(p) = 0, \quad [p_{i\mu+1i}\mu + 1]^{i_1...i_{\mu+1}...i_n}(p) = [p_{i\mu+1i}\mu+1]^{i_1...i_{\mu+1}...i_n}(p), \quad \epsilon^{i_1...i_{\mu+1}...i_n}(p) = -\epsilon^{i_1...i_{\mu+1}...i_n}(p) \quad \text{for} \quad i_{\mu} \neq i_{\mu+1}. \quad (4.130)$$

Fixing the remaining ambiguity by choosing the $\epsilon$-tensor with lower indices to be equal to the ($p$-independent) undeformed Levi-Civita tensor $\epsilon^{i_1...i_n}$ eventually leads to the following solution satisfying the normalization condition in \[4.129\]:

$$\epsilon^{i_1...i_n}(p) = \epsilon^{i_1...i_n}, \quad \epsilon^{i_1...i_n}(p) = \epsilon^{i_1...i_n} \prod_{1 \leq \mu < \nu \leq n} \frac{[p_{\mu\nu} - 1]}{[p_{\mu\nu}]} . \quad (4.131)$$

The non-zero components of the dynamical $\epsilon$-tensor with upper indices (which should be therefore all different) can be also written as

$$\epsilon^{i_1...i_n}(p) = \frac{(-1)^{n(n-1)} D_q(p)}{D_q(p)} \prod_{1 \leq \mu < \nu \leq n} [p_{\mu\nu} - 1], \quad D_q(p) := \prod_{i<j}[p_{ij}] . \quad (4.132)$$

In order to complete the study of the quantum matrix algebra $M_q$, we define the quantum determinant

$$\det(a) = D_q(a) := \frac{1}{[n]!} \epsilon^{i_1...i_n}(p) a_{i_1}^{i_1} ... a_{i_n}^{i_n} \epsilon^{i_1...i_n} . \quad (4.133)$$

The definition \[4.133\] of the quantum determinant is justified by the following statement (see Proposition 6.1 of \[107\]).

**Proposition 4.1** The product $a_{i_1}^{i_1} ... a_{i_n}^{i_n}$ intertwines between the constant and dynamical Levi-Civita tensors:

$$\epsilon^{i_1...i_n}(p) a_{i_1}^{i_1} ... a_{i_n}^{i_n} = D_q(a) \epsilon^{i_1...i_n}, \quad a_{i_1}^{i_1} ... a_{i_n}^{i_n} \epsilon^{i_1...i_n} = \epsilon^{i_1...i_n}(p) D_q(a) . \quad (4.134)$$

**Proof** Denote $a_{i_1}^{i_1} ... a_{i_n}^{i_n} := a_1 ... a_n$; then \[4.96\] implies

$$a_1 ... a_n \hat{R}_{i,i+1} = a_1 ... a_{i-1}a_i a_{i+1} \hat{R}_{i,i+1}a_{i+2} ... a_n = a_1 ... a_{i-1} \hat{R}_{i,i+1}(p) a_i a_{i+1} a_{i+2} ... a_n = \hat{R}_{i,i+1}(p - \sum_{\ell=1}^{i-1} v(\ell)) a_1 ... a_n$$

for $1 \leq i \leq n - 1$ which, due to \[4.110\], \[4.111\], is equivalent to

$$a_1 ... a_n A_i = A_i(p) a_1 ... a_n \quad \Rightarrow \quad a_1 ... a_n A_{1n} = A_{1n}(p) a_1 ... a_n . \quad (4.136)$$
Multiplying the last equality (4.136) by $A_{1n}(p)$ from the left, or by $A_{1n}$ from the right, we obtain the following two relations,

$$A_{1n}(p) a_1 \ldots a_n = \frac{1}{n!} A_{1n}(p) a_1 \ldots a_n A_{1n} = a_1 \ldots a_n A_{1n}$$  \hspace{1cm} (4.137)

which are equivalent to (4.134) (to prove this we use the rank 1 projector properties of the constant and dynamical antisymmetrizers $A_{1n}$ and $A_{1n}(p)$ (4.122), (4.125) and (4.129)).

The quantum counterpart of the vanishing PB (3.124) is the commutativity of $D_q(a)$ with $q^{p_j}$, an immediate corollary of the commutation relations (4.93) and the definition (4.133) of the quantum determinant:

$$q^{p_j} D_q(a) = D_q(a) q^{p_j+\sum_{i=1}^n v(i)} = D_q(a) q^{p_j}.$$  \hspace{1cm} (4.138)

On the other hand, the exchange of $D_q(a)$ and $a^i_\alpha$ produces a $p$-dependent coefficient,

$$D_q(a) a^i_\alpha = K_i(p) a^i_\alpha D_q(a), \quad i = 1, \ldots, n,$$  \hspace{1cm} (4.139)

where the function $K_i(p)$ is given explicitly by

$$K_i(p) := \frac{(-1)^{n-1}}{[n-1]!} \epsilon_{ij_1 \ldots j_{n-1}} e^{i_1 \ldots j_{n-1}}(p - v(i)) = \prod_{j \neq i} [p_{ij}] / [p_{ij} - 1]$$  \hspace{1cm} (4.140)

(cf. [107], Proposition 6.2). So the centrality of a function of the type $D_q(a) \Phi_q(p) \in M_q$ which reduces, effectively, to the quantum analog of (3.121),

$$[ D_q(a) \Phi_q(p) , a^i_\alpha ] = 0$$  \hspace{1cm} (4.141)

will be guaranteed if $\Phi_q(p)$ satisfies an equation analogous to (4.139),

$$\Phi_q(p) a^i_\alpha = K_i(p) a^i_\alpha \Phi_q(p).$$  \hspace{1cm} (4.142)

It is easy to prove that (4.142) takes place for

$$\Phi_q(p) = D_q(p)$$  \hspace{1cm} (4.143)

(note that $D_q(p)$ introduced in (4.132) coincides with its classical expression (3.124), only the value of the deformation parameter is different). The quasiclassical expansions of these relations agree with (3.117), (3.120) and (3.87) (for $\beta(p) = 0$).

It is thus consistent to impose the determinant condition

$$\det(a) \equiv D_q(a) = D_q(p)$$  \hspace{1cm} (4.144)

as an additional constraint on the quantum matrix $a$ and define the zero modes’ quantum algebra as the quotient of $\mathcal{M}_q(R(p), R)$ with respect to the two-sided ideal generated by (4.144); we shall denote this quotient henceforth simply as $\mathcal{M}_q$. Note that the determinant condition is $n$-linear whereas the exchange relations (4.96) are quadratic so they are only mixing in the degenerate case $n = 2$. 
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Quantizing (3.130), we obtain the zero modes exchange relations with the monodromy matrix \( M \) which are essentially the same as those for \( g(z) \) (4.69):
\[
a_1 R_{12}^{-1} M_2 = M_2 a_1 R_{12}^+ \quad ( R_{12}^{-1} = R_{12}, \ R_{12}^+ = R_{21}^{-1} ). \tag{4.145}
\]
We shall assume that the classical relation (3.4) is retained at the quantum level:
\[
M_p a = a M. \tag{4.146}
\]
It allows to compare (4.145) with the first relation (4.93) which can be written in the form
\[
a_1 M_{p2} = q^{2\sigma_{12}} M_{p2} a_1, \quad (q^{2\sigma_{12}})_{ij} = q^{2(\delta_{ij} - \frac{1}{n})} \delta_i \delta_j \tag{4.147}
\]
where \( \sigma_{12} \) is the diagonal part of the polarized Casimir operator (3.66). Using the exchange relations (4.95), we derive a compatibility condition between the last three equalities expressing the inverse of the dynamical \( R \)-matrix in terms of \( R_{12}(p) \) and the diagonal monodromy matrix \( M_p \):
\[
R_{12}(p) q^{2\sigma_{12}} M_{p2} R_{21}(p) M_{p1}^{-1} = \mathbb{I}_{12} \quad \iff \quad (\hat{R}_{12}(p))^{-1} = q^{2\sigma_{12}} M_{p2} \hat{R}_{12}(p) M_{p1}^{-1}. \tag{4.148}
\]
One can verify that Eq. (4.148) holds for \( \hat{R}_{12}(p) \) given by (4.103), (4.106) and \( M_p \) proportional to \( \text{diag}(q^{-2 p_1}, \ldots, q^{-2 p_n}) \) (see the next subsection).

It should be also mentioned that the PB (3.139) quantize trivially to
\[
[(M_{\pm})^\alpha_\beta, p_\ell] = 0 = [M_p^\alpha_\beta, p_\ell] \quad \Rightarrow \quad [M_{\pm 1}, M_{p2}] = 0 = [M_1, M_{p2}]. \tag{4.149}
\]
We shall conclude this subsection with the quantum group transformation properties of the quantum zero mode’s matrix. The exchange relations between the Gauss components of the monodromy \( M_\pm \) and \( a \) (the quantization of the first relation (3.138)) read
\[
M_{\pm 2} a_1 = a_1 R_{12}^+ M_{\pm 2}; \tag{4.150}
\]
of course, Eq. (4.145) follows from here as it should. Recasting (4.150) in a form involving the antipode \( S \) (4.75),
\[
M_{\pm 2} a_1 S(M_{\pm})_2 = a_1 R_{12}^+ \quad \text{(i.e.,} \quad (M_{\pm})^\beta_\rho a_\alpha^i S((M_{\pm})^\rho_\gamma) = a_\sigma^i (R^+)^{\alpha\beta}_{\sigma\gamma} \text{)}. \tag{4.151}
\]
defines the quantum group action on the zero modes. Writing down explicitly equations (4.151) that only include the diagonal and next-to-diagonal elements of \( M_\pm \) (i.e., fixing \( \gamma = \beta \) or \( \gamma = \beta \pm 1 \), respectively), using the parametrization of \( M_\pm \) from the previous Section 4.3, as well as the formula
\[
R_{12}^+ = R_{21}^{-1} = q^{-\frac{1}{n}} (\mathbb{I}_{12} + (q - q^{e_{12}}) P_{12}) \tag{4.152}
\]
(cf. (4.67) and (4.55)), we obtain
\[
d_\beta a_\alpha^i d^{-1}_\beta = q^{\frac{1}{n} - \delta_{\alpha\beta}} a_\alpha^i, \quad k_\alpha a_\alpha^i k^{-1}_\alpha = q^{\delta_{\alpha\alpha} - \frac{1}{n}} a_\alpha^i
\]
for \( \theta_{aa} = \begin{cases} 1, & a \geq \alpha \\ 0, & a < \alpha \end{cases} \), \( K_\alpha a_\alpha^i K^{-1}_\alpha = q^{\delta_{\alpha\alpha} - \delta_{\alpha+1\alpha}} a_\alpha^i \),
\[
[E_\alpha, a_\alpha^i] = \delta_{\alpha+1\alpha} a_\alpha^i K_\alpha, \quad [K_\alpha F_\alpha, a_\alpha^i] = \delta_{\alpha\alpha} K_\alpha a_{\alpha+1}^i
\]
(or, equivalently, \( F_\alpha a_\alpha^i = q^{\delta_{\alpha+1\alpha} - \delta_{\alpha\alpha}} a_\alpha^i F_\alpha + \delta_{\alpha\alpha} a_{\alpha+1}^i \)),
\[
a = 1, \ldots, n - 1, \quad \alpha, \beta = 1, \ldots, n \tag{4.153}
\]
(note that $\theta_{ij} - \theta_{i-1,j} = \delta_{ij}$). Remarkably, relations (4.153) imply that the rows of the zero modes matrix $a^i = (a^i_\alpha)_{\alpha=1}^n$, $i = 1, \ldots, n$ form $U_q$-vector operators\footnote{\textit{U}_q$-tensor operators have been introduced in \cite{138,152}.} for the $n$-fold cover $U_q^{(n)}(sl(n))$ of $U_q(sl(n))$, i.e.

$$Ad_X(a^i_\alpha) = a^i_\alpha (X^f)_{\alpha}^\sigma,$$

where

$$Ad_X(z) := \sum_{(X)} X_1 z S(X_2). \quad (4.154)$$

In (4.154) $X \mapsto X^f$ is the defining $n \times n$ matrix representation so that

$$(K_f)_\alpha^\sigma = q^{\delta_a - a \delta_{a+1} - a \delta_a}, \quad (E_f)_\alpha^\sigma = \delta_{\alpha-1}^\sigma, \quad (F_f)_\alpha^\sigma = \delta_{a+1}^\sigma \delta_a \alpha \quad (4.155)$$

($k^f_\alpha$ and $d^f_\beta$ are defined accordingly, see (4.153)), and $X_1$ and $X_2$ are the factors appearing in the $U_q$ coproduct written as $\Delta(X) = \sum_{(X)} X_1 \otimes X_2$, see (B.4) in Appendix B. Hence, albeit quite differently looking, relations (4.150), (4.153) and (4.154) express the same property of the zero modes’ matrix, namely its covariance with respect to $U_q$. As the initial formulae (4.150) and (1.67) for the transformation of the zero modes’ matrix $a$ and of the chiral field $g(x)$ are identical, the same applies to $g(x)$ as well.

One can show further that, as devised by Pusz and Woronowicz \cite{136} back in the late 1980’s, the zero modes’ exchange relations (4.95) transform covariantly with respect to the quantum group action (4.150), in the following sense:

$$M_{\pm 3} (R_{12}(p) a_1 a_2 - a_2 a_1 R_{12}) M_{\pm 3}^{-1} = (R_{12}(p) a_1 a_2 - a_2 a_1 R_{12}) R_{12}^\mp R_{23}^\mp. \quad (4.156)$$

To verify (4.156), one uses the relation $[M_{\pm 3}, R_{12}(p)]$ (see (4.149)), Eq.(4.151) and the quantum YBE (4.35) in the form

$$R_{12} R_{13}^\mp R_{23}^\mp = R_{23}^\mp R_{13}^\mp R_{12}. \quad (4.157)$$

In the spirit of the discussion at the end of Section 4.3, (4.156) has to be considered as dual to the obvious invariance of the exchange relations (4.95) with respect to the action $a \mapsto a T$ where $T$ obey the RTT relations (4.152).

All this applies to the exchange relations (4.67) for $g(x)$ as well.

4.5 The WZNW chiral state space

Our next task will be to construct the state space of the quantized WZNW model as a vacuum representation of the quantum exchange relations.

We shall assume that the quantized chiral field $g(z)$ splits as in (3.2),

$$g_\alpha^A(z) = u_A^A(z) \otimes a_\alpha^i \quad (4.158)$$

where the field $u(z) = (u^A_i(z))$ has diagonal monodromy,

$$e^{2\pi i L_0} u_A^A(z) e^{-2\pi i L_0} = e^{2\pi i \Delta} u_A^A(e^{2\pi i} z) = (M_\rho)^i_j u_A^A(z) \quad (4.159)$$

and further, that the zero modes ”inherit” the diagonal monodromy matrix $M_\rho$ of $u(z)$ in (4.159), in the sense that

$$(M_\rho)^i_j u_A^A(z) \otimes a_\alpha^i = u_A^A(z) \otimes (M_\rho)^i_j a_\alpha^i = u_A^A(z) \otimes a_\alpha^i M_\rho^\alpha \quad (4.160)$$
To ensure that (4.160) takes place, we shall require that \((\hat{p}_i - \hat{p}_i) \mathcal{H} = 0\) as a constraint characterizing the WZNW chiral state space (cf. Remark 3.1; we shall put temporarily hats on the operators to distinguish them from their eigenvalues). Clearly, this will take place if the chiral field (4.158) acts on

\[
\mathcal{H} = \bigoplus_p \mathcal{H}_p \otimes \mathcal{F}_p
\]

(4.161)

where both \(\mathcal{H}_p\) and \(\mathcal{F}_p\) are eigenspaces corresponding to the same eigenvalues of the collections of commuting operators \(\hat{p} = (\hat{p}_1, \ldots, \hat{p}_n)\) and \(\hat{p} = (\hat{p}_1, \ldots, \hat{p}_n)\), respectively, so that

\[
(\hat{p} \otimes \mathbb{1} - \mathbb{1} \otimes \hat{p}_i) \mathcal{H}_p \otimes \mathcal{F}_p = 0, \quad i = 1, \ldots, n.
\]

(4.162)

Assuming that \(\mathcal{H}\) is generated from the vacuum vector by polynomials in \(g(z)\) (and its derivatives) automatically provides this structure.

The quantum counterparts of the PB (3.199) and (3.192),

\[
[j^a_m, p_{\ell}] = 0 = [L_n, p_{\ell}], \quad [j^a_m, u^A_i(z)] = -z^m (t^A_B) u^B_i(z)
\]

(4.163)

show that \(\mathcal{H}_p\) are representation spaces of both the current algebra \(\hat{\text{su}}(n)_k\) (4.2) and the Virasoro algebra (4.17), while \(u(z)\) is an \textit{affine primary field}. On the other hand, the quantum analog of (3.190), written as

\[
p_{\ell} u^A_i(z) = u^A_i(z) (p_{\ell} + v^{(i)}_{\ell}) , \quad v^{(i)}_{\ell} = \delta^i_{\ell} - \frac{1}{n}
\]

(4.164)

implies that the operators \(u(z) = (u^A_i(z))\) intertwine \(\mathcal{H}_p\) and \(\mathcal{H}_{p+\ell^{(i)}}\) i.e., are generalized \textit{chiral vertex operators} (CVO) [176, 43].

Likewise, the PB (3.123) is quantized to

\[
p_{\ell} a^i_{\alpha} = a^i_{\alpha} (p_{\ell} + v^{(i)}_{\ell}) \equiv a^i_{\alpha} (p_{\ell} + \delta^i_{\ell} - \frac{1}{n}) \Rightarrow [p_{\ell}, a^i_{\alpha}] = (\delta^i_{\ell} - \delta^i_{\ell}) a^i_{\alpha}
\]

(4.165)

which implies the first equation (4.93). According to (4.149), every \(\mathcal{F}_p\) is invariant with respect to the action of (the \(n\)-fold cover \(U_q(\text{sle}(n))\) of \(U_q(\text{sle}(n))\)), the rows \(a^i = (a^i_{\alpha})\) of the zero modes’ matrix acting as ”\(q\)-vertex operators” (cf. (4.93)). The reducibility properties of the corresponding representations will be studied in detail in what follows.

Having in mind (4.159) and (4.160), one should expect that

\[
\det(M_p a) = \det(a) = \det(aM)
\]

(4.166)

for appropriately defined \(\det(M_p a)\) and \(\det(aM)\). The first relation (4.166) suggests that the quantum diagonal monodromy matrix \(M_p\) also gets a ”quantum correction” to its classical expression (3.3) (as the general monodromy \(M\) does, cf. (4.66)):

\[
(M_p)^i_j = q^{-2p_{\ell} + 1 - \frac{1}{n}} \delta^i_j.
\]

(4.167)

Indeed, the non-commutativity of \(q^{p_{\ell}}\) and \(a^i\), see (4.93), exactly compensates the additional factors \(q^{1-\frac{1}{n}}\) when computing

\[
\det(M_p a) := \frac{1}{[n]!} \epsilon_{\alpha_1 \ldots \alpha_n} (M_p a)^{i_1}_{\alpha_1} \ldots (M_p a)^{i_n}_{\alpha_n} \epsilon^{\alpha_1 \ldots \alpha_n}.
\]

(4.168)
To prove this, assume that $i_\mu \neq i_\nu$ for $\mu \neq \nu$ (so that, in particular, $\prod_{\mu=1}^n q^{-2p_\mu} = \prod_{\mu=1}^n q^{-2p_\mu} = \mathbb{I}$); we then have

$$q^{-2p_1+\frac{1}{n}} a^{i_1}_\alpha, q^{-2p_2+\frac{1}{n}} a^{i_2}_\alpha, \ldots, q^{-2p_n+\frac{1}{n}} a^{i_n}_\alpha = a^{i_1}_\alpha a^{i_2}_\alpha \ldots a^{i_n}_\alpha$$

(4.169)
since, moving all $q^{-2p_\mu+\frac{1}{n}}$ terms either to the leftmost or to the rightmost position, we get trivial overall numerical factors:

$$q^n(1-\frac{1}{n})^n(1+2+\cdots+n-1) = 1 = q^n(1-\frac{1}{n}+\frac{2}{1+2+\cdots+n})$$

(4.170)

Hence, defining simply

$$\det(M_p) := \prod_{i=1}^n q^{-2p_i} \quad (= 1) , \quad (4.171)$$

we also obtain

$$\det(M_p a) = \det(M_p) \det(a) = \det(a) \det(M_p) . \quad (4.172)$$

Understanding the second relation (4.166) turns out to be more intriguing; it is relegated to Appendix C where we also justify the appropriate definition of $\det(M)$.

In accord with (4.149), it follows from (4.146) that the elements of $M$ commute with $q^{p_\mu}$ and hence, with $M_p$ (4.167).

Eq.(4.164) implies that the exchange relations between $q^{p_\mu}$ and $u^A_i(z)$ are identical to those for the zero modes (4.93):

$$q^{p_\mu} u^A_i(z) = u^A_i(z) q^{p_\mu+\delta_j^i-\frac{1}{n}} \quad \Rightarrow \quad q^{p_\mu} u^A_i(z) = u^A_i(z) q^{p_\mu+\delta_j^i-\delta_i^j} . \quad (4.173)$$

(Together with (4.162), this is the reason why $M_p$ should multiply $u(z)$ from the left in (4.159).) As expected, in the quantum theory the spectrum of the commuting operators $p_i, \quad i = 1, \ldots, n$ acting on $\mathcal{H}$ (4.161) will be discrete; to determine it we only need, in addition to (4.173), the corresponding eigenvalues on the vacuum. Combining (4.173) with (4.159) and (4.167), we obtain

$$q^{\frac{1}{n}-n} u^A_i(0) | 0 \rangle = u^A_i(0) q^{-2p_i+1+\frac{1}{n}} | 0 \rangle \quad \Leftrightarrow \quad u^A_i(0) q^{-2p_i} | 0 \rangle = q^{1-n} u^A_i(0) | 0 \rangle . \quad (4.174)$$

Equation (4.174) admits the following interpretation. The vacuum eigenvalues $p^{(0)}_i$ \textbf{on} $| 0 \rangle$ are equal to the barycentric coordinates of the Weyl vector $\rho$ (A.32),

$$p_i | 0 \rangle = p^{(0)}_i | 0 \rangle , \quad p^{(0)}_i = \ell_i(\rho) = \frac{n+1}{2} - i , \quad i = 1, \ldots, n \quad (4.175)$$

(so that, in particular, $q^{-2p^{(0)}_i} = q^{1-n}$), and

$$u^A_i(z) | 0 \rangle = 0 \quad \text{for} \quad i \geq 2 . \quad (4.176)$$

A similar condition appears for the zero modes due to (4.146) and (4.65):

$$(M_p)^{ij} a^j_a | 0 \rangle = a^i_a M^\sigma_a | 0 \rangle \quad \Leftrightarrow \quad a^i_a q^{-2p_i} | 0 \rangle = q^{1-n} a^i_a | 0 \rangle . \quad (4.177)$$

Hence, the assumption that (4.175) holds leads us to the counterpart of (4.176) for the zero modes:

$$(q^{p_i} - q^{-\frac{n+1}{2}-i}) | 0 \rangle = 0 , \quad i = 1, \ldots, n \quad \Rightarrow \quad a^i_a | 0 \rangle = 0 \quad \text{for} \quad i \geq 2 . \quad (4.178)$$
As the exchange relations (4.173) (or (4.93)) imply
\[ u_i^A(z) : \mathcal{H}_p \to \mathcal{H}_{p+\nu(i)} , \quad a^i_\alpha : \mathcal{F}_p \to \mathcal{F}_{p+\nu(i)} , \] (4.179)
they completely determine, together with (4.173), the spectrum of \( p \) on the chiral state space (4.161) under the assumption that \( \mathcal{H} \) is generated from the vacuum by polynomials in \( g(z) \) (4.158). (The uniqueness of the vacuum requires the spaces \( \mathcal{H}_{p(0)} \) and \( \mathcal{F}_{p(0)} \) to be one dimensional, so that \( \mathcal{H}_{p(0)} \otimes \mathcal{F}_{p(0)} = \mathbb{C} | 0 \rangle \).) The first thing to say about the spectrum is that it is a quantum system with a finite number of degrees of freedom and state space

\[ \mathcal{F} = \mathcal{F}(\mathcal{M}_q) := \mathcal{M}_q | 0 \rangle . \] (4.181)

The dynamical \( R \)-matrix (4.107) is singular for \( [p_{ij}] = 0 \), so that the exchange relations (4.93) are ill defined on \( \mathcal{F} \) for \( q \) given by (4.158) \((q^h = -1)\), as \([nh] = 0 \) for any integer \( n \). This problem has however a simple solution; indeed, getting rid of the denominators in (4.107) (for \( \alpha_{ij}(p_{ij}) = 1 \)) and using the identity \([p - 1] = q^{\pm 1}[p] = -q^{\mp p} \), we obtain the set of relations

\[ a^i_\alpha a^j_\beta [p_{ij} - 1] = a^i_\alpha a^j_\beta [p_{ij}] - a^j_\beta a^i_\alpha q^{\epsilon_{\alpha\beta} p_{ij}} \quad (\text{for } i \neq j \text{ and } \alpha \neq \beta) , \]

\[ [a^i_\alpha, a^j_\alpha] = 0 , \quad a^i_\alpha a^j_\beta = q^{\epsilon_{\alpha\beta}} a^j_\beta a^i_\alpha , \quad \alpha, \beta, i, j = 1, \ldots, n , \] (4.182)

with \( \epsilon_{\alpha\beta} \) as defined in (3.110). We shall replace from now on the relations (4.95) by their ”regular form” (4.182). Thus the algebra \( \mathcal{M}_q \) is defined by (4.182), (4.93), (4.94) and the determinant condition (4.144). We assume that \( \mathcal{M}_q \) contains polynomials in \( a^i_\alpha \) and rational functions of \( q^{p_j} \).

To avoid confusion between the operators and their eigenvalues we shall put, when needed, hats on the operators \( \hat{p}_{ij} \). Note that, evaluated on a given \( \mathcal{F}_p \), the operators \( p_{ij} \) in the first relation (4.182) can be replaced by their (integer) eigenvalues so that the coefficients of the three (bilinear in \( a^i_\alpha \) terms become just ordinary \((q-)\) numbers:

\[ (\hat{p}_{ij} - p_{ij}) \mathcal{F}_p = 0 \quad \Rightarrow \quad (q^{\hat{p}_{ij}} - q^{p_{ij}}) \mathcal{F}_p = 0 . \] (4.183)

### 4.5.1 Fock representation of \( \mathcal{M}_q \) for generic \( q \)

We shall call the vacuum representation (4.181) of the algebra \( \mathcal{M}_q \) determined by (4.178) and (4.175) ”Fock representation”. Due to (4.87) (with
the counit defined in (B.5), (4.79), and (4.153), it is clear that \( F \) is an \( U_q \)-invariant space. The two questions of prime importance for us will be its \( U_q \)-module structure and the construction of convenient bases. We shall first explore both of them in the case of generic \( q \) for which we have a satisfactory theory and consider the root of unity case (4.58) only at the end.

The following result (also valid for \( q = 1 \)) was first established, for general \( n \), in [78] (for \( n = 2 \), cf. [32]).

**Proposition 4.2** For generic \( q \) the Fock space \( F \) (4.181) is a direct sum of irreducible \( U_q(s\ell(n)) \) modules \( F_p \):

\[
F = \bigoplus_p F_p \quad \quad (F_p(0) = \mathbb{C}|0\rangle).
\]

Here \( p \) runs over all shifted dominant weights of \( s\ell(n) \) and each \( F_p \) enters into the direct sum with multiplicity one. In other words, \( F \) provides a model \([26]\) for the finite dimensional representations of \( U_q(s\ell(n)) \).

To prove this statement, we shall introduce bases of vectors in \( F_p \) labeled by semistandard Young tableaux, see e.g. [74] and [69]. The key point is to realize that Eqs. (4.179) and (4.180) imply that, in the Young tableaux language, the multiplication by \( a^i_\alpha \) is equivalent to adding a box (labeled by \( \alpha \)) to the \( i \)-th row; in particular,

\[
a^i_\alpha : Y_{\lambda_1, \ldots, \lambda_{n-1}} \to Y_{\lambda_1, \ldots, \lambda_{i-1}, \lambda_i+1, \ldots, \lambda_{n-1}}, \quad i = 1, \ldots, n
\]

where \( Y_{\lambda_1, \ldots, \lambda_{n-1}} \) is the Young diagram corresponding to \( F_p \) (here \( Y_{0, \ldots, 0} \) is identified with \( F_{p(0)} \), the one dimensional vacuum subspace). Thus, the entries of the zero modes’ matrix appear as natural variables for a non-commutative polynomial realization of the finite dimensional representations of \( U_q(s\ell(n)) \).

The correspondence between the labels of \( F_p \) and \( Y_{\lambda_1, \ldots, \lambda_{n-1}} \) is made explicit by the following

**Theorem 4.1** (cf. Lemma 3.1 of [78]) For generic \( q \) the space \( F \) (4.181) is spanned by "antinormal ordered" polynomials applied to the vacuum vector

\[
P_{m_{n-1}}(a^{n-1}) \ldots P_{m_2}(a^2) P_{m_1}(a^1)|0\rangle
\]

with \( m_1 \geq m_2 \geq \cdots \geq m_{n-1} \) (4.186)

where each \( P_{m_i}(a^i) \) is a homogeneous polynomial of degree \( m_i \) in \( a_1^i, \ldots, a_n^i \) or, alternatively, by vectors of the type

\[
P_{\lambda_1}(\Delta^{(1)}) P_{\lambda_2}(\Delta^{(2)}) \ldots P_{\lambda_{n-1}}(\Delta^{(n-1)})|0\rangle
\]

with \( \lambda_i = m_i - m_{i+1} \geq 0 \) (\( m_n \equiv 0 \)) (4.187)

where \( \Delta_{\alpha_i \ldots \alpha_1} := a^i_{\alpha_i} \ldots a^1_{\alpha_1}, \quad i = 1, \ldots, n-1 \) are "strings" of antinormal ordered operators of length \( i \).

One can check that a vector of the type (4.186) belongs to the space \( F_p \), which is a common eigenspace of the commuting operators \( \hat{p} = (\hat{p}_1, \ldots, \hat{p}_n) \)

\[\text{Note that this realization has a non-trivial } q = 1 \text{ counterpart. The proof given below goes essentially without any modification in the undeformed case as well since, for generic } q, \ [n] \text{ vanishes only for } n = 0.\]
with eigenvalues satisfying $p_{ii+1} = \lambda_i + 1$. If the total number of zero mode operators acting on the vacuum is $N$, then the inequalities in (4.186) and (4.187) correspond to the partition $N = \sum_{j=1}^{n-1} m_j = \sum_{j=1}^{n-1} j \lambda_j$ or, in other words, to the Young diagram $Y_{\lambda_1, \ldots, \lambda_{n-1}}$; in (4.186) the diagram is built row by row while (4.187) corresponds to a construction column by column.

**Proof of Theorem 4.1** We shall start by assuming that $n \geq 3$; the case $n = 2$ is special (and simpler) and will be considered separately at the end. The proof is based on the following three Lemmas.

**Lemma 4.1** If $P(a^i, \ldots, a^1)$ is a (unordered) polynomial in $a_\alpha^\ell$ for $1 \leq \ell \leq i$ (and arbitrary $1 \leq \alpha \leq n$), then

$$a_\beta^j P(a^i, \ldots, a^1) |0\rangle = 0 \quad \text{for} \quad 3 \leq i + 2 \leq j \leq n \quad . \quad (4.188)$$

**Lemma 4.2** The "string vectors" of length $i \geq 2$

$$v^{(i)}_{\alpha i \ldots \alpha_1} := a_\alpha^i a_{\alpha i-1}^{i-1} \ldots a_{\alpha_1}^1 |0\rangle \quad , \quad 2 \leq i \leq n \quad (4.189)$$

are $q$-antisymmetric, i.e.

$$v^{(i)}_{\alpha i \ldots \alpha_1} = -q^{\epsilon_{\alpha i} \epsilon_{\alpha_1}} v^{(i)}_{\alpha i \ldots \alpha_1} \quad . \quad (4.190)$$

String vectors of length $n$ are proportional to the vacuum vector $|0\rangle$.

**Lemma 4.3** The product of two operators of type $a^{i+1}$ annihilates a string vector of length $i$ for an arbitrary combination of their lower indices:

$$a_\alpha^{i+1} a_\beta^{i+1} v^{(i)}_{\gamma i \ldots \gamma_1} = 0 \quad \text{for} \quad 1 \leq i \leq n - 1 \quad . \quad (4.191)$$

**Proof of Lemma 4.1** To show that Eq.(4.188) takes place, we first note that

$$\hat{p}_{ij} |0\rangle = p_{ij}^{(0)} |0\rangle = (j - \ell) |0\rangle \quad , \quad 1 \leq \ell, j \leq n \quad (4.192)$$

(see (4.175)) and hence, by (4.93),

$$[\hat{p}_{ij} - 1] P_{m_n \ldots m_1} (a^n, a^{n-1}, \ldots, a^1) |0\rangle =$$

$$= [m_\ell - m_j + j - \ell - 1] P_{m_n \ldots m_1} (a^n, a^{n-1}, \ldots, a^1) |0\rangle \quad (4.193)$$

for any homogeneous polynomial of order $m_r$ $(\geq 0)$ in $a^r$, $1 \leq r \leq n$. Eq.(4.188) follows from the consecutive application of the equality

$$a_\beta^j a_\alpha^\ell P_{m_n \ldots m_1} (a^i, \ldots, a^1) |0\rangle =$$

$$= \frac{1}{[p_{ij} - 1]} (a_\alpha^\ell a_\beta^j [p_{ij}] - a_\beta^j a_\alpha^\ell q^{\beta \epsilon_{\alpha j}}) P_{m_n \ldots m_1} (a^i, \ldots, a^1) |0\rangle \quad (4.194)$$

for $\alpha \neq \beta$, with

$$p_{ij} = m_\ell + j - \ell \geq 2 \quad \text{for} \quad 1 \leq l \leq i \quad , \quad i + 2 \leq j \leq n \quad (4.195)$$

(it is essential that $p_{ij} - 1 \neq 0$); for $\alpha = \beta$ the operators $a_\alpha^\ell$ and $a_\alpha^j$ simply commute, see (4.182). As $j \geq 3$, moving the operators $a^j$ to the right until they reach the vacuum and using (4.178), we prove that expressions of the type (4.191) (and hence, (4.188)) vanish.

**Proof of Lemma 4.2** It is clear in the first place that a string vector vanishes if any two neighbouring indices $\alpha_{\ell+1}$ and $\alpha_{\ell}$, for $\ell = 1, \ldots, i - 1$,
Due to the \( q \) are linearly independent. Obviously, all vectors in the list (4.201) are of the form of (4.186) takes place, namely all vectors in \( F \) and (4.190) we obtain, respectively
\[
\gamma, \beta, \alpha
\]
as the point is that the ensuing symmetry of the tensor \( w \) (the indices \( \sigma \)) and as the first term in the right hand side vanishes when evaluated on \( v^{(0)} \) where the eigenvalue \( p_{\ell+1} = 1 \), deduce relation (4.190). For \( i = n \) it complies with the properties of the \( \varepsilon \)-tensor (4.124) since
\[
v^{(n)} = \varepsilon_{i_1 \ldots i_\ell} a^{i_1}_{\alpha_1} \ldots a^{i_\ell}_{\alpha_\ell} \rangle = \varepsilon_{i_1 \ldots i_\ell} D_q(a) \rangle = \varepsilon_{\alpha_1 \ldots \alpha_\ell} D_q(p^{(0)}) \rangle ,
\]

\[
D_q(p^{(0)}) = \prod_{1 \leq j < \ell \leq n} [j - \ell] = \prod_{\ell=1}^{n-1} [\ell]!
\]

(the first equality (4.197) follows from Lemma 4.1; we then use (4.134), (4.144) and (4.192)).

**Proof of Lemma 4.3** Eq. (4.191) is a simple consequence of the \( q \)-symmetry of the product \( a^{i+1}_a a^{i+1}_b \) and the \( \alpha \)-antisymmetry of the string vectors (Lemma 4.2). Denote a vector of the type (4.191) by
\[
w_{\alpha \beta \gamma} \equiv w_{\alpha \beta \gamma}(\sigma) := a^{i+1}_a a^{i+1}_b v^{(i)}_{\gamma \sigma_1 \ldots \sigma_\ell} = a^{i+1}_\alpha v^{(i+1)}_{\beta \gamma \sigma_1 \ldots \sigma_\ell} , \quad 1 \leq i \leq n - 1
\]

(the indices \( \sigma_{i-1}, \ldots, \sigma_1 \) are irrelevant for the argument that follows). The point is that the ensuing symmetry of the tensor \( w_{\alpha \beta \gamma} \) is contradictory, i.e. incompatible with its non-triviality. Indeed, exchanging the indices arranged as \( \gamma, \beta, \alpha \) back to \( \alpha, \beta, \gamma \) in the two possible ways and using the last equality (4.182) and (4.190) we obtain, respectively
\[
w_{\gamma \beta \alpha} = q^{\epsilon_{\beta \alpha}} w_{\beta \gamma \alpha} = -q^{\epsilon_{\beta \alpha}} w_{\beta \gamma \alpha} = -q^{\epsilon_{\beta \alpha}} w_{\beta \gamma \alpha} \quad \text{or}
\]
\[
w_{\gamma \beta \alpha} = -q^{\epsilon_{\beta \alpha}} w_{\alpha \beta \gamma} = -q^{\epsilon_{\beta \alpha}} w_{\alpha \beta \gamma} = q^{\epsilon_{\beta \alpha}} w_{\alpha \beta \gamma} , \quad \text{i.e.}
\]
\[
w_{\gamma \beta \alpha} = -q^{2(\epsilon_{\beta \alpha} + \epsilon_{\alpha \beta} + \epsilon_{\alpha \gamma})} w_{\alpha \beta \gamma} \Rightarrow w_{\alpha \beta \gamma} = 0 .
\]

Returning to the proof of Theorem 4.1, we shall first show that a weaker form of (4.186) takes place, namely all vectors in \( F \) are linear combinations of vectors
\[
P_{m_n}(a^n) P_{m_{n-1}}(a^{n-1}) \ldots P_{m_2}(a^2) P_{m_1}(a^1) \rangle = 0 , \quad m_i \geq m_j \text{ for } i < j .
\]

By making use of Lemmas 4.1 and 4.3, one can easily exhaust the list of vectors created from the vacuum by a small number (say, \( N \leq 3 \)) operators \( a^{i}_a \):
\[
N = 1 : \quad a^1_a \rangle = 0 ;
\]
\[
N = 2 : \quad a^1_a a^1_\beta \rangle = 0 , \quad a^2_a a^1_\beta \rangle = v^{(2)}_{\alpha \beta} ;
\]
\[
N = 3 : \quad a^1_a a^1_\beta a^1_\gamma \rangle = 0 , \quad a^2_a a^1_\beta a^1_\gamma \rangle = 0 , \quad a^3_a a^2_a a^1_\gamma \rangle = v^{(3)}_{\alpha \beta \gamma} ;
\]
\[
( a^2_a a^1_\beta a^1_\gamma \rangle = [2] a^1_\beta v^{(2)}_{\alpha \gamma} - q^{2\epsilon_{\beta \alpha}} a^1_\alpha v^{(2)}_{\beta \gamma} ) ;
\]
\[
\ldots
\]

Due to the \( q \)-(anti)symmetry in the lower indices, not all combinations (4.201) are linearly independent. Obviously, all vectors in the list (4.201) are of the
form \(4.200\). We shall assume that the arrangement \(4.200\) can be made for any number of zero modes’ operators not larger than certain \(N\) and then perform the induction in \(N\). To this end we shall prove that the action of \(a^j_β\) on a vector

\[ P_{m_1}(a^1) \ldots P_{m_i}(a^1) |0\rangle \quad \text{for} \quad N = m_1 + \cdots + m_i, \quad 1 \leq i \leq n \]  

(4.202)
either produces again vectors of the form \(4.200\), or gives zero. The former is certainly correct for \(j = i + 1\) and the latter for \(n \geq j \geq i + 2\), by Lemma 4.1. So it is necessary to show that an operator of type \(a^j_β\), \(1 \leq j \leq n - 1\) acting on \(4.202\) can be moved to the right through \(P_{m_i}(a^i)\) for any \(j < i \leq n\) and \(m_i > 0\). This amounts to proving that the corresponding eigenvalue of \([δ_{ij} - 1], \ i > j\) is different from zero; to this end we could write

\[
\begin{align*}
    a^j_β P_{m_1}(a^1) \ldots P_{m_j}(a^j) \ldots P_{m_1}(a^1) |0\rangle &= \\
    &= \frac{1}{[p_{ij} - 1]} a^j_β a^i_α [δ_{ij} - 1] P_{m_1}(a^1) \ldots P_{m_j}(a^j) \ldots P_{m_1}(a^1) |0\rangle
\end{align*}
\]

and apply the first relation \(4.182\) if \(α ≠ β\), or just use the second relation \(4.182\) if \(α = β\). By the general formula \(4.193\)

\[
p_{ij} = m_i - 1 - m_j + j - i \quad (\leq -2 \quad \text{for} \quad m_i \leq m_j \quad \text{and} \quad j < i),
\]

(4.204)

hence the quantum brackets in the right-hand side of \(4.203\) do not vanish. As a result, the operator \(a^j\) can always join its companions of the same type. Our next step will be to show that this will not violate the inequalities among \(m_i\) in \(4.200\) i.e., if \(m_j = m_{j-1}\),

\[
a^j_α P_{m_{j-1}}(a^1) P_{m_{j-1}}(a^{j-1}) \ldots P_{m_1}(a^1) |0\rangle = 0, \quad 2 \leq j \leq n.
\]

(4.205) Eq. \(4.205\) can be proved by pulling consecutively the rightmost operators of type \(a^2, a^3, \ldots, a^j\) until they form a string of length \(j\) with the rightmost "free" \(a^1\). Using the property of strings

\[ [δ_{rs}, Δ^{(j)}] = 0 \quad \text{for} \quad 1 \leq r < s \leq j \leq n, \]

(4.206)

we can proceed in the same way, eventually expressing \(4.205\) as a linear combination of vectors of the kind

\[
P_{m_j - 2m_{j-1}}(a^{j-2}) \ldots P_{m_{1-m_j-1}}(a^1) a^j_β P_{m_{j-1}}(Δ^{(j)}) |0\rangle, \quad 2 \leq j \leq n - 1
\]

(4.207)

(strings of length \(n\) that would appear for \(j = n\) are eliminated by \(4.197\)). To confirm \(4.205\) – and hence, \(4.186\), it remains to prove the following generalization of Lemma 4.3:

\[
a^j_β P_m(Δ^{(j)}) |0\rangle = 0 \quad \text{for} \quad 2 \leq j \leq n - 1, \quad m \geq 0.
\]

(4.208)

The proof of \(4.208\) can be done by induction in \(m\). The case \(m = 0\) is covered by \(4.178\) and \(m = 1\), by \(4.191\). For \(m ≥ 2\) we shall use \(4.196\) to extract a \(q\)-antisymmetric term from \(P_m(Δ^{(j)}) |0\rangle\) which vanishes when acted upon by \(a^j_β\), due to an immediate generalization of \(4.198, 4.199\):

\[
\begin{align*}
a^j_β P_m(Δ^{(j)}) |0\rangle &= a^j_β a^i_α \ldots a^1_α P_{m-1}(Δ^{(j)}) |0\rangle = \\
    &= a^j_β \left( \frac{1}{2} a^i_α a^j_α - \frac{1}{2} a^j_α a^i_α q^{α_α - α_j} + \frac{|2|}{2} a^j_α a^j_α a^j_α \right) x \\
    &\times a^j_α \ldots a^i_α P_{m-1}(Δ^{(j)}) |0\rangle, \quad 2 \leq j \leq n - 1.
\end{align*}
\]

(4.209)
Further, the operator $a_{ij}^\alpha$ from the remaining last term in the big parentheses of (4.129) can be moved to the right until one gets a linear combination of terms of the type $P^1(\lambda^{(j)}) a^i_{\alpha, k} P_{m-1}(\Delta^{(j)}) |0\rangle$. Thus Eq. (4.208) follows from the same assumption for $m - 1$.

A similar procedure (grouping the operators in strings of decreasing length) leads to (4.187). By the technique used in (4.209), based on Eq. (4.196), one can prove that any of the strings is $q$-antisymmetric on its lower indices; this generalizes Lemma 4.2.

To complete the proof of Theorem 4.1, we shall consider separately the special case $n = 2$ when the determinant condition is also bilinear as the exchange relations (4.182). Denoting $p := p_{12}$, we have (for $\alpha_{12}(p_{12}) = 1$ in (4.128))

$$D_q(\hat{\rho}) = [\hat{\rho}] , \quad \epsilon^{12}(\hat{\rho}) = -[\hat{\rho} - 1] / [\hat{\rho} , \quad \epsilon^{21}(\hat{\rho}) = [\hat{\rho} + 1] / [\hat{\rho} ] (4.210)$$

(cf. (4.132)) so that, combining (4.134) and (4.144), we obtain

$$\epsilon_{ij} a^i_{\alpha} a^j_{\beta} (\equiv a^2_{\alpha} a^1_{\beta} - a^1_{\alpha} a^2_{\beta} ) = [\hat{\rho}] \varepsilon_{\alpha \beta} , \quad \alpha, \beta = 1, 2$$

$$(\varepsilon_{12} = -\hat{q}^{1/2} = \varepsilon^{12} , \quad \varepsilon_{21} = \hat{q}^{1/2} = \varepsilon^{21}) \quad \Rightarrow \quad a^1_{\alpha} a^2_{\alpha} = a^2_{\alpha} a^1_{\alpha} ,

a^2_{\alpha} a^1_{\beta} \varepsilon^{\alpha \beta} = [\hat{\rho} + 1] , \quad a^2_{\alpha} a^1_{\beta} \varepsilon^{\alpha \beta} = -[\hat{\rho} - 1] ,

a^2_{i} a^1_{i} \varepsilon^{\alpha \beta} = 0 \quad (i.e., \quad a^2_{i} a^1_{i} = q a^1_{i} a^2_{i}) , \quad i = 1, 2 . (4.211)$$

It is not difficult to see that Eqs. (4.211) (which are inhomogeneous in $a^i_{\alpha}$) and (4.212) imply the homogeneous exchange relations (4.182) for $n = 2$.

An important consequence of (4.211) is that the exchange of operators with different upper indices (in particular, their "antinormal ordering") can be performed already at the algebraic level, which directly implies Theorem 4.1.

**Proof of Proposition 4.2**

By Theorem 4.1, for generic $q$ any vector in $\mathcal{F}$ is a linear combination of vectors belonging to the spaces $\mathcal{F}_p$ where the (barycentric shifted weight) labels $p = (p_1, \ldots, p_n)$ are related to the Dynkin labels of Young diagrams $Y_{\lambda_1, \ldots, \lambda_{n-1}}$ of $sl(n)$ type by $p_{\alpha+1} = \lambda_\alpha + 1 , \ i = 1, \ldots, n - 1$.

As the $U_q(sl(n))$ generators only change the lower indices of the zero mode operators, it follows that each $\mathcal{F}_p$ is a $U_q(sl(n))$ invariant space. In particular, all vectors generated from the vacuum by homogeneous polynomials are weight vectors (eigenvectors of all $\hat{K}_i , \ i = 1, \ldots, n - 1$), the weights depending solely on the set of $N$ lower indices. Both (4.186) and (4.187) have an obvious interpretation as filling in the boxes of the Young diagram $Y_{\lambda_1, \ldots, \lambda_{n-1}}$ with numbers from 1 to $n$ corresponding to the arrangement of the lower indices along its rows or columns, respectively. One infers from the last equation (4.187) the $q$-symmetry of the row fillings, and from the generalization of Lemma 4.2, the $q$-antisymmetry of the column ones. On the other hand, the exchange operations (4.182) we use to express a vector of the form (4.186) as a linear combination of vectors (4.187) (and vice versa) leave the set of lower indices invariant. We thus have the same situation as in the $sl(n)$ case where, for enumerational purposes, one introduces bases of vectors labeled by semistandard Young tableaux, with indices "weakly increasing" (i.e., non-decreasing) along rows and strictly increasing along columns.
Each $F_p$ contains a unique, up to normalization, highest (resp., lowest) weight vectors (HWV and LWV)

$$|HWV\rangle_p \equiv |\lambda_1 \ldots \lambda_{n-1}\rangle \quad \text{and} \quad |LWV\rangle_p \equiv |- \lambda_{n-1} \ldots - \lambda_1\rangle \quad (4.213)$$

satisfying

$$(K_i - q^{\lambda_i}) |\lambda_1 \ldots \lambda_{n-1}\rangle = 0 = (K_i - q^{-\lambda_{n-i}}) |- \lambda_{n-1} \ldots - \lambda_1\rangle ,$$

$$E_i |\lambda_1 \ldots \lambda_{n-1}\rangle = 0 = F_i |- \lambda_{n-1} \ldots - \lambda_1\rangle , \quad 1 \leq i \leq n - 1 \quad (4.214)$$

These are given by

$$|\lambda_1 \ldots \lambda_{n-1}\rangle = (\Delta^{(1)}_{\lambda_1}(\Delta^{(2)}_{\lambda_2}) \ldots (\Delta^{(n-2)}_{\lambda_{n-2}})(\Delta^{(n-1)}_{\lambda_{n-1}})|0\rangle \sim (a^{n-1}_{\lambda_{n-1}}(a^{n-2}_{\lambda_{n-2}}) \ldots (a^{2}_{\lambda_{2}})(a_{\lambda_1}) |0\rangle ,$$

$$|- \lambda_{n-1} \ldots - \lambda_1\rangle = (\Delta^{(1)}_{-\lambda_1}(\Delta^{(2)}_{-\lambda_2}) \ldots (\Delta^{(n-2)}_{-\lambda_{n-2}})(\Delta^{(n-1)}_{-\lambda_{n-1}})|0\rangle \sim (a^{n-1}_{-\lambda_{n-1}}(a^{n-2}_{-\lambda_{n-2}}) \ldots (a^{2}_{-\lambda_{2}})(a_{-\lambda_1}) |0\rangle ,$$

$$\Delta_{\alpha_{i+1}}^{(i)} := a^{i}_{\alpha_{i+1}}a^{i-1}_{\alpha_{i+1}} \ldots a^{1}_{\alpha},$$

$$\lambda_i = m_i - m_{i+1} = p_{ii+1} - 1 , \quad i = 1, \ldots , n - 1 . \quad (4.215)$$

As for generic $q$ the $U_q(sl(n))$ (finite-dimensional) representation theory (including weight space decomposition and dimensions) is essentially the same as that for $sl(n)$ [38], we conclude that the spaces $F_p$ for $p_{ii+1} = \lambda_i + 1 , \lambda_i \geq 0$ exhaust the list of $U_q(sl(n))$ IR. The dimension (A.26) and the quantum dimension of $F_p$ are given by

$$\dim F_p = \prod_{1 \leq i < j \leq n} \frac{p_{ij}}{p_{ij}^{(0)}} = \frac{D_1(p)}{D_1(p^{(0)})} = \frac{1}{\prod_{\ell=1}^{n-1} \ell!} D_1(p) =: d(p) , \quad (4.216)$$

$$q\dim F_p := \text{Tr}_{F_p} \prod_{i=1}^{n-1} K_i = \prod_{1 \leq i < j \leq n} \frac{[p_{ij}]}{[p_{ij}^{(0)}]} = \frac{D_q(p)}{D_q(p^{(0)})} = \frac{1}{\prod_{\ell=1}^{n-1} \ell!} D_q(p) =: d_q(p)$$

(cf. [38], Example 11.3.10). According to Theorem 4.1, every vector in $F$ has a finite number of components belonging to different $F_p$. It is obvious from the definition that vectors belonging to $F_p$ and $F_{p'}$ for $p \neq p'$ are linearly independent. It follows that the Fock space $F$ [4.181], originally defined as a vacuum representation space of the zero modes algebra $M_q$, is equal to the direct sum [4.184]. This completes the proof of Proposition 4.2 (for generic $q$).

**Remark 4.3** Note that [4.211] takes place also for $q$ a root of unity. Hence, for $n = 2$ Theorem 4.1 applies to the Fock space $F = \oplus_{p=1}^{\infty} F_p$ of the WZNW chiral zero modes as well, where the spaces $F_p$ are generated from the vacuum by homogeneous monomials in $a^i$ of order $(\lambda =) p - 1$. In this case, however, $F_p$ carry indecomposable representations of $U_q$.

We define next a linear antiinvolution ("transposition") on $M_q$ [78] by

$$(XY)' = Y'X' \quad \forall X , Y \in M_q , \quad (q^{\hat{p}})' = q^{\hat{p}'} ,$$

$$\mathcal{D}_q^{(i)}(\hat{p})(a^i_{\alpha})' = a^{i}_{\alpha} = \frac{1}{(n-1)!} \varepsilon_{i_{1} \ldots i_{n-1}} a^{i_{1}}_{\alpha_{1}} \ldots a^{i_{n-1}}_{\alpha_{n-1}} \varepsilon^{\alpha_{1} \ldots \alpha_{n-1}} , \quad (4.217)$$
where \( \mathcal{D}_q^{(i)}(p) \) is equal to 1 for \( n = 2 \) while, for \( n \geq 3 \), is given by the product
\[
\mathcal{D}_q^{(i)}(p) = \prod_{j<l, j \neq i \neq l} [p_{jl}] \quad (\Rightarrow [\mathcal{D}_q^{(i)}(\hat{p}), a^i_\alpha] = 0 = [\mathcal{D}_q^{(i)}(\hat{p}), \tilde{a}^i_\alpha]) \quad . \quad (4.218)
\]
The matrix \((\tilde{a}^i_\alpha)\) is thus the \((left)\) adjugate matrix of \((a^i_\alpha)\):
\[
\tilde{a}^i_\alpha a^j_\beta = \frac{1}{[n-1]!} \epsilon_{ii_1...i_{n-1}} a^{i_1}_{\alpha_1} \ldots a^{i_{n-1}}_{\alpha_{n-1}} a^i_\beta \epsilon^{\alpha_1...\alpha_{n-1}} = \\
= \frac{(-1)^{n-1}}{[n-1]!} \epsilon^{\alpha_1...\alpha_{n-1}} \epsilon^{\alpha_1...\alpha_{n-1}} D_q(a) = D_q(a) \delta^i_\beta \quad (4.219)
\]
(we have used the antisymmetry of \(\epsilon_{ii_1...i_{n-1}}\) and further, \((4.134)\) and \((4.127)\)). In other words,
\[
\tilde{a}^i_\alpha = D_q(a) (a^{-1})^i_\alpha = D_q(\hat{p}) (a^{-1})^i_\alpha \quad \text{where} \quad (a^{-1})^i_\alpha a^j_\beta = \delta^i_j, \quad a^i_\alpha a^{-1} j_\beta = \delta^i_j \quad (4.220)
\]
(the fact that the matrix \(a^{-1}\) defined by \((4.220)\), \((4.217)\) is also a \((right)\) inverse of \(a\) can be demonstrated in a similar way as \((4.219)\) by using the properties of the dynamical antisymmetrizers and \(\epsilon\)-tensors \((107)\)). Note that, due to \((4.219)\) (and in conformity with \((4.144)\)), the determinant \(D_q(a)\) of the zero modes’ matrix is invariant with respect to the transposition:
\[
(D_q(a))' \delta^\alpha_\beta = (a^i_j)'(\tilde{a}^i_\alpha)' = \frac{1}{D_q'(\hat{p})} \tilde{a}^i_\beta D_q^{(i)}(\hat{p}) a^i_\alpha = \tilde{a}^i_\beta a^i_\alpha = D_q(a) \delta^\alpha_\beta ; \\
(D_q(a))' = (D_q(\hat{p}))' = D_q(\hat{p}) = D_q(a) \quad . 
\]
It also follows that the transposed elements \((a^i_\alpha)'\) obey
\[
\sum_{i=1}^{n} (a^i_\alpha)' D_q^{(i)}(\hat{p}) a^i_\beta = D_q(\hat{p}) \delta^\alpha_\beta ; \quad \sum_{\alpha=1}^{n} a^i_\alpha \frac{1}{D_q(\hat{p})} (a^i_\alpha)' = \frac{1}{D_q'(\hat{p})} \delta^i_\beta \quad . \quad (4.222)
\]
The involutivity of the transposition derives from the fact that the last two equations are valid with \((a^i_\alpha)''\) in place of \(a^i_\alpha\).

To compute correlation functions (like in \((4.60)\)), we shall equip the chiral state space \((4.161)\) with a left (”bra”) vacuum state \(\langle 0 |\), defining thus a linear functional on the chiral field algebra. This will allow us to define, in particular, a \((bilinear)\) form \((.\mid .) : \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{C}\) on the zero modes’ Fock space \((4.181)\) such that, for any two vectors in \(\mathcal{F}\) of the form \(|\Phi\rangle = A |0\rangle, |\Psi\rangle = B |0\rangle\) where \(A, B \in \mathcal{M}_q\),
\[
\langle \Phi \mid \Psi \rangle := \langle 0 \mid A' B |0\rangle \quad . \quad (4.223)
\]
To this end, we shall require the left vacuum to be orthogonal to any \(\mathcal{F}_p\) with \(p \neq p^{(0)}\), and normalized \((\langle 0 |0 \rangle = 1)\):
\[
\langle 0 | C | 0 \rangle = c_0 \quad \forall C \in \mathcal{M}_q , \quad \text{where} \\
C | 0 \rangle = c_0 |0\rangle + \sum_{p \neq p^{(0)}} | C_p \rangle , \quad | C_p \rangle \in \mathcal{F}_p \quad . 
\]
It is clear that the only non-trivial monomials in \(a^i\) contributing to the vacuum expectation value \((4.224)\) are those of the form \((4.200)\) with \(m_1 = \cdots =
of the Chevalley generators of $U_q$, proof that, for generic $q$, that the scalar squares of the highest and lowest weight vectors (4.215) are equal. The bilinear form is $\varepsilon$ using (4.87) and is non-degenerate with respect to each other. It has been proven in [78] for $U_q(sln)$ modules $F_p$ and $F_{p'}$ (4.184) with $p \neq p'$ are orthogonal to each other.

Eqs. (4.217), (4.220), (4.144) and the relation $a M = M_p a$ (which can be considered, for a given $M_p$, as a definition of the monodromy matrix $M$ for the zero mode sector) imply

$$ (M^\alpha_\beta)' (a^{-1})^\alpha_i = (a^{-1})^\beta_j (M_p)^j_i \quad \Rightarrow \quad (M^\alpha_\beta)' = (a^{-1} M_p a)^\beta_\alpha = M^\beta_\alpha $$

(4.229)

i.e., the transposition of an entry of $M$ coincides with the corresponding entry of its transposed, in the usual matrix sense, $M' = tM$. In agreement with the opposite triangularity of the Gauss components $M_{k_{+}}$ (4.66), this is compatible with Eq. (4.91), $(M_{k_{+}})' = (M_{k_{-}})^t$ which implies, in turn, Eq. (4.90) for the transposed of the Chevalley generators of $U_q(sln)$.

It follows trivially from the definition (4.223) that, for any $| \Phi \rangle, | \Psi \rangle \in F_p$ and any $X \in U_q(sln)$,

$$ \langle X \Phi | \Psi \rangle = \langle \Phi | X' | \Psi \rangle $$

(4.230)

i.e. the bilinear form is $U_q(sln)$-invariant (see Section 9.20 of [112] for a proof that, for generic $q$, a form with this property is essentially unique and non-degenerate). It is equally simple to derive, by analogy with (4.227) and using (4.87) and $\varepsilon(X') = \varepsilon(X)$, the invariance of the left vacuum:

$$ 0 = \langle 0 | (X - \varepsilon(X)) \quad \forall X \in U_q(sln) $$

(4.231)

It has been proven in [78] for $n = 2, 3$ (and conjectured to hold in general) that the scalar squares of the highest and lowest weight vectors (4.215) are

$$ \langle HWV | HWV \rangle_p = \prod_{i<j} [p_{ij} - 1] = \langle LWV | LWV \rangle_p $$

(4.232)
4.5.2 Fock representation of $\mathcal{M}_q$ for $q = e^{-i\pi}$

After having studied the structure of the Fock representation of the algebra $\mathcal{M}_q$ for generic $q$, we now return to our genuine problem, assuming that the deformation parameter is an (even) root of unity, $q = e^{-i\frac{\pi}{2}}$, $h = k + n$ \([1.62]\).

The fact that in this case $[Nh] = 0$ for any $N \in \mathbb{Z}$ changes drastically the picture. We shall point out and comment on the main differences below. Albeit the full combinatorial description of the Fock space $\mathcal{F}$ \([1.181]\) for $n \geq 3$ still remains a challenge, the observations and the technical tools described below could help us understand better its structure.

The classification of Fock states for $q$ generic and $N \geq 3$ was based on the three lemmas derived in the previous subsection. It is not difficult to see that Lemma 4.2 and Lemma 4.3 hold in the root of unity case as well. The proof of Lemma 4.1 however fails since in this case $[p_{ij} - 1]$ can vanish which makes impossible the exchange of $a^j_{\beta}$ and $a^i_{\alpha}$ for $\alpha \neq \beta$; indeed, in this case

$$[\hat{p}_{ij} - 1] v = 0 \iff \hat{p}_{ij} v = (Mh + 1) v, \quad M \in \mathbb{Z} \quad \Rightarrow \quad q^{\epsilon \hat{p}_{ij}} v = (-1)^M q^\epsilon v$$

(for $\epsilon = \pm 1$) so \((4.182)\) reduces in this case to just the $q$-symmetry of $a^i_{\alpha} a^j_{\beta} v$:

$$[\hat{p}_{ij} - 1] v = 0 \Rightarrow a^i_{\alpha} a^j_{\beta} v = q^{\epsilon \alpha \beta} a^i_{\alpha} a^j_{\beta} v. \tag{4.234}$$

Note that the vanishing of the other $p$-dependent coefficient in \((4.182)\) implies, on the other hand, the symmetry of $a^i_{\alpha} a^j_{\beta} v$ in the upper indices:

$$[\hat{p}_{ij}] v = 0 \iff \hat{p}_{ij} v = Mh v, \quad M \in \mathbb{Z} \quad \Rightarrow \quad a^i_{\alpha} a^j_{\beta} v = a^j_{\alpha} a^i_{\beta} v. \tag{4.235}$$

The proof of Lemma 4.1 cannot be applied, for example, to the vector

$$v_{\alpha \beta_1 \beta_2} := a^1_{\alpha} a^1_{\beta_1} a^1_{\beta_2} \ldots a^1_{\beta_{h+3-j}} |0\rangle \quad \text{for} \quad j \geq 3 \tag{4.236}$$

which is of the form envisaged in \((4.188)\). This is an important issue: if $v_{\alpha \beta_1 \beta_2} \neq 0$, it would mean that, for $n \geq 3$, the spectrum of $\hat{p} = (\hat{p}_1, \ldots, \hat{p}_n)$ on $\mathcal{F}$ includes non-dominant (shifted integral) $s\ell(n)$ weights. As mentioned above, when the index $\alpha$ is different from all $\beta_i$, $i = 1, \ldots, h+3-j$, it is not possible to use \((4.182)\) to move $a^j$ to the right until it reaches and annihilates the vacuum, since

$$[\hat{p}_{ij} - 1] a^1_{\beta_2} \ldots a^1_{\beta_{h+3-j}} |0\rangle = a^1_{\beta_2} \ldots a^1_{\beta_{h+3-j}} [\hat{p}_{ij} + h + 1 - j] |0\rangle =$$

$$= [h] a^1_{\beta_2} \ldots a^1_{\beta_{h+3-j}} |0\rangle = 0. \tag{4.237}$$

It turns out, however, that the vector \((4.236)\) is $q$-antisymmetric in the first pair of indices and $q$-symmetric in the second,

$$-q^{-\epsilon_{\alpha \beta}} v_{\beta \alpha \gamma} = v_{\alpha \beta \gamma} = q^{\epsilon_{\beta \gamma}} v_{\alpha \gamma \beta} \tag{4.238}$$

and, as a result, vanishes. Indeed, it follows from \((4.238)\) that

$$v_{\alpha \beta \gamma} = -q^{-\epsilon_{\alpha \beta}} v_{\beta \alpha \gamma} = -q^{-\epsilon_{\alpha \beta} + \epsilon_{\alpha \gamma}} v_{\beta \gamma \alpha} = q^{-\epsilon_{\alpha \beta} + \epsilon_{\alpha \gamma} - \epsilon_{\beta \gamma}} v_{\gamma \beta \alpha} \tag{4.239}$$

but also

$$v_{\alpha \beta \gamma} = q^{\epsilon_{\beta \gamma}} v_{\alpha \gamma \beta} = -q^{\epsilon_{\beta \gamma} - \epsilon_{\alpha \gamma}} v_{\gamma \alpha \beta} = -q^{\epsilon_{\beta \gamma} + \epsilon_{\gamma \alpha} + \epsilon_{\alpha \beta}} v_{\gamma \beta \alpha} \tag{4.240}$$
or,
\[ v_{\alpha\beta\gamma} = q^{-\epsilon_{\alpha\beta} - \epsilon_{\beta\gamma} - \epsilon_{\gamma\alpha}} v_{\gamma\beta\alpha} = -q^{\epsilon_{\alpha\beta} + \epsilon_{\beta\gamma} + \epsilon_{\gamma\alpha}} v_{\gamma\beta\alpha} \quad (\equiv 0) \] (4.241)

since the relative factor is equal to \(-1\) (for \(\beta = \gamma\)) or to \(-q^{\pm 2} \neq 1\).

We shall provide details of the proof of (4.238) since they appear to be typical for the root of unity case. The \(q\)-symmetry of \(v_{\alpha\beta\gamma}\) in \(\beta\) and \(\gamma\) is implied directly by the second Eq. (4.184). To prove its \(q\)-antisymmetry in the first two indices, we write

\[ v_{\alpha\beta\gamma} = a^j_{\alpha} a^1_{\beta} v_\gamma \quad \text{where} \quad v_\gamma := a^1_{\alpha} a^2_{\beta} \ldots a^1_{\beta_{p+3-j}} |0\rangle. \] (4.242)

There are \(h + 2 - j\) operators \(a^1\) applied to the vacuum in \(v_\gamma\) so that, in particular, by (4.93) and (4.192),

\[ \hat{p}_{ij} v_\gamma = (h + 1) v_\gamma \quad \text{and} \quad a^j_\sigma v_\gamma = 0 \quad \forall \sigma. \] (4.243)

The last equality follows since \(a^j_\sigma v_\gamma = a^j_\sigma a^1_\gamma v_\gamma\), \(\hat{p}_{ij} v = h v\) etc., so one can apply repeatedly (4.182), starting with

\[ a^j_\sigma v_\gamma = a^j_\sigma a^1_\gamma v = \frac{1}{[h - 1]} a^j_\sigma a^1_\gamma [\hat{p}_{ij} - 1] v = \ldots \] (4.244)

until \(a^j\) reaches the vacuum. If \(\alpha = \beta\), then

\[ v_{\alpha\alpha\gamma} = a^j_\alpha a^1_\beta v_\gamma = a^1_\alpha a^j_\alpha v_\gamma = 0, \] (4.245)

and this is equivalent to \(-v_{\alpha\alpha\gamma} = v_{\alpha\alpha\gamma}\), a particular case of the first Eq. (4.238). Assume now that \(\alpha \neq \beta\); again by (4.182) (with \(i \leftrightarrow j\), followed by \(i = 1\), Eq. (4.243) implies that

\[ [\hat{p}_{j1} - 1] a^1_\beta a^j_\alpha v_\gamma = 0 = a^j_\alpha a^1_\beta [\hat{p}_{j1}] v_\gamma - a^j_\beta a^1_\alpha q^{\epsilon_{\alpha\beta}} \hat{p}_{j1} v_\gamma \] (4.246)

and the first Eq. (4.238) for \(\alpha \neq \beta\) follows since \(\hat{p}_{j1} v_\gamma = -(h + 1) v_\gamma\), cf. (4.243):

\[ -a^j_\alpha a^1_\beta [h + 1] v_\gamma - a^j_\alpha a^1_\beta q^{-\epsilon_{\alpha\beta}(h+1)} v_\gamma = 0 \quad \Leftrightarrow \quad a^j_\alpha a^1_\beta v_\gamma \equiv v_{\alpha\beta\gamma} = -q^{-\epsilon_{\alpha\beta}} a^j_\alpha a^1_\beta v_\gamma \equiv -q^{-\epsilon_{\alpha\beta}} v_{\beta_{j\alpha\gamma}}. \] (4.247)

Thus, \(a^j_\alpha a^1_\beta a^1_{\beta_2} \ldots a^1_{\beta_{p+3-j}} |0\rangle = 0\) for \(j \geq 3\).

This result is easily generalized to vectors of the form

\[ w_{\alpha\beta\gamma} = a^j_\alpha a^i_\beta a^1_\gamma w, \quad p_{ij} w = N h w, \quad a^j_\alpha a^i_\beta w = 0 \quad \forall \sigma \] (4.248)

for \(n \geq j \geq i + 2 \geq 3\), i.e.,

\[ -q^{-\epsilon_{\alpha\beta}} w_{\beta_{j\alpha\gamma}} = w_{\alpha\beta\gamma} = q^{\epsilon_{\beta\gamma}} w_{\alpha\gamma\beta} \quad \Rightarrow \quad w_{\alpha\beta\gamma} = 0. \] (4.249)

But even (4.249) is yet a consequence of a more universal technique we are going to describe now.

It turns out that the exchange relations (4.182) for the zero modes take a remarkably simple and transparent form when written in terms of the \(q\)-symmetric and \(q\)-antisymmetric projections of the bilinear combination \(a^i_\alpha a^j_\alpha\):

\[ a^i_\alpha a^j_\beta = A^{ij}_{\alpha\beta} + S^{ij}_{\alpha\beta}, \quad A^{ij}_{\alpha\beta} = -q^{-\epsilon_{\alpha\beta}} A^{ij}_{\beta\alpha}, \quad S^{ij}_{\alpha\beta} = q^{\epsilon_{\alpha\beta}} S^{ij}_{\beta\alpha}. \] (4.250)
Here the \( q \)-antisymmetric part is defined by using (4.115),

\[
[2] A^{ij}_{\alpha\beta} := a^i_{\alpha} a^j_{\beta} \alpha^{\alpha\beta} = \begin{cases} q^{-\epsilon_{\alpha\beta}} a^i_{\alpha} a^j_{\beta} - a^i_{\beta} a^j_{\alpha}, & \alpha \neq \beta \\ 0, & \alpha = \beta \end{cases} \quad (4.251)
\]

and for the \( q \)-symmetric one,

\[
[2] S^{ij}_{\alpha\beta} := a^i_{\alpha} a^j_{\beta} S^{\alpha\beta}_{\alpha\beta} = \begin{cases} q^{\epsilon_{\alpha\beta}} a^i_{\alpha} a^j_{\beta} - a^i_{\beta} a^j_{\alpha}, & \alpha \neq \beta \\ [2] a^i_{\alpha} a^j_{\beta} (\equiv [2] a^i_{\alpha} a^j_{\alpha}), & \alpha = \beta \end{cases} \quad (4.252)
\]

we need to introduce the corresponding operator

\[
S^{\alpha\prime\beta\prime}_{\alpha\beta} = [2] \delta^{\alpha\prime}_{\alpha} \delta^{\beta\prime}_{\beta} - A^{\alpha\prime\beta\prime}_{\alpha\beta} = s_{\alpha\beta} \delta^{\alpha\prime}_{\alpha} \delta^{\beta\prime}_{\beta} + \delta^{\alpha\prime}_{\beta} \delta^{\beta\prime}_{\alpha},
\]

where

\[
s_{\alpha\beta} := \begin{cases} q^{\epsilon_{\alpha\beta}}, & \alpha \neq \beta \\ [2] - 1 \equiv q + q^{-1} - 1, & \alpha = \beta \end{cases} \quad (4.253)
\]

Rewriting the first relation (4.182) in terms of \( S^{ij}_{\alpha\beta} \) and \( A^{ij}_{\alpha\beta} \) using (4.250),

\[
[p_{ij} - 1] (S^{ij}_{\beta\alpha} + A^{ij}_{\beta\alpha}) = [p_{ij}] (q^{\epsilon_{\alpha\beta}} (S^{ij}_{\beta\alpha} - q^{-\epsilon_{\alpha\beta}} A^{ij}_{\beta\alpha}) - q^{\epsilon_{\alpha\beta}} p_{ij}) (S^{ij}_{\beta\alpha} + A^{ij}_{\beta\alpha}) = (q^{\epsilon_{\alpha\beta}} [p_{ij}] - q^{\epsilon_{\alpha\beta}} p_{ij}) S^{ij}_{\beta\alpha} + (q^{\epsilon_{\alpha\beta}} p_{ij}) A^{ij}_{\beta\alpha}
\]

we obtain, with the help of the \( q \)-identities \( q^{\epsilon_{ij}} [p] + q^{p} = [p+1] \), the following relation between the matrices \( S^{ij} := (S^{ij}_{\alpha\beta}) \), \( A^{ij} := (A^{ij}_{\alpha\beta}) \):

\[
[p_{ij} - 1] (S^{ij} - S^{ji} - A^{ji}) = [p_{ij} + 1] A^{ij}. \quad (4.256)
\]

Exchanging \( i \) and \( j \) in (4.256), we get

\[
[p_{ij} + 1] (S^{ij} - S^{ji} + A^{ji}) = - [p_{ij} - 1] A^{ji}. \quad (4.257)
\]

Now summing both sides of (4.256) and (4.257), we obtain

\[
([p_{ij} - 1] + [p_{ij} + 1]) (S^{ij} - S^{ji}) = [2] [p_{ij}] (S^{ij} - S^{ji}) = 0 \Rightarrow S^{ij} = S^{ji} \iff a^i_{\alpha} a^j_{\beta} - a^i_{\beta} a^j_{\alpha} = -q^{-\epsilon_{\alpha\beta}} (a^j_{\beta} a^i_{\alpha} - a^j_{\alpha} a^i_{\beta}) \quad (4.258)
\]

(we use \([p - 1] + [p + 1] = [2] [p] \); the implication and the equivalence follow from (4.235) and the definition (4.252), respectively). Plugging (4.258) into (4.256) or (4.257), we obtain the relation for the \( q \)-antisymmetric combinations:

\[
[p_{ij} + 1] A^{ij} + [p_{ij} - 1] A^{ji} = 0. \quad (4.259)
\]

Albeit derived for \((i \neq j \text{ and } \alpha \neq \beta)\), these identities also hold for \( \alpha = \beta \); in particular, the second relation (4.112) is equivalent to \( S^{ij}_{\alpha\alpha} = S^{ji}_{\alpha\alpha} \). On the other hand, the last relation (4.112) is the same as

\[
A^{ii} = 0. \quad (4.260)
\]

So the simple operator identities (4.128), (4.259) and (4.260) completely replace (4.112).

Having introduced the \( q \)-symmetrizers (4.253), we can rewrite the braid group relations (4.112) (or, equivalently, (4.113)) in various disguises. Using
for brevity the common notation \( A_i \equiv A_{ii+1}, \ S_i \equiv S_{ii+1}, \ i = 1, 2, \ldots \) we first deduce by \( S_i = [2] - A_i = (q + b_i) \) that

\[
S_i^2 = [2] S_i, \quad A_i S_i = 0 = S_i A_i, \quad [S_i, S_j] = 0 = [S_i, A_j] \quad \text{for} \quad |i - j| \geq 2.
\]

(4.261)

We shall write down here just two of the whole variety of relations following from \( A_i A_{i+1} A_i - A_i = A_{i+1} A_i A_{i+1} - A_{i+1} \) (and \( 1.261 \)):

\[
A_i S_{i+1} A_i + S_{i+1} A_i S_{i+1} - [2](A_i S_{i+1} + S_{i+1} A_i) + A_i + S_{i+1} = [2], \\
S_{i+1} A_i S_i + A_i S_{i+1} S_i A_i - [2](A_i S_{i+1} + S_{i+1} A_i) + S_i + A_{i+1} = [2].
\]

(4.262)

The presence of the free terms in \( 4.262 \) implies that a 3-tensor \( v = v_{\alpha\beta\gamma} \) that is \( q \)-symmetric in the first pair of indices \( (v A_1 = 0) \) and \( q \)-antisymmetric in the second \( (v S_2 = 0) \) or vice versa \( (v S_1 = 0 \text{ and } v A_2 = 0) \), is zero – something we have already proved, cf. \( 4.199 \) and \( 4.249 \), respectively.

We shall list below a few complications one has to confront when considering the zero modes’ algebra and its Fock representation at roots of unity.

(1) \textit{The determinant} \( D_q(a) \text{ has zero eigenvalues on } F \text{ so } a \text{ is not invertible.} \)

As the determinant \( D_q(a) \) is equal, by definition, to \( D_q(p) \), it vanishes on every subspace \( F_{p} \) characterized by \( 1.183 \) such that \( p_{ij} \in Z h \) for some pair \( (i, j), \ 1 \leq i < j \leq n \). Hence, the zero modes’ operator matrix \( a \) is not invertible, see \( 1.220 \). For a similar reason \( (\text{as } D_q(i)(p) \ 1.211 \text{ may vanish}, \text{the bilinear form } 1.223 \) is not well defined, except for \( n = 2 \).

(2) \textit{The zero modes’ algebra } \( M_q \text{ has a non-trivial (two-sided) ideal.} \)

The key to this property of \( M_q \) is the relation (valid for \( i \neq j \) and \( \alpha \neq \beta \)) \[
[\hat{p}_{ij} - 1](a^j_{\beta})^m a^i_{\alpha} = a^i_{\alpha}(a^j_{\beta})^m[\hat{p}_{ij}] - [m](a^j_{\beta})^{m-1} a^i_{\alpha} q^{\alpha\beta\hat{p}_{ij}}
\]

(4.263)

generalizing the first Eq. \( 1.182 \) for any positive integer \( m \).\footnote{Eq. 4.263 can be easily proven by induction, using the \( q \)-number relation

\[
[p + m] = [p][m + 1] - [p - 1][m].
\]

Thus, if \( F^{(h)} \subset M_q \) is the two-sided ideal generated by the \( h \)-th powers of all \( a^i_{\alpha} \) and the \( 2h \)-th powers of \( q^{\hat{p}_{ij}} \), the quotient \( M_q^{(h)} := M_q/F^{(h)} \) is non-trivial. For \( n = 2 \) it is easy to deduce from Eqs. \( 4.211, 4.212, 4.264 \) and \( 4.265 \) that \( M_q^{(h)} \) is finite \((2h^5)-\)dimensional; the corresponding Fock representation

\[
\mathcal{F}^{(h)} = M_q^{(h)} \mid 0 \rangle
\]

(4.266)
is $h^2$-dimensional \[80\].

(3) **Indecomposable representations of** $U_q(\mathfrak{sl}(n))$ **appear.**

This issue will be discussed at length in the following section for $n = 2$. Here we shall only recall that the decomposition of the Fock space $\mathcal{F} = \bigoplus_{p=1}^{\infty} \mathcal{F}_p$ (for $p \equiv p_{12}$) still takes place in this case (Remark 4.3). Even so, the statement of Proposition 4.2 does not hold as it stays; it turns out \[83\] that only the $U_q(\mathfrak{sl}(2))$ representations on $\mathcal{F}_p$ with $p \leq h$ are irreducible while those with $p > h$ are either indecomposable, for $p \notin Nh$, or fully reducible, for $p \in Nh$. (As we shall see in the next Section, the true symmetry algebra in this case is in fact a finite dimensional quotient of $U_q(\mathfrak{sl}(2))$.) The dimension and the quantum dimension of each $\mathcal{F}_p$ (4.216) are equal to

$$\dim \mathcal{F}_p = p, \quad qdim \mathcal{F}_p = \lfloor p \rfloor,$$

(4.267)

respectively; hence, the quantum dimension of $\mathcal{F}_p$ vanishes for $p \in Nh$.

As we do not have full control of the situation for $n \geq 3$, we shall focus further our attention mainly on the $n = 2$ case. Before that, however, we shall complete this section with some general remarks on the role of the elementary CVO $u(z)$ and the quantum group covariant chiral field $g(z)$, cf. (4.164) and (4.51).

### 4.5.3 Braiding of the chiral quantum fields

In analogy to (4.33) (or (4.40)) and (4.97), we shall postulate braiding relations for $u(x)$ of the type

$$u_1(x_1) u_2(x_2) = u_2(x_2) u_1(x_1) (R_{12}(p) \theta(x_{12}) + R_{21}^{-1}(p) \theta(x_{21})) \quad (4.268)$$

(for $-2\pi < x_{12} < 2\pi$) or, equivalently, exchange relations for $u(z)$

$$u^A_i(z_1) u^B_j(z_2) = u^B_j(z_2) u^A_i(z_1) \hat{R}(p)_{ij}^{\ell m}, \quad \hat{R}(p) = PR(p) \quad (4.269)$$

in the analyticity domain specified in (4.40). Eq. (4.268) involving the dynamical quantum $R$-matrix (4.107) should serve as a quantum version of the PB (3.189). One may think that the singularity of $R(p)$ for $q$ a root of unity could be resolved in the same way as it was done for the zero modes where we replaced the relations following from (4.97) by their regular counterparts (4.182). The discussion in the beginning of Section 3.4 however shows that we should supplement the exchange relations of $u(z)$ by a relation for its (regularized) determinant, and in the quantized theory this has to be proportional to the inverse of the (operator) function $D_q(p)$ – which is ill defined too.

We can use analytical methods to tackle the problem by using the KZ equation (4.30). To this end, we identify the spaces $\mathcal{H}_p$ as infinite dimensional $\widehat{su}(n)_k$ current algebra modules (cf. (1.163)) characterized by highest weight (which also means, due to (1.18), also lowest energy) subspaces $\mathcal{V}_p$:

$$j_n^a \mathcal{V}_p = 0 \Rightarrow L_n \mathcal{V}_p = 0 \quad \text{for} \quad n > 0 . \quad (4.270)$$

Further, $\mathcal{V}_{p(0)}$ is 1-dimensional and coincides with the vacuum subspace; in addition to (4.270), the vacuum vector $| 0 \rangle$ is assumed to carry zero charge.
and, as a consequence of the Sugawara formula, is also conformal invariant, see (1.5), (1.19).

In general, any $\mathcal{V}_p$ is generated from the vacuum by a primary field $\phi_\Lambda(z)$ satisfying (4.26) (for $p = \Lambda + \rho$) so that

$$\mathcal{V}_p = \phi_\Lambda(0) | 0 \rangle \quad \Rightarrow \quad j^a_0 \mathcal{V}_p = -\pi_\Lambda(t^a) \mathcal{V}_p, \quad L_0 \mathcal{V}_p = \Delta(\Lambda) \mathcal{V}_p \quad (4.271)$$

where $\Delta(\Lambda)$ is the conformal dimension (1.27) of $\phi_\Lambda(z)$ (the first implication follows from (1.26) [19] and the second, from (1.23) and (1.270)). In our context the primary fields can be constructed, in principle, as composite operators in the elementary CVO $u(z)$.

Thus we can think of $\mathcal{H}_p$ as $\widehat{su}(n)_k$ current algebra highest weight modules defined by (4.270) and (4.271). Let us now consider a matrix element of the type

$$\langle \Phi_{p'} | u^A_i(z_1) u^B_j(z_2) | \Phi_p \rangle \quad \text{for} \quad \Phi_p \in \mathcal{H}_p, \quad \Phi_{p'} \in \mathcal{H}_{p'} \quad (4.272)$$

The CVO $u_i(z)$ are assumed to intertwine between $\mathcal{H}_p$ and $\mathcal{H}_{p+v(i)}$, see (4.164). In order to avoid the difficulty of dealing with non-dominant weights, we assume that all representations involved are integrable, i.e. all $p_{ij}$ satisfy $1 \leq p_{ij} \leq h - 1$ for $i < j$ (or, which amounts to the same, that $-\operatorname{fixed} \operatorname{dominant} \ p$ and $p'$ (the level $k$ is high enough). Then we can expect that (4.272) is well defined unless $p_{ij}$ approaches $h$.

It is possible to derive the braiding relations (4.268) in this setting, and the following is a summary of the corresponding computation performed in [108]. Due to the $SU(n)$ invariance, (4.272) could be only non-zero for $p' = p + v(i) + v(j)$ so let us consider the 4-point function

$$W_4 := W_4(z, z_1, z_2, w) = \langle 0 | \phi_{\Lambda^*}(z) u^A_i(z_1) u^B_j(z_2) \phi_\Lambda(w) | 0 \rangle \quad (4.273)$$

where $\Lambda^*$ is the $su(n)$ representation conjugate to $\Lambda + \Lambda^i + \Lambda^j$. Taking into account the Möbius invariance (13, 84, 1.273) can be reduced, up to appropriate conformal factors, to a 4-point function $W_4(\infty, 1, \eta, 0)$ on a primary analyticity domain containing the real values of $\eta$ between 0 and 1. For $i \neq j$ the two possible channels (with intermediate states belonging to $\mathcal{H}_{p+v(i)}$ and $\mathcal{H}_{p+v(j)}$, respectively) are identified by their analytic behaviour at $\eta \sim 0$. For each of them the ensuing "reduced KZ equation" leads to an ordinary linear equation of hypergeometric type in $\eta$. In the case $i = j$ there is a single first order equation.

The braiding of the corresponding solutions recovers exactly the quantum dynamical $R$-matrix $\hat{R}(p)$ (4.107). The mutual normalization of the solutions to the reduced KZ equation for $i \neq j$ has poles (or, conversely, zeroes) at $p_{ij} = Nh$ for $i < j$ and $N$ a positive integer. As expected, (4.272) makes sense for integrable (shifted) dominant weights ($p_{ii+1} \geq 1$, $p_{1n} \leq h - 1$) which are the only ones that appear when considering the model in the framework of rational CFT but are not sufficient for a consistent description of the canonical quantization of the chiral theory.

By contrast, the solutions of the KZ equations for the analog of (4.272)

$$\langle \Phi_{p'} | g^A_i(z_1) g^B_j(z_2) | \Phi_p \rangle \quad (4.274)$$

\[\text{Note that the minus sign ensures the compatibility between the commutation relations of} \ j^a_0 \ \text{and} \ t^a \ \text{as} \ [j^a_0, j^b_0] \mathcal{V}_p = [\pi_\Lambda(t^b), \pi_\Lambda(t^a)] \mathcal{V}_p = -if^{ab}c \pi_\Lambda(t^c) \mathcal{V}_p = if^{ab}c j^c_0 \mathcal{V}_p.\]
involving the chiral field $g(x)$ \( (4.40) \) are well defined for any (dominant) $p$ and $p'$. Their braiding reproduces the exchange relations \( (4.40) \) which do not depend on $p$. What actually happens is that the meaningless matrix elements and exchange relations of the CVO are ”regularized” by the zeroes in the corresponding expressions for the zero modes. A convenient basis of regular solutions of the KZ equations for a general 4-point function has been introduced for $n = 2$ in \[167\].

As it has been already explained, a complete description of the $n \geq 3$ case would require studying more general representations of both the zero modes' and the affine algebra corresponding to non-dominant $p$. We shall restrict our attention in the next Section to $n = 2$ in which case this obstruction does not occur.

## 5 Zero modes and braiding beyond the unitary limit for $n = 2$

We shall collect here, for reader’s convenience, the necessary formulae for the $n = 2$ case derived so far. The $q$-antisymmetrizers of \( (4.111) \) (Section 4.4) are rank one operators and in particular, $\hat{A}^{\alpha\beta}_{\alpha\beta} = \varepsilon^{\alpha\beta} \varepsilon_{\alpha\beta}$, cf. \( (4.115) \). The constant $R$-matrix \( (4.53) \) gives then rise to the braid operator

\[
q^{\frac{1}{2}} \hat{R}^{\alpha\beta}_{\alpha\beta} = q^{-1} \delta^\alpha_\beta \delta^\alpha_\beta - \varepsilon^{\alpha\beta} \varepsilon_{\alpha\beta} \quad (\varepsilon_{12} = \varepsilon_{21} = q^{\frac{1}{2}}, \varepsilon_{21} = q^{-\frac{1}{2}}).
\]

(5.1)

In view of Remark 4.2 and Eq. \( (4.122) \), this case is characterized by the fact that the Hecke representation \( (4.112) \) factors through the Temperley-Lieb algebra. Using $\varepsilon_{\alpha\sigma} \varepsilon_{\beta\sigma} = -\delta^\beta_\alpha = \varepsilon^{\beta\alpha} \varepsilon_{\sigma\alpha}$, it is easy to verify indeed that

\[
A_1 A_2 A_1 - A_1 = A_2 A_1 A_2 - A_2 \quad \text{with}
\]

\[
(A_1)^{\alpha_1 \alpha_2 \alpha_3}_{\beta_1 \beta_2 \beta_3} = A^{\alpha_1 \alpha_2 \alpha_3}_{\beta_1 \beta_2 \beta_3} \quad \text{and} \quad (A_2)^{\alpha_1 \alpha_2 \alpha_3}_{\beta_1 \beta_2 \beta_3} = \delta^{\alpha_1}_{\beta_1} A^{\alpha_2 \alpha_3}_{\beta_2 \beta_3}.
\]

(5.2)

The corresponding dynamical $R$-matrix \( (4.107) \) reads

\[
\hat{R}_{12}(p) = q^{\frac{1}{2}} \begin{pmatrix}
q^{-1} & 0 & 0 \\
0 & \alpha(p)^{-1} & 0 \\
0 & 0 & q^{-1}
\end{pmatrix}, \quad p = p_{12}.
\]

(5.3)

For $\alpha(p) = 1$ the quadratic $n = 2$ determinant conditions \( (4.134), (4.144) \) (implying in this case the exchange relations \( (4.182) \)) can be written as

\[
a^i_a a^j_a - a^i_a a^j_a = [\hat{p}_{ij}] \varepsilon_{\alpha\beta}; \quad a^i_a a^j_a \varepsilon^{\alpha\beta} = [\hat{p}_{ij} + 1] \quad (i \neq j), \quad a^i_a a^j_a \varepsilon^{\alpha\beta} = 0
\]

(5.4)

(cf. \( (4.211), (4.212) \)). Using \( (5.1) \), we can replace the first and/or the third relation \( (5.3) \) by

\[
q^{\frac{1}{2}} a^i_a a^j_a \hat{R}^{\alpha\beta}_{\alpha\beta} = a^i_a a^j_a - q^{-1} \hat{p}_{ij} \varepsilon_{\alpha\beta} \quad (i \neq j), \quad q^{\frac{1}{2}} a^i_a a^j_a \hat{R}^{\alpha\beta}_{\alpha\beta} = a^i_a a^j_a,
\]

respectively \[80\] \[81\]. For $n = 2$ Eq. \( (4.93) \) gives simply

\[
q^{\hat{p}} a^1_a = a^1_a q^{\hat{p} + 1}, \quad q^{\hat{p}} a^2_a = a^2_a q^{\hat{p} - 1},
\]

(5.6)
and the relations \((4.178)\) and \((4.227)\) reduce to the standard creation and annihilation operator conditions

\[
\alpha^2 |0\rangle = 0, \quad \langle 0 | \alpha_\alpha = 0.
\]  

(5.7)

The \(U_q^{(2)}(sl(2))\) covariance properties \((4.153)\) of the zero modes read

\[
k a_1^i k^{-1} = q^k a_1^i, \quad k a_2^i k^{-1} = q^{-k} a_1^i \quad (k^2 = K),
\]

\[
[E, a_1^i] = 0, \quad [E, a_2^i] = a_1^i K,
\]

\[
F a_1^i = q^{-1} a_1^i F + a_2^i, \quad F a_2^i = q a_2^i F.
\]  

(5.8)

5.1 The Fock representation of the zero modes’ algebra

A basis

\[
\{ |p, m\rangle, \quad p = 1, 2, \ldots, \quad 0 \leq m \leq p - 1 \}
\]  

(5.9)

in the Fock space \(\mathcal{F} = \mathcal{M}_q |0\rangle\) is obtained by acting on the vacuum by homogeneous polynomials in the creation operators \(a_\alpha^1\) (of degree \(p - 1\)):

\[
|p, m\rangle := (a_1^1)^m (a_2^1)^{p-1-m} |0\rangle \quad (|1, 0\rangle \equiv |0\rangle, \quad (q^p - q^m) |p, m\rangle = 0).
\]  

(5.10)

For a given \(p\), all vectors \(|p, m\rangle\) in the allowed range of \(m\) form a basis in \(\mathcal{F}_p\), so that

\[
\mathcal{F} = \bigoplus_{p=1}^{\infty} \mathcal{F}_p \quad (\dim \mathcal{F}_p = p, \quad q \dim \mathcal{F}_p = |p|)\),
\]  

(5.11)

see \((4.266)\). By \((5.4)\) and \((5.7)\), the operators \(a_\alpha^i\) act on the basis vectors as

\[
a_1^1 |p, m\rangle = |p + 1, m + 1\rangle,
\]

\[
a_1^2 |p, m\rangle = q^m |p + 1, m\rangle,
\]

\[
a_2^1 |p, m\rangle = -q^{\frac{1}{2}} |p - m - 1| |p - 1, m\rangle,
\]

\[
a_2^2 |p, m\rangle = q^{m-p+\frac{3}{2}} |m| |p - 1, m - 1\rangle.
\]  

(5.12)

The \(U_q(sl(2))\) transformation properties follow from \((5.8)\) and \((4.7)\),

\[
K |p, m\rangle = q^{2m-p+1} |p, m\rangle,
\]

\[
E |p, m\rangle = |p - m - 1| |p, m + 1\rangle,
\]

\[
F |p, m\rangle = [m] |p, m - 1\rangle
\]  

(5.13)

(in particular, all basis vectors \((5.10)\) are eigenvectors of \(K\)). The transposition \((4.217)\) is the linear transformation acting on the \(\mathcal{M}_q\) generators as

\[
(q^p)' = q^p, \quad (a_\alpha^i)' = e_{ij} e^{\alpha\beta} a_\beta^j, \quad \text{i.e.} \quad (a_1^1)' = q^{\frac{1}{2}} a_2^2, \quad (a_1^2)' = -q^{-\frac{1}{2}} a_1^2.
\]  

(5.14)

The \(U_q(sl(2))\) generators \(E\) and \(K\) and their transposed \((4.90)\) are expressed as bilinear combinations in \(a_\alpha^i\):

\[
E = -q^{-\frac{1}{2}} a_1^1 a_1^2, \quad q^{-1} FK = q^{\frac{1}{2}} a_2^1 a_2^2 = E',
\]

\[
K = q^{\frac{1}{2}} a_2^1 a_1^2 - q^{-\frac{1}{2}} a_1^1 a_2^2 = q^{\frac{1}{2}} a_2^1 a_1^2 - q^{-\frac{1}{2}} a_1^1 a_2^2 = K'.
\]  

(5.15)

The algebraic relations \((5.15)\) (derived in Appendix A of \([78]\)) are valid in the Fock space representation, cf. \((5.12)\) and \((5.13)\). Note that neither \(F\) alone
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nor $K^{-1}$ appear; the generators $E, E', K$ obey the relation $q EE'-q^{-1}E'E = K^{2-1}$.

To compute the inner product (4.223) of the basis vectors (5.10), we first observe that $\langle p',m'\mid p,m \rangle$ vanishes if either $p' \neq p$ or $m' \neq m$ (this follows easily from (5.14), (5.4) and (5.7)). Then we can apply directly (5.12) to obtain

$$20 \langle p',m'\mid p,m \rangle = \delta_{pp'} \delta_{mm'} q^{m(m+1-p)}[m]![p-m-1]! . \tag{5.16}$$

Thus all vectors $\mid p,m \rangle$ are mutually orthogonal, and the only ones that have non-zero scalar squares are those for which

$$1 \leq p \leq h, \quad 0 \leq m \leq p - 1 \quad \text{or} \quad h + 1 \leq p \leq 2h - 1, \quad p - h \leq m \leq h - 1 . \tag{5.17}$$

It is easy to see that conditions (5.17) determine a $h^2$-dimensional subspace of $\mathcal{F}$ isomorphic to $\mathcal{F}^{(h)}$ (4.266).

### 5.2 The restricted quantum group

#### 5.2.1 Action of $U_q(s\ell(2))$ on the zero modes' Fock space $\mathcal{F}$

According to the general relations displayed in Appendix B.1, the QUEA $U_q \equiv U_q(s\ell(2))$ is a Hopf algebra with generators $E, F$ and $K^{\pm 1}$ satisfying

$$KEK^{-1} = q^2 E, \quad KFK^{-1} = q^{-2} F, \quad KK^{-1} = K^{-1} K = 1 ,$$

$$[E,F] = \frac{K - K^{-1}}{q - q^{-1}}$$

(5.18)

and coalgebra structure defined by

$$\Delta(K) = K \otimes K , \quad \Delta(E) = E \otimes K + 1 \otimes E , \quad \Delta(F) = F \otimes 1 + K^{-1} \otimes F ,$$

$$\varepsilon(K) = 1 , \quad \varepsilon(E) = \varepsilon(F) = 0 ,$$

$$S(K) = K^{-1} , \quad S(E) = -EK^{-1} , \quad S(F) = -KF . \tag{5.19}$$

It is easy to see, however, that its representation on the Fock space $\mathcal{F}$ (5.13) is subject to the additional relations

$$E^h = 0 = F^h , \quad K^{2h} = 1 . \tag{5.20}$$

The quotient Hopf algebra defined by (5.18), (5.20) and (5.19) has been introduced in [61] under the name of the restricted quantum group $\overline{U}_q(s\ell(2))$. As we only consider the $n = 2$ case, we shall denote it for brevity as just $\overline{U}_q$.

It is clear that $\overline{U}_q$ is finite dimensional: the commutation relations (5.18) allows any monomial in the generators to be expressed in terms of ordered ones and (5.20) restrict the maximal powers, so its dimension is $2h^3$. A Poincaré-Birkhoff-Witt (PBW) basis is provided e.g. by the elements

$$E^\mu F^\nu K^n \quad \text{for} \quad 0 \leq \mu, \nu \leq h - 1, \quad 0 \leq n \leq 2h - 1 . \tag{5.21}$$

As $q^{2h} = 1$, the element $K^h$ belongs to the centre $Z$ of $\overline{U}_q$.

---

20 For generic $q$, this result proves (1.282) as $\mid p, p - 1 \rangle$ and $\mid p, 0 \rangle$ are the highest and lowest weight vector of $\mathcal{F}_p$, respectively.
It is customary (see e.g. [38]) to define, up to rescaling, the Casimir operator in the deformed case as

\[ C = \lambda^2 FE + qK + q^{-1}K^{-1} \quad (= \lambda^2 EF + q^{-1}K + qK^{-1}) \in \mathcal{Z} \quad \lambda = q - q^{-1}. \]  

(5.22)

Evaluating (5.22) on the basis vectors \( |p, m\rangle \) by using (5.13) and taking into account (5.10) and (5.11), one obtains

\[ (C - q^p - q^{-p}) \mathcal{F}_p = 0 \quad \Rightarrow \quad (C - q^p - q^{-p}) \mathcal{F} = 0. \]  

(5.23)

The representation theory of \( \mathcal{U}_q \) has been thoroughly studied in [61, 62]. It has a finite set of irreducible representations which is easy to describe. It is clear from (5.20) that the dimension of an IR cannot exceed \( h \) (abusing notation, we shall denote it again by \( p \)). Further, the spectrum of \( K \) in a \( p \)-dimensional IR is non-degenerate and coincides with a set of the type

\[ S^{(p)}_\ell := \{ q^\ell, q^{\ell+2}, \ldots, q^{\ell+2p-2} \} \quad (\ell \in \mathbb{Z}, -h + 1 \leq \ell \leq h, 1 \leq p \leq h) , \]  

(5.24)

the first and the last eigenvalue corresponding to the lowest and highest weight vector, respectively (the fact that the spectrum only contains integer powers of \( q \) follows from the last equation in (5.20)). Evaluating the Casimir operator (5.22) on these two vectors imposes the following restriction on \( \ell \):

\[ q^{\ell-1} + q^{-\ell+1} = q^{\ell+2p-1} + q^{-\ell-2p+1} \quad \Rightarrow \quad \ell + p = 1 \mod h . \]  

(5.25)

For a fixed dimension \( p \), (5.25) has two solutions for \( \ell \) in the allowed range, \( \ell_+ = 1 - p \) and \( \ell_- = 1 + h - p \) (the corresponding lowest weights, and therefore all weights, differ in sign: \( q^{\ell_-} = -q^{\ell_+} \)). So there are \( 2h \) (equivalence classes of) irreducible representations \( V^p_\pm \) of \( \mathcal{U}_q \) labeled by their highest weight \( \pm q^{p-1} \):

\[ V^p_\epsilon : \quad \text{spec} \ K = \epsilon \{ q^{1-p}, q^{3-p}, \ldots, q^{p-1} \} , \quad p = 1, 2, \ldots, h , \quad \epsilon = \pm , \]  

\[ \dim V^p_\epsilon = p , \quad \text{qdim} V^p_\epsilon := \text{Tr}_{V^p_\epsilon} K = \epsilon [p] , \quad (C - \epsilon(q^p + q^{-p})) V^p_\epsilon = 0 . \]  

(5.26)

We shall refer to the sign \( \epsilon \) as to the parity of the IR \( V^p_\epsilon \). By (5.26) and (5.22), a characterization of a canonical basis \( \{ v^\epsilon_{p,m} \} \) in \( V^p_\epsilon \) invariant under a rescaling \( E \to \rho E, \ F \to \rho^{-1} F \ (\rho > 0) \) which preserves all defining relations (5.18), (5.19), is provided by the relations

\[ (K - \epsilon q^{2m-p+1}) v^\epsilon_{p,m} = 0 \quad (1 \leq p \leq h, \ 0 \leq m \leq p - 1) , \]  

(5.27)

\[ (EF - \epsilon [m][p-m]) v^\epsilon_{p,m} = 0 = (FE - \epsilon [m+1][p-m-1]) v^\epsilon_{p,m} . \]

Returning to the Fock space representation of \( \mathcal{U}_q \) we see that \( \mathcal{F}_p \approx V^p_+ \) for \( 1 \leq p \leq h \) while the negative parity IR first appear as subrepresentations of the spaces \( \mathcal{F}_{h+p} \), each of which contains two irreducible submodules isomorphic to \( V^- \) spanned by \( \{ |h+p,m\rangle \} \) and \( \{ |h+p,h+m\rangle \} \) for \( m = 0, \ldots, p-1 \), respectively. For \( 1 \leq p \leq h - 1 \) the quotient of \( \mathcal{F}_{h+p} \) by the direct sum of invariant subspaces is isomorphic to \( V^+_{h-p} \) or, in terms of exact sequences,

\[ 0 \to V^-_p \oplus V^- \to \mathcal{F}_{h+p} \to V^+_{h-p} \to 0 . \]  

(5.28)

For \( p = h \) the two negative parity submodules exhaust the content of \( \mathcal{F}_{2h} = V^- \oplus V^- \). More generally, the \( \mathcal{U}_q \) module structure of \( \mathcal{F}_{Nh+p} \) for \( N \in \mathbb{Z}_+ \).
and $1 \leq p \leq h$ is described by the short exact sequence

$$0 \rightarrow V_p^{(N)} \oplus V_p^{(N)} \rightarrow \mathcal{F}_{Nh+p} \rightarrow V_{h-p}^{(N)} \oplus \cdots \oplus V_{h-p}^{(N)} \rightarrow 0,$$

(5.29)

where $\epsilon(N) = (-1)^N$ is the parity of the integer $N$ and $V_p^\pm := \{0\}$ (we have $N + 1$ submodules $V_p^{(N)}$ and a quotient module which is a direct sum of $N$ copies of $V_{h-p}^{(N)}$).

The subquotient structure of $\mathcal{F}$ as a representation space of $\bar{U}_q$ for $h = 3$ is displayed on Figure 1 below.

![Figure 1: The $h=3$ case](image)

Figure 1: The $\bar{U}_q$ representation on the Fock space $\mathcal{F}$ for $q = e^{\pm i\pi/3}$. Vectors belonging to subquotients of type $V_p^+$ (for some $p$) are represented by yellow circles ($\circ$ in black and white print) and those belonging to $V_p^-$, by blue ones ($\bullet$ in BW). The eigenvalues of $K = q^H$ can be read off from those of $H$.

### 5.2.2 Quasitriangular twofold cover $\bar{U}_q$ of $U_q$

In accord with the consideration carried in Section 4.3, the Gauss components of the monodromy matrix $M_\pm$ for $n = 2$ can be parametrized in terms of the twofold cover $U_q^{(2)}(sl(2))$ of $U_q(sl(2))$ with Cartan element $k$ satisfying

$$k E = qE k , \quad k F = q^{-1}F k , \quad [E, F] = \frac{k^2 - k^{-2}}{q - q^{-1}} (k^2 = K) ,$$

$$\Delta(k) = k \otimes k , \quad \varepsilon(k) = 1 , \quad S(k) = k^{-1}. \quad (5.30)$$

By (4.87) and (4.154) we obtain the action of its generators on the basis (5.9), which are of course the same as in (5.13), except for

$$k |p, m\rangle = q^{m - \frac{p - 1}{2}} |p, m\rangle . \quad (5.31)$$
Restricting the Hopf algebra $U_q^{(2)}(\mathfrak{sl}(2))$ by the ensuing additional relations
\[ E^h = 0 = F^h, \quad k^{4h} = I \quad (5.32) \]
one obtains the $4h$-dimensional double cover $\overline{U}_q$ of $U_q$ with a PBW basis provided by the elements
\[ E^\mu F^\nu k^n, \quad 0 \leq \mu, \nu \leq h - 1, \quad 0 \leq n \leq 4h - 1. \quad (5.33) \]

The important property of $U_q$ is that it is quasitriangular i.e., there exists a universal $R$-matrix $(4.37)$ \[ R \in U_q \otimes U_q \] satisfying $(5.9)$, while $\overline{U}_q$ itself is not.

By contrast, $U_q$ (but not $\overline{U}_q$) is a factorizable Hopf algebra which means that the (universal) monodromy matrix $M = R_{21} R$ belongs to $U_q \otimes U_q$ and has maximal rank $(2h^3)$, see Appendix B.3. A hint to this feature is provided by the following observation. Using $(4.66)$ for $n = 2$, as well as $(4.86)$, $(4.88)$ and $(5.30)$, we deduce that the entries of the monodromy matrix $M$ only contain $K \in U_q$ and not its "square root" $k \in U_q$:
\[ q^2 M = M M^{-1} = \left( k^{-1} - \lambda F k \atop 0 \right) \left( \begin{array}{cc} k^{-1} & 0 \\ -\lambda E k^{-1} & k \end{array} \right) = \left( \begin{array}{cc} q^2 F E + K^{-1} & -\lambda F K \\ -q \lambda E & K \end{array} \right), \quad \lambda = q - q^{-1}. \quad (5.34) \]

As the Hopf algebras under consideration are finite dimensional, all the constructions are purely algebraic. An efficient way of finding the universal $R$-matrix is the Drinfeld double construction \[ [49, 147, 121, 134] \] since the double of any Hopf algebra is canonically quasitriangular (and factorizable). The quasitriangularity of $U_q$ follows from the fact that it is a quotient of the $(16h^4$-dimensional) double of any of its Borel Hopf-subalgebras \[ [61, 83, 21] \], see Appendix B.2. We start e.g. with the $4h^2$-dimensional Hopf algebra $U_q(\mathfrak{b}_+)$ generated by $F$ and $k_+$ to find $U_q(\mathfrak{b}_-)$ generated by $E$ and $k_-$ as its dual, and put at the end $k_+ = k_- := k$. In such a way we derive the (lower triangular) universal $R$-matrix of $\overline{U}_q$ given by the triple sum
\[ R = \frac{1}{4h} \sum_{\nu=0}^{h-1} q^{\nu(\nu-1)/2} (-\lambda)^\nu F^\nu \otimes E^\nu \sum_{m, n=0}^{4h-1} q^{mn} k^m \otimes k^n \in \overline{U}_q \otimes \overline{U}_q. \quad (5.35) \]
This expression allows to recover the $4 \times 4$ matrix $R_{12}$ $(4.53)$, given explicitly in this case by
\[ R_{12} = q^{1/2} \begin{pmatrix} q^{-1} & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & -\lambda & 1 & 0 \\ 0 & 0 & 0 & q^{-1} \end{pmatrix}, \quad (5.36) \]
from the universal $R$-matrix $(5.35)$ by taking the generators of $\overline{U}_q$ in the 2-dimensional representation $\pi_f$:
\[ E^f = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad F^f = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad k^f = \begin{pmatrix} q^{1/2} & 0 \\ 0 & q^{-1/2} \end{pmatrix}. \quad (5.37) \]

The conventions in the journal paper \[ [83] \] are updated in its last arXiv version and coincide with those adopted here.
Indeed, using \((E^f)^2 = 0 = (F^f)^2\) and the summation formula

\[
\sum_{m=0}^{4h-1} q^{m} = \begin{cases} 4h & \text{for } j = 0 \mod 4h, \\ 0 & \text{otherwise} \end{cases}, \quad (5.38)
\]

one obtains from (5.35) and (5.37)

\[
(\pi_f \otimes \pi_f) \mathcal{R} = \frac{1}{4h} \left( \mathbb{I}_2 \otimes \mathbb{I}_2 - \lambda F^f \otimes E^f \right) \sum_{m,n=0}^{4h-1} q^{\frac{m+n}{2}} (k^f)^{m} \otimes (k^f)^{n} = \\
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -\lambda & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
q^{-\frac{1}{2}} & 0 & 0 & 0 \\
0 & q^{\frac{1}{2}} & 0 & 0 \\
0 & 0 & q^{-\frac{1}{2}} & 0 \\
0 & 0 & 0 & q^{\frac{1}{2}}
\end{pmatrix} = R_{12}. \quad (5.39)
\]

Remarkably, the expression for the universal monodromy matrix \(\mathcal{M} = \mathcal{R}_{21} \mathcal{R}\),

\[
\mathcal{M} = \frac{1}{2h} \sum_{\mu,\nu=0}^{h-1} \frac{(-\lambda)^{\mu+\nu} q^{\frac{(\mu+1)(\nu+1)}{2}}}{[\mu]! [\nu]!} \sum_{m,n=0}^{2h-1} q^{\frac{m+n}{2}} E^{\mu} F^{\nu} k^{2m} \otimes F^{\mu} E^{\nu} k^{2n} 
\]

only contains even powers of \(k\) and hence, belongs to \(\overline{U}_q \otimes \overline{U}_q\). Moreover, \(\mathcal{M} \quad (5.40)\) is of the type (5.28) so that \(U_q\) is factorizable. This is the reason why we shall be interested mainly in \(\overline{U}_q\) in what follows, with \(\overline{U}_q\) playing an auxiliary role providing the universal \(R\)-matrix \(\mathcal{R}\) in terms of which \(\mathcal{M}\) is constructed.

**Remark 5.1** The other admissible (upper triangular) universal \(R\)-matrix of \(\overline{U}_q\) is found by exchanging the places of \(U_q(\mathfrak{b}_+)+ U_q(\mathfrak{b}_-)\) in the double and has the following form:

\[
\mathcal{R}^{-1}_{21} = \frac{1}{4h} \sum_{m,n=0}^{4h-1} q^{-\frac{mn}{2}} k^{m} \otimes k^{n} \sum_{\nu=0}^{h-1} \frac{q^{\nu(n+1)}}{[\nu]!} \lambda^\nu E^{\nu} \otimes F^{\nu}. \quad (5.41)
\]

It gives rise to the inverse of the monodromy matrix \(\mathcal{M}^{-1} = \mathcal{R}^{-1} \mathcal{R}_{21}^{-1}\).

It is instructive to note that the matrix \(5.34\) is equal to \((\pi_f \otimes id) \mathcal{M}\). To verify this we observe that, due to the nilpotency of \(E^f\) and \(F^f\), one is left in the first sum in \(5.40\) with the terms with \(\mu, \nu = 0, 1\) only:

\[
(\pi_f \otimes id) \mathcal{M} = \frac{1}{2h} \sum_{m,n=0}^{2h-1} \left( q^{mn} \mathbb{I}_2 \otimes \mathbb{I} - \lambda q^{mn+n-m+1} F^f \otimes E - \lambda q^{mn} E^f \otimes F + \lambda^2 q^{mn+n-m+1} E^f F^f \otimes F E \right) (K^f)^m \otimes K^n = \\
= \frac{1}{2h} \sum_{m,n=0}^{2h-1} \left( (q^{m(n+1)} + \lambda^2 q^{mn+n+1} FE) K^n - \lambda q^{mn+n+1} EK^n \right). \quad (5.42)
\]

(We have applied \(5.37\) from which it follows that

\[
E^f F^f = \begin{pmatrix} 1 & 0 \\
0 & 0 \end{pmatrix}, \quad (K^f)^m = \begin{pmatrix} q^m & 0 \\
0 & q^{-m} \end{pmatrix} \quad (5.43)
\]
and evaluated the tensor product as a Kronecker product of matrices.) Proceeding with the summation in \( m \) and using \( \sum_{m=0}^{2h-1} q^{mj} = 2h \delta_{j,0 \mod 2h} \), we finally obtain that (5.42) indeed coincides with (5.34):

\[
(\pi_f \otimes \text{id}) M = \left( \begin{array}{cc} q\lambda^2 FE + K^{-1} & -\lambda FK \\ -q\lambda E & K \end{array} \right) = q^2 M .
\] (5.44)

### 5.2.3 The factorizable Hopf algebra \( \mathcal{U}_q \) and its Grothendieck ring

A partial information about indecomposable representations is provided by their content in terms of irreducible modules, independently of whether they appear as its submodules or subquotients. It is captured by the concept of the Grothendieck ring (GR). We write \( \pi = \pi_1 + \pi_2 \) if one of the representations in the right hand side is a submodule of \( \pi \) while the other is the corresponding quotient representation, and complete the structure to that of an abelian group by introducing formal differences (so that e.g. \( \pi_1 = \pi - \pi_2 \)) and zero element, given by the vector \( \{0\} \). To define the GR multiplication, we start with the tensor product of the IR \( \pi_{V_1} \) and \( \pi_{V_2} \) (with representation spaces \( V_1 \) and \( V_2 \), respectively) defined by means of the coproduct,

\[
\pi_{V_1 \otimes V_2} := (\pi_{V_1} \otimes \pi_{V_2}) \Delta
\] (5.45)

and further, represent each of the (in general, indecomposable) summands in the expansion by the GR sum of its irreducible submodules and subquotients (thus ”forgetting” its indecomposable structure). By a construction due to Drinfeld [50], the GR of the \( \mathcal{U}_q \) representations turns out to be equivalent to a subring of its centre generated by the Casimir operator \( C \) (5.22).

Let \( \mathfrak{A} \) be a factorizable Hopf algebra with monodromy matrix \( \mathcal{M} \); then there is an isomorphism between the (commutative) algebra of the \( \mathfrak{A} \)-characters

\[
\mathfrak{Ch} := \{ \phi \in \mathfrak{A}^* \mid \phi(xy) = \phi(S^2(y)x) \ \forall x, y \in \mathfrak{A} \}
\] (5.46)

and the centre \( \mathcal{Z} \) \( \in \mathfrak{A} \), given by the Drinfeld map [50 61]

\[
\mathfrak{A}^* \rightarrow \mathfrak{A} , \quad \phi \mapsto (\phi \otimes \text{id})(\mathcal{M})
\] (5.47)

(see Appendix B.3). Let further \( g \) be a balancing element\(^{22}\) of \( \mathfrak{A} \), i.e. an element satisfying

\[
g \in \mathfrak{A} , \quad \Delta(g) = g \otimes g , \quad S^2(x) = gxg^{-1} \ \forall x \in \mathfrak{A} .
\] (5.48)

Then any finite dimensional representation \( \pi_V \) of \( \mathfrak{A} \) (with representation space \( V \)) gives rise to a \( \mathfrak{A} \)-character \( \text{Ch}_V^q \) defined by the \( q \)-trace

\[
\text{Ch}_V^q \left( x \right) := \text{Tr}_{\pi_V} (g^{-1}x) \quad \forall x \in \mathfrak{A} ;
\] (5.49)

any \( \text{Ch}_V^q \) belongs indeed to \( \mathfrak{Ch} \) (5.46) since

\[
\text{Ch}_V^q \left( S^2(y) \ x \right) = \text{Tr}_{\pi_V} (g^{-1}S^2(y) \ x) = \text{Tr}_{\pi_V} (yg^{-1}x) = \text{Ch}_V^q \left( xy \right) .
\] (5.50)

The corresponding Drinfeld images

\[
D(\pi_V) := (\text{Ch}_V^q \otimes \text{id})(\mathcal{M}) \in \mathcal{Z}
\] (5.51)

\(^{22}\)The existence of a balancing element is not granted, and it may be not unique. An element \( g \in \mathfrak{A} \) satisfying the first relation (5.48) is called ”group-like”.
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form a subring of the centre $\mathcal{Z}$ isomorphic to the GR.

We shall use the factorizability of $\mathcal{U}_q$ to explore the GR $\mathfrak{S}_{2h}$ generated by its IR. It is easy to see that both $K$ and $K^{h+1}$ satisfy the conditions (5.48); note that $K^h \in \mathcal{Z}$. Choosing $K$ as balancing element for $\mathcal{U}_q$, the Drinfeld image of the 2-dimensional representation $\pi_f$ (5.37) is just the Casimir operator (5.22):

$$(Ch^K \otimes id)(\mathcal{M}) = C \quad \text{for} \quad Ch^K(x) = Tr_{\pi_f}(K^{-1}x). \quad (5.52)$$

The computation of (5.52) amounts to applying (5.44) and (5.43):

$$\text{Tr}((Kf)^{-1}(\pi_f \otimes id)\mathcal{M}) = \text{Tr}\left\{\left(\begin{array}{cc} q^{-1} & 0 \\ 0 & q \end{array}\right) \left(\begin{array}{cc} q\lambda^2 FE + K^{-1} & -\lambda FK \\ -q\lambda E & K \end{array}\right)\right\} =$$

$$= \lambda^2 FE + qK + q^{-1}K^{-1} = C. \quad (5.53)$$

The alternative choice of $K^{h+1}$ as balancing element (cf. Eqs. (3.3) and (4.7) of [61]) leads to the opposite sign in (5.53) since $(Kf)^h = -I_2$.

It follows from (5.26) that the $q$-dimension of an IR (and hence, of any representation) of $\mathcal{U}_q$ is just its $q$-trace evaluated at the unit element:

$$q\text{dim} V = Tr_{\mathcal{V}} K = Tr_{\mathcal{V}} K^{-1} = Ch^K(1). \quad (5.54)$$

The following Proposition shows that the commutative algebra generated by the Casimir operator $C$ (5.22) is $2h$-dimensional and contains the central element $K^h$. As a preliminary step, we note that the following relations can be easily proved by induction in $r$:

$$\lambda^{2r} E^r F^r = \prod_{s=0}^{r-1} (C - q^{-2s-1}K - q^{2s+1}K^{-1}),$$

$$\lambda^{2r} F^r E^r = \prod_{s=0}^{r-1} (C - q^{2s+1}K - q^{-2s-1}K^{-1}). \quad (5.55)$$

Recall also that the Chebyshev polynomials of the first kind are defined by

$$T_m(\cos t) = \cos mt \quad (\deg T_m = m). \quad (5.56)$$

**Proposition 5.1**

(a) The central element $K^h$ (of order 2) is related to $C$ by

$$K^h = -T_h\left(\frac{C}{2}\right). \quad (5.57)$$

(b) The Casimir operator (5.22) satisfies the equation

$$P_{2h}(C) := \prod_{s=0}^{2h-1} (C - \beta_s) = 0, \quad \beta_s = q^s + q^{-s} = 2 \cos\frac{s\pi}{h}. \quad (5.58)$$

**Proof** Writing the formula

$$\cos Nt - \cos Ny = 2^{N-1} \prod_{s=0}^{N-1} (\cos t - \cos(y + \frac{2\pi s}{N})). \quad (5.59)$$
(see, e.g., 1.395 in [94]) for $2 \cos t =: C$ and $e^{iy} =: Z$ such that $Z^{2N} = 1$ (and hence, $Z^N = \cos Ny$), and applying it to the case when $C$ (given by (5.22)) and $Z$ are commuting operators in a finite dimensional space, we find

$$2 \left( T_N \left( \frac{C}{2} \right) - Z^N \right) = \prod_{s=0}^{N-1} \left( C - e^{\frac{2\pi is}{N}} Z - e^{-\frac{2\pi is}{N}} Z^{-1} \right).$$

(5.60)

Two special cases of (5.60): a) $N = h$, $Z = q^{-1}K$ and b) $N = 2h$, $Z = 1$ give

$$2 \left( T_h \left( \frac{C}{2} \right) + K^h \right) = \prod_{s=0}^{h-1} \left( C - q^{-2s-1}K - q^{2s+1}K^{-1} \right)$$

and

$$2 \left( T_{2h} \left( \frac{C}{2} \right) - 1 \right) \equiv 4 \left( (T_h \left( \frac{C}{2} \right))^2 - 1 \right) = P_{2h}(C),$$

(5.62)

respectively. Setting in (5.55) $r = h$ and using (5.20), we deduce that the product in (5.61) vanishes, proving thus (a). Further, (b) follows from (5.62), (5.57) and (5.20):

$$P_{2h}(C) = 4 \left( K^{2h} - 1 \right) = 0.$$  

(5.63)

Since $D$ maps isomorphically the $U_q$ GR $\mathfrak{S}_{2h}$ to a $2h$-dimensional subring of the centre, $\mathfrak{S}_{2h} \xrightarrow{D} D(\mathfrak{S}_{2h}) \subset \mathbb{Z}_q$, the algebra of the corresponding central elements $D(V^+_p)$ provides, in turn, a convenient description of the Grothendieck fusion. As a representation of $U_q : \pi_f$ (with Drinfeld image $C$ (5.53)) coincides with the IR $V^+_2$ (see (5.26)). It is not difficult to derive the expressions for the Drinfeld images of all the IR of $U_q$. This is done in Appendix B.3 (see Proposition B.1), following [61, 83]. In principle, it is possible to find the $U_q$ GR ring structure from the explicit expressions (B.41). We shall follow however another path.

Albeit the GR of $U_q$ is finite, the Fock space representation makes it natural to express its multiplication rules in terms of the infinite number of representations $\mathcal{F}_p$ which are of $su(2)$ type:

$$D(\mathcal{F}_p) \cdot D(\mathcal{F}_{p'}) = \sum_{\substack{p+p'-1 \leq \rho+ho' \leq |p-p'|+1 \atop \rho'-\rho \equiv 0 \mod 2}} D(\mathcal{F}_{\rho''}), \quad p = 1, 2, \ldots.$$  

(5.64)

The justification of (5.64) takes into account the well known fact that an analogous decomposition holds for tensor products of the (irreducible) representations $\mathcal{F}_p$ for generic $q$; in the GR context it should remain true after specializing $q$ to a root of unity as well. Note that the GR content of $\mathcal{F}_{Nh+p}$ for $N \in \mathbb{Z}_+$, $1 \leq p \leq h$ which replaces the precise indecomposable structure (5.29),

$$\mathcal{F}_{Nh+p} = (N+1)V^+_p + NV^+_{h-p}$$

(5.65)

obeys the following "parity rule": one always has an odd number of irreducible $U_q$ modules of type $V^+$ and an even number of modules of type $V^-$.

Assuming that (5.64) holds, we shall make use of the following corollary of Proposition B.1.
Corollary 5.1  The Drinfeld images of the $U_q$ IR

$$d^+_p := D(V^\epsilon_p) = (\text{Tr}_{\mathbb{F}_p} K^{-1} \otimes \text{id}) \mathcal{M} \in \mathbb{Z}, \quad 1 \leq p \leq h, \quad \epsilon = \pm$$  \hspace{1cm} (5.66)

satisfy

$$d^+_1 = 1, \quad d^+_2 = C, \quad d^{-\epsilon} = -K^h d^\epsilon_p = T_h(\frac{C}{2}) d^\epsilon_p. \quad \hspace{1cm} (5.67)$$

From (5.64) for $p' = 2$ and (5.67) one concludes that $D(F_p)$ are functions of $C$ satisfying both the recurrence relations and the initial conditions for the Chebyshev polynomials of the second kind $U_p(x)$, defined by

$$U_{m+1}(x) = x U_m(x) - U_{m-1}(x), \quad m \geq 1, \quad U_0(x) = 0, \quad U_1(x) = 1 \quad (5.68)$$

and hence,

$$D(F_p) = U_p(C), \quad p \in \mathbb{Z}_+. \quad \hspace{1cm} (5.69)$$

It follows from (5.68) that $U_m(x)$ are monic polynomials of deg $m = m - 1$ and

$$U_m(2 \cos t) = \frac{\sin mt}{\sin t}, \quad U_2(x) = x, \quad U_m(2) = m. \quad \hspace{1cm} (5.70)$$

Using (5.65) for $N = 0$ and $N = 1$, one sees that the Drinfeld images [61] of the $U_q$ IR are given by

$$d^+_p = U_p(C), \quad d^-_p = \frac{1}{2} (U_{h+p}(C) - U_{h-p}(C)), \quad 1 \leq p \leq h. \quad \hspace{1cm} (5.71)$$

By (5.69) and (5.70), the trigonometric relation $2 \sin t \cos mt = \sin(m+1)t - \sin(m-1)t$ is equivalent to

$$2T_m(\frac{x}{2}) = U_{m+1}(x) - U_{m-1}(x), \quad \hspace{1cm} (5.72)$$

so that the condition (5.62), (5.63) is converted in terms of $U_m(x)$ to the equality

$$T_{2h}(\frac{C}{2}) = 1 \Leftrightarrow U_{2h+1}(C) - U_{2h-1}(C) - 2 = 0. \quad \hspace{1cm} (5.73)$$

Eq. (5.73) ensures the consistency between (5.71) and the IR content of $F_{2h+1}$ (5.65):

$$U_{2h+1}(C) = D(F_{2h+1}) = 3D(V^+_p) + 2D(V^-_{h-p}) = U_{2h-1}(C) + 2U_1(C). \quad \hspace{1cm} (5.74)$$

One can check that the fusion of (5.74) with $U_2(C)$ justifies, step by step, the consistency of the representation (5.71) for any $F_{Nh+p}$, $N \geq 2$, i.e. no additional conditions appear. As $U_m(x)$, $m \in \mathbb{Z}_+$ span the polynomial ring $\mathbb{C}[x]$, the $U_q$ GR is equivalent to the quotient ring of $\mathbb{C}[C]$ modulo the ideal generated by the polynomial (5.73) [61].

It is elementary to derive from (5.64) and (5.65) the multiplication rules for the GR images (in terms of the $U_q$ IR) which, as it has been shown in [61], read

$$D(V^\epsilon_p) \cdot D(V'^\epsilon_{p'}) = \sum_{s=|p-p'|+1}^{p+p'-1} D(\hat{V}^{\epsilon\epsilon'}_s), \quad 1 \leq p, p' \leq h, \quad \epsilon, \epsilon' = \pm.$$  \hspace{1cm} (5.75)

$$\hat{V}^\epsilon_s = \begin{cases} V^\epsilon_s \quad \text{for } 1 \leq s \leq h \\ V^\epsilon_{2h-s} + 2V^{-\epsilon}_{s-h} \quad \text{for } h + 1 \leq s \leq 2h - 1 \end{cases}.$$
Indeed, Eq.\textsuperscript{5.64} imply directly \textsuperscript{5.75} for $\epsilon = \epsilon' = +$, and the cases when $\epsilon$, $\epsilon'$ or both of opposite sign follow from these by multiplying them with $T_h(\frac{\epsilon}{h})$, see \textsuperscript{5.67}, taking into account that $(T_h(\frac{\epsilon}{h}))^2 = 1$, cf. \textsuperscript{5.62} and \textsuperscript{5.63}. For a proof that \textsuperscript{5.75} imply in turn \textsuperscript{5.64}, see \textsuperscript{83}.

Eq.\textsuperscript{5.58} can be regarded as the characteristic equation of the Casimir $C$ as an operator on the subalgebra of the centre $D(\mathfrak{g}) \subset Z$ generated by the Drinfeld images of the $\overline{U}_q(\mathfrak{g})$ IR. As the eigenvalues $\beta_p = \beta_{2h-p}$ are doubly degenerate for $1 \leq p \leq h-1$,

$$P_{2h}(C) = (C - 2)(C + 2) \prod_{p=1}^{h-1} (C - \beta_p)^2 = 0, \quad \beta_p = q^p + q^{-p}, \quad (5.76)$$

the spectral decomposition of $C$ is of Jordan type:

$$C = 2 e_0 - 2 e_h + \sum_{p=1}^{h-1} (\beta_p e_p + w_p), \quad (C - \beta_p) e_p = w_p, \quad (C - \beta_p) w_p = 0. \quad (5.77)$$

The primitive idempotents $e_s$ and nilpotents $w_p$ obey

$$e_r e_s = \delta_{rs} e_r, \quad e_r w_p = \delta_{rp} w_p, \quad w_p w_{p'} = 0, \quad 0 \leq r, s \leq h, \quad 1 \leq p, p' \leq h-1$$

$$\Rightarrow \quad f(C) = f(2) e_0 + f(-2) e_h + \sum_{p=1}^{h-1} (f(\beta_p) e_p + f'(\beta_p) w_p). \quad (5.78)$$

In particular, the coefficients of the idempotents $e_p$, $1 \leq p \leq h-1$ in the expansion of $U_s(C)$ are equal to

$$U_s(\beta_p) = U_s(2 \cos \frac{p \pi}{h}) = \frac{\sin \frac{sp \pi}{h}}{\sin \frac{p \pi}{h}} = \frac{[s p]}{[p]} \quad (5.79)$$

The unitary WZNW model only includes integrable affine algebra representations \textsuperscript{43}. In the $\hat{\mathfrak{su}}(2)_k$ case, the corresponding shifted weights are in the interval $1 \leq p \leq h-1 (\equiv k+1)$. It has been known from the early studies \textsuperscript{143, 71} that the fusion of the corresponding "physical representations" of $U_q(\mathfrak{su}(2))$ (for $q = e^{\pm \frac{2\pi i}{k}}$) can be recovered from the ordinary $\mathfrak{su}(2)$ fusion by appropriately factoring out representations of zero quantum dimension. As representations of $\overline{U}_q$, the latter form the ideal of Verma modules \textsuperscript{61, 62}. The latter are $h$-dimensional and include the two IR $V^\epsilon_h := V^\epsilon, \epsilon = \pm$ as well as other $2h-2$ indecomposable representations with subquotient structure

$$0 \to V^\epsilon_p \to V^\epsilon_p \to V^{-\epsilon}_{h-p} \to 0, \quad p = 1, \ldots, h-1 \quad (5.80)$$

In the GR $V^\epsilon_p$ and $V^{-\epsilon}_{h-p}$ cannot be distinguished so it is appropriate to use the notation

$$V_s := V^+_s + V^-_{h-s}, \quad 0 \leq s \leq h \quad (V^+_0 = \{0\}; \quad V_0 = V^-_h, \quad V_h = V^+_h). \quad (5.81)$$

That $V_s$ form an ideal in $\mathfrak{g}_{2h}$ is quite easy to prove using \textsuperscript{5.75}, and qdim $V_s = 0$ follows from \textsuperscript{5.20} since $|s| - |h - s| = 0$. On the other hand, the Drinfeld images of the $h+1$ representations \textsuperscript{5.80} are spanned by $e_0, e_h$
and \{w_p\}_{p=1}^{h-1} only, i.e. the corresponding coefficients of \{e_p\}_{p=1}^{h-1} in (5.78) vanish. Indeed, by (5.80) and (5.71),

\[
D(V_0) = D(V_h^-) = \frac{1}{2} U_{2h}(C) \ , \quad D(V_h) = D(V_h^+) = U_h(C) \ ,
\]

\[
D(V_s) = D(V_s^+) + D(V_{h-s}^-) = \frac{1}{2} (U_s(C) + U_{2h-s}(C)) , \quad 1 \leq s \leq h-1 \quad (5.82)
\]

and (5.79) gives

\[
U_{2h}(\beta_p) = 0 = U_h(\beta_p) , \quad 1 \leq p \leq h-1 \ ,
\]

\[
U_s(\beta_p) + U_{2h-s}(\beta_p) = \frac{[s,p] + [(2h-s)p]}{[p]} = 0 , \quad 1 \leq p,s \leq h-1 \quad (5.83)
\]

The canonical images of \(D(V_p^+)\) in the \((h-1)\)-dimensional quotient with respect to the Verma modules’ ideal are therefore of the form

\[
d_p = \sum_{s=1}^{h-1} U_p(\beta_s) e_s = \sum_{s=1}^{h-1} \frac{[p,s]}{[s]} e_s , \quad 1 \leq p \leq h-1 \quad (5.84)
\]

(note that the coefficient \(\frac{[p,s]}{[s]} \equiv [p]_{qs}^{-1}\) to \(e_s\) in the expansion (5.84) of \(d_p\) is just the quantum dimension of \(V_p^+\) evaluated at \(q^s\)). The algebra of \(d_p\) follows from (5.78) and the easily verifiable relation

\[
[ps][p's] = [s] \sum_{r=|p-p'|+1}^{p+p'-1} [rs] , \quad 1 \leq p, p' \leq h-1 \quad (5.85)
\]

by taking into account that, for \(p + p' > h\) (and \(1 \leq s \leq h-1\)), the terms with \(r \geq h\) either vanish or cancel with the mirror ones w.r. to \(h\), due to

\[
[hs] = 0 , \quad [(h+m)s] + [(h-m)s] = 0 , \quad m = 1,2,\ldots \quad (5.86)
\]

Thus, the upper limit of the summation in (5.84) doesn’t actually exceed \(h-1\) and one reproduces the fusion rules of the primary fields of weights \(0 \leq \lambda, \mu \leq k\) in the unitary \(\widehat{su}(2)_k\) WZNW model

\[
d_{\lambda} d_{\mu} = \sum_{s=|k-k-\mu|}^{k-|k-\lambda-\mu|} d_{\nu} \quad (5.87)
\]

for \(p = \lambda + 1\), \(p' = \mu + 1\), \(h = k + 2\) [31].

The centre of \(\overline{U}_q\) is \((3h-1)\)-dimensional, being spanned by the idempotents \(e_s\), \(1 \leq s \leq h\) and nilpotents \(w_p^\pm\), \(1 \leq p \leq h-1\) such that \(w_p^+ + w_p^- = w_p\) [61 83]. The elements \(w_p^\pm\) do not belong to the algebra of the Casimir operator; to obtain them one needs to introduce, in addition to the (Drinfeld images of) \(q\)-traces over the IR (5.49), certain pseudo traces [87].

### 5.3 Extended chiral \(\widehat{su}(2)_k\)

The structure of the zero modes’ Fock space (5.11) suggests that for \(n = 2\) the chiral state space (4.101) takes the form

\[
\mathcal{H} = \bigoplus_{p=1}^{\infty} \mathcal{H}_p \otimes \mathcal{F}_p \ , \quad (5.88)
\]
where $p$ is the shifted weight labelling the corresponding representation of the \( \widehat{su}(2) \) affine algebra and \( U_q \), respectively. Involving the full list of dominant weights, the space (5.88) (on which the quantum group covariant field \( g(z) \) acts) is much bigger than the one of the unitary model [96] which only has a finite number of sectors corresponding to integrable affine weights, \( 1 \leq p \leq h - 1 \).

In accord with (5.88), we have to assume that primary fields \( \phi_p(z) \) (4.26) with conformal dimensions \( \Delta_p = \frac{p^2 - 1}{4h} \) (4.27) exist for all integer \( p \geq 1 \). Their exchange (generalizing (4.39)) inside an \( N \)-point conformal block satisfying the KZ equation (4.30) gives rise to a "monodromy representation" of the braid group of \( N \) strands \( B_N \) determined by choosing appropriately the principal branches and analytically continuing along homotopy classes of paths. The braid group \( B_N \) admits a presentation with generators \( B_i, i = 1, \ldots, N-1 \) subject to Artin's relations

\[
B_i B_{i+1} B_i = B_{i+1} B_i B_{i+1}, \quad B_i B_j = B_j B_i \quad \text{for} \quad |i - j| > 1. \quad (5.89)
\]

We shall recall below, without derivation, the results obtained in [167, 135, 109] for the corresponding representations of \( B_4 \) on the conformal blocks of four operators \( \phi_p(z_4), p \geq 1 \) (as in this case \( B_3 = B_1 \), the braid group actually reduces to \( B_3 \subset B_4 \)). It turns out that they are similar (dual) to those of an infinite dimensional extension \( \tilde{U}_q \) of the restricted quantum group which we proceed to review first.

### 5.3.1 Lusztig’s extension \( \tilde{U}_q \) of the restricted quantum group \( U_q \)

Introduce, following Lusztig [131, 132], the "divided powers"

\[
E^{(n)} = \frac{1}{[n]!} E^n, \quad F^{(n)} = \frac{1}{[n]!} F^n \quad \text{for} \quad n \geq 1. \quad (5.90)
\]

Their action on the basis (5.9) follows from (5.13):

\[
E^{(r)} |p, m\rangle = \left[ p - m - 1 \atop r \right] |p, m+r\rangle, \quad F^{(s)} |p, m\rangle = \left[ m \atop s \right] |p, m-s\rangle. \quad (5.91)
\]

Here the (Gaussian) \( q \)-binomial coefficients \( [a \atop b] \) defined, for \( a \in \mathbb{Z}, b \in \mathbb{Z}_+ \), as

\[
[a \atop b] := \prod_{t=1}^{b} \frac{q^{a+1-t} - q^{a+1-b-t}}{q^t - q^{-t}}, \quad [a \atop 0] := 1 \quad (5.92)
\]

\[
\left( [a \atop b] = \frac{[a]!}{[b]![a-b]!} \quad \text{for} \quad a \geq b \geq 0, \quad [a \atop b] = 0 \quad \text{for} \quad b > a \geq 0 \right)
\]

are polynomials in \( q \) and \( q^{-1} \) with integer coefficients.\(^{23}\) The following general formula is valid for \( M \in \mathbb{Z}, \ N \in \mathbb{Z}_+, \ 0 \leq a, b \leq h - 1 \) (see Lemma 34.1.2 in [132]),

\[
\left[ Mh + a \atop Nh + b \right] = (-1)^{(M+1)Nh+aN-bM} \left[ a \atop b \right] \left( \frac{M}{N} \right), \quad (5.93)
\]

where \( \left( \frac{M}{N} \right) \in \mathbb{Z} \) is an ordinary binomial coefficient.

\(^{23}\)Hence, for \( q \) a root of unity they are just polynomials in \( q \).
It is sufficient to add just \( E^{(h)} \) and \( F^{(h)} \) to \( E, F \) and \( K^{\pm 1} \) in order to generate Lusztig’s \( \tilde{U}_q \) algebra. Their powers and products give rise to an infinite sequence of new elements – in particular,

\[
(E^{(h)})^n = \frac{[nh]!}{([h]!)^n} E^{(nh)} = \left( \prod_{\ell=1}^{n} \left[ \frac{\ell h}{h} \right] \right) E^{(nh)} = (-1)^{\binom{n}{2}} h! E^{(nh)}. \tag{5.94}
\]

The representations of the extended QUEA \( \tilde{U}_q \) in the Fock space \( F \) are easily described by the following

**Proposition 5.2**

(a) The irreducible \( \overline{U}_q \) modules \( F_p, \; 1 \leq p \leq h \) extend to irreducible \( \tilde{U}_q \) modules, with \( E^{(h)} \) and \( F^{(h)} \) acting trivially.

(b) The fully reducible \( \overline{U}_q \) modules \( F_{N^p}, \; N \geq 2 \) give rise to irreducible \( \tilde{U}_q \) modules.

(c) For \( 1 \leq p \leq h - 1, \; N = 1, 2, \ldots \) the spaces \( F_{Nh+p} \) are indecomposable \( \tilde{U}_q \) modules. Their structure is given by a short exact sequence similar to (5.29),

\[
0 \to F_{N+1,p} \to F_{Nh+p} \to \tilde{F}_{N,h-p} \to 0, \tag{5.95}
\]

where this time the submodule

\[
F_{N+1,p} = \bigoplus_{n=0}^{N} \text{Span} \{ |Nh + p, nh + m\} \}_{m=0}^{p-1} \tag{5.96}
\]

and the corresponding subquotient

\[
\tilde{F}_{N,h-p} = F_{Nh+p} / F_{N+1,p} \tag{5.97}
\]

are both irreducible with respect to \( \tilde{U}_q \).

**Proof** Using (5.13) and the relation \( \left[ \begin{array}{c} n \\ k \end{array} \right] = 0 \) for \( n < h \), we find

\[
E^{(h)}|p,m\rangle = 0 = F^{(h)}|p,m\rangle \quad \text{for} \quad p \leq h, \tag{5.98}
\]

proving (a). On the other hand, \( E^{(h)} \) and \( F^{(h)} \), shifting the label \( m \) by \( \pm h \) combine otherwise disconnected equivalent (in particular, of the same parity) irreducible \( \overline{U}_q \) submodules or subquotients into a single irreducible representation of \( \tilde{U}_q \). Together with (5.13), the relation

\[
E^{(h)}|Nh + p, nh + m\rangle = \left[ \frac{(N-n)h + p - m - 1}{h} \right] |Nh + p, (n+1)h + m\rangle = (-1)^{(N-n+1)h+p-m-1} (N-n) |Nh + p, (n+1)h + m\rangle \tag{5.99}
\]

where \( 0 \leq n \leq N, \; 0 \leq m \leq p - 1 \leq h - 1 \) and the similar relation for \( F^{(h)} \)

\[
F^{(h)}|Nh + p, nh + m\rangle = \left[ \frac{nh + m}{h} \right] |Nh + p, (n+1)h + m\rangle = (-1)^{(n+1)h+m} n |Nh + p, (n-1)h + m\rangle \tag{5.100}
\]

imply (b), for \( p = h \), and the first (submodule) part of (c), for \( p < h \). The second part of (c) is obtained by using again (5.13) as well as (5.99), (5.100) but this time for \( 0 \leq n \leq N - 1, \; 1 \leq p \leq m \leq h - 1 \).

According to the “parity rule” (5.65), each IR of \( \tilde{U}_q \) combines an odd number of irreducible \( \overline{U}_q \) modules of type \( V^+ \) and an even number of modules \( V^- \).
5.3.2 KZ equation and braid group representations

In addition to the KZ equation, an $\hat{su}(2)_k$ conformal block is subject to Möbius and $SU(2)$ invariance conditions. The components of a primary field $\phi_p(z)$ form a $p$-dimensional irreducible $SU(2)$ multiplet $V_p$ so that their 4-point conformal block $w^{(p)}$ belongs to the space $\text{Inv} V_p^{\otimes 4}$ (which itself is $p$-dimensional). Realizing each $V_p$ as a space of polynomials of degree $p-1$ in a variable $z_a$, $a = 1, 2, 3, 4$, the 4-point $SU(2)$-invariants appear as homogeneous polynomials of degree $2(p-1)$ in the differences $z_a - z_b$. One can express, accordingly, $w^{(p)}$ in terms of an amplitude $f^{(p)}$ that depends on two invariant cross ratios $\xi$ and $\eta$, writing

$$\langle \phi_p(z_1)\phi_p(z_2)\phi_p(z_3)\phi_p(z_4) \rangle =: w^{(p)}(\zeta_1, z_1; \ldots; \zeta_4, z_4) = D_p(\zeta, z) f^{(p)}(\xi, \eta),$$

$$\zeta_{ab} = \zeta_a - \zeta_b, \quad z_{ab} = z_a - z_b, \quad \xi = \frac{\zeta_{12}\zeta_{34}}{\zeta_{13}\zeta_{24}}, \quad \eta = \frac{z_{12}z_{34}}{z_{13}z_{24}},$$

$$D_p(\zeta, z) = \left(\frac{z_{13}z_{24}}{z_{12}z_{34}z_{14}z_{23}}\right)^{2\Delta_p} (\zeta_{13}\zeta_{24})^{p-1}$$

where $f^{(p)}(\xi, \eta)$ is a polynomial in $\xi$ of degree not exceeding $p-1$. The polarized Casimirs are represented by second order differential operators in the isospin variables and the KZ system (4.30) is equivalent to the following partial differential equation for $f^{(p)}(\xi, \eta)$:

$$\left( h\eta (1-\eta) \frac{\partial}{\partial \eta} - (1-\eta) C^{(p)}(\xi) + \eta C^{(p)}(1-\xi) \right) f^{(p)}(\xi, \eta) = 0,$$  \hspace{1cm} (5.102)

$$C^{(p)}(\xi) := (p-1)(p-(p-1)\xi) - (\xi + 2(p-1)(1-\xi)) \xi \frac{\partial}{\partial \xi} + \xi^2(1-\xi) \frac{\partial^2}{\partial \xi^2}.$$  \hspace{1cm} (5.103)

A regular basis of the $p$ linearly independent solutions

$$\{ f^{(p)}_{\mu} = f^{(p)}_{\mu}(\xi, \eta), \quad \mu = 0, 1, \ldots, p-1 \}$$

of Eq. (5.102) has been constructed in [167] in terms of appropriate multiple contour integrals. We shall describe below the explicit braid group action on the conformal blocks $w^{(p)}_\mu = D_p f^{(p)}_{\mu}$ (5.101). The braid generators $b_1$, $i = 1, 2, 3$ act by an anti-clockwise rotation at angle $\pi$ of the pair of world sheet variables $(z_i, z_{i+1})$ and a simultaneous exchange $z_i \leftrightarrow z_{i+1}$. Then $w^{(p)}_\mu(\zeta, z) \rightarrow w^{(p)}_\lambda(\zeta, z)(B^{(p)}_1)^{\lambda}_{\mu}$ while the invariant amplitudes $f^{(p)}_{\mu}(\xi, \eta)$ transform as

$$b_1 (= b_3) : f^{(p)}_{\mu}(\xi, \eta) \rightarrow (1-\xi)^{p-1}(1-\eta)^{4\Delta_p} f^{(p)}_{\mu}(\frac{\xi}{\xi-1}, \frac{e^{-i\pi \eta}}{1-\eta}) =$$

$$= f^{(p)}_{\lambda}(\xi, \eta)(B^{(p)}_1)^{\lambda}_{\mu},$$

$$b_2 : f^{(p)}_{\mu}(\xi, \eta) \rightarrow \xi^{p-1} \eta^{4\Delta_p} f^{(p)}_{\mu}(\frac{1}{\xi}, \frac{1}{\eta}) = f^{(p)}_{\lambda}(\xi, \eta)(B^{(p)}_2)^{\lambda}_{\mu},$$

respectively. The $p \times p$ braid matrices $B^{(p)}_i$, $i = 1, 2$ are (lower, resp. upper) triangular:

$$\begin{pmatrix} \lambda \\ \mu \end{pmatrix} = \left( -1 \right)^{p-\lambda-1} q^{\lambda(\mu+1)-\frac{p-1}{2}} \begin{pmatrix} \lambda \\ \mu \end{pmatrix}, \quad \lambda, \mu = 0, 1, \ldots, p-1,$$

$$\begin{pmatrix} \lambda \\ \mu \end{pmatrix} = \left( -1 \right)^{p-\lambda-1} q^{(p-\lambda-1)(p-\mu)-\frac{p-1}{2}} \begin{pmatrix} p-\lambda-1 \\ p-\mu-1 \end{pmatrix}$$

$$\begin{pmatrix} B^{(p)}_1 \end{pmatrix} = F^{(p)} B^{(p)}_1 F^{(p)}, \quad (F^{(p)})^{\lambda}_{\mu} = \delta^{\lambda}_{p-1-\mu}, \quad (F^{(p)})^2 = I_p.$$  \hspace{1cm} (5.105)
By contrast, the commonly used "s-basis" braid matrices (where \( B_1^{(p)} = B_3^{(p)} \) is assumed to be diagonal) do not exist in this case, yielding singularities for \( p \geq h \).

It is instructive to arrange the emerging \( p \)-dimensional representation spaces \( S_p \) of \( B_4 \) spanned by \( w_{\mu}^{(p)}(\zeta, \overline{\zeta}) \), \( \mu = 0, 1, \ldots, p - 1 \) in arrays similar to \( F_p \) in the zero modes' Fock space depicted on Figure 1 above.

**Proposition 5.3** The \( p \)-dimensional \( B_4 \) modules \( S_p \) have a structure dual to that of the \( \widetilde{U}_q \) modules \( F_p \) described in Proposition 5.2, in the following sense.

The representation spaces \( S_p \) are irreducible

(a) for \( 1 \leq p \leq h \), as well as

(b) for \( p = Nh \), \( N \geq 2 \).

(c) For \( 1 \leq p \leq h - 1 \), \( N = 1, 2, \ldots \) the module \( S_{Nh+p} \) is indecomposable, with structure given by the exact sequence

\[
0 \to S_{N,h-p} \to S_{Nh+p} \to \tilde{S}_{N+1,p} \to 0. \tag{5.106}
\]

Here the \( N(h-p) \)-dimensional invariant subspace

\[
S_{N,h-p} = \bigoplus_{n=0}^{N-1} \text{Span} \{ f_{\mu(Nh+p)} \}_{\mu=nh+p}^{(n+1)h-1} \tag{5.107}
\]

and the corresponding \( (N+1)p \)-dimensional quotient \( \tilde{S}_{N+1,p} \) are both irreducible under the action of the braid group.

**Proof** Only the case (c) needs some work. The fact that the subspace \( S_{N,h-p} \subset S_{Nh+p} \) (5.107) is \( B_4 \) invariant follows from the observation that the entries of the \( (N+h+p) \)-dimensional matrices (5.105) satisfy

\[
(B_1)^{mh+\alpha}_{nh+\beta} \sim \begin{bmatrix} mh + \alpha \\ nh + \beta \end{bmatrix} \sim \begin{bmatrix} \alpha \\ \beta \end{bmatrix} \begin{pmatrix} m \\ n \end{pmatrix},
\]

\[
(B_2)^{mh+\alpha}_{nh+\beta} \sim \begin{bmatrix} (N-m)h + p - \alpha - 1 \\ (N-n-1)h + h + p - \beta - 1 \end{bmatrix} \sim \begin{bmatrix} p - \alpha - 1 \\ h + p - \beta - 1 \end{bmatrix} \begin{pmatrix} N-m \\ N-n-1 \end{pmatrix},
\]

cf. (5.93), and hence vanish for \( 0 \leq \alpha \leq p - 1 \), \( p \leq \beta \leq h - 1 \) and \( 0 \leq m \leq N \), \( 0 \leq n \leq N-1 \) (since \( \beta > \alpha \geq 0 \) and \( h+p-\beta-1 > p-\alpha-1 \geq 0 \), see (5.92)). An inspection of the same expressions (5.108) for \( 0 \leq \beta \leq p - 1 \) allows to conclude that the subspace \( S_{N,h-p} \) has no \( B_4 \) invariant complement in \( S_{Nh+p} \) which is thus indeed indecomposable. It is also straightforward to verify that the quotient space

\[
\tilde{S}_{N+1,p} = S_{Nh+p} / S_{N,h-p} \tag{5.109}
\]

carries another IR of \( B_4 \). The "duality" of the indecomposable representations \( \mathcal{V}_{Nh+p} \) (of \( \widetilde{U}_q \)) and \( S_{Nh+p} \) (of \( B_4 \)) is summed up by the observation that each of them contains, in the GR sense, two irreducible components of the same dimensions, but the arrows of the exact sequences (5.95) and (5.106) are reversed.

The \( B_4 \) invariance and irreducibility of the subspaces \( \text{Span} \{ f_{\mu((N+1)h-1)} \}_{\mu=0}^{N-1} \) (or \( S_{N,1} \subset S_{(N+1)h-1} \), in our notation (5.107)) has been noted by A. Nichols.
Their dimension is equal to $N$; this fact is nicely visualized by reversing the arrows on Figure 1 where these sets correspond to the upper tips of the yellow and blue (or white and black, in BW print) squares. They possess an internal $su(2)$ structure where the action of the $su(2)$ generators $e$ and $f$ is given by that of $B^{(h)}_{\text{red}}$ (5.99) and $F^{(h)}_{\text{red}}$ (5.100), respectively, under the identification

$$
f_{n+1}^{(N+1)} h_{n+1}^{(N+1)} = v_n^N := |(N+1)h - 1, (n+1)h - 1|, \quad n = 0, \ldots, N-1,
$$

$$
e v_n^N = (-1)^{(N-n+1)h-1} (N-n+1) v_{n+1}^N, \quad f v_n^N = (-1)^{nh-1} n v_{n-1}^N,
$$

$$
h := [e, f], \quad (h - (-1)^{Nh} (2n - N + 1)) v_n^N = 0. \quad (5.110)
$$

The corresponding $N \times N$ reduced braid matrices $(B_{i}^{\text{red}})^n_m := (B_i)^{(n+1)h-1}_{(m+1)h-1}$ have remarkable properties [139]. As one can easily deduce from (5.108) and (5.93), they are proportional to matrices with integer entries; moreover, the corresponding monodromy matrices $B_i^2$, $i = 1, 2$ are equal (up to a sign, for $N$ even and $h$ odd) to the unit one:

$$
(B_i^{\text{red}})^n_m = q^{\frac{1}{2}(N+1)^2 h^2} (-1)^{N+1+(n+m)h+n} \binom{n}{m},
$$

$$
B_2^{\text{red}} = F^{\text{red}} B_1^{\text{red}} F^{\text{red}}, \quad (F^{\text{red}})^n_m = \delta_{N-1-m}^n, \quad n, m = 0, \ldots, N-1,
$$

$$
(B_i^{\text{red}})^2 = (-1)^{(N+1)h} I_N, \quad i = 1, 2. \quad (5.111)
$$

Explicitly, the first few rows of $B_1^{\text{red}}$ are given by

$$
(-1)^{N+1} q^{-\frac{1}{2}(N+1)^2 h^2} B_1^{\text{red}} = \begin{pmatrix}
1 & 0 & 0 & 0 & \ldots \\
(-1)^{h+1} -1 & 0 & 0 & \ldots \\
1 & (-1)^{h+2} & 1 & 0 & \ldots \\
(-1)^{h+1} -3 & (-1)^{h+3} & -1 & \ldots \\
& & & & \ddots
\end{pmatrix} \quad (5.112)
$$

(for $N \leq 3$, just take the relevant upper left corner submatrix).

Thus, for all natural $N$ there exist $N$-plets of non-unitary, local chiral primary fields $\phi^{(n)}_{(N+1)h-1}(z)$ of $su(2)$ “spin” $j = \frac{N-1}{2}$, isospin $I = \frac{N+1}{2} h - 1$ and conformal dimension $\Delta_{(N+1)h-1} = \frac{(N+1)h_1^2-1}{4h} = \frac{I(I+1)}{h} = \frac{(N+1)^2}{4} h - \frac{N+1}{2}$ (all these numbers are integers for $N$ odd). The presence of additional $su(2)$ quantum numbers in non-unitary extended WZNW (and minimal) models has been confirmed by other methods, see e.g. [140]25. Such models are examples of logarithmic conformal field theory (LCFT) characterized by Jordan block (indecomposable, and hence, non-hermitean) structure of the dilation operator $L_0$ [101]. The latter fact explains the possible appearance of logarithms in conformal blocks noticed first in [151]. (A representative collection of recent papers and reviews on LCFT can be found in [86].)

The singlet field $\phi^{(0)}_{2h-1}(z)$ (the conformal block of which spans the 1-dimensional subspace $S_{1,1} \subset S_{2h-1}$) has isospin $I$ and conformal dimension both equal to $h - 1 = k + 1$,

$$
2I + 1 = 2h - 1 \quad \Rightarrow \quad I = h - 1,
$$

$$
\Delta_{2h-1} = \frac{(2h - 1)^2 - 1}{4h} = \frac{I(I+1)}{h} = h - 1. \quad (5.113)
$$

---

24The scope of the paper [139] is actually broader, including also fractional levels.
25Cf. also [158] [162] for another approach to the problem.
and hence provides a natural candidate for a local extension of the chiral (current) algebra. As the conformal dimensions \( \Delta_{2Nh-p} \) and \( \Delta_p \) are integer spaced,

\[
\Delta_{2Nh-p} = \frac{(2Nh - p)^2 - 1}{4h} = N(Nh - p) + \Delta_p , \quad 1 \leq p \leq h - 1 , \quad (5.114)
\]

it is the "mirror" counterpart of the unit operator \( (p = 1) \) under the duality \( p \leftrightarrow 2h - p \).

The locality of \( \phi_{2h-1}^{(0)}(z) \) implies that the corresponding conformal block 

\[
w_{h-1}^{(2h-1)} = w_{h-1}^{(2h-1)}(\xi, \eta) \quad (5.101)
\]

is a rational function of \( z_{ij} \). This means, in turn, that \( f_{h-1}^{(2h-1)}(\xi, \eta) \) is a polynomial in \( \eta \) of order not exceeding \( 4\Delta_{2h-1} \) such that

\[
f_{h-1}^{(2h-1)}(1 - \xi, 1 - \eta) = f_{h-1}^{(2h-1)}(\xi, \eta) = \xi^{2(h-1)}\eta^{4(h-1)}f_{h-1}^{(2h-1)}(\frac{1}{\xi}, \frac{1}{\eta}) . \quad (5.115)
\]

The corresponding solution of Eq. (5.102) has been found in [109]:

\[
f_{h-1}^{(2h-1)}(\xi, \eta) = (\eta(1 - \eta))^{h-1} p_{h-1}(\xi, \eta) , \quad p_{h-1}(\xi, \eta) = \sum_{m=0}^{2(h-1)} \sum_{n=0}^{h-1} C_{mn}^{h-1} \xi^m \eta^n , \quad (5.116)
\]

A characteristic property of \( f_{h-1}^{(2h-1)} \) is that it belongs to the regular basis of \( S_{2h-1} \). Writing the braid invariance requirement in the form

\[
(b_i - 1) f_{inv}^{(2h-1)} = 0 , \quad i = 1, 2 , \quad f_{inv}^{(2h-1)} = s^\lambda f_{inv}^{(2h-1)} , \quad \lambda, \mu = 1, \ldots, 2h - 1 , \quad (5.117)
\]

we verify that the common eigenvector problem has the predicted solution,

\[
f_{inv}^{(2h-1)} = f_{h-1}^{(2h-1)} . \quad (5.118)
\]

Note that, as the matrices \( B_1^{(p)} \) and \( B_2^{(p)} \) do not commute, they possess common invariant eigenvectors only in special cases.

**Remark 5.2** All polynomial solutions of the KZ equation (5.102) for integrable weights \( 0 \leq p \leq h - 1 \) giving rise to local extensions of chiral current algebra \( \widehat{su}(2)_{h-2} \) have been found in [135]. The list corresponds to the \( D_{2\ell+2} \) series in the ADE classification of modular invariant partition functions [37],

\[
D_{2\ell+2} : \quad h = 4\ell + 2 , \quad p = 4\ell + 1 = h - 1 \quad (\Delta_{4\ell+1} = \ell) , \quad (5.119)
\]

and a few exceptional cases occurring for

\[
E_6 : \quad h = 12 , \quad p = 7 \quad (\Delta_7 = 1) , \quad (5.120)
\]

\[
E_8 : \quad h = 30 , \quad p = 11, 19, 29 \quad (\Delta_{11} = 1, \Delta_{19} = 3, \Delta_{29} = 7) .
\]
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It can be easily verified \( [109] \) that the regular basis components of (5.119) are
\[
D_{2\ell+2} : \quad f_{\text{inv}}^{(4\ell+1)} = s^\mu f^{(4\ell+1)}_\mu , \quad s^\mu = \frac{(-1)^\mu}{[\mu + 1]} , \quad \mu = 0, \ldots, 4\ell ; \quad (5.121)
\]
to prove that \( (B^{(4\ell+1)}_i)_{\mu}^\lambda s^\lambda = s^\lambda , \quad i = 1, 2 \) (for \( h = 4\ell + 2 \)), one makes use of a well known \( q \)-binomial identity \( [26] \) written in the form
\[
\sum_{\mu=0}^{4\ell} (-1)^\mu q^{\lambda(\mu+1)} \left[ \frac{\lambda + 1}{\mu + 1} \right] = 1 \quad \text{for} \quad 0 \leq \lambda \leq 4\ell , \quad q = e^{-i\pi/4\ell+2} . \quad (5.122)
\]
Solving the common eigenvector problem in the \( E_6 \) case \( (h = 12, p = 7 , \text{ cf. (5.120)} \), one gets \( f_{\text{inv}}^{(7)} = s^\mu f^{(7)}_\mu \) with
\[
E_6 : \quad s^0 = s^6 = 1 , \quad s^1 = s^5 = -\frac{1}{[2]} , \quad s^2 = s^4 = \frac{1}{[3]} , \quad s^3 = -\frac{3}{[3][4]} . \quad (5.123)
\]

6 From chiral to 2D WZNW model

6.1 The right chiral sector

It is usually assumed that, instead of solving anew the quantization problem, the exchange relations for the right sector quantities can be recovered in a straightforward way from those for the left sector. This is true in general, yet the change of chirality needs some care. Writing the quantum analog of (1.1) in the form \( g(x, \bar{x}) = g(x) \bar{g}(\bar{x}) \) for \( x = x^+ + i x^- \) and following the reasoning for the classical case considered in Section 3.5.4, one concludes that the exchange relations for \( \bar{g}(\bar{x}) \) are obtained from the left sector ones by just inverting the order of terms in matrix products \( [27] \). One can then verify directly that their quasi-classical expansions match the corresponding PB brackets. We shall display in what follows all the relevant right sector exchange relations in terms of the bar fields. Our guiding principle in the choice of quantization conventions is the implementation of locality and monodromy invariance of the 2D field and of the quantum group covariance of its chiral components.

\textsuperscript{26}We have in mind the one obtained by setting \( z = -1 \) in the equality
\[
\prod_{m=0}^{\lambda} (1 + q^{2m}z^m) = \sum_{\mu=0}^{\lambda+1} q^\mu \left[ \frac{\lambda + 1}{\mu} \right] z^\mu \quad \text{for} \quad \lambda \geq 0
\]
which is elementary to derive by induction in \( \lambda \) (see 1.3.1(c) and 1.3.4 in \( [132] \)).

\textsuperscript{27}The heuristic derivation uses the fact that the constant \( R \)-matrix \( (4.53) \) evaluated at the inverse deformation parameter \( (4.58) , \quad q \rightarrow q^{-1} \) equals the inverse matrix, \( R_{12}^{-1} \) (equivalently, \( \hat{R}_{12} \rightarrow \hat{R}_{21}^{-1} \)). The exchange relations for \( \bar{g}(\bar{x}) \) contain however the original \( R \)-matrix (at the original value of \( q \)).
Starting with the left sector equalities (4.33), (4.34) and following the procedure described above, we obtain the exchange relations

\[
\begin{align*}
g_1(x_1) g_2(x_2) &= g_2(x_2) g_1(x_1) (R_{12} \theta(x_{12}) + R^{-1}_{21} \theta(x_{21})) \\
g_2(\bar{x}_2) \bar{g}_1(\bar{x}_1) &= \bar{g}_2(\bar{x}_2) \bar{g}_1(\bar{x}_1) (R_{12} \theta(\bar{x}_{12}) + R^{-1}_{21} \theta(\bar{x}_{21})) \\
\bar{g}_1(\bar{x}_1) \bar{g}_2(\bar{x}_2) &= \bar{g}_2(\bar{x}_2) \bar{g}_1(\bar{x}_1) (R_{12} \theta(\bar{x}_{12}) + R^{-1}_{21} \theta(\bar{x}_{21}))
\end{align*}
\]

where

\[
x_i = x_i^+, \quad \bar{x}_i = x_i^-,
\]

\[
-2\pi < x_{12}, \bar{x}_{12} < 2\pi.
\]

The next step is to derive the exchange relations including the general monodromy matrix \( \bar{M} \) defined by

\[
\bar{g}(\bar{x} + 2\pi) = \bar{M} \bar{g}(\bar{x}) \quad (\bar{M} = M^{-1}_R).
\]

The consistency of the last exchange relation in (6.1) for \( 0 < \bar{x}_{12} < 2\pi \) requires

\[
\begin{align*}
\bar{g}_1(\bar{x}_1) \bar{g}_2(\bar{x}_2 + 2\pi) &= R_{21} \bar{g}_2(\bar{x}_2 + 2\pi) \bar{g}_1(\bar{x}_1), \quad \text{i.e.}
\bar{g}_1(\bar{x}_1) \bar{M}_2 \bar{g}_2(\bar{x}_2) &= R_{21} \bar{M}_2 \bar{g}_2(\bar{x}_2) \bar{g}_1(\bar{x}_1)
\Rightarrow \quad R_{12}^\tau \bar{g}_1(\bar{x}) \bar{M}_2 = \bar{M}_2 R_{21}^\tau \bar{g}_1(\bar{x}) \quad (R_{12}^\tau = R_{21}^\tau).
\end{align*}
\]

The same rule suggests that the factorization of \( \bar{M} \) into Gauss components (the right sector counterpart of (6.56)) reads

\[
\bar{M} = q^{\frac{1}{2} - n} \bar{M}_-^1 \bar{M}_+ \quad \text{diag} \bar{M}_+ = \text{diag} \bar{M}_- = \text{diag} \bar{M}_+^{-1} \quad (\bar{M}_\pm = M^{-1}_{R\pm}).
\]

Before discussing the "quantum coefficient" in the definition of \( \bar{M} \), we shall first note that the (homogeneous - and hence, normalization independent) exchange relations for \( M_\pm \) in (6.58) imply the same relations for \( \bar{M}_\pm \),

\[
\begin{align*}
R_{12} M_{\pm 2} M_{\pm 1} &= M_{\pm 1} M_{\pm 2} R_{12}, \quad R_{12} M_{\pm 2} M_{-1} = M_{-1} M_{\pm 2} R_{12} \quad \Rightarrow \quad R_{12} \bar{M}_{\pm 2} \bar{M}_{\pm 1} = \bar{M}_{\pm 1} \bar{M}_{\pm 2} R_{12}, \quad R_{12} \bar{M}_{\pm 2} \bar{M}_{-1} = \bar{M}_{-1} \bar{M}_{\pm 2} R_{12}
\end{align*}
\]

and thus provide, by the FRT construction, another copy of the QUEA, identical to that for the left sector. Further, from (6.57) one obtains

\[
g_1(x) R_{12}^\tau M_{\pm 2} = M_{\pm 2} g_1(x) \quad \Rightarrow \quad \bar{M}_{\pm 2} R_{12}^\tau \bar{g}_1(\bar{x}) = \bar{g}_1(\bar{x}) \bar{M}_{\pm 2}.
\]

By taking (6.6) into account, (6.5) follows from (6.7) and (6.4), from (6.8).

We shall now argue that the overall coefficient \( q^{\frac{1}{2} - n} \) in (6.6) (the inverse to the factor \( e^{-2\pi i \Delta} \) in (4.64)) is consistent with the QUEA invariance of the "bra" vacuum vector (4.23d) implying 28

\[
\langle 0 | (\bar{M}_\pm)^\alpha = \varepsilon((\bar{M}_\pm)^\alpha) \langle 0 | = \delta^\alpha_\beta \langle 0 |.
\]
To this end we multiply the bar sector equality in Eq. (4.64) by \( \bar{z}^{2\Delta} \) and take into account the definition of "bra" (or "out") states

\[
(\Delta | = ) \lim_{\bar{z} \to \infty} \bar{z}^{2\Delta} (0| \bar{g}(\bar{z}) \equiv e^{-4\pi i \Delta} \lim_{\bar{z} \to \infty} \bar{z}^{2\Delta} (0| \bar{g}(e^{-2\pi i \bar{z}}) ,
\]
see e.g. Eq.(4.70c) in [84] (or Eqs. (6.4), (6.5) in [43]).

Following a line of reasoning similar to the one in the beginning of Section 4.5, we shall further assume that the quantized chiral field \( \bar{g}(\bar{z}) \) splits as in (4.158) and that the right chiral state space is again a direct sum of subspaces created from the vacuum by identical homogeneous polynomials in the corresponding zero modes \( \bar{a}_j = (\bar{a}^\alpha_j) \) and generalized CVO \( \bar{u}^\alpha_j = (\bar{u}^\alpha_j(z)) \), respectively:

\[
\bar{g}^\alpha_B(z) = \bar{a}^\alpha_j \otimes \bar{u}^\alpha_j(z) , \quad \mathcal{H} = \bigoplus _{\rho} \mathcal{F}_\rho \otimes \mathcal{H}_\rho . \tag{6.11}
\]

The monodromy matrix of the field \( \bar{u}(z) = (\bar{u}^\alpha_B(z)) \) is, by definition, diagonal,

\[
e^{-2\pi i \bar{L}_0} \bar{u}^\alpha_B(\bar{z}) e^{2\pi i \bar{L}_0} = e^{-2\pi i \Delta} \bar{u}^\alpha_B(e^{-2\pi i \bar{z}}) = \bar{u}^\alpha_B(z) (\bar{M}_\rho)_i^j . \tag{6.12}
\]

On the space \( \mathcal{H} \ (4.158) \), \( \bar{M}_\rho \) is "inherited" by the zero modes, in the sense that

\[
\bar{a}^\alpha_j \otimes \bar{u}^\alpha_B(z) (\bar{M}_\rho)_i^j = \bar{a}^\alpha_j (\bar{M}_\rho)_i^j \otimes \bar{u}^\alpha_B(z) = \bar{M}_\rho^\alpha \bar{a}^\beta_i \otimes \bar{u}^\alpha_B(z) . \tag{6.13}
\]

This happens since \( \bar{u}^\alpha_B(z) \) and \( \bar{a}^\alpha_j \) satisfy identical exchange relations with the commuting operators \( \bar{p}_i \), \( i = 1, \ldots, n \) (where \( \sum_{i=1}^n \bar{p}_i = 0 \Rightarrow \prod_{i=1}^n q^{\bar{p}_i} = 1 \)),

\[
\bar{p}_i \bar{u}^\alpha_B(z) = \bar{u}^\alpha_B(z) (\bar{p}_i + \delta_i^j - \frac{1}{n}) , \quad \bar{p}_i \bar{a}^\alpha_j = \bar{a}^\alpha_j (\bar{p}_i + \delta_i^j - \frac{1}{n}) \Rightarrow
\]

\[
q^{\bar{p}_i} \bar{u}^\alpha_B(z) = \bar{u}^\alpha_B(z) q^{\bar{p}_i + \delta_i^j - \delta_i^j} , \quad q^{\bar{p}_i} \bar{a}^\alpha_j = \bar{a}^\alpha_j q^{\bar{p}_i + \delta_i^j - \delta_i^j} . \tag{6.14}
\]

and hence, both \( \mathcal{F}_\rho \) and \( \mathcal{H}_\rho \) are eigenspaces of \( \bar{p}_i \) corresponding to the same common eigenvalues. We set, accordingly

\[
\bar{M} \bar{a} = \bar{a} \bar{M}_\rho , \quad (\bar{M}_\rho)_i^j = q^{2\bar{p}_i + 1 - \frac{1}{n} \delta_i^j} , \quad q^{\bar{p}_i} |0\rangle = q^{\frac{n+1}{2} - i} |0\rangle \tag{6.15}
\]

and assume that the field \( \bar{u}^\alpha_B(z) \) and the zero modes \( \bar{a}^\alpha_j \) act on the (bra or ket) vacuum as their left sector counterparts do, i.e.

\[
\bar{u}^\alpha_B(z) |0\rangle = 0 = \bar{a}^\alpha_i |0\rangle \text{ for } n \geq i \geq 2 , \quad \text{resp.}
\]

\[
|0\rangle \bar{a}^\alpha_i(z) = 0 = |0\rangle \bar{a}^\alpha_i \text{ for } 1 \leq i \leq n - 1 . \tag{6.16}
\]

Applying (6.12) to the vacuum we see that its consistency is guaranteed by (6.15) (and in particular, by the "quantum normalization factor" of \( \bar{M}_\rho \)) since

\[
e^{-2\pi i \Delta} |0\rangle \equiv q^{\frac{n+1}{2} - \frac{1}{n}} |0\rangle = q^{2\bar{p}_i + 1 - \frac{1}{n}} |0\rangle . \tag{6.17}
\]

It is easy to verify that if \( i_\mu \neq i_\nu \) for \( \mu \neq \nu \), then \( \prod_{i=1}^n q^{-2\bar{p}_i \mu} = \mathbb{I} \) and hence,

\[
\bar{a}^{\alpha_1}_{i_1} q^{2\bar{p}_1 + 1 - \frac{1}{n}} \bar{a}^{\alpha_2}_{i_2} q^{2\bar{p}_2 + 1 - \frac{1}{n}} \ldots \bar{a}^{\alpha_n}_{i_n} q^{2\bar{p}_n + 1 - \frac{1}{n}} = \bar{a}^{\alpha_1}_{i_1} \bar{a}^{\alpha_2}_{i_2} \ldots \bar{a}^{\alpha_n}_{i_n} . \tag{6.18}
\]
so that
\[(\bar{M} \tilde{a})^{\alpha_i} \ldots (\bar{M} \tilde{a})^{\alpha_n} \equiv (\tilde{a} \bar{M}_\rho)^{\alpha_i} \ldots (\tilde{a} \bar{M}_\rho)^{\alpha_n} = \bar{a}^{\alpha_i} \ldots \bar{a}^{\alpha_n}.\] (6.19)

The exchange relations of \(\tilde{a}\) with \(\bar{M}_\pm\) are identical to these of \(\tilde{g}\) (6.8):
\[\bar{M}_{\pm 2} \tilde{a}_1 = \tilde{a}_1 \bar{M}_{\pm 2}.\] (6.20)

For \(n = 2\) the zero mode parts of Eqs. (6.16) and (6.14) read
\[\bar{a}^\alpha_2 |0\rangle = 0, \quad \langle 0 | \bar{a}^\alpha_2 = 0; \quad q^\beta \bar{a}^\alpha_1 = \bar{a}^\alpha_1 q^{\beta + 1}, \quad q^\beta \bar{a}^\alpha_2 = \bar{a}^\alpha_2 q^{\beta - 1},\] respectively, and the transposition is defined as
\[(q^\beta)' = q^{-\tau}, \quad (\bar{a}^\alpha_1)' = \tilde{a}^\alpha_1 := \bar{a}^\beta \tilde{e}^\beta \epsilon_{\beta \alpha}, \quad \text{i.e.} \quad (\bar{a}^\alpha_i)' = q^{-\frac{1}{2}} \bar{a}^\alpha_i, \quad (\bar{a}^\beta_2)' = -q^{\frac{1}{2}} \bar{a}^\beta_2, \quad (\bar{a}^\beta_2)' = -q^{-\frac{1}{2}} \bar{a}^\beta_2.\] (6.21)

Comparing (6.22) with (5.14), we deduce that the inner products of vectors \(|\bar{p}, \bar{m}\rangle := (\bar{a}^\alpha_i)(\bar{a}^\beta_j)^{\bar{p} - 1 - \bar{m}} |0\rangle\) are obtained from (5.10) by complex conjugation:
\[\langle \bar{p}', \bar{m}' | \bar{p}, \bar{m} \rangle = \delta_{\bar{p}\bar{p'}} \delta_{\bar{m}\bar{m}'} \bar{q}^{-\bar{m}'(\bar{m} + 1 - \bar{p})-1} |\bar{m}'\rangle |\bar{p} - \bar{m} - 1\rangle.\] (6.23)

The quantum group transformation properties of the bar zero modes (cf. (5.5) for their left sector counterparts) follow from the exchange relations (6.20) which are equivalent to \(S(\bar{M}_{\pm 2}) \tilde{a}_1 \bar{M}_{\pm 2} = R_{12}^{\pm} \tilde{a}_1\), or
\[\bar{X} \tilde{a}_1 \bar{X}^{-1}(\bar{a}^\alpha_i) \equiv \sum_{(X)} S(\bar{X}_1) \bar{a}^\alpha_i \bar{X}_2 = (\bar{X}^f)^\alpha_{\sigma} \bar{a}^\sigma_i, \quad \bar{X} \in \mathcal{U}.\] (6.24)

The 2 × 2 matrices \(\bar{X}^f\) (\(= \bar{E}^f, \bar{F}^f, \bar{K}^f\)) in (6.24) coincide with those given in (5.37), and the relevant coproducts are displayed in (5.19), (5.30). The action of \(\bar{X}\) on \(\bar{a}^\alpha_i\) is the same as that of \(\sigma(X)\) on \(a^i_{\alpha}\) where \(\sigma\) is the \(\mathcal{U}\)-algebraic homomorphism
\[\sigma(X) = S(X^f), \quad \text{i.e.} \quad \sigma(E) = -q^{-1} F, \quad \sigma(F) = -q E, \quad \sigma(k) = k^{-1}.\] (6.25)

cf. (5.15) (supplemented by \(k' = k\)) and (5.19), (5.30).

### 6.1.2 Dynamical R-matrix exchange relations for the right sector

The comparison between the left and right diagonal monodromy matrices, (4.167) and (6.15) (for \(\tilde{a} = \tilde{a}^\alpha_R\) and \(\tilde{p} = \tilde{p}_R\)) indicates that while \(q_R = q_L^{-1}\) we should assume, when passing from the left to the right sector, that \(q^\nu \rightarrow q^{\nu R} \equiv q^\nu\). The origin of this rule can be traced back to the \(p\)-dependent symplectic forms for the Bloch waves and the zero modes, (3.6) and (3.7) with \(M_p\) as defined in (3.3), which change sign when we only change the sign of \(k\) but not that of \(k'\).29

29This observation is confirmed after performing a careful examination of both the extended and unextended forms, including \(\omega^{sx}_q(p)\) (3.82) and \(\omega_q(p)\) (3.83), with \(f_j(p)\) given by (3.87).
Another important feature of the left-right correspondence (the classical
counterpart of which has been mentioned in Remark 3.7) is that the left and
right dynamical \( R \)-matrices need not coincide, as functions of the respective
variables \( p \) and \( \bar{p} \), in the presence of the chiral zero modes. One can take
advantage of this fact to make the bar sector zero modes' exchange relations
identical to the left sector ones \((4.105)\) by setting the "bar" dynamical
matrix \( \hat{R}_{12}(\bar{p}) \) equal to the transposed matrix \((4.107)\):

\[
R_{12} \bar{a}_1 \bar{a}_2 = \bar{a}_2 \bar{a}_1 \hat{R}_{12}(\bar{p}) \quad \leftrightarrow \quad \hat{R}_{12} \bar{a}_1 \bar{a}_2 = \bar{a}_2 \bar{a}_1 \hat{R}_{12}(\bar{p}) , \quad \hat{R}_{12}(\bar{p}) = \hat{R}_{12}(\bar{p})^T .
\]

To show that \((4.95)\) and \((6.26)\) actually coincide (for \( p \leftrightarrow \bar{p} \)), one uses the
symmetry of the constant braid operator \( \hat{R} = PR \) corresponding to \((4.53)\),
as well the property \((4.105)\) of the dynamical one (which is in general not
symmetric) together with the exchange relations \((6.14)\) between \( \alpha \)
variables together with the exchange relations \((6.14)\) between \( \alpha \)
variables.

We shall now describe how the exchange relations \((6.26)\) can be obtained.
Let \( \hat{R}_{12}(p) \) be an arbitrary solution of the dynamical YBE \((4.99)\) from the set
\((4.107)\) (for a certain choice of \( \alpha(p_{ij}) \) satisfying \((4.106)\)). One first shows
that, following the rules above describing the left-right correspondence of
\( p \)-dependent quantities, one derives

\[
(\hat{R}^\alpha)_{21}^{-1}(p_R) a_{R1} a_{R2} = a_{R1} a_{R2} \hat{R}^{\alpha}_{21} \quad \leftrightarrow \quad \hat{R}_{12} \bar{a}_1 \bar{a}_2 = \bar{a}_2 \bar{a}_1 \hat{R}_1^\alpha(\bar{p}) .
\]

Then it remains to just note that transposing the matrix \((4.107)\) (having in
mind our preferred one for which \( \alpha_{ij}(p_{ij}) = 1 \)) is equivalent to choosing

\[
\alpha_{ij}(p_{ij}) = \alpha(p_{ij}) = \left[ \frac{p_{ij} + 1}{p_{ij} - 1} \right] .
\]

The quasi-classical expansion

\[
\alpha(p_{ij})^{\pm 1} = \left[ \frac{p_{ij} \pm 1}{p_{ij} - 1} \right] = \frac{1 \pm \tan \frac{\pi}{k} \cot \left( \frac{\pi}{k} p_{ij} \right)}{1 \mp \tan \frac{\pi}{k} \cot \left( \frac{\pi}{k} p_{ij} \right)} = 1 \pm 2 \frac{\pi}{k} \cot \left( \frac{\pi}{k} p_{ij} \right) + O \left( \frac{1}{k^2} \right)
\]

shows that this choice of \( \alpha_{ij}(p_{ij}) \) changes the sign of the diagonal terms in the
classical dynamical \( R \)-matrix \((3.112), (3.84)\) (for \( \beta(p) = 0 \) and \( \beta(p) = 2 \cot p \))
Eq.\((4.109)\) gives \( f_{j\ell}(p) = \pm i \frac{\pi}{k} \cot \left( \frac{\pi}{k} p_{j\ell} \right) \), respectively.

**Remark 6.1** The unique symmetric matrix in the family \((4.107)\) is not
rational, the corresponding \( \alpha_{ij}(p_{ij}) \) being given by the square root of \((6.28)\). \[30\]
This choice has been used, for \( n = 2 \), in \[32\] (see Eq.(2.22) therein) in
connection with the \( U_q(sl(2)) \) 6j-symbol interpretation of the entries of \( \hat{R}(p) \)
\[55, 2, 16\]. As

\[
\sqrt{\left[ \frac{p_{ij} + 1}{p_{ij} - 1} \right]} = 1 + \frac{\pi}{k} \beta(\frac{\pi}{k} p_{ij}) + O \left( \frac{1}{k^2} \right) \quad \text{for} \quad \beta(p) = \cot p ,
\]

it follows from \((3.87)\) that the respective \( r_{12}(p) \) \((3.112)\) has no diagonal terms,
i.e. \( f_{j\ell}(p) = 0 \).

We shall assume in what follows that \((6.26)\) holds which implies that \( \bar{a}_\alpha^\alpha \)
satisfy exchange relations identical to those for \( a_\alpha^\alpha \), \((4.182)\).

\[30\] As already mentioned (in the comments after \((4.182)\)), we prefer to consider our
algebra over the field of rational functions of \( q^{p_j} \).
The exchange relations of the "bar" chiral fields \( \bar{u}(\bar{x}) \) corresponding to (6.26) (and reproducing together with them (6.11) are

\[
\bar{u}_1(\bar{x}_1) \bar{u}_2(\bar{x}_2) = \left( \bar{R}_{12}^{-1}(\bar{p}) \theta(\bar{x}_{12}) + \bar{R}_{21}(\bar{p}) \theta(\bar{x}_{21}) \right) \bar{u}_2(\bar{x}_2) \bar{u}_1(\bar{x}_1). \tag{6.31}
\]

If \( \bar{u}(\bar{x}) \) is the "Bloch wave (or CVO) part" of the respective chiral field with general monodromy matrix \( \bar{g}(\bar{x}) \) (i.e., if it is accompanied by the bar zero modes' matrix), the dynamical \( R \)-matrix \( \bar{R}_{12}(\bar{p}) \) in (6.31) should be the same as in (6.26).

If however we only consider (left and right sector) fields with diagonal monodromy, then \( \bar{R}_{12}(\bar{p}) \) should match the one for the left sector, (4.268) in order the field \( u^A_j(\bar{x}) \otimes \bar{u}^A_B(\bar{x}) \) to be local (in this case \( p = \bar{p} \)).

### 6.2 Back to the 2D field

#### 6.2.1 Locality and quantum group invariance

As the left and right (or, bar) variables commute, the local commutativity of the 2D quantum field \( g(x, \bar{x}) = g(x) \bar{g}(\bar{x}) \),

\[
g_1(x_1, \bar{x}_1) g_2(x_2, \bar{x}_2) = g_2(x_2, \bar{x}_2) g_1(x_1, \bar{x}_1) \quad \text{for} \quad x_{12} \bar{x}_{12} > 0 \tag{6.32}
\]

follows from Eq. (6.1) (the quantum counterpart of (3.227)).

Further, Eqs. (6.8) imply that the entries of the 2D field commute with those of \( M_\pm \),

\[
\bar{M}_\pm M_\pm g_1(x, \bar{x}) = M_\pm (g_1(x) R_{12}^\pm M_\pm) \bar{g}_1(\bar{x}) =
\]

\[
= g_1(x) (\bar{M}_\pm \bar{R}_{12}^\pm \bar{g}_1(\bar{x})) M_\pm = g_1(x, \bar{x}) \bar{M}_\pm M_\pm \tag{6.33}
\]

(we have used the mutual commutativity of operators in different sectors\(^{32}\), see (3.228) for a classical analog of this relation. Having in mind a realization of the 2D operator theory in the tensor product of the chiral state spaces \( \mathcal{H} \otimes \bar{\mathcal{H}} \), we can rewrite (6.33) as

\[
\left((M_\pm)^\sigma_\beta \otimes (\bar{M}_\pm)^\sigma_\alpha\right) g^A_\rho(x) \otimes \bar{g}^B_\rho(\bar{x}) = g^A_\rho(x) \otimes \bar{g}^B_\rho(\bar{x}) \left((M_\pm)^\sigma_\beta \otimes (\bar{M}_\pm)^\sigma_\alpha\right) \tag{6.34}
\]

and, as \( M_\pm \) and \( \bar{M}_\pm \) satisfy identical exchange relations, interpret their (matrix) product as the opposite coproduct in the natural coalgebra structure (4.75). The above property reflects the "quantum group invariance" of the \( g(x, \bar{x}) \).

In order to discuss the periodicity of the 2D field (or, which amounts to the same, its monodromy invariance), we have to be able to impose the constraint of equal left and right monodromy (3.224) at the quantum level. In gauge theories this procedure corresponds to finding an appropriate "physical" subspace of the extended space of states which, in the case of general monodromies, is of the form

\[
\mathcal{H} \otimes \bar{\mathcal{H}} = \oplus_{\rho, \bar{\rho}} \mathcal{H}_\rho \otimes \bar{\mathcal{F}}_\rho \otimes \bar{\mathcal{F}}_{\bar{\rho}} \otimes \bar{\mathcal{H}}_{\bar{\rho}} \tag{6.35}
\]

\(^{31}\)As discussed in Section 4.5.3, this could be only sensible if there was a way to truncate the common spectrum of (shifted) weights to integrable dominant ones \( p_{n+1} \geq 1, p_{n} \leq h - 1 \).

\(^{32}\)As \( [(M_\pm)^\sigma_\beta, (\bar{M}_\pm)^\sigma_\beta] = 0 \), only the matrix multiplication is important here, not the order of the left and the right matrix elements: \( (\bar{M}_\pm M_\pm)^\sigma_\beta = (M_\pm^\sigma_\alpha (M_\pm)^\sigma_\beta = (M_\pm)^\sigma_\beta (M_\pm)^\sigma_\alpha \).
It is convenient to write down the left and right sector zero modes' exchange so that
the chiral fields (4.67), (6.8), a relation similar to (6.34) holds for show that
M symmetry. We shall only notice here that, since the exchange relations of the
dimensional) Fock representation of the p (here, as usual, ˆ 
the canonically quantized to the unitary WZNW model. We shall first show
results to general
6.2.2 Physical factor space of the unitary 2D model for n = 2
We shall construct in the present section, for n = 2, a truncated (finite
dimensional) Fock representation of the \( \hat{U}_q \)-invariant bilinear combinations
of left and right zero modes and obtain, as a result, a description of the
unitary 2D WZNW model as a rational CFT in a gauge-field-theory-like
setting.

Before discussing the action of the WZNW field \( g(z, \bar{z}) \) on the extended state space (6.35) we shall tackle the intermediate problem concerning the
2D zero modes acting on the tensor product of chiral Fock spaces \( \mathcal{F} \otimes \mathcal{F} = \oplus_{p, \bar{p}} \mathcal{F}_p \otimes \bar{\mathcal{F}}_{\bar{p}} \). To this end, as mentioned above, we have to introduce the matrix of operators

\[
Q = (Q^i_j) = \begin{pmatrix} Q^1_1 & Q^1_2 \\ Q^2_1 & Q^2_2 \end{pmatrix} \equiv \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad Q^i_j = a^i_\alpha \otimes \bar{a}^j_\beta.
\]

It is convenient to write down the left and right sector zero modes’ exchange relations in the form (5.4), (5.5) which only involves the constant (but not the dynamical) R-matrix and also reflects the determinant conditions \( \det(a) = [\hat{p}] \), \( \det(\bar{a}) = [\hat{\bar{p}}] \),

\[
q^{1/2} a^i_\rho a^j_\sigma R^\rho_{\alpha \beta} a^\sigma_\beta = a^i_\rho a^j_\sigma - q^{1-\hat{p}_i j} \varepsilon_{\alpha \beta}, \quad a^i_\rho a^j_\sigma \varepsilon^{\alpha \beta} = [\hat{p}_i j + 1],
\]

\[
q^{1/2} \bar{R}^\rho_{\alpha \beta} \bar{a}^\sigma_\beta \bar{a}^i_\sigma = \bar{a}^i_\rho \bar{a}^\sigma_\beta - q^{1-\hat{\bar{p}}_i} \varepsilon^{\alpha \beta}, \quad \varepsilon_{\alpha \beta} \bar{a}^i_\rho \bar{a}^\sigma_\beta = [\hat{\bar{p}}_i + 1] \quad (i \neq j),
\]

\[
q^{1/2} a^i_\rho a^j_\sigma R^\rho_{\alpha \beta} \bar{a}^\sigma_\beta = a^i_\rho a^j_\sigma, \quad q^{1/2} \bar{R}^\rho_{\alpha \beta} \bar{a}^\sigma_\beta \bar{a}^i_\sigma = \bar{a}^i_\rho \bar{a}^\sigma_\beta \iff a^i_\rho a^j_\sigma \varepsilon^{\rho \sigma} = 0 = \varepsilon_{\alpha \beta} \bar{a}^i_\rho \bar{a}^\sigma_\beta
\]

(here, as usual, \( \hat{p} = \hat{p}_{12}, \hat{\bar{p}} = \hat{\bar{p}}_{12} \)). With the help of (6.39) we are able to show that

\[
BA = (a^1_\rho \otimes \bar{a}^2_\beta) (a^1_\alpha \otimes \bar{a}^1_\beta) = a^1_\rho a^1_\sigma \otimes \bar{a}^2_\sigma = a^1_\rho a^1_\sigma \otimes (q^{1/2} \bar{R}^\rho_{\alpha \beta} \bar{a}^\sigma_\beta \bar{a}^i_\beta + q^{1-\hat{\bar{p}}_i} \varepsilon^{\rho \sigma}) = a^1_\alpha a^1_\beta \otimes \bar{a}^1_\alpha \bar{a}^1_\beta = (a^1_\alpha \otimes \bar{a}^1_\beta) (a^1_\beta \otimes \bar{a}^1_\alpha) = AB
\]

(6.40)
and similarly, \( CA = AC \), \( BD = DB \), \( CD = DC \), i.e. the off-diagonal elements of the matrix \( Q \) commute with the diagonal ones.

On the other hand, we obtain

\[
BC = (a_\alpha^1 \otimes \bar{a}_1^\alpha) (a_\beta^2 \otimes \bar{a}_2^\beta) = a_\alpha^1 a_\beta^2 \otimes \bar{a}_2^\alpha \bar{a}_1^\beta = (q^{\frac{1}{2}} a_\rho^0 a_\alpha^1 \hat{R}_{\alpha \rho}^\epsilon + \epsilon_{\alpha \beta} q^{\beta + 1}) \otimes \bar{a}_2^\alpha \bar{a}_1^\beta =
\]

\[
= a_\sigma^2 \alpha^1 \otimes (a_\rho^0 a_\sigma^2 - q^{\beta + 1} \epsilon_{\rho \sigma}) + q^{\beta + 1} \otimes \hat{p} + 1 =
\]

\[
= a_\sigma^2 \alpha^1 \otimes a_\rho^0 a_\sigma^2 - [\hat{p} + 1] \otimes q^{\beta + 1} + q^{\beta + 1} \otimes [\hat{p} + 1] =
\]

\[
= CB + \frac{N - N^1}{q - q^{-1}} , \quad N^\pm := - q^{\pm \hat{p}} \otimes q^{\mp \hat{p}} .
\]

Eq. (6.6) and its right sector counterpart (6.21) imply

\[
NB = q^2 BN , \quad NC = q^{-2} CN . \quad (6.42)
\]

Similarly, for the diagonal elements of \( Q \) (6.38) we find

\[
AD = (a_\alpha^1 \otimes \bar{a}_1^\alpha) (a_\beta^2 \otimes \bar{a}_2^\beta) = a_\alpha^1 a_\beta^2 \otimes \bar{a}_2^\alpha \bar{a}_1^\beta = (q^{\frac{1}{2}} a_\rho^0 a_\sigma^1 \hat{R}_{\rho \sigma}^\epsilon + \epsilon_{\alpha \beta} q^{\beta + 1}) \otimes \bar{a}_2^\alpha \bar{a}_1^\beta =
\]

\[
= a_\sigma^2 \alpha^1 \otimes (a_\rho^0 a_\sigma^2 - q^{\beta + 1} \epsilon_{\rho \sigma}) - q^{\beta + 1} \otimes \hat{p} - 1 =
\]

\[
= a_\sigma^2 \alpha^1 \otimes a_\rho^0 a_\sigma^2 - [\hat{p} + 1] \otimes q^{\beta + 1} - q^{\beta + 1} \otimes [\hat{p} - 1] =
\]

\[
= DA + \frac{L - L^1}{q - q^{-1}} , \quad L^\pm := - q^{\mp \hat{p}} \otimes q^{\pm \hat{p}}
\]

as well as

\[
LA = q^2 AL , \quad LD = q^{-2} DL . \quad (6.44)
\]

To summarize, the entries of the operator matrix \( Q \) (6.38) generate two commuting \( U_q(sl(2)) \) algebras. The first one contains the off-diagonal elements \( B \) and \( C \) as well as the operators \( N^\pm \), and the other the diagonal ones, \( A \) and \( D \), together with \( L^\pm \).

As a unitary rational CFT, the WZWN model on a compact group only involves integrable representations of the corresponding affine algebra. In the \( su(2)_k \) case these correspond to shifted affine weights with \( 1 \leq p \leq k + 1 = h - 1 \). We shall sketch in what follows how such a physical space can be defined within the extended state space (6.33). As a first step we consider the tensor product of quotient zero modes algebra \( \mathcal{M}_q^{(h)} \) (4.264), (4.265) and its right sector counterpart \( \tilde{\mathcal{M}}_q^{(h)} \), determined by the additional relations

\[
(a^i_\alpha)^h = 0 = (\bar{a}^j_\beta)^h \quad (i, j, \alpha, \beta = 1, 2) , \quad q^{2h \hat{p}} = \mathbb{I} = q^{2h \hat{p}} . \quad (6.45)
\]

The corresponding ”restricted” Fock representation

\[
\mathcal{F}^{(h)} \otimes \tilde{\mathcal{F}}^{(h)} = \mathcal{M}_q^{(h)} \otimes \tilde{\mathcal{M}}_q^{(h)} \ | 0 \rangle \quad (6.46)
\]

forms a \( h^4 \)-dimensional subspace of \( \mathcal{F} \otimes \tilde{\mathcal{F}} \). \( \mathcal{F}^{(h)} \) contains the IR \( \mathcal{F}_p \simeq V^+_p \) for \( 1 \leq p \leq h \) as well as the irreducible quotients of \( \mathcal{F}_{h+p} \) isomorphic to \( V_{h-p}^+ \) for \( 1 \leq p \leq h - 1 \), cf. (5.28) so its dimension is \( 2 (1 + \cdots + h - 1) + h = h^2 . \)

As we shall show below, Eqs. (6.45) imply that the the four entries of the operator matrix \( Q \) (6.38) generate two commuting restricted \( \tilde{U}_q \) algebras (5.20). The vacuum representation of the one formed by the diagonal elements \( A \) and \( D \) (6.43), (6.44) defines the zero modes’ projection of the
unitary 2D WZNW $SU(2)_k$ model physical space in $\mathcal{F}^{(h)} \otimes \overline{\mathcal{F}}^{(\bar{h})}$. Indeed, introducing
\[ A_1 = a_1^1 \otimes a_1^1, \quad A_2 = a_2^1 \otimes a_2^2 \quad \Rightarrow \quad A_2 A_1 = q^2 A_1 A_2 \] (6.47)
(the implication follows from the last two equalities (6.39) which are equivalent to $a_2^2 a_1^1 = q a_1^1 a_2^2$ and $a_2^2 a_1^1 = q a_1^1 a_2^2$, respectively) and similarly for $B, C$ and $D$, one derives the relations
\[ A^h = 0 = D^h, \quad L^{2h} = \mathbb{I}; \quad B^h = 0 = C^h, \quad N^{2h} = \mathbb{I}. \] (6.48)
The calculation is based on the $q$-binomial identity
\[ A_2 A_1 = q^2 A_1 A_2 \quad \Rightarrow \quad (A_1 + A_2)^m = \sum_{r=0}^{m} \binom{m}{r} A_1^r A_2^{m-r} \] (6.49)
where
\[ \binom{m}{r} + = \frac{(m)_+!}{(r)_+!(m-r)_+!}, \quad (r+1)_+! = (r+1)_+ (r)_+!, \quad (0)_+! = 1, \]
\[ (r)_+ \equiv \frac{q^{2r}-1}{q^2-1} = q^{-1}[r] \quad \Rightarrow \quad \binom{m}{r}_+ = q^{r(m-r)} \left[ \frac{m}{r} \right] \] (6.50)
implying, in particular,
\[ A^h = (A_1 + A_2)^h = A_1^h + \sum_{r=1}^{h-1} \binom{h}{r}_+ A_1^r A_2^{h-r} + A_2^h = 0. \] (6.51)
From Eqs. (5.17), (6.21) and (4.178), (6.15) we obtain further
\[ D \left| 0 \right> = 0, \quad \left< 0 \right| A = 0, \quad L \left| 0 \right> = -q^2 \left| 0 \right>, \]
\[ B \left| 0 \right> = 0 = C \left| 0 \right>, \quad \left< 0 \right| B = 0 = \left< 0 \right| C, \quad N \left| 0 \right> = - \left| 0 \right>. \] (6.52)
Hence, the vacuum representation of the $\overline{\mathcal{U}}_q$ triple formed by the operators $B, C$ and $N$ (commuting with $A, D$ and $L$, see (6.40)) is equivalent to $V_1^-$. Applying powers of $A$ on the vacuum, we generate a $h$-dimensional representation of $\overline{\mathcal{U}}_q$ equivalent to the Verma module $V_1^-$ (5.80) (for $E \rightarrow A$, $F \rightarrow D$, $K \rightarrow L$). Indeed, defining
\[ | m \rangle := \frac{A^m}{[m]!} | 0 \rangle, \quad m = 0, \ldots, h - 1, \] (6.53)
we derive
\[ A \left| m \right> = [m+1] \left| m+1 \right>, \quad D \left| m \right> = [m+1] \left| m-1 \right>, \quad (L+q^{2(m+1)}) \left| m \right> = 0 \] (6.54)
(assuming that $D \left| 0 \right> = 0$, see the first Eq. (6.52)). It follows from (5.26) that the 1-dimensional submodule spanned by the vector $| h-1 \rangle$ is isomorphic to the IR $V_1^- \left( \text{note that } A \left| h-1 \right> = 0 = D \left| h-1 \right> \right)$, and the $(h-1)$-dimensional irreducible subquotient spanned by the vectors $| m \rangle$ for $m = 0, \ldots, h - 2$, to $V_{h-1}^-$. Assuming that $(X \otimes Y)' = X' \otimes Y'$, Eqs. (5.14) and (6.22) imply
\[ L' = L, \quad N' = N \quad \text{as well as} \quad (Q_2^j)' = \epsilon^i \epsilon^m Q_m^j, \quad \text{i.e.} \]
\[ A' = (Q_1^j)' = Q_2^2 = D, \quad B' = (Q_2^j)' = -Q_1^2 = -C. \] (6.55)
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Indeed, using (4.146), (4.167) and (6.15), we obtain (for \( P \) playing the auxiliary role of the Casimir operator \( C \))

\[
0 = \lambda^2 AD \langle 0 \rangle = (P - q^{-1}L - qL^{-1}) \langle 0 \rangle = (P + q + q^{-1}) \langle 0 \rangle \quad \Rightarrow (6.56)
\]

\[
D^n A^m \langle 0 \rangle = \lambda^{-2m} \prod_{s=1}^{m} (q^{2s+1} + q^{-2s-1} - q - q^{-1}) \langle 0 \rangle = [m + 1]([m]!)^2 \langle 0 \rangle
\]

and finally,

\[
\langle m' | m \rangle = [m + 1] \delta_{m m'} , \quad \langle m' | := \langle 0 | \frac{D^{m'}}{[m']!} , \quad m = 0, \ldots, h - 1 . \quad (6.57)
\]

We see, in particular, that the vector \( \langle h - 1 \rangle \) spanning the 1-dimensional submodule \( V_i^- \) is orthogonal to all vectors in the Verma module.

The fact that the Gram matrix \( diag (1, [2], \ldots, [h - 1], 0) \) of the vectors \( \{ \langle m \rangle \}_{m=0}^{h-1} \) is real (in contrast with (5.16), (6.23)) allows to introduce a Hermitian structure on their complex span [52]. To this end we define a sesquilinear (antilinear in the first argument and linear in the second) inner product \( (\cdot | \cdot) \) which coincides with the bilinear one (6.56) on the real span of (6.53). The corresponding antilinear antiinvolution (hermitean conjugation of operators \( X \to X^\dagger \)) defined by \( (u | X^\dagger v) = (X u | v) \) is given by

\[
D^\dagger = A , \quad L^\dagger = L^{-1} \quad (q^\dagger = q^{-1}) . \quad (6.58)
\]

It thus differs from the transposition (6.55) when applied to \( L \), still leaving the relations (6.43), (6.44) invariant.

We shall denote by \( \mathcal{F}' \) the \( h \)-dimensional (complex) vector space spanned by \( \{ \langle m \rangle \}_{m=0}^{h-1} \) and endowed with the (semi)positive inner product described above, and by \( \mathcal{F}'' \) its 1-dimensional null subspace \( \mathbb{C} \langle h - 1 \rangle \). By construction, \( \mathcal{F}' \) is the subspace of the tensor product of left and right Fock spaces \( \mathcal{F} \otimes \overline{\mathcal{F}} \) generated from the vacuum by the diagonal elements of the matrix \( Q \) (6.38). We shall show below that the action of \( Q \) on it is monodromy invariant, in the sense that

\[
Q_M v = Q v = \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} v \quad \forall \ v \in \mathcal{F}' , \quad (Q_M)^i_j := (a M)^i_\alpha \otimes (\overline{M}^{-1} \overline{\alpha})^\beta_j . \quad (6.59)
\]

Indeed, using (1.146), (4.167) and (6.15), we obtain

\[
(Q_M)^i_j = (M_p a)^i_\alpha \otimes (\overline{a} \overline{M}_p)^\beta_j = Q^i_j (q^{-2p_i} \otimes q^{2\beta_j}) ,
\]

\[
Q = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \Rightarrow Q_M = - \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \begin{pmatrix} N^{-1} & 0 \\ 0 & N \end{pmatrix} - \begin{pmatrix} L^{-1} & 0 \\ 0 & L \end{pmatrix} \begin{pmatrix} 0 & B \\ C & 0 \end{pmatrix} . \quad (6.60)
\]

Eq. (6.59) now follows from

\[
B v = C v = 0 , \quad N^{\pm 1} v = -v \quad \forall \ v \in \mathcal{F}' . \quad (6.61)
\]

The relation (6.36) (valid for general \( n \)) implies that every vector \( v \in \mathcal{F}' \) is \( \overline{U}_q \)-invariant, \( X v = \varepsilon (X) v \), where \( X \in \overline{U}_q \) is given by the Fock representation of the opposite coproduct:

\[
((M_\pm)^\sigma_\beta \otimes (\overline{M}_\pm)^\alpha_\sigma) = \pi_{\mathcal{F}} \otimes \pi_{\overline{\mathcal{F}}} \Delta'((M_\pm)^\alpha_\beta) . \quad (6.62)
\]

\(^{33}\)In [52] the nilpotency \( (A^h = 0) \) of the operator \( A \) is used to define a BRST-type operator by generalized (as \( h > 2 \)) homology methods.
Indeed, (6.62) shows that (6.36) is equivalent to

$$[ \pi_F \otimes \pi_F \Delta'(X), Q_j^i ] = 0 \quad \forall X \in \overline{U}_q$$

(6.63)

which can be alternatively substantiated for \( n = 2 \) by using the relations (5.8), (6.24) and the coproduct formulae (5.19), (5.30), one can easily verify that the operators \( Q_j^i = a_1^i \otimes \bar{a}_1^j + a_2^i \otimes \bar{a}_2^j \) commute with

\[
 k \otimes \bar{k}, \quad K \otimes \bar{E} + E \otimes 1, \quad 1 \otimes \bar{F} + F \otimes \bar{K}^{-1}.
\]

(6.64)

Thus the \( \overline{U}_q \)-invariance of all vectors in \( \mathcal{F}' \) follows from the invariance of the vacuum vector.

We thus have a finite dimensional toy model realizing typical ingredients of the axiomatic approach to gauge theories (see e.g. [30, 169]) – an extended state space \( \mathcal{F}^{(h)} \otimes \mathcal{F}^{(h)} \), a pre-physical subspace \( \mathcal{F}' \) on which the scalar product is positive semidefinite, a subspace of zero-norm vectors \( \mathcal{F}'' \), and a physical subquotient

\[
\mathcal{F}^{\text{phys}} = \mathcal{F}' / \mathcal{F}'' \simeq \bigoplus_{p=1}^{h-1} \mathcal{F}^{\text{phys}}, \quad \mathcal{F}^{\text{phys}}_p := \mathbb{C} |p-1\rangle = \mathbb{C} A^{p-1} |0\rangle.
\]

(6.65)

In this picture the entries \( Q_j^i \) of the operator matrix (6.38) play the role of observables and \( \overline{U}_q \), of the (generalized) gauge symmetry leaving them invariant, see (6.63).

It follows from the above that it is consistent to present the 2D field corresponding to the unitary rational CFT \( \widehat{su}(2)_k \) WZNW model in the following diagonal form:

\[
g_A^B(z, \bar{z}) = \sum_{j=1}^{2} u_j^A(z) \otimes Q_j^i \otimes \bar{u}_j^j(\bar{z}), \quad \text{acting on} \quad \mathcal{H}^{\text{phys}} = \bigoplus_{p=1}^{h-1} \mathcal{H}_p \otimes \mathcal{F}^{\text{phys}} \otimes \bar{\mathcal{H}}_p.
\]

(6.66)

(The fact that \( p = \bar{p} \) follows from the triviality of the action of the off-diagonal entries of \( Q \) on \( \mathcal{F}' \) (6.61).) Note that the monodromy invariance of \( Q \) (6.59), ensures the periodicity (4.63) of \( g(z, \bar{z}) \) on \( \mathcal{H}^{\text{phys}} \):

\[
(Q_M - Q) \mathcal{F}^{\text{phys}}_p = 0 \quad \Rightarrow \quad (g(e^{2\pi i} z, e^{-2\pi i} \bar{z}) - g(z, \bar{z})) \mathcal{H}^{\text{phys}} = 0.
\]

(6.67)

Recalling that \( M = M_L, \ M^{-1} = M_R \) (cf. also (4.64)), one can assert that Eq. (6.67) is the quantum implementation of the constraint (2.87) of equal left and right monodromy matrices.

The physical representation space \( \mathcal{F}^{\text{phys}} \) reproduces the structure of the \( \widehat{su}(2)_k \) fusion ring (5.87) generated by the integrable representations of the affine algebra \([178, 142, 43]\) in the following way. The (binary) fusion matrices \( F_h^{(\lambda)} \) corresponding to a primary field of weight \( \lambda \) that can be extracted from the action of the operator \( (A+D)^\lambda \) for \( \lambda = 0, 1, \ldots, k \) in the basis \( |m\rangle \) (6.53) have Perron-Frobenius eigenvalue \( [\lambda+1] \) and provide a representation of the ring (5.87).

The simplest non-trivial example is given by the step operator (for \( \lambda = 1 \)) when the characteristic polynomial \( C_h(x) \) of the \((h-1) \times (h-1)\) fusion matrix

\[
F_h^{(1)} = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 & 0 \\
1 & 0 & 1 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
0 & 0 & 0 & \ldots & 1 & 0
\end{pmatrix}
\]

(6.68)
satisfies, as a function of its index, the recurrence relation and initial conditions
\[ C_{h+1}(x) = -xC_h(x) - C_{h-1}(x) , \quad C_2(x) = -x , \quad C_3(x) = x^2 - 1 . \] (6.69)
It follows from (6.68) that, for \( h \geq 2 \), \( C_h(x) = U_h(-x) \) where the polynomials \( U_n(x) \) are defined in (6.70). Hence, the eigenvalues of the real symmetric matrix (6.68) coincide with the roots \( x_j = 2 \cos \frac{\pi j}{h} , \ j = 0, \ldots, h - 1 \) of \( U_h(x) \). In particular, the maximal (Perron-Frobenius) eigenvalue of \( F_h^{(1)} \) is \( 2 \cos \frac{\pi}{h} = [2] \).

The above results shed light on the mechanism by which the quantum group, albeit remaining “hidden” in the 2D model, leaves its imprints on the fusion rules.

### 6.2.3 The \( Q \)-algebra for general \( n \)

For \( n > 2 \) a reduction of the \( Q \)-algebra to the fusion ring of the unitary 2D model (that would generalize the one for \( n = 2 \) displayed above) is not known. The first difficulty stems from the \( n \)-linear determinant condition which is not easily coupled with the exchange relations for \( n > 2 \). We shall list in what follows those properties of the \( Q \)-algebra which we are able to derive presently from the exchange relations of \( a^i_\alpha \) and \( \bar{a}^\alpha_i \).

We shall assume that the exchange relations of \( \bar{a}^\alpha_i \), originate from (6.26) and hence, are identical to those for \( a^i_\alpha \) (4.182):
\[
\bar{a}^\beta_j a^\alpha_i [\hat{p}_{ij} - 1] = a^\beta_i \bar{a}^\alpha_j [\hat{p}_{ij}] - a^\beta_i \bar{a}^\alpha_j q^{\epsilon_{\alpha\beta}\hat{p}_{ij}} \quad (\text{for } i \neq j \text{ and } \alpha \neq \beta) ,
\]
\[
[\bar{a}^\alpha_j, \bar{a}^\alpha_i] = 0 , \quad \bar{a}^\alpha_i \bar{a}^\alpha_j = q^{\epsilon_{\alpha\beta}} \bar{a}^\beta_i \bar{a}^\alpha_j \ , \quad \alpha, \beta, i, j = 1, \ldots, n . \quad (6.70)
\]
The commutation relations of \( p_j \) with \( a^i_\alpha \) and their action on the vacuum are given in (4.163) and (4.178), respectively; the analogous formulae for the bar quantities are contained in (6.141), (6.15) and (6.16).

Define the 2D zero mode \( n \times n \) matrix of quantum group invariant operators as in (6.38):
\[ Q = (Q^i_j) , \quad Q^i_j = a^i_\alpha \otimes \bar{a}^\alpha_j (\equiv \sum_{\alpha=1}^n a^i_\alpha \otimes \bar{a}^\alpha_j) . \quad (6.71) \]
As it follows from the chiral exchange relations (4.182), (6.70), the quadratic exchange relations for the entries of \( Q \) involve two dynamical \( R \)-matrices:
\[
\check{R}_{12}(p) a_1 a_2 = a_1 a_2 \check{R}_{12} , \quad \check{R}_{12} \bar{a}_1 \bar{a}_2 = \bar{a}_1 \bar{a}_2 \check{R}_{12}(\bar{p}) \quad \Rightarrow
\]
\[
\check{R}_{12}(p) Q_1 Q_2 = Q_1 Q_2 \check{R}_{12}(\bar{p}) . \quad (6.72)
\]
Using the definition (6.71) and the relation (6.72) one can derive the following properties of the \( Q \)-operators which we shall formulate without proof:

**Lemma 6.1** The entries of \( Q \) belonging to the same row or column commute:
\[ [Q^i_j, Q^i_\ell] = 0 = [Q^j_i, Q^i_\ell] . \quad (6.73) \]

**Lemma 6.2** The entries of \( Q \) that belong to different rows and columns satisfy
\[
([p_{ij} - 1] \otimes [\bar{p}_{\ell m}] - [p_{ij}] \otimes [\bar{p}_{\ell m} - 1]) Q^i_j Q^j_m = [p_{ij} - 1] \otimes [\bar{p}_{\ell m}] Q^i_m Q^j_\ell Q^i_j Q^j_\ell , \quad i \neq j , \ell \neq m . \quad (6.74)
\]
Lemma 6.3  The relations \((a^i_\alpha)^h = 0 = (\bar{a}^\alpha_j)^h\) \(\forall 1 \leq i, j, \alpha \leq n\) imply
\[
(Q^i_j)^h = 0.
\] (6.75)

We have to return to the complete description of the \(Q\)-algebra and its Fock representation for \(n \geq 3\) in a future work.

7 Discussion and outlook

The WZNW model has been and continues to be a source of inspiration and a laboratory for (conformal) quantum field theory since its inception thirty years ago. A prime example of a rational conformal field theory [138, 43] whose partition functions are expressed in terms of modular forms yielding a beautiful (ADE) classification [37], it also appears as an integrable model giving rise to an early physical realization of quantum groups and their generalizations (in particular by Ocneanu [145]); the rich and well developed subject of boundary CFT [33, 95] naturally arises from this model; its non-compact counterpart serves as a testing ground for the theory of a black hole [90]; it teaches us via dualities about 4-dimensional CFT [1, 46].

Rather than aiming at a broad coverage of the field the present review concentrates on a particular subject: the canonical Lagrangian approach, starting from the classical theory with its Poisson-Lie symmetry and going to its quantization involving the tricky properties of the quantum universal enveloping algebra \(U_q(\mathfrak{sl}(n))\) at \(q\) a root of unity. We encounter on the way and treat in detail topics deserving a greater popularity than they currently enjoy: the first order Hamiltonian formalism of the Polish school (see [89] and the references therein) and of B. Julia [116], Gawędzki’s derivation of the constant \(r\)-matrix relations for the chiral field [89, 58], our treatment of the \(su(n)\) zero modes (classical and quantum [107, 78, 82]), to mention a few.

The canonical quantization of the quantum group covariant chiral WZNW field naturally gives rise to an extended state space [167, 108]. As exemplified in the \(\hat{su}(2)_k\) case [103, 104], such a theory has the features of a logarithmic CFT [151, 101] characterized by the non-diagonalizability of the conformal energy operator \(L_0\). The “Kazhdan-Lusztig correspondence” advocated in [61, 62] states the equivalence of the (non-semisimple) representation categories of certain LCFT fusion algebras and (restricted) quantum groups. Following this idea, we have explored [83] the structure of the \(n = 2\) zero modes’ Fock space as a \(U_q\) module. The fusion algebra of the unitary model has been recovered within this wider framework.

In order not to postpone indefinitely the completion of this review, we did not discuss here more direct approaches to the unitary model through a weak \(C^*\) Hopf algebra [31] or Ocneanu’s double triangle algebra [145]. Their relation to the extended quantum group symmetric picture considered here deserves further exploration. It would be also interesting to relate the \(Q\)-algebra of Section 6.2 with the ”affine local plactic algebra” of [127] (see also [126, 179]).
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Appendix A. Semisimple Lie algebras

Here we shall introduce some relevant notions and fix our conventions about semisimple Lie algebras (see e.g. [74, 73, 110, 163]).

Let $\mathcal{G}_C$ be the complexification of the Lie algebra $\mathcal{G}$ of a compact semisimple Lie group $G$. We shall use throughout this paper the notation $\text{tr}$ for the Killing form. It is proportional to the matrix trace $\text{Tr} = \text{Tr}_\pi$ in any (non-trivial) finite dimensional irreducible representation $\pi$ of $G$,

$$\text{tr} (XY) \equiv (X, Y) := \frac{1}{2g^\vee} \text{Tr} (\text{ad}(X) \text{ad}(Y)) = \frac{1}{N(\pi)} \text{Tr} (\pi(X) \pi(Y)) \quad (A.1)$$

for all $X, Y \in \mathcal{G}$. Here $\text{ad} = \text{ad}_G$ is the adjoint representation of $G$ $(\text{ad}(X) Y = [X, Y], \dim (\text{ad}_G) = \dim \mathcal{G})$, $g^\vee$ is the dual Coxeter number defined in (A.19) below,

$$N(\pi) = C_2(\pi) \frac{\dim \pi}{\dim \mathcal{G}} \quad (A.2)$$

is the second order Dynkin index of the representation $\pi$ and $C_2(\pi)$ is the corresponding second order Casimir invariant. Eqs. (A.1) and (A.2) are consistent since

$$N(\text{ad}) = C_2(\text{ad}) = 2 g^\vee , \quad (A.3)$$

see (A.24).

For a pair $\{T_a\}$, $\{t^b\}$ of dual bases of $\mathcal{G}_C$ (such that $\text{tr} (T_a t^b) = \delta_a^b$) we define the Killing metric tensor $\eta_{ab}$ (2.32) and its inverse, $\eta^{ab}$ as

$$\eta_{ab} = \text{tr} (T_a T_b) , \quad \eta^{ab} = \text{tr} (t^a t^b) \quad \Leftrightarrow \quad t^a = \eta^{ab} T_b . \quad (A.4)$$

Conversely, for a given semisimple $\mathcal{G}_C$, its (unique) compact real form $\mathcal{G}$ can be characterized by the fact that $(\eta_{ab})$ is negative definite on it. A Cartan-Weyl basis of $\mathcal{G}_C$ is given by $\{T_a\} = \{h_i, e_\alpha\}$ where $h_i, i = 1, 2, \ldots, r \equiv \text{rank} \mathcal{G}_C$ span a Cartan subalgebra $\mathfrak{h} \subset \mathcal{G}_C$ and $e_\alpha$ are the step operators labeled by the roots $\alpha$ of $\mathcal{G}_C$. If we define a Hermitian conjugation on $\mathcal{G}_C$ acting on the Cartan-Weyl generators as $h_i^* = h_i, e_\alpha^* = e_{-\alpha}$, then its compact form consists of the antihermitean elements; hence, $\mathcal{G}$ is the real span of

$$ih_i , \quad ie_\alpha + e_{-\alpha} , \quad e_\alpha - e_{-\alpha} , \quad i = 1, \ldots, r , \quad \alpha > 0 . \quad (A.5)$$

Denote by $\{\alpha_j\}_{j=1}^r$ the simple roots and by $\alpha^\vee := \frac{2}{\langle \alpha, \alpha \rangle} \alpha$ the coroot corresponding to $\alpha$. Let $(\ | \ )$ be the Euclidean metric induced by the Killing form on the (r-dimensional) real linear span of all roots; then $(\alpha | \beta^\vee) \in \mathbb{Z}$ for all pairs of roots $\alpha$ and $\beta$ (see e.g. [73]). A root is either positive or negative, depending on the (common) sign of the non-zero integer coefficients in its expansion into simple roots. The Gauss decomposition of $\mathcal{G}_C$ as a vector space reads

$$\mathcal{G}_C = \mathcal{G}_+ \oplus \mathfrak{h} \oplus \mathcal{G}_- , \quad \mathcal{G}_\pm = \text{span} \{ e_\alpha , \pm \alpha > 0 \} , \quad (A.6)$$

where all the three direct summands are in fact Lie subalgebras ($\mathcal{G}_\pm$ are nilpotent and the Borel subalgebras $\mathfrak{b}_\pm := \mathfrak{h} \oplus \mathcal{G}_\pm$ are solvable). In the Chevalley normalization of the step operators characterized by

$$[e_\alpha, e_{-\alpha}] =: h_\alpha , \quad \text{tr} (h_\alpha h_\beta) = (\alpha^\vee | \beta^\vee) \quad (A.7)$$

$$\text{tr} (h_\alpha h_\beta) = (\alpha^\vee | \beta^\vee) \quad (A.7)$$
which we shall adopt here, the components \( \eta_{ij} = \text{tr} (h_i h_j) \), \( \eta_{\alpha} = \text{tr} (h_i e_{\alpha}) \) and \( \eta_{\alpha\beta} = \text{tr} (e_{\alpha} e_{\beta}) \) of the Killing metric tensor read

\[
\eta_{ij} = (\alpha_i^\vee | \alpha_j^\vee) , \quad \eta_{\alpha} = 0 , \quad \eta_{\alpha\beta} = \frac{2}{(\alpha | \alpha)} \delta_{\alpha,-\beta} \quad (\Rightarrow \quad \eta^{\alpha\beta} = \frac{(\alpha|\alpha)}{2} \delta_{\alpha,-\beta})
\]

while the Lie commutation relations assume the form

\[
[h_i, h_j] = 0 , \quad [h_i, e_{\alpha}] = (\alpha | \alpha^\vee) e_{\alpha} \quad \Rightarrow \quad [h_i, e_{\pm j}] = \pm c_{ji} e_{\pm j}
\]

for \( c_{ij} := (\alpha_i | \alpha_j^\vee) \equiv 2 \frac{(\alpha_i | \alpha_j)}{(\alpha_j | \alpha_j)} \), \( e_{\pm j} := e_{\pm \alpha_j} \),

and \( [e_i, e_{-j}] = \delta_{ij} h_j \) , \hspace{1cm} (A.9)

where \( (c_{ij}) \) is the Cartan matrix. The Lie algebra \( \mathcal{G}_c \) admits a presentation in terms of generators and relations: it is generated by the \( 3r \) generators \( \{h_i, e_i, e_{-i}\}_{i=1}^{r} \) (forming the Chevalley basis), subject to the Lie bracket relations in \( \text{(A.9)} \) and the Serre relations

\[
(ad(e_{\pm i}))^{1-c_{ji}} e_{\pm j} = 0 = \sum_{\ell=0}^{1-c_{ji}} (-1)^{\ell} \left( \frac{1-c_{ji}}{\ell} \right) e_{\pm j}^{\ell} e_{\pm j}^{1-c_{ji}-\ell} = 0 , \quad i \neq j .
\]

(\text{the second relation using the associative product of step operators takes place in the universal enveloping algebra } U(\mathcal{G}_c)).

The fundamental weights \( \Lambda^j \) defined by

\[
(\Lambda^j | \alpha^\vee) = \delta^j_\ell , \quad j, \ell = 1, \ldots, r
\]

form another basis \( \{\Lambda^j\}_{j=1}^{r} \) referred to as the Dynkin basis, and the coefficients of a weight \( \Lambda \) with respect to it, as Dynkin labels. The canonical duality \( h \in \mathcal{G}_c \leftrightarrow \mathcal{G}_c^* \) established by the Killing form assumes, in particular,

\[
h_\alpha \leftrightarrow \alpha^\vee : \quad \alpha^\vee (h) = \text{tr} (h_\alpha h) \quad \forall \ h \in \mathfrak{h} \quad \Rightarrow \quad h_i \leftrightarrow \alpha_i^\vee , \quad h^j \leftrightarrow \Lambda^j .
\]

(A.12)

The orthogonality of the Dynkin and coroot basis vectors \( (A.11) \) implies that \( \sum_{j=1}^{r} (x | \Lambda^j) \alpha_j^\vee = x = \sum_{j=1}^{r} (x | \alpha_j^\vee) \Lambda^j \) for any \( x \in \mathcal{G}_c \). Putting, in particular, \( x = \Lambda^i , \ x = \alpha_i \) and \( x = \alpha^\vee \) in this relation, we obtain

\[
\Lambda^i = \sum_{j=1}^{r} (\Lambda^i | \Lambda^j) \alpha_j^\vee , \quad \alpha_i = \sum_{j=1}^{r} c_{ij} \Lambda^j \quad \text{and} \quad \alpha^\vee = \sum_{j=1}^{r} (\alpha^\vee | \Lambda^j) \alpha_j^\vee , \hspace{1cm} (A.13)
\]

respectively. From the first formula in \( (A.13) \) one derives the Cartan components of the inverse Killing metric tensor

\[
\eta^{ij} = (\Lambda^i | \Lambda^j) ,
\]

and the last one implies that the Cartan element \( h_\alpha \) \( (A.14) \) dual to an arbitrary (i.e. not necessarily simple) coroot is expressed as

\[
h_\alpha = \sum_{j=1}^{r} (\alpha^\vee | \Lambda^j) h_j \quad \Rightarrow \quad [h_\alpha, e_{\pm \alpha}] = \pm 2 e_{\pm \alpha} . \hspace{1cm} (A.15)
\]
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Linear combinations of simple roots (coroots, weights) with integral coefficients form the highest root (coroot, weight) lattice. The coefficients \(\{a_i\}_{i=1}^r\) in the expansion of the highest root \(\theta = \sum_{i=1}^r a_i \alpha_i\) are called the \textit{Kac labels}, and the positive integer \(g := 1 + \sum_{i=1}^r a_i\), the \textit{Coxeter number} of \(G_C\). The elements of the weight lattice, called \textit{integral weights}, are the possible (in general, degenerate) eigenvalues of \(\pi(h_i)\) for any finite dimensional representation \(\pi\) of \(G\). The \textit{dominant} (integral) weights \(\Lambda\) are the weights whose Dynkin labels are non-negative integers,

\[
\Lambda = \sum_{i=1}^r \lambda_i \Lambda^i , \quad \lambda_i = (\Lambda \mid \alpha_i^\vee) \in \mathbb{Z}_+ , \quad i = 1, \ldots, r . \tag{A.16}
\]

They are in one-to-one correspondence with the (non-degenerate) highest weights of the irreducible representations \(\pi_\Lambda\) of \(G\),

\[
(\pi_\Lambda(h_i) - \lambda_i) \mid \Lambda = 0 = \pi_\Lambda(e_\alpha) \mid \Lambda , \quad i = 1, \ldots, r , \quad \alpha > 0 . \tag{A.17}
\]

The highest root \(\theta\) is the highest weight vector of the adjoint representation \(ad\) of \(G\). The expansion of \(\theta^\vee\) in terms of the simple coroots \(\{\alpha_i^\vee\}_{i=1}^r\),

\[
\theta^\vee \equiv \frac{2}{(\theta \mid \theta)} \theta = \sum_{i=1}^r a_i^\vee \alpha_i^\vee , \tag{A.18}
\]

defines the dual Kac labels \(\{a_i^\vee\}_{i=1}^r\) and the dual Coxeter number

\[
g^\vee := 1 + \sum_{i=1}^r a_i^\vee . \tag{A.19}
\]

From now on we shall fix \(\theta \mid \theta = 2\) so that \(\theta^\vee \equiv \theta\). For \(sl(n) = A_{n-1}\) all \(a_i^\vee, i = 1, \ldots, n-1\) are equal to 1 so that \(g_{s\ell(n)}^\vee = n\).

The quadratic Casimir operator \(C_2 = \eta^{ab} T_a T_b\) belonging to \(U(G_C)\) commutes with all the elements of \(G_C\) and so is proportional to the unit operator \(I_\pi\) in any irreducible representation \(\pi\), i.e. \(\pi(T_a) \pi(t^a) = C_2(\pi) I_\pi\). On the other hand, using the definition of the dual bases and \(\{A_i\}\), we obtain

\[
N(\pi) \text{ tr } (T_a t^a) = \text{ Tr } (\pi(T_a) \pi(t^a)) = N(\pi) \delta_a^a = N(\pi) \dim G . \tag{A.20}
\]

Taking into account that \(\text{ Tr } I_\pi = \dim \pi\), we find that the second order Dynkin index \(N(\pi)\) is related to the Casimir eigenvalue \(C_2(\pi)\) by \(\{A.2\}\).

By \(\{A.14\}\) and \(\{A.8\}\), \(C_2\) assumes the form

\[
C_2 = \eta^{ab} T_a T_b = \sum_{i,j=1}^r (\Lambda^i \mid \Lambda^j) h_i h_j + \sum_{\alpha > 0} \frac{(\alpha \mid \alpha)}{2} (e_\alpha e_{-\alpha} + e_{-\alpha} e_\alpha) =
\]

\[
= \sum_{i=1}^r h^i h_i + \sum_{\alpha} e^\alpha e_\alpha , \quad h^i := \sum_{j=1}^r (\Lambda^i \mid \Lambda^j) h_j , \quad e^\alpha := \frac{(\alpha \mid \alpha)}{2} e_{-\alpha} . \tag{A.21}
\]

Computing \(\pi_\Lambda(C_2)\) on the highest weight vector \(\mid \Lambda\) of a given IR for \(\Lambda\) given by \(\{A.16\}\), we obtain

\[
C_2(\pi_\Lambda) = \sum_{i,j=1}^r (\Lambda^i \mid \Lambda^j) \lambda_i \lambda_j + \sum_{\alpha > 0} \frac{(\alpha \mid \alpha)}{2} \sum_{j=1}^r (\alpha^\vee \mid \Lambda^j) \lambda_j =
\]

\[
= (\Lambda \mid \Lambda) + \sum_{\alpha > 0} (\Lambda \mid \alpha) = (\Lambda \mid \Lambda + 2\rho) , \tag{A.22}
\]
where
\[ \rho := \frac{1}{2} \sum_{\alpha > 0} \alpha = \sum_{i=1}^{r} \Lambda^i \]  
(A.23)
is the Weyl vector. In particular, for the eigenvalue of the Casimir in the adjoint representation (with highest weight \( \Lambda = \theta \)) one reproduces (A.3):
\[ C_2 (ad) = (\theta | \theta + 2\rho) = (\theta | \theta) (1 + \sum_{i=1}^{r} (\theta^\vee | \Lambda^i)) = (\theta | \theta) g^\vee = 2 g^\vee \]  
(A.24)
(see (A.18) and (A.19)). On the other hand, the matrices \( f_{a} \) given by the structure constants are nothing but the generators of the adjoint representation. This allows to relate them to the dual Coxeter number. Indeed, using (A.1), (A.2), (A.4) and (A.24), we find
\[ \text{Tr} (ad (T_a) ad (T_b)) = i^2 f_{as} f_{bs} = 2 g^\vee \eta_{ab} . \]  
(A.25)
The dimension of an IR \( \pi_\Lambda \) is given by the Weyl dimension formula
\[ \text{dim} \pi_\Lambda = \prod_{\alpha > 0} \frac{\left( \Lambda + \rho | \alpha \right)}{\left( \rho | \alpha \right)} . \]  
(A.26)
The Weyl group of a root system is the finite group generated by the simple reflections \( s_i := s_{\alpha_i} \), \( i = 1, \ldots, r \) where \( s_{\alpha} (\beta) = \beta - 2 \frac{\left( \beta | \alpha \right)}{\left( \alpha | \alpha \right)} \alpha \). It is a Coxeter group with generators \( s_i \) subject to the relations \( (s_i s_j)^{m_{ij}} = 1 \), where
\[ m_{ij} = \begin{cases} 1, & i = j \\ 2, & \#(i, j) = 0 \\ 3, & \#(i, j) = 1 \\ 4, & \#(i, j) = 2 \\ 6, & \#(i, j) = 3 \end{cases} \]  
(A.27)
and \( \#(i, j) \) is the number of bonds joining the \( i^{th} \) and \( j^{th} \) vertex of the Dynkin diagram.

The fundamental Weyl chamber consists of the vectors \( \Lambda = \sum_{i=1}^{r} p_{\alpha_i} \Lambda^i \) in the weight space forming the cone \( (\Lambda | \alpha^\vee) \equiv p_{\alpha_i} \geq 0 \), \( i = 1, \ldots, r \), and the (level \( k \)) positive Weyl alcove, a subset of it, is the simplex whose points are restricted by the additional requirement \( (\Lambda | \theta) \leq k \). They serve as fundamental domains of the corresponding Weyl group and affine Weyl group, respectively.

It is easy to see that for \( s\ell(r + 1) = A_r \) the nontrivial Eqs. (A.27) (i.e., those for \( i \neq j \)) reduce to the braid relations (4.39) for \( s_i \), \( i = 1, \ldots, r \), in accord with the fact that the corresponding Weyl group is the symmetric group \( S_{r+1} \). In this case it is convenient to use the standard barycentric parametrization of the roots and weights by imbedding them in an \( n \)-dimensional Euclidean space with a distinguished orthonormal basis \( \{ \varepsilon_s, s = 1, \ldots, r + 1 \equiv n \} \) such that the simple roots and the fundamental weights assume the form
\[ \alpha_\ell = \varepsilon_\ell - \varepsilon_{\ell+1}, \quad 1 \leq \ell \leq n - 1, \quad (\varepsilon_r | \varepsilon_s) = \delta_{rs}, \quad 1 \leq r, s \leq n, \]
\[ \Lambda^i = (1 - \frac{i}{n}) \sum_{j=1}^{i} \varepsilon_j - \frac{i}{n} \sum_{j=i+1}^{n} \varepsilon_j, \quad (\Lambda^i | \alpha_\ell) = \delta^i_\ell, \quad 1 \leq i, \ell \leq n - 1 . \]  
(A.28)
The set of positive roots then admits a double index labeling,

\[ \alpha_{ij} = \sum_{\ell=i}^{j-1} \alpha_{\ell} = \varepsilon_i - \varepsilon_j, \quad 1 \leq i < j \leq n \quad (\alpha_{\ell} \equiv \alpha_{\ell,\ell+1}) \]  

(A.29)

and the highest root is \( \theta = \alpha_{1n} = \varepsilon_1 - \varepsilon_n = \Lambda^1 + \Lambda^{n-1} \). As the weight and root systems lie in the hyperplane orthogonal to the vector \( \varepsilon := \sum_{s=1}^{n} \varepsilon_s \) (one can easily verify that \( (\alpha_{ij} | \varepsilon) = 0 = (\Lambda^m | \varepsilon) \) for all \( 1 \leq i < j \leq n, \ 1 \leq m \leq n-1 \), any weight \( \Lambda = \sum_{i=1}^{r} \lambda_i \Lambda^i \) can be expressed in terms of the barycentric coordinates \( \ell_j, \ j = 1, ..., r + 1 \) such that

\[ \Lambda = \sum_{i=1}^{r} \lambda_i \Lambda^i = \sum_{j=1}^{r+1} \ell_j \varepsilon_j , \quad (\Lambda | \varepsilon) = 0 \Rightarrow \sum_{j=1}^{r+1} \ell_j = 0 . \]  

(A.30)

The Dynkin labels \( \{\lambda_i\}_{i=1}^{r} \) and \( \{\ell_j\}_{j=1}^{r+1} \) can be found from each other by

\[ \lambda_i = \ell_i - \ell_{i+1} , \quad \ell_j = \sum_{m=j}^{r} \lambda_m - \frac{1}{r+1} \sum_{m=1}^{r} m \lambda_m . \]  

(A.31)

It would be useful to present explicit formulas for the barycentric coordinates of some important dominant weights \( \Lambda \). One has, in particular,

\[ \ell_j(\rho) = \frac{n+1}{2} - j , \quad \ell_j(\pi_f) = \delta_j - \frac{1}{n} , \]

\[ \ell_j(\pi_s) = 2 \left(\delta_j - \frac{1}{n}\right) , \quad \ell_j(\pi_a) = \delta_j + \delta_{j+1} - \frac{2}{n} , \]

\[ \ell_j(\pi_s) = 2 \left(\frac{1}{n} - \delta_{j+n}\right) , \quad \ell_j(\pi_a) = \frac{2}{n} - \delta_{j,n-1} - \delta_{j+n} \]  

(A.32)

for the labels of the Weyl vector \( \rho = \sum_{i=1}^{r} \Lambda^i \) (A.23) and of the highest weights of the defining representation, \( \Lambda^1 \), of its symmetric and antisymmetric powers, \( 2\Lambda^1 \) and \( \Lambda^2 \), and of their conjugate representations, \( 2\Lambda^{n-1} \) and \( \Lambda^{n-2} \), respectively. The eigenvalue of the quadratic Casimir operator (A.22) in the IR with highest weight \( \Lambda \) (A.30) can be then expressed as

\[ C_2(\pi_\Lambda) = (\Lambda | \Lambda + 2\rho) = \sum_{j=1}^{n} \ell_j(\ell_j + 2\ell_j(\rho)) = \sum_{j=1}^{n} \ell_j(\ell_j - 2j) . \]  

(A.33)

We get, in particular, \( C_2(\pi_f) = \frac{n^2 - 1}{n} \), so that, from (A.2),

\[ N(\pi_f) = C_2(\pi_f) \frac{\dim \pi_f}{\dim sl(n)} = \frac{n^2 - 1}{n} , \quad \frac{n}{n^2 - 1} = 1 . \]  

(A.34)

It follows that in the fundamental representation of \( G = su(n) \) the Killing trace \( tr \) (A.1) coincides with the usual matrix trace \( Tr \).

On the other hand, for \( sl(n) \) all \( a_{ij} = 1 \), hence \( g^\vee = n \), so for the adjoint representation \( C_2(\text{ad}) = 2n = N(\text{ad}) \), cf. (A.18), (A.19), (A.21) and (A.3). The corresponding level \( k \) positive Weyl alcove contains dominant weights (A.16) satisfying in addition

\[ (\Lambda | \theta) \equiv \sum_{j,\ell=1}^{n-1} \lambda_j a_{\ell} \ (\Lambda^j | a^\vee_{\ell}) = \sum_{j=1}^{n-1} \lambda_j = \ell_1 - \ell_n \leq k . \]  

(A.35)
As all the roots of \( s\ell(n) = A_{n-1} \) have equal length square, the corresponding \((n-1) \times (n-1)\) Cartan matrix \( c^{(n)} = (c_{ij}) \) \((A.9)\) is symmetric:

\[
c_{ij} = (\alpha_i|\alpha_j) , \quad c_{ii} = 2 , \quad c_{i,i\pm 1} = -1 , \quad c_{ij} = 0 \quad \text{for} \quad |i-j| > 1 . \quad (A.36)
\]

It is easy to see that \( \det c^{(n)} = n \) as it obeys

\[
\det c^{(n)} = 2 \det c^{(n-1)} - \det c^{(n-2)} , \quad \det c^{(2)} = 2 , \quad \det c^{(3)} = 3 . \quad (A.37)
\]

We have, furthermore

\[
\eta_{ij} = c_{ij} , \quad \eta^{ij} = (\Lambda^i|\Lambda^j) = \min(i,j) - \frac{ij}{n} \quad (A.38)
\]

so that

\[
h_i = \sum_{j=1}^{n-1} c_{ij} h^j = 2h^i - h^{i-1} - h^{i+1} \quad \Leftrightarrow \\
h^i = \sum_{j=1}^i j \left(1 - \frac{j}{n}\right) h_j + \sum_{j=i+1}^{n-1} i \left(1 - \frac{j}{n}\right) h_j \quad . \quad (A.39)
\]
Appendix B. Hopf algebras

B.1. The Hopf algebra $U_q(s\ell(n))$

We shall spell out the definition of the QUEA $U_q(\mathcal{G})$ as a Hopf algebra for $\mathcal{G} = A_r = s\ell_{r+1}$. It is customary in mathematical textbooks to take first $q$ as just a central indeterminate and consider at a later stage various specializations of $q$ as a (complex) deformation parameter. The definition below follows [38], a comprehensive text on the subject (see in particular Definition-Proposition 9.1.1 therein), where the "rational form" $U_q(\mathcal{G})$ is introduced as an associative algebra over $\mathbb{Q}(q)$, the field of rational functions of $q$. The $n$-fold "cover" $U_q^{(n)}(s\ell(n))$ defined by adjoining to $U_q(s\ell(n))$ the invertible elements $k_i, i = 1, \ldots, n - 1$ [4.79] then corresponds to the simply-connected rational form [38].

The Chevalley basis of $U_q(A_r)$ contains $r$ group-like generators $K_i$ and their inverses $K_i^{-1}$ (such that $K_i K_i^{-1} = K_i^{-1} K_i = 1$) which correspond to the classical Cartan generators, and $2r$ Lie algebra-like ones, the raising and lowering operators $E_i$ and $F_i$, corresponding to the simple roots. They obey the following CR,

$$K_i E_j K_i^{-1} = q^{c_{ij}} E_j, \quad K_i F_j K_i^{-1} = q^{-c_{ij}} F_j,$$

$$[E_i, F_j] = \delta_{ij} \frac{K_i - K_i^{-1}}{q - q^{-1}}, \quad i, j = 1, \ldots, r \tag{B.1}$$

(here $(c_{ij})$ is the $A_r$ Cartan matrix [A.36]) and $q$-Serre relations (that are only non-trivial for $r > 1$):

$$E_i^2 E_j + E_j E_i^2 = [2] E_i E_j E_i, \quad F_i^2 F_j + F_j F_i^2 = [2] F_i F_j F_i$$

for $|i - j| = 1$, $[E_i, E_j] = 0 = [F_i, F_j]$ for $|i - j| > 1$. \tag{B.2}

The definition of an arbitrary Hopf algebra $\mathfrak{A}$ involves the coproduct (an algebra homomorphism $\Delta : \mathfrak{A} \to \mathfrak{A} \otimes \mathfrak{A}$), the counit (a homomorphism $\varepsilon : \mathfrak{A} \to \mathbb{C}$) and the antipode (an antihomomorphism $S : \mathfrak{A} \to \mathfrak{A}$). The compatibility conditions on the coalgebra structures read

$$(id \otimes \Delta) \Delta = (\Delta \otimes id) \Delta,$$

$$(id \otimes \varepsilon) \Delta(X) = (\varepsilon \otimes id) \Delta(X) = X,$$

$$m(id \otimes S) \Delta(X) = m(S \otimes id) \Delta(X) = \varepsilon(X) \mathbb{1} \tag{B.3}$$

The first property is called coassociativity. In the third relation, $m$ is just the multiplication in the algebra considered as a map $m : \mathfrak{A} \otimes \mathfrak{A} \to \mathfrak{A}$, $m(X \otimes Y) = XY \quad \forall X, Y \in \mathfrak{A}.$

In the case of $U_q(A_r)$ we define these structures on the generators $\{K_i, E_i, F_i\}$, $i = 1, \ldots, r$ as follows:

$$\Delta(K_i) = K_i \otimes K_i, \quad \Delta(E_i) = E_i \otimes K_i + \mathbb{1} \otimes E_i, \quad \Delta(F_i) = F_i \otimes \mathbb{1} + K_i^{-1} \otimes F_i \tag{B.4}$$

$$\varepsilon(K_i) = 1, \quad \varepsilon(E_i) = \varepsilon(F_i) = 0 \tag{B.5}$$

$$S(K_i) = K_i^{-1}, \quad S(E_i) = -E_i K_i^{-1}, \quad S(F_i) = -K_i F_i \tag{B.6}$$
A Hopf algebra $\mathfrak{A}$ is said to be cocommutative if the coproduct $\Delta(X) = \sum_{(X)} X_1 \otimes X_2$ is equal to its opposite $\Delta'(X) = \sum_{(X)} X_2 \otimes X_1$, see \[34\]. It is said to be almost cocommutative if there exists an invertible element $\mathcal{R} \in \mathfrak{A} \otimes \mathfrak{A}$ called universal $R$-matrix which intertwines $\Delta(X)$ and its opposite, $\Delta'(X) = \mathcal{R} \Delta(X) \mathcal{R}^{-1}$, see \[37\]. In this case the element

$$M := \mathcal{R}_{21} \mathcal{R} \in \mathfrak{A} \otimes \mathfrak{A} \tag{B.7}$$

is called the (universal) monodromy matrix. Exchanging the order of the terms in the tensor products we obtain that $M$ commutes with the coproduct:

$$\Delta(X) = \mathcal{R}_{21} \Delta'(X) \mathcal{R}_{21}^{-1} \equiv \mathcal{R}_{21} \mathcal{R} \Delta(X) \mathcal{R}^{-1} \mathcal{R}_{21}^{-1} \Rightarrow [M, \Delta(X)] = 0 . \tag{B.8}$$

An almost cocommutative $\mathfrak{A} = (\mathfrak{A}, \mathcal{R})$ is quasitriangular if $\mathcal{R}$ satisfies, in addition,

$$(\Delta \otimes id)\mathcal{R} = \mathcal{R}_{13} \mathcal{R}_{23} , \quad (id \otimes \Delta)\mathcal{R} = \mathcal{R}_{13} \mathcal{R}_{12} . \tag{B.9}$$

Any of these two relations implies that $\mathcal{R}$ solves the Yang-Baxter equation

$$\mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23} = \mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} \tag{B.10}$$

(and also fixes the normalization of $\mathcal{R}$); for example, the definition of $\mathcal{R}$ and the first equation \[19\] (equivalent to $(\Delta' \otimes id)\mathcal{R} = \mathcal{R}_{23} \mathcal{R}_{13}$) imply

$$\mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23} = \mathcal{R}_{12} (\Delta \otimes id)\mathcal{R} = ((\Delta' \otimes id)\mathcal{R}) \mathcal{R}_{12} = \mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} . \tag{B.11}$$

The following relations also hold:

$$(\varepsilon \otimes id)\mathcal{R} = \mathbf{1} = (id \otimes \varepsilon)\mathcal{R} , \quad (S \otimes id)\mathcal{R} = \mathcal{R}^{-1} = (id \otimes S^{-1})\mathcal{R} \Rightarrow (S \otimes S)\mathcal{R}^{\pm 1} = \mathcal{R}^{\pm 1} . \tag{B.12}$$

If $(\mathfrak{A}, \mathcal{R})$ is quasitriangular, so is $(\mathfrak{A}, \mathcal{R}_{21}^{-1})$.

Universal $R$-matrices $\mathcal{R}$ for quantum deformations of $U(\mathcal{G})$ for any simple $\mathcal{G}$ can be found by considering in the place of $U_q(\mathcal{G})$ a “topological” version of it and appropriately completing the tensor square which requires, however, a non-algebraic setting. One can consider, as a replacement of $U_q(\mathcal{G})$ for $q = e^t$, the topologically free $C[[t]]$ algebra (i.e. the algebra over the formal power series in $t$) $U_t = U_t(\mathcal{G})$ generated, in the case $\mathcal{G} = A_r$, by $\{E_i, F_i, H_i\}_{i=1}^r$ subject to relations \[1.1\] - \[3.6\] (with $K_i$ replaced by $e^{hH_i}$), and use an appropriate completion of the tensor product $U_t \otimes U_t$. The universal $R$-matrix $\mathcal{R}$ (obtained by Drinfeld \[39\] for $U_t(A_1)$, by Rosso \[150\] for $U_t(A_r)$, and by Kirillov Jr. and Reshetikhin \[123\] and, independently, by Levendorskii and Soibelman \[128\] for $U_t(\mathcal{G})$ where $\mathcal{G}$ is a general simple complex Lie algebra) is a product of similar terms for any $sl_2$ triple, appropriately ordered by using a quantum analog of the Weyl group.

For $U_t(s\ell(2))$ the corresponding universal $R$-matrix has the form

$$\mathcal{R} = \sum_{\nu=0}^{\infty} q^{\nu(\nu-1)/2} (-\lambda)^\nu [\nu]! F^\nu \otimes E^\nu q^{-\frac{1}{2}H \otimes H} . \tag{B.13}$$

\[34\]The universal enveloping algebra $U(\mathcal{G})$ of any classical Lie algebra is non-commutative but cocommutative. The deformed QUEA $U_q(\mathcal{G})$ is however neither commutative nor cocommutative.
Clearly, the infinite series in $\nu$ reduces to a finite sum in any finite dimensional representation of $U_t$ of ”classical type” (i.e. such that $E$ and $F$ are nilpotent). It is easy to verify, in particular, in the $n = 2$ case that (B.13) reproduces (5.36) for $E^f$ and $F^f$ given by (5.37) and

$$(q^H)^f = q^{H^f} = \begin{pmatrix} q & 0 \\ 0 & q^{-1} \end{pmatrix}, \quad [H^f] = H^f = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (B.14)$$

For general $n$, the matrix $R_{12}$ (4.53) can be obtained in a similar way from the universal $R$-matrix $R$ for $U_t(s\ell(n))$.

For $q$ a root of unity (as it is in our case, (4.58)), finite dimensional quasitriangular quotients of $U_q(G)$ exist so that the construction of their $R$-matrix becomes purely algebraic.

### B.2. The Drinfeld double

We are going to briefly recall here, following [49, 147, 121, 134], the construction of the Drinfeld double $D(\mathfrak{A})$ of a (finite dimensional) Hopf algebra $\mathfrak{A}$. Any double is quasitriangular and factorizable; moreover, there is a canonical expression for its universal $R$-matrix $R_D$. We shall apply further the general theory to the finite dimensional quotients of the Borel subalgebras in $U_q^{(2)}(s\ell(2))$.

Formally, the Drinfeld double $D(\mathfrak{A})$ is the bicrossed product of the dual $\mathfrak{A}^*$ taken with the opposite coproduct, and $\mathfrak{A}$ itself (see Chapter IX of [121]):

$$D(\mathfrak{A}) := (\mathfrak{A}^*)^{\coprod} \bowtie \mathfrak{A}.$$  The Hopf structure on $(\mathfrak{A}^*)^{\coprod}$ is defined, for $X, Y \in \mathfrak{A}$, $F, G \in \mathfrak{A}^*$, $\Delta(X) = \sum_{(X)} X_{(1)} \otimes X_{(2)}$ etc., by

$$(FG)(X) = (F \otimes G) (\Delta(X)) \left( \equiv \sum_{(X)} F(X_{(1)}) G(X_{(2)}) \right),$$

$$\Delta(F)(X \otimes Y) \left( \equiv \sum_{(F)} F_{(1)}(X) F_{(2)}(Y) \right) = F(YX), \quad (B.15)$$

$$1(X) = \varepsilon(X), \quad \varepsilon(F) = F(1), \quad S(F)(X) = F(S^{-1}(X)).$$

From practical point of view, the following properties of the double $D(\mathfrak{A})$ are sufficient to reproduce its general structure as a quasitriangular Hopf algebra.

- As a vector space, the double $D(\mathfrak{A})$ is just the tensor product $\mathfrak{A}^* \otimes \mathfrak{A}$.

- As a coalgebra, the double $D(\mathfrak{A}) = (\mathfrak{A}^*)^{\coprod} \otimes \mathfrak{A}$. The tensor product of coalgebras $\mathfrak{B}$ and $\mathfrak{A}$ with coproducts $\Delta_{\mathfrak{B}}(F) = \sum_{(F)} F_{(1)} \otimes F_{(2)}$ and $\Delta_{\mathfrak{A}}(X) = \sum_{(X)} X_{(1)} \otimes X_{(2)}$, respectively, is a coalgebra with counit $\varepsilon_{\mathfrak{B} \otimes \mathfrak{A}}(F \otimes X) := \varepsilon_{\mathfrak{B}}(F) \varepsilon_{\mathfrak{A}}(X)$ and coproduct $^{35}$

$$\Delta_{\mathfrak{B} \otimes \mathfrak{A}}(F \otimes X) := \sum_{(F), (X)} F_{(1)} \otimes X_{(1)} \otimes F_{(2)} \otimes X_{(2)}. \quad (B.16)$$

$^{35}$Note the flip between $F_{(2)}$ and $X_{(1)}$ which makes (B.16) differ from $\Delta_{\mathfrak{B}}(F) \otimes \Delta_{\mathfrak{A}}(X)$. 
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• The multiplication in \( D(\mathfrak{A}) \) is defined as

\[
(F \otimes X) \cdot (G \otimes Y) = \sum_{(X)} FG(S^{-1}(X(3)) \otimes X(1)) \otimes X(2) Y, \quad (B.17)
\]

where

\[
\sum_{(X)} X(1) \otimes X(2) \otimes X(3) = (id \otimes \Delta) \Delta(X) = (\Delta \otimes id) \Delta(X)
\]

and the \( \otimes \) sign in the right-hand side stands for the missing argument of the functional. Identifying \( \mathfrak{A} \) and its dual with Hopf subalgebras of \( D(\mathfrak{A}) \), e.g. \( \mathfrak{A} \simeq \mathbb{I} \otimes \mathfrak{A} \subset D(\mathfrak{A}) \), we derive from (B.17) the following constraint on the mixed multiplication in \( D(\mathfrak{A}) \):

\[
X \cdot F = \sum_{(X)} F(S^{-1}(X(3)) \otimes X(1)) X(2), \quad \forall X \in \mathfrak{A}, F \in \mathfrak{A}^*. \quad (B.18)
\]

• If \( e_i \in \mathfrak{A} \) and \( e^j \in \mathfrak{A}^* \) are dual linear bases of \( \mathfrak{A} \) and \( \mathfrak{A}^* \), respectively, the \( R \)-matrix \( \mathcal{R}_D \) of the double \( D(\mathfrak{A}) \) is given by the (basis independent) expression

\[
\mathcal{R}_D = \sum_i e_i \otimes e^i \in D(\mathfrak{A}) \otimes D(\mathfrak{A}) \quad (e^i(e_i) = \delta_i^j). \quad (B.19)
\]

We shall now apply all this to the Hopf algebras \( U_q(\mathfrak{b}_\pm) \) where

\[
U_q(\mathfrak{b}_+): \quad Fk_+ = qk_+F, \quad F^h = 0, \quad k^h_+ = \mathbb{I},
\]

\[
\Delta(F) = F \otimes \mathbb{I} + k_+^{-1} \otimes F, \quad \Delta(k_+) = k_+ \otimes k_+, \quad (B.20)
\]

\[
\varepsilon(F) = 0, \quad \varepsilon(k_+) = 1, \quad S(F) = -k_+^2 F, \quad S(k_+) = k_+^{-1}
\]

and

\[
U_q(\mathfrak{b}_-): \quad k_- E = qE k_-, \quad E^h = 0, \quad k^h_- = \mathbb{I},
\]

\[
\Delta(E) = E \otimes k_-^2 + \mathbb{I} \otimes E, \quad \Delta(k_-) = k_- \otimes k_-, \quad (B.21)
\]

\[
\varepsilon(E) = 0, \quad \varepsilon(k_-) = 1, \quad S(E) = -E k_-^2, \quad S(k_-) = k_-^{-1}
\]

are the Borel subalgebras of the QUEA \( \overline{U}_q \) defined in Section 5.2.2.

It is not difficult to prove that \( (U_q(\mathfrak{b}_\pm)^*)^{cop} \simeq U_q(\mathfrak{b}_\pm)^{\bar{\bar{\nu}}} \). To this end, we identify e.g. the elements \( k_- \) and \( E \) with the following functionals (defined by their values on certain PBW basis of \( U_q(\mathfrak{b}_\pm) \)):

\[
k_- (f_{\nu m}) := \delta_{\nu 0} q^{-\frac{h}{2}}, \quad E(f_{\nu m}) := -\delta_{\nu 1} \frac{1}{\lambda} \quad (\mathbb{I}(f_{\nu m}) = \varepsilon(f_{\nu m}) = \delta_{\nu 0})
\]

for \( f_{\nu m} := F^n k_+^m \in U_q(\mathfrak{b}_+), \quad 0 \leq n \leq 4h - 1, \quad 0 \leq \nu \leq h - 1. \quad (B.22)\)

Applying the first relation (B.15), one derives by induction the general relation

\[
(E^\mu k_-^m)(f_{\nu m}) = \delta_{\mu \nu} \frac{[\mu]!}{(-\lambda)^\mu} q^{\mu(\nu - 1) - mn} \quad (B.23)
\]

\[36\] The duality of the quantized Borel subalgebras is a well known fact \[39\].
which can be used to prove, with the help of the other definitions in (B.15), that Eqs. (B.19) hold.

In accord with (B.19), the $\mathcal{R}$-matrix for the $16\hbar^4$-dimensional double $D(U_q(b_+))$ is given by

$$
\mathcal{R}_D = \sum_{\nu=0}^{h-1} \sum_{\mu=0}^{4h-1} f_{\nu\mu} \otimes e^{\nu\mu} \tag{B.24}
$$

with $f_{\nu\mu}$ as defined in (B.22) and $e^{\mu\nu} = (-\lambda)^{\nu} q^{\frac{\mu(\mu-1)}{2}} \sum_{r=0}^{4h-1} q^{\frac{\mu r}{2}} E^\mu k_r^\nu \quad (e^{\mu\nu}(f_{\nu\mu}) = \delta^\mu_\nu \delta^\nu_\nu) \tag{B.25}

forming the dual PBW basis of $U_q(b_-)$. Finally, the mixed relations

$$
[k_+, k_-] = 0, \quad k_+ E = q E k_+, \quad F k_- = q k_- F, \quad [E, F] = \frac{k_+^2 - k_-^2}{q - q^{-1}} \tag{B.26}
$$

which are derived from (B.18), show that

$$
D(U_q(b_+)) = U_q \otimes U_q, \quad D(U_q(b_-)) = \{\kappa_m\}_{m=0}^{4h-1}, \quad \kappa := k_+ k_-^{-1} \tag{B.27}
$$

where $U_q(h)$ belongs to the centre of the double. Hence, the quotient with respect to the relation $\kappa : = 1$ (i.e., $k_+ = k_- := k$) is isomorphic to $\overline{U}_q$. Accordingly, the same substitution in (B.24) reproduces the $R$-matrix (5.35). Interchanging the roles of the two Borel subalgebras (B.20) and (B.21) we obtain the same result (B.27) for $D(U_q(b_-))$. Of course, the corresponding $R$-matrix of the double differs from (B.24); the universal $R$-matrix of $\overline{U}_q$ we obtain from it coincides with (5.41).

### B.3. Factorizable Hopf algebras and the Drinfeld map

A (finite dimensional) Hopf algebra $\mathfrak{A}$ is called factorizable, if there exists a universal monodromy matrix

$$
\mathcal{M} = \mathcal{R}_{21} \mathcal{R} = \sum_i m_i \otimes m^i \in \mathfrak{A} \otimes \mathfrak{A} \tag{B.28}
$$

such that both $\{m_i\}$ and $\{m^i\}$ form bases of $\mathfrak{A}$. Alternatively, a factorizable Hopf algebra $\mathfrak{A}$ is such for which the Drinfeld map $\hat{D}$ (5.47)

$$
\hat{D} : \mathfrak{A}^* \rightarrow \mathfrak{A}, \quad \phi \mapsto \hat{D}(\phi) := (\phi \otimes id)(\mathcal{M}) = \sum_i \phi(m_i) \otimes m^i
$$

is a linear isomorphism, i.e. $\hat{D}(\mathfrak{A}^*) = \mathfrak{A}$ and $\hat{D}$ is invertible (the equivalence of the two definitions is a simple exercise in linear algebra). The opposite extreme is the case of triangular Hopf algebra for which $\mathcal{R}_{21} = \mathcal{R}^{-1}$ and hence, $\mathcal{M} = \mathbb{1} \otimes \mathbb{1}$. (Cf. Remark 3.2 for the infinitesimal notions of factorizability and triangularity, respectively, of a Lie bialgebra defined by means of a classical $r$-matrix [147].)

The space of $\mathfrak{A}$-characters (5.46) (functionals obeying $\phi(xy) = \phi(S^2(y)x)$), is an algebra under the multiplication

$$
(\phi_1 \phi_2)(x) := (\phi_1 \otimes \phi_2)(\Delta(x)) \quad \forall \phi_1, \phi_2 \in \mathfrak{C}_h \tag{B.29}
$$
which, for \( \mathfrak{A} \) quasitriangular, is commutative [50]:

\[
(\phi_2 \circ \phi_1)(x) = (\phi_1 \circ \phi_2)(\Delta'(x)) = (\phi_1 \circ \phi_2)(\mathcal{R} \Delta(x) \mathcal{R}^{-1}) = (\phi_1 \circ \phi_2)((S^2 \otimes S^2) \mathcal{R}^{-1}) \mathcal{R} \Delta(x) = (\phi_1 \circ \phi_2)(\Delta(x)) = (\phi_1 \circ \phi_2)(x). \tag{B.30}
\]

(We use consecutively the definition of \( \mathcal{R} \) \( \text{[1.37]} \), the one of \( \mathfrak{A} \)-characters and apply the last equation \( \text{[B.12]} \).) Denote by \( \mathcal{Z} \) the centre of \( \mathfrak{A} \), and by \( \mathfrak{A}^\Delta \) the subalgebra of \( \mathfrak{A} \otimes \mathfrak{A} \) consisting of elements \( B \) such that \( [B, \Delta(x)] = 0 \) \( \forall x \in \mathfrak{A} \). Drinfeld has shown in Proposition 1.2 of \([50]\) that

\[
\phi \in \mathfrak{C}_h, \ B \in \mathfrak{A}^\Delta \Rightarrow (\phi \otimes \text{id})(B) \in \mathcal{Z}. \tag{B.31}
\]

As \( M \in \mathfrak{A}^\Delta \) (cf. \( \text{[B.3]} \)), the restriction of the Drinfeld map \( \hat{D} \) to \( \mathfrak{A} \)-characters sends them into central elements. Moreover, it provides a (commutative) algebra homomorphism \( \mathfrak{C}_h \to \mathcal{Z} \) (Proposition 3.3 of \([50]\)),

\[
\hat{D}(\phi_1, \phi_2) = \hat{D}(\phi_1) \hat{D}(\phi_2) \quad \forall \phi_1, \phi_2 \in \mathfrak{C}_h \tag{B.32}
\]

which, for \( \mathfrak{A} \) factorizable, is an isomorphism (Theorem 2.3 of \([153]\)). So in this case we have an alternative description of the algebra of the characters \( \mathfrak{C}_h \) in terms of more tractable objects, the elements of the centre \( \mathcal{Z} \).

It follows from \([5.50]\) that all \( q \)-traces \([5.49]\) are \( \mathfrak{A} \)-characters. The map from the GR \( \mathfrak{S} \) of \( \mathfrak{A} \) to the subalgebra of \( \mathfrak{C}_h \) generated by the \( q \)-traces

\[
\hat{S} : \mathfrak{S} \to \mathfrak{C}_h, \quad V \mapsto \hat{S}^q \in \mathfrak{C}_h \tag{B.33}
\]

is a ring homomorphism since

\[
\hat{S}^q(Ch_{V_1+V_2}^q) = Ch_{V_1}^q + Ch_{V_2}^q, \quad Ch_{V_1 \otimes V_2}^q = Ch_{V_1}^q \otimes Ch_{V_2}^q \tag{B.34}
\]

where the multiplication of characters is defined in \([B.29]\). The proof uses the identity \([5.55]\), the group-like property of the balancing element \( g \) \([B.48]\) implying \( \Delta(g^{-1}x) = (g^{-1} \otimes g^{-1})\Delta(x) \) and the equality \( \text{Tr}(A \otimes B) = \text{Tr}A \text{Tr}B \).

Applying further the Drinfeld map \([5.47]\) to the \( q \)-traces we obtain a commutative ring homomorphism from the GR \( \mathfrak{S} \) to the centre \( \mathcal{Z} \) of \( \mathfrak{A} \),

\[
\hat{D} \circ \hat{S} = D : \mathfrak{S} \to \mathcal{Z}, \quad D(V) := \hat{D}(Ch^q_V) \in \mathcal{Z}. \tag{B.35}
\]

Indeed, denoting by \( V_1, V_2 \) the tensor product \( V_1 \otimes V_2 \) in the GR sense, Eqs. \([B.35], \text{[B.34]} \) and \([B.32]\) imply

\[
D(V_1, V_2) = \hat{D}(Ch^q_{V_1 \otimes V_2}) = \hat{D}(Ch^q_{V_1}, Ch^q_{V_2}) = D(V_1)D(V_2). \tag{B.36}
\]

Thus, the GR representation theory of \( \mathfrak{A} \) is equivalent to the ring structure of the Drinfeld images \( D(V) \) of its IR in the centre \( \mathcal{Z} \).

**Proposition B.1** \([61, 83]\) The Drinfeld images of the \( U_q \) IR

\[
d_p^\epsilon := D(V_p^\epsilon) = \sum_i (\text{Tr}_{\pi_p^\epsilon}(K^{-1}m_i)) \otimes m_i \in \mathcal{Z}, \quad 1 \leq p \leq h, \quad \epsilon = \pm \tag{B.37}
\]

(for \( \mathcal{M} = \sum_i m_i \otimes m_i \) \([B.28]\) taken from \([B.40]\)) are given by

\[
d_p^+ = \sum_{s=0}^{p-1} \sum_{\mu=0}^{s} \lambda^{2\mu} q^{(\mu+p-2s-1)(\mu+1)} \left[ \begin{array}{c} \mu + p - s - 1 \\ \mu \end{array} \right] \left[ \begin{array}{c} s \\ \mu \end{array} \right] F^{\mu} E^{\mu} K^{p-2s-1},
\]

\[
d_p^- = -K^h d_p^+ = T_h \left( \frac{C}{2} \right) d_p^+. \tag{B.38}
\]
For \( \epsilon \)

We shall show below that the bar monodromy \( \overline{d} \) computation of the Drinfeld images (one uses (5.55), (5.26) and (5.27)). In view of (5.40) and (B.39), the corresponding Drinfeld map being defined as

\[
\tilde{\phi}(xy) = \tilde{\phi}(yS^2(x)) \quad \forall x, y \in \mathfrak{A},
\]

(5.34) is automatic. One more algebra of \( \mathfrak{A} \)-characters (50) given by the functionals

\[
\overline{\mathcal{C}}^j := \{ \tilde{\phi} \in \mathfrak{A}^* | \tilde{\phi}(xy) = \tilde{\phi}(yS^2(x)) \quad \forall x, y \in \mathfrak{A} \},
\]

the corresponding Drinfeld map being defined as

\[
\mathfrak{A}^* \rightarrow \mathfrak{A}, \quad \tilde{\phi} \mapsto (id \otimes \tilde{\phi})(\mathcal{M})
\]

(cf. (5.46) and (5.47), respectively). The \( q \)-traces, now given by

\[
\overline{\mathcal{C}}_{\mathcal{V}}^j(x) := \text{Tr}_{\mathcal{V}}(g x) \quad \forall x \in \mathfrak{A},
\]

belong to \( \overline{\mathcal{C}}^j \) since

\[
\overline{\mathcal{C}}_{\mathcal{V}}^j(y S^2(x)) = \text{Tr}_{\mathcal{V}}(g y S^2(x)) = \text{Tr}_{\mathcal{V}}(g y g x g^{-1}) = \overline{\mathcal{C}}_{\mathcal{V}}^j(xy).
\]

We shall show below that the bar monodromy \( \overline{M} \) is related to the universal monodromy matrix for the right sector copy of \( \overline{U}_q \) by a map of the type (B.43).

\[\text{Proof}\] To evaluate the traces in (B.37), one first derives the relation

\[
\text{Tr}_{\mathcal{V}} F^\mu K^j = \delta_{\mu}^{\epsilon_j} \epsilon^{j+\mu}([\mu])!^2 \sum_{s=0}^{p-1} q^{j(2s-p+1)} \left[ \begin{array}{c} \mu + p - s - 1 \\ \mu \end{array} \right] [s] \] (B.39)

which follows from

\[
E^\mu F^\mu K^j |p, m\rangle^\epsilon = \frac{1}{\lambda^{2\mu}} \sum_{s=0}^{\mu-1} q^{jH} \prod_{s=0}^{\mu-1} (C - q^{-2s-1} K - q^{2s+1} K^{-1}) |p, m\rangle^\epsilon = \epsilon^{j+\mu} q^{j(2m-p+1)} \prod_{s=0}^{\mu-1} \left( \frac{q^{p+q^{-p} - q^{2(m-s)} - q^{p-2(m-s)}}}{\lambda^2} \right) |p, m\rangle^\epsilon = \epsilon^{j+\mu} q^{j(2m-p+1)} \prod_{s=0}^{\mu-1} [p - m + s][m - s] |p, m\rangle^\epsilon
\]

one uses (5.55), (5.26) and (5.27)). In view of (5.40) and (B.39), the computation of the Drinfeld images \( d_p^\epsilon = D(V_p^\epsilon) \) (B.37) reduces to

\[
d_p^\epsilon = \frac{1}{2h} \sum_{\mu=0}^{h-1} \sum_{m,n=0}^{2h-1} \lambda^{2\mu} q^{\mu} \sum_{s=0}^{p-1} q^{(m-n)(2s-p+1)} \left[ \begin{array}{c} \mu + p - s - 1 \\ \mu \end{array} \right] [s] \] \times \left( \text{Tr}_{\mathcal{V}}(E^\mu F^\mu K^{m-1}) \right) E^\mu F^\mu K^n
\]

For \( \epsilon = +1 \), taking the sum over \( m \) makes the summation in \( n \) automatic. Taking \( \epsilon = -1 \) (\( = q^h \)) is equivalent to multiplying the result for \( \epsilon = +1 \) by \( -K^h \), arriving eventually at (B.38). \( \blacksquare \)

**Remark B.1** Recall that the left sector monodromy matrix \( \mathcal{M} \) (5.34) is related to the universal one \( \mathcal{M} \) (5.40) by (5.44). A similar, but not identical, relation exists for the right sector monodromy matrix \( \overline{M} \) as well.
As the exchange relations (6.7) for the Gauss components of the left and right monodromy matrices coincide, we can parametrize them in the same way as we did for the left sector, using the FRT construction described in Section 4.3. The expression (6.6) for right sector monodromy matrix is, however, different from (4.66) so it is not a surprise that \( \overline{M} \) does not coincide with (5.34):

\[
q^2 \overline{M} = \overline{M}^{-1} \overline{M}_+ = \begin{pmatrix}
\bar{k}^{-1} & 0 \\
-\lambda \bar{E} \bar{k}^{-1} & \bar{k}
\end{pmatrix} \begin{pmatrix}
\bar{k}^{-1} & -\lambda \bar{F} \bar{k} \\
0 & \bar{k}
\end{pmatrix} = \\
\begin{pmatrix}
\bar{K}^{-1} & -q\lambda \bar{F} \\
-\lambda \bar{E} \bar{K}^{-1} & q\lambda^2 \bar{E} \bar{F} + \bar{K}
\end{pmatrix}.
\] (B.46)

By a calculation similar to (5.42) one shows that \( \overline{M} \) (B.46) is proportional to

\[
(id \otimes \pi_f) \mathcal{M} = \\
= \frac{1}{2h} \sum_{m,n=0}^{2h-1} \begin{pmatrix}
q^{(m+1)n} \bar{K}^m & -\lambda q^{m(n+1)} \bar{F} \bar{K}^m \\
-\lambda q^{(m+1)n} \bar{E} \bar{K}^m & q^{(m+1)n} + \lambda^2 q^{m(n+1)} \bar{E} \bar{F} \bar{K}^m
\end{pmatrix} \mathcal{M} = q^2 \overline{M}
\] (B.47)

which implies indeed that the right sector monodromy realizes the alternative version (B.43) of the Drinfeld map. In accord with this, applying (B.44) for the defining representation \( \pi_f \) reproduces the Casimir (5.22),

\[
\text{Tr} (K^f (id \otimes \pi_f) \mathcal{M}) = \text{Tr} \left\{ \begin{pmatrix}
q & 0 \\
0 & q^{-1}
\end{pmatrix} \begin{pmatrix}
\bar{K}^{-1} & -q\lambda \bar{F} \\
-\lambda \bar{E} \bar{K}^{-1} & q\lambda^2 \bar{E} \bar{F} + \bar{K}
\end{pmatrix} \right\} = \\
= \lambda^2 \bar{E} \bar{F} + q^{-1} \bar{K} + q \bar{K}^{-1} = C \in \mathcal{Z}
\] (B.48)

viewed now as an element of the centre \( \mathcal{Z} \) of the right copy of \( U_q \) (cf. (5.53) for the similar computation in the case of the left sector).
Appendix C. The quantum determinant det($M$)

The exposition below follows [77, 105]. To understand the meaning of the second relation (4.166) $\det(a) = \det(aM)$, we shall first point out that

$$a_1M_1 a_2M_2 \ldots a_nM_n = a_1a_2 \ldots a_n (\hat{R}_{12}\hat{R}_{23} \ldots \hat{R}_{n-1\,n}M_n)^n$$

(C.1)

(the proof of (C.1) as well as that of (C.5) below can be found in [77]).

Defining

$$\det(aM) := \frac{1}{[n]!} \epsilon_{\alpha_1 \ldots \alpha_n} (aM)_{\beta_1}^{\alpha_1} \ldots (aM)_{\beta_n}^{\alpha_n} \epsilon_{\beta_1 \ldots \beta_n},$$

(C.2)

using (C.1) and the first relation (4.134), we obtain

$$\det(aM) = \det(a) \det(M)$$

(C.3)

with the following expression for the determinant of the monodromy matrix:

$$\det(M) := \frac{1}{[n]!} \epsilon_{\alpha_1 \ldots \alpha_n} [(\hat{R}_{12}\hat{R}_{23} \ldots \hat{R}_{n-1\,n}M_n)^n_{\beta_1}^{\alpha_n} \epsilon_{\beta_1 \ldots \beta_n}].$$

(C.4)

One can further rearrange (C.4) in terms of the Gauss components of the monodromy matrix, using

$$(\hat{R}_{12}\hat{R}_{23} \ldots \hat{R}_{n-1\,n}M_n)^n = q^{1-n^2}(\hat{R}_{12}\hat{R}_{23} \ldots \hat{R}_{n-1\,n}M_n)^n_{\plus{n}} \ldots M_{+1}M_{-1} \ldots M_{-n}$$

(C.5)

The first relation (4.168) (rewritten as $\hat{R}_{12}M_{\pm 2}M_{\pm 1} = M_{\pm 2}M_{\pm 1}\hat{R}_{12}$) implies

$$A_{1n} \ M_{\pm n} \ldots M_{\pm 1} = M_{\pm n} \ldots M_{\pm 1} A_{1n}$$

(C.6)

where $A_{1n}$ is the constant quantum antisymmetrizer (4.122), and Eq. (C.6) leads, in turn, to

$$\epsilon_{\alpha_1 \ldots \alpha_n} (M_{\pm})_{\beta_n}^{\alpha_n} \ldots (M_{\pm})_{\beta_1}^{\alpha_1} = \det(M_{\pm}) \epsilon_{\beta_1 \ldots \beta_n},$$

$$\epsilon_{\alpha_1 \ldots \alpha_n} (M_{\pm})_{\beta_n}^{\alpha_n} \ldots (M_{\pm})_{\beta_1}^{\alpha_1} \epsilon_{\beta_1 \ldots \beta_n} = \det(M_{\pm}) \epsilon_{\alpha_1 \ldots \alpha_n}$$

(C.7)

where we define originally

$$\det(M_{\pm}) := \frac{1}{[n]!} \epsilon_{\alpha_1 \ldots \alpha_n} (M_{\pm})_{\beta_n}^{\alpha_n} \ldots (M_{\pm})_{\beta_1}^{\alpha_1} \epsilon_{\beta_1 \ldots \beta_n}. $$

(C.8)

(The line of reasoning is similar to the one used in the proof of Proposition 4.1.) Due to the triangularity of $M_{\pm}$, the only nontrivial terms in the sum (C.8) are the $n!$ products of its (commuting) diagonal elements, hence

$$\det(M_{\pm}) = \prod_{\alpha=1}^{n} (M_{\pm})_{\alpha}^{\alpha} = 1$$

(C.9)

(cf. (4.73)). Since

$$\det(M_{\pm}^{-1}) = \det(S(M_{\pm})) = \det(M_{\pm})^{-1} = 1$$

(C.10)

(where $S$ is the antipode (4.75)) and, due to (4.123),

$$\epsilon_{\alpha_1 \ldots \sigma_i \sigma_{i+1} \ldots \alpha_n} \hat{R}_{\alpha_i}^{\sigma_{i+1}} = -q^{1+\frac{i}{n}} \epsilon_{\alpha_1 \ldots \alpha_n}, \quad i = 1, \ldots, n-1$$

(C.11)
so that the $q^{1-n^2}$ prefactor in (C.5) is exactly compensated by
\[ \epsilon_{\alpha_1...\alpha_n} [\hat{R}_{12} \hat{R}_{23} ... \hat{R}_{n-1n}]^{\alpha_1...\alpha_n}_{\beta_1...\beta_n} = (-q^{1+\frac{1}{n}})^{(n-1)n} \epsilon_{\beta_1...\beta_n} = q^{n^2-1} \epsilon_{\beta_1...\beta_n}, \]
we obtain from (C.4), (C.5) and (C.7), (C.10) that
\[ \det(M) = \det(M_+) \det(M_-)^{-1} = 1. \] (C.13)
Eqs. (C.3) and (C.13) ensure the validity of the second relation (4.16 6).
Here we shall content with an illustration, calculating $\det(M)$ for $n = 2$
by using (C.4). From (4.211), (5.36), (5.42) and (5.44) we obtain
\[ \det(M) = \frac{1}{2} \epsilon_{\alpha\beta} \left( \hat{R}_{12} M_2 \hat{R}_{12} M_2 \right)^{\alpha\beta}_{\rho\sigma} \epsilon^{\rho\sigma} = \frac{1}{2} (2 q^{-1} - \lambda^2 [E, F] K + \lambda K^2) = 1, \] (C.14)
as prescribed by (C.13) [105].
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