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Abstract—In this paper, we will present an overview of existing research in the vast area of IVH systems. We will also present our ongoing work on improving the expressive capabilities of IVHs. Because of the complexity of interaction, a high level of control is required over the face and body motions of the virtual humans. In order to achieve this, current approaches try to generate face and body motions from a high-level description. Although this indeed allows for a precise control over the movement of the virtual human, it is difficult to generate a natural-looking motion from such a high-level description. Another problem that arises when animating IVHs is that motions are not generated all the time. Therefore a flexible animation scheme is required that ensures a natural posture even when no animation is playing. We will present MIRAnim, our animation engine, which uses a combination of motion synthesis from motion capture and a statistical analysis of prerecorded motion clips. As opposed to existing approaches that create new motions with limited flexibility, our model adapts existing motions, by automatically adding dependent joint motions. This renders the animation more natural, but since our model does not impose any conditions on the input motion, it can be linked easily with existing gesture synthesis techniques for IVHs. Because we use a linear representation for joint orientations, blending and interpolation is done very efficiently, resulting in an animation engine especially suitable for real-time applications.
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I. INTRODUCTION

Over the last years, there has been a lot of interest in the area of Interactive Virtual Humans (IVHs). Virtual characters who interact naturally with users in mixed realities have many different applications, such as interactive videogames, virtual training and rehabilitation, or virtual heritage. The main purpose of using interactive virtual humans in such applications is to increase the realism of the environment by adding life-like characters. The means by which these characters perceive their environment and how they express themselves greatly influences how convincing these characters are.

Next to the improved capability of computers to analyze and interpret information, computers can also better respond to what is perceived. This can be a response using text, speech, or more elaborate visual output such as controlling a character in 3D. The most evident area that profits from these techniques is the area of computer entertainment industry. In many games, interactive 3D characters are controlled by the player or they form an interactive component as a part of the 3D gaming environment. In most games, such characters are controlled using scripted animation systems that sequence and play different animation and sound clips. Regardless of the recent advancements in this research area, controlling and animation virtual character still remains a tedious task and it requires a lot of manual design and animation work.

On a conceptual level, the earlier mentioned perceptual techniques (speech recognition, facial expression recognition, etc.) and responsive techniques (speech synthesis, virtual character animation) form a part of a loop, called the Perception-Action loop [1]. This loop describes the feedback mechanism that defines any interaction of an entity with its environment. By acting in an environment, an entity changes it. These changes are then perceived and a new action is commenced (or not). This paper focuses on the expressive part of this loop.

In this paper, we will present an overview of relevant research related to the development of Interactive Virtual Humans (IVHs). Virtual Humans can express themselves through speech, facial animation and body animation. Generally, these components automatically generate the speech and the motions from an abstract representation of the desired output. This abstract representation can be for example a text or a complex XML structure. A dialogue system outputs such an abstract representation depending on what the user is doing. Fig.1 shows an overview of the main components that together form an expressive IVH simulator.

The main objective of the work that will be shown in the following sections is to provide for an efficient method to control both face and body movements of virtual characters, as well as techniques that increase the realism of character motions without impinging the tractability of the character control method. In fact, the research that will be presented constitutes an elaborate realism-adding filter that can be placed between an automatically generated animation and the target character.

II. BACKGROUND IN REAL-TIME ANIMATION

There exist many different techniques to animate virtual humanoids. In this section, we will give an overview of the different approaches that exist. Both the architecture and the
The performance of any animation pipeline will be greatly influenced by the approaches that are chosen. The representation of an animation depends on its level of abstraction and the structure of the world that it is used in. At the most basic level, we consider an animation as a continuous function \( A: t \mapsto F \), where \( t \) is a timekey \( \in [ts, te] \) with \( 0 \leq ts < te < \infty \), and \( F \) is the corresponding frame of the animation. The continuity of this function is an important property, because it allows to display the object’s current state at any desired time.

Because in practice it is not possible to define an animation as a continuous function—one would need to define an infinite amount of frames—most of the animation approaches rely on key-frames. In this approach, an animation is defined by a discrete sequence of key-frames, related with a timekey. In order to go back to the original continuous function, an interpolation technique is required. The choice of the interpolation approach depends on the representation of key-frames. In the following paragraph, we will discuss a few different representations of animations. Most of the animation models are restricted to the spatial domain, but one could also imagine animations that change the color or texture of the 3D object (in the case of facial animation, think of blushing for example). In principle, any animation can be coded as a direct manipulation of the geometry of the target 3D object. However, there clearly are many disadvantages to this approach:

- it is a lot of work to develop low-level animations; this also makes it difficult to retain a reasonable level of realism;
- Animations are not easy to transfer from one model to another as the animations will be dependent on the 3D model;
- Editing the animations afterward is a difficult task; common operations on animations (scaling, masking, and so on) are difficult to apply.

Different animation techniques have been developed, that allow describing an animation in more abstract terms, while being easily adaptable to different 3D objects. Especially when one wants to develop a (semi-)automatic animation system, these techniques form a crucial part of the animation pipeline.

Another important point to consider when one conceives an animation system, is its usability from a designer point-of-view. When we look at the design process for animations, there are two commonly used techniques:

- **Manual approach**: an animation is constructed from a set of key-frames, manually designed by an animator. Many commercial packages are available characters. Since the animator has a complete control over the resulting animation, this is a very popular approach. However, unless a lot of time is invested, the realism of the resulting animation is rather low.
- **Pre-recorded animations**: an animation is recorded using a motion capture or tracking system (such as Vi-con [2] or MotionStar [3]). The MotionStar system uses magnetic tracking and it is much faster than the Vicon tracking system, which uses a multi-camera optical tracking approach. The Vicon however produces much more precise animations. This is why in many commercial applications, such as games or movies, an optical motion capture system is used to drive the character motions. A motion capture system is an excellent time-saver, because a lot less manual work is required to produce animations.

A major disadvantage of using such a system is that the animations need to be adapted so that they look good on different characters. Also, when using recorded motion clips, one must address the problem of unnatural transitions between the different clips.

For producing real-time body animations, it is common practice to work on the underlying skeleton instead of the model itself. When using a geometry-based approach, the animation model is more precise, but the animation is dependent on the model. A skeleton-based approach allows for model-and environment-independent animations as well as fewer parameters to manipulate. Our system is based on the H-Anim standard [4].

### A. Body Animation Representation

Given that a 3D Humanoid model is being controlled through a skeleton motion, it is important to choose the right representation for the transformations of the skeleton joints. The most basic representation is to define a \( 4 \times 4 \) transformation matrix that contains a translation and a rotation component, where the rotation is defined as a \( 3 \times 3 \) matrix. Transforming a skeleton joint becomes tricky when looking at the rotation component. A rotation involves three degrees of freedom (DOF), around the \( x, y \) and \( z \) axis, whereas a rotation matrix defines \( 9 \) (as a \( 3 \times 3 \)matrix). A matrix can only represent a rotation if it is orthonormalised. This means that during animation, additional operations are required to ensure the orthonormality of the matrix, which is computationally intensive. Furthermore, rotation matrices are not very well suited for rotation interpolation. Therefore, other representations of joint rotations have been proposed. For a more detailed discussion of each of the representations, we refer to Grassia [5].

Our system uses the exponential map representation. Alexa [6] has described a method using the exponential map to allow...
for transformations that are performed completely in the linear domain, thus solving a lot of problems that the previous methods are suffering from. Rotations are represented by a skew-symmetric matrix. For every real skew-symmetric matrix, its exponential map is always a rotation matrix (see for example Chevalley [7]). Conversely, given a rotation matrix $R$, there exists some skew-symmetric matrix $B$ such that $R = e^B$. The skew-symmetric matrix representation of a rotation is very useful for motion interpolation [8], because it allows to perform linear operations on rotations. A three-dimensional real skew-symmetric matrix has the following form:

$$
B = \begin{bmatrix}
0 & -c & b \\
c & 0 & -a \\
-b & a & 0
\end{bmatrix}
$$

(1)

Such an element can also be represented as a vector $r \in \mathbb{R}^3$ where:

$$
r = \begin{bmatrix}
a \\
b \\
c
\end{bmatrix}
$$

(2)

The exponential map representation $r$ represents a rotation of $\theta = \sqrt{a^2 + b^2 + c^2}$ degrees around axis $r$. The exponential of a matrix $B$ is defined by Rodrigues’ formula:

$$
e^B = I_3 + \sin \theta \frac{B}{\theta} + (1 - \cos \theta) \frac{B^2}{\theta^2}
$$

(3)

Similarly, methods exist that define how to calculate a determinant of the (multi-valued) matrix logarithm. For example, Gallier and Xu [9] present methods to calculate exponential and logarithms, also for matrices with higher dimensions.

Although the exponential map representation of orientation does allow for easy manipulation and interpolation, there are singularities in the domain. A log map can map each orientation to an infinite number of points, corresponding to rotations of $2n\pi + \theta$ about axis $v$ and $2n\pi - \theta$ about axis $-v$ for any $n \in \mathbb{N}$ [5]. Consequently, measures have to be taken to ensure that these singularities do not interfere with the interpolation.

### B. Performance Animation

Defining animations as joint rotations and translations as opposed to direct geometry manipulation, already gives a good basis for a real-time animation system. However, a higher level control is needed, since animating all the joints by hand still is a lot of work. Furthermore, it is difficult to create natural motions using only procedural methods, unless a lot of time is invested. An interesting approach is to create new motions using recorded motion data. This approach is called performance animation and its main goal is to try to combine the naturalness of recorded motions with the flexibility of procedural motion synthesis. Although recorded motions are regularly used for facial animation [10], the performance animation technique is the most popular for controlling the body.

There is a broad number of algorithms for body motion synthesis from motion data. All of these approaches are very similar at the basis. Mainly three steps are involved:

1) The first step is the segmentation of motion captured data into separate motion segments. Different researchers use different methods and criteria of segmentation, and it is performed either manually or automatically. Generally, the graph is extended with new transitions, using existing motion segments in the graph.

2) The animation segments are stored in a graph-like structure. Again the connectivity and complexity of the resulting graph depends on the method that is used.

3) Finally, new animations are constructed by traversing a path through the motion graph.

Kovar et al. [11] proposed a technique called Motion Graphs for generating animations and transitions based on a motion database. The main contribution in their technique is the automatic construction of a motion graph from a collection of pre-recorded motion segments. The graph is constructed using two operations: splitting a motion segment, and adding a transition between two motion segments. Where a segment is split depends on whether or not a transition to another motion segment is favorable according to a distance criterion. This work therefore touches an important problem that arises when one wants to compare different animations: what criterion should be used to define the distance between two body postures? Most performance animation techniques use the (weighted) joint-angle distance between two postures as a criterion. Instead of using the joint orientation differences to estimate the pose, Kovar et al. propose another distance metric. They use a point cloud that assumes the shape of the body posture. Additionally, in order to ensure the coordinate system alignment, they propose the calculation of the distance as an minimal cost problem. Although this approach allows for an appropriate distance calculation, it is computationally expensive.

Li et al. [12] propose a method that learns a motion texture from sample data. Using the motion texture, they then generate new motions. This method only synthesizes motions that are similar to the original motion. The system is mostly useful for rhythmic motions with repeating segments, such as dance. Similarly, Kim et al. [13] propose a method of control for motions, by synthesizing motions based on rhythm. Pullen and Bregler [14] proposed to help the process of building key-frame animation by an automatic generation of the overall motion of the character based on a subset of joints animated by the user. There the motion capture data is used to synthesize motion for joints not animated by the user and to extract texture (similar to noise) that can be applied on the user controlled joints. Finally, relevant work has been done by Arikan et al. [15, 16] that defines motion graphs based on an annotated motion database. They also present an automatic annotation method that can be used to segment motion capture data automatically. However, since motion captured clips often contain unwanted joint movements, clear constraints have to be defined during the annotation process.
III. BACKGROUND IN INTERACTIVE VIRTUAL HUMANS

There are several research endeavors towards the development of an IVH simulator. The BEAT system [17] allows animators to input typed text that they wish to be spoken by an animated human figure, and to obtain as output speech and behavioral characteristics. Another project at MIT that concerns gesture synthesis is REA [18]. REA (or: the Real Estate Agent) is based on similar principles as the BEAT system. The MAX system, developed by Kopp and Wachsmuth [19], automatically generates face and gesture animations based on an XML specification of the output. This system is also integrated with a dialogue system, allowing users to interact with MAX in a construction scenario. Finally, we would like to mention the work of Hartmann et al. [20], which provides for a system—called GRETA—to automatically generate gestures from conversation transcripts using predefined key-frames.

These systems produce gesture procedurally. As such, the animator has a lot of control on the global motion of the gesture, but the resulting motions tend to look mechanic. This is the effect of an interface problem that exists between high-level gesture specifications and low-level animation. When humans move their arm joints, this also has an influence on other joints in the body. Methods that can calculate dependent joint motions already exist, such as the research done by Pullen and Bregler [14]. In their work, they adapt key-framed motions with motion captured data, depending on the specification of which degrees of freedom are to be used as the basis for comparison with motion capture data. However, the method they propose is not fully automatic: the animator still needs to define the degrees of freedom of the dependent joints.

Recent work from Stone et al. [21] describes a system that uses motion capture data to produce new gesture animations. The system is based on communicative units that combine both speech and gestures. The existing combinations in the motion capture database are used to construct new animations from new utterances. This method does result in natural-looking animations, but it is only capable of sequencing pre-recorded speech and gesture motions. Many IVH systems use a text-to-speech engine, for which this approach is not suitable. Also, the style and shape of the motions are not directly controllable, contrary to procedural animation methods.

In the following sections, we will present our approach to modeling and animating Interactive Virtual Humans. We will discuss our MIRAnim animation engine, which is capable of handling any type of motion. Then we will show a selection of techniques for realistic motion synthesis from motion capture data, while retaining much of the flexibility of procedural motion synthesis methods.

IV. THE MIRANIM ANIMATION ENGINE

In this section, we will present our animation engine, called MIRAnim [22]. The main architecture of the animation engine is a multi-track approach, where several animation streams need to be blended into a final animation. There has been quite some research in motion blending. Perlin [23] was one of the first to describe a full animation system with blending capabilities based on procedurally generated motions. There are several researchers who have used weight-based general blending to create new animations [24, 25]. There have also been several efforts to apply motion blending not directly on the joint orientation domain. For example, Unuma et al. [26] perform the motion blending in the Fourier domain and Rose et al. [27] used space time optimization to create transitions that minimize joint torque. Kovar et al. [28] use registration curves to perform blending. Their approach automatically determines relationships involving the timing, local coordinate frame, and constraints of the input motions. Blend-based transitions have been incorporated into various systems for graph-based motion synthesis [25, 11].

A. Animation Representation

The basic animation representation in our system is based on a Principal Component Analysis (PCA) of existing motion data. A method like PCA can determine dependencies between variables in a data set. The result of PCA is a matrix (constructed of a set of eigenvectors) that converts a set of partially dependent variables into another set of variables that have a maximum independency. The PC variables are ordered corresponding to their occurrence in the data set. Low PC indices indicate a high occurrence in the dataset; higher PC indices indicate a lower occurrence in the dataset. As such, PCA is also used to reduce the dimension of a set of variables, by removing the higher PC indices from the variable set. We will use the results of the PCA later on for synthesizing the dependent joint motions (see Section IV-D). For our analysis, we perform the PCA on a subset of H-Anim joints. In order to do that, we need to convert each frame of the animation sequences in the data set into an N-dimensional vector.

For representing rotations, we use the exponential map representation [5]. Using the exponential map representation for a joint rotation, a posture consisting of m joint rotations and a global root translation can be represented by a vector \( v \in R^{3m+3} \). In our case, one frame is represented by 25 joint rotations and one root joint translation, resulting in a vector of dimension 78. We have applied a PCA on a large set of motion captured postures, resulting in a PC space of equal dimension.

B. Animation Engine Structure

The goal of our animation engine is to provide for a generic structure that allows for the implementation of different blending strategies. This is especially important, since our animations use different representations, depending on the application. Additionally, in the final system, we will need to perform blending operations on both body and face animations, which are two completely different animation formats that require different blending strategies. The approach that we will present in this Section is suitable for any of the previously discussed blending approaches. A large set of blending tools,
for example time warping, splitting, fading, and so on are available. The advantage of using this generic approach is that once a blending tool has been defined, it can be used for any type of animation, regardless of its structure. In order to be able to use these blending tools, only an interface needs to be provided between the data structure used for blending, and the original animation structure. An overview of the blending engine is provided in Fig. 2.

The basic structure used in the blending engine is the so-called Blendable Object interface. A blendable object is the representation of an animation that can be blended with other animations. A blendable object is defined as a function $A: t \rightarrow F$, where $t$ is a timekey $\in [t_s, t_e]$ with $0 \leq t_s < t_e < \infty$, and $F$ is the corresponding key-frame of the animation. A frame in the blending engine is called an Abstract Frame. An abstract frame consists of a number of elements, called Abstract Frame Element objects. Each of these elements is a list of floating point values. For example, in the case of body animations, an Abstract Frame Element could be a list of 4 floating points, representing a quaternion rotation, or a list of 3 floating points, representing a 3D translation. An abstract frame could then consist of a combination of abstract frame elements that are either translations or rotations. In the case of facial animation, the abstract frame element could be a list of 1 floating point, representing a FAP value in the MPEG-4 standard [29].

In order to provide for a higher flexibility, the blending engine accepts blendable objects with or without a fixed duration. The latter type is especially practical in the case of playing an animation controlled by a motion synthesizer. Since these animations are generated on-the-fly, the duration of the animation may not be known at run-time.

A structure is now required that can take a number of such ‘animation tracks’ and blend them according to different parameters. The parameters are defined through the BlendingParams interface. The most basic parameter used for blending is a weight value to be used for blending. In addition to a list of weights, the BlendingParams interface also provides for a list of scalings. The evolution of the weights and scalings over time is governed by a parametrizable curve. Fig. 3 shows some examples of curves that can be chosen. Different types of BlendingParams objects can be multiplexed, and custom blending parameter objects can be defined. For example, a custom BlendingParams object can be created for body animations, that defines a joint mask. When multiplexed with a weight curve BlendingParams object, this results in a set of curves defined for each joint in the mask. Any arbitrary combination of such blending parameters is possible, allowing for a flexible blending parameterization scheme. Here, also the advantage of the independency of the blending strategy comes forward. Once a blending parameter feature such as curve base -d blending is implemented, it can be used for any type of animation.

The BlendingParams object, together with the Blendable Object, form a BlendingAction object. This object has a flag indicating if it should be rendered outside the timekey domain of the blendable object source. This flag is useful when linking the system with a motion synthesizer, where frames are created during run-time, independent of the current length of the animation.

The final step in obtaining a mix of different BlendingAction objects requires a structure that allows for activating and deactivating different animations according to the blending parameters. This structure is called a BlendingSchedule. A blending schedule consists of a list of BlendingAction objects. Each blending action is associated with a timekey, which defines the time that the blending action should start.

The actual blending itself happens in the Frame Blender object. This object is by default a linear blender, but it can be replaced by a more complex blender, that allows for example blending of other—non-linear—data structures, such as quaternions. This blender can also be replaced if there are different types of frame elements in the same frame, like for example translations (linear) and rotations (non-linear).

The Blending Schedule is again a blendable object. This allows for performing animation blending on different levels, with local blending parameters. When key-frames are obtained from the blending schedule, they are rendered in real-time as a result of the different activated actions and their blending parameters. So, blending actions can be added and removed from the blending schedule during runtime, resulting in a flexible animation blender, adaptable in real-time. In order to optimize performance, a cache is maintained of previously rendered frames.

In addition to the basic data structures and tools used for blending animations, the blending engine also provides for a few extensions that allow to further parameterize the animation and blending process. For example, modifiers can be defined which act as a wrapper around blendable objects. Examples of such modifiers are time stretching, flipping, or looping of animations. Again, custom modifiers can be defined for different animation types. To give an example in the case of body animations: a modifier is available that performs a global transformation on the whole animation. Any sequence of modifiers can be used, since modifiers are again blendable objects.
C. Automatic Idle Motion Synthesis

An important aspect of an animation system is how to deal with a scenario where several animations are played sequentially for various actors. In nature there exists no motionless character, while in computer animation we often encounter cases where no planned actions, such as waiting for another actor finishing his/her part, is implemented as a stop/frozen animation. A flexible idle motion generator [30] is required to provide for realistic motions even when no action is planned. In the recorded data, we have observed two important types of idle behaviors:

1) Posture shifts: this kind of idle behavior concerns the shifting from one resting posture to another one. For example, shifting balance while standing, or go to a different lying or sitting position.
2) Continuous small posture variations: because of breath -ing, maintaining equilibrium, and so on, the human body constantly makes small movements. When such movements are lacking in virtual characters, they look significantly less lively.

1) Balance Shifting: Humans needs to change posture once in a while due to factors such as fatigue. Between these posture changes, he/she is in a resting posture. We can identify different categories of resting postures, such as in the case of standing: balance on the left foot, balance on the right foot or rest on both feet. Given a recording of someone standing, we can extract the animation segments that form the transitions between each of these categories. These animation segments together form a database that is used to synthesize balancing animations. In order for the database to be usable, at least one animation is needed for every possible category transition. However, more than one animation for each transition is better, since this creates more variation in the motions later on. In order to generate new animations, recorded clips from the database are blended and modified to ensure a smooth transition. For selecting compatible animation segments, we define a distance criterion as a weighted distance between PC vectors [30]:

\[ d_{pq} = \sqrt{\sum_{i=1}^{N} w_i \cdot (p_i - q_i)^2} \]

(4)

The weight values \( w_i \) are chosen as the eigenvalues found during the PCA. Because the PC space is linear, calculating this distance can be done as fast (or faster) as the previously mentioned joint-based methods. However, the use of the PC space has another property that will allow for a significant speedup of the distance calculation: the dimension reduction. Since higher PCs represent lesser occurring body postures, they are mostly 0 and therefore they do not contribute significantly to the distance factor. This means that by varying the amount of PCs used, we can look for a reasonable trade-off between speedup and precision.

Once the transitions between the different postures have been calculated, the creation of new animations consists of simply requesting the correct key frame from the database during the animation. This means that the database can be used to control many different virtual humans at the same time. For each virtual human, a different motion program is defined that describes the sequence of animation segments that are to be played. This motion program does not contain any real motion data but only references to transitions in the database. Therefore it can be constructed and updated on-the-fly.

2) Continuous Small Posture Variations: Apart from the balance shifting postures, small variations in posture also greatly improve the realism of animations. Due to factors such as breathing, small muscle contractions etc., humans can never maintain the exact same posture. As a basis for the synthesis of these small posture variations, we use the Principal Component representation for each key-frame. Since the variations apply to the Principal Components and not directly to the joint parameters, this method generates randomized variations that still take into account the dependencies between joints. Additionally, because the PCs represent dependencies between variables in the data, the PCs are variables that have maximum independency. As such, we can treat them separately for generating posture variations. The variations can be generated either by applying a Perlin noise function [32] on the PCs or by applying the method that is described in our previous work [30].

D. Automatic Dependent Joint Motion Synthesis

As discussed in Section III, body gesture synthesis systems often generate gestures that are defined as specific arm movements coming from a more conceptual representation of gesture. Examples are: ‘raise left arm’, ‘point at an object’, and so on. Translating such higher level specifications of gestures into animations often results in motions that look mechanic, since the motions are only defined for a few joints, whereas in motion captured animations, each joint motion also has an influence on other joints. For example, by moving the head from left to right, some shoulder and spine movements normally occur as well. However, motion captured animations generally do not provide for the flexibility that is required by gesture synthesis systems.

Such systems would greatly benefit from a method that can automatically and in real-time calculate believable movements for the joints that are dependent on the gesture. We will present a method that uses the Principal Components to create more natural looking motions, in real-time [33].

The Principal Components are ordered in such a way that lower PC indices indicate high occurrence in the data and higher PC indices indicate low occurrence in the data. This allows for example to compress animations by only retaining the lower PC indices. Animations that are close to the ones that are in the database that was used for the PCA, will have higher PC indices that are mostly zero (see Fig. 4) for an example. An animation that is very different from what is in the database, will have more noise in the higher PC indices to compensate for

\[ \text{In the current configuration this segmentation is done manually, however automatic segmentation methods also exist [31].} \]
If one assumes that the database that is used for the PCA is representative for general motions that are expressed by humans during communication, then the higher PC indices reflect the part of the animation that is ‘unnatural’ (or: not frequently occurring in the animation database). When we remove these higher PC indices or apply a scaling filter (such as the one displayed in Fig. 6), this generates an error in the final animation. However, since the scaling filter removes the ‘unnatural’ part of the animation, the result is a motion that actually contains the movements of dependent joints. By varying the PC index where the scaling filter starts, one can define how close the resulting animation should be to the original key-framed animation.

To calculate the motions of dependent joints, only a scaling function has to be applied. Therefore this method is very well suited for real-time applications. A disadvantage is that when applying the scaling function onto the global PC vectors, translation problems can occur. In order to eliminate these translation artefacts, we have also performed a PCA on the upper body joints only (which does not contain the root joint translation). The scaling filter is then only applied on the upper body PC vector. This solution works very well since in our case, the dependent joint movements are calculated for upper body gestures only, whereas the rest of the body is animated using the idle motion engine. Fig.7 shows some examples of original frames versus frames where the PC scaling filter was applied.

V. INTERACTIVE VIRTUAL HUMANS

In many Interactive Virtual Humans systems, a dialogue manager generates responses that define the desired speech and face/body movement of the character on a high level. Our system produces output phrases that are tagged with XML. These tags indicate where a gesture should start and end. There are many different representation languages for multimodal content, for example the Rich Representation Language (RRL) [34] or the Virtual Human Mark-up Language (VHML)[35]. In this section, we will give an example of how such a representation language can be used to control gesture sequences in our system. For testing purposes, we have defined a simple tag structure that allows for the synchronized playback of speech and non-verbal behavior. An example of a tagged sentence looks like this:

\[
\text{<begin_gestureid="g1"anim="shake head"/>Unfortunately, I have <begin_gestureid="g2"anim="raise shoulders"/> no idea <end_gestureid="g2"/> what you are talking about <end_gestureid="g1"/>}
\]

Within each gesture tag, an animation ID is provided. When the gesture animation is created, these animations are loaded from a database of gestures—also called a Gesticon [34]— and they are blended using the previously described blending
The timing information is obtained from the text-to-speech system. Although this is a very rudimentary system, we believe that this way of generating gestures can easily be replaced with another, more elaborate gesture synthesizer, since the animation system is completely independent of what happens on the gesture construction level. The animation system only activates actions at given times with specified animation lengths and

\[ C_\alpha(x) = e^{-\alpha|x-0.5|} - 2|x - 0.5|^\alpha e^{-\alpha} \]  

(6)

Two different examples of the \( C_\alpha(x) \) dominance function are given in Fig. 9. For each viseme, the value of the \( \alpha \) parameter can be chosen. Also, the weight of each function, as well as its spread (overlap) can be defined for each viseme.

Because of the generic structure of the MIRAnim engine (see Section IV), it is a simple task to create the facial animation from the viseme timing information. We define an area. By blending the different facial animation tracks, the final animation is obtained.

\[ f(x) = e^{-\alpha x} - x \cdot e^{-\alpha} \]  

(5)

where \( 0 < \alpha < \infty \). The parameter \( \alpha \) governs the shape of the curve. Fig.8 shows the curve for different values of \( \alpha \). Using this base function, the final coarticulation dominance function is defined as follows:

A. Creating Facial Animation

In this section, we will shortly explain the techniques used to create the facial animation from the output text and speech. The output text is first converted into a speech signal by the text-to-speech engine. At the basic level, speech consists of different phonemes. These phonemes can be used to generate the accompanying face motions, since every phoneme corresponds to a different lip position. The lip positions related to the phonemes are called visemes. There are not as many visemes as phonemes, because some phonemes revert to the same mouth position. For example, the Microsoft Speech SDK defines 49 phonemes, but only 21 different visemes. For each viseme, the mouth position is designed using the MPEG-4Face Animation Parameters (FAPs). Constructing the facial motion is achieved by sequencing the different mouth positions, taking into account the speech timing obtained from the TTS engine. An important issue to take into consideration when creating facial speech is coarticulation, or: the overlapping of phonemes/visemes. Generally, coarticulation is handled by defining a dominance function for each viseme. For example, Cohen and Massaro [36] use this technique and they define an exponential dominance function. Similarly, we use the following base function to construct the coarticulation curve:

\[ C_\alpha(x) = e^{-\alpha|x-0.5|} - 2|x - 0.5|^\alpha e^{-\alpha} \]  

(6)

Blending parameters. Although our current testing system only generates gestures in synchrony with speech, this is not a limitation of the animation system. The animation system is capable of handling any set of actions at any time, even without speech.

B. Creating Body Animation

Very similar to facial animation synthesis, the body animation is also partly generated from the tagged text. The same definition is employed for the body animation tags. An example of a body animation in combination with speech is given as follows:

**<begin_gesture id="g1" anim="hello"/>**Hello, **<end_gesture id="g1"/>** how are you doing today?

Similar to the facial animation synthesis, the TTS timing information is used to plan the length of the gesture motions. A blending fade-in and fade-out is applied on the gesture motions in order to avoid unnatural transitions. Also, the automatic dependent joint motion filter explained in Section IV-D is applied on the gesture signal. The filter is applied on the upper body and starts fading out at PC index 20 with a mute for PCs >30(of a total of 48).

Next to the gesture motions, the idle motion engine is
running continuously, therefore providing the IVH with continuous idle motions. In order to obtain the final animation, the resulting idle motions and the gesture motions with dependent joint movements are blended on-the-fly by the MIRAnim engine. Fig. 11 shows some examples of full body postures obtained using our approach.

VI. CONCLUSION

We have presented MIRAnim, a robust and flexible animation engine for controlling both the face and body of a virtual character. We have shown an efficient animation representation, in combination with a set of techniques for improving the realism of gesture motions, by applying a scaling filter as well as a blending operation with full body postures obtained from motion capture data. We have shown how the animation engine is controlled in order to produce natural face and body motions in real-time. The range of possible applications for our system is not limited to Interactive Virtual Human simulation. The generic animation system could for example also be employed to control avatars. Most of the techniques presented in the paper can separately improve the efficiency of various animation tasks that needed to be done manually beforehand.

More complex actions, such as running, ducking, jumping or sitting down, are very difficult to control from tagged text. A more generic action selection mechanism needs to be developed that can control such types of motions, but that is still flexible enough.

Most virtual humans are 3D geometrical models, whose motion is controlled by manipulating a skeleton. The ‘inside’ of these virtual humans is empty. A real challenge would be to model this ‘inside’ part of a virtual human. Human beings adapt their behavior according to many different physiological signals. These signals do not only affect the behavior of humans, but it also affects our appearance, for example blushing, sweating, crying, and so on. These physiological processes form a key part of our expressions and behavioral system, but there is almost no research addressed to modeling these signals as an integral part of virtual human behavior. Additionally, more basic motivators such as hunger or sleepiness could be implemented. As a final result, a virtual human will not cease to exist when an application is terminated, but he/she will go to sleep or do other things, which in turn would inspire new conversations with the user when the application is launched again.
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