Physics and data informed neural networks for two-dimensional turbulence
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Turbulence remains a problem that is yet to be fully understood, with experimental and numerical studies aiming to fully characterise the statistical properties of turbulent flows. Such studies require huge amount of resources to capture, simulate, store and analyse the data. In this work, we present physics-informed neural network (PINN) based methods to predict flow quantities and features of two-dimensional turbulence with the help of sparse data in a rectangular domain with periodic boundaries. While the PINN model can reproduce all the statistics at large scales, the small scale properties are not captured properly. We introduce a new PINN model that can effectively capture the energy distribution at small scales performing better than the standard PINN based approach. It relies on the training of the low and high wavenumber behaviour separately leading to a better estimate for the full turbulent flow. With 0.1% training data, we observe that the new PINN model captures the turbulent field at inertial scales leading to a general agreement of the kinetic energy spectra upto eight to nine decades as compared with the solutions from direct numerical simulation (DNS). We further apply these techniques to successfully capture the statistical behaviour of large scale modes in the turbulent flow. We believe such methods to have significant applications in enhancing the retrieval of existing turbulent data sets at even shorter time intervals.
I. INTRODUCTION

Turbulent flows occur widely in many different fields, from industrial flows to naturally occurring flows such as in geophysical and astrophysical systems where energy is distributed across a continuous range of scales. Understanding and controlling turbulence is also of paramount importance in many industrial applications such as in aerospace, automotive domains, to name a few. DNS has been a mainstay for simulating turbulent flows in such systems. We generally rely upon generating large amount of data before we can understand qualitative and quantitative features of turbulence. Nevertheless, limitation of memory and computing power persists at large Reynolds numbers and to study the statistical properties of turbulence requires long duration of simulations. Experimental studies can achieve much higher Reynolds numbers and can study turbulence for longer duration, but limitations exist on acquiring velocity and pressure fields over the whole domain.

Recently there has been a surge of data based approaches that are used for studying turbulence that is gaining importance as an alternative or as an enhancement to the existing methods. A recent work by Duraisamy, Iaccarino, and Xiao reviews many methods based on machine learning for turbulence modelling and remarked that there will be a surge in data-driven modelling. Standard computational fluid dynamic (CFD) models, especially direct numerical simulations (DNS) demand high computational cost as they involve resolving turbulence down to its smallest scales.

Usually data based approaches do not take into account the underlying physical laws of the system. Many a times, these data-based approaches also suffer drawbacks of sparse training data. Even techniques like Gaussian Process Regression (GPR) can face challenges when the system is highly nonlinear as observed in Raissi, Perdikaris, and Karniadakis. One such method which alleviates these drawbacks and limitations is the physics-informed neural network (PINN) which was introduced by Raissi, Perdikaris, and Karniadakis, Karniadakis et al. The information of the governing equations of the system along with the boundary and initial conditions are used in the definition of the loss function which the neural network tries to minimise. The effect of adding such additional information leads to the penalizing of nonphysical solutions. It has been successfully shown to perform well in recent studies. Another concept of using separate PINN for each set of governing equations is also shown to perform better than a single PINN model for the entire system. While PINN models have successfully reproduced steady or time periodic behaviour of different systems, their performance in the chaotic or turbulent regime is still not
fully explored. In fact, Karniadakis et al.\textsuperscript{10} mentions the limitation of PINN in studying multiscale phenomena and they suggest that new techniques are required such as xPINNs\textsuperscript{14} to handle such problems.

Standard PINN based methods for turbulence therefore has shown difficulty in reproducing DNS solutions, especially when the Reynolds numbers are high. The main difficulty arises from the necessity of large training points and neural network architectures which demand models that can run only on multi-GPU resources\textsuperscript{12}. One possible way to overcome this difficulty is to use some training data points from existing solution from experiments or CFD simulations\textsuperscript{11}. Recently, turbulent flows\textsuperscript{12,15} in reduced domains have been studied using PINN based methods with a small percentage of training data. In the work of Jin et al.\textsuperscript{12}, such a PINN model is used for solving a sub-domain of a fully turbulent channel flow problem. They clearly show that PINN can be used in such cases to sustain turbulence over long periods of time and can also reproduce some of the turbulent features. Cai et al.\textsuperscript{16} also use PINN to recover time evolving flow fields based on experimental data. Alternatively, PINN has also been used to reduce the amount of training data\textsuperscript{17} to produce super-resolution solutions of low-resolution turbulence simulation data using deep learning methods.

The question still remains whether PINN based methods can capture the global behaviour of turbulence. More specifically can such methods resolve and capture the fluctuations across many spatial and temporal scales that are present in turbulent flows. Along with existing standard CFD approaches, these methods can augment them by improving the computational efficiency. With these expectations in mind, we use the methodology of PINN for studying and understanding two-dimensional turbulence. We characterize the turbulent solutions obtained from the PINN based methods and show how such methods can be used to study large scale temporal dynamics. We are interested in developing a neural network that can reproduce the flow features by providing sparse training data which comprises of data from initial conditions, boundary conditions and some spatio-temporal points from the interior domain of the DNS solution, similar to the method used in Arzani, Wang, and D’Souza\textsuperscript{11}, Lucor, Agrawal, and Sergen\textsuperscript{15}. Apart from this approach which we call PINN-1, we also introduce another way of training the neural network using spectral decomposition of training data which we name as PINN-2. We then proceed to demonstrate solutions of these PINN based methods which can satisfactorily reproduce the statistics of two-dimensional turbulent flows. We will also discuss where the results differ from DNS solutions and how such PINN based methods can be useful to study turbulent flows.
II. METHODS

A. Physics-informed neural networks

With the advent of PINN, the physical laws of the fluid dynamical system, namely the Navier-Stokes equations are enforced as constraints on the neural network. This has proven to be a powerful technique to obtain reasonably accurate solutions when compared to traditional CFD solvers. They particularly do well even when the problem setup has missing boundary conditions or parameters using training data points, from experiments or simulations. In this work, we use the PINN framework to study turbulence in a two-dimensional domain. The boundary conditions are kept periodic in this study but it can be easily extended to other types of domains and boundary conditions. Apart from its physical significance to the problem at hand, we were also motivated to look at such a boundary condition for turbulent flow in the PINN framework based on the remarks in Jin et al.

The general Navier-Stokes equation describing flow physics has the following structure, written in terms of the velocity variable $\mathbf{u}$ in a domain $\Omega$ as,

$$\partial_t \mathbf{u} = \mathcal{M} \mathbf{u} + \mathcal{N}(\mathbf{u}),$$

(1)

where $\mathcal{N}$ is the nonlinear operator and $\mathcal{M}$ is the linear operator. $\mathbf{u}(\mathbf{x}, 0)$ is the initial condition and the equations satisfy a set of boundary conditions denoted by $BC$. Using the technology of automatic differentiation via the neural network graph structure, the linear and nonlinear terms are calculated. For accurate neural network based approximation of the solution, a loss function has to be minimized. Although we have a well-posed problem, we take some sparse training data from the interior of the domain $\Omega$ as we are trying to model flows at high Reynolds number. Such flows will involve fluctuations across different spatial and temporal scales leading to a necessity to train the neural network with large initial and boundary training data. This leads to the requirement of more computational resources, for example, codes that can run on multi-GPUs. Hence, we try to overcome this difficulty by providing training data from the interior of the problem domain $\Omega$.

The equation loss $\mathcal{L}_{eqn}$ is given as:

$$\mathcal{L}_{eqn} = \frac{1}{N_{eqn}} \sum_{n=1}^{N_{eqn}} |\partial_t \mathbf{u}(\mathbf{x}_n^e, t_n^e) - \mathcal{M} \mathbf{u}(\mathbf{x}_n^e, t_n^e) - \mathcal{N}(\mathbf{u}(\mathbf{x}_n^e, t_n^e))|^2,$$

(2)
where \((x^e, t^e)\) denote the collocation points where equation loss is calculated and \(N_{eqn}\) denotes the total number of these collocation points. The boundary and initial condition loss functions are given as:

\[
L_{BC} = \frac{1}{N_{BC}} \sum_{n=1}^{N_{BC}} G(u(x^b_n, t^b_n)),
\]

\[
L_{ini} = \frac{1}{N_{ini}} \sum_{n=1}^{N_{ini}} |u(x^i_n, 0) - u^e(x^i_n, 0)|^2,
\]

where \((x^b, t^b)\) are collocation points on the boundaries where the boundary loss is trained and \((x^i, t^i)\) are collocation points where the initial condition loss is trained. \(N_{BC}\) denotes the number of collocation points on the boundaries and \(N_{ini}\) denotes the number of collocation points at initial time. \(u^e(x, 0)\) is the initial conditions for the set of equations in (1). The function \(G\) is a positive definite function which is a measure of the deviation of the predicted solution from the imposed boundary conditions. For the current problem of two-dimensional turbulence in a periodic box, the function \(G\) can be defined as follows,

\[
G(u(x^b_n, t^b_n)) = |u(x^b_n, t^b_n) - u(x^b_n + L\hat{e}, t^b_n)|^2 + |
\nabla u(x^b_n, t^b_n) - \nabla u(x^b_n + L\hat{e}, t^b_n)|^2,
\]

where \(L\) represents the length period along \(x, y\) directions and \(\hat{e}\) represents the unit vector which is along the \(x\) or the \(y\) direction depending on the boundary point \(x^b_n\). The final loss that we compute is the Loss data \(L_{data}\) which measures the deviation of the predicted solution from the exact solution at the interior points in the domain. It is defined as,

\[
L_{data} = \frac{1}{N_{data}} \sum_{n=1}^{N_{data}} |u(x^d_n, t^d_n) - u^e(x^d_n, t^d_n)|^2,
\]

where \((x^d, t^d)\) are collocation points for training the system on a sparse set of interior points and \(u^e\) denotes the exact solution which is obtained either from DNS or from experimental data. \(N_{data}\) is the number of collocation points for training on data of interior points. The total loss is thus given by:

\[
L_{tot} = \lambda_1 L_{ini} + \lambda_2 L_{data} + \lambda_3 L_{eqn} + \lambda_4 L_{BC}.
\]
FIG. 1: Figure shows the different set of collocation points in the computational domain where equation losses (in ▲), data losses (in ●) and boundary losses (in ★) are calculated. For the purpose of clarity, the collocation points corresponding to initial loss is not shown.

of the flow field where the solution is computed using the PINN model. The collocation points where the different losses are computed are shown in different symbols and colors.

The inputs to the neural network are the spatial and temporal coordinates \((x, t)\). According to Goodfellow, Bengio, and Courville\(^\text{[21]}\), each network layer output is given as:

\[
z_l = \sigma_l(z_{l-1} W_l + b_l),
\]

where, \(l\) is the layer number, \(W\) represents the weight, \(b\) the bias and \(\sigma_l\) is the activation function. The weights and biases are optimized so as to minimize the total loss \(L_{tot}\). A gradient-based optimizer is used to perform the optimization\(^\text{[22]}\), namely Adam optimizer\(^\text{[23]}\) is used for the first set of iterations and then we use L-BFGS-B\(^\text{[24]}\) for the remaining iterations until the set tolerance value is reached.

B. Turbulence in periodic box

We study forced dissipative turbulence in a doubly periodic domain of dimensions \((x, y) \in [0, L] \times [0, L]\). The governing equation written in terms of the streamfunction \(\psi\) is given by,

\[
\partial_t \Delta \psi + J(\Delta \psi, \psi) = \nu \Delta^2 \psi - \alpha \Delta \psi + \Delta f_{\psi},
\]

where \(f_{\psi}\) is the forcing which drives the fluid motion and \(\nu\) is the viscosity while \(\alpha\) is the large scale friction. \(J(\Delta \psi, \psi)\) denotes the Jacobian given by \(J(f, g) = \partial_x f \partial_y g - \partial_x g \partial_y f\). The forcing is
chosen to be the Kolmogorov forcing $f_\psi = f_0 \cos (k_f y)$ where $k_f$ is the forcing wavenumber. Eq. 9 with a spatial forcing, viscous dissipation and a large scale damping term is typically used to study two-dimensional turbulence.\cite{25, 27}

The velocity field and the vorticity field can then be calculated from the streamfunction using $u = \nabla \times (\psi e_z)$, $\omega = -\Delta \psi$ respectively. The RMS velocity is denoted by $U$ and is defined as

$$U = \sqrt{\langle u^2(x,t) \rangle_{x,t}}$$

where $\langle \cdot \rangle_{x,t}$ denotes the spatial and temporal averaging. The Reynolds number is defined using the RMS velocity $U$, the length scale $L$ and the viscosity $\nu$ as $Re = UL/\nu$. Similarly for the large scale friction parameter $\alpha$, we can define a large scale Reynolds number $Rh = U/(\alpha L)$. Two-dimensional turbulence shows an inverse cascade of energy and a forward cascade of enstrophy. Thus we need to resolve both the scales above the forcing scale and the scales below the forcing scale. We will look at both global and local quantities to study the statistical properties of turbulence. The energy $E(t) = U(t)^2$ and the enstrophy $\mathcal{E}(t) = \left\langle \left( \nabla \times (\psi(x,t) e_z) \right)^2 \right\rangle_{x,t}$ are conserved in the absence of dissipation and forcing. The two-dimensional Fourier transform of the velocity field $u(x,t)$ is defined as,

$$\hat{u}(k,t) = \sum_{x_n=0}^{L} \sum_{y_n=0}^{L} u(x_n,t) \exp(-i k \cdot x_n),$$

with $k = (k_x, k_y)$ denoting the wavenumber vector. We then define the Energy spectra denoted by $E(k,t)$ as,

$$E(k,t) = \sum_{|k| = k} |\hat{u}(k,t)|^2.$$ 

C. Pseudospectral approximation

The equations are solved via a pseudo-spectral method using Fourier basis functions, see Eq. (10). Time-marching is done using the four step third order Runge Kutta scheme (ARS443)\cite{28} and the aliasing errors are removed with the two-third dealiasing rule. The domain is discretized into $N_x \times N_y$ points with $N_x$ along the $x$ direction and $N_y$ along the $y$ direction. The pseudo-spectral solver is written in CUDA-based python code which is run on a GPU card. The resolution of the simulation is chosen based on the Reynolds number of the flow, for the maximum Reynolds number of 4000 we have used a resolution of 512$^2$. 
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FIG. 2: Physics-informed neural network layout for PINN-1.

FIG. 3: Physics-informed neural network layout for PINN-2. The underscore letters "l" and "h" represent low and high wavenumbers.
III. PINN BASED MODELS

We construct two different PINN based models for our study. In both the approaches, we use the
standard PINN model and on top of that we use some training data from the interior of the domain
\((x, y)\) at certain time intervals\(^{[13]}\). We will refer to this neural network as PINN-1 and it’s layout is
shown in Fig. 2. The output from the neural network is the predicted time evolving streamfunction
and pressure fields which automatically satisfies the incompressibility condition. As for the second
approach, we construct the neural network based on our understanding of the energy spectrum
of turbulence. We know that the energy spectrum consists of a continuous distribution of energy
across different length scales. We then construct neural networks for the low and high wavenumber
parts where the training data which is fed to the network are from the low and high wavenumber
components respectively. Previous study by Hu et al.\(^{[14]}\) shows that splitting the training data in
the physical domain can lower the value of overall loss function and is able to better predict the
system. Motivated by their study, we do a decomposition in the spectral domain of the training data
into low and high wavenumber components. It is known that a simple co-ordinate based selection
of points leads to a good prediction of low-wavenumber behaviour while the high wavenumber
modes are not captured\(^{[29]}\). We expect that the high wavenumber part of the flow will be better
captured by this neural network architecture of separate networks for low and high wavenumber
components.

The neural network layout for this approach is shown in Fig. 3 and we refer to it as PINN-2. As shown in the Fig. 3, the inputs for the pair of low and high wavenumber neural networks
is the same set of sampling points \((x, y, t)\). The outputs from each of these neural networks are
the predicted streamfunction and pressure fields corresponding to the low and high wavenumber
parts. These outputs are further combined into the total streamfunction and pressure fields. These
combined fields are then used for training on the equation and boundary conditions. However,
initial and data losses are separately calculated for the low and high wavenumbers separately and
added together to give the final \(L_{ini}\) and \(L_{data}\). The data and initial fields that are fed into the two
neural networks (low and high) does not have any overlap in the spectral space but the outputs
from these neural networks have an overlap in the spectral space due to the nonlinearity of the
neural networks. The cutoff wavenumber \(k_c\) for the PINN-2 model is a parameter which separates
the low and high wavenumber part of the flow field. The total loss for the model with low and
high wavenumber networks will have the same expression as Eq. \(\ref{eq:7}\), except that the individual
losses $\mathcal{L}_{\text{ini}}$ and $\mathcal{L}_{\text{data}}$ are defined for PINN-2 as $\mathcal{L}_{\text{ini}} = (\mathcal{L}_{\text{ini}})_l + (\mathcal{L}_{\text{ini}})_h$ and $\mathcal{L}_{\text{data}} = (\mathcal{L}_{\text{data}})_l + (\mathcal{L}_{\text{data}})_h$. Here $(\mathcal{L}_{\text{ini}})_l$ represents the initial loss calculated for the low-wavenumber network while $(\mathcal{L}_{\text{ini}})_h$ represents the initial loss for the high-wavenumber network, their definitions remain the same as the one for $\mathcal{L}_{\text{ini}}$, see Eq. (4). Similarly $(\mathcal{L}_{\text{data}})_l$, $(\mathcal{L}_{\text{data}})_h$ represent the data loss calculated for the low and high wavenumber networks respectively. Their definitions remain the same as the one for $\mathcal{L}_{\text{data}}$, see Eq. (6). One can in-principle extend this idea to construct multiple cutoff wave-numbers, for example, we can construct high, mid and low-wavenumber network models. We leave such extensions for future studies.

We see that the definitions of the Loss function for the two PINN networks, PINN-1 and PINN-2 are different since loss initial $\mathcal{L}_{\text{ini}}$ and loss data $\mathcal{L}_{\text{data}}$ are calculated twice for PINN-2. We will find the best performing networks in each case separately and then proceed to compare with the DNS results. It should be noted that the structure of the neural network in PINN-2 can support different number of neurons, layers for the low and high wave number networks. Since the number of weight parameters and biases depend on the number of neurons and layers, we can thus control the number of these parameters for low and high wavenumber networks independently.

IV. RESULTS AND DISCUSSION

We fix the forcing amplitude $f_0 = 1$ and the forcing wavenumber to be $k_f L = 8\pi$. Starting from an arbitrary initial condition the forced two-dimensional turbulence leads to a statistical stationary state after an initial transience. We choose a set of $\nu, \alpha$ that leads to a Reynolds number of $Re \approx 4.2 \times 10^3$ and a large scale Reynolds number of $Rh \approx 2.1$ which is used as a database for the entire study. We will focus our attention on this statistical stationary state of turbulence to develop our PINN based model. The aim of the model is to capture the statistical properties of the turbulent flow over a fixed time interval for different temporal and spatial scales. We will first identify the best performing neural network and then proceed to compare it with DNS.

A. Results from PINNs: training & hyperparameter search

We define the hyperparameters, see in Table[I], over which different neural networks are trained. In the first row of the table, the number of neurons for the PINN-2 model is defined as $(n_{\text{low}}, n_{\text{high}})$ where $n_{\text{low}}$ is the number of neurons in the low wavenumber network and $n_{\text{high}}$ is the number of
TABLE I: Hyperparameters

| Parameters     | PINN-1                    | PINN-2                    |
|----------------|---------------------------|---------------------------|
| Num. neurons   | 250, 300, 350, 400        | (100,150), (50,250), (100,250), (250,250), (100,350) (low,high) |
| Num. layers    | 5, 7                      | 5, 7                      |
| Num. training data | 0.1%, 0.2%, 0.4%         | 0.1%, 0.2%, 0.4%          |

neurons in the high wavenumbers network. Losses from equation and boundary are minimized at 81 instances in the time interval \( t \in [0, T] \) with equally spaced time-steps of \( T/80 \). The data losses are minimized only from 21 equally spaced snapshots with time steps of \( T/20 \), while the initial loss is computed from \( t = 0 \). We will denote these 21 time instances where the data or initial condition is provided as training times. The rest 60 time instances are denoted as testing times since interior data is not provided to the PINN model and we plan to compare the performance of the PINN with the DNS data. For equation losses we have used \( N_{eqn} = 10000 \) points which are randomly selected from \( 512 \times 512 \times 81 \) points. For initial points, we have chosen \( N_{ini} = 1000 \) points out of \( 512 \times 512 \) points at the time instant \( t = 0 \). The boundary points \( N_{BC} = 2000 \) are selected randomly from \( 4 \times 512 \times 81 \) points and the data points \( N_{data} = 5000 \) are selected randomly from \( 512 \times 512 \times 21 \) points. The data points \( N_{data} \) corresponds close to 0.1% of the total available data points. Filtering is done to separate the energy into low and high wavenumbers. The cut-off wavenumber is taken to be slightly above the forcing wavenumber at \( k_c L = 20\pi \).

For all our hyperparameter sweeps, we train the model for 200000 epochs for the Adams optimizer and then we use upto 200000 epochs using L-BFGS-B optimizer until the tolerance reaches machine precision (double precision). We use a learning rate \( \eta = 0.001 \) for the Adams iterations. In this study, we use a tanh activation function for all the layers except for the last layer where we use a linear activation function. The training is performed using a NVIDIA Tesla V100 card. First, we do a sweep of the list of neurons listed in Table I for both PINN-1 and PINN-2 models. As shown in Fig. 4a, we observe for PINN-1 model that the total loss value for 400 neurons was the lowest among others. On the other hand, for the PINN-2 model shown in Fig. 4b, the combination of (250,250) neurons for low and high wavenumber networks respectively, resulted in the least total loss value. We also remark that this PINN-2 model has \( 2 \times ((3 \times 250) + 2 \times (250 \times 250) + (2 \times 250)) = 252500 \) trainable weight parameters. In comparison, PINN-1 model with 400 neurons has \( (3 \times 400) + 2 \times (400 \times 400) + (2 \times 400) = 32200 \)
trainable weight parameters. Even though the trainable weight parameters in this case is more than 25% higher than the best PINN-2 model, going forward we will find that the PINN-2 model performs better than the PINN-1 model.

We now take the best performing set of neurons for the PINN-1 and PINN-2 models and perform the next hyperparameter search for the optimal number of hidden layers as listed in Table I. For the PINN-1 model, we show in Fig. 5a the loss functions for the sets of hidden layers as shown in the Table I. We see that the layer 5 network does almost as good as the layer 7 network, so we
FIG. 6: Figure shows the total loss for different number of training data for (a) PINN-1 model and (b) the PINN-2 model.

continue to use 5 layer model for further exploring PINN-1. Similarly from Fig. 5b the 5 layer model performs as well as the 7 layer model. Thus we continue with the 5 layer model for both PINN-1 and PINN-2. Next, we find the loss function for different percentages of training data. We reiterate that the training data is taken from the interior of the simulation domain from the existing DNS solution. In Figs. 6a, 6b we show the losses for different percentage of training data for both PINN-1 and PINN-2 networks. As we increase the percentage of training data we see that the losses increase marginally. Since we do not see much difference between the different percentage of training data, we will continue with 0.1% percentage for both the PINN-1 and PINN-2.

B. Comparison with DNS results

One of the main aim of this work is to capture the most number of modes possible using the PINN model. We define the quantity $\epsilon_{Ek} = \sum_k |\log \bar{E}_{\text{PINN}}(k)/\bar{E}_{\text{DNS}}(k)|$ which denotes the deviation of the mean testing time energy spectra from PINN model $\bar{E}_{\text{PINN}}$ with that of the DNS $\bar{E}_{\text{DNS}}$. Here $\bar{E}(k)$ denotes the mean of the energy spectra found at testing times. To find the best PINN model, we have tried a variety of values for $\lambda_4 \in (1, 25, 50, 75, 100, 125, 150, 175, 200)$ and we found $\lambda_4 = 150$ for the PINN-1 model and $\lambda_4 = 75$ for the PINN-2 model to perform the best, since they have the lowest $\epsilon_{Ek}$ among all the $\lambda_4$’s examined. Thus, for the weights in the expression Eq. (7), we have set the values to be $\lambda_1 = \lambda_2 = \lambda_3 = 1, \lambda_4 = 150$ for the PINN-1 model and $\lambda_1 = \lambda_2 = \lambda_3 = 1, \lambda_4 = 75$ for the PINN-2 model. Large value of $\lambda_4$ implies that a larger
In what follows, we non-dimensionalise all the quantities with the typical velocity scale \( U \), length scale \( L \) and the time scale given by \( L/U \). First, in order to find the deviation of our PINN based solutions from DNS, we define an error measure denoted as RMSE as follows,

\[
\varepsilon = \left( \frac{1}{n_t} \sum_{i} (u_{i}^{\text{PINN}} - u_{i}^{\text{DNS}})^2 \right)^{1/2},
\]

where, \( n_t = N^2 \times T = 512^2 \times 60 \) is the total number of data points present at the testing times. We measure this error along with the coefficient of determination \( R^2 \) for the two components of the velocity. The RMSE is calculated over the whole domain because we aim to reproduce the whole field across all length scales. We tabulate these diagnostics for both PINN-1 and PINN-2 models in Table II. We clearly find that, for the parameters chosen to study PINN-1 and PINN-2, PINN-2 performs better with lower error measures and also has a higher \( R^2 \) score as compared to PINN-1.

Next, in Fig. 7a we compare the time series of the total energy \( E(t) \) of both the DNS and the PINN models. The PINN-2 model captures well the fluctuations of the total energy as a function of time as compared to the PINN-1 model. In Fig. 7b we compare the time series of the enstrophy between the DNS and the PINN models. PINN-1 model predicts a higher value of the enstrophy.
TABLE II: Errors for PINN-1 and PINN-2

| Model   | $\varepsilon_u$ | $\varepsilon_v$ | $(R^2)_u$ | $(R^2)_v$ |
|---------|-----------------|-----------------|------------|------------|
| PINN-1  | 1.45e-1         | 1.40e-1         | 9.61e-1    | 9.58e-1    |
| PINN-2  | 1.16e-1         | 1.21e-1         | 9.75e-1    | 9.69e-1    |

FIG. 8: Figure shows the mean kinetic energy spectra $E(k)$ from PINN-1 and PINN-2 models in comparison with DNS.

As compared with the DNS while PINN-2 performs better and compares well with the solution from DNS.

Next, we look at the energy spectra $E(k)$ which gives the energy content across different length scales resulting from the PINN-1 and PINN-2 models. Fig. 8 shows the mean energy spectra comparison between the DNS and the PINN models at testing times. The spectra is averaged over 60 instances. The spectra from the PINN-2 model shows an excellent comparison with the DNS data. The PINN-2 spectra starts deviating from the actual DNS spectra at values of $E(k) \sim 10^{-9}$. It is clear from the spectra that the large scales $k \lesssim 10$ agree to a very good degree at all times whereas intermediate and small scales start showing deviations around the DNS results. The energy spectra is deviating at viscous scales due to the formation of very fine structures at the boundaries which lead to a $k^{-2}$ scaling for the energy. We believe increasing the number of collocation points at the boundary $N_{BC}$ might help to reduce these errors. It remains to be seen whether such further improvements can push the energy spectra predictions to even smaller length scales well into the viscous regime.

We then focus on the snapshots of the velocity fields for the DNS and PINN-2 model in Fig. 9.
and Fig. 10 for the testing times $t = 0.45$ and $t = 0.98$ respectively. As seen from these figures, the velocity fields from the PINN-2 model compare very well with the actual turbulent solutions from DNS even though we have used only 0.1% of the available DNS data for training.

C. Remarks on PINNs for turbulence simulations

The PINN-2 model compares well with the DNS results both at testing and training times. From the spectra we see that the model works best at large scales and to study this further we look at the temporal fluctuations of some of the large scale modes. We denote $\hat{\psi}(k, t)$ as the two-dimensional Fourier transform of the streamfunction $\psi(x, y, t)$. In Fig. 11 we show the time series of the real and imaginary part of the modes $\hat{\psi}_{k_x, k_y}$ for a few values of wavenumbers $k_x, k_y$ for both the PINN-2 model and the DNS. The symbol $\hat{\psi}^r$ denotes the real part of the mode $\hat{\psi}$ while the symbol $\hat{\psi}^i$ denotes the imaginary part of the mode $\hat{\psi}$. As seen from the plots, the fluctuations of the large scale modes $\hat{\psi}_{11}, \hat{\psi}_{12}, \hat{\psi}_{21}$ are captured very well by the PINN-2 model. For smaller scale modes $\hat{\psi}_{33}, \hat{\psi}_{44}$ we see that the time series starts to deviate from the DNS results. Since the largest modes are accurately captured, we can infer that the PINN-2 model learns to capture the
long range correlations more easily than the short range correlations. While for the small scales, the statistical behaviour of these modes like the typical fluctuation amplitudes, are captured by the PINN-2 model as seen in Figs. 11.

We believe that the PINN-2 model captures most of the features of the turbulent flow. In this particular study we have used DNS results to train our PINN model, but we can in principle also use experimental data from PIV measurements. Such usage of PINNs has already been shown to be successful in the works of Cai et al.\cite{Cai2018}, Raissi, Yazdani, and Karniadakis\cite{Raissi2019}, and it reinforces our belief that the results from the PINN-2 model can be used to study even turbulent flows with larger Reynolds numbers than currently used in this study.

V. CONCLUSION

We use two PINN models to predict turbulence in this study. The first approach (PINN-1) involves a standard PINN model\cite{Li2018} along with training of solution data from the interior of the domain. The second approach (PINN-2) is similar but involves two neural networks (low and high wavenumbers) where the initial and data losses are minimized separately for these networks. We
FIG. 11: Figure shows the time series of the real and complex part of the amplitudes of different Fourier modes $\hat{\psi}$ for both the PINN-2 model and the DNS.
perform a systematic hyperparameter search and we obtain an optimal set for which the total loss value is minimal. We observe that PINN-2 outperforms PINN-1 with a lower RMSE value and higher $R^2$ score. Furthermore, we penalize the equation loss to get physically acceptable solutions, which also allows us to capture the energy spectra more accurately. The amount of training data that is used to train these models is close to 0.1% of the whole data set available at training time instances. The errors and comparisons are done at testing time instances which is thrice in number as compared to the number of training time instances.

We observe that PINN-2 model predicts the velocities to reasonable accuracy as compared to the DNS results at the testing times. It provides a solution that captures the fluctuations of different quantities and their time averaged behaviour based upon the constraints from DNS data, the governing equations, boundary conditions and initial conditions. Since we use only 0.1% of the data from DNS for training the PINN based model, the results open up the possibilities of using such PINN models for studying turbulence at very fine time intervals, where standard DNS simulations face storage issues. The PINN-2 model studied here shows a very good ability to capture the fluctuations of large scale modes. Such models can possibly help in studying long time statistics of systems that show phenomena such as flow reversals and $1/f$-noise\cite{27,30}.

For future work, following the design of PINN-2 model, we could expand it further by adding additional neural networks to the existing architecture. Also, we could introduce adaptive weights for the different loss functions which can in principle improve the predictive accuracy\cite{31}. Since PINN-2 model is able to capture energy spectral density across many decades, while falling into the length scales where transition between inertial and viscous range occurs, we can further explore more sophisticated models that can capture the whole viscous range accurately. Such models can also help in studying systems where DNS simulations are very expensive or difficult to be carried out.
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