When Cantonese NLP Meets Pre-training: Progress and Challenges
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Abstract

Cantonese is a language from the Chinese family with over 73 million speakers in the world (Garcia and Fishman, 2011; Yu, 2013). It is mostly used in colloquial scenarios (e.g., daily conversation and social media) and exhibits different vocabulary, grammar, and pronunciation compared to standard Chinese (SCN)1, which is mainly designed for formal writing (Wong and Lee, 2018).

Despite the substantial efforts in Chinese Natural Language Processing (NLP), most previous studies center around SCN, where limited work attempts to explore how to process Cantonese with the cutting-edge NLP techniques (Xiang et al., 2019; Lee et al., 2021). Modern NLP paradigms have been deeply revolutionized by large-scale pre-training models, e.g., BERT (Devlin et al., 2019) and GPT-3 (Brown et al., 2020), which have achieved SOTA performance on many NLP tasks via fine-tuning.

Although the general NLP field is thriving, Cantonese NLP has drawn limited attention so far, as demonstrated by the recent publications in the ACL Anthology — only 47 papers are related to “Cantonese”, compared to 7,018 papers for English, 2,355 for common Chinese, and 323 for Mandarin.

This tutorial will present a roadmap lining Cantonese NLP up to the SOTA practice based on pre-training. We will start with the previous progress made by linguistics and NLP researchers, followed by the major challenges caused by the language specificity, and end with the promising future directions to allow Cantonese and other low resource languages to benefit from the advanced NLP techniques. The details will be covered in PART II-V.

1 Tutorial Description

In our tutorial, there will be five parts (shown in Figure 1), each presented by a tutorial presenter. The first part will be the overview of Cantonese NLP research (PART I) and the second exhibits the progress in language specify, resources, and methodologies (PART II). Then, we will introduce the roles played by language pre-training in the SOTA NLP practice (PART III), based on which we further discuss the challenges to benefit Cantonese NLP from the trendy “pre-training and fine-tuning” fashion (PART IV). Lastly, the potential solutions will be pointed out to shed light on the promising future direction of Cantonese NLP (PART V).

The detailed content is shown in the following.

PART I: Cantonese NLP Overview (in 30 min).
At the beginning, we will briefly introduce Cantonese language and its related research in NLP.

Cantonese is a language from the Chinese family with over 73 million speakers in the world (Garcia and Fishman, 2011; Yu, 2013). It is mostly used in colloquial scenarios (e.g., daily conversation and social media) and exhibits different vocabulary, grammar, and pronunciation compared to standard Chinese (SCN)1, which is mainly designed for formal writing (Wong and Lee, 2018).

Despite the substantial efforts in Chinese Natural Language Processing (NLP), most previous studies center around SCN, where limited work attempts to explore how to process Cantonese with the cutting-edge NLP techniques (Xiang et al., 2019; Lee et al., 2021). Modern NLP paradigms have been deeply revolutionized by large-scale pre-training models, e.g., BERT (Devlin et al., 2019) and GPT-3 (Brown et al., 2020), which have achieved SOTA performance on many NLP tasks via fine-tuning.

Although the general NLP field is thriving, Cantonese NLP has drawn limited attention so far, as demonstrated by the recent publications in the ACL Anthology — only 47 papers are related to “Cantonese”, compared to 7,018 papers for English, 2,355 for common Chinese, and 323 for Mandarin.

This tutorial will present a roadmap lining Cantonese NLP up to the SOTA practice based on pre-training. We will start with the previous progress made by linguistics and NLP researchers, followed by the major challenges caused by the language specificity, and end with the promising future directions to allow Cantonese and other low resource languages to benefit from the advanced NLP techniques. The details will be covered in PART II-V.

PART II: Progress in Language Specificity, Resources, and Methodologies (in 40 min). Cantonese (or Yue) is the second most popular dialect among all Chinese variants (Matthews and Yip, 2011). For-
mal writing exhibits no essential difference among the SCN in various regions (Kataoka and Lee, 2008; Yu, 2013), whereas in informal situations, colloquial Cantonese diverges substantially from SCN in phonology, orthography, lexicon, and grammar.

In dealing with Cantonese data, Colloquialism and Multilingualism are two fundamental challenges. Unlike standard Chinese, which character standardization can be dated back to the Qin dynasty (221 BC), Cantonese is mainly derived from pronunciation and may contain many colloquial features, such as non-standard spelling, local slang, neologisms. On the other hand, Cantonese language historically evolved in multi-lingual environments and this is especially true for HK Cantonese, as shown by the large inventory of English loanwords borrowed through phonetic transliteration. Unlike SCN, which benefits from abundant well-annotated textual resources, there is a chronic lack of digital resources for Cantonese data. The existing resources are summarized into three categories: Corpora, Benchmarks, and Expert Resources. In general, using existing Cantonese resources may be difficult for three reasons: (1) the data scale is relatively small (especially compared to SCN); (2) the domain is usually specific and lacks diversity and generality; (3) many resources mix Cantonese and SCN which might confuse NLP models and hinder them from mastering ‘authentic’ Cantonese.

Cantonese specific NLP methods are relatively less explored. The following presents a detailed review of Cantonese NLP methods in (1) Natural Language Understanding and (2) Natural Language Generation. Several language understanding tasks will be introduced, including word segmentation, spell checking, rumor detection, sentiment analysis, and dialogue slot filling. As for language generation, we will summarize previous studies on dialogue summarization, machine translation, etc.

**PART III: Pre-training in SOTA NLP (in 40 min).** The cutting-edge NLP takes advantages of the promising results achieved by the pre-training of language representations. A typical pre-trained and fine-tune scheme refers to pre-train a large model on massive unlabelled corpora by self-supervised objectives, and fine-tune the model on downstream tasks with task-specific loss. Such self-supervised objectives, e.g. Masked Language Modeling (MLM) and Next Sentence Prediction (NSP) (Devlin et al., 2019) enable the model to gain generalized language representations without human supervision. During fine-tuning stage, the pre-trained representations can be further used to learn a specific Natural Language Understanding (NLU) task with small-scale annotations via incremental training.

Transformer (Devlin et al., 2019; Liu et al., 2019; Brown et al., 2020) is the most widely employed pre-trained architecture in NLP. The transformer encoder consumes the input text and project it into high-dimension vectors, which are feed into the transformer decoder to generate the output sequences. Inspired by the transformer architecture, researchers explore the transformer encoder for NLU tasks and transformer decoder for Natural Language Generation (NLG) tasks.

Since the transformer-based pre-training (Devlin et al., 2019; Liu et al., 2019) was introduced to the world, championing the leaderboards of many NLP benchmarks, the “pre-training and fine-tuning” paradigm has profoundly revolutionized the way we research NLP for most of the majority languages, such as English and Chinese. Nevertheless, the success of language pre-training is built upon the availability of rich language resources and large-scale textual corpora, hindering Cantonese and other low-resource languages from gaining the benefit of pre-training. The following presents the challenging low-resource issue in Cantonese.

**PART IV: Challenges from Colloquialism and Multilingualism**
Multilingualism (40 min). In Cantonese NLP, Colloquialism and Multilingualism jointly present the low-resource challenges. Cantonese is by nature colloquial, where using casual language would sparsify the context and require more data for contextual model training, making the low-resource issue serious. Like other low-resource language processing (Li et al., 2018), it is possible to gather large-scale data from social media. However, models might also compromise their performance using just noisy social media data. It not only requires effective data cleaning and augmentation, but also non-trivial model capabilities of capturing salient information in context with diverse quality.

Cantonese exhibits a code-switching convention with multiple languages. Substantially richer context is hence required for NLP models to gain the multilingual understanding capabilities, despite the limitation to make it happen in the low-resource scenarios. Although it is possible to transfer the knowledge gained in a similar language with rich resources (henceforth cross-lingual learning) (Friedrich and Gateva, 2017; Khalil et al., 2019; Zhang et al., 2019), Cantonese, as a vibrant language, absorbs the knowledge from numerous languages beyond SCN and English.

PART V: Future NLP Directions for Cantonese and other Low-Resource Languages (30 min). Data scarcity and limited methodology exploration are top issues for Cantonese in benefiting deep semantics and general NLP tasks. To mitigate low-resource problems, data augmentation is an alternative to scale up the Cantonese dataset for NLP model training. For example, we might employ heuristic rules (Ratner et al., 2017; Lison et al., 2020), machine learning (Şahin and Steedman, 2018) and information retrieval (Riedel et al., 2010; Hedderich et al., 2021) to automatically boost the data scales. In the augmentation process, we might need to learn how to distinguish SCN from Cantonese. Though both are encoded in the Chinese language system, the former dominates the Chinese resources while the latter is a minority (Wu and Dredze, 2020; Cui et al., 2021).

Cross-lingual learning might provide another be promising alternative for the pre-training in low resource, which borrows knowledge from other languages (Wisniewski et al., 2014; Zhang et al., 2019; Khalil et al., 2019). We may take advantage of SOTA pre-trained transformers to capture the general and specific language features for transfer learning (Devlin et al., 2019; Clark et al., 2020). In addition, based on Cantonese’s phonological history, future work may consider injecting phonetic knowledge into language learning or developing multi-modal understanding across text and speech.

2 Type of the Tutorial

This is an introductory tutorial of Cantonese NLP, where we draw NLP community’s attention to look at the research of Cantonese — a language with over 73 million speakers in the world (García and Fishman, 2011; Yu, 2013) while only has 47 papers in ACL Anthology related to it. The tutorial will present a roadmap going through the essential issues regarding language specificity, data scarcity, research progress, and major challenges for Cantonese NLP to be benefited from the cutting-edge NLP paradigms based on language pre-training.

3 Target Audience

Our tutorial is designed for the attendees of premier computational linguistics conferences, who preferably have interests and working experience in the processing of Asian languages and low-resource languages. The audiences would better have the following prerequisites.

- **Language Representation Learning.** Familiar with the basic concepts and main ideas of language pre-training, e.g., word embeddings (Mikolov et al., 2013), BERT (Devlin et al., 2019), and how the learned representations are employed to train various NLP tasks.

- **Linguistics.** Have the basic knowledge of the fundamental linguistic concepts (Jurafsky, 2000), e.g., semantics, syntax, lexicography, morphology, phonetics, etc.

- **Machine Learning.** Understand the traditional machine learning paradigm using handcrafted features (Svensén and Bishop, 2007) and the trendy deep learning-based methods (Goodfellow et al., 2016) allowing automatic feature learning in neural architectures.

4 Tutorial Outline (3 hours)

- **PART I: Cantonese NLP overview (30 min).**
  - Background of Cantonese.
  - Brief review of Cantonese NLP.
  - Brief introduction of language pre-training.
  - Problem definition and motivation.
• The outline of tutorial.
• PART II: Progress in language specificity, resources, and methodologies (40 min).
  • Brief history of Cantonese.
  • Linguistic characteristics of Cantonese.
  • Summary of Cantonese NLP resources.
  • Summary of Cantonese NLP methodologies.
• PART III: Pre-training in SOTA NLP (40 min).
  • Language pre-training methods.
  • Pre-training in low resource.
  • Chinese pre-training.
• PART IV: Challenges from colloquialism and multilingualism (40 min).
  • How colloquialism challenges pre-training.
  • How multilingualism challenges pre-training.
• PART V: Future NLP directions for Cantonese and other low-resource languages (30 min).
  • Summary of the tutorial.
  • Future work for Cantonese NLP and beyond.

5 Reading list

For trainees interested in reading important studies before the tutorial, we recommend the following: Ouyang (1993); Snow (2004); Sachs and Li (2007). Vaswani et al. (2017); Devlin et al. (2019); Liu et al. (2019); Brown et al. (2020); Sun et al. (2019); Liu et al. (2019); Nguyen et al. (2020).

6 Tutorial Presenters

Our tutorial will contain 5 parts and here we introduce the presenter for each of them.

• Kam-Fai Wong (PART I). Kam-Fai Wong a full professor in the Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong (CUHK). His research interest focuses on Chinese natural language processing and database. He is the fellow of ACL and has published over 260 technical papers in different international journals, conferences, and books. Also, He was the founding Editor-In-Chief of ACM Transactions on Asian Language Processing (TALIP) and the president of Asian Federation of Natural Language Processing (AFNLP).

• Mingyu Wan (PART II). Mingyu Wan is a postdoctoral fellow at the Department of Chinese and Bilingual Studies of Hong Kong Polytechnic University. Her research interest includes Financial NLP, CSR Modelling, Misinformation Detection, Sentiment/Emotion Analysis, Machine Learning, Language Resource Construction etc. She has 6 journal publications and more than 10 international conference proceedings in the NLP venue. She organizes the first Computing Social Responsibility Workshop cohosted at LREC 2022 conference.

• Hanzhuo Tan (PART III). Hanzhuo Tan is a Ph.D. student at the Department of Computing of Hong Kong Polytechnic University. His research interest includes self-supervised pre-training, NLP for social media, etc. He has 2 journal paper published in IEEE Transactions. He did six-month internship at Baidu PaddleNLP group on pre-training social transformer.

• Rong Xiang (PART IV). Rong Xiang is a post-doctoral fellow at the Department of Computing, Hong Kong Polytechnic University (PolyU). His research interests are acquisition and the application of human intelligence into machine learning networks. He has done substantial work in sentiment analysis, social media analysis and lexical semantics. He has published over 20 research papers in premier NLP venues. He co-organized CogALex 2020 and PACLIC 33.

• Jing Li (PART V). Jing Li is an assistant professor at the Department of Computing, Hong Kong Polytechnic University (PolyU). Before joining PolyU, she was a senior researcher in Tencent AI Lab. Her research interests are topic modeling, language representation learning, and NLP for colloquial and social media languages. She has published over 30 research papers in the top NLP venues and was invited to serve as the action editor for ACL rolling review (ARR) and the area chair for ACL 2021.

7 Other Information

Inclusion of Others’ Work. This tutorial will survey the progress of Cantonese NLP and language pre-training, which substantially contain others’ work.

Divergency considerations. Audiences who cannot speak Cantonese or Chinese will also be able to understand our tutorial. It will be conducted in English, where Cantonese cases will be presented with their English translations. Background knowledge will be provided to lower prerequisites (only those in Section 3 are needed). In the tutorial, we will discuss how the findings from Cantonese NLP can be generalized to other low-resource languages to benefit audiences in diverse streams.

Estimation of audience size. 100-200.
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