Angiogenic Networks in Tumors—Insights via Mathematical Modeling
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ABSTRACT Angiogenesis, the formation of a network of blood vessels, is a vital process in the growth of solid tumors as it delivers required nutrients and oxygen. Prior medical studies assert that angiogenesis is influenced by a number of parameters such as endothelial cell migration and proliferation, existence of tumor angiogenesis factors, oxygen, extracellular matrix components, etc. Along with the early developments and findings in the area of tumor angiogenesis, a field of research that has emerged uses mathematical models to interpret and predict the time-course of the crucial factors, as well as new capillary vessel formation, loop formation, and vessel branching. However, most of these early mathematical approaches rely on a small number of parameters; and the characteristics of blood flow, which are significant factors in tumor vessel formation, are neglected. Relatively new integrated models based on the impact of multiple crucial factors and blood flow have seen some success in elucidating the behavior of angiogenesis. Here we review the contributions, opportunities, progress, and challenges of mathematical and computational models for understanding of the tumor-induced angiogenesis, and also consider studies that apply mathematical models to represent blood flow and opportunities for the investigation of therapies and treatments. At the same time, we identify a need for the inclusion of endothelial cell shape and dynamics in models of tumor-induced angiogenesis. Particularly, cell-matrix, cell shape, and cell-cell interaction is necessary for the explanation of blood vessel formation.

INDEX TERMS Angiogenesis, mathematical modeling, tumor angiogenesis factor (TAF), endothelial cells (ECs), extracellular matrix (ECM), matrix metalloproteinase MMPs), vascular endothelial growth factor (VEGF), blood flow, vascular adaptation, blood vessel formation, cancer.

I. INTRODUCTION
Within the human body, tissue requires access to a blood supply for the provision of both oxygen and nutrients. This occurs via a connected network of blood vessels, which spans over 100,000 kilometers in each human adult. All inner walls of this vascular network are lined by an exceedingly thin single sheet of endothelial cells (ECs) that are structurally supported by connective tissue and stromal cells (e.g. pericytes and smooth muscle cells). The quantities of connective tissue and stromal cells that encase the vasculature vary according to the vessel diameter and function. Luminal ECs also have mechanoreceptors that allow them to sense the shear stress of the blood flowing over their surface to adapt their diameter and wall thickness to best support the blood flow. Because of the limited diffusion distance of oxygen in tissues, the vasculature establishes a network to ensure that almost every cell of the body is within 100–150 μm of the nearest capillary.

Angiogenesis is a physiological process through which new blood vessels develop out of an existing vascular network [1]–[3]. Angiogenesis is well documented to be vital in the normal processes of wound healing, embryonic development and the menstrual cycle; but it is also recognized as an essential step in growth of a solid tumor into a malignant mass [4]–[10]. In fact, solid tumors cannot grow beyond approximately one millimeter cubed before they require angiogenesis for access to oxygen and nutrients to survive [11]–[13]. Sprouting angiogenesis is often initiated via a drop in local oxygen levels that activates the hypoxia
These important biological interactions have inspired studies on the angiogenic process via mathematical and computational models to provide new insight on how ECs form vessels and thereby promising improved understanding of how tumors grow and cancer progresses. Mathematical models are generally a set of dynamical methods, statistical relations, differential equations, or game-theoretic approaches that describe how different entities in a system interact and change over time [23]–[27].

A well-defined model may assist in the description of a biological system for studying the effects of different agents, and for making predictions about future behavior. Typically, the use of mathematical models for biomedical problems can be divided into two classes. In one scenario, mathematical models are constructed with the aim of exploring the underlying patterns in existing clinical data. Notably, while these data-driven models have the benefit of allowing direct comparisons between the models and the real data, a drawback is that there is always the risk of over-fitting to a specific dataset, which means that the model is unable to generalize to different scenarios. Furthermore, some significant limitations in collecting clinical data such as low number of samples or uneven sampling may result in misleading outcomes [28].

In a second scenario, models can potentially be constructed from a mechanistic understanding of the biological phenomena in the absence of clinical data. Such a model may be employed to forecast the outcome of studies, experiments or clinical trials that have not yet been conducted [29]. Though such models are not necessary faithful over the entire parameter space, and can only be trusted through repeated validation with experiments [30]. In practice, mathematical models can be developed and refined by iterating between these two approaches. These mechanistic models can predict the future values of factors and provide useful information for clinical purposes [31], [32].

In this paper, we review some examples of how mathematical and computational models have improved our understanding of tumor-induced angiogenesis. The continuum and phase-field approaches are used widely to model tumor-induced angiogenesis, and they are the backbone of several combined models of angiogenesis. Therefore, we review some well-known continuum and phase-field approaches models of blood vessel formation in tumor-induced angiogenesis. In addition, the morphology of blood vessels formed into the extracellular matrix plays an essential role in tumor growth. We outline the studies explaining blood flow models that deal with morphology of blood vessels. Moreover, we illustrate the role of cell dynamics, branching and anastomosis. Finally, we discuss the association of tumor vascular structures and therapies.

II. CRUCIAL AGENTS IN ANGIOGENESIS

More than a dozen different proteins have been identified as pro-angiogenic, including VEGF, basic fibroblast growth factor (bFGF), angiogenin, transforming growth factor (TGF)-α, TGF-β, tumor necrosis factor (TNF)-α, platelet-derived endothelial growth factor, granulocyte colony-stimulating factor, placental growth factor, interleukin-8, hepatocyte growth factor, and epidermal growth factor [13] (see Table 1). It is highlighted that these agents, collectively grouped here as ‘tumor angiogenesis factors’ (TAF), which are secreted from the cancerous cells or the tumor microenvironment of...
TABLE 1. Endogenous regulators of angiogenesis.

| Activators                      | Inhibitors                      |
|---------------------------------|---------------------------------|
| **Growth factors (GFs)**        |                                 |
| Vascular endothelial GF family  | Interleukin-10 [38]             |
| Acidic and basic fibroblast GF  | Interleukin-12 [49]             |
| Angiogenin [42]                 |                                 |
| Transforming GF [43]            |                                 |
| Placental GF [44]               |                                 |
| Hepatocyte GF [45]              |                                 |
| Granulocytolytic colony stimulat |                                 |
| **Cytokines**                   |                                 |
| Interleukin-1 [47]              | Interleukin-12 [49]             |
| Interleukin-6 [48]              |                                 |
| Interleukin-8 [37]              |                                 |
| Interleukin-3 [50]              |                                 |
| **Trace elements**              |                                 |
| Copper [51]                     | Zinc [52]                       |
| **Proteases and protease inhibitors** |                         |
| Stromelysin [53]                | Tissue inhibitor metalloprotease [54] |
| Gelatinase A, B [55]            |                                 |
| Cathepsin [56]                  |                                 |
| Urokinase-type plasminogen [57] |                                 |
| **Endogenous modulators**       |                                 |
| Alpha v Beta 3 integrin [58]    | Angiopoietin-2 [59]             |
| Angiopoietin-1 [59]             | Angiotensin II [60]             |
| Endothelin [61]                 | Caveolin-1, -2 [62]             |
| Erythropoietin [63]             | Endostatin [19]                 |
| Hypoxia [64]                    | Interferon-alpha [65]           |
| Nitric oxide synthase [66]      | Isoflavones [67]                |
| Prostaglandin E [68]            |                                 |
| **Oncogenes**                   | p53/Rb [70]                     |
| c-Src [69]                      |                                 |
| v-Raf [71]                      |                                 |
| Ras [72]                        |                                 |
| c-Myc [73]                      |                                 |
| c-Jun [74]                      |                                 |

III. MODELING BLOOD VESSEL FORMATION

The morphology of blood vessels formed into the extracellular matrix plays an essential role in tumor growth—in recent decades a number of computational and mathematical models have been developed to explain the morphology. Many of these models have used a continuum deterministic framework, in only one dimension [75]–[80], which suggest there may be several limitations for the simulation of a realistic problem. The first one-dimensional study of tumor angiogenesis modeling was inspired by an analogy with fungal growth [81]—this is based on the formation of interconnected branches in response environmental factors and is the key point of commonality in this analogy.

In more recent years, a number of studies containing 2D and 3D models have investigated the interaction of critical agents such as ECs (tip cells and stalk cells), tumor cells, tumor angiogenesis factors (TAFs), oxygen, fibronectin, etc. Also, several automated image analysis methods are proposed for quantification of in vitro angiogenesis [82]–[84].

A. HOW CAN A CONTINUUM APPROACH CONSTRUCT A PRIMARY MODEL OF TUMOR ANGIOGENESIS?

The backbone of most mathematical modeling studies is a partial differential equation (PDE) describing the population of ECs and other factors. This PDE is originally an equation of conservation of matter [85], and is described as follows,

\[ \frac{\partial u}{\partial t} = \nabla \cdot J - f = 0. \]

(1)

The dependent parameter \( u \) is typically the EC density, and \( t \) is time. The function \( f(x, t) \) is the sink and source density, which models the combined effects of cell proliferation and apoptosis. Finally, \( J \) is the EC flux that is influenced by net flow of cells and other terms such as chemotaxis, a response to chemical gradient [86], haptotaxis, the movement of a cell up an adhesive gradient, etc.,

\[ J_n = J_{\text{random}} + J_{\text{chemotaxis}} + J_{\text{haptotaxis}} + \ldots. \]

(2)

Building upon a simple 1D model [77], a two-dimensional model tracks motion of an EC population \( n \), particularly at or near a capillary sprout tip [87]. In this 2D model, the TAF gradient is considered as the chemotactic flux, and the fibronectin gradients are used as the haptotaxis term in Equation 2.

Particularly, the sprouts use collagen fibers or fibrin strands to guide their growth. In essence this can be modeled as a biased random walk. The processes of angiogenic sprouting, anastomosis and cell proliferation are incorporated in this discrete biased random-walk model. The flux of the form \(-D_n \nabla n\) can represent the random mobility where \( D_n \) is a positive constant, the cell random-motility coefficient.

The chemotactic flux is considered to be \( \chi(c)n\nabla \), where \( \chi(c) \) is a chemotactic function that is assumed to be constant in many previous models. The impact of fibronectin on the ECs is modeled by the haptotactic flux, \( \rho_h \nabla f \), where \( \nabla > 0 \) is the haptotactic coefficient that is positive and constant.

a solid tumor to create a chemical gradient [16]. There are many naturally occurring proteins that are anti-angiogenic, including angiostatin, endostatin, interferon, platelet factor, 4, thrombospondin, pro lactin, and tissue inhibitor of metalloproteinase-1, -2, and -3 (see Table 1).

Fibronectin, a glycoprotein of the extracellular matrix, plays a crucial role in cell adhesion, growth, migration, differentiation, and it has a key role in angiogenesis [33]. Endothelial cells that form the interior surface of blood vessels, employ fibronectin for attachment to the matrix [34]. Interleukin-1 induces angiogenesis indirectly through activation of VEGF expression in smooth muscle cells [35]. Interleukin-6 expression is also associated with the induction of angiogenesis during the development of ovarian cancer [36]. Interleukin-8 is found to function as a pro-angiogenic factor [37]. The role of interleukin-10 [38], and -12 [39] as an inhibitor is shown in previous studies.
The framework of biased random walk developed by Othmer and Stevens [88] is a suitable tool for understanding of the link between continuum and discrete models [89], [90]. In these models, tip cells are represented as rigid shapes or points and their migration is considered as a reinforced random walk model, with directionality coming from chemotactic and/or haptotactic cues, and sometimes also from ECM topography [91]. A circular random walk model is suggested to the process of tumor angiogenesis. Despite the common approach that simulate the movement of tip cells on a regular lattice, the model allows the cells to move independently of a lattice [92]. Also, it is suggested that the reinforced random walk combined with models of tissue regeneration can be used to investigate the role of angiogenesis in regeneration [93].

Moreover, the model proposes an equation for TAF density. As ECs migrate through the tumor, there is some uptake of TAF concentration (c) by the cells [94], [95] at a constant rate \( \lambda \). It is known that ECs themselves produce and secrete fibronectin [96]–[102]. There is also some uptake and binding of fibronectin (f) to the ECs as they migrate toward the tumor [103]. The constants \( \omega \) and \( \mu \) are used to specify the rates of production and uptake. These reactions indicated in Fig. 2.a can be described with the set of partial differential equations:

\[
\frac{dn}{dt} = D_n \nabla^2 n - \nabla \cdot \left( \chi(c)n \nabla c \right) - \nabla \cdot \left( \rho_0 n \nabla f \right),
\]

\[
\frac{df}{dt} = \omega n - \mu nf,
\]

\[
\frac{dc}{dt} = -\lambda nc.
\]

Cell proliferation is neglected in this model therefore the \( f(x, t) \) term in Equation 1 is assumed to be zero. This model reproduces many of the qualitative features of angiogenesis.

The interaction of tumor cell density, host tissue (extracellular matrix), MMPs and oxygen is described in a hybrid mathematical model [106]. In a recent study, the equation related to the concentration of TAF was added to the previous model showing the network of blood vessels develops gradually as the tumor grows [107].

Also, Spencer et. al proposed an ordinary differential equation model that describes how the balance of angiogenesis, genetic instability, cell death rates, and replication rates give rise to different kinetics in the growth of cancer [108].

**B. MODELING OF BLOOD VESSELS FORMATION VIA A PHASE-FIELD MODEL**

When a particle moves with a velocity proportional to the gradient of field \( u \), a class of non-equilibrium pattern formation problems appears, which itself obeys a bulk equation (diffusion and Laplace equations) and a Dirichlet boundary condition on the moving interface [109]. Traditionally, numerical approaches are used for explicit tracking of a sharp interface whose dynamics is linked to the bulk dynamics.
FIGURE 3. Modeling blood vessel formation and flow in a recent angiogenesis mathematical framework. Adapted from [131]. (a) Design of a study in which the vascular structure of the host tissue was segmented from in vivo images and transposed into the computational framework. (b) The proposed model investigates the impact of diffusive molecules such as oxygen and TAF on interaction of tumor growth and vascular network. (c) The original model describing vascular adaptation is modified here with adding impact of elasticity of the vessel wall. (d) The growth of tumor and vascular network in 24 days. First row: vascular diameter changes and angiogenesis are exhibited, as well as tumor cell states with proliferative cells highlighted in green. Second row: oxygen concentrations from hypoxia (dark zones) to hyperoxia (bright zones). Third row: vessels wall shear stress in normalized units. As in row 1, unperfused vessels are displayed in grey. Last row: number of times that the cell state is changing from proliferative to quiescent and reciprocally.

Alternatively, this can be achieved by corresponding moving boundary conditions or by projecting the whole dynamics into a single integrodifferential equation for the interface treating both dynamics together.

The phase-field model (PFM) introduced by Fix [110] and Langer [111] is a key approach to the study of such problems. The method substitutes boundary conditions at the interface by a partial differential equation for the evolution of an auxiliary field (the phase field) that takes the role of an order parameter. This phase field takes two distinct values (for instance +1 and -1) in each of the phases, with a smooth change between both values in the zone around the interface, which is then diffuse with a finite width. A discrete location of the interface may be defined as the collection of all points where the phase field takes a certain value (e.g., 0) [112]–[115].

A multi-scale phase-field model has been proposed to combine the advantages of continuum equations and the capability of tracking individual cells [116]. The model describes the interaction among TAF, tip cells and stalk cells. The activation of the tip cell phenotype in ECs is the result of their response to the environment through internal gene regulatory processes.

The dynamics of an effective factor $T_i$ that represents the balance between activators and inhibitors of angiogenesis described in Fig.1 are analyzed using this model. Proliferative and non-activated cells are described by an order parameter $\Phi$ that is equal to -1 outside the capillary and +1 inside it. The activated tip EC moves chemotactically with velocity $v$ proportional to the gradient of angiogenic factor, $G\equiv|\nabla T|$. In order to merge tip and stalk cells the order parameter inside the tip cell $\phi_c$ is linked with the proliferation rate $\alpha_p(T)$ and chemotactic response $\chi$. These interactions can be described with the set of four PDEs,

$$
\frac{\partial T_i}{\partial t} = \nabla \cdot (D_i(r)\nabla T_i) - \alpha_T T_i \phi \Theta(\phi),
$$

variation of growth factor

$$
\frac{\partial \phi}{\partial t} = M \nabla^2 [-\phi + \phi^3 - \epsilon \nabla^2 \phi],
$$

migration by diffusion

consumption by ECs

interface dynamics

$$
\frac{\partial \phi_c}{\partial t} + \alpha_p(T) \phi \Theta(\phi),
$$

EC proliferation

$$
\phi_c = \frac{\alpha_p(T) \pi R_c}{2|v|},
$$

where $\Theta(\phi)$ is the Heaviside function, and all other parameters are constant. The results for this model show that with an increase in level of TAF in tissue, the branch density increases dramatically and the vessels begin merging making...
the blood vessels thicker. The PFM is also used for modeling of tumor-induced angiogenesis growth, regression and regrowth based on the interaction of capillaries and TAF [117]. The simple uptake term in the Equation 4 from previous model is modified in order to limit the concentration of TAF within a hypoxic cell.

IV. MODELING BLOOD FLOW
It is well documented that shear stresses generated within the capillary network by the flowing blood play a significant role in structure of vessels [118]–[122]. In addition, haemodynamic stimuli (increase in endothelial wall shear stress and decreases in intravascular pressure), or metabolic stimuli, were assumed to initiate the vessel diameter increases [123] that is directly correlated with blood flow.

Investigating the impact of blood flow is a recent but ongoing field of study in tumor angiogenesis mathematical models. Generally, the consideration of blood flow in the models can be divided into two cases. In one scenario, models may be constructed with the aim of explaining the process of drug delivery to a tumor. Second, the formation of capillary networks can be influenced by the blood flow, which is neglected in many previous mathematical models. Blood is a complex fluid, and in several mathematical models its flow is ignored or assumed Newtonian of constant viscosity that is clearly a crude approximation.

As blood is not a simple fluid with constant viscosity, it is a limitation to model it as a Newtonian fluid. In an early mathematical model this problem is simplified with the assumption that blood is a suspension of red blood cells in a Newtonian fluid [124].

The above insights about the hydrodynamics of vascular beds and the fact that the vascular system continually adapts to the demands of the surrounding tissue can be explored in a mathematical formulation [123], [125]. The radius $R(t)$ of a vessel evolves over a time period $\Delta t$ as follows:

$$R(t + \Delta t) = R(t) + R(t)\Delta t \left( \frac{\tau_0}{\tau(\pi)} \right)_{\text{haemodynamic stimulus}} + k_m(V) \log \left( \frac{Q_{\text{ref}}}{QHI} + 1 \right)_{\text{metabolic stimulus}} - k_s \tau(\pi)_{\text{shrinking tendency}},$$

(5)

where the flow rate is given by $Q$, $H$ represents haematocrit (red blood cell volume), $\tau_0 = R\Delta\pi/L$ is the wall shear stress acting on a vessel of length $L$ and $\pi$ is the transmural pressure. Here $Q_{\text{ref}}$, $k_m$, and $k_s$ are constants. Note that $\tau(\pi)$ is set point value of the wall shear stress. It is assumed that the metabolic stimulus increases as the haematocrit decreases. The function $k_m(V)$ is assumed an increasing saturating function with

$$k_m(V) = k_m^0 \left( 1 + k_m^V \frac{V}{V_0 + V} \right),$$

(6)

where $V$ denotes the VEGF concentrations and rest of parameters are constant. Finally, the last term indicates the shrinking nature of vessels. Therefore, in the absence of mechanical and metabolic stimuli, the vessels shrink. The results from this model illustrate that environmental inhomogeneity effectively restricts the ability of malignant colonies to grow and invade healthy tissue.

The above concept of blood flow modeling has been added to a prior angiogenesis model [87] containing EC, TAF, fibronectins and MMP interactions in a more recent study [126]. By using this mixed approach, it is possible to investigate the effects of simultaneous adaptation (vasodilation and vasoconstriction) of the vascular network. It is expected that ongoing achievements in this area can potentially provide considerable implications for clinical therapies.

Improvement has been achieved by considering the flow of a non-Newtonian fluid in a dynamic adaptive network, i.e. a network that evolves both spatially and temporally in response to its associated flow distribution [104]. Coupling with an improved continuum model of solid tumor invasion to produce a new multi-scale model of vascular solid tumor growth has been achieved [127].

In another study [128], the previous findings are combined with two fundamental mechanisms of vascular growth and homeostasis, (i) by explicitly accounting for the pruning of vessels that have insufficient flow for a sustained period of time, and (ii) via VEGF-dependent formation of angiogenic sprouts and the consequent creation of new vessel connections that establish blood flow. Adding these two mechanisms made the model capable of generating new vascular networks to supply regions with too low vascular density, and to remove vessels that do not sustain flow.

It is known that high levels of VEGF change the stability of the vessel wall by weakening and disrupting the bonds between ECs [129] and enhancing chronic hyperpermeability [130]. Therefore, the elastic stimulus is integrated in the mathematical model [131]. It is assumed that the elastic resistance of the vessel wall to the increase diameter depends on the local VEGF concentration. The study compares the obtained results from the computational model with images experimentally observing vascular changes induced by the introduction of a tumor on a mouse equipped with a dorsal skinfold chamber (Fig. 3). Figure 4 shows different parameters modeled in a number of well-known mathematical frameworks.

Also, a mathematical framework is proposed for both blood flow through a capillary network that is induced by a solid tumor, and fluid flow in a tumor’s surrounding tissue [132]. The conservation laws for mass and momentum are employed for simulating interstitial and intravascular flows and Starling’s law is used for closing this system of equations and coupling the intravascular and extravascular flows.

In addition to vessel thickness or caliber, vessels curvature may also play a major role in blood flow. A proposed approach attempts to quantify vessels curvature based on both curvature and thickness [133]. In addition, it is
suggested that mechanical instability and remodeling can potentially be mechanisms for the initiation and development of tortuous vessels [134]. Another interesting development can be to study tumor-induced angiogenesis models considering vessels curvature as a factor of blood flow.

V. CELL DYNAMICS MODELS

Cell shapes, movements, and dynamics play a vital role in the process of vessel formation; however, they are disregarded in various mathematical and computational angiogenesis models. Recently, a number of models attempt to consider cell dynamics, but in a number of cases, they ignore mechanical laws [91]. The cellular Potts model simulates the behavior of cells based on energy minimization and is widely used to model cell shape [135]–[140]. This is the first model where the extracellular space is modeled in an explicit way, rather than by means of a continuous field. Crucial agents such as ECs, matrix fibers, interstitial fluid, and tissue-specific cells all occupy grid cells, interact with each other, and compete for space, as captured by appropriate energy terms [135].

The cellular Potts model is combined with a finite element approach to calculate cell traction force induced extracellular matrix (ECM) deformation [141].

A recent mathematical model of early stage angiogenesis explores the relative importance of mechanical, chemical, and cellular cues. Endothelial cells proliferate and move over an extracellular matrix by following external gradients of VEGF, adhesion, and stiffness, which are modeled using a cellular Potts model with a finite element description of elasticity [142]. As an early attempt, Bentley et al. proposed a hierarchical agent-based model simulating a suggested feedback loop that links VEGF-A tip cell induction with delta-like 4 (Dll4)/Notch-mediated lateral inhibition [143]. The model is improved by combining membrane agents with Hookean springs to include actin cortical tension [144]. In fact, the Vilanova hybrid model integrates Bentley’s approach [144] with Travasso’s model [116], operating at different spatial scales [117]. This dynamic computational modeling, with mosaic sprouting assays in vivo and in vitro, particularly focuses on the dynamic competition between endothelial cells for the tip cell position [145].
Extracellular matrix fibers resist tension generated by cells and so generate an elastic restoring force. Additionally, the liquid component of the ECM also resists the pulling of the cells [146]. The elastic forces of ECs can be modeled using a spring system, and this has been a feature of several studies. The tip ECs are regarded as spring-dashpots [147], [148] with viscosity and friction included in the model. Also, the spring model is used in Bentley’s model [144] where endothelial cells are represented by a number of nodes and springs.

VI. WHAT CAN MATHEMATICAL MODELING TELL US ABOUT THE BRANCHING AND ANASTOMOSIS?
Vascular sprouts arising from the parent vessel begin to grow in parallel to each other [105], [149]. As the new sprout migrates through the tumor, branches develop when the sprout tip splits in two. In addition, under the influence of neighboring sprouts fusing together, closed loops can be formed—this is a process called anastomosis. Anastomosis can be formed tip to tip or tip to stalk. Anastomosis and branching is illustrated in Fig. 5. As can be intuitively seen, two lines will nearly always meet each other in 2D space while two lines in 3D will nearly always miss. The main drawback of one or two-dimensional mathematical models is that they are not able to interpret anastomosis in a clear way. The inclusion of branching and anastomosis to the mathematical framework assists with generating more realistic capillary simulations.

Several approaches are proposed to consider with branching and anastomosis in angiogenesis models. Earlier models [87] include extra rules for branching and anastomosis, while no rules are imposed in the latest mathematical models [135], and they are capable of simulating these issues naturally as a result of considered dynamics in the model.

The process of anastomosis is explained in a discrete model [150] in the most natural way when a sprout tip comes within the distance of a single cell from another sprout (either tip or main body), the sprout tip vanishes and its velocity is set to zero. Branching is accounted for using a specific probability. In the same way, the generation of new sprouts, branching is assumed [87] only from existing sprout tips, and branching is conditioned on a sufficient number of ECs around the tips. The formation of loops by capillary sprouts, anastomosis, is simply simulated by connecting one sprout to another neighboring vessel considering the finding that anastomosis starts to occur at some definite distance away from the parent vessel [105].

In a more recent study, tip ECs are modeled as circular, mesh-free, discrete agents that may potentially be activated and deactivated [151]. The result from defined branching and anastomosis rules leads to the activation and deactivation of cells in this model. Recent in vivo experiments show that anastomosis is driven by filopodia contact sensing rather than through chemotaxis [152]. This finding is used to model anastomosis in a mathematical framework based on the dependency of tumor-induced vascular networks on TAFs [117]. The model captures capillaries at full scale, the plastic dynamics of tumor-induced capillary networks at long time scales, and highlights the key role played by filopodia during angiogenesis.

In another study [135], it is assumed that the direction of sprout migration is predominantly determined by chemotaxis and EC adhesion to and movement along the matrix fibers. Because the tip cells encounter variable matrix densities and other stromal cells, the sprout changes direction to find a low resistance way through the stroma leading to branching and anastomosis. The numerical simulations show that no branching occurs in a homogeneous extracellular environment due to a loss of adhesive guidance cues.

VII. WHAT CAN THE MATHEMATICAL MODELS OF ANGIOGENESIS TELL US ABOUT THERAPIES?
Drug delivery in tumors is associated with efficiency and structure of perfused vessels [153]–[155]. Experimental studies illustrate that the patients with low tumor perfusion show poorer response to chemotherapy and therefore shorter survival in comparison of patients with high perfusion [156]–[158].

Although anti-angiogenic treatments are proposed to avoid the formation of new capillary networks [16], the treatment can potentially regulate the tumor vasculature and enhance tumor perfusion for more efficient drug delivery [159], [160]. The incorporation of blood flow through the generated vascular networks has highlighted issues that not only may have major implications for the delivery of chemotherapeutic drugs to the tumor, but also there are implications for the delivery of anti-angiogenic drugs into the network itself.

Therefore, the interactions between the changing tumor vascular structure and blood flow have been evaluated by integrating an updated version of the multi-dimensional mathematical model explaining the drug delivery and efficiency of therapy.

As an early attempt towards taking advantage of mathematical modeling of blood flow for tracking chemotherapy drugs through tumor-induced vascular networks, one proposed approach was to chase concentration profiles of an injected tracer [161].
In order to examine the role of vascular changes in tumors, a simulation was carried out for two different cases with and without vascular changes [131]. As a consequence, tumor cells were subjected to less change in oxygen conditions and were mostly kept non-proliferative compared to the case without vascular changes. The computational model propose that tumor dormancy can potentially appear as one possible consequence of the intense vascular changes in the host tissue.

A 2D image-based approach is proposed to reconstruct the capillary network for extracting the various measures of fluid properties and drug concentration. A model based on convection-diffusion-reaction (CDR) equations is used to simulate the drug binding and uptake by tumor cells [164].

VIII. DISCUSSION AND CONCLUSION

Mathematical models have been employed to understand tumor-induced angiogenesis. The models may be constructed in order to explore the hidden patterns in tumor-induced angiogenesis using real clinical data. The direct relationship between the models and real data is the benefit of these data-driven models. Alternatively, the models can be constructed from a mechanistic understanding of tumor angiogenesis in the absence of clinical data. In both scenarios, mathematical modeling cannot be firmly established in tumor-induced angiogenesis studies unless the approaches are rigorously validated with experimental data.

The fact that the density of endothelial cells and the formation of vessels are influenced by several factors such as TAF, oxygen, fibronectin, MMP, and tumor tissue, these are used as the backbone of mathematical and computational models. Partial differential equations are used to explain the behavior of different agents such as the population of ECs, growth of tumor cells, etc. Also, more recent angiogenic mathematical frameworks have included the role of blood flow into the vascular network. However, the blood flow parameter is simplified to depend only on the radius of blood vessels and may be an oversimplification of the true biology. The impact of anastomosis and branching are added to the models via considering a set of ‘if-then’ rules. Recent in vivo experiments revealed that anastomosis is driven by filopodia contact sensing rather than through chemotaxis. This finding is considered to model anastomosis in a mathematical framework based on the dependency of tumor-induced vascular networks on TAFs.

Moreover, significant progress in tumor angiogenesis can be made by developing combined models that aim at understanding the cell dynamics, shape and interactions. The cellular Potts model, which simulates the behavior of cells based on energy minimization, is widely used to model cell shape. The development of agent-based models has played a significant role in the description of cell interactions in tumor-induced angiogenesis.

Mathematical and computational models have provided useful insights into pathologies and have been used to characterize the response of anti-angiogenic therapies. Earlier attempts at characterization of cancer therapies using angiogenesis models is rooted in the fact that drug delivery in tumors is associated with efficiency and structure of perfused vessels. As a practical application, the mathematical modeling of blood flow may be used to better administer chemotherapy drugs that track through tumor-induced vascular networks.
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