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Abstract

Recently, the discovery of interpretable directions in the latent spaces of pre-trained GANs has become a popular topic. While existing works mostly consider directions for semantic image manipulations, we focus on an abstract property: creativity. Can we manipulate an image to be more or less creative? We build our work on the largest AI-based creativity platform, Artbreeder, where users can generate images using pre-trained GAN models. We explore the latent dimensions of images generated on this platform and present a novel framework for manipulating images to make them more creative. Our code and dataset are available at http://github.com/catlab-team/latentcreative.

1 Introduction

One of the most popular platforms that collaboratively take advantage of generative adversarial networks is Artbreeder [1]. Artbreeder helps users create new images using a BigGAN [2] model, where users can adjust parameters or mix different images to generate new ones. Artbreeder platform is investigated by several recent work [4, 7, 10, 12]. In this study, we explore the manipulation of the latent space for creativity using a large dataset from the Artbreeder platform. We use this data as a proxy to build an assessor model that indicates the extent of creativity for a given image. Our approach modifies the image semantics by shifting the latent code towards creativity by a certain amount to make it more or less creative.

2 Methodology

In this paper, we use a pre-trained BigGAN model to manipulate images towards creativity and build our work on the GANalyze [3] model. Given a generator $G$, a class vector $y$, a noise vector $z$, and an assessor function $A$, the GANalyze model solves the following problem:

$$
\mathcal{L}(\theta) = \mathbb{E}_{z,y,\alpha}[A(G(T_{\theta}(z,\alpha),y)) - (A(G(z,y)) + \alpha)^2],
$$

where $\alpha$ is a scalar value representing the degree of manipulation, $\theta$ is the desired direction, and $T$ is the transformation function defined as $T_{\theta}(z,\alpha) = z + \alpha \theta$ that moves the input $z$ along the direction $\theta$. In this work, we extend the GANalyze framework where we use a neural network that uses noise drawn from a distribution $\mathcal{N}(0, 1)$ which learns to map an input to different but functionally related (e.g., more creative) outputs:

$$
\mathcal{L}_c(\theta) = \mathbb{E}_{z,y,\alpha}[(A(G(F_c(z,\alpha),y))) - (A(G(z,y)) + \alpha)^2]
$$

where the first term represents the score of the modified image after applying the function $F$ with parameters $z, y,$ and $\alpha$, and the second term simply represents the score of the original image increased.

†Equal contribution. Author ordering determined by a coin flip.
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Figure 1: Our method learns a better manipulation of the latent space compared to GANalyze [3]. For each figure, the x-axis represents the \( \alpha \)-value and the y-axis represents the mean.

Figure 2: Generated images created by our model and GANalyze [3].

or decreased by \( \alpha \). \( F_z \) computes a diverse direction \( \theta \) with a noise \( \epsilon \) as
\[
F_z(z, \alpha) = z + \alpha \cdot \text{NN}(z, \epsilon).
\]

Moreover, we also learn a direction for class vectors as follows:
\[
L(\theta) = \mathbb{E}_{z, \alpha, \epsilon} [A(G(F_z(z, \alpha), F_y(y, \alpha))) - (A(G(z, y)) + \alpha)]^2
\]

where \( F_y \) is calculated as\( F_y(y, \alpha) = y + \alpha \cdot \text{NN}(y, \epsilon) \) where \( \text{NN} \) is a two layer neural network.

3 Results

We first investigate whether our model learns to navigate the latent space in such a way that it can increase or decrease creativity by a given \( \alpha \) value. As can be seen from Figure 1(a), our model achieves a much lower creativity score for low \( \alpha \) values such as \( \alpha = -0.5 \), while simultaneously achieving higher creativity for \( \alpha = 0.4 \) and \( \alpha = 0.5 \) compared to [3]. Next, we investigate what kind of image factors are changed to achieve these improvements. Following [3], we examined \textit{redness}, \textit{colorfulness}, \textit{brightness}, \textit{simplicity}, \textit{squareness}, \textit{centeredness} and \textit{object size} (see Appendix for detailed definitions of each property). We observe that both methods follow similar trends except \textit{colorfulness} and \textit{object size}. In particular, our method prefers to increase \textit{colorfulness} and \textit{object size} with increasing \( \alpha \) values. Figure 2 shows some of the samples generated by our method and baseline [3]. As can be seen from the visual results, our method is capable of performing several diverse manipulations on the input images.
4 Limitations and Broader Impact

Our method is limited to manipulating GAN-generated images. As with any image synthesis tool, our method faces similar concerns and dangers of misuse if it can be applied to images of people or faces for malicious purposes, as described in [8]. Our work also sheds light on the understanding of creativity and opens up possibilities to improve human-made art through GAN applications. On the other hand, we point out that using GAN-generated images as a proxy for creativity may bring its own limitations.
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5 Appendix

Following [3], we explored Redness, Colorfulness, Brightness, Simplicity, Squareness, Centeredness and Object Size.

- **Redness** is calculated as the normalized number of red pixels.
- **Colorfulness** is calculated by the metric from [5].
- **Brightness** is calculated as the average pixel value after the grayscale transformation.
- **Simplicity** is computed as a histogram of pixel intensity used to measure entropy.
- **Object Size** Following [3], we used Mask R-CNN [6] to create a segmentation mask at the instance level of the generated image. For Object Size, we used the difference in the mask area when the $\alpha$ value increases or decreases.
- **Centeredness** is calculated as the deviation between the centroid of the mask from the center of the frame.
- **Squareness** is calculated as the ratio of the length of the minor and major axes of an ellipse with the same normalized central moments as the mask.

Figure 1 shows the comparison between [3] and our method. For Brightness [11](b), we can see that both methods increase the brightness with increasing value of $\alpha$, while our method prefers to increase it with a larger distance. As can be seen from Figure 1(c), our method increases the simplicity up to a certain $\alpha$ value and decreases it at large $\alpha$ values such as $\alpha = 0.4$ and $\alpha = 0.5$. We believe that this is due to the fact that images with higher creativity contain more complex objects. On the other hand,
we see that the other method decreases the simplicity until $\alpha = 0$ and then increases it slightly as $\alpha$ increases. For Redness (Figure 1(d)), both methods prefer to decrease it when the $\alpha$ value becomes higher. For Colorfulness (Figure 1(e)) GANalyze consistently decreases the value, while our method prefers to increase it at a much higher rate. For Object Size (Figure 1(f)), we can see that GANalyze consistently decreases the object size when the $\alpha$ value becomes larger, while our method follows a nonlinear behavior. A similar behavior is seen for Centeredness (Figure 1(g)), where GANalyze increases it until $\alpha = 0$ and then decreases it. Our method prefers to decrease the centeredness as $\alpha$ increases. For Squaredness (Figure 1(h)), both methods follow a non-linear trend.

5.1 Experimental Setup
All methods are trained for 400K iterations, and we use a batch size of 8, Rectified Adam optimizer, and a learning rate of $1e^{-3}$. Following [3], we randomly select 1000 images from the Artbreeder website. Each $z$ vector is paired with 11 different $\alpha$ values $[-0.5, -0.4, -0.3, -0.2, -0.1, 0, 0.1, 0.2, 0.3, 0.4, 0.5]$, where $\alpha = 0$ recovers the original image $G(z, y)$. Thus, our final test set consists of $1500 \times 11$ images, for a total of 16,500 images.

5.2 Creativity Assessor
To manipulate the images towards creativity, we need a scoring model $A$ that takes an image and returns a score indicating how creative the image is. However, scoring creativity is a challenging problem and there is no easy way to directly infer the creativity of an image. Therefore, we use the images collected by Artbreeder as a proxy for creativity, as users try to generate more creative images by combining existing images ones. Thus, we hypothesize that images with a high number of ancestors are more creative than images with a low number of ancestors. To test this hypothesis, we conduct an evaluation study in which we randomly show participants one of two images and ask them which image is more creative: an image generated directly by the BigGAN model and an image with more than 100 ancestors. We randomly selected 15 images and asked 15 participants to vote on which image was more creative. Our perceptual study confirms that participants indeed find images with more ancestors more creative than images without ancestors: they find the images with more ancestors $89.7\%$ more creative than the images without ancestors. Although creativity is a very complex property, we believe that our approach represents a simple step towards understanding collective creativity.

Our next step was to teach this notion to a classifier. To do this, we collected 48,000 images with more than 100 ancestors, 24,000 images with 0 ancestors, and generated 24,000 images from BigGAN by giving randomly sampled $z$-vectors and one-hot $y$-vectors. We labeled the first half as creative due to the high number of ancestors, meaning that they attract people more than other images, and labeled the other half as non-creative because it is just an image of an object belonging to an Imagenet class. We used the EfficientNet-B0 architecture to train our model and obtained an accuracy of 92% on our validation set (80/20 random split). This shows that there is a significant difference between the two classes of images captured by our CNN model (see Section 5.1 for more details).

5.3 Data Collection
We collected images from Artbreeder at regular intervals by crawling the ’Trending’ section of the ’General’ category daily over a four-week period. The resolution of the images provided by Artbreeder varies from $512 \times 512$ to $1024 \times 1024$. To ensure that we have a consistent dataset, we resized all images to $512 \times 512$.

5.4 Data Exploration
To gain insight into the creative crowd behind Artbreeder, we visually explore the latent space of images and users. We obtained the latent vectors provided by Artbreeder and project each vector as a point in 2-dimensional space. To achieve this, we first reduced the dimensionality of the latent vectors using principal component analysis (PCA). After reducing the dimensions of the latent vectors, we apply t-Distributed Stochastic Neighbor Embedding for two-dimensional representation.

Note that the images on Artbreeder are in the public domain (CC0) and we obtained permission from the owner to crawl the images.
Figure 3: Examining generated images based on user groups. The images are mapped in a 2-dimensional space, preserving their proximity by t-SNE, where the color of the points indicates the user who created the image. The clusters labeled $C_1$ and the points $\ldots C_4$ on the left show selected groups of images, whose corresponding images can be seen on the right. Preserving the closeness in the high-dimensional space, Figure 3 shows a set of selected image groups with their corresponding visual content, where the colors represent different users. For clarity, only a subset of users who created between 50 and 100 images are shown. While the middle of the figure shows that similar images can be created by different users, it can also be observed that certain users have a particular style that distinguishes them from others (like $C_1$).
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