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Abstract. We prove a Roth type theorem for polynomial corners in the finite field setting. Let $\phi_1$ and $\phi_2$ be two polynomials of distinct degree. For sufficiently large primes $p$, any subset $A \subseteq \mathbb{F}_p \times \mathbb{F}_p$ with $|A| > p^2 \frac{1}{16}$ contains three points $(x_1, x_2), (x_1 + \phi_1(y), x_2), (x_1, x_2 + \phi_2(y))$. The study of these questions on $\mathbb{F}_p$ was started by Bourgain and Chang. Our Theorem adapts the argument of Dong, Li and Sawin, in particular relying upon deep Weil type inequalities established by N. Katz.

1. Introduction

We establish a Roth type theorem for a pair of linearly independent polynomials in the finite field setting. But not in $\mathbb{F}_p$, rather $\mathbb{F}_p \times \mathbb{F}_p$, with the polynomials acting in different coordinates. This we refer to as the corner setting.

Theorem 1.1. Let $p$ be an odd prime. Let $\phi_1, \phi_2$ be two linearly independent polynomials on $\mathbb{F}_p$, degrees not divisible by $p$, with $\phi_1(0) = \phi_2(0) = 0$. Moreover, require both to be quadratic, or have distinct degrees. Then any $A \subset \mathbb{F}_p^2$ with $|A| \geq C p^2 - \frac{1}{16}$ contains at least $C p^{3-3/16}$ triples of the form

$$(x_1, x_2), (x_1 + \phi_1(y), x_2), (x_1, x_2 + \phi_2(y))$$

for $y \in \mathbb{F}_p$. The constant $C = C_{\phi_1, \phi_2}$ is independent of $p$.

The existence of such triples follows from the multidimensional polynomial Szemerédi Theorem of Bergelson and Lieberman [1]. But there are very few prior results in the literature with explicit bounds, and none that we are aware of that are effective. Shkredov [17, 18] addressed the case of the triples $(x_1, x_2), (x_1 + y, x_2), (x_1, x_2 + y)$. The best bounds known in this case are double logarithmic, even in the finite field case [8, 11].

There is a small literature on Euclidean analogs of these questions again in the corners setting. Shkredov’s setting is addressed in [7]. A recent result of Christ, Durcik and Roos [5] in the Euclidean setting, has a corollary that addresses triples of the form $(x_1, x_2), (x_1 + y, x_2), (x_1, x_2 + y^2)$. A recent closely related paper of Chen, Guo and Li [4] gives a polynomial Roth theorem on $\mathbb{R}$. One would not expect the Euclidean setting to give the quantitative bounds above.

Our approach follows in the line of investigation started by Bourgain and Chang [3], which started the study of polynomial progressions in $\mathbb{F}_p$. We build upon the subsequent work of Peluse [12] and Dong, Li and Sawin [6]. At this point, there is a powerful, and developing, theory of longer progressions, that we will return to below.
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The main point is to obtain ‘smoothing’ estimates for averages of functions over polynomial varieties in $\mathbb{F}_p^2$. We work with functions $f : \mathbb{F}_p^2 \to \mathbb{C}$. We compute expectations

$$E_{x \in \mathbb{F}_p^2} f = \frac{1}{p^2} \sum_{x \in \mathbb{F}_p^2} f(x).$$

We will also take expectations over $\mathbb{F}_p^2$. The averages we are interested in are

$$A(f_1, f_2) := E_{y \in \mathbb{F}_p} f_1(x_1 + \phi_1(y), x_2)f_2(x_1, x_2 + \phi_2(y))$$

We write $x = (x_1, x_2) \in \mathbb{F}_p^2$ throughout the paper. Above, we take the expectation over $y \in \mathbb{F}_p$. The norms of functions are given by

$$\|f\|_r = \left[ E_x |f(x)|^r \right]^{1/r}.$$

The main inequality compares $A(f_1, f_2)$ to the average of $f_1$ in the first coordinate, times the average of $f_2$ in the second coordinate. These two are close in norm when $p$ is large. That is, in a quantitative sense, the two polynomials act independently of each other.

**Theorem 1.2.** Let $\phi_1, \phi_2$ be two polynomials on $\mathbb{F}_p$ with distinct degrees, satisfying $\phi_1(0) = \phi_2(0) = 0$. Then the averaging operator $A$ satisfies

$$\|A(f_1, f_2) - E_{x_1} f_1 \cdot E_{x_2} f_2\|_2 \lesssim p^{-1/8} \|f_1\|_4 \cdot \|f_2\|_4,$$

with the implied constant depending only on the degrees of $\phi_1$ and $\phi_2$.

Bourgain and Chang [3] started the study of polynomial progressions on $\mathbb{F}_p$. Peluse [12] and Dong, Li and Sawin [6] extended the work in the setting of progressions of length three, as in this paper. For longer progressions, Peluse [13] established a finite field version of the polynomial Szemerédi Theorem. Building on this, Peluse and Prendiville [14–16] have established logarithmic type bounds for polynomial progressions in $\mathbb{Z}$. This paper is the first to indicate that similar types of results could be true in the corners setting.

Our argument adapts the argument of Dong, Li and Sawin [6]. The technique analyzes the kernel of the averaging operator in Fourier variables. Standard considerations lead to expressions that look like Gowers norms of the kernel in Fourier variables. The latter are then somewhat complicated exponential sums. In the quadratic case, those can be controlled by Gauss sums, and a result of Bombieri [2] on exponential sums with rational arguments. In the general case, one uses the Weil estimates, and deep results of N. Katz [10] for ‘singular’ sums of exponentials.

There are some important differences. One should note that our main ‘smoothing’ inequality is weaker than [6], in that it is not an $L^p$-improving estimate. A second important difference is that in the general case, we require different degrees. In the one variable setting, this is can be assumed without loss of generality due to a change of variables argument [6, (3.1)]. This does not seem to be available in the corners setting. Nevertheless, in the quadratic case, one can assume linear independence of the two polynomials, and replace the inequalities of Katz by those of Bombieri [2] for sums of exponentials along rational functions.
2. Notation

For a prime $p$, denote $e_p(x) := e^{2\pi i x / p}$. The Fourier transform is defined to be
\[
\hat{f}(z) = \frac{1}{p^2} \sum_{x \in \mathbb{F}_p^2} f(x)e_p(-x \cdot z) = \mathbb{E}_x f(x)e_p(-x \cdot z).
\]

Many familiar inequalities continue to hold with this notation. In particular, Parseval’s identity states that
\[
\|f\|_2^2 = \|\hat{f}\|_{\ell^2} = \left[\sum_{z \in \mathbb{F}_p^2} |\hat{f}(z)|^2\right]^{1/2}.
\]

Here, we use the notation $\|\cdot\|_2$ to denote the norm of $\mathbb{F}_p^2$, normalized counting measure. And $\|\cdot\|_{\ell^2}$ to denote the usual $\ell^2$ norm. This is done throughout. And, we have Fourier inversion
\[
f(x) = \sum_{z \in \mathbb{F}_p^2} \hat{f}(z)e_p(x \cdot z).
\]

Many familiar inequalities continue to hold, and we cite them below. One of them is for a function $\phi$ on $\mathbb{F}_p$, with Fourier transform $\hat{\phi}(n) = \mathbb{E}_{x \in \mathbb{F}_p} \phi(x)e_p(-nx)$, we have
\[
\|\phi\|_4 = \sum_{n_1, n_2, n_3, n_4 \in \mathbb{F}_p} \hat{\phi}(n_1)\hat{\phi}(n_2)\overline{\hat{\phi}(n_3)}\overline{\hat{\phi}(n_4)}.
\]

3. Proof of Theorem 1.1

We need the following elementary lemma.

**Lemma 3.1.** Let $f$ be a function on $\mathbb{F}_p^2$ with $0 \leq f \leq 1$. Then,
\[
\mathbb{E}_x(f \mathbb{E}_{x_1} f \mathbb{E}_{x_2} f) \geq (\mathbb{E} f)^3.
\]

**Proof.** Let $\delta = \mathbb{E}_x f$. The function $g(x_1) = \mathbb{E}_{x_2} f(x_1, x_2)$ takes values from 0 to 1, and has $\mathbb{E}_{x_1} g(x_1) = \delta$. In particular, letting $A = \{x_1 : g \geq \delta/2\}$, we have
\[
\mathbb{E}_{x_1}(1_A g)(x_1) \geq \delta/2.
\]

Indeed, if this were false, we would have $\mathbb{E}_{x_1} g(x_1) < \delta$. Now, estimate as below, where we insert $1_A$ and use Cauchy–Schwarz.

\[
\mathbb{E}_x(f \mathbb{E}_{x_1} f \mathbb{E}_{x_2} f) = \mathbb{E}_{x_1, x_2, x'_1, x'_2} f(x_1, x_2) f(x'_1, x'_2) f(x_1, x'_2) f(x_1, x_2)
\]
\[
\geq \mathbb{E}_{x_1, x_2, x'_1} f(x_1, x_2) f(x'_1, x_2) \cdot \mathbb{E}_{x'_2} 1_A(x_1) f(x_1, x'_2)
\]
\[
\geq \frac{\delta}{2} \mathbb{E}_{x_1, x_2, x'_1} 1_A(x_1) f(x_1, x_2) f(x'_1, x_2)
\]
\[
\geq \frac{\delta}{2} \mathbb{E}_{x_1, x_2, x'_1} 1_A(x_1) 1_A(x'_1) f(x_1, x_2) f(x'_1, x_2)
\]
\[
= \frac{\delta}{2} \mathbb{E}_{x_2} (\mathbb{E}_{x_1} 1_A(x_1) f(x_1, x_2))^2
\]
\[
\geq \frac{\delta}{2} (\mathbb{E}_{x_2} \mathbb{E}_{x_1} 1_A f)^2 \geq \frac{\delta^3}{8}.
\]

\[\square\]
Proof of Theorem 1.1. Let \( f = 1_A \), and set \( \delta = \mathbb{E}_x f = p^{-2}|A| \geq Cp^{-\frac{1}{16}} \). Theorem 1.2 implies that

\[
\mathbb{E}_x \mathbb{E}_y f(x)f(x_1 + \phi_1(y), x_2)f(x_1, x_2 + \phi_2(y)) = \mathbb{E}_x f \cdot A(f, f) \\
\geq \frac{\delta^3}{8} - Cp^{-\frac{1}{16}} ||f||_2^2 ||f||_4^2 \\
= \frac{\delta^3}{8} - Cp^{-\frac{1}{16}} \delta.
\]

But under the conditions of the Theorem, the last bound is at least \( C^{-1} \delta^3 \gtrsim p^{-\frac{1}{16}} \). The polynomial triples in \( A \) are indexed by \( x = (x_1, x_2) \in \mathbb{F}_p^2 \) and \( y \in \mathbb{F}_p \), so that the conclusion follows. \( \square \)

4. Proof of Theorem 1.2

Expand \( f_1 \) and \( f_2 \) in Fourier variables

\[
\mathcal{A}(f_1, f_2)(x) = \sum_{m,n} \hat{f}_1(n) \hat{f}_2(m)e_p((m + n)x)\mathbb{E}_y e_p(n_1 \phi_1(y) + m_2 \phi_2(y)) \\
= \sum_{m,n} \hat{f}_1(n) \hat{f}_2(m)e_p((m + n)x)K(n_1, m_2),
\]

where \( K(n_1, m_2) = \mathbb{E}_y e_p(n_1 \phi_1(y) + m_2 \phi_2(y)) \).

The kernel \( K(n_1, m_2) \) given above plays the decisive role. Let us observe that linear independence of \( \phi_1 \) and \( \phi_2 \) together with the fundamental work of Weil [19], imply that

\[
(4.2) \quad |K(n_1, m_2)| = |\mathbb{E}_y e_p(n_1 \phi_1(y) + m_2 \phi_2(y))| \lesssim \frac{1}{\sqrt{p}}, \quad (n_1, m_2) \neq 0.
\]

The sum over \( m, n \in \mathbb{F}_p^2 \) is divided into the collections

\[
\mathcal{J}_1 = \{(n, m) : n_1 = m_2 = 0\},
\mathcal{J}_2 = \{(n, m) : n_1 \neq 0, m_2 = 0\},
\mathcal{J}_3 = \mathbb{F}_p \times \mathbb{F}_p \setminus (\mathcal{J}_1 \cup \mathcal{J}_2).
\]
This gives this three sums.

\[
J_1 = \sum_{n_2} \sum_{m_1} \hat{f}_1(n_2) \hat{f}_2(m_1, 0)e_p(m_1 x_1 + n_2 x_2) \\
= \mathbb{E}_{x_1} f_1 \cdot \mathbb{E}_{x_2} f_2, \tag{4.3}
\]

\[
J_2 = \sum_{n_1 \neq 0} \sum_{n_2} \sum_{m_1} \hat{f}_1(n) \hat{f}_2(m_1, 0)K(n_1, 0)e_p(n \cdot x + m_1 x_1) \\
= \sum_{n_2} \sum_{m_1} \sum_{n_1 \neq 0} \hat{f}_1(n) \hat{f}_2(m_1 - n_1, 0)K(n_1, 0)e_p(m_1 x_1 + n_2 x_2), \tag{4.4}
\]

\[
J_3 = \sum_{n} \sum_{m_1} \sum_{m_2 \neq 0} \hat{f}_1(n) \hat{f}_2(m)K(n_1, m_2)e_p((n + m) \cdot x) \\
= \sum_{n} \sum_{m_1} \sum_{m_2 \neq 0} \hat{f}_1(n - m) \hat{f}_2(m)K(n_1 - m_1, m_2)e_p(n \cdot x) \\
= \sum_{n} \sum_{m} \hat{f}_1(n - m) \hat{f}_2(m)\tilde{K}(n_1 - m_1, m_2)e_p(n \cdot x), \tag{4.5}
\]

where in the last line we modify the definition of $K$ from (4.2) to

\[
\tilde{K}(m) := \begin{cases} 
K(m_1, m_2), & \text{if } m_2 \neq 0 \\
0, & \text{if } m_2 = 0
\end{cases}
\]

The term $J_1$ in (4.3) is the one we subtract off. We estimate the remaining two terms. The estimate for $J_2$ is the straightforward one. It is addressed in Lemma 4.1, while the sophisticated term $J_3$ in (4.5) is addressed in Lemma 4.2. From these two Lemmas, we have

\[
\|A_{\Gamma}(f_1, f_2) - \mathbb{E}_{x_1} f_1 \cdot \mathbb{E}_{x_2} f_2\|_2 \leq \|J_2\|_2 + \|J_3\|_2 \\
\lesssim p^{-\frac{1}{4}} \|f_1\|_4 \|f_2\|_4.
\]

That is the conclusion of the Theorem. And we turn to the Lemmas.

**Lemma 4.1.** For $J_2$, we have the following estimate.

\[
\|J_2\|_2 \lesssim p^{-\frac{1}{4}} \|f_1\|_4 \|f_2\|_4.
\]
Proof. The condition that \( n_1 \neq 0 \) means that Weil’s inequality (4.2) holds. From the line (4.4), apply Parseval’s identity in the variables \( m_1 \) and \( n_2 \). Then square out the norm.

\[
\|J_2\|_2^2 = \left\| \sum_{n_1 \neq 0} \hat{f}_1(n) \hat{f}_2(m_1 - n_1, 0) K(n_1, 0) \right\|_{\ell^2_{m_1}}^2
\]

Having squared out the \( \ell^2 \) norm, we set \( n'_1 = n_1 + u \). The last line is rewritten using the notation

\[
(4.6) \quad \Delta_u \phi(n) = \phi(n) \bar{\phi}(n + u), \quad n, u \in \mathbb{Z}^2.
\]

We have

\[
\|J_2\|_2^2 = \sum_{n_1} \sum_{n_1 \neq 0} \sum_{u : u \neq n_1} \Delta_{(u,0)} \hat{f}_1(n_1, n_2) \Delta_{(-u,0)} \hat{f}_2(m_1 - n_1, 0) \Delta_{(u,0)} K(n_1, 0)
\]

above, we can change variables, sending \( m_1 \) to \( m_1 + n_1 \),

\[
\leq \left\| \sum_{m_1} \Delta_{(-u,0)} \hat{f}_2(m_1, 0) \right\|_{\ell^2_u} \cdot \left\| \sum_{n_1 \neq 0} \Delta_{(u,0)} \hat{f}_1(n_1, n_2) \Delta_{(u,0)} K(n_1, 0) \right\|_{\ell^2_u}.
\]

We estimate the two norm in (4.7). On the one hand, squaring out the norm below and appealing to (2.1), we have

\[
\left\| \sum_{m_1} \Delta_{(-u,0)} \hat{f}_2(m_1, 0) \right\|_{\ell^2_u}^2 = \sum_{u} \sum_{m_1, m'_1} \hat{f}_2(m_1, 0) \overline{\hat{f}_2(m_1 - u, 0)} \hat{f}_2(m'_1, 0) \hat{f}_2(m'_1 - u, 0)
\]

(4.8)

\[
= \| \mathbb{E}_x f_2 \|_4^4 \leq \| f \|_4^4.
\]

For the second norm in (4.7), the summing condition on \( n_1 \neq 0, -u \) means that the Weil estimate (4.2) holds, giving us \( |\Delta_{(u,0)} K(n_1, 0)| \lesssim 1/p \). Thus,

\[
\left\| \sum_{n_1 \neq 0, -u} \Delta_{(u,0)} \hat{f}_1(n_1, n_2) \Delta_{(u,0)} K(n_1, 0) \right\|_{\ell^2_u} \lesssim \frac{1}{p} \left\| \sum_{n_1 \neq 0, -u} \sum_{n_2} \Delta_{(u,0)} \hat{f}_1(n_1, n_2) \right\|_{\ell^2_{m_1, u}}
\]

(4.9)
We continue with this last norm, squaring it out.

\[
\left\| \sum_{n_2} \Delta_{(u,0)} \hat{f}_1(n_1, n_2) \right\|_{\ell^2_{\ell^1,u} \ell^2_{n_1,u} \ell^2_{n_2,u}}^2
= \sum_{n_1, n_2} \Delta_{(u,0)} \hat{f}_1(n_1, n_2) \Delta_{(u,0)} \hat{f}_1(n_1, n_2)
= \sum_{n_1, n_2} \hat{f}_1(n_1, n_2) \hat{f}_1(n_1 + u, n_2) \hat{f}_1(n_1, n_2) \hat{f}_1(n_1, n_2)
= \sum_{n_1, n_2} \hat{f}_1(n_1, n_2) \hat{f}_1(n_1', n_2' \hat{f}_1(n_1, n_2') \hat{f}_1(n_1', n_2')
(4.10)
= \mathbb{E}_{x_1, x_2} f(x_1, x_2) f(x_1', x_2) f(x_1, x_2') f(x_1', x_2') \leq \|f\|_4^4.
\]

Combining (4.8), (4.9) and (4.10) completes the proof.

Now we turn to the more sophisticated estimates of \( J_3 \). The following Lemma with Lemma 4.1 completes the proof of Theorem 1.2.

**Lemma 4.2.** We have

\[
\|J_3\|_2 \lesssim p^{-\frac{1}{n}} \|f_1\|_4 \|f_2\|_4.
\]

**Proof.** From the equality (4.5), apply Parseval’s identity in the variable \( n \in \mathbb{F}_p^1 \).

\[
\|J_3\|_2^2 = \left\| \sum_{m} \hat{f}_1(n - m) \hat{f}_2(m) \tilde{K}(n - m_1, m_2) \right\|_{\ell^2_{\ell^1,u} \ell^2_{n_1,u} \ell^2_{n_2,u}}^2
= \sum_{n} \sum_{m, m'} \hat{f}_1(n - m) \hat{f}_1(n - m') \hat{f}_2(m) \hat{f}_2(m') \tilde{K}(n - m_1, m_2) \tilde{K}(n - m_1', m_2')
= \sum_{n} \sum_{m, m'} \Delta_{-h} \hat{f}_1(n) \Delta_{h} \hat{f}_2(m) \Delta_{(-h_1, h_2)} \tilde{K}(n_1 - m_1, m_2)
= \sum_{n} \sum_{m, m'} \left( \sum_{n_2} \Delta_{-h} \hat{f}_1(n_2) \right) \left( \sum_{m_2} \Delta_{h} \hat{f}_2(m_2) \right) \Delta_{(-h_1, h_2)} \tilde{K}(n_1, m_2)
= \sum_{h} \sum_{n_1, m_2} I(h).
(4.11)
\]

Now we estimate each \( I(h) \) in (4.11). When \( h = 0 \), we have

\[
I(0) = \sum_{n, m} |\hat{f}_1(n)|^2 |\hat{f}_2(m)|^2 |\tilde{K}(n_1, m_2)|^2 \leq p^{-1} \|f_1\|_2^2 \|f_2\|_2^2.
(4.12)
\]

In this case, the Weil estimate (4.2) applies, since \( m_2 \neq 0 \).
For \( h \neq 0 \), we need Lemma 4.3, which is the consequence of a deep extension of Weil’s estimates due to Katz [10]. Lemma 4.3 implies that

\[
I(h) \lesssim p^{-\frac{1}{4}} \left\| \sum_{n_2} \Delta_{-h} \hat{f}(n) \right\|_{\ell_1^{n_1, h}} \left\| \sum_{m_1} \Delta_h \hat{f}_2(m) \right\|_{\ell_2^{m_2, h}}.
\]

Next, by Cauchy-Schwarz in \( h \), we have

\[
(4.13) \quad \sum_{h \neq 0} I(h) \lesssim p^{-\frac{1}{4}} \left\| \sum_{n_2} \Delta_{-h} \hat{f}(n) \right\|_{\ell_1^{n_1, h}} \left\| \sum_{m_1} \Delta_h \hat{f}_2(m) \right\|_{\ell_2^{m_2, h}}.
\]

Concerning the two terms on the right, their estimates are the same by symmetry. For the first term, we have

\[
\left\| \sum_{n_2} \Delta_{-h} \hat{f}(n) \right\|_{\ell_1^{n_1, h}}^2 \leq \| f \|_4^2.
\]

Indeed, the left side above, squared out is

\[
\left\| \sum_{n_2} \Delta_{-h} \hat{f}(n) \right\|_{\ell_1^{n_1, h}}^2 = \sum_{n_1, n_2, n_2'} \hat{f}(n_1, n_2) \overline{\hat{f}(n_1 - h_1, n_2 - h_2)} \hat{f}(n_1, n_2') \overline{\hat{f}(n_1 - h_1, n_2' - h_2)}
\]

\[
= \sum_{n_1, n_1', n_2, n_2'} \hat{f}(n_1, n_2) \overline{\hat{f}(n_1', n_2 - h_2)} \hat{f}(n_1, n_2') \overline{\hat{f}(n_1', n_2' - h_2)}
\]

\[
= \mathbb{E}_{x_2}(\mathbb{E}_{x_1} f^2(x_1, x_2))^2 \leq \| f \|_4^4.
\]

The last equality is easy to check directly.

Plugging the estimates (4.12) and (4.13) into (4.11), we have

\[
\| J_3 \|_2^2 \lesssim p^{-1} \| f_1 \|_2^2 \| f_2 \|_2^2 + p^{-\frac{1}{4}} \| f_1 \|_4^2 \| f_2 \|_4^2.
\]

This proves Lemma 4.2.

\[\square\]

**Lemma 4.3.** For any \( F_1, F_2 \) functions on \( \{0, \ldots, p-1\} \) and \( h \neq 0 \in \mathbb{F}_p^2 \), we have

\[
\left\| \sum_{n_1, m_2} F_1(n_1) F_2(m_2) (\Delta_{(h_1, h_2)} \tilde{K})(n_1, m_2) \right\|_{\ell_1^{n_1, m_2}} \lesssim p^{-\frac{1}{4}} \| F_1 \|_{\ell_1^{n_1}} \| F_2 \|_{\ell_2^{m_2}}.
\]

**Proof of Lemma 4.3.** By duality, this is equivalent to

\[
\left\| \sum_{m_2} F_2(m_2) (\Delta_{(h_1, h_2)} \tilde{K})(n_1, m_2) \right\|_{\ell_1^{m_2}}^2 \lesssim p^{-\frac{1}{4}} \| F_2(m_2) \|_{\ell_2^{m_2}}^2.
\]

Expanding the left hand side, we have

\[
\mathcal{B} := \sum_{m_2, m_2'} F_2(m_2) \overline{F_2(m_2')} \sum_{n_1} \Delta_{(h_1, h_2)} \tilde{K}(n_1, m_2) \overline{\Delta_{(h_1, h_2)} \tilde{K}(n_1, m_2')}.
\]

Here we use the following lemma. To state it, we need this definition from [6].

**Definition.** A set \( D \subset \mathbb{F}_p^2 \) is called a generalized diagonal if for any \( x \in \mathbb{F}_p \), there are \( O(1) \) \( y \)'s such that \((x, y) \in D\) and for any \( y \in \mathbb{F}_p \) there are \( O(1) \) \( x \)'s such that \((x, y) \in D\). The implied constant must be independent of \( p \).
Lemma 4.4. Assume \( \phi_1, \phi_2 \) have distinct degrees, or both be quadratic. Then there exists a generalized diagonal set \( D_h \in \mathbb{P}^2 \) such that for \((m_2, m'_2) \notin D_h \), we have

\[
(\text{A.1}) \quad \left| \sum_{n_1} (\Delta_{(h_1, h_2)} \tilde{K})(n_1, m_2)(\Delta_{(h_1, h_2)} \tilde{K})(n_1, m'_2) \right| \lesssim p^{-\frac{1}{2}}. 
\]

Remark 4.5. This lemma is essentially from [6, Thm 3.1], we include its proof in the appendix. This is the only place where we make the assumption that \( \phi_1, \phi_2 \) have distinct degrees, if the polynomials are not quadratic. Other parts of the proof only require \( \phi_1, \phi_2 \) be linearly independent. In [6], such a distinct degree assumption was not needed for the proof, as an early step of the argument [6, (3.1)] allowed one to reduce to the case of distinct degrees. We return to this point in the appendix.

The lemma above gives us estimate when \((m_2, m'_2) \notin D_h \). When \((m_2, m'_2) \in D_h \), we use (4.2) which implies

\[
\left| \sum_{n_1} (\Delta_{(h_1, h_2)} \tilde{K})(n_1, m_2)(\Delta_{(h_1, h_2)} \tilde{K})(n_1, m'_2) \right| \lesssim p^{-1}. 
\]

With these estimates in hand, we have

\[
B \lesssim \sum_{m_2, m'_2 \in D_h} p^{-1} |F_2(m_2)||F_2(m'_2)| + \sum_{m_2, m'_2 \notin D_h} p^{-\frac{1}{2}} |F_2(m_2)||F_2(m'_2)| \lesssim p^{-\frac{1}{2}} \|F_2\|_\mathbb{P}^2^2, 
\]

by Cauchy-Schwartz inequality. This proves Lemma 4.3.

\[\Box\]

Appendix A. Proof of Lemma 4.4

Now we compute the following when \( m_2 \neq 0, m'_2 \neq 0, m_2 + h_2 \neq 0, m'_2 + h_2 \neq 0 \).

\[
(\text{A.1}) \quad \sum_{n_1} (\Delta_{(-h_1, h_2)} \tilde{K})(n_1, m_2)(\Delta_{(-h_1, h_2)} \tilde{K})(n_1, m'_2) \\
= \sum_{n_1} E_{y_1} E_{y_2} E_{y_3} E_{y_4} e_p(n_1 G(y_1, y_2, y_3, y_4) + H(y_1, y_2, y_3, y_4)) \\
= \frac{1}{p^3} \sum_{y_1, y_2, y_3, y_4 \in D_{y_1}} e_p(H(y_1, y_2, y_3, y_4)), 
\]

where

\[
\begin{align*}
G(y_1, y_2, y_3, y_4) &:= \phi_1(y_1) - \phi_1(y_2) - \phi_1(y_3) + \phi_1(y_4) \\
H(y_1, y_2, y_3, y_4) &:= h_1(\phi_1(y_2) - \phi_1(y_4)) + m_2(\phi_2(y_1) - \phi_2(y_2)) + m'_2(\phi_2(y_4) - \phi_2(y_2)) + h_2(\phi_2(y_4) - \phi_2(y_2)) 
\end{align*}
\]

That is, in (A.1), we are summing over points determined by the zero locus of the polynomial \( G \), with the exponential of values of the polynomial \( H \).

Katz has generalized Deligne’s theorem to exponential sums over smooth affine varieties [9], and singular algebraic varieties [10]. We need the following special case of [10, Theorem 4]. (Here, we quote [6]: ‘The reader could skip its long proof and use it as a “black box” on an early reading of the paper.’)
Theorem A.1. Let $G, H \in \mathbb{F}_p[X_1, \ldots, X_4]$. Assume that the degree of $H$ is indivisible by $p$, the homogeneous leading term of $G$ defines a smooth projective hypersurface, and the homogeneous leading terms of $G$ and that of $H$ together define a smooth co-dimension 2 variety in the projective space. Then the following holds

$$\sum_{G(y_1, y_2, y_3, y_4) = 0} e_p(H(y_1, y_2, y_3, y_4)) \leq p^2.$$ 

Now we are ready to prove (4.14). We verify that the expression in (A.1) satisfies the hypotheses of Theorem A.1. The first two conditions in the theorem are easy to check. We elaborate on the third condition, namely the ‘smooth co-dimension 2 variety’ condition. It is split into two cases separately: $d_1 < d_2$ and $d_1 = d_2$.

First assume $d_1 < d_2$. Let $az^{d_1}$ and $b_2 z^{d_2}$ denote the leading term of $\phi_1$ and $\phi_2$, resp. The homogeneous leading term of $G$ and $H$ are given below

$$G_{d_1}(y_1, y_2, y_3, y_4) := ay_1^{d_1} - ay_2^{d_1} - ay_3^{d_1} + ay_4^{d_1},$$

$$H_{d_1}(y_1, y_2, y_3, y_4) := bm_2 y_1^{d_2} - b(m_2 + h_2) y_2^{d_2} - bm_2' y_3^{d_2} + b(m_2' + h_2) y_4^{d_2}.$$ 

The Jacobian matrix is

$$J := \begin{bmatrix} \nabla G_{d_1} \\ \nabla H_{d_2} \end{bmatrix} = \begin{bmatrix} d_1 ay_1^{d_1-1} & -d_1 ay_2^{d_1-1} & -d_1 ay_3^{d_1-1} & d_1 ay_4^{d_1-1} \\ d_2 bm_2 y_1^{d_2-1} & -d_2 b(m_2 + h_2) y_2^{d_2-1} & -d_2 bm_2' y_3^{d_2-1} & d_2 b(m_2' + h_2) y_4^{d_2-1} \end{bmatrix}$$

We need to show that it has full rank, as a function of $(y_1, y_2, y_3, y_4)$, at any point in $\{G_{d_1} = H_{d_2} = 0\} \setminus \{0\}$, provided $(m_2, m_2')$ are not in $D_h$, a generalized diagonal set in $\mathbb{F}_p^2$.

When $J$ has rank less than 2, assuming $y_1 y_2 y_3 y_4 \neq 0$, we can solve for each $y_i$ and plug in $G_{d_1} = 0$ to get the equation

$$\left( \frac{1}{m_2} \right)^{d_1} - \left( \frac{1}{m_2 + h_2} \right)^{d_1} - \left( \frac{1}{m_2'} \right)^{d_1} + \left( \frac{1}{m_2' + h_2} \right)^{d_1} = 0$$

(A.2)

If one or two of the four variables $y_1, y_2, y_3, y_4$ are zero, then a variant equation can be obtained by deleting the corresponding term(s) in the above equation. The term $h_2$ is fixed. The solutions $(m_2, m_2')$ to (A.2) and its variants lie in a generalized diagonal set $D_h$. So we can apply Theorem A.1 for pairs $(m_2, m_2')$ outside this set.

In our main theorems, we exclude the case of the polynomials having equal degree, unless the degree is two. We begin with the general case of equal degree. Consider the case $d_1 = d_2 = d$. The homogeneous leading term of $G$ and $H$ are

$$G_d(y_1, y_2, y_3, y_4) := ay_1^d - ay_2^d - ay_3^d + ay_4^d,$$

and

$$H_d(y_1, y_2, y_3, y_4) := by_1^d - (b(m_2 + h_2) - ah_1)y_2^d - bm_2 y_3^d + b(m_2' + h_2) - ah_1)y_4^d,$$

resp. The Jacobian matrix becomes

$$J := \begin{bmatrix} \nabla G_d \\ \nabla H_d \end{bmatrix} = \begin{bmatrix} d_1 ay_1^{d-1} & -d_1 ay_2^{d-1} & -d_1 ay_3^{d-1} & d_1 ay_4^{d-1} \\ d_2 bm_2 y_1^{d-1} & -d_2 b(m_2 + h_2) y_2^{d-1} & -d_2 bm_2' y_3^{d-1} & d_2 b(m_2' + h_2) - ah_1) y_4^{d-1} \end{bmatrix}.$$
When \( y_1 y_2 y_3 y_4 \neq 0 \), \( J \) has rank 1 only when
\[
(A.3) \quad bm_2 = b(m_2 + h_2) - ah_1 = bm'_2 = b(m'_2 + h_2) - ah_1.
\]
One or two terms in the above equation can be dropped if the corresponding variable is zero. Make the additional assumption that
\[
ah_1 \neq bh_2,
\]
It is then easy to see that the solutions to \((A.3)\) and its variants form a generalized diagonal set. So Theorem A.1 applies in most cases, and we are done.

In general we don’t know how to deal with the case when \( ah_1 = bh_2 \). But when \( d = 2 \), we can use Gauss sum to prove the desired result.

Indeed, let \( \phi_1(y) = a_1 y^2 + b_1 y \), with \( a_1, a_2 \neq 0 \) be linearly independent. Let \( h \) be such that \( a_1 h_1 = a_2 h_2 \), then we have \( b_1 h_1 - b_2 h_2 \neq 0 \). Then we have the Gauss sum
\[
K(n_1, m_2) = \begin{cases} \frac{1}{p^2} e_p \left( \frac{2h_1 n_1 + b_2 m_2}{a_1 n_1 + a_2 m_2} \right) & a_1 n_1 + a_2 m_2 \neq 0, \\ 0, & a_1 n_1 + a_2 m_2 = 0. \end{cases}
\]
Next denoting
\[
\begin{align*}
\alpha &:= a_1 n_1 + a_2 m_2, \\
\alpha' &:= a_1 n_1 + a_2 m'_2, \\
\beta &:= b_1 n_1 + b_2 m_2, \\
\beta' &:= b_1 n_1 + b_2 m'_2, \\
\gamma &:= -b_1 h_1 + b_2 h_2
\end{align*}
\]
We have
\[
\left| \sum_{n_1} (\Delta_{(-h_1, h_2)} K_\Gamma)(n_1, m_2)(\Delta_{(-h_1, h_2)} K_\Gamma)(n_1, m'_2) \right| \\
= \frac{1}{p^2} \left| \sum_{n_1 \atop \alpha \neq 0, \alpha' \neq 0} e_p \left( \frac{\beta - \beta' + \gamma}{4 \alpha} - \frac{\beta' + \gamma}{4 \alpha'} \right) \right| \\
= \frac{1}{p^2} \left| \sum_{n_1 \atop \alpha \neq 0, \alpha' \neq 0} e_p \left( \frac{a_2 (m_2 - m'_2) (-b_1 h_1 + b_2 h_2)}{4 (a_1 n_1 + a_2 m_2) (a_1 n_1 + a_2 m'_2)} \right) \right| \\
\leq 3p^{-\frac{3}{4}},
\]
where we used the following estimate by Bombieri [2] as long as \( m_2 \neq m'_2 \).

**Proposition A.2.** Let \( f_1, f_2 \in \mathbb{Z}[X] \), \( (f_1, f_2) = 1 \) and \( \tilde{f}_1, \tilde{f}_2 \in \mathbb{F}_p[X] \) the corresponding polynomials over \( \mathbb{F}_p \), \( \tilde{f}(x) = \frac{\tilde{f}_1(x)}{\tilde{f}_2(x)} \), where \( x \) is to take only values with \( p \nmid f_2(x) \). Define
\[
S(\tilde{f}) = \sum_x e_p(\tilde{f}(x)).
\]
Then, assuming $\deg(\tilde{f}) = \deg(\tilde{f}_1) + \deg(\tilde{f}_2) \geq 1$, we have

$$|S(\tilde{f})| \leq (n - 2 + \deg(\tilde{f})_\infty)p^\frac{1}{2} + 1$$

with $n$ = the number of the poles and $(\tilde{f})_\infty$ the divisor of the poles of $\tilde{f}$ over the algebraic closure $\overline{\mathbb{F}_p}$ (including $\infty$ if necessary).

Note that in our case, $n = 2$ and $\deg(\tilde{f})_\infty = 2$. □
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