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Abstract—This study aims at relating the stickiness parameter (τ) of the dense media radiative transfer theory in quasi-crystalline approximation of Mie scattering of densely packed sticky spheres (DMRT-QMS), to the physical parameters of the layered snowpack. A relationship has been derived to express τ, which modulates the attractive contact force between ice spheres, as a function of ice volume fraction (φ) and coordination number (n). Since τ is not a measurable parameter, this is a step forward with respect to what is commonly made in the literature, where τ is assumed as an arbitrary parameter, generally ranging between 0.1 and 0.3, to fit simulated backscattering data with those measured. As a first validation, DMRT-QMS was integrated with the SNOWPACK model to simulate backscattering at X-band (9.6 GHz) driven by nivo-meteorological data acquired on a test area located in Monti Alti di Ornela, Italy. The simulations were compared with Synthetic Aperture Radar COSMO-SkyMed (CSK) satellite observations. The results show a significant agreement (R² = 0.68), although for a limited dataset of eight points in a unique winter season.
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I. INTRODUCTION

Snow on Earth influences natural processes, such as global radiation balance, hydrological cycle, and glacier evolution, and human activities, such as tourism and infrastructure [1], [2]. In fact, the World Meteorological Organization indicates snow as an essential terrestrial climate variable in meteorological and climate trends [3]. Snow has higher values of albedo with respect to natural bodies, therefore reflecting high quantity of solar energy and lowering the surface temperature [4]. Consequently, a decrease in snowpack extension and duration leads to an increase of local warming and accelerate the snow melting and water runoff processes, causing avalanches and floods, in particular flash floods. In fact, several studies predicted that in several mountains of the European Alps, snow water equivalent (SWE) may be reduced significantly by 2100 and that they may become totally snow-free during the summer [5], [6]. This could lead to a point of no return in the management of water resources, energy balance, and winter tourism. Snow is important also in permafrost behavior, due to its thermal insulation characteristics. As a result of all these aspects, continuous monitoring of snowpack can be crucial and represent an important tool for water resources management [7].

From the physical point of view, snow can be considered as a mixture of air, ice grains, and, if present, liquid water. Since the ice grains occupy between 10% and 40% of the snow volume, snow can be studied as a dense medium with a high fractional volume of scatterers. Consequently, variations in the scatterers inside snowpack cause significant changes of the electromagnetic response. In the microwave range, a variety of radiative transfer model of snowpack has been proposed, such as MEMLS [8] and HUT [9], to simulate the scattering and emission of a layered snowpack. Among them, dense media radiative transfer theory in quasi-crystalline approximation of Mie scattering of densely packed sticky spheres (DMRT-QMS) [10], [11], [12], [13] considering the interactions of the electromagnetic waves scattered from the particles.

It is important to parameterize snow microstructure in a radiative transfer model of snowpack in microwave frequencies. In DMRT-QMS snow representation, grains are considered spherical particles of ice. The particles’ distribution...
is determined by a free dimensionless parameter called stickiness ($\tau$). This parameter modulates an adhesive force that pushes grains to form clusters; the higher $\tau$, the lower the attraction force among grains.

Different approaches for setting $\tau$ were proposed in the literature. In several applications, $\tau$ was set to 0.1 with single-layer [14], [15] or multilayer [16] snowpack, both in the active and passive electromagnetic cases [17], [18]. In other studies, $\tau$ was varied between a minimum and a maximum value, looking for the best value fitting experimental data [19], [20], [21], [22], [23]. In [24] and [25], a pair of values ($\tau$, $\alpha$), where $\alpha$ is the snow grain radius, were optimized in order to obtain the lowest root-mean-square error (RMSE) compared to experimental data.

Other approaches were followed to seek an adequate value of parameter $\tau$. In [26], the optimal values of $\tau$ can vary significantly according to different situations and, given the large sensitivity of the scattering coefficient ($k_s$) on $\tau$ [27], these variations have a significant impact on the electromagnetic response of snow. Furthermore, Löwe and Picard [26] concluded that the pragmatic approach of using the same $\tau$-value for the entire snowpack is questionable.

Notwithstanding, most scientific works have been carried out using a constant value of $\tau = 0.1$. There is no real physical motivation for this setting, however, as it was explained in [28]. In fact, as described in [29], “the case of sticky spheres is for the very sticky case of $\tau = 0.1$ because, for this case, it was shown that the extinction coefficient has a frequency dependence that is consistent with experimental measurements of extinction coefficient of snow.” Various studies analyzed possible relations between $\tau$ and the backscattering ($\sigma^b$) or snow parameters without analytic relationships but only using some experimental dependences [26], [27]. For instance, in [27] and [30], a relation between $\tau$ and the scattering coefficient $k_s$, was analyzed. The lower $\tau$ the higher $k_s$ was observed for the same grain size. This is likely due to the tendency of grains to cluster among them in the sticky hard sphere (SHS) model. In [31], some tests were carried out setting $\tau = 0.1$ and 0.5 and using the nonsticky case in both DMRT-quasi-crystalline approximation (QCA) and Monte Carlo methods. It was deduced that, at the same frequency, a lower $\tau$ leads to higher scattering ($k_s$) and extinction coefficient ($k_e$), resulting in a greater amount of scattered signal.

Due to the difficulties in correctly estimating the parameter $\tau$, sometimes, it was set a nonsticky problem ($\tau \rightarrow +\infty$) [32] and the grains’ dimension was changed by a scaling factor, which can be considered a surrogate of $\tau$. In this assumption, the grain size is considered monodisperse. Then, an equivalent optical radius ($R_0$) was generally used to characterize the different shape of grains present in snow layers, instead of using the real single grain radius $a$. This parameter, which cannot be measured empirically [33], can be analytically expressed as a function of snow density ($\rho$) and specific surface area (SSA) with $R_0 = 3 \times 10^3/(\rho \cdot \text{SSA})$ [34]. A scaling factor was sometimes used in order to tune the grains’ dimension to obtain a reasonable agreement between experimental and theoretical data. This value is not constant and depends on the considered model and the snow characteristics. The same results can be obtained using grain size in alternative to the equivalent optical grain radius, using a new scaling factor. In [35], it was described an interesting relationship between the grain size scaling factor and $\tau$ as $\rho$ varies, in order to obtain the same simulation results.

The surface roughness of snow was deemed macroscopically negligible, especially at X-band (9.6 GHz), since previous studies showed a small sensitivity of $\sigma^0$ with respect to surface roughness at this frequency [36]. This assumption is no more valid if the testing area extends over an area of a few meters, so-called small-scale area; in [37], a snow albedo variation between 1% and 3% was observed in midwinter, reaching 10% during the melting season due to local snow roughness. Likewise, in [38], an experiment carried out on a dry snowpack of about 2 m demonstrated that surface roughness and soil moisture under the snowpack cannot be negligible in backscattering computation. The study was carried out at 5.3 and 13 GHz from bistatic radar. The soil surface roughness contribution under the snow was described analytically and experimentally in a recent study using the statistical S-matrix wave propagation in spectral domain (SSWaP-SD) approach [39].

This work was devoted at assessing the relationship between $\tau$ and the physical parameters of the snowpack, by combining DMRT-QMS and SNOWPACK model simulations, COSMO-SkyMed (CSK) X-band synthetic aperture radar (SAR) acquisitions, and in situ data. Here, SNOWPACK is one of the multilayer snow hydrology models developed by the Swiss Federal Institute for Snow and Avalanche Research, SLF, Davos, Switzerland, for details see Section II-D. First, the $\tau$ dependence on physical snow parameters is analyzed based on SNOWPACK simulations, and the optimized $\tau$ is estimated by fitting the backscattering simulated by coupling SNOWPACK and DMRT-QMS ($\sigma^b_{\text{QMS}}$) with the CSK measurements ($\sigma^0_{\text{CSK}}$). The analysis pointed out a significant correlation between $\tau$, $\phi$, and $n_c$. Then, the theoretical relationship between $\tau$, ice volume fraction ($\phi$), and coordination number ($n_c$) valid in the SHS model is established. The relationship, which can be considered the main result of this work, is validated in the Monti Alti di Ormella test area, in the eastern Italian Alps, based on SNOWPACK simulations and CSK measurements collected on the area. The input nivometeorological data for SNOWPACK were provided by the automatic weather station (AWS) installed in the area.

This article is organized as follows. Test area, models, and satellite data are described in Section II. The empirical relationship between optimized $\tau$ and physical parameters is analyzed in Section III. The theoretical relationship between $\tau$, $\phi$, and $n_c$ is established in Section IV and the preliminary validation is described and discussed in Section IV-A.

II. MATERIALS AND METHODS

A. Test Area

The Monti Alti di Ormella AWS [see Fig. 1(b)] is located at 2227 m a.s.l. on the northern side of the Paduan group, a chain of volcanic rocks immediately north of Marmolada mountains in Dolomites Alps. The average annual temperature of the site
is +1.8 °C, the precipitation is about 970 mm (data referred to the nearby Passo Pordoi station, 2142 m), the seasonal accumulation of fresh snow is about 600 cm (data collected at the nearby station of Lago of Cavia, 2100 m), and the average height of the snowpack on ground, from November to April, is usually 92 cm.

**B. CSK Data**

CSK is a civil and defense end-to-end Earth observation system managed by the Italian Space Agency (ASI). It consists of a constellation of four low-Earth-orbit midsize satellites, each equipped with a multimode high-resolution SAR operating at X-band, with a sun-synchronous orbit at a 620 km height. The sensor operates in different observation modes. The four radars are currently in orbit to observe the Earth’s surface in single or double polarization and in a relatively wide range of incident angles. These features allow the system for a multiple-imaging opportunity over the same area in a very short time, with a full constellation revisit time of 12 h, although not with the same repeat pass geometry.

For this work, ten CSK images (for the dates, see Table IV) acquired in the Stripmap Himage mode and horizontal–horizontal (HH) polarization (the only one available) were processed. The Lee sigma filter [40] was applied to reduce the speckle effect. Given the complex orography, a correction for the local incidence angle (LIA) was introduced by using a digital elevation model (DEM) of the test area. The LIA values were about 26.5° and 40° depending on the pass geometry. The output of this processing was the calibrated and geocoded $\sigma^0$ at a spatial resolution of 10 m × 10 m and the corresponding LIA. The data have been extracted and averaged on an area of 50 m × 50 m centered in the AWS [see Fig. 1(a)], corresponding to 5 × 5 pixels in the CSK images.

**C. Snow and Meteorological Parameters**

The meteorological parameters are measured by the AWS of Monti Alti di Ornella every hour. They are those of Table I except ISWR (see Table I). Some data are not fully complete due to temporal gaps. These gaps are usually around 2–3 h.

**D. SNOWPACK Model**

SNOWPACK is developed by WSL, Swiss Federal Institute for Snow and Avalanche Research, SLF, Davos, Switzerland. It works synergistically using various models developed in several sciences branches. These models are described mathematically in detail in several scientific works [41], [42], [43], [44].

SNOWPACK is a ground surface model that simulates the evolution of the snowpack driven by nivometric-meteorological data and can be used in a variety of scenarios. It describes the snow microstructure and the layering of the snowpack. It illustrates how the snowpack interacts with its surroundings by simulating the key physical processes (mass and energy exchange) that take place between atmosphere, snow, and soil. It is a 1-D model and is based on the finite-element method for the solution of the differential equations.

Meteorological data obtained from a nearby AWS are used as inputs. Some of these input parameters are mandatory, while others are optional in order to run more accurate simulations with some ancillary information as ground slope angle [°], and date and time combined in the ISO 8601 format. The slope angle was 0° with an approximation within 5° after considering the local DEM. Some ancillary information is also necessary and consists of canopies information (if present), snow and soil initial conditions, as well as snow albedo value.

If some input parameters are missing, new data can be generated. In one case, the goal is to create new parameters as functions of other variables. In another situation, a statistical temporal interpolation is used when few isolated data failures are present (e.g., a not working sensor or a meteorological parameter that was not measured) [46]. In our case, ISWR was not available and therefore was generated from TA (see Table I) and RH (see Table I) corrected by cloudiness, if available [47].

**E. DMRT-QMS Model**

In synergy with SNOWPACK, an electromagnetic model was used to simulate the snow backscattering values. Among
TABLE I

| Parameter Description                              | Symbol | Unit |
|---------------------------------------------------|--------|------|
| Air temperature at 8 m over the ground            | $T_A$  | K    |
| Relative humidity at 8 m over the ground          | $RH$  |      |
| Snow ground temperature                            | $TSG$ | cm   |
| Vectorial average of the wind velocity at 10 m over the ground | $VW$  | m/s  |
| Snow height                                       | $HS$  |      |
| Incoming long wave radiation                      | $ILWR$ | W/m² |
| Outgoing long wave radiation                       | $OLWR$ | W/m² |
| Incoming short wave radiation                      | $ISWR$ | W/m² |
| Wind direction                                     | $DW$  |      |
| Snow surface temperature                           | $TSS$ | K    |

In many theoretical models, DMRT-QMS was chosen because it has been extensively used to study remote sensing of seasonal and perennial snow [48] and needs few parameters, as shown in Table II.

In DMRT-QMS, the particles of snow are modeled as spherical bodies attracted to each other [13], [49]. This attractive force is modulated by $\tau$ [32]. Then, the snowpack is depicted as densely packed spheres dependent on $\tau$. DMRT-QMS includes several models [13], [27], [49], [50] with a solid theoretical background. It can simulate both active and passive cases [17], [28], [30], [36], [51].

The MATLAB implementation of DMRT-QMS used in this study is freely available in [52].

It is worth mentioning that DMRT-QMS is also included in the snow microwave radiative transfer (SMRT) thermal emission and backscatter model [35] for simulating the active–passive electromagnetic properties of layered snow.

Some experiments were already carried out in the past [53], [54] in order to analyze possible relationships between simulated backscatter $\sigma^0$ at different frequencies and snow parameters, assuming both single-layer [15], [55], [56], [57], [58], [59] and multilayer [57], [59], [60], [61], [62] snow hypotheses. Some of these experiments have been carried out at X-band. At this wavelength, the snow can be penetrated significantly by the electromagnetic wave if it is dry or, however, not so much wet [54], [63], [64].

In DMRT-QMS, the contribution to the backscattering of soil surface roughness and volumetric soil moisture (mv) under the snow, assuming that the latter is not frozen, can be considered by using the Oh model [65] and providing roughness information such as correlation length, root mean square (rms) of ground peaks, and mv. Using this model, the roughness influence on backscatter does not depend on correlation length but only on the standard deviation of roughness profile, rms. Snow surface roughness was not considered because a very smooth snowpack can be considered a good approximation of the real situation [37].

*F. SHS Model*

It is integrated in DMRT-QMS and describes the ice spheres’ distribution to which apply the electromagnetic scattering rules. The SHS model is defined by a classical fluid of monodisperse hard spheres. The ice spheres are subject to an adhesive contact interaction modulated by stickiness $\tau$ belonging to the interval $[0, +\infty]$: the lower $\tau$, the stronger the interaction. The effect of the interaction is creating clusters of spheres. The nonsticky case is recovered for $\tau \to +\infty$. The SHS model has the advantage of requiring few parameters.

The scheme in Fig. 2 provides a depiction of the interaction among experimental data, model parameters, models, and model simulations. The AWS data were processed by SNOWPACK. Some of the outputs were used as inputs for DMRT-QMS with the addition of $\tau$, mv, and rms. The simulated backscatter was compared to the measured one by CSK.

### III. Empirical Relationships Between Retrieved Stickiness and SNOWPACK Physical Parameters

Some of the nivo-meteorological parameters measured by the AWS were used as inputs to SNOWPACK to estimate the characteristics of the snowpack [66] in the winter season 2014–2015. The input data were measured every hour and the output data were generated every 15 min. The simulations of the snow type’s distribution inside the snowpack, the presence of liquid water content, SWE, and snow ground temperature (TSG) temporal evolution are shown in Fig. 3.

The winter season was characterized by some very mild days, i.e., 18/12/2014, 10/01/2015, and 11/02/2015 (DD/MM/YYYY, hereafter), in which the energy input in the snowpack was difficult to simulate, also considering the northern exposure of the site. This nivo-meteorological condition implies that small variations in the control parameters of the SNOWPACK model can determine the possibility of even different snowpack simulations. The one proposed in this article, although characterized by a snowpack a little colder than reality, finds a good match with the snowpack profiles carried out on the ground by the Veneto Regional Agency for Environmental Protection and Prevention (ARPAV), as shown in Fig. 3(d) for HS and SWE. The latter was measured in two different modes: “Stratigraphy SWE” was performed as explained in [67] and “Coring SWE” was performed as explained in [68]. About grain size, some papers have shown a good correspondence between SNOWPACK results and in situ observations, as, for example, in [69]. In our case, the comparison between the in situ measurements and the
Fig. 3. SNOWPACK simulation carried out for the test area during the winter season 2014–2015. The vertical lines in (a) and (d) correspond to the CSK satellite passes; for the dates, see Table IV. (a) Different snow types are characterized by different colors. PP: precipitation particle. DF: decomposing and fragmented precipitation particles. RG: rounded grain. FC: faceted crystal. DH: depth hoar. SH: surface hoar. MF: melt form. MFcr: melt forms melt-freeze crust. (b) Liquid water content. (c) TSG. (d) Comparison between SNOWPACK results and ARPA V measurements.

Simulations showed a good agreement for the rounded grains (RGs) and partly for the melt form (MF) grains, whereas there is a substantial difference in size in the faceted crystals (FCs) and depth hoar (DH) grains. SNOWPACK proposes for the size of grains the average size of the sphere that surrounds them in the prevailing average size, whereas the in situ observation method, for avalanche warning systems, observes the maximum size of the grains. These differences have also been illustrated in [70]. Therefore, the values of the grain sizes are not comparable, but, given the dimensions observed in the field, those of the model can be considered real and valid.

The backscattering simulated by DMRT-QMS ($\sigma_{0,SP/DMRT}$) also depends on the characteristics of the soil under the snowpack. To evaluate the sensitivity of $\sigma_{0,SP/DMRT}$ to $mv$, $rms$, and $\tau$, several simulations were carried out by varying them at the same time of the CSK passes. Furthermore, $\sigma_{0,SP/DMRT}$ with, and without, the presence of snow is shown in Table III.

We deduced that the soil under the snowpack was not frozen by the TSG values (see Fig. 3) and the knowledge of historical in situ measurements [71]. TSG ranged between 0 °C and −1 °C; only in a few cases, it dropped below −1 °C for very short time, probably due to measurement errors. This is an important assumption because, otherwise, the use of the Oh model would not give correct results. If the soil is completely frozen, i.e., there is no liquid water in it, it should be considered as dry, and therefore, the mv values should be assumed close to zero.

A strong variability of $\sigma_{0,SP/DMRT}$ as a function of $\tau$ can be observed in Fig. 4(a). This diagram demonstrates the importance of a careful choice of $\tau$. A significant variability of $\sigma_{0,SP/DMRT}$ versus $rms$ and $mv$ is also evident in
In order to investigate the relationships between $\tau$ and the physical parameters of the snowpack simulated by SNOWPACK, the optimized stickiness $\hat{\tau}$ was calculated. Specifically, $\hat{\tau}$ was obtained by minimizing the difference between $\sigma_{0}^{\text{SP/DMRT}}$ and $\sigma_{0}^{\text{CSK}}$. The results are shown in Table IV. The accuracy of $\sigma_{0}^{\text{SP/DMRT}}$ was set to $10^{-2}$ dB.

---

**Table IV**

| Date and time (UTC) | $\hat{\tau}$ |
|---------------------|--------------|
| 23/12/14 5:15 p.m.  | 0.117        |
| 04/01/15 4:45 a.m.  | 0.142        |
| 04/01/15 5:15 p.m.  | 0.153        |
| 05/02/15 4:45 a.m.  | 0.160        |
| 05/02/15 5:15 p.m.  | 0.158        |
| 21/02/15 5:15 p.m.  | 0.150        |
| 09/03/15 4:45 a.m.  | 0.158        |
| 09/03/15 5:15 p.m.  | 0.163        |
| 10/04/15 5:15 p.m.  | —            |
| 12/05/15 5:15 p.m.  | 0.179        |

---

The SNOWPACK simulations on 10/04/2015 and 12/05/2015 show that liquid water was present in the snowpack (see Fig. 5). In April, the snow melting started from the cover top, while in mid-May, the snow melting affected the whole snowpack. In this case, DMRT-QMS cannot predict reliable results. Due to this reason, these last two points were not considered in our simulations. Furthermore, on 10/04/2015, there is no $\hat{\tau}$ that reproduces $\sigma_{0}^{\text{CSK}}$, unless a lower $mv$ value is assumed.

Since the values of the snowpack parameters are not constant but depend on the number of layers, the following...
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Fig. 6. (a) Optimized stickiness $\hat{\tau}$ versus weighted average ice volume fraction $\bar{\varsigma}$. $m v = 0.1 \text{cm}^3/\text{cm}^3$ and rms $= 0.5 \text{cm}$ were assumed. The regression line is $\hat{\tau} = 0.40\bar{\varsigma} + 0.054$ ($R^2 = 0.27$). (b) $\hat{\tau}$ versus weighted average coordination number $\bar{n}_c$. $\hat{\tau} = 0.054\bar{n}_c + 0.021$ is the regression line ($R^2 = 0.16$). (c) $\bar{\varsigma}$ versus $\bar{n}_c$.

weighted average was introduced:

$$\bar{\rho} = \frac{\sum_i l_i p_i}{\sum_i l_i}$$ (1)

where $i$ ranges from 1 to the total number of layers, $l_i$ is the thickness of the $i$th layer, $p$ stands for a generic parameter, and $p_i$ is the $p$-value on the $i$th layer.

In general, a weak correlation between $\hat{\tau}$ and the snow parameters was observed, except for density $\rho$, ice volume fraction $\phi$, and coordination number $n_c$ (see Fig. 6). We remark that $n_c$ is defined as the average number of bonds per snow grain. Since $\rho$ and $\phi$ are proportional quantities with good approximation, especially not in the presence of liquid water, only $\phi$ was considered. To simulate $n_c$, SNOWPACK implements the following function of $\rho$:

$$n_c(\rho) = \begin{cases} 0.0175\rho, & \rho \leq 100 \\ N_0 - N_1\rho + N_2\rho^2 - N_3\rho^3 + N_4\rho^4, & 100 < \rho < 670 \\ 10.5, & \rho \geq 670 \end{cases}$$ (2)

where $N_0 = 1.4153$, $N_1 = 7.5580 \times 10^{-5}$, $N_2 = 5.1495 \times 10^{-5}$, $N_3 = 1.7345 \times 10^{-7}$, and $N_4 = 1.8082 \times 10^{-10}$. This explains what can be observed in Fig. 6 where the correlation of $\hat{\tau}$ exists for both $\phi$ and $n_c$ and in Fig. 7 where $n_c$ is just a function of $\varsigma$.

IV. GENERAL RESULT: ANALYTIC RELATIONSHIP BETWEEN STICKINESS, ICE VOLUME FRACTION, AND COORDINATION NUMBER IN SHS MODEL

In this section, we derive an analytic relationship among $\varsigma$, $\phi$, and $n_c$ holding in the SHS model. In general, the problem of knowing the position of the scatterers to which apply the scattering rules of DMRT has been addressed in two ways. In the first, which we do not adopt in this work, polydisperse scatterers are considered, i.e., the spheres’ diameters are randomly distributed according to a specific probability distribution. In the second, according to the SHS model, monodisperse scatterers are considered. The scatterers are subject to the action of an attractive contact interaction modulated by $\tau$. The effect of $\tau$ is the tendency of the scatterers to form clusters, the larger they are, the lower $\tau$ is. The case of random distribution is recovered for $\tau \to +\infty$.

In order to compute the scattering from many particles, the classical theory assumes independent scattering and the scattering intensity is set equal to the sum of scattering intensities from each particle [72], [73]. The classical approach ignores the coherent wave interaction among the particles. To consider the collective scattering effects, QCA can be used
in the Dyson equation for the coherent field, and the correlated ladder approximation is used for the Bethe–Salpeter equation for the incoherent field [51], [49]. The QCA and correlated ladder analytic approximations lead to the DMRT theory.

The pair distribution functions of the Percus–Yevick (PY) approximation [49], [74], [75] of the SHS model are used to describe the correlations of particle positions. An advantage of the sticky particle model is that it requires few parameters. The SHS model is defined by a classical fluid of monodisperse hard spheres with diameter $D$ interacting via a pair of central potential

$$V(r) = \begin{cases} \frac{12r\rho}{D + \delta}, & r \leq D + \delta \\ 0, & r > D + \delta \end{cases}$$

where $k_B$ is Boltzmann’s constant and $T$ is the temperature. The potential consists in a hard-core repulsion, which prevents particles from overlap at distances smaller than the sphere diameter $D$, and a square well attraction, which tends to a contact adhesion force in the limit $\delta \to 0$. The strength of the adhesion is proportional to the inverse of $\tau$.

Thermodynamic and configurational properties of SHS can be investigated within the PY approximation, giving rise to closed-form expressions in terms of $\phi$ and $\tau$. Despite well-known shortcomings [76], we show an overview of the PY phase diagram in the $(\phi, \tau)$-plane in Fig. 8. The SHS system exhibits rich microstructural variability above the coexistence line $\tau_{\text{coex}}(\phi)$ (the continuous line in Fig. 8)

$$\tau_{\text{coex}}(\phi) = \frac{1}{12} \frac{14\phi^2 - 4\phi - 1}{2\phi^2 - \phi - 1}$$

where the attractive forces lead to a percolation transition in the high-stickiness region. The region under the coexistence black line has no physical meaning. In particular, the maximum of $\tau_{\text{coex}}(\phi)$ results to be $(2 - \sqrt{2})/6 \simeq 0.0976$ [75]. The percolation transition is defined by $\tau_{\text{perc}}(\phi)$ (the dashed line in Fig. 8)

$$\tau_{\text{perc}}(\phi) = \frac{1}{12} \frac{19\phi^2 - 2\phi + 1}{(1 - \phi)^2}$$

The region above $\tau_{\text{perc}}(\phi)$ is defined as the nonpercolating phase, while the region under $\tau_{\text{perc}}(\phi)$ is defined as the percolating phase. In the percolating phase, particle clusters with average size tending to infinity (system-spanning clusters) exist. This is reflected by the behavior of the average $n_c$ of SHS, which is well described by PY, and is the average number of spheres that is in contact with a given one. For given $\phi$ and $\phi$, $n_c$ is given by [75]

$$n_c = 2\phi \lambda(\phi, \tau)$$

where $\lambda(\phi, \tau)$ is the smallest solution of the quadratic equation

$$\frac{\phi^2}{12\lambda^2} - \left(\tau + \frac{\phi}{1 - \phi}\right)\lambda + \frac{1 + \phi/2}{(1 - \phi)^2} = 0$$

under the additional condition [26], [77]

$$\lambda(\phi, \tau) < \frac{(1 + 2\phi)}{\phi(1 - \phi)}.$$

A contour plot of the average $n_c$ is added in Fig. 8. This indicates that the locus of the percolation points $\tau_{\text{perc}}(\phi)$ in the $(\phi, \tau)$-plane, originally identified with the divergence of the mean cluster size, corresponds to $n_c = 2$, as a mean-field condition of minimum connectivity.

Starting from (6) and (7), we can derive $\phi$ as a function of $n_c$ and $\phi$

$$\tau(\phi, n_c) = -\frac{\phi}{1 - \phi} + \frac{2\phi(1 + \phi/2)}{n_c(1 - \phi)^2} + \frac{n_c}{24}$$

with the condition

$$n_c < \frac{4(3\phi(1 + \phi/2))^{1/2}}{(1 - \phi)}$$

see Fig. 7 for a plot. The last condition is a consequence of the fact that only the smallest solution of (7) is acceptable, and it is obtained by setting equal to zero the partial derivative with respect to $n_c$ in (9).

A. Validation With SNOWPACK Simulations

Following the suggestion given by Lüöe and Picard [26], we can identify $n_c$ and $\phi$ of the SHS model with those derived from SNOWPACK simulations. In this way, due to (9), $\tau$ is no longer a free parameter of DMRT-QMS, but a consequence of the snowpack microstructure simulated by SNOWPACK. This model uses four primary independent parameters to describe the microstructure of the snowpack: sphericity, dendricity, grain size, and bond size [42]. All other microstructure parameters of SNOWPACK can be derived from other parameters. In particular, the coordination number $n_c$ is derived from snow density $\rho$ by means of (2) [42]. This is the average number of bonds per grain and it determines the interconnectivity of the ice matrix.

Before considering the pair $(\phi, n_c)$ generated by SNOWPACK as valid arguments for determining $\phi$, it is necessary

![Fig. 8. Phase diagram in the $(\phi, \tau)$-plane of the SHS model in the PY approximation. The continuous line is (4) and the dashed one is (5). The colored lines are the level curves at constant $n_c$. Circles and crosses correspond to the layers of two SNOWPACK simulations in different periods of the year. The triangles are $f$ of Section III, as a function of $\phi$ already shown in Fig. 6.](image-url)
to verify that \( n_c \) is actually the smaller of the two values associated with the same \( \tau \)-value. This is equivalent to fulfill (10). Another condition to be satisfied is (8) with \( \lambda \) replaced by (6). Fig. 7 shows that both conditions are fulfilled for two examples of SNOWPACK data.

The identification between \( n_c \) generated by SNOWPACK with that one of SHS does not guarantee that the snowpack characteristics simulated by SHS are the same as those simulated by SNOWPACK. Indeed, there are two substantial differences. First, the attractive interaction between ice grains in SHS is modeled as an attractive contact force, whereas in SNOWPACK, it is given by an additional ice structure (bond) that bonds two grains. The latter is more similar to what occurs in physical reality. The presence of bonds alters the scattering properties of grain aggregates. The second difference is that scatterers are spheres in SHS, whereas SNOWPACK uses two dimensionless parameters (dendricity and sphericity) to model the deviance from the spherical shape.

This opens to the general problem of relating the equivalent spheres diameter \( D \), to be used as input for DMRT-QMS, to the actual grain dimensions. In our simulations, we used the grain size \( G \) and the equivalent optical diameter \( D_0 \) [69]. Our results showed a significant decrease of \( \sigma_0^0 \) when we used \( D_0 \) instead of \( G \) because the former is on average smaller than the latter. This agrees with the behavior of DMRT-QMS according to which the \( \sigma_0^0 \) increases, while \( D \) increases [60]. Our simulations highlighted that the use of \( D_0 \) led to worse results with respect to the grain size \( G \).

Table V shows an example of input data for DMRT-QMS with \( \phi \) calculated according to (9). We note that \( \tau \) mainly ranges between 0.1 and 0.3 in agreement with the values commonly used in the literature and tends to increase as the snow depth increases due to the increase of snow density \( \rho \).

In Fig. 8, two datasets corresponding to the layers of two SNOWPACK simulations in different periods of the year have been inserted. Note that the oldest snow layers have higher \( n_c \)’s. This is because, according to (2), \( n_c \) is a function of snow density \( \rho \) alone, which is, in turn, a function of \( \phi \) with good approximation. It can be observed in Fig. 7, where two different SNOWPACK simulations have the same \( n_c \) values related to the same \( \phi \)-values. Since \( \phi \) increases as the snow ages, \( n_c \) is an increasing monotone function of \( \phi \), from which the conclusion follows. Almost all points fall into the percolating phase where the clusters have infinite size. This is consistent with the fact that the snowpack layers are self-supporting against gravity. Nevertheless, some points of the most recent part of the snowfall are outside the percolating phase. This may be because the demarcation line of the percolating phase is derived in the PY approximation, which involves some deviations with respect to the real case [77], [78]. In [26], a similar result was obtained when almost all the data fall in the percolating phase.

In Section III, we showed that, using the Oh model integrated in DMRT-QMS, \( \text{rms} \), and in particular \( mv \), has a strong influence on \( \sigma_{0/DMRT}^0 \) [79]. Therefore, we assumed a reasonable value of \( \text{rms} \) equal to 0.5 cm and carried out a series of simulations for \( mv \) ranging from 0.01 to 0.3 cm³/cm³. We excluded greater \( mv \) values because they are not reasonable for the soil type of the test area. The simulations with the best agreement with \( \sigma_{CSK}^0 \) were for \( mv = 0.1–0.15 \text{ cm}^3/\text{cm}^3 \).

| \( lt \) | \( \rho \) | \( \phi \) | \( T \) | \( G \) | \( \tau(\phi, n_c) \) | \( (n_c) \) |
|---|---|---|---|---|---|---|
| cm | g/cm³ | | K | cm | | |
| 0.35 | 0.0414 | 0.05 | 245.67 | 0.136 | 0.139 | 0.7 |
| 0.39 | 0.0603 | 0.07 | 246.83 | 0.128 | 0.123 | 1.1 |
| 0.65 | 0.1070 | 0.12 | 248.22 | 0.096 | 0.121 | 1.8 |
| 0.45 | 0.0726 | 0.08 | 249.77 | 0.137 | 0.118 | 1.3 |
| 1.23 | 0.0804 | 0.09 | 252.11 | 0.124 | 0.122 | 1.4 |
| 2.40 | 0.0963 | 0.11 | 256.07 | 0.112 | 0.120 | 1.7 |
| 1.56 | 0.1153 | 0.13 | 259.63 | 0.101 | 0.122 | 1.9 |
| 1.38 | 0.1274 | 0.14 | 261.70 | 0.118 | 0.130 | 1.9 |
| 0.41 | 0.2485 | 0.27 | 262.72 | 0.085 | 0.181 | 2.6 |
| 1.85 | 0.1304 | 0.14 | 263.67 | 0.134 | 0.130 | 1.9 |
| 1.30 | 0.2002 | 0.22 | 264.84 | 0.101 | 0.152 | 2.4 |
| 1.42 | 0.1453 | 0.16 | 265.56 | 0.125 | 0.138 | 2.0 |
| 1.73 | 0.1659 | 0.18 | 266.20 | 0.120 | 0.137 | 2.2 |
| 2.40 | 0.1671 | 0.18 | 266.81 | 0.119 | 0.137 | 2.2 |
| 1.52 | 0.1708 | 0.19 | 267.26 | 0.126 | 0.145 | 2.2 |
| 2.38 | 0.1816 | 0.20 | 267.61 | 0.123 | 0.145 | 2.3 |
| 2.43 | 0.2022 | 0.22 | 268.00 | 0.111 | 0.152 | 2.4 |
| 0.93 | 0.2003 | 0.22 | 268.26 | 0.123 | 0.152 | 2.4 |
| 1.86 | 0.2050 | 0.22 | 268.49 | 0.128 | 0.152 | 2.4 |
| 1.89 | 0.2201 | 0.24 | 268.80 | 0.117 | 0.161 | 2.5 |
| 0.62 | 0.2466 | 0.27 | 269.02 | 0.120 | 0.181 | 2.6 |
| 0.42 | 0.2012 | 0.22 | 269.12 | 0.171 | 0.152 | 2.4 |
| 0.37 | 0.3091 | 0.34 | 269.19 | 0.116 | 0.254 | 2.8 |
| 0.55 | 0.2013 | 0.22 | 269.27 | 0.212 | 0.152 | 2.4 |
| 0.69 | 0.2858 | 0.31 | 269.36 | 0.177 | 0.205 | 2.8 |
| 0.78 | 0.2062 | 0.22 | 269.47 | 0.213 | 0.152 | 2.4 |
| 1.95 | 0.2111 | 0.23 | 269.73 | 0.197 | 0.162 | 2.4 |
| 2.57 | 0.2227 | 0.25 | 270.17 | 0.172 | 0.171 | 2.5 |
| 2.26 | 0.2423 | 0.26 | 270.67 | 0.153 | 0.170 | 2.6 |
| 1.72 | 0.2501 | 0.27 | 271.07 | 0.152 | 0.181 | 2.6 |
| 1.20 | 0.2569 | 0.28 | 271.37 | 0.150 | 0.193 | 2.6 |
| 2.16 | 0.2685 | 0.29 | 271.70 | 0.144 | 0.192 | 2.7 |
| 1.27 | 0.2820 | 0.31 | 272.04 | 0.134 | 0.220 | 2.7 |
| 1.84 | 0.2891 | 0.32 | 272.33 | 0.135 | 0.219 | 2.8 |
| 1.02 | 0.3469 | 0.38 | 272.59 | 0.122 | 0.296 | 3.0 |
| 0.95 | 0.3142 | 0.34 | 272.76 | 0.127 | 0.235 | 2.9 |
Fig. 9. (a) $n_c$ as a function of snow height HS for two SNOWPACK simulations. (b) $\phi$ as a function of snow height HS for two SNOWPACK simulations. (c) $\phi$ as a function of snow height HS for two SNOWPACK simulations.

The result is reported in Fig. 10(a). The experimental curve falls within those simulated for $mv$ values between 0.1 and 0.15 cm$^3$/cm$^3$. The RMSE between simulations and experimental values results to be 0.79 and 0.72 dB for $mv = 0.1$ and 0.15 cm$^3$/cm$^3$, respectively. These values are reasonable for the soil type of the test area. Fig. 10(b) shows the scatter plot of CSK acquisitions versus simulated $\sigma_0$ for $mv = 0.125$ cm$^3$/cm$^3$. The regression line is $\sigma_0^{\text{SP/DMRT}} = 0.68\sigma_0^{\text{CSK}} - 3.3$ ($R^2 = 0.68$).

Using the SHS model, we found a significant relation between $\tau$ and two parameters, which can be generated by the SNOWPACK model, namely, the ice volume fraction $\varsigma$ and the coordination number $n_c$. The latter, in turn, is a function of $\phi$ in SNOWPACK. It follows that $\tau$ is mainly a function of $\phi$ only (Fig. 8). This seems to be in contrast with results achieved by de Gregorio et al. [21] who found a more disperse relation between $\tau$ and $\phi$ to the point that the authors declare that $\phi$ cannot depend mainly on $\phi$ alone. However, our values of $\tau$ derived from SNOWPACK as a function of $\phi$ fit well the average value of data determined experimentally by those authors.

Leppänen et al. [69] compared the predictions of SNOWPACK with measurements in a taiga snowpack. The results show that SNOWPACK tends, in some cases, to underestimate the grain size $G$ by a factor ranging between 1 and 2. Considering that the larger the diameter of the scatterers $D$ of DMRT-QMS, the higher the simulated backscattering, and the results of Section III on the dependence of backscattering on $mv$, we can deduce that an underestimation of $G$ can lead to an overestimation of the $mv$ values assumed in this work. However, we cannot verify whether the results in [69] can also be applied to the snow type of our test area located in Monti Alti di Ornella [80].

V. CONCLUSION

In this study, the stickiness parameter $\tau$ in the SHS model is related to the physical properties of snowpack by establishing an analytical relationship between $\tau$, the ice volume fraction $\phi$, and the coordination number $n_c$. This relationship led
to have a different $\tau$ value for each snowpack layer. This is an important step in improving the simulation accuracy of microwave observations of snowpack, by overcoming the limits of the common and physically not based practice of imposing constant $\tau$ values for all the snowpack layers. The relationship was limited but well validated by comparing the backscattering values simulated using SNOWPACK integrated with DMRT-QMS, $\sigma^0_{\text{DMRT}}$, with the X-band SAR measurements, $\sigma^0_{\text{CSK}}$ on a test area located in North Italy. The obtained determination coefficient was encouraging ($R^2 = 0.68$), even though optimizing some unmeasured parameters such as $\text{m}$ and $\text{rms}$.

This validation has to be considered a promising first step toward a general validation that could involve different sensors and techniques.

Beside SNOWPACK, other equivalent snow models or experimental measurements can be used to simulate the physical properties of snowpack. Furthermore, given the capability of DMRT-QMS to simulate the microwave emission, the relationship could also be validated against radiometric data by using higher frequencies, such as the Ku- and Ka-bands, which are more suitable for snowpack monitoring applications. This could be achieved by using not only satellite acquisitions that are limited by the coarse ground resolution but also aircraft or ground installations [71].

The possibility of simulating the backscattering with sufficient accuracy is relevant for SWE retrieval applications from SAR or radiometric data since it allows generating spatially distributed datasets that could be used for training algorithms based on machine learning, as those proposed in [22], [58], and [81]. This approach would be especially appealing when insufficient satellite data are available. It should be noticed, however, that generating spatially distributed datasets of simulated backscattering from punctual acquisitions at some AWSs would imply using 3-D models combined with SNOWPACK, which would be very demanding in terms of computational resources.
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