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Abstract

This paper considers a nonlinear dynamical system on a complex, finite dimensional
Banach space which has an asymptotically stable, hyperbolic fixed point. We investigate
the connection between the so-called principle eigenfunctions of the Koopman operator
and the existence of a topological conjugacy between the nonlinear dynamics and its
linearization in the neighborhood of the fixed point. The principle eigenfunctions generate
an algebra of observables for the linear dynamics — called the principle algebra — which
can be used to generate a sequence of approximate conjugacy maps in the same manner as
it is done in normal form theory. Each element of the principle algebra has an expansion
into eigenfunctions of the Koopman operator and composing an eigenfunction with one
of the approximate topological conjugacies gives an approximate eigenfunction of the
Koopman operator associated with the nonlinear dynamical system. When the limit
of the approximate conjugacies exists and attention is restricted to real Banach spaces,
a simple application of the Stone-Weierstrass theorem shows that both the principle
algebra and the pull-back algebra — defined by composing the principle algebra with the
topological conjugacy — are uniformly dense in either the space of continuous functions or
the maximal ideal of continuous functions vanishing at the fixed point. The point is that,
a priori, it is difficult to know which space of observables to use for dissipative nonlinear
dynamical systems whose elements have spectral expansions into eigenfunctions. These
results say that any continuous observable is arbitrarily close to one that has such an
expansion.

1 Introduction

In this paper, we are interested in the connections between the principle eigenfunctions of
the Koopman operator associated with a diffeomorphism of a Banach space with an asymp-
totically stable, hyperbolic fixed point and the existence of a topological conjugacy between
the diffeomorphism and its linearization around the fixed point. As long as the principle
eigenvalues satisfy the standard non-resonance conditions (see [1–3]) of normal form theory,
the principle eigenfunctions generate a commutative algebra of polynomials from which a
sequence of coordinate transformations that linearizes the diffeomorphism can be generated.
More specifically, if \( A_{T' \circ T}(0) \) is the generated algebra and \( T : X \to X \) is the diffeomorphism,
then there are Banach-valued polynomials \( \tau_k : X \to X \) in \( X \otimes A_{T' \circ T}(0) \) such that

\[
T_k(x) := (\tau_k^{-1} \circ T \circ \tau_k)(x) = T'(x_0)(x - x_0) + R_{k+1}(x), \quad (x \in X)
\]

where \( x_0 \) is the fixed point and \( R_{k+1} \) is a power series around \( x_0 \) such that \( R_{k+1}(x) \in \mathcal{O}(\|x - x_0\|^{k+1}) \) as \( x \to x_0 \).
Our interest in this connection arose when investigating the construction of spaces of observables for nonlinear dissipative dynamics, each element of which has an expansion into eigenfunctions of the associated Koopman operator. The procedure for constructing such spaces is straightforward and proceeds by first defining a space of observables for the simpler linear dynamics. Let $U_T$ and $U'_T(x_0)$ be the Koopman operators associated with $T$ and $T'(x_0)$, respectively, and assume that we have constructed a space of observables $F_{T'(x_0)}$ for $U'_T(x_0)$ of which every element has an expansion into eigenfunctions. If there exists a topological conjugacy $\tau : X \to X$ ($T'(x_0) = \tau^{-1} \circ T \circ \tau$), then every element of the space $F_T := F_{T'(x_0)} \circ \tau^{-1} = \{ f \circ \tau^{-1} | f \in F_{T'(x_0)} \}$ has an expansion into eigenfunctions of $U_T$.

This follows easily from the fact that if $\phi$ is an eigenfunction of $U'_T(x_0)$, then $\phi \circ \tau^{-1}$ is an eigenfunction of $U_T$ [4]. However, getting a concrete representation of elements of $F_T$ in terms of simpler functions can be difficult due to the action of $\tau^{-1}$—we know that $F_T$ and $F_{T'(x_0)}$ are isomorphic through $\tau$, but we do not know if they are identical. If we can show that the two spaces are identical, or at least their uniform closures agree, then we can use the functions in $F_{T'(x_0)}$ and its uniform closure as observables for the nonlinear dynamics and still have spectral expansions for each element.

In this paper, we answer the following questions.

1. Is there a sub-algebra of $C(X)$ of which every element has an expansion into eigenfunctions of $U'_T(x_0)$?

2. Similarly, is there a sub-algebra of $C(X)$ of which every element has an expansion into eigenfunctions of $U_T$?

3. If the above two sub-algebras exist, what is their relation?

Answering (1), the so-called principle eigenfunction can be used to generate an algebra of observables (called the principle algebra) which have expansions in eigenfunctions. This algebra can be pulled back to an algebra of observables for the nonlinear dynamics as long as a topological conjugacy exists. This conjugacy can actually be constructed from change of variables transformations that are formed from tensor products of the principle algebra with the Banach space (question (3)). The pullback algebra, formed via the topological conjugacy, also has spectral expansions since eigenfunctions are preserved when composing with topological conjugacies [4] (question (2)).

If we work on real, finite dimensional, Banach spaces and look at the complexification of the linearization, the generated principle algebra separates points and is closed under complex conjugation. If we restrict the domain of the algebra to a compact neighborhood of the fixed point and appeal to the Stone-Weierstrass theorem, the uniform closure of the principle algebra is either the space of complex continuous functions on the compact neighborhood (if the constant functions are appended to the algebra) or the maximal ideal consisting of complex continuous functions which vanish at the fixed point. Furthermore, if we have built the topological conjugacy $\tau$ from the linear to nonlinear dynamics, we can pull back the principle algebra of observables for the linear dynamics to an algebra of observables for the nonlinear dynamics by composing functions $f$ in the principle algebra with $\tau^{-1}$; i.e., elements of the algebra of observables for the nonlinear dynamics have the form $f \circ \tau^{-1}$. Taking a compact neighborhood $K$ of the fixed point, the sets $L = \tau(K)$ and $K$ are homeomorphic via the conjugacy. This implies that the pull back algebra of observables for the nonlinear
dynamics inherits the uniform closure properties of the principle algebra of observables; i.e., if the uniform closure of the principle algebra of observables is the entire space of complex continuous functions on \( K \), then the uniform closure of the pull back algebra is the space of complex continuous functions on \( L = \tau(K) \). If instead the uniform closure of the principle algebra of observables is the maximal ideal \( I_{x_0}(K) = \{ f \in C_c(K) \mid f(x_0) = 0 \} \), then the uniform closure of the pull back algebra is the maximal ideal \( I_{x_0}(L) = \{ g \in C_c(L) \mid g(x_0) = 0 \} \), where \( x_0 \) is the fixed point.

One can interpret these results as saying that every continuous function is a perturbation of an observable that has an expansion into eigenfunctions of the associated Koopman operator. Or, if we choose a continuous function as an observable, then there is another observable arbitrarily close in the uniform norm that has a spectral expansion into Koopman eigenfunctions.

The rest of the paper is structured as follows. In section 2 we develop the framework for polynomial transformations between Banach spaces and the concept of principle eigenfunctions of the Koopman operator. The definition of the polynomial maps requires the introduction multilinear maps between Banach spaces. We record these definitions and basic properties in section 2.1. In section 2.2, we define the relevant Koopman operators, (Koopman) principle eigenfunctions, the non-resonance condition on the principle eigenvalues, and the principle algebra. Section 3 relates the principle algebra of observables for the linearized system with an algebra of observables for the nonlinear system. This is done by constructing a sequence of approximate topological conjugacies between the linear and nonlinear dynamics using the principle algebra. The results of this section follow normal form theory closely. Section 4 relates the spectral properties of the Koopman operator for the linearized system with those of the Koopman operator for the nonlinear system. It is shown that if an eigenfunction for the linearized system’s Koopman operator is composed with the sequence of approximate topological conjugacies, then the resulting functions are approximate eigenfunctions of the Koopman operator of the nonlinear system at the same eigenvalue when restricted to the open unit ball. By approximate eigenfunction, we mean a function that is order \( \epsilon \) away from a true eigenfunction (see (27)). In section 5, we restrict our Banach space to be real. After going through the standard complexification process of the space and the map \( T \), an application of the Stone-Weierstrass theorem gives that both the principle algebra of observables for the linear system and its pullback to the nonlinear system is either uniformly dense in the continuous functions or the maximal ideal of continuous functions that vanish at the fixed point. The paper is concluded in section 6.

2 Preliminaries

Let \( X \) be a finite-dimensional, complex Banach space of dimension \( n \) with norm \( \| \cdot \| \). Denote by \( \langle \cdot , \cdot \rangle : X \times X^* \to \mathbb{C} \) the bilinear form defined as \( \langle x, f \rangle = f(x) \).

2.1 Polynomials on Banach spaces

In order to define Banach-valued polynomials on \( X \), we need to define multilinear maps between Banach spaces; the polynomials are the diagonal of a multilinear map. Let \( Y \) be a Banach space and \( A : mX \to Y \) be an \( m \)-linear mapping; that is \( A(x_1, \ldots, x_m) \) is linear in
each variable \( x_i \in X \). The norm of an \( m \)-linear map is defined as

\[
\|A\| = \sup \{ \|A(x_1, \ldots, x_m)\| \mid x_i \in X, \|x_i\| \leq 1 \}. \tag{2}
\]

\( A \) is called an \( m \)-linear form if \( Y = \mathbb{C} \). An \( m \)-linear map can be constructed from elements of the form \( a(x_1, \ldots, x_m) = (\xi_1, x_1) \cdots (\xi_m, x_m) \cdot y \), where \( y \in Y \) and \( \xi_1, \ldots, \xi_m \in X^* \). Note that there is a representation [see 5, sec. 1.5] of \( \mathcal{L}^m(X; Y) \) as a tensor product of the Banach space \( Y \) with the space of \( m \)-linear forms on \( X^m \):

\[
\mathcal{L}^m(X; Y) = \mathcal{L}(m; X; \mathbb{C}) \otimes Y. \tag{3}
\]

For \( m = 0 \), \( \mathcal{L}(m; X; Y) \cong Y \). If \( f \in \mathcal{L}(m; X; \mathbb{C}) \), then \( f \otimes y \in \mathcal{L}(m; X; \mathbb{C}) \otimes Y \) is the map from \( X \) to \( Y \) defined as \((f \otimes y)(x) := f(x)y\).

Since \( X \) is finite dimensional, there is a canonical representation for \( m \)-linear maps. Let \( \{ e_1, \ldots, e_n \} \) be a basis for \( X \) with coordinate functionals \( \{ \phi_1, \ldots, \phi_n \} \subset X^* \) \( \langle e_i, \phi_j \rangle = \delta_{i,j} \). Each \( m \)-linear map can be uniquely represented as

\[
A(x_1, \ldots, x_m) = \sum_{j_1=1}^{n} \cdots \sum_{j_m=1}^{n} y_{j_1, \ldots, j_m} \phi_{j_1}(x_1) \cdots \phi_{j_m}(x_m) \quad (x_1, \ldots, x_m \in X), \tag{4}
\]

where \( y_{j_1, \ldots, j_m} \in Y \).

**Proof of (4).** Let \( a_i = y_i \cdot (\xi_{i,1} \cdots \xi_{i,m}) \in \mathcal{L}(m; X; Y) \), where \( y_i \in Y \) and \( \xi_{i,j} \in X^* \), and define \( A \in \mathcal{L}(m; X; Y) \) as \( A = \sum_{i=1}^{s} a_i \). Let \( \{ \phi_1, \ldots, \phi_n \} \) be any basis for \( X^* \). Then each \( \xi_{i,j} \) has a unique expression in terms of the \( \phi_k \)'s as

\[
\xi_{i,j} = \sum_{k_j=1}^{c} c_{i,j,k_j} \phi_{k_j}, \quad (c_{i,j,k_j} \in \mathbb{C}).
\]

Then \( a_i \) becomes

\[
a_i = y_i \cdot (\xi_{1,1} \cdots \xi_{1,m}) = y_i \left( \sum_{k_1=1}^{c} c_{1,1,k_1} \phi_{k_1} \right) \cdots \left( \sum_{k_m=1}^{c} c_{1,m,k_m} \phi_{k_m} \right) \]

\[
= \sum_{k_1=1}^{c} \cdots \sum_{k_m=1}^{c} y_i \left( c_{1,1,k_1} \cdots c_{1,m,k_m} \right) \left( \phi_{k_1} \cdots \phi_{k_m} \right) \]

\[
= \sum_{k_1=1}^{c} \cdots \sum_{k_m=1}^{c} y_{i,k_1,\ldots,k_m} \left( \phi_{k_1} \cdots \phi_{k_m} \right)
\]

where \( y_{i,k_1,\ldots,k_m} \in Y \) was defined as \( y_{i,k_1,\ldots,k_m} = y_i \cdot (c_{1,1,k_1} \cdots c_{1,m,k_m}) \). Finally,

\[
A = \sum_{i=1}^{s} a_i = \sum_{i=1}^{s} \sum_{k_1=1}^{c} \cdots \sum_{k_m=1}^{c} y_{i,k_1,\ldots,k_m} \left( \phi_{k_1} \cdots \phi_{k_m} \right)
\]

\[
= \sum_{k_1=1}^{c} \cdots \sum_{k_m=1}^{c} y_{k_1,\ldots,k_m} \left( \phi_{k_1} \cdots \phi_{k_m} \right)
\]

where \( y_{k_1,\ldots,k_m} := \sum_{i=1}^{s} y_{i,k_1,\ldots,k_m} \). This completes the proof of the canonical form (4). \( \square \)
If $A$ is an $m$-linear map, $x_1, \ldots, x_n \in X$, and $\alpha_1, \ldots, \alpha_n \in \mathbb{N}_0$, with $\sum_1^n \alpha_i = m$, we write

$$A(x_1^{\alpha_1}, \ldots, x_n^{\alpha_n}) = A(x_1, \ldots, x_1, \ldots, x_n, \ldots, x_n),$$

where $\alpha_i$ times. It follows from (4) that every $m$-linear form if $A(x_1, \ldots, x_m) = A(x_{\sigma(1)}, \ldots, x_{\sigma(m)})$ for all $\sigma \in S_m$, where $S_m$ is the group of permutations on $m$ elements. To each $m$-linear map $A$, there is an associated symmetric $m$-linear map that can be constructed as

$$A^s(x_1, \ldots, x_m) = \frac{1}{m!} \sum_{\sigma \in S_m} A(x_{\sigma(1)}, \ldots, x_{\sigma(m)}).$$  \hspace{1cm} (5)

Newton’s binomial formula holds for symmetric $m$-linear forms:

$$A^s((x + y)^m) = \sum_{j=0}^{m} \binom{m}{j} A^s(x^{m-j}, y^j).$$  \hspace{1cm} (6)

A mapping $P : X \rightarrow Y$ is said to be an $m$-homogeneous polynomial if there is an $m$-linear mapping $A : X^m \rightarrow Y$ such that

$$P(x) = A(x, \ldots, x) \quad (x \in X).$$  \hspace{1cm} (7)

It is clear that $P(x) = A(x, \ldots, x) = A^s(x, \ldots, x)$. The norm of $P$ is defined as the quantity

$$\|P\| = \sup\{\|P(x)\| \mid x \in X, \|x\| \leq 1\},$$  \hspace{1cm} (8)

and for arbitrary $x \in X$, $\|P(x)\| \leq \|P\| \|x\|^m$. Let $\mathcal{P}_a(mX; Y)$ denote the vector space of all $m$-homogeneous polynomials from $X$ into $Y$ and $\mathcal{P}(mX; Y)$ the subspace of all continuous polynomials. $\mathcal{P}_a(X; Y)$ will denote the algebraic direct sum of the vector spaces $\mathcal{P}_a(mX; Y)$ with $m \in \mathbb{N}_0$, while $\mathcal{P}(X; Y)$ is the algebraic direct sum of the subspaces $\mathcal{P}(mX; Y)$ for $m \in \mathbb{N}_0$. By (7) and (3), $\mathcal{P}_a(mX; Y)$ has the representation

$$\mathcal{P}_a(mX; Y) = \mathcal{P}_a(mX; \mathbb{C}) \otimes Y.$$  \hspace{1cm} (9)

It follows from (4) that every $P \in \mathcal{P}_a(mX; Y)$ can be uniquely represented as

$$P(x) = \sum_{|\alpha| = m} y_\alpha (\phi_1^{\alpha_1}(x) \cdots \phi_n^{\alpha_n}(x))$$  \hspace{1cm} (10)

where $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}_0^n$, $|\alpha| = \sum_{i=1}^n |\alpha_i|$, and $y_\alpha \in Y$. Furthermore, if $Y = X$, then $P$ has a representation

$$P(x) = \sum_{i=1}^n \sum_{|\alpha| = m} x_{i,\alpha} (\phi_1^{\alpha_1}(x) \cdots \phi_n^{\alpha_n}(x)) e_i$$  \hspace{1cm} (11)

where $x_{i,\alpha} \in \mathbb{C}$. $\mathcal{P}_a(mX; X)$ is spanned by elements

$$p_{i,\alpha}(x) = (\phi_1^{\alpha_1}(x) \cdots \phi_n^{\alpha_n}(x)) e_i \quad (i = 1, \ldots, n; \ |\alpha| = m).$$  \hspace{1cm} (12)

These are not equal in general if $X$ is infinite-dimensional. However, in our case they are equivalent.
As in the one-dimensional case, we call a map $P : X \to Y$ a polynomial with degree at most $m$ if it can be represented as a sum

$$P(x) = \sum_{j=0}^{m} P_j(x)$$

where $P_j \in \mathcal{P}_a(^jX;Y)$.

The change in degree due to compositions of vector-valued polynomials works as one expects. The proofs of the three following results can be found in the appendix.

**Lemma 2.1.** Let $t, m \geq 2$, $Q_t \in \mathcal{P}^t(X;X)$, and $P = \sum_{k=\ell}^{m} P_k(x)$, where $P_k \in \mathcal{P}^k(X;X)$. Then $Q_t \circ P \in \bigoplus_{k=\ell}^{tm} \mathcal{P}^k(X;X)$.

**Corollary.** For any $t, m \geq 2$, $\Phi_t = I + Q_t$, and $P = \sum_{k=\ell}^{m} P_k(x)$, where $P_k \in \mathcal{P}^k(X;X)$ and $Q_t \in \mathcal{P}^t(X;X)$, then $\Phi_t \circ P \in \bigoplus_{k=\ell}^{tm} \mathcal{P}^k(X;X)$.

Every continuous $m$-homogeneous $P$ is differentiable. Denote the differential of $P$ at $a \in X$ by $P'(a)$; the differential satisfies [6]

$$P'(a)x = mA^s(a^{m-1}, x) \quad (x \in X; m \geq 1)$$

where $A^s$ is a symmetric $m$-linear map defining $P$. Combining (14) and (5) and listing all the permutations $\sigma$ gives

$$P'(a)x = A(x, a^{m-1}) + A(a, x, a^{m-2}) + \cdots + A(a^{m-1}, x).$$

(15)

A function $f : X \to Y$ is a power series around $a \in X$ if

$$f(x) = \sum_{m=0}^{\infty} P_m(x - a) \quad (P_m \in \mathcal{P}_a(^mX;Y)).$$

### 2.2 Principle eigenfunctions of the Koopman operator

From this point on, we assume that $T : X \to X$ is a diffeomorphism with a power series around its fixed point $x_0 = 0$, and whose differential at $0$, $T'(0)$, is diagonalizable with nonzero eigenvalues. In what follows, we consider a complex Banach space with dimension $\dim X = n < \infty$ to prove the results in full generality. Let $C(X) = C_c(X)$ be the space of complex continuous functions on $X$ and define the Koopman operator $U_T : C(X) \to C(X)$ associated with $T$ as

$$(U_T f)(x) = (f \circ T)(x) \quad (x \in X).$$

(16)

We begin our investigation by defining the principle eigenfunctions of a Koopman operator.

**Definition 2.2.** Denote the eigenvectors of $T'(0)$ as $\{e_1, \ldots, e_n\} \subset X$, where $T'(0)e_i = \lambda_i e_i$, and let $\{\phi_1, \ldots, \phi_n\} \subset X^*$ be the associated coordinate functionals. Each $\phi_i$, for $i = 1, \ldots, n$, is said to be a principle eigenfunction of $U_{T'(0)}$ associated with $\lambda_i$. 
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It is easy to show that each coordinate functional \( \phi_i \) is a true eigenfunction of \( U_{T'}(0) \). Indeed, for all \( x \in X \)

\[
\langle x, U_{T'}(0) \phi_i \rangle = \langle T'(0)x, \phi_i \rangle = \sum_{j=1}^{n} \lambda_j \langle x, \phi_j \rangle \langle e_j, \phi_i \rangle = \lambda_i \langle x, \phi_i \rangle = \langle x, \lambda_i \phi_i \rangle.
\]

**Definition 2.3.** Let \( \{\phi_1, \ldots, \phi_n\} \) be the principle eigenfunctions of \( U_{T'}(0) \). Define \( A_{T'}(0) \subset C(X) \) to be the algebra generated by \( \{\phi_1, \ldots, \phi_n\} \). \( A_{T'}(0) \) can be made into a unital algebra by appending the constant functions to it, which are eigenfunctions at 1. We call \( A_{T'}(0) \) the principle algebra for \( U_{T'}(0) \).

**Proposition 2.4.** The elements of the principle algebra \( A_{T'}(0) \) are linear combinations of eigenfunctions of \( U_{T'}(0) \).

**Proof.** If \( U_{T'}(0) \phi_1 = \lambda_1 \phi_1 \) and \( U_{T'}(0) \phi_2 = \lambda_2 \phi_2 \), then \( U_{T'}(0) (\phi_1 \cdot \phi_2) = (\lambda_1 \lambda_2) (\phi_1 \cdot \phi_2) \) where "\( \cdot \)" means pointwise multiplication of the functions [4]. Each member of \( A_{T'}(0) \) is of the form

\[
f = \sum_{j=0}^{m} \sum_{|\alpha| = j} c_{j,\alpha} \phi_1^{\alpha_1} \cdots \phi_n^{\alpha_n}, \quad (m \in \mathbb{N}_0, \alpha \in \mathbb{N}_0^n, c_{j,\alpha} \in \mathbb{C}).
\]

Each term \( \phi_1^{\alpha_1} \cdots \phi_n^{\alpha_n} \) with \( |\alpha| > 0 \) is an eigenfunction of \( U_{T'}(0) \). Additionally, since the constant functions are eigenfunctions of \( U_{T'}(0) \) at 1, this concludes the proof.

**Corollary.** \( A_{T'}(0) = \mathcal{P}(X; \mathbb{C}) \), the space of \( \mathbb{C} \)-valued polynomials on \( X \).

**Proof.** This follows immediately from the canonical representation of polynomials (10) with \( Y \) taken to be \( \mathbb{C} \) and that \( \{\phi_1, \ldots, \phi_n\} \) is a basis for \( X^* \).

These two results answer question (1) from the introduction.

**Remark.** If \( A_{T'}(0) \) separates points (which is always true since it is built using a basis \( \phi_1, \ldots, \phi_n \) for the dual and is closed under complex conjugation (which is always true if \( X \) is real and we look at the complexification of \( T'(0) \)), then, if we restrict the domain of the algebra to be a compact neighborhood \( K \) of the origin, the Stone-Weierstrass theorem gives that the uniform closure of the algebra is all the continuous functions on \( K \) or the sub-algebra that vanishes at the fixed point (see sec. 5). Now, if \( \tau : K \to \tau(L) \) is any topological conjugacy from the linear dynamics to the nonlinear dynamics (\( T = \tau \circ T'(0) \circ \tau^{-1} \)), then the pullback algebra of \( A_{T'}(0) \), defined as \( A_T = A_{T'}(0) \circ \tau^{-1} \), inherits the uniform closure properties of \( A_{T'}(0) \). This follows since \( \tau \) and \( \tau(K) \) are homeomorphic via \( \tau \) (see sec. 5).

We now define the non-resonance conditions that are fundamental to the existence of a topological conjugacy.

**Definition 2.5.** Let \( \{\phi_1, \ldots, \phi_n\} \) be the principle eigenfunctions of \( U_{T'}(0) \) associated with \( \{\lambda_1, \ldots, \lambda_n\} \). We say that the principle eigenfunctions are non-resonant up to order \( K \in \mathbb{N} \) if for all \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}_0^n \) with \( 2 \leq |\alpha| \leq K \), and \( j \in \{1, \ldots, n\} \), it is true that \( \lambda_j \neq \lambda_1^{\alpha_1} \cdots \lambda_n^{\alpha_n} \). If the principle eigenfunctions are non-resonant up to order \( K \) for all \( K \geq 2 \), then we just say that they are non-resonant.

**Definition 2.6.** We say that the principle algebra \( A_{T'}(0) \) is non-resonant if the principle eigenfunctions generating it are non-resonant.

\[\text{For } \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}_0^n, \text{ we define } |\alpha| = |\alpha_1| + \cdots + |\alpha_n|.\]
3 Relating the principle algebra to a sub-algebra of observables for the nonlinear dynamics

Since $T$ is assumed to have a power series around its fixed point, we write it as

$$T(x) = T'(0)x + P_2(x) + \cdots + P_d(x) + \cdots$$

where $P_m \in \mathcal{P}^{(m)X;X}$.

3.1 Normal form computation using the principle algebra

The construction of the topological conjugacy goes through a sequence of invertible polynomial transformations $x = \Phi_m(y) = (I_X + Q_m)(y)$, for $m \geq 2$ and where $I_X$ is the identity operator on $X$, $Q_m \in \mathcal{P}^{(m)X;X}$, is a homogeneous polynomial, and $x, y \in X$. To generate the topological conjugacy, we inductively eliminate the lowest order polynomial of degree 2 or greater remaining in the series development of $T$ through a sequence of polynomial change of variables $\Phi_m : X \to X$.

Let $T_1 = T$ and for $m \geq 2$, define $T_m : X \to X$ as

$$T_m(x) = (\Phi_m^{-1} \circ T_{m-1} \circ \Phi_m)(x) \quad (x \in X) \quad (17)$$

where $\Phi_m$ is to be chosen later as in the proof of proposition 3.3 given in appendix B.

To compute $T_m$, we need to compute $\Phi_m^{-1} : X \to X$. The inverse function theorem for Banach spaces guarantees that the inverse exists for all $x$ close enough to the fixed point. Computing the inverse can be accomplished with a standard fixed point algorithm. In what follows, we denote the open unit-ball and the open ball of radius $r > 0$ about the origin as $B = \{ x \in X, \| x \| < 1 \}$ and $B_r = \{ x \in X, \| x \| < r \}$, respectively. The next lemma follows from the inverse function theorem in Banach spaces [7, ch. 2]. In the construction of the domains of the change of variables $\Phi_m$, we can always choose the domain to be contained strictly inside the unit ball.

Lemma 3.1. For any $m \geq 2$, let $Q_m \in \mathcal{P}^{(m)X;X}$ and $\Phi_m = I_X + Q_m$. There exists $\epsilon_m > 0$, satisfying $0 < \epsilon_m < 1$, such that $\Phi_m$ has a $C^1$-inverse $\Phi_m^{-1} : \Phi_m(B_{\epsilon_m}) \to B_{\epsilon_m}$. For $y \in \Phi_m(B_{\epsilon_m})$, the inverse $x = \Phi_m^{-1}(y)$ can be computed as the limit $x = \lim_{n \to \infty} x_n$ where

\[
\begin{align*}
    x_0 &= 0 \\
    x_{n+1} &= G_y(x_n) = y - Q_m(x_n) \quad (n \geq 0).
\end{align*}
\]

Proof. [Existence] Note that $\Phi_m(0) = 0$ and $\Phi'_m(0) = I_X + Q'_m(0)$. Since $m \geq 2$, then $Q'_m(0) = 0$ by (14). Therefore $(\Phi'_m(0))^{-1} = I_X$. Then [see 8, ch. 7], $\Phi_m$ is a homeomorphism of an open neighborhood $U_0$ of 0 onto an open neighborhood $V_0$ of $\Phi_m(0)$ such that $\Phi_m^{-1} : V_0 \to U_0$ is continuously differentiable with $(\Phi_m^{-1})'(y) = (\Phi'_m(\Phi_m^{-1}(y)))^{-1}$.

[Construction] Fix $0 < \beta < 1$ and let $A \in \mathcal{L}^{(m)X;X}$ be an $m$-linear form defining $Q_m$. Let $G_y : X \to X$ be defined as $G_y(x) = y - Q_m(x)$. Define $\epsilon_m > 0$ as a number satisfying $\epsilon_m \leq \min \left\{ 1, (\beta |A|)^{1/(m-1)} \right\}$ and $B_{\epsilon_m} \subset U_0$. Then, by (15), for any $a \in B_{\epsilon_m}$

\[
\|G'_y(a)\| = \|Q'_m(a)\| \leq m \|A\| \|a\|^{m-1} \leq \beta < 1.
\]
Since $B_{\epsilon_m}$ is a convex open set, then $\|G_y(x) - G_y(z)\| \leq \beta \|x - z\|$ for all $x, z \in B_{\epsilon_m}$ [8, Ch. 7, Lemma 5]. By the contraction mapping principle, $G_y$ has a unique fixed point $x^* = \lim_{n \to \infty} G^n(0)$. That is, $x^* = G(x^*) = y - Q_m(x^*)$ which is equivalent to $y = x^* + Q_m(x^*) = \Phi_m(x^*)$. Therefore, $x^* = \Phi_m^{-1}(y)$.

**Remark.** In the construction, we have chosen $\epsilon_m$ such that it is strictly less than 1; i.e., that $B_{\epsilon_m} \subset B_1$.

**Corollary.** We have that $\Phi_m^{-1}(y) = y - Q_m(y) + \epsilon_m(y)$, where $\epsilon_m(y) \in \mathcal{O}(\|y\|^{2m-1})$ as $y \to 0$.

**Proof.** The solution $x = \Phi_m^{-1}(y)$ is a fixed point of $G(x) = y - Q_m(x)$;

\[ \Phi^{-1}(y) = x = y - Q_m(x) = y - Q_m(y - Q_m(x)). \]

Letting $A^s$ be the symmetric $m$-form defining $Q_m$ and using the Binomial formula

\[ Q_m(y - Q_m(x)) = A^s((y - Q_m(x))^m) = Q_m(y) + \sum_{j=1}^{m} \binom{m}{j} (-1)^j A^s(y^{m-j}, (Q_m(x))^j). \]

Then

\[ \|Q_m(y - Q_m(x)) - Q_m(y)\| \leq \sum_{j=1}^{m} \binom{m}{j} \|A^s\| \|y\|^{m-j} \|Q_m(x)\|^j \]

\[ \leq \sum_{j=1}^{m} \binom{m}{j} \|A^s\| \|Q_m\|^j \|y\|^{m-j} \|x\|^{mj} \]

\[ \leq \sum_{j=1}^{m} \binom{m}{j} \|A^s\| \|Q_m\|^j \|y\|^{m-j} \|\Phi^{-1}(y)\|^{mj}. \]

Let $U$ be a convex open neighborhood of 0 such that $\overline{U} \subset \Phi_m(B_{\epsilon_m})$. Since $\Phi_m^{-1} : \Phi_m(B_{\epsilon_m}) \to B_{\epsilon_m}$ is $C^1$ on $\Phi_m(B_{\epsilon_m})$, then $\|\Phi_m^{-1}(y)'(\cdot)\|$ is uniformly bounded by some constant $L > 0$ on $U$. Then $\Phi_m^{-1}$ is Lipschitz with constant $L$ on $U$ [8, Ch. 7, Lemma 5]. Since $\Phi_m^{-1}(0) = 0$, then $\|\Phi^{-1}(y)\| \leq L\|y\|$ for all $y \in U$. Therefore,

\[ \|Q_m(y - Q_m(x)) - Q_m(y)\| \leq \sum_{j=1}^{m} \binom{m}{j} \|A^s\| \|Q_m\|^j L^{mj} \|y\|^{m+(m-1)j} \quad (y \in U). \]

The right-hand side is $\mathcal{O}(\|y\|^{2m-1})$ as $y \to 0$. It follows that $Q_m(y - Q_m(x)) = Q_m(y) = \mathcal{O}(\|y\|^{2m-1})$ as $y \to 0$.

**Remark.** The domain of convergence is related to how large an $x$ can be taken such that the differential $Q'_m(x)$ can still be uniformly bounded by a constant $\beta < 1$ in some convex neighborhood of 0.

**Lemma 3.2.** Assume that the principle eigenfunctions of $U_{T'(0)}$ are non-resonant. For each $m \geq 2$, the linear operator $L^{(m)}_{T'(0)} : \mathcal{P}(mX; X) \to \mathcal{P}(mX; X)$ defined as

\[ (L^{(m)}_{T'(0)}f)(x) = (U_{T'(0)}f)(x) - T'(0)f(x) \quad (19) \]

has a bounded inverse $(L^{(m)}_{T'(0)})^{-1} : \mathcal{P}(mX; X) \to \mathcal{P}(mX; X)$.  
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Proof. \( \mathcal{P}^m X; X \) is finite-dimensional with basis elements of the form

\[
p_{j, \alpha}(x) = e_j \prod_{i=1}^{n} \phi_i^{\alpha_i}(x), \quad (j = 1, \ldots, n; \ |\alpha| = m).
\]

Then

\[
(L^{(m)}_{T'(0)}p_{j, \alpha})(x) = U_{T'(0)} \left( e_j \prod_{i=1}^{n} \phi_i^{\alpha_i}(x) \right) - T'(0)e_j \prod_{i=1}^{n} \phi_i^{\alpha_i}(x)
\]

\[
= e_j \prod_{i=1}^{n} \phi_i^{\alpha_i}(T'(0)x) - \lambda_j e_j \prod_{i=1}^{n} \phi_i^{\alpha_i}(x)
\]

\[
= e_j \prod_{i=1}^{n} U_{T'(0)} \phi_i^{\alpha_i}(x) - \lambda_j e_j \prod_{i=1}^{n} \phi_i^{\alpha_i}(x)
\]

\[
= e_j \prod_{i=1}^{n} \lambda_i^{\alpha_i} \phi_i^{\alpha_i}(x) - \lambda_j e_j \prod_{i=1}^{n} \phi_i^{\alpha_i}(x)
\]

\[
= \left( \prod_{i=1}^{n} \lambda_i^{\alpha_i} - \lambda_j \right) p_{j, \alpha}(x).
\]

The non-resonance assumption gives that \( \mu_{j, \alpha} = (\prod_{i=1}^{n} \lambda_i^{\alpha_i} - \lambda_j) \neq 0 \) for all \( j = 1, \ldots, n \) and \( |\alpha| = m \geq 2 \). Therefore, \( L^{(m)}_{T'(0)} \) is a finite-dimensional, diagonalizable linear operator with non-zero eigenvalues. Therefore, its inverse exists. \( \square \)

Remark. There is a similarity transformation \( V : \mathbb{C}^n \rightarrow \mathcal{P}^m X; X \) such that \( L^{(m)}_{T'(0)} = VAV^{-1} \), where \( \Lambda = \text{diag}(\{\mu_{j, \alpha}\}) \), and therefore \( (L^{(m)}_{T'(0)})^{-1} = VAV^{-1} \). It follows that \( \|L^{(m)}_{T'(0)}\| \leq \kappa(V)/\mu_{\text{min}}, \) where \( \mu_{\text{min}} = \min\{\mu_{j, \alpha}\} \) and \( \kappa(V) \) is the condition number of \( V \).

Proposition 3.3. Assume that the principle eigenfunctions of \( U_{T'(0)} \) are non-resonant. Let \( T_1 = T \) and assume that we have for some \( m \geq 1 \), a map \( T_m(x) = T'(0)x + R_{m+1}(x) \), where \( R_{m+1} \) is a power series about 0 and \( R_{m+1}(x) \in \mathcal{O}(\|x\|^{m+1}) \) as \( x \rightarrow 0 \). Then there is a number \( \epsilon_{m+1} \) satisfying \( 0 < \epsilon_{m+1} < 1 \) and an invertible polynomial map \( \Phi_{m+1} : B_{\epsilon_{m+1}} \rightarrow \Phi_{m+1}(B_{\epsilon_{m+1}}) \) defined as \( x = \Phi_{m+1}(z) = (I_X + Q_{m+1})(z) \), where \( Q_{m+1} \in \mathcal{P}(m+1 X; X) \), such that

\[
T_{m+1}(z) = (\Phi_{m+1}^{-1} \circ T_m \circ \Phi_{m+1})(z) = T'(0)z + R_{m+2}(z), \tag{20}
\]

where \( R_{m+2} \) is a power series about 0 satisfying \( R_{m+2}(z) \in \mathcal{O}(\|z\|^{m+2}) \) as \( z \rightarrow 0 \).

The techniques used in the proof of proposition 3.3 are the standard ones used in normal form theory [e.g., see 2, 3]. It consists of introducing a change of variables map \( \Phi_m \), expanding the resulting substitutions, and then relying on lemma 3.2 to guarantee the existence of a polynomial that will eliminate the lowest order nonlinear term. For completeness the proof is given in appendix B.
4 Approximate topological conjugacies and approximate eigenfunctions

Using the sequence of transformations, \( \Phi_m : B_{\epsilon m} \to \Phi_m(B_{\epsilon m}) \), from proposition 3.3, we wish to define

\[
\tau_m = \Phi_2 \circ \cdots \circ \Phi_m, \quad (m \geq 2).
\] (21)

We call \( \tau_m \) the \((m\text{-th order})\) approximate conjugacy. Our goal is to define \( U_m \subset B_{\epsilon m} \) such that both \( \tau_m \) and \( \tau_m^{-1} \) are well-defined. From now on, we denote \( B_{\epsilon k} \) by \( B_k \).

Fix \( m \geq 2 \). Define \( \hat{U}_m \subset B_m \) by

\[
\hat{U}_m := \bigcap_{j=1}^{m-2} \{ z \in B_m | \Phi_{m-j+1} \circ \cdots \circ \Phi_m(z) \in B_{m-j} \}. \quad (22)
\]

Let \( \hat{V}_m := \Phi_2 \circ \cdots \circ \Phi_m(\hat{U}_m) \). Graphically, (22) is equivalent to the diagram given in figure 1.

![Figure 1: Diagram equivalent to (22) showing the relationship between the domains \( \hat{U}_m \) and the change of variables maps \( \Phi_j \).](image)

Define \( V_m \subset \hat{V}_m \) to be a \( T \)-invariant neighborhood of 0. Then \( \Phi_m^{-1} \circ \cdots \circ \Phi_2^{-1} : V_m \to \hat{U}_m \) is a well-defined map. Finally, define

\[
U_m = \Phi_m^{-1} \circ \cdots \circ \Phi_2^{-1}(V_m).
\]

The preceding work shows that \( \tau_m : U_m \to V_m \) is well-defined with a \( C^1 \) inverse, since each \( \Phi_k \) has a \( C^1 \) inverse by lemma 3.1. This implies that

\[
T_m = \tau_m^{-1} \circ T \circ \tau_m : U_m \to U_m
\]

is well-defined and invertible (see figure 2).

Note that \( \Phi_{m+1}(\hat{U}_{m+1}) \subset \hat{U}_m \), implying that \( \hat{V}_{m+1} \subset \hat{V}_m \). Thus we can choose the \( T \)-invariant \( V_{m+1} \) to satisfy \( V_{m+1} \subset V_m \) so that \( U_{m+1} \subset U_m \). Define

\[
U = \bigcap_{m \geq 2} U_m, \quad (23)
\]

and

\[
V = \bigcap_{m \geq 2} V_m, \quad (24)
\]
Lemma 4.1. \( m^\tau \) and \( T \) is well-defined and invertible. \( \mu^\tau \) is a well-defined map. Finally, define \( \mu^\tau \) to define the sequence of transformations, \( \mu : B^\mu \rightarrow \cdots \) the \( T \)-invariant \( V_{m+1} \) to satisfy \( V_{m+1} \subseteq V_m \) so that \( U_{m+1} \subseteq U_m \). Define \( U = m^T \). (23) and \( V = m^2 \). (24)

Since \( V_m \) is a \( T \)-invariant neighborhood of 0 for all \( m \geq 2 \), then \( V \) is a \( T \)-invariant set containing 0. If additionally, \( V \) has a nonempty interior, then \( U \) is a neighborhood of 0. Then \( \tau : U \rightarrow V \) defined as

\[
\tau(z) = \lim_{m \rightarrow \infty} \tau_m(z)
\]

has a well-defined domain and is invertible on \( V \). It follows that

\[
\|\tau(U)\| = \sup_{z \in U} \|\tau(z)\| = \sup_{z \in U} \lim_{m \rightarrow \infty} \|\tau_m(z)\| \leq \|\Phi(B_{\epsilon_2})\| < 1.
\]

Lemma 4.1. For all \( m \geq 2 \), \( \tau_m \in X \otimes A_{T^\mu(0)} \).

Proof. Trivially \( \tau_2 = I_X + Q_2 \in X \otimes A_{T^\mu(0)} \). We prove the result by induction. For all \( m \geq 3 \), assume \( \tau_m-1 \in X \otimes A_{T^\mu(0)} \). Now, \( \tau_m = \tau_{m-1} \circ \Phi_m \). Since \( X \otimes A_{T^\mu(0)} \) is the space of \( X \)-valued polynomials on \( X \) it is closed under composition. It follows that \( \tau_m \in X \otimes A_{T^\mu(0)} \) since \( Q_m \in X \otimes A_{T^\mu(0)} \).

Proposition 4.2. Let \( \psi \in A_{T^\mu(0)} \) be an eigenfunction of \( U_{T^\mu(0)} \) at eigenvalue \( \mu \in \mathbb{C} \), \( m \geq 2 \), and \( x = \tau_m(z) \) for \( z \in U_m \). Then

\[
U_T(\psi \circ \tau_m^{-1})(x) = \mu (\psi \circ \tau_m^{-1})(x) + O(\|z\|^{m+1})
\]

as \( z \rightarrow 0 \).

Proof. By definition, \( T = \tau_m \circ T_m \circ \tau_m^{-1} \). First, we show, for \( x = \tau_m(z) \), that \( U_T(\psi \circ \tau_m^{-1})(x) = U_{T_m} \psi(z) \). Indeed,

\[
U_T(\psi \circ \tau_m^{-1})(x) = (\psi \circ \tau_m^{-1}) \circ \tau_m \circ T_m \circ \tau_m^{-1}(x) = \psi \circ T_m \circ \tau_m^{-1}(x) = U_{T_m} \psi(\tau_m^{-1}(x))
\]

\[
= U_{T_m} \psi(z).
\]

By proposition 3.3, \( T_m(z) = T'(0)z + R_{m+1}(z) \), where \( R_{m+1}(z) \in O(\|z\|^{m+1}) \) as \( z \rightarrow 0 \). Then

\[
\|U_{T_m} \psi(z) - \mu \psi(z)\| = \|U_{T_m} \psi(z) - U_{T^\mu(0)} \psi(z)\|
\]

\[
= \|\psi(T'(0)z + R_{m+1}(z)) - \psi(T'(0)z)\|.
\]

Figure 2: Commutative diagram for \( T_m \) and \( T \)
Now, since \( \psi \) is in \( \mathcal{P}(X; \mathbb{C}) \) by corollary 2.2, then \( \psi \) has a representation \( \psi = c_\psi + \sum_{j=1}^{k} A_j^s \), where \( A_j^s \) is a symmetric \( j \)-linear form and \( c_\psi \) is a constant. Putting \( u = T'(0)z \) and \( v = R_{m+1}(z) \) and using the Binomial formula (eq. (6)), we get

\[
A_j^s((u + v)^m) - A_j^s(u) = \sum_{i=1}^{j} \binom{j}{i} A_j^s(u^{i-1}, v^i).
\]

Then, as \( z \to 0 \),

\[
\|A_j^s(T'(0)z + R_{m+1}(z)) - A_j^s(T'(0)z)\| \leq \sum_{i=1}^{j} \binom{j}{i} \|A_j^s\| \|T'(0)z\|^i \|R_{m+1}(z)\|^{i-1}
\]

\[
\leq \sum_{i=1}^{j} \binom{j}{i} \|A_j^s\| \|T'(0)\|^i \|z\|^i \|R_{m+1}(z)\|^{i-1}
\]

\[
\leq C_j \|z\|^m \|z\|^{j-1}.
\]

Combining these bounds for each \( j = 1, \ldots, k \) gives

\[
\|\psi(T'(0)z + R_{m+1}(z)) - \psi(T'(0)z)\| \leq \sum_{j=1}^{k} \|A_j^s(T'(0)z + R_{m+1}(z)) - A_j^s(T'(0)z)\|
\]

\[
\leq \|z\|^m \sum_{j=1}^{k} C_j \|z\|^{j-1}
\]

\[
\leq C_\psi \|z\|^m, (z \to 0).
\]

Therefore, \( U_{T_{m}} \psi(z) - U_{T'(0)}\psi(z) \in \mathcal{O}(\|z\|^{m+1}) \) as \( z \to 0 \). It follows that

\[
U_{T}(\psi \circ \tau_{m}^{-1})(x) = U_{T_{m}} \psi(z) = \mu \psi(z) + \mathcal{O}(\|z\|^{m+1}) = \mu (\psi \circ \tau_{m}^{-1})(x) + \mathcal{O}(\|z\|^{m+1}).
\]

If the limit conjugacy \( \tau \) exists so that \( T'(0) = \tau^{-1} \circ T \circ \tau \) on a ball a neighborhood \( U \), then the approximate eigenfunctions \( \psi_m = \psi \circ \tau_{m}^{-1} \) converge pointwise for \( x \in V \) to an eigenfunction \( \psi \circ \tau^{-1} \) of \( U_T \).

**Corollary.** Assume that the limit conjugacy \( \tau : U \to V \) (eq. (25)) exists on the neighborhoods \( U \) and \( V \) of 0. If \( \psi \in A \) is an eigenvector of \( U_{T'(0)} \), then \( \psi \circ \tau^{-1} \) is an eigenvector of \( U_{T} \).

**Proof.** Since \( U_m \subset B_{\epsilon_m} \) and \( \epsilon_m < 1 \) (see the remark directly following lemma 3.1), then \( z \in U \) satisfies \( \|z\| < 1 \). Letting \( m \to \infty \) in (27) gives the result. \( \square \)

## 5 Real Banach spaces and uniform closures of the principle algebra

Often, we will be working in a real Banach space \( X \), and in particular, be interested in observables of a compact neighborhood \( K \subset X \) of 0. In this real case, we look at the
complexification $X_C$ of $X$ and the extension of $T'(0)$ to $X_C$, which we denote by $T'_C(0) : X_C \to X_C$. If the extended linearization $T'_C(0)$ is diagonalizable, then the uniform closure of the complex algebra $A_{T'_C(0)}$ is either $C_C(K)$, the complex continuous functions on $K$, or the maximal ideal

$$I_0 = \{ f \in C_C(K) \mid f(0) = 0 \},$$

depending on whether the constant functions are appended to the generated algebra or not.

Recall that the complexification of a real Banach space $X$ is given by $X_C := \{(x, y) \mid x, y \in X\}$ with the addition operation defined as $(x, y) + (u, v) = (x + u, y + v)$ and scalar multiplication defined as $(\xi + i\zeta)(x, y) = (\xi x - \zeta y, \zeta x + \xi y)$, where $\xi, \zeta \in \mathbb{R}$. Usually, $(x, y) \in X_C$ is written as $x + iy$. The complex eigenvalues $e_j = x_j + iy_j \in X_C$ of $T'_C(0)$ show up in complex conjugate pairs; without loss of generality, we label the complex conjugate pair of $e_j$ as $e_{j+1} := e^*_j = x_j - iy_j$. If $\phi_j \in X_C^*$ is the dual basis $(\phi_k(e_j) \equiv \langle e_j, \phi_k \rangle = \delta_{j,k})$, it can be shown that for complex-conjugate pairs $\phi_j$ and $\phi_{j+1} = \phi_j^*$ that

$$\phi_{j+1}(x) = \langle x, \phi_{j+1} \rangle = \overline{\langle x, \phi_j \rangle} = \overline{\phi_j(x)},$$

for all $x \in X$, the real Banach space.

We denote by $A_K$ the principle algebra generated by the complex-valued principle eigenfunctions $\phi_j|_K : K \to \mathbb{R}$, restricted to $K \subset X$, the real compact neighborhood of 0. This algebra is closed under complex conjugation. Indeed, if

$$f(x) = \sum_{j=0}^m \sum_{|\alpha| = j} c_{j,\alpha} \phi_1(x)^{\alpha_1} \cdots \phi_n(x)^{\alpha_n} \in A_K, \quad (m \in \mathbb{N}_0, \alpha \in \mathbb{N}_0^n, c_{j,\alpha} \in \mathbb{C}, x \in K),$$

then

$$\overline{f(x)} = \sum_{j=0}^m \sum_{|\alpha| = j} \overline{c_{j,\alpha}} \overline{\phi_1(x)}^{\alpha_1} \cdots \overline{\phi_n(x)}^{\alpha_n} \in A_K.$$

This is true since each $\overline{\phi_j}$ is either $\phi_j$ if it is a real functional or its complex-conjugate $\phi_{j+1}$, otherwise.

**Proposition 5.1.** Let $X$ be a real Banach space and $T : X \to X$ be a polynomial diffeomorphism with asymptotically stable, hyperbolic fixed point. The uniform closure of $A_K$ is

(a) $C_C(K)$ if the constant functions are appended to $A_K$, or

(b) the maximal ideal $I_0 = \{ f \in C_C(K) \mid f(0) = 0 \}$, otherwise.

**Proof.** $A_K$ is a complex algebra that separates points and is closed under complex conjugation. The Stone-Weierstrass theorem gives the results. \qed

**Corollary.** If the topologically conjugacy $\tau : U \to V$ exists, let $K \subset U$ be a compact neighborhood of 0 and $L = \tau(K) \subset V$. Then $A_L = A_K \circ \tau^{-1} := \{ f \circ \tau^{-1} \in C_C(L) \mid f \in A_K \}$ is either

(a) $C_C(L)$ if the constant functions are appended to $A_K$, or

(b) the maximal ideal $I_0 = \{ f \in C_C(L) \mid f(0) = 0 \}$, otherwise.

**Proof.** The set $L = \tau(K)$ is compact since $\tau$ is continuous and $K$ is compact. It is easy to show that $A_L$ is an algebra that is closed under complex conjugation. Since $U$ and $V$ are homeomorphic through $\tau$ and $A_K$ separates points, then $A_L$ also separates points. The Stone-Weierstrass theorem gives the results. \qed
6 Conclusions

This paper investigated the connection between the existence of a topological conjugacy between a diffeomorphism \( T \) and its linearization \( T'(x_0) \) around an asymptotically stable fixed point and the principle eigenfunctions of the Koopman operator \( U_{T'(0)} \). The conjugacy \( \tau \) from the linear dynamics to the nonlinear dynamics is generated using principle eigenfunctions of \( U_{T'(0)}(0) \). Specifically, the principle Koopman eigenfunctions generate an algebra \( A_{T'(0)} \) of observables for the linear dynamics from which we can generate a sequence of approximate conjugacies \( \{ \tau_m \} \) satisfying \( \tau_{m-1} \circ T \circ \tau_m = T'(x_0) + O(\|z\|^{m+1}) \). These approximate conjugacies are in \( X \otimes A_{T'(0)} \), the space of \( X \)-valued polynomials generated by the principle eigenfunctions of \( U_{T'(0)} \). As long as the principle eigenfunctions are non-resonant for all orders, then this process can continue in order to get a conjugacy between the linear and nonlinear dynamics \( \tau \).

The use of this connection is to generate “good” spaces of observables for the nonlinear dynamics. We know by construction that each element in the space of observables \( A_{T'(0)} \) for the linear dynamics has an expansion into eigenfunctions of \( U_{T'(0)} \). When constructing a space of observables for the nonlinear dynamics, we would also like to have this property. The question is then how to construct such a space and what relation, if any, it has to \( A_{T'(0)} \).

If we have built a conjugacy \( \tau^{-1} \) from the nonlinear dynamics to the linear dynamics, every element of the space \( A_{T'(0)} \circ \tau^{-1} = \{ g \circ \tau^{-1} | g \in A_{T'(0)} \} \) has an expansion into eigenfunctions of \( U_T \). The results of this paper build \( \tau \), and ultimately \( \tau^{-1} \), from a sequence of polynomial transformations \( \tau_m \) generated from the principle Koopman eigenfunctions. \( \tau^{-1} \) is an analytic function and for every \( g \in A_{T'(0)} \), the observable \( g \circ \tau^{-1} \) is an analytic function generated by the principle Koopman eigenfunctions. Thus the Koopman eigenfunctions for the linearized system generate a space of observables for the nonlinear dynamics for which every element has a spectral expansion into eigenfunctions of the Koopman operator associated with the nonlinear dynamics. Even if we terminate the construction of the conjugacy at a finite number of steps (giving \( \tau_m \)), we can get an approximate eigenfunction for \( U_T \) which is within \( O(\|z\|^{m+1}) \) of a true eigenfunction of \( U_T \).

Often we work with real Banach spaces and diffeomorphisms on them. If we again linearize around a fixed point and then look at the complexification, we can generate a complex algebra of functions from the principle eigenfunctions that is closed under complex conjugation and whose domain is a compact neighborhood of the fixed point. Appealing to the Stone-Weierstrass theorem allows us to make statements about the uniform closure of the principle algebra. In particular, if the constant functions have been appended to the algebra, the uniform closure of the algebra is the space of complex continuous function. On the other hand, if we have not appended the constant functions to the principle algebra, then every element of the algebra vanishes at the fixed point, and the uniform closure of the algebra is the maximal ideal of complex continuous functions that vanishes at the fixed point. We can get an algebra of observables for the nonlinear dynamics by pulling back the algebra of observables for the linear dynamics using the topological conjugacy. Since the spaces are homeomorphic via the conjugacy, the algebra of observables for the nonlinear dynamics inherits the uniform closure properties of the principle algebra of observables for the linear dynamics. What these results says is that if we choose a continuous observable for our system, we know that it is arbitrarily close, in the uniform norm, to an observable that has a spectral expansion. From another viewpoint, every continuous observable is a perturbation of an observable which has
an expansion into Koopman eigenfunctions.

A Compositions of vector-valued polynomials

Proof of lemma 2.1. Let $\hat{Q}$ be the $t$-linear map that gives $Q$. By assumption $P(x) = \sum_{k=\ell}^{m} P_k(x)$, where $P_k \in \mathcal{P}(kX;X)$. Let $\hat{P}_k \in \mathcal{L}(kX;X)$ be the $k$-linear map giving $P_k$. $Q$ and $\hat{P}_k$ have representations of the form (4). Then

$$Q \circ P(x) = \hat{Q}((P(x))^t) = \sum_{j_1,\ldots,j_t=1}^{n} q_{j_1,\ldots,j_t} \phi_{j_1}(P(x)) \cdots \phi_{j_t}(P(x)) = \sum_{j_1,\ldots,j_t=1}^{n} q_{j_1,\ldots,j_t} \prod_{i=1}^{t} \phi_{j_i}(P(x)).$$

where $q_{j_1,\ldots,j_t} \in X$. For any $i \in \{1,\ldots,t\}$, we have $\phi_{j_i}(P(x)) = \sum_{k=\ell}^{m} \phi_{j_i}(P_k(x)) = \sum_{k=\ell}^{m} \phi_{j_i}(\hat{P}_k(x^k))$. Let $\hat{P}_k(x_1,\ldots,x_k)$ be

$$\hat{P}_k(x_1,\ldots,x_k) = \sum_{s_1,\ldots,s_k=1}^{n} p_{s_1,\ldots,s_k} \prod_{\alpha=1}^{k} \phi_{s_\alpha}(x_\alpha),$$

where $p_{s_1,\ldots,s_k} \in X$ and $s_\alpha \in \{1,\ldots,n\}$. Then

$$w_{j_i,k}(x) := \phi_{j_i}(P_k(x)) = \phi_{j_i}(\hat{P}_k(x^k)) = \sum_{s_1,\ldots,s_k=1}^{n} \phi_{j_i}(p_{s_1,\ldots,s_k}) \prod_{\alpha=1}^{k} \phi_{s_\alpha}(x) \in \mathcal{P}(kX;\mathbb{C}).$$

It follows that

$$\prod_{i=1}^{t} \phi_{j_i}(P(x)) = \prod_{i=1}^{t} (\sum_{k=\ell}^{m} \phi_{j_i}(P_k(x))) = \prod_{i=1}^{t} \sum_{k=\ell}^{m} w_{j_i,k}(x) = \sum_{j_1,\ldots,j_t=1}^{n} \sum_{k_1,\ldots,k_t=\ell}^{m} \prod_{i=1}^{t} w_{j_i,k_i}(x) \in \bigoplus_{i=t\ell}^{tm} \mathcal{P}(kX;\mathbb{C}).$$

Finally

$$Q \circ P(x) = \sum_{j_1,\ldots,j_\ell=1}^{n} q_{j_1,\ldots,j_\ell} \prod_{i=1}^{\ell} \phi_{j_i}(P(x)) \in \bigoplus_{k=\ell t}^{tm} \mathcal{P}(kX;X).$$

\qed
Proof of proposition 3.3

Proof. The proof is split into steps for better readability. Let \( x = \Phi_{m+1}(z) = (I_X + Q_{m+1})(z) \) and consider \( T_{m+1}(z) = (\Phi_{m+1}^{-1} \circ T_m \circ \Phi_{m+1})(z) \).

(i) By corollary 3.1,
\[
T_{m+1}(z) = T_m(\Phi_{m+1}(z)) - Q_{m+1}(T_m(\Phi_{m+1}(z))) + \mathcal{O}(\|T_m(\Phi_{m+1}(z))\|^{2m+1}) \tag{29}
\]

(ii) Consider \( T_m(\Phi_{m+1}(z)) \):
\[
T_m(\Phi_{m+1}(z)) = T'(0)\Phi_{m+1}(z) + R_{m+1}(\Phi_{m+1}(z))
= T'(0)z + T'(0)Q_{m+1}(z) + R_{m+1}(z + Q_{m+1}(z))
= T'(0)z + T'(0)Q_{m+1}(z) + R_{m+1}(z) + \mathcal{O}(\|z\|^{2m}) \tag{30}
\]
where we have used the Binomial formula to expand and bound \( R_{m+1}(\Phi_{m+1}(z)) \).

(iii) Consider \( Q_{m+1}(T_m(\Phi_{m+1}(z))) \):
\[
Q_{m+1}(T_m(\Phi_{m+1}(z))) = Q_{m+1}(T'(0)\Phi_{m+1}(z) + R_{m+1}(\Phi_{m+1}(z))
= Q_{m+1}(T'(0)z + T'(0)Q_{m+1}(z) + R_{m+1}(\Phi_{m+1}(z)))
= Q_{m+1}(T'(0)z + S_{m+1}(z)),
\]
where we have defined \( S_{m+1}(z) = T'(0)Q_{m+1}(z) + R_{m+1}(\Phi_{m+1}(z)) \). Let \( B^s \) be the symmetric \((m+1)\)-linear form defining \( Q_{m+1} \). Then using the Binomial formula
\[
\|Q_{m+1}(T'(0)z + S_{m+1}(z)) - Q_{m+1}(T'(0)z)\|
\leq \sum_{j=1}^{m+1} \binom{m+1}{j} \|B^s\|\|T'(0)z\|^{m+1-j}\|S_{m+1}(z)\|^j
\leq \sum_{j=1}^{m+1} \binom{m+1}{j} \|B^s\|\|T'(0)z\|^{m+1-j}\|S_{m+1}(z)\|^j\|z\|^{m+1-j}.
\]
Furthermore
\[
\|S_{m+1}(z)\| \leq \|T'(0)Q_{m+1}(z)\| + \|R_{m+1}(\Phi_{m+1}(z))\|
\leq \|T'(0)\|\|Q_{m+1}(z)\| + \|R_{m+1}\|\|\Phi_{m+1}(z)\|^{m+1}
\leq \|T'(0)\|\|Q_{m+1}(z)\|^{m+1} + \|R_{m+1}\|\|\Phi_{m+1}(z)\|^{m+1}m+1
\leq \|z\|^{m+1}(C_1 + C_2\|z\|^{(m+1)^2-(m+1)})
\]
for appropriate positive constants \( C_1, C_2 \). Therefore
\[
\|Q_{m+1}(T'(0)z + S_{m+1}(z)) - Q_{m+1}(T'(0)z)\|
\leq \sum_{j=1}^{m+1} \binom{m+1}{j} C_3\|z\|^{m+1-j}\|z\|^{(m+1)}(C_1 + C_2\|z\|^{(m+1)^2-(m+1)})j
\in \mathcal{O}(\|z\|^{2m+1}) \quad \text{as } y \to 0.
\]
Therefore
\[
Q_{m+1}(T_m(\Phi_{m+1}(z))) = Q_{m+1}(T'(0)z) + \mathcal{O}(\|z\|^{2m+1}) \quad \text{(as } z \to 0). \tag{31}
\]

(iv) Using (30) and (31) in (29) gives
\[
T_{m+1}(z) = T'(0)z + T'(0)Q_{m+1}(z) + R_{m+1}(z) + \mathcal{O}(\|z\|^{2m}) \\
- \left[ Q_{m+1}(T'(0)z) + \mathcal{O}(\|z\|^{2m+1}) \right] \\
\mathcal{O}(\|T_m(\Phi_{m+1}(z))\|^{2m+1}) \\
= T'(0)z + \left( R_{m+1}(z) - L^{(m+1)}_{T'(0)} Q_{m+1}(z) \right) + \mathcal{O}(\|z\|^{2m})
\]

Split \( R_{m+1}(z) = \hat{R}_{m+1}(z) + \mathcal{O}(\|z\|^{m+2}) \) where \( \hat{R}_{m+1} \in \mathcal{P}^{(m+1)X;X} \). Since \( L^{(m+1)}_{T'(0)} \) is invertible, we can choose \( Q_{m+1} \) to eliminate \( \hat{R}_{m+1} \). With this choice
\[
T_{m+1}(z) = T'(0)z + \mathcal{O}(\|z\|^{m+2}) \quad (z \to 0). \tag{32}
\]

It is obvious that \( R_{m+2}(z) = T_{m+1}(z) - T'(0)z \) is a power series as it is a composition of polynomials and power series.

This completes the proof. \( \square \)
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