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Abstract

Over the last decades, the relative benefits and costs of individual vs. collective decision-making systems have attracted ample attention in the behavioural sciences and beyond. This research however, has almost exclusively focused on accuracy as a performance criterion, neglecting another major performance dimension of decision-making systems, the variation in outcomes between decision-making agents. This is surprising as low outcome variation is a key goal in many high-stake contexts, including medical, judicial and political decision making. Employing a combined theoretical and real-world data-driven approach, we investigate how one of the most prominent systems of collective decision-making – the pooling of independent decisions using the majority rule – affects the variation in outcomes between agents. Using a general statistical argument and large-scale numerical simulations, we predict that pooling decisions robustly reduces variation in two key outcome variables: accuracy and response bias (i.e. the decision maker’s tendency towards one response or the other). We test this prediction in real-world datasets on breast and skin cancer diagnostics, fingerprint analysis, geopolitical forecasting, and a general knowledge task, encompassing more than 350 decision makers making more than 125,000 decisions. As predicted, we find that pooling decisions robustly reduces variation in accuracy and response bias. Importantly, this reduction is accompanied by an increase in accuracy, showing that pooling independent decisions can simultaneously decrease variation and increase accuracy. Thus, while outcomes in individual decision-making systems are highly variable and at the mercy of individual decision makers, pooling decisions decreases this variation, thereby promoting more predictable, reliable and fairer outcomes.
Introduction

The process of making decisions is key to human societies, including decision making in the medical, judicial, economic and political domain. The design of this process and the associated decision-making systems is thus of paramount importance to human welfare. One of the key properties of decision-making systems is whether the agent making the decision is a single or a collective of individuals. As a consequence, across the behavioural sciences, a large body of research has in recent decades focused on mapping out the relative advantages and disadvantages of individual vs. collective decision-making systems (1-5). Notwithstanding the substantial progress that has been made, the focus of this research has, almost exclusively, been on accuracy as the performance criterion (2, 3, 6-13) (but see 5), neglecting a second major performance dimension of decision-making systems, the variation in outcomes between decision-making agents. We here provide a first step to fill this important knowledge gap.

Individual decision makers differ in key aspects of the outcomes they produce and these differences matter. In many domains (e.g. medical diagnostics, truth detection, and geopolitical forecasting), it has been found that experts differ substantially in their level of accuracy (9, 14-18). Moreover, in binary classification tasks, like truth detection and many instances of medical diagnostics, next to accuracy, experts also differ in how much evidence they require to classify a case as either signal (e.g. cancer, lie) or noise (e.g. non-cancer, truth), a.k.a. response bias (19-22). Generally, the higher the variation in outcomes (i.e. accuracy levels, response bias) between decision makers, the less predictable and reliable the associated decision-making system is. Arguably, systems with low variation are perceived as fairer and more trustworthy than those where the outcome depends heavily on the specific decision maker. To see the importance of this, consider the equality-before-the-law principle. While this fundamental legal principle is typically meant to imply that judicial outcomes should not depend on irrelevant characteristics (e.g. race, or gender) of the person on trial, it also implies that outcomes should be independent of the specific agent (e.g. court, or jury) that prosecutes and decides on a defendant’s case. Similarly, in the medical domain, patients facing a health threat hope that the diagnosis and treatment they receive is not subject to the idiosyncrasies of the physician they happen to encounter. Thus, in many contexts, like judicial and medical but also political decision-making, next to high decision accuracy, a low degree of variation in outcomes is an important benchmark for decision-making systems.
In the following, we use a combined theoretical and real-world data-driven approach to investigate how a simple, yet highly effective system of collective decision-making – the pooling of independent decisions using the majority rule – affects the variation in outcomes between decision-making agents in binary classification tasks like, for example, classifying a mammogram as “cancer present” or “cancer absent”. A first intuition can be derived from the law of large numbers: as group size becomes sufficiently large, the mean characteristics of the members of a group (e.g. the mean accuracy level or the mean response bias of group members) tend to approach the population mean, reducing variation between different large groups in this sense. We highlight, however, that we are here interested in variation in decision outcomes between (potentially small) groups and that, generally, decision outcomes from a group pooling independent decisions cannot be predicted from the mean characteristics of its members alone. We thus proceed in two steps. First, based on a statistical argument and large-scale numerical computer simulations, we derive general predictions about how pooling decisions affects variation in decision outcomes between decision-making agents in binary classification tasks. Second, we use several real-world datasets on breast and skin cancer diagnostics, fingerprint analysis, geopolitical forecasting, and a general knowledge task to empirically test these predictions.

Results

Statistical argument and numerical simulations

We start by developing a basic formal intuition about the relationship between pooling decisions and outcome variation in binary classification tasks. We begin with the most basic scenario where individual decision makers do not differ in accuracy levels or response bias. The task at hand is to solve a set of binary choice problems, for example, to classify a mammogram as “cancer present” or “cancer absent”, to decide whether a defendant is guilty or not, or to predict whether an earthquake will occur in a given region or not. We consider a population of individual decision makers, with each individual being characterized by the same accuracy level $a$, corresponding to the individual’s probability of being correct in any given choice. We further assume that the decisions of different individuals are statistically independent from each other.
Although individuals have identical accuracies, they may still differ (stochastically) in how they respond to specific cases. The expected frequency of disagreement between two individuals can be calculated from the binomial distribution as $2 \cdot a \cdot (1 - a)$. Focusing on situations where individuals achieve an accuracy level above chance (i.e. $a > 0.5$), we make two observations. First, the higher the accuracy $a$ of two individuals, the lower their expected frequency of disagreement (the derivative of the expected disagreement with respect to $a$ is $2 - 4 \cdot a$, which is negative as long as $a > 0.5$). Second, groups pooling the independent decisions with a majority rule achieve a higher accuracy than individuals, with larger groups achieving a higher accuracy than smaller groups (Condorcet Jury Theorem) (23). From these two observations follows that – in this most basic scenario – pooling decisions decreases outcome variation between agents: as group size increases, accuracy increases thereby decreasing the expected frequency of disagreement between groups (an analogous logic applies to situations with $a < 0.5$, where pooling decreases accuracy and thereby decreases disagreement). Figure 1 illustrates this relationship for different individual accuracy levels and different group sizes. As can be seen, for any given accuracy level $a$ – with the exception of accuracies 0.0, 0.5 and 1.0 – the variation between agents (i) is larger between individual decision makers (red line) than between groups of decision makers; (ii) decreases as group size increases; and (iii) approaches 0 as group size becomes sufficiently large, with the exception of accuracy 0.5. This general statistical argument, concerning the most basic case (i.e. absence of individual differences in accuracy and response bias), suggests that pooling decisions could be a powerful approach to reduce variation in outcomes between decision-making agents.

We next investigate the consequences of pooling decisions for variation in more realistic scenarios, with decision makers differing in accuracy levels and response bias. Importantly, whenever individuals differ in accuracy levels and/or response bias, the decision outcomes produced by a group employing the majority rule (and thus the variation in outcomes between groups) will depend on the specific composition of individuals in that group. We thus use numerical simulations to investigate these more complex scenarios.

We first focus on differences in accuracy levels. In order to do so, we consider a large range of different populations of decision makers that differ in their accuracy distribution by systematically varying the mean and the variance of these beta distributions (Fig. 2A). As a result, these populations differ in their average accuracy, variance, and skewness. For each of these populations, we repeatedly and randomly
sample groups of \( n \) decision makers (i.e. individuals characterized by a given accuracy level, varying \( n \) from 1, 3, 5, to 9). Each of these \( n \) decision makers within one group faces the same \( m \) decision cases (varying \( m \) from 10, 25, to 100), and they independently rate the \( m \) cases, based on their accuracy level. Next, we pool the decisions of the \( n \) decision makers for each of the \( m \) cases, using a majority rule: If the majority of decision makers rates the case correctly (incorrectly), the collective decision is classified as correct (incorrect). We then calculate the group performance by summarizing the majority outcomes across the \( m \) cases (i.e. proportion correct decisions). For each unique combination of group size \( n \), cases \( m \), and accuracy distribution we sample 10,000 groups. Finally, for each unique treatment combination, we calculate the variance in group accuracy among the corresponding 10,000 groups as a measure of outcome variation between decision-making agents.

Figure 2B shows the results of this analysis. Within each subpanel, the different tiles correspond to the different populations (i.e. accuracy distributions) of the associated tiles in Fig. 2A. Within each subpanel, moving from left to right corresponds to an increase in the mean accuracy of populations; moving from bottom to top corresponds to an increase in the variance in individual accuracy. Within each subpanel, the middle column (i.e. mean accuracy = 0.5) corresponds to rater populations performing at chance level, and tiles to the left (right) indicate populations performing below (above) chance. Importantly, as can be seen from Fig. 2B, independent of the specific accuracy distribution, we find that the variation in accuracy between individual decision makers is larger than the variation between groups of decision makers and that increasing group size reduces the variation in performance between groups (i.e. different decision-making agents). This effect is smallest for populations at chance level, and increases the closer mean accuracy moves towards 1 or 0. Importantly, the reduction in variation in accuracy between groups with increasing group size is present in almost all scenarios. This strongly suggests that the reduction in outcome variation in accuracy with larger groups is a robust effect. SI Appendix, Fig. S1 shows that, as expected, the reduction of variation in accuracy between groups increases even further with increasingly larger groups.

We next focus on the consequences of pooling decisions for variation in response bias. In order to do so, we consider scenarios where the world can be in two states (e.g. cancer present or absent; defendant guilty or not, etc.) and decision makers can thus make two types of errors (22, 24-26). In order to reduce the number of possible scenarios to a feasible set, we make two simplifying assumptions: first, both states
of the world appear equally often; second, decision makers within a population have the same ability to discriminate between positive and negative cases. Following the simplest signal detection approach for such a setup (equal-variance Gaussian model) \( (22, 27) \), we use \( d' \) as a measure of discrimination ability (which we varied from 1 to 1.5 to 2) and the criterion value \( c \) as a measure of response bias (see Materials and Methods). Analogous to the accuracy analysis above, we generate a large range of different populations differing in their distribution of response biases, by systematically varying the mean and the variance of the associated criterion-distribution, allowing the criterion of individuals to range between \(-1\) and \(+1\) (Fig. 2C). For each of these populations, we repeatedly and randomly sample groups of \( n \) decision makers (i.e., individuals characterized by a particular criterion value, varying \( n \) from 1, 3, 5, and 9), fixing the number of cases to be decided upon to 1,000. For each simulated group pooling decisions with a majority rule, we calculate the accuracy (i.e., proportion correct) separately for state 1 (truly positive cases: sensitivity) and state 2 (truly negative cases: specificity) and use these values to calculate the implied criterion value (see Materials and Methods). For each combination of group size \( n \), discrimination ability \( d' \) and criterion-distribution, we again independently sample 10,000 groups and calculate the variance in criterion among the corresponding 10,000 groups as a measure of variation in response bias.

Figure 2D shows the results of this analysis with darker colors indicating higher variance in response bias between groups. Within each subpanel, the different tiles correspond to the different populations of the associated tiles in Fig. 2C. Importantly, independent of the specific criterion-distribution and discrimination ability, increasing group size reduces the variation in response bias between decision-making agents. That is, based on a wide variety of populations with individual decision makers differing in response biases, we find that the pooling of individual decision makers’ decisions substantially reduces variation in response bias between agents. This reduction is observed in almost all scenarios, thus suggesting this to be a robust effect. SI Appendix, Fig. S2 shows that, as expected, increasing group size also leads to a reduction in variance in sensitivity and specificity between groups.

**Empirical analysis**

Our theoretical and simulation results suggest that a decision-making system that pools decisions is a powerful approach to reduce outcome variation between decision-making agents in binary classification.
tasks. To test this prediction in real-world contexts, we next analyze several published datasets from five domains: (i) a breast cancer dataset, comprising 15,655 diagnoses by 101 radiologists based on 155 mammograms (28); (ii) a skin cancer dataset, comprising 4,320 diagnoses by 40 dermatologists based on 108 dermoscopic images of skin lesions (29); (iii) a fingerprint recognition dataset, comprising 1,584 evaluations by 36 professional fingerprint examiners (whom answered whether a pair of fingerprints was matching or not) on 48 fingerprint pairs (30), (iv) a geopolitical forecasting dataset from the Good Judgment Project, containing 8,258 forecasts by 89 forecasters of 94 geopolitical events (31); and (v) a dataset on general knowledge questions (here: which of two cities is larger), containing 99,000 decisions by 99 individuals on 1,000 questions (32). For the medical datasets, the patient’s actual health state (i.e. cancer present vs. absent) was known from follow-up research. Similarly, for the forecasting dataset, the correctness of the forecasts was determined from follow-up research (see Materials and Methods for descriptions of all datasets). We use all datasets to investigate the consequences of pooling decision for the variation in accuracy. Response bias, however, can only be studied in three of the datasets (breast cancer, skin cancer and finger recognition) as in the forecasting and the general knowledge dataset only one type of error is possible. Figures 3A-C and 4A, B and SI Appendix, Fig. S3A-C, show that in all five datasets individuals differ substantially in their performance characteristics, SI Appendix, Fig. S4 shows that in the breast cancer, skin cancer, and fingerprint recognition dataset, individuals also differ substantially in their response bias.

To investigate how variation in accuracy and response bias change with group size, within each dataset, we randomly and repeatedly sample (without replacement) two groups of size $n$ (1, 3, 5, 7 and 9). For each draw of two groups, we calculate the performance that both groups achieve across all cases under the majority rule and – as a measure of variation in performance between groups – the absolute difference in performance between both groups. We calculate performance as sensitivity, specificity, and $d'$ for breast and skin cancer, and fingerprint recognition, and as overall accuracy for geopolitical forecasting and general knowledge (see Materials and Methods for calculation of $d'$). For breast and skin cancer, and fingerprint recognition, we also calculate the criterion value and – as a measure of variation in response bias between groups – the absolute difference in criterion between both groups. Within each dataset, for each group size, we repeat this procedure 1,000 times (i.e. we independently sample two groups of a given size) and
determine the mean values of all above measures across these 1,000 simulations. We highlight that we here deliberately use a measure of variation that compares two groups (i.e., absolute difference) in order to ensure that the compared groups always consist of different raters.

Figures 3D-U and 4C-F show the results of this analysis. As predicted, the mean absolute difference (MAD) in sensitivity (Fig. 3D, F, H) and specificity (Fig. 3J, L, N) decreases with increasing group size in breast and skin cancer, and fingerprint recognition. This reduction is substantial in all considered scenarios and strong reductions already occur at relatively small group sizes. For example, the MAD in sensitivity between two randomly selected single experts is 0.125 for breast cancer, 0.13 for skin cancer, and 0.17 for fingerprint recognition; pooling the decisions of five experts reduces these values to 0.06, 0.06, and 0.10—relative reductions of 52%, 54% and 41%, respectively. Importantly, and as reported before (14, 30, 33) mean sensitivity (Fig. 3E, G, I) and specificity (Fig. 3K, M, O) increase with increasing group size in all three contexts. SI Appendix, Fig. S3D-I shows that the same patterns are found for the performance measure $d'$. Similarly, in the geopolitical forecasting and general knowledge dataset, increasing group size substantially reduces the MAD in accuracy between groups (Fig. 4C, D) while increasing mean accuracy (Fig. 4E, F). SI Appendix, Fig. S5 shows that we obtain similar results when using the continuous probability scale in the forecasting dataset (rather than the binary yes/no scale).

Next to variation in accuracy, as predicted, also the MAD in criterion value (i.e. response bias) decreases with increasing group size in breast and skin cancer, and fingerprint recognition (Fig. 3P, R, T). Again, this reduction in MAD in criterion value is substantial in all three datasets and strong reductions already occur at relatively small group sizes. The mean criterion value either remains the same, or slightly in- or decreases with group size (Fig. 3Q, S, U). Thus, as predicted, pooling independent decisions robustly reduces differences in accuracy and response bias between decision-making agents.

So far, we have focused on differences between decision-making agents across a large number of cases. We now ask if and to what extent collective decision-making systems based on the pooling of independent decisions can also reduce variation on the level of the individual case, be it mammogram, skin lesion, fingerprint set, forecasting question, or general knowledge question. To this end, we randomly and repeatedly sample two individuals and determine whether or not both individuals give the same response to each individual case within each dataset. This is repeated 2,500 times per case, and we then calculate
the average frequency of agreement per case. We use the same procedure for groups: for each case within each dataset, we randomly and repeatedly sample two groups of n individuals (5 and 9), and determine whether or not these two groups arrive at the same response under the majority rule. This is repeated 2,500 times per case per group size, and we then calculate the average frequency of agreement per case per group size.

Figure 5 shows the results of this analysis. In all datasets, there is a relatively high frequency of cases for which there is a high chance that two randomly sampled individuals disagree. To illustrate, in the case of breast cancer, 71 out of 155 cases have an agreement level below 0.6, implying that for each of these cases, there is an at least 40% chance that two randomly sampled radiologists disagree. Importantly, with increasing group size, in all datasets, this distribution shifts to the right: pooling decisions thus systematically decreases the number of cases where decision-making agents disagree and increases the number of cases where they agree, illustrating that pooling decisions also reduces outcome variation between decision-making agents at the case level.

Discussion
Collective decision-making systems based on pooling independent decisions can be a powerful approach to increase decision accuracy (23, 34-37). But it can do even more. Using a combined theoretical and data-driven approach, we analyzed an important but up to now largely neglected performance dimension of collective vs. individual decision-making systems, the variation in outcomes between different decision-making agents. Our theoretical and empirical results arrive at the same conclusion: The pooling of independent judgments is a powerful pathway to reduce outcome variation between decision-making agents. As has routinely been demonstrated, individual experts differ substantially in both their accuracy level and response bias (e.g. 9, 14-18, 19 and Fig. 3A-C and SI Appendix, Fig. S4). Our results suggest that this undesirable variation can be substantially reduced by a system that combines independent decisions of experts.

A key implication of our findings is that collective decision-making systems based on pooling independent decisions will often be more reliable and predictable than systems based on individual decision
makers. While this is important in itself, in many contexts this can be expected to have major consequences for the actual and perceived fairness of a given system (38, 39). In judicial decision-making, for example, judges who differ in their response bias (i.e. how much evidence they require to convict a suspect), are considered detrimental to the principle of equal treatment under the law. Beyond boosting fairness, more reliable and predictable decision-making systems, with less outcome variation between agents, are typically also perceived as more trustworthy, collective decision-making systems based on pooling decisions may thus be an important step towards preventing the erosion of institutional trust.

Response biases play a crucial role in decision making in a wide range of domains, including medical diagnostics and judicial, political and economic decision-making (8, 21, 40). A key normative question here is how much evidence should be enough to classify a mammogram as malignant, or to convict a defendant (19, 41)? Individual decision makers differ with respect to that decision threshold (i.e., response bias), which contributes to the differences in decisions outcomes among decision makers. Collective systems based on pooling independent decisions can be a powerful corrective to such unwanted variation. Furthermore, even in contexts that lack a clear normatively defensible response bias, it may be desirable to favor decision accuracy in one state over the other. For example, medical patients often differ in their preferences (42, 43) and taking such individual-specific preferences into account can thus be important when providing treatment recommendations. Also for such individual-tailored approaches, the system of pooling independent judgments can be useful. Specifically, while we have focused in our analyses on the majority rule, independent decisions can also be aggregated with the more flexible quorum thresholds that allow the fine-tuning of decisions under any error cost scheme (8, 24). In (33), we illustrate this approach in the context of skin cancer diagnostics.

The importance of variation in forecasts, judgments and decisions has been acknowledged in several areas across the behavioural sciences (e.g. 44, 45, 46). For example, in the literature on optimal portfolio selection, it is well-known that it is important to take into account both the mean rate and the variance (i.e., risk) of returns for securities (47); also in the literature on forecasting (48, 49) and machine learning (50), it has been highlighted that aggregation reduces risk. Similarly, in animal behaviour, the theory on risk-sensitive foraging is centered on the insight that – next to mean foraging returns – variation
in foraging returns over time is a key fitness determinant (51). It will be interesting to investigate whether our findings may also have bearings in these contexts.

One of the future questions is whether other systems of collective decision-making like, for example, interacting individuals that discuss with each other, also achieve higher levels of between-group agreement. It is well known that directly interacting individuals can, under some circumstances, achieve higher accuracy than individual decision makers and/or systems based on pooling independent judgments (52). Little is known, however, about the consequences that collective systems based on interacting groups have for variation in outcomes between different decision-making agents (i.e. interacting groups). While pooling independent judgments is firmly rooted in statistical principles, the dynamics of interacting groups are governed by additional principles relevant for interaction and communication (e.g. what pieces of information are mentioned during a discussion) (53, 54). For example, cognitive strategies, such as a confirmation strategy, may amplify when individuals with similar biases (e.g. in terms of criterion value) interact. In mock juries it has been observed that deliberation in groups (but not as an individual) increases the leniency of sentences (55). Whether and how collective systems based on interacting groups affect variation in outcomes between groups is thus not straightforward and needs substantial theoretical and empirical scrutiny.

Over the last decades, researchers across the behavioural sciences have put massive effort into mapping the relative advantages and disadvantages of individual vs. collective decision-making systems in terms of accuracy. Next to accuracy, variation in outcomes between decision-making agents is a key benchmark of decision-making systems. As our results demonstrate, collective decision-making systems based on pooling independent decision are a powerful approach to reduce such variation, thus promoting reliability, predictability, fairness, and, possibly, even trust.
Materials and Methods

Breast cancer dataset

The full information on the breast cancer dataset can be found in (28), and we summarized the dataset in (9, 13, 14). Therefore, we here provide a brief summary largely adopting these earlier descriptions. Mammograms were randomly selected from screening examinations performed on women aged 40–69 between 2000 and 2003 from US mammography registries affiliated with the Breast Cancer Surveillance Consortium. Radiologists who interpreted mammograms at facilities affiliated with these registries between January 2005 and December 2006 were invited to participate in this study, as were radiologists from Oregon, Washington, North Carolina, San Francisco, and New Mexico. Of the 409 radiologists invited, 101 completed all procedures and were included in the data analyses. Each screening examination included images from the current examination and one previous examination (allowing the radiologists to compare potential changes over time) and presented the craniocaudal and mediolateral oblique views of each breast (four views per woman for each of the screening and comparison examinations). This approach is standard practice in the United States. Women who were diagnosed with cancer within 12 months of the mammograms were classified as cancer patients (n = 27). Women who remained cancer-free for a period of two years were classified as noncancerous patients (n = 128; 17% prevalence).

Radiologists viewed the digitized images on a computer (home computer, office computer, or laptop provided as part of the original study). All computers were required to meet all viewing requirements of clinical practice, including a large screen and high-resolution graphics (≥1,280 × 1,024 pixels and a 1280MB video-card with 32-bit color). Radiologists saw two images at the same time (left and right breasts) and were able to alternate quickly (≤1 s) between paired images, to magnify a selected part of an image, and to identify abnormalities by clicking on the screen. Each case presented craniocaudal and mediolateral oblique views of both breasts simultaneously, followed by each view in combination with its prior comparison image. Cases were shown in random order. Radiologists were instructed to diagnose them using the same approach they used in clinical practice (i.e. using the breast imaging reporting and data system lexicon to classify their diagnoses, including their decision that a woman be recalled for further examination). Radiologists evaluated the cases in two stages. In stage 1, four test sets were created, each
containing 109 cases. Radiologists were randomly assigned to one of the four test sets. In stage 2, one test set containing 110 cases was created and presented to all radiologists. Some of the cases used in stage 2 had already been evaluated by some of the radiologists in stage 1. To avoid having the same radiologist evaluate a case twice, we excluded all cases from stage 2 that had already been viewed by that radiologist in stage 1. Moreover, we only included cases present in all four test sets in order to ensure that each radiologist evaluated the same set of cases, resulting in 155 unique cases. Between the two stages, radiologists were randomly assigned to one of three intervention treatments. Because there were no strong treatment differences (56), we pooled the data from stages 1 and 2. In our analysis, we treated the recommendation that a woman should be recalled for further examination as a positive test result.

**Skin cancer dataset**

The full information on the skin cancer dataset can be found in (29), and we summarized the dataset in (9, 13, 33). Therefore, we here provide a brief summary largely adopting these earlier descriptions. This dataset comprises 4,320 diagnoses by 40 dermatologists of 108 skin lesions and was collected during a web-based consensus meeting. Skin lesions were obtained from the Department of Dermatology, University Frederico II (Naples, Italy); the Department of Dermatology, University of L’Aquila (Italy); the Department of Dermatology, University of Graz (Austria); the Sydney Melanoma Unit, Royal Prince Alfred Hospital (Camperdown, Australia); and Skin and Cancer Associates (Plantation, Florida). The study was designed to diagnose whether or not a skin lesion was a melanoma, the most dangerous type of skin cancer. Histopathological specimens of all skin lesions were available and judged by a histopathology panel (melanoma: \( n = 27 \), no melanoma: \( n = 81 \); 25% prevalence). All dermatologists that participated in the study had a minimum of five years of experience in dermoscopy practice, teaching, and research. Dermatologists first received a training procedure in which they familiarized themselves with the study’s definitions and procedures in web-based tutorials with 20 sample skin lesions. They subsequently evaluated 108 skin lesions in a two-step online procedure. First, they used an algorithm to differentiate melanocytic from nonmelanocytic lesions. Whenever a lesion was evaluated as melanocytic, dermatologists were asked to classify it as either melanoma or a benign melanocytic lesion, using four different algorithms. We use the diagnostic algorithm with the highest diagnostic accuracy, which is also the one most widely used for
melanoma detection: pattern analysis. We treated the decision to classify a lesion as melanoma as a positive test result.

**Fingerprint analyses**

The full information on the fingerprint analyses dataset can be found in (30), therefore, we provide a brief summary only. The dataset comprises 1,728 evaluations by 36 professional fingerprint examiners on 48 fingerprint pairs. The fingerprint examiners were recruited from the Australian Federal Police, Queensland Police Service, Victoria Police, and New South Wales Police (mean experience = 16.4 years). Also novices participated in testing, but we only used data from the professional examiners. Each of the 36 fingerprint examiners was presented with the same set of 24 fingerprint pairs from the same finger (targets) and 24 highly similar pairs from different fingers (distractors) in a different random order. Each pair consisted of a crime-scene "latent" fingerprint and a fully-rolled "arrest" fingerprint, and participants were asked to provide a rating on a 12-point scale ranging from 1 (Sure Different) to 12 (Sure Same). The distractors were created by running each latent fingerprint through the National Australian Fingerprint Identification System—which consists of roughly 67 million fingerprints—to return the most similar exemplars from the database. On the first 44 of 48 trials (22 targets, 22 distractors), participants were given 20 seconds to examine the prints. On the final four trials (2 targets, 2 distractors), they had an unlimited amount of time to make a decision. For consistency, we excluded these last four trials, resulting in a total of 1,584 evaluations by 36 professional fingerprint examiners on 48 fingerprint pairs. To investigate the case of binary decision-making, we converted the answers from the 12-point scale into ‘different’ (6 and below) and ‘same’ (7 and above).

**Forecasting dataset**

The forecasting dataset is part of the Good Judgment Project (31) and we summarized the dataset in (13). Therefore, we provide a brief summary largely adopting this earlier description. The Good Judgement Project is a large-scale forecasting project, running over several years and using a wide variety of participants and settings (e.g., training schedules, team competitions). Participants were free to enter the forecasting competition, and the subject pool consisted of a mix of laypeople and geopolitical experts. We used data from the first year of the forecasting project (57). In this year, 102 questions, such as "Will Serbia
be officially granted EU candidacy by 31 December 2011?” and “Will the Nikkei 225 index finish trading at or above 9,500 on 30 September 2011?” had to be forecasted. Participants were asked to estimate the probability of the future event, on a scale from 0 to 1. We only included data from the individual condition (i.e. we excluded individuals who observed crowd information or participated in prediction markets). We excluded questions with more than two possible answers and questions for which the correct answer could not be irrefutably determined (n = 8), resulting in 94 questions. Finally, we excluded forecasters who answered less than 90 questions, resulting in 89 forecasters. The total dataset we used contained 8,258 forecasts by 89 forecasters on 94 geopolitical events. Sometimes, forecasters updated their forecasts over time, thereby giving multiple responses. In such cases, we used their first forecast only. To investigate the case of binary decision-making, we converted the probability scores into 0 (probabilities < 0.5) and 1 (probabilities > 0.5). 0.5 scores were randomly converted to either 0 or 1. In SI Appendix, Fig. S5, we investigate a scenario when using the probability forecasts directly without any conversion, using the Brier score as accuracy measure.

**General knowledge dataset**

This dataset is based on Study 3 in (32) and we summarized the dataset in (13). Therefore, we here provide a brief summary largely adopting the earlier description. The dataset contains binary responses to the question, “Which of the following two cities has more inhabitants?” The stimulus set consisted of 1,000 randomly generated pairs of cities from a list of the 100 most populous cities in the United States (US) in 2010 as determined by the US Census Bureau. After seeing a fixation cross, participants observed a pair of cities and after 1.6 seconds, they were cued to decide. Participants rated 1,000 pairs in two sessions. Participants (n = 109) were recruited from the Michigan State University (MSU) psychology research participant pool and received class credits plus a $0–$4 bonus per session. We excluded participants who did not complete both sessions, resulting in 99 participants, all of whom provided a decision on each of the 1,000 city pairs.
**Ethics statement and data availability**

The breast cancer data were assembled at the BCSC Statistical Coordinating Center (SCC) in Seattle and analyzed at the Max Planck Institute for Human Development (MPIB), Germany. Each registry, the SCC and the MPIB, received institutional review board approval for active and passive consent processes or were granted a waiver of consent to enroll participants, pool data, and perform statistical analysis. All procedures were in accordance with the Health Insurance Portability and Accountability Act. All data were anonymized to protect the identities of women, radiologists, and facilities. The BCSC holds legal ownership of the data. Information regarding data requests can be found at bcsc-research.org/. For the skin cancer data, the review board of the Second University of Naples waived approval because the study did not affect routine procedures. All participating dermatologists signed a consent form before participating in the study. The skin cancer dataset can be accessed at pnas.org/content/113/31/8777/tab-figures-data. The fingerprint recognition study was cleared by the ethical board of The University of Queensland and The University of Adelaide. The fingerprint dataset can be accessed at osf.io/hgx3s. The geopolitical dataset is part of the Good Judgment Project and accessible at dataverse.harvard.edu/dataverse/gjp. Participants in the general knowledge task gave informed consent according to the MSU Institutional Review Board guidelines. The general knowledge dataset is accessible at osf.io/cuzqm/. The code for reproducing the results and figures of the statistical argument (Fig. 1) and the numerical simulations (Fig. 2) are uploaded at the Open Science Framework: link. Also the code for reproducing the results and figures of the skin cancer dataset (Fig. 3 and Fig. 5) are uploaded to illustrate how the results were calculated for one of the datasets. This link is for Reviewer’s inspection and will be made public after manuscript acceptance.

**Calculation of discrimination ability and criterion**

For the simulations of the empirical data, we repeatedly and randomly drew groups of different sizes. The decisions of the drawn individuals were combined using the majority rule. Based on individual or group decisions, we calculated the number of hits (H), misses (M), false alarms (FA) and correct rejections (CR). From this we calculated the hit rate (HR) as HR = H / (H + M) and the false-alarm rate (FAR) as FAR = FA / (FA + CR). From this we calculated discrimination ability $d'$ and criterion $c$ using:

$$d' = z(HR) - z(FAR)$$ and
\[ c = - \frac{z(HR) + z(FAR)}{2}. \]

where z transformation converts the hit and false-alarm rate to a z-score (i.e. to standard deviation units). Note that we followed the standard approach to add 0.5 to each of the four categories (i.e. hits, misses, FA, CR) in order to avoid the possibility of infinite values (22).
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Figures

Figure 1. Statistical argument: Pooling independent decisions reduces (stochastic) outcome variation. We here consider the most basic scenario where individual decision makers do not differ in accuracy or response bias. While all individuals achieve the same accuracy level, they may still differ (stochastically) in how they respond to specific cases. The expected frequency of disagreement between two decision-making agents (i.e. two individuals, two groups pooling independent decisions with a majority rule) can be calculated from the binomial distribution (see Results). For any level of individual accuracy (x-axis), the expected frequency of cases where two agents disagree is shown. As can be seen – with the exception of accuracies 0.0, 0.5 and 1.0 – pooling decisions is predicted to systematically reduce the frequency of cases with disagreement between agents, with larger groups achieving larger reductions than smaller groups. This reduction can be explained by (i) the link between accuracy levels and the expected frequency of disagreement and (ii) the effect of pooling decisions on accuracy levels: as long as individual decision maker achieve an accuracy level above chance (i.e. > 0.5), pooling decisions increases accuracy levels which, in turn, decreases the expected disagreement (an analogous argument holds for individual accuracy levels < 0.5, which are shown for completeness, see Results for details). Only odd group sizes are calculated to avoid the need for a tie-breaking rule.
Figure 2. Numerical simulations: Pooling independent decisions reduces variation in accuracy and response bias. (A) For the numerical simulations, we sampled decision makers from a wide range of populations of decision makers differing in their performance distribution (x-axis: individual accuracy; y-axis: probability density). We created those by systematically varying the mean (values on top) and variance (values on the right) of the beta distribution. Dashed vertical lines indicate chance level of raters (i.e. accuracy of 0.5). (B) The variance in accuracy between individuals/groups for differently-sized groups (n =
1, 3, 5, and 9; subpanel rows), making $m = 10, 25, \text{ and } 100$ decisions (subpanel columns). Within each subpanel, the tiles correspond to raters drawn from the population (i.e. accuracy distribution) of the associated tiles (i.e. mean-variance combination) in (A). Within each subpanel, the middle column (i.e. mean accuracy = 0.5) corresponds to rater populations performing on average at chance level, with tiles to the left (right) of that column indicating populations performing on average below (above) chance. Increasingly red colors indicate increasing variance in accuracy between different individuals, or groups employing a majority rule. For each unique combination of group size $n$, decision cases $m$, and accuracy distribution, the shown variance corresponds to the variance between 10,000 independently sampled groups. As can be seen, independent of the specific accuracy distribution and number of decision cases considered, we robustly observe that increasing group size reduces the variance in accuracy between groups. This effect is smallest for populations at chance level, and increases the closer the mean accuracy moves towards 1 or 0. (C) To investigate response bias, we sampled decision makers from a wide range of populations of decision makers differing in their criterion value (x-axis: criterion parameter; y-axis: probability density). We created those by systematically varying the mean (values on top) and variance (values on the right) of the beta distribution, where we transformed the beta range from [0,1] to [-1,1] to achieve a broader range of criterion values. Dashed vertical lines indicate no response bias (i.e. criterion value = 0), raters increasingly to the left (or right) of that line correspond to raters that put increasingly more weight on accuracy in state 1 or state 2, respectively. Note that within any given population, we assumed that all individuals are characterized by the same discrimination ability. (D) The variance in response bias between individuals/groups for differently-sized groups ($n = 1, 3, 5, \text{ and } 9$; subpanel rows) and three different discrimination abilities 1, 1.5 and 2 (subpanel columns). Within each subpanel, the tiles correspond to raters drawn from the population (i.e. criterion distribution) of the associated tiles (i.e. mean-variance combination) in (C). Increasingly red colors indicate increasing variance in response bias between different individuals, or groups employing a majority rule. For each unique combination of group size $n$, discrimination ability $d^*$, and response bias $c$, we independently sampled 10,000 groups and calculated the variance in response bias between these 10,000 groups. As can be seen, independent of the specific distribution and discrimination ability in the population, we find that increasing group size robustly reduces the variation in response bias between groups.
Figure 3. Pooling independent decisions reduces variation in accuracy and response bias in breast and skin cancer detection, and fingerprint recognition. (A-C). True and false positive rates (i.e. sensitivity and 1-specificity, respectively) of each rater in the three datasets. Each dot corresponds to one rater. The dashed diagonal corresponds to those points that can be achieved by a random classifier; dots above (below) the diagonal thus indicate a performance above (below) chance. As can be seen, in all three domains, raters differ substantially in both accuracy components (i.e. sensitivity and specificity). (D-U) For each dataset and each group size, we repeatedly and randomly sampled two groups and – as a measure
of outcome variation between groups – calculated the mean absolute differences (MAD) in sensitivity, specificity and criterion (i.e. response bias) between two randomly sampled groups. As predicted, in all three datasets, compared to the baseline levels of variation between individual decision makers (dashed lines), substantial reductions in variation (i.e. MAD) in (D, F, H) sensitivity, (J, L, N) specificity, and (P, R, T) criterion are achieved when pooling independent decisions; as expected, these reductions increase with increasing group size. Importantly, these reductions in variation are accompanied by an increase in mean (E, G, I) sensitivity and (K, M, O) specificity; mean criterion either (Q) remained unchanged, (S) slightly decreased, or (U) slightly increased.
Figure 4. Pooling independent decisions reduces variation in geopolitical forecasting and a general knowledge task. (A, B) Frequency distribution showing the distribution of accuracy levels of raters in the (A) geopolitical forecasting, and (B) general knowledge dataset, showing that raters in both domains differ substantially in accuracy levels. (C, D) For each dataset and each group size \( n = 1, 3, 5, 7, \) and 9, we repeatedly and randomly sampled two groups and – as a measure of variation between groups – calculated the mean absolute differences (MAD) in accuracy. As predicted, in both datasets, compared to the baseline level of variation between individual decision makers (dashed lines), substantial reductions in variation (i.e. MAD) in accuracy are achieved when employing collective systems based on pooling independent decisions, as expected, these reductions increase with increasing group size. (E, F) Importantly, these reductions in variation are accompanied by an increased mean accuracy in both datasets.
Figure 5. Pooling independent decisions reduces variation at the case level in breast and skin cancer detection, fingerprint recognition, geopolitical forecasting and a general knowledge task. The absolute frequency of cases for which (i) two randomly selected individuals, (ii) two groups each of five randomly selected individuals and (iii) two groups each of nine randomly selected individuals agree, for (A-C) breast cancer, (D-F) skin cancer, (G-I) fingerprint recognition, (J-L) geopolitical forecasting and (M-O) a
general knowledge task. In all five datasets, there is a substantial frequency of cases for which two randomly sampled individuals disagree. Compared to this baseline level, employing a collective system based on pooling independent decisions systematically decreases the number of cases where individuals disagree and increases the number of cases where they agree (i.e. the distributions shift to the right) and, as expected, this effect increased with increasing group size.
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**SUPPLEMENTARY FIGURES**

**Fig. S1. Numerical simulations: Reduction in variation in accuracy when pooling decision from larger groups.** This figure corresponds to Fig. 2A, and 2B in the main text with the exception that in (B) we skipped the results for group size 3 and 5 and added the results for group size 25; individual decision makers (group size 1) and group size 9 were kept as reference levels. As can be seen, compared to decision systems based on pooling from groups of size 9, pooling from groups of size 25 reduces the variance in accuracy between decision-making agents (i.e. groups) even further. In fact, whenever decision makers are sampled from populations with an average accuracy not too close to 0.5, variation between decision makers almost completely vanishes.
Fig. S2. Numerical simulations: Reduction in variation in sensitivity and specificity when pooling decision from larger groups. This figure corresponds to the simulations shown in Fig. 2C, D in the main text where mean and variance in individual response bias (criterion) are varied across populations. Next to a reduction in variance in response bias with increasing group size (Fig. 2D), we also observe that variance in (A) sensitivity and (B) specificity decreases with increasing group size. This is shown for four levels of group size ($n = 1, 3, 5$ and 9; rows), and three levels of discrimination ability ($d' = 1, 1.5, 2$; columns).
Fig. S3. Pooling independent decisions robustly reduces variation in \( d' \) in breast and skin cancer detection and fingerprint recognition. (A-C) Frequency distribution showing the distribution of \( d' \) levels of raters in the three datasets, showing that raters in all domains differ substantially in discrimination ability. (D-F) In all three datasets, compared to the baseline level of variation (mean absolute difference, MAD) in \( d' \) between individual decision makers (dashed lines), pooling independent decisions substantially decreases that level of variation in \( d' \) between decision-making agents (i.e. groups), as expected, these reductions increase with increasing group size. (G-I) In all cases, reductions in \( d' \) are accompanied by increased mean levels of \( d' \).
Fig. S4. Raters differ substantially in response bias. (A-C) Frequency distribution showing the distribution of criterion values of raters in the (A) breast cancer, (B) skin cancer, and (C) fingerprint recognition dataset, showing that raters in all these domains differ substantially in criterion values.
Fig. S5: Pooling independent decisions reduces variation in accuracy in geopolitical forecasting when using continuous forecast scores. (A) Frequency distribution showing the distribution of Brier scores of individual forecasters, showing substantial individual variation in Brier score (i.e. performance). (B) Compared to the baseline level of variation (mean absolute difference, MAD) in Brier score between individual decision makers (dashed line), pooling independent decisions substantially decreases that level of variation in Brier score between decision-making agents (i.e. groups), as expected, this reduction increases with increasing group size. (C) This reduction in variation is accompanied by a decrease in mean Brier score (i.e. more accurate forecasts).