Semi-device-independent full randomness amplification based on energy bounds

Gabriel Senno and Antonio Acín

1ICFO-Institut de Ciencies Fotoniques, The Barcelona Institute of Science and Technology, 08860 Castelldefels, Barcelona, Spain
2ICREA, Pg. Lluís Companys 23, 08010 Barcelona, Spain

Quantum Bell nonlocality allows for the design of protocols that amplify the randomness of public and arbitrarily biased Santha-Vazirani sources, a classically impossible task. Information-theoretical security in these protocols is certified in a device-independent manner, i.e. solely from the observed nonlocal statistics and without any assumption about the inner-workings of the intervening devices. On the other hand, if one is willing to trust on a complete quantum-mechanical description of a protocol’s devices, the elementary scheme in which a qubit is alternatively measured in a pair of mutually unbiased bases is, straightforwardly, a protocol for randomness amplification. In this work, we study the unexplored middle ground. We prove that full randomness amplification can be achieved without requiring entanglement or a complete characterization of the intervening quantum states and measurements. Based on the energy-bounded framework introduced in [Van Himbeeck et al., Quantum 1, 33 (2017)], our prepare-and-measure protocol is able to amplify the randomness of any public Santha-Vazirani source, requiring the smallest number of inputs and outcomes possible and being secure against quantum adversaries.

INTRODUCTION

A randomness amplification protocol (RAP) takes bit strings from a single min-entropy source, potentially correlated to an adversary, and produces fully private and random bit strings (i.e. uniform and independent of the adversary’s information) at its output. Santha-Vazirani (SV) sources [1], a largely studied class of min-entropy sources, model processes in which bits \( x_1, \ldots, x_n \) are generated sequentially and where each bit \( x_i \) can be correlated with all the preceding bits although not be completely determined by them, that is

\[
\frac{1}{2} - \delta \leq p(x_i \mid x_1, \ldots, x_{i-1}) \leq \frac{1}{2} + \delta \quad (1)
\]

for some \( 0 \leq \delta < 1/2 \). It is a well-known result in classical information theory that there is no deterministic RAP for the class of SV sources [1].

In a long line of research starting with Colbeck’s and Renner’s seminal work [2], quantum Bell nonlocality has been harnessed for the design of RAPs [2–6]. In these protocols, the input min-entropy source is used to choose the settings in a Bell test. If a Bell violation is observed, this certifies that an arbitrarily random string can be extracted from the measurement outcomes; otherwise, the protocol is aborted. This certification is device-independent (DI), meaning that no assumption about the shared quantum state and local quantum measurements is made.

It is an elementary fact that entanglement and, hence, nonlocality are not needed to have randomness amplification in quantum theory. Namely, for a RAP that simply disregards the bits from the input min-entropy source and measures \( \sigma_Z \) eigenstates in the eigenbasis of \( \sigma_X \), the theory predicts a sequence of outcomes which is uniformly distributed and independent of anything else. In real implementations, however, states are never pure and measurements are never projective. This opens up the possibility of attacks by adversaries with some control of the additional degrees of freedom [7]. Therefore, a high level of trust in the characterization of the intervening quantum devices has to necessarily go into the security claims for such a device-dependent RAP. On the other hand, it is also well-known that in the fully device-independent scenario, no randomness can be certified in prepare-and-measure setups, without entanglement. Naturally, this leads to the question:

which, ideally minimal, set of assumptions allows for randomness amplification in a prepare-and-measure scenario?

The semi-device-independent (semi-DI) paradigm allows to study precisely this kind of question. Semi-DI protocols [8–13] introduce some assumption about the intervening quantum states or measurements in order to lower the implementation’s requirements while, at the same time, not having the pitfalls of a complete device-dependent protocol.

In the semi-DI prepare-and-measure scheme introduced in [11], a bound on the energy or, more generally, on the expectation value that a physically motivated observable takes on the otherwise uncharacterized prepared states is assumed. For example, in quantum optics setups such an observable could be the number of photons, the energy in some subset of the frequency modes, etc. In this work, we prove that randomness amplification can be certified in this semi-DI setting.

Our prepare-and-measure RAP, which results from porting the DI RAP of [8] to the semi-DI setting of [11], works for any public SV source [14] with bias \( \delta < 1/2 \), producing bits with arbitrarily small bias, \( \delta \to 0 \), with the minimum number of inputs and outcomes possible and being secure against quantum adversaries.
Related work. The use of SV sources in a semi-DI setting was first considered in [5]. The authors provide a randomness generation protocol based on a 2 → 1 quantum random access code (QRAC) in which a qubit bound on the dimension of the prepared states is assumed. It is shown that fresh randomness can be generated if the inputs to the protocol are chosen with an SV source with bias δ < 0.1358. In a subsequent work [15], the authors proved that a higher randomness generation rate can be achieved with a 3 → 1 QRAC but at the expense of reducing the tolerated input bias to δ < 0.103.

This paper is organized as follows. First, we review the semi-DI framework based on energy bounds introduced in [11]. Next, we describe the randomness amplification scenario using the said framework, and the assumptions that we make for the security proof. After that, we state the main technical contribution of this work: that nonzero conditional min-entropy can be certified in the energy-bounded semi-DI setting even if the input choices are taken from an arbitrarily bias SV source. Finally, we present our main result: a semi-DI protocol achieving full randomness amplification.

THE SEMI-DI FRAMEWORK OF [11]

In the semi-DI framework introduced in [11], the basic setup comprises a preparation box $P$ with binary inputs and a measurement box $M$ with binary outputs. On input $x \in \{0, 1\}$, $P$ prepares a quantum state $\rho^x$ and sends it to $M$ which performs some binary measurement $\{M_a\}_a$ on it, producing the output $a \in \{0, 1\}$. The object of interest is the behaviour $\mathbf{p}_{A|X} = \{\mathbf{p}_{A|x}\}_x$, i.e. the family of probability distributions of the output $A$ conditioned on the input $x$, for all $x \in \{0, 1\}$. Clearly, if no assumption is made about $P$ or $M$, any behaviour $\mathbf{p}_{A|X}$ can arise in such a setting. For example, $P$ can just send the input $x$ encoded in one of two orthogonal states and let $M$ locally sample the target $\mathbf{p}_{A|x}$ after perfectly distinguishing between them. Unlike the dimension bound of the first semi-DI protocols, in this framework the set of behaviours is restricted by introducing the assumption of a bound

$$\text{Tr}[H \rho^x] \leq \omega_x \quad (2)$$

on the expectation value of some chosen observable $H$. The choice of observable may be motivated by a physical assumption or by an energy bound on the prepared states. It is important to point out that there are no restrictions on the Hermitian operator $H$ other than having a nondegenerate smallest eigenvalue and a finite gap. These assumptions are quite natural in photonic setups, the ground (first excited) state being the vacuum (one-photon) state. W.l.o.g. we assume 0 to be $H$’s smallest eigenvalue and 1 the second to smallest.

Intuitively, if both $\omega_0$ and $\omega_1$ are close to 0, then both the prepared states $\rho^0$ and $\rho^1$ are close to $H$’s unique ground state and are, hence, hard to distinguish. For ease of reading, we will henceforth refer to $H$ as “the energy”.

Given an energy bound $\omega := (\omega_0, \omega_1)$, the thus allowed set of $\omega$-bounded behaviours is

$$\mathcal{Q}_\omega := \{\mathbf{p}_{A|X} | \exists \mathbf{p}_A, \{|M| \mathbf{p}_{A|x} \}_x \text{ s.t. } p(a|x) = \text{Tr}[M_a \rho^x] \text{ and } \text{Tr}[H \rho^x] \leq \omega_x \}.$$

Analogously to DI protocols, the successful execution of a semi-DI protocol in this framework is certified by the observation of a nonclassical behaviour. Much like in the Bell nonlocality setting, the classical behaviours $\mathcal{C}_\omega \subseteq \mathcal{Q}_\omega$ in this semi-DI scenario are defined to be those which can be reproduced as a convex combination of deterministic behaviours, i.e.

$$\mathcal{C}_\omega := \{ \sum \lambda p(\lambda) \mathbf{p}_{A|X,\lambda} | \exists \mathbf{p}_A, \{ (\omega^\lambda, \mathbf{p}_{A|X,\lambda}) \}_\lambda \text{ s.t. } \mathbf{p}_{A|X,\lambda} \in \{0, 1\}^4 \cap \mathcal{Q}_{\omega^\lambda} \text{ and } \sum \lambda p(\lambda) \omega^\lambda \leq \omega_x \}.$$

SETTING AND ASSUMPTIONS FOR OUR RANDOMNESS AMPLIFICATION PROTOCOL

For our randomness amplification protocol, we consider a setting where we will use $n$ times in succession a public $\delta$-SV source $S_\delta$ (see Eq. (1)) and an untrusted device $D_\omega$, possibly manufactured by an adversary, Eve, made of two components: a preparation box $P_\omega$ and a measurement box $M$. Both the device and the source can depend on some classical side information $\lambda$ that the adversary holds. In particular, $\lambda$ can include all the bits (i.e. the history) produced by $S_\delta$ before Eve prepares $D_\omega$. Moreover, Eve can hold a quantum memory $E$ entangled with the states prepared by box $P_\omega$. During the execution of the protocol, $S_\delta$ produces the inputs $X = X_1 \ldots X_n$ for the device which then, upon receiving the inputs, produces the outputs $A = A_1 \ldots A_n$. After the device has produced its outputs, the source produces another binary string $Z = Z_1 \ldots Z_d$. See Fig. 1 for a pictorial depiction of the setting.

We assume that:

$(A_1)$ There exists a Hermitian operator $H$ with lowest nondegenerate eigenvalue 0 and unit gap such that for all $i \leq n$, $x \in \{0, 1\}^i$ and $a \in \{0, 1\}^{i-1}$,

$$\text{Tr}[H \rho^x_{|X_{i-1}, a, \lambda}] \leq \omega_{x_{i-1}}$$

with $\rho^x_{|X_{i-1}, a, \lambda}$ the state prepared by $P_\omega$ on round $i$ when $X_1 \ldots X_i = x$ and $A_1 \ldots A_{i-1} = a$.

$(A_2)$ There is no entanglement between $P_\omega$ and $M$. 
First of all, notice that implicit in the definition of the classical behaviours in Eq. (3) there is the assumption that the choice of preparation \( x \) is independent of the shared randomness \( \lambda \). In our randomness amplification scenario, however, the devices prepared by Eve can be correlated with the inputs given by the SV source and, hence, observation of a behaviour outside \( C_{\omega} \) may not necessarily imply the nonexistence of a classical explanation. For example, in the Bell nonlocality setting, if one allows the inputs \( (x, y) \in \{0, 1\}^2 \) in a CHSH test to be correlated with the devices via some shared random variable \( \Lambda \) such that \( 0.1465 \leq p(x, y|\lambda) \leq 0.2845 \), an observation of the Tsirelson bound can be classically explained [17]. The theory of measurement-dependent local (MDL) distributions, introduced in [15, 19], was developed to study precisely this kind of classical explanations. Although originally conceived for Bell nonlocality scenarios, the analogous of MDL distributions can straightforwardly be defined in our prepare-and-measure setting. Concretely, the thus prescribed set of MDL-like distributions is

\[
C_{\omega} := \{ p(x|A, X, \lambda) | \frac{1}{2} - \delta \leq p(x|\lambda) \leq \frac{1}{2} + \delta \text{ and } p(A|X, \lambda) \in C_\omega \}.
\]

As it follows from the results in [15, 19], \( C_{\omega} \) is a polytope and, as in standard Bell scenarios, one can hence certify nonclassicality via the observation of an MDL-like inequality violation.

The main technical contribution of this work, whose derivation we defer to Appendix A, is the following family of MDL-like inequalities, index by \( \omega \) and \( \delta \), for the energy-bounded prepare-and-measure scenario of [11]:

**Lemma 1** (MDL-like inequality.) For all \( p_{AX} \in C_{\omega} \), it holds that

\[
I_{\omega, \delta}(p_{AX}) := \mu_{\omega, \delta} \cdot p(a = x) - \frac{p(a \neq x)}{\mu_{\omega, \delta}} \geq B_{\omega, \delta},
\]

with \( B_{\omega, \delta} := (1/2 - \delta)(\mu_{\omega, \delta} + \frac{1}{\mu_{\omega, \delta}})(1 - \omega_0 - \omega_1) - \frac{1}{\mu_{\omega, \delta}} \) and \( \mu_{\omega, \delta} := (1/4 - \delta^2)\omega_0\omega_1 \).

Lemma 1 says that distributions \( p_{AX} \) for which \( I_{\omega, \delta}(P_{AX}) < B_{\omega, \delta} \) cannot be reproduced deterministic \( \omega \)-bounded behaviours correlated with the \( \delta \)-SV source. This implies that, in the semi-DI framework of [11], if the inputs to the preparation box \( P_{\omega} \) are taken from a \( \delta \)-SV source, the observation of a distribution \( p_{AX} \) violating Eq. (4) certifies that there is some degree of intrinsic randomness in the measurement box \( M \)'s outcomes.

Using standard techniques borrowed from the DI setting [20] together with the SDP characterization of the sets \( Q_{\omega} \) given in [21, Thm. 1], in Appendix B we derive SDP lower bounds

\[
H_{\min}(A|X, E, \lambda) \geq \eta(I^*_{\omega, \delta})
\]
to the single-round conditional min-entropy as a function of the violation $I_{ω,δ}$ of Eq. (4). In Fig. 2 we plot the maximum conditional min-entropy that we can certify for a given bias $δ ∈ [0, 1/2]$ of the SV source, optimizing over $ω ∈ [0, 1]^2$ and violations of the corresponding $I_{ω,δ}$.

As expected, the amount of certifiable min-entropy decreases as the allowed correlation between the adversary and the source increases. Nevertheless, albeit very small, nonzero min-entropy can be certified even for $δ → 1/2$. On the other hand, if the adversary is uncorrelated with the source ($δ = 0$), one bit of min-entropy is reached.

**RANDOMNESS AMPLIFICATION PROTOCOL**

Our semi-DI RAP, given in Protocol 1, is an adaptation of the DI RAP in [8] to our semi-DI scenario. It consists of two parts. In the first part, entropy is accumulated by performing a series of $n$ MDL-like experiments. In these rounds, we draw inputs $X_i$ from the public $δ$-SV source and feed them to the device $D_ω$ which produces outputs $A_i$. Let

$$freq_{AX}(a, x) := \frac{|\{i ≤ n | (A_i, X_i) = (a, x)\}|}{n}$$

be the empirical frequencies after $n$ entropy accumulation rounds. We decide whether to abort or not by comparing $I_{ω,δ}(freq_{AX})$ with $(I_{exp} + ω_{est})$, where $I_{exp}$ is the expected violation of the MDL ineq. in Eq. (4) and $ω_{est} ∈ (0, I_{exp})$ is the tolerated deviation from such value. In the second part, we draw another string from the $δ$-SV source and use this string, as well as the output from the entropy accumulation part, as inputs for a quantum-proof randomness extractor in the Markov model strong in the second input [10]. The extractor then produces the final output $K$.

**Protocol 1 Randomness Amplification Protocol**

**Arguments:**
- $S_δ$ – $δ$-SV source.
- $D_ω$ – untrusted device $D_ω$ made of two components: a preparation box $P_ω$ and a measurement box $M$.
- $n ∈ N$ – number of rounds.
- $I_{exp}$ – expected violation of Eq. (4).
- $ω_{est} ∈ (0, I_{exp})$ – width of statistical confidence interval for the estimation test.
- Ext : $\{0, 1\}^n × \{0, 1\}^d → \{0, 1\}^m − (k_1, k_2, ε_{est})$ quantum-proof randomness extractor in the Markov model which is strong in the second input.

**Entropy Accumulation:**
1: For every round $i ∈ \{1, . . . , n\}$ do:
2: Draw a bit string $X_i$ from $S_δ$.
3: Feed $X_i$ to $P_ω$ and record $M$’s output $A_i$.
4: Abort the protocol if $I_{ω,δ}(freq_{AX}) > (I_{exp} + ω_{est})$.

**Randomness Extraction:**
5: Draw a bit string $Z$ of length $d$ from $S_δ$.
6: Use Ext to create $K = Ext(A, Z)$.

Our main result is Theorem 1, which states that for every $δ$-SV source, there is a choice of parameters for Protocol 1 such that with arbitrarily high probability it does not abort and produces a bit string $K$ which is $ε$-close (in trace distance) to being uniformly distributed and independent of all the adversary’s side information.

**Theorem 1.** Given any public $δ$-SV source $S_δ$, with $0 ≤ δ ≤ 1/2$, there exists an energy bound $ω ∈ [0, 1]^2$ and an achievable violation $I_{ω,δ}$ of Eq. (4) such that for every $I_{exp} ≤ I_{ω,δ}$:

- There exists a device $D_ω$ satisfying assumptions $[A_1]$, $[A_2]$ such that Protocol 1 does not abort with probability

$$1 − Pr[Abort] ≥ 1 − 2^{−O(n^2)}.$$  

(completeness)

- For any desired security parameter $ε_s ∈ (0, 1)$ and any desired length $m$ of the output string $K$, there exists a number $n$ of rounds and a number $d$ of additional bits from $S_δ$ such that if a device $D_ω$ and the source $S_δ$ satisfy assumptions $[A_1]$, $[A_4]$ then

$$\frac{1}{2}(1 − Pr[Abort])||ρ_{KΣ} − ρ_{U_m ⊗ ρ_{Σ}}||_{tr} ≤ ε_s,$$  

(soundness)

where $Σ = EXZ$ is Eve’s side information and $ρ_{U_m}$ is the maximally mixed state of $m$ qubits.
Proof sketch. The proof, which we defer to Appendix C, goes along the same lines as that for the DI RAP of [8, Protocol 2]. Completeness follows from the existence of ω-behaviours violating Eq. [4] for every bias δ of the input’s distribution and from applying a Hoeffding bound to sufficiently many independent copies of such distributions. As for the soundness, it follows from using the Entropy Accumulation Theorem (EAT) [22] to go from the lower bounds to $H_{\min}(A_i|X_i, E)$ in Eq. [5] to lower bounds to the $n$-round conditional smooth min-entropy $H_{\min}^\epsilon(A|X, E)$ (we follow the techniques in [25]) and then proving the existence of suitable arguments for the extractor to produce, from $A$ and $Z$, the desired number $m$ of $\epsilon$-secure bits.

DISCUSSION

In this work, we have proven that randomness amplification can be achieved in a prepare-and-measure scenario with the assumption of an energy-bound on the otherwise uncharacterized prepared states. In addition to being the first semi-DI RAP, by tolerating the whole range of biases $\delta \in [0, 1/2]$ our result significantly improves over previous works which considered the use of $\delta$-SV sources in a semi-DI setting [9, 15]. We expect our techniques, chiefly those leading to Eq. [4] to be useful in the design of semi-DI protocols incorporating SV sources in other semi-DI schemes, such as the standard dimension-boundenced or the recently introduced based on “restricted-distrust” [23].
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APPENDIX A: PROOF OF LEMMA 1

Let us first recall the definition of the set of MDL-like classical behaviours for our semi-DI scenario with δ-SV sources:

\[ C_\omega^\delta := \{ \sum_\lambda p(\lambda) p_{AX|\lambda} | \frac{1}{2} - \delta \leq p(x|\lambda) \leq \frac{1}{2} + \delta \text{ and } p_{AX|X,\lambda} \in C_\omega \} . \]

Behaviours outside this set cannot be reproduced by convex combinations of ω-bounded deterministic strategies even if they are allowed to be correlated with the choice of inputs. As it follows from the results in [18][19], \( C_\omega^\delta \) is a polytope whose set of vertices \( \mathcal{V}(C_\omega^\delta) \) satisfies:

\[ \mathcal{V}(C_\omega^\delta) \subseteq \{ p_{AX} | p(a, x) = p(a|x)p(x) \land p_{AX|X} \in \mathcal{V}(C_\omega) \land \forall x \in \{ (1/2 + \delta, 1/2 - \delta), (1/2 - \delta, 1/2 + \delta) \} \} \]

with

\[ \mathcal{V}(C_\omega) = \{ (1, 0, 1, 0), (0, 1, 0, 1), (1, 0, 1 - (\omega_0 + \omega_1), \omega_0 + \omega_1), (0, 1, \omega_0 + \omega_1, 1 - (\omega_0 + \omega_1)), (1 - (\omega_0 + \omega_1), \omega_0 + \omega_1, 1, 0), (\omega_0 + \omega_1, 1 - (\omega_0 + \omega_1), 0, 1) \} \]

the set of vertices of \( C_\omega \) [11]. We now restate and prove Lemma 1.

**Lemma 1** For all \( p_{AX} \in C_\omega^\delta \) it holds that

\[ I_{\omega,\delta}(p_{AX}) := \mu_{\omega,\delta}[p(a = x)] - \frac{1}{\mu_{\omega,\delta}}[p(a \neq x)] \geq B_{\omega,\delta}, \]

with

\[ B_{\omega,\delta} := [\mu_{\omega,\delta} + \frac{1}{\mu_{\omega,\delta}}](1/2 - \delta)(1 - \omega_0 - \omega_1) - \frac{1}{\mu_{\omega,\delta}} \]

and \( \mu_{\omega,\delta} := (1 - 4\delta^2)\omega_0\omega_1 \).

**Proof.** Let \( p_{AX} \in C_\omega^\delta \). Then,

\[ I_{\omega,\delta}(p_{AX}) = \sum_\lambda p(\lambda) \sum_x p(x|\lambda)[\mu_{\omega,\delta} p(a = x|x, \lambda) - \frac{1}{\mu_{\omega,\delta}} p(a = 1 - x|x, \lambda)] \]

\[ = \sum_\lambda p(\lambda) \sum_x p(x|\lambda)[\mu_{\omega,\delta} p(a = x|x, \lambda) - \frac{1}{\mu_{\omega,\delta}}(1 - p(a = x|x, \lambda))] \]

\[ = \sum_\lambda p(\lambda) \sum_x p(x|\lambda)(\mu_{\omega,\delta} + \frac{1}{\mu_{\omega,\delta}})[p(a = x|x, \lambda)] - \frac{1}{\mu_{\omega,\delta}} \]

\[ \geq \sum_\lambda p(\lambda)(\frac{1}{2} - \lambda)(\mu_{\omega,\delta} + \frac{1}{\mu_{\omega,\delta}})[p(0|0, \lambda) + p(1|1, \lambda)] - \frac{1}{\mu_{\omega,\delta}} \]

\[ \geq (\frac{1}{2} - \delta)(\mu_{\omega,\delta} + \frac{1}{\mu_{\omega,\delta}})(1 - \omega_0 - \omega_1) - \frac{1}{\mu_{\omega,\delta}} = B_{\omega,\delta}, \]

where in the last line we have used that \( p(0|0, \lambda) + p(1|1, \lambda) \geq 1 - (\omega_0 + \omega_1) \) for all the vertices of \( C_\omega \) in Eq. (7) (which can be seen by a simple inspection) and therefore, by linearity, it also holds for all \( p_{AX|X,\lambda} \in C_\omega \). □
APPENDIX B: SINGLE-ROUND MIN-ENTROPY

In this section we quantify how much randomness can be certified as a function of the amount of violation of $I_{\omega,\delta}$. We consider a scenario in which the boxes $P$ and $M$ have been prepared by an eavesdropper Eve who holds some classical side information $\lambda$ about the $\delta$-SV source. In full generality, Eve chooses a quantum realization $q^\lambda = \{\{S^{x,\lambda}\}_x, \rho, \{M^\lambda\}_\alpha\}$ for the boxes, where $\{S^{x,\lambda}\}_x$ are local quantum channels that box $P$ will apply to (w.l.o.g.) a fixed initial state $\rho$ on input $x$ and $\{M^\lambda\}_\alpha$ is the binary measurement to be performed on $\rho^{x,\lambda} = S^{x,\lambda}(\rho)$ by box $M$. In addition, we let Eve hold a purification $|\psi\rangle$ of $\rho = \text{Tr}_E[|\psi\rangle \langle \psi|]$. Eve’s aim is to guess $M$’s outcome when the input to $P$ was $x$ by using the result $c$ she gets from a measurement $\{E^\lambda_c\}_c$ on her share of $|\psi\rangle$. We interpret Eve’s measurement as a state preparation. That is, when Eve’s measurement result is $c$, occurring with probability

$$p(c|x,\lambda) = \text{Tr}[(I \otimes E^\lambda_c)(S^{x,\lambda} \otimes I) |\psi\rangle \langle \psi|],$$

box $P$ effectively prepares the state

$$\rho^{x,\lambda}_c = \text{Tr}_E[(I \otimes E^\lambda_c)(S^{x,\lambda} \otimes I) |\psi\rangle \langle \psi| I \otimes (E^\lambda_c)^\dagger)] / p(c|x,\lambda)$$
on input $x$. Notice that, since the channels $S^{x,\lambda}$ are local, $p(c|0,\lambda) = p(c|1,\lambda) = p(c|\lambda)$.

In this adversarial setting, two different instantiations of the energy constraint in Eq. (2) were considered in [11]:

$$\sum_c p(c|\lambda) \text{Tr}[H \rho^{x,\lambda}_c] = \sum_c p(c|\lambda)|\omega^{x,c}\rangle \langle \omega^{x,c}| = \text{Tr}[H \rho^{x,\lambda}] \leq \omega^{\text{avg}}$$

(max-avg-energy)

$$\max_c \text{Tr}[H \rho^{x,\lambda}_c] \leq \omega^{\text{pk}}$$

(max-peak-energy)

Clearly, the max-peak assumption is the strongest and it is not hard to see that if $(\omega^{\text{pk}}^0, \omega^{\text{pk}}^1) \geq (1,1)$ then the set of allowed correlations is completely unrestricted. In this work we will only assume a bound $\omega^{\text{avg}} = (\omega^{\text{avg}}^0, \omega^{\text{avg}}^1)$ on the average energies.

Let us now assume that a value $I^*_{\omega,\delta} < B_{\omega,\delta}$ of Eq. (4) is observed. Eve’s semi-DI average guessing probability is given by

$$p_{\text{guess}}(A|X,E,\lambda,\delta, I^*_{\omega,\delta}) := \max_{P_{C|\lambda}, \{P_{A|X,c,\lambda}\}_c, \{\omega^{x,c}\}_x} \sum_x p(x|\lambda) \sum_c p(c|\lambda) \max_a p(a|x,c,\lambda)$$

subject to

$$I_{\omega,\delta}(P_{A|X}) \leq I^*_{\omega,\delta}$$

$$p_{A|X,c,\lambda} \in Q_{\omega^{x,c}} \text{ for all } c$$

$$\sum_c p(c|\lambda)|\omega^{x,c}\rangle \langle \omega^{x,c}| \leq \omega^{\text{avg}}$$

for all $x$. (10)

This optimization depends on $P_{X|\lambda}$ of which we only assume the the SV condition

$$1/2 - \delta \leq p(x|\lambda) \leq 1/2 + \delta.$$

By noting that for all $P_{A|X,\lambda}$ it holds that

$$I_{\omega,\delta}(P_{A|X,\lambda}) = \mu_{\omega,\delta}[p(0,0|\lambda) + p(1,1|\lambda)] - \frac{1}{\mu_{\omega,\delta}}[p(1,0|\lambda) + p(0,1|\lambda)]$$

$$= \mu_{\omega,\delta}[p(0,0|\lambda)p(0|\lambda) + p(1,1|\lambda)p(1|\lambda)] - \frac{1}{\mu_{\omega,\delta}}[p(1,0|\lambda)p(0|\lambda) + p(0,1|\lambda)p(1|\lambda)]$$

$$\geq \left(\frac{1}{2} - \delta\right) \mu_{\omega,\delta}[p(0,0|\lambda) + p(1,1|\lambda)] - \frac{1}{2}(1 + \delta) \mu_{\omega,\delta}[p(1,0|\lambda) + p(0,1|\lambda)]$$

$$=: I^*_{\omega,\delta}(P_{A|X,\lambda})$$
we get the following upper bound to Eq. (10)

\[ p_{\text{guess}}(A|X,E,\lambda,\delta, I^\text{avg,}\delta_{\lambda}) \leq \left(\frac{1}{2} + \delta\right) \max_{p_{\lambda',\lambda},\{p_{A|X,\lambda'}\}_{\lambda',\lambda},\{\omega_{\lambda'}\}_{\lambda',\lambda}} \sum_{x,\lambda'} p(\lambda') \max_a p(a|x,\lambda') \]

subject to

\[ \sum_{\lambda'} p(\lambda') I_{\omega^\text{avg},\delta}(p_{A|X,\lambda}) \leq I_{\omega^\text{avg},\delta} \]

\[ p_{A|X,\lambda'} \in Q_{\omega_{\lambda'}} \text{ for all } \lambda' \]

\[ \sum_{\lambda'} p(\lambda') \omega_{\lambda'}^x \leq \omega_x^\text{avg} \text{ for all } x. \]

where we have introduced the random variable \( \Lambda' \) distributed according to \( p(\lambda') = \Pr[c = \lambda'|\lambda]. \)

From [20, Prop. 1] it follows that for this maximization is enough to consider \(|\{0,1\}|^2 = 4\) different values of \( \Lambda' \) (one per each combination of inputs and outputs), and therefore

\[ p_{\text{guess}}(A|X,E,\lambda,\delta, I^\text{avg,}\delta_{\lambda}) \leq \eta(\delta, \omega^\text{avg}, I^\text{avg,}\delta_{\lambda}) \]

(11)

with

\[ \eta(\delta, \omega, I) := \left(\frac{1}{2} + \delta\right) \max_{(\tilde{p}_{A|X,\lambda',\omega'})_{\lambda',0.1}^2} \sum_{a,x} \tilde{p}(a,x)(a|x) \]

subject to

\[ \sum_{\lambda'} I_{\omega^\text{avg},\delta}(p_{A|X,\lambda}) \leq I \]

\[ \tilde{p}_{A|X,\lambda'} \in Q_{\omega_{\lambda'}} \text{ for all } \lambda' \]

\[ \sum_{\lambda'} \omega_{\lambda'}^x \leq \omega_x^\text{avg} \text{ for all } x \]

\[ \sum_{a,\lambda'} \tilde{p}_{\lambda'}(a|x) = 1. \]

(12)

where we have absorbed the weights \( p(\lambda') \) into the normalizations of \( \tilde{p}_{A|X,\lambda'} \). Finally, the fact that Eq. (12) is an SDP follows from the SDP characterization of the sets \( Q_{\omega} \) given in [21, Thm. 1].

In order to get a lower bound on the maximum amount of conditional min-entropy that can be certified in this scenario for given bias \( \delta \) of the input SV source, we need to optimize over violations of the MDL inequality in Eq. (4). However, as before, the value of Eq. (4) depends on \( p_{X|\lambda} \) of which we only assume the the SV condition \( 1/2 - \delta \leq p(x|\lambda) \leq 1/2 + \delta \). By noting that for all \( p_{A|X|\lambda} \) it holds that

\[ I_{\omega,\delta}(p_{A|X|\lambda}) = \mu_{\omega^\text{avg},\delta}[p(0,0|\lambda) + p(1,1|\lambda)] - \frac{1}{\mu_{\omega^\text{avg},\delta}}[p(1,0|\lambda) + p(0,1|\lambda)] \]

\[ = \mu_{\omega^\text{avg},\delta}[p(0,0,\lambda)p(0,0|\lambda) + p(1,1,\lambda)p(1,1|\lambda)] - \frac{1}{\mu_{\omega^\text{avg},\delta}}[p(1,0,\lambda)p(0,0,\lambda) + p(0,1,\lambda)p(0,1,\lambda)] \]

\[ \leq (\frac{1}{2} + \delta)\mu_{\omega,\delta}[p(0,0,\lambda) + p(1,1,\lambda)] - \frac{(\frac{1}{2} - \delta)}{\mu_{\omega,\delta}}[p(1,0,\lambda) + p(0,1,\lambda)] =: I_{\omega,\delta}^{\text{upper}}(p_{A|X,\lambda}) \]

we get the following lower bound on the amount of certifiable single-round min-entropy:

\[ H_{\min}(A|X,E,\lambda,\delta) := -\log_2 p_{\text{guess}}(A|X,E,\lambda,\delta) \]

\[ \geq f(\delta) \]

(13)

with

\[ f(\delta) := -\log_2 \eta(\delta, \omega^\text{avg}(\delta), I_{\omega^\text{avg},\delta}^{\text{upper, opt}}) \]

(14)

\[ I_{\omega^\text{avg},\delta}^{\text{upper, opt}} := \omega \min_{p_{A|X} \in Q_{\omega}} I_{\omega,\delta}^{\text{upper}}(p_{A|X}) \]

(15)

\[ \omega^\text{avg}(\delta) := \arg \min_{\omega} \min_{p_{A|X} \in Q_{\omega}} I_{\omega,\delta}^{\text{upper}}(p_{A|X}) \]

(16)
A customary working assumption in both DI and semi-DI protocols dealing with SV sources is that the inputs, although arbitrarily correlated (up to $\delta$) with the devices, are seen as uniformly distributed by the honest users of the protocols (see e.g. [2, 9]). That is,

$$\sum_{\lambda} p(x, \lambda) = 1/2.$$  

Intuitively, the motivation behind this assumption is that Eve does not want to reveal to the users her correlation with the source. Under this assumption, and by letting

$$I_{\text{unif}, \lambda}(p_{A|X}) := \frac{\mu_{\lambda, \delta}}{2} [p(0|0, \lambda) + p(1|1, \lambda)] - \frac{1}{2\mu_{\lambda, \delta}} [p(1|0, \lambda) + p(0|1, \lambda)]$$

we get the following (in general, better) min-entropy lower bound

$$H_{\min}(A|X,E,\lambda,\delta) \geq g(\delta)$$

with

$$g(\delta) := -\log_2 \eta(\delta, \omega_{\text{avg}}^{\text{unif}, \delta}(\delta), I_{\text{unif}, \lambda}^{\text{opt}}(p_{A|X}))$$

$$I_{\text{unif}, \lambda}^{\text{opt}} := \min_{\omega, p_{A|X} \in Q} I_{\text{unif}, \lambda}^{\text{opt}}(p_{A|X})$$

$$\omega_{\text{avg}}^{\text{unif}}(\delta) := \arg \min_{\omega} \min_{p_{A|X} \in Q} I_{\text{unif}, \lambda}^{\text{opt}}(p_{A|X}).$$

In Fig. 3 we plot $f(\delta)$ and $g(\delta)$. As can be seen in the plot, a nonzero min-entropy can be certified for $\delta \to 1/2$. Moreover, we approach one bit of min-entropy as the SV source’s bias approaches 0.

We will prove the soundness and completeness of our RAP using the general bound in Eq. (13). The modifications required to use the better bound in Eq. (17) are straightforward.
APPENDIX C: FORMAL STATEMENT AND PROOF OF THEOREM 1

Let us first restate Protocol 1 from the main text in an equivalent form which simplifies the analysis with the Entropy Accumulation Theorem (EAT) [22, 24].

Protocol 1 Randomness Amplification Protocol

Arguments:
- $S_\delta$ – $\delta$-SV source
- $D_\omega$ – untrusted device $D_\omega$ made of two components: a preparation box $P_\omega$ and a measurement box $M$
- $n \in \mathbb{N}_+$ – number of rounds
- $I_{\text{exp}}$ – upper bound on the expected violation of Eq. (8).
- $\gamma_{\text{est}} \in (0, I_{\text{exp}})$ – width of statistical confidence interval for the estimation test

Ext : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m – $(k_1, k_2, \varepsilon_{\text{ext}})$ quantum-proof randomness extractor in the Markov model which is strong in the second input.

Entropy Accumulation:
1: For every round $i \in \{1, \ldots, n\}$ do:
2: Draw a bit $X_i$ from $S_\delta$.
3: Feed $X_i$ to $P_\omega$ and record $M$’s output $A_i$.
4: Set $C_i = w_\delta, \omega(A_i, X_i)$ for $w$ as defined in Eq. (18).
5: Abort the protocol if $\bar{C} \equiv \frac{1}{n} \sum_j C_j > (I_{\text{exp}} + \gamma_{\text{est}})$.

Randomness Extraction:
6: Draw a bit string $Z$ of length $d$ from $S_\delta$.
7: Use Ext to create $K = \text{Ext}(A, Z)$.

The winning function $w_\delta, \omega(\cdot)$ is defined as
\[
w_\delta, \omega(A_i, X_i) = \begin{cases} 
\mu_{\omega, \delta} & (A_i, X_i) \in \{(0,0), (1,1)\} \\
-\left(\mu_{\omega, \delta}\right)^{-1} & \text{otherwise.}
\end{cases}
\]

The formal statement of our main result is:

**Theorem 1.** Given any public $\delta$-SV source $S_\delta$, with $0 \leq \delta < 1/2$, and a device $D_\omega$ satisfying assumptions (A1)–(A4) let $n$ be the number of rounds in Protocol 1, $\varepsilon_s, \varepsilon_{EAT} \in (0,1)$, $I_{\text{exp}} \leq I_{\text{upper}, \omega, \delta}$, $\gamma_{\text{est}} \in (0, I_{\text{exp}})$ and $m, \varepsilon_{\text{ext}}$ the parameters of the $(k_1, k_2, \varepsilon_{\text{ext}})$-extractor used in Protocol 1, with $k_1, k_2$ fulfilling Equation (23). Then:

1. (Secrecy) Protocol 1 produces a string $K$ of length $m$ such that:
\[
\frac{1}{2} (1 - \Pr[\text{Abort}]) \left\| \rho_{KX} - \rho_{U^m} \otimes \rho_{\Sigma} \right\|_\text{tr} \leq 6 (\varepsilon_s + \varepsilon_{\text{ext}}) + \varepsilon_{EAT},
\]

where $\Sigma = EXZ$ is Eve’s side information and $\rho_{U^m}$ is the maximally mixed state of $m$ qubits.

2. (Completeness) There exists an honest implementation $D_{\omega, \text{avg}}(\delta)$ of the device such that Protocol 1 aborts with probability $\Pr[\text{Abort}] \leq \exp \left( -\frac{2\mu_{\omega, \text{avg}}(\delta) \varepsilon_{\text{est}}^2}{(1 + \mu_{\omega, \text{avg}}(\delta))^2} \right)$ when using this device.

In the following, we prove Theorem 1. The derivation will closely follow that of the main result of [5], on which our result is based.

**Secrecy**

**EAT preliminaries**

Let us first recall the EAT’s main concepts and statement.

**Definition 1 (EAT channels).** A set of EAT channels $\{N_i\}_{i=1}^n$ is a collection of trace-preserving and completely-positive maps $N_i : R_{i-1} \rightarrow A_i X_i C_i R_i$ such that for every $i \in [n]$:
1. $A_i, X_i$ and $C_i$ are finite dimensional classical systems, $R_i$ is an arbitrary quantum system and $C_i$ is the output of a deterministic function of the classical registers $A_i$ and $X_i$.

2. For any initial state $\rho_{R_0E}$, the final state $\rho_{\text{AXCE}} = \text{Tr}_{R_0}[(N_n \circ \cdots \circ N_1 \otimes I_E) \rho_{R_0E}]$ fulfills the Markov chain condition $I(A_1 \ldots A_i \mid A_{i+1} \ldots A_n, X_i, X_{i-1} - X_i) = 0$ for every $i \in [n]$.

**Definition 2 (Min-tradeoff functions).** Let $\{N_i\}_{i=1}^n$ be a collection of EAT channels, $C$ denote the common alphabet of the systems $C_1, \ldots, C_n$ and $\mathcal{P}_C$ denote the set of probability distributions over $C$. An affine function $f : \mathcal{P}_C \to \mathbb{R}$ is a min-tradeoff function for the EAT channels $\{N_i\}_{i=1}^n$ if for each $i \in [n]$ it satisfies

$$f(p) \leq \inf_{\sigma_R \in \mathcal{C} \circ \cdots \circ N_i \circ \mathcal{P}_C} H(A_i | X_i R')_{N_i(x)}$$

where $\tau_p := \sum_{c \in C} p(c) |c\rangle \langle c|$, $R'$ is a register isomorphic to $R_{i-1}$ and the infimum over the empty set is taken to be $+\infty$.

The EAT, in a simplified version sufficient for our needs is:

**Theorem 2 (EAT [22]).**

Let $\{N_i\}_{i=1}^n$ be a collection of EAT channels and let $\rho_{\text{AXCE}} = \text{Tr}_{R_0}[(N_n \circ \cdots \circ N_1 \otimes I_E) \rho_{R_0E}]$ be the output state after the sequential application of the channels $\{N_i \otimes I_E\}_i$ to some input state $\rho_{R_0E}$. Let $\Omega \subseteq \mathbb{C}^n$ be some event that occurs with probability $p_0$ and let $\rho_{\Omega}$ be the state conditioned on $\Omega$ occurring. Finally let $\epsilon_s \in (0,1)$ and $f$ be a valid min-tradeoff function for $\{N_i\}_i$. If for all $\text{C} \in \Omega$, with $P \text{Pr}[\text{C}] > 0$ there is some $t \in \mathbb{R}$ for which $f_{\text{fint}}(\text{freq}_{\text{Cn}}) \geq t$, then

$$H_{\text{fint}}'(A | X E)_{\rho_\Omega} > nt - n(\epsilon_V(f) + \epsilon_K(f)) - \epsilon_\Omega,$$

where

$$\text{freq}_{\text{Cn}}(x) = \frac{|\{i \in [1, \ldots, n] : C_i = x\}|}{n},$$

$$\epsilon_V(f) \leq \frac{\ln 2}{2\sqrt{n}} \left(\log(3) + \sqrt{\text{Max}[f] - \text{Min}[f]}^2 + 2\right)^2,$$

$$\epsilon_K(f) \leq \frac{1}{6n(1 - \sqrt{n})^3 \ln 2} 2\sqrt{n(1 + \text{Max}[f] - \text{Min}[f])} \ln^3 \left(\frac{2 + \text{Max}[f] - \text{Min}[f] + \epsilon^2}{\epsilon^2}\right)$$

and

$$\epsilon_\Omega \leq \frac{1}{\sqrt{n}} (1 - 2 \log(p_\Omega, \epsilon_s)).$$

**EAT channels for Protocol [7]**

To apply the EAT to Protocol[7] we need to show that its execution can be described by the composition of $n$ EAT channels. In the entropy accumulation part of our proposed protocol, we have that in each round $i$ an input $X_i$ is sampled from the $\delta$-SV source and, given $X_i$, the preparation box $P_\omega$ applies a local map to its quantum memory $R_{i-1}$ to prepare a state $\rho_i$ satisfying $\text{Tr}[H \rho_i] \leq \omega_{x_i}$. The state $\rho_i$ is then sent to the measurement box $M_i$ which produces the classical value $A_i$ from it. Finally, in step 4 of our protocol, the classical value $C_i$ is produced from $X_i$ and $A_i$. We denote with

$$\mathcal{C} := \{\mu_{\omega^{opt}i, \delta}, -(\mu_{\omega^{opt}i, \delta})^{-1}\}$$

the alphabet of the classical registers $C_i$, and let $P_\mathcal{C}$ be the set of probability distribution over $\mathcal{C}$. We denote the channels evolving the states in our protocol as

$${N_i}^{\delta, \omega}_{\mathcal{C}} : R_{i-1} \to R_i A_i X_i C_i$$

$$\rho_{R_{i-1}} \mapsto \rho_{R_i A_i X_i C_i}.$$
FIG. 4: Description of the channel $N_i^{\delta,\omega}$. This channel describes the round $i$ of Protocol 1's entropy accumulation part. $X_i$ is sampled from a $\delta$-SV source. Given $X_i$, $P_\omega$ prepares a state $\rho_i$ satisfying the energy constrain $\text{Tr}[H\rho_i] \leq \omega x_i$. Given $\rho_i$, $M_i$ produces the classical value $A_i$. Finally, the classical value $C_i = w(A_i, X_i)$ is produced.

See Fig. 4 for a graphical depiction of these channels. In the following, we will sometimes omit the channels' dependence on $\delta$ and $\omega$ for ease of notation.

The state after the $n$ rounds of the entropy accumulation part, just before step 5 is denoted by

$$\rho_{AXC} = (\text{Tr}_{R_n} \circ N_n \circ \cdots \circ N_1) \otimes I_E \rho_{R_0 E}.$$ 

In step 5 Alice and Bob decide whether to abort the protocol or not. We denote by $\Omega$ the event of not aborting,

$$\Omega = \left\{ \bar{C} \leq (I_{\exp} + \gamma_{\text{est}}) \right\}.$$ 

We denote by $\rho_{AXC|\Omega}$, or short $\rho|\Omega$, the state after the protocol conditioned on not aborting the protocol.

**Lemma 2.** The channels $N_i$ that evolve the unknown quantum state of Protocol 1 are EAT channels, i.e., they satisfy Definition 1.

**Proof.** Condition 1 is satisfied because $A_i$ and $X_i$ are classical registers and $C_i$ is a classical function of those registers. Condition 2 is satisfied because, as is stated in (A4), it holds that $I(A_1 \ldots A_{i-1} : X_i | X_1 \ldots X_{i-1} E, \lambda) = 0$.

**Min-tradeoff function**

The next step is to give a min-tradeoff function for our EAT channels. To that end, we will retort to the techniques introduced in [25]. For fixed $\delta \in [0, 1/2)$, let $\omega^{\text{opt}} = \omega^{\text{asym}}(\delta)$ (c.f. Eq. (16)) and let

$$h(I) := \max_{(p_{A|X,X',\omega^{\text{opt}}})_{X',\omega^{\text{opt}}}} \sum_{a,x} \tilde{p}_{a,x}(a|x) \sum_{\lambda'} f_{\omega^{\text{opt}},\lambda'}(p_{A|X,X'}) \leq I$$

subject to

$$\sum_{\lambda'} f_{\omega^{\text{opt}},\lambda'}(p_{A|X,X'}) \leq I$$

$$\tilde{p}_{A|X,X'} \in Q_{\omega^{\text{opt}},\lambda'}$$ for all $\lambda'$

$$\sum_{\lambda'} \omega^{\text{opt}}_{\lambda'} \leq \omega_x^{\text{opt}}$$ for all $x$

$$\sum_{a,\lambda'} \tilde{p}_{a,\lambda'}(a|x) = 1.$$ 

Notice that from Eq. (11) and Eq. (12) we have that

$$\frac{1}{2} + \delta) h(I) = \eta(\delta, \omega^{\text{opt}}, I) \geq p_{\text{guess}}(A|X, E, \lambda, \delta, I).$$

Just like Eq. (12), Eq. (19) is an SDP and it has the following dual (c.f. [25 Eq. (10)]):

$$\frac{1}{2} + \delta) h(I) = \eta(\delta, \omega^{\text{opt}}, I) \geq p_{\text{guess}}(A|X, E, \lambda, \delta, I).$$

Just like Eq. (12), Eq. (19) is an SDP and it has the following dual (c.f. [25 Eq. (10)]):
\[ d_h(I) := \min_{\alpha, \beta} \quad \alpha \cdot I + \beta \cdot \omega^{\text{opt}} \]
subject to \( h(I') \leq \alpha \cdot I + \beta \cdot \omega^{\text{opt}} \quad \forall \ I' \in \mathcal{A} \)

with \( \mathcal{A} := \{ I \in \mathbb{R} | \exists \mathbf{p}_{A|X} \in \mathcal{Q}_{\omega^{\text{opt}}}: \mathbf{I}^{\text{lower}}_{\omega^{\text{opt}}} \mathbf{(p}_{A|X} = I) \} \).

Following the techniques in [25], we build min-tradeoff functions from solutions to Eq. (20). The following lemma is an adaption of [25, Lemma 3.2] to our setting:

**Lemma 3.** For fixed \( \delta \), let \((\alpha^{\text{opt}}, \beta^{\text{opt}})\) be an optimal solution to \( d_h(I^{\text{upper,opt}}_{\omega^{\text{opt}}, \delta}) \) and let \( \mathbf{q}^{\text{opt}} \in \mathcal{P}_C \) be such that \((\mu_{\omega^{\text{opt}}, \delta}, -1/\mu_{\omega^{\text{opt}}, \delta}) \cdot \mathbf{q}^{\text{opt}} = I^{\text{upper,opt}}_{\omega^{\text{opt}}, \delta} \). Then,

\[
f_{\text{min}}(\mathbf{p}) := f(\delta) - \frac{(1/2 + \delta)\alpha^{\text{opt}}}{f(\delta) \ln 2} \cdot c \cdot (\mathbf{p} - \mathbf{q}^{\text{opt}})
\]

with

\[
c = (\mu_{\omega^{\text{opt}}, \delta}, -1/\mu_{\omega^{\text{opt}}, \delta})
\]

\[
\min[f_{\text{min}}] = f_{\text{min}}(e_{\mu_{\omega^{\text{opt}}(\delta), \delta}})
\]

\[
\max[f_{\text{min}}] = f_{\text{min}}(e_{-1/\mu_{\omega^{\text{opt}}(\delta), \delta}})
\]

is a min-tradeoff function for the EAT channels \( \{N_i^{\omega^{\text{avg}}(\delta)}\} \).

**Proof.** Let \((\alpha^{\text{opt}}, \beta^{\text{opt}})\) be an optimal solution to \( d_h(I^{\text{upper,opt}}_{\omega^{\text{opt}}, \delta}) \). Notice that,

\[
\frac{1}{2} + \delta)\alpha^{\text{opt}} \cdot I^{\text{upper,opt}}_{\omega^{\text{opt}}, \delta} + \beta^{\text{opt}} \cdot \omega^{\text{opt}} = f(\delta).
\]

Let \( I \geq I^{\text{upper,opt}}_{\omega^{\text{opt}}, \delta} \) and let \( \mathbf{q} \in \mathcal{P}_C \) be such that \((\mu_{\omega^{\text{opt}}, \delta}, -1/\mu_{\omega^{\text{opt}}, \delta}) \cdot \mathbf{q} = I \). Let \( \rho := \{N_i \otimes I\} (\sigma_{R_{i-1}, R'}) \) be such that \( \rho_{C_i} = \tau_q \) for some \( \sigma_{R_{i-1}, R'} \). Then,

\[
H(A_i|X_i, R')_\rho \geq H_{\text{min}}(A_i|X_i, R')_{\rho} = -\log_2 p_{\text{guess}}(A_i|X_i, R', I) \\
\geq -(\frac{1}{2} + \delta) \log_2 d_h(I) \\
\geq -(\frac{1}{2} + \delta) \log_2 (\mu_{\omega^{\text{opt}}, \delta}, -1/\mu_{\omega^{\text{opt}}, \delta}) \cdot \mathbf{q} + \beta^{\text{opt}} \cdot \omega^{\text{opt}}) \\
=: \tilde{f}_{\text{min}}(\mathbf{q}) (21)
\]

and therefore,

\[
\tilde{f}_{\text{min}}(\mathbf{q}) \leq \inf_{\sigma_{R_{i-1}, R'} : N_i(\sigma) C_i = \tau_q} H(A_i|X_i, R')_{\mathcal{N}_i(\sigma)}.
\]

To conclude the proof, in order to have an affine lower-bound, we follow [25 Lemma 3.2] and let \( f_{\text{min}} \) be the first order Taylor expansion of \( \tilde{f}_{\text{min}} \) around a point \( \mathbf{q}^{\text{opt}} \) such that \((\mu_{\omega^{\text{opt}}, \delta}, -1/\mu_{\omega^{\text{opt}}, \delta}) \cdot \mathbf{q}^{\text{opt}} = I^{\text{upper,opt}}_{\omega^{\text{opt}}, \delta} \), that is

\[
f_{\text{min}}(\mathbf{p}) := f(\delta) - \frac{(1/2 + \delta)\alpha^{\text{opt}}}{f(\delta) \ln 2} \cdot (\mu_{\omega^{\text{opt}}, \delta}, -1/\mu_{\omega^{\text{opt}}, \delta}) \cdot (\mathbf{p} - \mathbf{q}^{\text{opt}})
\]

This concludes the proof.

**Putting all together**

From Lemma 3 and Theorem 2 we find that, either Protocol 1 aborts with probability \( 1 - \text{Pr}[\mathcal{Q}] \geq 1 - \epsilon_{\text{EAT}} \) or the lower bound

\[
H^{\omega}_{\text{min}}(A|XE) > n \cdot f_{\text{min}}(I_{\text{exp}} + \gamma_{\text{est}}) - n(\epsilon_{\gamma}(f_{\text{min}}) + \epsilon_K(f_{\text{min}})) - \epsilon_{\Omega}
\]

(22)
holds. In Eq. (22), $I_{\exp} + \gamma_{\text{est}}$ is a shorthand for any $p$ such that $(\mu_{\omega_{\exp}(\delta)}, -1/\mu_{\omega_{\exp}(\delta)}), p = I_{\exp} + \gamma_{\text{est}}$.

The remainder of the proof follows exactly as in the soundness proof of the DI RAP in [5]. We state the necessary lemmas (adapted to our scenario and notation) and refer the reader to [5] for the proofs.

First, we state the definition of a quantum-proof two-source extractor in the Markov model, the extractor used in Protocol 1.

\textbf{Definition 3 (10).} A function \text{Ext} : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m is a (k_1, k_2, \varepsilon) quantum-proof two-source extractor in the Markov model, strong in the second source, if for all sources $X_1, X_2$, and quantum side information $C$, where $I(X_1 : X_2|C) = 0$ and with min-entropy $H_{\min}(X_1|C) \geq k_1$ and $H_{\min}(X_2|C) \geq k_2$, we have

$$\frac{1}{2} \| \rho_{\text{Ext}(X_1, X_2)|C} - \rho_{U_m} \otimes \rho_{X_2|C} \|_{tr} \leq \varepsilon,$$

where $\rho_{\text{Ext}(X_1, X_2)|C} = \text{Ext} \otimes C \rho_{X_1 X_2|C}$ and $\rho_{U_m}$ is the fully mixed state on a system of dimension $2^m$.

The following lemma states that, with a suitable correction in the security parameter of the extractor, for one of the sources in Def. 3 one can replace the lower bound to the conditional min-entropy with a lower bound to the smooth conditional min-entropy.

\textbf{Lemma 4 (5).} Let $\text{Ext} : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^m$ be a (k_1, k_2, \varepsilon) quantum-proof two-source extractor in the Markov model, strong in the source $X_i$. Then for any Markov state $\rho_{X_i X_2|C}$ with $H_{\min}^\epsilon(X_1|C)_\rho \geq k_1 + \log(1/\varepsilon) + 1$ and $H_{\min}(X_2|C)_\rho \geq k_2 + \log(1/\varepsilon) + 1$,

$$\frac{1}{2} \| \rho_{\text{Ext}(X_1, X_2)|C} - \rho_{U_m} \otimes \rho_{X_2|C} \|_{tr} \leq 6(\varepsilon_s + \varepsilon).$$

The following lemma states the secrecy of the output of the extractor when the inputs to it are the output of the entropy accumulation part of Protocol 1 and the additional string $Z$ of length $d$ coming from the SV source.

\textbf{Lemma 5 (5).} Let $\text{Ext} : \{0,1\}^{2n} \times \{0,1\}^d \rightarrow \{0,1\}^m$ be a (k_1, k_2, \varepsilon_{\text{ext}}) be a two-source quantum-proof extractor in the Markov model, strong in the second input, such that

$$k_1 \leq n \cdot f_{\min}(I_{\exp} - \gamma_{\text{est}}) - n(\epsilon_V(f_{\min}) + \epsilon_K(f_{\min})) - \epsilon_{\Omega}(f_{\min}) - \log(1/\varepsilon_{\text{ext}}) - 1$$

$$k_2 \leq -d \cdot \log(\frac{1}{2} + \delta) - \log(1/\varepsilon_{\text{ext}}) - 1$$

Consider Protocol 1 using Ext and any $\varepsilon_{\text{EAT}}, \varepsilon_s \in (0,1)$. hen, either the protocol aborts with probability greater than $1 - \varepsilon_{\text{EAT}}$, or for the m-bit output $K$ together with the whole information the adversary possibly has access to, $\Sigma = ZXE\lambda$, it holds that

$$\frac{1}{2} \| K_{\Sigma} - \rho_{U_m} \otimes \rho_{\Sigma} \|_{tr} \leq 6(\varepsilon_s + \varepsilon_{\text{ext}}).$$

Finally, putting everything together we have the proof of the secrecy part of Theorem 1.

\textbf{Proof of secrecy [5].} In the following let $\Sigma = ZXE\lambda$ be the whole information the adversary has access to. Starting with Lemma 5 we can distinguish two cases.

1. The protocol aborts with probability greater than $1 - \varepsilon_{\text{EAT}}$. In that case, we find

$$\frac{1}{2} (1 - \Pr[\text{abort}]) \| K_{\Sigma} - \rho_{U_m} \otimes \rho_{\Sigma} \|_{tr} \leq \frac{1}{2} \varepsilon_{\text{EAT}} \| K_{\Sigma} - \rho_{U_m} \otimes \rho_{\Sigma} \|_{tr} \leq \varepsilon_{\text{EAT}},$$

2. The protocol aborts with probability less than $1 - \varepsilon_{\text{EAT}}$. In that case, using the bound from Lemma 5 we find

$$\frac{1}{2} (1 - \Pr[\text{Abort}]) \| K_{\Sigma} - \rho_{U_m} \otimes \rho_{\Sigma} \|_{tr} \leq \frac{1}{2} \| K_{\Sigma} - \rho_{U_m} \otimes \rho_{\Sigma} \|_{tr} \leq 6(\varepsilon_s + \varepsilon_{\text{ext}}).$$

Hence,

$$\frac{1}{2} (1 - \Pr[\text{Abort}]) \| K_{\Sigma} - \rho_{U_m} \otimes \rho_{\Sigma} \|_{tr} \leq 6(\varepsilon_s + \varepsilon_{\text{ext}}) + \varepsilon_{\text{EAT}}.$$
Completeness

Lemma 6 (Completeness). Let $S_{\delta}$ be any $\delta$-SV source and let $I_{\exp} \leq I_{\text{upper, opt}}^{\omega, \delta}$. Then Protocol 4 is complete with completeness parameter $\varepsilon_c \leq \exp\left(-\frac{2\mu_{\omega, \delta}^2 \gamma_{\text{est}}^2}{(1+\mu_{\omega, \delta}^2)^2}\right)$; i.e., the probability to abort in an honest implementation is upper bounded by $\varepsilon_c$.

Proof. If we implement our device to perform $n$ independent MDL-like experiments with states and measurements achieving a value $I_{\exp}$ of inequality Eq. 4, the expectation value of $\bar{C} = \frac{1}{n} \sum_j C_j$ is given by $\mathbb{E}[\bar{C}] = I_{\exp}$. Using Hoeffding’s inequality we get the following upper bound on the probability that the protocol aborts:

$$\Pr[\text{aborting}] = \Pr[\bar{C} > (I_{\exp} + \gamma_{\text{est}})]$$
$$= \Pr[\bar{C} - I_{\exp} > \gamma_{\text{est}}]$$
$$\leq \exp\left(-\frac{2n\mu_{\omega, \delta}^2 \gamma_{\text{est}}^2}{(1+\mu_{\omega, \delta}^2)^2}\right).$$

$\square$