Visually Aware Skip-Gram for Image Based Recommendations

Parth Tiwari
IIT Kharagpur
Kharagpur, India
parth.tiwari95@iitgp.ac.in

Yash Jain
IIT Kharagpur
Kharagpur, India
yashjainjain1704@gmail.com

Shivansh Mundra
IIT Kharagpur
Kharagpur, India
shivanshmundra1@gmail.com

Jenny Harding
Loughborough University
Loughborough, United Kingdom

Manoj Kumar Tiwari
National Institute of Industrial Engineering
Mumbai, India

ABSTRACT

The visual appearance of a product significantly influences purchase decisions on e-commerce websites. We propose a novel framework VASG (Visually Aware Skip-Gram) for learning user and product representations in a common latent space using product image features. Our model is an amalgamation of the Skip-Gram architecture and a deep neural network based Decoder. Here the Skip-Gram attempts to capture user preference by optimizing user-product co-occurrence in a Heterogeneous Information Network while the Decoder simultaneously learns a mapping to transform product image features to the Skip-Gram embedding space. This architecture is jointly optimized in an end-to-end, multitask fashion. The proposed framework enables us to make personalized recommendations for cold-start products which have no purchase history. Experiments conducted on large real world datasets show that the learned embeddings can generate effective recommendations using nearest neighbour searches.

1 INTRODUCTION

Recommender Systems have been described as ‘Jan intuitive line of defense against consumer over-choice’ [37]. With the rapid growth in the number of products available on e-commerce websites, this problem of ‘over-choice’ is becoming more and more significant, especially in the case of clothing related products. In fact, fashion recommendation has attracted considerable attention in recent literature. Studies tackling this problem have shown improved performance by incorporating visual information into their recommendation procedure. Hence it is safe to conclude that the visual appearance of a product plays a significant role while making purchase decisions.

Image-based recommendation systems can be broadly classified into two groups - (i) Systems which incorporate images into a product rating/rank prediction function. These systems build upon well known Latent Factor models like Singular Value Decomposition (SVD) or Bayesian Personalized Ranking (BPR). [1, 3, 12–14] (ii) Systems which learn latent representations (a.k.a embeddings) using image features and subsequently use embedding distance for making recommendations. These systems rely on extracting fine-grained embeddings which can capture user preference and/or product similarity [11, 17, 22, 31, 36]. Beyond images, information coming from product metadata [33], user-product information networks [32], review-text [4, 11] etc. has also been leveraged for learning effective representations.

Making recommendations in the cold-start setting is a key area where addition of visual information has shown significant performance improvement [14]. However, we observe that there is considerable variability in the definition of cold-start setting across literature. Some studies describe cold-start products as items that have fewer instances of positive feedback in the training set [1, 13, 14, 20, 32], whereas [33] describes its cold-start scenario when certain product-pairs have zero co-occurrences while training. Recommending completely new products (i.e. products which are unseen during the training step) is a tougher problem which is studied less frequently [7, 29, 30].

Systems falling under category (i) (as described above) rely on user and product latent factors coming from interaction records, hence, they are incapable of handling new products unless product latent factors are estimated by other methods. Systems falling under category (ii) show better promise of handling this problem. Methods like [22, 31], which make recommendations based on product-product similarity are capable of extracting latent representations...
for a new product. However, here user preference is ignored while feature extraction hence making personalized recommendations is not possible. Methods which attempt to capture preferences for individual users are better suited for handling this problem.

To this end, we propose a novel framework which jointly learns (i) user and product embeddings in a common latent space and (ii) a mapping function which transforms product image features to the same latent space. In specific, we augment the Skip-Gram model [24] with a decoder architecture where the decoder uses the product Skip-Gram embeddings to reconstruct their corresponding image features. Here Skip-Gram maximizes the probability of co-occurrence of users and products in a Heterogeneous Information Network (HIN) while the decoder minimizes the image feature reconstruction loss. This decoder serves two purposes- (i) it incorporates visual information into the skip gram embeddings and (ii) it is later used for learning a mapping function which transforms product image features to the Skip-Gram embedding space. The learning objective of this architecture is dependent on the genre of input (users or products) observed while training. The Skip-Gram model is optimized in case of both users and products whereas the decoder is updated only for products in a multitask fashion. We term this model as VASG (Visually Aware Skip-Gram).

The mapping from the product image feature space to VASG embedding space is subsequently learned and can be used for finding effective embeddings for cold-start products. VASG embeddings reflect user preference while simultaneously capturing a product’s purchase history and visual appearance. Since users and products are represented in the same latent space, personalized recommendations can be made directly by searching for products in the user’s vicinity. Our contributions can be summarized as -

- We propose a novel multitasking Skip-Gram architecture, VASG, which is trained on two different objectives depending on the genre of the input (users or products). This architecture enables us to learn a mapping which transforms product image features to the learned embedding space.
- Extensive experiments are performed on real world datasets and VASG embeddings are compared to state-of-the-art recommendation systems. The performance for unseen cold start products is also studied.
- We analyze the learned embeddings in detail to shed some light on the information captured by them.

2 RELATED WORK

Our work relies on several advancements in image feature extraction methods, representation learning techniques in graphs and multitask learning.

With advancements in deep learning, VBPR [14] established that the addition of visual signals can be useful for making recommendations. VBPR adds image features extracted from a pre-trained convolutional neural network to the BPR framework. Similarly, [1] extracts more fine grained image features using attention modules and incorporates them in collaborative filtering. Images have also been proven to be useful for Point-of-Interest recommendations in [34] and for tag recommendations in [27].

More recently, there has been a surge of methods which combine information coming from different modalities and metadata with images [3, 4, 11–13]. Attention mechanisms which utilize textual reviews have been used for finding specific parts of an image where users are most interested in [3]. Reviews and image features have also been used for learning user preference which is then integrated into a rating-based matrix factorization model [4]. Pre-defined product categories and hierarchy trees have been leveraged for learning hierarchical product embeddings [13].

Recommendation Systems which rely on product image similarity; for example methods which address the Street-to-shop recommendation problem [21]; have received a tremendous boost with improvements in metric learning methods [6, 17, 31]. These methods use triplet loss to learn embeddings from product images which are robust to change in background, pose, lighting conditions etc and hence can be used for making cross-domain recommendations. However, learning both user and product representations in a joint latent space is less frequently explored in existing literature. [9] embeds users and topics to the same low dimensional space to capture of their mutual dependency while [11] attempts to bring users, products and product search queries to the same latent space using both textual and visual modalities.

Heterogeneous Information Networks (HINs) can naturally model complex user and product interactions. Traditionally, meta-path based similarity and link predictions have been used for making recommendations in networks. With the development of graph representation learning methods [5, 10, 26] network embedding based recommendation systems have shown improved performance. The study [32] learns user and product representations from a HIN and incorporates them into the SVDFeature [2] framework. This idea of learning network representations has also been extended by using multitask learning for jointly optimizing the tasks of recommendation and link prediction in a HIN [19]. Multitask learning is a training regime where multiple objectives are optimized simultaneously. It has proven to provide performance boosts in works like [8, 35].

A few studies which are relevant to our proposed approach should be discussed here. Learning attribute-to-feature mappings has been proposed in [7]. Here k-nearest neighbours, least squares approximation is used for approximating latent factors for new users or products. A large scale recommender system which uses images along with the HIN structure is proposed in [36]. Here highly efficient Graph-Convolutional Neural Networks are used on random walks generated from the HIN and recommendations are then made using similarity between the learned embeddings. Contrastive Predictive Coding [25] (CPC) is a generic representation learning regime which uses a similar training procedure as the proposed framework. CPC uses encoders to map raw data to latent representations and subsequently trains auto-regressive models using a contrastive loss. VASG differs from CPC in terms of usage of a decoding architecture instead of an encoder; usage of Skip-Gram instead of an auto-regressive model; and training using auxiliary supervision instead of self-supervision.

To the best of our knowledge, the model architecture proposed in this paper has not been studied before. In addition, we also make a novel attempt to bring unseen cold start products to the same latent space as existing users and products using product image features.
3 VASG FRAMEWORK

Consider a set of users $\mathcal{U}$ and a set of products $\mathcal{P}$ where each user $u \in \mathcal{U}$ has interacted with a subset of products $\mathcal{P}_u \subset \mathcal{P}$. Each product $p \in \mathcal{P}$ is associated with a visual feature $f_p \in \mathbb{R}^I$ which is extracted from its image using a Deep Convolutional Neural Network. Only a subset of products $\mathcal{P}_{\text{warm}} \subset \mathcal{P}$ is observed during training and is termed as the warm start set. The set of products which is never observed during training is termed as completely cold set $\mathcal{P}_{\text{cold}} \subset \mathcal{P}$. It is to be noted that $\mathcal{P}_{\text{cold}} \cap \mathcal{P}_{\text{warm}} = \emptyset$.

Our objective is to learn (i) a $D$ dimensional latent representation $X \in \mathbb{R}^D$ for each $u \in \mathcal{U}$ and $p \in \mathcal{P}_{\text{warm}}$; and (ii) a mapping function $M(f_p) : \mathbb{R}^I \rightarrow \mathbb{R}^D$. This function is used for finding embeddings of products that have no purchase history. The learned embeddings are expected to represent characteristic features of users and products which can be exploited for making representations. The VASG framework achieves the above mentioned objectives in two steps-

- The first step involves training a Skip-Gram model on sequences of users and products. Here, the Skip-Gram architecture is modified by adding an auxiliary objective of learning an inverse mapping function $M^{-1}(X_u) : \mathbb{R}^D \rightarrow \mathbb{R}^I$. The $D$ dimensional embeddings corresponding to users $u \in \mathcal{U}$ and products $p \in \mathcal{P}_{\text{warm}}$ are learned during this step.
- The second step involves learning the mapping function $M(f_p) : \mathbb{R}^I \rightarrow \mathbb{R}^D$. This is achieved by training a deep encoder-decoder architecture using the inverse mapping $M^{-1}(\cdot)$ learned in the previous step.

We describe the network structure used for representing user-product interactions before describing the model architecture.

3.1 Heterogeneous Information Network

Skip-Gram [23] is an unsupervised representation learning model for words in a text corpus. The representation corresponding to each word is learned by maximizing the probability of correctly predicting the context surrounding the given word. The proposed framework builds upon the Skip-Gram architecture, hence, it requires sequences of user and products. Taking inspiration from [32], we generate these sequences by performing random walks on a bipartite Heterogeneous Information Network (HIN) of users and products.

Formally, our HIN is a graph $G = (V, E)$ where $V = \mathcal{U} \cup \mathcal{P}_{\text{warm}}$ is the set of nodes. $E = \{(u, p) | p \in \mathcal{P}_u \cap \mathcal{P}_{\text{warm}} ; u \in \mathcal{U}\}$ is the set of edges connecting the nodes where each edge connects a user to the products purchased by him. Sequences are generated in the following manner - Starting from a node $v \in V$, $n$ number of random walks, each of length $wl$ are performed on the HIN. Every subsequent node in a walk is chosen randomly from the direct neighbours of the current node. For example, consider the sample HIN shown in Figure 1(a). A sequence starting from node $u_1$ could be $u_1$ $p_2$ $u_2$ $p_2$ $u_3$ ... repeated for $wl$ nodes. Here, $n$ and
Table 1: Dataset statistics (after preprocessing)

| Dataset   | #products | #users | #ratings |
|-----------|-----------|--------|---------|
| Women     | 116,971   | 14,110 | 307,863 |
| Men       | 62,376    | 19,618 | 187,181 |
| Shoes     | 71,219    | 22,066 | 211,818 |
| Jewelry   | 62,958    | 13,975 | 161,439 |

wl are hyper-parameters which determine the size of the corpus generated for training. It is to be noted that the bipartite structure of the HIN ensures that users and products appear in an alternating fashion in each random walk. The neighbouring context of a node, N(v) is determined by sliding a fixed size context window over the generated sequences. We discuss the effect of the context window size on the learned representations in Section 6.

3.2 Visually Aware Skip-Gram

Consider an HIN node \( v \in V \) and its neighbouring context \( N(v) \). We can learn the representations corresponding to each node in the HIN by optimizing the Skip-Gram objective -

\[
\arg \max_{\theta} \sum_{v \in V} \sum_{c \in N(v)} \log(p(c|v; \theta))
\]

(1)

Here \( p(c|v; \theta) \) is the commonly used softmax probability, given by:

\[
p(c|v; \theta) = \frac{e^{X_v \cdot X_c}}{\sum_{v \in V} e^{X_v \cdot X_c}} \text{ where } X_v \in \mathbb{R}^D \text{ is the D dimensional latent representation corresponding to node } v.
\]

Mikolov et al. [24] introduces negative sampling for efficiently estimating the softmax probabilities however, generating effective negative samples can be an expensive process [15]. We expect the negative samples to highlight the contrast in a product’s visual appearance and a user’s purchase preference simultaneously. In our experiments, we are able to obtain meaningful results without negative sampling, hence we approximate the softmax probability as: \( \sigma(X_v \cdot X_c) \) where \( \sigma \) is the sigmoid function, given by: \( \sigma(x) = \frac{1}{1+e^{-x}} \).

We add the auxiliary objective of learning \( M^{-1}(X_p) : \mathbb{R}^D \to \mathbb{R}^I \) to the Skip-Gram objective whenever \( v \in \mathcal{P}_{\text{warm}} \). The function \( M^{-1}(\cdot) \) attempts to reconstruct the DeepCNN image feature \( f_p \) of a product from its latent representation \( X_p \). This inverse mapping function is approximated by training a decoder architecture with the objective of minimizing the mean squared error of image feature reconstruction -

\[
\arg \min_{M^{-1}} \sum_{v \in \mathcal{P}_{\text{warm}}} \| f_v - f'_p \|_2^2
\]

(2)

Where \( f'_p = M^{-1}(X_p) \). It is to be noted that the auxiliary task is optimized only when \( v \in \mathcal{P}_{\text{warm}} \). This implies that users have a single loss function while products have two different loss functions which are optimized simultaneously in a multi-task learning fashion. When a node \( v \) is observed in the training corpus, the loss can be written as -

\[
\mathcal{L}(v) = \begin{cases} 
-w \log(\sigma(X_v \cdot X_c)) & v \in \mathcal{U} \\
 w_1(-w \log(\sigma(X_v \cdot X_c))) + w_2\| f_v - f'_p \|_2^2 & v \in \mathcal{P}_{\text{warm}} 
\end{cases}
\]

(3)

Here \( w_1 \) and \( w_2 \) are trainable weights used for combining the Skip-Gram and image reconstruction losses. We follow the approach introduced in [18] for learning these weights.

Once the embeddings and the inverse mapping \( M^{-1}(\cdot) \) have been learned, the function \( M(\cdot) \) is approximated by training a deep autoencoder for reconstructing the product image features for each product \( p \in \mathcal{P}_{\text{warm}} \). The autoencoder has \( M^{-1}(\cdot) \) as the decoder while the encoder attempts to approximate \( M(\cdot) \). Weight updates are not allowed in the decoder, therefore \( M^{-1}(\cdot) \) remains unchanged during the training process. An overview of the proposed architecture is presented in Figure 1.

Implementation Details: We implemented our model in Pytorch. The decoder architecture \( M^{-1}(\cdot) \) consists of 5 fully connected layers with [256, 512, 1024, 2048, I] neurons respectively (I = 4096). Each layer has relu activation and dropout regularization with dropout probability set to 0.5. The encoder \( M(\cdot) \) follows the same architecture. Adam optimizer with learning rate 1e-3 is used for parameter updates. To fully utilize GPU acceleration, we use a batch wise implementation and ensure each batch homogeneously comprises either users or products as we iterate over the Skip-Gram corpus. Training on our largest dataset requires around 30 minutes on a Nvidia Quadro P5000 GPU. We provide our implementation here.

4 EXPERIMENTS

We perform experiments on real-world datasets to evaluate the VASG embeddings. Our experiments attempt to answer the following research questions - (i) Can the embeddings generate personalized recommendations for each user? (ii) Can the embeddings identify product to product relationships? (iii) What are the properties displayed by the learned embedding space? (vi) How do different components and hyper-parameters of the proposed framework affect its performance?

4.1 Datasets

Four subcategories under the “Clothing, Shoes & Jewelry” dataset from Amazon Product Reviews [22] are used for our experiments. The selected subcategories are - Men, Women, Shoes and Jewelry. The dataset is pre-processed to remove users that do not have sufficient purchase history. Users with \( |\mathcal{P}_u| < 5 \) are discarded from the datasets. Users’ rating history and product image features are used in our framework. Product metadata is also available, however it not utilized for learning embeddings. Only image URLs are used for retrieving images for the purpose of visualization. Product image features were extracted using a pre-trained Caffe reference model [16], with 5 convolutional layers followed by 3 dense layers. The feature vector is obtained by taking the output of the second dense layer (FC7) of this network and has length \( l = 4096 \). The details of the datasets are specified in Table 1.

The training and test sets are created by following the leave one out protocol described by [14]. For each user \( u \), one random product rated by the user is used for testing, while the remaining products are used for training. Two subsets of the test set are created for testing in warm start and completely cold start setting: \( \mathcal{T}_{\text{warm}} = \)

\[ \text{Link to repository. Will be released at the time of publication.} \]
Table 2: AUC values on the test sets. The best scores are bold-faced. Refer Section 4.2

| Dataset     | Setting       | RAND  | WBOI  | VBPR  | VASG  |
|-------------|---------------|-------|-------|-------|-------|
| Women       | Warm Products | 0.4998| 0.6134| 0.7982| **0.8964** |
|             | Cold Products | 0.5001| 0.5912|       | **0.7596** |
| Men         | Warm Products | 0.4897| 0.6468| 0.7753| **0.8758** |
|             | Cold Products | 0.4954| 0.6094|       | **0.7061** |
| Shoes       | Warm Products | 0.5023| 0.6318| 0.8116| **0.8972** |
|             | Cold Products | 0.4995| 0.5846|       | **0.7261** |
| Jewelry     | Warm Products | 0.4987| 0.6087| 0.7629| **0.8801** |
|             | Cold Products | 0.5003| 0.5704|       | **0.7134** |

\[(u, p) \mid u \in U; p \in \mathcal{P}_{\text{warm}}\] and \[T_{\text{cold}} = \{(u, p) \mid u \in U; p \in \mathcal{P}_{\text{cold}}\}.\] Here \(T_{\text{warm}}\) and \(T_{\text{cold}}\) are approximately equal in size.

### 4.2 Making Personalized Recommendations

VASG embeddings can be used for generating recommendations by searching for relevant products in the vicinity of corresponding users in the learned latent space. We evaluate this ability to generate personalized recommendations in a Bayesian Personalized Ranking (BPR) scenario. BPR based methods \cite{14, 28} learn a rating prediction function by optimizing pairwise rankings of products w.r.t. to users. Predicted rankings are then evaluated using the well known AUC function by optimizing pairwise rankings of products w.r.t. to users.

\[
\text{AUC} = \frac{1}{|T_{\text{test}}|} \sum_{u \in T_{\text{test}}} \frac{1}{|P - P_u|} \sum_{p_j \in P - P_u} 1((u, p_{\text{test}}) > (u, p_j))
\]

where \(T_{\text{test}}\) corresponds to \(T_{\text{warm}}\) or \(T_{\text{cold}}\) and \(u, p_{\text{test}} \in T_{\text{test}}\). Here, \(1(.)\) is an indicator function which evaluates if \(p_{\text{test}}\) has been ranked higher than \(p_j\) for user \(u\). BPR based methods rank products using the learned rating prediction function. We evaluate VASG embeddings for ranking products using the cosine similarity between corresponding user and product embeddings.

#### 4.2.1 Baselines

We compare the proposed embeddings against the raw image features and against a state-of-the-art visually aware BPR method:

- **RAND (Random)** - Product rankings are decided randomly for all users.
- **WBOI (Weighted Bag Of Images)** - User embeddings are directly computed using the image features corresponding to the products purchased by him. The rating weighted mean of image features is used as the user embedding and ranks are computed using cosine similarity as described above.
- **VBPR (Visual Bayesian Product Ranking)** - Introduced by \cite{14}, VBPR incorporates visual factors to the BPR framework by using product image DeepCNN features in its rating prediction function.

#### 4.2.2 Results

The entire pipeline for VASG with \(D = 100\) is run 5 times and the averaged results are reported in Table 2. The results for VBPR are calculated using 20 latent factors and 100 visual factors. Results are reported on the set \(T_{\text{warm}}\) (Warm Products) and for on \(T_{\text{cold}}\) (Cold Products) separately. VASG embeddings for cold start products are found using the mapping \(M(.)\). Since latent factors for cold start products are not available in VBPR, computing its results on the set \(T_{\text{cold}}\) is infeasible.

VASG embeddings show an average improvement of 3.84% over VBPR in the warm start setting. The AUC scores drop in the cold start setting, however they are significantly better than the WBOI baseline. This drop in performance can be explained by imperfections in the approximation of the mapping function \(M(.)\).

### 4.3 Identifying Product Relationships

We expect the embeddings corresponding to co-purchased products to be similar. The evaluation strategy used by McAuley et al. (IBR) \cite{22} is followed for identifying product relationships using VASG embeddings. IBR uses product DeepCNN image features to learn a parametric distance function by maximizing the probability of correctly identifying co-purchased product pairs. Formally, two products \(p_i\) and \(p_j\) share a relation \(R_{ij}\) if they have been purchased by the same user. This relation is termed as an "also bought" relation in IBR. We attempt to correctly identify co-purchased product pairs using the cosine similarity between the VASG embeddings. The test set is restructured in the following manner for reporting the results - A set of positive relation pairs \(R = \{(p_i, p_j) \mid \exists R_{ij}\}\) and a set of negative relation pairs \(Q = \{(p_i, p_j) \mid \nexists R_{ij}\}\) is constructed such that \(|R| = |Q|; p_i \in \mathcal{P}\). A positive relation is identified when \(\text{cosine similarity}(X_i, X_j) > t\), where \(X_i\) is the VASG embedding corresponding to \(p_i\) and \(t\) is a manually assigned threshold. The accuracy of identifying co-purchased product pairs is reported on the combined set \(R \cup Q\).

#### 4.3.1 Baselines

Since \(|R| = |Q|\), random classification is 50% accurate. In addition, the performance of VASG embeddings is compared to the following methods:

- **INN (Image Nearest Neighbours)** - Cosine similarity between the DeepCNN image features \(f_i, f_j\) are used for identifying relationships in the same manner as described above.
- **IBR (Image Based Recommendations)** - As described above, this method is trained on all co-purchased product pairs occurring in the training set.

#### 4.3.2 Results

The entire pipeline for VASG with \(D = 100\) is run 5 times and the averaged results are reported in Table 3. For IBR, the rank of the Mahalanobis transform is set to 100 for fair comparison. Here, VASG embeddings show an average improvement of 19% over INN, however they do not outperform IBR which shows significantly better results across all datasets. However it should be noted...
Figure 2: 2D visualizations of VASG embeddings (a) PCA projections of 100 dimensional embeddings for each dataset. Here 200 randomly selected products are plotted (b) t-SNE projections of 100 dimensional embeddings for each dataset. Here products purchased by 4 randomly selected users are plotted. Products corresponding to the same user have the same frame colour.

5 ANALYSIS OF EMBEDDINGS

Embedding Visualization. We visualize the learned embeddings in lower dimensions to understand the information captured. We plot 2D projections of a random set of products from each dataset in Figure 2(a). Here dimensions are reduced using Principal Component Analysis (PCA). A variance in the visual appearance of the products can be seen when we travel along the axes in these plots. For example in the Men dataset, the x-axis is populated with watches while the y-axis contains clothing related items like t-shirts. A similar trend can be observed for the Women and Shoes dataset, however, the plot for the Jewelry dataset looks noisy. Next, we visualize groups of products which have been purchased by specific users in Figure 2(b). Here we select 4 random users and plot all the products purchased by them. Dimensions are reduced using t-SNE with the perplexity parameter set to 30. Products corresponding to a specific user are marked by the colour of the frame around them. In case of co-purchased products, the frame colour is chosen randomly. It can be seen that products purchased by the same user have been clustered together. These plots show that the leaned embeddings can simultaneously capture the visual properties and the purchase history of a product.

Linear relationships. Skip-Gram word embeddings are known to follow a linear algebraic structure where embeddings display associative properties (shown by the famous example vector(â‘Kingâ‘)
Then we say that \( p \) is a user specific recommendation generated for the user \( u_2 \) having a query product \( p_1 \). To test this methodology, we sample 10,000 pairs of \( u_1, u_2 \) and find the nearest neighbour of the point \( X_{p_1} + X_{u_2} - X_{u_1} \), using cosine distance, from the set \( \mathcal{P} \) and treat them as recommendations generated by VASG. We obtained a precision@5 of 89.7% in the Men dataset. Figure 3. shows some of the recommendations generated by this methodology. Approximately speaking, here a product \( p \in \mathcal{P} \) such that

\[
\text{cosine similarity}(X_{p_1} - X_{u_1} + X_{u_2}, X_p) \approx 1
\]

Influence of the auxiliary decoder. We study how VASG’s performance is affected by removing the auxiliary decoder. This reduces the proposed architecture to the general Skip-Gram model. We evaluate the performance of making personalized recommendations in the set \( T_{\text{warm}} \). The performance drops by an average of 2.4% on the Women, Men and Shoes dataset while the performance remains almost consistent for the Jewelry dataset. This indicates that addition of visual features improves the conventional Skip-Gram embeddings.

7 CONCLUSION

In this paper, we proposed a novel embedding learning architecture, VASG, which incorporates visual features into the Skip-Gram model. This model has two different loss functions depending on whether a user or a product is observed during training. VASG embeddings can be used for making personalized recommendations using nearest neighbour searches in the learned latent space. In addition, this framework enables us to find embeddings for cold start products which have never been observed during training. The embeddings are trained on real world datasets and extensive analysis brings forward several interesting properties captured by them.
There are multiple potential directions in which this work can be extended. Use of effective negative samples while training can enable us to learn a more refined latent space. Adversarial training can be used to reconstruct product images using Generative Adversarial Networks conditioned on the Skip-Gram embeddings. Additional auxiliary tasks which bring information from other modalities can be added to central Skip-Gram architecture. VASG embeddings can be also be incorporated into frameworks like SVDFeature for predicting ratings.
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