CONVERGENCE RATE TO EQUILIBRIUM FOR CONSERVATIVE SCATTERING MODELS ON THE TORUS: A NEW TAUBERIAN APPROACH
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ABSTRACT. The object of this paper is to provide a new and systematic tauberian approach to quantitative long time behaviour of $C_0$-semigroups $(\mathcal{V}(t))_{t \geq 0}$ in $L^1(\mathbb{T}^d \times \mathbb{R}^d)$ governing conservative linear kinetic equations on the torus with general scattering kernel $k(v, v')$ and degenerate (i.e. not bounded away from zero) collision frequency $\sigma(v) = \int_{\mathbb{R}^d} k(v', v) m(dv')$, (with $m(dv)$ being absolutely continuous with respect to the Lebesgue measure). We show in particular that if $N_0$ is the maximal integer $s \geq 0$ such that

$$\frac{1}{\sigma(\cdot)} \int_{\mathbb{R}^d} k(\cdot, v) \sigma^{-s}(v)m(dv) \in L^\infty(\mathbb{R}^d)$$

then, for initial datum $f$ such that

$$\int_{\mathbb{T}^d \times \mathbb{R}^d} |f(x, v)| \sigma^{-N_0}(v) d\mathbf{x} m(sv) < \infty$$

it holds

$$||\mathcal{V}(t)f - \eta_f \Psi||_{L^1(\mathbb{T}^d \times \mathbb{R}^d)} = \frac{\varepsilon_f(t)}{(1 + t)^{N_0 - 1}}, \quad \eta_f := \int_{\mathbb{R}^d} f(x, v) d\mathbf{x} m(sv)$$

where $\Psi$ is the unique invariant density of $(\mathcal{V}(t))_{t \geq 0}$ and $\lim_{t \to \infty} \varepsilon_f(t) = 0$. We in particular provide a new criteria of the existence of invariant density. The proof relies on the explicit computation of the time decay of each term of the Dyson-Phillips expansion of $(\mathcal{V}(t))_{t \geq 0}$ and on suitable smoothness and integrability properties of the trace on the imaginary axis of Laplace transform of remainders of large order of this Dyson-Phillips expansion. Our construction resorts also on collective compactness arguments and provides various technical results of independent interest. Finally, as a by-product of our analysis, we derive essentially sharp “subgeometric” convergence rate for Markov semigroups associated to general transition kernels. MSC: primary 82C40; secondary 35F15, 47D06
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1. Introduction

The object of this paper is to provide $L^1$-rates of convergence to equilibrium for conservative linear kinetic equations of the form

$$\partial_t f(x,v,t) + v \cdot \nabla_x f(x,v,t) + \sigma(x,v)f(x,v,t) = \int_V k(x,v,v')f(t,x,v')m(dv'), \quad (1.1)$$

for $(x,v) \in \mathbb{T}^d \times V$, and $t \geq 0$ where

$$\sigma(x,v) = \int_V k(x,v',v)m(dv'), \quad (x,v) \in \mathbb{T}^d \times V.$$

Here $V \subset \mathbb{R}^d$ is the support of a nonnegative Borel measure $m$ while $\mathbb{T}^d$ is the $d$-dimensional torus

$$\mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d.$$

For simplicity, we will assume that the Lebesgue measure on the torus is normalized i.e. $|\mathbb{T}^d| = 1$.

1.1. Assumptions and main result. This class of equation was dealt with in [34, 36] for a general class of velocity measures $m(dv)$. A key result in [34] is that the semigroup governing (1.1) has a spectral gap if and only if

$$\lim_{t \to \infty} \inf_{(x,v) \in \mathbb{T}^d \times V} \int_0^t \sigma(x + tv, v)dt > 0.$$

In this case, there exists automatically an invariant density and the latter is exponentially stable (i.e. the semigroup converges exponentially, in operator norm, to the spectral projection associated to the invariant density). The existence and the stability of an invariant density in the
degenerate case
\[
\lim_{t \to \infty} \inf_{(x,v) \in \mathbb{T}^d \times V} \int_0^t \sigma(x + tv, v) dt = 0
\] (1.2)
are dealt with systematically in [36]. The stability of the invariant density (i.e. the strong convergence of the semigroup to its ergodic projection) is not quantified and is obtained either by means of general results on partially integral semigroups [39] or by means of a 0 – 1 law for semigroups [35]. We provide also in Remark 6.4 below a third approach via Ingham tauberian theorem.

Our object here, in a continuation of [36], is to provide rates of convergence to equilibrium in the spirit of our recent construction on collisionless kinetic semigroups with boundary operators [27]. To this end, we restrict ourselves to space homogeneous scattering kernel
\[ k(x, v, v') = k(v, v') \]
(and consequently \( \sigma(x, v) = \sigma(v) \)) where the degeneracy condition (1.2) amounts to
\[
\inf_{v \in V} \sigma(v) = 0.
\] (1.3)
The non homogeneous case is left open even if we suspect that a similar, albeit much more technical, construction is possible in that case. We also assume that
\[ \sigma \in L^\infty(V) \quad \text{and} \quad \sigma(v) = \int_V k(v', v) m(dv'), \quad v \in V. \] (1.4)
We will see in Assumption 1.5 that we will restrict ourselves to the case in which \( m \) is absolutely continuous with respect to the Lebesgue measure
\[ m(dv) = m(v) dv \]
for some nonnegative weight function \( m : V \to \mathbb{R}^+ \) satisfying some technical regularity assumption (see (1.13) for details). The specific nature of the Lebesgue measure is used only once (in the proof of Lemma 3.8) and could be avoided at the cost of more technical calculations. We have not tried to elaborate on this point here because the whole construction given in the paper is already quite involved. We however insist on the fact that the choice of the Lebesgue measure seems to be only technical. We denote by
\[ X_0 := L^1(\mathbb{T}^d \times V, dx \otimes m(dv)) \]
endowed with its usual norm \( \| \cdot \|_{X_0} \). More generally, for any \( s \in \mathbb{R} \), we set
\[ X_s := L^1(\mathbb{T}^d \times V, \max(1, \sigma(v)^{-s}) dx \otimes m(dv)) \]
with norm \( \| \cdot \|_{X_s} \). Notice that the absorption semigroup \((U_0(t))_{t \geq 0}\) given by
\[ U_0(t)f(x, v) = \exp(-\sigma(v)t) f(x - tv, v), \quad t \geq 0, f \in X_0 \] (1.5)
has zero type in \( X_0 \):
\[ \omega(U_0) = 0 \]
under the degeneracy condition (1.3). The generator of \((U_0(t))_{t \geq 0}\) is given by
\[ \mathcal{A} f(x, v) = -v \cdot \nabla_x f(x, v) - \sigma(v) f(x, v), \quad f \in \mathcal{D}(\mathcal{A}) = \{ f \in X_0 \ ; \ v \cdot \nabla_x f \in X_0 \} . \]
We introduce the operator, acting in the \( v \)-variable only,
\[ \mathcal{K} f(v) = \int_V k(v, v') f(v') m(dv'), \quad f \in L^1(V) = L^1(V, dm). \] (1.6)
Due to \((1.4)\), one sees first that 
\[ K \in \mathcal{B}(X_0), \quad \|K\|_{\mathcal{B}(X_0)} \leq \|\sigma\|_{\infty} \]
and also that 
\[ K \in \mathcal{B}(X_{-1},X_0), \quad \|K\|_{\mathcal{B}(X_{-1},X_0)} = 1. \]

The fact that \(K\) is a bounded operator in \(X_0\) implies that \(A+K\) is the generator of a \(C_0\)-semigroup \((V(t))_{t \geq 0}\) in \(X_0\) given by 
\[ V(t) = \sum_{n=0}^{\infty} U_n(t), \quad t \geq 0 \]
where 
\[ U_{n+1}(t) = \int_0^t U_n(t-s)KU_0(s)ds = \int_0^t U_0(t-s)KU_n(t-s)ds, \quad n \in \mathbb{N}, \quad t \geq 0. \]

Introduce the following notation, for any \(s \in \mathbb{R}\)
\[ \vartheta_s(w) := \frac{1}{\sigma(w)} \int_{V} \sigma^{-s}(v)k(v,w)m(dv), \quad w \in V. \quad (1.7) \]

The results of the present paper are based upon several sets of Assumptions. The first fundamental assumptions are the following which are at the basis of the underlying method:

**Assumption 1.1.** Assume that \(K : L^1(V) \to L^1(V)\) is a weakly compact operator of the form \((1.6)\) which satisfies the following

1. For any \(v \in V\)
\[ \sigma(v) = \int_{V} k(v,w)m(dw), \quad (1.8) \]
with \(\sigma \in L^\infty(V)\) and
\[ \inf_{v} \sigma(v) = 0. \quad (1.9) \]

2. There exists some (maximal) integer \(N_0 \geq 1\) such that
\[ \vartheta_{N_0} \in L^\infty(V). \quad (1.10) \]

3. Introducing, for any \(\delta > 0\) the set
\[ \Sigma_{\delta} = \{ v \in V ; \sigma(v) \leq \delta \}, \]
we assume that
\[ \lim_{\delta \to 0^+} \sup_{w \in V} \frac{1}{\sigma(w)} \int_{\Sigma_{\delta}} k(v,w)m(dw) = 0 \quad (1.11) \]

These assumptions provide actually a new practical criteria ensuring the existence (and uniqueness) of an invariant density:

**Theorem 1.2.** Assume that \(K\) is an irreducible operator satisfying Assumptions 1.1 and the measure \(m\) is such that that there exists \(\alpha > 0\) such that, for any bounded set \(S \subset V\), there is \(c(S) > 0\) such that
\[ \sup_{\nu \in \mathbb{S}^{d-1}} m \otimes m \left( \left\{ (v,w) \in S \times S ; |(v-w) \cdot \nu| < \varepsilon \right\} \right) \leq c(S)\varepsilon^\alpha, \quad \forall \varepsilon > 0. \quad (1.12) \]

Then, there exists a unique \(\Psi \in \mathcal{D}(A)\) spatially homogeneous with
\[ \Psi(v) > 0, \quad \int_{\mathbb{T}^d \times V} \Psi(x,v)dxdm(dv) = 1 \]
such that
\[(\mathcal{A} + \mathcal{K}) \Psi = 0 = \mathcal{K}\Psi.\]

Moreover, \(\Psi \in X_{N_0-1}\).

**Remark 1.3.** We recall that \(\mathcal{K}\) is irreducible if there exists no non trivial \(\Omega \subset \mathbb{T}^d \times V\) such that \(\mathcal{K}\) leaves invariant \(L^1(\Omega)\) which is identified to the closed subspace of \(X_0\) of functions vanishing a.e. outside \(\Omega\). Practical criterion ensuring the irreducibility of \(\mathcal{K}\) is given in [36, Proposition 7]. In particular, \(\mathcal{K}\) is irreducible if \(k(v, w) > 0\) for \(m \otimes m\)-a.e. \((v, w) \in V \times V\). Notice that the existence and uniqueness of a steady solution has been obtained, under different assumptions in [36]. The approach followed here is technically different from [36] and, as said, resort to different assumptions (see Proposition 5.1 for details).

**Remark 1.4.** Notice that, if \(k(\cdot, \cdot)\) satisfies a detailed balance condition, i.e. there exists a positive spatially homogeneous density \(\mathcal{M} = \mathcal{M}(v), \mathcal{M} \in L^1(V)\) such that
\[k(v, w)\mathcal{M}(w) = \mathcal{M}(v)k(v, w), \quad \forall v, w \in V\]
then, up to a normalisation factor, \(\Psi = \mathcal{M}\) is an invariant density and assumption (1.1) is not needed for our analysis. Of course, assumption (1.12) is satisfied if \(m\) is absolutely continuous with respect to the Lebesgue measure over \(\mathbb{R}^d\) which is the framework we will further adopt in the paper.

A second set of Assumptions, most of technical nature, is the following

**Assumption 1.5.** The measure \(m(dv)\) is absolutely continuous with respect to the Lebesgue measure
\[m(dv) = m(v)dv\]
for some weight function \(m\) such that
\[
\sup_{v \in V} |v \cdot \nabla_v \log m(v)| < \infty. \tag{1.13}
\]

Moreover, the kernel \(k(v, v')\) is such that there exist two positive constants \(C_1, C_2 > 0\) such that
\[
\int_V |w \cdot \nabla_w k(v, w)| \max (1, \sigma^{-1}(v)) \, m(v)dv \leq C_1 \sigma(w) \quad \forall w \in V \tag{1.14}
\]
and
\[
\int_V |v \cdot \nabla_v k(v, w)| \, m(v)dv \leq C_2 \sigma(w) \quad \forall w \in V. \tag{1.15}
\]

**Remark 1.6.** We will comment in Subsection 1.2 below on this set of assumptions as well as to the subsequent Assumption 1.1. We only mention here that property (1.13) is satisfied for instance for weight functions of the form
\[m(v) = (1 + |v|^2)^s, \quad s \geq 0.\]

Our main result is the following

**Theorem 1.7.** Under Assumptions 1.1 and 1.5, if \((\mathcal{V}(t))_{t \geq 0}\) is an irreducible semigroup then for any \(f \in X_{N_0}\) there exist a constant \(C_f > 0\) and
\[\Theta_f \in C_0(\mathbb{R}, X_0) \cap L^1(\mathbb{R}, X_0)\]
such that
\[
\|\mathcal{V}(t)f - \Theta_f\Psi\|_{X_0} \leq \frac{C_f}{(1+t)^{N_0-1}} \epsilon(t) \quad \forall t \geq 0, \tag{1.16}
\]
where \( \varrho_f := \int_{\mathbb{T}^d \times V} f(x, v)dx \, m(dv) \) and
\[
\varepsilon(t) = \frac{1}{1 + t} + \left\| \int_{-\infty}^{\infty} \exp (i \eta t) \Theta_f(\eta) \, d\eta \right\|_{X_0}, \quad \lim_{t \to \infty} \varepsilon(t) = 0. \tag{1.17}
\]
Moreover, for any \( p > 4 \), there is some positive constant \( K = K(p) > 0 \) such that
\[
\left\| \int_{-\infty}^{\infty} \exp (i \eta t) \Theta_f(\eta) \, d\eta \right\|_{X_0} \leq K \left( \omega_f \left( \frac{\pi}{t} \right) \right)^{\frac{4}{p}} \quad \forall t \geq 1 \tag{1.18}
\]
where \( \omega_f : \mathbb{R}^+ \to \mathbb{R}^+ \) denotes the minimal modulus of uniform continuity of the mapping \( \Theta_f \).

**Remark 1.8.** Notice that \( (\mathcal{V}(t))_{t \geq 0} \) is irreducible if there is no invariant subspace \( L^1(\Omega) \) of \( \mathcal{X}_0 \) left invariant by \( \mathcal{V}(t) \) for any \( t \geq 0 \). One can prove that if \( K \) is irreducible then so is \( (\mathcal{V}(t))_{t \geq 0} \) (see [36, Proposition 7]).

**Remark 1.9.** Recall that, in Assumption 1.1, we assumed \( N_0 \geq 1 \) to be an integer. Without such an assumption, i.e if \( N_0 = [N_0] + \alpha, \alpha \in (0, 1) \), our main decay rate will then read
\[
\| (\mathcal{V}(t)f - \varrho_f \Psi ) \|_{X_0} \leq \frac{C_f}{(1 + t)^{[N_0] - 1}} \varepsilon(t) \quad f \in \mathcal{X}_{N_0}.
\]
In that case, we believe that, for concrete examples of collision kernel \( k(v, v') \), it should be possible to explicit \( \varepsilon(t) \) through an identification of the modulus of continuity of \( \Theta_f \) in terms of the non-integer part \( \alpha = N_0 - [N_0] \).

Here above and in all the sequel, for any Banach space \( (X, \| \cdot \|_X) \) and any \( k \in \mathbb{N} \), we set
\[
\mathcal{C}_0^k(\mathbb{R}, X) = \left\{ h : \mathbb{R} \to X \; ; \; \text{of class } \mathcal{C}^k \text{ over } \mathbb{R} \right\}
\]
and such that
\[
\lim_{|\eta| \to \infty} \left\| \frac{d^j}{d\eta^j} h(\eta) \right\|_X = 0 \quad \forall j \leq k
\]
and we endow \( \mathcal{C}_0^k(\mathbb{R}, X) \) with the norm
\[
\| h \|_{\mathcal{C}_0^k(\mathbb{R}, X)} := \max_{0 \leq j \leq k} \sup_{\eta} \left\| \frac{d^j}{d\eta^j} h(\eta) \right\|_X
\]
which makes it a Banach space. We of course adopt the notation \( \mathcal{C}_0(\mathbb{R}, X) = \mathcal{C}_0^0(\mathbb{R}, X) \).

The above main result of the paper provides an explicit decay of the solution to (1.1). We strongly believe however that the interest of the present paper goes far beyond the mere convergence rate but it paves the way to a general abstract tauberian approach to the convergence rate of perturbed stochastic semigroup [28]. Moreover, because of the use of several fine collective compactness results and decay of Dyson-Phillips iterates, the paper contains several intermediate results of fundamental interest.

We can already mention that the function \( \Theta_f(\eta) \) appearing in (1.18) is related to suitable derivatives of the trace along the imaginary axis \( \lambda = i \eta \in \mathbb{R} \) of the Laplace transform of suitable (large order) reminder of the Dyson-Phillips series defining the semigroup \( (\mathcal{V}(t))_{t \geq 0} \). See Theorem 2.6 and its proof in Section 2 for a more precise statement.
It is important to mention that, as a direct by-product of our construction, our analysis covers also the important case in which the initial datum \( f_0 \) is independent of \( x \). In that case, the general solution \( f(x, v, t) = f(v, t) \) is also independent of \( x \) and satisfies the *spatially homogenous* version of (1.1) which can be rewritten as

\[
\partial_t f(v, t) = \int_v \left[ k(v, v') f(t, v') - k(v', v) f(t, v) \right] m(\mathrm{d}v').
\]  

(1.19)

Models governed by eq. (1.19) are ubiquitous in the study of Markov processes and results like our main Theorem 1.7 provide in this case an estimate of the decay rate for the transition probability semigroup of a continuous time Markov jump process. For such jump processes, roughly speaking, positive lower bound on the transition kernel \( k(v, v') \) induces exponential convergence of the stochastic processes (this case is refer to as the “geometric case” in the study of Markov processes) whereas our degeneracy condition (1.9) prevents such an exponential convergence. Our result provides therefore a (seemingly sharp) “subgeometric” convergence rate for these kinds of processes. Our construction is quite involved and relies on various technical results of independent interest. As far as we know, most of our results are new and appear here for the first time.

1.2. About Assumptions 1.1 and 1.5. Let us comment a bit about Assumptions 1.1–1.5, referring the reader to the subsequent Section 2 for more details on that matter. We first observe that the conservative assumption (1.8) is natural to deal with Markov semigroups whereas, as said already, the degeneracy condition (1.9) is the one which prevents the existence of a spectral gap.

As illustrated by the above Theorem 1.7, the decay rate is *prescribed* by the maximal gain of integrability that the boundary operator is able to provide through the function \( \vartheta_N \), where we notice that

\[
\mathcal{K} \in \mathcal{B}(X_{-1}, X_{N_0}), \quad \|\mathcal{K}\|_{\mathcal{B}(X_{-1}, X_{N_0})} \leq \|\vartheta_N\|_\infty.
\]  

(1.20)

This illustrates the fundamental role of (1.10) in Assumption 1.1. The fact that we assume here \( N_0 \) to be an integer is an artefact of the approach we follow since, as established in Theorem 2.6, \( N_0 - 1 \) is also the maximal regularity of the trace function \( \Upsilon_n(\eta)f \) we can derive for \( f \in X_N \).

We already pointed out that a consequence of Assumptions 1.1 concerns the existence of an invariant density \( \Psi \) in Theorem 1.2 since it allows to apply the results from [36]. Moreover, (1.11) is the cornerstone hypothesis to establish that there exists \( q > 0 \) such that

\[
\{ [{\mathcal{K}{\mathcal{R}}}(\lambda, A)]^q ; 0 \leq \Re \lambda \leq 1 \} \subset \mathcal{B}(X_0)
\]  

is collectively compact

(1.21)

in Theorem 2.4. All these consequences of Assumptions 1.1 are the fundamental brick on which we build our theory. The role of Assumptions 1.5, on the contrary, is more of technical nature. Indeed, Assumptions 1.5 are technical requirements which allow to deduce the decay rate of iterates of \( \mathcal{K}{\mathcal{R}}(\lambda, A) \) on the imaginary axis with respect to \( |\Im \lambda| \). We refer to Theorem 2.4 and especially (2.11) for a precise statement. In particular, under such an assumption, we point out (see (2.12)) that

\[
\int_{|\eta| > 1} \| [{\mathcal{R}(i\eta, A)}] \mathcal{K}\|_{\mathcal{B}(X_0)} \, \mathrm{d}\eta < \infty
\]

for any \( p > 3 \) which is crucial for the estimate (1.18).

We wish to insist here on the fact that the assumption (1.11) is the one ensuring the above collective compactness (1.21) whereas (1.14)–(1.13) (together with the fact that \( m(\mathrm{d}v) \) is absolutely continuous w. r. t. the Lebesgue measure) are those assumptions which provide *quantitative estimates* on the behaviour of iterates of \( \mathcal{K}{\mathcal{R}}(\lambda, A) \). In particular, all the results of the paper which
resort only on some qualitative properties of $\mathcal{K}R(\lambda, A)$ remain valid without the assumptions (1.14)–(1.13). See for instance Theorem 6.3 and Remark 6.4 for an example of such qualitative results.

1.3. **Related literature.** A very precise exposition of modern tools developed for the convergence to equilibrium and stability of Markov processes is the monograph [30]. The bibliography about exponential convergence (geometric case) for such processes is too vast and, since our main purpose in the present work is rather the study of kinetic equation like (1.1), we refer the reader to [14] for a nice introduction to the field. We only mention here that such geometric convergence results usually resort to hypocoercivity results and Harris-type results (see for instance [13] for an application of Harris-type techniques to the study of fragmentation equation) or to a careful spectral analysis of the associated semigroup (see [37, 38] for very recent application to fragmentation models). For subgeometric convergence to equilibrium, a somehow concurrent approach (well-adapted to nonlinear models) is the so-called entropy method which consists in quantifying the entropy dissipation properties of the collisional operator to deduce establish the algebraic rate of convergence of the entropy (this, in turn, provides a decay in the usual $L^1$-norm thanks to Csiszar-Kullback inequality). For linear model, this method has been applied in [12] for the linear Boltzmann equation or its relaxation model caricature [9].

For subgeometric convergence to equilibrium of Markov processes, Harris-type tools have been develop in the probabilistic community (see for instance [20, 6]) and we refer again the reader to [14] for a thorough description of such results. Subgeometric convergence rates have also been studied for classical models as the Fokker-Planck equation [23] and, for spatially homogeneous linear Boltzmann equation in a previous contribution by the authors [26].

As far as spatially inhomogeneous kinetic equations are concerned, the question of estimating the speed of approach to equilibrium for a non-homogeneous, linear transport equation with degenerated total scattering cross-section has been considered mainly in the context of the linearized Boltzmann or Landau equation (see for instance [10, 15] to mention just a few relevant results). Spectral gap estimates via the so-called hypocoercivity method have been derived in a $L^2$-setting in [19, 21] while algebraic rate of convergence towards the equilibrium, still in the $L^2$ setting, has been established in [18] norm is established for a case in which the cross-section $\sigma$ is depending on $x$ and vanishes in some portion of the space. We also mention the recent contribution [7] in which a decay similar to the one in Theorem 1.7 is obtained in a $L^2$ framework.

For a purely $L^1$–approach, the literature on the field is scarcer. We mention the contribution [34] and [11] which prove the existence of a spectral gap if $\sigma$ is bounded for below by means of spectral analysis and Harris-type results respectively. Harris-type of results are actually providing subgeometric rate of convergence for linear Boltzmann equation with weak confining potentials in [11].

For “subgeometric” convergence to equilibrium for the degenerate linear kinetic equations (1.1) on the torus, as far as we know, the only previous work providing results similar to those obtained in the present paper is [24] in which $(V; m(dv))$ is a probability space (we change slightly the quick presentation of this work in order to compare it to ours). The main assumption
in \([24]\) is then
\[
\begin{cases}
k(\cdot, \cdot) \in L^\infty(V \times V, m \otimes m), \\
\int_V k(v, v') m(\mathrm{d}v') = \int_V k(v', v) m(\mathrm{d}v'), \quad k(v, v') \leq C \sigma(v) \sigma(v') \\
\int_V \sigma^{-a}(v) m(\mathrm{d}v) < \infty
\end{cases}
\tag{1.22}
\]
for some (maximal) \(a > 0\). The analysis of \([24]\) is carried out in the space
\[
W_a := \left\{ f \in X_0 : \|f\|_{W_a} := \sum_{p \in \mathbb{Z}^d} \left\| \hat{f}(p) \right\|_{L^1(\mu_a)} < \infty \right\}
\]
where, for any Fourier mode \(p \in \mathbb{Z}^d\), \(\hat{f}(p)\) is the Fourier transform of \(f\) in the \(x\)-variable
\[
\hat{f}(p, \cdot) = \int_{\mathbb{T}^d} f(x, \cdot) \exp(i x \cdot p) \, \mathrm{d}x, \quad p \in \mathbb{Z}^d
\]
and
\[
\left\| \hat{f}(p) \right\|_{L^1(\mu_a)} = \int_V \left| \hat{f}(p, v) \right| \sigma^{-a}(v) m(\mathrm{d}v), \quad p \in \mathbb{Z}^d.
\]
Under assumption (1.22), the main result in \([24]\) is a convergence rate towards equilibrium of the type
\[
\|\Psi(t)f - \varrho_f1_{\mathbb{T}^d \times V}\|_{X_0} \leq \frac{c}{(1 + t)^a} \|f\|_{W_a}, \quad t \geq 0.
\tag{1.23}
\]
Notice that \(\|f\|_{W_a}\) is a combination of the Wiener algebra norm in space variable \(x\) and the weighted norm with weight \(\sigma^{-a}\) in velocity. Moreover, under assumption (1.22), the unique steady equilibrium state is \(\Psi = 1_{\mathbb{T}^d \times V}\). The strategy of \([24]\) is completely different from ours and is based upon some Fourier diagonalization of the transport operator \(v \cdot \nabla_x\), the inverse Laplace transform for each Fourier mode and the use of the theory of Fredholm determinants to derive (1.23). However, the result obtained is comparable to ours. Note that the boundedness of \(k(\cdot, \cdot)\) and the finiteness of the measure \(m(\mathrm{d}v)\) implies that \(K : L^1(V) \to L^1(V)\) is weakly compact whereas, under assumption (1.22), one can check without difficulty that
\[
\vartheta_{a+1}(v) = \frac{1}{\sigma(v)} \int_V \sigma^{-a-1}(v') k(v, v') m(\mathrm{d}v') \leq C \int_V \sigma^{-a}(v') m(\mathrm{d}v') < \infty
\]
i.e. (1.10) holds true with \(N_0 = [a] + 1\). Our main result gives then a decay rate like \((1 + t)^{-N_0+1} = (1 + t)^{-[a]}\). Note that the second assumption in (1.22) implies (1.11) which means that (1.22) implies all our Assumptions 1.1. However, the construction in \([24]\) is independent of our set of assumptions 1.5. Even though the class of measure \(m(\mathrm{d}v)\) is much general in \([24]\) than in our presentation, our main result Theorem 1.7 provides a sharper rate of convergence rate if \(a \in \mathbb{N}\); using \(O - o\) Landau’s notation, our result improves the \(O((1 + t)^{-a}) = O((1 + t)^{-N_0+1})\) rate in (1.23) into a
\[
o((1 + t)^{-N_0+1})
\]
rate. Moreover, our result applies to a broader class of functions since \(W_a\) is a proper subspace of \(X_{N_0-1} = X_a\). We also point out that the diagonalisation Fourier procedure makes the approach in \([24]\) difficult to adapt to the case in which \(k\) (and thus \(\sigma\)) depends on \(x\) whereas our approach appears robust enough to allow to tackle this case.
We finally mention, on a different but related topic, the recent works [4, 3] and our contribution [27] consider linear transport equation for collisionless gas in which the scattering occurs only on the boundary of a bounded region and the return to equilibrium is induced by the boundary conditions. More precisely, in [4, 3], some ad hoc Harris-type results are tailored to treat such collisionless model whereas, in our contribution [27], a tauberian approach similar to the one we consider in the present work is devised. The results in [27] served as an inspiration for the techniques developed in the present paper.

1.4. Strategy. The general strategy to prove Theorem 1.7 is explained in full details in Section 2 in which the main steps are described. In a nutshell, we just mention here that our approach is Tauberian in essence since we will deduce the decay of the semigroup \((V(t))_{t \geq 0}\) for some fine properties of its Laplace transform along the imaginary axis \(\lambda = i\eta\). This approach combines in a robust and efficient way the so-called semigroup and resolvent approaches for the study of the long-time behaviour of transport equation (see [32] for a comprehensive description of the semigroup approach and [31] for a first account of the resolvent one). As said, inspired by our results in [27], we devise here a method which combines the two approaches. In particular, using that the semigroup \(V(t)\) is given by a Dyson-Phillips series

\[
V(t) = \sum_{n=0}^{\infty} U_n(t)
\]

(1.24)

where

\[
U_{n+1}(t) = \int_0^t U_n(t-s)K U_0(s)ds, \quad t \geq 0, \quad n \in \mathbb{N},
\]

(1.25)

and we first establish, for \(f \in X_{N_0}\) a universal decay of each of the iterated \(U_n(t)f\) as \(t \to \infty\). Second, we carefully study the behaviour of some reminder of the above Dyson-Phillips expansion

\[
S_{n+1}(t) = \sum_{k=n}^{\infty} U_k(t)
\]

and shows that its Laplace transform

\[
S_{n+1}(\lambda)f = \int_0^{\infty} \exp(-\lambda t) S_{n+1}(t) f dt, \quad \text{Re}\lambda > 0
\]

can be extended, for suitable class of functions \(f\), up to the imaginary axis \(\lambda = i\eta\) with moreover a nice decay of the Laplace transform as \(|\eta| \to \infty\). The existence of such a trace of \(S_{n+1}(\lambda)f\) is based upon some important collective compactness arguments, as introduced in [1], and the consequences of those compactness argument to the spectral theory of some of the operators defining \(S_{n+1}(\lambda)\) (see Section 3 for details). Using then the inverse Laplace transform, this allows to deduce our main decay estimate in Theorem 1.7. As said already, this very rough description is expanded in the next Section 2 which provides for a detailed description of the main technical difficulty as well as the organization of the paper (see Section 2.4).

We point out here that, even though our approach is inspired by our previous contribution [27], it differs from it in several technical and conceptual aspects. In particular, a crucial role in our analysis will be played by the family of operators

\[
M_\lambda := KR(\lambda, A), \quad \text{Re}\lambda > 0
\]
where $\mathcal{R}(\lambda, A)$ is the resolvent of $A$ which can be easily extended in a family of stochastic operators along the imaginary axis $\text{Re}\lambda = 0$ (see Section 4 for details). One can easily get convinced here by direct computations that
\[
\lim_{\varepsilon \to 0} \| M_{\varepsilon + i\eta} f - M_{i\eta} f \|_{X_0} = 0 \quad \forall f \in X_0
\]
but
\[
\sup_{\varepsilon > 0} \| M_{\varepsilon + i\eta} - M_{i\eta} \|_{\mathcal{B}(X_0)} > 0.
\]
Therefore, the mapping $\varepsilon \geq 0 \mapsto M_{\varepsilon + i\eta}$ is strongly continuous but is not continuous in the operator norm topology whereas, in our construction in [27], the analogue of $M_{\varepsilon + i\eta}$ was played by a family of boundary operators was continuous in the operator norm up to $\varepsilon = 0$. To be able to deduce spectral properties of $M_{\lambda}$ from the sole strong continuity, we have to resort to several collective compactness results proving in particular that there exists $q > 0$ such that
\[
\{ M_{q\lambda} : 0 \leq \text{Re}\lambda \leq 1 \} \subset \mathcal{B}(X_0)
\]
is collectively compact. The fact that we are dealing only with some iterate of $M_{\lambda}$ and not with $M_{\lambda}$ itself prevents us to use directly known functional analysis results linking the collective compactness and the strong convergence and forces us to tailor some specific extension of the results of [1] here. This use of collective compactness is one of main difference between the the approach followed in [27] and the one cooked up for the present contribution.

2. General strategy and main results

Our general strategy to investigate the time-decay of $\mathcal{V}(t)f$ is based upon a general and robust approach which fully exploits semigroup and resolvent interplays.

2.1. Preliminary facts. We recall that $(A + \mathcal{K}, \mathcal{D}(A))$ generates a $C_0$-semigroup $(\mathcal{V}(t))_{t \geq 0}$ given by (1.24) and (1.25) and the key basic observation is the decay of $U_0(t)$ on the hierarchy of spaces $X_k$, namely

Lemma 2.1. Given $k \geq 0$, one has
\[
\| U_0(t)f \|_{X_0} \leq \left( \frac{k}{e t} \right)^k \| f \|_{X_k}, \quad \forall t > 0, \quad f \in X_k.
\]
Moreover, for any $f \in X_{k+1}$, it holds
\[
\int_0^\infty \| U_0(t)f \|_{X_k} dt \leq \| f \|_{X_{k+1}} \quad \text{and} \quad \int_0^\infty t^k \| U_0(t)f \|_{X_0} dt \leq \Gamma(k+1) \| f \|_{X_{k+1}}
\]
where $\Gamma(\cdot)$ is the usual Gamma function.

Proof of Lemma 2.1. Let $f \in X_k$ and $t > 0$ be fixed. For simplicity, we introduce $g(x, v) = \sigma(v)^{-k}|f(x, v)|$, $(x, v) \in \mathbb{T}^d \times V$. One has then
\[
\| U_0(t)f \|_{X_0} = \int_{\mathbb{T}^d \times V} \sigma(v)^k e^{-t\sigma(v)} |g(x-tv, v)| dx m(dv)
\]
\[
= \int_{\mathbb{T}^d \times V} \sigma(v)^k e^{-t\sigma(v)} |g(y, v)| dy m(dv)
\]
where we performed the change of variable $y = x - tv$, $dy = dx$. Using the elementary inequality
\[ u^k e^{-u} \leq \left( \frac{k}{e} \right)^k \quad \forall u \geq 0 \] (2.4)
and applying it with $u = t \sigma(v)$, one has
\[
\| U_0(t)f \|_{\mathcal{X}_0} \leq \left( \frac{k}{te} \right)^k \int_{\mathbb{T}^d \times V} |g(y,v)|dy \, m(dv) = \left( \frac{k}{te} \right)^k \int_{\mathbb{T}^d \times V} \sigma(v)^{-k} |f(y,v)|dy \, m(dv)
\]
which gives (2.1). Now, one deduces also from (2.3) and Fubini’s theorem that
\[
\int_0^\infty \| U_0(t)f \|_{\mathcal{X}_k} dt \leq \int_0^\infty \| U_0(t)g \|_{\mathcal{X}_0} dt = \int_0^\infty dt \int_{\mathbb{T}^d \times V} e^{-t \sigma(v)} |g(y,v)|dy \, m(dv)
\]
\[
= \int_{\mathbb{T}^d \times V} g(y,v) |dy \, m(dv)| \int_0^\infty e^{-t \sigma(v)} dt = \int_{\mathbb{T}^d \times V} \sigma^{-1}(v) |g(y,v)| dy \, m(dv) \leq \| f \|_{\mathcal{X}_{k+1}}
\]
whereas
\[
\int_0^\infty t^k \| U_0(t)f \|_{\mathcal{X}_0} dt = \int_{\mathbb{T}^d \times V} |f(y,v)| dy \, m(dv) \int_0^\infty t^k e^{-t \sigma(v)} dt
\]
\[
= \int_{\mathbb{T}^d \times V} \sigma^{-k}(v) |f(y,v)| dy \, m(dv) \int_0^\infty (t \sigma(v))^k e^{-t \sigma(v)} dt
\]
\[
= \int_{\mathbb{T}^d \times V} \sigma^{-k-1}(v) |f(y,v)| dy \, m(dv) \int_0^\infty \tau^k e^{-\tau} d\tau
\]
where we performed the change of variable $\tau = t \sigma(v)$ in the last step. This gives the last estimate. \qed

2.2. Decay of the Dyson-Phillips iterated. We extend the decay of the semigroup $(U_0(t))_{t \geq 0}$ obtained in Lemma 2.1 to the iterates $(U_k(t))_{t \geq 0}$ for any $k \geq 1$. To do so, we first observe that for any $t \geq 0$, $U_0(t)$ commute with any multiplication operator depending on the velocity i.e.
\[
U_0(t)(\varpi f) = \varpi U_0(t)f
\]
for any $\varpi = \varpi(v) \in L^\infty(V)$. Moreover, $U_0(t)$ has an exponential decay on any region in which $\sigma$ is bounded away from zero. Namely, for any $\delta > 0$, introduce
\[
\Lambda_\delta := \{ v \in V : \sigma(v) \geq \delta \}, \quad \Sigma_\delta = V \setminus \Lambda_\delta
\]
one has
\[
\| U_0(t)1_{\Lambda_\delta} f \|_{\mathcal{X}_0} \leq e^{-t \delta} \| 1_{\Lambda_\delta} f \|_{\mathcal{X}_0} \leq e^{-t \delta} \| f \|_{\mathcal{X}_0} \quad \forall f \in \mathcal{X}_0, \quad t \geq 0.
\]
Introducing for any $\delta > 0$, the operator $K^{(\delta)} \in \mathcal{B}(\mathcal{X}_0)$ given by
\[
K^{(\delta)} f(x,v) = 1_{\Lambda_\delta} K f(x,v) \quad \forall f \in \mathcal{X}_0, \quad (x,v) \in \mathbb{T}^d \times V
\] (2.5)
as well as
\[
\overline{K}^{(\delta)} = K - K^{(\delta)},
\] (2.6)
one can check the following

**Lemma 2.2.** For any $n \in \{1, \ldots, N_0\}$,
\[
\| K - K^{(\delta)} \|_{\mathcal{B}(\mathcal{X}_0, \mathcal{X}_0)} \leq \delta^n \| \partial_n \|_{\infty}, \quad \forall 0 \leq n \leq N_0.
\] (2.7)
Having such a property in mind, we can deduce the decay of $U_k(t)$ as $t \to \infty$ for any $k \in \mathbb{N}$ resulting in

**Proposition 2.3.** Assume that

$$f \in \mathcal{X}_{N_0}$$

then, for any $n \geq 1$, there exists $C_n > 0$ such that

$$\left\| \sum_{k=0}^{n} U_k(t)f \right\|_{\mathcal{X}_0} \leq C_n \left( \frac{\log t}{t} \right)^{N_0} \|f\|_{\mathcal{X}_{N_0}} \quad \forall t > 0. \quad (2.8)$$

The proof is based on a splitting of each term $U_k(t)$ as

$$U_k(t) = U_k^{(\delta)}(t) + U_k^{(\delta)}(t)$$

where $U_k^{(\delta)}(t)$ is constructed as a Dyson-Phillips iterated involving only the operator $K^{(\delta)}$ whereas the reminder terms make appear at least once the difference $K - K^{(\delta)}$ and, as such, can be made small with respect to $\delta$ by virtue of Lemma 2.2. For the part involving only $K^{(\delta)}$, we are dealing with a Dyson-Phillips iterate associated with a collision frequency which is bounded away from zero we can deduce a full exponential decay of $U_k^{(\delta)}(t)$ and, optimizing the parameter $\delta$, we deduce the algebraic decay of $U_k(t)$. Details are given in Appendix A.

2.3. **Representation formulae for remainder terms.** On the basis of Proposition 2.3, one sees that, to capture a decay of $V(t)f$, it is enough to focus on the decay of the reminders

$$S_{n+1}(t) := V(t) - \sum_{k=0}^{n} U_k(t), \quad n \geq 0, \ t > 0. \quad (2.9)$$

This is where the resolvent approach enters in the game since it will be convenient to observe that such a reminder admits a useful representation formula as an inverse Laplace transform. We recall here that, for $\Re \lambda > 0$, the resolvent of $A + K$ exists and is given by

$$\mathcal{R}(\lambda, A + K) = \sum_{n=0}^{\infty} \mathcal{R}(\lambda, A) [K \mathcal{R}(\lambda, A)]^n \quad (2.10)$$

where the series converge in operator norm.

Before such a representation, let us explain here the main important consequences of Assumptions 1.1–1.5 we refer to Section 3 for a complete proof.

**Theorem 2.4.** If $K$ satisfies Assumptions 1.1, then there exists $q \in \mathbb{N}$ such that

$$\{[K \mathcal{R}(\lambda, A)]^q \; ; \; 0 \leq \Re \lambda \leq 1 \} \subset \mathcal{B}(\mathcal{X}_0)$$

is collectively compact. Moreover, if $K$ satisfies also Assumptions 1.5, there exists $C_0 > 0$ such that

$$\left\| [\mathcal{R}(\lambda, A)K]^2 \right\|_{\mathcal{B}(\mathcal{X}_0)} + \left\| [K \mathcal{R}(\lambda, A)]^2 \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq \frac{C_0}{\sqrt{|\lambda|}}, \quad \forall \lambda \in \mathbb{T}_+ \setminus \{0\}. \quad (2.11)$$

In particular, for any $p > 4$, there is $C_p > 0$ such that

$$\sup_{\varepsilon > 0} \int_{|\eta| > 1} \| [\mathcal{R}(\varepsilon + i\eta, A)K]^p \|_{\mathcal{B}(\mathcal{X}_0)} d\eta \leq C_p < \infty. \quad (2.12)$$
Remark 2.5. We point here that the collective compactness properties is a consequence of Assumption (1.11) and is crucial in particular for the existence of an invariant density $\Psi$ of $(V(t))_{t \geq 0}$ in Theorem 1.2 (we refer to [36] for details on that matter).

It is well-established that the reminder $S_{n+1}(t)$ of the Dyson-Phillips series here above admits the following Laplace transform:

$$\mathcal{L}_{n+1}(\lambda)f = \int_0^\infty \exp(\lambda t) S_{n+1}(t)f dt = \sum_{k=0}^{\infty} \mathcal{R}(\lambda, A) [\mathcal{K}\mathcal{R}(\lambda, A)]^{k+1} f, \quad \forall \Re \lambda > 0, f \in X_0.$$  \hfill (2.13)

This allows to express in a natural way $S_{n+1}(t)f$ as the inverse Laplace transform of $\mathcal{L}_{n+1}(\varepsilon + i\eta)$ ($\eta \in \mathbb{R}, \varepsilon > 0$) (see Proposition A.5 in Appendix A).

The crucial point in our analysis is then to extend the representation formula (A.13) up to the boundary $\varepsilon = 0$. Of course, since $0 \in \mathcal{S}(A)$ we cannot expect to define $\mathcal{R}(\lambda, A + \mathcal{K})$ for $\Re \lambda = 0$ using (2.10). However, under assumption (1.8), it is possible to extend the definition of $\mathcal{K}\mathcal{R}(\lambda, A)$ to $\lambda = 0$ by observing that

$$\lim_{\lambda \to 0} \mathcal{K}\mathcal{R}(\lambda, A) \varphi = M_0 \varphi, \quad \varphi \in X_0$$

exists with, for almost every $(x, v) \in \mathbb{T}^d \times V$,

$$M_0 \varphi(x, v) = \int_V k(v, w) m(dw) \int_0^\infty \exp(-t\sigma(w)) \varphi(x - tw, w) dt .$$

Notice indeed that, for $\varphi \in X_0, \varphi \geq 0$,

$$\|M_0 \varphi\|_0 = \int_{\mathbb{T}^d \times V} dx m(dw) \int_V k(v, w) m(dw) \int_0^\infty \exp(-t\sigma(w)) \varphi(x - tw, w) dt$$

$$= \int_{\mathbb{T}^d \times V} \varphi(y, w) dy m(dw) \int_0^\infty \exp(-t\sigma(w)) dt \int_V k(v, w) m(dw)$$

$$= \int_{\mathbb{T}^d \times V} \varphi(y, w) dy \frac{1}{\sigma(w)} m(dw) \int_V k(v, w) m(dw) = \int_{\mathbb{T}^d \times V} \varphi(y, w) dy m(dw)$$

(2.14)

where we used the change of variable $y = x - tw$ in the second identity and (1.8) for the last one. Thus, $M_0$ is stochastic, i.e. mass-preserving on the positive cone of $X_0$:

$$\|M_0 \varphi\|_{X_0} = \|\varphi\|_{X_0} \quad \forall \varphi \in X_0, \varphi \geq 0.$$  

In particular,

$$\|M_0\|_{\mathcal{L}(X_0)} = 1.$$  

More generally, it is possible to define, for any $\eta \in \mathbb{R}$

$$M_{\eta} f := \lim_{\varepsilon \to 0^+} \mathcal{K}\mathcal{R}(\varepsilon + i\eta, A) f, \quad f \in X_0.$$  

The properties of the operator $M_{\eta}$ are the cornerstone of our analysis which, somehow, culminates with the following result:
Theorem 2.6. Let Assumptions 1.1 and 1.5 be in force, Let \( f \in \mathcal{X}_{N_0} \) be such that
\[
\varrho_f = \int_{\Omega \times V} f(x, v)dx \otimes m(dv) = 0. \tag{2.15}
\]

Then, the following holds:

(1) For any \( n \geq 0 \) the limit
\[
\lim_{\varepsilon \to 0^+} \mathcal{A}_n(\varepsilon + i\eta)f,
\]
exists in \( \mathcal{C}^{-N_0-1}_0(\mathbb{R}, \mathcal{X}_0) \). Its limit is denoted \( \Upsilon_n(\eta)f \).

(2) For any \( n \geq 5 \cdot 2^{N_0-1} \), the trace function
\[
\eta \in \mathbb{R} \mapsto \Upsilon_n(\eta)f \in \mathcal{X}_0
\]
and its derivatives of order \( k \in \{0, \ldots, N_0 - 1 \} \) are integrable, i.e.
\[
\int_{\mathbb{R}} \left\| \frac{d^k}{d\eta^k} \Upsilon_n(\eta)f \right\|_{\mathcal{X}_0} d\eta < \infty \quad \forall k \in \{0, \ldots, N_0 - 1 \}.
\]

Consequently, for \( n \geq 5 \cdot 2^{N_0-1} - 1 \) and \( f \in \mathcal{X}_{N_0} \) satisfying (2.15), one has
\[
S_{n+1}(t) = \lim_{t \to \infty} \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(i\eta t) \Upsilon_{n+1}(\eta)f d\eta = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(i\eta t) \Upsilon_{n+1}(\eta)f d\eta, \quad \forall t > 0 \tag{2.16}
\]
where the convergence holds in \( \mathcal{X}_0 \) and
\[
S_{n+1}(t) = \left( \frac{-i}{t} \right)^{N_0-1} \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(i\eta t) \frac{d^{N_0-1}}{d\eta^{N_0-1}} \Upsilon_{n+1}(\eta)f d\eta \tag{2.17}
\]
holds true for any \( t \geq 0 \) where the convergence of the integral holds in \( \mathcal{X}_0 \).

We admit this result for a little while, the whole rest of the paper being devoted to a complete proof of this fundamental Theorem. Let us illustrate right away how to deduce our main result from Theorem 2.6:

Proof of Theorem 1.7. Let us fix \( f \in \mathcal{X}_{N_0} \). To prove the result, we can assume without loss of generality that \( \varrho_f = 0 \). Of course, the term \( \Theta_f(\cdot) \) is given by
\[
\Theta_f(\eta) = \frac{d^{N_0-1}}{d\eta^{N_0-1}} \Upsilon_{n+1}(\eta)f \in \mathcal{X}_0, \quad \eta \in \mathbb{R}
\]
for some suitable choice of \( n \in \mathbb{N} \). Recall first that, for any \( n \in \mathbb{N} \) and any \( t \geq 0 \)
\[
\mathcal{V}(t)f = \sum_{k=0}^{\infty} U_k(t)f = \sum_{k=0}^{n} U_k(t) + S_{n+1}(t)f
\]
where, according to Proposition 2.3,
\[
\left\| \sum_{k=0}^{n} U_k(t)f \right\|_{\mathcal{X}_0} \leq C_n \left( \frac{\log \left( \frac{1}{1 + t} \right)}{1 + t} \right)^{-N_0}, \quad \forall t \geq 0
\]
for some positive constant \( C_n \) depending on \( n \) and \( f \) (but not on \( t \)). Choosing now \( n \geq 2^{N_0-1}p \) and using (2.17), one obtains
\[
\left\| \mathcal{V}(t)f \right\|_{\mathcal{X}_0} \leq C_n (1 + t)^{-N_0-1} + t^{-N_0-1}F_n(t)
\]
where
\[
\mathcal{F}_n(t) = \left\| \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(it\eta) \frac{d^{N_0-1}}{d\eta^{N_0-1}} \Theta_{n+1}(\eta) f(\eta) d\eta \right\|_{X_0}
\]
is such that \( \lim_{t \to \infty} \mathcal{F}_n(t) = 0 \) according to Riemann-Lebesgue Theorem (recall the mapping \( \eta \mapsto \frac{d^{N_0-1}}{d\eta^{N_0-1}} \Theta_{n+1}(\eta) f(\eta) \in X_0 \) is integrable over \( \mathbb{R} \) according to (2.17)). This proves the first part of the result.

Let us now prove the second part of it. According to (2.11), one deduces very easily that, for any \( p > 4 \), there is \( C_p > 0 \) such that
\[
\| \mathcal{M}_{\eta}^p \|_{\mathcal{B}(X_0)} \leq C_p |\eta|^{-\frac{p}{4}}, \quad \forall |\eta| > 1
\]
from which, for \( R > 1 \),
\[
\int_{|\eta| > R} \left\| \mathcal{M}_{\eta}^p \right\|_{\mathcal{B}(X_0)} d\eta \leq \frac{8C_p}{p-4} R^{-\frac{p-4}{4}} =: \tilde{C}(p) R^{-\beta}, \quad \forall R > 1 \tag{2.18}
\]
with \( \beta = \frac{p-4}{4} \). Since the mapping
\[
\Theta_f : \eta \in \mathbb{R} \mapsto \frac{d^{N_0-1}}{d\eta^{N_0-1}} \Theta_{n+1}(\eta) f(\eta) \in X_0
\]
belongs to \( \mathcal{G}_0(\mathbb{R}, X_0) \), it is uniformly continuous. This allows to define a (minimal) modulus of continuity
\[
\omega_f(s) := \sup \left\{ \| \Theta_f(\eta_1) - \Theta_f(\eta_2) \|_{X_0} : \eta_1, \eta_2 \in \mathbb{R}, |\eta_1 - \eta_2| \leq s \right\}, \quad s \geq 0.
\]
The estimate then comes from some standard reasoning about Fourier transform. Namely, introducing the Fourier transform of the (Bochner integrable) function \( \Theta_f \)
as
\[
\hat{\Theta}_f(t) = \int_{\mathbb{R}} \exp(it\eta) \Theta_f(\eta) d\eta \in X_0, \quad t \geq 0
\]
one has then, since \( e^{i\pi} = -1 = \exp(i\pi t/t), t > 0, \)
\[
\hat{\Theta}_f(t) = -i \int_{\mathbb{R}} \exp \left( i\eta t + i\frac{\pi}{t} t \right) \Theta_f(\eta) d\eta = -i \int_{\mathbb{R}} \exp (i\eta t) \Theta_f \left( y - \frac{\pi}{t} \right) dy
\]
which gives, taking the mean of both the expressions of \( \hat{\Theta}_f(t) \),
\[
\hat{\Theta}_f(t) = \frac{1}{2} \int_{\mathbb{R}} \exp(i\eta t) \left( \Theta_f(\eta) - \Theta_f \left( \eta - \frac{\pi}{t} \right) \right) d\eta.
\]
Consequently, if one assumes that \( R > 2\pi \),
\[
\left\| \hat{\Theta}_f(t) \right\|_{X_0} \leq \frac{1}{2} \int_{|\eta| < R} \left\| \Theta_f(\eta) - \Theta_f \left( \eta - \frac{\pi}{t} \right) \right\|_{X_0} d\eta + \int_{|\eta| > \frac{R}{2}} \| \Theta_f(\eta) \|_{X_0} d\eta,
\]
where we used that \( \{ \eta \in \mathbb{R} : |\eta + \frac{\pi}{t} | > R \} \subset \{ \eta \in \mathbb{R} : |\eta | > R - \pi \} \subset \{ \eta \in \mathbb{R} : |\eta | > \frac{R}{2} \} \) since \( t \geq 1, R - \pi > \frac{R}{2} \). Therefore, using the modulus of continuity \( \omega_f \) and (2.18), we deduce that
\[
\left\| \hat{\Theta}_f(t) \right\|_{X_0} \leq R \omega_f \left( \frac{\pi}{t} \right) + \int_{|\eta| > \frac{R}{2}} \| \Theta_f(\eta) \|_{X_0} d\eta \leq R \omega_f \left( \frac{\pi}{t} \right) + 2^\beta \tilde{C}(p) R^{-\beta} \| f \|_{X_{N_0}}, \quad \forall R > 2\pi, \quad t \geq 1. \tag{2.19}
\]
Optimising then the parameter \( R \), i.e. choosing

\[
R = \left( \frac{2^{\beta} \beta \tilde{C}(\rho) \|f\|_{X_{N_0}}}{\omega_f\left(\frac{\rho}{\eta}\right)} \right)^{\frac{1}{\beta+1}}
\]

(up to work with \( t \geq t_0 \geq 1 \) to ensure that \( R > 2\pi \)), we obtain the desired estimate since

\[
\frac{\beta}{\beta+1} = p^{-\frac{4}{p}}.
\]

□

2.4. Organization of the paper. The rest of the paper is devoted to the proof of Theorem 2.6. More precisely, in Section 3 we deduce from Assumptions 1.1 the main collective compactness properties and decay estimates which will play a fundamental role for the proof of Theorem 2.6. In Section 4, we established the preliminary results about the regularity of some of the terms appearing in the resolvent \( R(\lambda, A + K) \) and establish the existence of some of their limit along the imaginary axis \( \lambda = i\eta, \eta \in \mathbb{R} \). In Section 5, we especially focus on the spectral properties of \( M_\lambda \) and, in a particular way, on its spectral behaviour around \( \lambda = 0 \). We use, in a crucial way in this part, Anselone’s collective compactness theory and the results established in Section 3. Section 6 establish the existence of the extension of \( R(\lambda, A + K) \) to the imaginary axis. In Section 7, we finally provide the full proof of Theorem 2.6. The paper ends with three Appendices containing several of the main technical aspects of the proofs. Namely, Appendix A is devoted to the proof of Proposition 2.3, Appendix B establishes some of the technical properties of \( M_\lambda \) used in Section 5 and Appendix C recalls the main aspects of Anselone’s collective compactness theory we use in the paper.

3. Consequences of Assumptions 1.1 and 1.5

We comment here on the main consequences of our set of Assumptions on the operator \( K \) given in Assumptions 1.1. Namely, the following two Theorems 3.1 and 3.5 provides a complete proof of Theorem 2.4.

3.1. A criterion for collective compactness of some power. We begin with by showing how Assumption 1.1 is the key argument to deduce the collective compactness of some power of \( K\mathcal{R}(\lambda, A) \) in Theorem 2.4. Our scope is to prove the following

**Theorem 3.1.** Let us assume that \( K : L^1(V) \to L^1(V) \) is a weakly compact operator and its kernel satisfies (1.8) together with (1.11). We also assume the measure \( m \) to satisfy (1.12). Then, there exists \( q \in \mathbb{N} \) such that the family of operators

\[
\{ M_\lambda^q : 0 \leq \text{Re} \lambda \leq 1 \} \subset \mathcal{B}(X_0)
\]

is collectively compact.

**Remark 3.2.** We insist here on the fact that the collective compactness provided by Theorem 3.1 is the crucial argument in the proof of an invariant density \( \Psi \) in Theorem 1.2 as obtained in [36].

The proof of Theorem 3.1 resorts on similar results in [36] and on a suitable approximation argument. We use here notations of Section 2.2. Namely, for any \( \delta > 0 \), we recall from (2.5)

\[
\mathcal{K}(\delta) : \varphi \in X_0 \mapsto \mathcal{K}(\delta) \varphi(x,v) = 1_{A_\delta}(v) \int_V k(v,w)\varphi(x,w) m(dw) \in X_0.
\]

It is clear that \( \mathcal{K}(\delta) \in \mathcal{B}(X_0) \) with \( \mathcal{K}(\delta) \varphi(x,v) \leq K \varphi(x,v) \) for any \( \varphi \in X_0, \varphi \geq 0 \). One has the following:
Lemma 3.3. For any \( n \in \mathbb{N} \),
\[
\sup_{\text{Re} \lambda > 0} \left\| \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^n - \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^n \right\|_{\mathcal{B}(\mathcal{H})} \leq n \mu_\delta
\]
where
\[
\mu_\delta = \sup_{w \in V} \frac{1}{\sigma(w)} \int_{\Sigma_\delta} k(v, w)m(dw),
\]
\( \Sigma_\delta = V \setminus \Lambda_\delta = \{ v \in V ; \sigma(v) \leq \delta \} \).

Proof. The proof is made by induction over \( n \in \mathbb{N} \). Observing that \( \mathcal{K} - \mathcal{K}^{(\delta)} \) is an integral operator of the form
\[
(\mathcal{K} - \mathcal{K}^{(\delta)}) \varphi(x, v) = 1_{\Sigma_\delta}(v) \int_V k(v, w)\varphi(x, w)m(dw)
\]
one already saw that
\[
\left\| \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) - \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right\|_{\mathcal{B}(\mathcal{H})} = \left\| (\mathcal{K} - \mathcal{K}^{(\delta)}) \mathcal{R}(\lambda, \mathcal{A}) \right\|_{\mathcal{B}(\mathcal{H})} \leq \| \mathcal{K} - \mathcal{K}^{(\delta)} \|_{\mathcal{B}(\mathcal{H}, \mathcal{H})}.
\]
Since
\[
\| \mathcal{K} - \mathcal{K}^{(\delta)} \|_{\mathcal{B}(\mathcal{H}, \mathcal{H})} = \sup_{w \in V} \frac{1}{\sigma(w)} \int_{\Sigma_\delta} 1_{\Sigma_\delta}(v)k(v, w)m(dw) = \mu_\delta
\]
this proves the result for \( n = 1 \). Let us assume the result to be true for some \( n \geq 1 \). One has
\[
\left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^{n+1} - \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^{n+1} = \left( \mathcal{K} - \mathcal{K}^{(\delta)} \right) \mathcal{R}(\lambda, \mathcal{A}) \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^n + \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^n - \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^n - \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^n.
\]
Observing that
\[
\left\| \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^n \right\|_{\mathcal{B}(\mathcal{H})} \leq \left\| \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^n \right\|_{\mathcal{B}(\mathcal{H})} \leq \left\| M_\delta \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right\|_{\mathcal{B}(\mathcal{H})} \leq 1,
\]
for any \( \text{Re} \lambda \geq 0, n \in \mathbb{N} \), one deduces that
\[
\left\| \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^{n+1} - \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^{n+1} \right\|_{\mathcal{B}(\mathcal{H})} \leq \left\| (\mathcal{K} - \mathcal{K}^{(\delta)}) \mathcal{R}(\lambda, \mathcal{A}) \right\|_{\mathcal{B}(\mathcal{H})} + \left\| \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^n - \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^n \right\|_{\mathcal{B}(\mathcal{H})}.
\]
Using the induction hypothesis, one sees that
\[
\left\| \left[ \mathcal{K} \mathcal{R}(\lambda, \mathcal{A}) \right]^{n+1} - \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^{n+1} \right\|_{\mathcal{B}(\mathcal{H})} \leq \mu_\delta + n \mu_\delta = (n + 1) \mu_\delta
\]
which proves the result. \( \square \)

We now recall some result which is somehow proven in [36, Theorem 18] (but not stated as below):
Lemma 3.4. Let us assume that $\mathcal{K} : L^1(V) \rightarrow L^1(V)$ is a weakly compact operator and its kernel satisfies (1.8) together with (1.11) while the measure $m$ satisfies (1.12). There exists $N$ large enough (depending only on $m$) such that, for any $\delta > 0$,
\[
\left\{ \left[ \mathcal{R}(\lambda, \mathcal{A})\mathcal{K}^{(\delta)} \right]^N ; \ Re\lambda \in [0, 1] \right\} \subset \mathcal{B}(X_0)
\]
is collectively compact

Proof. Recall the definition of the Dyson-Phillips (1.24)–(1.25). Since the measure $m(dv) = m(v)dv$ satisfies (1.12), one can apply [34, Theorem 13] to assert that there exists $N_0 \in \mathbb{N}$ such that $U_j(t)$ is compact for any $j \geq N_0$ and any $t \geq 0$. Let us now consider $\delta > 0$ and recall that $\Lambda_\delta = \{ v \in V ; \sigma(v) \geq \delta \}$ and $\mathcal{K}^{(\delta)} = 1_{\Lambda_\delta} \mathcal{K}$. One observes that $\mathcal{R}(\lambda, \mathcal{A})1_{\Lambda_\delta} = \mathcal{R}(\lambda, \mathcal{A}_\delta)$ where $\mathcal{A}_\delta = \mathcal{A}1_{\Lambda_\delta}$ is identified with the advection operator $\mathcal{A}$ on $\Lambda_\delta$. We also define the sequence of Dyson-Phillips iterated $\left( U_j^{(\delta)}(t) \right)_j$ associated to $\mathcal{A}_\delta = \mathcal{A}1_{\Lambda_\delta}$ and $\mathcal{K}^{(\delta)}$, i.e.
\[
U_j^{(\delta)}(t) = \int_0^t U_0^{(\delta)}(t-s) \mathcal{K}^{(\delta)} U_{j-1}^{(\delta)}(s) ds, \quad j \geq 1
\]
and $\left( U_0^{(\delta)}(t) \right)_t \geq 0$ is the $C_0$-semigroup in $X_0$ generated by $\mathcal{A}_\delta = \mathcal{A}1_{\Lambda_\delta}$. One observes that
\[
U_j^{(\delta)}(t) \leq U_j(t), \quad \forall t \geq 0, \quad j \in \mathbb{N}
\]
Therefore, by a domination argument, $U_j^{(\delta)}(t)$ is weakly-compact for any $j \geq N_0$ and, consequently, $U_j^{(\delta)}(t)$ is compact for any $j \geq N_1 = 2N_0 + 1$ (see [32, Theorem 2.6 and Corollary 2.1, p. 16]). It follows then that the mapping
\[
t \geq 0 \mapsto U_j^{(\delta)}(t) \in \mathcal{B}(X_0)
\]
is continuous (in operator norm) for $j \geq N_2 = N_1 + 1$ (see [32, Corollary 2.2, p. 10]).

Now, observe that, on $\Lambda_\delta$ the collision frequency is bounded from below, one has
\[
s(\mathcal{A}_\delta) < 0.
\]
Then, since
\[
\int_0^\infty \exp(-\lambda t) U_j^{(\delta)}(t) dt = \left[ \mathcal{R}(\lambda, \mathcal{A}_\delta)\mathcal{K}^{(\delta)} \right]^j \mathcal{R}(\lambda, \mathcal{A}_\delta)
\]
where the integral is converging in operator norm for any $Re\lambda \geq 0$, we deduce that
\[
\left[ \mathcal{R}(\lambda, \mathcal{A}_\delta)\mathcal{K}^{(\delta)} \right]^{N_2 + 1}
\]
is compact for any $Re\lambda > s(\mathcal{A}_\delta)$.

Since, for any $Re\lambda > s(\mathcal{A}_\delta)$, the mapping
\[
t \geq 0 \mapsto \exp(-i t \text{Im}\lambda) \left[ \exp(-t Re\lambda) U_j^{(\delta)}(t) \right] dt \in \mathcal{B}(X_0)
\]
is Bochner integrable, one has
\[
\left[ \mathcal{R}(\lambda, \mathcal{A}_\delta)\mathcal{K}^{(\delta)} \right]^j \mathcal{R}(\lambda, \mathcal{A}_\delta) = \int_0^\infty \exp(-\lambda t) U_j^{(\delta)}(t) dt
\]
is compact for $j \geq N_2$ and $Re\lambda > s(\mathcal{A}_\delta)$ and, by Riemann-Lebesgue Theorem,
\[
\lim_{|\text{Im}\lambda| \to \infty} \left\| \int_\mathbb{R} \exp(-i t \text{Im}\lambda) \left[ \exp(-t Re\lambda) U_j^{(\delta)}(t) \right] dt \right\|_{\mathcal{B}(X_0)} = 0
\]
according to Riemann-Lebesgue Theorem. It follows that
\[
\lim_{\text{Im}\lambda \to \infty} \sup_{\text{Re}\lambda \in [0, 1]} \left\| \int_{\mathbb{R}} \exp(-it\text{Im}\lambda) \left[ \exp(-t\text{Re}\lambda) U_j^{(\delta)}(t) \right] dt \right\|_{\mathcal{B}(X_0)} = 0.
\]
Indeed,
\[
\left\{ \exp(-\bullet \cdot \text{Re}\lambda) U_j^{(\delta)}(\bullet) ; \text{Re}\lambda \in [0, 1] \right\}
\]
is a compact subset of \(L^1(\mathbb{R}^+, \mathcal{B}(X_0))\) since the mapping
\[
\text{Re}\lambda \in [0, 1] \mapsto \exp(-\bullet \cdot \text{Re}\lambda) U_j^{(\delta)}(\bullet) \in L^1(\mathbb{R}^+, \mathcal{B}(X_0))
\]
is continuous. Thus,
\[
\lim_{\text{Im}\lambda \to \infty} \sup_{\text{Re}\lambda \in [0, 1]} \left\| \left[ \mathcal{R}(\lambda, \mathcal{A}_\delta) \mathcal{K}^{(\delta)} \right]^{-N_2+1} \right\|_{\mathcal{B}(X_0)} = 0, \quad \forall \delta > 0
\]
and finally
\[
\left\{ \left[ \mathcal{R}(\lambda, \mathcal{A}_\delta) \mathcal{K}^{(\delta)} \right]^{-N_2+1} , \ 0 \leq \text{Re}\lambda \leq 1 \right\}
\]
is collectively compact. One gets the conclusion since \(\mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} = \mathcal{R}(\lambda, \mathcal{A}_\delta) \mathcal{K}^{(\delta)}. \)

**Proof of Theorem 3.1.** The previous Lemma 3.3 shows that, for any \(n \in \mathbb{N}\), \([\mathcal{K} \mathcal{R}(\lambda, \mathcal{A})]^n\) can be approximated in the operator norm by \([\mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A})]^n\) as \(\delta \to 0\) uniformly with respect to \(\lambda\) in the set
\[
\{ \lambda \in \mathbb{C} ; \ \text{Re}\lambda \in [0, 1] \}.
\]
Therefore, to prove Theorem 3.1, it is enough to prove that there exists \(m \in \mathbb{N}\) such that, for any fixed \(\delta \in [0, 1]\), the set of operators
\[
\left\{ \left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^m ; \ 0 \leq \text{Re}\lambda \leq 1 \right\} \subset \mathcal{B}(X_0)
\]
is collectively compact. One notices now that, for any \(m \in \mathbb{N}\), \(m \geq 2,
\[
\left[ \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \right]^m = \mathcal{K}^{(\delta)} \left[ \mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} \right]^{m-2} \mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}), \quad \lambda \in \overline{\mathbb{C}}_+.
\]
We deduce from the previous Lemma that we can find \(m\) large enough (independent of \(\delta\)) so that
\[
\left\{ \left[ \mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} \right]^{m-2} ; \ \text{Re}\lambda \in [0, 1] \right\} \subset \mathcal{B}(X_0)
\]
is collectively compact. Since
\[
\left| \mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \varphi \right| \leq \mathcal{R}(0, \mathcal{A}_\delta) M_0 |\varphi|
\]
for any \(\varphi \in X_0\) with \(\mathcal{R}(0, \mathcal{A}_\delta)\) and \(M_0\) both bounded. One deduces that
\[
\left\{ \mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \varphi ; \ ||\varphi||_{X_0} \leq 1 ; \ 0 \leq \text{Re}\lambda \leq 1 \right\}
\]
is a bounded subset of \(X_0\). From the collective compactness of \(\left\{ \left[ \mathcal{R}(\lambda, \mathcal{A}_\delta) \mathcal{K}^{(\delta)} \right]^{m-2} \right\}_{\text{Re}\lambda \in [0, 1]}\), one deduces that
\[
\left\{ \left[ \mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} \right]^{m-2} \mathcal{R}(\lambda, \mathcal{A}) \mathcal{K}^{(\delta)} \mathcal{R}(\lambda, \mathcal{A}) \varphi ; \ ||\varphi||_{X_0} \leq 1 ; \ 0 \leq \text{Re}\lambda \leq 1 \right\}
\]
is included in some compact of \(X_0\). This ends the proof since \(\mathcal{K}^{(\delta)} \in \mathcal{B}(X_0)\). \(\square\)
3.2. Decay of $\mathcal{K}\mathcal{R}(\lambda, A)\mathcal{K}$. The scope here is to prove the following result

Theorem 3.5. If $\mathcal{K}$ satisfies Assumption 1.5, there exists $C > 0$ such that

$$\left\| \mathcal{R}(\lambda, A)\mathcal{K} \right\|_{\mathcal{B}(X_0)} + \left\| [\mathcal{K}\mathcal{R}(\lambda, A)]^{2} \right\|_{\mathcal{B}(X_0)} \leq \frac{C}{\sqrt{|\lambda|}}, \quad \forall \lambda \in \mathbb{C}+, \quad |\lambda| \geq 1. \quad (3.2)$$

We will divide the proof in several lemmas which contain the crucial estimates of our analysis.

We begin with the following easy consequences of Assumption 1.5

Lemma 3.6. Let $\mathcal{K}$ satisfy Assumption 1.5 and introduce

$$\mathbf{K}_2(v, w, w') = k(v, w) k(w, w') m(w), \quad \forall v, w, w' \in V^3.$$ 

Then, there exists $C > 0$ such that

$$\int_{\mathbb{R}^d} \sigma^{-1}(w) dw \int_{\mathbb{R}^d} \left| w \cdot \nabla_w K_2(v, w, w') \right| \max \left( 1, \sigma^{-1}(v) \right) m(dv) \leq C \sigma(w'), \quad \forall w' \in V, \quad (\forall w \in V).$$

Moreover,

$$|w \cdot \nabla_w \sigma(w)| \leq C_1 \sigma(w), \quad \forall w \in V.$$

Proof. Noticing that

$$w \cdot \nabla_w K_2(v, w, w) = [k(v, w) (w \cdot \nabla_w k(w, w')) + k(w, w') (w \cdot \nabla_w k(v, w))] m(w) + k(v, w) k(w, w') w \cdot \nabla_w m(w),$$

it holds, for $s = 0, 1,$

$$\int_{\mathbb{R}^d} \sigma^{-1}(w) dw \int_{\mathbb{R}^d} \left| w \cdot \nabla_w K_2(v, w, w) \right| \sigma^{-s}(v) m(dv) \leq \int_{\mathbb{R}^d} \sigma^{-1}(w) k(w, w') m(dw) \int_{\mathbb{R}^d} \left| w \cdot \nabla_w k(v, w) \right| \sigma^{-s}(v) m(dv)$$

$$+ \int_{\mathbb{R}^d} \sigma^{-1}(w) \left( \sigma(w) \left| w \cdot \nabla_w k(w, w') \right| \right) \partial_s(w) m(dw)$$

$$+ \int_{\mathbb{R}^d} \partial_s(w) k(w, w') \left| w \cdot \nabla_w \log m(w) \right| \sigma^{-s}(v) m(dw)$$

which results in

$$\int_{\mathbb{R}^d} \sigma^{-1}(w) dw \int_{\mathbb{R}^d} \left| w \cdot \nabla_w K_2(v, w, w) \right| \sigma^{-s}(v) m(dv) \leq C \sigma(w')$$

with $C = C_1 + \| \partial_s \|_{\infty} (C_2 + \sup_w |w \cdot \nabla_w \log m(w)|) < \infty$ where we used $(1.7), (1.14)-(1.13)$ and the conservative assumption $(1.8)$. For the estimate of $w \cdot \nabla \sigma(w)$, one simply observes that, due to the conservative assumption

$$w \cdot \nabla \sigma(w) = \int_{\mathbb{R}^d} w \cdot \nabla_w k(v, w) m(dv),$$

so that

$$|w \cdot \nabla_w \sigma(w)| \leq \int_{\mathbb{R}^d} |w \cdot \nabla_w k(v, w)| m(dv) \leq C_1 \sigma(w)$$

according to $(1.14)$. \qed
Let \( \lambda = \varepsilon + i\eta, \varepsilon \geq 0, \eta \in \mathbb{R} \). The proof of Theorem 3.5 consists in actually estimating
\[
\|K\mathcal{R}(\lambda, \mathcal{A})\mathcal{K}\|_{\mathcal{B}(X_{-1}, X_0)}.
\]

One checks easily that
\[
K\mathcal{R}(\lambda, \mathcal{A})\mathcal{K} f(x, v) = \int_V k(v, w) m(dw) \int_0^\infty \exp(- (\lambda + \sigma(w)) t) dt \int_V k(w, w') f(x - tw, w') m(dw').
\]

Therefore
\[
K\mathcal{R}(\lambda, \mathcal{A})\mathcal{K} f(x, v) = \int_V m(dw') \int_0^\infty \exp(- (\lambda + \sigma(w)) t) dt \int_V k(v, w) k(w, w') f(x - tw, w') m(dw).
\]

We split the integral over time into \( \int_0^\infty + \int_0^\delta \) and write accordingly
\[
K\mathcal{R}(\lambda, \mathcal{A})\mathcal{K} = \mathcal{U}_\delta(\lambda) + \mathcal{U}'(\lambda)
\]
where, in \( \mathcal{U}_\delta(\lambda) \), we restrict the time integral to the set \( [\delta, \infty) \) and \( \mathcal{U}'(\lambda) \) is defined with the time integral over \( (0, \delta) \). The estimate of \( \|\mathcal{U}_\delta(\lambda)\|_{\mathcal{B}(X_{-1}, X_0)} \) is the easiest one.

**Lemma 3.7.** For any \( \delta > 0 \) it holds
\[
\|\mathcal{U}_\delta(\lambda) f\|_{X_s} \leq \delta \|\vartheta_s\|_\infty \|\sigma\|_\infty \|f\|_{X_{-1}}
\]
for any \( f \in X_{-1} \) and any \( s \leq N_0 \) (where we recall that \( \vartheta_0 \equiv 1 \)).

**Proof.** By definition
\[
\mathcal{U}_\delta(\lambda) f(x, v) = \int_V m(dw') \int_0^\delta \exp(- (\lambda + \sigma(w)) t) dt \int_V k(v, w) k(w, w') f(x - tw, w') m(dw)
\]
for any \( f \in X_{-1}, (x, v) \in \mathbb{T}^d \times V, \lambda \in \mathbb{C}_+ \). Thus,
\[
\|\mathcal{U}_\delta(\lambda) f\|_{X_s} \leq \int_{\mathbb{T}^d} dx \int_V \sigma^{-s}(v) m (dv)
\]
\[
\int_0^\delta dt \int_V m(dw') \int_V k(v, w) k(w, w') f(x - tw, w') m(dw).
\]

One easily sees, with the change of variables \( x \mapsto y = x - tw \) that
\[
\|\mathcal{U}_\delta(\lambda) f\|_{X_s} \leq \int_{\mathbb{T}^d \times V} |f(y, w')| dy m(dw')
\]
\[
\int_0^\delta dt \int_{\mathbb{V} \times V} \sigma^{-s}(v) k(v, w) k(w, w') m(dw) m(dv)
\]
\[
\leq \delta \|\sigma\|_\infty \|\vartheta_s\|_\infty \int_{\mathbb{T}^d \times V} \sigma(w') |f(y, w')| dy m(dw')
\]
where we used that \( \text{Re} \lambda \geq 0, \sigma \geq 0 \) and
\[
\int_{\mathbb{V} \times V} k(v, w) k(w, w') \sigma^{-s}(v) m(dv) m(dw') = \int_V \sigma(w) \vartheta_s(w) k(w, w') m(dw).
\]
This gives the desired estimate. □

It remains to estimate \( \|U_\delta(\lambda)\|_{\mathcal{B}(X_{-1},X_0)} \). One begins with the following representation of \( U_\delta(\lambda) \).

**Lemma 3.8.** For any \( f \in X_{-1} \), \( \lambda \in \mathbb{C}_+ \) and any \( (x,v) \in T^d \times V \) one has

\[
U_\delta(\lambda)f(x,v) = \int_{[0,1]^d \times V} \tilde{H}_\lambda(x-y,v,w')f(y,w')dy m(dw')
\]

(3.3)

where

\[
\tilde{H}_\lambda(z,v,w') = \sum_{k \in \mathbb{Z}^d} \int_{\delta}^\infty t^{-d} \exp \left(-\lambda t\right) \exp \left(-t \sigma \left(\frac{z-k}{t}\right)\right) \times
\]

\[
\times k \left( v, \frac{z-k}{t} \right) k \left( \frac{z-k}{t}, w' \right) m \left( \frac{z-k}{t} \right) dt, \quad z \in \mathbb{R}^d, v, w' \in V.
\]

**Proof.** By definition,

\[
U_\delta(\lambda)f(x,v) = \int_V m(dw') \int_{\delta}^\infty \exp \left(-\left(\lambda + \sigma(w)\right) t\right) dt
\]

\[
\int_V k(v,w)k(w,w')f(x-tw,w')m(dw).
\]

We recall that functions over \( T^d \) are identified with functions defined over \( \mathbb{R}^d \) which are \([0,1]^d\)-periodic. Given \( t \geq \delta \), one performs the change of variable

\[
y := x - tw, \quad dy = t^d dw,
\]

(3.4)

and

\[
U_\delta(\lambda)f(x,v) = \int_{\mathbb{R}^d \times V} f(y,w')dy m(dw') \int_{\delta}^\infty t^{-d} \exp \left(-\lambda t\right)
\]

\[
1_{x-y \in V}(t) \exp \left(-t \sigma \left(\frac{x-y}{t}\right)\right) k \left( v, \frac{x-y}{t} \right) k \left( \frac{x-y}{t}, w' \right) m \left( \frac{x-y}{t} \right) dt.
\]

Given \( z \in \mathbb{R}^d, w' \in V \), we introduce the function

\[
H_\lambda(z,v,w') = \int_{\delta}^\infty t^{-d} \exp \left(-\lambda t\right) 1_{x-y \in V}(t) \exp \left(-t \sigma \left(\frac{z}{t}\right)\right) k \left( v, \frac{z}{t} \right) k \left( \frac{z}{t}, w' \right) m \left( \frac{z}{t} \right) dt
\]

so that

\[
U_\delta(\lambda)f(x,v) = \int_{\mathbb{R}^d \times V} H_\lambda(x-y,v,w')f(y,w')dy m(dw').
\]

Notice that \( \mathbb{R}^d \) admits the following partition representation

\[
\mathbb{R}^d = \bigcup_{k \in \mathbb{Z}^d} \left( k + [0,1]^d \right).
\]
so that, using the $\mathbb{Z}^d$-periodicity of $f(\cdot, w')$, we have

$$
\mathcal{U}_\delta(\lambda)f(x, v) = \sum_{k \in \mathbb{Z}^d} \int_{k+[0,1]^d} dy \int_{V} H_\lambda(x-y, v, w') f(y, w') m(dw')
$$

$$
= \sum_{k \in \mathbb{Z}^d} \int_{[0,1]^d \times V} H_\lambda(x-y-k, v, w') f(y, w') dy m(dw')
$$

which results in (3.3).

With this representation, the key estimate is provided by the following

**Lemma 3.9.** There exists $C_3 > 0$ (depending only on $d$, $C_1$, $C_2$, $\|\sigma\|_\infty$, $\|v \cdot \nabla_v \log m\|_\infty$ and $\|\partial_u\|_\infty$) such that

$$
\int_{\mathbb{R}^d} \max \{1, \sigma^{-1}(v)\} m(dv) \int_{[0,1]^d} |\overline{H}_\lambda(x-y, v, w')| dx \leq \frac{C_3}{|\lambda|} \left( \frac{1}{\delta} + 1 \right) \sigma(w')
$$

for any $y, w' \in \mathbb{T}^d \times V$, $\delta > 0$, $\lambda \in \mathbb{C}_+ \setminus \{0\}$.

**Proof.** We begin with the following observation, valid for any $u \in \mathbb{R}^d$, and which is obtained thanks to a simple use of integration by parts,

$$
\int_{\delta}^{\infty} t^{-d} \exp \left( -t \sigma \left( \frac{u}{t} \right) \right) \exp \left( -\lambda t \right) K \left( v, \frac{u}{t} \right) K \left( u, \frac{u}{t}, w' \right) m \left( \frac{u}{t} \right) dt
$$

$$
= \frac{1}{\lambda} \int_{\delta}^{\infty} \frac{d}{dt} \left[ t^{-d} \exp \left( -t \sigma \left( \frac{u}{t} \right) \right) K \left( v, \frac{u}{t} \right) K \left( u, \frac{u}{t}, w' \right) m \left( \frac{u}{t} \right) \right] \exp \left( -\lambda t \right) dt
$$

$$
- \frac{1}{\lambda} t^{-d} \exp \left( -t \sigma \left( \frac{u}{t} \right) \right) K \left( v, \frac{u}{t} \right) K \left( u, \frac{u}{t}, w' \right) m \left( \frac{u}{t} \right) \bigg|_{t=\delta}
$$

$$
= \frac{1}{\lambda} \int_{\delta}^{\infty} \frac{d}{dt} \left[ t^{-d} \exp \left( -t \sigma \left( \frac{u}{t} \right) \right) K \left( v, \frac{u}{t} \right) K \left( u, \frac{u}{t}, w' \right) m \left( \frac{u}{t} \right) \right] \exp \left( -\lambda t \right) dt
$$

$$
+ \frac{1}{\lambda} \delta^{-d} \exp \left( -\delta \sigma \left( \frac{u}{\delta} \right) \right) K \left( v, \frac{u}{\delta} \right) K \left( \frac{u}{\delta}, w' \right) m \left( \frac{u}{\delta} \right) \exp \left( -\lambda \delta \right)
$$

Recalling that we introduced $K_2(v, w', w) = k(v, w) k(w, w') m(w)$, for any $v, w, w' \in V^3$, one sees that, for $v, u, w' \in V^3$ and $t > \delta$, one has also

$$
\frac{d}{dt} \left[ t^{-d} \exp \left( -t \sigma \left( \frac{u}{t} \right) \right) K \left( v, \frac{u}{t} \right) K \left( \frac{u}{t}, w' \right) m \left( \frac{u}{t} \right) \right]
$$

$$
= t^{-d} \exp \left( -t \sigma \left( \frac{u}{t} \right) \right) \left[ -\frac{d}{t} - \sigma \left( \frac{u}{t} \right) + \frac{u}{t} \cdot \nabla \sigma \left( \frac{u}{t} \right) \right] K_2 \left( v, w', \frac{u}{t} \right)
$$

$$
+ t^{-d} \exp \left( -t \sigma \left( \frac{u}{t} \right) \right) \left( -\frac{u}{t^2} \cdot \nabla \right) K_2 \left( v, w', \frac{u}{t} \right)
$$

where $\nabla \nabla K_2(v, w', w)$ denotes the gradient with respect to the third variable $w \in \mathbb{R}^3$. In particular

$$
\frac{1}{t} \nabla \nabla K_2 \left( v, w', \frac{u}{t} \right) = \nabla u K_2 \left( v, w', \frac{u}{t} \right).
$$
From this, one has

\[
\int_{\delta}^{\infty} t^{-d} \exp \left( -t\sigma \left( \frac{u}{t} \right) \right) \exp (-\lambda t) k \left( v, \frac{u}{t} \right) k \left( \frac{u}{t}, w' \right) m \left( \frac{u}{t} \right) \ dt \\
= \frac{1}{\lambda} \int_{\delta}^{\infty} t^{-d} \exp \left( -t\sigma \left( \frac{u}{t} \right) \right) \left[ -\frac{d}{t} - \sigma \left( \frac{u}{t} \right) + \frac{u}{t} \cdot \nabla \sigma \left( \frac{u}{t} \right) \right] K_2 \left( v, w', \frac{u}{t} \right) \exp (-\lambda t) \ dt \\
- \frac{1}{\lambda} \int_{\delta}^{\infty} t^{-d} \exp \left( -t\sigma \left( \frac{u}{t} \right) \right) \frac{u}{t} \cdot \nabla_u K_2 \left( v, w', \frac{u}{t} \right) \exp (-\lambda t) \ dt \\
+ \frac{1}{\lambda} \int_{\delta}^{\infty} t^{-d} \exp \left( -t\sigma \left( \frac{u}{t} \right) \right) \exp (-\lambda t) \ dt
\]

Consequently, recalling that

\[
\bar{H}_\lambda(z, v, w') = \sum_{k \in \mathbb{Z}^d} \int_{\delta}^{\infty} t^{-d} \exp \left( -t\sigma \left( \frac{z-k}{t} \right) \right) \exp (-\lambda t) K_2 \left( v, w', \frac{z-k}{t} \right) \ dt
\]

one deduces that

\[
\left| \bar{H}_\lambda(z, v, w') \right| \leq \frac{1}{|\lambda|} \int_{\delta}^{\infty} t^{-d} \exp \left( -t\sigma \left( \frac{z-k}{t} \right) \right) K_2 \left( v, w', \frac{z-k}{t} \right) \ dt \\
- \frac{1}{|\lambda|} \sum_{k \in \mathbb{Z}^d} \int_{\delta}^{\infty} t^{-d} \exp \left( -t\sigma \left( \frac{z-k}{t} \right) \right) \frac{z-k}{t} \cdot \nabla \sigma \left( \frac{z-k}{t} \right) \ dt \\
+ \frac{1}{|\lambda|} \sum_{k \in \mathbb{Z}^d} \exp \left( -\delta \sigma \left( \frac{z-k}{\delta} \right) \right) K_2 \left( v, w', \frac{z-k}{\delta} \right) \ dt
\]

Therefore, using periodicity once again,

\[
\int_{[0,1]^d} \left| \bar{H}_\lambda(x-y, v, w') \right| \ dx \leq \frac{1}{|\lambda|} \int_{\delta}^{\infty} t^{-d} dt \int_{\mathbb{R}^d} \exp \left( -t\sigma \left( \frac{x-y}{t} \right) \right) \ dt \\
\left( \frac{d}{\delta} + \sigma \left( \frac{x-y}{t} \right) + \frac{x-y}{t} \cdot \nabla \sigma \left( \frac{x-y}{t} \right) \right) K_2 \left( v, w', \frac{x-y}{t} \right) \ dx \\
+ \frac{1}{|\lambda|} \int_{\delta}^{\infty} t^{-d} dt \int_{\mathbb{R}^d} \exp \left( -t\sigma \left( \frac{x-y}{t} \right) \right) \frac{x-y}{t} \cdot \nabla_x K_2 \left( v, w', \frac{x-y}{t} \right) \ dx \\
+ \frac{1}{|\lambda|} \delta^{-d} \int_{\mathbb{R}^d} \exp \left( -\delta \sigma \left( \frac{x-y}{\delta} \right) \right) K_2 \left( v, w', \frac{x-y}{\delta} \right) \ dx
\]

Performing the backward change of variables with respect to (3.4), i.e. setting \( x \mapsto w = \frac{x-u}{t} \) for the first two integrals and using that

\[
\int_{\delta}^{\infty} \exp \left( -t\sigma(w) \right) \ dt \leq \frac{1}{\sigma(w)}, \quad \forall w \in \mathbb{R}^d,
\]
one deduces that

\[
\int_{[0,1]^d} \left| \tilde{H}_\lambda(x - y, v, w') \right| \, dx \leq \frac{1}{|\lambda|} \int_{\mathbb{R}^d} \left( \frac{d}{\delta} + \sigma(w) + |w \cdot \nabla \sigma(w)| \right) K_2(v, w', w) \sigma^{-1}(w) \, dw \\
+ \frac{1}{|\lambda|} \int_{\mathbb{R}^d} \left| w \cdot \nabla_w K_2(v, w', w) \right| \sigma^{-1}(w) \, dw \\
+ \frac{1}{|\lambda|} \int_{\mathbb{R}^d} \exp(-\delta \sigma(w)) K_2(v, w', w) \, dw
\]

where we performed the change of variable \( x \mapsto y = \frac{x - v}{\sigma} \) for the last integral. Integrating now with respect to \( x \in \mathbb{R}^d \), we deduce that, for \( s = 0, 1 \),

\[
\int_{\mathbb{R}^d} \sigma^{-s}(v) m(dv) \int_{[0,1]^d} \left| \tilde{H}_\lambda(x - y, v, w') \right| \, dx \\
\leq \frac{1}{|\lambda|} \int_{\mathbb{R}^d \times \mathbb{R}^d} \left( \frac{d}{\delta} + \sigma(w) + |w \cdot \nabla \sigma(w)| \right) K_2(v, w', w) \sigma^{-1}(w) \, dw \sigma^{-s}(v) m(dv) \\
+ \frac{1}{|\lambda|} \int_{\mathbb{R}^d \times \mathbb{R}^d} \left| w \cdot \nabla_w K_2(v, w', w) \right| \sigma^{-1}(w) \, dw \sigma^{-s}(v) m(dv) \\
+ \frac{1}{|\lambda|} \int_{\mathbb{R}^d \times \mathbb{R}^d} \exp(-\delta \sigma(w)) K_2(v, w', w) \, dw \sigma^{-s}(v) m(dv).
\]

Noticing that

\[
\int_{\mathbb{R}^d} K_2(v, w', w) \sigma^{-s}(v) m(dv) = \sigma(w) \vartheta'_s(w) k(w, w') m(w)
\]

and using Lemma 3.6, we obtain that, or \( s = 0, 1 \)

\[
\int_{\mathbb{R}^d} \sigma^{-s}(v) m(dv) \int_{[0,1]^d} \left| \tilde{H}_\lambda(x - y, v, w') \right| \, dx \\
\leq \frac{1}{|\lambda|} \left( \frac{d}{\delta} + \|\sigma\|_\infty + C_1 \|\sigma\|_\infty \right) \|\vartheta_s\|_\infty \int_{\mathbb{R}^d} k(w, w') m(dw) \\
+ \frac{C}{|\lambda|} \sigma(w) + \frac{\|\sigma\|_\infty \|\vartheta_s\|_\infty}{|\lambda|} \int_{\mathbb{R}^d} k(w, w') m(dw)
\]

from which we easily derive the conclusion. \( \square \)

**Remark 3.10.** We insist on the fact that the change of variables (3.4) (and its backward counterpart) is the only part of our analysis in which we use the fact that \( m(dv) \) is absolutely continuous with respect to the Lebesgue measure. We strongly believe that, at a price of additional technical calculations, our analysis can be extended to a larger class of measures \( m(dv) \) satisfying (1.12).

We have all at hands to prove the result

**Proof of Theorem 3.5.** Recalling that, for any \( \delta > 0 \) and any \( f \in \mathcal{X}_{-1} \)

\[
K \tilde{R}(\lambda, \mathcal{A}) K = U_0(\lambda) + U'_0(\lambda)
\]
we deduce from (3.3) that, for \( s = 0, 1 \),
\[
\|\mathcal{K}\mathcal{R}(\lambda, A)Kf\|_{\mathcal{H}_s} \leq \|\mathcal{U}_s(\lambda)f\|_{\mathcal{H}_s} + \int_{\mathbb{T}^d \times \mathbb{V}} |f(y, w')| \, dy \, m(dw') \int_{\mathbb{V}} \sigma^s(v)m(dv) \int_{[0,1]^d} |\tilde{H}_\lambda(x - y, v, w')| \, dx \\
\leq \delta \|\sigma\|_\infty \|\vartheta_s\|_\infty \|f\|_{\mathcal{H}_{s-1}} + \frac{C_3}{|\lambda|} \left( \frac{1}{\delta} + 1 \right) \|f\|_{\mathcal{H}_{s-1}}
\]
where we used Lemmas 3.7 and 3.9 in the second estimate. Optimizing now the parameter \( \delta \), we deduce that
\[
\|\mathcal{K}\mathcal{R}(\lambda, A)K\|_{\mathcal{H}_s(\mathcal{X}_{s-1}, \mathcal{X}_s)} \leq 2 \sqrt{\frac{C_3 \|\sigma\|_\infty}{|\lambda|}} + \frac{C_3}{|\lambda|}, \quad \forall \lambda \in \mathbb{C} \setminus \{0\}.
\]
For \( s = 0 \), we deduce from this that there exists \( C_4 > 0 \) such that, for \( |\lambda| > 1 \),
\[
\left\|\|\mathcal{K}\mathcal{R}(\lambda, A)k\|_{\mathcal{H}_s(\mathcal{X}_0)}\right\| \leq \|\mathcal{K}\mathcal{R}(\lambda, A)K\|_{\mathcal{H}_s(\mathcal{X}_{s-1}, \mathcal{X}_s)} \leq \frac{C_4}{\sqrt{|\lambda|}}
\]
since \( \sup_{\lambda \in \mathbb{C}^+} \|\mathcal{R}(\lambda, A)\|_{\mathcal{H}_s(\mathcal{X}_0, \mathcal{X}_{s-1})} \leq 1 \). Now, with \( s = 1 \), we deduce in the same way that there is \( C_5 > 0 \) such that
\[
\left\|\|\mathcal{K}\mathcal{R}(\lambda, A)k\|_{\mathcal{H}_s(\mathcal{X}_0)}\right\| \leq \frac{C_5}{\sqrt{|\lambda|}}
\]
since \( \|\mathcal{K}\mathcal{R}(\lambda, A)K\|_{\mathcal{H}_s(\mathcal{X}_0, \mathcal{X}_1)} \leq \|\sigma\|_\infty \|\mathcal{K}\mathcal{R}(\lambda, A)K\|_{\mathcal{H}_s(\mathcal{X}_{s-1}, \mathcal{X}_1)} \). This proves the result. \( \square \)

4. Regularity and extension results

From now, we will always assume that Assumptions 1.1 and 1.5 are in force.

4.1. About the resolvent of \( A \). We recall that under Assumption (1.9) one has
\[
0 \in \mathcal{S}(A).
\]
More precisely, since \( A \) generates a \( C_0 \)-group in \( \mathcal{X}_0 \), one can prove (see [33]) that there exists \( \lambda_* > 0 \) such that
\[
\mathcal{S}(A) = \{ \lambda \in \mathbb{C} : -\lambda_* \leq \text{Re}\lambda \leq 0 \}.
\]
This shows in particular that
\[
i\eta \in \mathcal{S}(A) \quad \forall \eta \in \mathbb{R}.
\]
Regarding the behaviour of \( \mathcal{R}(\varepsilon + i\eta, A)f \), one first observes that, by virtue of (4.1)
\[
\limsup_{\varepsilon \to 0^+} \|\mathcal{R}(\varepsilon + i\eta, A)\|_{\mathcal{H}(\mathcal{X}_0)} = \infty.
\]
However, studying the behaviour of \( \mathcal{R}(\varepsilon + i\eta, A)f \) on the hierarchy of spaces \( \mathcal{X}_k, k \geq 1 \) yields better estimates:

**Proposition 4.1.** For any \( f \in \mathcal{X}_0 \) and \( \varepsilon > 0 \), the mapping
\[
i\eta \in \mathbb{R} \mapsto \mathcal{R}(\varepsilon + i\eta, A)f \in \mathcal{X}_0
\]
belongs to \( \mathcal{C}^k_b(\mathbb{R}, \mathcal{X}_0) \) for any \( k \in \mathbb{N} \). Moreover, given \( s \in \mathbb{R} \), for any \( f \in \mathcal{X}_{s+1} \),
\[
\lim_{\varepsilon \to 0^+} \mathcal{R}(\varepsilon + i\eta, A)f
\]
exists in $\mathcal{C}_0([0, +\infty))$. This limit is denoted $\mathcal{R}(i\eta, A)f$, i.e.
\[ \lim_{\epsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \| \mathcal{R}(\epsilon + i\eta, A)f - \mathcal{R}(i\eta, A)f \|_{X_s} = 0 \quad \forall f \in X_{s+1}. \quad (4.3) \]

Proof. We begin with the first part of the Proposition. Observing that
\[ \mathcal{R}(\epsilon + i\eta, A)f = \int_0^\infty e^{-i\epsilon t} e^{-\epsilon t} U_0(t)f \, dt \]
where the mapping $t \in \mathbb{R} \mapsto e^{-\epsilon t} U_0(t)f \in X_0$ is Bochner integrable, one deduces from Riemann-Lebesgue Theorem that the mapping $\eta \in \mathbb{R} \mapsto \mathcal{R}(\epsilon + i\eta, A)f \in X_0$ belongs to $\mathcal{C}_0([\mathbb{R}, X_0])$, in particular
\[ \lim_{|\eta| \to \infty} \| \mathcal{R}(\epsilon + i\eta, A)f \|_{X_0} = 0. \quad (4.4) \]

Given $k \in \mathbb{N}$, because
\[ \frac{d^k}{dt^k} \mathcal{R}(\epsilon + i\eta, A)f = (-i)^k \int_0^\infty e^{-i\epsilon t} e^{-\epsilon t} U_0(t)f \, dt \]
the exact same argument shows that
\[ \lim_{|\eta| \to \infty} \left\| \frac{d^k}{dt^k} \mathcal{R}(\epsilon + i\eta, A)f \right\|_{X_0} = 0 \]
which proves that $\eta \in \mathbb{R} \mapsto \mathcal{R}(\epsilon + i\eta, A)f$ belongs to $\mathcal{C}_0([\mathbb{R}, X_0])$. Let us focus now on the limit as $\epsilon \to 0^+$. Let $f \in X_1$ be given, we deduce from Lemma 2.1 and the dominated convergence theorem that
\[ \lim_{\epsilon \to 0^+} \mathcal{R}(\epsilon + i\eta, A)f = \lim_{\epsilon \to 0^+} \int_0^\infty e^{-i\epsilon t} e^{-\epsilon t} U_0(t)f \, dt = \int_0^\infty e^{-i\epsilon t} U_0(t)f \, dt \]
exists in $X_0$. The limit is of course denoted $\mathcal{R}(i\eta, A)f$ and one has
\[ \| \mathcal{R}(\epsilon + i\eta, A)f - \mathcal{R}(i\eta, A)f \|_{X_0} \leq \int_0^\infty \left| e^{-\epsilon t} - 1 \right| \| U_0(t)f \|_{X_0} \, dt \quad \forall \eta \in \mathbb{R}, \ \epsilon > 0. \]
Thus
\[ \lim_{\epsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \| \mathcal{R}(\epsilon + i\eta, A)f - \mathcal{R}(i\eta, A)f \|_{X_0} = 0 \quad (4.5) \]
still using the fact that $t \mapsto \| U_0(t)f \|_{X_0}$ is integrable over $[0, \infty)$ and the dominated convergence theorem. Now, given $s \in \mathbb{R}$ and $f \in X_{s+1}$, setting
\[ g(x, v) = \sigma^s(v)f(x, v) \]
one sees that $g \in X_1$ and $U_0(f)g(x, v) = \sigma^s(v)U_0(t)f(x, v)$. Applying (4.5) to $g$, we deduce that
\[ \lim_{\epsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \| \mathcal{R}(\epsilon + i\eta, A)f - \mathcal{R}(i\eta, A)f \|_{X_s} = 0 \]
and the result follows. \hfill \Box

Remark 4.2. One deduces from the above Proposition and Banach-Steinhaus Theorem [8, Theorem 2.2, p. 32] that
\[ C_s := \sup \left\{ \| \mathcal{R}(\epsilon + i\eta, A) \|_{\mathcal{B}(X_{s+1}, X_s)} ; \ \epsilon \in (0, 1] ; \ \eta \in \mathbb{R} \right\} < \infty \quad \forall s \in \mathbb{R}. \quad (4.6) \]
We deduce then the following
**Corollary 4.3.** Given \( s \in \mathbb{R} \) and \( I \subset \mathbb{R} \) be a given compact interval. If 
\[
g : \lambda \in C_+ \mapsto g(\lambda) \in X_{s+1}
\]
is a continuous mapping such that the limit 
\[
\tilde{g}(\eta) := \lim_{\varepsilon \to 0^+} g(\varepsilon + i\eta)
\]
extists in \( X_{s+1} \) uniformly with respect to \( \eta \in I \). Then 
\[
\lim_{\varepsilon \to 0^+} R(\varepsilon + i\eta, A)g(\varepsilon + i\eta) = R(i\eta, A)\tilde{g}(\eta)
\]
in \( X_s \) where the convergence is uniform with respect to \( \eta \in I \).

**Proof.** The proof is a simple adaptation of the one in [27, Corollary 4.14]. Details are omitted. □

**Remark 4.4.** If \( I = \mathbb{R} \), the above result still holds true under the additional assumption that 
\[
\lim_{|\eta| \to \infty} \|g(\varepsilon + i\eta)\|_{X_{s+1}} = 0 \quad \forall \varepsilon > 0
\]
and, in such a case, the convergence of \( R(\varepsilon + i\eta, A)g(\varepsilon + i\eta) \) towards \( R(i\eta, A)\tilde{g}(\eta) \) holds in \( C_0(\mathbb{R}, X_s) \).

The convergence established in Prop. 4.1 extends to derivatives of \( R(\varepsilon + i\eta, A)f \)

**Lemma 4.5.** Given \( k \in \mathbb{N} \) and \( f \in X_{k+1} \), it holds  
\[
\lim_{\varepsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \left\| \frac{d^k}{d\eta^k} R(\varepsilon + i\eta, A)f - \frac{d^k}{d\eta^k} R(i\eta, A)f \right\|_{X_0} = 0.
\]
Consequently, the mapping 
\[
\eta \in \mathbb{R} \mapsto R(i\eta, A)f \in X_0
\]
belongs to \( C_k(\mathbb{R}, X_0) \).

**Proof.** As already established 
\[
\frac{d^k}{d\eta^k} R(\varepsilon + i\eta, A)f = (-i)^k \int_0^\infty e^{-i\eta t}e^{-\varepsilon t}U_0(t)f dt, \quad \varepsilon > 0
\]
and, since 
\[
R(i\eta, A)f = \int_0^\infty e^{-i\eta t}U_0(t)f dt
\]
one sees easily that, if \( f \in X_{k+1} \), 
\[
\frac{d^k}{d\eta^k} R(i\eta, A)f = (-i)^k \int_0^\infty e^{-i\eta t}U_0(t)f dt
\]
is well-defined in \( X_0 \) thanks to Lemma 2.1. One concludes then exactly as in Prop. 4.1. □

**Remark 4.6.** The above formula extends trivially to derivative of \( R(\lambda, A) \) with respect to \( \lambda \) and one has
\[
\sup_{\lambda \in C_+} \left\| \frac{d^k}{d\lambda^k} R(\lambda, A)f \right\|_{X_0} \leq \int_0^\infty t^k \|U_0(t)f\|_{X_0} dt \leq \Gamma(k + 1)\|f\|_{X_{k+1}} \tag{4.7}
\]
thanks to (2.2).
4.2. **Definition and properties of** $M_\lambda$. The above results allow us to define a *bounded* linear operator

$$M_{i\eta} \in \mathcal{B}(X_0)$$

as the *strong limit* of $\mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)$ as $\varepsilon \to 0^+$, i.e.

$$M_{i\eta} \varphi := \lim_{\varepsilon \to 0^+} \mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)\varphi, \quad \forall \varphi \in X_0$$

where the limit is meant in $X_0$. Indeed, recall that, for any $f \in X_0$,

$$\lim_{\varepsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \| \mathcal{R}(\varepsilon + i\eta, A)f - \mathcal{R}(i\eta, A)f \|_{X_0} = 0$$

where

$$M_{i\eta} = \mathcal{K}\mathcal{R}(i\eta, A) \in \mathcal{B}(X_0).$$

**Remark 4.7.** It is easy to check that $M_{i\eta}$ given by,

$$M_{i\eta} f(x, v) := \int_V k(v, w) m(dw) \int_0^\infty \exp(-t(i\eta + \sigma(w))) f(x - tw, w) dt, \quad f \in X_0.$$ 

In particular, one sees that

$$\|M_{i\eta}f\|_{X_0} \leq \int_{\mathbb{T}^d \times V} dx \ m(dw) \int_V k(v, w) m(dw) \int_0^\infty \exp(-t\sigma(w)) |f(x - tw, w)| dt$$

where we used the change of variable $x \mapsto y = x - tw$ to compute the integral over $\mathbb{T}^d$. Using then assumption (1.8), we obtain

$$\|M_{i\eta}\|_{\mathcal{B}(X_0)} \leq 1.$$ 

**Remark 4.7.** It is easy to check that $M_{i\eta}$ given by,

$$M_{i\eta} f(x, v) := \int_V k(v, w) m(dw) \int_0^\infty \exp(-t(i\eta + \sigma(w))) f(x - tw, w) dt, \quad f \in X_0.$$ 

In particular, one sees that

$$\|M_{i\eta}f\|_{X_0} \leq \int_{\mathbb{T}^d \times V} dx \ m(dw) \int_V k(v, w) m(dw) \int_0^\infty \exp(-t\sigma(w)) |f(x - tw, w)| dt$$

where we used the change of variable $x \mapsto y = x - tw$ to compute the integral over $\mathbb{T}^d$. Using then assumption (1.8), we obtain

$$\|M_{i\eta}\|_{\mathcal{B}(X_0)} \leq 1.$$ 

Notice that, with straightforward computations, one has

$$[\mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)f - M_{i\eta}f](x, v) = \int_V k(v, w) m(dw) \int_0^\infty [\exp(-\varepsilon t) - 1] \exp(- (i\eta + \sigma(w)) t) f(x - tw, w) dt$$

for almost every $(x, v) \in \mathbb{T}^d \times V$ and any $f \in X_0$. In particular,

$$\sup_{\eta \in \mathbb{R}} \|\mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)f - M_{i\eta}f\|_{X_0} \leq \int_{\mathbb{T}^d \times V} |f(y, w)| \left[ 1 - \frac{\sigma(w)}{\varepsilon + \sigma(w)} \right] dy \ m(dw).$$

This allows to recover (4.8) by a simple use of the dominated convergence theorem.

From the above definition, and with a slight abuse of notations, we set

$$M_{\lambda} := \mathcal{K}\mathcal{R}(\lambda, A), \quad \forall \text{Re} \lambda \geq 0$$

so that $M_{i\eta}$ is the strong limit of $M_{\varepsilon + i\eta}$ in $X_0$. One actually has the following regularizing properties of $M_{\varepsilon + i\eta}$:
Lemma 4.8. For any \( k \in \{0, \ldots, N_0\} \) one has
\[
\sup \left\{ \| M_\lambda \|_{\mathcal{B}(X_0, X_k)} : \Re \lambda \geq 0 \right\} \leq \| \vartheta_k \|_{\infty} < \infty. \tag{4.11}
\]

Proof. Given \( f \in X_0, \Re \lambda \geq 0 \) and \( k \geq 0 \), one has
\[
\| M_\lambda f \|_{X_k} \leq \| M_0 f \|_{X_k}
\]
and it suffices to prove the result for \( M_0 f \). One checks easily that
\[
\| M_0 f \|_{X_k} \leq \int_{\mathcal{T}^d \times V} |f(y, w)| \, dy \, m(dw) \int_V k(v, w) \sigma^{-k}(v) m(dv) \int_0^\infty \exp(-\sigma(w)t) \, dt
d\]
i.e.
\[
\| M_0 f \|_{X_1} \leq \int_{\mathcal{T}^d \times V} |f(y, w)| \, dy \frac{m(dw)}{\sigma(w)} \int_V k(v, w) \frac{m(dv)}{\sigma^k(v)} = \int_{\mathcal{T}^d \times V} \vartheta_k(w) |f(y, w)| \, dy \, m(dw)
\]
which proves the result since \( \vartheta_k \in L^\infty(V, m) \) as soon as \( k \leq N_0 \).

Remark 4.9. The same proof shows that, actually,
\[
\| M_\lambda f \|_{X_0} \leq \int_{\mathcal{T}^d \times V} \frac{\sigma(w)}{\Re \lambda + \sigma(w)} |f(y, w)| \, dy \, m(dw)
\]
for any \( f \in X_0, \lambda \in \overline{\mathbb{C}}_+ \). Therefore,
\[
\| M_\lambda \|_{\mathcal{B}(X_0)} \leq \sup_w \frac{\sigma(w)}{\Re \lambda + \sigma(w)} = \frac{\| \sigma \|_{\infty}}{\Re \lambda + \| \sigma \|_{\infty}} \tag{4.12}
\]
since the mapping \( x \mapsto \frac{\varphi}{\Re \lambda + x} \) is increasing for \( \Re \lambda > 0 \).

With this, one can prove that the above convergence in (4.8) extends to the stronger norm \( X_k \) for \( k \leq N_0 \) and to iterations of \( \mathcal{K}\mathcal{R}(\varepsilon + i\eta, A) \):

Lemma 4.10. Let \( f \in X_0 \). Then
\[
\lim_{\varepsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \| \mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)f - M_{i\eta} f \|_{X_k} = 0, \quad \forall k \leq N_0. \tag{4.13}
\]

Moreover, for any \( j \in \mathbb{N} \)
\[
\lim_{\varepsilon \to 0^+} \left\| \mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)^j f - M_{i\eta}^j f \right\|_{X_k} = 0 \tag{4.14}
\]
uniformly with respect to \( \eta \in \mathbb{R} \) for any \( k \leq N_0 \).

Proof. Recalls that (4.9) gives the expression of \( \mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)f - M_{i\eta} f \). In particular, for any \( k \in \mathbb{R} \),
\[
\sup_{\eta \in \mathbb{R}} \| \mathcal{K}\mathcal{R}(\varepsilon + i\eta, A)f - M_{i\eta} f \|_{X_k}
\leq \int_{\mathcal{T}^d \times V} |f(y, w)| \left[ 1 - \frac{\sigma(w)}{\varepsilon + \sigma(w)} \right] \left( \frac{1}{\sigma(w)} \int_V \sigma^{-k}(v) k(v, w) m(dv) \right) dy \, m(dw)
\leq \int_{\mathcal{T}^d \times V} |f(y, w)| \left[ 1 - \frac{\sigma(w)}{\varepsilon + \sigma(w)} \right] \vartheta_k(w) dy \, m(dw).
Thus, for $k \leq N_0$, since $\vartheta_k \in L^\infty(V)$, we deduce that
\[
\sup_{\eta \in \mathbb{R}} \left\| \mathcal{K}R(\varepsilon + i\eta, A) f - M_{i\eta}f \right\|_{X_k} \leq \left\| \vartheta_k \right\|_{\infty} \int_{T^d \times V} \left| f(y, w) \right| \left[ 1 - \frac{\sigma(w)}{\varepsilon + \sigma(w)} \right] dy \, m(dw)
\]  
(4.15)

and recover (4.13) by a simple use of the dominated convergence theorem. Let us prove now (4.14) by induction on $j \in \mathbb{N}$. For $j = 1$, the result is exactly (4.8). Assume the result to be true for $j \geq 1$. Given $f \in X_0$, set
\[
g(\varepsilon, \eta) = \mathcal{K}R(\varepsilon + i\eta, A) f.
\]

Since $\lim_{\varepsilon \to 0} g(\varepsilon, \eta) = M_{i\eta}f$ in $C_0(\mathbb{R}, X_0)$ then
\[
\{g(\varepsilon, \eta) ; \ \eta \in \mathbb{R} ; \ \varepsilon \in [0, 1]\}
\]
is a compact subset of $X_0$. We notice now that
\[
\left\| (\mathcal{K}R(\varepsilon + i\eta, A))^{j+1} f - M_{i\eta}^{j+1} f \right\|_{X_k} \leq \left\| (\mathcal{K}R(\varepsilon + i\eta, A))^j g(\varepsilon, \eta) - M_{i\eta}^j g(\varepsilon, \eta) \right\|_{X_k} + \|\vartheta_k\|_{\infty} \left\| \mathcal{K}R(\varepsilon + i\eta, A) f - M_{i\eta}f \right\|_{B(X_0)},
\]
where we used (4.11). The compactness of the family $\{g(\varepsilon, \eta) ; \ \eta \in \mathbb{R} ; \ \varepsilon \in [0, 1]\} \subset X_0$ together with the induction hypothesis easily gives then
\[
\lim_{\varepsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \left\| (\mathcal{K}R(\varepsilon + i\eta, A))^{j+1} f - M_{i\eta}^{j+1} f \right\|_{X_k} = 0.
\]

This readily implies that
\[
\lim_{\varepsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \left\| (\mathcal{K}R(\varepsilon + i\eta, A))^{j+1} f - M_{i\eta}^{j+1} f \right\|_{X_k} = 0
\]

which achieves the inductive proof. $\square$

**Remark 4.11.** Notice that an easy consequence of (4.13) together with Corollary 4.3 is that
\[
\lim_{\varepsilon \to 0^+} \sup_{\eta \in \mathbb{R}} \left\| \mathcal{R}(\varepsilon + i\eta, A) \mathcal{K}R(\varepsilon + i\eta, A) f - \mathcal{R}(i\eta, A) \mathcal{K}R(i\eta, A) f \right\|_{X_{k-1}} = 0, \quad \forall f \in X_0
\]
(4.16)

and any $k \leq N_0$.

**Remark 4.12.** As in Corollary 4.3, we deduce in particular that, if $I \subset \mathbb{R}$ be a given compact interval and $g : \lambda \in \mathbb{C}_+ \mapsto g(\lambda) \in X_0$ is a continuous mapping such that the limit
\[
\bar{g}(\eta) := \lim_{\varepsilon \to 0^+} g(\varepsilon + i\eta)
\]
exists in $X_0$ uniformly with respect to $\eta \in I$. Then
\[
\lim_{\varepsilon \to 0^+} \sup_{\eta \in I} \left\| M_{\varepsilon + i\eta} g(\varepsilon + i\eta) - M_{i\eta} \bar{g}(\eta) \right\|_{X_s} = 0
\]
(4.17)

for any $s \leq N_0$. As in Remark 4.4, if $I = \mathbb{R}$, the limit (4.17) still holds true under the additional assumption that
\[
\lim_{|\eta| \to \infty} \left\| g(\varepsilon + i\eta) \right\|_{X_{s+1}} = 0 \quad \forall \varepsilon > 0.
\]

In such a case, one has $M_{\varepsilon + i\eta} g(\varepsilon + i\eta)$ converges to $M_{i\eta} \bar{g}(\eta)$ in $C_0(\mathbb{R}, X_s)$. 


4.3. **About the differentiability of** $M_\lambda$. Let us now focus on the strong differentiability of the mapping $\lambda \mapsto M_\lambda$ at $\lambda = 0$. We begin with observing that the above computations all deal with limit of operators related to $R(\varepsilon + i\eta, A)$ for a given $\eta$ (i.e. they concern limits along *horizontal lines*) since this is enough for our analysis. Regarding the limiting behaviour around $\lambda = 0$, we will need to allow a convergence in the usual sense in $C$. Namely, we can reformulate our results as follows with the exact same proofs. We collect the results we will need later on in the following

**Theorem 4.13.** For any $s \in \mathbb{R}$ and any $f \in \mathbb{X}_{s+1}$,

$$
\lim_{\lambda \to 0 \atop \lambda \in \mathbb{C}^+} \| R(\lambda, A) f - R(0, A) f \|_{\mathbb{X}_s} = 0.
$$

(4.18)

Let $f \in \mathbb{X}_0$. Then

$$
\lim_{\lambda \to 0 \atop \lambda \in \mathbb{C}^+} \| K R(\lambda, A) f - M_0 f \|_{\mathbb{X}_k} = 0,
$$

$$
\lim_{\lambda \to 0 \atop \lambda \in \mathbb{C}^+} \| R(\lambda, A) K R(\lambda, A) f - R(0, A) M_0 f \|_{\mathbb{X}_{k-1}} = 0, \quad \forall k \leq N_0,
$$

(4.19)

Moreover, for any $j \in \mathbb{N}$

$$
\lim_{\lambda \to 0 \atop \lambda \in \mathbb{C}^+} \left\| (K R(\lambda, A))^j f - M_0^j f \right\|_{\mathbb{X}_k} = 0
$$

(4.20)

uniformly with respect to $\eta \in \mathbb{R}$ for any $k \leq N_0$.

**Proof.** The proof is exactly the same as the ones derived in the previous subsection. For instance, for $f \in \mathbb{X}_1$, one has

$$
\| R(\lambda, A) f - R(0, A) f \|_{\mathbb{X}_0} \leq \int_0^\infty \left| e^{-\lambda t} - 1 \right| \| U_0(t) f \|_{\mathbb{X}_0} dt \quad \forall \lambda \in \mathbb{C}^+.
$$

Then, since for any $t \geq 0$, $\lim_{\lambda \to 0} \left| e^{-\lambda t} - 1 \right| = 0$, $\sup_{t \geq 0} \left| e^{-\lambda t} - 1 \right| \leq 2$ for any $\lambda \in \mathbb{C}^+$ and since $t \mapsto \| U_0(t) f \|_{\mathbb{X}_0}$ is integrable over $[0, \infty)$, we deduce from the dominated convergence theorem that

$$
\lim_{\lambda \to 0} \| R(\lambda, A) f - R(0, A) f \|_{\mathbb{X}_0} = 0.
$$

We conclude then to (4.18) as in the proof of (4.3). The other results are based upon the same arguments. Details are left to the reader. \(\square\)

For the first derivative of $M_\lambda$ one has the following \(^1\)

**Lemma 4.14.** For any $f \in \mathbb{X}_1$, the limit

$$
\lim_{\lambda \to 0} \frac{d}{d\lambda} M_\lambda f
$$

\(^1\)In all the sequel, when considering $\lim_{\lambda \to 0}$, we will always assume that $\lambda$ approaches 0 belonging to $\mathbb{C}^+$, i.e.

$$
\lim_{\lambda \to 0} \{ \ldots \} = \lim_{\lambda \to 0 \atop \lambda \in \mathbb{C}^+} \{ \ldots \}.
$$
exists in $X_0$ and is denoted $M'_0 f$. Moreover, one has
\[ \|M'_0 f\|_{X_0} \leqslant \|f\|_{X_1}. \]

**Proof.** Given $f \in X_1$, let
\[ M'_0 f(x, v) = \int_V k(v, w) m(dw) \int_0^\infty t \exp(-t \sigma(w)) f(x - tw, w) dt, \quad (x, v) \in T^d \times V. \]

One has, with the usual change of variables $x \mapsto y = x - tw$ and since
\[ \|M'_0 f\|_{X_0} \leqslant \int_{T^d \times V} |f(y, w)| dy m(dw) \int_V k(v, w) m(dv) \int_0^\infty \exp(-t \sigma(w)) dt \]
\[ = \int_{T^d \times V} |f(y, w)| dy \frac{m(dw)}{\sigma^2(w)} \int_V k(v, w) m(dv) = \int_{T^d \times V} |f(y, w)| dy \frac{m(dw)}{\sigma(w)} \]
which proves that
\[ \|M'_0 f\|_{X_0} \leqslant \|f\|_{X_1}. \]

Noticing now that
\[ \frac{d}{d\lambda} M_\lambda f(x, v) = \int_V k(v, w) m(dw) \int_0^\infty t \exp(-t (\lambda + \sigma(w))) f(x - tw, w) dt \]
one gets that $\lim_{\lambda \to 0} \|\frac{d}{d\lambda} M_\lambda f - M'_0 f\|_{X_0} = 0$ thanks to the dominated convergence theorem.

We can extend this to higher power of $M_\lambda$ under the sole assumption that $f \in X_1$, namely

**Proposition 4.15.** For any $n \in \mathbb{N}$, set
\[ L_n(\lambda) = M^n_\lambda, \quad \forall \text{Re} \lambda \geqslant 0. \]

Then, for any $p \in \{1, \ldots, N_0\}$, if $f \in X_p$ there exists $L_n^{(p)}(0) f \in X_s$ for any $s \leqslant N_0$ such that
\[ \lim_{\lambda \to 0} \left\| \frac{d^p}{d\lambda^p} L_n(\lambda) f - L_n^{(p)}(0) f \right\|_{X_s} = 0 \]
and
\[ \sup_{\lambda \in C_+} \left\| L_n^{(p)}(\lambda) f \right\|_{X_s} \leqslant \left\| L_n^{(p)}(0) f \right\|_{X_s} \leqslant \|\vartheta_s\|_\infty C_{n,p} \|f\|_{X_p}, \quad (4.21) \]
where
\[ C_{n,p} = \sum_{|r| = p} \left( \begin{array}{c} p \\ r \end{array} \right) \prod_{j=1}^{n-1} \|\vartheta_{r_j}\|_\infty \]
with $r = (r_1, \ldots, r_n) \in \mathbb{N}^n$ is a multi-index such that $|r| = \sum_{j=1}^n r_j = p$ and $\left( \begin{array}{c} p \\ r \end{array} \right) = \frac{p!}{r_1! \ldots r_n!}$.

The proof of this result is deferred to Appendix B.
5. Spectral properties of $M_{\lambda}$ along the imaginary axis

Recall that we defined 

$$M_{\lambda} := \mathcal{K} \mathcal{R}(\lambda, A), \quad \text{Re}\lambda \geq 0$$ 

so that

$$M_{\lambda} \varphi(x, v) = \int_V k(v, w) m(dw) \int_0^\infty \exp \left(- (\lambda + \sigma(w)) t \right) \varphi(x - tw, w) dt,$$

for any $\varphi \in X_0$, and a.e $(x, v) \in \Omega \times V$. We study here more carefully the properties of $M_{\lambda \eta}$ for $\eta \in \mathbb{R}$. We begin with the following which, as we shall see allow to prove Theorem 1.2 in the Introduction.

**Proposition 5.1.** Assume that $\mathcal{K}$ is an irreducible operator satisfying Assumptions 1.1 and the measure $m$ satisfies (1.12). There exists a positive $\varphi_0 \in X_0$ such that

$$M_0 \varphi_0 = \varphi_0, \quad \int_{T^d \times V} \varphi_0(x, v) dx m(dv) = 1.$$

**Proof.** Recall that $M_0$ is stochastic, power-compact and irreducible. Consequently, its spectral radius $r_\sigma(M_0) = 1$ is an algebraically simple and isolated eigenvalue of $M_0$ and there is a normalised and positive eigenfunction $\varphi_0 \in X_0$ such that

$$M_0 \varphi_0 = \varphi_0, \quad \int_{T^d \times V} \varphi_0 dx m(dv) = 1.$$

In particular, one can define

$$\Psi(x, v) = \int_0^\infty \exp \left(- s \sigma(v) \right) \varphi_0(x - sv, v) ds, \quad \forall (x, v) \in T^d \times V \quad (5.1)$$

and checks easily that

$$\|\Psi\|_{X_0} = \int_V \sigma(v) m(dv) \int_{T^d} dx \int_0^\infty \exp \left(- s \sigma(v) \right) \varphi_0(x - sv, v) dt$$

$$= \int_{T^d \times V} \varphi_0(y, v) dy m(dv) = \|\varphi_0\|_{X_0}$$

i.e. $\Psi \in X_{-1}$. Then, since $\mathcal{K} \in \mathcal{B}(X_{-1}, X_{N_0})$, one has $\mathcal{K} \Psi \in X_{N_0}$, i.e. $M_0 \varphi_0 \in X_{N_0}$. Since $\varphi_0 = M_0 \varphi_0$, we deduce that $\varphi_0 \in X_{N_0}$ and this proves the Proposition. □

The above Proposition as well as its proof allow to prove the existence and uniqueness of the invariant density

**Proof of Theorem 1.2.** With the notations of the above proof, recall that we define $\Psi$ through (5.1) with $\Psi \in X_{-1}$. Since we prove that $\varphi_0 \in X_{N_0}$ one actually has that

$$\Psi \in X_{N_0 - 1}.$$

Moreover, a simple computation shows that

$$U_0(t) \Psi(x, v) = \exp \left(- t \sigma(v) \right) \int_0^\infty \exp \left(- s \sigma(v) \right) \varphi_0(x - (t + s)v) ds$$

$$= \int_t^\infty \exp \left(- s \sigma(v) \right) \varphi_0(x - sv, v) ds$$
so that,
\[ t^{-1} (U_0(t)\psi(x, v) - \psi(x, v)) = \frac{1}{t} \int_0^t \exp(-s\sigma(v)) \varphi_0(x - sv, v) \, ds \]
and one sees that \( \psi \in \mathcal{D}(\mathcal{A}) \) with
\[ \mathcal{A} \psi = \lim_{t \to 0^+} t^{-1} (U_0(t)\psi - \psi) = -\varphi_0 \]
where the limit is meant in \( \mathbb{X}_0 \). Since \( K \psi = M_0 \varphi_0 \), the identity \( M_0 \varphi_0 = \varphi_0 \) gives
\[ (\mathcal{A} + K) \psi = 0 \]
i.e. \( \psi \) is the invariant density of \( (\mathcal{V}(t))_{t \geq 0} \). The fact that the invariant density with unit norm is unique comes from the irreducibility of \( (\mathcal{V}(t))_{t \geq 0} \). Notice that, then since the same result can also be proven in the spatially homogeneous case, i.e. considering only the semigroup generated by \( K \), one sees that there also exists a unique invariant density \( \tilde{\psi} \) to \( K \), i.e. \( \psi = \tilde{\psi}(v) > 0 \) such that \( K \tilde{\psi} = 0 \). In such case of course, \( (\mathcal{A} + K) \tilde{\psi} = 0 \) and, by uniqueness, \( \psi = \tilde{\psi} \) which proves that \( \psi \) turns out to be spatially homogeneous. \( \square \)

**Remark 5.2.** Notice that, in the above proof, the definition we gave of \( \psi \) is somehow the expression we would deduce from \( \mathcal{R}(0, \mathcal{A})\varphi_0 \) if \( 0 \notin \mathcal{S}(\mathcal{A}) \). Of course, what happens here is that, because \( \varphi_0 \in \mathbb{X}_1 \), the expression still makes sense. This idea will be the cornerstone of our construction of the trace of \( \mathcal{R}(\lambda, \mathcal{A}) \) along the imaginary axis in Proposition 4.1.

**Proposition 5.3.** For any \( \lambda \in \mathbb{C} \setminus \{0\} \) with \( \text{Re} \lambda \geq 0 \),
\[ r_\sigma(M_\lambda) < 1. \]

**Proof.** We already saw in (4.12) that
\[ ||M_\lambda||_{\mathcal{B}(\mathbb{X}_0)} \leq \frac{||\sigma||_{\infty}}{\text{Re} \lambda + ||\sigma||_{\infty}}, \quad \forall \text{Re} \lambda > 0. \]
In particular, for \( \text{Re} \lambda > 0 \), \( r_\sigma(M_\lambda) < 1 \). Let us focus on the case \( \text{Re} \lambda = 0 \). For \( \lambda = i\eta \), one has
\[ M_{i\eta} \in \mathcal{B}(\mathbb{X}_0) \quad \text{with} \quad ||M_{i\eta}|| \leq M_0 \]
where \( ||M_{i\eta}|| \) denotes the absolute value operator of \( M_{i\eta} \) (see [16]). The operator \( M_0 \) being power compact, the same holds for \( ||M_{i\eta}|| \) by a domination argument so that
\[ r_{\text{ess}}(||M_{i\eta}||) = 0 \]
where \( r_{\text{ess}}(\cdot) \) denotes the essential spectral radius. We prove that \( r_\sigma(||M_{i\eta}||) < 1 \) by contradiction: assume, on the contrary, \( r_\sigma(||M_{i\eta}||) = 1 > r_{\text{ess}}(||M_{i\eta}||) = 0 \), then \( r_\sigma(||M_{i\eta}||) \) is an isolated eigenvalue of \( ||M_{i\eta}|| \) with finite algebraic multiplicity and also an eigenvalue of the dual operator, associated to a nonnegative eigenfunction. From the fact that \( ||M_{i\eta}|| \leq M_0 \) with \( ||M_{i\eta}|| \neq M_0 \), one can invoke [29, Theorem 4.3] to get that
\[ r_\sigma(||M_{i\eta}||) < r_\sigma(M_0) = 1 \]
which is a contradiction. Therefore, \( r_\sigma(||M_{i\eta}||) < 1 \) and, since \( r_\sigma(M_{i\eta}) \leq r_\sigma(||M_{i\eta}||) \), the conclusion holds true. \( \square \)

**Theorem 5.4.** If \( K \in \mathcal{B}(\mathbb{X}_0) \) satisfies Assumption 1.1 then \( i\mathbb{R} \subset \mathcal{S}(\mathcal{A} + K) \).
**Proof.** From Proposition 5.3 and Banach-Steinhaus Theorem [8, Theorem 2.2, p. 32], for any \( \eta \neq 0 \),

\[
\limsup_{\varepsilon \to 0^+} \| R(1, M_{\varepsilon + i\eta}) \|_{\mathcal{B}(\mathcal{X}_0)} < \infty. \tag{5.2}
\]

Recall that, for \( \Re \lambda > 0 \),

\[
R(\lambda, A+K) = R(\lambda, A) + \sum_{n=1}^{\infty} R(\lambda, A) [K R(\lambda, A)]^n = R(\lambda, A) + R(\lambda, A) M_0 R(1, M_\lambda). \tag{5.3}
\]

Now, combining (4.11) and (4.6) one has

\[
\sup_{\varepsilon \in [0,1], \eta \in \mathbb{R}} \| R(\varepsilon + i\eta, A) M_{\varepsilon + i\eta} \|_{\mathcal{B}(\mathcal{X}_0)} \leq C_1 \| \vartheta_1 \|_\infty < \infty
\]

which, thanks to (5.2), yields

\[
\limsup_{\varepsilon \to 0^+} \| R(\varepsilon + i\eta, A) M_{\varepsilon + i\eta} R(1, M_{\varepsilon + i\eta}) \|_{\mathcal{B}(\mathcal{X}_0)} < \infty.
\]

This, together with (4.2) and (5.3) proves that, for any \( \eta \in \mathbb{R}, \eta \neq 0 \), it holds

\[
\limsup_{\varepsilon \to 0^+} \| R(\varepsilon + i\eta, A + K) \|_{\mathcal{B}(\mathcal{X}_0)} = \infty,
\]

whence \( i\eta \in \mathcal{S}(A + K) \) for any \( \eta \neq 0 \). Recalling that \( 0 \in \mathcal{S}_p(A + K) \) we get the conclusion. \( \square \)

5.1. **Spectral properties of** \( M_\lambda \) **in the vicinity of** \( \lambda = 0 \). We recall that, being \( M_0 \) stochastic power-compact and irreducible, the spectral radius \( r_\sigma(M_0) = 1 \) is an algebraically simple and isolated eigenvalue of \( M_0 \) and there exists \( 0 < r < 1 \) such that

\[
\mathcal{S}(M_0) \setminus \{1\} \subset \{ z \in \mathbb{C} ; |z| < r \}
\]

and there is a normalised and positive eigenfunction \( \varphi_0 \) such that

\[
M_0 \varphi_0 = \varphi_0, \quad \int_{T^d \times V} \varphi_0 \, dx \, m(dv) = 1. \tag{5.4}
\]

Because \( M_0 \) is stochastic, the dual operator \( M_0^* \) (in \( L^\infty(T^d \times V, dx \, m(dv)) \)) admits the eigenfunction

\[
\varphi_0^* = 1_{T^d \times V}
\]

associated to the algebraically simple eigenvalue 1 and the second part of (5.4) reads

\[
\langle \varphi_0, \varphi_0^* \rangle = 1
\]

where \( \langle \cdot, \cdot \rangle \) denotes the duality production between \( \mathcal{X}_0 \) and its dual \( \mathcal{X}_0^* \). Notice that then, for any \( n \in \mathbb{N} \),

\[
\mathcal{S}(M_0^n) \setminus \{1\} \subset \{ z \in \mathbb{C} ; |z| < r\}
\]

with

\[
M_0^n \varphi_0 = \varphi_0, \quad \forall n \in \mathbb{N}.
\]

The spectral projection of \( M_0 \) associated to the eigenvalue 1 coincide then with that associated to \( M_0^n \) (see Theorem C.1), i.e

\[
P(0) = \frac{1}{2i\pi} \oint_{|z-1|=r_0} R(z, M_0) \, dz = \frac{1}{2i\pi} \oint_{|z-1|=r_0} R(z, M_0^n) \, dz
\]

where \( r_0 > 0 \) is chosen so that \( \{ z \in \mathbb{C} ; |z-1| = r_0 \} \subset \{ z \in \mathbb{C} ; |z| > r \} \).
We recall that Theorem 3.1 established the fact that there exists $q \in \mathbb{N}$ such that 
\[ \{ M_\lambda^q : 0 \leq \text{Re} \lambda \leq 1 \} \subset \mathcal{B}(X_0) \]
is collectively compact. From now on, we set 
\[ H_\lambda = M_\lambda^q, \quad 0 \leq \text{Re} \lambda \leq 1. \]
A first consequence of this collective compactness and the strong convergence of $M_{\varepsilon + i\eta}$ towards $M_{i\eta}$ is the following

**Lemma 5.5.** For any $\eta_0 \in \mathbb{R} \setminus \{0\}$, there is $0 < \delta < \frac{1}{2}|\eta_0|$ such that, for any $f \in X_0$,
\[ \lim_{\varepsilon \to 0^+} \sup_{|\eta - \eta_0| < \delta} \left\| \mathcal{R}(1, M_{\varepsilon + i\eta})f - \mathcal{R}(1, M_{i\eta})f \right\|_{X_0} = 0. \]

**Proof.** Notice that the strong convergence
\[ \lim_{\varepsilon \to 0} \mathcal{R}(1, H_{\varepsilon + i\eta})f = \mathcal{R}(1, H_{i\eta})f \]
can be proven for any $\eta \in \mathbb{R} \setminus \{0\}$ thanks to the collective compactness assumption and [1, Theorem 5.3 (d)]. The fact that the convergence is uniform with respect to $\eta$ and that the uniform convergence transfers from $\mathcal{R}(1, H_{\varepsilon + i\eta})$ to $\mathcal{R}(1, H_{i\eta})$ is deduced as follows. For the uniform convergence, we closely follow the proof of [1, Theorem 5.3 (d)]. First, recall that, for any $\eta \in \mathbb{R} \setminus \{0\}$, $r_{\sigma}(H_{i\eta}) < 1$ thanks to Proposition 5.3. Then, according to [1, Theorem 5.3] that, for any $\eta \in \mathbb{R} \setminus \{0\}$,
\[ \lim_{\eta \to \eta_0} \| \mathcal{R}(1, H_{i\eta})f - \mathcal{R}(1, H_{i\eta_0})f \|_{X_0} = 0 \quad \forall f \in X_0, \]  
(5.5) due to the collective compactness of $\{H_{i\eta}, \eta \in \mathbb{R}\}$. Let us consider $\eta_0 \in \mathbb{R} \setminus \{0\}$ and observe that, if $0 < \delta < \frac{1}{2}|\eta_0|$, then $\eta \neq 0$ whenever $|\eta - \eta_0| < \delta$. According to Proposition 5.3, there is $\rho \in (0, 1)$ such that
\[ r_{\sigma}(M_{i\eta_0}) < \rho < 1. \]  
(5.6)
For $\lambda = \varepsilon + i\eta$,
\[ \mathbf{I} - H_{\lambda} = [(\mathbf{I} - (H_{\lambda} - H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0})) \mathbf{I} - H_{i\eta_0}) \]
and, due to the collective compactness of $\{(H_{\lambda} - H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0}) : 0 < \varepsilon < 1\}$ and the strong convergence of $H_{\lambda}$ to $H_{i\eta_0}$ as $\lambda \to i\eta_0$, we deduce from [1, Lemma 5.2] that
\[ \lim_{\lambda \to i\eta_0} \left\| (H_{\lambda} - H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0}) \right\|_{\mathcal{B}(X_0)} = 0 \]
and there exist $\varepsilon_0 > 0, \delta > 0$ such that
\[ \left\| (H_{\lambda} - H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0}) \right\|_{\mathcal{B}(X_0)} \leq \frac{1}{2}, \quad \forall \lambda = \varepsilon + i\eta, \quad 0 < \varepsilon < \varepsilon_0, \quad |\eta - \eta_0| < \delta. \]
In particular, for $0 < \varepsilon < \varepsilon_0$, and $|\eta - \eta_0| < \delta$, $\mathbf{I} - (H_{\lambda} - H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0})$ is invertible and there exists $C > 0$ such that
\[ \sup_{0 \leq |\eta - \eta_0| < \delta, \eta - |\eta_0| < \delta} \left\| (H_{\lambda} - H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0}) \right\|_{\mathcal{B}(X_0)} < \infty. \]
This gives that, for any $\lambda = \varepsilon + i\eta$ with $\varepsilon \in (0, \varepsilon_0), |\eta - \eta_0| < \delta$, $\mathbf{I} - H_{\lambda}$ is invertible with
\[ \mathcal{R}(1, H_{\lambda}) = \mathcal{R}(1, H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0}) \mathcal{R}(1, H_{i\eta_0}) \left( H_{\lambda} - H_{i\eta_0} \right) \]
COLLISIONAL KINETIC EQUATION

\[ \sup_{0 \leq \varepsilon < \varepsilon_0} \| \mathcal{R}(1, H_\lambda) \|_{\mathcal{B}(X_0)} = M < \infty. \]

This shows that there exists \( R \in (0, 1) \) such that

\[ r_{\sigma}(H_\lambda) < R \quad \forall \lambda = \varepsilon + i\eta, \quad \varepsilon \in (0, \varepsilon_0), \quad |\eta - \eta_0| < \delta. \]

Since \( r_{\sigma}(M_\lambda) = r_{\sigma}(H_\lambda) \), we deduce that

\[ r_{\sigma}(M_{\varepsilon + i\eta}) < R < 1 \quad \forall \varepsilon \in (0, \varepsilon_0), \quad \eta \in (\eta_0 - \delta, \eta_0 + \delta). \]

Then, from the identity

\[ \mathcal{R}(1, H_\lambda) - \mathcal{R}(1, H_{i\eta}) = \mathcal{R}(1, H_\lambda) (H_\lambda - H_{i\eta}) \mathcal{R}(1, H_{i\eta}) \]

we deduce that, for any \( f \in X_0 \)

\[ \| \mathcal{R}(1, H_{i\eta}) f - \mathcal{R}(1, H_\lambda) f \|_{X_0} \leq \| \mathcal{R}(1, H_\lambda) \| \| (H_\lambda - H_{i\eta}) \mathcal{R}(1, H_{i\eta}) f \|_{X_0} \leq M \| (H_{\varepsilon + i\eta} - H_{i\eta}) \mathcal{R}(1, H_{i\eta}) f \|_{X_0}. \]

(5.7)

Now, according to Lemma 4.10 (see Eq. (4.14)), one has

\[ \lim_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \| H_{\varepsilon + i\eta} g - H_{i\eta} g \|_{X_0} = 0 \quad \forall g \in X_0. \]

(5.8)

Let now \( f \in X_0 \). According to (5.5), the family

\[ \{ g(\eta) = \mathcal{R}(1, H_{i\eta}) f \mid \eta \in [\eta_0 - \delta, \eta_0 + \delta] \} \]

is a relatively compact subset of \( X_0 \)

and we deduce then easily from (5.8) that

\[ \lim_{\varepsilon \to 0} \sup_{\eta \in [\eta_0 - \delta, \eta_0 + \delta]} \| H_{\varepsilon + i\eta} g(\eta) - H_{i\eta} g(\eta) \|_{X_0} = 0. \]

Thanks to (5.7), we deduce that

\[ \lim_{\varepsilon \to 0} \sup_{|\eta - \eta_0| \leq \delta} \| \mathcal{R}(1, H_{\varepsilon + i\eta}) f - \mathcal{R}(1, H_{i\eta}) f \|_{X_0} = 0, \quad \forall f \in X_0. \]

Recalling that

\[ \mathcal{R}(1, M_{\varepsilon + i\eta}) f = \sum_{j=0}^{q-1} \mathcal{R}(1, H_{\varepsilon + i\eta}) M_{\varepsilon + i\eta}^j f \quad \forall f \in X_0 \]

we deduce from the above convergence of \( \mathcal{R}(1, H_{\varepsilon + i\eta}) \) and (4.14) pointing out that all convergence holds uniformly with respect to \( \eta \in [\eta_0 - \delta, \eta_0 + \delta] \).

Thanks to Theorem 3.1, the spectral structure of \( M_0^q \) is inherited by both \( H_\lambda \) and \( M_\lambda \) for \( \lambda \) small enough. In the sequel, for any \( z_0 \in \mathbb{C}, \ r > 0 \), the disc of center \( z_0 \) and radius \( r > 0 \) is denoted:

\[ D(z_0, r) := \{ z \in \mathbb{C} \mid |z - z_0| < r \}. \]

One has
**Theorem 5.6.** For any $\lambda \in \mathbb{T}_+$ the spectrum of $M_{\lambda}$ is given by

$$\mathcal{S}(M_{\lambda}) = \{0\} \cup \{\mu_j(\lambda) \; ; \; j \in \mathbb{N}_\lambda \subset \mathbb{N}\}$$

where, $\mathbb{N}_\lambda$ is a (possibly finite) subset of $\mathbb{N}$ and, for each $j \in \mathbb{N}_\lambda$, $\mu_j(\lambda)$ is an isolated eigenvalue of $M_{\lambda}$ of finite algebraic multiplicities and $0$ being the only possible accumulation point of the sequence $\{\mu_j(\lambda)\}_{j \in \mathbb{N}_\lambda}$. Moreover,

$$|\mu_j(\lambda)| < 1 \quad \text{for any } j \in \mathbb{N}_\lambda, \quad \lambda \neq 0.$$  

Finally, there exist $\delta_0 > 0$ and $r_0 \in (0, 1)$ such that, for any $|\lambda| \leq \delta_0$, $\lambda \in \mathbb{T}_+$,

$$\mathcal{S}(M_{\lambda}) \cap D(1, r_0) = \{\mu(\lambda)\}$$

where $\mu(\lambda)$ is an algebraically simple eigenvalue of $M_{\lambda}$ such that

$$\lim_{\lambda \to 0} \mu(\lambda) = 1$$

and there exist an eigenfunction $\varphi_{\lambda}$ of $M_{\lambda}$ and an eigenfunction $\varphi^*_{\lambda}$ of $(M_{\lambda})^*$ associated to $\mu(\lambda)$ such that

$$\langle \varphi_{\lambda}, \varphi^*_{\lambda} \rangle = 1, \quad \lim_{\lambda \to 0} \|\varphi_{\lambda} - \varphi_0\|_{X_0} = 0$$

and the spectral projection $P(\lambda)$ associated to $\mu(\lambda)$ ($\lambda \in \mathbb{T}_+$) is given by

$$P(\lambda)\psi = \langle \psi, \varphi_{\lambda} \rangle \varphi_{\lambda}, \quad \psi \in X_0$$

and is such that

$$\lim_{\lambda \to 0} \|P(\lambda)\psi - P(0)\psi\|_{X_0} = 0, \quad \forall \psi \in X_0.$$  

**Proof.** Since $H_{\lambda}$ is compact, the structure of $\mathcal{S}(M_{\lambda})$ follows. The fact that all eigenvalues have modulus less than one comes from Proposition 5.3. This gives the first part of the Proposition. For the second part, the collective compactness of $\{H_{\lambda} \; ; \; 0 \leq \text{Re}\lambda \leq 1\}$ is used in a crucial way. Indeed, recall that

$$\lim_{\lambda \to 0} \|H_{\lambda}\varphi - H_0\varphi\|_X = 0, \quad \forall \varphi \in X.$$  

This, together with the collective compactness of the family $\{H_{\lambda} \; ; \; 0 \leq \text{Re}\lambda \leq 1\}$ give the separation of the spectrum thanks to [1, Theorem 5.3 and Proposition 6.3]. Namely, there exist $\delta_0, r_0$ small enough such that, for $|\lambda| < \delta_0$ small enough, the curve $\{z \in \mathbb{C} \; ; \; |z - 1| = r_0\}$ is separating the spectrum $\mathcal{S}(H_{\lambda})$ into two disjoint parts, say

$$\mathcal{S}(H_{\lambda}) = \mathcal{S}_{\text{in}}(H_{\lambda}) \cup \mathcal{S}_{\text{ext}}(H_{\lambda})$$

where $\mathcal{S}_{\text{in}}(H_{\lambda}) \subset \{z \in \mathbb{C} \; ; \; |z - 1| < r_0\} = D(1, r_0)$ and $\mathcal{S}_{\text{ext}}(H_{\lambda}) \subset \{z \in \mathbb{C} \; ; \; |z - 1| > r_0\}$. Moreover, the spectral projection of $H_{\lambda}$ associated to $\mathcal{S}_{\text{in}}(H_{\lambda})$, defined as

$$P_q(\lambda) = \frac{1}{2i\pi} \oint_{\{|z-1|=r_0\}} R(z, H_{\lambda})dz,$$  

is such that

$$\lim_{\lambda \to 0} \|P_q(\lambda)\varphi - P_q(0)\varphi\|_X = 0 \quad \forall \varphi \in X$$

and

$$\dim(\text{Range}(P_q(\lambda))) = \dim(\text{Range}(P_q(0))), \quad |\lambda| < \delta_0, \text{Re}\lambda \geq 0.$$  

Now, from the same consideration as those in the beginning of Section 5.1,

$$\dim(\text{Range}(P_q(0))) = 1.$$
Therefore, \(\dim(\text{Range}(P_q(\lambda))) = 1\) for \(|\lambda| < \delta_0, \Re \lambda \geq 0\), i.e.
\[
\mathcal{S}_{\text{in}}(H_\lambda) = \mathcal{S}(H_\lambda) \cap D(1, r_0) = \{\nu(\lambda)\}
\]
reduces to some algebraically simple eigenvalue of \(H_\lambda\). From Theorem C.1 (and Remark C.2) in Appendix C, one deduces that there exists a unique eigenvalue \(\mu(\lambda)\) of \(M_\lambda\) such that
\[
\nu(\lambda) = \mu(\lambda)^q,
\]
that eigenvalue \(\mu(\lambda)\) is simple and
\[
\mathcal{S}_{\text{in}}(M_\lambda) = \mathcal{S}(M_\lambda) \cap D(1, r_0) = \{\mu(\lambda)\}, \quad |\lambda| < \delta_0, \Re \lambda \geq 0.
\]
Notice that, clearly
\[
\lim_{\lambda \to 0} \mu(\lambda) = 1 \quad (\Re \lambda \geq 0)
\]
while, defining
\[
P(\lambda) = \frac{1}{2i\pi} \int_{\{|z-1|=r_0\}} \mathcal{R}(z, M_\lambda) \, dz, \quad |\lambda| \leq \delta_0
\]
one deduces again from Theorem C.1 that
\[
P(\lambda) = P_q(\lambda), \quad |\lambda| \leq \delta_0.
\]
In particular, (5.11) holds true. Setting then
\[
\varphi_\lambda := P(\lambda)\varphi_0, \quad \lambda \in \mathbb{C}_+
\]
where \(\varphi_0\) is the eigenfunction of \(M_0\) in (5.4), one sees that \(\varphi_\lambda\) converges to \(P(0)\varphi_0 = \varphi_0 \neq 0\) as \(\lambda \to 0\). Thus, \(\varphi_\lambda \neq 0\) for \(\lambda\) small enough and, since \(\mu(\lambda)\) is algebraically simple, \(\varphi_\lambda\) is an eigenfunction of \(M_\lambda\) for \(|\lambda|\) small enough. Setting
\[
\beta_\lambda := \langle \varphi_\lambda, \varphi_0^* \rangle \neq 0
\]
one sees that \(\lim_{\lambda \to 0} \beta_\lambda = \beta_0 = \langle \varphi_0, \varphi_0^* \rangle = 1\) where we recall \(\varphi_0^* = 1_{\mathbb{T}^d \times V}\). In particular, for \(|\lambda|\) small enough, \(\beta_\lambda \neq 0\) and, setting
\[
\varphi_\lambda^* = \frac{1}{\beta_\lambda} P^*(\lambda)\varphi_0^*
\]
one checks easily that
\[
\langle \varphi_\lambda, \varphi_\lambda^* \rangle = \beta_\lambda^{-1} \langle P(\lambda)\varphi_\lambda, \varphi_0^* \rangle = \beta_\lambda^{-1} \langle \varphi_\lambda, \varphi_0^* \rangle = 1
\]
and, since \(P(\lambda)\) is of rank one, the expression (5.10) follows. \(\square\)

**Remark 5.7.** Notice that, in full generality, it is not true that \(M_\lambda^*\) converges strongly to \(M_0^*\) as \(\lambda \to 0\) in \(\mathbb{X}_0^*\). In particular, one cannot conclude that \(\varphi_\lambda^*\) converges to \(\varphi_0^*\) in \(\mathbb{X}_0^*\). However, from the strong convergence of \(P(\lambda)\) to \(P(0)\) and the convergence of \(\varphi_\lambda\) to \(\varphi_0\), one deduces that
\[
\lim_{\lambda \to 0} \langle \psi, \varphi_\lambda^* \rangle = \lim_{\lambda \to 0} \beta_\lambda^{-1} \langle \psi, P^*(\lambda)\varphi_0^* \rangle = \lim_{\lambda \to 0} \beta_\lambda^{-1} \langle P(\lambda)\psi, \varphi_0^* \rangle = \beta_0^{-1} \langle P(0)\psi, \varphi_0^* \rangle = \langle \psi, P(0)^*\varphi_0^* \rangle
\]
so that
\[
\lim_{\lambda \to 0} \langle \psi, \varphi_\lambda^* \rangle = \int_{\mathbb{T}^d \times V} \psi(x, v) dx \otimes m(dv), \quad \forall \psi \in \mathbb{X}_0
\]
i.e. \(\varphi_\lambda^*\) converges to \(\varphi_0^* = 1_{\mathbb{T}^d \times V}\) in the weak-* topology of \(\mathbb{X}_0^*\) as \(\lambda \to 0\).

We can upgrade the convergence in (5.11) as follows
Corollary 5.8. Let \( f \in \mathcal{X}_s, s \leq N_0 \). Then
\[
\lim_{\lambda \to 0} \| P(\lambda) f - P(0) f \|_{\mathcal{X}_s} = 0.
\]

**Proof.** The proof is based upon the following observation: if \( f \in \mathcal{X}_s \) and \( g(\lambda) = \mathcal{R}(z, M_\lambda) f \in \mathcal{X}_0 \) with \( |z - 1| = r_0 \), then
\[
zg(\lambda) = f + M_\lambda g(\lambda).
\]
Since \( \lim_{\lambda \to 0} \| g(\lambda) - g(0) \|_{\mathcal{X}_0} = 0 \) one has, from the regularising effect of \( M_\lambda \) that
\[
\lim_{\lambda \to 0} \| M_\lambda g(\lambda) - M_\lambda g(0) \|_{\mathcal{X}_s} = 0
\]
as soon as \( s \leq N_0 \). This proves (because \( f \in \mathcal{X}_s \)) that
\[
g(\lambda) = z^{-1} f + z^{-1} M_\lambda g(\lambda) \in \mathcal{X}_s
\]
and
\[
\lim_{\lambda \to 0} \| g(\lambda) - g(0) \|_{\mathcal{X}_s} = 0
\]
where the convergence is actually uniform with respect to \( z \in \Gamma = \{ z \in \mathbb{C} ; |z - 1| = r_0 \} \) since \( \sup_{z \in \Gamma} |z|^{-1} < \infty \). Equivalently
\[
\lim \sup_{\lambda \to 0 \atop z \in \Gamma} \| \mathcal{R}(z, M_\lambda) f - \mathcal{R}(z, M_0) f \|_{\mathcal{X}_s} = 0. \tag{5.14}
\]
Since
\[
P(\lambda) = \frac{1}{2i\pi} \oint_{\Gamma} \mathcal{R}(z, M_\lambda) f \, dz,
\]
\( \lambda \in \mathbb{C}_+ \), \( |\lambda| \leq \delta_0 \)
this gives the conclusion. \( \square \)

From now, we define \( \delta > 0 \) small enough, so that the rectangle
\[
\mathcal{C}_\delta := \{ \lambda \in \mathbb{C} ; 0 \leq \text{Re}\lambda \leq \delta, |\text{Im}\lambda| \leq \delta \} \subset \{ \lambda \in \mathbb{C} ; |\lambda| < \delta_0 \},
\]
where \( \delta_0 \) is introduced in the previous Theorem 5.6. In the sequel, the notion of differentiability of functions \( h \colon \lambda \in \mathcal{C}_\delta \mapsto h(\lambda) \in \mathcal{Y} \) (where \( \mathcal{Y} \) is a given Banach space) is the usual one but, if \( \text{Re}\lambda = 0 \), we have to emphasize the fact that limits are always meant in \( \mathbb{C}_+ \). \( ^2 \)

**Lemma 5.9.** For any \( \lambda \in \mathcal{C}_\delta \), we denote by \( P(\lambda) \) the spectral projection associated to the simple eigenvalue \( \mu(\lambda) \) of \( M_\lambda \) as defined in Theorem 5.6. For any \( f \in \mathcal{X}_1 \), the mapping
\[
\lambda \in \mathcal{C}_\delta \mapsto P(\lambda) f \in \mathcal{X}_0
\]
is differentiable and
\[
P'(0) f = -\frac{1}{2i\pi} \int_{\Gamma} \mathcal{R}(z, H_0) H'_0 \mathcal{R}(z, H_0) f \, dz
\]
where \( H'_0 = L^{(1)}_q(0) \) is the derivative of \( H_\lambda \) at \( \lambda = 0 \).

\( ^2 \)This means for instance that, if \( \lambda_0 \in \mathcal{C}_\delta \) with \( \text{Re}\lambda_0 > 0 \), \( h \) is differentiable means that it is holomorphic in a neighborhood of \( \lambda_0 \); whereas, for \( \lambda_0 = i\eta_0, \eta_0 \in \mathbb{R} \), the differentiability at \( \lambda_0 \) of \( h, \lambda \) means that there exists \( h'(\lambda_0) \in \mathcal{Y} \) such that
\[
\lim_{\lambda \to \lambda_0 \atop \lambda \in \mathbb{C}_+} \left\| \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0} - h'(\lambda_0) \right\|_\mathcal{Y} = 0
\]
where \( \| \cdot \|_\mathcal{Y} \) is the norm on \( \mathcal{Y} \).
Proof. Recall that, being \( \mu(\lambda) \) a simple eigenvalue of \( M_\lambda \), we deduce from Theorem C.1 that
\[
P(\lambda) = P_q(\lambda)
\]
where \( P_q(\lambda) \) is the spectral projection associated to \( H_\lambda = M_\lambda^q \) and its simple eigenvalue \( \mu^q(\lambda) \).

One has then, for any \( f \in X_1 \)
\[
P(\lambda)f = \frac{1}{2i\pi} \oint_{\{ |z| = r_0 \}} R(z, H_\lambda)f \, dz.
\]
As soon as \( z \notin \mathcal{E}(M_\lambda) \) for any \( \lambda \in \mathcal{E}_\delta \), one has
\[
\frac{d}{d\lambda} R(z, H_\lambda)f = -R(z, H_\lambda) \left( \frac{d}{d\lambda} H_\lambda \right) R(z, H_\lambda)f,
\]
so that
\[
\frac{d}{d\lambda} P(\lambda)f = -\frac{1}{2i\pi} \oint_{\{ |z| = r_0 \}} R(z, H_\lambda) \left( \frac{d}{d\lambda} H_\lambda \right) R(z, H_\lambda)f \, dz \quad \forall \lambda \in \mathcal{E}_\delta.
\]
Now, since \( \{ H_\lambda : 0 \leq \Re \lambda \leq 1 \} \) is collectively compact and \( H_\lambda \) converges strongly to \( H_0 \) on \( X_0 \) as \( \lambda \to 0 \), we deduce from [1, Theorem 5.3] that
\[
\lim_{\lambda \to 0} \sup_{|z| = r_0} \| R(z, H_\lambda)g - R(z, H_0)g \|_{X_0} = 0 \quad \forall g \in X_0.
\] (5.15)

Now, recall from Lemma 4.15 that
\[
\lim_{\lambda \to 0} \left\| \frac{d}{d\lambda} H_\lambda \psi - H_0' \psi \right\|_{X_0} = 0
\]
for any \( \psi \in X_1 \) where \( H_0' = L_q^{(1)}(0) \). Introducing
\[
\psi(\lambda) = R(z, H_\lambda)f
\]
which depends on \( z \in D(1, r_0) \), one can argue as in the proof of Corollary 5.8 to deduce that
\[
\lim_{\lambda \to 0} \| \psi(\lambda) - \psi(0) \|_{X_s} = 0 \quad s \leq N_0
\]
where the convergence is uniform with respect to \( z \in D(1, r_0) \). One deduces then that
\[
\lim_{\lambda \to 0} \sup_{|z| = r_0} \left\| \frac{d}{d\lambda} H_\lambda R(z, H_\lambda)f - H_0' R(z, H_0)f \right\|_{X_0} = 0
\]
and then, thanks to (5.15) again, we deduce that
\[
\lim_{\lambda \to 0} \sup_{|z| = r_0} \left\| R(z, H_\lambda) \frac{d}{d\lambda} H_\lambda R(z, H_\lambda)f - R(z, H_0)H_0' R(z, H_0)f \right\|_{X_0} = 0
\]
which proves the differentiability in 0 of \( P(\lambda)f \). The same computations also give
\[
\frac{d}{d\eta} P(\varepsilon + i\eta) = -\frac{1}{2i\pi} \oint_{\{ |z| = r_0 \}} R(z, H_{\varepsilon+i\eta}) \left( \frac{d}{d\eta} H_{\varepsilon+i\eta} \right) R(z, H_{\varepsilon+i\eta}) \, dz, \quad \forall \eta \in \mathbb{R} \setminus \{0\}.
\]

Using now Lemma B.2 which asserts that \( \frac{d}{d\eta} M_{\varepsilon+i\eta} \) converges to \( \frac{d}{d\eta} M_{i\eta} \) as \( \varepsilon \to 0^+ \) uniformly with respect to \( \eta \), we can prove as in Lemma 4.15 that the same holds for \( \frac{d}{d\eta} H_{\varepsilon+i\eta} \) and one deduces the second part of the Lemma.

We deduce from this the differentiability of the simple eigenvalue \( \mu(\lambda) \).
Lemma 5.10. With the notations of Theorem 5.6, the function \( \lambda \in C_0 \mapsto \mu(\lambda) \in \mathbb{C} \) is differentiable with derivative \( \mu'(\lambda) \) such that the limit
\[
\lim_{\lambda \to 0} \mu'(\lambda) = \mu'(0)
\]
exists with \( \mu'(0) < 0 \).

Proof. Recall that we introduced in the proof of Theorem 5.6 the function \( \varphi_\lambda = P(\lambda) \varphi_0 \) as well as the unique eigenfunction \( \varphi_\lambda^* \in \mathcal{X}_0^* \) of \( M_\lambda \) associated to \( \mu(\lambda) \) and such that \( \langle \varphi_\lambda, \varphi_\lambda^* \rangle = 1 \) where \( \langle \cdot, \cdot \rangle \) is the duality bracket between \( \mathcal{X}_0 \) and its dual \( \mathcal{X}_0^* \). Since \( \varphi_0 \in \mathcal{X}_1 \), the mapping \( \lambda \in C_0 \mapsto \varphi_\lambda \in \mathcal{X}_0 \) is differentiable with
\[
\frac{d}{d\lambda} \varphi_\lambda = \frac{d}{d\lambda} P(\lambda) \varphi_0, \quad \lambda \in \overline{C}_+
\]
according to Lemma 5.9. Since
\[
M_\lambda \varphi_\lambda = \mu(\lambda) \varphi_\lambda,
\]
and the mapping \( \lambda \in \overline{C}_+ \mapsto M_\lambda \in \mathcal{B}(\mathcal{X}_0) \) is analytic while \( \mu(\lambda) \) is a simple eigenvalue, we deduce from [22, Chapter II-1] that, for any \( \lambda \in \overline{C}_+ \), the derivative \( \mu'(\lambda) \) exists with
\[
\left( \frac{d}{d\lambda} M_\lambda \right) \varphi_\lambda + M_\lambda \frac{d}{d\lambda} \varphi_\lambda = \mu'(\lambda) \varphi_\lambda + \mu(\lambda) \frac{d}{d\lambda} \varphi_\lambda.
\]
Taking now the duality bracket of this identity with \( \varphi_\lambda^* \) and noticing that
\[
\left\langle M_\lambda \frac{d}{d\lambda} \varphi_\lambda, \varphi_\lambda^* \right\rangle = \left\langle \frac{d}{d\lambda} \varphi_\lambda, M_\lambda \varphi_\lambda^* \right\rangle = \mu(\lambda) \left\langle \frac{d}{d\lambda} \varphi_\lambda, \varphi_\lambda^* \right\rangle
\]
we get that
\[
\left\langle \left( \frac{d}{d\lambda} M_\lambda \right) \varphi_\lambda, \varphi_\lambda^* \right\rangle = \mu'(\lambda) \langle \varphi_\lambda, \varphi_\lambda^* \rangle = \mu'(\lambda).
\]

One sees that
\[
\left| \left\langle \left( \frac{d}{d\lambda} M_\lambda \right) \varphi_\lambda, \varphi_\lambda^* \right\rangle - \left\langle M'_0 \varphi_0, \varphi_0^* \right\rangle \right|
\leq \left| \left\langle \left( \frac{d}{d\lambda} M_\lambda \right) (\varphi_\lambda - \varphi_0), \varphi_\lambda^* \right\rangle \right| + \left| \left\langle \left( \frac{d}{d\lambda} M_\lambda \right) \varphi_0 - M'_0 \varphi_0, \varphi_\lambda^* \right\rangle \right|
\]}
\[+
\left| \left\langle M'_0 \varphi_0, \varphi_\lambda^* - \varphi_0^* \right\rangle \right|\]

where the first and second terms on the right-hand side converges to zero as \( \lambda \to 0 \) since
\[
\lim_{\lambda \to 0} \| \varphi_\lambda - \varphi_0 \|_{\mathcal{X}_1} = 0 \quad \text{and} \quad \lim_{\lambda \to 0} \left\| \left( \frac{d}{d\lambda} M_\lambda \right) \varphi_0 - M'_0 \varphi_0 \right\|_{\mathcal{X}_0} = 0
\]
(recall that \( \varphi_0 \in \mathcal{X}_1 \)) while the third term goes to zero as \( \lambda \to 0 \) since \( \varphi_\lambda^* \) converges to \( \varphi_0^* \) in the weak-* topology of \( \mathcal{X}_0^* \). We deduce from this that
\[
\mu'(0) = \lim_{\lambda \to 0} \mu'(\lambda) = \lim_{\lambda \to 0} \left\langle \left( \frac{d}{d\lambda} M_\lambda \right) \varphi_\lambda, \varphi_\lambda^* \right\rangle = \langle M'_0 \varphi_0, \varphi_0^* \rangle.
\]
Therefore, using Lemma 4.15 (see in particular (B.1)) and since \( \varphi_0^* = 1 \), we deduce that

\[
\mu'(0) = \int_{\Omega \times V} M_0 \varphi_0(x, v) dx \, m(dv)
\]

\[
= - \int_{\Omega \times V} dx \, m(dv) \int_V k(v, w) m(dw) \int_0^\infty t \exp(-\sigma(w)t) \varphi_0(x - tw, w) dt
\]

\[
= - \int_{T^d \times V} \varphi_0(y, w) dy \, m(dw) \int_V k(v, w) m(dw) \int_0^\infty t \exp(-t\sigma(w)) dt
\]

\[
= - \int_{T^d \times V} \varphi_0(y, w) dy \, m(dw) \int_V k(v, w) \sigma^{-2}(w) m(dw)
\]

i.e.

\[
\mu'(0) = - \int_{\Omega \times V} \varphi_0(y, w) \sigma^{-1}(w) dy \, m(dw)
\]

and the negativity of \( \mu'(0) \) follows since \( \varphi_0 > 0 \).

We deduce from this the following fundamental result for our construction of the strong limit of \( \mathcal{R}(\lambda, A + K) \) at 0,

**Proposition 5.11.** Let \( f \in X_1 \) be such that \( P(0)f = 0 \). Then,

\[
\lim_{\lambda \to 0} \mathcal{R}(1, M_\lambda)P(\lambda)f
\]

exists in \( X_0 \) and is denoted by \( \Phi_0 f \). Moreover,

\[
\Phi_0 f = -\frac{1}{\mu'(0)}P'(0)f.
\]

**Proof.** Recall that, since \( f \in X_1 \), the derivative \( P'(0)f \) is well-defined whereas, as observed, \( \mu'(0) \neq 0 \). We simply observes then that, given \( \lambda \in \overline{\mathbb{C}}_+ \setminus \{0\} \),

\[
(I - M_\lambda)P(\lambda)f = (1 - \mu(\lambda))P(\lambda)f \quad \forall \varphi \in X_0
\]

which implies obviously that

\[
\mathcal{R}(1, M_\lambda)P(\lambda)\varphi = \frac{1}{1 - \mu(\lambda)}P(\lambda)\varphi, \quad \forall \varphi \in X_0
\]

provided \( \lambda \neq 0 \) so that \( \mu(\lambda) \neq 1 \) (and in particular \( 1 \notin \mathcal{G}(M_\lambda) \)). Then, for \( f \in X_1 \) with \( P(0)f = 0 \) one can write, for \( |\lambda| \) small enough,

\[
\mathcal{R}(1, M_\lambda)P(\lambda)f = \frac{1}{1 - \mu(\lambda)} \left( P(\lambda)f - P(0)f \right) = \frac{\lambda}{1 - \mu(\lambda)} \left( \frac{P(\lambda)f - P(0)f}{\lambda} \right).
\]

Now, because \( f \in X_1 \),

\[
\lim_{\lambda \to 0} \frac{P(\lambda)f - P(0)f}{\lambda} = P'(0)f
\]

where the convergence holds in \( X_0 \) while, since \( \mu'(0) \neq 0 \), \( \lim_{\lambda \to 0} \frac{\lambda}{1 - \mu(\lambda)} = -\frac{1}{\mu'(0)} \) which gives the result. \( \square \)
6. The Extension of $\mathcal{R}(\lambda, \mathcal{A} + \mathcal{K})$ to the Imaginary Axis

6.1. Existence of the boundary function for $\mathcal{R}(\lambda, \mathcal{A} + \mathcal{K})$. We begin with the extension of $\mathcal{R}(\lambda, \mathcal{A} + \mathcal{K})$ far away from zero:

**Lemma 6.1.** Let $\eta_0 \neq 0$ be given. Then, there is $\delta > 0$ (small enough) such that, for any $f \in X_1$,

$$
\lim_{\varepsilon \to 0^+} \sup_{|\eta - \eta_0| < \delta} \left\| \mathcal{R}(\varepsilon + i\eta, \mathcal{A} + \mathcal{K}) f - \left( \mathcal{R}(i\eta, \mathcal{A}) f + \mathcal{R}(i\eta, \mathcal{A}) \mathcal{M}_{i\eta} \mathcal{R}(1, M_{i\eta}) f \right) \right\|_{X_0} = 0.
$$

**Proof.** We recall that, for any $f \in X_0$, Lemma 5.5 established that

$$
\lim_{\varepsilon \to 0^+} \sup_{|\eta - \eta_0| < \delta} \left\| \mathcal{R}(1, M_{\varepsilon + i\eta}) g - \mathcal{R}(1, M_{i\eta}) g \right\|_{X_0} = 0
$$

holds for any $g \in X_0$. Recalling that (4.17) holds in particular for $s = 1$, i.e.

$$
\lim_{\varepsilon \to 0^+} \sup_{|\eta - \eta_0| < \delta} \left\| M_{\varepsilon + i\eta} \mathcal{R}(1, M_{\varepsilon + i\eta}) - M_{i\eta} \mathcal{R}(1, M_{i\eta}) \right\|_{X_1} = 0, \quad \forall g \in X_0
$$

we deduce from Corollary 4.3 that

$$
\lim_{\varepsilon \to 0^+} \sup_{|\eta - \eta_0| < \delta} \left\| \mathcal{R}(\varepsilon + i\eta, \mathcal{A}) M_{\varepsilon + i\eta} \mathcal{R}(1, M_{\varepsilon + i\eta}) f - \mathcal{R}(i\eta, \mathcal{A}) \mathcal{M}_{i\eta} \mathcal{R}(1, M_{i\eta}) f \right\|_{X_0} = 0 \quad \forall f \in X_0.
$$

Combining this with (4.3) and the fact that

$$
\mathcal{R}(\varepsilon + i\eta, \mathcal{A}) f = \mathcal{R}(\varepsilon + i\eta, \mathcal{A}) f + \mathcal{R}(\varepsilon + i\eta, \mathcal{A}) \mathcal{M}_{\varepsilon + i\eta} \mathcal{R}(1, M_{\varepsilon + i\eta}) f
$$

we deduce the result. \qed

This shows that, away from zero, it is possible to extend the resolvent of $\mathcal{R}(\lambda, \mathcal{A} + \mathcal{K})$ along the imaginary axis, i.e. for $\lambda = i\eta$. The extension for $\lambda = 0$ is much more involved and follows the approach of [27, Section 4]. For such a case, recalling that, with the definition of $P_0$ and $P$, given $f \in X_0$,

$$
P(0) f = 0 \iff P f = 0 \iff \varrho f = \int_{T^d \times V} f(x, v) dx \otimes m(dv) = 0.
$$

We introduce then

$$
X^0_k := \{ f \in X_k \mid \varrho f = 0 \}, \quad k \in \mathbb{N}.
$$

which is a closed subspace of $X_k$. Notice that, endowed with the $X_k$-norm, $X^0_k$ is a Banach space. Since the semigroup $(\mathcal{V}(t))_{t \geq 0}$ generated by $\mathcal{A} + \mathcal{K}$ is conservative:

$$
\int_{T^d \times V} \mathcal{V}(t) f dx \otimes m(dv) = \int_{T^d \times V} f dx \otimes m(dv), \quad \forall t \geq 0, \; f \in X_0
$$

one has

$$
\int_{\Omega \times V} \mathcal{R}(\lambda, \mathcal{A} + \mathcal{K}) f dx \otimes m(dv) = \int_{\Omega \times V} \left( \int_0^\infty e^{-\lambda t} \mathcal{V}(t) f dt \right) dx \otimes m(dv)
$$

$$
= \frac{1}{\lambda} \int_{\Omega \times V} f dx \otimes m(dv), \quad \forall \lambda \in \mathbb{C}_+
$$

and therefore the resolvent and all its iterates $\mathcal{R}(\lambda, \mathcal{A} + \mathcal{K})^k$ leave $X^0_k$ invariant ($k \geq 0$). We deduce from Proposition 5.11 the following
Lemma 6.2. Let \( f \in X_1 \) with \( g_f = 0 \), i.e. \( f \in X_1^0 \), then
\[
\lim_{\lambda \to 0} \mathcal{R}(\lambda, A + \mathcal{K})f,
\]
exists in \( X_0 \). We denote it by \( \mathcal{R}(0)f \) and has
\[
\mathcal{R}(0)f = \mathcal{R}(0, A)f + \mathcal{R}(0, A)M_0 \left[ \mathcal{R}(1, M_0 (I - P(0)))f + \Phi_0 f \right]
\]
Proof. With the previous notations, if \( f \in X_1 \), using the fact that \( M_\lambda \) and \( P(\lambda) \) commute, one has
\[
\mathcal{R}(\lambda, A + \mathcal{K})f = \mathcal{R}(\lambda, A)f + \mathcal{R}(\lambda, A)M_\lambda \mathcal{R}(1, M_\lambda)f
\]
and then
\[
= \mathcal{R}(\lambda, A)f + \mathcal{R}(\lambda, A)M_\lambda \mathcal{R}(1, M_\lambda (I - P(\lambda)))f + \mathcal{R}(\lambda, A)M_\lambda \mathcal{R}(1, M_\lambda)P(\lambda)f.
\]
We investigate separately the convergence of each of the last three terms. First, since \( f \in X_1 \),
\[
\lim_{\lambda \to 0} \left\| \mathcal{R}(\lambda, A)f - \mathcal{R}(0, A)f \right\|_{X_0} = 0.
\]
Now, for the second term, recall that \( H_\lambda = M^q_\lambda \). Since \( \{H_\lambda (I - P(\lambda))\}_{\Re \lambda \in [0,1]} \) is collectively compact and strongly converges to \( H_0 (I - P(0)) \) as \( \lambda \to 0 \) with \( r_\sigma (H_0(I - P(0))) < 1 \), we deduce from the convergence of the spectrum established in [1, Theorem 5.3(a)] that, for \( \delta > 0 \) small enough, there is \( c \in (0, 1) \) such that
\[
r_\sigma (H_\lambda (I - P(\lambda))) < c < 1, \quad \forall \lambda \in \mathcal{C}_\delta.
\]
Moreover, we deduce from [1, Theorem 5.3 (d)] that
\[
\lim_{\lambda \to 0} \left\| \mathcal{R}(1, H_\lambda (I - P(\lambda)))g - \mathcal{R}(1, H_0 (I - P(0)))g \right\|_{X_0} = 0, \quad \forall g \in X_0.
\]
Arguing exactly as in the proof of Lemma 6.1, we deduce first that
\[
\lim_{\lambda \to 0} \left\| M_\lambda \mathcal{R}(1, H_\lambda (I - P(\lambda)))g - M_0 \mathcal{R}(1, H_0 (I - P(0)))g \right\|_{X_1}, \quad \forall g \in X_0
\]
and then
\[
\lim_{\lambda \to 0} \left\| \mathcal{R}(\lambda, A)M_\lambda \mathcal{R}(1, H_\lambda (I - P(\lambda)))f - \mathcal{R}(0, A)M_0 \mathcal{R}(1, H_0 (I - P(0)))f \right\|_{X_0} = 0.
\]
The convergence of the third term is dealt with in the same way. Indeed, since \( f \in X_1^0 \), we deduce from Proposition 5.11 that
\[
\lim_{\lambda \to 0} \left\| \mathcal{R}(1, M_\lambda)P(\lambda)f - \Phi_0 f \right\|_{X_0} = 0.
\]
Then, as before,
\[
\lim_{\lambda \to 0} \left\| M_\lambda \mathcal{R}(1, M_\lambda)P(\lambda)f - M_0 \Phi_0 f \right\|_{X_1} = 0
\]
and subsequently
\[
\lim_{\lambda \to 0} \left\| \mathcal{R}(\lambda, A)M_\lambda \mathcal{R}(1, M_\lambda)P(\lambda)f - \mathcal{R}(0, A)M_0 \Phi_0 f \right\|_{X_0} = 0.
\]
We proved the convergence of the three terms in the right-hand-side of (6.1) and this shows the result.

We deduce from this the following which holds under Assumption 1.1 but does not resort on (1.14)–(1.13) and the fact that \( m(\text{d}v) \) is absolutely continuous with respect to the Lebesgue measure (see also Remark 6.4):
Convergence of $\mathcal{R}(\varepsilon + i\eta, A + K)f$ to $\Psi(\eta)$ is uniform with respect to $|\eta| < \delta$ where

$$\Psi(\eta) = \begin{cases} 
\mathcal{R}(1, M_{i\eta}) f & \text{if } \eta \neq 0 \\
\mathcal{R}(1, M_0 (I - P(0))) f + \Phi_0 f & \text{if } \eta = 0.
\end{cases}$$

We argue by contradiction, assuming that there exist $c > 0$, a sequence $(\varepsilon_n)_n \subset (0, \infty)$ converging to 0 and a sequence $(\eta_n)_n \subset (-\delta, \delta)$ such that

$$\|\mathcal{R}(1, M_{\varepsilon_n+i\eta_n}) - \Psi(\eta_n)\|_{X_0} \geq c > 0. \quad (6.2)$$

Up to considering a subsequence, if necessary, we can assume without loss of generality that $\lim_{n} \eta_n = \eta_0$ with $|\eta_0| \leq \delta$. First, one sees that then $\eta_0 = 0$ since the convergence of $\mathcal{R}(1, M_{i\eta_0}) f$ to $\Psi(\eta)$ is actually uniform in any neighbourhood around $\eta_0 \neq 0$ (see Lemma 5.5). Because $\eta_0 = 0$, defining $\lambda_n := \varepsilon_n + i\eta_n$, $n \in \mathbb{N}$, the sequence $(\lambda_n)_n \subset \mathbb{C}_\delta$ is converging to 0. Now, from Lemma 6.2 one has

$$\lim_{n \to \infty} \mathcal{R}(1, M_{\lambda_n}) f = \mathcal{R}(1, M_0 (I - P(0))) f + \Phi_0 f$$

as $n \to \infty$. Moreover, one also has

$$\Psi(\eta_n) = \mathcal{R}(1, M_{i\eta_n}) f$$

also converges as $n \to \infty$ towards $\mathcal{R}(1, M_0 (I - P(0))) f + \Phi_0 f$ still thanks to Lemma 6.2 (recall the convergence holds for $\lambda \to 0$, $\lambda \in \mathbb{C}_+$ including the case of purely imaginary $\lambda$). This contradicts (6.2). The uniform convergence in the vicinity of $\eta = 0$ together with Lemma 6.1, we deduce that, for any $\eta_0 \in \mathbb{R}$, there is $\delta > 0$ such that, for any $f \in X_1$,

$$\lim_{\varepsilon \to 0} \sup_{|\eta - \eta_0| \leq \delta} \left\|\mathcal{R}(\varepsilon + i\eta, A + K)f - \mathcal{R}(\eta)f\right\|_{X_0} = 0.$$

To prove that

$$\lim_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \left\|\mathcal{R}(\varepsilon + i\eta, A + K)f - \mathcal{R}(\eta)f\right\|_{X_0} = 0$$

we only to check that there is $R > 0$ (large enough) such that

$$\lim_{\varepsilon \to 0} \sup_{|\eta| > R} \left\|\mathcal{R}(\varepsilon + i\eta, A + K)f - \mathcal{R}(\eta)f\right\|_{X_0} = 0.
One observes that, for $|\eta| > R > 0$,
\[
\mathcal{R}(\varepsilon + i\eta, \mathcal{A} + \mathcal{K})f - \mathcal{R}(\eta)f = [\mathcal{R}(\varepsilon + i\eta, \mathcal{A})f - \mathcal{R}(i\eta, \mathcal{A})f] \\
+ [\mathcal{R}(\varepsilon + i\eta, \mathcal{A}) - \mathcal{R}(i\eta, \mathcal{A})]M_{i\eta}\mathcal{R}(1, M_{i\eta})f \\
+ \mathcal{R}(\varepsilon + i\eta) [M_{\varepsilon + i\eta}\mathcal{R}(1, M_{\varepsilon + i\eta})f - M_{i\eta}\mathcal{R}(1, M_{i\eta})f]
\]
where the two first terms converge to 0 as $\varepsilon \to 0$ uniformly with respect to $|\eta| > R$ according to Eq. (4.3) in Proposition 4.1. To prove the result, we only need to prove that
\[
\lim_{\varepsilon \to 0} \sup_{|\eta| > R} \|\mathcal{R}(\varepsilon + i\eta, \mathcal{A}) [M_{\varepsilon + i\eta}\mathcal{R}(1, M_{\varepsilon + i\eta})f - M_{i\eta}\mathcal{R}(1, M_{i\eta})f]\|_{\mathcal{H}_0} = 0
\]
which is deduced from Remark 4.4 since one checks easily that
\[
\lim_{|\eta| \to \infty} \|M_{\varepsilon + i\eta}\mathcal{R}(1, M_{\varepsilon + i\eta})f - M_{i\eta}\mathcal{R}(1, M_{i\eta})f\|_{\mathcal{H}_1} = 0.
\]
This proves the convergence is uniform with respect to $\eta \in \mathbb{R}$.

\[\square\]

**Remark 6.4.** For any $f \in \mathcal{H}_1^0$, the above Theorem asserts that the resolvent of $\mathcal{R}(\lambda, \mathcal{A} + \mathcal{K})f$ admits a trace $\mathcal{R}(\eta)f$ on the boundary $\lambda = i\eta$, $\eta \in \mathbb{R}$ with $\eta \mapsto \mathcal{R}(\eta)f$ belonging to $\mathcal{C}_0^0(\mathbb{R}, \mathcal{H}_0)$ and, in particular, to $L_1^{1, \text{loc}}(\mathbb{R}, \mathcal{H}_0)$. Therefore, according to Ingham’s theorem (see e.g. [17, Theorem 1.1]), we directly deduce that $\mathcal{V}(t)f \to 0$ as $t \to \infty$ for any $f \in \mathcal{H}_1^0$ which, in turns, implies that
\[
\lim_{t \to \infty} \|\mathcal{V}(t)f - \mathcal{V}(t)f\|_{\mathcal{H}_0} = 0 \quad \forall f \in \mathcal{H}_1.
\]
By a density argument, the above still holds for any $f \in \mathcal{H}_0$, providing a new non quantitative convergence to equilibrium under the sole assumption of collective compactness in Theorem 2.4. Notice here indeed that, up to now, we did not use the quantitative estimate (2.11) which is the only one in our analysis which requires assumptions (1.14)–(1.13) and the fact that $\mathbf{m}(d\nu)$ is absolutely continuous with respect to the Lebesgue measure.

Again, under additional integrability of $f$, one can upgrade the convergence as follows

**Corollary 6.5.** Let $N \in \{1, \ldots, N_0\}$ and $f \in \mathcal{H}_N^0$, then
\[
\lim_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \|\mathcal{R}(\varepsilon + i\eta, \mathcal{A} + \mathcal{K})f - \mathcal{R}(\eta)f\|_{\mathcal{H}_{N-1}} = 0.
\]

**Proof.** For $N = 1$, the result is nothing but Theorem 6.3. For $N \geq 1$, the proof is similar and based upon the representation
\[
\mathcal{R}(\varepsilon + i\eta, \mathcal{A} + \mathcal{K})f = \mathcal{R}(\varepsilon + i\eta, \mathcal{A})f + \mathcal{R}(\varepsilon + i\eta, \mathcal{A})M_{\varepsilon + i\eta}\mathcal{R}(1, M_{\varepsilon + i\eta})f, \quad \varepsilon > 0, \eta \in \mathbb{R}.
\]
First, for $f \in \mathcal{H}_k$,
\[
\lim_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \|\mathcal{R}(\varepsilon + i\eta, \mathcal{A})f - \mathcal{R}(i\eta, \mathcal{A})f\|_{\mathcal{H}_{k-1}} = 0.
\]
We saw in the previous proof that
\[
\lim_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \|\mathcal{R}(1, M_{\varepsilon + i\eta})f - \Psi(\eta)f\|_{\mathcal{H}_0} = 0
\]
as soon as $f \in \mathcal{H}_1^0$. According to Remark 4.12 (see Eq. (4.17)), this implies that
\[
\lim_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \|M_{\varepsilon + i\eta}\mathcal{R}(1, M_{\varepsilon + i\eta})f - M_{i\eta}\Psi(\eta)f\|_{\mathcal{H}_N} = 0
\]
for any \( N \leq N_0 \). Then, according to Remark 4.4

\[
\lim_{\epsilon \to 0} \sup_{\eta \in \mathbb{R}} \| \mathcal{R}(\epsilon + i\eta, A)M_{\epsilon + i\eta}\mathcal{R}(1, M_{\epsilon + i\eta})f - \mathcal{R}(i\eta, A)M_{i\eta}\Psi(\eta) \|_{\mathcal{X}_{N-1}} = 0 \tag{6.3}
\]

and the result follows since \( \mathcal{R}(i\eta, A)M_{i\eta}\Psi(\eta) = \mathcal{R}(\eta)f - \mathcal{R}(i\eta, A)f \). \( \square \)

6.2. Regularity of the boundary function. The previous results ensure that the extension \( \mathcal{R}(\eta) \) of \( \mathcal{R}(\lambda, A + \mathcal{K}) \) to the imaginary axis \( \lambda = i\eta \) is continuous and tends to zero at infinity, namely,

\[
\mathcal{R}(\cdot)f \in \mathcal{C}_0(\mathbb{R}, \mathcal{X}_{k-1}), \quad \forall f \in \mathcal{X}_k, \quad k = 1, \ldots, N_0.
\]

We need to extend this regularity to capture some differentiability property. The key point is the well-known formula for the resolvent: for any \( k \in \mathbb{N} \) and any \( \epsilon > 0, \eta \in \mathbb{R} \),

\[
\frac{d^k}{d\eta^k}\mathcal{R}(\epsilon + i\eta, A + \mathcal{K})f = (-i)^k k! [\mathcal{R}(\epsilon + i\eta, A + \mathcal{K})]^k f.
\]

In particular, from Lemma 4.5, we also recall that, for any \( k \in \mathbb{N} \) and any \( f \in \mathcal{X}_{k+1} \), the mapping

\[
\eta \in \mathbb{R} \mapsto \mathcal{R}(i\eta, A)f \in \mathcal{X}_0
\]

belongs to \( \mathcal{C}_0^k(\mathbb{R}, \mathcal{X}_0) \). To prove then that the same holds for the boundary function of \( \mathcal{R}(\epsilon + i\eta, A + \mathcal{K})f \) we need to investigate iterates of the resolvent. To do so, we recall the notation introduced in (A.13), for \( \epsilon > 0, \eta \in \mathbb{R}, n \in \mathbb{N} \),

\[
\mathcal{S}_n(\epsilon + i\eta) = \sum_{k=n}^{\infty} \mathcal{R}(\epsilon + i\eta, A)M_{\epsilon + i\eta}^k = \mathcal{R}(\epsilon + i\eta, A)M_{\epsilon + i\eta}^n\mathcal{R}(1, M_{\epsilon + i\eta})
\]

so that

\[
\mathcal{R}(\epsilon + i\eta, A + \mathcal{K}) = \mathcal{R}(\epsilon + i\eta, A) + \mathcal{S}_0(\epsilon + i\eta).
\]

According to (6.3), for any \( j \leq N_0 \),

\[
\lim_{\epsilon \to 0} \sup_{\eta \in \mathbb{R}} \| \mathcal{S}_0(\epsilon + i\eta)g - \mathcal{S}_0(i\eta)g \|_{\mathcal{X}_{j-1}} = 0, \quad \forall g \in \mathcal{X}_1^0
\]

where

\[
\mathcal{S}_0(i\eta) = \mathcal{R}(i\eta, A)M_{i\eta}\Psi(\eta) = \begin{cases} 
\mathcal{R}(i\eta, A)M_{i\eta}\mathcal{R}(1, M_{i\eta})g & \text{if } \eta \neq 0 \\
\mathcal{R}(0, A)M_0\mathcal{R}(1, M_0(I - P(0)))g + \Phi_0g & \text{if } \eta = 0
\end{cases}
\]

One has then the following

**Lemma 6.6.** Let \( N \in \{1, \ldots, N_0 \} \), for any \( f \in \mathcal{X}_N^0 \) and any \( k \in \{1, \ldots, N \} \), one has

\[
\lim_{\epsilon \to 0} \sup_{\eta \in \mathbb{R}} \| \mathcal{R}(\epsilon + i\eta, A + \mathcal{K})^k f - \mathcal{R}(\eta)^k f \|_{\mathcal{X}_{N-k}} = 0
\]

where \( \mathcal{R}(\eta)^k f \in \mathcal{X}_{N-k}^0 \) for any \( \eta \in \mathbb{R} \).

In particular, if \( f \in \mathcal{X}_{N_0}^0 \) then

\[
\lim_{\epsilon \to 0} \sup_{\eta \in \mathbb{R}} \| \mathcal{R}(\epsilon + i\eta, A + \mathcal{K})^k f - \mathcal{R}(\eta)^k f \|_{\mathcal{X}_{N_0-k}} = 0, \quad \forall k \in \{1, \ldots, N_0 \}
\]
Proof. Let $N \in \{1, \ldots, N_0\}$ be given. The proof is made by induction over $k \in \{1, \ldots, N\}$. For $k = 1$, the result is exactly Corollary 6.5. Let us assume that the result is true for $k \in \{1, \ldots, N - 1\}$ and let us prove it for $k + 1$. As part of the induction assumption, one has

$$\int_{T^d \times V} \mathcal{R}(\eta)^k f \, dx \, m(dv) = 0.$$ 

Observe that

$$[\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^{k+1} f = \mathcal{R}(\varepsilon + i\eta, A) [\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^k f + \mathcal{J}_0(\varepsilon + i\eta) [\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^k f.$$ 

According to the induction hypothesis,

$$\lim_{\varepsilon \to 0} [\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^k f = \mathcal{R}(\eta)^k f$$

holds in $\mathbb{X}_{N-k}$ uniformly with respect to $\eta \in \mathbb{R}$. Thanks to Corollary 4.3 (and since $N - k \geq 1$),

$$\lim_{\varepsilon \to 0} \mathcal{R}(\varepsilon + i\eta, A) [\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^k f = \mathcal{R}(i\eta, A) \mathcal{R}(\eta)^k f$$

holds in $\mathbb{X}_{N-k-1} = \mathbb{X}_{N-(k+1)}$ uniformly with respect to $\eta \in \mathbb{R}$. Now, since $\mathcal{R}(\eta)^k f \in \mathbb{X}_{N-k}$ by induction assumption, we can resume the proof of Corollary 4.3 together with (6.3) to deduce also that

$$\lim_{\varepsilon \to 0} \mathcal{I}_0(\varepsilon + i\eta, A) [\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^k f = \mathcal{I}_0(i\eta) \mathcal{R}(i\eta, A) \mathcal{R}(\eta)^k f$$

holds true in $\mathbb{X}_{N-k-1}$ uniformly with respect to $\eta \in \mathbb{R}$. We deduce that

$$\lim_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \left\| [\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^{k+1} f - [\mathcal{R}(i\eta, A)]^{k+1} f - \mathcal{I}_0(i\eta) \mathcal{R}(\eta)^k f \right\|_{\mathbb{X}_{N-k-1}} = 0$$

which proves the result with

$$\mathcal{R}(\eta)^{k+1} f = [\mathcal{R}(i\eta, A)]^{k+1} f - \mathcal{I}_0(i\eta) \mathcal{R}(\eta)^k f.$$ 

This achieves the induction and proves the Lemma. \qed

A fundamental consequence is

**Corollary 6.7.** For any $f \in \mathbb{X}_{N_0}$, the mapping

$$\eta \in \mathbb{R} \mapsto \mathcal{R}(\eta) f$$

defined in Theorem 6.3 belongs to $\mathcal{C}_{N_0-1}(\mathbb{R}, \mathbb{X}_0)$ and the convergence

$$\lim_{\varepsilon \to 0^+} \mathcal{R}(\varepsilon + i\eta, A + \mathcal{K}) f = \mathcal{R}(\eta) f$$

holds in $\mathcal{C}_{N_0-1}(\mathbb{R}, \mathbb{X}_0)$. 

Proof. Let $f \in \mathbb{X}_{N_0}$ be fixed. Since, for any $k \in \{0, \ldots, N_0 - 1\}$ and any $\varepsilon > 0, \eta \in \mathbb{R}$,

$$\frac{d^k}{d\eta^k} \mathcal{R}(\varepsilon + i\eta, A + \mathcal{K}) f = (-i)^k k! [\mathcal{R}(\varepsilon + i\eta, A + \mathcal{K})]^{k+1} f$$

the result follows directly from Lemma 6.6 where the derivatives of $\mathcal{R}(\eta) f$ are defined by

$$\frac{d^k}{d\eta^k} \mathcal{R}(i\eta) f = (-i)^k k! [\mathcal{R}(i\eta)]^{k+1} f$$

for any $k \in \{0, \ldots, N_0 - 1\}$. \qed
This section is devoted to the construction of the trace along the imaginary axis, that is when \( \lambda = i\eta, \eta \in \mathbb{R} \), of

\[
\mathcal{J}_n(\lambda) f = \mathcal{R}(\lambda, \mathcal{A})M^{n}\mathcal{R}(1, M_{\lambda}) f, \quad \lambda \in \mathbb{C}, \text{Re}\lambda \geq 0, \ n \in \mathbb{N}
\]

for a suitable class of function \( f \). Recall that \( \mathcal{J}_n(\lambda) \) has been introduced in (A.13). Of course, the crucial observation is the alternative representation of \( \mathcal{S}_n(\lambda) f \) as

\[
\mathcal{S}_n(\lambda) = \mathcal{R}(\lambda, \mathcal{A} + \mathcal{K}) - \mathcal{R}(\lambda, \mathcal{A}) - \sum_{k=0}^{n-1} \mathcal{R}(\lambda, \mathcal{A})M^{k}_{\lambda} \quad \lambda \in \mathbb{C}_+
\]

(7.1)

We already investigated the existence and regularity of the traces on the imaginary axis of the first two terms in the right-hand-side of (7.1) so we just need to focus on the properties of the finite sum

\[
s_n(\lambda) := \sum_{k=0}^{n} \mathcal{R}(\lambda, \mathcal{A})M^{k}_{\lambda} \quad \lambda \in \mathbb{C}_+.
\]

(7.2)

All the above results allow to prove the regularity the finite sum \( s_n(\lambda) \) defined by (7.2), the proof of which is deferred to Appendix B:

**Lemma 7.1.** Let \( f \in X_{N_0} \) be fixed. For any \( \varepsilon > 0 \), the mapping

\[
\eta \in \mathbb{R} \mapsto s_n(\varepsilon + i\eta) f \in X_0 \quad \text{belongs to } C^{N_0-1}_0(\mathbb{R}, X_0)
\]

for any \( n \in \mathbb{N} \). Moreover,

\[
\lim_{\varepsilon \to 0^+} \mathcal{R}(\lambda, \mathcal{A})M^{k}_{\lambda} f \quad k \in \{0, \ldots, N_0 - 1\}
\]

exist uniformly with respect to \( \eta \in \mathbb{R} \). In particular, the mapping

\[
\eta \in \mathbb{R} \mapsto s_n(i\eta) f := \lim_{\varepsilon \to 0^+} s_n(\varepsilon + i\eta) f \in X_0
\]

belongs to \( C^{N_0-1}_0(\mathbb{R}, X_0) \).

We have all the tools to prove the first point in Theorem 2.6

**Proposition 7.2.** Let \( f \in X_{N_0} \) be such that

\[
\mathcal{R}_f = \int_{\Omega \times V} f(x, v)dx \otimes m(dv) = 0.
\]

(7.3)

Then, for any \( n \geq 0 \) the limit

\[
\lim_{\varepsilon \to 0^+} \mathcal{J}_n(\varepsilon + i\eta) f,
\]

exists in \( C^{N_0-1}_0(\mathbb{R}, X_0) \). Its limit is denoted \( \Upsilon_n(\eta) f \).

**Proof.** We know from Corollary 6.7 that

\[
\lim_{\varepsilon \to 0^+} \mathcal{R}(\varepsilon + i\eta, \mathcal{A} + \mathcal{K}) f = \mathcal{R}(i\eta, \mathcal{A}) f
\]

holds in \( C^{N_0-1}_0(\mathbb{R}, X_0) \). In the same way, Lemma 4.5 shows that

\[
\lim_{\varepsilon \to 0^+} \mathcal{R}(\varepsilon + i\eta, \mathcal{A}) f = \mathcal{R}(i\eta, \mathcal{A}) f
\]
holds in $\mathcal{C}^{N_0-1}(\mathbb{R}, \mathcal{X}_0)$. Since one sees easily from Lemma 7.1 that
\[
\lim_{\varepsilon \to 0^+} s_n(\varepsilon + i\eta)f = s_n(i\eta)f \quad \text{in} \quad \mathcal{C}^{N_0-1}(\mathbb{R}, \mathcal{X}_0)
\]
we get the result from the representation (7.1) which asserts that $\mathcal{S}_n(\varepsilon + i\eta)f = \mathcal{R}(\lambda, \mathcal{A} + \mathcal{K})f - \mathcal{R}(\lambda, \mathcal{A})f - s_{n-1}(\varepsilon + i\eta)f$. □

In the following, we show also that, if $n$ is large enough, the boundary function $\Upsilon_n(\cdot)f$ and its derivatives are integrable which proves the second point of Theorem 2.6

**Proposition 7.3.** Assume that $n \geq 5 \cdot 2^{N_0-1}$ and $f \in \mathcal{X}_0^0$. Then, the derivatives of the trace function
\[
\eta \in \mathbb{R} \mapsto \Upsilon_n(\eta)f \in \mathcal{X}_0
\]
are integrable, i.e.
\[
\int_{\mathbb{R}} \left\| \frac{d^k}{d\eta^k} \Upsilon_n(\eta)f \right\|_{\mathcal{X}_0} \, d\eta < \infty \quad \forall k \in \{0, \ldots, N_0 - 1\}.
\]

**Proof.** Let $k \in \{0, \ldots, N_0 - 1\}$ be given as well as $f \in \mathcal{X}_0^0$. Using the continuity of $\frac{d^k}{d\eta^k} \Upsilon_n(\eta)f$, it is clear that the mapping
\[
\eta \in \mathbb{R} \mapsto \frac{d^k}{d\eta^k} \Upsilon_n(\eta)f
\]
is locally integrable. It is enough then to prove that there is $R > 0$ such that
\[
\int_{|\eta| > R} \left\| \frac{d^k}{d\eta^k} \Upsilon_n(\eta)f \right\|_{\mathcal{X}_0} \, d\eta < \infty \quad \forall k \in \{0, \ldots, N_0 - 1\}.
\]
We recall that, for any $p > 4$,
\[
\int_{|\eta| > 1} \left\| M_{\eta}^p \right\|_{\mathcal{B}(\mathcal{X}_0)} \, d\eta < \infty.
\]
We fix $p > 4$ in all the rest of the proof. We recall that
\[
\mathcal{G}_m(\lambda) = [\mathcal{R}(\lambda, \mathcal{A})\mathcal{K}]^m, \quad \forall \lambda \in \mathcal{T}_+, \quad m \in \mathbb{N}
\]
and we choose $R > 0$ large enough so that
\[
\left\| \mathcal{G}_p(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq \frac{1}{2} \quad \text{for} \quad |\eta| > R.
\]
For $|\eta| > R$, we use the following representation of $\mathcal{Y}_n(\eta)f$:
\[
\mathcal{Y}_n(\eta)f = \mathcal{R}(i\eta, \mathcal{A})M_{\eta}^n \mathcal{R}(1, M_{\eta}i\eta)f, \quad |\eta| > R.
\]
Writing,
\[
\mathcal{R}(1, M_{\eta}i\eta)f = \sum_{j=0}^{\infty} M_{\eta}^j f = \sum_{m=0}^{p-1} \sum_{r=0}^{\infty} M_{\eta}^{mpr+r} f
\]
we have

$$\Upsilon_n(\eta) f = R(i\eta, A)M_n^\ast R(1, M_i\eta) f = \sum_{m=0}^{\infty} \sum_{r=0}^{p-1} R(i\eta, A) [K R(i\eta, A)]^{mp+r+n} f$$

$$= \sum_{m=0}^{\infty} \sum_{r=0}^{p-1} [R(i\eta, A)K]^{mp+r+n} R(i\eta, A) f$$

$$= \sum_{m=0}^{\infty} \sum_{r=0}^{p-1} G_{mp+r+n}(\eta) R(i\eta, A) f .$$

Let us fix then $|\eta| > R$. Thanks to Leibniz rule

$$\frac{d^k}{d\eta^k} \Upsilon_n(\eta) f = (-i)^k \sum_{m=0}^{\infty} \sum_{r=0}^{p-1} \sum_{j=0}^{k} \binom{k}{j} G_{mp+r+n}(\eta) \frac{d^{k-j}}{d\eta^{k-j}} R(i\eta, A) f$$

so that

$$\left\| \frac{d^k}{d\eta^k} \Upsilon_n(\eta) f \right\|_X \leq \sum_{m=0}^{\infty} \sum_{r=0}^{p-1} \sum_{j=0}^{k} \binom{k}{j} \left\| G_{mp+r+n}(\eta) \right\|_{\mathcal{B}(X_0)} \left\| \frac{d^{k-j}}{d\eta^{k-j}} R(i\eta, A) f \right\|_X$$

$$\leq \sum_{m=0}^{\infty} \sum_{r=0}^{p-1} \sum_{j=0}^{k} \binom{k}{j} (k-j)! \left\| G_{mp+r+n}(\eta) \right\|_{\mathcal{B}(X_0)} \left\| f \right\|_{X_{k-j+1}}$$

where we used (4.7). Since $\|f\|_{X_{k-j+1}} \leq \|f\|_{X_0}$, we get

$$\left\| \frac{d^k}{d\eta^k} \Upsilon_n(\eta) f \right\|_X \leq \|f\|_{X_0} \sum_{m=0}^{\infty} \sum_{r=0}^{p-1} \sum_{j=0}^{k} \binom{k}{j} \left\| G_{mp+r+n}(\eta) \right\|_{\mathcal{B}(X_0)} . \quad (7.5)$$

We use now Lemma B.5 (see Eq. (B.6)) to estimate, given $m, r, n$

$$\left\| G_{mp+r+n}(\eta) \right\|_{\mathcal{B}(X_0)} \leq C_{j} (mp + r + n)^j \left\| G_{\frac{mp+r+n-j}{2j}}(\eta) \right\|_{\mathcal{B}(X_0)}$$

Since $j \leq k$ and $r \leq p - 1$, setting $C_k = \max_{j \leq k} C_j$, one has

$$\left\| G_{mp+r+n}(\eta) \right\|_{\mathcal{B}(X_0)} \leq C_k ((m + 1)p + n)^k \left\| G_{\frac{mp+r+n-j}{2j}}(\eta) \right\|_{\mathcal{B}(X_0)}$$

Then, since $n \geq 2^kp + k + 2^j p + j$, one has $\frac{mp+r+n-j}{2j} \geq p + \lfloor \frac{m}{2j} \rfloor p$, i.e.

$$G_{\frac{mp+r+n-j}{2j}}(\eta) = G_b(i\eta)G_p(i\eta)G_{\lfloor \frac{m}{2j} \rfloor p}(i\eta)$$

for some $b \geq 0$, and we deduce from Lemma B.4 that

$$\left\| G_{mp+r+n}(\eta) \right\|_{\mathcal{B}(X_0)} \leq C_k \|\sigma\|_\infty \|\theta_1\|_\infty \|G_p(i\eta)\|_{\mathcal{B}(X_0)} ((m + 1)p + n)^k \left\| G_{\frac{mp+r+n-j}{2j}}(\eta) \right\|_{\mathcal{B}(X_0)}$$

$$\leq C_k \|\sigma\|_\infty \|\theta_1\|_\infty \|G_p(i\eta)\|_{\mathcal{B}(X_0)} ((m + 1)p + n)^k 2^{-\lfloor \frac{m}{2j} \rfloor}$$
since $G_{\frac{m}{2^j}}(i\eta) = G\rho(i\eta)\left|\frac{m}{2^j}\right|$ and we choose $R > 0$ such that $\|G\rho(i\eta)\|_{G(X_0)} \leq \frac{1}{2}$ for $|\eta| > R$.

Noticing that
\[
\sum_{m=0}^{\infty} \sum_{r=0}^{p-1} \sum_{j=0}^{k} ((m+1)p+n)^k 2^{-\left|\frac{m}{2^j}\right|} \leq p(k+1) \sum_{m=0}^{\infty} ((m+1)p+n)^k 2^{-\left|\frac{m}{2^j}\right|} < \infty
\]
we deduce from (7.5) that there is a positive constant $\alpha_k(n) > 0$ such that
\[
\left\| \frac{d^k}{d\eta^k} \Upsilon_n(\eta) f \right\|_{X_0} \leq \alpha_k(n) \|f\|_{X_{N_0}} \|G\rho(i\eta)\|_{G(X_0)} \quad \forall |\eta| > R. \tag{7.6}
\]
We deduce then (7.4) thanks to (2.12).

We have all in hands to give the full proof of Theorem 2.6 from which, as pointed out in Section 2, our main convergence Theorem 1.7 is deduced.

**Proof of Theorem 2.6.** The previous two propositions give a complete proof of points (1) and (2) of Theorem 2.6. In turns, recalling that (see Proposition A.5 in Appendix A)
\[
S_{n+1}(t)f = \frac{\exp(\varepsilon t)}{2\pi} \lim_{\ell \to \infty} \int_{-\ell}^{\ell} \exp(i\varepsilon \eta) \Upsilon_{n+1}(\varepsilon + i\eta) f d\eta, \quad \forall f \in X_0 \tag{7.7}
\]
for any $t > 0$, $\varepsilon > 0$, we deduce from the uniform convergence obtained in Proposition 7.2 together with the integrability condition in Proposition 7.3 that, for any $f \in X_{N_0}$ and any $t \geq 0$
\[
\lim_{\varepsilon \to 0^+} \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp((\varepsilon + i\eta)t) \Upsilon_{n+1}(\varepsilon + i\eta) f d\eta = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(it) \Upsilon_{n+1}(\eta) f d\eta
\]
where the convergence occurs in $X_0$ as soon as $n + 1 \geq 5 \cdot 2^{N_0-1}$ thanks to the dominated convergence theorem. This, together with (A.14) shows (2.16). The proof of (2.17) is then deduced easily after $N_0 - 1$ integration by parts, using again Proposition 7.3. This achieves the proof.

**Appendix A. Properties of the Dyson-Phillips iterated**

**A.1. Continuous dependence with respect to $K$.** We begin with recalling that the Dyson-Phillips iterated are depending continuously of $K \in \mathcal{B}(X_0)$. We can be more precise here. Namely, let us consider a sequence $(K_n)_{n \in \mathbb{N}}$ of boundary operators
\[
(K_n)_n \subset \mathcal{B}(X_{-1}, X_0), \quad \|K_n\|_{\mathcal{B}(X_{-1}, X_0)} \leq 1, \quad \forall n \in \mathbb{N}
\]
and introduce $V_0(t) = U_0(t)$ and
\[
V_{n+1}(t) = \int_0^t V_n(t-s)K_{n+1}U_0(s)ds, \quad t \geq 0, \quad n \in \mathbb{N}. \tag{A.1}
\]
Then

**Proposition A.1.** For any $n \geq 1$ and any $t \geq 0$, $V_n(t) \in \mathcal{B}(X_0)$ with
\[
\|V_n(t)\|_{\mathcal{B}(X_0)} \leq \prod_{j=1}^{n} \|K_j\|_{\mathcal{B}(X_{-1}, X_0)}, \quad n \geq 1, \quad t \geq 0. \tag{A.2}
\]
Proof. The proof is made by induction. Let \( f \in X_{-1} \) and \( t \geq 0 \) be fixed. For \( n = 1 \), one has
\[
\|V_1(t)f\|_{X_0} = \int_0^t \|U_0(t-s)K_1U_0(s)f\|_{X_0}ds \leq \int_0^t \|K_1U_0(s)f\|_{X_0}ds
\]
since \( U_0(t) \) is a contraction in \( X_0 \). Then, one deduces
\[
\|V_1(t)f\|_{X_0} \leq \|K_1\|_{\mathcal{B}(X_{-1},X_0)} \int_0^t \|U_0(s)f\|_{X_{-1}}ds.
\]
Since \( U_0(s) \) commutes with \( \varpi_1(v) = \min(1,\sigma(v)) \), one has
\[
\|U_0(s)f\|_{X_{-1}} = \int_{\mathbb{T}^d \times V} \varpi_1(v)e^{-s\sigma(v)}|f(x,v)|dx \, mdv
\]
and, since \( \varpi_1 \leq \sigma \),
\[
\int_0^t \|U_0(s)f\|_{X_{-1}}ds \leq \int_{\mathbb{T}^d \times V} |f(x,v)|dx \, mdv \int_0^t \sigma(v)e^{-s\sigma(v)}ds
\]
\[
= \int_{\mathbb{T}^d \times V} |f(x,v)| \left(1 - e^{-t\sigma(v)}\right) dx \, mdv \leq \|f\|_{X_0}
\]
This proves (A.2) for \( n = 1 \). Assume then the result to be true for \( n \geq 1 \) and let us prove for \( n + 1 \). One has, as before,
\[
\|V_{n+1}(t)f\|_{X_0} \leq \sup_{s \in [0,t]} \|V_n(t-s)\|_{\mathcal{B}(X_0)} \int_0^t \|K_{n+1}U_0(s)f\|_{X_0}ds
\]
\[
\leq \sup_{s \in [0,t]} \|V_n(t-s)\|_{\mathcal{B}(X_0)} \|K_{n+1}\|_{\mathcal{B}(X_{-1},X_0)} \int_0^t \|U_0(s)f\|_{X_{-1}}ds
\]
We saw how to estimate this last integral and, with the induction hypothesis \( \sup_{s \in [0,t]} \|V_n(t-s)\|_{\mathcal{B}(X_0)} \leq \prod_{j=1}^n \|K_j\|_{\mathcal{B}(X_{-1},X_0)} \), we deduce that
\[
\|V_{n+1}(t)f\|_{X_0} \leq \prod_{j=1}^{n+1} \|K_j\|_{\mathcal{B}(X_{-1},X_0)} \|f\|_{X_0}
\]
which proves the result. \( \square \)

A.2. Decay of the iterates. We extend the decay of the semigroup \( \left\langle U_0(t) \right\rangle_{t \geq 0} \) obtained in Lemma 2.1 to the iterates \( \left\langle U_k(t) \right\rangle_{t \geq 0} \). We recall that, for any \( \delta > 0 \), we introduce
\[
\Lambda_\delta := \left\{ v \in V \mid \sigma(v) \geq \delta \right\}, \quad \Sigma_\delta = V \setminus \Lambda_\delta
\]
and \( K^{(\delta)} \in \mathcal{B}(X_0) \) given by (2.5), i.e.
\[
K^{(\delta)}(x,v) = 1_{\Lambda_\delta}Kf(x,v) \quad \forall f \in X_0, \quad (x,v) \in \mathbb{T}^d \times V
\]
We prove here Lemma 2.2 which investigate the size of \( \|K - K^{(\delta)}\|_{\mathcal{B}(X_{-1},X_0)} \).

Proof of Lemma 2.2. Introduce
\[
\overline{K}^{(\delta)} = K - K^{(\delta)} \tag{A.3}
\]
so that
\[
\overline{K}^{(\delta)}(x,v) = 1_{\Sigma_\delta}(v)Kf(x,v).
\]
Then, for any \( f \in \mathcal{X}_{-1} \), one has, for any \( n \geq 0 \),
\[
\|\mathcal{K}^{(\delta)} f\|_{\mathcal{X}_0} = \int_{T^d} dx \int_{\Sigma_d} |\mathcal{K} f(x, v)| m(dv)
\leq \int_{T^d} dx \int_V 1_{\Sigma_d}(v) m(dv) \int_V k(v, w)|f(x, w)| m(dw)
\leq \int_{T^d \times V} |f(x, w)| dx m(dw) \int_V 1_{\Sigma_d}(v) k(v, w) \frac{\sigma^n(v)}{\sigma^\delta(v)} m(dw)
\leq \delta^n \int_{T^d \times V} |f(x, w)| dx m(dw) \int_V \sigma^{-n}(v) k(v, w) m(dw).
\]

By definition of \( \vartheta_n \), we deduce that
\[
\|\mathcal{K}^{(\delta)} f\|_{\mathcal{X}_0} \leq \delta^n \int_{T^d \times V} \sigma(w) \vartheta_n(w) |f(x, w)| dx m(dw)
\]
i.e.
\[
\|\mathcal{K}^{(\delta)} f\|_{\mathcal{X}_0} \leq \delta^n \|\vartheta_n\| \int_{T^d \times V} \sigma(w) |f(x, w)| dx m(dw) \leq \delta^n \|\vartheta_n\|_{\infty} \|f\|_{\mathcal{X}_{-1}}
\]
as soon as \( \vartheta_n \in L^{\infty}(V) \). This gives (2.7).

Before proving the precise decay of \( U_k(t) \) for any \( k \in \mathbb{N} \), for the clarity of exposition, we give full details for the decay of \( U_1(t) \).

**Lemma A.2.** Let \( f \in \mathcal{X}_{N_0} \). Then, there exists some universal constant \( C_1 > 0 \) (depending only on \( \mathcal{K}, N_0 \) but not on \( f \)) such that
\[
\|U_1(t)f\|_{\mathcal{X}_0} \leq C_1 \left( \frac{\log t}{t} \right)^{N_0} \|f\|_{\mathcal{X}_{N_0}}, \quad \forall t > 0.
\]

**Proof.** The proof is based upon the decomposition of \( \mathcal{K} \) for small and large collision frequency. Namely, for some \( \delta > 0 \) to be determined, we use the above splitting
\[
\mathcal{K} = \mathcal{K}^{(\delta)} + \mathcal{K}^{(\delta)}
\]
where \( \mathcal{K}^{(\delta)} \) is defined in (2.5) and
\[
U_1(t) = U_1^{(\delta)}(t) + U_1^{(\delta)}(t), \quad t > 0, \quad \delta > 0
\]
where \( U_1^{(\delta)}(t), \overline{U}_1^{(\delta)}(t) \) are given by
\[
U_1^{(\delta)}(t) = \int_0^t U_0(t-s)\mathcal{K}^{(\delta)} U_0(s) ds, \quad \overline{U}_1^{(\delta)}(t) = \int_0^t U_0(t-s)\mathcal{K}^{(\delta)} U_0(s) ds
\]
Let now fix \( k \geq 1, f \in \mathcal{X}_k, t > 0 \).
\[
\|U_1(t)f\|_{\mathcal{X}_0} \leq \|U_1^{(\delta)}(t)f\|_{\mathcal{X}_0} + \|\overline{U}_1^{(\delta)}(t)f\|_{\mathcal{X}_0} \leq \|U_1^{(\delta)}(t)f\|_{\mathcal{X}_0} + \|\mathcal{K}^{(\delta)}\|_{\mathcal{X}(-1, \mathcal{X}_0)} \|f\|_{\mathcal{X}_0}
\]
where we used (A.2). Using now (2.7),
\[
\|U_1(t)f\|_{\mathcal{X}_0} \leq \delta^{N_0} \|f\|_{\mathcal{X}_0} + \|U_1^{(\delta)}(t)f\|_{\mathcal{X}_0} \quad \forall \delta > 0, \quad t \geq 0. \quad (A.4)
\]
Let us focus then on the estimate for $U_1^{(δ)}(t)f$. Given $s \in [0,t]$, one computes easily

$$U_0(t-s)K^{(δ)}U_0(s)f(x,v) = 1_{Λ_δ}(v) \int_V k(v,w) \exp(-t-s)\sigma(v) - s\sigma(w)) f(x-tv+s(v-w),w) m(dw)$$

so that

$$\|U_1^{(δ)}(t)f\|_{X_δ} \leq \int_0^t ds \int_{T^d \times Λ_δ} dx m(dw) \int_V k(v,w) \exp(-t-s)\sigma(v) - s\sigma(w)) m(dw)$$

Introducing again

$$g(x,v) = \sigma(v)^{-k} f(x,v)$$

and using Fubini’s Theorem, we get

$$\|U_1^{(δ)}(t)f\|_{X_δ} \leq \int_{T^d \times V} \sigma^k(w) \Theta_1^{(δ)}(t,w) g(y,w) dy m(dw)$$

(A.5)

where

$$\Theta_1^{(δ)}(t,w) = \int_{Λ_δ} k(v,w) m(dw) \int_0^t \exp(-t-s)\sigma(v) - s\sigma(w)) ds$$

$$= \int_{Λ_δ} \exp(-t\sigma(v)) k(v,w) \frac{\exp(t [\sigma(v) - \sigma(w)]) - 1}{\sigma(v) - \sigma(w)} m(dw)$$

(we notice that, if $\sigma(v) = \sigma(w)$ the last quotient is equal to 1). Notice that, since $\exp(-t-s)\sigma(v) - s\sigma(w)) \leq \exp(-s\sigma(w))$ for any $v, w$ and any $s \in [0,t]$ we have,

$$\Theta_1^{(δ)}(t,w) \leq \int_{Λ_δ} k(v,w) m(dw) \int_0^t \exp(-s\sigma(w)) ds \leq \frac{1}{\sigma(w)} \int_V k(v,w) m(dw) = 1$$

for any $t \geq 0, w \in V$.

To estimate the integral in the right-hand-side of (A.5), we estimate $\Theta_1^{(δ)}(t,w)$ distinguishing between the two cases

$$w \in Λ_{\frac{δ}{2}} \text{ or } w \notin Λ_{\frac{δ}{2}}.$$  

Assume first that $w \in Λ_{\frac{δ}{2}},$ i.e. $\sigma(w) \geq \frac{δ}{2}$. Then, for any $v \in V, \sigma(v) - \sigma(w) \leq \sigma(v) - \frac{δ}{2}$ and, since the mapping

$$u \in \mathbb{R} \mapsto \frac{e^u - 1}{u}$$

is nondecreasing, we get that

$$\frac{\exp(t [\sigma(v) - \sigma(w)]) - 1}{\sigma(v) - \sigma(w)} \leq \frac{\exp(t [\sigma(v) - \frac{δ}{2}]) - 1}{\sigma(v) - \frac{δ}{2}}.$$ 

i.e.

$$\Theta_1^{(δ)}(t,w) \leq \int_{Λ_δ} k(v,w) \frac{\exp(-t\frac{δ}{2}) - \exp(-t\sigma(v))}{\sigma(v) - \frac{δ}{2}} m(dw), \quad w \in Λ_{\frac{δ}{2}}.$$
Now, for \( v \in \Lambda_\delta \),
\[
\sigma(v) - \frac{\delta}{2} \geq \frac{\delta}{2}
\]
and
\[
\frac{\exp\left(-\frac{t\delta}{2}\right) - \exp\left(-t\sigma(v)\right)}{\sigma(v) - \frac{\delta}{2}} \leq \frac{2}{\delta} \exp\left(-\frac{t\delta}{2}\right)
\]
from which we get
\[
\Theta_1^{(t)}(t, w) \leq \frac{2\sigma(w)}{\delta} \exp\left(-\frac{\delta}{2}\right), \quad w \in \Lambda_\delta \tag{A.6}
\]
where we used that \( \int_{\Lambda_\delta} k(v, w) m(dv) \leq \int_V k(v, w) m(dv) = \sigma(w) \). Inserting this into (A.5)
we deduce
\[
\|U_1^{(t)}(t)\|_{\mathcal{X}_0} \leq \frac{2}{\delta} \exp\left(-\frac{t\delta}{2}\right) \int_{\mathbb{T}^d \times \mathcal{V}} \sigma^{k+1}(w) |g(y, w)| dy m(dw)
\]
\[
\quad + \int_{\mathbb{T}^d \times \mathcal{N}_\delta^0} \sigma^k(w) \Theta_1^{(t)}(t, w) |g(y, w)| dy m(dw).
\]
For \( w \notin \Lambda_\delta \), i.e. \( \sigma(w) \leq \frac{\delta}{2} \), we simply recall that \( \Theta_1^{(t)}(t, w) \leq 1 \) and of course \( \sigma^k(w) \leq \left(\frac{\delta}{2}\right)^k \) so that
\[
\int_{\mathbb{T}^d \times \mathcal{N}_\delta^0} \sigma^k(w) \Theta_1^{(t)}(t, w) |g(y, w)| dy m(dw) \leq \left(\frac{\delta}{2}\right)^k \|g\|_{\mathcal{X}_0}
\]
which, combined with the previous estimate gives
\[
\|U_1^{(t)}(t)\|_{\mathcal{X}_0} \leq \frac{2}{\delta} \exp\left(-\frac{t\delta}{2}\right) \|\sigma^{k+1}g\|_{\mathcal{X}_0} + \left(\frac{\delta}{2}\right)^k \|g\|_{\mathcal{X}_0} \forall \delta > 0.
\]
Adding this to (A.4) and with \( k = N_0 \), we get
\[
\|U_1(t)\|_{\mathcal{X}_0} \leq \frac{2}{\delta} \exp\left(-\frac{t\delta}{2}\right) \|\sigma^{k+1}g\|_{\mathcal{X}_0} + \left(\frac{\delta}{2}\right)^{N_0} \|g\|_{\mathcal{X}_0} + \delta^N \|\partial_N f\|_{\mathcal{X}_0} \forall \delta > 0.
\]
Observing that
\[
\|\sigma^{k+1}g\|_{\mathcal{X}_0} + \|g\|_{\mathcal{X}_0} + \|f\|_{\mathcal{X}_0} = \|\sigma f\|_{\mathcal{X}_0} + \|\sigma^{-k} f\|_{\mathcal{X}_0} + \|f\|_{\mathcal{X}_0} \leq (1 + \|\sigma\|_{\infty}) \|f\|_{\mathcal{X}_k}
\]
and there is a positive constant \( C > 0 \) such that
\[
\|U_1(t)\|_{\mathcal{X}_0} \leq C \left(\frac{2}{\delta} \exp\left(-\frac{t\delta}{2}\right) + \left(\frac{\delta}{2}\right)^{N_0}\right) \|f\|_{\mathcal{X}_N}, \forall \delta > 0.
\]
Choosing, for \( t > e \),
\[
\delta = 2(N_0 + 1) \frac{\log t}{t}
\]
we deduce that there is \( C_0 > 0 \) such that
\[
\|U_1(t)\|_{\mathcal{X}_0} \leq C \left(\frac{1}{(N_0 + 1) t^{N_0} \log t} + (N_0 + 1)^{N_0} \left(\frac{\log t}{t}\right)^{N_0}\right) \|f\|_{\mathcal{X}_N}
\]
\[
\leq C_0 \left(\frac{\log t}{t}\right)^{N_0} \|f\|_{\mathcal{X}_N}, \quad t > e
\]
which gives the result. \( \square \)

We generalise this approach to the other iterates
Lemma A.3. Let \( f \in \mathcal{X}_{\mathcal{N}_0} \). For any \( n \geq 1 \) there exists some universal constant \( C_n > 0 \) (depending only on \( \mathcal{K} \), \( n \), \( \mathcal{N}_0 \) but not on \( f \)) such that

\[
\| U_n(t)f \|_{\mathcal{X}_0} \leq C_n \left( \frac{\log t}{t} \right)^{N_0} \| f \|_{\mathcal{X}_{\mathcal{N}_0}}, \quad \forall t > 0.
\]

Proof. The proof uses the same ideas introduced in the proof for \( n = 1 \). Given \( \delta > 0 \), we still introduce the splitting \( \mathcal{K} = \mathcal{K}^{(\delta)} + \mathcal{K}^{(\delta)} \) which gives, by a simple combinatorial argument that, for \( n \geq 1 \), one can write

\[
U_n(t) = U_n^{(\delta)}(t) + \overline{U}_n^{(\delta)}(t)
\]

where \( U_n^{(\delta)}(t) \) is constructed as a Dyson-Phillips iterated involving only the operator \( \mathcal{K}^{(\delta)} \) whereas the reminder term \( \overline{U}_n^{(\delta)}(t) \) is the sum of \( 2^n - 1 \) operators

\[
\overline{U}_n^{(\delta)}(t) = \sum_{j=1}^{2^n-1} V_n^{(j)}(t)
\]

where, for any \( j \in \{1, \ldots, 2^n - 1\} \), \( V_n^{(j)}(t) \) is defined by \((A.1)\) for a (finite) family of operators \( (\mathcal{K}_1, \ldots, \mathcal{K}_n) \) where there is at least one \( i \in \{1, \ldots, n\} \) such that \( \mathcal{K}_i = \mathcal{K}^{(\delta)} \) (the other ones being indifferently \( \mathcal{K}^{(\delta)} \) or \( \overline{\mathcal{K}}^{(\delta)} \)). Using Proposition A.1, and recalling that \( \| \mathcal{K} \|_{\mathcal{B}(\mathcal{X}_{\mathcal{N}_0}, \mathcal{X}_0)} \leq 1 \) one has then

\[
\| V_n^{(j)}(t) \|_{\mathcal{X}_0} \leq \| \mathcal{K}^{(\delta)} \|_{\mathcal{B}(\mathcal{X}_{\mathcal{N}_0}, \mathcal{X}_0)} \| f \|_{\mathcal{X}_0}
\]

Therefore

\[
\left\| \overline{U}_n^{(\delta)}(t)f \right\|_{\mathcal{X}_0} \leq (2^n - 1) \| \mathcal{K}^{(\delta)} \|_{\mathcal{B}(\mathcal{X}_{\mathcal{N}_0}, \mathcal{X}_0)} \| f \|_{\mathcal{X}_0}
\]

and

\[
\| U_n(t)f \|_{\mathcal{X}_0} \leq \| U_n^{(\delta)}(t)f \|_{\mathcal{X}_0} + C(2^n - 1) \delta^N_0 \| f \|_{\mathcal{X}_0}, \quad t > 0, \quad \delta > 0 \tag{A.7}
\]

where we used \((2.7)\). We focus now on the expression of \( U_n^{(\delta)}(t)f \). From the subsequent Lemma, we have

\[
\| U_n^{(\delta)}(t)f \|_{\mathcal{X}_0} \leq \int_{\mathbb{T}^d \times V} \Theta_n^{(\delta)}(t, w) |f(y, w)| dy m(dw) \tag{A.8}
\]

where \( \Theta_n^{(\delta)}(t, w) \) is defined by

\[
\Theta_n^{(\delta)}(t, w) = \int_{\Lambda_\delta} \prod_{j=1}^n k(v_j, w) m(dw_1) \ldots m(dw_n)
\]

\[
\int_{\Delta_t} \prod_{j=1}^n \exp \left( -(s_{j-1} - s_j) \sigma(v_j) \right) \exp \left( -s_n \sigma(w) \right) ds_1 \ldots ds_n. \tag{A.9}
\]

where we used the convention \( s_0 = t \) and \( \Delta_t \) denotes the simplex

\[
\Delta_t = \{ (s_1, \ldots, s_n) \in \mathbb{R}^n_+ ; 0 \leq s_n \leq s_n-1 \leq \ldots s_1 \leq t \} .
\]

We saw in Lemma A.2 that

\[
\Theta_1^{(\delta)}(s, w) \leq \frac{2\sigma(w)}{\delta} \exp \left( -s \frac{\delta^2}{2} \right) \quad \text{for } w \in \Lambda_\frac{\delta}{2}
\]
and \( \Theta_{n}^{(\delta)}(s, w) \leq 1 \) for any \( s \geq 0, w \in V \). Let us prove a similar estimate holds true for any \( n \in \mathbb{N} \).

The fact that

\[
\Theta_{n}^{(\delta)}(t, w) \leq 1 \quad \text{for any } t \geq 0 \text{ and any } w \in V
\]

(A.10)

is easily seen by induction since

\[
\Theta_{n}^{(\delta)}(t, w) = \int_{\Lambda_{\delta}^{n}} k(v, w) m(dv) \int_{0}^{t} \exp(-(t-s)\sigma(v)) \Theta_{n-1}^{(\delta)}(s, w) ds.
\]

Let now \( w \in \Lambda_{\frac{\delta}{2}} \) be fixed. We estimate, for \( (v_{1}, \ldots, v_{n}) \in \Lambda_{\delta}^{n} \) the integral on the simplex \( \Delta_{t} \) as in the previous Lemma starting from the integral with respect to \( s_{n} \). For fixed \( (s_{1}, \ldots, s_{n-1}) \) we have, as in Lemma A.2

\[
G_{1}(s_{n-1}, v_{n}, w) := \int_{0}^{s_{n-1}} \exp(-(s_{n-1}-s_{n})\sigma(v_{n}) - s_{n}\sigma(w)) \, ds_{n}
\]

\[
\leq \exp(-s_{n-1}\sigma(v_{n})) \int_{0}^{s_{n-1}} \exp(\sigma(v_{n}) - \frac{\delta}{2}) \, ds_{n}
\]

\[
\leq \frac{1}{\sigma(v_{n}) - \frac{\delta}{2}} \exp(-s_{n-1}\frac{\delta}{2}).
\]

Since \( \sigma(v_{n}) \geq \delta \) we get \( \sigma(v_{n}) - \frac{\delta}{2} \geq \frac{1}{2}\sigma(v_{n}) \) and

\[
\int_{0}^{s_{n-1}} \exp(-(s_{n-1}-s_{n})\sigma(v_{n}) - s_{n}\sigma(w)) \, ds_{n} \leq \frac{2}{\sigma(v_{n})} \exp(-s_{n-1}\frac{\delta}{2}).
\]

Now, for \( (s_{1}, \ldots, s_{n-2}) \) given, we multiply this by \( \exp(-(s_{n-2} - s_{n-1})\sigma(v_{n-1})) \) and integrate with respect to \( s_{n-1} \) to get

\[
G_{2}(s_{n-2}, v_{n-1}, v_{n}, w) := \int_{0}^{s_{n-2}} \exp(-(s_{n-2} - s_{n-1})\sigma(v_{n-1})) G(s_{n-1}, v_{n}, w) \, ds_{n-1}
\]

\[
\leq \frac{2}{\sigma(v_{n})} \exp(-s_{n-2}\sigma(v_{n-1})) \int_{0}^{s_{n-2}} \exp(s_{n-1}\left(\sigma(v_{n-1}) - \frac{\delta}{2}\right)) \, ds_{n-1}
\]

\[
\leq \frac{2}{\sigma(v_{n})} \exp(-s_{n-2}\sigma(v_{n-1})) \frac{\exp\left(s_{n-2}\left(\sigma(v_{n-1}) - \frac{\delta}{2}\right)\right)}{\sigma(v_{n-1}) - \frac{\delta}{2}}
\]

and, as before,

\[
G_{2}(s_{n-2}, v_{n-1}, v_{n}, w) \leq \frac{2}{\sigma(v_{n}) \sigma(v_{n-1})} \exp(-s_{n-2}\frac{\delta}{2}).
\]

Iterating this process (recalling that \( s_{0} = t \), we end up with the following estimate for the integral over the simplex:

\[
\int_{\Delta_{t}} \prod_{j=1}^{n} \exp(-(s_{j-1} - s_{j})\sigma(v_{j})) \exp(-s_{n}\sigma(w)) \, ds_{1} \ldots ds_{n}
\]

\[
\leq \frac{2^{n}}{\prod_{j=1}^{n} \sigma(v_{j})} \exp\left(-\frac{\delta}{2}\right) \quad \forall (v_{1}, \ldots, v_{n}) \in \Lambda_{\delta}^{n}, \quad w \in \Lambda_{\frac{\delta}{2}}.
\]
where

\[ \Theta_n^{(\delta)}(t, w) \leq 2^n \exp\left(-\frac{t \delta}{2}\right) \int_{\mathcal{A}_\delta} \prod_{j=1}^n \frac{k(v_j, w)}{\sigma(v_j)} m(dv_1) \ldots m(dv_n) \]

and, using that

\[ \sigma(v_j) \geq \delta \quad \text{whereas} \quad \int_{\mathcal{A}_\delta} k(v_j, w) m(dv_j) \leq \int_{\mathcal{V}} k(v_j, w) m(dv_j) = \sigma(w) \]

for any \( j \in \{1, \ldots, n\} \) we obtain

\[ \Theta_n^{(\delta)}(t, w) \leq \left( \frac{2\sigma(w)}{\delta} \right)^n \exp\left(-\frac{t \delta}{2}\right), \quad \forall t \geq 0, \delta > 0, \quad w \in \mathcal{A}_{\frac{\delta}{2}}. \tag{A.11} \]

Inserting this, together with (A.10), into (A.8) gives

\[
\|U_n^{(\delta)}(t)f\|_{\mathcal{X}_0} \leq \int_{\mathcal{V}} 1_{\Sigma_n^{(\frac{\delta}{2})}} |f(y, w)| dy m(dw) \\
+ \left( \frac{2}{\delta} \right)^n \exp\left(-\frac{t \delta}{2}\right) \int_{\mathcal{V}} \sigma(w)^n |f(y, w)| dy m(dw)
\]

Introducing as before \( g(x, v) = \sigma^{-k}(v)f(x, v) \), we get

\[
\|U_n^{(\delta)}(t)f\|_{\mathcal{X}_0} \leq \left( \frac{\delta}{2} \right)^k \|g\|_{\mathcal{X}_0} + \left( \frac{2\|\sigma\|_{\infty}}{\delta} \right)^n \exp\left(-\frac{t \delta}{2}\right) \|f\|_{\mathcal{X}_0}
\]

and, for \( k = N_0 \), using (A.7) we end up with

\[
\|U_n(t)f\|_{\mathcal{X}_0} \leq C(2^n - 1) \delta^{N_0} \|f\|_{\mathcal{X}_0} + \left( \frac{\delta}{2} \right)^{N_0} \|g\|_{\mathcal{X}_0} + \left( \frac{2\|\sigma\|_{\infty}}{\delta} \right)^n \exp\left(-\frac{t \delta}{2}\right) \|f\|_{\mathcal{X}_0} \\
\leq C_1 \|f\|_{\mathcal{X}_{N_0}} \left( \frac{\delta}{2} \right)^{N_0} + \left( \frac{2\|\sigma\|_{\infty}}{\delta} \right)^n \exp\left(-\frac{t \delta}{2}\right), \quad \forall \delta > 0.
\]

where \( C_1 \) depends on \( n \), \( N_0 \) and \( \|\sigma\|_{\infty} \) but not on \( \delta \). Picking now, for \( t > e \),

\[
\delta = 2(n + N_0) \log \frac{t}{k}
\]

one gets easily the result as in Lemma A.2. \( \square \)

We establish here the general estimate allowing the definition of \( \Theta_n^{(\delta)}(t, w) \) that has been used in the previous Lemma. We give a more general result which applies to general integral operator \( K \) and not only to \( K^{(\delta)} \). The version for \( K^{(\delta)} \) being deduced obviously by observing that the kernel of \( K^{(\delta)} \) is \( 1_{\mathcal{A}_\delta} k(v, w) \).

**Lemma A.4.** For

\[ Kf(x, v) = \int_{\mathcal{V}} k(v, w)f(x, w)dw \]

the norm of the Dyson-Phillips iterated \( (U_n(t))_{n \geq 0} \) is such that

\[ \|U_n(t)f\|_{\mathcal{X}_0} \leq \int_{\mathcal{X}_0 \times \mathcal{V}} \Theta_n(t, w) |f(y, w)| dy m(dw), \quad \forall t \geq 0, \quad n \geq 0 \]
for any $f \in \mathcal{X}_0$ where
\[
\Theta_n(t, w) = \int_V k(v, w) m(dv) \int_0^t \exp \left(- (t-s) \sigma(v) \right) \Theta_{n-1}(s, w) ds, \quad n \geq 1
\]
and $\Theta_0(s, w) = \exp \left(- s \sigma(w) \right)$. In particular,
\[
\Theta_n(t, w) = \int_V \prod_{j=1}^n k(v_j, w) m(dv_1) \ldots m(dv_n)
\]
\[
\int_{\Delta_t} \prod_{j=1}^n \exp \left(-(s_{j-1} - s_j) \sigma(v_j) \right) \exp \left(- s_n \sigma(w) \right) ds_1 \ldots ds_n. \quad (A.12)
\]
where we used the convention $s_0 = t$ and $\Delta_t$ denotes the simplex
\[
\Delta_t = \left\{ (s_1, \ldots, s_n) \in \mathbb{R}^n_+ ; 0 \leq s_n \leq s_{n-1} \leq \ldots s_1 \leq t \right\}.
\]
Proof. We prove the result by induction. For $n = 0$, the result is obvious. Assume the result to be true for some $n \geq 0$. Let us fix $t \geq 0$, $f \in \mathcal{X}_0$. Then, from
\[
U_{n+1}(t) f = \int_0^t U_0(t-s) K U_n(s) f ds
\]
one has, introducing $h_n(s, x, v) = U_n(s) f(x, v),$
\[
U_{n+1}(t) f(x, v) = \int_0^t e^{-(t-s) \sigma(v)} ds \int_V k(v, w) h_n(s, x - (t-s)v, w) m(dw)
\]
and, introducing the change of variable $y = x - (t - s)v$, we get easily
\[
\|U_{n+1} f\|_{\mathcal{X}_0} \leq \int_{T^d \times V} dy \ m(dw) \int_0^t e^{-(t-s) \sigma(v)} ds \int_V k(v, w) |h_n(s, y, w)| m(dw)
\]
\[
\leq \int_V k(v, w) m(dw) \int_0^t \exp \left(-(t-s) \sigma(v) \right) ds \int_{T^d \times V} |h_n(s, y, w)| dy \ m(dw)
\]
\[
\leq \int_V k(v, w) m(dw) \int_0^t \exp \left(-(t-s) \sigma(v) \right) \|U_n(s) f\|_{\mathcal{X}_0} ds
\]
which, thanks to the induction hypothesis, gives
\[
\|U_{n+1} f\|_{\mathcal{X}_0} \leq \int_{T^d \times V} |f(y, w)| dy m(dw) \int_V k(v, w) m(dw) \int_0^t \exp \left(-(t-s) \sigma(v) \right) \Theta_n(s, w) ds
\]
from which the desired estimate easily follows. This achieves the proof by induction. One shows then by direct inspection that
\[
\Theta_n(t, w) = \int_V k(v_1, w) m(dv_1) \int_V k(v_2, w) m(dv_2) \ldots \int_V k(v_n, w) m(dv_n)
\]
\[
\int_0^t \exp \left(-(t-s_1) \sigma(v) \right) ds_1 \int_0^{s_1} \exp \left(-(s_1-s_2) \sigma(v_1) \right) ds_2
\]
\[
\times \ldots \int_0^{s_{n-1}} \exp \left(-(s_{n-1}-s_n) \sigma(v_{n-1}) - s_n \sigma(w) \right) ds_n
\]
which gives (A.12). \qed
Combining Lemmas 2.1 and A.3 one deduces easily Proposition 2.3.

A.3. **Inverse Laplace transform.** We establish here a somehow classical result regarding the inverse Laplace transform where we recall that $S_{n+1}(t)$ has been defined in (2.9).

**Proposition A.5.** Under Assumption (2.12), for any $n \geq 5$ and any $f \in X_0$, one has

$$
S_{n+1}(t)f = \frac{\exp(\varepsilon t)}{2\pi} \lim_{\ell \to \infty} \int_{-\ell}^{\ell} \exp(i\eta t) J_{n+1}(\varepsilon + i\eta) f d\eta, \quad \forall f \in X_0
$$

for any $t > 0$, $\varepsilon > 0$ where

$$
J_{n+1}(\lambda) f := \sum_{k=0}^{\infty} R(\lambda, A) [KR(\lambda, A)]^{k+1} f, \quad \forall \Re \lambda > 0, f \in X_0. \quad \text{(A.13)}
$$

**Proof.** The fact that the Laplace transform of $S_{n+1}(t) f$ is exactly $J_n(\varepsilon + i\eta) f$ is a well-known fact and the complex Laplace inversion formula [2, Theorem 4.2.21] allows to directly deduce that $S_{n+1}(t) f$ is the Cesàro limit of the family

$$
\left( \int_{-\ell}^{\ell} \exp(i\eta t) J_{n+1}(\varepsilon + i\eta) f d\eta \right)_\ell.
$$

One has to work a bit more to deduce that it is a classical limit. We recall that

$$
\int_{0}^{\infty} \exp(-\lambda t) U_n(t) dt = [R(\lambda, A)K]^n R(\lambda, A) = R(\lambda, A) [KR(\lambda, A)]^n.
$$

With this in mind, for any $n \geq 0$ and any $f \in X_0$, it holds

$$
\int_{0}^{\infty} \exp(-\lambda t) S_{n+1}(t) f dt = \sum_{k=n}^{\infty} \int_{0}^{\infty} \exp(-\lambda t) U_{k+1}(t) f dt
$$

$$
= R(\lambda, A) \sum_{k=n}^{\infty} [KR(\lambda, A)]^{k+1} f =: J_{n+1}(\lambda) f, \quad \Re \lambda > 0
$$

where we recall that, for $\Re \lambda > 0$, $|KR(\lambda, A)||_{X_0} < 1$. Since moreover, for any $f \in X_0$, the mapping $t \geq 0 \mapsto S_{n+1}(t) f$ is continuous and bounded, with $S_{n+1}(0) f = 0$, one applies the complex Laplace inversion formula [2, Theorem 4.2.21] to deduce

$$
S_{n+1}(t) f = \frac{\exp(\varepsilon t)}{2\pi} \lim_{L \to \infty} \frac{1}{2L} \int_{-L}^{L} dt \int_{-\ell}^{\ell} \exp(i\eta t) J_{n+1}(\varepsilon + i\eta) f d\eta, \quad \forall f \in X_0 \quad \text{(A.14)}
$$

for any $t > 0$, $\varepsilon > 0$, i.e. $S_{n+1}(t) f$ is the Cesàro limit of the family

$$
\left( \int_{-\ell}^{\ell} \exp(i\eta t) J_{n+1}(\varepsilon + i\eta) f d\eta \right)_\ell.
$$

Let us prove it is actually a classical limit. Fix $\varepsilon > 0$ and $f \in X_0$. Recalling the notation,

$$
M_\lambda := KR(\lambda, A), \quad \Re \lambda > 0,
$$

one has, for any $\Re \lambda > 0$

$$
J_{n+1}(\lambda) = R(\lambda, A) \sum_{k=n}^{\infty} M_\lambda^{k+1} = R(\lambda, A) M_\lambda^{n+1} R(1, M_\lambda)
$$
where we notice that, for \( \lambda = \varepsilon + i\eta \),

\[
\| R(1, M\varepsilon + i\eta) \|_{\mathcal{B}(X_0)} \leq \| R(1, M\varepsilon) \|_{\mathcal{B}(X_0)} < \infty.
\]

Since \( \sup_\eta \| R(\varepsilon + i\eta, A) \|_{\mathcal{B}(X_0)} \leq \frac{1}{\varepsilon} \), we deduce that there exists \( C_\varepsilon > 0 \) such that

\[
\| S_{n+1}(\varepsilon + i\eta) \|_{\mathcal{B}(X_0)} \leq C_\varepsilon \| M_{\varepsilon + i\eta}^{n+1} \|_{\mathcal{B}(X_0)}, \quad \forall \eta \in \mathbb{R}.
\]

For \( n + 1 \geq p \), one has \( \| M_{\varepsilon + i\eta}^{n+1} \|_{\mathcal{B}(X_0)} \leq \| M_{\varepsilon + i\eta}^p \|_{\mathcal{B}(X_0)} \), we deduce from (2.12) that there is \( M_\varepsilon > 0 \) such that

\[
\int_{-\infty}^{\infty} \| S_{n+1}(\varepsilon + i\eta) \|_{\mathcal{B}(X_0)} \, d\eta \leq M_\varepsilon, \quad \forall \varepsilon > 0.
\]

This of course implies that

\[
\int_{-\infty}^{\infty} \| \exp ((\varepsilon + i\eta)t) \cdot S_{n+1}(\varepsilon + i\eta) \|_{\mathcal{B}(X_0)} \, d\eta \leq M_\varepsilon \exp(\varepsilon t), \quad \forall \varepsilon > 0.
\]

In particular, for any \( f \in X_0 \), the limit

\[
\lim_{\ell \to \infty} \frac{1}{2\pi} \int_{-\ell}^{\ell} \exp ((\varepsilon + i\eta)t) \cdot S_{n+1}(\varepsilon + i\eta) f \, d\eta
\]

exists in \( X_0 \). Since its Cesarò limit is \( S_{n+1}(t) f \), we deduce the result. \( \square \)

**APPENDIX B. PROPERTIES OF THE OPERATOR \( M_\lambda \)**

We collect in this Appendix some technical results regarding the properties of \( M_\lambda \).

**B.1. PROOF OF PROPOSITION 4.15.** We given in this section the full proof of Proposition 4.15 which regards the norm of derivatives of

\[
L_n(\lambda) = M_\lambda^n = [K^2 \mathcal{R}(\lambda, A)]^n, \quad \forall \lambda \in \mathbb{C}_+, \quad n \in \mathbb{N}.
\]

We focus first one the convergence in \( X_0 \). One checks easily by induction that, for any \( f \in X_0 \) and any \( n \geq 1 \),

\[
L_n(\lambda)f(x, v) = \int_{\mathbb{R}^n} k(v, w_1)k(w, w_2) \ldots k(w_{n-1}, w_n) m(dw_1) \ldots m(dw_n)
\]

\[
\int_0^\infty \exp (-\sigma(w_1)t) \, dt_1 \ldots \int_0^\infty \exp (-\sigma(w_n)t_n) \times
\]

\[
\times \exp \left( -\lambda \sum_{j=1}^n t_j \right) f \left( x - \sum_{j=1}^n t_j w_j, w_n \right) \, dt_n,
\]
for any \((x, v) \in \mathbb{T}^d \times V, \lambda \in \mathbb{C}_+\). It is clear then that, for any \(f \in \mathcal{X}_p\)
\[
\frac{d^p}{d\lambda^p} L_n(\lambda) f(x, v) = (-1)^p \int_{V^{n-1}} k(v, w_1)k(w, w_2) \ldots k(w_{n-1}, w_n) m(dw_1) \ldots m(dw_n) \bigg( \int_0^\infty \exp(-\sigma(w_1)t) dt_1 \ldots \int_0^\infty \exp(-\sigma(w_n)t_n) \times \bigg) \times \left( \sum_{j=1}^n t_j \right)^p \exp\left( -\lambda \sum_{j=1}^n t_j \right) f \left( x - \sum_{j=1}^n t_j w_j, w_n \right) dt_n.
\]

Set then, for any \(f \in \mathcal{X}_p\) and any \((x, v) \in \mathbb{T}^d \times V,\)
\[
L_n^{(p)}(0)f(x, v) = (-1)^p \int_{V^{n-1}} k(v, w_1)k(w, w_2) \ldots k(w_{n-1}, w_n) m(dw_1) \ldots m(dw_n) \bigg( \int_0^\infty \exp(-\sigma(w_1)t) dt_1 \ldots \int_0^\infty \exp(-\sigma(w_n)t_n) \times \bigg) \times \left( \sum_{j=1}^n t_j \right)^p f \left( x - \sum_{j=1}^n t_j w_j, w_n \right) dt_n. \tag{B.1}
\]

As before, one observes thanks to the change of variable \(x \mapsto y = x - \sum_{j=1}^n t_j w_j\) that
\[
\left\| L_n^{(p)}(0)f \right\|_{\mathcal{X}_0} \leq \int_{\mathbb{T}^d \times V} |f(y, w_n)| \Theta_{n, p}(w_n) dy m(dw_n) \tag{B.2}
\]

where
\[
\Theta_{n, p}(w_n) = \int_{V^n} k(v, w_1) \ldots k(w_{n-1}, w_n) m(dw_{n-1}) \ldots m(dw_1) m(dw) \times \bigg( \int_0^\infty \exp(-\sigma(w_1)t_1) dt_1 \ldots \int_0^\infty \exp(-\sigma(w_n)t_n) \left( \sum_{j=1}^n t_j \right)^p dt_n \bigg).
\]

We recall the multinomial formula
\[
\left( \sum_{j=1}^n t_j \right)^p = \sum_{|r| = p} \binom{p}{r} \prod_{j=1}^n t_j^r,
\]

where \(r = (r_1, \ldots, r_n) \in \mathbb{N}^n\) is a multi-index with \(|r| = \sum_{i=1}^n r_i = p\) and \(\binom{p}{r} = \frac{p!}{r_1! \ldots r_n!}\). With this, one easily sees that
\[
\int_0^\infty \exp(-\sigma(w_1)t_1) dt_1 \ldots \int_0^\infty \exp(-\sigma(w_n)t_n) \left( \sum_{j=1}^n t_j \right)^p dt_n = \sum_{|r| = p} \binom{p}{r} \int_{[0, \infty)^n} \prod_{j=1}^n t_j^r \exp(-\sigma(w_j)t_j) dt_1 \ldots dt_n = \sum_{|r| = p} \binom{p}{r} \prod_{j=1}^n \left( \frac{1}{\sigma(w_j)} \right)^{r_j+1}.
\]
Therefore
\[ \Theta_{n,p}(w_n) = \sum_{|r|=p} \left( \frac{p}{r} \right) \int_{V^n} \prod_{j=1}^n \left( \frac{1}{\sigma(w_j)} \right)^{r_j+1} k(w_{j-1}, w_j) m(dw_{n-1}) \cdots m(dw_1) m(dw_0). \]

Let \( r \in \mathbb{N}^n \) with \( |r| = p \) be given. One sees that
\[
\int_{V^n} \prod_{j=1}^n \left( \frac{1}{\sigma(w_j)} \right)^{r_j+1} k(w_{j-1}, w_j) m(dw_{n-1}) \cdots m(dw_1) m(dw_0)
= \sigma(w_n)^{-r_n-1} \int_{V} k(w_0, w_1) m(dw_1) \int_{V} k(w_1, w_2) \sigma(w_1)^{-r_1-1} m(dw_1)
\int_{V} k(w_1, w_2) \sigma(w_2)^{-r_2-1} m(dw_2) \cdots \int_{V} k(w_{n-1}, w_n) \sigma(w_{n-1})^{-r_{n-1}-1} m(dw_{n-1}).
\]

Using the definition of \( \vartheta_n \) in (1.7), one has, since \( r_j \leq p \leq N_0 \),
\[
\int_{V} k(w_0, w_1) m(dw_1) \int_{V} k(w_1, w_2) \sigma(w_1)^{-r_1-1} m(dw_1)
= \int_{V} k(w_1, w_2) \sigma(w_1)^{-r_1} m(dw_1) = \sigma(w_2) \vartheta_{r_1}(w_2) \leq \| \vartheta_{r_1} \|_\infty \sigma(w_2).
\]

Computing then the integral with respect to \( m(dw_2) \) and then to \( m(dw_j) \) for increasing \( j \in \{2, \ldots, n-1\} \), one easily checks that
\[
\int_{V} k(w_0, w_1) m(dw_1) \int_{V} k(w_1, w_2) \sigma(w_1)^{-r_1-1} m(dw_1)
\int_{V} k(w_1, w_2) \sigma(w_2)^{-r_2-1} m(dw_2) \cdots \int_{V} k(w_{n-1}, w_n) \sigma(w_{n-1})^{-r_{n-1}-1} m(dw_{n-1})
\leq \| \vartheta_{r_1} \|_\infty \| \vartheta_{r_2} \|_\infty \cdots \| \vartheta_{r_{n-2}} \|_\infty \int_{V} k(w_{n-1}, w_n) \sigma(w_{n-1})^{-r_{n-1}-1} m(dw_{n-1})
\leq \| \vartheta_{r_1} \|_\infty \| \vartheta_{r_2} \|_\infty \cdots \| \vartheta_{r_{n-2}} \|_\infty \sigma(w_n).
\]

Therefore,
\[
\Theta_{n,p}(w_n) \leq \sum_{|r|=p} \left( \frac{p}{r} \right) \sigma(w_n)^{-r_n} \prod_{j=1}^{n-1} \| \vartheta_{r_j} \|_\infty
\]
and
\[
\left\| L_n^{(p)}(0) f \right\|_{X_0} \leq \sum_{|r|=p} \left( \frac{p}{r} \right) \prod_{j=1}^{n-1} \| \vartheta_{r_j} \|_\infty \int_{\mathbb{T}^d \times V} |f(y, w_n)| \sigma(w_n)^{-r_n} dy m(dw_n).
\]

This proves that
\[
\left\| L_n^{(p)}(0) f \right\|_{X_0} \leq C_{n,p} \| f \|_{X_p}
\]
with
\[
C_{n,p} = \sum_{|r|=p} \left( \frac{p}{r} \right) \prod_{j=1}^{n-1} \| \vartheta_{r_j} \|_\infty.
\]
As in the proof of the previous Lemma, this allows to prove by a simple use of the dominant convergence theorem that

$$
\lim_{\lambda \to 0} \left\| \frac{d^p}{d\lambda^p} L_n(\lambda) f - L_n^{(p)}(0) f \right\|_{X_0} = 0
$$

for any $f \in X_p$. This proves the convergence in $X_0$. To deal with the convergence in $X_s$, one simply notices from the above proof that

$$
\left\| L_n^{(p)}(0) f \right\|_{X_s} \leq \int_{T^d \times V} |f(y, w_n)| \tilde{\Theta}_{n,p,s}(w_n) dy \, m(dw_n)
$$

with now

$$
\tilde{\Theta}_{n,p,s}(w_n) = \int_{V^n} \sigma(w_0)^{-s} k(w_0, w_1) \ldots k(w_{n-1}, w_n) m(dw_{n-1}) \ldots m(dw_1)m(dw_0) \times
$$

$$
\times \int_0^\infty \exp(-\sigma(w_1)t_1) \, dt_1 \ldots \int_0^\infty \exp(-\sigma(w_n)t_n) \left( \sum_{j=1}^n t_j \right)^p \, dt_n.
$$

The only difference between $\tilde{\Theta}_{n,p,s}(w_n)$ and $\Theta_{n,p}(w_n)$ lies in the additional weight $\sigma(w_0)^{-s}$ in the first integral. But, since

$$
\int_{V^n} k(w_0, w_1)\sigma(w_0)^{-s} m(dw_0) \leq \sigma(w_1)\|\vartheta_s\|_\infty = \|\vartheta_s\|_\infty \int_{V} k(w_0, w_1) m(dw_0)
$$

one sees from the above proof that $\left| \tilde{\Theta}_{n,p,s}(w_n) \right| \leq \|\vartheta_s\|_\infty \Theta_{n,p}(w_n)$. This gives (4.21) and achieves the proof of Proposition 4.15.

**Remark B.1.** Notice that the above computations actually apply to the case without derivatives (corresponding of course to $p = 0$) and, from (B.2), one sees then that, for any $N \geq 1$,

$$
\sup_{\lambda \in \mathbb{C}_+} \|L_n(\lambda)f\|_{X_s} \leq \|L_n(0)f\|_{X_1} \leq \int_{T^d \times V} |f(y, w_n)| \Theta_{n,0,s}(w_n) dy \, m(dw_n)
$$

where now

$$
\Theta_{n,0,s}(w_n) = \int_{V^n} k(v, w_1) \ldots k(w_{n-1}, w_n) m(dw_{n-1}) \ldots m(dw_1) \frac{m(dv)}{(\min(1, \sigma(v)))^s} \times
$$

$$
\times \int_0^\infty \exp(-\sigma(w_1)t_1) \, dt_1 \ldots \int_0^\infty \exp(-\sigma(w_n)t_n) \left( \sum_{j=1}^n t_j \right)^p \, dt_n
$$

$$
= \frac{1}{\sigma(w_n)} \int_{V^n} k(v, w_1) \ldots k(w_{n-1}, w_n) \frac{m(dw_{n-1})}{\sigma(w_{n-1})} \ldots \frac{m(dw_1)}{\sigma(w_1)} \frac{m(dv)}{(\min(1, \sigma(v)))^s}.
$$

One has then

$$
\Theta_{n,0,s}(w_n) \leq \|\vartheta_s\|_\infty \quad \forall w_n \in V, \quad s \leq N_0.
$$

Consequently,

$$
\|L_n(\lambda)\|_{X(\mathbb{R}^d \times V)} \leq \|\vartheta_s\|_\infty \quad \forall s \leq N_0 \quad (B.3)
$$

We also establish the following convergence of derivatives of $M_{\varepsilon+i\eta}f$.
Lemma B.2. For any \( k \geq 0 \) and any \( \varphi \in X_{k+1} \) one has

\[
\limsup_{\varepsilon \to 0} \sup_{\eta \in \mathbb{R}} \| \frac{d^k}{d\eta^k} M_{\varepsilon+i\eta} \varphi - \frac{d^k}{d\eta^k} M_{i\eta} \varphi \|_{X_0} = 0.
\]

Proof. For \( \varphi \in X_{k+1}, \varepsilon > 0, \eta \in \mathbb{R} \) one checks easily from (4.9) that

\[
\frac{d^k}{d\eta^k} M_{\varepsilon+i\eta} \varphi(x, v) - \frac{d^k}{d\eta^k} M_{i\eta} \varphi(x, v)
= (-i)^k \int_V k(v, w) m(dw) \int_0^\infty t^k [\exp(-\varepsilon t) - 1] \exp(-i\eta + \sigma(w)) \varphi(x - tw, w) dt
\]

from which we deduce easily that

\[
\left\| \frac{d^k}{d\eta^k} M_{\varepsilon+i\eta} \varphi - \frac{d^k}{d\eta^k} M_{i\eta} \varphi \right\|_{X_0} \leq \int_{T^1 \times V} |\varphi(y, w)| dy m(dw) \int_V k(v, w) m(dv) \int_0^\infty t^k [1 - \exp(-\varepsilon t)] \exp(-t\sigma(w)) dt.
\]

One has

\[
\int_0^\infty t^k [1 - \exp(-\varepsilon t)] \exp(-t\sigma(w)) dt \leq \int_0^\infty t^k \exp(-t\sigma(w)) dt = k! \sigma(w)^{-k-1}
\]

so that

\[
\int_V k(v, w) m(dw) \int_0^\infty t^k [1 - \exp(-\varepsilon t)] \exp(-t\sigma(w)) dt \leq k! \sigma(w)^{-k}.
\]

Using that

\[
\lim_{\varepsilon \to 0} \int_V k(v, w) m(dw) \int_0^\infty t^k [1 - \exp(-\varepsilon t)] \exp(-t\sigma(w)) dt = 0 \quad \text{for a.e. } w \in V
\]

and, since \( \varphi \in X_k \), we deduce the result from the Lebesgue dominated convergence theorem. \( \square \)

Remark B.3. Notice that, if \( \varphi \in X_{k+1} \), one sees that

\[
\sup_{\eta \in \mathbb{R}} \left\| \frac{d^k}{d\eta^k} M_{\varepsilon+i\eta} \varphi - \frac{d^k}{d\eta^k} M_{i\eta} \varphi \right\|_{X_0} \leq \varepsilon \Gamma(k+2) \|\varphi\|_{X_{k+1}}
\]

making the above convergence quantitative.

B.2. Additional properties. Introduce now the operators

\[
G_n(\lambda) = [\mathcal{R}(\lambda, A) \mathcal{K}]^n, \quad \forall \lambda \in \mathcal{T}_+, \quad n \in \mathbb{N}.
\]

Notice that, \( G_n(\lambda) \in \mathcal{B}(X_0) \) for any \( \lambda \in \mathcal{T}_+ \) since

\[
||G_1(\lambda)||_{\mathcal{B}(X_0)} = ||\mathcal{R}(\lambda, A) \mathcal{K}||_{\mathcal{B}(X_0)} \leq ||\mathcal{K}||_{\mathcal{B}(X_0, X_1)} ||\mathcal{R}(\lambda, A)||_{\mathcal{B}(X_1, X_0)}
\]

with

\[
||\mathcal{K}||_{\mathcal{B}(X_0, X_1)} \leq ||\sigma||_{\infty} ||\vartheta_1||_{\infty}, \quad \text{and} \quad ||\mathcal{R}(\lambda, A)||_{\mathcal{B}(X_1, X_0)} \leq 1.
\]

Therefore,

\[
||G_1(\lambda)||_{\mathcal{B}(X_0)} \leq ||\vartheta_1||_{\infty}, \quad \forall \lambda \in \mathcal{T}_+.
\]

It is striking to observe that \( ||G_n(\lambda)||_{\mathcal{B}(X_0)} \) can actually be estimated uniformly with respect to \( n \in \mathbb{N} \). Namely,
Lemma B.4. For any \( n \in \mathbb{N} \),
\[
\| G_n(\lambda) \|_{\mathcal{B}(X_0)} \leq \| \sigma \|_\infty \| \vartheta_1 \|_\infty \quad \forall \lambda \in \overline{C}_+.
\]
In particular, for any \( n \in \mathbb{N}, k \in \mathbb{N} \)
\[
\| G_{n+k}(\lambda) \|_{\mathcal{B}(X_0)} \leq \| \sigma \|_\infty \| \vartheta_1 \|_\infty \| G_n \|_{\mathcal{B}(X_0)}
\tag{B.4}
\]
for any \( \lambda \in \overline{C}_+ \).

Proof. One simply observes that, for any \( n \in \mathbb{N} \),
\[
G_n(\lambda) = R(\lambda, A)L_{n-1}(\lambda)\mathcal{K}
\]
so that
\[
\| G_n(\lambda) \|_{\mathcal{B}(X_0)} \leq \| R(\lambda, A) \|_{\mathcal{B}(X_0, X_1)} \| L_{n-1}(\lambda) \|_{\mathcal{B}(X_0, X_1)} \| \mathcal{K} \|_{\mathcal{B}(X_0)}
\]
where, as known (see (B.3)),
\[
\| R(\lambda, A) \|_{\mathcal{B}(X_0, X_1)} \leq 1, \quad \| L_{n-1}(\lambda) \|_{\mathcal{B}(X_0, X_1)} \leq \| \vartheta_1 \|_\infty, \quad \| \mathcal{K} \|_{\mathcal{B}(X_0)} = \| \sigma \|_\infty
\]
which gives the result. To prove (B.4) one simply observes that
\[
\| G_{n+k}(\lambda) \|_{\mathcal{B}(X_0)} = \| G_n(\lambda)G_k(\lambda) \|_{\mathcal{B}(X_0)} \leq \| G_k(\lambda) \|_{\mathcal{B}(X_0)} \| G_n(\lambda) \|_{\mathcal{B}(X_0)}
\]
and the estimate follows from the first part of the proof. \( \square \)

We notice also that
\[
G_1^{(k)}(\lambda) = \frac{d^k}{d\lambda^k} G_1(\lambda) = \left[ \frac{d^k}{d\lambda^k} R(\lambda, A) \right] \mathcal{K}
\]
and, for \( k \leq N_0 - 1 \),
\[
\left\| \left[ \frac{d^k}{d\lambda^k} R(\lambda, A) \right] \mathcal{K} \right\|_{\mathcal{B}(X_0)} \leq \left\| \left[ \frac{d^k}{d\lambda^k} R(\lambda, A) \right] \right\|_{\mathcal{B}(X_0, X_1)} \| \mathcal{K} \|_{\mathcal{B}(X_0, X_1, X_0)} \leq k! \| \sigma \|_\infty \| \vartheta_k \|_\infty
\]
where we used (4.7). Thus
\[
\sup_{\lambda \in \overline{C}_+} \left\| G_1^{(k)}(\lambda) \right\|_{\mathcal{B}(X_0)} \leq k! \| \sigma \|_\infty \| \vartheta_k \|_\infty. \tag{B.5}
\]
This shows that, for any \( f \in X_0 \), the mapping
\[
\lambda \in \overline{C}_+ \mapsto G_1(\lambda) f \in X_0
\]
is of class \( C^{N_0-1} \). This easily extends to \( G_n(\lambda) f \) and, besides the mere estimates for \( G_n^{(j)}(\lambda) \), we also need to understand the decay of \( G_n^{(j)}(i\eta) f \) as \( |\eta| \to \infty \). We resort to do so to the following

Lemma B.5. For any \( k \in \{1, \ldots, N_0 - 1\} \), there exists \( C_k > 0 \) such that
\[
\left\| G_N^{(k)}(i\eta) \right\|_{\mathcal{B}(X_0)} \leq C_k N^k \left\| G_{\frac{N-2k}{2}}(i\eta) \right\|_{\mathcal{B}(X_0)} \quad \forall N \geq 2k + k. \tag{B.6}
\]

Proof. The proof is based upon elementary but tedious computations. We notice first that, since \( G_N(i\eta) = (G_1(i\eta))^N \), one has for the first derivative:
\[
G_N^{(1)}(i\eta) = \sum_{r=0}^{N-1} G_r(i\eta) G_1^{(1)}(i\eta) G_{N-1-r}(i\eta)
\]
According to (B.5)
\[
\left\| G_1^{(1)}(i\eta) \right\|_{\mathcal{B}(X_0)} \leq \| \sigma \|_\infty \| \vartheta_1 \|_\infty = C_1
\]
so that
\[
\left\| G_N^{(1)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq C_1 \sum_{r=0}^{N-1} \left( \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \right) \left\| G_{N-1-r}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}
\]
\[
\leq 2C_1 \sum_{r=0}^{\left\lfloor \frac{N-1}{2} \right\rfloor} \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \left\| G_{N-1-r}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}.
\]

Since \( N - 1 - r \geq \left\lfloor \frac{N-1}{2} \right\rfloor \) for any \( 0 \leq r \leq \left\lfloor \frac{N-1}{2} \right\rfloor \), we get thanks to (B.4) that
\[
\left\| G_N^{(1)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq 2C_1^2 \left\| G_{\frac{N-1}{2}}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \sum_{r=0}^{\left\lfloor \frac{N-1}{2} \right\rfloor} \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}, \quad N - 1 \geq 2 \quad (B.7)
\]
which results in
\[
\left\| G_N^{(1)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq 2C_1^3 (N + 1) \left\| G_{\frac{N-1}{2}}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}
\]

since \( \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq C_1 \) for any \( r \) and \( \left\lfloor \frac{N-1}{2} \right\rfloor + 1 \leq N \). This proves the result for \( k = 1 \). Now, for \( k = 2 \) and \( N \geq 4 \), one has
\[
G_N^{(2)}(i\eta) = \sum_{r=0}^{N-1} G_r^{(1)}(i\eta) G_1^{(1)}(i\eta) G_{N-r}(i\eta) + \sum_{r=0}^{N-1} G_r(i\eta) G_1^{(2)}(i\eta) G_{N-1-r}(i\eta)
\]
\[
+ \sum_{r=0}^{N-1} G_r(i\eta) G_1^{(1)}(i\eta) G_{N-1-r}(i\eta).
\]

Using (B.5),
\[
\left\| G_1^{(1)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq 2 \| \sigma \|_\infty \| \vartheta_2 \|_\infty =: C_2,
\]
while we recall that \( \left\| G_1^{(1)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq C_1 \), so that
\[
\left\| G_N^{(2)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq C_1 \sum_{r=0}^{N-1} \left( \left\| G_r^{(1)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \right) \left\| G_{N-1-r}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}
\]
\[
+ C_1 \sum_{r=0}^{N-1} \left( \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \right) \left\| G_1^{(1)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}
\]
\[
+ C_2 \sum_{r=0}^{N-1} \left( \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \right) \left\| G_{N-1-r}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}.
\]

and, as before,
\[
\left\| G_N^{(2)}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \leq 4C_1 \sum_{r=0}^{\left\lfloor \frac{N-1}{2} \right\rfloor} \left( \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \right) \left\| G_{N-1-r}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}
\]
\[
+ 2C_2 \sum_{r=0}^{\left\lfloor \frac{N-1}{2} \right\rfloor} \left( \left\| G_r(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)} \right) \left\| G_{N-1-r}(i\eta) \right\|_{\mathcal{B}(\mathcal{X}_0)}.
\]
Now, according to (B.7)

\[ \| G_{N-1-r}^{(1)}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \leq 2C_2^2 \| L_{\lfloor \frac{N-2-r}{2} \rfloor}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \sum_{r_1=0}^{\lfloor \frac{N-2-r}{2} \rfloor} \| G_{r_1}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \]

and, since \( \lfloor \frac{N-2-r}{2} \rfloor \geq \lfloor \frac{N-1}{2} \rfloor \) for any \( r \leq \lfloor \frac{N-1}{2} \rfloor \), invoking (B.4) again we deduce

\[ \| G_{N-1-r}^{(1)}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \leq 2C_2^2 \| L_{\lfloor \frac{N-1-r}{2} \rfloor}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \sum_{r_1=0}^{\lfloor \frac{N-1-r}{2} \rfloor} \| G_{r_1}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \]

Thus,

\[ 4C_1 \sum_{r=0}^{\lfloor \frac{N-1}{2} \rfloor} \| G_r(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \| G_{N-1-r}^{(1)}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \leq 8C_1^4 \| G_{\lfloor \frac{N-2}{2} \rfloor}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \sum_{r=0}^{\lfloor \frac{N-1}{2} \rfloor} \sum_{r_1=0}^{\lfloor \frac{N-1-r}{2} \rfloor} \| G_{r_1}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \]

while, as in the proof of (B.7)

\[ 2C_2 \sum_{r=0}^{\lfloor \frac{N-1}{2} \rfloor} \| G_r(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \| G_{N-1-r}^{(1)}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \leq 2C_2C_1 \| G_{\lfloor \frac{N-1}{2} \rfloor}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \sum_{r=0}^{\lfloor \frac{N-1}{2} \rfloor} \| G_r(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \leq 2C_2C_1^2 \| G_{\lfloor \frac{N-2}{2} \rfloor}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \sum_{r=0}^{\lfloor \frac{N-1}{2} \rfloor} \| G_r(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \]

Consequently,

\[ \| G_N^{(2)}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \leq 2C_1^2 \| G_{\lfloor \frac{N-2}{2} \rfloor}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \times \left( 4C_1^2 \sum_{r=0}^{\lfloor \frac{N-1}{2} \rfloor} \sum_{r_1=0}^{\lfloor \frac{N-2-r}{2} \rfloor} \| G_{r_1}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} + C_2 \sum_{r=0}^{\lfloor \frac{N-1}{2} \rfloor} \| G_r(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} \right) \]

This clearly gives the rough estimate (using \( \lfloor \frac{N-2-r}{2} \rfloor + 1 \leq \lfloor \frac{N-1}{2} \rfloor + 1 \leq N \)),

\[ \| G_N^{(2)}(\eta) \|_{\mathscr{D}(\mathcal{X}_2)} \leq 2C_1^2 \| G_{\lfloor \frac{N-2}{2} \rfloor}(\eta) \|_{\mathscr{D}(\mathcal{X}_0)} (2C_1^2 N^2 + C_2 C_1 N) \quad (B.8) \]

and proves the result for \( k = 2 \). By a tedious but simple induction argument, we deduce then the result for any \( k \in \{0, \ldots, N_0 - 1\} \).

We can prove now Lemma 7.1 given in Section 7.
\textbf{Proof of Lemma 7.1.} Let $n \in \mathbb{N}$ be fixed. Recall that we defined, for any $k \in \mathbb{N},$
\[G_k(\lambda) = (R(\lambda, A)K)^k, \quad \lambda \in \mathbb{C}_+\]
and we denoted its derivatives of order $j$ by $G_k^{(j)}(\lambda).$ With this operator, we notices that
\[s_n(\lambda) := \sum_{k=0}^{n} G_k(\lambda) R(\lambda, A) \quad \lambda \in \mathbb{C}_+\]
Computing derivatives with Leibniz rule we get, for any $k \in \mathbb{N}$
\[\frac{d^k}{d\lambda^k} s_n(\lambda)f = \sum_{m=0}^{n} \sum_{j=0}^{k} \binom{k}{j} G_m^{(j)}(\lambda) \frac{d^{k-j}}{d\lambda^{k-j}} [R(\lambda, A)f] \quad (B.9)\]
Now, as observed, if $f \in \mathcal{Y}_{k-j+1},$ then \[\frac{d^{k-j}}{d\lambda^{k-j}} [R(\lambda, A)f] \in \mathcal{Y}_0\) (see (4.7)) so that (see Eq. (B.6))
\[G_m^{(j)}(\lambda) \frac{d^{k-j}}{d\lambda^{k-j}} [R(\lambda, A)f] \in \mathcal{Y}_0.\]
This easily proves that the mapping
\[\lambda \in \mathbb{C}_+ \mapsto s_n(\lambda)f \in \mathcal{Y}_0\]
is of class $\mathcal{C}^{N_0-1}$ with
\[\sup_{\lambda \in \mathbb{C}_+} \left\| \frac{d^k}{d\lambda^k} s_n(\lambda)f \right\|_{\mathcal{Y}_0} \leq C_k \|f\|_{\mathcal{Y}_0}\]
for some positive $C_k > 0$ depending only on $k \in \{0, \ldots, N_0 - 1\}.$ Let us now prove
\[\lim_{|\eta| \to \infty} \sup_{\varepsilon \in [0,1]} \left\| \frac{d^k}{d\eta^k} s_n(\varepsilon + i\eta)f \right\|_{\mathcal{Y}_0} = 0 \quad (B.10)\]
for any $k \in \{0, \ldots, N_0 - 1\}$ which will also prove the fact that the mapping $\eta \mapsto s_n(\varepsilon + i\eta)f$ belongs to $\mathcal{C}^{N_0-1}(\mathbb{R}, \mathcal{Y}_0).$ Starting from (B.9), we notice that, for any $k \leq N_0 - 1,$ $m \in \{0, \ldots, n\}, j \in \{0, \ldots, k\},$ one easily see that, for any $R > 0,$
\[\sup_{\varepsilon \in [0,1]} \sup_{|\eta| > R} \left\| G_m^{(j)}(\varepsilon + i\eta) \right\|_{\mathcal{B}(\mathcal{Y}_0)} \leq \sup_{|\eta| > R} \left\| G_m^{(j)}(i\eta) \right\|_{\mathcal{B}(\mathcal{Y}_0)} \leq \tilde{C}_k n^k \sup_{|\eta| > R} \left\| G_{\frac{n-k}{2^k}}(i\eta) \right\|_{\mathcal{B}(\mathcal{Y}_0)}\]
according to Lemma B.5. from which we easily deduce that
\[\sup_{\varepsilon \in [0,1]} \sup_{|\eta| > R} \left\| G_m^{(j)}(\varepsilon + i\eta) \right\|_{\mathcal{B}(\mathcal{Y}_0)} < \infty.\]
Combining this with the fact that
\[\lim_{|\eta| \to \infty} \sup_{\varepsilon \in [0,1]} \left\| \frac{d^{k-j}}{d\eta^{k-j}} R(\varepsilon + i\eta, A)f \right\|_{\mathcal{Y}_0} = 0\]
(see Proposition 4.1 and Lemma 4.5), we deduce (B.10) from the representation (B.9). The fact that $s_n(\varepsilon + i\eta)f$ converges to $s_n(i\eta)f$ in $\mathcal{C}^{N_0-1}(\mathbb{R}, \mathcal{Y}_0)$ is then deduced from (B.9) and the limits established in Proposition 4.1 which easily implies that $G_k(\varepsilon + i\eta)$ converges to $G_k(i\eta) := [R(i\eta, A)K]^k$ in $\mathcal{C}^{N_0-1}(\mathbb{R}, \mathcal{Y}_0)$ as $\varepsilon \to 0,$ details are left to the reader. \(\square\)
Appendix C. About collectively power compact operators

We prove the following result which is likely to be well-known but we were not able to find in the literature.

**Theorem C.1.** Let \( X \) be a Banach space and let \( B \in \mathcal{B}(X) \) be such that there is \( n \in \mathbb{N} \) such that \( B^n \) is compact. Let \( \nu_0 \) be a semi-simple eigenvalue of \( B^n \) and let \( \mu_0 \in \mathcal{S}(B) \) be such that

\[
\mu_0^n = \nu_0.
\]

Then, \( \mu_0 \) is a semi-simple eigenvalue of \( B \). Moreover, if \( \nu_0 \) is simple then so is \( \mu_0 \) and the corresponding spectral projection coincides.

**Remark C.2.** Notice that, under the assumption of Theorem C.1, since \( \nu_0 \) is a simple eigenvalue of \( B^n \), there exists only one eigenvalue \( \mu_0 \) of \( B \) such that \( \nu_0 = \mu_0^n \).

**Proof.** Observe that for any \( \lambda \in \mathbb{C} \),

\[
\left( \sum_{j=0}^{n-1} \lambda^{n-1-j} B^j \right) (\lambda - B) = \lambda^n - B^n.
\]

In particular, if \( \lambda^n \notin \mathcal{S}(B^n) \) then \( \lambda \notin \mathcal{S}(B) \) and

\[
\mathcal{R}(\lambda^n, B^n) \sum_{j=0}^{n-1} \lambda^{n-1-j} A^j = \mathcal{R}(\lambda, B).
\] (C.1)

Let us assume now \( \mu_0^n = \nu_0 \) is semi-simple and let \( P_0 \) be the spectral projection associated to \( \nu_0 \) (and \( B^n \)), then (recall that \( \nu_0 \) is a simple pole of the resolvent \( \mathcal{R}(\cdot, B^n) \))

\[
P_0 = \lim_{z \to \nu_0} (z - \nu_0) \mathcal{R}(z, B^n) = \lim_{\lambda \to \mu_0} (\lambda^n - \mu_0^n) \mathcal{R}(\lambda^n, B^n).
\]

Writing, for \( \lambda^n \neq \mu_0 \),

\[
(\lambda - \mu_0) \mathcal{R}(\lambda, B) = \frac{\lambda - \mu_0}{\lambda^n - \mu_0^n} (\lambda^n - \mu_0^n) \mathcal{R}(\lambda^n, B^n) \sum_{j=0}^{n-1} \lambda^{n-1-j} B^j
\]

and using that

\[
\lim_{\lambda \to \mu_0} \frac{\lambda - \mu_0}{\lambda^n - \mu_0^n} = \frac{1}{n\mu_0^{n-1}},
\]

we deduce that the limit

\[
\lim_{\lambda \to \mu_0} (\lambda - \mu_0) \mathcal{R}(\lambda, B)
\]

exists and is equal to

\[
\frac{1}{n\mu_0^{n-1}} P_0 \sum_{j=0}^{n-1} \mu_0^{n-1-j} B^j.
\]

Therefore, \( \mu_0 \) is a simple pole of \( \mathcal{R}(\cdot, B) \) and

\[
\Pi_0 = \frac{1}{n\mu_0^{n-1}} P_0 \sum_{j=0}^{n-1} \mu_0^{n-1-j} B^j.
\]
In particular, \( \text{Range}(\Pi_0) \subset \text{Range}(P_0) \) and \( \dim(\text{Range}(\Pi_0)) \leq \dim(\text{Range}(P_0)) \). In particular, if \( \nu_0 \) is simple then so is \( \mu_0 \) with
\[
\text{Range}(\Pi_0) = \text{Range}(P_0).
\]
Let now \( \psi \in X \) be an eigenfunction of \( B \) associated to \( \mu_0 \) and let \( \psi^* \in X^* \) be an eigenfunction of \( B^* \) associated to \( \mu_0 \) with the normalisation
\[
\langle \psi^*, \psi \rangle = 1.
\]
Then, \( \text{Range}(P_0) = \text{Range}(\Pi_0) = \text{Span}(\psi) \) and for any \( h \in X \), there is \( \alpha_h \in \mathbb{R} \) such that
\[
\Pi_0 h = \alpha_h \psi.
\]
One has then \( \langle \psi^*, \Pi_0 h \rangle = \alpha_h \) i.e.
\[
\alpha_h = \langle \Pi_0^* \psi^*, h \rangle = \langle \psi^*, h \rangle
\]
i.e.
\[
\Pi_0 h = \langle \psi^*, h \rangle \psi.
\]
In the same way, \( P_0 h = \langle \psi^*, h \rangle \psi \) and \( \Pi_0 = P_0 \). □
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