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Abstract

In this paper a new high order semi-implicit discontinuous Galerkin method (SI-DG) is presented for the solution of the incompressible Navier-Stokes equations on staggered space-time adaptive Cartesian grids (AMR) in two and three space-dimensions. The pressure is written in the form of piecewise polynomials on the main grid, which is dynamically adapted within a cell-by-cell AMR framework. According to the time dependent main grid, different face-based spatially staggered dual grids are defined for the piece-wise polynomials of the respective velocity components. Although the resulting adaptive staggered grids are more complex than classical uniform Cartesian meshes, the numerical scheme can still be written in a rather compact form. Thanks to the use of a tensor-product formulation for the definition of the nodal basis in the d-dimensional space (d = 2, 3), all the discrete operators can be efficiently written as a combination of linear one-dimensional operators acting in the d space directions separately.

Arbitrary high order of accuracy is achieved in space, while a very simple semi-implicit time discretization is obtained via an explicit discretization of the nonlinear convective terms, and an implicit discretization of the pressure gradient in the momentum equation and of the divergence of the velocity field in the continuity equation. The real advantages of the staggered grid arise in the solution of the Schur complement associated with the saddle point problem of the discretized incompressible Navier-Stokes equations, i.e. after substituting the discrete momentum equations into the discrete continuity equation. This leads to a linear system for only one unknown, the scalar pressure. Indeed, the resulting linear pressure system is shown to be symmetric and positive-definite. In order to avoid a quadratic stability condition for the parabolic terms given by the viscous stress tensor, an implicit discretization is also used for the diffusive terms in the momentum equation. A particular feature of our staggered DG approach is that the viscous stress tensor is discretized on the dual mesh. This corresponds to the use of a lifting operator, but on the staggered grid. Both linear systems for pressure and velocity are very efficiently solved by means of a classical matrix-free conjugate gradient method, for which fast convergence is observed. Moreover, it should be noticed that all test cases shown in this paper have been performed without the use of any preconditioner. Due to the explicit discretization of the nonlinear convective terms, the final algorithm is stable within the classical CFL-type time step restriction for explicit DG methods.

The new space-time adaptive staggered DG scheme has been thoroughly verified for polynomial degrees up to \( N = 9 \) for a large set of non-trivial test problems in two and three space dimensions, for which analytical, numerical or experimental reference solutions exist. The high order of accuracy of the scheme is shown by means of a numerical convergence table obtained by comparing the numerical solution against a smooth analytical solution.

To the knowledge of the authors, this is the first staggered semi-implicit DG scheme for the incompressible Navier-Stokes equations on space-time adaptive meshes in two and three space dimensions.
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1. Introduction

In this paper a novel semi-implicit discontinuous Galerkin method for solving the incompressible Navier-Stokes equations is derived within the framework of staggered adaptive meshes (staggered AMR), in two and three space dimensions. The governing equations for an incompressible fluid read

\[
\frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{F} + \nabla p = 0, \tag{1}
\]

\[
\nabla \cdot \mathbf{v} = 0, \tag{2}
\]

where \( \mathbf{v}(x, t) \) is the velocity vector field, \( p(x, t) \) is the pressure and \( \mathbf{F} \) takes into account non-linear convection \( \mathbf{F}_c = \mathbf{v} \otimes \mathbf{v} \) as well as the viscous stress tensor \( \sigma = -\nu \nabla \mathbf{v} \), i.e.

\[
\mathbf{F} = \mathbf{F}_c + \sigma = \mathbf{v} \otimes \mathbf{v} - \nu \nabla \mathbf{v}, \tag{3}
\]

\( \nu \) being the kinematic viscosity of the considered fluid. The governing partial differential equations are of great interest in many different scientific areas ranging from geophysical flows like meteorological flows and free-surface hydrodynamics in oceans and rivers, over industrial flows in aerospace and mechanical engineering to biological flows like those in the human cardiovascular and respiratory system.

Resolving the smallest spatial scales appearing in the flow within large domains requires a higher-order accurate method with very low numerical diffusion and dispersion errors. Over the years, finite-difference (FD) and finite-volume (FV) methods have been widely used for solving many different families of partial differential equations. Very high order of accuracy at low computational cost can be easily reached for FD schemes whenever regular structured grids are used. In contrast to FD methods, FV schemes are particularly suitable for general unstructured meshes, but the expensive and rather cumbersome recovery or reconstruction step that is needed for obtaining high order of accuracy in the FV framework constitutes a clear drawback. In all cases, higher order formulations of FD and FV methods require large stencils, leading to a deterioration of the parallel scalability of the algorithms. In this context, the excellent parallel scalability properties of discontinuous Galerkin (DG) finite element methods make this class of finite element (FE) schemes well suited for large-scale simulations.

In 1973 Reed and Hill derived a new class of methods that allowed the 'flux to be discontinuous across triangle interfaces' for solving the neutron transport equation. Around the 90’ies, the DG method has been extended to general nonlinear hyperbolic systems in a series of well-known papers by Cockburn and Shu and collaborators, see e.g. \([28, 26, 30]\). A review of DG finite element methods can be found in \([27, 31]\). In the DG formulation, arbitrary high order of accuracy in space can be achieved by adding new independent degrees of freedom to the chosen polynomial basis. Typically, a stable higher order time discretization was reached by means of the method of lines (MOL) approach in combination with explicit TVD Runge Kutta schemes, leading to the well known family of RKDG schemes, although also other explicit time-discretizations are possible, see e.g. the family of ADER-DG and Lax-Wendroff DG schemes presented in \([42, 78]\). On the other hand, one of the major drawbacks for any explicit DG scheme is represented by the severe CFL stability condition that limits the time-step of the simulations to be proportional to \( h/(2N + 1) \) for hyperbolic PDE or even proportional to \( h^2/(2N + 1)^2 \) for parabolic PDE, where \( h \) is the characteristic mesh size and \( N \) is the degree of the polynomial basis. Van der Vegt et al. have extended the DG method to an elegant space-time formalism \([23, 94, 64]\), providing a fully implicit and unconditionally stable DG scheme for the compressible Euler and Navier-Stokes equations, and later also for the incompressible Navier-Stokes equations, see \([81]\). The drawback is that a fully implicit time-discretization leads to a highly coupled non-linear system for the complete set of the degrees of freedom of the physical variables to be solved at every time-step. In this case large scale simulations in two and three space-dimensions can become computationally very demanding. Alternative families of linearly implicit time discretizations for DG schemes have been considered recently in \([3]\).
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In their pioneering work [7], Bassi and Rebay have presented the first DG scheme for the solution of the compressible Navier-Stokes equations, and shortly after Baumann and Oden [8, 9] have formulated a DG scheme based on penalty terms for the treatment of convection-diffusion equations. Indeed, whenever parabolic (second order) or higher order spatial derivatives appear in the considered PDE, obtaining a DG finite-element formulation is not straightforward, see [29, 31]. High order DG methods are actually a very active field of the ongoing research and several different formulation for the Navier-Stokes equations have been provided in the meantime, see [6, 49, 48, 50, 56, 57, 52, 55] to mention a few.

In this work we adopt a specific technique for circumventing a direct approach for solving the saddle point problem of the incompressible Navier-Stokes equations, which goes back to a family of very efficient semi-implicit finite difference methods developed by Casulli et al. in the context of simulating hydrostatic and non-hydrostatic gravity-driven free-surface flows on staggered grids, see [20, 21, 16, 17]. A theoretical analysis of this approach has been provided in [18, 14, 15, 22]. In this family of methods, exact mass conservation is ensured via a conservative finite-volume formulation of the discrete continuity equation and the nonlinear convective terms are discretized explicitly, in order to obtain a well-behaved pressure system that is at most mildly nonlinear (i.e. with nonlinearities only on the diagonal) and whose linear part is at least symmetric and positive semi-definite. The common point of the numerical methods mentioned above consist in the application of the Schur complement for the solution of the discrete saddle point problem that results after a semi-implicit discretization of the PDE within a staggered-mesh framework. Characterized by a high computational efficiency, these methods have been extended to other problems, e.g. blood flow in the human cardiovascular system [19, 47], compressible gas dynamics in compliant tubes [41] and the dynamics of compressible fluids with general equation of state [38].

The first direct extension of staggered semi-implicit finite volume and finite difference schemes to the DG framework has been derived in [37, 86] for the shallow water equations on Cartesian and unstructured triangular grids. The resulting staggered semi-implicit DG method has furthermore been extended to the incompressible Navier-Stokes equations in two and three space dimensions on uniform Cartesian and conforming unstructured simplex meshes, see [46, 87, 88, 89]. Concerning the uniform Cartesian grid case [46], a rigorous theoretical analysis of the corresponding algebraic systems has been very recently presented in [39] by employing the theory of matrix-valued symbols and Generalized Locally Toeplitz (GLT) algebras, see [33, 54, 84].

Actually, there exist several different alternative formulations that combine the stability properties of semi-implicit methods and the high order of accuracy of DG schemes within collocated grids. Some important examples are provided by Dolejsi et al. [34, 35, 33] for compressible gas dynamics and convection-diffusion equations, as well as the work of [53, 91] for shallow water systems. Concerning staggered-meshes, relevant research has been carried out by Chung et al. in [25, 24] for edge-based staggered meshes, and by Liu et al. for the analysis of a DG finite element method based on the alternative vertex-based staggering approach, see [72, 71].

In 1984, Berger and collaborators presented the adaptive mesh refinement (AMR) approach for finite difference and finite volume schemes for hyperbolic equations, see [11, 10]. Their version of AMR was written in the form of nested, logically rectangular and refined meshes, or patches and the employed numerical schemes were at most second order accurate. The first higher order path-based AMR method was provided by Baeza and Mulet in [4], using up to fifth order accurate WENO schemes. The so-called cell-by-cell AMR approach, which has been adopted in this paper, has first been introduced by Khokhlov in [61] and was later also extended to high-order ADER-WENO finite volume schemes in [43, 40] for general conservative and non-conservative hyperbolic systems of PDE. Because of their great flexibility and since they directly allow the use of non-conforming meshes, DG methods have already been extensively implemented on adaptive meshes, commonly known as hp-adaptive DG methods, see in particular [8, 9, 60, 59, 50]. DG methods with AMR have been successfully extended also to the unstructured and the anisotropic mesh case, see respectively [74, 95] for the Euler equations and [70] for the compressible Navier-Stokes equations. Concerning implicit time discretizations, Koper and Giraldo [56] presented an interesting implicit-explicit (IMEX) DG method on AMR meshes for the compressible Euler equations with application to atmospheric flow simulations. For further references see also [51, 73].

In this paper, the family of spectral semi-implicit DG methods for the solution of the two and three
dimensional Navier-Stokes equations on edge-based staggered Cartesian grids [46] is extended to staggered grids with adaptive mesh refinement (AMR). The main novelty of the paper consists in the development of the first high order DG scheme on staggered AMR meshes. Similar to the uniform Cartesian case, even within staggered AMR grids, an important achievement in terms of computational efficiency has been obtained by succeeding in writing all discrete operators as a combination of simple one-dimensional operators thanks to the use of tensor-products of one-dimensional operators. The method is tested on a large set of test problems in two and three space dimensions, employing polynomial degrees up to \( N = 9 \). To the knowledge of the authors, this is the first time that a high order accurate semi-implicit DG scheme is derived on staggered adaptive grids.

The rest of the paper is structured as follows: Section 2 is devoted to a description of the presented numerical method; in particular Section 2.1 outlines the chosen cell-by-cell AMR strategy on the main grid used to represent the discrete pressure; Section 2.2 defines the corresponding staggered AMR mesh; Section 2.3 defines the solution space for the adopted discrete formulation of the governing equations within our staggered DG framework; Sections 2.4-2.6 outline the details of our SI-DG discretization procedure; Section 3 is devoted to the validation of the scheme and providing comparisons with available analytical, numerical or experimental reference solution for several non-trivial test cases in two and three space-dimensions. Finally, Section 4 provides some concluding remarks and an outlook to future work.

2. Semi-implicit DG schemes on staggered AMR grids

In the following, wherever not specified, the equations and illustrations are given for the three-dimensional case, i.e. \( d = 3 \).

2.1. A cell-by-cell AMR framework

There are mainly two strategies for defining an automatically refined grid, namely the so called patched AMR and the cell by cell method. In this paper the second strategy is chosen, leading to a tree data structure by defining up to \( \ell_{\text{max}} \) refinement levels \( \Omega^\ell, \ell = 1, 2, \ldots, \ell_{\text{max}} \), the coarser grid \( \Omega^0 \) given, covering the entire spatial domain \( \Omega \), i.e.

\[
\Omega \equiv \bigcup_{T \in \Omega^0} T_i, \quad \forall \ell = 0, 1, \ldots, \ell_{\text{max}}.
\]

An integer number \( r \) for the spatial refinement ratio, or refinement factor, between adjacent refinement levels drives the refinement scales. Figure 1 gives an illustrative sketch of the resulting adaptive mesh. In order to refine the grid only whenever and wherever necessary, a refinement-estimator function \( \chi \) can be chosen to be a function of the space-derivatives of a given indicator function \( \Phi(x, t) \), e.g. in the form of

\[
\chi(\Phi) = \frac{\sum_{k,l} (\partial^2 \Phi/\partial x_k \partial x_l)^2}{\sum_{k,l} \left[ (|\partial \Phi/\partial x_k|_{x_{i+1}} + |\partial \Phi/\partial x_k|_{x_i}) \Delta x_i + \epsilon \left| \frac{\partial \Phi}{\partial x_k} \right| \Phi \right]^2},
\]

which considers up to the second space derivatives. The indicator function \( \Phi \) can be any physical quantity of interest, e.g. the pressure, the vorticity, the kinetic energy or any other function of the flow quantities. \( \chi \) will be evaluated periodically in time, according to the time-scales of the physical problem. Then, the space-elements \( T_i \) will be refined or recoarsened whenever the prescribed upper and lower threshold values \( \chi_{\text{ref}} \) and \( \chi_{\text{rec}} \), respectively, are exceeded. The resulting active mesh \( \Omega_h \) is the set of space-elements belonging to the refinement levels \( \Omega^\ell, \ell = 1, 2, \ldots, \ell_{\text{max}} \), such that \( \Omega \) is spanned and the non-overlapping property is satisfied, i.e.

\[
\Omega_h = \left\{ T_i \mid T_i \in \bigcup_{\ell=1}^{\ell_{\text{max}}} \Omega^\ell \quad \text{and} \quad \Omega = \bigcup_i T_i \quad \text{and} \quad \emptyset = \bigcup_{T \in \Omega} \left( T_i \cap T_j \right), \quad \text{with} \quad i, j = 1, 2, \ldots, N_{\text{elem}} \right\}
\]

\( \dagger \) denotes the interior operator, i.e. \( \partial T = T \setminus \partial T \).
For practical purposes, it becomes useful to define the ‘status’ $\beta$ of the complete set of spatial elements

$$\forall T_i \in \bigcup_{\ell} \Omega^\ell_{h} \
\beta_i = \begin{cases} 
-1, & \text{for the so called virtual parent cells, i.e. } \exists T_j \in \Omega^\ell_{h} | T_j \supset T_i \\
0, & \text{for active elements, i.e. } T_i \in \Omega^\ell_{h} \\
1, & \text{for the so called virtual children, i.e. } \exists T_j \in \Omega^\ell_{h} | T_j \subset T_i 
\end{cases} \quad (7)$$

In order to make things simpler, in this work, two neighbor and active elements $T_i$ and $T_j$ are allowed to belong only to the same or to an adjacent refinement level, i.e. if $T_i \in \Omega^\ell_{h}$ then $T_j \in \Omega^{\ell-1}_{h} \cup \Omega^{\ell+1}_{h}$ or in a simpler notation $|\ell(T_i) - \ell(T_j)| \leq 1$, where $\ell(T)$ is the refinement level of a general space-element $T$.

2.2. The $d$ spatially staggered AMR meshes

Chosen a main Cartesian mesh $\Omega_{h}$, there are basically two different strategies for choosing a staggered Cartesian dual mesh $\tilde{\Omega}_{h}$: the ‘node-based’ and the ‘edge-based’ staggering, i.e. the B- and the C-grid, respectively, according to the nomenclature of Arakawa & Lamb [2]. In this work the edge-based staggering has been selected to be the optimal one in terms of numerical efficiency for the resolution of the resulting system of discrete equations. A $d$-dimensional uniform Cartesian element $T_i \in \Omega_{h}$ is defined as the Cartesian product

$$T_i = \prod_{s=x,y,z} \Delta s(x_i), \quad \forall i = 1, 2, \ldots, N_{\text{elem}},$$

where $\Delta s(x_i)$ are the spatial discretization-steps, centered in $x_i = (x_i, y_i, z_i)$, i.e. the barycenter of $T_i$. Then, in order to treat hanging-nodes in the chosen AMR-mesh, one can define $N^{(i)}_{\text{faces}}$ being the total number of faces (or edges in two space dimensions) of $T_i$ that are oriented in the $k$-th space direction, i.e. $\Gamma_{ij}^{(k)}$ with $l = 1, 2, \ldots, N_{i,j}^{(k)}$, having $N_{i,j}^{(k)} = 2$ (backward and forward) for uniform grids. Then, the complete set for the faces of $T_i$ will be $\Sigma_i = \{ \Gamma_{i,1}, \Gamma_{i,2}, \ldots, \Gamma_{i,N_{i,j}^{(k)}} \}$, where $N_{i,j}^{(k)}$ is the total number of faces of $T_i$ with

$$N_{i,j}^{(k)} = \sum_{l=1}^{d} N_{i,j}^{(l)} \quad \partial T_i \equiv \Sigma_i = \bigcup_{j=1}^{N_{i,j}^{(k)}} \Gamma_{i,j}$$

The resulting edge-based Cartesian staggered (or ‘dual’, or ‘starred’) elements are identified by $T_{i,j}^{*}, j = 1, 2, \ldots, N_{i,j}^{(k)}$ and $i = 1, 2, \ldots, N_{\text{elem}}$. It becomes useful to distinguish up to $d$ sets of non-overlapping Cartesian staggered-elements $T_{i,j}^{(k)}$, $j = 1, 2, \ldots, N_{i,j}^{(k)}$, and $i = 1, 2, \ldots, N_{\text{elem}}$, referring to the $k$-th space-direction of
the staggering, \( k = x, y, z \). Since every internal face \( \Gamma \) is shared by two distinct neighbor elements \( T_{\ell}(\Gamma) \) and \( T_{\ell}(\Omega) \), the chosen two-index notation is surjective, i.e. exists \( j_1 \) and \( j_2 \) such that \( T_{\ell}(\Gamma)_j \equiv T_{\ell}(\Omega)_j \) or equivalently \( \Gamma_{\ell}(\Omega)_j = \Gamma_{\ell}(\Omega)_j \equiv \Gamma \). Here, \( r(\Gamma) \) and \( l(\Gamma) \) are defined to be the integer indexes for the right and the left space element, with respect to the oriented face \( \Gamma \), which orientation is well definite and no sign-function is needed, because the mesh is Cartesian.

Then, in the aim of simplicity, a one-index injective notation can be obtained after an adequate surjective reordering map \( \rho \)

\[
\mathbb{N} \times \mathbb{N} \ni (i, j) \xrightarrow{\rho} m = \rho(i, j), \quad \forall i = 1, 2, \ldots, N_{\text{elements}}; j = 1, 2, \ldots, N_{\text{faces}}.
\]

so that exists \( m = \rho(l(\Gamma), j) = \rho(r(\Gamma), j) \) and holds

\[
T_{\ell}(\Gamma)_j \equiv T_{\ell}(\Omega)_j \equiv T_{\ell} = \bigcap_{s=x, y, z} \Delta s(x^*_m), \quad \forall m = 1, 2, \ldots, N_{\text{faces}}
\]

where \( \Delta s(x^*_m) \) are the spatial discretization-steps centered in \( x^*_m \), i.e. the barycenter of face \( \Gamma^m \). \( N_{\text{faces}} \) is the total number of faces of \( \Omega_\ell \). Then, it follows the injectivity property

\[
T_{\ell, m_1} \neq T_{\ell, m_2}, \quad \forall m_1 \neq m_2, \quad m_1, m_2 \in \{1, 2, \ldots, N_{\text{faces}}\}
\]

or alternatively

\[
T_{\ell, m_1} \neq T_{\ell, m_2}, \quad \forall m_1 \neq m_2, \quad m_1, m_2 \in \{1, 2, \ldots, N_{\text{faces}}\}, \quad k = x, y, z
\]

\( N_{\text{faces}} \) being the total number of faces in the \( k \)-th space direction in the computational domain. In the following, the two-index notation will be used only whenever strictly necessary. In this notation, one can distinguish the \( d + 1 \) (the main \( \Omega_\ell \) and the \( d \) dual meshes \( \Omega_\ell^{(i)} \), \( k = x, y \) or \( z \) if \( d = 3 \)) spatially staggered non-overlapping meshes with the property

\[
\Omega = \bigcup_i T_i = \bigcup_i T_{\ell}^{(i)},
\]

\[
\emptyset = \bigcup_{i,j} (T_i \cap T_j) = \bigcup_{i,j} (T_{\ell}^{(i)} \cap T_{\ell}^{(j)}), \quad T \in \Omega_\ell, \quad T^{(i)} \in \Omega_\ell^{(i)} \quad k = x, y, z.
\]

Figure depicts the staggered meshes \( \Omega_\ell^{(i)} \) next to the main grid \( \Omega_\ell \) in two and three space-dimensions in the purely Cartesian case, i.e. \( \ell_{\text{max}} = 0 \) and \( N_{\text{faces}}^{(i)} = 2 \).

Whenever AMR is considered the starred notation for the refinement meshes is used, i.e. \( \Omega_\ell^{(i)} \) for the dual-staggered active grid and \( \Omega_\ell^{(i)} \) for the dual-staggered grid of refinement level \( \ell \). Furthermore, for \( \Omega_\ell^{(i)} \) a simple trick becomes necessary in order to satisfy condition \( [3] \). Indeed, if uniform Cartesian elements are used for the dual elements \( T_{\ell}^{(i)} \) centered in \( x^*_m \), then some new kind of elements, characterized by a different mesh size ratio, need to be defined. An u.s. element \( T_u \) appears in the dual computational domain \( \Omega_u \) whenever two neighbor and active elements \( T_i \) and \( T_j \) belong to adjacent refinement levels, i.e. \( T_i \in \Omega^{(i)}_u \), \( T_j \in \Omega^{(j+1)}_u \) with \( \beta_i = \beta_j = 0 \). Figure gives an illustration of the resulting staggered auto-adapted grid \( \Omega_\ell^{(i)} \) next to \( \Omega_\ell \). The peculiarity of such unusual staggered (u.s.) elements will arise in the definition of the discrete solution. For the sake of simplicity, \( N_{\text{faces}} \) will take account also of the number of u.s. dual elements belonging to \( \Omega_u \). An auxiliary value for labeling the refinement level of the u.s. elements \( T_u^{(i)} \) is given by the fractional intermediate index \( \ell(T^*_u) = (\ell(T_i) + \ell(T_j))/2 \). Finally, referring to an u.s. element \( T_u^{(i)} \), the corresponding face \( \Gamma_u \) should not exist, but is can be imposed to be equal to the void set \( \emptyset \). Similarly the right and left element of \( \Gamma_u \) are chosen to be \( l(u) = r(u) \equiv i \), where for \( T_i \) holds \( T_u^{(i)} \subset T_i \).
Figure 2: Mesh-staggering for the two dimensional (left) and for the three-dimensional (right) purely-Cartesian case, i.e. in our notation \( \ell_{\text{max}} = 0 \) and consequently \( \Omega_h = \Omega_h^{0,0} \) and \( N_{\ell_{\text{max}}}^{0,0} = 2 \), with \( k = x, y, z \). The staggered elements \( T^a_i \in \Omega_h^{0,0} \) corresponding to the faces of \( T_i \in \Omega_h \) in the \( x \)-th, \( y \)-th (for \( d=2 \)) and \( z \)-th (for \( d=3 \)) direction are shown and highlighted in red, green and ochre, respectively. For the 2d case, the nearest neighbor elements of \( T_i \) are shown and highlighted in blue. In our notation holds the following correspondence \((T^0_{i,1}, T^0_{i,2}, T^0_{i,1}, T^0_{i,2}) = (T_{i,1}, T_{c,1}, T_{c,1}, T_{c,1}) \) for the \( d=3 \) case. (See colored version online)

Similarly, also the faces of the dual elements, i.e. the dual faces \( \Gamma^a_i \in \partial T^a_i \), can be defined, and the respective dual right \( r^a(i) \) and dual left \( l^a(i) \) elements can be identified. These set of dual faces are slightly sophisticated and are used rarely in the text. Then, in order to simplify the notation, we define only the dual edges whose points lie within a given space element, i.e. the faces \( \Gamma^a_i \in \partial T^a_i \) for \( k = x, y, z \) such that \( \Gamma^a_i \subset \partial T_i \). Once the main and staggered adaptive meshes are fully defined, in the following section the space of discrete solutions of our SI-DG-P\(_N\) method is outlined.

### 2.3. The space of piecewise polynomials \( P_N \)

In the DG framework, the discrete solution is defined in the space of piecewise polynomials of maximum degree \( N \) with discontinuities along the faces of the elements of the computational mesh. Then, given a reference mesh \( \bar{\Omega} \), the corresponding vector space of piecewise polynomials of maximum degree \( N \in \mathbb{N}_0 \) is called \( P_N(\bar{\Omega}) \). In particular, in the staggered-DG formulation with adaptive mesh refinement, we look for piecewise polynomials \( P(x), x \in \bar{\Omega} \) where \( \bar{\Omega} \) is one of the considered meshes, i.e. \( \bar{\Omega} \in \{\Omega_h, \Omega_h^{0,0}\}_{h=x,y,z} \). Similar to [66, 37], the discrete solution in every single space element \( T_i \in \bar{\Omega} \) is written according to the same but shifted one-dimensional polynomial basis \( \vartheta^\ell = \{\vartheta^\ell(x)\}_{l=0,N} \) along its own control volume \( x \in \Delta k(x) \), for each spatial dimension \( k = x, y, z \).

In order to transform the numerical solution from a coarser level \( \ell \) to the finer \( \ell + 1 \) and vice versa (see Figure 3) suitable \( L_2 \) projection \( \mathcal{P} \) and average \( \mathcal{A} \) operators are defined in the form

\[
P_N(\Omega_h^{0,1}) \ni P^\ell+1_c = \mathcal{P}\{P^\ell_c\}, \quad (\alpha^\ell+1_c, P^\ell+1_c)_{T_c} = (\alpha^\ell+1_c, P^\ell_c)_{T_c}, \quad \forall T_c \subset T_i, \quad T_c \in \Omega_h^{0,1}, \quad T_i \in \Omega_h^{\ell} \tag{10}
\]

\[
P_N(\Omega_h^\ell) \ni P^\ell_i = \mathcal{A}\{P^\ell+1_c\}, \quad (\alpha^\ell_c, P^\ell_i)_{T_i} = \sum_{l_i \subset T_i} (\alpha^\ell_c, P^\ell+1_c)_{T_c}, \quad T_c \in \Omega_h^{\ell+1}, \quad T_i \in \Omega_h^{\ell} \tag{11}
\]
Figure 3: Schematic two dimensional view of the adopted cell by cell AMR framework (top), and the chosen spatially staggered and adaptively refined grid, e.g., in the $x$ direction $\Omega_x$ highlighted in red at the bottom. In particular, the *anomalous* dual element, over which the pressure is continuous, is highlighted by a checkered texture (See colored version online).
Figure 4: Simple sketch of the polynomial mapping between two adjacent refinement levels \( \ell \) and \( \ell + 1 \), i.e. the \( L_2 \) projection and average.

where \( \langle \cdot, \cdot \rangle \) is the scalar product

\[
\langle f, g \rangle_{T_i} = \int_{T_i} f g \, dx
\]

and

\[
\omega_{h_i}(s) = \varphi(\xi_1) \otimes \varphi(\xi_2) \otimes \varphi(\xi_3), \quad \text{with} \quad s = x_i + \sum_k \left( \xi_k - \frac{1}{2} \right) \Delta x_k^{(s)}(x_i) \hat{\xi}_k .
\]

defines the \textit{shifted} basis polynomials, centered in the barycenter \( x_i \) of \( T_i \in \Omega_h^\ell \), and written in tensorial form. If \( \varphi \) is the vector of the basis elements \( (\varphi_1, \varphi_2, \ldots, \varphi_{N+1}) \), then \( \omega_{h_i} \) is the vector of the \textit{shifted} basis elements \( (\omega_1, \omega_2, \ldots, \omega_{(N+1)h}) \), generating the three dimensional basis \( \mathcal{P}_{h_i}^d \equiv \mathcal{B}_{N_x} \otimes \mathcal{B}_{N_y} \otimes \mathcal{B}_{N_z} \), for any \( T_i \in \Omega_h^\ell \), for any piecewise polynomial \( P^{\ell} \in \mathcal{P}(T_i) \). Then \( P \) can be expanded along the basis in the form

\[
P(x) = \sum_i \frac{\langle \omega_i(x), P(x) \rangle_{T_i}}{\| \omega_i \|^2_{T_i}} \omega_i \equiv \sum_i P_i \omega_i \equiv P \cdot \omega(x)
\]

where \( P \) is called to be the vector of the \textit{degrees of freedom} of \( P \), \( \| \cdot \| \) is the norm related to the chosen scalar product. Moreover, if one chooses \( \mathcal{P}_{h_i}^d \) to be a \textit{nodal} basis then the following equivalence holds: \( P \equiv P(x^{GL}) \) with a large gain in computational effort, especially at higher space-dimensions when three-dimensional coefficient matrices can be written in a tensorial combination of one dimensional matrices. In our scheme, the basis functions are given by the Lagrange interpolation polynomials passing through the Gauss-Legendre quadrature nodes.

In this work, although each physical variable will be defined referring to a \textit{proper and given computational mesh} (main or dual), it becomes useful defining the transformation rules for projecting from one vector space \( P \in \mathcal{P}(\Omega_h) \) to a corresponding staggered one \( P^{*} \in \mathcal{P}(\Omega_h^{\ast}) \), i.e. satisfying the classical \( L_2 \) projection equations, i.e.

\[
P^{*} = \pi^{\ast}(P) : \quad \langle \psi, P^{*} \rangle_{T_m^{(n)}} = \langle \psi, P \rangle_{T_m^{(n)}}, \quad \forall T_m^{(n)} \in \Omega_h^{\ast}
\]

\[
P = \pi(P^{*}) : \quad \langle \omega, P \rangle_{T_i} = \langle \omega, P^{*} \rangle_{T_i}, \quad \forall T_i \in \Omega_h
\]

where the vectors of the \textit{shifted} polynomial basis element \( \psi \) are given by

\[
\psi^{(n)}_{m,k} (s) = \varphi(\xi_1) \otimes \varphi(\xi_2) \otimes \varphi(\xi_3), \quad \text{with} \quad s = x_m^{(n)} + \sum_k \left( \xi_k - \frac{1}{2} \right) \Delta x_k^{(n)}(x_m^{(n)}) \hat{\xi}_k .
\]

\[
\psi^{(n)}_{m,k} (s) = \varphi(\xi_1) \otimes \varphi(\xi_2) \otimes \varphi(\xi_3), \quad \text{with} \quad s = x_m^{(n)} + \sum_k \left( \xi_k - \frac{1}{2} \right) \Delta x_k^{(n)}(x_m^{(n)}) \hat{\xi}_k .\quad 0 \leq \xi_1, \xi_2, \xi_3 \leq 1
\]

where \( \xi_k \) labels the direction of the staggering for \( \Omega_h^{\ast} \) (\( k = x, y \) or \( z \)).
Following [46], because of the tensorial definition of the polynomial basis, a generic coefficient matrix \( \mathbf{Z} \) operating over a generic vector of degrees of freedom \( \mathbf{X} \), appearing in (20), can be written as

\[
\mathbf{Z} \equiv \mathbf{Z}^{xyz} \equiv \mathbf{Z}^{x} \otimes \mathbf{Z}^{y} \otimes \mathbf{Z}^{z},
\]

where the components \( \mathbf{Z}^{k} \) operate along the respective \( k \)-th index of the generic vector of degrees of freedom \( \mathbf{X} \). Whenever a \( k \)-th direction is specified, an identity operator is assumed in the other directions, i.e.

\[
\begin{align*}
\mathbf{Z}^{x} \equiv & \mathbf{Z}^{x} \otimes \mathbf{I} \otimes \mathbf{I}, \\
\mathbf{Z}^{y} \equiv & \mathbf{I} \otimes \mathbf{Z}^{y} \otimes \mathbf{I}, \\
\mathbf{Z}^{z} \equiv & \mathbf{I} \otimes \mathbf{I} \otimes \mathbf{Z}^{z},
\end{align*}
\]

Then, after evaluating the definite integrals of the known basis functions, one gets

\[
\int_{T_i} \psi_p (V \cdot \mathbf{v}) \, d\mathbf{x} = 0, \quad \psi_p (V \cdot \mathbf{v}) = (x_v, y_v, z_v), \quad \mathbf{v} = (v_x, v_y, v_z),
\]

where the summation is intended over the \( j \)-th faces of \( T_i \) in the direction of the staggering, i.e. the \( k \)-th, backward and forward; \( \alpha(i, j, k) \) labels the mutual position and refinement of \( T_i \) and the corresponding dual element \( T_{ij}^{(k)} \). Some new matrices have been defined to be

\[
\begin{align*}
\mathbf{M}_{ij} & = \left\{ \mathbf{M}_{p(i)} \right\}_{p=1,\ldots,(N+1)^d} = \left\{ \int_{T_i} \omega_{p(i)} (\xi) \, d\xi \right\}_{p=1,\ldots,(N+1)^d} \\
\mathbf{M}^{(l, jk)} & = \left\{ \mathbf{M}_{p}^{(l, jk)} \right\}_{p=1,\ldots,(N+1)^d} = \left\{ \int_{T_i \cap \Omega \theta} \omega_{p(l)} (\xi) \psi_{q(l, j)} (\xi) \, d\xi \right\}_{p=1,\ldots,(N+1)^d}
\end{align*}
\]

where \( \mathbf{M} \) is called mass matrix which is diagonal according to the chosen polynomial basis, it is positive definite and it gives the projection coefficients between the piecewise polynomials of \( P_N(T_i) \); \( \mathbf{M}^{-1} \) is its inverse; \( \omega_{p(l)} \) is the \( l \)-th basis polynomial centered for \( P_N(T_i) \); \( \psi_{q(l, j)} \) is the \( q \)-th basis polynomial for \( P_N(T_{ij}^{(k)}) \); \( p \) ranging from \( p = 1, 2, \ldots (N+1)^d \); \( \mathbf{M}^{(l, jk)} \) gives the projection coefficients between the piecewise polynomial basis of \( P_N(T_i) \) and \( P_N(T_{ij}^{(k)}) \). It is important to stress the fact that, with a little linear algebra, the aforementioned three-dimensional tensors can be written in a simpler and versatile composition of one-dimensional matrices.

2.4. Numerical method

Once the main and the staggered grids have been defined, the space of discrete solutions \( P_N \) is outlined, then the numerical method follows the procedure of [45].

A weak formulation of the governing equations (11) is considered in the form

\[
\begin{align*}
\int_{T^{(i)}} \psi_p \left( \frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{F} \right) \, d\mathbf{x} &= 0, \quad \psi_p (x_v, y_v, z_v) = (x_v, y_v, z_v), \\
\int_{T^{(i)}} \alpha_{p} (\nabla \cdot \mathbf{v}) \, d\mathbf{x} &= 0, \quad T^{(i)} \in \Omega^{(i)}, \quad T_i \in \Omega \theta
\end{align*}
\]
where it is important to highlight that the momentum equations are integrated along the dual AMR meshes \( \Omega^{(m)}_{h} \) according to the \( k \)-th space-direction, and the incompressibility condition along the main AMR mesh \( \Omega_{h} \); \( \psi_{p} \in \mathcal{B}_{N}(T^{(m)}_{h}) \), i.e. the \( p \)-th element of the basis for the dual vector space \( P_{N}(T^{(m)}_{h}) \); \( \omega_{p} \in \mathcal{B}_{N}(T_{h}) \), i.e. the \( p \)-th element of the basis for the vector space \( P_{N}(T_{h}) \). In this formalism, it is clear that the chosen weak formulation of our staggered DG scheme consists in an \( L_{2} \) projection of the incompressible Navier-Stokes equations onto the chosen vector space of staggered piecewise polynomials \( P_{N}(\Omega^{(m)}_{h}) \). Then, according to \cite{37,46}, the discrete solution of the staggered DG discretization is defined as follows: the velocity components \( \mathbf{v}_{k} \) are approximated in the respective vector spaces of the staggered dual meshes \( P_{N}(\Omega^{(m)}_{h}) \), while the pressure is defined on the main grid, i.e. in \( P_{N}(\Omega_{h}) \). Therefore, the respective expansion over the polynomial basis reads

\[
\mathbf{v}_{h}^{(m)}(\mathbf{x}, t)|_{T^{(m)}_{m}} = \mathbf{v}_{m}^{(m)}(\mathbf{x}, t) = \sum_{i=1}^{(N+1)^{d}} \psi_{i}(\mathbf{x}) \hat{v}_{i}(t) \quad \text{for } \mathbf{x} \in T_{m}^{(m)}, \quad m = 1, ..., N^{(m)}_{\text{faces}}
\]

\[
p_{h}(\mathbf{x}, t)|_{T_{m}} = p_{i}(\mathbf{x}, t) = \sum_{i=1}^{(N+1)^{d}} \omega_{i}(\mathbf{x}) \hat{p}_{i}(t) \quad \text{for } \mathbf{x} \in T_{m}, \quad i = 1, ..., N^{\text{elem}}_{m}
\]

After substituting \eqref{24} into the incompressibility condition \eqref{23} one obtains

\[
\int_{\partial T_{m}} \omega_{i}(\mathbf{x}) \mathbf{v}_{h} \cdot \mathbf{n} \, dS - \int_{T_{m}} \nabla \omega_{i}(\mathbf{x}) \cdot \mathbf{v}_{h} \, d\mathbf{x} = \sum_{k=1}^{k} \left[ \int_{T_{m}^{(m)} \cap \partial T_{m}} \omega_{i}(\mathbf{x}) \mathbf{v}_{h} \cdot \mathbf{n} \, dS - \int_{T_{m}^{(m)} \cap \partial T_{m}} \nabla \omega_{i}(\mathbf{x}) \cdot \mathbf{v}_{h} \, d\mathbf{x} \right] = 0. \quad \text{(26)}
\]

Indeed, exactly because of the chosen C-staggering, \( \mathbf{v}_{h} \cdot \mathbf{n} \) is well defined along \( \partial T_{m} \), i.e. all the velocity components are continuous along the respective faces \( \Gamma_{m}^{(i)} \), moreover \( \omega_{i} \) is continuous in \( T_{m} \). On the other hand, due to the staggering, the pressure \( p_{h} \) is discontinuous within \( T_{m}^{(m)} \). Then, after substituting the ansatz \eqref{25} into the momentum equation \eqref{22}, the pressure gradient terms can be written as

\[
\int_{T_{m}^{(m)}} \psi_{i} \partial_{x_{j}} p_{h} \, d\mathbf{x} \equiv \int_{T_{m}^{(m)} \cap T_{m}} \psi_{i} \partial_{x_{j}} p_{(m)} \, d\mathbf{x} + \int_{T_{m}^{(m)} \setminus T_{m}} \psi_{i} \partial_{x_{j}} p_{(m)} \, d\mathbf{x} + \int_{T_{m}^{(m)}} \psi_{i} (p_{(m)} - p_{(m)}) \, dS \quad \text{(27)}
\]

where \( l(m) \) is the index of the left element with respect to \( \Gamma_{m}^{(i)} \).

Notice that, whenever \( T_{m}^{(m)} \) is an u.s. element, then \( r(m) = l(m) \equiv i \) and then: (i) the surface integral of equation \eqref{26} vanishes because \( \Gamma_{m}^{(i)} = \emptyset \); (ii) the second volume integral vanishes because \( (T_{m}^{(m)} \setminus T_{m}) \equiv \emptyset \); (iii) the jump term vanishes because \( \Gamma_{m}^{(i)} \equiv \emptyset \). Otherwise, if \( T_{m}^{(m)} \) is a standard dual element, the second volume integral is evaluated exactly along the right element of \( \Gamma_{m}^{(i)} \), i.e. \( T_{r(m)} = T_{m}^{(m)} \setminus T_{m} \) independently of the refinement level.

Then, after evaluating the definite integrals of system \eqref{22} - \eqref{23}, a semi-implicit higher order DG finite
element formulation of the incompressible Navier-Stokes equations on staggered AMR grids reads\textsuperscript{3} \(\text{(28)}\)

\[
\mathbf{M}^{x} \cdot \mathbf{x} \cdot \left( \mathbf{V}^{n+1}_{m} - \mathbf{V}^{n}_{m} \right) + \frac{\Delta t}{\Delta x} \mathbf{M}^{x} \cdot \mathbf{x} \cdot \left( \mathbf{R}^{x}_{m}(\sigma(m,r(m))) \cdot \mathbf{P}^{n+\theta}_{m} - \mathbf{R}^{x}_{n}(\sigma(m,l(m))) \cdot \mathbf{P}^{n+\theta}_{m} \right) = 0, \quad \forall T_{m}^{(\sigma)} \in \Omega_{n}^{T}, \quad \forall (x_1,x_2,x_3) \in \left\{ z_1 \cup z_2 \right\}
\]

\[
\sum_{x_1=x_2}^{x_1=x_2} \sum_{i=0}^{n} \Delta x_3 \mathbf{M}^{x} \cdot \mathbf{x} \cdot \left( \mathbf{R}^{x}_{m}(\sigma(i,r(i))) \cdot \mathbf{V}^{n+\theta}_{m} - \mathbf{R}^{x}_{n}(\sigma(i,l(i))) \cdot \mathbf{V}^{n+\theta}_{m} \right) = 0.
\]

The momentum equation \text{(28)} has been normalized with respect to the volume of \(T_{m}^{(\sigma)}\) divided by the time step \(\Delta t\) which is intended in the classical sense \(\Delta t = \bar{t}^{n+1} - \bar{t}^{n}\); \(\mathbf{V}\) is the vector of the degrees of freedom of the \(x_1\)-th velocity component; \(\bar{t}^{i}\) and \(\bar{t}^{i'}\) are the integer indexes of the right and left dual elements \(T_{m}^{(\sigma)}\) and \(T_{n}^{(\sigma)}\) that shares the dual face \(\Gamma_{m}^{(\sigma)}\) with \(T_{m}^{(\sigma)}\); \(\Delta \bar{t}^{i}\) and \(\Delta \bar{t}^{i'}\) denote the standard cyclic (or circular) permutations of \(\bar{t}^{i}\) and \(\bar{t}^{i'}\) with the mutual position and refinement of face \(\Gamma_{m}^{(\sigma)}\) respect to element \(T_{m}^{(\sigma)}\); the dual face \(\Gamma_{n}^{(\sigma)}\) respect to the dual element \(T_{n}^{(\sigma)}\); respectively; the implicitness factor \(\theta \in [0,1]\) has been introduced for the implicit time-discretization of the pressure gradients in the form \(\nabla \theta = \theta \nabla + (1 - \theta) \nabla\); note that if \(\theta = 1/2\) the well known second order Crank-Nicolson time discretization is obtained. \(\mathbf{F}^{x}\) collects the advective-diffusive terms that can be approximated by means of a fully explicit or a proper semi-implicit discretization within an operator-splitting scheme. Further details will appear in the next sections. The following one-dimensional matrices have been introduced

\[
\mathbf{R}^{x}_{m}(\sigma(m,r(m))) = \frac{1}{\min(|T_{m}^{(\sigma)}|,|T_{n}^{(\sigma)}|)} \left\{ \int_{\Gamma_{m}^{(\sigma)}} \psi_{i}^{m}_{\sigma} \omega_{i}^{m}_{\sigma} dS + \int_{T_{m}^{(\sigma)}} \psi_{i}^{m}_{\sigma} \partial_{x}^{m}_{\sigma} dS \right\}_{p,q = 1,\ldots(N+1)^{d}} \equiv \mathbf{M}^{x} \mathbf{R}^{x}_{m}(\sigma(m,r(m)))
\]

\[
\mathbf{L}^{x}_{n}(\sigma(m,l(m))) = \frac{1}{\min(|T_{m}^{(\sigma)}|,|T_{n}^{(\sigma)}|)} \left\{ \int_{\Gamma_{n}^{(\sigma)}} \psi_{i}^{m}_{\sigma} \omega_{i}^{m}_{\sigma} dS - \int_{T_{n}^{(\sigma)}} \psi_{i}^{m}_{\sigma} \partial_{x}^{m}_{\sigma} dS \right\}_{p,q = 1,\ldots(N+1)^{d}} \equiv \mathbf{M}^{x} \mathbf{L}^{x}_{n}(\sigma(m,l(m)))
\]

\[
\mathbf{R}^{x}_{m}(\sigma(i,r(i))) = \left\{ \int_{\Gamma_{m}^{(\sigma)}} \psi_{i}^{m}_{\sigma} \omega_{i}^{m}_{\sigma} dS \right\}_{p,q = 1,\ldots(N+1)^{d}} \equiv \mathbf{M}^{x} \mathbf{R}^{x}_{m}(\sigma(i,r(i)))
\]

\[
\mathbf{L}^{x}_{n}(\sigma(i,l(i))) = \left\{ \int_{\Gamma_{n}^{(\sigma)}} \psi_{i}^{m}_{\sigma} \omega_{i}^{m}_{\sigma} dS \right\}_{p,q = 1,\ldots(N+1)^{d}} \equiv \mathbf{M}^{x} \mathbf{L}^{x}_{n}(\sigma(i,l(i)))
\]

where \(| \cdot |\) denotes the volume of the corresponding space-element. Because of the symmetry between the aforementioned matrices, that is verified after a little algebra (see \textsuperscript{4} for the purely Cartesian case), it

\[
\begin{align*}
\int_{\Omega_{n}^{T}} & \rightarrow \sum_{x_1=x_2}^{x_1=x_2} \sum_{i=0}^{n} \int_{x_1=x_2}^{x_1=x_2} \sum_{i=0}^{n} \sum_{i=0}^{n} \int_{x_1=x_2}^{x_1=x_2} ,
\end{align*}
\]

\textsuperscript{3} Symbol \(\{x \cup y\}\) denotes the standard cyclic (or circular) permutations of \((a,b,c)\): i.e. \([(a,b,c),(b,c,a),(c,a,b)]\).

\textsuperscript{4} In this notation the integrals of eq. \textsuperscript{26} break into the summations.

\[
\sum_{i=x_1}^{x_1=x_2} \sum_{x_1=x_2}^{x_1=x_2} \sum_{x_1=x_2}^{x_1=x_2} \sum_{x_1=x_2}^{x_1=x_2},
\]

where the first summation (1) is intended over all the dual faces \(\Gamma_{m}^{(\sigma)}\) within \(T_{i}\); the second summation (2) is intended over the right and left (or forward and backward) dual elements \(T_{m}^{(\sigma)}\) and \(T_{n}^{(\sigma)}\) that shares the corresponding dual face \(\Gamma_{m}^{(\sigma)}\).
becomes simpler to introduce the following notation

\[ R \equiv R_v \equiv L_p^T, \quad L \equiv L_v \equiv R_p^T. \] (32)

It should be noticed that equations (28-29) constitute a particular coupled equation system with a typical saddle point structure which is typical for any discrete formulation of the incompressible Navier-Stokes equations. The total number of unknowns of the system is large, since we have \( N_{\text{elem}} \) space-elements, each element with \( (N + 1)^d \) degrees of freedom. In principle, a direct solution can become cumbersome, since it involves four unknown quantities per degree of freedom: three velocity components and the scalar pressure. The complexity of the problem can be considerably reduced with a very simple manipulation.

A well known numerical strategy, widely used for solving such a complex linear systems, is the application of the Schur complement to the saddle point system (28-29). In the context of staggered grids, this procedure has been successfully adopted in the field of ocean modeling and free-surface dynamics [21, 16, 17], physiological fluid flows in the arterial system [19, 47], compressible fluids [41, 38] and a novel family of higher order DG methods [37, 86, 87, 88, 46] which inspired this work. After multiplying equation (22) by the inverse of the element mass matrix \( M \) and a direct substitution of equation (22) into (23), the following linear algebraic system for the pressure degrees of freedom as the only unknowns is obtained:

\[ H \cdot \varphi^{n+\theta} \equiv \theta^n \] (33)

in which operator \( H \) is the block coefficient matrix representing the discrete Laplace operator for the pressure Poisson equation in the space of solutions \( P_N \) within the chosen staggered-mesh framework; \( \varphi^{n+\theta} = \varphi^{n+1} + (1 - \theta)\varphi^n \) is the complete vector of the degrees of freedom for the pressure; \( \theta^n \) collects all the known terms, i.e. the non-linear advection and diffusion, see Section 2.5. In particular, \( \varphi^{n+\theta} \) multiplied by the \( i \)-th row of \( H \) reads

\[ H_i \cdot \varphi^{n+\theta} \equiv \sum_{\gamma \in \Omega_{\gamma} \setminus T_i} \sum_{T_i \in \Omega} \Delta x_2 \Delta x_3 M_{\gamma \gamma} \left( R_\gamma \cdot \tilde{P}_{\gamma}^{n+\theta} - L_\gamma \cdot \tilde{P}_{\gamma}^{n} \right) \Delta x_1 \]

(34)

where

\[ R = L^T M_{\gamma} R \equiv R_p^{\gamma,\sigma(l,\ell)} M_{\gamma}^{\gamma,\gamma} R_v^{\gamma,\sigma(r,\ell)} \equiv L^T \] (35)

\[ L = R^T M_{\gamma} L \equiv L_p^{\gamma,\sigma(l,\ell)} M_{\gamma}^{\gamma,\gamma} L_v^{\gamma,\sigma(r,\ell)} \equiv R^T \] (36)

\[ C = L^T M_{\gamma} L + R^T M_{\gamma} R \equiv R_p^{\gamma,\sigma(l,\ell)} M_{\gamma}^{\gamma,\gamma} L_v^{\gamma,\sigma(r,\ell)} + L_p^{\gamma,\sigma(l,\ell)} M_{\gamma}^{\gamma,\gamma} R_v^{\gamma,\sigma(r,\ell)} \equiv C^T \] (37)

It can be explicitly shown, see [46], that the Laplace operator can be decomposed into a more familiar composite matrix product, i.e.

\[ H = D^T \xi^{-1} D, \] (38)

where \( D \) is the weak gradient operator obtained after an \( L_2 \) projection of the gradient \( V \) in the vector space \( P_N(\Omega_\gamma) \), i.e.

\[ D_{\gamma,i}^p \equiv \left( \psi, \frac{\partial \nabla_{\gamma,i}^p}{\partial x} \right)_{\gamma,i} = \frac{\mathbf{R} \cdot \left( \mathbf{P}_{\gamma} - \mathbf{L} \cdot \mathbf{P}_{\gamma} \right)}{\Delta x_1}; \] (39)

The real advantages of the chosen staggered framework arise in the properties of \( H \), which defined the discrete pressure Poisson system, which is at the same time the most complex linear system to be solved in our algorithm. Equations (35-37) together with the very simple algebraic analysis given by [46] for the purely Cartesian case state that the discrete Laplace operator \( H \) satisfies the following peculiar properties:
(i) $H$ is symmetric, i.e. $H = H^T$;
(ii) $H$ is always at least positive semi-definite, independent of the chosen boundary conditions; in particular, $H$ is positive definite up to the solutions of
\[ D x^r = 0 \iff \forall^r \in \text{Ker}(D), \] (40)
where $\text{Ker}(\cdot)$ is the kernel set;
(iii) for uniform Cartesian grids, $H$ is block hepta-diagonal for the three-dimensional case and only block penta-diagonal for the two dimensional case.
(iv) whenever any pressure boundary condition is imposed, then $H$ is shown to be strictly positive definite.
It should be mentioned the resulting algebraic system (33) would occur also after choosing a different mesh staggering, but the corresponding non-zero blocks (stencil) of the local equation (34) would be larger and the computational effort needed for solving the discrete Poisson equation (33) would presumably increase. When AMR is active, then the mesh is non-conforming and each element can have more than $2d$ neighbors. As a consequence, the stencil size of (34) becomes slightly larger. In particular, whenever a neighbor element of $T_i$ is refined, the stencil of $H^i$ adds $2r^d - 1$ non-zero blocks, $r$ being the refinement factor, $r^d - 1$ being the maximum number of nearest neighbors in a given oriented space-direction. Then, given a refinement factor $r$, the largest stencil size for $H$ will be $(2dr^d - 1), 2d + 1$ being the stencil size for the uniform Cartesian case, $2d$ being the number of faces of a Cartesian element. Remember that the refinement levels of two neighbor elements are allowed to differ at most by one.

It should be mentioned that in the uniform Cartesian case, a rigorous theoretical analysis of $H$ for the design of specific preconditioners, using the theory of matrix-valued symbols and Generalized Locally Toeplitz (GLT) algebras (see [83, 54, 84]) has been very recently provided with promising results in terms of numerical efficiency [39] and showing beneficial properties of the respective condition number.

Finally, once the equation system for the degrees of freedom of the pressure (34) has been solved by means of a classical matrix-free conjugate gradient method, then the velocity components can be updated directly via (28). In all numerical examples shown in this paper no preconditioner has been used.

2.5. Advection and diffusion

Any stable explicit DG scheme can be adopted for solving the advective-diffusive terms $\hat{Fv}$ in equation (28). In order to simplify the computation, in this work we considered a DG formulation on the collocated grid, with $v_h \in P_N(\Omega_h)$, having
\[ \hat{Fv}^n_i = \hat{V}^n_i - \frac{\Delta t}{|T_i|} (M^{yy})^{-1} \left( \int_{\partial T_i} \omega F_v \cdot \hat{n} \, ds - \int_{T_i} \nabla \omega \cdot F_v \, dx \right). \] (41)
Because of the discontinuities of the piecewise polynomials along the element faces, a very simple and classical Rusanov flux (or local Lax-Friedrichs flux - LLF) [82, 90] has been used for evaluating the surface integral of (41) in the form
\[ F_q \cdot \hat{n} = \frac{1}{2} \left( F_q^+ + F_q^- \right) \cdot \hat{n} - \frac{1}{2} s_q (q^+ - q^-) \quad \text{with} \quad q = u, v, w. \] (42)
in which the penalty term $s_q$ is the maximum value of the Jacobian of the flux tensor $F_q$
\[ s_q = 2 \max(q^+, q^-) + 2 \nu \frac{2N + 1}{\Delta x_q \sqrt{n}/2} \quad \text{with} \quad (q, \Delta x_q) = (u, \Delta x), (v, \Delta y), (w, \Delta z). \] (43)
The chosen Rusanov flux has been modified in order to account for both hyperbolic and parabolic terms (see [49] [56] [58]). In this context, it should be emphasized that although the advection-diffusion equation contains parabolic terms, an appropriate numerical flux can be defined by the solution of the corresponding generalized Riemann problem, see [49] for details.
Since equation (41) is an explicit DG scheme, then a rather severe CFL time restriction with CFL < 1 becomes necessary for ensuring stability:

\[
\Delta t = CFL \left( \frac{2N + 1}{(2N + 1)^2} \left( \frac{|u_{\text{max}}|}{\Delta x_{\text{min}}} + \frac{|v_{\text{max}}|}{\Delta y_{\text{min}}} + \frac{|w_{\text{max}}|}{\Delta z_{\text{min}}} \right) + (2N + 1)^2 \left( \frac{2v}{\Delta y_{\text{min}}} + \frac{2v}{\Delta z_{\text{min}}} \right) \right)^{-1}.
\]

Once \( \hat{F}_v \) has been computed on the main grid \( \Omega_h \), the numerical solution is projected back to the dual space of solutions \( P_N(\Omega_h^{(i)}) \) according to the \( L_2 \) projection operators [14,15], with the projection matrices [21].

Notice that, although equation system (47) must be solved for each velocity component, the coefficient matrix \( (M + vH) \) has even better properties than \( H \): (i) it is symmetric; (ii) it is strictly positive definite; (iii) for the purely Cartesian case, \( (M + vH) \) is only block hepta-diagonal for the three-dimensional case and only block penta-diagonal for the two dimensional case. (iv) the viscosity acts as a perturbation coefficient of the mass matrix, which is purely diagonal (not only block diagonal); then the system is surely much better behaved compared to the discrete pressure system. After the aforementioned operator-splitting procedure for the semi-implicit time discretization, since the parabolic terms are treated fully implicitly, the final CFL time-restriction relaxes to

\[
\Delta t = CFL \left( \frac{2N + 1}{(2N + 1)^2} \left( \frac{|u_{\text{max}}|}{\Delta x_{\text{min}}} + \frac{|v_{\text{max}}|}{\Delta y_{\text{min}}} + \frac{|w_{\text{max}}|}{\Delta z_{\text{min}}} \right) \right)^{-1}.
\]

In particular, the velocity components and the stress tensor components are the unknowns of the system. The velocity components are discretized within the piecewise polynomials of maximum degree \( N \) on the main grid \( \Omega_h \); the component of the stress tensor along the \( k \)-th direction for the \( n+\frac{1}{4} \)-th velocity component; \( b_k \) collects all the known terms, i.e. the explicit advective terms of equation (41) multiplied by a mass matrix; \( n+\frac{1}{4} \) labels a fictitious time step \( n+\frac{1}{2} \), labeling the intermediate stage within the global algorithm.

Notice that, although equation system (47) must be solved for each velocity component, the coefficient matrix \( (M + vH) \) has even better properties than \( H \): (i) it is symmetric; (ii) it is strictly positive definite; (iii) for the purely Cartesian case, \( (M + vH) \) is only block hepta-diagonal for the three-dimensional case and only block penta-diagonal for the two dimensional case. (iv) the viscosity acts as a perturbation coefficient of the mass matrix, which is purely diagonal (not only block diagonal); then the system is surely much better behaved compared to the discrete pressure system. After the aforementioned operator-splitting procedure for the semi-implicit time discretization, since the parabolic terms are treated fully implicitly, the final CFL time-restriction relaxes to

\[
\Delta t = CFL \left( \frac{2N + 1}{(2N + 1)^2} \left( \frac{|u_{\text{max}}|}{\Delta x_{\text{min}}} + \frac{|v_{\text{max}}|}{\Delta y_{\text{min}}} + \frac{|w_{\text{max}}|}{\Delta z_{\text{min}}} \right) \right)^{-1}.
\]
2.6. Final algorithm

Finally, even in the staggered AMR framework, the resulting numerical scheme can be summarized, similar to [46], as follows:

1. the velocity is projected to the main grid \( \Omega_h \) with \( \pi \) defined in equation (15); advection terms are discretized explicitly while the viscous terms are treated implicitly for each velocity component within \( P_N(\Omega_h) \)

\[
(M + \nu H) \cdot \eta^{n+\frac{1}{2}} = M \cdot f^n,
\]

symbol '#' labels the degrees of freedom with respect to the main space of solutions \( P_N(\Omega_h) \);

2. the velocity is projected back to the dual space \( P_N(\Omega^*(k)_h) \) according to the projection operator \( \pi^* \) defined in equation (14) and the system for the discrete pressure Poisson equation is solved

\[
H \cdot \eta^{n+0} = \eta^{n+\frac{1}{2}},
\]

with \( \eta^{n+\frac{1}{2}} \equiv M^{xx} (D^x)^T \cdot \eta^{x+\frac{1}{2}} + M^{yy} (D^y)^T \cdot \eta^{y+\frac{1}{2}} + M^{zz} (D^z)^T \cdot \eta^{z+\frac{1}{2}}, \)

symbol '*' denotes the degrees of freedom with respect to the dual space of solutions \( P_N(\Omega^*(k)_h) \);

3. the velocity components are directly updated according to

\[
\eta^{n+1} = \eta^{x+\frac{1}{2}} - \frac{\Delta t}{\Delta x_1} (M^{-1} D)^y \cdot \eta^{n+0},
\]

3. Numerical tests

In order to verify the accuracy and robustness of the presented method together with the AMR framework, a series of non-trivial numerical tests is chosen. The test problems have been selected according to the following criteria: i) an analytical, numerical or experimental reference solution exists; ii) the test problem involves all terms of the incompressible Navier-Stokes equations, i.e. the nonlinear convective terms as well as the viscous and pressure forces are equally important; iii) physical instabilities and energy dissipation from the largest to the smallest spatial scales are present (see the three-dimensional Taylor-Green vortex problem); iv) pressure, velocity and wall boundary conditions are considered; v) the AMR framework should provide a remarkable benefit in terms of resolution without introducing spurious mesh-effects; vi) whenever possible, a convergence table should be provided according to a smooth analytical reference solution.

3.1. 2D Taylor-Green vortex problem

A numerical convergence study should be carried out based on a smooth analytical reference solution of the governing PDE system, but there are only very few known analytical solutions for the incompressible Navier-Stokes equations available. Here, the two dimensional Taylor-Green vortex problem has been selected for testing the order of accuracy of our schemes. An exact solution of the two-dimensional incompressible Navier-Stokes equations is given by

\[
u(x, y, t) = \sin(x) \cos(y)e^{-2\nu t}, \quad v(x, y, t) = -\cos(x) \sin(y)e^{-2\nu t},
\]

\[
p(x, y, t) = \frac{1}{4} (\cos(2x) + \cos(2y)) e^{-4\nu t},
\]

within the spatial domain \( \Omega = [0, 2\pi]^2 \) and periodic boundary conditions everywhere. For the present test we use \( \nu = 10^{-1} \). The flow dynamics corresponds to an exponential decay in time due to dissipative processes. Without dissipation, the fluid flow is an unstable stationary equilibrium of inertial and pressure forces. In order to compute properly a convergence table within the AMR framework, the ratio between finer and coarser elements should remain approximately constant in time and also for increasing mesh
resolution. In this particular test the $L_1$, $L_2$ and $L_\infty$ errors have been evaluated at a final time $t_{\text{end}} = 0.1$. The resulting convergence study is summarized in Table 1 for polynomial degrees $N = 1, \ldots, 6$, fixing a refinement factor $r = 3$ and using up to $t_{\text{max}} = 1$ refinement levels. Since the presented method is only second-order accurate in time, very small time-steps have been used. Furthermore, Figure 5 shows the dependence of the $L_2$ error on the polynomial degree $N$ for a given mesh. One can notice that an exponential decay of the numerical error, called spectral decay, with the polynomial degree is verified. These results indicate that for smooth problems the present algorithm works properly even when using very high order approximations in all polynomial degrees (see Table 1 and Figure 5).

### 3.2. 2D laminar Blasius boundary layer

In this section a laminar two dimensional boundary layer over a flat plate is simulated. A rectangular domain $\Omega = [-1, 1] \times [0, 0.5]$ is initialized with a $20 \times 10$ grid at the coarsest AMR level $\ell = 0$. The flow is driven by a constant velocity profile $v = (1, 0)$ at the left entrance and a constant pressure condition ($p = 0$) at the right and at the top outflow. At the bottom, i.e. at $y = 0$, slip wall boundary conditions are applied for $x < 0$ and the usual no-slip wall-boundary condition for $x \geq 0$. The resulting fluid flow is the classical laminar flow over a flat plate, for which a reference solution is given by the well-known Blasius solution [12]. For this test the kinematic viscosity is set to $\nu = 10^{-3}$. Figure 6 shows the numerical results obtained with the $P_3$ version of our SI-DG method using an adaptive mesh with $t_{\text{max}} = 1$ and a refinement factor of $r = 3$. The grid is refined according to the gradient of the velocity magnitude $|v|$.

A very good agreement between the reference solution and the numerical solution obtained with the semi-implicit staggered DG scheme is observed. As it is shown in Figure 6 the refinement only takes place in the region of large velocity gradients, in particular at the leading edge of the boundary layer, as expected.

### 3.3. Lid-driven cavity problem: 2D and 3D

The lid-driven cavity problem is a well-known standard test problem for checking the correct implementation of boundary conditions, together with the accurate discretization of all the terms in the governing equations, i.e. the non-linear convection, the viscous forces, the pressure gradient and the incompressibility constraint. In this test the computational domain is the unit square $\Omega = [-0.5, 0.5]^2$, representing a square cavity filled with an incompressible viscous fluid. A the upper boundary (the lid), a constant velocity vector $v = (1, 0, 0)$ is imposed which drives the flow; no-slip wall boundary conditions are applied to the remaining boundaries. This is a non-trivial test mainly because of three facts: all the physical forces (pressure gradient, convection and diffusion) are of the same order of magnitude; there are two singularities in the velocity.

### Table 1: Numerical convergence table computed for the two dimensional Taylor-Green vortex problem using staggered SI-DG-P$_N$ schemes with AMR for polynomial degrees $N = 1, \ldots, 6$; $t_{\text{max}} = 1$; $r = 3$.

| $N$  | $\varepsilon_{1,1}$ | $\varepsilon_{1,2}$ | $\varepsilon_{1,\alpha}$ | $\mathcal{O}_{1}$ | $\mathcal{O}_{1,2}$ | $\mathcal{O}_{1,\alpha}$ | $N$  | $\varepsilon_{1,1}$ | $\varepsilon_{1,2}$ | $\varepsilon_{1,\alpha}$ | $\mathcal{O}_{1}$ | $\mathcal{O}_{1,2}$ | $\mathcal{O}_{1,\alpha}$ |
|-----|--------------------|--------------------|--------------------------|-------------------|-------------------|--------------------------|-----|--------------------|--------------------|--------------------------|-------------------|-------------------|--------------------------|
| 123 | 1.13E+00           | 2.37E-01           | 6.64E-02                 | —                 | —                 | —                        | 123 | 3.93E-01           | 8.21E-02           | 3.51E-02                 | —                 | —                 | —                        |
| 243 | 3.78E-01           | 7.63E-02           | 3.25E-02                 | 1.58              | 1.64              | 1.41                     | 243 | 4.01E-02           | 8.99E-03           | 4.31E-03                 | 3.29              | 3.19              | 3.03                     |
| 363 | 2.93E-01           | 6.07E-02           | 2.48E-02                 | 0.63              | 0.56              | 0.66                     | 363 | 1.74E-02           | 4.01E-03           | 2.42E-03                 | 2.06              | 1.99              | 1.42                     |
| 483 | 2.08E-01           | 4.29E-02           | 1.74E-02                 | 1.19              | 1.21              | 1.25                     | 483 | 5.89E-03           | 1.49E-03           | 1.07E-03                 | 3.77              | 3.43              | 2.88                     |

$\Delta t = 10^{-6}$, the resulting numerical error is much smaller than the error obtained with an exponential decay of the numerical error, called spectral decay, with the polynomial degree is verified. These results indicate that for smooth problems the present algorithm works properly even when using very high order approximations in all polynomial degrees (see Table 1 and Figure 5).
Figure 5: Numerical $L_2$ error $\epsilon_{L_2}$ of the $u$ velocity component for the two dimensional Taylor-Green vortex problem computed with our SI-DG-P$_N$ schemes as a function of the polynomial degree $N$ on a fixed grid of $12^2$ elements (squares) and $3^2$ elements (triangles).

Figure 6: The numerical solution obtained for the two dimensional laminar boundary layer test. The two dimensional view of the horizontal velocity field is shown on the left. The velocity profile interpolated along the vertical direction at two different axial positions, i.e. $x = 0.75, 0.80$, is plotted next to the reference Blasius solution on the right. The results have been obtained with our staggered semi-implicit AMR-DG-P$_5$ together with a refinement factor of $\tau = 3$ and $\ell_{\text{max}} = 1$ levels.
field at the upper corners, where the horizontal component of the velocity is a double valued function, i.e. $u = 1$ at the top and $u = 0$ at the lateral walls; the pressure field is only determined up to a constant, because boundary conditions are only imposed for the velocity but not for the pressure. At the initial time, the pressure is set to be $p = 0$ everywhere.

Figures 7 and 8 show the numerical results in two space dimensions obtained at different Reynolds numbers in the range $Re \in [100, 3200]$. The horizontal and vertical velocity profiles, interpolated along the vertical and the horizontal axes respectively, are plotted and compared with the reference solution given by Ghia et al. [51]. The AMR grid is adapted according to a refinement factor $r$ of the vertical and the horizontal axes respectively, are plotted and compared with the reference solution in the range $Re \in [100, 3200]$. The horizontal and vertical velocity profiles, interpolated along the vertical and horizontal axes, i.e. $(x, y, z) \in [0, 0] \times [-0.5,0.5] \times [0, 0]$ and $(x, y, z) \in [0, 0] \times [0, 0] \times [0, 0]$, is shown and compared with the reference solutions of $11, 67$ next to the corresponding three-dimensional view of the fluid flow. A very good match between our numerical results and the reference data is obtained. The three dimensional recirculation together with the active AMR grid are highlighted in Figure 9 where the numerical solution is interpolated along the three orthogonal planes $x - y, y - z$ and $x - z$. In this case, the physical domain has been discretized on the zeroth level using only $3^3 = 512$ elements. For the AMR framework we set $\ell_{\text{max}} = 1$ and $r = 2$.

### 3.4. 2D backward-facing step

In this test a constant fluid flow is applied at the entrance of a two dimensional rectangular duct with a backward-facing step, characterized by an expansion ratio of $ER = h_{\text{out}}/h_{\text{up}} = 2$ at $x = 0$ and a backward facing step of height $h_s = 0.5$. A sufficiently long axial domain is chosen to be $x \in [-10, 20]$, in order to avoid spurious effects from the boundaries. Indeed, in our set-up a constant velocity profile is applied at the entrance and a constant pressure $p = 0$ is imposed at the outflow. Similar to the previous test, the backward-facing step became a typical benchmark problem because it allows to cover a large domain of Reynolds numbers and flow regimes by simply varying the kinematic viscosity. The physical domain is discretized with elements of size $\Delta x_{\ell=0} = 5/12$ and $\Delta y_{\ell=0} = 1/6$ on the coarsest main grid. For the AMR framework we use a maximum number of refinement levels $\ell_{\text{max}} = 2$ and a refine factor of $r = 3$, corresponding to a mesh size on the finest grid of $\Delta x_{\ell=2} = 5/108$ and $\Delta y_{\ell=2} = 1/54$. A main recirculation zone is generated next to the step at the bottom, even at low Reynolds numbers. Then, at higher Reynolds numbers, the fluid flow becomes more complicated and new recirculation zones appear in the duct. Figure 11 shows the numerical results obtained at different Reynolds numbers within $Re \in [100, 800]$, where the main recirculations together with the active AMR grid are highlighted. Corresponding reference solutions exist for the axial extent of the main circulation zone, available in 69 (experimental study) and 45 (numerical study), and are compared with the computed results obtained through our adaptive SI-DG-P$_4$ scheme in Figure 12. As it is shown, our numerical results match the two-dimensional numerical reference data of 45 very well, as well as the experimental data of 69 in the low Reynolds number regime. Some differences with the experimental results arise for higher Reynolds numbers. The correct interpretation of these discrepancies lies in the three-dimensional behaviour of the fluid flow at higher Reynolds numbers due to the side-wall boundary effects, see 92, 3, 77, 79.

### 3.5. 2D double shear layer

A classical two dimensional test that is well-suited for demonstrating the resolution of high order methods and the usefulness of adaptive grids is the double shear layer. In this work, the so called 'thin'
Figure 7: The numerical solution obtained for the two dimensional lid-driven cavity problem compared with the numerical results of [51] at different Reynolds numbers, respectively, from the top to the bottom: Re=100, Re=400 and Re=1000 using 6x6 elements on the coarsest grid level. These results have been obtained with the P4-version of our staggered semi-implicit spectral DG method.
A double shear layer is chosen to be the initial and unstable state at \( t = 0 \) given by

\[
\mathbf{u} = \begin{cases} 
  u_0 \tanh\left(\frac{y - 0.5}{\delta}\right) & y > 0 \\
  -u_0 \tanh\left(\frac{y + 0.5}{\delta}\right) & y \leq 0 
\end{cases}
\]  

(52)

with a perturbation in the vertical velocity component in the vicinity of the shear layer that reads

\[
\mathbf{v} = \begin{cases} 
  v_0 \sin(2\pi x) e^{-\frac{(y-0.5)^2}{2\sigma^2}} & y > 0 \\
  -v_0 \sin(2\pi x) e^{-\frac{(y+0.5)^2}{2\sigma^2}} & y \leq 0 
\end{cases}
\]  

(53)

The rectangular spatial domain \( \Omega = [-0.5, 0.5] \times [-1, 1] \) has been discretized by a grid composed of \( 20 \times 40 \) elements at the coarsest level \( \ell = 0 \). We use up to \( \ell_{\text{max}} = 2 \) refinement levels and a refine factor of \( r = 2 \) in this test problem. In the present test the chosen parameters are \( \delta = 10^{-2} \) for the shear layer thickness, \( u_0 = 10, v_0 = 0.5 \) and \( \sigma^2 = 0.05 \) for the variance of the Gaussian perturbation. The example has been run with a kinematic viscosity of \( \nu = 10^{-4} \).

As mentioned in \[65, 75\] a not sufficiently accurate solution of the flow field may cause spurious oscillations that arise in different locations along the shear layers. Figure 13 shows the time evolution of the \( z \)-component of vorticity \( \omega_z \) obtained with our SI-DG-P\(_4\) scheme, next to the active main AMR grid. The computed results show to be in agreement with previously published results in literature. Moreover, in this test the space-time AMR is shown to give major benefits, resulting in a very high resolution obtained with a still rather coarse mesh at \( \ell = 0 \). Notice that the coarsest level corresponds to a total number of \( N_0 = 800 \) elements, a total number of degrees of freedom of \( N_{\text{dof}} = 80'000 \) and a characteristic mesh size of \( h_0 = 1/20 = 0.05 \), while a uniform grid on the finest level corresponds to \( N_2 = 64'800, N_{\text{dof}}^2 = 6'480'000 \) and \( h_2 = h_0/9 \). No spurious oscillations are generated in our simulation, which means that the non-conforming elements that appear in the AMR framework are treated properly by our numerical method.

3.6 3D Taylor-Green vortex problem

The three-dimensional Taylor-Green vortex is a well-known three-dimensional benchmark problem for testing the capability of the numerical method in reproducing accurately the nonlinear kinetic energy dissipation, where energy is transferred from the large to the small spatial scales. A well resolved DNS reference solution is provided by Brachet et al. in \[13\], obtained through a very high-resolution direct
Figure 9: The numerical solution obtained for the three dimensional lid-driven cavity problem compared with, at the left, the numerical results of [1, 67] at Reynolds numbers Re=100 (top) and Re=1000 (bottom) using $8 \times 8 \times 8$ elements. The results have been obtained with our staggered semi-implicit DG-$P_4$ method with AMR. In the 3d-view on the right, streamlines are colored with the $w$ velocity magnitude, $w$-peak iso-surfaces are shown, the boundary-slices are colored by the velocity magnitude $|v|$ together with the main AMR-grid.
Figure 10: The numerical solution obtained for the three dimensional lid-driven cavity problem interpolated along the three orthogonal planes \( x - y \), \( z - x \) and \( z - y \) from the top to the bottom, at Reynolds numbers \( Re=100 \) (left) and \( Re=1000 \) (right) using \( 8 \times 8 \times 8 \) elements. Tangential streamlines and the velocity magnitude \(|v|\) are depicted. The results have been obtained with our staggered semi-implicit AMR-DG-P_2 method.
Figure 11: Numerical solution obtained for the 2D backward facing step problem with the staggered semi-implicit AMR-DG-$P_4$ method at different Reynolds numbers, from top to bottom, respectively: $Re=200$, $Re=300$, $Re=400$, $Re=500$, $Re=600$, and $Re=700$. 
spectral method, employing up to $256^3$ Fourier modes and a power series analysis in time up to the 80-th order (see [76]). The physical domain is the box $\Omega = [0, 2\pi]^3$ with periodic boundary conditions everywhere. The initial condition consists in

$$u(x, y, z, 0) = \sin(x) \cos(y) \cos(z),$$  \hspace{1cm} (54) \\
$$v(x, y, z, 0) = -\cos(x) \sin(y) \cos(z),$$  \hspace{1cm} (55) \\
$$w(x, y, z, 0) = 0,$$  \hspace{1cm} (56) \\
$$p(x, y, z, 0) = \frac{1}{16} (\cos(2x) + \cos(2y)) (\cos(2z) + 2),$$  \hspace{1cm} (57)

which provides the initially very smooth vortices in a non-equilibrium state. Then, depending on the kinematic viscosity $\nu$, the fluid flow goes through a highly non-linear decaying process, in which the kinetic energy $E = \frac{v^2}{2}$ is transported from the lower (large scale processes) to higher modes (smallest scales) until reaching the dissipative viscous regime. A quantitative comparison with the reference data of [13] is presented in Figure 15 for the time evolution of the kinetic energy dissipation rate

$$\epsilon(t) = -\frac{\partial K}{\partial t} = -\frac{1}{|\Omega|} \frac{\partial}{\partial t} \int_\Omega \frac{1}{2} v^2 dx.$$  \hspace{1cm} (58)

When the dissipation rate $\epsilon(t)$ reaches its peak at a given time $t = t_p$, this means the higher modes reach the highest population, entering into the viscous regime and being soon destroyed by dissipative forces. At this crucial point, the higher resolution provided by the AMR framework is needed for allowing the smallest scales to dissipate properly. Whenever an under-resolved solution is computed, then the kinetic energy dissipation rate behaves improperly: if the numerical method is non-dissipative, then at higher Reynolds numbers $\epsilon$ is expected to be under-estimated leading to possible spurious oscillations, i.e. the higher modes saturate the computational domain for the wave numbers $\mathcal{F}[\Omega_h]$, far both from the physical and from the numerical viscous regimes, $\mathcal{F}$ denoting the Fourier operator; if the numerical method is over-dissipative, then $\epsilon$ is expected to be over-estimated, meaning the numerical viscous regime appears sooner in $\mathcal{F}[\Omega_h]$ with respect to the physical one. From Figure 14 we can conclude that the results obtained with our adaptive semi-implicit staggered DG scheme are in good agreement with the DNS reference solution.
Figure 13: The numerical solution obtained for the two dimensional 'thin' double shear layer problem at different time steps. The staggered SI-DG-P₃ method has been used together with a refinement factor $r = 3$ and $\ell_{\text{max}} = 2$ refinement levels. Every figure depicts the vorticity field $\omega_z$ next to the respective AMR grid.
Figure 14: Time evolution of the kinetic energy dissipation rate $\epsilon(t)$ obtained with our SI-DG-P$_4$ scheme at Reynolds numbers $Re = 100$, 200 and 800. The DNS reference solutions of Brachet et al. [13] are plotted as continuous lines.

Figure 15 shows the time evolution of pressure, velocity and vorticity magnitude obtained with our SI-DG-P$_4$ at Reynolds $Re = 800$, within a main mesh $\Omega_h$ made of only $20^3$ space-elements at the coarsest level $\Omega_{h1}^0$, with a refinement factor $r = 2$ and $\ell_{\text{max}} = 1$ refinement levels.

3.7. Vortex ring dynamics

For describing the physical state of an incompressible fluid, vorticity and velocity are essentially interchangeable quantities. On the other hand, higher Reynolds numbers and turbulent flow regimes are typically characterized by localized higher vorticity zones. This fact leads to think that a deeper comprehension in the vortex dynamics could allow a deeper comprehension of high Reynolds fluid dynamics. The visualization and measurement of vorticity constitutes a non-trivial problem in experimental studies. Then, over the years, several experiments, theoretical analysis and numerical investigations provided typical test problems that nowadays can be used for testing the ability of a numerical method to give an accurate description of vortex dynamics. In the following tests the initial conditions are given in terms of vorticity, then the real initial condition for the numerical simulations are computed after recycling exactly the same discrete operators depicted in the previous theoretical sections.

Indeed, for incompressible fluids a vector potential $A$ can be introduced by defining the velocity vector as $v = \nabla \times A$. Then the vorticity can be written in terms of $A$ as

$$\omega = \nabla \times v = \nabla \times (\nabla \times A) \equiv \nabla (\nabla \cdot A) - \nabla^2 A.$$  \hfill (59)

Notice that any divergence-free component of vector $A$ would not contribute to the corresponding velocity field. Then, by looking for solutions satisfying the divergence-free condition for $A$, a very simple Poisson equation follows for $A$, yielding a very familiar system of equations for the potential vector components $A_k$, $k = x, y, z$, i.e.

$$\nabla^2 A_k = 0$$  \hfill (60)

$$\nabla \cdot B = -\omega$$  \hfill (61)
Figure 15: Numerical solution for the three dimensional Taylor-Green vortex flow at $Re = 800$ computed with our SI-DG-P$_4$ method using $20^3$ elements on the coarsest level $\Omega_0^h$, a refinement factor $r = 2$, $\ell_{\text{max}} = 1$ maximum refinement levels. The isosurfaces of the velocity (left), the isosurfaces of the pressure (center) and the isosurfaces of the vorticity colored by the helicity field (right) are plotted at times $t = 0.5, 2.0, 6.0$ and $10.0$ from the top to the bottom, respectively.
where vector $\mathbf{B}$ is an auxiliary variable. Indeed, this system shows to be very similar to our governing equations \ref{eq:1} and a consistent discrete DG-P$_N$ formulation on the presented staggered grids, $\mathbf{A}_h^{(i)}$, $\mathbf{A}_h^{(i)} \in \mathbb{P}_N(\Omega_h)$ and $B_h^{(i)} \in \mathbb{P}_N(\Omega_h^{(i)})$, reads

$$\mathbf{H}\hat{\mathbf{A}}^{(i)} = \mathbf{M}\hat{\mathbf{A}}^{(i)}$$ \hspace{1cm} (62)

after setting $\Delta t = 1$, $\hat{\mathbf{A}}^{(i)}$ and $\hat{\mathbf{A}}^{(i)}$ are respectively the vector of the degrees of freedom for the $k$-th vorticity and potential vector components. After the three equivalent discrete Poisson systems are solved for the potential vector, then the velocity is updated accordingly to the $L_2$ projection over $\mathbb{P}_N$ of the definition $\mathbf{v} = \nabla \times \mathbf{A}$.

### 3.7.1. Vortex ring pair collision

In this three-dimensional test, two coplanar vortex rings are initialized within a cubic spatial domain $\Omega = [-\pi, \pi]^3$ with periodic boundary conditions everywhere, centered in $C_{12} = \pm(D \cos(\pi/4)/2, D \cos(\pi/4)/2)$ with $D = 1.83$, a major radius $R = 0.491$, centered along the $x-y$ plane, according to a Gaussian distribution in the ring core (matches case II of \[63\]).

$$|\omega|(r) = \omega_0 \exp \left[-\left(\frac{r}{a}\right)^2\right],$$ \hspace{1cm} (63)

where $r$ is the radial direction, $a = 0.196$ is the effective thickness of the core, $\omega_0 = 23.8$ the vorticity amplitude. For the present test the Reynolds number is $Re_c = \gamma/\nu = 577$, $\gamma = \pi \omega_0 a^2$ being the circulation of the vortex ring, yielding a kinematic viscosity $\nu \sim 5 \times 10^{-5}$. The two ring vortices proceed in the vertical direction because of self-induction and, at the same time, the two rings are attracted towards the $x = y$ plane by mutual-induction. At around $t = 3$ the two vortex rings collide. Notice that vortex lines are anti-parallel at the contact point, and consequently dissipated by viscous interactions. Then, the resulting dynamics becomes highly non-linear, with very complex effects due to both self- and mutual-induced interaction (see a review for vortex reconnection \[62\] and \[63\] for an almost complete overview of the vortex collision process). Figure 16 shows the dynamics of the vortex interaction by means of the selected iso-surfaces for the vorticity magnitude $|\omega|$, showing the main evolution phases before the ring collision, the collision phase and the post-collision phase, with a good description of the bridging mechanism. The computed results show to be in good agreement with the provided reference solution in literature, e.g. see \[63\]. For this test, the computational domain has been discretized using $30^3$ space-elements on the coarsest grid $\Omega_h^0$ within the space of solutions of our SI-DG-P$_4$ method, a refinement factor $r = 2$ and a maximum number of refinement levels $f_{\text{max}} = 1$. The mesh is shown to be automatically refined only next to the vorticity cores, saving much computational effort compared to a uniform fine grid. Figure 16 shows the time evolution of the vorticity field interpolated along the two orthogonal vertical planes $x = \tilde{y}$ and $x = -\tilde{y}$. At $t = 4.5$, some spurious oscillations arise in the vorticity field along the collision plane $x = y$, reflecting the fact that, in the vorticity formulation, a potentially dangerous steep gradient is generated. Indeed, it is a well known fact that vortex reconnection is allowed only for viscous fluids. This means that, in the high Reynolds regime, the vortex rings would approach to be conserved in time, leading, probably, to a highly non-linear inviscid interaction in the collision phase. In this case, very high resolution methods are needed and a limiting strategy would become necessary for a pure DG method for resolving the physics of the fluid flow.

### 3.7.2. Vortex ring pair leapfrogging

In this section the interaction between two coaxial vortex rings is simulated within the spatial domain $\Omega = [-1.5, 1.5]^2 \times [-4, 4]$ with periodic boundary conditions everywhere. Two vortex rings are initialized according to the Gaussian distribution \[63\], following \[63\], with a Reynolds number $Re_T = 1000$, a ratio of major and minor radius of $R/r = 10$, the ring centers being one radius $R$ away from each other. In particular the chosen parameters are $R_0 = 0.5$, $a = 0.05$, vorticity amplitude $\omega_0 = 1$, and kinematic viscosity $\nu = 10^{-5}$. In this case, the self-induction leads the ring pair to move vertically in the $z$ direction, the mutual-induction leads the last (backward) vortex to accelerate, being scaled down and going past the second vortex through
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Figure 16: Time evolution of the iso-surfaces for the vorticity magnitude $|\omega|$ in the three-dimensional vortex-ring pair interaction problem at different times, respectively, from left to right, from the top to the bottom: $t=0.0, 3.0, 4.5, 6.0, 7.5, 12.0$ and $18.0$, using $30^3$ elements on the coarsest grid with periodic boundary conditions; these results are obtained with the $P_4$-version of our SI-DG method. The iso-vorticity values have been chosen accordingly to the percentage referred to the maximum $|\omega|_{\text{max}}$ accordingly to [63].
Figure 17: Time evolution of the iso-surfaces for the vorticity magnitude $|\omega|$ in the three-dimensional vortex-ring pair interaction problem at different times; the numerical solution has been interpolated along the two-dimensional orthogonal planes $x_1-z$ (left) and $x_2-z$ (right), passing through the two bisectors $x_1$ and $x_2$ of $x-y$, respectively (see image at the top); these results are obtained with the $P_4$-version of our SI-DG method using $30^3$ elements on the coarsest grid with periodic boundary conditions at times $t=0, 4.5$ and $18.0$. 
the inner orifice, i.e. ‘leapfrogging’. The time evolution for the computed vorticity magnitude interpolated along the two arbitrary (central symmetry holds) vertical and orthogonal planes is shown in Figures 18 and 19. Also in this case, good agreement with the provided reference solution of [85, 23] is verified. The physical domain Ω has been discretized within a mesh of 30 × 30 × 80 space elements on the coarsest grid Ωh0 within the space of solutions of our SI-DG-P4 method, refinement factor r = 2, up to one single refinement level ℓmax = 1. The chosen AMR grid corresponds to a maximum number of Nmax = Nmax × (N + 1)3 = 72 000 000 of degrees of freedom per variable if a uniform fine grid was used. Notice that, thanks to the AMR framework the real total number of degrees of freedom per physical variable is reduced approximately by a factor of r^d = 8. Indeed, the mesh is dynamically refined only close to the vortex rings.

4. Conclusion

In this paper the family of staggered spectral semi-implicit DG methods for the incompressible Navier-Stokes equations recently proposed in [46] for uniform Cartesian grids has been successfully extended to staggered AMR meshes in two and three space dimensions. A similar formulation for staggered DG schemes on conforming unstructured simplex meshes has been recently outlined in [86, 87, 88]. It has been shown that the main advantage of edge/face-based staggered grid methods is to improve substantially the sparsity of the main linear system compared to traditional DG schemes on collocated grids. In particular the discrete Laplace operator H is shown to be symmetric and positive-definite and has maximum sparsity, since it only involves the element and its direct edge/face neighbors. On uniform meshes, it is block penta-diagonal (in 2D) or block hepta-diagonal (in 3D). This has to be compared to classical DG methods on collocated grids: those are characterized by discrete operators with either larger computational stencils, if a discrete pressure Poisson equation is solved, since in this case the discrete pressure will also depend on neighbors of neighbors; or, one solves directly the saddle point problem associated with the PDE system and thus keeps the small stencil, but in that case there are much more unknowns, namely the scalar pressure and the components of the velocity vector. Moreover, in our scheme H is shown to be the Schur complement of the discrete saddle point system of the incompressible Navier-Stokes equations. From another point of view, H ≡ D^T M^{-1} D accounts for the jumps of the piecewise polynomials in the discrete gradients D resembling a Bassi-Rebay-type lifting operator evaluated on the dual grid Ω∗, see equation (39). The same well-conditioned coefficient matrix H appears both in the pressure Poisson equation, but also in the linear system arising from the implicit discretization of the viscous terms, with only one additional symmetric positive definite block diagonal term coming from the element mass matrix associated with the time derivative of the velocity. As a consequence, the pressure system and the viscous systems can be solved very efficiently by means of a classical matrix-free conjugate gradient method without recurring, in this paper, to any preconditioner. The spectral properties of the system matrix have been theoretically analyzed in [39] for the uniform Cartesian grid case.

The final algorithm is verified to be high order accurate in space with spectral convergence property after completing a thorough numerical convergence test that accounts also for the AMR grid refinement. The presented SI-DG-P4 method has been observed to be stable, robust and very accurate. The performance of the method has been shown on a large set of non-trivial test cases in two and three space-dimensions.

Future research will concern the extension of the present scheme on AMR meshes to a staggered space-time DG method in order to achieve also high order of accuracy in time, see [46, 89]. Further work will also concern the extension to the compressible Euler and Navier-Stokes equations, following the ideas put forward in [38] for pressure-based semi-implicit finite volume schemes on staggered grids. In this case, a proper limiter will be needed, not only for the treatment of shock waves, but also in order to avoid spurious oscillations in the presence of steep gradients or under-resolved flow features, for example following the novel ideas on a posteriori subcell finite volume limiters outlined in [44, 98, 97].

Acknowledgments

The research presented in this paper was funded by the European Research Council (ERC) under the European Union’s Seventh Framework Programme (FP7/2007-2013) within the research project STiMulUs,
Figure 18: Time evolution of the vorticity field for the three-dimensional vortex-ring pair 'leapfrog' problem, respectively, from the top to the bottom: \( t = 0.0, 0.4, 0.9, \) and 1.5, using \( 30 \times 30 \times 80 \) elements on the coarsest grid with periodic boundary conditions; at the left the numerical solution interpolated along the two-dimensional \( y - z \) plane, at the right the three-dimensional view of the isosurfaces of the vorticity magnitude \( |\omega| \); these results are obtained with the \( P_4 \)-version of our SI-DG method.
Figure 19: Time evolution of the vorticity field for the three-dimensional vortex-ring pair 'leapfrog' problem, respectively, from the top to the bottom: $t=1.75, 2.05, 2.60$, and $3.35$, using $30 \times 30 \times 80$ elements on the coarsest grid with periodic boundary conditions; at the left the numerical solution interpolated along the two-dimensional $y-z$ plane, at the right the three-dimensional view of the isosurfaces of the vorticity magnitude $|\omega|$; these results are obtained with the $P_4$-version of our SI-DG method.
Hazel Hen awarding access to the supercomputer, as well as the support of the HLRS in Stuttgart, Germany, for awarding access to the Hazel Hen supercomputer.

References

[1] S. Albensoeder and H.C. Kuhlmann. Accurate three-dimensional lid-driven cavity flow. Journal of Computational Physics, 206(2):536 – 558, 2005.
[2] A. Arakawa and V.R. Lamb. Computational design of the basic dynamical processes of the UCLA general circulation model. Methods of Computational Physics, 17:173–265, 1977.
[3] B. F. Armatrall, D. F. Durst, J. C. F. Pereira, and B. Schönherr. Experimental and theoretical investigation of backward-facing step flow. Journal of Fluid Mechanics, 127:473–496, 1983.
[4] A. Baeva and P. Mulet. Adaptive mesh refinement techniques for high-order shock capturing schemes for multi-dimensional hydrodynamic simulations. International Journal for Numerical Methods in Fluids, 52:455–471, 2006.
[5] F. Bassi, L. Botti, A. Colombo, A. Ghidoni, and F. Massa. Linearly implicit Rosenbrock-type Runge-Kutta schemes applied to the Discontinuous Galerkin solution of compressible and incompressible unsteady flows. Computers & Fluids, 118:305–320, 2015.
[6] F. Bassi, A. Crivellini, D.A. Di Pietro, and S. Rebay. An implicit high-order discontinuous Galerkin method for steady and unsteady incompressible flows. Computers & Fluids, 36(10):1529 – 1546, 2007.
[7] F. Bassi and S. Rebay. A high-order accurate discontinuous finite element method for the numerical solution of the compressible Navier-Stokes equations. Journal of Computational Physics, 131:267–279, 1997.
[8] C.E. Baumann and J.T. Oden. A discontinuous hp finite element method for convection-diffusion problems. Computer Methods in Applied Mechanics and Engineering, 175:311–341, 1999.
[9] C.E. Baumann and J.T. Oden. A discontinuous hp finite element method for the Euler and Navier-Stokes equations. International Journal for Numerical Methods in Fluids, 31:79–95, 1999.
[10] M. J. Berger and P. Colella. Local adaptive mesh refinement for shock hydrodynamics. Journal of Computational Physics, 82:64–84, 1989.
[11] M. J. Berger and J. Oliger. Adaptive Mesh Refinement for Hyperbolic Partial Differential Equations. Journal of Computational Physics, 53:484, 1984.
[12] H. Blasius. Grenzschichten in Flüssigkeiten mit kleiner Reibung. Z. Math. Physik, 56:1–37, 1908.
[13] M. E. Brachet, D. I. Meiron, S. A. Orszag, B. G. Nickel, R. H. Morf, and U. Frisch. Small-scale structure of the Taylor-Green vortex. Journal of Fluid Mechanics, 130:411–452, 1983.
[14] L. Brugnano and V. Casulli. Iterative solution of piecewise linear systems. SIAM Journal on Scientific Computing, 30:463–472, 2008.
[15] L. Brugnano and V. Casulli. Iterative solution of piecewise linear systems and applications to flows in porous media. SIAM Journal on Scientific Computing, 31:1858–1873, 2009.
[16] V. Casulli. A high-resolution wetting and drying algorithm for free-surface hydrodynamics. International Journal for Numerical Methods in Fluids, 60:391–408, 2009.
[17] V. Casulli. A semi-implicit numerical method for the free-surface Navier-Stokes equations. International Journal for Numerical Methods in Fluids, 74:605–622, 2014.
[18] V. Casulli and E. Cattani. Stability, accuracy and efficiency of a semi implicit method for three-dimensional shallow water flow. Comp. Math. Appl., 27:99–112, 1994.
[19] V. Casulli, M. Dumbser, and E.F. Toro. Semi-implicit numerical modeling of axially symmetric flows in compliant arterial systems. Int. J. Numer. Meth. Biomed. Engng., 28:257–272, 2012.
[20] V. Casulli and D. Greenspan. Pressure method for the numerical solution of transient, compressible fluid flows. International Journal for Numerical Methods in Fluids, 4(11):1001–1012, 1984.
[21] V. Casulli and R. A. Walters. An unstructured grid, three-dimensional model based on the shallow water equations. Int. J. Numer. Meth. Fluids, 32:331–348, 2000.
[22] V. Casulli and P. Zanolli. Iterative solutions of mildly nonlinear systems. J. Comp. Appl. Math., 236:3937–3947, 2012.
[23] M. Cheng, J. Lou, and T. T. Lim. Leapfrogging of multiple coaxial viscous vortex rings. Physics of Fluids, 27(3):031702, 2015.
[24] S.W. Cheung, E. Chung, H.H. Kim, and Y. Qian. Staggered discontinuous Galerkin methods for the incompressible Navier-Stokes equations. Journal of Computational Physics, 302:251–266, 2015.
[25] E.T. Chung and C.S. Lee. A staggered discontinuous Galerkin method for the convection-diffusion equation. Journal of Numerical Mathematics, 20(1):1–32, 2012.
[26] B. Cockburn, S. How, and C.-W. Shu. TVB Runge-Kutta Local Projection Discontinuous Galerkin Finite Element Method for Conservation Laws IV: The Multidimensional Case. Math. Comp., 54:545, 1990.
[27] B. Cockburn, G. E. Karniadakis, and C.-W. Shu. Discontinuous Galerkin Methods: Theory, Computation and Applications. Lecture Notes on Computational Science and Engineering. Springer, 2000.
[28] B. Cockburn, S.-Y. Lin, and C.-W. Shu. TVB Runge-Kutta Local Projection Discontinuous Galerkin Finite Element Method for Conservation Laws III: One-Dimensional Systems. Journal of Computational Physics, 84:90, 1989.
[29] B. Cockburn and C.W. Shu. The local discontinuous Galerkin method for time-dependent convection-diffusion systems. SIAM Journal on Numerical Analysis, 35(6):2440–2463, 1998.
[30] B. Cockburn and C.W. Shu. The Runge-Kutta discontinuous Galerkin method for conservation laws V: multidimensional systems. Journal of Computational Physics, 141(2):199–224, 1998.
equations. *Journal of Computational Physics*, 217:589–611, 2006.

[65] B. Klein, F. Kummer, and M. Oberlack. A SIMPLE based discontinuous Galerkin solver for steady incompressible flows. *Journal of Computational Physics*, 257:235–250, 2013.

[66] M. A. Kopera and F. X. Giraldo. Analysis of adaptive mesh refinement for (IMEX) discontinuous Galerkin solutions of the compressible Euler equations with application to atmospheric simulations. *Journal of Computational Physics*, 275:92–117, 2014.

[67] H. C. Ku, R. S. Hirsh, and T. D. Taylor. A pseudospectral method for solution of the three-dimensional incompressible Navier-Stokes equations. *Journal of Computational Physics*, 70(2):439 – 462, 1987.

[68] Brown D. L. and M. L. Minion. Performance of under-resolved two-dimensional incompressible flow simulations. *Journal of Computational Physics*, 122(1):165–183, 1995.

[69] T. Lee and D. Mateescu. Experimental and numerical investigation of 2-d backward-facing step flow. *Journal of Fluids and Structures*, 12(6):703 – 716, 1998.

[70] T. Leicht and R. Hartmann. Anisotropic mesh refinement for discontinuous Galerkin methods in two-dimensional aerodynamic flow simulations. *International Journal for Numerical Methods in Fluids*, 56(11):2111–2138, 2008.

[71] C. Liu, C.W. Shu, E. Tadmor, and M. Zhang. L2 stability analysis of the central discontinuous galerkin method and a comparison between the central and regular discontinuous galerkin methods. *ESAIM: Mathematical Modelling and Numerical Analysis*, 42(04):593–607, 2008.

[72] Y. Liu, C.W. Shu, E. Tadmor, and M. Zhang. Central discontinuous Galerkin methods on overlapping cells with a nonoscillatory hierarchical reconstruction. *SIAM journal on Numerical Analysis*, 45(6):2424–2467, 2007.

[73] H. Lu and Q. Sun. A straightforward hp-adaptivity strategy for shock-capturing with high-order discontinuous Galerkin methods. *Advances in Applied Mathematics and Mechanics*, 6(1):135–144, 2014.

[74] H. Luo, J.D. Baum, and R. Löhner. A discontinuous galerkin method based on a taylor basis for the compressible flows on arbitrary grids. *Journal of Computational Physics*, 227:8875–8893, 2008.

[75] M. L. Minion and Brown D. L. Performance of under-resolved two-dimensional incompressible flow simulations, II. *Journal of Computational Physics*, 138(2):734–765, 1997.

[76] R. H. Morf, S. A. Orszag, and U. Frisch. Spontaneous singularity in three-dimensional inviscid, incompressible flow. *Physics of Fluids*, 35:1372–1374, 1992.

[77] A.A. Mouza, M.N. Pantzali, S.V. Paras, and J. Tihon. Experimental and numerical study of backward-facing step flow. *5th International Conference on Computational Fluid Dynamics*, Athens, Greece, 2008.

[78] J. Qiu, M. Dumbser, and C.W. Shu. The discontinuous Galerkin method with Lax-Wendroff type time discretizations. *Computer Methods in Applied Mechanics and Engineering*, 194:4528–4543, 2005.

[79] H. P. Rani, Tony W. H. Sheu, and Eric S. F. Tsai. Eddy structures in a transitional backward-facing step flow. *Journal of Fluid Mechanics*, 588:43–58, 2007.

[80] W.H. Reed and T.R. Hill. Triangular mesh methods for the neutron transport equation. Technical Report LA-UR-73-479, Los Alamos Scientific Laboratory, 1973.

[81] S. Rhebergen, B. Cockburn, and Jaap J.W. van der Vegt. A space-time discontinuous Galerkin method for the incompressible Navier-Stokes equations. *Journal of Computational Physics*, 233:339–358, 2013.

[82] V. V. Rusanov. Calculation of Interaction of Non–Steady Shock Waves with Obstacles. *J. Comput. Math. Phys. USSR*, 4:1–5, 1961.

[83] S. Serra-Capizzano. Asymptotic resolvents on the spectra of block Toeplitz preconditioned matrices. *SIAM journal on matrix analysis and applications*, 20(1):34–44, 1998.

[84] S. Serra-Capizzano. Generalized locally Toeplitz sequences: spectral analysis and applications to discretized partial differential equations. *Linear Algebra Appl.*, 366:371–402, 2003.

[85] S. Serra-Capizzano. Asymptotic resolvents on the spectra of block Toeplitz preconditioned matrices. *SIAM journal on matrix analysis and applications*, 20(1):34–44, 1998.

[86] S. Serra-Capizzano. Asymptotic resolvents on the spectra of block Toeplitz preconditioned matrices. *SIAM journal on matrix analysis and applications*, 20(1):34–44, 1998.

[87] M. Tavelli and M. Dumbser. A high order semi-implicit discontinuous Galerkin method for the two dimensional shallow water equations on staggered unstructured meshes. *Applied Mathematics and Computation*, 234:623 – 644, 2014.

[88] M. Tavelli and M. Dumbser. A staggered semi-implicit discontinuous Galerkin method for the two dimensional incompressible Navier-Stokes equations. *Applied Mathematics and Computation*, 248:70 – 92, 2014.

[89] M. Tavelli and M. Dumbser. A staggered space-time discontinuous Galerkin method for the incompressible Navier-Stokes equations on two-dimensional triangular meshes. *Computers & Fluids*, 119:235 – 249, 2015.

[90] M. Tavelli and M. Dumbser. A staggered space-time discontinuous Galerkin method for the three-dimensional incompressible Navier-Stokes equations on unstructured tetrahedral meshes. *Journal of Computational Physics*, 319:294 – 323, 2016.

[91] E. F. Toro. *Riemann Solvers and Numerical Methods for Fluid Dynamics, Third Edition*. Springer-Verlag, 2009.

[92] G. Tumolo, L. Bonaventura, and M. Restelli. A semi-implicit, semi-lagrangian, p-adaptive discontinuous galerkin method for the shallow water equations. *Journal of Computational Physics*, 232(1):46 – 67, 2013.

[93] N. Tylli, L. Kaiktsis, and B. Ineichen. Sidewall effects in flow over a backward-facing step: Experiments and numerical simulations. *Physics of Fluids, 14(11):3835–3845, 2002.

[94] J. J. W. van der Ven and H. van der Ven. Space-time discontinuous Galerkin finite element method with dynamic grid motion for inviscid compressible flows I. general formulation. *Journal of Computational Physics*, 182:546–585, 2002.

[95] H. van der Ven and J. J. W. van der Ven. Space-time discontinuous Galerkin finite element method with dynamic grid motion for inviscid compressible flows II. efficient flux quadrature. *Comput. Methods Appl. Mech. Engrg.*, 191:4747–4780, 2002.

[96] J. Yan and C.W. Shu. A local discontinuous Galerkin method for KdV type equations. *SIAM journal on Numerical Analysis*, 40(2):769–791, 2002.

[97] Y. Yu, D. Wu, and Y. Xu. Three dimensional discontinuous Galerkin methods for Euler equations on adaptive conforming meshes. *Computer Physics Communications*, 182(9):1771 – 1775, 2011.
[97] O. Zanotti, F. Fambri, and M. Dumbser. Solving the relativistic magnetohydrodynamics equations with ADER discontinuous Galerkin methods, a posteriori subcell limiting and adaptive mesh refinement. *Mon. Not. R. Astron. Soc.*, 452:3010–3029, 2015.

[98] O. Zanotti, F. Fambri, M. Dumbser, and A. Hidalgo. Space-time adaptive ADER discontinuous Galerkin finite element schemes with a posteriori sub-cell finite volume limiting. *Computers and Fluids*, 118:204 – 224, 2015.