Dielectric versus conductive behaviour in quantum gases: exact results for the hydrogen plasma
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Abstract

We study the electrical susceptibility of a hydrogen gas at equilibrium, partially ionized by thermal excitations. The gas is described as a quantum plasma of point protons and electrons, interacting via the Coulomb potential. Using the newly developed diagrammatic technique of screened cluster expansions, we calculate exactly the wavenumber-dependent susceptibility in the atomic limit, where most charges are bound into hydrogen atoms. A transition from conductive to dielectric behaviour occurs when the wavelength is decreased well below the Debye screening length. The standard formula for the dielectric function of an ideal gas of hydrogen atoms is recovered in an appropriate scaling limit. The derivation treats all effects arising from the Coulomb interaction (screening, binding, polarization) in a fully coherent way, without intermediate approximation nor modelization.
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1 Introduction

Screening in a non-relativistic nucleo-electronic plasma is one of the most important consequence of the long range of the Coulomb force. For quantum mechanical point charges, there is a number of physical effects that can participate to the screening mechanisms. First, there is a collective screening phenomenon which leads to the formation of neutralizing polarization clouds (as in the classical plasma). The clouds are made of unbound (ionized) charges, and are always present at any non zero temperature. The spatial extension of such clouds is of the order, say, of the Debye-Hückel screening length. On the scale of the Bohr radius, chemical binding may lead to the formation of neutral atoms
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or molecules. Finally, in a partially recombined plasma, there exists also a dielectric screening due to the polarization of atomic dipoles and molecules.

In usual theories, these different phenomena lead to different ways of modelling the system, each of them having its own range of validity. In a conducting phase, the ionic screening due to the unbound charges may be taken into account by replacing in calculations the bare Coulomb potential by a mean field potential obtained within the Debye-Hückel or Random Phase Approximation. If one is interested in a dielectric phase, it is often appropriate to neglect ionic screening and to separate the problem into two parts. The role of quantum mechanics is limited to an a priori calculation of the polarizability of a single atom, and then the problem is treated in the framework of classical statistical mechanics of preformed dipoles, characterized by these quantum mechanical atomic data. It is nevertheless true that all these effects have a single common origin, the Coulomb interaction. All of them should stem in a consistent way from the basic N-body Hamiltonian

\[ H = \sum_{j=1}^{N} \frac{|p_j|^2}{2m_{\alpha_j}} + \sum_{i<j} e_{\alpha_i} e_{\alpha_j} V(r_i - r_j), \quad V(r) = \frac{1}{|r|}, \quad (1) \]

describing the Coulomb interaction of N quantum particles (point nuclei and electrons) of species \( \alpha = 1, 2, \ldots \) with charges \( e_\alpha \) and masses \( m_\alpha \). Such a fundamental attitude is legitimate not only as a matter of principle, but also because of the need to have a coherent scheme for understanding the interplay and relative importance of these effects.

In this paper, we present a detailed study of the response function \( \chi(r) \) of a quantum plasma to a classical localized external charge density \( c_{\text{ext}}(r) \). Its Fourier transform

\[ \tilde{\chi}(k) = \frac{c_{\text{ind}}(k)}{c_{\text{ext}}(k)} \quad (2) \]

is defined as the ratio, to linear order, of the induced charge \( c_{\text{ind}}(k) \) in the plasma to the external charge \( c_{\text{ext}}(k) \) at wave length \( k \). It is related to the dielectric function \( \epsilon(k) \) by

\[ \tilde{\chi}(k) = \epsilon^{-1}(k) - 1 \quad (3) \]

so that purely metallic behaviour (\( \epsilon(0) = \infty \)) is characterized by the perfect screening relation

\[ \lim_{k \to 0} \tilde{\chi}(k) = -1 \quad (4) \]

The response function can be expressed in terms of the charge fluctuations in the plasma by

\[ \tilde{\chi}(k) = -\frac{4\pi}{|k|^2} \int_0^\beta d\tau S(k, \tau). \quad (5) \]

In \( S(k, \tau) \) is the imaginary time displaced charge correlation function (the charge structure factor of the quantum plasma at imaginary time \( \tau \)), and \( \beta = (k_B T)^{-1} \) is the inverse temperature. These formulae hold in a fluid phase and it will be assumed throughout this paper that the system is spatially uniform. The relation (4) together with (5) is the quantum analogue of the Stillinger-Lovett perfect screening condition for a classical plasma [1].

In a mean field treatment, the low wave number behaviour of \( \tilde{\chi}(k) \) can be represented by the Debye-Hückel type formula

\[ \tilde{\chi}(k) \simeq -\frac{\kappa^2}{k^2 + \kappa^2}, \quad (6) \]
where $\kappa^{-1} = \lambda_D$ is the Debye length. In an uniform state of the quantum system, it turns out that the relation (4) is always true at any non-zero temperature. This result can be obtained from an analysis of the constraints imposed by the hierarchy equations for imaginary time Green’s functions [2, 3]. It can as well be derived in the formalism of charged loops (section 4) using various schemes for summing Mayer graphs [4]. Hence, an infinitely extended quantum plasma is formally always conducting, even in a phase composed mainly of neutral entities (atoms, molecules). This is due to the tiny amount of free charges that are present by thermal ionization.

The main question we adress in this paper is: under what conditions does the system of quantum charges exhibit a dielectric behaviour? To keep the discussion reasonably simple, we restrict it to the electron-proton (e-p) system with $N_p$ protons, $N_e$ electrons and Hamiltonian $H_{N_pN_e}$. If electrons and protons recombine into a dilute gas of hydrogen atoms with density $\rho_H$, one expects, at an elementary level, the system to be characterized by a dielectric constant

$$\epsilon \simeq 1 + 4\pi \rho_H \alpha_H$$

(7)

where $\alpha_H$ is the polarizability of the hydrogen atom. In order to establish such a result starting from the many-body Hamiltonian $H_{N_pN_e}$, it is necessary to give a precise meaning to the recombination of protons and electrons into hydrogen atoms. This is formulated in the so-called atomic limit described in section 2. In this limit one lets the temperature and the density tend to zero in a coupled way. Low temperature favors binding over ionization, whereas low density, by increasing the available phase space, favors dissociation. The rate at which the density is reduced as $T \to 0$ determines an entropy-energy balance that selects the formation of certain chemical species. If this rate is within a certain range, hydrogen atoms are formed, and it can rigorously be shown that the equation of state becomes asymptotic to that of an ideal gas of hydrogen atoms [5, 6, 7].

In order to put the issues in proper perspective, we give in section 3 a naive but mathematically ill defined derivation of (7), disregarding all collective screening effects tied with the long range of the Coulomb potential. This also enables us to specify the range of wave numbers $k$ for which (7) is expected to hold: in view of (4) $k$ should not be too small to avoid the perfect screening regime, but also not too large so that the atom experiences an uniform perturbation on the scale of the extension of its center of mass wave packet (see [19]).

The rest of the paper is devoted to an exact derivation of (7) in the atomic limit. The wavenumber-dependent response function $\tilde{\chi}(k)$ does not appear to be easily analyzed with the rigorous methods used in [5, 7]. Here, we use the technique of quantum Mayer graphs that gives a straightforward expansion for two particle correlation functions needed to calculate $\tilde{\chi}(k)$. It allows a derivation of (7) that is exact in the sense that it does not involve any intermediate model or approximation. In particular the many-body problem is fully taken into account and the existence of preformed atoms is not assumed. However the derivation remains formal to the extent that results are established for each individual graph, without control of the convergence of the diagrammatic series. The present technique is also suited to explore the vicinity of the atomic limit and to systematically calculate corrections to the ideal gas behaviour. For instance, non-ideal contributions to the Saha equation of state are derived in [8].

In section 4 we briefly recall the loop representation of the Coulomb gas. This formalism arises from the Feynman-Kac path integral representation of the quantum mechanical Gibbs factor. Charges of the same type and same statistics are collected according to a permutation cycle of length $q$ ($q = 1, 2, \ldots$) into a random path (a Brownian path) called a $q$-loop (for a review and references, see [9]). In terms of loops, the statistical averages are performed according to the same rules as in classical statistical mechanics. As a consequence the powerful method of Mayer graphs is available in the space of loops. Thus
an ensemble of point quantum mechanical charges becomes isomorphic to a classical-like
system of fluctuating multipoles. Two points can then conveniently be made at this stage.
First, the divergences due to the long range of the Coulomb potential can be cured by
the introduction, via partial resummations, of an effective screened potential (which is
the quantum analogue of the usual Debye potential). The properties of this potential are
studied in details in [10]. Moreover the formalism offers the possibility of an easy derivation
of the response function since the rules of classical linear response apply. In particular,
in the language of charged loops, the perfect screening relation (4) takes the same form as
the Stillinger-Lovett rule for a classical system of structured ions (see (81)).

The loop expansion needs to be properly reorganized to perform estimations in the
atomic limit. The reason is that an element of the space of loops consists into a number
of charges of the same species, therefore not capable to bind. By a diagrammatical
reorganization, the loop expansion can be converted into the screened cluster expansion
(section 5). The details of this reorganization are presented in [11]. In the latter expansion,
the basic elements are all possible clusters of positive and negative charges, thus candidates
for atomic or molecular recombination. Let us just mention that for a system of particles
interacting via a short-range potential, this expansion exactly coincides with the usual
quantum mechanical virial expansion. In the Coulomb case, the expansion undergoes
a number of modifications because of the necessity to deal with an effective screened
potential.

At this point, we have in hand the necessary tools to investigate the response function
in the atomic limit. In section 6, we select and study the leading graphs yielding the
dielectric response. There are essentially two aspects to be controlled. As the density goes
to zero, the screened potential reduces to the (non integrable) bare Coulomb potential.
One must make sure that this does not create any divergence in the atomic limit. Secondly,
one must control that all effects due to excited states and ionized states of the hydrogen
atom become negligible when the temperature vanishes. We find it worth to give complete
proofs of these non trivial mathematical points (technical parts of the proofs are relegated
in appendix A). We check then that all the other graphs involving clusters of more than
two particles do not contribute in the limit. For this we rely on the general analysis
presented in [11]. Eventually, section 7 is devoted to a discussion of the response function
in the wave number region that interpolates between perfect and dielectric screening.
Our results are compared with the extended RPA dielectric function introduced in the
framework of standard many-body perturbation theory.

2 The atomic limit

The notion of atom or molecule in the many-body problem can only receive a precise
meaning in an asymptotic sense. The temperature must tend to zero to give a predominant
weight to bound states over ionized states and the density $\rho$ should be small enough
($\rho^{-1/3} \gg a_B$, the Bohr radius), to have spatially non overlapping atoms. To formulate the
atomic limit, we introduce first the grand canonical densities of three independent species,
the electrons (e), the protons (p) and the hydrogen atoms (a) in their ground state,

$$\rho_{j}^{\text{id}} = d_j \left( \frac{m_j}{2\pi\beta\hbar^2} \right)^{3/2} \exp(-\beta(E_j - \mu_j)), \quad j = e, p, a$$  \hspace{1cm} (8)

where $\mu_j$ are the respective chemical potentials, $m_a = m_e + m_p$, $E_e = E_p = 0$, $E_a < 0$
is the ground state energy of the hydrogen atom, and $d_j$ is the spin degeneracy ($d_a = 4$,
$d_e = d_p = 2$). Here all the effects of the Coulomb interaction are disregarded except for
binding energy $|E_a|$ of the atom.
The law of chemical equilibrium for the dissociation reaction $e + p \leftrightarrow a$ requires

$$\mu_a = \mu_e + \mu_p$$

(9)

and one also must have charge neutrality $\rho^e_{\text{id}} = \rho^p_{\text{id}}$. Introducing the combinations

$$\mu = \frac{\mu_e + \mu_p}{2}, \quad \nu = \frac{\mu_e - \mu_p}{2}$$

(10)

it is easily seen that the neutrality condition imposes the choice

$$\nu = \nu(\beta) = \frac{3}{4\beta} \ln \frac{m_p}{m_e} = \mathcal{O}(\beta^{-1}).$$

(11)

Hence (8) becomes

$$\rho^e_{\text{id}} = \rho^p_{\text{id}} = \frac{2}{(2\pi \lambda^e_e \lambda^p_p)^{3/2}} e^{\beta \mu}$$

(12)

$$\rho^a_{\text{id}} = \frac{4}{(2\pi \lambda^a_a)^{3/2}} e^{-\beta(E_a - 2\mu)}$$

(13)

with

$$\lambda_\alpha = \hbar \sqrt{\frac{\beta}{m_\alpha}}$$

(14)

the thermal de Broglie length of a particle of mass $m_\alpha$. The ideal density of an atom, molecule or ion with $N_p$ protons and $N_e$ electrons and ground state energy $E_{N_pN_e}$ is of the form

$$\rho^a_{N_pN_e} = \frac{d_{N_pN_e}}{(2\pi \lambda^a_{N_pN_e})^{3/2}} \exp[-\beta(E_{N_pN_e} - \mu(N_e + N_p) + \mathcal{O}(\beta^{-1})]]$$

(15)

where we used the fact that $\mu_e N_e + \mu_p N_p = \mu(N_e + N_p) + \nu(N_e - N_p)$ and (11) has been taken into account. $\lambda_{N_pN_e}$ is the corresponding thermal length and $d_{N_pN_e}$ the degeneracy factor.

The situation where the atomic density dominates all other ionic or molecular densities at low temperature is characterized by

$$\rho^a_{\text{id}} \gg \rho^e_{N_pN_e}, \quad \beta \to \infty.$$  

(16)

More generally, we require that the probability of occurrence of hydrogen atoms dominates that of all possible other configurations of protons and electrons. This will happen if there exists a range $I$ of chemical potential $\mu$ such that all the inequalities

$$0 < E_a - 2\mu < E_{N_pN_e} - \mu(N_e + N_p), \quad (N_e, N_p) \neq (0,0), \ (1,1)$$

(17)

can be simultaneously satisfied, where $E_{N_pN_e}$ is the infimum of the spectrum of $\text{H}_{N_pN_e}$. The range $I$ (if any) is located above $E_a$ since setting $(N_e, N_p) = (1,0)$ (single electron) in (17) gives $\mu > E_a$. Moreover setting $(N_e, N_p) = (2,2)$ (hydrogen molecule) implies $\mu < \frac{1}{2}(E_{22} - E_a)$. Note that $E_a < \frac{1}{2}(E_{22} - E_a)$ since the binding energy $|E_{22} - 2E_a|$ gained by the formation of a hydrogen molecule is less than the binding energy of the hydrogen atom himself, a well known fact. These two cases do not exhaust all the constraints imposed by the inequalities (17). From now on we make the plausible, but yet unproven, hypothesis that there exists an interval $I_\Delta = [E_a, E_a + \Delta], \Delta > 0$, such that (17) holds when $\mu \in I_\Delta$. 
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It is worthwhile to note that the validity of this hypothesis is equivalent to the possibility to find an optimal constant for the stability of matter estimate that we write here in the form

\[ H_{N_e,N_p} \geq -B(N_e + N_p - 1), \quad (N_e, N_p) \neq (0,0), (1,1) \]  \hspace{1cm} (18)

for some positive constant \( B \). It is conjectured (but not proven) that there exists a stability constant \( B \) strictly less than \( |E_a| \) for all cases except of course for the hydrogen atom itself. It is then easily checked that the hypothesis \( B < |E_a|, \quad (N_e, N_p) \neq (0,0), (1,1) \) in (18) is equivalent to the possibility of finding the non void interval \( I_\Delta \) such that all the inequalities (17) are satisfied, \( \mu \in I_\Delta \), hence assuring the existence of the atomic phase.

Under this condition, it has been proven that \( \mu \in I_\Delta, \quad \beta \to \infty \) namely that the grand canonical pressure \( p(\beta, \mu) = \rho_a^id(1 + O(e^{-c_\beta})) \), \( \mu \in I_\Delta, \quad \beta \to \infty \) (19) namely that the grand canonical pressure \( p(\beta, \mu) \) verifies the equation of state of a perfect gas of hydrogen atoms of density \( \rho_a^id \) up to an exponentially small correction in \( \beta \). This is the situation we will consider in this paper and is referred to as the atomic limit \( \mu \in I_\Delta, \quad \beta \to \infty \).

In general, collective screening effects are provided not only by free electrons and protons, but also by all types of more complex ions that have appreciable densities \( \rho_{N_p,N_e}^id \) for given values of the temperature and the chemical potential. In this paper, we study the interplay between dielectric and ionic screening in the situation when the latter is predominantly due to unbound electrons and protons. This will certainly be the case if \( \mu \) is chosen sufficiently close to \( E_a \), in a possibly smaller interval \( I_\delta = [E_a, E_a + \delta] \subset I_\Delta \) so that

\[ 0 < E_a - 2\mu < -\mu < E_{N_p,N_e} - \mu(N_p + N_e) \quad \mu \in I_\delta \]  \hspace{1cm} (20)

holds for all \( (N_p, N_e) \neq (0,0), (1,0), (0,1), (1,1) \). We consider hence an atomic phase under the conditions that the most probable entities in the system are, after hydrogen atoms, ionized electrons and protons, namely

\[ \rho_a^id \gg \rho_e^id = \rho_p^id \gg \rho_{N_p,N_e}^id, \quad (N_p, N_e) \neq (0,0), (1,0), (0,1), (1,1). \]  \hspace{1cm} (21)

In the quantum Mayer graphs expansion, the collective screening effects are embodied into the effective screened potential obtained by chain resummations (see section 5). Under the conditions just described, we take as intermediate chain points those corresponding to individual electrons and protons. Then the resulting screening length \( \kappa^{-1} \) in (6) will only involve the densities of free charges (12). If it turns out, in an other regime, that collective screening effects mainly arise from other types of ions, another definition of the effective potential must be adopted in consequence.

### 3 Elementary description of screening

In this section, we describe, in an elementary (and non rigorous) manner, the screening of a classical external charge by an e-p plasma in the atomic limit. This heuristic description is intended to serve as a gentle introduction to the calculation of the next sections, in which the response function is studied in full generality.

In the atomic limit, the e-p plasma approaches an ideal gas of hydrogen atoms of density \( \rho_a^id \). Under the influence of an external charge, the hydrogen atoms get polarized and screen partially the external charge. At low temperatures and low densities, one expects this effect to be described, at leading order, by the dielectric constant (7). According
to (22) and at linear order in $\rho_{\alpha}^{\text{id}}$, the system’s response function should therefore approach

$$\tilde{\chi}(k) \simeq -4\pi \rho_{\alpha}^{\text{id}} \alpha_H$$

in an appropriate range of wave numbers.

In view of (23), let us make a straightforward low activity expansion of the imaginary time displaced charge charge correlation function $S(k, s)$. This correlation is defined by

$$S(k, s) = \langle \tilde{c}(k, s)c(0) \rangle$$

where $\langle \ldots \rangle$ is the grand canonical average. For a $N$ particle system evolving with the Hamiltonian $H_N$

$$c_N(r) = \sum_{i=1}^{N} e_{\alpha_i} \delta(r - r_i)$$

is the microscopic charge density operator, and

$$\tilde{c}_N(k, s) = e^{sH_N} \left( \sum_{i=1}^{N} e_{\alpha_i} e^{-ik \cdot r_i} \right) e^{-sH_N}$$

is its Fourier transform at “imaginary time” $s$. In general, if $A_N$ are $N$-particle observables, the first terms of the low fugacity expansion of the grand-canonical average of $A$, with

$$\langle A \rangle = \frac{1}{\Xi} \sum_{N=1}^{\infty} \frac{z^N}{N!} \text{Tr} \left\{ A_N e^{-\beta H_N} \right\}, \quad \Xi = \sum_{N=0}^{\infty} \frac{z^N}{N!} \text{Tr} e^{-\beta H_N}$$

are

$$\langle A \rangle = z \text{Tr} A_1 e^{-\beta H_1} + z^2 \left[ \frac{1}{2} \text{Tr} A_2 e^{-\beta H_2} - \left( \text{Tr} A_1 e^{-\beta H_1} \right) \left( \text{Tr} e^{-\beta H_1} \right) \right] + O(z^3)$$

In the e-p system, the one-particle and two-particles Hamiltonians are

$$H_{\alpha} = \frac{p^2}{2m_\alpha}, \quad \alpha = e, p$$

$$H_{\alpha_1\alpha_2} = \frac{p_{\alpha_1}^2}{2m_{\alpha_1}} + \frac{p_{\alpha_2}^2}{2m_{\alpha_2}} + e_{\alpha_1} e_{\alpha_2} V(r_1 - r_2)$$

It is understood in (27) that the traces include a summation on the particle species and are carried out on properly antisymmetrized electronic and protonic quantum states.

We apply (27) to (22) and are interested in extracting from it the contribution proportional to $\rho_{\alpha}^{\text{id}}$ (see (13)), which comprises the factor $\exp[-\beta E_\alpha]$ where $E_\alpha$ is the ground state energy of the hydrogen atom. Such a contribution must come from the second term of (27), the only one involving the two particle Hamiltonian. This contribution is then

$$\frac{1}{2} \sum_{\alpha_1, \alpha_2} z_{\alpha_1} z_{\alpha_2} \sum_{\sigma_1, \sigma_2} \text{Tr} e^{-\beta H_{\alpha_1\alpha_2}} \tilde{c}_2(k, s)c_2(0)$$

where we have made the sum over species and spin explicit and the trace is now purely configurational ($z_\alpha = \exp[\beta \mu_\alpha]$ is the fugacity of the particles of species $\alpha$). Moreover, only the part of (30) pertaining to an electron-proton pair with Hamiltonian $H_{\text{ep}}$ will
involve the factor $\exp[-\beta E_a]$. So keeping only the terms $\alpha_1 \neq \alpha_2$ in (30) gives with (24), (25) and $\mu_e + \mu_p = 2\mu$

$$4e^{2\beta\mu}e^{2\beta} \text{Tr}\left\{ e^{-(\beta-s)H_{ep}} (e^{-ik\cdot r_p} - e^{-ik\cdot r_e}) e^{-sH_{ep}} (\delta(r_p) - \delta(r_e)) \right\}. \quad (31)$$

We now proceed to the evaluation of this trace, going to the center of mass variables. Since

$$H_{ep} = \frac{P_p^2}{2m_e} + \frac{P_p^2}{2m_p} - e^2 V(r_e - r_p) \quad (32)$$

separates into a center of mass Hamiltonian $H_{CM} = P^2/2M$ and a relative Hamiltonian $H = p^2/2m - e^2/|r|$, its eigenstates are of the form $|p, n\rangle = |p\rangle \otimes |n\rangle$, with eigenvalue $E_p + E_n$, where

$$H_{CM} |p\rangle = E_p |p\rangle \quad \text{and} \quad H |n\rangle = E_n |n\rangle \quad (33)$$

($n$ is a generic index for the eigenstates (including the ionized states), $n = 0$ being the ground state). This allows one to write the e-p contribution to $\tilde{S}(k, s)$ as

$$4e^{2\beta\mu}e^{2\beta} \int dp \int dp' \sum_{n, n' \geq 0} e^{-(\beta-s)[E_p + E_n]} e^{-s[E_p' + E_n'] \langle p, n | e^{-ik\cdot r_p} - e^{-ik\cdot r_e} | p', n' \rangle} \times \langle p', n' | \delta(r_p) - \delta(r_e) | p, n \rangle \quad (34)$$

where $r_p = R - \frac{m_p}{M} r$ and $r_e = R + \frac{m_p}{M} r$ are the quantum operators associated to the position of the proton and of the electron. The eigenstates of $H_{CM}$ are of course plane waves $|R(p) = (2\pi)^{-3/2} \exp[ip \cdot R]|$ with energy $E_p = h^2 p^2/2M$. The matrix elements in (34) are therefore equal to

$$\langle p, n | e^{-ik\cdot r_p} - e^{-ik\cdot r_e} | p', n' \rangle = \delta(p' - p - k) A_{nn'}(k) \quad (35)$$

$$\langle p' = p + k, n' | \delta(r_p) - \delta(r_e) | p, n \rangle = \frac{1}{(2\pi)^3} A_{n'n}(-k) \quad (36)$$

where we have defined

$$A_{nn'}(k) = \langle n | e^{ik \cdot \frac{m_p}{M} r} - e^{-ik \cdot \frac{m_p}{M} r} | n' \rangle. \quad (37)$$

From the above matrix elements, the e-p contribution to $\tilde{\chi}(k)$ becomes

$$\tilde{\chi}_{ep}(k) \equiv -\frac{4\pi e^2}{k^2} \int_0^\beta d\tau \int \frac{df(\tau)}{f(\tau)} \sum_{n, n' \geq 0} e^{-(\beta-\tau)E_n} e^{-\tau E_{n'}} A_{nn'}(k)^2. \quad (38)$$

where

$$f_s(k) \equiv \frac{1}{(2\pi)^3} \int dp e^{-\beta(1-s)E_p} e^{-\beta s E_{p+k}}. \quad (39)$$

The Gaussian integral in $f_s(k)$ can be calculated with the result

$$f_s(k) = \frac{1}{(2\pi \lambda_3^2)^{3/2}} e^{-\beta E_{Ks}(1-s)} = \frac{1}{(2\pi \lambda_3^2)^{3/2}} e^{-\frac{1}{2}k^2 \lambda_3^2 s(1-s)} \quad (40)$$

where $\lambda_3$ is the thermal wave length of the atom. In the atomic limit, $\beta$ is very large and the dominant terms in (38) are those with $n = 0$ or $n' = 0$, because they contain the exponentially growing factor $\exp[-\beta E_0]$, which is much greater than $\exp[-\beta E_a]$ if
n > 0 (E_0 = E_a). Keeping only these ground state terms and factoring out the atomic density \[13\], we find that the hydrogen atoms give the dominant contribution

\[\chi_{\text{ep}}(k) \approx -4\pi \mu_a \alpha_H(k, \beta), \quad \beta \to \infty,\]  

(41)
to the response function, where

\[\alpha_H(k, \beta) = \frac{e^2}{k^2} \int_0^\beta d\tau e^{-\frac{1}{2}k^2\lambda_a^2}\sum_{n,n'\geq 0} e^{-\beta(E_n-E_0)} e^{-\tau(E_n'-E_0)} |A_{nn'}(k)|^2.\]  

(42)

The quantity \(\alpha_H(k, \beta)\) can be interpreted as the polarizability of a hydrogen atom at inverse temperature \(\beta \gg (E_1 - E_0)^{-1}\) in an external electric field varying on the scale \(k^{-1}\). Let us discuss briefly the result \[12\] for \(\alpha_H(k, \beta)\), before commenting on the method used to derive it.

When \(k \to 0\), the external perturbation becomes uniform on larger and larger distances, so that one expects to recover the polarizability \(\alpha_H\) of a hydrogen atom in an uniform electric field. For this, it is necessary to have the perturbation uniform on the scale of the dispersion of the center of mass distribution, namely \(k \ll \lambda_a^{-1}\). If it is the case, the factor \(\exp[-\frac{1}{2}k^2\lambda_a^2(1 - \frac{r}{\beta})]\) in \[12\] can be approximated by one and the \(\tau\)-integral in \[12\] is easily evaluated:

\[\alpha_H(k, \beta) \approx 2e^2 \sum_{n=0}^\infty \frac{1 - e^{-\beta(E_n-E_0)}}{E_n - E_0} |A_{0n}(k)|^2, \quad k\lambda_a \ll 1.\]  

(43)

In obtaining \[43\], we used the symmetry properties of the matrix element: \(A_{nn'}(k) = A_{n'n}(-k)\) and \(|A_{nn'}(k)|^2 = |A_{nn'}(-k)|^2\) (this follows from the fact that \(H\) commutes with the parity operation). Moreover, for \(\beta\) large, \(\lambda_a\) is much greater than the Bohr radius, and hence \(k \ll \lambda_a^{-1} \ll a_b^{-1}\), so that one can make the dipole approximation

\[|A_{0n}(k)|^2 \approx k^2 |\langle 0| \hat{k} \cdot \hat{r} |n\rangle|^2, \quad k \ll a_b^{-1}.\]  

(44)

Notice that \(|\langle 0| \hat{k} \cdot \hat{r} |n\rangle|^2 = 0\) by parity. For \(k \ll \lambda_a^{-1}\) and \(\beta \gg (E_1 - E_0)^{-1}\), \(\alpha_H(k, \beta)\) reduces therefore indeed to the ground state polarizability of a hydrogen atom in an uniform electric field \[12\]:

\[\alpha_H(k, \beta) \approx \alpha_H = 2e^2 \sum_{n\geq 1} \frac{|\langle 0| \hat{k} \cdot \hat{r} |n\rangle|^2}{E_n - E_0} = \frac{9}{2} a_b^3, \quad k \ll \lambda_a^{-1} \ll a_b^{-1}.\]  

(45)

(The term \(n = 0\) in \[43\] is of order \(\beta^2 a_b^4/k^2 = a_b^3(k\beta^2)(ka_b)\) and can be neglected when \(k \ll \lambda_a^{-1}\).) This will give the anticipated form \[22\] of the response function provided that \(k\) is not in a range where perfect screening \[14\] is prevailing. In view of \[40\], we must require

\[\frac{\kappa^2}{k^2 + \kappa^2} \ll 4\pi \mu_a \alpha_H,\]  

(46)
or, equivalently,

\[k^2 \gg \frac{\beta e^2 \rho_c^d}{\alpha_H \rho_a^d} \equiv \lambda_1^{-2}.\]  

(47)

In \[46\],

\[\kappa = \sqrt{8\pi \beta e^2 \rho_c^d}\]  

(48)
is the usual inverse Debye length for an e-p plasma and Eq. (17) defines a length $\lambda_I$ which is the border-line scale below which ionic screening starts taking place.

Summarizing the discussion, we expect that in the vicinity of the atomic limit, the response function of the e-p system should be essentially constant and equal to the value (22) in the range

$$\lambda_I^{-1} \ll k \ll \lambda_a^{-1}.$$  

(49)

This region corresponds to the dielectric behaviour of the e-p system in its atomic phase. As $k$ is further decreased, ionic screening will predominate, and $\tilde{\chi}(k)$ interpolates between the values $-4\pi \rho^a_{id} \alpha_H$ and $-1$. Notice finally that $\tilde{\chi}(k) \to 0$ as $k \to \infty$ since atoms cannot be polarized under the effect of an electric field with infinitely fast spatial oscillations.

The cross-over length $\lambda_I$ between dielectric and ionic screening was derived in an infinitely extended state of the e-p system. The same length can also be obtained by considering the screening of a point external charge $e_0$ immersed in a spherical sample of radius $L$. We assume $L$ much smaller than the Debye screening length ($L \ll \kappa^{-1}$). The charge density of free charges induced around $e_0$ is given in the Debye-Hückel approximation by $c_{\text{free}}(r) = -e_0 \kappa \exp(-\kappa r)/(4\pi r)$. The screening provided by the free charges is hence

$$\int_{|r|<L} \, dr \, c_{\text{free}}(r) = -e_0 \int_0^{\kappa L} \, du \, u e^{-u} \simeq -e_0 \frac{1}{2}\kappa^2 L^2.$$ 

(50)

Comparing with the induced charge due to polarisation $-4\pi \rho^a_{id} \alpha_H e_0$, the sample is indeed expected to display a dielectric behaviour if $L^2 \ll 8\pi \rho^a_{id} \alpha_H / \kappa^2 = \lambda_I^2$, in agreement with the cross-over distance defined in (17).

The present elementary description of screening shows that the dielectric regime of the response function is formally characterized by

$$\lim_{\beta \to \infty} \frac{\tilde{\chi}(k)}{\rho^a_{id}} \to -4\pi \alpha_H, \quad k \lambda_a \to 0, \quad k \lambda_I \to \infty, \quad \mu \in I.$$ 

(51)

This should be contrasted with a strict zero temperature limit at fixed $k$. If one takes the limit $\beta \to \infty$ of $\alpha_H(k, \beta)$ at fixed $k$ (let $s = \tau / \beta$ in (12) and note that $\frac{1}{2} k^2 \lambda_a^2 = \beta E_k$), a Dirac delta function appears:

$$\lim_{\beta \to \infty} \beta e^{-\beta(s - s_0 + s_b - s_c - k^2 s^2)} = 2\delta(E_n - E_0 + s(E_{n'} - E_n - E_k) - E_k s^2)$$

$$= \frac{2\delta_{n,0}}{E_k + E_{n'} - E_0} s + \frac{2\delta_{n',0}}{E_k + E_n - E_0} s - 1.$$ 

(52)

Using $\int_0^1 ds \delta(s) = 1/2$ and the symmetry properties of the matrix element $|A_{0n}(k)|$, we find

$$\lim_{\beta \to \infty} \alpha_H(k, \beta) = \frac{2e^2}{k^2} \sum_{n \geq 0} \frac{|A_{0n}(k)|^2}{E_k + E_n - E_0} = \alpha_H(k, \infty).$$ 

(53)

If we now let $k \to 0$ in (53), we obtain

$$\lim_{k \to 0} \alpha_H(k, \infty) = \alpha_H + \frac{e^2 (m_p^2 - m_n^2)^2}{9\hbar^2 M^3} |\langle 0 | r^2 | 0 \rangle|^2$$ 

(54)

which is obviously different from (15). The result (54) can also be obtained from a direct calculation in the ground state of $H_{ep}$ [32]. The additional contribution in (54) has its
origin in the coupling of the center of mass of the atom with the external electric field. This contribution does not vanish in the limit \( k \to 0 \), because the external field does not appear to be uniform (even when \( k \) is very small) to the atoms, the latter being entirely delocalized at zero temperature (here \( k^{-1} \ll \lambda_a = \infty \)).

We comment now on the above calculation of \( \tilde{\chi}(k) \): in fact all steps of this calculation are ill-defined, except for the final result (41) and (42). First of all, since \( \tilde{\chi}(k) \) represents the response to an external charge density localized in the bulk, the infinite volume limit should be taken first to disregard all boundary effects. But for a non-integrable potential, all virial coefficients of the series (27) (except the first one) diverge in the thermodynamic limit. The first term in (27) gives the contribution (the factor 2 accounts for the spin degeneracy)

\[
-\frac{4\pi \beta}{k^2} 2 \sum_{\alpha} e_{\alpha}^2 z_{\alpha} \int_0^1 ds \langle 0 | e^{i k \cdot \mathbf{r}} e^{-s H_{\alpha}} | 0 \rangle = -\frac{\kappa^2(k)}{k^2}
\]

to the response function, where we defined the function

\[
\kappa^2(k) = 4\pi \beta \sum_{\alpha} e_{\alpha}^2 \frac{2 z_{\alpha}}{(2\pi \lambda_{\alpha}^2)^{3/2}} \int_0^1 ds e^{-\frac{1}{2} k^2 \lambda_{\alpha}^2 s(1-s)}.
\]

Notice that \( \kappa^2(k) \) reduces at \( k = 0 \) to \( \kappa^2 \) (see (58)), using the definitions (8) of the ideal densities and the neutrality condition \( \rho_p = \rho_e \). Hence, when \( k \lambda_{\alpha} \ll 1 \), \( \kappa^2(k) \approx \kappa^2 \), and (55) is essentially identical to (6) as long as \( k \gg \kappa \). However, since (55) diverges when \( k \to 0 \), while \( \tilde{\chi}(k) \) goes to \(-1\) in this limit, there must obviously exist some other contributions, coming from \( n \)-body states in the series (27), which cannot be neglected even at low density. Physically, these many-body contributions are associated to a collective effect in the system: the screening of the Coulomb interaction by “screening clouds” of particles appearing around the charges. This effect must be taken into account systematically in order to cure the problem of the Coulomb divergences in (27).

Furthermore, besides the collective screening effects, we have not dealt with the more complex entities (e.g., the hydrogen molecule) that can be formed by chemical binding. In view of (16) and (17), such entities should not contribute to the dielectric response in the regime defined by the condition (49) in the atomic limit. Finally, one should check that in this limit, excited and ionized states of the hydrogen atom do not contribute either. The main goal of the following sections is to provide a calculation algorithm which is free from these difficulties.

## 4 The loop representation of \( \tilde{\chi}(k) \)

We recall in this section the loop representation of the response function \( \tilde{\chi}(k) \). That representation is obtained when the grand partition function \( \Xi_A \) of the quantum plasma is written in a classical form, by using the Feynman-Kac path integral formula [13] and collecting permutations with the same cycle structures [14, 15]:

\[
\Xi_A = \sum_{N=0}^{\infty} \frac{1}{N!} \int \prod_{i=1}^{N} d\mathcal{L}_i \, z(\mathcal{L}_i) e^{-\beta U(\mathcal{L}_1, \ldots, \mathcal{L}_N)}.
\]

This so-called magic formula relies on the following definitions. The element of phase space \( \mathcal{L}_i \), called a loop, is a collection of \( q \) particles of the same species exchanged in a cycle. A loop

\[
\mathcal{L} = (\mathbf{R}, \alpha, q, \mathbf{X}(s)), \quad 0 \leq s \leq q
\]
is specified by its position \( \mathbf{R} \) in space, a particle species \( \alpha \), a number of particles \( q \), and a shape \( \mathbf{X}(s) \) with \( \mathbf{X}(0) = \mathbf{X}(q) = 0 \). The closed path

\[
\mathbf{R}(s) = \mathbf{R} + \lambda_\alpha \mathbf{X}(s)
\]

(59)
describes the trajectories of the \( q \) particles, which are located at \( \mathbf{R}(k-1), k = 1, \ldots, q \) as they move from their position to the position of the next particle in the cycle in unit “time”. The path \( \mathbf{X}(s) \) is distributed according to a normalized Gaussian measure \( D(\mathbf{X}) \), with covariance

\[
\int D(\mathbf{X}) \mathbf{X}_\mu(s) \mathbf{X}_\nu(t) = \delta_{\mu,\nu} q \left[ \min \left( \frac{s}{q}, \frac{t}{q} \right) - \frac{st}{q^2} \right].
\]

(60)

Integration over phase space means integration over space and summation over all internal degrees of freedom of the loop (which we denote collectively by \( \chi = (\alpha, q, \mathbf{X}) \)):

\[
\int d\mathcal{L} \cdots = \int d\mathbf{R} \int d\chi \cdots = \int d\mathbf{R} \sum_{\alpha=1}^{\infty} \sum_{q=1}^{\infty} \int D(\mathbf{X}) \cdots
\]

(61)
The interaction energy of \( N \) loops is the sum of two-body interaction potentials \( U(\mathcal{L}_1, \ldots, \mathcal{L}_N) = \sum_{i=1}^{N} V(\mathcal{L}_i, \mathcal{L}_j) \) with the interaction between two different loops

\[
V(\mathcal{L}_i, \mathcal{L}_j) = e_{\alpha_i} e_{\alpha_j} \int_0^{q_i} ds \int_0^{q_j} dt \, \bar{\delta}(s-t) V(\mathbf{R}_i(s) - \mathbf{R}_j(t)).
\]

(62)

In \( \bar{\delta}(s) = \sum_{n=-\infty}^{\infty} \delta(s-n) \) is the Dirac comb of period one. \( V(\mathcal{L}_i, \mathcal{L}_j) \) is hence the sum of the Coulomb interactions between the particles in the loop \( \mathcal{L}_i \) and the particles in the loop \( \mathcal{L}_j \) as they move along their trajectory. The loop potential is clearly a function of the relative distance \( \mathbf{R}_i - \mathbf{R}_j \) and of the internal constitution of the loops:

\[
V(\mathcal{L}_i, \mathcal{L}_j) = V(\mathbf{R}_i - \mathbf{R}_j, \chi_i, \chi_j).
\]

(63)

Eventually, the activity of a loop reads

\[
z(\mathcal{L}) = (-1)^{q-1} \frac{z^q}{q (2\pi q \lambda_\alpha^2)^{3/2}} e^{-\beta U(\mathcal{L})}, \quad z_\alpha = e^{\beta \mu_\alpha}
\]

(64)
(the factor 2 takes the spin degeneracy into account) where

\[
U(\mathcal{L}) = \frac{1}{2} \int_0^q ds_1 \int_0^q ds_2 (1 - \delta_{[s_1,[s_2]}) \bar{\delta}(s_1 - s_2) V(\mathbf{R}(s_1) - \mathbf{R}(s_2))
\]

(65)
is the sum of the mutual interactions of the particles within a loop (the factor \( 1 - \delta_{[s_1,[s_2]} \) excludes the self-energies of the \( q \) particles). The above rules define the statistical mechanics of the system of charged loops, which we call the loop representation of the quantum plasma. Note that the interaction potential \( (62) \) inherited from the Feynman-Kac formula is not equal to the electrostatic interaction between two classical charged wires, which would be

\[
V_{\text{elec}}(\mathcal{L}_i, \mathcal{L}_j) = e_{\alpha_i} e_{\alpha_j} \int_0^{q_i} ds \int_0^{q_j} dt \, V(\mathbf{R}_i(s) - \mathbf{R}_j(t))
\]

(66)

Although the formalism of loops has a classical structure, the difference between \( V(\mathcal{L}_i, \mathcal{L}_j) \) \( (62) \) and \( V_{\text{elec}}(\mathcal{L}_i, \mathcal{L}_j) \) is responsible for the absence of exponential screening in the quantum plasma \( [3] \). This difference is the occurrence of the equal time condition \( \bar{\delta}(s-t) \) which characterizes the quantum mechanical aspect of the interaction \( (62) \).
In the loop representation, one can define the loop correlation functions according to the usual definitions. Introducing the loop density \( \hat{\rho}(L) = \sum_i \delta(L, L_i) \), the average loop density and the two-loop distribution function are

\[
\rho(L) = \langle \hat{\rho}(L) \rangle, \quad \rho_T(L_1, L_2) = \langle \hat{\rho}(L_1) \hat{\rho}(L_2) \rangle - \langle \hat{\rho}(L_1) \rangle \langle \hat{\rho}(L_2) \rangle,
\]

where the average is taken with respect to the statistical ensemble of loops defined in (57), and coincident points are included in \( \rho_T(L_a, L_b) \). It is appropriate to recall that the charge sum rule holds in the system of loops [10]

\[
\int \, dr \int \, dX_a q_\alpha e_\alpha a \rho_T(r, X_a, \chi_b) = 0.
\]

Any fixed loop of charge \( q_\alpha e_\alpha b \) is surrounded by a cloud of loops of opposite total average charge.

When a localized external charge \( c_{\text{ext}}(r) \) is immersed in the plasma, the corresponding induced charge density \( \tilde{c}_{\text{ind}}(r) \) can be calculated, within the formalism of loops, according to the rules of classical linear response theory. The external potential

\[
V_{\text{ext}}(r) = \int \, dr' c_{\text{ext}}(r') \frac{e_\alpha}{|r-r'|}
\]
due to \( c_{\text{ext}}(r) \) is represented in the system of loops by

\[
V_{\text{ext}}(L) = \int_0^q \, ds V_{\text{ext}}(R + \lambda_\alpha X(s)).
\]

It gives rise to an interaction energy

\[
U_{\text{ext}} = \int \, dL \, e_\alpha \rho(L)V_{\text{ext}}(L)
\]

which has to be added to the pair interaction of loops \( U \) in (57). Then the response of the loop density \( \rho_{\text{ind}}(L) \) in presence of the external potential (70) is given at linear order by the standard formula

\[
\rho_{\text{ind}}(L) = -\beta \int \, dL' e_{\alpha'} V_{\text{ext}}(L') \rho_T(L, L')
\]

To form the induced charge density at \( r \), one has to integrate \( \rho_{\text{ind}}(L) \) on the shape of the loop and take into account that a loop carries total charge \( e_\alpha q \):

\[
c_{\text{ind}}(r) = -\beta \int \, dR' \int \, d\chi \int \, d\chi' \int \frac{dr'}{r'} V_{\text{ext}}(R + \lambda_\alpha X'(s)) \rho_T(r, \chi, R', \chi').
\]

The final expression for the dimensionless response function (2) follows after Fourier transformation of (73), taking (69) into account,

\[
\chi(k) = -\frac{4\pi \beta}{k^2} \int \, dX_a \int \, dX_b \int \frac{dr}{r} d\tau e^{ik\cdot X(s)} \tilde{\rho}_T(k, X_a, X_b).
\]

Here \( \tilde{\rho}_T(k, X_a, X_b) \) is the Fourier transform of the translation invariant truncated loop-loop density fluctuation \( \rho_T(r, X_a, X_b) \). The formula (74) has first been derived by Cornu [15].

There is an interesting interpretation of the perfect screening relation (4) in terms of the statistical mechanics of random charged loops. We split \( \chi(k) \) into two parts

\[
\chi(k) = -\frac{4\pi \beta}{k^2} (S^{\text{loop}}(k) + \bar{M}^{\text{loop}}(k))
\]

(75)
Since the loop pair potential (62) behaves as the Coulomb potential itself, the bonds are not integrable at large distances, and partial resummations are needed. All divergencies can be removed by introducing the effective screened potential 

\[ \tilde{S}_{\text{loop}}(k) = \int d\chi_a \int d\chi_b e_{\alpha a} q_a e_{\alpha b} \bar{\rho}_T(k, \chi_a, \chi_b) \]  

(76)

is the Fourier transform of the charge-charge correlation of loops and

\[ \tilde{M}_{\text{loop}}(k) = \int d\chi_a \int d\chi_b e_{\alpha a} q_a e_{\alpha b} \int_0^{q_b} d\tau (e^{ik\lambda_{ab}X_b(\tau)} - 1) \bar{\rho}_T(k, \chi_a, \chi_b) \]  

(77)

comprises the multipolar contributions of the loops to \( \tilde{\chi}(k) \). Because of the charge sum rule (63) together with rotational invariance, both \( \tilde{S}_{\text{loop}}(k) \) and \( \tilde{M}_{\text{loop}}(k) \) have to be \( \mathcal{O}(k^2) \) as \( k \to 0 \). The rotational symmetry forces these \( |k|^2 \) terms to take the form

\[ \tilde{S}_{\text{loop}}(k) \sim |k|^2 \frac{1}{6} \int dr |r|^2 S_{\text{loop}}(r), \quad k \to 0 \]

(78)

and

\[ \tilde{M}_{\text{loop}}(k) \sim i \int d\chi_a d\chi_b e_{\alpha a} q_a (k \cdot d(\chi_b))(k \cdot \nabla k \bar{\rho}_T(k, \chi_a, \chi_b) |_{k=0}) \]

\[ = \frac{|k|^2}{3} \int d\mathbf{r} \mathbf{r} \cdot \mathbf{P}_{\text{loop}}(\mathbf{r}) = -\frac{|k|^2}{6} \int dr |r|^2 \nabla \cdot \mathbf{P}_{\text{loop}}(r), \quad k \to 0. \]

(79)

In (79), we have defined the dipole of a loop by \( d(\chi) = e_{\alpha a} q_{\alpha} \int_0^q d\tau X(\tau) \) and introduced the polarization vector

\[ \mathbf{P}_{\text{loop}}(r) = \int d\chi_a \int d\chi_b e_{\alpha a} q_a d(\chi_b) \rho_T(r, \chi_a, \chi_b). \]

(80)

as equal to the charge-dipole correlation of loops. With these definitions, the perfect screening relation written in terms of charge-charge and charge-dipole correlation of loops takes the classical form of the second moment Stillinger-Lovett condition, namely

\[ \frac{4\pi \beta}{6} \int dr |r|^2 (S_{\text{loop}}(r) - \nabla \cdot \mathbf{P}_{\text{loop}}(r)) = -1. \]

(81)

The same relation holds in classical models of structured ions where both the charge density and the polarization charge \( -\nabla \cdot \mathbf{P}(r) \) participate to the constitution of the screening cloud [10].

### 5 The screened cluster expansion

The loop formalism leads itself naturally to the introduction of Mayer graphs on the space of loops. A vertex receives the weight \( z(\mathcal{L}) \) (82) and a bond the factor \( \exp[-\beta V(\mathcal{L}_i, \mathcal{L}_j)] - 1 \). Since the loop pair potential (82) behaves as the Coulomb potential \( q_i e_{\alpha i} q_j e_{\alpha j} / |R_i - R_j| \) itself, the bonds are not integrable at large distances, and partial resummations are needed. All divergencies can be removed by introducing the effective screened potential \( \phi(\mathcal{L}_a, \mathcal{L}_b) = \phi(R_a - R_b, \chi_a, \chi_b) \) defined as the sum of chains

\[ -\beta \phi(\mathcal{L}_i, \mathcal{L}_j) \equiv \quad + \quad + \quad + \quad + \quad \cdots \]  

(82)

where the bond is the linearized Mayer bond \( -\beta V(\mathcal{L}_i, \mathcal{L}_j) \). This potential is the quantum analogue of the classical Debye potential (see [10]). For the purpose of this paper, it is convenient to use a slightly different definition of \( \phi \) by restricting the intermediate (black) points to one-particle loops. Its properties are the same as those of the effective potential.
studied in [10]. The potential $\phi$ describes the screening effects due to ionized protons and electrons with the inverse Debye screening length $\kappa$ [10]. At short distances $|r| \ll \kappa^{-1}$, $\phi$ reduces to the bare Coulomb potential $V(L_a, L_b)$ between loops. At distances $|r| \sim \kappa^{-1}$, $\phi \approx q_a e \alpha a q_b e \alpha b \exp[-\kappa r]/r$ approaches the standard Debye potential that describes the classical collective screening effects. At large distances, $\phi$ has an $1/r$ tail corresponding to dipole-dipole interactions between the loops (this tail is responsible for the algebraic decays of the correlations in the quantum plasma).

Once all chain summations (82) are performed in the Mayer graphs, the resulting prototype graphs still obey Mayer diagrammatic rules, with two kinds of bonds ($F_c = -\beta \phi$ and $F_R = \exp(-\beta \phi) - 1 + \beta \phi$), two kinds of weights, and two additional rules that prevent double counting (see [10]). Like in a system of classical dipoles, the bond $F_c(L_a, L_b)$ is at the borderline of integrability. The prototype graphs are integrable at large distances provided that the integrations on the internal variables of the loops (the shape $X(s)$) are performed first.

Though the prototype graphs describe non perturbatively screened Coulomb interactions between quantum particles, they are not adapted to the evaluation of the response function $\tilde{\chi}(k)$ in the atomic limit. Indeed, the small parameters in this limit are the ideal densities (section 2)

$$\rho_{\text{id}}^{N_p N_e} \propto e^{-\beta (E_{N_p N_e} - \mu (N_p + N_e))} \ll 1$$

which are not apparent (or even present) in individual prototype graphs. This problem occurs because the vertices in prototype graphs involve single loops, which are groups of particles of the same species, with only repulsive pair-wise interactions (included in the loop-activity [64]). Attractive interactions appear in the graphs as bonds connecting electronic and protonic loops, but a given graph does not in general include the total set of pair-wise interactions that would be necessary to form bound states between electrons and protons (see [11]). Individual loop-Mayer graphs are therefore not in direct correspondence with the ideal atomic or molecular densities occurring in the atomic limit. For this reason, it is convenient to collect prototype graphs to form new graphs involving clusters of protons and electrons, together with all their mutual interactions and proper statistics, in such a way that the new effective activities approach the ideal densities in the atomic limit. This reorganization, called the screened cluster expansion, is worked out in details in [11]. We recall here only the final diagrammatic rules, taking into account the minor modifications introduced by the choice of a slightly different effective potential $\phi$. We stress that this expansion is nothing but the usual quantum cluster expansion, suitably generalized to take into account the screening due to the long range of the Coulomb potential.

The screened cluster expansion for equilibrium quantities of the quantum e-p plasma is expressed in terms of Mayer graphs $G$, with the following definitions of bonds and weights [11].

**Vertices** A vertex $C$ in a graph $G$ is a cluster of particles, denoted by $C(N_p, N_e)$, containing $N_p$ protons and $N_e$ electrons. The internal state of a cluster involves all possible partitions of the protons and electrons into sets of protonic and electronic loops. Let

$$Q_\alpha = [q_1, \ldots, q_{L_\alpha}], \quad \sum_{i=1}^{L_\alpha} q_i = N_\alpha$$

be a partition of $N_\alpha$ into $L_\alpha$ subsets of $q_k$ particles, $k = 1, \ldots, L_\alpha$, with $q_1 \geq q_2 \geq \ldots \geq q_{L_\alpha}$. Here $L_\alpha$ runs from 1 to $N_\alpha$. To a partition $(Q_p, Q_e)$ of the $N_p$ protons and $N_e$
electrons, we associate a cluster of loops

\[ \mathcal{C}(Q_p, Q_e) = \{ \mathcal{L}_1^{(p)}, ..., \mathcal{L}_p^{(p)}, \mathcal{L}_1^{(e)}, ..., \mathcal{L}_e^{(e)} \} \]  

(85)

where \( \mathcal{L}_k^{(\alpha)} \) carries \( s_k^{(\alpha)} \) particles of species \( \alpha \) \((k = 1, ..., L_\alpha)\). The variables associated to a cluster \( \mathcal{C}(N_p, N_e) \) of a graph \( G \) are \( Q_p, Q_e, \mathcal{C}(Q_p, Q_e) \). The statistical weight of a cluster reads

\[ Z_{\phi}^T(C) = \frac{\prod_{k=1}^{L_p} z_\phi(L_k^{(p)}) \prod_{k=1}^{L_e} z_\phi(L_k^{(e)})}{\prod_{q=1}^{N_p} n_p(q)! \prod_{q=1}^{N_e} n_e(q)!} B_{\phi,N_p+N_e}^T(\mathcal{C}(Q_p, Q_e)) \]  

(86)

where \( n_\alpha(q) \) is the number of loops containing \( q \) particles of species \( \alpha \) in the partition \( Q_\alpha \). In (86), \( z_\phi(\mathcal{L}) \) is a renormalized loop activity

\[ z_\phi(\mathcal{L}) = z(\mathcal{L}) e^{I_R(\mathcal{L})}, \quad I_R(\mathcal{L}) = \frac{\beta}{2} (V - \phi)(\mathcal{L}, \mathcal{L}), \]  

(87)

and the truncated Mayer coefficient \( B_{\phi,N}^T \) is defined by a suitable truncation of the usual Mayer coefficient \( B_{\phi,N} \) for \( N \) loops with pair interactions \( \phi \) (see (11)). This truncation ensures that \( B_{\phi,N}^T \) remains integrable over the relative distances between the loops when \( \phi \) is replaced by \( V \). The two first truncated Mayer coefficients are \( B_{\phi,1}^T = 1 \) and

\[ B_{\phi,2}^T = \exp(-\beta \phi) - 1 + \beta \phi - \frac{\beta^2 \phi^2}{2!} + \frac{\beta^3 \phi^3}{3!}. \]  

(88)

A vertex corresponding to a cluster \( C \) where the associated variables are not integrated over is called a root point (or white point). The integration over an internal (or black) point is performed according to the measure

\[ D(C) = \sum_{Q_p,Q_e} \int \prod_{k=1}^{L_p} dR_k^{(p)} \prod_{k=1}^{L_e} dR_k^{(e)} \int \prod_{k=1}^{L_p} D(X_k^{(p)}) \prod_{k=1}^{L_e} D(X_k^{(e)}) \]  

(89)

**Bonds**  Two clusters \( C_i \) and \( C_j \) are connected by at most one bond \( \mathcal{F}_\phi(C_i, C_j) \) which can be either \( -\beta \Phi, \beta^2 \Phi^2/2! \) or \( -\beta^3 \Phi^3/3! \). The potential \( \Phi(C_i, C_j) \) is the total interaction potential between the loop clusters \( C_i(Q_i^{(p)}, Q_i^{(e)}) \) and \( C_j(Q_j^{(p)}, Q_j^{(e)}) \) that describe the internal states of \( C_i \) and \( C_j \) respectively, i.e.

\[ \Phi(C_i, C_j) = \Phi(C_i, C_j) = \sum_{\mathcal{L} \in C_i} \sum_{\mathcal{L}' \in C_j} \phi(\mathcal{L}, \mathcal{L}'). \]  

(90)

**Special rules**  In two cases, the weight (86) of a black cluster must be modified to avoid double counting:

(i) If \( C \) is an intermediate cluster in a convolution \((-\beta \Phi) \star (-\beta \Phi)\) and contains only a single electron or proton (represented by a loop \( \mathcal{L} \) with \( q = 1 \)), then its weight is

\[ Z_{\phi}^T(C) = z_\phi(\mathcal{L}) - z(\mathcal{L}) \]  

(91)

instead of \( Z_{\phi}^T(C) = z_\phi(\mathcal{L}) \).

(ii) If \( C \) is a cluster connected to the rest of the graph by a single bond \( \frac{1}{2}(\beta \Phi)^2 \) and contains only a single electron or proton, then its weight is also given by (91).
Diagrammatic expansion of the two-body loop density

In view of (74), we need the screened cluster expansion of \( \rho_T(L_a, L_b) \). According to eq. (4.31) of [11], it is given by

\[
\rho_T(L_a, L_b) = \sum_G^* \frac{1}{S_G} \int D(C_{ab}) \left( \sum_{L_i, L_j \in C_{ab}} \delta(L_i, L_a) \delta(L_j, L_b) \right) Z_T^T(C_{ab}) \right] G \times \prod_k D(C_k) \left[ \prod \mathcal{F}_\phi \right]_G
\]

where the graphs \( G \) involve either a single root cluster \( C_{ab} \) that contains both loops \( L_a \) and \( L_b \) (which can be the same loop since coincident points are included), or two roots clusters \( C_a \) and \( C_b \) with \( L_a \) in \( C_a \) and \( L_b \) in \( C_b \). The symmetry factor \( S_G \) is the number of permutations of labelled black clusters that leave the product of bonds \( \prod \mathcal{F}_\phi \) unchanged (only clusters with identical numbers of protons and electrons are permuted).

The sum \( \sum_G^* \) runs over all topologically different unlabelled graphs \( G \) which are no longer integrable over the relative distances between the clusters \( \{C_i\}_{i=1,...,n} \) when \( \phi \) is replaced by \( V \). Except for this additional constraint (represented by the star in \( \sum_G^* \)), the graphs \( G \) have the same topological structure as the familiar Mayer diagrams: the one-particle points are replaced by particle clusters and the usual Mayer links are now the bonds \( \mathcal{F}_\phi \).

A few graphs occuring in the screened cluster expansion of \( \tilde{\chi}(k) \) are shown on Fig. 1.

![Graphs](image)

**Figure 1:** Examples of graphs occuring in the screened cluster expansion of \( \tilde{\chi}(k) \). The clusters are drawn as circles containing a certain number of protons and electrons. The graphs have either one root (white) cluster \( C_{ab} \) (graphs a, b, c and e), or two root clusters \( C_a \) and \( C_b \) (with \( C_a \) drawn to the left of \( C_b \)). The bonds ---, ---- and --- are \(-\beta \Phi, (\beta \Phi)^2/2\) and \((-\beta \Phi)^3/3!\) respectively.

Because of the central role played by the effective potential \( \phi \) [32], it is useful to recall
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from \cite{10} the following exact formula for its Fourier transform
\[
\tilde{\phi}(k, \chi_a, \chi_b) = \int dr \exp[-ik \cdot r] \phi(r, \chi_a, \chi_b) = e_{\alpha_a} e_{\alpha_b} \int_0^{q_a} ds_a \int_0^{q_b} ds_b e^{i[k - \lambda_a X_a(s_a) + \lambda_b X_b(s_b)]} \sum_{n=-\infty}^{\infty} \frac{4\pi}{k^2 + \kappa^2(k, n)} e^{-i2\pi n(s_a - s_b)}
\]
(93)

where the screening factor for frequency \(n\) is
\[
\kappa^2(k, n) = 4\pi \beta \sum_{\alpha} e_{\alpha}^2 \frac{2\lambda_\alpha}{(2\pi \lambda_\alpha^2)^{3/2}} \int_0^1 ds \int D(\xi) e^{ik \lambda_\alpha \xi(s)} e^{i2\pi ns}.
\]
(94)

This is the expression (33) of \cite{10} restricted to one-particle loops. The functional integral can be evaluated using (60) with the result
\[
\kappa^2(k, n) = 4\pi \beta \sum_{\alpha} e_{\alpha}^2 \frac{2\lambda_\alpha}{(2\pi \lambda_\alpha^2)^{3/2}} \int_0^1 ds e^{-\frac{1}{2}k^2 \lambda_\alpha^2 s(1-s)} e^{i2\pi ns}.
\]
(95)

Notice that the zero frequency term \(\kappa^2(k, n = 0) = \kappa^2(k)\) is identical to \(56\).

6 Dielectric screening in the atomic limit

The screened cluster expansion allows one to study the response function of the e-p plasma in the atomic limit, without encountering any divergence, thanks to the screening effects embodied in \(\phi\). We show here, by a term by term analysis of the diagrammatic series, that the response function tends in the coupled limit \(\beta \to \infty, k \to 0 (\mu \in \delta)\) defined in (51) to the value \(-4\pi \rho^{id}_a \alpha_a\), as expected for a gas of hydrogen atoms at low density. This result, announced in \cite{17}, constitutes a first principles derivation of a dielectric constant in the quantum e-p plasma.

In the atomic limit, the fugacities \(z_\alpha = \exp[\beta \mu_\alpha]\) (and hence the densities \(\rho^{id}_a\)) vanish exponentially fast as \(\beta \to \infty\). The different lengths in the system are therefore ordered according to
\[
\lambda_\alpha \ll \beta e^2 \ll (\rho^{id}_a)^{-1/3} \ll \kappa^{-1}
\]
(96)

where the first inequality follows from \(\lambda_\alpha \propto \sqrt{\beta}\). In the present limit, the screening length \(\kappa^{-1}\) diverges and the effective potential \(\phi\) tends to the bare Coulomb potential \(V\). The difference \(\phi_{ch} \equiv \phi - V\) between \(\phi\) and \(V\) is therefore expected to be small. It is indeed proven in \cite{10} that at sufficiently small fugacities
\[
|\phi_{ch}(r, \chi_a, \chi_b)| \leq K q_a q_b e^2 \kappa,
\]
(97)

where \(K\) is a constant independent of the loop variables. This allows us to replace in all graphs the renormalized loop activities \(z_\phi(L)\) \cite{81} by the bare activities \(z(L)\), since
\[
e^{I_R(L)} = 1 + \mathcal{O}(\beta e^2 \kappa).
\]
(98)
6.1 The mean field ionic contribution

We start by calculating the simplest contributions to $\bar{\chi}(k)$, namely that of free protons and electrons (graphs (a) and (b) of Fig. 1). The statistical weight of the root cluster $C_{ab} = C(1,0)$ or $C(0,1)$ involves a single protonic or electronic loop $L = (R, \alpha, q=1, \xi)$ with activity $z_\phi(L) \to z(L) = 2z_\alpha/(2\pi \lambda_0^2)^{3/2}$. According to (74) and (92), the contribution to $\bar{\chi}(k)$ of these graphs is

$$-\frac{4\pi \beta}{k^2} \sum_{\alpha=e,p} e^2 \frac{2z_\alpha}{(2\pi \lambda_0^2)^{3/2}} \int D(\xi) \int_0^1 ds e^{i\mathbf{k} \cdot \mathbf{r}_0 \xi(s)} = -\frac{\kappa^2(k)}{k^2}. \tag{99}$$

Eq. (99) is identical to the first term of the “naïve” virial expansion. The mean field (or Debye-Hückel) result (6) is obtained by adding to (99) the contributions of the four graphs

$$\begin{align*}
\bullet & \quad \bullet + \quad \bullet \quad \bullet \\
\bullet & \quad \bullet + \bullet \quad \bullet
\end{align*} \tag{100}$$

At leading order, (100) becomes

$$-\frac{4\pi \beta}{k^2} \sum_{\alpha=e,p} e_{\alpha,a} e_{\alpha,b} \int D(\xi_a) D(\xi_b) \int_0^1 d\tau e^{ik \cdot \mathbf{r}_{\alpha} \xi(\tau)} z(L_a) z(L_b) (-\beta \phi(k, \chi_a, \chi_b)). \tag{101}$$

Using (54), (55) and

$$\int_0^1 d\tau \int_0^1 ds e^{is \pi n} \int D(\xi) z(L) e^{ik \cdot \mathbf{r}_{\alpha} \xi(\tau)} = \delta_{n,0} \int_0^1 d\tau \int D(\xi) z(L) e^{ik \cdot \mathbf{r}_{\alpha} \xi(\tau)}, \tag{102}$$

which follows from the periodicity of $\xi(s)$ and of $\exp[i2\pi n\tau]$, the contribution (101) is easily evaluated, and gives, when added to (99),

$$\bar{\chi}_{\text{MF}}(k) = -\frac{\kappa^2(k)}{k^2} + \frac{\kappa^4(k)}{k^2(k^2 + \kappa^2(k))} = -\frac{\kappa^2(k)}{k^2 + \kappa^2(k)}. \tag{103}$$

This result agrees with the Debye-Hückel formula (6) since $\kappa^2(k) \to \kappa^2$ in the limit (61). Notice that (103) saturates the perfect screening relation (21). The sum of all other contributions to $\bar{\chi}(k)$ must therefore vanish at $k = 0$.

6.2 The atomic contribution

The dielectric screening effect (11) is expected to be contained in the graph consisting in a single root cluster $C(1,1)$ (graph (c) of Fig. 1), since the latter graph describes an interacting electron-proton pair (H atom). We calculate here the contribution of this graph, with a precise mathematical control on its asymptotic value in the atomic limit. The cluster $C(1,1)$ is made of one protonic loop $L_p = (r_p, p, 1, \xi_p)$ and one electronic loop $L_e = (r_e, e, 1, \xi_e)$. Its contribution reads

$$-4\pi \beta \int dr_p \int dr_e \int D(\xi_p) \int D(\xi_e) \sum_{i=e,p} e_i e_j \int_0^1 ds e^{ik \cdot \mathbf{r}_i \xi_i(s)} e^{-ik \cdot \mathbf{r}_j} \delta(r_j) \times z_\phi(L_e) z_\phi(L_p) B_{\xi_2}^\dagger(L_e, L_p). \tag{104}$$
Using the translation invariance $B_{\phi,2}^T(L_e, L_p) = B_{\phi,2}^T(r_e - r_p, \chi_e, \chi_p)$ and introducing the change of variables $r_p \rightarrow -r$, we can rewrite (105) as

$$\frac{-4\pi\beta e^2}{k^2} \int dr \int D(\xi_e) \int D(\xi_p) \int_0^1 ds \frac{2z_e}{(2\pi \lambda_e^2)^{3/2}} \frac{2z_p}{(2\pi \lambda_p^2)^{3/2}} e^{iR(L_e)} e^{iR(L_p)} \left( e^{ik_\lambda \xi_e(s)} + e^{ik_\lambda \xi_p(s)} - e^{-ik_\lambda r} e^{ik_\lambda \xi_e(s)} - e^{ik_\lambda r} e^{ik_\lambda \xi_p(s)} \right) B_{\phi,2}^T(r, \chi_e, \chi_p).$$

In the atomic limit, the factors $\exp[-\beta I_R(L)]$ go to 1, and the effective potential $\phi$, which enters the Mayer coefficient $B_{\phi,2}^T$, tends to the bare Coulomb potential $V(r, \chi_e, \chi_p)$. Recall that the truncation in $B_{\phi,2}^T$ is such that $B_{\phi,2}^T$ remains integrable when $\phi$ is replaced by $V$. The integral in (105) is hence finite for any $k$, but since it is divided by $k^2$ and $k \rightarrow 0$ in the dielectric limit defined in (51), it is important to note that the integral behaves at small $k$ as $k^2$ times

$$\int dr \int D(\xi_e) \int D(\xi_p) (\hat{k} \cdot e r) \cdot (\hat{k} \cdot e |r + \lambda_e \xi_e(s) - \lambda_p \xi_p(s)|) B_{\phi,2}^T(r, \chi_e, \chi_p).$$

Since the integrand in the above expression becomes non integrable at zero density (it decays as $1/r^2$ when $\phi$ is replaced by $V$), we further truncate $B_{\phi,2}^T$ by introducing the decomposition

$$B_{\phi,2}^T(L_a, L_b) = B_{\phi,2}^{TT}(L_a, L_b) + \frac{1}{4!} (-\beta \phi(L_a, L_b))^4 + \frac{1}{5!} (-\beta \phi(L_a, L_b))^5,$$

which defines $B_{\phi,2}^{TT}(L_a, L_b)$. Now $B_{\phi,2}^{TT}(L_a, L_b)$ decays as $|R_a - R_b|^{-6}$, so that second moments are finite. The terms $\phi^4$ and $\phi^5$ give a negligible contribution in the atomic limit, as compared to the free charges contribution (see section 6.3). After a little algebra, the difference between $B_{\phi,2}^{TT}$ and $B_{\phi,2}^{TT}$ is found to be

$$B_{\phi,2}^{TT}(L_a, L_b) = B_{\phi,2}^{TT}(L_a, L_b) + R_1 + R_2 + R_3,$$

where the remaining terms $R_i$ are

$$R_1(L_a, L_b) = (e^{-\beta \phi_{ch}(L_a, L_b)} - 1) B_{\phi,2}^{TT}(L_a, L_b).$$

$$R_2(L_a, L_b) = \sum_{n,m=0}^{5} \frac{1}{n! m!} \frac{1}{n+m} (-\beta \phi_{ch}(L_a, L_b))^n (-\beta V(L_a, L_b))^m$$

$$R_3(L_a, L_b) = \sum_{n=6}^{\infty} \frac{1}{n!} (-\beta \phi_{ch}(L_a, L_b))^n \sum_{m=0}^{5} (-\beta V(L_a, L_b))^m.$$

We define $\tilde{\chi}_{at}(k)$ as (105) with bare activities and with $B_{\phi,2}^T$ replaced by $B_{\phi,2}^{TT}$:

$$\tilde{\chi}_{at}(k) \equiv -\frac{4\pi\beta e^2}{k^2} \int dr \int D(\xi_e) \int D(\xi_p) \int_0^1 ds \frac{2z_e}{(2\pi \lambda_e^2)^{3/2}} \frac{2z_p}{(2\pi \lambda_p^2)^{3/2}} B_{\phi,2}^{TT}(r, \chi_e, \chi_p)$$

$$\times \left( e^{ik_\lambda \xi_e(s)} + e^{ik_\lambda \xi_p(s)} - e^{-ik_\lambda r} e^{ik_\lambda \xi_e(s)} - e^{ik_\lambda r} e^{ik_\lambda \xi_p(s)} \right).$$

To evaluate (105) in the atomic limit, we must establish the following two points:

(i) Replacing $\phi$ by $V$. We must show that (112) is indeed the leading behaviour of (105) in the atomic limit. This is done in appendix (section A.1), where we prove that the contribution of the remaining terms $R_i$ in (108) are $o(\rho_n^{\text{bd}})$, and hence negligible as $\beta \rightarrow \infty$. 
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\((ii)\) Excited and ionized states.\ We must show that the contributions to \(\tilde{\chi}(k)\) of excited and ionized states of the hydrogen atom, which are included in \((112)\), are also negligible in the atomic limit. This is done in section A.2 of the appendix.

Using point (i), we proceed to the evaluation of \(\tilde{\chi}_{at}(k)\) at leading order. We introduce the relative and center of mass coordinates, defined by

\[
\begin{aligned}
\lambda_a \xi_a(s) &= \lambda_a \xi_a(s) + \frac{m_p}{M} \lambda(s) \\
\lambda_p \xi_p(s) &= \lambda_a \xi_a(s) - \frac{m_p}{M} \lambda(s)
\end{aligned}
\] (113)

with

\[
\lambda = \hbar \sqrt{\frac{\beta}{m}}, \quad m = \frac{m_e m_p}{M}, \quad M = m_e + m_p
\] (114)

Notice that \(\lambda_a \lambda_p = \lambda_a \lambda\). It is easy to verify that the Gaussian measure \(D(\xi_a)D(\xi_p)\) and \(D(\xi_a)D(\xi)\) have the same covariance. In these new variables, the functional integrations over \(\xi_a\) and \(\xi\) factorise. The center of mass integration

\[
\frac{4}{(2\pi \lambda_a^3)^{3/2}} \int D(\xi_a)e^{i k \lambda_a \xi_a(s)} = f_s(k)
\] (115)

gives the factor \(f_s(k)\) already encountered in \((10)\). \(\tilde{\chi}_{at}(k)\) hence becomes

\[
\tilde{\chi}_{at}(k) = -\frac{4\pi \beta e^2}{k^2} - 4e^{2\beta} \int_0^1 ds f_s(k) \int dr \int D(\xi) B^{\tau T}_{V/2}(r, \lambda \xi) \left( e^{i k \frac{m_p}{M} \lambda(s)} + e^{-i k \frac{m_p}{M} \lambda(s)} - e^{-i k r} e^{-i k \frac{m}{M} r} - e^{i k r} e^{i k \frac{m}{M} r} \right)
\] (116)

where, according to \((107)\), we have

\[
B^{\tau T}_{V/2}(r, \lambda \xi) = \exp \left[ \beta e^2 \int_0^1 ds V(r + \lambda \xi(s)) \right] - \frac{5}{n!} \left( \beta e^2 \int_0^1 ds V(r + \lambda \xi(s)) \right)^n > 0
\] (117)

In order to determine to low temperature limit of \((116)\) in terms of atomic eigenvalues and eigenstates, we convert this expression back into operator’s language. Notice that the factor in brackets in \((116)\) can be rewritten as

\[
\left( e^{i k \frac{m_p}{M} [r + \lambda \xi(s)]} - e^{-i k \frac{m_p}{M} [r + \lambda \xi(s)]} \right) \left( e^{-i k \frac{m}{M} r} - e^{i k \frac{m}{M} r} \right).
\] (118)

Defining the operator \(A = e^{i k \frac{m_p}{M} q} - e^{-i k \frac{m_p}{M} q}\) as in \((37)\), we find from the Feynman-Kac formula \((13)\) that \((116)\) is equivalent to

\[
\tilde{\chi}_{at}(k) = -\frac{4\pi e^2}{k^2} - 4e^{2\beta} \int_0^1 d\tau f_\tau(\lambda \xi) \frac{1}{\beta} \text{Tr} \left(U(\beta - \tau) A U(\tau) A \right. \\
- e^{-\beta H_0} \mathcal{T} \left[ A^\dagger(\tau) A \sum_{n=0}^5 \frac{1}{n!} \left( \int_0^\beta ds V(s) \right)^n \right].
\] (119)

In \((119)\), the trace runs over the spectrum of the hydrogen Hamiltonian

\[
H = H_0 + V, \quad H_0 = \frac{p^2}{2m}, \quad V = -\frac{e^2}{|q|}, \quad \overline{V} = -V,
\] (120)

\(U(s) = \exp[-sH]\) is the evolution operator, and the freely time-evolved operators are defined by

\[
A(s) = e^{s H_0} A e^{-s H_0}, \quad V(s) = e^{s H_0} V e^{-s H_0}.
\] (121)
We consider all graphs in the screened cluster expansion different from the pure atomic contribution, with no divergences occurring in the present derivation of (125), in contradistinction to the elementary calculation of section 3. We indeed describe, at leading order in the atomic limit, the dielectric screening due to the atomic limit as compared to the present situation. The subtraction of the freely evolving quantities in (119) ensures the finiteness of the trace. The dominant low temperature terms will come from the ground state contribution of \( U(s) \) when evaluating the trace. Let \( P = |0\rangle \langle 0| \) be the projector on the ground state, decompose \( U(s) = U_P(s) + U_Q(s) \) accordingly, i.e. \( U_P(s) = \exp[-E_0 s P] \) and \( U_Q(s) = U(s)Q = QU(s) \). We split (119) into

\[
\bar{\chi}_{at}(k) = \bar{\chi}_{at}^{(0)}(k) + \bar{\chi}_{at}^{(1)}(k),
\]

where

\[
\bar{\chi}_{at}^{(0)}(k) = \frac{-4\pi \epsilon^2}{k^2} 4e^{2\beta} \mu \int_0^\beta d\tau f_{\tau/\beta}(k) \text{Tr}\left\{ U_P(\beta - \tau)A^\dagger U_P(\tau)A + U_Q(\beta - \tau)A^\dagger U_P(\tau)A + U_P(\beta - \tau)A^\dagger U_Q(\tau)A \right\} (123)
\]

is the part of \( \bar{\chi}_{at}(k) \) which has contributions from the ground state, and \( \bar{\chi}_{at}^{(1)}(k) \) involves only contributions from excited and ionized states of the hydrogen atom, as well as the truncations terms in (119). It is shown in appendix (section A.2) that the part \( \bar{\chi}_{at}^{(1)}(k) \) is negligible in the atomic limit as compared to \( \bar{\chi}_{at}^{(0)}(k) \). In terms of atomic eigenvalues and eigenstates, (123) becomes

\[
\bar{\chi}_{at}^{(0)}(k) = \frac{-4\pi \epsilon^2}{k^2} 4e^{2\beta} \mu \int_0^\beta d\tau f_{\tau/\beta}(k) \sum_{n,n' \geq 0, n-n'=0} e^{-(\beta-\tau)E_n} e^{-\tau E_{n'}} |A_{nn'}(k)|^2
\]

where \( A_{nn'}(k) \) is defined in (37). Factoring out the atomic density (13), we find \( (E_0 = E_a) \)

\[
\bar{\chi}_{at}^{(0)}(k) = -4\pi \rho^\text{id}_a \alpha_{at}(k, \beta),
\]

where \( \alpha_{at}(k, \beta) \simeq \alpha_{at} \) if \( k \ll \lambda_a^{-1} \) (see (51)). The graph \( C_{ab} = C(1,1) \) does therefore indeed describe, at leading order in the atomic limit, the dielectric screening due to the polarisation of the hydrogen atoms, in agreement with the anticipated result (11). We stress that no divergences occur in the present derivation of (125), in contradistinction to the elementary calculation of section 3.

### 6.3 Higher order contributions

We consider all graphs in the screened cluster expansion different from the pure atomic graph \( C_{ab} = C(1,1) \), and argue that they give higher order contributions to \( \bar{\chi}(k) \) in the atomic limit \( \beta \to \infty \), \( \mu \in I_\delta \), if \( k \gg \lambda_1^{-1} \) (see (51)). In fact, the estimations of these graphs differ from the estimations presented in [8] for the particles densities \( \rho_\alpha = \sum_q \int D(X) \rho(\mathcal{L}) \) only by the different weight attached to the root points. The definitions of weights for black clusters and bonds are indeed the same, so that the factors arising from integrations over these clusters can be evaluated in the same way. In [8], an analysis of the behaviour of Coulomb multiparticle Green functions shows that these factors vanish exponentially fast as \( \beta \to \infty \). We do not reproduce this mathematical analysis here, but merely adapt the arguments to the present situation.

We assume without loss of generality that the set of fugacities \( \{z_e, z_p\} \) satisfy the pseudo-neutrality condition

\[
\sum_{\alpha = e,p} e_\alpha \frac{2z_\alpha}{(2\pi \lambda_\alpha^2)^{3/2}} = 0,
\]

(126)
so that electrical neutrality \( \rho_c^\text{id} = \rho_p^\text{id} \) of the ideal system (no Coulomb interactions) holds. With this choice, the difference between the chemical potentials \( \mu_e \) and \( \mu_p \) are given by (11), and \( \bar{\chi}(k) \) depends on the fugacity

\[
z = e^\beta \mu, \quad \mu = \frac{\mu_e + \mu_p}{2},
\]

(127)

The choice of fugacities satisfying the pseudo-neutrality condition will allow to greatly reduce the number of graphs contributing at a given order. Moreover, we choose \( \mu > E_a \) in the interval \( I_\delta \) so that, according to (21), collective screening effects are due to ionized electrons and protons with densities \( \rho_c^\text{id} = \rho_p^\text{id} \) (see end of section 2). The estimations will be performed in terms of the exponentially small factor \( \rho_c^\text{id} \propto z = \exp[\beta \mu] \), \( \mu \in I_\delta \), disregarding any power law dependence in \( \beta \). The condition (21) together with \( k \gg \lambda_1^{-1} \), or equivalently

\[
\frac{\beta e^2 \rho_{N_p,N_e}^\text{id}}{k^2} \ll \frac{\beta e^2 \rho_e^\text{id}}{k^2} \ll a_{id}^3 \rho_{a, id}^\text{id},
\]

(128)

will allow simple estimations of the graphs that avoid considering their small \( k \) behaviour.

(a) The graph consists in the single root cluster \( C(N_p, N_e) \)

We assume \((N_p, N_e) \neq (1,0), (0,1), (1,1)\), since these cases have already been considered previously. The contribution of the root cluster is

\[
\langle N_p, N_e \rangle = -\frac{4 \pi \beta}{k^2} \int D(C) \sum_{\ell_1, \ell_2, j} e_{\alpha_i} q_i e_{\alpha_j} \int_0^{q_j} d\tau e^{-i k \cdot R_j} e^{i k \cdot X_j(\tau)} \delta(R_j) Z_\phi(C)
\]

\[
= \frac{\beta e^2}{k^2} g_{N_p,N_e}(k),
\]

(129)

At leading order, the effective potential \( \phi \) in the renormalized activities \( z_\phi \) and in the Mayer coefficients \( B_{\phi, N}^e \) can be replaced by the bare potential \( V \). The loop integrals in \( g_{N_p,N_e}(k) \) do indeed converge at zero density (for any \( k > 0 \), despite the long range of the Coulomb interaction, because of the truncation built in \( B_{\phi}^e \)). With these replacements, all density dependences in \( g_{N_p,N_e}(k) \) are contained in the prefactors of the integrals, which are obviously of order \( z^{N_p+N_e} \). To evaluate the low temperature behaviour of the integrals, we convert them back in operator’s language using the Feynman-Kac formula. Similarly to (119), \( g_{N_p,N_e}(k) \) is given by a trace evaluated over suitably antisymmetrized states of the \( N_p \) protons and \( N_e \) electrons (because of the sum over the partitions), of a time ordered product of the Gibbs operator \( \exp[-\beta H_{N_p,N_e}] \) and operators \( \exp[i k \cdot q_i(s)] \), where \( q_i(s) \) is the time evolved position operator for the \( i \)th particle. Notice that the truncation terms ensure the finiteness of this trace despite the long range of the Coulomb interaction. A typical term in the truncation involves Gibbs operators for sub-clusters of \((M_p, M_e) \neq (N_p, N_e)\) particles, \( M_p \leq N_p, M_e \leq N_e \). As \( \beta \to \infty \), the leading behaviour of the truncated trace is controlled by the ground state contribution of \( \exp[-\beta H_{N_p,N_e}] \), which is proportional to \( \exp[-\beta E_{N_p,N_e}] \) (discarding powers of \( \beta \)). As we have shown in details in the case of the atomic contribution (see appendix A), the excited states and the truncation terms are expected to give exponentially smaller contributions at low temperatures. The function \( g_{N_p,N_e}(k) \) is hence expected to behave as

\[
g_{N_p,N_e}(k) \propto e^{-\beta E_{N_p,N_e}-\mu(N_p+N_e)}, \quad \beta \to \infty,
\]

(130)

where \( E_{N_p,N_e} \) is the infimum of the spectrum of \( H_{N_p,N_e} \). Using (21), \( g_{N_p,N_e}(k) \) is therefore bounded for \( \beta \) large by an expression exponentially smaller than the density of ionized charges:

\[
g_{N_p,N_e}(k) \leq \rho_e^\text{id} e^{-\beta \mu}, \quad (N_p, N_e) \neq (1,0), (0,1), (1,1),
\]

(131)
In (134), the two subtractions \( -\beta \Phi \) to a root cluster \( C(N_p, N_e) \)

\[
\begin{array}{c}
N_p, N_e \quad \bullet p \\
\end{array}
+ \begin{array}{c}
N_p, N_e \quad \bullet e
\end{array}
\]

The integration over the black cluster involves the expression

\[
\sum_{\alpha = e, p} \int dR \int D(X) z(L)e^{I_R(L)}(-\beta \phi(L, L_i))
\]

where \( L = (\alpha, q = 1, R, X) \) is the loop in the black cluster and \( L_i \) is one of the loops in the cluster \( C_{N_p, N_e} \). Eq. (133) can be evaluated by using the Fourier transform \( \tilde{\phi}(p, \chi, \chi_i) \) (123) with wave-numbers \( |p| \to 0 \). Using the low \( p \) behaviour \( \kappa^2(p, n) = \kappa^2 \delta_{n,0} + \gamma_n p^2 + \mathcal{O}(p^4) \) and the rotational invariance of \( z \exp[I_R(L)] \), we find that the contributions of the terms \( n \neq 0 \) vanish by parity in the limit \( p \to 0 \):

\[
\lim_{p \to 0} \int D(X)z e^{I_R(L)} \sum_{n \neq 0} \int_0^q ds \int_0^{q_1} ds' (e^{ip_\alpha X(s)} - 1)(e^{ip_\alpha X(s') - 1}) \times \frac{4\pi}{p^2(1 + \gamma_n)} e^{-2\pi n(s - s')} = 0.
\]

In (134), the two subtractions \(-1\) could be freely introduced because \( n \neq 0 \). Only the term \( n = 0 \) does therefore contribute to (133), and we find

\[
\sum_{\alpha = e, p} e^{\alpha z_{\alpha}} \frac{2}{(2\pi \alpha)^{3/2}} \int D(X)e^{I_R(L)} = \mathcal{O}(\beta e^2 \kappa)
\]

The estimate \( \mathcal{O}(\beta e^2 \kappa) \) is obtained by using (128) and (28), and noting that the term of order 1 vanishes because of the pseudo-neutrality condition (126). The two graphs (132) give hence, according to (135), a contribution exponentially smaller than the one associated to the graph (129). Notice that without the choice of pseudo-neutrality, (135) would be of order one, and “dressing” points in a graph with a black cluster \( C_{10} \) or \( C_{01} \) connected by a bond \(-\beta \Phi \) would not raise the order in density.

The leading behaviour (135) can be obtained more directly by replacing in (133) the effective loop potential \( \phi(L_1, L_2) \) by the Debye potential

\[
q_1 q_2 \frac{\exp[-\kappa |r|]}{|r|}, \quad r = R_1 - R_2.
\]

The result (135) follows then from the integral \( \int dr \exp[-\kappa r]/r = 4\pi/\kappa^2 \). The replacement of \( \phi \) by (136) is a priori valid only for distances \( r \sim \kappa^{-1} \) (see section 1), but it can be used at all distances to evaluate the leading behaviour of (133) (see 111). Indeed, at short distances \( r < \lambda \), \( \phi(L_1, L_2) \) is given at lowest order by the bare Coulomb potential \( V(L_1, L_2) \) (see (97)). The contribution of the region \( r < \lambda \) to the integral (133) is of order \( \lambda^2 \), as can be seen after the change of variables \( r = \lambda x \). Since \( \lambda \ll \kappa^{-1} \), this
contribution is small as compared to the contribution of the region \( \lambda < r < \kappa^{-1} \), which is of order \( \kappa^{-2} \). At very large distances, \( r \gg \kappa^{-1} \), \( \phi \) decays as a dipolar potential. This term vanishes however by parity after integration over \( X \), and the following term in the multipolar expansion is proportional to \( \lambda^3/r^4 \). This term is integrable and the contributions to the integral \([133]\) of the large distances \( r \gg \kappa^{-1} \) are hence also negligible (they are of order \( \kappa \lambda^3 \)), as the short-range contributions. It is therefore legitimate to replace \( \phi \) by \([136]\) at all distances, since we correctly capture in this way the leading contributions to the integral, which come from the intermediate regions \( r \sim \kappa^{-1} \). We stress that the exponentially growing factor \( 1/\kappa^2 \) in the estimate \([135]\) has its origin in the fact that the bond \( \phi \) becomes non integrable as the density goes to zero in the atomic limit \( (\phi \rightarrow V) \). Because of this density dependence of the bonds in the graphs, the lowest order at which a graph contributes cannot be deduced immediately from the number of black clusters it contains.

(c) A black cluster \( C(1, 1) \) is connected by a bond \(-\beta \Phi\) to the root cluster \( C(N_p, N_e)\):

\[
\begin{array}{c}
\text{Np, Ne} \\
\text{p e}
\end{array} 
\begin{array}{c}
\text{P} \\
\text{e}
\end{array} 
\]

For an electron-proton pair forming a hydrogen atom \([136]\) should be replaced by

\[
-e^2 \left[ \frac{e^{-\kappa |r|}}{|r|} - \frac{e^{-\kappa |r+a|}}{|r+a|} \right]
\]  

(138)

where \( a \) is of the order of the Bohr radius. The bond \([138]\) remains integrable as \( \kappa \rightarrow 0 \) due to neutrality and rotational invariance (the average dipole moment \( ea \) of the atom is zero). The graph gives hence a contribution to \( \tilde{\chi}(k) \) that is exponentially smaller than \([129]\) because of the additional factor \( \rho_{id}^{a} \) arising from the weight of the black cluster.

(d) A black cluster \( C(M_p, M_e) \) is connected by a bond \(-\beta \Phi\) to a root cluster \( C(N_p, N_e)\):

\[
\begin{array}{c}
\text{Np, Ne} \\
\text{p e}
\end{array} 
\begin{array}{c}
\text{P} \\
\text{e}
\end{array} 
\]

\[
\begin{array}{c}
\text{M} \\
\text{p e}
\end{array} 
\begin{array}{c}
\text{M} \\
\text{p e}
\end{array} 
\]

(139)

The leading contributions associated to the integral over the center of mass of the black cluster arise as before from inter-cluster distances of the order of \( \kappa^{-1} \), where the loop potential can be replaced by \([136]\). At these distances, the bond \(-\beta \Phi\) is insensitive to the precise form of the loops within the clusters, since \( \lambda_\alpha \ll \kappa^{-1} \). The integration over the center of mass provides as before a factor \( \beta e^2/\kappa^2 \), while the integrations over the relative distances in the cluster yield at low temperatures a factor \( \rho_{id}^{M_p M_e} \), which arise from the ground state contribution in the associated truncated trace. This provides the estimate

\[
\beta e^2 \rho_{id}^{M_p M_e} / \kappa^2
\]

for the integration over the black cluster in \([139]\). Using \([21]\), we conclude that the integration over the black cluster \( \mathcal{C}_{N_p, N_e} \) gives, if \( (M_p, M_e) \neq (0, 1), (1, 0), (1, 1) \), a factor vanishing exponentially fast as \( \beta \rightarrow \infty \). Notice that this estimate is also valid, but not optimal, in the case of a neutral cluster (see point (c) above).

(e) The cases (b), (c) and (d) when the bond is \( \frac{1}{2}(\beta \Phi)^2 \) or \( \frac{1}{6}(-\beta \Phi)^3 \), for instance:

\[
\begin{array}{c}
\text{Np, Ne} \\
\text{M} \\
\text{M p e}
\end{array} 
\begin{array}{c}
\text{Np, Ne} \\
\text{M} \\
\text{M p e}
\end{array} 
\]

(140)
We can argue that these graphs give smaller contributions than those discussed in (b), (c) and (d). This is due to the fact that these bonds give less divergent integrals as $\kappa \to 0$ than the bond $-\beta \Phi$. The integration of a bond $\frac{1}{r}(-\beta \Phi)^2$ provides for example a factor proportional to $\kappa^{-1} \propto z^{-1/2}$. This can be seen by replacing as before the effective potential by the Debye potential [133], and evaluating

$$\int dr \frac{e^{-2\kappa r}}{r^2} = \frac{2\pi}{\kappa}. \quad (141)$$

In the case of the bond $\frac{1}{r}(-\beta \Phi)^3$, we have to use the correct behaviour of $\phi$ at short distances ($r < \lambda$) to estimate the integral of the bond, because the Debye form [133] would lead to logarithmic divergences. As shown in [11], the result is that the integral grows like $\ln(\kappa \lambda)$ as $\beta \to \infty$. The factor arising from the integration over a cluster connected by a bond $\frac{1}{r}(-\beta \Phi)^2$ or $\frac{1}{r}(-\beta \Phi)^3$ are therefore smaller than the corresponding factor for a bond $-\beta \Phi$, and the graphs considered in (b), (c) and (d) are negligible in the atomic limit. With the decomposition [107] of $B^T_{\phi,2}$, we introduced two graphs with bonds $\frac{1}{r}(-\beta \phi)^4$ or $\frac{1}{r}(-\beta \phi)^5$ between an electron and a proton. Since these bonds are integrable at zero density\(^1\), such graphs are of order $z^2/k^2$ (discarding powers of $\beta$), and are hence negligible in the dielectric limit [51], in view of [128].

The above analysis can be generalized to estimate the order of magnitude of an arbitrary graph with one root cluster and black clusters connected by bonds $-\beta \Phi$, $\frac{1}{r}(-\beta \Phi)^2$ or $\frac{1}{r}(-\beta \Phi)^3$ (see [11]). We stress that the neutrality of the hydrogen atom plays an important role in the estimations (see cases (a) and (c)). In particular, when the root cluster $C(N_p, N_e)$ is the electron-proton cluster $C(1,1)$, a rough estimation of its contribution based on [131] would give $\beta e^2 \rho_a^\text{id}/k^2$, which is not small compared to $\rho_a^\text{id}$ when $k$ is in the dielectric range (namely [128] no longer applies). But in fact, as shown in details in section [52], the root cluster $C(1,1)$ is really of the order $\rho_a^\text{id} \alpha_{N_p N_e}$ in the dielectric regime: the dangerous factor $1/k^2$ is cancelled by neutrality. More generally, the estimate [131] is not optimal when $C(N_p, N_e)$ is a neutral root cluster ($N_p = N_e$) corresponding to a molecular state of $N_p$ protons and $N_e$ electrons. Its contribution does not behave as $\beta e^2 \rho_a^\text{id}/k^2$, as estimated in (a), but rather as $\rho_a^\text{id} \alpha_{N_p N_e} / k^2$ when $N_p = N_e$. When the polarisability of the molecule. If $C(N_p, N_e)$ is not neutral, we cannot improve on the estimate $\beta e^2 \rho_a^\text{id} / k^2$ and hence the use of [21] cannot be avoided when $\rho_a^\text{id}$ is the density of a charged ion.

**Graphs with two root clusters**

We consider eventually the case of graphs containing two root clusters $C_a$ and $C_b$. Since we perform in [72] an integration over $C_a$, the latter cluster can be treated as a black cluster with a special weight $Z_a^\text{id}(C_a)$. Writing $e_{\alpha a} e_{\alpha b} = e^2 \text{sgn}(e_{\alpha a}) \text{sgn}(e_{\alpha b})$ in [72], all graphs obviously have a prefactor $\beta e^2/k^2$, as before. The special weight $Z_a^\text{id}(C_a)$ differs from $Z_a^\text{id}(C_a)$ by an additional factor $\exp[-i \mathbf{k} \cdot \mathbf{R}_a] \text{sgn}(e_{\alpha a})$ for the loop $L_a$ identified to $C_a$. These factors do not depend on $\beta$, and change the estimations only in one case: the pseudo-neutrality condition cannot be used anymore, because of the factor $\text{sgn}(e_{\alpha a})$, to cancel the contributions of order $z^0$ associated to clusters $C_a(1,0)$ or $C_a(0,1)$ connected by a single bond $-\beta \Phi$ by adding these two contributions. However, because of the factor $\exp[-i \mathbf{k} \cdot \mathbf{R}_a]$, the integral over the cluster $C_a$ involves the Fourier transform of the bond $-\beta \phi$, which is of order

$$\beta e^2 \rho_a^\text{id} / (k^2 + \kappa^2). \quad (142)$$

When $k$ is large enough for [128] to hold, the graphs with two root clusters are hence all negligible in the atomic limit.

\(^1\)They decrease as $r^{-4}$ and $r^{-5}$ at large distances and the Coulomb singularity at the origin is smoothed out by the functional integration — see [103].
In conclusion, we have shown that if $k = k_\beta$ remains in the range $\lambda^{-1} \ll k \ll \lambda^{-1}$, the only graph giving a non vanishing contribution to $\tilde{\chi}(k)/\rho_{a i}^\text{id}$ in the limit $\beta \to \infty$ is the pure atomic graph $C(1, 1)$ calculated in section 5.2.

7 On the cross-over regime

When $k$ is not large in front of $\lambda^{-1}$, ionic screening cannot be neglected, and $\tilde{\chi}(k)$ interpolates between the values $\tilde{\chi}(0) = -1$ and $-4\pi \rho_{a i}^\text{id} \alpha$. This cross-over regime between ionic and dielectric screening can be described approximately by adding further diagrams to the graphs calculated in the previous section. We noted earlier that the four graphs (100), which give the mean-field result (103), saturate the perfect screening relation (4). Taken individually, the other graphs in the screened cluster expansion do not give however contributions to $\tilde{\chi}(k)$ that vanish when $k \to 0$. Contributions compatible with perfect screening are obtained by “dressing” the root points with a cluster $C(1, 0)$ or $C(0, 1)$ connected by a bond $-\beta \Phi$, similarly to the “dressing” procedure used to prove the screening sum rules obeyed by the particle correlations using their Mayer-loop expansions [10].

We can obtain a model that describes the cross-over regime between ionic and dielectric screening, by adding to $\tilde{\chi}_{\text{MF}}(k)$ the contributions of the “dressed” hydrogen cluster $C(1, 1)$:

\[
\begin{align*}
\bullet & \quad + \quad \bullet \\
+ & \quad \bullet \\
+ & \quad \bullet \\
\end{align*}
\]

(143)

where the unspecified particle in the root cluster $C_a$ and $C_b$ can be either a proton or an electron. Let us evaluate at leading order the second graph in (143), for $k \ll \lambda^{-1}$. Its contribution can be represented by the eight diagrams

\[
\begin{align*}
\bullet & \quad + \quad \bullet \\
+ & \quad \bullet \\
+ & \quad \bullet \\
\end{align*}
\]

(144)

where the vertices represent loops $\mathcal{L} = (R, \alpha, q = 1, \xi)$ of weight $z(\mathcal{L}) = 2z_\alpha/(2\pi \lambda^2)3/2$. The species of each loop ($\alpha = e$ or p) is indicated on the graphs. The wiggly line represents the bond $-\beta \Phi$, and the root loop $L_a$ and the internal loop are connected by the bond $B_{\alpha, 2}$. In every graph of (144), the integration over $L_a$ (see (74)) involves the evaluation of the Fourier transform of the bond $-\beta \Phi$:

\[
\sum_{\alpha = e, p} \frac{2z_\alpha}{(2\pi \lambda^2)3/2} \int \mathcal{D}(\xi_a) \int \mathcal{D}(R_a) e^{-ik \cdot R_a} (-\beta \Phi(L_a, L_i))
\]

(145)

2 The representation (144) is in fact nothing but the set of the loop-Mayer graphs in the expansion of $\rho_1(L_a, L_i)$ that have been collected together in [11] to form the considered screened cluster graph.
where $L_i$ is the white loop $\mathcal{L}_b$ or the black loop. At leading order, (145) can be calculated by retaining only the contribution of the term $n = 0$ in [10], with the result:

$$ -\frac{\kappa^2(k)}{k^2 + \kappa^2(k)} e_{\alpha} e^{-ik \cdot R_i} \int_0^1 dt e^{-ik \cdot \xi_{\alpha}(t)}. \quad (146) $$

The contribution of the eight graphs (144) to $\tilde{\chi}(k)$ is hence

$$ -\frac{4\pi \beta e^2}{k^2} \frac{2z_e}{(2\pi \lambda_e^2)^{3/2}} \frac{2z_p}{(2\pi \lambda_p^2)^{3/2}} \frac{\kappa^2(k)}{k^2 + \kappa^2(k)} \int dr \int D(\xi_e) D(\xi_p) \int_0^1 ds \int_0^1 dt D^T_{0,2}(r, \lambda_e, \lambda_p) \left( e^{ik \cdot \xi_e(s)} e^{-ik \cdot \xi_e(t)} + e^{ik \cdot \lambda_p \xi_p(s)} e^{-ik \cdot \lambda_p \xi_p(t)} - e^{-ik \cdot \xi_e(s)} e^{-ik \cdot \lambda_p \xi_p(t)} - e^{-ik \cdot \lambda_p \xi_p(s)} e^{-ik \cdot \lambda_p \xi_p(t)} \right). \quad (147) $$

This expression is similar to (105) and can be calculated at low temperature in the same way (see appendix B). According to (227), its leading term when $k \ll \lambda$ and $\beta \to \infty$ is also related to the polarisability $\alpha_H$ of the ground state of the hydrogen atom:

$$ -4\pi \rho^0_a \alpha_H \left( \frac{-\kappa^2}{k^2 + \kappa^2} \right), \quad (148) $$

where we used $\kappa^2(k) \approx \kappa^2$. Using (102), the third graph in (143) is easily seen to give a contribution identical to that of the cluster $C(1, 1)$, with an additional factor $-\kappa^2(k)/(k^2 + \kappa^2(k))$ due to the “dressing” by the root cluster $C_b = C(1, 0)$ or $C(0, 1)$. The last graph in (143) involves similarly two such dressing factors. We find therefore, at leading order and for $k \lambda \ll 1$,

$$ \tilde{\chi}_{11}(k) \approx -4\pi \rho^0_a \alpha_H \left[ 1 - \frac{2\kappa^2}{k^2 + \kappa^2} + \left( \frac{-\kappa^2}{k^2 + \kappa^2} \right)^2 \right] \approx -4\pi \rho^0_a \alpha_H \left( \frac{k^2}{k^2 + \kappa^2} \right)^2. \quad (149) $$

This expression vanishes at $k = 0$ thanks to the screening factors $k^2/(k^2 + \kappa^2)$. Adding (149) to (103), we obtain the following approximation to $\tilde{\chi}(k)$ in the atomic limit

$$ \tilde{\chi}(k) \approx -\frac{\kappa^2}{k^2 + \kappa^2} - 4\pi \rho^0_a \alpha_H \left( \frac{k^2}{k^2 + \kappa^2} \right)^2, \quad k \lambda \ll 1. \quad (150) $$

Eq. (150) describes simultaneously the screening due to free electrons and protons (first term), and the screening due to the polarisability of the hydrogen atoms. A plot of (150) is shown on Fig. 2.

The approximation (150) can be compared with the extended RPA-dielectric function introduced by Röpke and Der [18]. We first note that, in the Maxwell-Boltzmann approximation, the RPA-dielectric function

$$ \epsilon_{\text{RPA}}(k) \approx -\frac{4\pi}{k^2} \sum_{\alpha = e, p} \frac{2e_\alpha^2}{(2\pi)^3} \int dp \frac{e^{-\beta(E_p^{[\alpha]} - \mu_\alpha)}}{E_p^{[\alpha]} - E_{p-k}^{[\alpha]}}, \quad (151) $$

$E_p^{[\alpha]} = \hbar^2 p^2/(2m_\alpha)$, is simply related to the function $\kappa^2(k)$. If we replace the factor (10) in (150) by (39) and perform the “time” integral, we find indeed $\epsilon_{\text{RPA}}(k) = \kappa^2(k)/k^2$.

Using (3), $\epsilon_{\text{RPA}}(k)$ is therefore equivalent to the mean-field response function (103):

$$ \frac{1}{\epsilon_{\text{RPA}}(k)} - 1 = \tilde{\chi}_{\text{MF}}(k). \quad (152) $$

The part $\phi^{[n \neq 0]}(L_a, L_b)$ associated to the non zero frequency terms in (103) is integrable at zero density (see (10)), so that its contribution to (145) is $\mathcal{O}(\varepsilon)$ for all values of $k$ (discarding powers of $\beta$).
The electron-proton plasma is in a dilute atomic phase of density \( \rho_{a}^{id} = 10^{15} \) atoms/cm\(^3\). The temperature is \( T = 1350 \) K, and the Saha degree of ionization \( \gamma \equiv \rho_e^{id}/(\rho_e^{id} + \rho_a^{id}) = 10^{-24} \). In this situation, the cross-over distance \( \lambda_I \) between ionic and dielectric screening takes the value \( \lambda_I \simeq 700 \) cm. On the plot, the inverse Debye screening length \( \kappa \) \( \simeq 10^{-7} \) cm\(^{-1}\) is almost at the origin, and the inverse lengths \( 1/(\beta e^2) \ll \lambda_a^{-1} \simeq 10^9 \) cm\(^{-1}\) are far to the right. This plot of \( \widetilde{\chi}(k) \) shows the plateau of this function for \( k \) in the range \( \lambda_I^{-1} \ll k \ll \lambda_a^{-1} \), which corresponds to the dielectric response of a gas of atomic hydrogen.

The extended RPA-dielectric function includes a contribution \( \epsilon_{at}(k) \) associated to the polarisability of the hydrogen atom:

\[
\epsilon(k) = 1 + \epsilon_{RPA}(k) + \epsilon_{at}(k)
\]

with

\[
\epsilon_{at}(k) \simeq -\frac{4\pi e^2}{\kappa^2} \frac{4e\beta\mu}{(2\pi)^3} \int dp \sum_{n,n'=0}^{\infty} |A_{nn'}(k)|^2 \frac{e^{-\beta(E_n+E_p)} - e^{-\beta(E_{n'}+E_p-k)}}{E_n + E_p - E_{n'} - E_{p-k}}
\]

\((E_n, E_p \text{ and } |A_{nn'}(k)|^2 \text{ are defined in section 3})\). The above expression of \( \epsilon_{at}(k) \) follows from eq. (2.4) of [18] (see also eq. (4.265) in [19]) by setting \( \omega = 0 \), neglecting degeneracy effects, and retaining only the terms involving at least one ground state (because \( e^{-\beta E_0} \gg e^{-\beta E_n}, n \neq 0 \)). Comparing \( \epsilon_{at}(k) \) with \( \epsilon_{RPA}(k) \) and \( \epsilon_{RPA}(k) \), we see that \( \epsilon_{at}(k) \) is the same as our expression \( \chi_{at}^{(0)}(k) \) \( [125] \). The approximations \( \epsilon_{at}(k) \) \( [150] \) and \( \epsilon_{at}(k) \) \( [153] \) for the response function are therefore equivalent at leading order: they differ only by a term \( \propto (\rho_a^{id} \alpha_H)^2 \). Röpke and Der derived \( \epsilon_{at}(k) \) in the framework of the Feynman perturbation theory of the many-body problem. They must hence sum an infinite number of graphs to obtain the atomic contribution, since chemical binding is a non-linear effect in the interaction. This is in
marked contrast with our non-perturbative approach, where the atomic contribution (and the contributions of other bound states) are described by simple graphs.

We stress that the approximation \( \chi_{MF}(k) \) does not include in a systematic way the leading corrections to \( \tilde{\chi}(k) \) for all values of \( k \ll \lambda^{-1} \), even in an atomic phase satisfying the inequalities \( \lambda \). Consider for example the contribution of the graph made of a root cluster \( C(1,2) \) describing a \(-H^-\) ion. According to \( (129) \) and \( (130) \), this graph will lead, when suitably dressed, to a term of order \( \left( \frac{k^2}{k^2 + \kappa^2} \right)^2 \frac{\beta e^2 \rho_{id}^2}{k^2} \).

When \( k \approx \kappa \), \( (155) \) is hence of the order of a polynomial in \( \beta \) times \( \rho_{id}^2/\rho_e^2 \) (since \( \kappa^2 \propto z \)). Although \( \rho_{id}^2/\rho_e^2 \ll 1 \) in an atomic phase satisfying \( (21) \), it is much larger than \( \rho_{id}^2/\rho_a = 1 \) when \( \beta \to \infty \), as can be seen by inserting the values of the binding energies \( E_a \approx -13.6 \) eV and \( E_{12} \approx -14.3 \) eV. The second term in the approximation \( (150) \) is therefore not the leading correction to \( \tilde{\chi}(k) - \chi_{MF}(k) \) when \( k \approx \kappa \). Obtaining a coherent approximation for \( \tilde{\chi}(k) \) at low densities for all values of \( k \) is thus a subtle problem, since all ions contribute to the constitution of the screening cloud when \( k \) is in the cross-over region.

In conclusion, the screened cluster expansion is a convenient technique to study at low densities the response function (and other static equilibrium quantities) of the quantum plasma when the charges recombine into bound entities. With this technique, we have been able to determine the wave length range where \( \tilde{\chi}(k) \) shows a plateau corresponding to dielectric behaviour. For \( k \) in this range, we have calculated the dielectric constant up to first order in the atomic density, taking into account in a controlled way all effects induced by the Coulomb potential (chemical binding, collective screening, polarization). The present method allows in principle quantitative calculations of other type of contributions, coming from higher order density terms, thermal excitations, more complex chemical species, etc. Finally, it can be extended to the study of more general partially ionized nucleo-electronic plasma.

### A Upper bounds on remainders

In this appendix, we prove that the various terms we have discarded in section 6 are indeed negligible in the atomic limit. The points (i) and (ii) are established in section A.1 and A.2 respectively. Section A.3 contains a few lemmas which are used in the proofs. The letter \( C \) denotes throughout this appendix a positive constant which can have different values at different places.

#### A.1 Neglecting screening effects in the atomic contribution

We seek for upper bounds on the contributions to \( \tilde{\chi}(k) \) of the terms \( R_i \) (see \( (109)-(111) \)), which arise when the screened potential is replaced by the bare Coulomb potential in \( (105) \). These contributions have the generic form

\[
- \frac{4\pi \beta e^2 k}{k^2} \int dr \int D(\xi_e) \int D(\xi_p) \int_0^1 ds \frac{2z_e}{(2\pi \lambda_e^2)^{3/2}} \frac{2z_p}{(2\pi \lambda_p^2)^{3/2}} e^{iR(\xi_e)} e^{iR(\xi_p)} e^{i(k \cdot \lambda_p \xi_p(s))} \left( e^{i(k \cdot \lambda_e \xi_e(s) - \lambda_p \xi_p(s))} - 1 \right) e^{-i(k \cdot r)} - 1) R(r, \chi_e, \chi_p),
\]  
(156)
where $R = R_1, R_2, R_3$. We introduce absolute values, use $|e^{ix} - 1| \leq C|x|$ and $\exp[-\beta I_R(L)] \leq C$ (this follows from [3] and [13]). Expression (156) can be majorized by

$$C \beta e^2 \frac{2z_e}{(2\pi \lambda_e^2)^{3/2}} \int \frac{dz_p}{(2\pi \lambda_p^2)^{3/2}} \int dr \int D(\xi_e) \int D(\xi_p) \int_0^1 ds |R(r, \chi_e, \chi_p)| \times |r + \lambda_e \xi_e(s) - \lambda_p \xi_p(s)||r|. \quad (157)$$

We study first the contributions of the terms $R_2$ and $R_3$, and then that of $R_1$.

**Contribution of $R_2$**

Inserting (110) in (157), we have to estimate a finite sum of terms of the form

$$P(\beta)z_e z_p \int dr \int D(\xi_e) \int D(\xi_p) \int_0^1 ds |\phi_{ch}(r, \chi_e, \chi_p)|^n |V(r, \chi_e, \chi_p)|^m \times |r + \lambda_e \xi_e(s) - \lambda_p \xi_p(s)||r| \quad (158)$$

where $P(\beta)$ is a polynomial in $\beta$ and $n + m \geq 6$. It is proven in [10] that, at low density, the potential $\phi_{ch}$ can be majorized by a constant times the electrostatic potential (66)

$$|\phi_{ch}(r, \chi_a, \chi_b)| \leq C|V_{elec}(r, \chi_a, \chi_b)|. \quad (159)$$

Using this majoration, and introducing the change of variables $r = \lambda x$, we obtain the following upper bound for (158):

$$P(\sqrt{\beta})z_e z_p \int dx |x| \int D(\xi_e) \int D(\xi_p) \left( \int_0^1 ds \left| x + \sqrt{\frac{m}{m_e}} \xi_e(s) - \sqrt{\frac{m}{m_p}} \xi_p(s) \right| \right)^n \times \left( \int \int \frac{1}{|x + \sqrt{\frac{m}{m_e}} \xi_e(\tau_a) - \sqrt{\frac{m}{m_p}} \xi_p(\tau_b)|} \right)^m \quad (160)$$

Let us show that the above integrals are finite, thereby proving that the contribution of $R_2$ is dominated by a polynomial in $\sqrt{\beta}$ times $z_e z_p$.

Using twice the Cauchy-Schwartz inequality on the measure $D(\xi_e) D(\xi_p)$, one can majorize the integrals in (160) by $\int dx J(x)$, where

$$J(x) \equiv |x| \left[ \int D(\xi_e) \left( \int_0^1 \frac{1}{|x + \xi(s)|} \right)^m \right] \left( \int D(\xi_e) \int D(\xi_p) \left( \int \frac{1}{|x + \sqrt{\frac{m}{m_e}} \xi_e(\tau_a) - \sqrt{\frac{m}{m_p}} \xi_p(\tau_b)|} \right)^m \right]^\dagger. \quad (161)$$

In (161), we have used (113) to write the functional integrals involving a single time in terms of the relative path $\xi(s) = \sqrt{m/m_e} \xi_e(s) - \sqrt{m/m_p} \xi_p(s)$. The following lemma can be used to prove the finiteness of the integral over $J(x)$.

**Lemma 1** (smoothing the Coulomb singularity)

$$a) \int D(\xi) \left( \int_0^1 \frac{1}{|x + \xi(s)|} \right)^m \leq \frac{C}{|x|^{m+1}} \quad (162)$$

$$b) \int D(\xi_a) \int D(\xi_b) \left( \int \frac{1}{|x + \sqrt{\frac{m}{m_e}} \xi_a(\tau_a) - \sqrt{\frac{m}{m_p}} \xi_b(\tau_b)|} \right)^n \leq \frac{C}{|x|^{n+1}} \quad (163)$$
The functional integrations over the Brownian paths smooth out the Coulomb singularity at the origin so that \(1162\) and \(1163\) remain finite when \(|x| \to 0\). Note furthermore that

\[
\int \mathcal{D}(\xi) \left( \int_0^1 ds \, |x + \xi(s)| \right)^2 \leq C|x|^2.
\]  

(164)

The function \(J(x)\) can therefore be majorized by \(J(x) \leq C|x|^2/(|x|^{4(n+m)} + 1)^{1/4}\), and \(\int dx J(x)\) is hence integrable since \(n + m \geq 6\). The contribution of \(R_2\) to \(\tilde{\chi}(k)\) is thus indeed dominated by a polynomial in \(\sqrt{\beta}\) times \(z_0 z_p\).

**Contribution of \(R_3\)**

We seek for an upper bound for

\[
P(\beta) z_0 z_p \int dr \int \mathcal{D}(\xi_e) \int \mathcal{D}(\xi_p) \int_0^1 ds \, |r + \lambda_e \xi_e(s) - \lambda_p \xi_p(s)||r|
\]

\[
\times \sum_{n=1}^\infty \frac{1}{n!} (\beta |\phi_{ch}(r, \chi_e, \chi_p)|)^n \sum_{m=0}^5 (\beta |V(r, \chi_e, \chi_p)|)^m.
\]  

(165)

We write \(|\phi_{ch}|^n = |\phi_{ch}|^{n-6}|\phi_{ch}|^6\) and, using \(107\), majorize the sum over \(n\) by

\[
\sum_{n=6}^\infty \frac{1}{n!} (\beta |\phi_{ch}(r, \chi_e, \chi_p)|)^{n-6} \leq e^{\beta|\phi_{ch}|} \leq C.
\]  

(166)

After this majoration, we are left with an integral already studied (see \(158\)), so that the contribution of \(R_3\), like that of \(R_2\), is dominated by a polynomial in \(\sqrt{\beta}\) times \(z_0 z_p\).

**Contribution of \(R_1\)**

Since \(|R_1(r, \chi_e, \chi_p)|\) can be majorized by \(C \beta e^2 \kappa B_{V/2}^{TT}(r, \chi_e, \chi_p)\), using \(109\), \(107\) and the positivity of \(B_{V/2}^{TT}(r, \chi_e, \chi_p)\) (see \(117\)), we expect its contribution to \(\tilde{\chi}(k)\) to be smaller by a factor \(\beta e^2 \kappa\) as compared to the leading contribution \(\tilde{\chi}_{at}(k)\) \(116\). Writing \(157\) in the center of mass and relative coordinates, we find that the contribution of \(R_1\) is dominated by \(C \beta e^2 \kappa (2\pi \lambda^3_a)^{-3/2} \exp[2\beta \mu]\) times

\[
\frac{\beta e^2}{(2\pi \lambda^3_a)^{3/2}} \int dr \int \mathcal{D}(\xi) \int_0^1 ds \, |r + \lambda \xi(s)||r| \times B_{V/2}^{TT}(r, \lambda \xi).
\]  

(167)

We show here that \(167\) behaves like a polynomial in \(\sqrt{\beta}\) times \(\exp[-\beta E_0]\), just as \(116\). The contribution of \(R_1\) is hence dominated by \(P(\sqrt{\beta}) (\beta e^2 \kappa) \rho_{at}^{id}\), which is exponentially smaller than \(\tilde{\chi}_{at}(k)\).

In order to prove that \(167\) behaves like \(\exp[-\beta E_0]\) at low temperatures, one must convert the functional integral into operator’s language to extract the ground state energy \(E_0\). The main difficulty in the proof is then to keep track of the convergence of the \(r\)-integral, which is obvious in the functional integral representation, but is non trivial in the operatorial expressions. In the language of operators, \(167\) is equivalent to

\[
e^2 \int_0^\beta d\tau \, \text{Tr} \left\{ U(\beta - \tau) |q| U(\tau) |q| - e^{-\beta H_0} T \left[ \left| q(\tau) \right| q \right] \times \sum_{n=0}^\infty \frac{1}{n!} \left( \int_0^\beta ds \nabla^2(s) \right)^n \right\},
\]  

(168)

where we use the same notation as in \(110\). From the Dyson series, we have

\[
U(t_2 - t_1) = e^{-(t_2 - t_1)(H + V)} = \exp[-t_2 H_0] T \exp \left[ -\int_{t_1}^{t_2} ds \, V(s) \right] \exp[t_1 H_0],
\]  

(169)
so that (168) can be rewritten as

\[ e^2 \int_0^\beta d\tau \text{Tr} \{ e^{-\beta H_0} T \left[ |q(\tau)|q \left( e^{-\int_0^\beta ds V(s)} - \sum_{n=0}^5 \frac{1}{n!} \left( \int_0^\beta ds V(s) \right)^n \right] \} \}. \quad (170) \]

The truncation terms in \( \mathcal{B}_{\sqrt{2}}^{U(1)} \) therefore subtract out of the trace the terms of order 0 to 5 in \( V \), ensuring thereby the finiteness of the trace (the same argument shows that the trace (119) converges). To exploit these cancellations, we introduce in (168) a limited Dyson expansion of \( U(s) \) to fifth order in \( V \):

\[ U(s) = \sum_{k=0}^5 U^{(k)}(s) + U^{(D)}(s), \quad (171) \]

where \( U^{(0)}(s) = U_0(s) = e^{-s H_0} \) is the free propagator,

\[ U^{(k)}(s) = U_0(s) \frac{1}{k!} T \left( \int_0^s ds' V(s') \right)^k, \quad k = 0, 1, \ldots, 5, \quad (172) \]

with \( V = -\kappa^2/|q| \), and the remainder is

\[ U^{(D)}(s) = \int_0^s ds_1 \int_0^{s_1} ds_2 \ldots \int_0^{s_{n-1}} ds_n U_0(s) \nabla(s_1) \ldots \nabla(s_n) U_0(s) \nabla U(s). \quad (173) \]

Notice that the \( U^{(k)}(s) \) involve only free propagators \( U_0(s) \) (and Coulomb operators \( V \)), while \( U^{(D)}(s) \) contains the full evolution operator \( U(s) \). Because of the truncation, the terms in (168) of order less than 6 in \( V \) cancel out, and we are left with terms of the form

\[ e^2 \int_0^\beta d\tau \text{Tr} \left\{ U^{(l)}(\beta - \tau) |q U^{(m)}(\tau)|q \right\}, \quad (174) \]

where \( l, m = D \) or 0, 1, 2, 3, 4, 5 with \( 6 \leq l + m \leq 10 \) if \( l, m \neq D \).

Consider first the case where \( l \) and \( m \) are different from \( D \). Since only free propagators \( U_0 \) are present, no bound state can occur in these terms. Let us show that (174) is then bounded by a polynomial in \( \sqrt{\beta} \), implying a bound \( P(\sqrt{\beta}) z_\infty z_p \) for the contribution of these terms to \( \tilde{\chi}(k) \). Inserting (172) into (174), we find

\[ \frac{e^2}{l! m!} \int_0^\beta d\tau \int_\tau^\beta ds_1 \ldots ds_l \int_0^\tau ds'_1 \ldots ds'_m \text{Tr} \left\{ U_0(\beta)|\nabla(s_1) \ldots \nabla(s_l)|q(\tau)|\nabla(s'_1) \ldots \nabla(s'_m)|q| \right\}, \quad (175) \]

which can be majorized by

\[ \frac{e^2}{l! m!} \int_0^\beta d\tau \int_0^\beta ds_1 \ldots ds_{l+m} \text{Tr} \left\{ U_0(\beta)|q(q)|\nabla(s_1) \ldots \nabla(s_{l+m}) \right\}, \quad (176) \]

by extending all the integrals to the domain \([0, \beta]\) (the integrand is positive, as can be seen from the functional integral representation of the trace). Expression (176) is equivalent to

\[ \frac{(\beta e^2)^{l+m+1}}{l! m!} \frac{1}{(2\pi \lambda^2)^{3/2}} \int d\xi \int D(\xi) \int_0^1 d\eta |\eta + \lambda \xi(\tau)| |\eta| \left( \int_0^1 ds \frac{1}{|\eta + \lambda \xi(s)|} \right)^{l+m}. \quad (177) \]

By the same argument (based on lemma 1) already used in estimating the contribution of \( R_2 \), we conclude that (177) is bounded by a polynomial in \( \sqrt{\beta} \).
Consider now the terms with at least one index equal to D. We use the invariance of the trace under cyclic permutations and the fact that \(|\text{Tr} A| \leq \|A\|_1\) (where \(\| \cdot \|_1\) is the trace norm), to majorize \((174)\) by

\[
e^2 \int_0^\beta d\tau \| q | U^{(l)}(\beta - \tau) | q | U^{(m)}(\tau) \|_1.
\]

(178)

One can obtain the following results on the norms of the operators

**Lemma 2** (*Convergence of the traces*)

\(a\) \(\| q | U^{(l)}(s) \| \leq P(\sqrt{s})\), \(l = 1, 2, \ldots, 5\) (179)

\(b\) \(\| q | U^{(D)}(s) \|_1 \leq P(\sqrt{s}) e^{-sE_0}\) (180)

\(c\) \(\| q | U_0(t) | q | U^{(D)}(s) \|_1 \leq P(\sqrt{s}) P(\sqrt{t}) e^{-sE_0}\). (181)

The operator norm in lemma 2.a holds only when \(l \geq 1\), because \(U^{(l=0)}(s)\) does not contain a Coulomb operator to counterbalance the presence of the unbounded operator \(|q|\). Naively speaking, the trace norms in 2.b and 2.c are finite because \(U^{(D)}(s)\) contains the full evolution operator \(U(s)\) which involves bounds states.

From the upper bounds of lemma 2 and the inequality \(\|ST\| \leq \|S\| \cdot \|T\|_1\), one easily deduces that \((178)\) is dominated by a polynomial in \(\sqrt{\beta}\) times \(\exp[-\beta E_0]\), as announced after \((167)\). Indeed, if one index is equal to D (say \(m = D\)), one uses \((181)\) if \(l = 0\), and \((180)\) together with \((180)\) if \(l = 1, 2, \ldots, 5\). We use also of course the fact that \(\beta - \tau\) and \(\tau\) do not exceed \(\beta\) and majorize \(P(\sqrt{\beta - \tau})\) and \(P(\sqrt{\tau})\) by polynomials \(P(\sqrt{\beta})\).

The same argument applies to the case \(l = D\), \(m \neq D\) by using the invariance under cyclic permutations in the trace \((174)\) to bring \(U^{(D)}(\beta - \tau)\) to the right of the expression. Eventually, the case \(l = m = D\) is treated similarly by applying twice \((180)\) together with \(\|T\| \leq \|T\|_1\).

**A.2 Neglecting excited and ionized states contributions**

From its definition \((122)\), the contribution of excited and ionized states to \(\tilde{\chi}(k)\) is

\[
\tilde{\chi}_{at}^{(1)}(k) = -4 \pi e^2 e^{2\beta \mu} \int_0^\beta d\tau f_{r/\beta}(k) \text{Tr} \left\{ U(\beta - \tau) QB_{-k} U(\tau) QB_k \right. - e^{-\beta H_0} T \left[ B_{-k}(\tau) B_k \sum_{n=0}^5 \frac{1}{n!} \left( \int_0^\beta ds \sqrt{V(s)} \right)^n \right] \}
\]

(182)

with

\[
B_k \equiv \left( e^{ik \cdot \hat{q}} - e^{-ik \cdot \hat{q}} \right) \frac{1}{|k|} = e^{-ik \cdot \hat{q}} \left( e^{ik \cdot q} - 1 \right) \frac{1}{|k|}.
\]

(183)

Expression \((182)\) involves a truncated trace similar to \((168)\), except for the additional operators \(Q\) that project the wavefunctions on the set of excited and ionized states. Notice that the operator \(B_k\) plays here a role similar to \(|q|\), because we look for an upper bound that is uniform in \(k\) and \(\lim_{k \to 0} B_k = i k \cdot q\). The methods used to derive upper bounds on \((168)\) can also be applied here with minor modifications (see below). The result is that \(\tilde{\chi}_{at}^{(1)}(k)\) is dominated by \(P(\sqrt{\beta}) \rho_{a1} \cdot e^{-\beta(E_1 - E_0)}\), where \(E_1\) is the energy of the first excited state of the hydrogen atom. \(\tilde{\chi}_{at}^{(1)}(k)\) is hence exponentially smaller than \(\tilde{\chi}_{at}^{(0)}(k)\).

Following the same method as in section A.1, we introduce in \((182)\) the limited Dyson expansion \((174)\) of \(U(s)\). We distinguish two types of terms:
• Class I: terms with at least one $U^{(D)}(s)$.  
• Class II: terms without $U^{(D)}(s)$ (these terms are of order 0 to 10 in $V$).

Let us show that the terms in the class I are dominated by $P(\sqrt{E})(2\pi \lambda^2)^{-3/2} \exp[-\beta(E_1 - 2\mu)]$ and hence are $o(\rho^d)$. Majorizing the traces by trace norms (and using the cyclicity of the trace), these terms are dominated by

$$\left\| \frac{C}{(2\pi \lambda^2)^{3/2}} \int_0^\beta d\tau \left\| B_k U^{(l)}(\beta - \tau) Q B_{-k} U^{(m)}(\tau) Q \right\|_1 \right\| = O(\rho^d)$$

where $\lambda = \sqrt{\beta}$.

**Lemma 3** The following bounds holds uniformly in $k$:

\[ a) \quad \| B_k U^{(l)}(s) \| Q \leq \| B_k U^{(l)}(s) \| \leq P(\sqrt{s}), \quad l = 1,2,\ldots,5 \]

\[ b) \quad \| B_k U^{(D)}(s) \|_1 \leq P(\sqrt{s}) e^{-sE_1} \]

\[ c) \quad \| B_k U^{(0)}(t) Q B_{-k} U^{(D)}(s) Q \|_1 \leq P(\sqrt{s}) P(\sqrt{t}) e^{-sE_1} \]

As opposed to the bounds of lemma 2, the above bounds involve the first excited state energy $E_1$ of the hydrogen atom because of the operator $Q$. Applying on (184) these bounds in the same way as we applied the bounds of lemma 2 on (178), we obtain the announced result.

We show now that the terms in the class II grow at most like $P(\sqrt{\beta}) \exp[2\beta \mu]$ and hence are also $o(\rho^d)$. Contrary to the case considered in section A.1, the terms in class II of order less than 6 in $V$ do not cancel out, because of the presence of the two operators $Q$. We write therefore $Q = 1 - P$ and look first at the terms without any $P$. Just as in the contribution of $R_1$, exact cancellations occur now at order 0 to 5 in $V$. The terms of order 6 to 10 in $V$ (and still without $P$) are most easily majorized in the functional integral representation. Since $|\exp[-ik \cdot m \cdot \mathbf{r}]| \exp[ik \cdot \mathbf{r} - 1]/|k| \leq C|\mathbf{r}|$ uniformly in $k$, these terms are dominated, in absolute values, by $C^2 \exp[2\beta \mu]$ times the expression which grows polynomially with $\sqrt{\beta}$. It remains thus only to consider the terms in the class II with at least one ground state projector $P$. Consider for example the term with $U^{(l)}(\beta - \tau) P$ (the other terms can be treated similarly). Using the cyclicity of the trace, we can majorize this term by the matrix element

$$\left\| \frac{C}{(2\pi \lambda^2)^{3/2}} \int_0^\beta d\tau |\langle 0| PB_{-k} U^{(m)}(\tau) B_k U^{(l)}(\beta - \tau) |0 \rangle \right\| \leq O(\rho^d),$$

where $l, m = 0,1,\ldots,5$. Thanks to the fast (exponential) decay of the ground state wavefunction, the operator $PB_{-k}$ (and its adjoint $B_k P$) are bounded uniformly in $k$. If $l \neq 0$, the matrix element involves therefore a product of bounded operators (see lemma 3a and note that $|U^{(m)}(s)| \leq C\sqrt{s}$ as can be seen from the proof of lemma 2a), and grows thus at most like a polynomial in $\sqrt{\beta}$. If $l = 0$, one commutes $B_k$ with $U^{(l)}(\beta - \tau)$ and rewrite the matrix element as

$$\langle 0| PB_{-k} U^{(m)}(\tau) U^{(l)}(\beta - \tau) B_k P |0 \rangle + \langle 0| PB_{-k} U^{(m)}(\tau) [B_k, U^{(l)}(\beta - \tau)] |0 \rangle .$$

Since $[B_k, U^{(l)}(\beta - \tau)]$ is bounded (lemma 3a), one can apply again the same argument. The terms in the class II grow thus indeed at most like $P(\sqrt{\beta}) \exp[2\beta \mu]$.

### A.3 Proof of the lemmas

Here, we set units such that $\hbar^2 = 1$ and $m = 1$, so $V = -1/|q|$ and $U_0(s) = \exp[-sH_0]$. To prove lemmas 2 and 3 we need a few basic results on norms involving the free propagators and the Coulomb operator:
Lemma 4 The operator $U_0(s)V$ is bounded for $s > 0$:

$$
\|U_0(s)V\| \leq 2\left(\frac{1}{\sqrt{s}} + 2\right)
$$

(190)

Lemma 5 The following commutators are bounded:

a) $\| [U_0(s), q_\mu]\| \leq C\sqrt{s}$

(191)

b) $\| [U_0(s), q_\mu V]\| \leq C(1 + \sqrt{s})$

(192)

c) $\| [[U_0(s), q_\mu], q_\nu]\| \leq C\sqrt{s}(1 + \sqrt{s})$

(193)

Lemma 6 The operator $U_0(s)VU_0(t)V$ belongs to the Hilbert-Schmidt class for $s, t > 0$:

$$
\|U_0(s)VU_0(t)V\|_2 \leq \frac{C}{\sqrt{s(s + t)}}
$$

(194)

Lemma 7 The bounds of lemma 5 remain valid when $q_\mu$ (and $q_\nu$) is replaced by the operator $|\mathbf{q}| = \sqrt{q_1^2 + q_2^2 + q_3^2}$.

Lemma 8 The following bounds hold uniformly in $k$:

a) $\| [B_k, U_0(s)]\| \leq C\sqrt{s}$

(195)

b) $\| [B_k, U_0(s)Q]\| \leq C(1 + \sqrt{s})$

(196)

c) $\| [B_k, U_0(s)V]\| \leq C(1 + \sqrt{s})$

(197)

d) $\| [B_k, [B_{-k}, U_0(s)]]\| \leq C\sqrt{s}(1 + \sqrt{s})$

(198)

The fact that the operator $U_0(s)V$ is bounded (lemma 4) can be traced back to the uncertainty principle of quantum mechanics. Indeed, if $V$ is very large, the wavefunction is close to the origin and hence well localized. By the uncertainty principle, the momentum must be large, so that $U_0(s)V$ is bounded if $s > 0$. Concerning lemma 6, recall that the Hilbert-Schmidt norm is defined as $\|A\|_2 = \sqrt{\text{Tr}A^\dagger A}$. Naively speaking, lemma 6 holds because the trace $\text{Tr}A^\dagger A$ converges for the following two reasons: the product $U_0(s)V$ remains finite at short distances (lemma 4) and $V^4$ is integrable at large distances. In lemma 5a, the presence of a commutator is crucial to ensure the finiteness of the operator norm (when $s = 0$, this norm vanishes). In lemma 5b, the commutator does not play such a crucial role, because $q_\mu V$ is a bounded operator ($\|q_\mu V\| \leq 1$). As already mentioned, the bounds of lemma 8 are essentially the same as the bounds of lemma 5 and 7 because $\lim_{k \to 0} B_k \sim \mathbf{k} \cdot \mathbf{q}$. Lemmas 4, 5, and 6 are established in 8. We prove below the lemmas 2, 3, and 7, 8.

Proof of lemma 2

a) We introduce (172) in

$$
\| |\mathbf{q}|U^{(k)}(s)| \leq \int_0^s ds_1 \ldots \int_0^{s_{k-1}} ds_k \| |\mathbf{q}|U_0(s - s_1)V\|

\times \|U_0(s_1 - s_2)V\| \ldots \|U_0(s_{k-1} - s_k)V\| \cdot \|U_0(s_k)\|.
$$

(199)

Notice that the operator $|\mathbf{q}|U_0(s)V$ is bounded (this follows from lemma 7b):

$$
\| |\mathbf{q}|U_0(s)V\| \leq C(1 + \sqrt{s}).
$$

(200)

Using lemma 4 and $\|U_0(s_k)\| \leq 1$, (199) involves integrals of the form

$$
\int_0^{s_{k-1}} \frac{1}{\sqrt{s_{k-1} - s_k}} = 2\sqrt{s_k} \leq 2\sqrt{s},
$$

(201)
Hence only integrable singularities are present, and \( \| q | U^{(k)}(s) \| \leq P_{2k}(\sqrt{s}) \), where \( P_{2k}(\sqrt{s}) \) is a polynomial of order \( 2k \) in \( \sqrt{s} \).

b) From (173), one has

\[
\| q | U^{(D)}(s) \|_1 \leq \int_0^s ds_1 \cdots \int_0^{s_6} \| q | U_0(s - s_1)V \|
\times \| U_0(s_1 - s_2)VU_0(s_2 - s_3)VU_0(s_3 - s_4)VU_0(s_4 - s_5)VU_0(s_5 - s_6)V \|_1 \cdot \| U_0(s_5 - s_6)V \| \cdot \| U(s_6) \|. \tag{202}
\]

The bound (180) follows then from the use of \( \| AB \|_1 \leq \| A \|_2 \cdot \| B \|_2 \) (the analogue of the Cauchy-Schwartz inequality for operators), lemma 4 and 7. Note that the integrals are convergent. In particular

\[
\int_0^s ds_1 \int_0^{s_1} ds_2 \int_0^{s_2} ds_3 \int_0^{s_3} ds_4 \frac{1}{\sqrt{(s_1 - s_2)(s_2 - s_3)(s_3 - s_4)(s_4 - s_5)}} = 2s^2. \tag{203}
\]

c) The trace norm in (181) is majorized by

\[
\int_0^s ds_1 \cdots \int_0^{s_6} \| q | U_0(t)V \| q | U_0(s - s_1)VU_0(s_1 - s_2)V \|
\times \| U(s_2 - s_3)VU_0(s_3 - s_4)VU_0(s_4 - s_5)VU_0(s_5 - s_6)V \|_1 \cdot \| U(s_6) \|. \tag{204}
\]

Proceeding as in the proof of the point b), it remains only to show that

\[
\int_0^s ds_1 \int_0^{s_1} ds_2 \| q | U_0(t)V \| q | U_0(s - s_1)VU_0(s_1 - s_2)V \| \leq P(\sqrt{s})P(\sqrt{t}). \tag{205}
\]

To prove (205), we commute repeatedly the operators \( q \) to the right, making \( q | V = 1 \) appear, or the bounded operator \( | q | U_0(s)V \) (see 201). We have thus, without specifying the time arguments,

\[
| q | U_0 | q | U_0V = [ | q |, U_0]| q | U_0V + U_0| q | U_0V U_0V + | q | U_0V + | q | U_0V. \tag{206}
\]

The bound (205) follows then by applying the triangle inequality on (206) and using lemmas 4 and 7.

**Proof of lemma 3**

The lemma 3 can be proven exactly in the same way as lemma 2 if we use the bounds of lemma 3 in place of the bounds of lemma 4. The factor \( \exp[-sE_1] \) comes from \( \| U(s_6)Q \| \leq \exp[-sE_1] \leq \exp[-sE_1] \).

**Proof of lemma 7**

a) We use the upper bound \( \| A \| \leq \max(S_+, S) \), where \( S_+ = \sup_x \int dyy \langle x | A | y \rangle \), \( S = \sup_y \int dx \langle x | A | y \rangle \) and \( A = \langle U_0(\tau), | q | \rangle \):

\[
S_+ = S = \sup_y \int dx \frac{1}{(2\pi \tau)^{3/2}} e^{-\frac{|x-y|^2}{2\tau}} |x| - |y|. \tag{207}
\]
We introduce the change of variables \( x = u + y \), majorize \( S_y \) by inserting \( \sup_y \) under the integral sign and use \( \sup_y \|y + u\| = \|u\| \). We obtain thus
\[
S_y \leq \frac{1}{(2\pi \tau)^{3/2}} \int \, du \, e^{-\frac{y^2}{4\tau}} |u| \leq C\sqrt{\tau},
\] (208)
from which lemma 7a follows.

b) Since \( |q| V = 1 \), one has
\[
\| [U_0(s), q] V \| = \| [U_0(s), q^2] V \| \leq \| U_0(s) q^2 V \| + \| q^2 V U_0(s) V \| \tag{209}
\]
where we used the triangle inequality. The first norm is smaller or equal to one, and we majorize the second norm by
\[
\| q^2 V U_0(s) V \| \leq \sum_{\mu=1}^{3} \| q^2 V U_0(s) V \| \leq \sum_{\mu=1}^{3} \| q_\mu V \| \cdot \| q_\mu U_0(s) V \| \leq C(1 + \sqrt{s}). \tag{210}
\]
The last inequality follows from \( \| q_\mu V \| \leq 1 \) and lemma 5b.

c) We use \([ [A, B], B] = [B^2, A] + 2[A, B]B\) and the triangle inequality to write
\[
\| [U_0(s), q] \| \leq \| [q^2, U_0(s)] V \| + 2 \| U_0(s) q \| \| q \| V \|. \tag{211}
\]
From lemma 7a, the second norm in (211) is dominated by \( C\sqrt{s} \). Since
\[
[q^2, U_0] V = \sum_{\mu} (2[q_\mu, U_0] q_\mu V + [q_\mu, [q_\mu, U_0]]),
\] (212)
we deduce from lemma 5a, 5c and \( \| q_\mu V \| \leq 1 \) that the first norm in (211) is bounded by \( C\sqrt{s}(1 + \sqrt{s}) \), and hence lemma 7c is proven.

**Proof of lemma 8**

We give the main steps in proving the points a) and b). The proof of the points c) and d) are left as an exercise to the reader.

a) It is enough to show that
\[
\| \frac{e^{ik \cdot q} - 1}{|k|}, U_0(\tau) \| \leq C\sqrt{s}, \quad \forall k. \tag{213}
\]
The operator \( \exp[i k \cdot q] \) performs a translation in the space of momentum. Introducing the new notation \( U_\tau^{(0)}(p) = \exp[\tau p^2/2] \) for the free evolution operator, we have
\[
U_\tau^{(0)}(p) e^{ik \cdot q} = e^{ik \cdot q} U_\tau^{(0)}(p + k). \tag{214}
\]
The commutator in (213) thus evaluates to \( (U_\tau^{(0)}(p - k) - U_\tau^{(0)}(p)) e^{ik \cdot q} / |k| \). The bound (195) follows then from \( \| \exp[i k \cdot q] \| = 1 \) and
\[
\| \frac{U_\tau^{(0)}(p - k) - U_\tau^{(0)}(p)}{|k|} \| \leq \sup_{p \in \mathbb{R}^3} \| e^{-\tau (p-k)^2} - e^{-\tau p^2} \| \leq C\sqrt{\tau}. \tag{215}
\]
In (215), the last inequality is uniform with respect to \( k \).

b) Writing \( Q = 1 - P \), we have from the triangle inequality
\[
\| [B_k, U_0(s) Q] \| \leq \| [B_k, U_0(s)] \| + \| [B_k, U_0(s) P] \|. \tag{216}
\]
The first norm is bounded by \( C\sqrt{s} \) according to lemma 8a. The second norm is majorized by \( \| U_0(s) [B_k, P] \| + \| [B_k, U_0(s)] P \|. \) We obtain the bound (196) by using \( \| P \| \leq 1 \), \( \| U_0(s) \| \leq 1 \), lemma 8a and \( \| [B_k, P] \| \leq C \).
The dressed atomic contribution

We calculate in this appendix the leading term in the atomic limit \( \beta \to \infty \) of the dressed atomic contribution \( \{114\} \), by using the same method as in section 6.2. Replacing \( \phi \) by \( V \) (using \( \{108\} \)), and omitting the factor \( -\kappa^2/(k^2 + \kappa^2) \), we have to evaluate

\[
\begin{align*}
\tilde{\chi}_{\text{d.at.}}(k) &\equiv -\frac{4\pi e^2}{k^2} \frac{2z_e}{(2\pi \lambda^2)^3/2} \frac{2z_p}{(2\pi \lambda_p^2)^3/2} \int dr \int D(\xi_e) \int D(\xi_p) \int_0^1 ds \int_0^1 dt \left\{ \int_0^1 d\tau e^{ik\lambda_p^s} \xi_e(s) - \xi_e(t) \right. \\
B_{\text{V,s}}^{\text{s}}(r, \chi_e, \chi_p) &\left( e^{ik\lambda_p^s} \xi_e(s) e^{-ik\lambda_p^t} \xi_e(t) + e^{ik\lambda_p^s} \xi_p(s) e^{-ik\lambda_p^t} \xi_p(t) \\
- e^{-ik\cdot r} e^{ik\lambda_p^s} \xi_e(s) e^{-ik\cdot \lambda_p^t} \xi_e(t) - e^{ik\cdot r} e^{ik\lambda_p^s} \xi_p(s) e^{-ik\cdot \lambda_p^t} \xi_p(t) \right). \\
\end{align*}
\]

We use the center of mass and relatives variables \( \{113\} \). The integrations over the center of mass factors, and is easily calculated using the covariance \( \{60\} \):

\[
\frac{1}{(2\pi \lambda^2)^3/2} \int D(\xi_a) e^{ik\lambda_p^s} \xi_a(s) - \xi_a(t) = \frac{1}{(2\pi \lambda^2)^3/2} e^{-\frac{1}{2}k^2\lambda^2|s-t|(1-|s-t|)} \equiv f_{|s-t|}(k). \]

We hence obtain the expression

\[
\begin{align*}
\tilde{\chi}_{\text{d.at.}}(k) &= -\frac{4\pi e^2}{k^2} 4e^{2\beta\mu} \int_0^1 ds \int_0^1 dt f_{|s-t|}(k) \frac{1}{(2\pi \lambda^2)^3/2} \int d\xi \int D(\xi) \\
B_{\text{V,s}}^{\text{s}}(r, \lambda) \left\{ e^{ik\lambda_p^s} \xi(s) e^{-ik\lambda_p^t} \xi(t) + e^{-ik\lambda_p^s} \xi_p(s) e^{ik\lambda_p^t} \xi_p(t) \\
- e^{-ik\cdot r} e^{ik\lambda_p^s} \xi(s) e^{-ik\lambda_p^t} \xi(t) - e^{ik\cdot r} e^{ik\lambda_p^s} \xi_p(s) e^{-ik\lambda_p^t} \xi_p(t) \right\}. \\
\end{align*}
\]

The integrand is a symmetrical function of \( s \) and \( t \), since \( B_{\text{V,s}}^{\text{s}}(r, \lambda) = B_{\text{V,s}}^{\text{s}}(-r, -\lambda) \) and \( D(\xi) = D(-\xi) \). The time integrations can hence be limited to the region \( s > t \):

\[
\int_0^1 ds \int_0^1 dt \to 2 \int_0^1 ds \int_0^s dt.
\]

It is convenient to factor the terms in the braces in \( \{219\} \), according to

\[
\left( e^{ik\lambda_p^s} \xi(s) - e^{-ik\lambda_p^s} \xi(t) \right) \left( e^{-ik\lambda_p^s} \xi(s) - e^{ik\lambda_p^s} \xi(t) \right). \]

In operatorial language, \( \tilde{\chi}_{\text{d.at.}}(k) \) becomes

\[
\begin{align*}
\tilde{\chi}_{\text{d.at.}}(k) &= -\frac{4\pi e^2}{k^2} 4e^{2\beta\mu} \frac{2}{\beta} \int_0^\beta ds \int_0^s dt f_{|s-t|/\beta}(k) \left\{ e^{-\beta\lambda} A_{\text{int}}^\dagger(s) A_{\text{int}}(t) \\
&\quad - e^{-\beta H_0} \left[ A_{\text{int}}^\dagger(s) A(t) \sum_{n=0}^5 \frac{1}{n!} \left( \int_0^\beta du \nabla(u) \right)^n \right] \right\}. \\
\end{align*}
\]

where \( A_{\text{int}}(s) = U(s)A(-s) \) is the time evolved operator \( A \) (compare with \( \{119\} \)). At low temperatures, the leading terms arise from terms with ground state contributions from the evolution operator \( U(\tau) = e^{-\tau H} (\tau = t, s, \beta) \). Introducing the ground state projector \( P = |0\rangle \langle 0| \) and \( Q = \mathbb{I} - P \), the first term in the trace, i.e. \( e^{-\beta H} A_{\text{int}}^\dagger(s) A_{\text{int}}(t) \), can be written as (using the cyclicity of the trace)

\[
U(\beta - s + t)(P + Q)AU(s - t)(P + Q)A. \]

\[
\text{(223)}
\]
Retaining only terms with at least one ground state projector (as in [123]), we find

\[
\tilde{\chi}_{\text{d.at.}}^{(0)}(\mathbf{k}) = \frac{-4\pi e^2}{k^2} 4e^{2\beta \mu} 2 \int_0^\beta \int_0^s \, ds \, dt \, f_{s-t}/\beta(\mathbf{k}) \Tr \left\{ U(\beta - s + t)PA^\dagger U(s - t)PA + U(\beta - s + t)PA^\dagger U(s - t)QA + U(\beta - s + t)QA^\dagger U(s - t)PA \right\}.
\]

(224)

In terms of atomic eigenvalues and eigenstates, \( \tilde{\chi}_{\text{d.at.}}^{(0)}(\mathbf{k}) \) becomes

\[
\tilde{\chi}_{\text{d.at.}}^{(0)}(\mathbf{k}) = -4\pi \rho^{\text{id}} A e^2 \frac{2}{k^2 \beta} \int_0^\beta \int_0^s \, ds \, dt \, e^{-\frac{1}{2}k^2\lambda_s^2 \frac{1}{(1-s)}} \left( |A_{00}(\mathbf{k})|^2 + \sum_{m \geq 1} e^{-(s-t)(E_m - E_0)} |A_{0m}(\mathbf{k})|^2 \right)
\]

(225)

where we factored out the atomic density \([13]\) and used \( |A_{nn'}(\mathbf{k})|^2 = |A_{n'n}(\mathbf{k})|^2 \). Let us evaluate \( (225) \) for \( k \ll \lambda_a^{-1} \). The first exponential can be approximated by one at lowest order and we find, after having performed the time integrations,

\[
\tilde{\chi}_{\text{d.at.}}^{(0)}(\mathbf{k}) \simeq -4\pi \rho^{\text{id}} A e^2 \frac{2}{k^2} \sum_{n=0}^{\infty} \frac{1 - e^{-\beta(E_n - E_0)}}{E_n - E_0} |A_{0n}(\mathbf{k})|^2, \quad k\lambda_a \ll 1.
\]

(226)

We recover hence the polarisability \( \alpha_H(\mathbf{k}, \beta) \) \([13]\), so that eventually

\[
\tilde{\chi}_{\text{d.at.}}^{(0)}(\mathbf{k}) \simeq -4\pi \rho^{\text{id}} A e^2 \alpha_H, \quad k\lambda_a \ll 1.
\]

(227)
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