Abstract: This article is an analysis of educational assistive technologies that support learners with visual impairments in access to and interaction with graphics for mathematics and related academic areas. We will focus on options for students who require non-visual displays accessed via different remaining senses. Images, diagrams, tables or graphs constitute a significant portion of contemporary math textbooks students work with in schools (Dias et al., 2010; Edman, 1992). They convey information in a more succinct format or illustrate concepts that need a graphical presentation. Options available to put the students with visual impairments on a par with their sighted peers when it comes to creating and interacting with non-visual graphics will be listed and discussed. What has been thought of touch-only information delivery format, has been gaining a new interaction and exploration modality. We will propose a classification of non-visual graphics and how these different propositions impact the didactic process.
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Introduction

This article is an analysis of educational assistive technologies that support learners with visual impairments, that is those who are blind or have low vision, in access to and interaction with graphics for mathematics. We will particularly focus on options for students who require non-visual displays accessed via different remaining senses. Images, diagrams, tables or graphs constitute a significant
portion of the content contained in contemporary math textbooks students work with in schools (Dias et al., 2010; Edman, 1992). They convey information in a more succinct format or illustrate concepts that need a graphical presentation. Students with visual impairments who follow the general curriculum require appropriate adaptations to have equal access to both numerical and graphical information. Researchers claim that learners with limited vision struggle with non-numerical representations in math (Beck-Winchatz & Riccobono, 2008; Smith & Smothers, 2012). Today’s technology abounds with propositions that facilitate preparation of accessible learning material for learners who are blind or have low vision. Students employ and combine different senses when engaged in mathematical tasks. Options available to put the students with visual impairments on a par with their sighted peers when it comes to creating and interacting with non-visual graphics will be listed and discussed. What has been thought of as touch-only information delivery format, has been gaining a new interaction and exploration modality. We will propose a classification of non-visual graphics and how these different propositions impact the didactic process.

**Non-visual formats**

The most common typology of assistive technology corresponds to the complexity of particular solutions (Wiazowski, 2015). We divide them into low, mid and high tech categories. The complexity relates to the physical structure of the system, number of functions and options, and the amount of training necessary to master the tool so that it can be functionally implemented in the classroom. Non-visual graphics is no different from this general categorization and we can label available options according to this typology. Having analyzed current propositions being present in educational settings or having a potential to become learning aids in a foreseeable future, the author proposes the following grouping of non-visual imagery (see Figure 1). Eye-free graphics are shelved on four levels starting with tactile, through two different combinations of touch and audio, ending with audio. The division reflects the primary media (techniques) students will apply to access and interact with non-text information.

Each of these categories have their own subsets with distinguishing characteristics. Tactile graphics is defined here as imagery that is accessed and explored by the sense of touch only. A learner using their hands and applying tactual exploration techniques attempts to understand the content of the image. In the tactile-audio subcategory the touch is the primary medium that receives support from the auditory feedback, while in the audio-tactile group, the touch is led by audio cues. This format is software-based because the graphical representations are digital. Hardware – a mobile device with a touch screen – is only a display tool. The audio feedback itself contains two subgroups: verbal audiodescription and non-verbal sound effects. Eventually the fourth category, audio, contains representations that
are realized only through the sense of hearing. Graphs and diagrams are generated digitally by graphing software and a learner accesses the renderings by listening to the peregrinating sound. More detailed discussion about this classification will be provided in the following sections of this article.

We have here two categories where both touch and hearing are involved in the process of interaction. To highlight which sense is primary and which secondary, we gave these groups separate names – tactile-audio and audio-tactile, with respectively touch and audio medium being the leading one. Some authors use these two terms interchangeably however we find it prudent to make this distinction because these categories require somewhat different touch exploration skills of the student. In the tactile-audio group learners are exposed to physical raised graphics, while in case of audio-tactile solutions their fingers are placed over a flat screen. When navigating a tactual printout the student would normally use both hands. As of now, most screen-based graphics software allows for one hand exploration.

Literature is replete with articles about tactile graphics in education. Majority of publications are technical in nature. Readers can find information about technologies used or improved to either produce or interact with non-visual illustrations. A fair number of titles compare and contrast engineering behind various inventions (Götzelmann, 2018; Moraru & Boiangiu, 2015). Götzelmann (2018) lists several technologies for tactile image conversion and production. They include automatic bitmap image conversion to the tactile format, automatic production of tactual images from scalable vector graphics, or generating tactile images from 3D objects by rendering line drawings. Others provide mathematical explanations of proposed technologies. Conference proceedings announce possible concepts or breakthroughs in the production of tactile images or devices that are meant to support interaction with tactual impressions (Mech at al., 2014). Still
some inventions are tested by adults out of any educational context (Amberg et al., 2011; Baker et al., 2014, Rowell & Ungar, 2003). A relatively modest scope of reviewed publications present either research or best practice on the application and implementation of available options in the educational settings (Landau et al., 2004; Aldrich & Sheppard, 2001. Articles on tactile graphics for mathematics are few in number, making the existing ones especially valuable (Zebehazy & Wilton, 2014). Yet they do not feed all the needs of everyday practitioners in school settings.

Traditionally learners with visual impairments would rely primarily on their sense of touch when exploring physical objects. Although the finger’s resolution is much less precise than the eye resolution, the touch has provided a great venue to understand non-visual characteristics of relevant objects. Eyes can provide enough visual information to the brain so that it processes even the smallest nuances in color or detail, though the whole process is more complex than this (Lagunas et al., 2017, Moraru & Boiangiu, 2015). Fingers are not able to send nearly as much information to the brain. They require a minimum of 2 mm between two elements to be detected or identified. In either case, the brain is fed with data that it pieces together for a complete image. The visual image however is by far more detailed and precise. We can easier generalize and categorize objects seen with our eyes. We can assess the size, weight, position, color and even texture when we look at an object, new or experienced before. The touch, although somewhat more limited, is also a great conduit through which a person can identify the shape, texture, temperature, or weight. Unlike sight, touch requires direct contact with an object to collect information about it. Moraru and Boiangiu (2015) discuss an option of using remaining functional senses in a blind person to restore their vision to a certain degree. They claim that technology we know today is advanced enough to create a visual prosthesis but up till now, no sustainable method has been developed. They say that “substitution of the senses aims only to recover the functionality of the damaged sense with no direct stimulation of the retina or brain, so it cannot produce real visual experience (sensations)” (p. 411). It is hard to deduce any implications for education at this point in time but we can assume that the better compensatory skills a person with profound visual impairments develops, the better their chances for constructing sound images in their visual cortex.

Children, beginning in pre-school, should be receiving appropriate instruction to master their touch sensitivity to construct tactile images in their minds. Tactile discrimination apart from being crucial in exploring objects, is prerequisite in learning to read in Braille. Haptic skills have multiple functions in compensating for the vision loss. They foster general cognitive development and particular abilities, including literacy and numeracy. Without being exposed to varied samples of tactile images and practicing graphicity skills, explained as the ability to understand and create graphics (Åberg-Bengtsson & Ottosson, 2006, Aldrich & Sheppard, 2000), students will have limited chances to explore and read graphs, maps or other pictures independently in the future. Numerous publications prove the importance of access
to non-visual displays in the education of learners with visual impairments. The lack of exposure to information other than textual results in incomplete understanding of various mathematical concepts (Dias et al., 2010). Blind learners are confined to memorization of certain facts that are later recited back. They are deprived of opportunities to discover, build, or develop their imagination. Aldrich and Sheppard (2001) found out that children are eager to play with and “draw” their own creations. These findings call for introduction of all possible means to education so that the youngest learners can develop their graphicacy skills along with creativity. Similarly, Zebehazy and Wilton (2014) concluded based on their research that students find graphics in math useful and helpful.

With that knowledge various forms of tactile learning aids need to be introduced into education of children with visual impairments. Więckowska and others (2011) admit that a bicentennial experience experts in visual impairments have gained, has proved the validity and usefulness of tactile material in education. They see value in images constructed from different fabrics and textures, professional reliefs, or raised line productions. Regardless of technology used, tactile images have to follow specific guidelines to be discernible and comprehensible for a child (Jakubowski, 2009; Schuffelen, 2002; Yayla, 2009). Numerous resources, including the Braille Authority of North America, list and describe recommendations for creating methodologically correct tactile graphics (Mech et al., 2014; Prescher et al., 2014). Whoever attempts to create non-textual learning material needs to be familiarized with these recommendations. Tactual representations that deviate from established norms will cause a lot of damage and confusion. Learners will not receive complementary information from the images and will only waste their time for a useless tactile exploration (Więckowska, 2011). Zebehazy and Wilton (2014) are in accord with Aldridge and Sheppard (2001) that the usefulness of tactile graphics is strongly correlated with their quality. It is advised that teachers familiarize themselves with tools and materials they are planning to use prior to their implementation. A dry run will let them understand what is possible and what are potential limitations of these options. With this knowledge they can set appropriate tasks and expectations for their students.

From low tech to highest tech

Teachers, parents, and even students can create tactile graphics with a range of tools from low tech materials and tools to advanced technologies. The choice will depend on a variety of factors. Primarily it has to be determined what school tasks the student is expected to complete. Other factors are: (a) density (number and spread of elements) (Cryer, 2008), (b) precision (lines, angles, dimensions), (c) durability (for a single use, or multiple uses), (d) flexibility (fixed elements or elements that need to be transformed), (e) Braille labelling and legends (addition or not of labels in Braille) (Dias et al, 2010; Götzelmann, 2018), (f) timing (pre-planned vs on the spot
graphs). We assume here that availability of existing technologies is not problematic and all parties can tap into the resources necessary to meet particular curricular needs. Otherwise, teachers or students would have to resort to available options but this would mean that either the tasks have to be modified or the student could not complete it in a fashion similar to their sighted peers.

Simple low to mid tech tools for tactile images

It may seem obvious that mathematical (or geometrical) graphical representations need to precisely reflect numerical calculations. For example, when a student creates a graph from a function that should follow correct coordinates. However, there are tasks when students need only to understand the shape of a graph (e.g. parabola), and its position on the cartesian plane is not as important or relevant. All these variables allow for a selection of the most effective and efficient technologies. Several low tech options like raising markers, wax flexi-sticks, or bendable metal wires (coated for safety) will suffice to form a desired graph. These are off-the-shelf items that can be obtained in regular stores that carry respective goods. Students and teachers can use them for ad-hoc graphs or simple diagrams and two-dimensional shapes.

When an instant drawing needs to be done, students and teachers can use dedicated sets made up of a rubberized board, special plastic sheets, known as German film (Thinkable, nd.; Rowell & Ungar, 2003; Wiazowski, 2013), and additional tools with visual and tactile markings. Assuming a general reproduction of a particular shape is needed, students themselves, equipped with a stylus or a drawing wheel will create an instant tactile impression. The addition of adapted rulers, protractors, triangles, or compasses equips students with a learning tool that gives them both flexibility and opportunity to create graphs, charts or diagrams. Teachers can expect that the drawings will reflect the exact shape, measurements and proportions.

Microcapsule paper (or swell paper) with a thermal fuser constitute another tactile image production set (Rowell & Ungar, 2003). Black drawings are created either by printing out an image on a laser printer or by sketching them with special markers with carbon-based ink. Such visual graphs are run through a fuser to swell up the black lines in the drawing. Usually the thicker the line, the higher and more pronounced it becomes. This option is primarily used by teachers to print and emboss images for their students. They prepare graphs with software, whether it be one specifically dedicated to mathematical imagery, or standard spreadsheets with an insert graph option. After required modifications that may include color removal, text-to-Braille translation of labels, or detail removal, the image is printed and is ready for conversion to a tactile version. Rowell and Ungar (2003) found out that this technique is preferred by younger teachers who praised it for “their capacity to create quick graphic impressions.” (p. 4). Not only is this
form useful for teachers but it engages blind learners in assignments where graphs or diagrams should be designed. An example with a connect-the-dots described by Wiazowski (2013) illustrates how non-visual learners could submit their own non-textual math assignments.

Instead of a flower, a student would use the same technique (connecting tactual points) to plot a function or construct and name a shape that emerges after all points are connected. Having an option of running the same graph through the fuser several times, a student could first mark strategic points on the cartesian plane using a carbon-rich black marker, swell them up, and eventually draw a shape in a transformation exercise (reflection, rotation, translation or enlargement) that after being swelled up becomes tactual.

Low to mid tech math graphing solutions facilitate students in modifying and changing the non-numerical content. This is a critical feature. Learners are not only recipients of tactile information but become active creators. Blind students in particular with relatively limited exposure to tactile impressions will require ample opportunities to practice reading graphics and to attempt to recreate and create their own. Aldrich, Sheppard, and Hindle (2003) concluded in their research that despite a heavy load of images in state tests, learners with visual impairments are not receiving sufficient instruction in graphicacy. Functions, vectors, 2D and 3D impressions, geometrical representations, angles, are examples of mathematical concepts that are best illustrated in a non-text format. Because some are relatively complex, the use of different touch-friendly representations can foster their production and reception. Each student should find the most effective format for practicing graphicacy skills by imitating ready-made images and creating their own renderings.
High-end technology for tactile graphics with audio

Some researchers argue that tactual imagery poses significant challenges due to high cognitive load that blind learners experience while exploring tactile graphics. Tactile illustrations can cause physical constraint because a child has to actively work with their hands to scan fragments of the image (Götzelmann, 2018). They are also more difficult to interpret by a non-visual user. It means that support from a sighted person may be called upon, limiting opportunities for the development of self-sufficiency and independence in the blind learner. This strain is supposed to be mitigated by combining tactile productions with additional auditory output. The auditory support comes in two flavors that can be provided independent of each other or that can complement each other. Verbal audio enhancement functions as a spoken label in addition to or as a replacement for tactile (Braille) labels. Where more convenient spoken labels improve exploration of mathematical images because they do not clatter the actual tactile overlay (Taibbi et al., 2014). Student’s fingers trace only the essential elements of the image augmented by verbal labels, for example coordinates of a particular point on the cartesian plane. Audiodescription may also contain more elaborate explanations or support questions. This combination of touch and audio allows students to keep their fingers on the image at all times, rather than having to switch between the graphics and descriptions/questions pertaining to this particular image.

Sonification in tactile-audio solutions

This is an interesting group with a number of promising inventions that might increase access to mathematical images and foster understanding of math concepts among blind learners. To obtain a learning tool with which a student can independently explore new tactile images enhanced by auditory labels or descriptions, apart from the tactile overlays, additional peripheral devices are needed. Education has a growing selection of options at their disposal, from talking touch tablets, touch sensitive boards to smartphones or tablets with dedicated software and applications. At the time of writing two touchboard devices are available for education. In principle their most basic functionality is the same (Landau & Gourgey, 2001, Gardner & Bulatov, 2008). A tactile overlay is placed over a touch sensitive board connected to the computer running a corresponding software. Prior to the use in class, the teacher or their aids design an image that will need to be embossed or created otherwise with a condition that the surface is thin enough to be depressed under fingers of the student. The image when being designed in the authoring software is assigned selected areas with attached audio cues in a form of textual descriptions or sounds imitating natural phenomena or man-made devices, e.g. rain, car engines, etc. Math images will be enhanced by a narrator explaining various concepts illustrated by the graph or support questions.
that will lead a student to finding the correct answer. Some of these systems are packaged with interactive math curricular materials (Gardner et al., 2009). Where talking boards (or tablets) are not available teachers can propose students tactual 2D images augmented by QR code scanning applications on their mobile devices. Baker et al. (2016) used manually attached visual markers (QR-Codes) encoding text in tactile graphics to assign verbal explanations to dedicated data visualizations. This option has two fundamental requirements. The school needs to offer and/or allow access to wireless internet and blind students should be trained to locate and scan the markers. Some QR scanner applications have built-in systems guiding the blind user’s smartphone to align it with the QR code for scanning.

Gay, Rivière, and Pissaloux (2018) showed their interest in haptic devices that do not require any embossed or raised overlays but can form tactile impressions with raising solenoid pins or bearing balls placed within the board itself. An image displayed visually on a computer screen is converted by appropriate software and sent to the matrix where selected pins/balls, known as taxels (tactile elements), are raised to form a tactile representation. This type of learning aid can be equated to digital visual images sighted students can work with. When the function changes, the tactile image also changes dynamically. According to the authors the refresh time might be of concern. It will differ from device to device but it is usually not longer than a few seconds (Gay et al., 2018). When we compare the time required to create even the simplest hard copy non-visual graph, the image update time seems inessential.

Haptic and audio-haptic solutions offer students yet another experience. Not only can they touch the graph but they can also manipulate it. A Phantom arm guides the student’s hand when a curve is being explored (Ramloll et al., 2000; Sjostrom et al., 2003).

**Audio-tactile software based visualisations**

Some math graphs or diagrams may not always be very complex, therefore they are relatively easy to produce on the spot. But some non-visual images will be labor-intensive and in such cases it might be more reasonable to resort to touch-screen applications where dynamically rendered graphs are accessed in a unique and heretofore infrequently experienced manner. Non-verbal sonification implemented in math imagery has mainly served as an audio interpretation of a plotted graph. Students would listen to the sounds traveling from one side to the other (panning) with a changing pitch (Bornschein et al., 2014). “Sonification enables blind students to understand the trend of the graph and relevant points such as maxima, minima and intersections” (Taibbi et al., 2014, p. 539). But the auditory feedback functions also as a navigation guide. With publications moving to the digital and online world, accessibility of Web-based scientific notation and representation has become particularly challenging (Sorge et al., 2019). Teams made up of software engineers...
and mathematicians propose solutions that blind users experience by tracing sonified visualisations. Unlike embossed graphs, with a few exceptions described above, software graphs can be easily edited and adjusted to reflect the changes in corresponding functions.

**Sonified (audio only) graphs**

It is often mistakenly assumed that learners who are blind possess exquisite tactile discrimination skills to access information written in Braille or presented in a touch-friendly format. It is yet another myth, besides the one that most, if not all, blind people are opera singers and have absolute hearing. Both of these senses do function as compensatory media and with practice may become more acute than in sighted people, but they are not given at birth, and should never be taken for granted. Adventitiously blind persons will struggle with developing and improving their tactual skills, especially if they lose their sight as adults. Depending on what they had been doing before the vision loss, they may never sharpen their touch sensitivity enough to use their fingertips for reading texts and interacting with tactile images. This could be one of the reasons why tactile representation may be off-limits to these individuals. Practicality and availability could be yet another factor that determines a possible omission of tactile impressions.

Brzostek and Mikulowski (2012) inform that software-based solutions that let students interpret non-speech sounds of different pitch corresponding to specific coordinates on the planes are one of the most economic and sought-after propositions for education. Audio-only formats as the very term suggests rely solely on the sonified representation of the graph or shape. The changes in the pitch and the panning of the sound draw an acoustic image. Mikulowski and Mańkowski (2008) add volume as the third parameter helpful in understanding the sound graph. They claim that this format “makes an easy way to explain two-dimensional diagrams for the blind student. It can be also extended to present 3D graphics by changing another sound parameters such as volume or tone, or to use so-called binaural sounds and the holophony phenomena” (p. 24). The student imagines and creates its mental representation by listening to the traveling sound.

Audio-only format appears to be retreating, making room for multimodal digital outputs. With that being said, the current events prove sonified presentations may not be totally phased out and students are likely to come across data expressed by non-speech feedback. Dynamic and automatic graphs showing the changing numbers of people and countries affected by COVID-19 were made available to people through an online project (Fusco, 2020). This form of eyes-free and hands-free exploration has not been researched extensively making it hard to verify its effectiveness. Nonetheless, it would indicate that non-visual learners need to be at a minimum made aware of such formats and be given opportunities to comprehend
acoustically presented data because they will be exposed to sonographs in their after-school life.

**Conclusion**

While technology does not have all the answers, we can safely assume that non-visual learners have a wide range of options in accessing and interacting with graphical information in mathematical education. Further targeted research on efficacy and usability of digital propositions cannot be avoided. Only thorough studies will qualify or disqualify non-traditional access to tactile graphics in education. The author comes across people with their predetermined convictions on the superiority of what they have been working with. Predominantly educators believe that solution A is better than solution B, rather than determine when solution A can be better than solution B, and vice versa. Since new educational solutions are very likely to become more commonly available, students will expect them in their classes along with sufficient methodical instruction. For it to happen several conditions have to be met, including proper teacher training and technical support. Rubin et al (2015) investigated the quantity and quality of automation of mathematical education to students with visual impairments. They concluded that Polish schools lack digital tools blind students could use independently to study math. Similar sentiment resonates in the report by Fitzpatrick et al (2018) where surveyed teachers expressed bigger interest in sketching “a rough outline of a graph using a rubber mat and plastic foil, than to use complex hardware and software to achieve more or less the same result” (p. 25). Hopefully efforts like the one by Suzuki et al (2015) will revert the teacher’s attitude and approach to higher end educational technologies that evidently can lead to an increase in access to and comprehension of graphics and visual concepts in mathematics and other STEM areas.

It is prudent to remember that students should develop various prerequisite skills to benefit from accessible non-visual displays. Więckowska (2011) informs that blind learners should understand basic shapes, spatial concepts and spatial relationships between objects. Because mathematical non-numerical concepts in their non-visual format should retain their specifications, students need to know how to use measurement instruments. The more frequent exposure to available and accessible graphical data students have, the better chances they will have to grasp mathematical concepts that are difficult to explain in a textual format.

Accessible graphics in math education is more than the ability to complete school tasks. Blind learners are given a chance to experience genuine educational and social inclusion. Ingenuity that engineers apply in their research and tests are very likely to propose new and improved forms of tactual and auditory engagement that all students will use in an inclusive setting.
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**CZY GRAFIKA DOTYKOWA MUSI BYĆ DOTYKOWA?**

**Streszczenie:** W artykule przeanalizowano edukacyjne technologie wspomagające uczniów z niepełnosprawnością wzroku w dostępie do grafik matematycznych i z pokrewnych dziedzin nauk ścisłych. Autor skoncentrował się na opcjach grafik przeznaczonych dla uczniów, które nie wymagają wersji dostępnych za pomocą innych zmysłów. Obrazy, diagramy, tabele i wykresy stanowią znaczną część współczesnych podręczników matematycznych, z którymi uczniowie pracują w szkołach (Dias i in., 2010; Edman, 1992). Dostarczają one koniecznych informacji w zwięzłym formacie i ilustrują pojęcia wymagające wyjaśnienia. Dostępne opcje pozwalają uczniom z niepełnosprawnością wzroku osiągnięciu podobnych możliwości co ich widzący rówieśnicy. Dzięki temu dane, tradycyjnie dostępne tylko przez dotyk, zyskały nową modalność interakcji i eksploracji.

**Słowa kluczowe:** dotykowy; obraz; niewidomy; sonifikacja; matematyka; audio; wykres.