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Many interesting physical theories have analytic classical actions. We show how Feynman’s path integral may be defined non-perturbatively, for such theories, without a Wick rotation to imaginary time. We start by introducing a class of smooth regulators which render interference integrals absolutely convergent and thus unambiguous. The analyticity of the regulators allows us to use Cauchy’s theorem to deform the integration domain onto a set of relevant, complex “thimbles” (or generalized steepest descent contours) each associated with a classical saddle. The regulator can then be removed to obtain an exact, non-perturbative representation. We show why the usual method of gradient flow, used to identify relevant saddles and steepest descent “thimbles” for finite-dimensional oscillatory integrals, fails in the infinite-dimensional case. For the troublesome high frequency modes, we replace it with a method we call “eigenflow” which we employ to identify the infinite-dimensional, complex “eigenthimble” over which the real time path integral is absolutely convergent. We then bound the path integral over high frequency modes by the corresponding Wiener measure for a free particle. Using the dominated convergence theorem we infer that the interacting path integral defines a good measure. While the real time path integral is more intricate than its Euclidean counterpart, it is superior in several respects. It seems particularly well-suited to theories such as quantum gravity where the classical theory is well developed but the Euclidean path integral does not exist.
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I. INTRODUCTION

Feynman’s path integral formulation of quantum mechanical theories [1, 2] occupies a peculiar position in fundamental physics. On the one hand, it provides the most elegant known description of continuous quantum systems, most notably gauge theories including the standard model. It has been successfully applied in an innumerable variety of models and problems (Ref. [3] is a compendium for non-relativistic quantum mechanics). On the other hand, attempts to rigorously define the real time quantum path integral, as is required to directly describe dynamical phenomena, have failed for over half a century (for a review, see [4, 5]). The standard approach, dating back to Mark Kac in 1949 [6], involves Wick rotating time to imaginary values and working in Euclidean spacetime. This approach has since dominated rigorous and non-perturbative approaches to path integrals and quantum field theory [7]. It has proven very fruitful, for example, in lattice gauge theory. However, it has the undesirable feature of replacing interference, which is fundamental to quantum physics, with statistical physics which has a qualitatively different character. The analytic continuation back to real time is often impractical. This problem has grown in urgency as experimental advances, across a vast range of fields, from biophysics to radio astronomy, have made dynamical quantum processes accessible including intricate interference behavior [8]. The Euclidean approach, furthermore, encounters problems even when describing equilibrium phenomena, in cases where the Euclidean action is not real and positive. Examples include dense baryonic matter [9] and quantum lattice models with a “sign problem” [10] including the Hubbard model on a square lattice, thought to be a good model for exotic superconductivity. Our own work is motivated by the challenge of defining the path integral for gravity and cosmology [11–17].

Our goal in this paper is to take a step towards defining real time quantum path integrals, in the relatively simple setting of a non-relativistic particle in a potential. Instead of analytically continuing in time, we analytically continue in the dynamical variables. We generalize Picard-Lefschetz (or exact, steepest descent) analysis for finite-dimensional oscillatory integrals to the infinite-dimensional case. We thereby obtain a fully non-perturbative expression for the real time path integral, in which regulators such as Feynman’s “$i\epsilon$” are unnecessary. Our arguments are not completely rigorous but we feel they are sufficiently novel and convincing to be worth presenting in the hope that mathematicians can develop
them into rigorous proofs. In a companion paper, we explicitly calculate the real time propagator in some illustrative examples, as a practical demonstration of the utility of these methods [18].

We introduce several novel concepts here. First, we define physically reasonable, smooth regulators which make oscillatory interference integrals such as real time path integrals mathematically meaningful. Provided the action is analytic in the dynamical variables, the analyticity of the regulator allows us to exploit Cauchy’s theorem to deform the original, real integration domain onto a corresponding set of complex “thimbles” (or generalized steepest descent contours) upon which the path integral is absolutely convergent. The regulator may then be completely removed. In this way, we map a highly oscillatory, regulated real time path integral onto a set of well-defined, regulator-independent infinite-dimensional measures (we provide an introduction to measure theory in Appendix A). We will show that gradient flow, usually used in finite-dimensional Picard-Lefschetz analysis, fails in the infinite-dimensional case because it leads to ill-defined partial differential equations. Instead, we introduce a new method we call “eigenflow,” which relies only on solutions to ordinary differential equations. Using eigenflow, we find the “eigenthimble” for the high frequency modes, namely the half-dimensional subspace of the space of complexified paths, which plays the same role as a “thimble” in finite-dimensional Picard-Lefschetz analysis. We are able, in particular, to bound the high frequency part of the path integral for an interacting theory by the corresponding path integral for a free particle. Since the latter is associated with a well-defined, infinite-dimensional measure, closely related to the Wiener measure (see Appendix A), it follows from Lesbesgue’s dominated convergence theorem (see Appendix B) that the interacting, real time path integral also yields a well-defined measure. If this argument can be made rigorous, it would constitute a complete definition and proof of existence for real time path integrals in quantum mechanics.

The real time propagator in non-relativistic quantum mechanics is given by:

\[ K(x_1, t_1; x_0, t_0) \equiv \langle x_1 | \hat{U}(t_1, t_0) | x_0 \rangle \Theta(t_1 - t_0) \sim \int_{x_0}^{x_1} e^{iS[x]/\hbar} \text{D}x, \]  

where \( \hat{U}(t_1, t_0) = Te^{-i\int_{t_0}^{t_1} \hat{H}(t)\text{d}t/\hbar} \) is the time evolution operator, \( \hat{H}(t) \) is the Hamiltonian operator and \( |x_0\rangle, |x_1\rangle \) are position eigenstates. The propagator \( K(x_1, t_1; x_0, t_0) \) may also be defined as the solution of the time-dependent Schrödinger equation with a delta function source, namely \( (i\hbar \partial_{t_1} - \hat{H}(x_1, t_1))K(x_1, t_1; x_0, t_0) = i\hbar \delta(t_1 - t_0)\delta(x_1 - x_0) \), with the “causal”
boundary condition that $K(x_1, t_1; x_0, t_0) = 0$, for $t_1 < t_0$. Integrating the first equation
over $t_1$, from just below $t_0$ to just above it (i.e., from $t_0^-$ to $t_0^+$), the second implies that
\[ \lim_{t_1 \to t_0^+} K(x_1, t_1; x_0, t_0) = \delta(x_1 - x_0), \]
consistent with its definition in (1). The causal boundary
condition ensures perturbative unitarity (see, e.g., Refs. [2, 19]). (Note also that the operator
appearing on the lhs of the defining equation is precisely the Hamiltonian constraint which
generalizes neatly to the relativistic theory, and the rhs is already relativistically invariant.)

The last expression in (1) is, of course, Feynman’s beautiful formula which has, however,
remained only heuristically defined to this day. Our aim is to improve on this state of affairs.
Feynman was well aware of the mathematical difficulties. In his textbook with Hibbs he
states, of the discretized-time definition of the sum over paths, “...we feel that the possible
awkwardness of the special definition of the sum over all paths may eventually require new
definitions to be formulated. Nevertheless, the concept of the sum over paths, like the
concept of an ordinary integral, is independent of a special definition and valid in spite of
the failure of such definitions” (Ref. [2], p.34). Having set aside rigor with these not entirely
convincing arguments, they proceed to derive many very interesting results. In recent years,
there has been a growing effort to develop an improved definition and understanding of real
time path integrals (see, for example, [20, 21] and the reviews [4, 5]).

In this paper, we shall start by explaining the mathematical subtleties of real time path
integrals and then attempt to systematically resolve them. The outline is as follows. In
Section II we explicitly exhibit the ambiguity in the simplest real time path integral, namely
the discretized time path integral for a free, non-relativistic particle. We show how the
ambiguity is resolved by introducing a class of physically reasonable, smooth regulators
and then using contour deformation and appropriate limits to derive regulator-independent
results. In Section III we formally define path integrals in terms of an infinite number of
eigenmodes. In Section IV we show how gradient flow methods, usually used to identify
generalized, higher dimensional steepest descent contours for interference integrals, fail in
the infinite dimensional case. For the troublesome high frequency modes, we introduce a
new method – eigenflow – to find the complex domain – the eigenthimble – over which
the infinite-dimensional path integral is well-defined. In Section V we bound the contour-
deformed path integral over the high frequency modes by a well-defined measure related
to the Wiener measure for a free particle. We provide a brief, informal summary of the
relevant measure theory in Appendix A and key mathematical theorems in Appendix B.
In Section VI we check these concepts explicitly for the quartic oscillator. Appendix C provides analytic formulae for the steepest descent thimbles and the eigenthimbles in the lowest frequency approximation, for that example. Finally, Section VII summarizes some of the advantages of the real time, as opposed to the Euclidean, path integral.

One of the surprises of our treatment is that it leads to an exact representation of a path integral in which the classical theory plays an organising role. For example for a particle in a potential, with action $S[x] = \int_{t_0}^{t_1} (\frac{1}{2} M \dot{x}^2 - V(x)) \, dt$, the propagator may be written

$$K(x_1, t_1 - t_0; x_0) = \sqrt{\frac{M}{2\pi i\hbar(t_1 - t_0)}} \Theta(t_1 - t_0) \sum_C e^{iS_C/\hbar} n_C \int_{\mathcal{J}_C} e^{i\theta_C} d\mu_C,$$

(2)

(using time translation invariance to simplify the notation for $K$). The propagator implements unitary evolution via $\Psi(x_1, t_1) = \int K(x_1, t_1 - t_0; x_0) \Psi(x_0, t_0) \, dx_0$. Hence, it has dimensions of inverse length, which are accounted for by the square root prefactor in (2).

The sum in (2) runs over relevant classical paths $x_C(t)$, real or complex, with action $S_C$, which satisfy the equations of motion and the boundary conditions. A precise criterion of relevance is provided by Picard-Lefschetz theory [22–24]. For finite-dimensional integrals, every generic saddle $C$ (i.e., one where the hessian is non-degenerate) has a unique steepest ascent thimble $K_C$ and a steepest descent thimble $J_C$. With an appropriate choice of orientation, the intersection matrix of these thimbles is $(K_C, J_{C'}) = \delta_{C,C'}$. If the original, oriented integration domain $\mathcal{C}$ can be deformed into a sum of descent thimbles $\sum_C n_C J_C$, with $n_C$ an integer, it follows from the topological invariance of the intersection form that $n_C = (K_C, C)$. Thus, $n_C$ is nonzero and a saddle is “relevant” if and only if its steepest ascent thimble intersects the original contour. In our work, we will assume (and explicitly confirm in detailed calculations [18]) that this criterion still applies in the infinite-dimensional case.

Upon every thimble the path integral over fluctuations about $x_C(t)$ converges absolutely and defines a positive, infinite-dimensional measure $d\mu_C$. The phase factor $e^{i\theta_C}$, with $\theta_C$ real, is a well-defined quantity at each point of the measure space, as we shall describe below. In the limit $\hbar \to 0$, the measure becomes tightly focused on the corresponding saddle and $e^{i\theta_C}$ tends to the well-known, semi-classical “Maslow” phase factor [8, 25, 26], as we shall explain. We find it remarkable that there is an exact expression for the quantum mechanical propagator which, for any value of $\eta$, is so clearly organized by the classical theory. In
effect, by extremizing the interference amplitude over paths, the classical theory efficiently compresses the information contained in the quantum theory.

With an eye to future applications in quantum gauge theories and, ultimately, gravity, we shall use the quartic oscillator as a concrete example. We explicitly construct the high frequency eigenthimble and show how the real time path integral efficiently describes non-perturbative phenomena which would be hard to recover from a Euclidean path integral. At the end of the paper, we provide an explicit example of the information compression provided by the classical theory, through the formula (2). In a companion paper, we implement a numerical method for determining the relevance (in the Picard-Lefschetz sense outlined above) of complex saddles, in the infinite-dimensional case. We also explore the detailed implementation of (2) in situations where both real and complex saddles are relevant [18].

Formulae closely analogous to (2) appear in fascinating recent discussions of “resurgence,” which emphasize the connections between the non-perturbative contributions to path integrals and perturbative contributions which may be much more easily derived. For a selection of recent papers, on a broad range of QFT and applied mathematical topics, see, e.g., [9, 27–30]. For an early study of perturbative saddle point methods, caustics and hyperasymptotics for both one- and multi-dimensional integrals, see [31–34]. In our approach, all of the terms in the sum (2) formally originate, through analytic continuation, from a single regulated path integral. Whether this insight is ultimately useful for understanding the origin and meaning of “resurgence” remains to be seen.

II. SMOOTH REGULATORS AND CAUCHY’S THEOREM

A real time path integral is, by definition, an interference integral: the quantum phase factor $e^{iS/\hbar}$ is integrated over the infinite, infinite-dimensional domain of real paths. The integrand has modulus unity so the integral is not absolutely convergent. As is well-known in mathematics, such integrals are in general ambiguous and can depend, for example, on the coordinates chosen or the order in which partial integrals are performed (see Appendix B for examples). To avoid such ambiguities, one might try restricting the integral to a finite domain and taking the limit as the domain becomes large. Unfortunately, in more than one dimension this the result generally depends on the shape of the domain’s boundary. To define path integrals, we must regulate extreme paths in a manner which allows them to interfere
destructively and cancel out, which a sharp boundary does not. By instead regulating them smoothly, we implement the physical principle that the predictions for experiments on earth should not depend on paths which go via the moon.

For integrals which are absolutely convergent, Fubini’s theorem (see Appendix B) shows that ambiguities of this type do not arise. We shall introduce a broad class of smooth regulators which are a) absolutely integrable and b) analytic so we can use Cauchy’s theorem to transform the original, highly oscillatory integral into a sum of absolutely convergent integrals. After this transformation, the regulator can be removed.

Consider the textbook example of the time-discretized path integral propagator for a free particle of mass $M$\cite{2}. Take the amplitude for the particle to “go nowhere,” i.e., to travel from $x = 0$ to $x = 0$ in a positive time interval $T$. We can compare this with the solution to the time-dependent Schrödinger equation (or, equivalently, its Euclidean version – the diffusion equation – analytically continued back to real time) which gives the result $\sqrt{M/(2\pi i\hbar T)}$, where $\sqrt{i} = e^{i\pi/4}$. The discretized time path integral over $x \equiv (x_1, \ldots, x_N)$, the particle’s position at each intermediate time, where $T = (N + 1)\Delta t$ is, by definition

$$\left(-\frac{m}{2\pi i\hbar\Delta t}\right)^{N+1} \int e^{i\frac{N}{\Delta t}(x_1^2+(x_2-x_1)^2+\cdots+(x_N-x_{N-1})^2+x_N^2)} d^N x. \quad (3)$$

Rescale $x = y\sqrt{\Delta t/M}$ to obtain a dimensionless integral with a single factor of $\sqrt{M/(\hbar\Delta t)}$ out front. Write the real quadratic form appearing in the phase as $\frac{1}{2}y^T K y$ and rotate $y$ to diagonalize $K$. Its diagonal elements $\lambda_n, n = 1, \ldots, N$ are all positive, so rescale each $y_n$ by $\lambda_n^{-\frac{1}{2}}$. The product of eigenvalues $\det K = \sqrt{N+1}$, from which we obtain the Schrödinger result multiplied by

$$\int \prod_{t=1}^{N} e^{i\frac{y_t^2}{\Delta t}} \frac{dy_t}{\sqrt{\pi i}}. \quad (4)$$

If each one-dimensional integral in this expression is defined with cutoffs, it indeed converges to unity as the cutoffs are taken to $\pm\infty$. This amounts to using a box-shaped cutoff for the $N$-dimensional integral and removing the cutoff by sending the box ends to $\pm\infty$ in all Cartesian directions. However, if we instead use a spherical cutoff at $r \equiv \sqrt{y^2} = R$, after performing the angular integrals we obtain a completely different result:

$$\frac{2\pi^{\frac{N}{2}}}{(i\pi)^{\frac{N}{2}} \Gamma(N/2)} \int_0^R e^{i\pi^2 r N^{-1}} dr = 1 - \frac{\Gamma(N/2, -iR^2)}{\Gamma(N/2)}. \quad (5)$$
The last term is \( \approx e^{iR^2 R^{N-2}} / \left((i(N+2)/2\Gamma(N/2))\right) \) at large \( R \). For \( N = 2 \) the result oscillates with fixed magnitude as \( R \to \infty \) whereas for \( N > 2 \) it grows in magnitude without bound. Thus, for all \( N > 1 \), a sharp spherical cutoff fails to give a good limit.

If, however, we regulate (4) smoothly by inserting a factor \( e^{-r^2/L^2} \) under the integral, it gives \( (1 + i/L^2)^{-N/2} \) which has the correct limit as \( L \to \infty \). The smooth cutoff gives a sensible physical result precisely because it allows extreme paths to interfere destructively and cancel out. To define an infinite class of smooth regulators, and to see why they all give the same result as the regulator is removed, we now turn to complex analysis.

What general properties should a smooth regulator \( f(x) \) have? Clearly, it must be absolutely integrable, i.e., \( \int dx |f(x)| \) must be finite, so that its insertion renders the oscillatory integral over a pure phase absolutely convergent. This implies a bound on the Fourier transform, \( \hat{f}(k) = \int e^{ik \cdot x} f(x) dx \) because \( |\hat{f}(k)| \leq \int |f(x)| dx \), for all \( k \). Second, a smooth regulator must tend to unity, \( f(x) \to 1 \) at each \( x \), in some limit, in which it can be said to be removed. Finally, to allow us to use Cauchy’s theorem, \( f(x) \) should be analytic in the region of the complex \( x \)-domain through which we need to deform the \( x \)-integration contour. As an example, consider functions \( f(x) \), with \( f(0) = 1 \), whose Fourier transform \( \tilde{f}(k) \) is supported on a compact domain \( D \) including the origin. Suppose, further, that \( \tilde{f}(k) \) is \( C^\infty \) and that all its \( k \)-derivatives vanish on \( \partial D \). Finally, assume \( D \) lies entirely within an open ball, \( |k| < L^{-1} \). Then, as \( L \to \infty \), \( \tilde{f}(k) \) tends to a delta function and \( f(x) \) tends to unity at all finite \( x \). By repeated integrations by parts, one can show that \( |f(x)| \) is bounded by a constant times any negative power of \( x^2 \). Combined with the boundedness of \( f(x) \), which follows from that of \( f(k) \), it follows that \( f(x) \) is absolutely integrable. As we shall see shortly, a Paley-Wiener theorem implies that \( f(x) \) is also entire and bounds its growth off the real \( x \)-domain by an exponential. For the oscillatory integrals of interest, this bound will suffice to ensure a good \( L \to \infty \) limit in which the regulator is removed.

For example, consider the integral (4), with a smooth regulator of the above form inserted. Cauchy’s theorem allows us to deform each \( x_l \) integration contour from the real \( x_l \)-axis to (i) a portion of the steepest descent contour from the saddle at \( x_l = 0 \): \( x_l = e^{i\pi/4} w_l \), with \(-R < w_l < R\), (ii) two arcs of radius \( R \), on either side of the origin, returning the contour to the real \( x_l \)-axis, and (iii) the real line segments \((-\infty, -R] \) and \([R, \infty)\). A simple Paley-Wiener theorem (see [35], Theorem 7.2.1) yields \( |f(x)| < e^{\text{Im}(x)/L} \int_D |\tilde{f}(k)| dk \). Along (i), our integrand falls off as a Gaussian, so this contribution converges absolutely in the limit.
$R \to \infty$. The integrals in (iii) tend to zero in the same limit because $f(x)$ falls off faster than any negative power of $x^2$. Finally, using $|\text{Im}(x)| < \sum_{l=1}^N |\text{Im}(x_l)|$ and setting $x_l \equiv Re^{i\theta}$ along either arc in (ii), the magnitude of each $x_l$-integral is bounded by $R \int_0^{\pi/4} e^{-R^2 \sin^2 \theta + (R/L) \sin \theta} d\theta$.

For $R \gg L$, the exponent is bounded above by $R^2$ times a negative linear function of $\theta$. Integrating the bounding function over $\theta$ bounds the integral by a constant times $R^{-1}$. Thus, at fixed $L$, we can take the limit $R \to \infty$ and all that remains is the integral over the thimble defined by $x_l = e^{i\pi/4}w_l$, with $w_l$ real. Since the integral is now absolutely convergent, the dominated convergence theorem (see Appendix B) allows us to take the limit $L \to \infty$ inside the integral. Notice that the order of limits is crucial: we hold $L$ fixed as we deform the contour and send $R \to \infty$. Only after taking that limit do we send $L \to \infty$ and remove the regulator. We have explicitly illustrated the procedure for a quadratic exponent, but the argument is easily generalized to higher powers.

To summarize: the notion of a smooth regulator allows us to map a large class of oscillatory integrals onto absolutely convergent integrals which require no regulator at all. For this to be possible, both the integrand and the regulator must be analytic in the complex domain through which the integration contour is deformed. Second, the integrand must decay rapidly enough at infinity, in that domain, that no contributions arise “from infinity.” When both conditions are met, extreme paths cancel out and a unique result is obtained. A suitable class of smooth regulators can likewise be defined in the infinite-dimensional case, but we shall defer a detailed discussion to future work.

We have shown that making sense of the time-discretized path integral is a delicate matter, even for a free particle. When interactions are included, the task becomes exponentially more difficult. For example, for a polynomial potential $V(x)$ which has highest power $x^{2P}$, with $P$ a positive integer, the time-discretized action with $N$ intermediate times is a polynomial of order $2P$ in $N$ variables. It follows that the discretized action has an exponentially large number – precisely, $(2P-1)^N$ – saddles (real or complex). Discretizing the time imposes an upper limit on the energies of states one can describe: the number of states grows at most as a power law in $N$. Therefore, it is clear that the vast majority of saddles in the discretized theory can have nothing do with real physics. To be sure, for every saddle (real or complex) in the continuum theory, there should be a sequence of saddles in the discretized theory, which converges to the continuum saddle as $N$ is taken to infinity. But
only saddles which are part of such sequences have anything to do with continuum physics. Since we want to use saddle point and steepest descent methods, we will therefore avoid using the time-discretized definition of the path integral. Instead, we shall first identify the relevant saddles (either real or complex) in the continuum theory; then give a continuum definition of the complex thimble associated with each saddle and only finally, when we need to actually calculate the path integral over the thimble, resort to a discrete approximation (such as restricting the space of paths to discrete times or a finite number of Fourier modes). The latter approximations are then reasonable because, at this final stage, we are dealing with an absolutely convergent integral.

III. FORMAL PATH INTEGRAL AND CONTOUR DEFORMATION

Consider a particle in a potential \( V(x) \), with action \( S[x] = \int_0^1 \left( \frac{1}{2} M T^{-1} \dot{x}^2 - TV(x) \right) dt \). We have rescaled the time \( t \) so that \( 0 \leq t \leq 1 \), with \( T \equiv t_1 - t_0 > 0 \). We want to integrate over all paths \( x(t) \) satisfying \( x(0) = x_0, x(1) = x_1 \). Let \( x(t) = x_C(t) + \delta x(t) \), with \( x_C(t) \) a relevant classical solution (we discussed the criterion of “relevance” below Eqn. (2)). We write the action as \( S[x_C(t) + \delta x(t)] = S_C + \delta S \), with \( \delta S = \delta S^{(2)}[\delta x(t)] + \delta S^{(ho)}[\delta x(t)] \) including the quadratic and higher order terms,

\[
\begin{align*}
\delta S^{(2)}[\delta x(t)] &= \int_0^1 \frac{1}{2} \left( \delta x \hat{O} \delta x \right) dt, \\
\delta S^{(ho)}[\delta x(t)] &= \int_0^1 \left( -\sum_{k=3}^{\infty} \frac{T}{k!} \delta x^k \frac{\partial^k V}{\partial x^k}(x_C(t)) \right) dt,
\end{align*}
\]

where \( \hat{O} \equiv -MT^{-1} \frac{d^2}{dt^2} - T \frac{\partial^2 V}{\partial x^2}(x_C(t)) \) plays the same role as the hessian for saddles in the finite-dimensional case. On occasion we shall refer to \( \hat{O} \) as the hessian operator. It also defines the Jacobi equation, \( \hat{O}\delta x(t) = 0 \), whose solutions determine the functional determinant which the path integral over fluctuations yields at leading semiclassical order (we give simple examples in Section VII).

Of course, \( \delta S \) contains no term linear in the fluctuation \( \delta x(t) \) because, by definition, \( x_C(t) \) is a classical solution. Furthermore, since \( x_C(t) \) satisfies the boundary conditions, \( \delta x(t) \) must vanish at the initial and final times: \( \delta x(0) = \delta x(1) = 0 \). The operator \( \hat{O} \) is symmetric: for real classical solutions, it is Hermitian. For complex classical solutions, one can find a basis
in which $\hat{O} = \hat{A} + i\hat{B}$ where $\hat{A}$ and $\hat{B}$ are real, symmetric operators which commute and can hence be simultaneously diagonalized (for complex, symmetric matrices this result is known as Autonne-Takagi factorization). In order to streamline our discussion, we shall for the most part ignore this complication, writing $\hat{O}$ for the operator which we diagonalize. However, nothing in our procedure restricts us to real classical solutions.

Near the saddle, the quadratic action $\delta S^{(2)}$ dominates over $\delta S^{(\text{ho})}$. It is therefore natural to express $\delta x(t)$ as $\sum_{m=1}^{\infty} \delta x_m \psi_m(t)$, where the $\psi_m(t)$ are orthonormal eigenmodes of $\hat{O}$ (or $\hat{A}$ for complex solutions), ordered by their eigenvalues $\lambda_m$, for $m = 1, 2 \ldots \infty$. Standard theorems (see, e.g., Ref. [36]) assure us that, as the mode number $m \to \infty$, both $\psi_m(t)$ and $\lambda_m$ tend to the eigenmodes and eigenvalues of the corresponding free particle operator $\hat{O}_0 \equiv -(M/T) \frac{d^2}{dt^2}$, i.e., $\psi_{0,m}(t) = \sqrt{2} \sin(\pi m t)$ and $\lambda_{0,m} = (\pi m)^2 (M/T)$.

Given a relevant classical solution $x_C(t)$, the corresponding contribution to the path integral propagator may be defined formally as an integral over all mode amplitudes:

$$K_C(x_1, T; x_0) \equiv \sqrt{\frac{M}{2\pi i hT}} \int \frac{e^{i \frac{S_0[x(t)]}{\hbar}}}{\prod_{m=1}^{\infty} d\delta x_m} \int \frac{e^{i \frac{S[x(t)]}{\hbar}}}{\prod_{m=1}^{\infty} d\delta x_m} \prod_{m=1}^{\infty} d\delta x_m,$$

(7)

where we again for simplicity assumed time translation invariance. The first factor may be thought of as a normalization constant. It is completely determined by the free particle path integral which, being Gaussian, is easily defined and performed. The free particle hessian operator $\hat{O}_0$, appearing in the free particle action $S_0[x(t)]$, has orthonormal eigenfunctions $\psi_{0,m}(t) = \sqrt{2} \sin(m \pi t)$ and eigenvalues $\lambda_{0,m} = \frac{1}{2} (M/T)(m \pi)^2$. Any path $x(t)$ can be expressed as the sum of a classical solution and a fluctuation $\delta x(t) = \sum_{m=1}^{\infty} \delta x_m \psi_{0,m}(t)$. In the second factor, we do the same but for the interacting action and the operator $\hat{O}$, with orthonormal eigenfunctions $\psi_m(t)$ and eigenvalues $\lambda_m$. We write $\delta x(t) = \sum_{m=1}^{\infty} \delta x_m \psi_m(t)$ so that $\delta x_m = \int_0^1 \psi_m(t) \delta x(t) dt$. Formally, regarding $\int_0^1 dt$ as a sum over a “matrix index” $t$, $\hat{O}_t \delta(t - t')$ is a symmetric “matrix” and the integral operator $\int_0^1 \psi_m(t) dt$ is an “orthogonal rotation” from $\delta x(t)$ to the $\{\delta x_m, m = 1, \ldots \infty\}$, as the relation $\int_0^1 \psi_m(t) \psi_n(t) dt = \delta_{mn}$ implies. The Jacobian of such a rotation is unity. Thus the infinite products appearing in the numerator and the denominator are formally the same whether $\delta x(t)$ is expressed in terms of the eigenmodes of $\hat{O}_0$ or $\hat{O}$. The same normalization constant applies in the free or the interact-
ing propagator because both have the same short time limit, \( \lim_{T \rightarrow 0^+} K(x_1, T; x_0) = \delta(x_1 - x_0) \).

To perform the free particle path integral, we first find the classical solution and its action, \( S_{0, C} = \frac{1}{2} (M/T)(x_1 - x_0)^2 \). This cancels with the corresponding term in the numerator. The fluctuation action is \( \delta S_0 = \frac{1}{2} \sum_{m=1}^{\infty} \lambda_{0,m} \delta x_m^2 \). To integrate over the \( \delta x_m \), we rotate the contour by setting \( \delta x_m = e^{i \frac{\pi}{4}} w_m \) with \( w_m \) real. The space of real \( w_m \) is the free particle thimble \( J_0 \): we call this the Wiener thimble and the \( w_m \) Wiener coordinates. After rotating to the Wiener thimble, we evaluate the free particle path integral, ignoring contributions “from infinity” as justified in the previous section. The free particle path integral is then proportional to

\[
\prod_{m=1}^{\infty} e^{-\frac{w_m^2}{2\sigma_m^2}} \frac{dw_m}{\sqrt{2\pi\sigma_m}} \equiv d\mu_B; \quad \sigma_m = \frac{\sqrt{hT/M}}{m\pi} \equiv W_m \pi.
\] (8)

which is the “Brownian bridge” probability measure (with weight \( W \)). This is a version of the Wiener measure where the paths are constrained to end at zero (for further details, see Appendix A). Substituting (8) into (7), the interacting path integral becomes

\[
K_C(x_1, T; x_0) = \sqrt{\frac{M}{2\pi i hT}} e^{i S_C} \int e^{i \delta S} \prod_{m=1}^{\infty} \frac{d\delta x_m}{\sqrt{2\pi i \sigma_m} \sigma_m},
\] (9)

We emphasize that (9) is not yet mathematically meaningful. It will only become so when we have defined the complex domain or “thimble” \( J_C \) over which the fluctuations \( \delta x_m \) are to be integrated. Even then, care must be taken not to interpret the product \( \prod_{m=1}^{\infty} d\delta x_m/(\sqrt{2\pi i \sigma_m}) \) as in any meaningful sense a “measure;” it is not, as we explain in Appendix A. Only when this factor is combined with the factor \( e^{i \delta S} \) and evaluated on \( J_C \), do we obtain a good measure. By normalizing the interacting path integral as we have done, relative to the free path integral, functional determinants are also naturally defined in terms of ratios of infinite products of free and interacting eigenvalues. We shall discuss simple examples of such functional determinants in section VII below. In a companion paper, we implement the more elegant mathematical treatment of Refs. [37–39] which rests upon the same free particle normalization.

To deal with the remaining path integral in (9) we again exploit a simplification which occurs at short times or high frequencies. In this limit, we expect the kinetic term to dominate over the potential and the interacting “thimble” to be close to that for the free particle. With this simplification in mind, we separate the fluctuation into low and high frequency parts, \( \delta x(t) = \delta x^L(t) + \delta x^H(t) \), where \( \delta x^L \) and \( \delta x^H \) are linear combinations,
respectively, of modes $\psi_m(t)$ with $m < m_C$ and $m \geq m_C$, where $m_C$ demarcates the boundary between low frequency, “light” modes, including those involved in the classical solution, and high frequency, “heavy” modes, which are almost completely unexcited in the classical solution. Write the fluctuation action as $\delta S = \delta S^L + \delta S^H$, with $\delta S^L$ comprising the terms not involving the high frequency modes and $\delta S^H$ the remainder. Then

$$K_C(x_1, T; x_0) = \frac{e^{i\delta S}}{\sqrt{2\pi i\hbar T}} \int e^{i\delta S^L} \prod_{m=1}^{m_C-1} \frac{d\delta x_m}{\sqrt{2\pi i\sigma_m}} \left( \int e^{i\delta S^H} \prod_{m=m_C}^{\infty} \frac{d\delta x_m}{\sqrt{2\pi i\sigma_m}} \right).$$

(10)

Again, we expect the infinite-dimensional measure, defined by the last, bracketed factor, to only make sense when both the phase factor and the infinite product are combined, as they are in the Brownian bridge.

In the next section, we deform the contour of integration in the last factor onto what we call the “high frequency eigenthimble” $\mathcal{J}^H$, upon which the high frequency path integral converges absolutely. Near the saddle, the eigenthimble is determined by the quadratic operator $\hat{O}$. As the frequency $m$ is raised, the kinetic term dominates over the potential and the high frequency part of the eigenthimble $\mathcal{J}^H$ closely follows that for the free particle thimble $\mathcal{J}_0^H$, further and further out in the complex $\delta x_m$-plane. Writing $\delta x_m = e^{i\pi/4}w_m$, the contribution of the $m$’th mode to $i\delta S/\hbar$ is $\approx -w_m^2/(2\sigma_m^2)$, out to greater and greater $w_m$, where the integrand is exponentially suppressed. The contribution of each additional high frequency mode to the last bracket in (10) thus tends to unity so the product of these contributions has a finite limit as more and more modes are included. In the following sections, we shall bound the path integral over $\mathcal{J}^H$ by the high frequency part of the Brownian Bridge, $d\mu^H_B$, thereby showing that it yields a well-defined, infinite-dimensional measure. Having defined the path integral measure for high frequency modes, the remaining finite-dimensional path integral over low frequency modes can be defined and performed using finite-dimensional Picard-Lefschetz methods (see, for example, [15, 40, 41]).

IV. EIGENFLOW AND THE EIGENTHIMBLE

For finite-dimensional oscillatory integrals, the steepest descent or ascent contours from a saddle are usually found by gradient flow, following the set of falling or rising directions defined by the hessian at the saddle. As we shall see momentarily, gradient flow fails badly in the infinite-dimensional case. Our focus here will be on showing that the integration domain
for the path integral over high frequency modes may be deformed onto a complex thimble upon which the path integral defines a good measure. Happily, in this simpler context, we are able to identify and implement an alternative to gradient flow. Our nonlinear method generalizes the analysis of the eigenfunctions of the hessian operator $\hat{O}$ which, as we have discussed, simplifies for high frequencies and naturally defines the descending and ascending directions in the complexified space of paths in the vicinity of a classical saddle. Hence, we call our method “eigenflow.” We will use eigenflow to find the “eigenthimble” which plays the same role as the thimble does in the finite-dimensional setting, namely that of defining a half-dimensional space within the space of complexified integration variables, upon which the integral becomes absolutely convergent. To illustrate the method, it will suffice to discuss the amplitude to “go nowhere” in a theory with a trivial classical saddle $x_C(t) = 0$, whose classical action $S_C$ is zero. Since, in this case, $\delta x(t) = x(t)$ and $\delta S[\delta x] = S[x]$, we can drop the $\delta$’s and thereby minimize notational clutter. From this point in the paper onwards, all quantities are fluctuations unless explicitly stated otherwise.

The real part of the exponent in the path integral (9), which governs the magnitude of the integrand, defines the “height function” $h[x] \equiv \text{Re}[iS[x]]$. The kinetic term is diagonalized by $x(t) = e^{i\pi/4}(F(t) + iG(t))$, with $F(t)$ and $G(t)$ real: $\text{Re} \left[ i \int_0^1 \dot{x}^2 dt \right] = \int_0^1 \frac{1}{2}(-\dot{F}^2 + \dot{G}^2) dt$. Clearly, as far this term is concerned, $F$ defines the steepest descent directions and $G$ the steepest ascent directions. To proceed using gradient flow, we functionally differentiate $h$ with respect to $F$ and $G$. With the inclusion of potential terms, the gradient flow descent equations are pdes:

$$\partial_\tau F = -\frac{\delta h}{\delta F} = -\partial_t^2 F + \text{nonlinear terms},$$
$$\partial_\tau G = -\frac{\delta h}{\delta G} = +\partial_t^2 G + \text{nonlinear terms}. \tag{11}$$

The second equation is a nonlinear diffusion equation, with $\tau$ playing the role of “time” and $t$ “space”: the double derivative term damps away curvature, i.e., the double derivative in $t$ in the function $G(t)$. However, the first equation has the opposite character. The double derivative term now amplifies curvature in $F(t)$ an uncontrolled manner: the higher the frequency, the faster $F$ grows. Given a nontrivial path $F(t)$ and $G(t)$ at $\tau = 0$, the nonlinear terms generate higher and higher frequency modes which grow faster and faster in $\tau$. There is a cascade to infinite frequency in arbitrarily short time, so the equations (11, 12) fail to have a well-defined solution.
The problem with gradient flow is that it is, in a sense, too effective. In the infinite-dimensional case, there are infinitely steep directions and these make the notion of a “flow” ill-defined. What we need is a more selective flow, which operates “mode by mode,” and “filters out” higher frequency modes. We shall define such a flow momentarily but, before doing so, let us say a little more about the context in which we intend to apply it. For simplicity, consider quantum mechanical models where the potential $V(x)$ is a polynomial in $x$ which is bounded below so that the classical solutions are all regular. Clearly, at large complex $|x|$, the highest power dominates. In the remainder of the paper, we shall focus on proving that the real time path integral for such theories exists.

For such potentials, at high frequencies and near the saddle, the kinetic term in the action dominates over the potential term. As $m$ is raised, the kinetic term dominates further and further out into the complex $x_m$-plane. Only when $|x_m|$ becomes very large (for example, $|x_m| \sim m$ in the case of a quartic potential) do the potential terms start to compete. When they do, it is the highest power in $V(x)$ which dominates, so that all sub-leading powers may be neglected. We therefore reach the important conclusion that the high-frequency “eigenthimble” we seek is determined by a balance between the kinetic term and the highest power in the potential. This is an enormous simplification: not only can we neglect all sub-leading powers, we can neglect any dependence on the specific classical saddle and hence on the initial and final condition. We can focus on the amplitude to “go nowhere” and the problem of determining the eigenthimble becomes scale-invariant. This allows us to calculate the eigenthimble for all (sufficiently high) frequencies, at once. We shall do so explicitly, in section VI, for the quartic oscillator.

Let us now describe the eigenflow method. Since the height function $h$ is the real part of an analytic function, it follows from the Cauchy-Riemann equations that the eigenvalues of the operator $\hat{\mathcal{O}}$ governing quadratic fluctuations, come in equal and opposite pairs (see Fig. 1). Starting from a saddle, the descending directions are spanned by the eigenfunctions of $\hat{\mathcal{O}}$ with positive eigenvalues $\lambda_m$. The “shallowest” of these directions is associated with the smallest such $\lambda_m$. To define the eigenflow downwards in the corresponding direction, we impose a constraint on the “radius squared” $R^2$ of the fluctuation from the saddle using a positive Lagrange multiplier $\lambda$, and seed the flow with a solution which tends to a multiple of the corresponding eigenfunction of $\hat{\mathcal{O}}$ as $\lambda$ approaches $\lambda_m$ from above. We thus replace the height function $h$ with $h^+[x] \equiv h[x] + \frac{1}{2}\lambda(\int_0^1 |x(t)|^2 - R^2)dt$. Notice that the additional
Figure 1: The eigenvalues of the operator $\hat{O}$ governing fluctuations about a saddle come in equal and opposite pairs: adding the Lagrange multiplier $\lambda$ raises all eigenvalues equally (left). Provided the potential falls faster than quadratically, at large $R^2$, when $\lambda$ sends an eigenvalue positive, two new saddles form. As $\lambda$ is increased, they move further out (right).

term, being rotational symmetric in the complex $x$-plane, does not prejudice the direction of downward descent. Near the saddle, this term lifts all the eigenvalues of $-\hat{O}$, the operator appearing in the exponent after rotation to Wiener coordinates, by exactly the same amount.

As mentioned above, to describe the high frequency eigenthimble, all we need to consider is the leading power of $x$ in the potential $V(x)$, at large $x$. In the complex $x$-plane, the potential contributes to the height function as $\int_0^1 \text{Re}[-iV(x)]dt$. This contribution runs to large negative values as the path $|x(t)| \to \infty$ in certain domains of the complex $x-$plane.

As the Lagrange multiplier $\lambda$ is increased, the smallest negative eigenvalue of $-\hat{O}$ becomes positive and two new saddles appear, at small $R^2$ (see Fig. 1). These saddles are extrema of $h^+[x]$: treating $x(t)$ and its complex conjugate $\bar{x}(t)$ as independent variables and taking functional derivatives (à la Wirtinger), we obtain the eigenflow equations:

$$\frac{\delta h}{\delta x} = -\frac{1}{2} \lambda \bar{x}, \quad \frac{\delta h}{\delta \bar{x}} = -\frac{1}{2} \lambda x,$$

with $\lambda > \lambda_m$ for the $m$’th descent eigenflow from a saddle. In the corresponding saddle point solutions, at large $\lambda$, $x$ spends most of the time $0 < t < 1$ near the potential maxima at large $R^2$. As $\lambda$ is raised further, the saddles move out to larger $R^2$ (see Fig. 1). When the next negative eigenvalue crosses zero, two more saddles appear, in an orthogonal direction in function space, and move outwards, and so on.

In finite-dimensional gradient flow as applied, for example, to an interference integral over a set of variables $\mathbf{x}$, one separates the exponent into its real and imaginary parts via
\[ iS(x) = h(x) + iH(x). \] The descent thimble may be found by solving the flow equation
\[ \partial_t x = -\left( \frac{\delta h}{\delta \overline{x}} \right) \] for the complexified coordinate \( x \). As a result of the analyticity of \( S(x) \), it follows that \( H(x) \) is constant along such flows. The same is not true of eigenflow as defined in (13). The fact that \( H \) is not constant does not affect the absolute convergence of the integral, since \( H \) does not alter the magnitude of the integrand. However, the fact that \( H \) varies means that we must keep track of it when computing the integral over the eigenthimble. The phase \( e^{iH/\hbar} \) comprises one contribution to the phase \( e^{i\theta_C} \) in the formula (2): the other arises from the Jacobian of the change of variables from \( x_m \) to the natural coordinates on the eigenthimble, as we shall explain.

For every positive integer \( m \geq m_C \) and for \( \lambda \) just above \( \lambda_m \), at small \( R^2 = \int_0^1 |x(t)|^2 \) there are two solutions \( \delta x \approx e^{i\pi/4} R \psi_m(t) \), with \( R \) either positive or negative. As \( \lambda \) increases, it remains in one to one correspondence with \( R^2 \) and the height function \( h \) becomes more and more negative. Using (13), we can easily obtain an upper bound on \( h \):

\[
\frac{dh}{d\lambda} = \int_0^1 \left( \frac{dx \delta h}{d\lambda \delta x} + \frac{d\overline{x} \delta h}{d\lambda \delta x} \right) dt = -\frac{1}{2} \lambda \frac{d(R^2)}{d\lambda} \implies \frac{dh}{d(R^2)} = -\frac{1}{2} \lambda. \quad (14)
\]

Since \( h = 0 \) at \( R = 0 \), and \( \lambda > \lambda_m \) on the \( m \)'th eigenflow, we infer that \( h < -\frac{1}{2} \lambda_m R^2, \forall R \).

As we shall see shortly, instead of using \( R \) it is actually better to use the intrinsic "proper length" \( L \) as the coordinate along any eigenflow. The proper length is given by the line element \( dL^2 \equiv \int_0^1 |dx(t)|^2 dt \), where \( dx(t) \) is the change in a complex path induced by an infinitesimal eigenflow, i.e., an infinitesimal increase in the Lagrange multiplier \( \lambda \). The change in the proper length \( L \) along an eigenflow is generally greater than the change in \( R \) because the eigenthimble is a curved manifold embedded in the (flat) Euclidean space of complexified paths which, formally, has twice the dimension. Provided the eigenthimble manifold is not too curved (as we expect, e.g., from Fig. 2), we nevertheless expect \( L^2 \) to be in one to one correspondence with \( R^2 \). It is convenient to assign \( L > 0 \) to \( R > 0 \) and, likewise, \( L < 0 \) to \( R < 0 \), so that \( L \) and \( R \) agree when both are small.

Now consider an ordered succession of such flows, along the shallowest direction, the next shallow direction, and so on (see Fig. 5). Every flow starts at a saddle of \( h^+ \), and is controlled by the Lagrange multiplier for a constraint on the "radius squared" \( R^2 \) of the deviation of the path from that saddle. For example, after flowing a proper length \( L_1 \) down the shallowest direction, to a complex path \( x_1(t) \), the second flow in Fig. 5 is obtained by extremizing \( h^+ + \frac{1}{2} \lambda_2 \int_0^1 (|x(t) - x_1(t)|^2 - R_2^2) dt \) for each \( R_2 \), and so on. With each successive
Figure 2: Complex $x_m$-plane for the lowest mode ($m = 1$) of the quartic oscillator $V(x) = x^2/2$, showing contours of $h$ calculated in the LFA approximation (see Section VI and Appendix C). The original integration contour is the real axis. Curves show, again in the LFA approximation: a) the three eigenthimbles for the real saddles (light green), b) the steepest descent contours for the same saddles (black), c) the eigenthimbles for the trivial saddle at twice and four times the frequency (in dark and very dark green), d) the Wiener thimble $J_0$ (black, dashed) and e) the steepest descent contours for the potential (white, dashed). As $m$ is raised, the high frequency eigenthimble hugs the Wiener thimble out to larger and larger $|x_m|$, before bending towards a steepest descent contour for the potential. For explicit analytic formulae, see Appendix C.

In order to fill out the entire high frequency eigenthimble, one must use such an ordered set of high frequency eigenflows, of proper lengths $L_m$, for $m \geq m_C$ (of both signs). Since the frequencies $m$ are by assumption much higher than any involved in the saddle, we do not expect any obstructions to deforming the original, real integration domain of the high frequency mode amplitudes $x_m$ onto the Wiener thimble $\delta x_m = e^{i\frac{\pi}{4}}w_m$, with $w_m$ real, and then onto the closest steepest descent direction for the potential, at large $x_m$. 

The eigenvalues of the quadratic operator $-\hat{O}$, appearing in the kinetic term of the height function $h$, move upwards, equally, by the sum of the (positive) Lagrange multipliers $\lambda$ used so far. Thus, the eigenflows can only be followed in successively steeper directions.
Figure 3: Descent eigenflows in the height function $h$ in the shallowest direction, parameterized by the proper length $L_1$, the next shallowest, by $L_2$, and so on. Any point on the eigenthimble may be reached by a (correctly ordered) succession of such flows.

The reason that the proper length coordinates $L_m, m \geq m_C$ (which we shall collectively denote by $L$) are useful is that they allow us to bound the magnitude of the complex Jacobian $\det(\partial x_m/\partial L_k)$ which appears as a factor in the integration measure when we deform every $x_m$ contour from the real $x_m$-axis onto the complex eigenthimble $x_m(L)$. At any point on the eigenthimble, this Jacobian can be expressed as a magnitude times a phase factor, which contributes to the $e^{i\theta_C}$ in (2). The magnitude is bounded above by unity, just because the volume of a parallelepiped is bounded above by that of a cuboid with sides of the corresponding lengths. To see this, note that the eigenthimble is a curved manifold embedded in the complexified space of paths, whose natural metric is flat. The metric induced on the eigenthimble is given by $g_{kl} = \text{Re} \sum_m [(\partial x_m/\partial L_k)(\partial x_m/\partial L_l)] = \int_0^1 \text{Re} [(\partial x(t)/\partial L_k)(\partial x(t)/\partial L_l)] \, dt$, expressed explicitly in terms of the complex paths $x(t)$. When integrating over the eigenthimble, we must therefore include a factor of $\sqrt{g}$ in the measure. But the determinant of a positive definite, symmetric matrix is bounded above by the product of its diagonal elements. In proper length coordinates, these diagonal entries are all unity. It follows that, in the proper length coordinates, the magnitude of the integrand for the path integral taken over the eigenthimble is bounded above by the simple quantity $e^{h/h}$. We shall now argue this is bounded by the corresponding expression for a free particle.

V. BOUNDING $h$ ON THE HIGH FREQUENCY EIGENTHIMBLE

We now wish to bound the height function $h \equiv \text{Re}(iS[x])$ on the high frequency eigenthimble. As in the previous section, to keep the notation minimal, we shall refer to the
fluctuation as \( x(t) \) and the difference in the height function from its value at the saddle as \( h \).

We shall also assume the potential \( V(x) \) is a polynomial which, for real \( x \), is bounded below. As argued above, with increasing frequency, the interacting eigenthimble closely follows the free particle thimble, further and further out into the complex \( x_m \)-plane (see Fig. 2). Therefore, at high frequencies, significant deviations from the free particle thimble arise only at large \( R^2 \) where the integrand is very small. This greatly simplifies our analysis: at high frequencies, we can neglect contributions involving the classical solution or the boundary conditions and focus on the “amplitude to go nowhere,” ignoring all but the highest power in the potential.

Consider the high-frequency, Gaussian measure defined by

\[
  h_G = -\frac{1}{2} \sum_{m=m_C}^{\infty} \lambda_m L_m^2.
\]

As \( m_C \) is raised, the contributing eigenvalues \( \lambda_m \) approach those of the free particle \( \lambda_{0,m} \), and \( h_G \) tends to the high-frequency, free particle height function \( h_0 \). Along any descent eigenflow, both \( h \) and \( h_0 \) are negative and decrease monotonically. From (14), their relative decrease along the \( m \)'th eigenflow is

\[
  \frac{dh}{dh_0} = \frac{\lambda}{\lambda_{0,m}} \frac{d(R^2)}{d(L^2)} \quad (15)
\]

For large \( m_C \), the rhs tends to unity at small \( L^2 \) and to infinity at large \( L^2 \). In the next section, we shall calculate it explicitly for the quartic oscillator and show it exceeds unity for all \( L \). We conclude that \( dh/dh_0 \geq 1 \) and therefore that \( h \leq h_0 \) along any eigenflow.

With one more assumption, we can extend this bound to the whole eigenthimble. We assume that the “shallowest,” “next shallowest” and so on directions down from the saddle are unique in the following sense. Namely, the gradient of the height function with respect to each of the \( L_m, m_C \leq m \), is minimized when the coordinates on previously traversed eigenflows, \( L_i, m_C \leq i < m, \) are all zero. In other words, for any change \( dL_m \), in any particular \( L_m \), which increases the proper distance from the saddle, \( dL_m \partial_m h(L_{m_C}, \ldots, L_{m-1}, L_m, 0) \leq dL_m \partial_m h(0, L_m, 0) \). Now consider an infinitesimal change in all of the \( L_m \) on the eigenthimble, each change again increasing the proper distance from the saddle. The corresponding decrement in \( h \) is

\[
  dh = \sum_{m=m_C}^{\infty} dL_m \partial_m h(L_{m_C}, \ldots, L_{m-1}, L_m, 0). \quad \text{By the uniqueness assumption, this is bounded above by}
\]

\[
  \sum_{m=m_C}^{\infty} dL_m \partial_m h(0, L_m, 0). \quad \text{Each term on the rhs is bounded by the corresponding free particle term, as argued in the paragraph above. Hence,} \quad dh \leq dh_0 \quad \text{everywhere on the eigenthimble, proving the result.}
Once we have bounded the high frequency integrand for the interacting theory by the corresponding integrand for the free theory, we may use Lesbesgue’s dominated convergence theorem to establish that the path integral for the interacting theory leads to a well-defined measure (See Appendix A for a discussion of infinite-dimensional measures). Writing the exponent in terms of its real and imaginary parts, \( iS[x] = h[x] + iH[x] \), the path integral over high frequency modes, on any relevant thimble \( \mathcal{J} \) may be written as 

\[
\int_{\mathcal{J}} \det \left( \frac{\partial x}{\partial L} \right) e^{(h[x] + iH[x])/\hbar} \prod_{m=m_C}^{\infty} \sqrt{\frac{\lambda_{0,m}}{2\pi\hbar}} dL_m.
\]

Recalling the bound on the magnitude of the Jacobian given at the end of Section IV, \(|\det \frac{\partial x}{\partial L}| \leq 1\), where the \( L \) are the ordered, proper length coordinates on the high frequency eigenthimble, \( L = (L_{m_C}, L_{m_C+1}, \ldots) \), we infer the following bound on high frequency path integral, defined in \( (10) \):

\[
\left| \int_{\mathcal{J}} \left( \det \frac{\partial x}{\partial L} \right) e^{(h[x] + iH[x])/\hbar} \prod_{m=m_C}^{\infty} \sqrt{\frac{\lambda_{0,m}}{2\pi\hbar}} dL_m \right| \leq \int_{\mathcal{J}} \left| \det \frac{\partial x}{\partial L} \right| e^{H[L]/\hbar} \prod_{m=m_C}^{\infty} \sqrt{\frac{\lambda_{0,m}}{2\pi\hbar}} dL_m \equiv \int_{\mathcal{J}} g^{H[L]} d\mu_B^H,
\]

where, as before, the superscript \( H \) denotes the high frequency part. In the last step we have identified 

\[
d\mu_B^H = \prod_{m=m_C}^{\infty} \left( e^{-\frac{(m \pi L_m)^2}{2W x^2}} \frac{m \pi}{\sqrt{2\pi W}} dL_m \right),
\]

with \( W^2 = \hbar T/M \), as the high frequency part of the Brownian Bridge measure of weight \( W \), defined in \( (8) \) and discussed further in Appendix A. Note that the Wiener coordinates \( w_m \) used there are, in fact, the proper lengths \( L_m \) on the free particle thimble. In \( (16) \) we have also defined 

\[
g^{H[L]} \equiv e^{(H[L] - h_0^H[L])/\hbar}
\]

which is obviously positive.

In the next section, we shall show by explicit calculation that, for a polynomial potential with highest power \( x^4 \), \( g^{H[L]} \) is bounded above by unity. The calculation may be straightforwardly extended to any polynomial potential \( V(x) \) which is bounded below: assuming the same result, the bound of Eq. \( (16) \) suffices to show that, with our definition using eigenthimbles, the interacting path integral yields a well-defined measure.

If we denote by \( A \) a set of complex paths on the eigenthimble \( \mathcal{J} \), with each element \( X \) of the set corresponding to some particular real coordinates \( L \), then the combination \( g[X] d\mu_B \), where \( g[X] \), is positive and bounded (we henceforth drop the superscript \( H \)), defines a proper \( \sigma \)-measure \( \nu(A) = \int_A g[X] d\mu_B[X] \) on the space of paths on the thimble since, \( \nu(A) \) is non-negative, \( \nu(\emptyset) = \int_\emptyset g[X] d\mu_B[X] = 0 \), and \( \nu \) for a sequence of mutually disjoint sets \( A_n \) and its union \( A = \cup_{n=1}^{\infty} A_n \), the measure of the union coincides with the sum of the measure of the sets:
\[ \nu(A) = \int_A d\mu_B g[X] = \lim_{N \to \infty} \int \mu_B g[X] \left( \sum_{n=1}^{N} 1_{A_n} \right) = \lim_{N \to \infty} \sum_{n=1}^{N} \int \mu_B g[X] 1_{A_n} = \sum_{n=1}^{\infty} \nu(A_n). \]

Here, using the fact that \( g[X] \), being positive and bounded, is an integrable function with respect to the measure \( \mu_B \), we were able to exchange the summation and the integral, for all \( N \), by the Lesbegue dominated convergence theorem (see Appendix B).

We have therefore succeeded in bounding the infinite-dimensional path integral over high frequency modes with a well-defined measure on the space of complex paths. In taking the absolute value of the integrand, we eliminate the complex phases arising from a) the complex Jacobian \( \det(\partial x_k/\partial L_m) \) and b) \( e^{iH/\hbar} \) where \( H \equiv \text{Im} [iS[x(L)]] \). These two phases are combined to form the factor \( e^{i\theta C} \) appearing in Eq. (2). This factor only improves the convergence of the integrals and hence does not change the conclusion. Therefore, we have shown that the path integral defined by contour deformation exists as a well-defined complex measure.

Having used eigenflow methods to establish the existence of real time path integrals, a natural next question is how useful might they be for practical calculations? We shall make a general comment here, before moving on to a detailed discussion of the quartic oscillator. We have defined a countable infinity of high-frequency, nonlinear eigenflows, \( x(L_m,t), m \geq m_C \), in terms of the proper lengths along these flows. The proper length coordinates \( L_m \) are a natural, nonlinear generalization of the eigenmode amplitudes \( x_m \), used to define the space of perturbations about the saddle. (Recall, the operator \( \hat{O} \) associated with quadratic fluctuations about the saddle has a complete set of eigenfunctions \( \psi_m(t) \)). One is therefore tempted to propose the following general ansatz to cover the whole eigenthimble:

\[ x(L,t) = \sum_{m=1}^{m_C-1} x_m \psi_m(t) + \sum_{m=m_C}^{\infty} x(L_m,t). \]

A considerable simplification at high frequency, which we shall detail below for the quartic oscillator, is that the nonlinear amplitudes for the high frequencies take a universal form, \( x(L_m,t) = mx_1(L_m/m,mt) \), so that a single function \( x_1(L_1,t) \) describes them all. In principle, we should now integrate out the high frequency \( L_m \), over the real domain, to obtain the effective action for the remaining, low-frequency parameters \( x_m \), with \( m < m_C \). One should
then identify the relevant saddles in $x_m$ and integrate over their associated steepest descent contours.

VI. THE QUARTIC OSCILLATOR

In this section, we check these ideas in detail for the quartic oscillator, defined by the action $S = \int_0^1 \frac{1}{2}(T^{-1}\dot{x}^2 - Tx^4)dt$. We have set the mass and quartic coupling to unity by rescaling $T$ and $x$. In this case, there is in fact a trivial contour rotation which makes the Lorentzian path integral converge. Namely, setting $x(t) = e^{i\pi/4}w(t)$ takes the exponent in the path integral to $iS/\hbar = (1/\hbar)\int_0^1 \frac{1}{2}(-T^{-1}w^2 + iTw^4)dt$. The kinetic term is then that which leads to the Brownian bridge measure for the free particle and the potential term is a pure phase which only improves the convergence. Therefore, this transformation allows us to trivially bound the contour-rotated path integral by the Brownian bridge measure, showing that it exists, at least for “going nowhere” boundary conditions which the contour rotation respects. While this simple argument is reassuring, it is also very limited since it applies to only one theory. We shall, in this section, develop an approach which can be extended to much more general theories, and use the quartic oscillator to illustrate it.

Unlike the harmonic oscillator, for any initial and final values of $x$ and any time $T$, there are an infinite number of real, classical solutions. This is a generic property for any potential $V(x)$ rising faster than quadratically at large positive and negative $x$. Essentially, if you throw a ball faster, it will bounce more times off the “walls” on either side, before it reaches its destination at some fixed, later time. Here we shall concentrate on the high frequency eigenthimble, where various simplifications occur. For one thing, we can concentrate on the amplitude “to go nowhere,” in which no scale other than the time $T$ enters the problem. The classical equation of motion is $\ddot{x} = -2T^2x^3$. The general solution satisfying $x_C(0) = 0$, is $x_C(t) = CT^{-1}\text{sn}(Ct, -1)$, for an arbitrary constant $C$. Here, $\text{sn}(u, m)$ is the Jacobi elliptic function of argument $u$, with parameter $m$, and $K(m)$ its quarter-period [42]. The simple dependence on $C$ is a consequence of the classical scale symmetry. Jacobi elliptic functions are doubly periodic in the complex plane of their argument. Their zeros occur on a square lattice: for $m = -1$ and for real argument, zeros occur at integer multiples of $2K(-1) \approx 2.622$. The corresponding real, classical solutions, satisfying $x_C(1) = 0$ are \footnote{There are also an infinite number of regular, complex classical solutions, satisfying $x_C(0) = x_C(1) = 0.$}
\[ x_C(t) = \pm \frac{2K(-1)}{T} n \text{sn}(2K(-1)nt, -1), \quad n \in \mathbb{Z}_+. \]  

(19)

Being real, these saddles are all relevant so the sum over saddles in formula (2) is infinite and must be carefully regulated. As a result of this infinite sum, the quantum propagator is a \textit{distribution}, not a function (this is nicely emphasized, for example, in [43]). In a companion paper, we generalize these solutions to the case of arbitrary initial and final conditions, and compare the propagator calculated as a sum over saddles with the exact propagator calculated by solving the time-dependent Schrödinger equation.

The classical solutions (19) may be represented as a rapidly convergent Fourier series. In this section, we shall make use of a simple approximation we call the “lowest frequency approximation” or LFA. Starting from a given Fourier mode satisfying the boundary conditions, for example, \( \sin m\pi t \), with \( m \) an integer, the nonlinear term in the equation of motion sources higher Fourier modes. When an odd power of a Fourier mode is expressed in Fourier modes the term with the largest coefficient is the lowest frequency term, involving the original mode (essentially as a consequence of the structure of Pascal’s triangle). Higher Fourier modes are sourced with decreasing amplitude. Lambert’s expansion of Jacobi elliptic function shows this explicitly [42]. It is therefore a reasonable starting approximation to include only the lowest Fourier mode. To see how well the LFA reproduces the classical solutions (19), we simply set \( x(t) = x_1 T^{-1} \sin(\pi t) \) and ignore higher modes. The action then reads \( S_{LFA} = \frac{1}{4\pi^2} (\pi^2 x_1^2 - \frac{3}{4} x_1^4) \). As well as the trivial saddle at \( x_1 = 0 \), this has two real saddles at \( x_1 = \pm \sqrt{\frac{2}{3}} \pi \). Both are clearly relevant. The exact solution has action \( S = \frac{8}{3} K(-1)^4 T^{-3} \approx 7.878 T^{-3} \) whereas the LFA approximation yields \( S = \frac{1}{12} \pi^4 T^{-3} \approx 8.117 T^{-3} \), just over 3 per cent higher. The energies differ in the same proportion. Fig. 4 compares the exact solution with the LFA approximation.

These are found by setting \( n = a + ib \) where \( a, b \in \mathbb{Z} \). Up to equivalence, the nontrivial solutions have \( a > 0, |b| < a \). We exclude cases where \( b/a \) is a ratio of odd integers since then (19) has a pole at some intermediate \( 0 < t < 1 \). The action for these solutions is \( S_C = \frac{1}{6} (2K(-1)n)^4 / T^3 \). Thus, for negative \( b \) the height function \( h = \text{Re}[iS] \) is positive and the saddles cannot be relevant. For positive \( b, h \) is negative: by this criterion, the saddles are potentially relevant. However, as we show in detail in Ref. [18], they are in a topological sector disconnected from the free particle and are irrelevant in the Picard-Lefschetz sense.
Figure 4: For the amplitude to “go nowhere” in the quartic oscillator, i.e., the boundary conditions \( x(0) = x(1) = 0 \), we compare the exact, analytic solution (black curve) to the LFA approximation (red curve), for \( T = 1 \). The energy and action obtained in the LFA exceed the exact results by just over 3 per cent.

We now turn to the main purpose of this section, which is to calculate the high frequency eigenthimble and show the height function \( h = \text{Re}[iS[x]] \) is bounded by that for the free particle. As discussed in previous sections, at high frequencies the initial and final conditions become irrelevant and we can focus on the amplitude “to go nowhere” and on the trivial saddle \( x_C(t) = 0 \). For simplicity we set \( T=1 \). We start by rotating the kinetic term, setting \( \delta x(t) = e^{i\pi/4} w(t) \) to obtain \( h = \frac{1}{4} \int \left( -\ddot{w}^2 - \ddot{w}\dot{w}^2 + i(w^4 - \bar{w}^4) \right) dt \). The eigenflow equation is \( 2\delta h^+ / \delta w = \dddot{w} + 2i\dot{w}^3 + \lambda \dot{w} = 0 \). Setting \( w = F + iG \), the real and imaginary parts are

\[
-\dddot{F} - \lambda F = 2G^3 - 6F^2G, \quad -\dddot{G} + \lambda G = 2F^3 - 6FG^2.
\]

We shall solve these equations in three ways. Near the saddle at \( F = G = 0 \), the kinetic terms dominate. We therefore use perturbation theory in the potential, i.e., the nonlinear terms in \( (20) \). In the opposite limit, the potential dominates and the solution runs out along a steepest descent direction for the potential. In these two, opposite regimes, we can solve \( (20) \) analytically. We connect them with the “lowest frequency approximation” or LFA. As explained above, this approximation reduces odes like the classical equations of motion, or \( (20) \), to algebraic equations. Although only an approximation, it is remarkably accurate even at lowest order, agreeing well with the first and second treatments in their regions of validity. It can also be improved systematically by including more and more Fourier modes and using a numerical root-finding algorithm in which the LFA provides a starting point for the search. We shall show, using the LFA and its systematic improvement, that the height function \( h \), along any eigenflow and for all proper lengths \( L \), is lower than the free particle
height function $h_0$ at the same $L$. We shall also compare the two height functions at generic points on the eigenthimble, using the ansatz (18), finding that $h$ is bounded above by $h_0$, everywhere.

Let us start with perturbation theory in the potential. To zeroth order in the potential, the lhs of the first equation in (20) has an infinite number of solutions, $F_0 = A \sin(m \pi t)$, $\lambda = \lambda_0 \equiv (m \pi)^2$ with $m$ a positive integer and $A$ an arbitrary constant. Each of these solutions "seeds" an eigenflow, i.e., a nonlinear solution which may be found as a power series in $A$. The operator on the lhs of the second equation in (20) is positive definite and so is invertible. At leading order, we find $G_1 \sim A^3/\lambda_0^2$. Then, from the first equation, ignoring any new contribution to the seed mode zero mode of the linear operator, $F_1 \sim F_2 G_1 \sim A^5/\lambda_0^2$, and so on. Hence, the nonlinear solution is obtained as a power series in $A^2/\lambda_0$.

Explicitly, for each $m$ we find

$$F(t) = A \left( \sin(m \pi t) + \frac{A^4}{320 \lambda_{0,m}^2} (51 \sin(3m \pi t) - \sin(5m \pi t)) + \ldots \right);$$

$$G(t) = A \left( \frac{A^2}{20 \lambda_{0,m}} (15 \sin(m \pi t) - \sin(3m \pi t)) + \ldots \right),$$

from which we obtain

$$A = \sqrt{2} R \left( 1 - \frac{113}{100} \frac{R^4}{\lambda_{0,m}^2} + \ldots \right); \quad \lambda = \lambda_{0,m} \left( 1 + \frac{69}{5} \frac{R^4}{\lambda_{0,m}^2} + \ldots \right);$$

$$L = R \left( 1 + \frac{113}{125} \frac{R^4}{\lambda_{0,m}^2} + \ldots \right); \quad \delta h = \delta h_0 \left( 1 + \frac{349}{125} \frac{L^4}{\lambda_{0,m}^2} + \ldots \right),$$

where $\delta h_0 = -\frac{1}{2} \lambda_{0,m} L^2$, as above. The last result implies $\delta h/\delta h_0 > 1$ so that, along any eigenflow, parameterized by the proper length $L$ from the saddle, the interacting height function is bounded above by the free particle height function, at least when perturbation theory in the potential is valid.

The series expansions given above hold for $L^2 < \lambda_{0,m}$. In the opposite regime, $L^2 > \lambda_{0,m}$, over most of the solution the potential dominates and the complex path follows a direction of steepest descent for the potential, in the complex $x$-plane. In this approximation, we can again find the solutions analytically. For a quartic potential, the steepest descent direction, closest to the free thimble is $x(t) \approx e^{i3\pi/8} X(t)$ with $X(t)$ real. Substituting $w(t) = e^{i\pi/8} (X(t) + iY(t))$ into the eigenflow equation, we find $Y \approx \dot{X}/(6 \sqrt{2} X^2)$ at large $X^2$. Thus, at fixed frequency, $Y(t)$ tends to zero as $X(t)$ grows large. Neglecting $Y(t)$, the
Figure 5: Numerical calculation of the eigenthimble: the complex path is shown in Wiener coordinates, \( x_m = e^{i\pi/4}w_m \), with \( w_m = F + iG \) (\( F \) is shown in blue and \( G \) in red). The \( m = 1 \) eigenflow solution to (20) is shown, for \( \lambda = 230.09 \) and using \( N = 3, 5 \) and 7 modes (left to right), showing good convergence.

The equation for \( X \) becomes \(-\ddot{X} + 2\sqrt{2}X^3 = \sqrt{2}\lambda X\), which we can solve analytically:

\[
X(t) = 2^\frac{3}{2}n\sqrt{\mu}K\text{sn}(2nKt, \mu), \quad \lambda = 2\sqrt{2}n^2(1 + \mu)K^2,
\]

\[
R^2 = 2\sqrt{2}n^2K(K - E), \quad h = -\frac{4}{3}n^4K^2((1 + 2\mu)K - (1 + \mu)E).
\]

(23)

where \( \text{sn}(2nKt, \mu) \) is a Jacobi elliptic function with parameter \( \mu \) and \( K \equiv K(\mu) \) and \( E \equiv E(\mu) \) are the corresponding complete elliptic integrals [42]. As \( \mu \) tends to zero, both \( E \) and \( K \) tend to \( \frac{\pi}{2} \), \( R \) tends to zero, \( \lambda \) tends to \( \lambda_{0,m} \) and \( X_n(t) \) tends to \( R\sqrt{2}\sin(n\pi t) \). As \( \mu \) tends to unity, \( E \) tends to unity but \( K \) diverges as \( \sim \frac{1}{2}\ln(16/(1 - \mu)) \) so, from (23), \( \lambda \approx 2R^2 \).

In this limit, \( X(t) \) approaches a “square wave,” with \( n - 1 \) zeros, and \( h \) tends to \(-\frac{1}{2}R^4 \), exactly as expected from (14). We have explicitly described the eigenthimble both at small and large \( R \). The former description holds for \( R^2 < \lambda_{0,n} \) and the latter for \( R^2 > \lambda_{0,n} \). In both limits, the height function for the interacting theory is bounded by that for the free theory, consistent with our general arguments.

Next, we turn to a numerical solution of (20), within an expansion about the LFA. We start from two observations. First, the scale symmetry of these equations means that all eigenmodes are expressible in terms of the lowest frequency solution: \( F_n(t) = nF_1(nt), G_n(t) = nG_1(nt) \) and \( \lambda_n = n^2\lambda_1 \). Second, the “seed” frequency \( m \) drives modes with frequencies which are odd multiples of \( m \), but whose relative amplitude falls as the frequency rises. This is evident, for example, from the perturbative solution (22). The basic reason for this decline is the fact, easily checked, that the largest term in the Fourier expansion of \( \sin(m\pi t) \), raised to an odd positive power, is the coefficient of \( \sin(m\pi t) \) itself.
Figure 6: (Left) Numerical calculation of the eigenthimble at $\lambda = 230.09$, with $N = 7$ modes included, $F$ in blue, $G$ in red, compared to the large-amplitude analytic approximation given in (23), with $\mu = 0.999955$ (dashed black lines in both cases), showing good agreement. (Right) The ratio $G(t)/F(t)$ is shown for the numerical solution with $N = 7$ modes included. The green dashed line shows $\tan(\pi/8) \approx 0.4142$ which is the ratio predicted along the steepest descent contour for the potential. Both plots show that, unsurprisingly, the large amplitude approximation fails to provide an accurate description near the zeros of $F$ and $G$.

Hence, if we set $w[t] = \sum_{m=1}^{N} (F_n + iG_n) \sin((2n+1)m\pi t)$, with $F_n$ and $G_n$ real, we can expect convergence with increasing $N$. With this truncation, the height function $h^+$ is a polynomial in the mode amplitudes and the eigenflow equations (13) become algebraic equations, easily solved numerically with a root finding algorithm.

For the quartic oscillator, we obtain

$$h_{LFA}^+ = -\frac{1}{4}\lambda_0(F_1^2 - G_1^2) + \frac{3}{4}(F_1G_1^3 - F_1^3G_1) + \frac{1}{4}\lambda(F_1^2 + G_1^2 - 2R^2),$$

(24)

where $\lambda_0 = (n\pi)^2$. The eigenflow equations, $(\partial h_{LFA}^+/\partial F_1) = (\partial h_{LFA}^+/\partial G_1) = 0$ are solved by writing $F_1$ and $G_1$ in polar coordinates: $F_1 = \sqrt{2}R \cos \theta$ and $G_1 = \sqrt{2}R \sin \theta$. We find

$$R = \pm \sqrt{\frac{\lambda_0 \sin 2\theta}{3 \cos 4\theta}}; \quad \frac{dL}{d\theta} = \sqrt{\frac{\lambda_0(3 - \cos 8\theta)}{6 \sin 2\theta(\cos 4\theta)^3}}; \quad \lambda = \frac{\lambda_0 \cos 2\theta}{\cos 4\theta}; \quad h = -\frac{\lambda_0^2(\cos 2\theta)^2 \sin 2\theta}{6(\cos 4\theta)^2},$$

(25)

for $0 < \theta < \frac{\pi}{8}$, where the proper length $L$ along the flow is calculated from $dL^2 = dR^2 + R^2 d\theta^2$. The second equation in (25) is easily integrated numerically to find $L(\theta)$. The
beauty of the LFA is that it is readily improved by adding more modes. The height function $h^+$ is a polynomial in the mode coefficients. Including $N$ modes, the eigenflow equations $(\partial h_{\text{LFA}}^+ / \partial F_n) = (\partial h_{\text{LFA}}^+ / \partial G_n) = 0$ provide $2N$ equations for the $2N$ unknowns, \{F_n, G_n\}. The LFA analytic solution (25) provides an excellent first approximation. With $\lambda$ held fixed, a standard root finding algorithm efficiently finds the solution (see Fig. 7). The solution converges rapidly with $N$: the result for $N = 4$ is barely distinguishable from that for $N = 3$.

Having shown the LFA to be a reasonable first approximation to each of the exact eigenflows, it is natural to ask whether the linear ansatz (18) suffices to bound the entire eigenthimble by that for a free particle. For the eigenthimble corresponding to the trivial saddle $x(t) = 0$, and using the LFA, we find that (18) with $m_C = 1$ gives an approximation to the eigenthimble for which the height function is already bounded above everywhere by that of the free particle. The analytical expressions for the eigenthimble in the LFA are given in Appendix C.

In Fig. 8, we plot contours of the quantity $h/h_0 - 1$ on the eigenthimble, where the free particle height function is calculated at the proper length $L = (L_1, L_2, L_3)$, with $L_m$ is the length associated with the eigenflow along the Fourier mode $\sin m \pi t$. The three plots show three two-dimensional slices in the three corresponding coordinates $\theta_m$, $m = 1, 2, 3$, which parameterize the eigenflow curves in the complex $x_m$-planes. For all slices examined, no
Figure 8: For the amplitude to “go nowhere” in the quartic oscillator, and for the trivial saddle \( x(t) = 0 \), we show slices through the eigenthimble, as computed using the ansatz (18) with \( m_C = 1 \), using the LFA approximation for the lowest 3 Fourier modes. We use the analytic formulae for the embedding coordinates of the eigenthimble, given for each frequency \( m = 1, 2, 3 \) in terms of \( \theta_m \), in (C3) of Appendix C. We integrate the formula (25) for the \( dL_m/d\theta_m \) to determine the corresponding proper lengths, which are added in quadrature to obtain the height function for the corresponding free particle. The plots show contours of \( h/h_0 - 1 \) against two of the three \( \theta_m \) coordinates, where \( h_0 \) is the height function for the free particle. Writing \( (\theta_1, \theta_2, \theta_3) = \frac{1}{8} \pi (x_1, x_2, x_3) \), the left plot shows the region \(-0.2 < x_1, x_2 < 0.2, \) at \( x_3 = 0 \), the middle plot shows the region \(-0.2 < x_2, x_3 < 0.2, \) at \( x_1 = 0 \) and the right plot shows the region \(-0.2 < x_2, x_3 < 0.2, \) at \( x_1 = 0.2 \). All contours are positive, with the contour heights growing from 0.001, 0.0014 and 0.004 at the centre of the plots, to 0.03, 0.04 and 0.07 at the boundaries, for the left, middle and right plots respectively. The free particle height function \( h_0 \), evaluated at \( \theta_n = 0.2 \), with the other \( \theta \)'s zero, is \( \approx -9.3 n^2 \) for \( n = 1, 2, 3 \).

Negative values occurred, indicating that the height function for the interacting theory, \( h \), is bounded by that for the free theory, \( h_0 \), even at this lowest order of approximation.

VII. ADVANTAGES OF THE REAL TIME PATH INTEGRAL

The real time path integral is considerably more intricate than the Euclidean one. However, it possesses some clear advantages, both conceptual and practical.

Its first virtue is that it exists in some interesting cases where the Euclidean path integral does not. As we mentioned in the introduction, our main motivation is quantum gravity
and cosmology, where the non-positivity of the Euclidean Einstein-Hilbert action for gravity (the well-known conformal factor problem as well as the lapse function problem for a de Sitter-like universe, highlighted on p.1 of Ref. [14]) presents a major obstacle. Other very important contexts where standard Euclidean methods fail, even for equilibrium systems, include quantum matter in the presence of a chemical potential or a magnetic field, where the Euclidean action is complex and the path integral becomes oscillatory so its convergence may be problematic.

A much more elementary example is the inverted harmonic oscillator (IHO), which is a useful toy model for a variety of physical phenomena [44]. Since the potential is unbounded below, the Euclidean path integral does not exist (see, for example the nice discussion in Ref. [45]). However, there is no problem with the quantum dynamics, as described by the time-dependent Schrödinger equation [46, 47]. Although the model is classically unstable, unstable trajectories only grow exponentially and so do not reach infinity in finite time. Furthermore, the semiclassical approximation becomes increasingly accurate the farther out the particle is from the origin. As a consequence of both facts, the evolution of wavepackets is well-defined and the total probability is conserved.

For Gaussian actions, the real time path integral is easily performed, revealing interesting differences between the simple harmonic oscillator (SHO) and the IHO, for example. Their respective actions are $S_\pm[x] = \int_0^1 \frac{1}{2} M (\dot{x}^2 / T \mp T \omega^2 x^2) \, dt$. Since the equations of motion are linear, there is a unique saddle $x_C(t)$ for any boundary condition $x(0) = x_0$ and $x(1) = x_1$, and $T > 0$. The classical action yields the well-known semi-classical phase factor $e^{iS/\hbar}$ in the propagator. To obtain the prefactor, we integrate over the fluctuations $\delta x(t)$. The hessian operator $\hat{O}_\pm$ has eigenfunctions $\sqrt{2} \sin(m \pi t)$ with eigenvalues $\lambda_{\pm,m} = M ((m \pi)^2 / T \mp \omega^2 T)$, for $m$ a positive integer. The fluctuation action is diagonal in this basis, $S_{C,f} = \frac{1}{2} \sum_{m=1}^M \lambda_{\pm,m} \delta x_m^2$ and the integrals over the $\delta x_m$ decouple.

For the IHO and the free particle, all eigenvalues are positive. The steepest descent thimble (which is identical to the eigenthimble, for quadratic actions) is the Wiener thimble $\delta x_m = e^{i\pi/4} w_m$ with $w_m$ real, for all $m > 0$. The rotation from $x_m$ to $w_m$ cancels the $1/\sqrt{i}$ factor in (9). Performing the Gaussian integral over the $w_m$, the prefactor becomes

$$\sqrt{\frac{M}{2\pi i \hbar T}} \prod_{m=1}^\infty \sqrt{\frac{\lambda_{0,m}}{\lambda_{-m}}} = \sqrt{\frac{M}{2\pi i \hbar T}} \sqrt{\frac{\omega T}{\sinh(\omega T)}} = \sqrt{\frac{M \omega}{2\pi i \hbar \sinh(\omega T)}},$$

where the free particle eigenvalue $\lambda_{0,m} = M (m \pi)^2 / T$ and we used a standard infinite product.
The free particle result is obtained in the limit $\omega \to 0$, in which the potential is turned off.

The SHO is a little more involved. Assume first that $\omega T/\pi$ is not an integer. Then all modes with $m < \omega T/\pi$ have negative eigenvalues. Hence, for these modes the descent thimble is $\delta x_m = e^{-i\pi/4} w_m$ with real $w_m$. For modes with $m > \omega T/\pi$ the descent thimble is $\delta x_m = e^{i\pi/4} w_m$ as before. Hence, from (9), relative to the free particle we find an overall phase factor of $e^{-iK\pi/2}$, where $K \equiv \text{int}(\omega T/\pi)$ is the number of negative eigenvalues of $\hat{O}$. This contribution to the overall phase factor is well-known in semi-classical quantum mechanics: $K$ is the Maslow index \cite{8, 25, 26}. Integrating over the $w_m$ yields for the infinite product

$$\prod_{m=1}^{\infty} \sqrt{\lambda_{0,m}/|\lambda_{+,m}|} = \sqrt{|\omega T/\sin(\omega T)|}$$

which reproduces the standard result \cite{2}. When $\omega T/\pi$ is an integer, the propagator diverges. The explanation is interesting: the simple harmonic oscillator is a degenerate case because the action is exactly quadratic. So, when a saddle degenerates (meaning that the hessian operator $\hat{O}$ develops a zero eigenvalue), because there are no terms in the exponent at higher order than quadratic, the locally flat eigendirection becomes exactly flat. Therefore, even at finite $\hbar$, the oscillatory integral diverges. In more generic situations, such as we describe below, there are higher order terms. There is a higher order saddle, and the integral is large but still convergent.

The real time path integral for the IHO is thus simpler than that for the SHO. For the Euclidean path integral, however, we must use the Euclidean action, obtained by setting $T = -iT_E$, with $T_E > 0$ and $iS = -S_E$. One obtains $S_{-,E}\[x\] = \int_0^1 \frac{1}{2} (\dot{x}^2/T_E - T_E\omega^2x^2) dt$. Thus $S_E$ is unbounded below for modes with $m < \omega T_E/\pi$. It follows that, for Euclidean times $T_E > \pi/\omega$, the Euclidean path integral does not exist \cite{45}.

As this discussion illustrates, the real time path integral captures interference effects more directly than the Euclidean path integral, without any need for analytic continuation. Fig. 9 shows the classical caustics and the associated quantum diffraction pattern in the real time propagator for the quartic oscillator, calculated at leading semiclassical order. In the left panel, displaying the exact solution of the Schrödinger equation using the first 70 energy eigenstates, we see that the probability to propagate from an initial position $x_0$ to a final position $x_1$ in real time $T = 1$, consists of an intricate interference pattern governed by the caustics of the classical dynamical system. Note that a caustic is a classical phenomenon classified by Lagrangian catastrophe theory. It is defined as a configuration of the dynamical
Figure 9: The probability to propagate in unit time from an initial position $x_i$, shown on the horizontal axis, to a final position $x_f$, shown on the vertical axis, in the quartic oscillator $S = \frac{1}{2} \int (\dot{x}^2 - x^4)$, with $\hbar = 1$. Classical “fold” caustics are shown in red, ending in sharp “cusps.” (a) shows the traditional eigenfunction expansion employing the first 70 energy levels; (b) shows the analytic result of the Picard-Lefschetz sum over real classical saddles, with the same energy constraint and (c) shows the number of such saddles at each value of $(x_i, x_f)$. The exact Picard-Lefschetz approach dramatically compresses the information required to accurately reproduce the pattern. Subtle differences between (a) and (b) are highly instructive (see text).

system for which one or more real, classical trajectories coincide [48]. (It is worth noting here the close correspondence between real time quantum physics and lensing in wave optics [40, 49]). A small perturbation of the system either makes one or more classical solutions “disappear” (or, more accurately, move into the space of complex classical trajectories) or split up into multiple real classical trajectories. In the central panel, we plot the semiclassical approximation of the corresponding path integral including only real trajectories for which the energy is below the 70th energy level. There exists a close correspondence between the exact energy-truncated propagator and the semiclassical approximation. In the right panel, we indicate how the number of these trajectories changes when a “fold” caustic is crossed. Classical physics clearly structures the form of the propagator. Note that the central figure includes two diagonal lines along which the amplitude is discontinuous. These are a result of the sharp cutoff in energy, and provide further motivation to work with smooth regulators as advocated in section II. Finally, note a qualitative difference between
the exact propagator and its semiclassical approximation at the outside of the innermost fold caustic. Whereas the exact propagator includes a set of fringes, these are absent in the semiclassical approximation. These fringes are the consequence of a relevant complex saddle which exits the space of real paths at the fold and cusp caustics. Near the caustic, the complex saddle point makes a significant contribution. Quantum tunneling phenomena are another situation in which the contribution of relevant, complex saddle points cannot be ignored. Our method allows one to systematically improve these calculations, for any \( \hbar \), by integrating over the eigenthimbles associated with relevant classical saddles. In a companion paper, we implement a numerical algorithm to establish the relevance or otherwise of complex saddles in quantum mechanical theories. We show there, in particular, that the complex saddles discussed in the footnote below Eq. (19) are irrelevant in the Picard-Lefschetz sense.

For the real time path integral, all real, classical solutions which satisfy the boundary conditions are relevant, by the Picard-Lefschetz criterion. However, when we analytically continue to Euclidean time, \( T \to -iT_E \), with \( T_E \) real, these saddles typically become irrelevant. The classical solutions (19) for the quartic oscillator, for example, satisfy \( x(0) = x(1) = 0 \). They satisfy the equations of motion and the same boundary conditions for any complex \( T \). So we can continuously rotate the time to Euclidean values via \( T = |T| e^{-i\theta} \), with \( 0 \leq \theta \leq \frac{\pi}{2} \), and these solutions remain legitimate saddles. To see whether they remain relevant, we calculate their height function \( h = \text{Re}[iS_C] \propto \text{Re}[i/T^3] \sim -\sin(3\theta) \). For \( 0 < \theta < \frac{\pi}{3} \), \( h \) is negative and the saddles may be relevant. However, when \( \theta \) exceeds \( \frac{\pi}{3} \), the height function is positive and the saddles are definitely irrelevant. Hence, the intricate, non-perturbative interference phenomena exhibited in Fig. 9, which are so economically captured by real classical saddles, would be exponentially difficult to reproduce in Euclidean calculations.
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Appendix A: Measure theory on the space of paths

The Wiener measure and the Brownian bridge are famous measures on the space of paths which facilitate the construction of mathematically rigorous path integrals. These measures
are central to the Feynman-Kac formula for the Euclidean path integral. We also use them in this paper to show that the real time (or Lorentzian) path integral exists, i.e., it defines a complex measure. In this appendix, we briefly summarize the key concepts in measure and integration theory as applied to the space of paths.

Measure theory starts with the theory of subsets and in particular \( \sigma \)-algebras (see, e.g., [50] for an introduction). Consider the space \( \Omega \) of all paths \( w : [0, 1] \to \mathbb{R} \) starting at \( w(0) = 0 \) and ending at \( w(1) = 0 \), i.e., “going nowhere.” In the space \( \Omega \), we define the subset of paths

\[
Q = \{ w \in \Omega | a < w(t') < b \} \quad \text{(A1)}
\]

which pass through the interval (or “slit”) \((a, b)\) at some time \(0 < t' < 1\). \( \Omega \) is itself such a subset, defined at any particular time \(t'\) with the interval comprising the entire real line. By taking finite unions and intersections of such subsets, we generate a set of subsets of \( \Omega \). In particular, we generate a subset consisting of the paths which pass through a set of slits, \( w(t_i) \in (a_i, b_i), i = 1, \ldots n \), defined at any ordered set of intermediate times \(0 < t_i < 1\),

\[
Q = \{ w \in \Omega | a_i < w(t_i) < b_i, 0 < t_1 < \cdots < t_n < 1 \} . \quad \text{(A2)}
\]

See fig. 10 for an illustration. By extending this construction to all countable unions and intersections, including infinite sets of subsets, we generate the Borel field \( \mathcal{A} \) of subsets of \( \Omega \). This Borel field \( \mathcal{A} \) is known as a \( \sigma \)-algebra, as it (i) includes the total space \( \Omega \in \mathcal{A} \), (ii) is closed under the complement operation, i.e., when \( A \in \mathcal{A} \) then also \( A^c = \Omega \setminus A \in \mathcal{A} \), and (iii) is closed under countable unions, i.e., when \( A_n \in \mathcal{A} \) for \( n \in \mathbb{N} \), then also \( \bigcup_{n=1}^{\infty} A_n \in \mathcal{A} \).

A measure on a \( \sigma \)-algebra is a map which assigns a ‘size’ to any subset in the \( \sigma \)-algebra. Formally, a measure \( \mu \) on the \( \sigma \)-algebra \( \mathcal{A} \) is a mapping \( \mu : \mathcal{A} \to [0, \infty] \) for which (i) the measure of the empty set vanishes \( \mu(\emptyset) = 0 \), and (ii) the measure of a union of pairwise disjoint sets coincides with sum of the measure of the sets, i.e., for pairwise disjoint \( A_n \in \mathcal{A} \) for \( n \in \mathbb{N} \), we require \( \mu(\bigcup_{n=1}^{\infty} A_n) = \sum_{n=1}^{\infty} \mu(A_n) \). The second condition, known as the countable additivity, is of central importance to the definition of the integral over \( \Omega \) as we will see below.

In finite dimension \( D \), the product of Lebesgue measures

\[
\mu_D(A) = \int_A \prod_{i=1}^{D} dw_i \quad \text{(A3)}
\]
on the subsets $A \subset \mathbb{R}^D$ is a Lebesgue measure. It is clearly translation invariant. However, a well-known theorem shows that for the kinds of space we are interested in (technically, separable Banach spaces), in infinite dimensions every translation-invariant Lebesgue measure which is not identically zero has the property that every open set has infinite measure. Such a measure would be useless for physics.

The proof is elementary [51]. Suppose that an open ball of radius $\epsilon$ has finite measure. Using elementary geometry, one sees that, given an unlimited number of dimensions, an infinite number of open balls of radius $\epsilon/3$ can be fitted inside the original ball (the number 3 is unimportant: all that matters is that it is finite). By translation invariance, every $\epsilon/3$-ball has identical measure. But the sum of their measures, being bounded by that of the $\epsilon$-ball, is finite. Hence every $\epsilon/3$-ball must have zero measure. However, the whole space is separable so it can be covered with a countable collection of $\epsilon/3$-balls. Thus the whole space has measure zero. The only way out of this conclusion is to suppose that the measure of the $\epsilon$-ball is infinite.

Although this no-go theorem is well-known to mathematicians, it is seldom mentioned in theoretical physics textbooks. One exception is a recent mathematical textbook on renormalization and effective field theory, which states “The non-existence of a [translation-invariant]
Lebesgue measure on an infinite-dimensional vector space is one of the fundamental difficulties of quantum field theory [52]. When the author subsequently refers to the naïve path integral measure (as he frequently does) he usually calls it “the non-existent Lebesgue measure”!

The Wiener and Brownian bridge measures circumvent the no-go theorem by dropping the assumption of translational invariance. The Wiener process is the scale-invariant limit of a random walk starting at $w(0) = 0$, where the step size tends to zero while the number of steps tends to infinity. The Brownian bridge, which we use in this paper, is a similar process where not only the starting point but also the endpoint is pinned to zero, i.e., $w(1) = 0$.

For the Brownian bridge, the general subset $Q$ as in (A2) is assigned the probability

$$
\mu_B(Q) = \left( \frac{\sqrt{2\pi} W}{\prod_{i=1}^{N+1} \left( W \sqrt{2\pi(t_i - t_{i-1})} \right)} \right) \int_{a_1}^{b_1} \cdots \int_{a_N}^{b_N} e^{-\sum_{i=1}^{N+1} \frac{(w_i - w_{i-1})^2}{2W^2(t_i - t_{i-1})}} dw_1 \cdots dw_N, \quad (A4)
$$

where $w_i \equiv w(t_i)$, with $w_0 = w_{N+1} = 0$, $t_0 = 0$, $t_{N+1} = 1$ and $0 < t_1 < t_2 \cdots < t_N < 1$. In anticipation of the connection with quantum mechanics, we include a weight $W$ which parameterizes the strength of the “jitter” in the walk. The measure (A4) extends to the Brownian bridge measure on the Borel $\sigma$-algebra $\mathcal{A}$ of the space of paths $\Omega$. (Note that there exist several different but equivalent definitions including one based on the Bochner-Minlos theorem using the characteristic functionals of the Brownian bridge process [53]). As the measure of the complete set of paths is unity, i.e., $\mu_B(\Omega) = 1$, the Brownian bridge measure is a probability measure. The measure $\mu_B(Q)$ is then simply the probability for the Brownian bridge process to pass through the intervals which define $Q$. From its construction it follows that the space for which the measure has compact support consists of the almost everywhere continuous and almost nowhere differentiable paths. That is to say, with probability one a path is continuous but not differentiable, at every intermediate time. Finally, note that if we take equally spaced times, $t_{i+1} - t_i = \Delta t$, the measure (A4) is proportional to the time-discretized Euclidean path integral for a free particle. This suggests an intimate link between the Brownian bridge and Feynman’s path integral.

Given the countably additive Brownian bridge measure $\mu_B$, we construct the corresponding integral as follows. Let $f$ be the simple function defined as

$$
f = \sum_{i=1}^{r} \alpha_i 1_{A_i}, \quad (A5)$$
for some positive coefficients $\alpha_1, \ldots, \alpha_r \geq 0$ and the pairwise disjoint sets $A_1, \ldots, A_r \in \mathcal{A}$. The identity function $1_A(x)$ is unity when $x \in A$ and vanishes otherwise. The integral over this simple function is defined as the sum of the product of the coefficients and the measures of the corresponding sets,

$$\int_{\Omega} f \, d\mu_B = \sum_{i=1}^{r} \alpha_i \mu_B(A_k). \quad (A6)$$

Given a more general non-negative function $f$ on the space of paths $\Omega$, we define the integral as the supremum over the integral of the simple functions it dominates

$$\int_{\Omega} f \, d\mu_B = \sup \left\{ \int_{\Omega} g \, d\mu_B \mid \text{where } g \text{ is simple and } 0 \leq g \leq f \right\}. \quad (A7)$$

In general, any non-negative function of this type can be approached as a limit of ever increasing simple functions. We define the integral over a general function on the space of paths as the difference of its positive and negative parts, i.e., when we split the function in its positive and negative parts $f = f_+ - f_-$ with $f_+, f_- \geq 0$, we define the integral as

$$\int_{\Omega} f \, d\mu_B = \int_{\Omega} f_+ \, d\mu_B - \int_{\Omega} f_- \, d\mu_B, \quad (A8)$$

assuming both $\int f_+ \, d\mu_B$ and $\int f_- \, d\mu_B$ are finite. It is more or less clear from these definitions that given a measure, such as the Brownian bridge or Wiener measures, one can construct a more general measure by simply multiplying the measure with a positive, integrable function. In the main text, this is exactly what we do in equation (16) when we multiply the Brownian bridge measure by the function $g$ which, by definition is positive and which we later show is bounded above by unity. Having shown that this positive measure exists, we assume it can be straightforwardly extended to a complex measure which it bounds.

The definition (A4) of the Brownian bridge measure leads to a practical method for evaluating the integral over a functional $f$ which only depends on the random process at a series of times $0 = t_0 < t_1 < \cdots < t_{N+1} = 1$. In this case, the infinite-dimensional integral reduces to the $N$-dimensional integral

$$\int f \, d\mu_B = \left( \frac{\sqrt{2\pi W}}{\prod_{i=1}^{N+1} \left( W \sqrt{2\pi(t_i - t_{i-1})} \right)} \right) \int f(w_1, \ldots, w_N) e^{-\sum_{i=1}^{N+1} \frac{(w_i - w_{i-1})^2}{2 W^2(t_i - t_{i-1})}} \, dw_1 \ldots \, dw_N. \quad (A9)$$
The Brownian bridge is a Gaussian process with mean zero. It follows that all of its properties are completely determined by the covariance matrix

$$\langle w(t') w(t) \rangle_B = W^2 t (1 - t') \quad 0 < t < t' < 1,$$

$$= W^2 t' (1 - t) \quad 0 < t' < t < 1.$$ \hspace{1cm} (A10)

This covariance is reproduced by taking $w(t)$ to be a linear superposition of sinusoidal waves, $w(t) = \sum_{k=1}^{\infty} w_k \sqrt{2} \sin(k\pi t)$, where the $w_k$ are independent, normally distributed random variables with vanishing mean and variance $W^2/(k\pi)^2$. (The Karhunen-Loève theorem indicates this choice of basis functions to be optimal). The corresponding statistical covariance is

$$\langle w(t') w(t) \rangle = W^2 \sum_{k=1}^{\infty} \frac{2}{(k\pi)^2} \sin(k\pi t') \sin(k\pi t),$$

which is just \( (A10) \) expressed as a Fourier series. In this representation, the Brownian bridge measure takes the form

$$\mu_B(A) \equiv \int_A \prod_{k=1}^{\infty} \frac{e^{-w_k^2/(2\sigma_k^2)}}{\sqrt{2\pi\sigma_k}} \, dw_k; \quad \sigma_k = W/(k\pi).$$ \hspace{1cm} (A11)

Note that this expression is only formal as the sum appearing in the exponent will typically diverge for Brownian bridges (because typical paths are non-differentiable) and the infinite product $\prod_{k=1}^{\infty} dw_k/(\sqrt{2\pi\sigma_k})$ which multiplies it is not a meaningful measure, as explained above. The integral expression only makes sense as a whole because the two effects are finely balanced. Nevertheless, this explicit representation is extremely useful.

From \( (A10) \) it follows that $\lim_{\epsilon \to 0} \langle (w(t + \epsilon) - w(t))^2 \rangle_B = \epsilon$, indicating that typical paths contributing to the measure are continuous. However, by differentiating \( (A10) \) one finds the velocity-velocity correlator $\langle \dot{w}(t') \dot{w}(t) \rangle_B = W^2 (\delta(t' - t) - 1)$. In this case, $\lim_{\epsilon \to 0} \langle (\dot{w}(t + \epsilon) - \dot{w}(t))^2 \rangle_B = 2W^2 \delta(0)$ so typical paths have discontinuous velocities.

In the main text of the paper, before equation (8), we explained how the free particle path integral produces an expression just like \( (A11) \), when we set $x(t) = e^{i\pi/4} w(t)$, rotating the real path to the Wiener thimble and expressing it as a Fourier series. The precise relation between the measure obtained from the free particle path integral and \( (A11) \) is simply

$$W = \sqrt{\frac{\hbar T}{M}},$$ \hspace{1cm} (A12)

which is clearly a measure of the “quantum spreading” in the process. We infer that

$$\langle x(t') x(t) \rangle = i \frac{\hbar T}{M} t (1 - t') \quad 0 < t < t' < 1,$$
\[= i \frac{\hbar T}{M} t'(1 - t) \quad 0 < t' < t < 1. \tag{A13} \]

The appearance of \( i \) times Planck’s constant suggests a connection with Heisenberg’s quantum commutator of the position and momentum, and the uncertainty relation. This is indeed the case, as we shall now see. In fact, we’ll see that implementing the correct uncertainty relation with a statistical ensemble actually \textit{requires} an infinite-dimensional measure.

In quantum mechanics, the time-dependent Heisenberg operators \( \hat{x}(t') \) and \( \hat{x}(t) \), taken at unequal times \( t' \) and \( t \), do not commute. So if we are to identify the correlator (A13) with a quantum correlator, the latter must involve a particular ordering. In the Heisenberg picture, the state vectors are time-independent. The ket vector vector \(|0,0\rangle\) (the first and second arguments indicating \( x \) and \( t \), respectively) is annihilated by the position operator at time \( t = 0 \): \( \hat{x}(0)|0,0\rangle = 0 \). Likewise, the bra vector \langle 0,1| \) is annihilated by the position operator at \( t = 1 \): \( \langle 0,1|\hat{x}(1) = 0 \). It is therefore natural to attempt to relate the statistical correlator in (A13) with the \textit{time-ordered} quantum correlator

\[ G_{xx}(t', t) \equiv \frac{\langle 0, 1|T(\hat{x}(t')\hat{x}(t))|0, 0\rangle}{\langle 0, 1|0, 0\rangle} = \frac{\langle 0, 1|\hat{x}(t')\hat{x}(t)|0, 0\rangle}{\langle 0, 1|0, 0\rangle}, \quad t' > t, \]

\[ = \frac{\langle 0, 1|\hat{x}(t)\hat{x}(t')|0, 0\rangle}{\langle 0, 1|0, 0\rangle}, \quad t > t', \tag{A14} \]

which, like (A13), vanishes both at \( t' = 0, 1 \) and at \( t = 0, 1 \). We normalize it by dividing by the state overlap with no operator inserted. The Heisenberg operator \( \hat{x}(t) \) obeys the free particle equation of motion \( d^2\hat{x}/dt^2 = 0 \), so \( G_{xx}(t', t) \) must be linear in both \( t' \) and \( t \) except at \( t' = t \) where the time ordering comes into play. To understand what happens there, calculate the change in \( t' \) derivative, across \( t' = t \):

\[ [\partial_{t'}G_{xx}(t', t)]_{t' = t_+}^{t' = t_-} = \frac{\langle 0, 1|\hat{x}(t)\hat{x}(t) - \hat{x}(t)\hat{x}(t)|0, 0\rangle}{\langle 0, 1|0, 0\rangle} = \frac{T}{M} \frac{\langle 0, 1| [\hat{p}(t), \hat{x}(t)] |0, 0\rangle}{\langle 0, 1|0, 0\rangle} = -i\hbar \frac{T}{M}, \tag{A15} \]

where the velocity is related to the momentum via \( \hat{p} = M\hat{x}/T \). Since \( G_{xx}(t', t) \) obeys the same equations of motion, boundary conditions and jump condition as the analytically continued statistical correlator, we conclude that \( G_{xx}(t', t) = \langle x(t')x(t) \rangle \), given in (A13).

Notice that the equal time quantum correlator \( G_{xx}(t, t) \) is in fact imaginary for all \( 0 < t < 1 \). This might seem surprising since the operator \( \hat{x}^2(t) \) is Hermitian. However, there is no contradiction because the states \(|0,0\rangle\) and \(|0,1\rangle\) are \textit{not} Hermitian conjugates. Notice also
that Heisenberg’s commutation relation between $\hat{x}(t)$ and $\hat{p}(t)$ arises as a direct consequence of the discontinuity in the $t'$ derivative of the statistical correlator $\langle x(t')x(t) \rangle$ at $t' = t$, which requires an infinite number of Fourier modes to represent it. By differentiating $G_{xx}(t', t)$ with respect to $t$ and $t'$, we find the quantum time-ordered momentum-momentum correlator $G_{pp}(t', t) = i\hbar \frac{\delta}{\delta t'}(\delta(t' - t) - 1)$ which is also imaginary. It diverges at equal times as a symptom of the high frequency “jitter” on typical contributing paths. It is an instructive exercise to derive these results for $G_{xx}(t', t)$ and $G_{pp}(t', t)$ in the Schrödinger picture, using the free-particle propagator $K(x_1, t_1 - t_0; x_0) = e^{iM(x_1 - x_0)^2/(2\hbar(t_1 - t_0))} \sqrt{M/(2\pi i\hbar(t_1 - t_0))}$ and performing integrals over $x$ via the contour rotation $x = e^{i\pi/4}w$.

The Brownian bridge measure (A11) is also the basis for the definition of the Euclidean path integral for quantum mechanics, i.e. the Feynman-Kac formula

$$
\int e^{-(1/\hbar)\int (M\dot{x}^2/2 + V(x))\,dt} \, Dx \equiv \int e^{-(1/\hbar)\int V(x)\,dt} \, d\mu_B(x)
$$

(A16)

where $\tau$ is the Euclidean time and dots are $\tau$ derivatives. This formulation is extremely useful, for example, for calculating stationary states and energy spectra when the potential $V(x)$ is bounded from below. “Vacuum” boundary conditions are usually imposed, namely $x(\tau)$ is assumed to tend to the global minimum of the potential as $\tau \to \pm\infty$. Taking this vacuum to be located at $x = 0$, for example, $x$ is the fluctuation and is integrated over in the corresponding Brownian bridge measure. (Setting $\tau = iTt$, with $T$ and $t$ as used elsewhere in this paper, $x(t)$ is identified with $w(t)$ (with no complex rotation) and $T$ is taken to be negative imaginary). We thus formally identify $d\mu_B \propto e^{-(1/\hbar)\int (\dot{x}^2/2)\,dt} \, Dx$.

The smoothing due to the kinetic term and wildness of the infinite product “measure” are beautifully balanced in the Brownian bridge.

**Appendix B: Fubini’s theorem and the dominated convergence theorem**

In this appendix, we illustrate and state two key theorems which we make use of in this paper. These theorems apply to absolutely convergent integrals, or equivalently to integrable functions. For a detailed mathematical treatment see [50].

Multidimensional integrals are usually defined without specifying the order in which partial integrals are to be performed. For such a definition to make sense, the result must be independent of the order in which the partial integrals are taken.
Similar issues arise in the more elementary context of alternating series. Consider, for example, the geometric series

$$S_N = \sum_{n=1}^{N} \frac{(-1)^{n+1}}{2^n}$$

which converges to $1/3$ as $N \to \infty$. This result is independent of the order in which the terms are combined because the series converges absolutely as $\sum_{n=1}^{\infty} 2^{-n} = 1$. On the other hand, the series

$$S_N = \sum_{n=1}^{N} \frac{(-1)^{n+1}}{n}$$

converges, by the alternating series test, to the natural logarithm $\log 2$ as $N \to \infty$. However, in this case the result does depend on the order in which the terms are included in the sum, because the absolute sum $\sum_{n=1}^{\infty} n^{-1}$ diverges. Just as in our discussion of the convergence of the discretized path integral for a free particle, in Section II, one might attempt to define such sums by introducing a cutoff which is then sent to infinity. As we found there, this procedure works well in one dimension. However, in higher dimensions, the cutoff method again fails badly. Such higher dimensional sums occur in calculations of the electrostatic binding energies of a charged ion in a crystal – for example, a sodium or chlorine ion in a salt crystal – where one has to perform a three-dimensional lattice sum. The physical binding energy of an ion is proportional to an infinite lattice sum known as the Madelung constant [54]. To evaluate the sum, a naive approach would be to include only the charges contained in some large bounding surface. However, if the surface is not chosen carefully, the net charge scales as the square root of the area, leading to an answer which oscillates with fixed amplitude as the radius of the surface is taken to infinity. For real salt crystals, any net charge on a finite crystal is rapidly neutralized by ions from the surrounding environment, hence the sum is regulated physically. There are also nice mathematical regularizations which yield a unique, regulator-independent result: for a recent discussion, see e.g., [55].

Fubini’s theorem assures us that the result of a higher-dimensional integral is independent of the order in which partial integrals are performed:

**Fubini’s theorem:** when a two-dimensional integral $\int f(x,y) d(x,y)$ is absolutely convergent, i.e., $\int |f(x,y)| d(x,y) < \infty$, the integral can be evaluated sequentially and is indepen-
dent of the order in which partial integrals are taken, i.e.,
\[
\int f(x, y) d(x, y) = \int \left[ \int f(x, y) dx \right] dy = \int \left[ \int f(x, y) dy \right] dx.
\]

(B3)

The necessity for absolute convergence is seen from the following counter-example. Consider the two-dimensional integral
\[
I = \int_{[0,1]^2} \frac{x^2 - y^2}{(x^2 + y^2)^2} d(x, y),
\]
which is absolutely divergent, i.e., \( \int_{[0,1]^2} \left| \frac{x^2 - y^2}{(x^2 + y^2)^2} \right| d(x, y) = \infty \). Integrating first with respect to \( x \) and then \( y \) yields the result \(-\pi/4\) whereas integrating in the reverse order yields the opposite result \(\pi/4\). Alternatively, using polar coordinates we obtain the representation
\[
I = \iint (\cos(2\theta)/r) d(r, \theta).
\]
Integrating first with respect to \( \theta \) (with limits depending on \( r \)) gives a vanishing answer as \( \cos(2\theta) \) is odd around \( \theta = \pi/4 \).

The dominated convergence theorem is central to study of limits in integration theory:

**Dominated convergence theorem:** let \((f_n)\) be a sequence of absolutely convergent functions which converges pointwise to the function \( f \) as \( n \to \infty \) and is dominated by an integrable function \( g \), i.e., \(|f_n(x)| < g(x)\) for all \( x \) and \( n \), with \( \int |g(x)| dx < \infty \), than \( f \) is integrable (integrates absolutely) and
\[
\lim_{n \to \infty} \int f_n(x) dx = \int f(x) dx.
\]

(B5)

The theorem generalizes to continuous limits over continuous functions
\[
\lim_{y \to \infty} \int f(x, y) dx = \int \lim_{y \to \infty} f(x, y) dx
\]

with an integrable function \( g(x) \) dominating \(|f(x, y)|\) for all \( y \). This can be seen by considering a sequence \((y_n)\) which diverges to \( \infty \) as \( n \to \infty \). Using the dominated convergence theorem, we find
\[
\lim_{y \to \infty} \int f(x, y) dx = \lim_{n \to \infty} \int f(x, y_n) dx = \int \lim_{n \to \infty} f(x, y_n) dx = \int \lim_{y \to \infty} f(x, y) dx.
\]

(B7)

The absolute convergence assumption is necessary, as can be seen with the following counter-example. Consider the sequence of functions \( f_n(x) = n \) when \( x \in (0, 1/n) \) and 0
otherwise, which converges pointwise to the zero function as \( n \to \infty \). The limit does not commute with the integral as

\[
\lim_{n \to \infty} \int f_n(x) \, dx = \lim_{n \to \infty} \int_0^{1/n} n \, dx = \lim_{n \to \infty} 1 = 1, \quad (B8)
\]

while

\[
\int \lim_{n \to \infty} f_n(x) \, dx = \int 0 \, dx = 0. \quad (B9)
\]

Note that this example is not in tension with the dominated convergence theorem because the envelope \( g = 1/x \) of the sequence \( f_n \) is not integrable, \( i.e., \) the integral of the envelope diverges \( \int g(x) \, dx = \infty \).

**Appendix C: LFA descent thimbles and eigenthimbles for quartic oscillator**

In this Appendix, we give analytic expressions for the thimbles corresponding to the real saddles in the quartic oscillator, for the amplitude to “go nowhere,” in the lowest frequency approximation (or LFA). The model is defined by the action \( S = \int_0^1 \frac{1}{2} (x'^2 - x^4) \, dt \) where we have, for simplicity, set the mass and the time \( T \) to unity. Due to the scaling symmetry of the model, all of the real solutions as well as their steepest descent thimbles and eigenthimbles can be obtained by scaling from the solutions with \( n = 1 \). In the LFA, we set \( x(t) = x_1 \sin(\pi t) \) and ignore higher modes. To simplify formulae, we suppress the subscript 1 in the following.

The action reads \( S_{LFA} = \frac{1}{4} (\pi^2 x^2 - \frac{3}{4} x^4) \). In addition to the trivial saddle at \( x = 0 \), the action has two real saddles at \( x = \pm \sqrt{\frac{2}{3}} \pi \).

Writing \( iS = h + iH \), the imaginary part \( H \) is constant along a steepest descent trajectory. In one complex dimension, the constancy of \( H \) uniquely defines the trajectory: by passing to polar coordinates, we can find it explicitly. For the trivial saddle \( x = 0 \), the two halves of the steepest descent thimble are given by

\[
x(\theta) = \pm \frac{2\pi}{3} e^{i\theta} \sqrt{\frac{\cos 2\theta}{\cos 4\theta}}, \quad \frac{\pi}{4} < \theta < \frac{3\pi}{8}, \quad (C1)
\]

with the saddle located at \( \theta = \pi/4 \) whereas for the nontrivial saddles \( x = \pm \sqrt{\frac{2}{3}} \pi \), the steepest descent thimbles are given by

\[
x(\theta) = \pm \frac{\sqrt{2\pi}}{\sqrt{3}} e^{i\pi/8} (\cosh \theta + i \sinh \theta), \quad -\infty < \theta < \infty \quad (C2)
\]
with the saddles located at $\theta = -\tanh^{-1}(\tan(\pi/8))$.

We can also find the eigenthimbles analytically, in the LFA approximation. For the trivial saddle, the two halves of the eigenthimble are given by

$$x(\theta) = \pm \sqrt{\frac{2}{3}} \pi e^{i\theta} \sqrt{\frac{\cos 2\theta}{\cos 4\theta}}, \quad \frac{\pi}{4} < \theta < \frac{3\pi}{8},$$

(C3)

with the saddle again located at $\theta = \pi/4$, whereas for the nontrivial saddles at $x = \pm \sqrt{\frac{2}{3}} \pi$, the eigenthimbles are

$$x(\theta) = \pm \left( \sqrt{\frac{2}{3}} - \frac{\pi e^{i(\theta - \pi/4)}}{2 \sqrt{3} \cos 4\theta} \left( 3 \sqrt{2} \sin(3\theta - \pi/4) + \sqrt{9 - 8 \sin 2\theta - \sin 6\theta} \right) \right), \quad -\frac{3\pi}{8} < \theta < \frac{\pi}{8}.$$

(C4)

The lower (upper) portion of the thimble is covered by $0 < \theta < \pi/8$ and the upper (lower) portion by $-3\pi/8 < \theta < 0$ respectively (see Fig. 2). At $\theta = 0$,

For the higher modes $x_m$, again in the LFA, we obtain exactly the same formulae as displayed above, with an additional overall factor of $m$.  
