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Abstract
This paper presents PrBPRRC (Probabilistic Bipolar Radial Reach Correlation), a change detection method that is robust against illumination changes and background movements. Most of the traditional change detection methods are robust against either illumination changes or background movements; BPRRC is one of the illumination-robust change detection methods. We introduce a probabilistic background texture model into BPRRC and add the robustness against background movements and foreground invasions such as moving cars, walking pedestrians, swaying trees, and falling snow. We show the superiority of our PrBPRRC under the environment with illumination changes and background movements by using public datasets: ATON Highway data, Karlsruhe traffic sequence data, and PETS 2007 data.

1 Introduction
Amid rising concerns about security, surveillance systems have become a focus of attention in recent years. To realize practical surveillance systems, robust change detection for preprocessing is required. Change detection reduces the processing area of time-consuming processes such as object recognition, human detection, and human behavior analysis; therefore, it reduces processing time of the whole system and increases the performance by reducing false positive detection from background region.

Though the environments in which practical surveillance systems operate may include many large disturbances such as illumination changes and background movements, most of the traditional change detection methods are robust against either illumination changes or background movements. For example, Bi-polar Radial Reach Correlation (BPRRC) [1] is robust against illumination changes by using texture model but not robust against background movements because of its rigid texture model.

We propose Probabilistic BPRRC (PrBPRRC), the extension of BPRRC, which preserves BPRRC’s robustness against illumination changes and adds the robustness against background movements. PrBPRRC introduces a probabilistic model for background texture and learns a probabilistic background with inputs including background movements and foreground invasions. We show the superiority of our PrBPRRC with ATON Highway data [2], Karlsruhe traffic sequence data [3], and PETS 2007 data [4].

In this paper we make several assumptions to define “change detection”: (i) the camera is fixed so that background subtraction which compares input with learned background model can be used for change detection, (ii) change includes foreground objects which deviate from learned background, and (iii) change doesn’t include background movements and illumination changes. These assumptions are natural in surveillance system.

The rest of this paper is organized as follows. We briefly review several former change detection methods in Section 2. We then describe the former BPRRC and our proposed PrBPRRC in Section 3. We compare the performance of the methods with public datasets in Section 4 and conclude in Section 5.

2 Related Works
Many background models for change detection have been proposed. One of the simplest background models is the single Gaussian model that models each pixel intensity with a single Gaussian distribution (Fig. 1(a)). The Gaussian distribution can model intensity fluctuation of each pixel caused by sensing devices but the model is too simple to model real environmental changes.

Stauffer et al. proposed Mixture of Gaussian (MoG) [5] that uses multiple Gaussian distributions to model multiple background intensity distributions caused by ripples on the water surface and flickering of the display (Fig. 1(b)). MoG is used in many applications but requires a decision on the number of Gaussian distributions. To avoid this decision, Nakai proposed a non-parametric pixel intensity model with pixel intensity histogram [6] (Fig. 1(c)). Because, in contrast to the Gaussian model, it doesn’t assume any parametric models, it can model arbitrary intensity distributions.

Pixel-intensity-based models such as MoG and the histogram model are not robust against illumination changes because illumination changes cause large intensity changes deviating from the past intensity history. For example, background models trained with images in the sun cannot cover inputs in the shade. To increase robustness against illumination changes, some methods introduced texture information. Texture information based on the intensity differences among local pixels is stable against illumination changes because all the local pixels change their intensities by almost the same amount and the intensity differences among them don’t change. Satoh et al. proposed Peripheral Increment Sign Correlation (PISC) [7] and Heikkilä et al. proposed Local Binary Pattern (LBP) [8] that encode the intensity differences between target pixel and surrounding reference pixels as 0/1 binary code (Fig.
Yokoi proposed Peripheral TERNary Sign Correlation (PTESC) [9] that encodes the intensity differences by $-1/0/1$ ternary codes to increase the robustness against illumination changes.

Though these texture-based methods are robust against illumination changes, they cannot work properly in the region without texture. Plain foreground objects before plain background with different intensity from foreground cannot be detected by these methods because both foreground and background have the same plain texture.

In the training stage, BPRRC searches reference pixels with enough intensity difference from a target pixel by skipping the plain region so that it can detect plain foreground objects before plain background. It searches the far reference pixels with enough intensity differences from a target pixel by skipping the plain region so that it can detect plain foreground objects before plain background.

Figure 1: Schematics of the background model of former change detection methods

3 Probabilistic BPRRC

3.1 BPRRC

Bi-polar Radial Reach Correlation (BPRRC) [1] is one of the texture-based change detection methods and can work properly in the region without texture (Fig. 1(c)). It searches the far reference pixels with enough intensity difference from a target pixel by skipping the plain region so that it can detect plain foreground objects before plain background.

In the training stage, BPRRC searches reference pixels with positive intensity difference above a threshold from a target pixel $Bg(x, y)$ in 8 directions in a background image $Bg$. Then, it saves the position of the reference pixels as $b_k^+(x, y)$ ($k = 0, \ldots, 7$). In the same way it searches reference pixels with negative intensity difference and saves the positions as $b_k^-(x, y)$. In the detection stage, in an input image $I$, it compares intensity differences between target pixel $I(x, y)$ and its 16 reference pixels $I_{b_k^+}(x, y)$ that correspond to $b_k^+(x, y)$ in $I$ and detects changes based on the correspondence $B(x, y)$ between background and input:

$$B(x, y) = \frac{1}{16} \left\{ \sum_{k=0}^{7} B_k^+(x, y) + \sum_{k=0}^{7} B_k^-(x, y) \right\},$$

where

$$B_k^+(x, y) = \begin{cases} 1 & (I_{b_k^+}(x, y) - I(x, y) > 0) \\ 0 & \text{(otherwise)} \end{cases}$$

and

$$B_k^-(x, y) = \begin{cases} 1 & (I_{b_k^-}(x, y) - I(x, y) < 0) \\ 0 & \text{(otherwise)} \end{cases}$$

The position of the reference pixels can be set by the mean or mode of the positions from multiple training images.

Although BPRRC, similarly to PISC and LBP, is robust against illumination changes, it is not robust against background movements because of its rigid background model using reference pixels $b_k^+(x, y)$.

3.2 Formulation of Probabilistic BPRRC

To increase the robustness against background movements, we introduce a probabilistic model into the BPRRC background model.

Let the reference pixels with the reach $r$ in the direction $k$ from a target pixel $Bg(x, y)$ be $b_k^+(x, y, r)$, the range of reach $r$ be $R$, and the count of $b$ be $\text{Num}(b)$. In the training stage, Probabilistic BPRRC (PrBPRRC) stores $b_k^+(x, y, r)$, the distribution of the position of the reference pixels, by histogram models as shown in Fig. 2. In the detection stage, PrBPRRC detects changes as follows. The probability distribution of $b_k^+(x, y, r)$ is given by

$$\text{prob}(b_k^+(x, y, r)) = \frac{\text{Num}(b_k^+(x, y, r))}{\text{Num}(\sum_{r \in R} b_k^+(x, y, r))},$$

and this can be calculated from the histogram of $b_k^+(x, y, r)$ learned in the training stage as Fig. 2. Next, PrBPRRC’s codes of the input pixel $I(x, y)$ with the reach $r$ and the direction $k$ are given in the probabilistic form as

$$B_k^+(x, y, r) = \begin{cases} \text{prob}(b_k^+(x, y, r)) & (I_{b_k^+}(x, y, r) - I(x, y) > 0) \\ 0 & \text{(otherwise)} \end{cases}$$

and

$$B_k^-(x, y, r) = \begin{cases} \text{prob}(b_k^-(x, y, r)) & (I_{b_k^-}(x, y, r) - I(x, y) < 0) \\ 0 & \text{(otherwise)} \end{cases}$$

Finally, by marginalizing Eq. (5) and (6) over reach $r$ and direction $k$, the correspondence $B(x, y)$ is given by

$$B(x, y) = \frac{1}{16} \left\{ \sum_{k=0}^{7} \sum_{r \in R} B_k^+(x, y, r) + \sum_{k=0}^{7} \sum_{r \in R} B_k^-(x, y, r) \right\}.$$
Some typical results of change detection are shown in Fig. 5. The parameters of each method such as texture threshold and texture size are the same for all the datasets. In contrast to former methods, PrBPRRC is stable for various datasets with the same parameters.

All the results above show that PrBPRRC is more stable than former methods against data disturbances and parameter setting.

5 Conclusion

In this paper, we proposed PrBPRRC, the extension of the BPRRC, which preserves BPRRC’s robustness against illumination changes and adds the robustness against background movements.

We introduced a probabilistic background texture model into BPRRC. Our new method learns the distribution of background texture based on the intensity differences between target pixel and reference pixels, and detects changes with a probabilistic decision based on the texture distribution. It enables learning of a probabilistic background from the training images including background movements and foreground invasions such as moving cars, walking pedestrians, swaying trees, and falling snow.

We evaluated several change detection methods with ATON Highway data, Karlsruhe traffic sequence data, and PETS 2007 data and showed the superiority of our PrBPRRC in terms of stability against data disturbances and parameter setting.

In future work, we intend to improve the performance by introducing color texture information into the PrBPRRC model.

References

[1] Yutaka Satoh and Katsuhiko Sakaue. Robust Background Subtraction based on Bi-polar Radial Reach Correlation. In Proceedings of the IEEE International Conference on Computers, Communications, Control and Power Engineering (TENCON05), pp. 998–1003, November 2005.

[2] ATON. ATON Shadow Detection Database. http://cvrr.ucsd.edu/aton/shadow/.

[3] Karlsruhe University. Karlsruhe Image Sequences. http://isg.kit.edu/image_sequences/.

[4] PETS 2007. PETS 2007 Benchmark Data. http://www.cvg.rdg.ac.uk/PETS2007/data.html.

[5] Chris Stauffer and W.E.L Grimson. Adaptive background mixture models for real-time tracking. In Proceedings of the 1999 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 1999), Vol. 2, pp. 246–252, June 1999.

[6] Hiroaki Nakai. Non-Parameterized Bayes Decision Method for Moving Object Detection. In Proceedings of 2nd Asian Conference on Computer Vision, pp. III–447–451, 1995.

[7] Yutaka Satoh, Shin’ichi Kaneko, and Satoru Igarashi. Robust Object Detection and Segmentation by Peripheral Increment Sign Correlation Image. Systems and Computers in Japan, John Wiley & Sons, Vol. 35, No. 9, pp. 70–80, June 2004.

[8] M. Heikkilä, M. Pietikäinen, and J. Heikkilä. A Texture-based Method for Detecting Moving Objects. In Proceedings of the British Machine Vision Conference (BMVC 2004), Vol. 1, pp. 187–196, 2004.

[9] Kentaro Yokoi. Illumination-robust change detection using texture-based features. In IAPR Conference on Machine Vision Applications (MVA2007), No. 13-14, pp. 487–491, May 2007.
Figure 4: ROC curves

Figure 5: Typical results of change detection for several datasets

(The parameters of each method are the same for all the datasets.)