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1 Introduction

The concept of programmable matter envisions a very large number of tiny and simple robot particles forming a smart material that can change its physical properties and shape based on the outcome of computation and movement performed by the individual particles in a concurrent manner. The ultimate goal is to have programmable matter that is indistinguishable from any other material. Thus, when modeling it, we assume a very small size of the particles and greatly restrict their computation, communication, and movement capabilities. Shape assembly and reconfiguration of particle systems have attracted a lot of interest in the past decade and a variety of specific models have been proposed \cite{1,8,11,13,7,3,10,12}. Here we focus on the amoebot model which was introduced in \cite{4} and refined in \cite{2}. Refer to \cite{2} for additional details on the model description. For reconfiguration in the amoebot model, the approach taken by existing solutions is to build the target shape from scratch, ignoring any possible similarities between the initial shape and the target shape \cite{5,6}. However, in some scenarios (e.g. shape repair) where the initial and target shapes are similar, this might not be the most efficient strategy. We focus on an approach for reconfiguration that takes this similarity into account. In the worst case our algorithm works as well as the existing solutions, but it is natural to expect our approach to be more advantageous in the case where there are only small changes necessary in the system.

\textbf{Amoebot model.} Particles occupy nodes of a plane triangular grid $G$. A particle can occupy one (contracted particle) or two (expanded particle) adjacent nodes of the grid, and can communicate with its neighboring particles. The particles have constant memory space, and thus have limited computational power. They have no common notion of orientation, and no common notion of clockwise or counter-clockwise order. The particles are identical, i.e., they have no IDs and execute the same algorithm, but they can locally distinguish between neighbors using six (for contracted) or ten (for expanded particles) port identifiers (see Figure 1 (left)). Ports are labeled in order (either cw or ccw) modulo six or ten, respectively. Particles communicate by sending messages to the neighbors using the ports.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Left: particles with ports labeled, in contracted and expanded state. Right: handover operation between two particles.}
\end{figure}
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Particles can move in two different ways: a contracted particle can expand into an adjacent empty node of the grid, and an expanded particle can contract into one of the nodes it currently occupies. Each node of \( G \) can be occupied by at most one particle, and we require that the particle system stays connected at all times. To preserve connectivity more easily, we allow a handover variant of both move types, a simultaneous expansion and contraction of two neighboring particles using the same node (see Figure 1 (right)). The handover can be initiated by any of the two particles: an expanded particle can pull its contracted neighbor, and a contracted particle can push its expanded neighbor.

Particles operate in activation cycles: when activated, they can read from the memory of their immediate neighbors, compute, send constant size messages to their neighbors, and perform a move operation. Particles are activated by an asynchronous adversarial but fair scheduler (at any moment in time \( t \), for any particle, it must be activated at some time in the future \( t' > t \)). If two particles are attempting at conflicting actions (e.g., expanding into the same node), the conflict is resolved by the scheduler arbitrarily, and exactly one of these actions succeeds. We perform running time analysis in terms of the number of rounds: the time intervals in which all particles have been activated at least once.

We call the set of particles and their internal states a particle configuration \( \mathcal{P} \). Let \( G_\mathcal{P} \) be the subgrid of \( G \) induced by the nodes occupied by particles in \( \mathcal{P} \). We say that \( \mathcal{P} \) is connected if there is a path in \( G_\mathcal{P} \) between any two particles in \( \mathcal{P} \). A hole in \( \mathcal{P} \) is an interior face of \( G_\mathcal{P} \) with more than three vertices. A particle configuration \( \mathcal{P} \) is simply connected if it is connected and has no holes.

**Problem description.** An instance of the reconfiguration problem consists of a pair of simply connected shapes \((I,T)\) embedded in the grid \( G \). We assume that \( I \) and \( T \) have the same number of nodes, and that \( I \cap T \), which we call the core, is non-empty and simply connected. Initially, all particles in \( I \) are contracted. The problem is solved when every node of \( T \) contains a contracted particle.

We call the particles in \( I \setminus T \) the supply particles (see Figure 2), and assume that every connected component of \( I \setminus T \) has a designated particle in the core \( I \cap T \) adjacent to it, which we call the root of that component. Similarly, we say that \( T \setminus I \) are demand nodes. For every connected component \( D \) of \( T \setminus I \), we designate one particle from the core \( I \cap T \) adjacent to \( D \) as the demand root of \( D \). We assume that each demand root \( d \) stores a spanning tree of the corresponding component \( D \) in its memory. The root \( d \) will pull supply particles through the core \( I \cap T \) to fill \( D \).

![Figure 2](image-url) Initial shape \( I \) (formed by the particles), target shape \( T \) (gray), supply particles (blue), supply roots (dark blue). Demand roots (red) store a spanning tree of their demand component.
Contribution and organization. We propose a new approach for fast shape reconfiguration in the amoebot model, based on the symmetric difference between the initial and the target shapes. Our goal is to design a reconfiguration algorithm, for the case when the initial and target shapes are similar, that is faster and more natural than constructing the target shape from scratch. To this extent, we propose a new primitive: a special case of the shortest path tree (SP-tree) which we call a feather tree. We use feather trees to construct a graph, which the particles can use to move along shortest paths and reconfigure the particle system.

2 Feather trees

To solve the particle reconfiguration problem, we need to coordinate the movement of the particles. Among the previously proposed primitives for amoebot coordination is the shortest path tree (SP-tree) primitive [9] which facilitates movement of particles between the root and the leaves along shortest paths. Our approach to reconfiguration is to use multiple overlapping trees to guide the particles between the supply and demand regions. To do so we need trees with a more restricted shape than arbitrary SP-trees. In this section we hence introduce feather trees which are a special case of SP-trees (Figure 3).

Feather trees largely follow the same construction as the SP-trees. A feather tree consists of shafts and branches. Shafts are straight connections emanating from the root (and sometimes reflex nodes) that grow branches on either side. Branches are straight connections in the tree that do not branch further. To grow a feather tree, the root particle chooses a maximal independent set of neighbors; this set contains at most three particles. The particles in the independent set grow the shafts (in red) emanating from the root. All other neighbors of the root are the beginning of a blue branch. If a particle \( p \) at the end of a shaft or branch activates, it first extends the tree straight. Specifically, if \( i \) is the port from \( p \) to its parent, \( p \) extends the tree into the direction \( i + 3 \). Recall that all arithmetic on ports and directions is modulo six. The particle \( q \) in direction \( i + 3 \) becomes a child of \( p \) and \( p \) becomes the parent of \( q \). Next, if \( p \) lies on a shaft, it starts branches in the directions \( i + 2 \) and \( i + 4 \).

To reach all the particles of \( \mathcal{P} \) with a feather tree, and not just those within one bend from the root, we extend our construction around reflex vertices on the boundary of \( \mathcal{P} \). If for a particle \( p \), direction \( i \) is the direction to its parent, and the direction \( i + 1 \) (or \( i - 1 \)) does not contain a particle, while the direction \( i + 2 \) (or \( i - 2 \)) does, then \( p \) lies on a reflex vertex of the boundary of \( \mathcal{P} \). If in addition \( p \) lies on a branch, \( p \) starts a new shaft in the direction \( i + 2 \) (or \( i - 2 \)), see Figure 3 (right). We hence have the following lemma:

Lemma 1. Given a simply connected particle configuration \( \mathcal{P} \) with \( n \) particles and a
particle $r \in \mathcal{P}$, we can grow a feather tree from $r$ in $O(n)$ rounds.

Feather trees are unique, which helps with navigating the particles. Next we describe how to navigate multiple overlapping feather trees. First we identify a useful property of shortest paths in feather trees.

We say that a vertex $v$ of $G_P$ is an inner vertex, if $v$ and its six neighbors lie in the core $I \cap T$. All other vertices of the core are boundary vertices. A bend in a path is formed by three consecutive vertices that form an angle of 120°. We say that a bend is an inner bend if the middle vertex is an inner vertex; otherwise the bend is a boundary bend.

**Definition 2 (Feather Path).** A path in $G_P$ is a feather path if it does not contain two consecutive inner bends.

We now argue that every path from the root to a leaf in a feather tree is a feather path. A root-to-leaf path bends either on a shaft or on a branch; the path can transition from a shaft to a branch or vice versa only at a bend. If the bend occurs on a shaft, then it can be either an inner or a boundary bend; the path leaves the shaft and continues on a branch. Branches grow straight with one exception: if they detect a reflex vertex on the boundary of $\mathcal{P}$. In this case a bend occurs on the branch. This bend is always a boundary bend; the path leaves the branch and continues on the new shaft.

**Lemma 3.** Every path from the root to a leaf in a feather tree is a feather path.

**Navigating feather trees.** Due to its limited memory, a particle cannot identify different trees. However, particles can navigate feather trees by counting inner bends, even in presence of multiple overlapping trees. Therefore, while moving down a specific tree, a particle always knows if it is on a shaft or a branch and which directions belong to the tree. Starting from the root of a feather tree, a particle can always reach one of its leaves. We cannot control which leaf it reaches, but it will do so along a shortest path from the root. In particular, if feasible, it is always a valid choice for the particle to continue straight ahead. A left or right 120° bend is a valid choice if the particle is on a shaft, or if this is a boundary bend.

When moving up from leaves, we cannot control which root of which feather tree a particle will reach, but it will always travel along a shortest path. In particular, if the particle is moving along a shaft, then its only valid choice is to continue straight ahead. Otherwise, all three options (straight ahead or a 120° left or right turn) are valid.

### 3 Supply and demand

We now explain how to use feather trees to create a supply graph in the core $I \cap T$ of the particle system that connects supply roots and demand roots along shortest paths. This graph serves as a navigation network for the particles moving from supply to the demand.

Let $G_{I \cap T}$ be the subset of $G$ induced by the nodes of $I \cap T$. We say a supply graph $S$ is a directed subgraph of $G_{I \cap T}$ connecting every supply root $s$ to every demand root $d$ such that the following three supply graph properties hold:

1. for every pair $(d, s)$ a shortest path from $d$ to $s$ in $S$ is also a shortest path in $G_{I \cap T}$,
2. for every pair $(d, s)$ there exists a shortest path from $d$ to $s$ in $S$ that is a feather path,
3. every particle $p$ in $S$ lies on a shortest path for some pair $(d, s)$.

We construct supply graph $S$ from feather trees as follows. First, every demand root initiates the growth of a feather tree. When a feather tree reaches a supply root $s$, a supply
found token is sent back to the root of the tree. Note that if several feather trees overlap, a node in charge of forwarding the token up the tree cannot determine which specific tree the token belongs to. However, it can identify and forward the token to all valid parents that lie on valid feather paths for this token. To count inner bends, the supply found token carries a flag $\beta$ which is updated at each bend. Specifically, a particle $p$ that receives a supply found token $t$ does the following:

1. $p$ marks itself as part of the supply graph $S$,
2. $p$ stores the direction $i$ that $t$ came from as a valid child in $S$,
3. from all of its parents in all the feather trees, $p$ computes the set $U$ of valid parents by checking the flag $\beta$ of $t$,
4. $p$ adds $U$ to the set of its parents in $S$,
5. $p$ forwards $t$ to the particles in $U$, updating the flag $\beta$ if necessary, and
6. $p$ stores the complete information about $t$ for the future.

Note that a particle $p$ receives at most two supply found tokens from each direction, one for each value of $\beta$. Hence $p$ can store the corresponding information in its memory. When a feather tree $F$ reaches a particle $p$ that is already marked as part of the supply graph $S$ then $p$ first checks if $F$ would have been included in $U$ for at least one of the supply found tokens $t$ stored in $p$. If that is the case, $p$ sends a copy of $t$ towards the root of $F$, and sets its parent in $F$ to be a parent in $S$ as well. Otherwise, $p$ grows $F$ as normal.

**Lemma 4.** Given a simply connected particle configuration $\mathcal{P}$ with $n$ particles, a set of particles marked as supply roots, and a set of particles marked as demand roots, we can create a supply graph using $O(n)$ rounds.

**Algorithm.** We present a high level overview of our algorithm. A complete description and analysis can be found in the full version.

In the first phase of the algorithm, the particles form the supply graph, by creating feather trees starting from the demand roots, and sending tokens back up the trees if a branch finds supply. Each supply root organizes the corresponding supply component into a tree; these supply trees are connected to the supply graph $S$ via the supply roots. After the supply graph $S$ has been formed, demand roots pull particles from $S$ and fill the demand components; the pulling of particles propagates through $S$ to the supply components. Particles moving in $S$ store the number of inner bends they take. An extended particle checks the number of inner bends of its children in $S$ to determine which of them are valid choices to pull. Eventually, pulling propagates to the supply particles at the leaves of the corresponding spanning trees. These particles simply contract, reducing the outstanding supply. If a supply component becomes empty, some extended particles may need to revert and pull back against the prescribed direction in $S$. Then the corresponding edges get removed from $S$, thus rerouting the movement of extended particles towards supply that still exists.

Recall that the particles follow feather paths through $S$. This ensures that even if the particles themselves do not know which supply component they are pulling from, they do so via a shortest path. Moreover, even in the case where particles have to move back because a supply component was already empty, the total path taken by each particle will be at most linear in the size of the particle configuration.

**Theorem 5.** The particle reconfiguration problem can be solved using $O(n)$ rounds of activation.
4 Conclusion

We have presented a fast reconfiguration algorithm for a system of amoebot particles. Our solution currently only works on simply-connected particle systems with a simply-connected intersection of the initial and the target shapes. An interesting direction to explore is to extend our results for a larger class of shapes. Furthermore, our worst-case running time matches the efficiency bounds of existing solutions, however we expect our algorithm to be more advantageous for the case when the initial and target shapes are similar. Thus it would be interesting to evaluate our solution experimentally on realistic scenarios.
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