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Summary
As a key technology in the 5G era, Mobile Edge Computing (MEC) has developed rapidly in recent years. MEC aims to reduce the service delay of mobile users, while alleviating the processing pressure on the core network. MEC can be regarded as an extension of cloud computing on the user side, which can deploy edge servers and bring computing resources closer to mobile users, and provide more efficient interactions. However, due to the user’s dynamic mobility, the distance between the user and the edge server will change dynamically, which may cause fluctuations in Quality of Service (QoS). Therefore, when a mobile user moves in the MEC environment, certain approaches are needed to schedule services deployed on the edge server to ensure the user experience. In this paper, we model service scheduling in MEC scenarios and propose a delay-aware and mobility-aware service management approach based on concise probabilistic methods. This approach has low computational complexity and can effectively reduce service delay and migration costs. Furthermore, we conduct experiments by utilizing multiple realistic datasets and use iFogSim to evaluate the performance of the algorithm. The results show that our proposed approach can optimize the performance on service delay, with 8% to 20% improvement and reduce the migration cost by more than 75% compared with baselines during the rush hours.
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1 | INTRODUCTION

Driven by the fast growth of the Internet of Things (IoT) applications, low latency has become a major concern for service providers to ensure user experience. Traditionally, the services can be supported via cloud computing platforms, however, due to the increase in network loads, accessing resources from remote servers in Clouds can lead to higher transmission costs and delays, which can also degrade the user experience. To improve the user experience, computing resources can be moved in close proximity to the end-users. Therefore, as a new paradigm complementing cloud computing, Mobile Edge Computing (MEC) has been proposed to enable efficient management of applications with low latency and constrained energy.

The motivation of MEC is to extend the cloud computing capabilities to the edge of the network. The services and applications can be deployed on the edge servers, and the part of the tasks on users’ devices can be offloaded to the edge servers. Therefore, services can be executed coordinately based on the resources provisioned by both local mobile devices and edge servers.
This feature has made MEC an attractive paradigm for many delay-sensitive applications, e.g., Internet of Vehicles (IoV), Augmented Reality (AR), and Virtual Reality (VR). However, how to deploy the services to the specific edge servers is a challenge, since deploying the service to an edge server with a long distance to the user’s device can still cause high latency and the edge servers can be heterogeneous. Failing to support the users with satisfactory Quality of Service (QoS) will undermine the benefits of the MEC paradigm. In addition, compared with the traditional cloud computing paradigm, MEC brings a new challenge when mobile users (e.g., cars) move among different geographical locations. The distance and the latency between the users and edge devices keep changing dynamically due to the movement of users. Therefore, the services are required to be redeployed or migrated to suitable locations for the users to ensure QoS.

To address the above challenges, some key questions should be answered, including how to place the edge services in the initial phase as well as when and where to migrate the edge services according to the system running status. Trade-offs can exist when selecting the moment and locations to migrate services. For example, too frequent migrations can lead to communication overheads, while not migrating services can produce service response delay when a user is moving from the original location to another location that is far away from the original one. The running and network status of edge servers change with time, which may also affect the service delay. When it comes to developing efficient service allocation algorithms for the MEC environment, it is significant to take the delay and user mobility into consideration. However, an optimal deployment solution for edge services can become inefficient if the deployment takes a few minutes to complete. Therefore, an efficient service allocation algorithm that can be executed within a short time would support the MEC environment in a better manner.

In this work, we use the probabilistic-based approach to study the service allocation in MEC. Benefiting from the low algorithm complexity, our approach can be easily extended to the realistic environment. The main contributions are as below:

- We formulated the optimization problem as a service allocation decision problem to minimize the overall delay and cost, thereby reducing the service delay and migration costs. User mobility related to service delay is also considered in our problem. We prove that the optimization problem is NP-hardness.
- We proposed a delay-aware and mobility-aware approach based on Bernoulli trial to determine the decision of deploying services. Through the theoretic analysis, we prove that our approach can be bounded with $1 + \frac{(2+\varepsilon+5\delta)JR}{(1+\varepsilon+\delta)(J+R)}$.
- We conducted experiments in iFogSim with the base station dataset and the taxi movement dataset derived from realistic traces to evaluate the performance of our proposed algorithm. The results demonstrate that our approach can achieve better performance compared with baselines in terms of overall delay and costs with significant reduction, e.g., 8% to 20% reduction in overall delay and over 75% decrease in migration cost.

The remainder of this paper is organized as follows: Section 2 discusses and compares the related work. Sections 3 presents the system model and the target problem. Section 4 introduces our proposed approach for edge services management. Section 5 demonstrates the results based on realistic datasets by simulating the taxi movement scenario in iFogSim. Finally, the conclusions and future research directions are provided in Section 6.

2 RELATED WORK

Edge service allocation management in MEC has been investigated by some research work. The related work can be categorized with 1) delay-aware management and 2) mobility-aware management.

2.1 Delay-Aware Edge Service Management

Several articles based on Markov Decision Process (MDP) have been proposed. Wang et al. investigated service coordination among edge clouds to support delay-aware service migration for mobile users. A reinforcement learning approach based on the MDP model is also applied to find the optimal decisions on migrating services. Wang et al. presented a dynamic service migration approach for MEC based on MDP to find the optimal solution. An approach based on service migration by using MDP to capture costs to design service migration policy was also proposed in. However, the solution space of these approaches grow fast when the number of edge devices and users increase, the scalability can be the limitation for these approaches to be applied
TABLE 1 Comparison of related work

| Approach        | Algorithm Complexity | User Mobility | Service Management | Service Amount |
|-----------------|----------------------|---------------|--------------------|---------------|
|                 | High     | Low     | Initial Placement | Migration | Single | Multiple |
| Wang et al.     | √         |         | √                  |           |        |          |
| Wang et al.     | √         |         | √                  |           |        |          |
| Samanta et al.  | √         |         | √                  |           |        |          |
| Samanta et al.  | √         |         | √                  |           |        |          |
| Poularakis et al.| √         |         | √                  |           |        |          |
| Pasteris et al. | √         |         | √                  |           |        |          |
| Zhang et al.    | √         |         | √                  |           |        |          |
| Wan et al.      | √         |         | √                  |           |        |          |
| Gao et al.      | √         |         | √                  |           |        |          |
| Yu et al.       | √         |         | √                  |           |        |          |
| Badri et al.    | √         |         | √                  |           |        |          |
| Ouyang et al.   | √         |         | √                  |           |        |          |
| Wu et al.       | √         |         | √                  |           |        |          |
| Ghosh et al.    | √         |         | √                  |           |        |          |
| Shi et al.      | √         |         | √                  |           |        |          |
| Yu et al.       | √         |         | √                  |           |        |          |
| Our approach    | √         |         | √                  |           |        |          |

to the realistic scenario. Therefore, some assumptions need to be relaxed when applying in a practical scenario. Different from these works, our proposed work can be performed with much lower complexity.

Samanta et al. studied a dynamic microservice scheduling scheme for MEC-enabled IoT to improve the network throughput and ensure the QoS for users. A distributed and latency-aware microservice scheduling policy was also introduced to reduce service latency while ensuring transmission rate to minimize microservices completion time. Poularakis et al. investigated an algorithm to jointly optimize service placement and request routing to support multi-cell networks in MEC under multiple resource constraints. The proposed algorithm can achieve near-optimal performance for utilizing available resources to maximize the number of requests and reducing latency. Pasteris et al. considered service placement in MEC with heterogeneous resources. Their objective is to maximize the total reward by using an approximate algorithm. The designed algorithm can be applied to both small scale and large scale environments with two subroutines. Unfortunately, user mobility is not considered in these works, and most of them focused on the initial placement of services. In contrast, both the initial service placement and dynamic service migration are considered in our work.

2.2 Mobility-Aware Edge Service Management

Mobility-aware service management in MEC has attracted the attention of researchers. Zhang et al. presented a deep Q-network based approach for task migration in the MEC system, which can obtain the optimal migration policy without knowing the information of user mobility. Wan et al. introduced a joint optimization methodology to assign resources to tasks based on evolutionary computation by considering power usage and latency in MEC environment. Gao et al. introduced an approach to jointly optimize the access network selection and service placement in MEC. The long-term optimization problem is decomposed into a set of one-shot problems to reduce computation time. Yu et al. investigated collaborative service placement in MEC to relieve the limited capacity of base stations by collaboratively utilize the resources from adjacent base stations. To solve this optimization problem, a decentralized algorithm based on matching theory was also proposed. Badri et al. considered energy-aware service placement in MEC as a multi-stage stochastic program, which can maximize the QoS under the constraint of limited energy. A parallel sample average approximate algorithm was also proposed to solve the energy-aware problem. These works consider multiple objectives optimization, while the service migration is not modelled in these articles. In contrast, we consider service migration in our proposed approach.

Ouyang et al. proposed a mobility-aware service placement framework for cost-efficient MEC. In this approach, the latency is reduced under the constraint of long-term migration cost based on Lyapunov optimization. An adaptive service placement mechanism aimed at improving latency and service migration cost was also presented, which was modelled as a contextual multi-armed bandit problem and solved by an online algorithm based on the Thompson-sampling approach. Wu et al. formulated the mobility-aware service selection problem in MEC as an optimization problem and solved it by a heuristic algorithm.
that combines the genetic algorithm and simulated annealing algorithm. The proposed approach can reduce the response time of service and the algorithm execution time is one order of magnitude lower than the baselines. Our work differs from these studies by considering multiple services management rather than single service management.

Ghosh et al. proposed a mobility-driven cloud-fog-edge collaborative real-time framework. The framework considers user mobility and performs location prediction of users using the Hidden Markov model. It enables efficient information processing and reduces delay. Although considering user mobility, these approaches focus on computation offloading, in mobile edge computing. Shi et al. introduced a mobility-aware computation offloading decision method. It takes user mobility into consideration and adopts an adaptive genetic algorithm for offloading decisions. The proposed method can achieve a better offloading success rate and lower energy consumption of mobile users. Yu et al. presented a dynamic mobility-aware partial offloading algorithm to investigate the amount of data to be offloaded, which is based on location prediction to minimize energy consumption and service delay. Different from the service management approach in our approach, they perform location prediction and optimize the service delay via offloading decision instead of service placement among edge servers.

**2.3 Critical Analysis**

Our proposed work and the related work is compared in Table 1. As a summary, our work contributes to the growing body of research in service allocation in MEC. To address the delay-aware and mobility-aware challenges of MEC, we apply a probabilistic-based algorithm for both service initial assignment and dynamic service migration with low computation complexity. We also consider the user mobility and multiple service management during our service allocation process. In addition, the performance of our approach is validated based on the data derived from realistic traces.

**3 SYSTEM MODEL AND PROBLEM STATEMENT**

In this section, the system model is introduced for the key components of service scheduling in the typical MEC system. The model provides mechanisms for abstracting various functions and operations into an optimization problem. A case study is also provided to clarify the process of service scheduling in the MEC scenario.

**3.1 MEC System Model**

As shown in Figure 1, the typical MEC system model can provide support for various applications, e.g., health monitoring, smart city, and smart mobile applications. The model contains several key components include mobile users and edge servers. Mobile users can utilize mobile devices and applications to request services from the edge servers via wireless access points (APs). The edge servers are generally small-scale data centers deployed by cloud and telecom operators near mobile users, which can connect to data centers through a gateway via the Internet. The edge servers and mobile users are separated by the air interface based on the advanced wireless communication and networking technologies.

From the communication perspective, in MEC systems, communications are typically between mobile users and APs with the possibility of the device to device (D2D) communications. The edge servers can be co-located with wireless APs, such as base stations and WiFi routers, which can significantly reduce the capital expenditure. Apart from providing the wireless interface for edge servers, the wireless APs can also support access to resources from remote data centers via backhaul links. The computation tasks can be offloaded between the edge servers and remote data centers. If the mobile device cannot connect to edge servers due to the limited wireless interfaces, the D2D communications with neighboring devices can be complementary. To improve user experience, the content delivery networks (CDNs) provide the cached data that enable the users to access the data efficiently.

Currently, different commercial technologies can be utilized for mobile communications, e.g., 5G network based on the combination of long-term evolution (LTE) and new radio-access technologies has been standardized and put into commercial use. These technologies can support efficient wireless communication from mobile users to APs for varying data rates and transmission ranges. Bluetooth can be used for short-range D2D communications in the MEC system. And WiFi, LTE, and 5G are more powerful technologies for long-range communications between mobile users and edge servers, which can be dynamically switched based on the link reliability.
3.2 Problem Definitions

In this subsection, we will introduce the objectives that our approach aims to achieve, including the overall delay and migration cost, which present the costs from the perspectives of user and service provider respectively.

3.2.1 Basic Entities

In our model, we use $U$ to represent a set of users with size $N$, where $u_i \in U$ and $i \in \{1, 2, \ldots, N\}$. Let $E$ to represent a set of edge servers with size $J$, where $E_j \in E$ and $j \in \{1, 2, \ldots, J\}$ and $BS$ to represent base stations with size $L$, $BS_l \in BS$ and $l \in \{1, 2, \ldots, L\}$. Let $S$ denote the set of services with size $R$, where $S_r \in S$ and $r \in \{1, 2, \ldots, R\}$.

For each user $u_i \in U$, we denote geographic location at time $t$ by $p_i(t) = (\text{lat}_i, \text{lng}_i)$, specifically in latitude $\text{lat}_i$ and longitude $\text{lng}_i$. Each user utilizes one edge service represented as $S_{u_i}$, which needs to be deployed on edge servers. We denote the edge server by $E_j \in E$, which is attached to a base station $BS_l$. Therefore, the geographical location of the edge server is the same as that of the base station, denoted as $p_j = (\text{lat}_j, \text{lng}_j)$. The resource capacity of each edge server is represented by $C_{E_j}(a_j, m_j, n_j)$, where $a_j$, $m_j$, and $n_j$ represent the CPU, memory, and network capacity respectively, and the capacity will affect the computation latency of the services. User $u_i$ accesses the services $S_{u_i}$ from the edge servers $E_j$ is denoted as $E_{u_i,j}$.

At time $t$, user $u_i$ connects to the nearest base station $BS_l$, we denote the distance between the user $u_i$ and the base station $BS_l$ as $D_{i,l} = \|p_i(t) - p_l\|$, that is the Euclidean distance between the user and the base station. The nearest base station is denoted as current base station, and as the user moves, current base station of the user will automatically switch. And, selected base station denotes the base station on which the edge server that hosts $u_i$’s service is deployed. Because of the switch of current base station and the variation of the edge server’s workload, the latency of the edge service may increase, which are modelled as parameters in our model. Therefore, a scheduling algorithm is required to determine if the service should be migrated to another edge server and to choose a destination server to perform the service migration.

3.2.2 Overall Delay

In our model, the overall delay mainly consists of three parts, namely, communication delay, computation delay and migration delay. We will explain these three parts of delay in the following sections, which can determine the user experience.
Communication delay can be split into two parts, including the delay of the data transmission from user \( u_i \) to its current base station and the delay of current base station forwarding data to the base station that hosts the edge server.

Users perform the first part through the wireless channel. Here, we apply Eq. (1) for calculating the maximum transmission rate \( (tr) \) of the wireless channel based on Shannon Theory:

\[
tr = W \log_2 (1 + \frac{S_p}{gN_p}),
\]

where \( W \) denotes the channel bandwidth, \( S_p \) denotes the transmission power of the mobile device and \( N_p \) denotes the noise power. Besides, channel gain between the location of the user and its current base station is denoted as \( g \), varying as the user moves from one place to another.

The second part of the communication delay is the transmission delay between current base station \( (BS_c) \) and migrated base station \( (BS_m) \). We use a matrix \( M_{c,m} \) to represent the delay between \( BS_c \) and \( BS_m \). \( M_{c,m} \) is infinite if \( BS_c \) and \( BS_m \) are not connected directly. Therefore, the second part of the communication delay can be computed by finding the shortest path with the minimum transmission delay, which we denote as \( D(BS_c, BS_m) \).

Then, we can get the communication delay \( T_{cm} \) by:

\[
T_{cm}(u_i, E_j, E_m) = \frac{c_i}{tr} + D(BS_c, BS_m),
\]

where \( c_i \) is the task size of \( u_i \).

Computation delay is the task execution time of services deployed on the edge server. Since each edge server can host several services and execute multiple tasks at the same time, the execution time of each task varies due to the available resources of the edge server. The task execution time \( T_{cp} \) can be calculated by:

\[
T_{cp}(u_i, E_j) = \frac{c_i}{w_j},
\]

where \( w_j \) is the computational workload allocated to the task by edge server \( E_j \).

Migration delay is the downtime of service migration. During the migration, the service needs to be suspended for a period of time and then the in-memory state of the service will be transferred to the destination edge server. Then, the service will restart on the new edge server and process service requests from mobile users. Therefore, the migration will also increase the service delay due to the downtime, which should also be considered in the overall delay. The migration delay \( T_m \) can be modelled as:

\[
T_m(BS_c, BS_m) = \begin{cases} 
0, & \text{if } BS_c = BS_m, \\
M_c, & \text{if } BS_c \neq BS_m,
\end{cases}
\]

when the migration is not triggered, the migration delay is 0, and \( M_c \) can be a constant, indicating the migration delay.

Therefore, the overall delay can be calculated based \( T_{cp} \) and \( T_{cm} \). One of our objectives is to minimize the overall delay to assure user experience that can be represented as:

\[
\min : \frac{1}{P \times N \times J} \sum_{i}^{P} \sum_{j}^{N} \sum_{j}^{J} \{ T_{cp}(u_i, E_j) + T_{cm}(u_i, E_j, E_m) + T_m(BS_c, BS_m) \},
\]

where \( t \in \{1, 2, \ldots, P\} \) represents the observed time interval.

### 3.2.3 Migration Cost

The migration cost is applied as another important metric in our model. From the perspective of service providers, it represents the cost for migrating services and the placement of services. The migration cost of service \( r \) is denoted as \( C_{r,m}^S = F(S_r, E_j, E_m) \), where \( F \) is the function to calculate the transmission cost and computation cost of service migration.

As a user keeps moving in a period of time, its service may be migrated many times to reduce the delay and ensure the quality of experience. Thus, we can compute the sum of the cost of all service migration and obtain the migration cost by Eq. (5):

\[
\min : C_0 = \sum_{r=1}^{R} \sum_{k=1}^{S_M^r} C_{SM_r}^{S_M_r,SM_{k,m}}, \quad \text{s.t. : } \sum_{i}^{P} c_i \leq c_j, \forall E_{u_i,j},
\]
where $SM'$ is the set of all services to be migrated, $SM'_{k,j}$ and $SM'_{k,m}$ denote the source edge server $E_j$ and the destination edge server $E_m$ of the $k^{th}$ migration of $SM_r$, respectively.

Our objective function is to minimize the migration cost $C_o$ in Eq. (5), while satisfying the constraint in Eq. (6) that the requested resources of services should be no more than the maximum capacity of $E_j$.

### 3.3 Case Study

![Case Study Diagram](image)

As shown in Figure 2, we consider a case study consisting of a set of base stations, each co-located with an edge server deployed with multiple edge services, and a group of mobile users moving around among different areas covered by different base stations. To handle the service scheduling process and ensure service continuity, the entities in this case study include: (1) a MEC platform containing edge servers, (2) edge services execute users’ requests, (3) user location collector, (4) service migration controller, and (5) a virtualization infrastructure.

Each mobile user is associated with a specific edge service, which handles users’ requests and can be migrated to another edge server by tracking the mobile user’s movements. For example, as a mobile user approaches the edges of a base station that can be covered, the user location collector running on edge servers informs the nearby edge servers that the mobile user is about to perform the handover to a new area covered by another base station. The information is then used by the service allocation controller to decide whether to migrate the edge service to the other edge server, and in that case, which edge server is to be performed the migration. The service allocation controller has an overview of the entire MEC system and server as the orchestration. Finally, the virtualization infrastructure provides computation, storage, and network resources to provision resources for edge services. It can also manage the migration process by collecting information about the remaining resources of edge servers.

In this use case, as shown in Figure 2, we consider the following situation: first, user $u_1$ connects to the base station $BS_1$, but the service required by $u_1$ is deployed on $E_1$ built aside $BS_2$. Thus, to access the service deployed on $E_1$, $u_1$ should transmit message to $BS_1$ first, and then $BS_1$ forwards the message to $BS_2$, which sends the packet to $E_1$. On the other hand, user $u_2$ connects to the base station $BS_3$, attached by the edge server $E_2$ hosting the service of $u_2$, so the message transmission between $u_2$ and $E_2$ does not need other base stations. Our objective is to optimize the allocation of edge services on edge servers to avoid the high delay for users.

Although the use case can be applied to both live and static service migrations, we focus on live and stateful service migration processes. Service migration is ensured between edge servers through the backhaul links that have sufficient data rate, thus the...
performance of service migration performance is not undermined by network traffics. This assumption can be relaxed, but in this paper, we restrict the analysis to this case, which also conforms with the powerful capability of the 5G scenario.

To realize our proposed approach, at each time interval, mobile user locations should be gathered to calculate the delay between the user and edge servers. The utilization of edge servers is given as the probability to perform the service allocation between edge servers. The probability is then used in the service scheduling algorithm to compute the possibility of edge servers accepting migrated services. To be noted, the mobile user location collector and the scheduling algorithm in the service allocation allocator are independently executed. Therefore, when the service allocation controller decides which edge service to be migrated and where should be migrated, the mobile user location collector sends the most updated location data for each mobile user.

3.4 Proof of NP-hardness

In this subsection, we prove that the problem we aim to solve is an NP-hardness problem, and the proof is as below:

Proof: We consider the decision version of the set cover problem, which is NP-complete. We have set \( Z \), a set \( A \) of subset \( Z \), and a number \( k \in \mathbb{N} \). The objective is to find if a set \( B \), which is subset of \( A \), can exist to satisfy \( |B| \leq k \) and \( \bigcup B = Z \).

We define the Service Migration with Set Constraints (SMSC) problem as follows: We assume that we have \( |A| - k + 1 \) types of services. And each type of service can have multiple services. Each type of service will only be deployed on a single node, which means one node will not have more than one service with the same type. One of the service types is special and denoted \( i \). For the user, let \( S \) can be satisfied if \( z \in Z \) \( \Rightarrow \) \( S \). For every normal service type \( i \), we have a user \( u \) that needs to connect with this type of service. For this user, we define \( S_{u_i} \) \( = i \) and \( E_{u_i} \) \( = V \). For every \( z \in Z \), there is a user \( u' \).

For the user, let \( S_{u_i} \) \( = i \) and \( E_{u_i} \) \( = \{ Y \in A : z \in Y \} \). We consider that the solution to the service allocation problem is \( X \), and the service migration solution is defined as \( M \). For each service \( i \in S' \), it chooses an node \( j \) in \( A \) \( - X \) and \( j \neq j' \). This can be assured as \( |A| - k + 1 \leq k \). For each service \( i \in S' \), we can define \( M_1 \), \( M_2 \), and \( M_3 \). This migration operation is feasible as a single node is only deployed with one instance of the same type of service. The objective that every user can be satisfied with QoS can be denoted as: consider a service \( i \in S' \), the user \( u \) can be satisfied if \( M_1 \cup E_{u_i} = M \cup V \neq \emptyset \). For every \( z \in Z \), the user \( u' \) can be satisfied if there is a set \( Y' \in X \) with \( z \in Y \), therefore, \( M_1 \cup E_{u_i} = M \cup \{ Y \in A : z \in Y \} = M \cup \{ Y \in A : z \in Y \} \geq \{ Y' \} \). The above proof shows that a solution exists to satisfy the QoS of users in SMSC problem.

If all the users are satisfied as defined in the above SMSC problem, we have for every \( i \in S' \), the user \( u \) is satisfied with the QoS requirement. Therefore service \( S_{u_i} = i \) must be placed on some nodes. Let \( K \) be the set of all edge nodes \( j \) that services in \( S' \) are deployed. Since only one service of the same type will be placed on the same node, we can have \( |K| \geq |S'| \), which is bounded below by \( |A| - k = |V| - k \). Define \( A = V \) \( - X \) which has cardinality at most \( k \). For any \( z \in Z \), if user \( u \) is satisfied, there must be at least one node in \( E_{u_i} = \{ Y \in A : z \in Y \} \) that service \( S_{u_i} = i \) is placed. We denote this node as \( Y' \) and \( Y' \notin X \). The reason is \( i' \) is already deployed there. We consider that a single node only hosts a single instance of the same type of service, no need to deploy services on nodes in \( S' \). Then we can have \( Y' \in X \) and \( z \in \bigcup X \). Since it holds every \( z \in Z \), we can have \( \bigcup X = Z \), which means \( X \) is the solution to the set cover problem.

The above proves that the SMSC is NP-hard.

4 PROBABILISTIC DELAY- AWARE AND MOBILITY-AWARE APPROACH FOR EDGE SERVICE MANAGEMENT

In this section, we introduce Probabilistic based Delay-aware and Mobility-aware Approach (PDMA) for edge service management. We focus on two service scheduling procedures, Service Assignment and Service Migration. We present our probabilistic-based algorithms to perform service scheduling while reducing service latency and migration costs. The proposed approach is inspired by the probabilistic method proposed in [26] for VM consolidation in the cloud computing environment, and revisions have been made to adapt to the scenario of MEC.
4.1 | Service Assignment

In the service assignment procedure, when a mobile user sends a service request, the service assignment algorithm assigns a suitable edge server to host the service. In most service assignment algorithms, cloud coordinators need to perform computation-intensive calculations to determine an allocation decision, which requires massive computing resources and long processing time. Additionally, in MEC, the edge-to-cloud communication delay is much higher than the edge-to-edge delay. Therefore, performing the scheduling algorithms by the cloud coordinator will greatly increase the service delay.

To address this, our approach leaves the decisions to each edge server. The mobile user sends the request for a service assignment to the edge servers. And, instead of sending this request to the cloud, each edge server decides whether to host new services based on the current resource utilization and network status.

For example, we consider the CPU utilization of edge servers as the metric when making a service assignment decision. If the CPU utilization is close to or even exceeds the utilization threshold, the edge server is very likely to be overloaded after deploying a new service, which will decrease the processing capability of the edge server and thus lead to higher service latency. To avoid performance degradation, the edge server should not accept the service assignment request. On the other hand, those idle servers can be shut down to reduce energy consumption by migrating services to other servers. Other edge servers with moderate CPU utilization will have a higher success rate when making assignment decisions. However, different from the VM scheduling in the cloud data center, the service scheduling in MEC involves the data transmission of mobile services over long distances via wireless channels. Therefore, edge servers should also take the transmission cost into consideration when making service assignment decisions.

In our approach, the edge server performs a Bernoulli trial to make the service assignment decision. A successful trial indicates that the server can host a new service. We utilize an assignment function to determine the probability of a successful trial. The assignment function is defined as follows:

\[
 f(x, p, T) = \frac{1}{M_p} x^p (T - x), \quad 0 \leq x \leq 1,
\]

\[
 M_p = \frac{p^p}{(p + 1)^{p+1}} T^{p+1}, \tag{7}
\]

where \( x \) is the utilization of a certain resource of the edge server, \( T \) is the upper threshold of the utilization of this type of resource, e.g., CPU, and \( p \) is the shape parameter that can adjust the probability distribution. If \( x > T \), the value of the assignment is 0, which means rejecting the service assignment request. \( M_p \) is a regularization parameter used to adjust the value of the assignment function \( f \) to the maximum value of 1.

![Assignment Function](image)

**FIGURE 3** Assignment Function, \( T = 0.9 \)

Figure 3 shows the distribution of the assignment function with varied \( p \) value. Assuming that the resource utilization threshold \( T \) is 0.9, the resource utilization \( x \) changes within the range of \([0, T]\). As shown in the figure, under different shape parameters, the probability value of the assignment function first increases with the growth of resource utilization \( x \), and reaches the maximum value when \( x = \frac{pT}{p+1} \). This trend conforms to the basic idea of our service assignment. For different shape parameters, the value of
this function is also very low when the resource utilization is close to the threshold, which avoids the allocation of new services to the server that is prone to be overloaded. We can also observe that when the shape parameter is larger, the highest acceptance probability is closer to the threshold. Therefore, we can alter the shape parameter based on the average resource utilization to adjust the probability of service assignment.

If the trial is successful, it means the edge server agrees to accept the deployment of the new service and responds with an acceptance message. The coordinator is responsible for collecting all the messages and selecting the most suitable edge server to host the service. Specifically, the most suitable one can be the server with the least migration cost to minimize the impact of service migration on user service experience. If all the edge servers reject the assignment request, the coordinator should scale the edge data center (e.g., deploy a new edge server), and allocate the new edge services.

The pseudocodes of the service assignment algorithm are described in Algorithm 1. The algorithm focuses on assigning the associated edge service for a mobile user to a specific edge server. The service assignment algorithm can be utilized for both initial service assignment or service assignment in the service migration process. First, the mobile user connects to the nearest base station and sends the service request to the edge server. If initial is true, it means that the approach is performing the initial placement of a mobile service, so the algorithm sets the location of the service the same as the mobile user (lines 1-2). The algorithm attempts to collect assignment decisions from all edge servers that satisfy the delay threshold at the current time slot. ES_Candidate includes all edge servers that accept the service assignment request (lines 4-9). If the candidate list is not empty, we select an edge server that is nearest to the current location of service to assign the service. Otherwise, if no available edge server is in the candidate list, the algorithm should perform scaleUp to switch on an idle edge server to host the service (lines 10-14).

Algorithm 1: Service Assignment Algorithm

| Input: Mobile User $U_k$, Edge Service $S_k$, Edge Server List $ES_{List}$, Initial Assignment initial, Delay Threshold $T_d$ |
|-------------------------------------------------|
| 1 if initial == True then |
| 2 \hspace{1em} $S_k.location \leftarrow U_k.location$ |
| 3 $ES_{Candidate} = []$ |
| 4 for $ES_i$ in $ES_{List}$ do |
| 5 \hspace{1em} delay $\leftarrow$ getDelay($U_k, S_k, ES_i$) according to Eq. (2) |
| 6 \hspace{1em} if delay $< T_d$ then |
| 7 \hspace{2em} decision $\leftarrow$ getAssignmentDecision($ES_i$) based on Eq. (7) |
| 8 \hspace{2em} if decision == Accept then |
| 9 \hspace{3em} $ES_{Candidate} = ES_{Candidate} \cup ES_i$ |
| 10 if $ES_{Candidate}$ is empty then |
| 11 \hspace{1em} newES $\leftarrow$ scaleUp() |
| 12 else |
| 13 \hspace{1em} newES $\leftarrow$ getNearest($S_k, ES_{Candidate}$) |
| 14 Assign($S_k, newES$) |

Complexity analysis of Algorithm 1: the decision of whether the service is an initial assignment or not (lines 1-2) takes a time of $O(1)$; the candidate edge servers collection process (lines 4-9) takes a time of $O(J)$, where $J$ is the number of edge servers; the edge server selection from the candidate list (lines 10-14) takes a time of $O(J\log(J))$, which is based on sorting algorithm; and the final assignment operation takes $O(1)$ time. Therefore, we can conclude that the time complexity of Algorithm 1 is $O(J\log(J))$.

4.2 Service Migration

Since the mobile user moves in real-time, it may move away from the edge server, leading to higher communication latency and affecting the service experience. At the same time, the running status of mobile services can also change dynamically. For
example, the load of edge servers may exceed the upper threshold and make the edge servers become over-utilized, resulting in performance degradation. Over-utilized edge servers may not be able to process tasks efficiently, which leads to increase in the service delay. Therefore, it is required to detect the overloaded situation and perform dynamic service migration to optimize the deployment of services and reduce the delay. In the following part of this section, we will introduce our service migration algorithm.

We divide the service migration into two situations for consideration, and the pseudocodes are shown in Algorithm 2.

(1) *Delay violates the threshold* (lines 3-9). The service delay is monitored during the runtime of the service. When the delay exceeds the predefined threshold, the service needs to be migrated to ensure the QoS. The current edge server needs to find the other edge servers that can meet the communication delay requirements, and add them to a candidate list. Afterwards, another round of service allocation should be performed based on the candidate list.

(2) *Edge server becomes over-utilized* (lines 14-22). Under this scenario, although the service delay can satisfy the delay requirement, the edge server becomes over-utilized. Therefore, service migration is also required to optimize the resource utilization of edge servers and avoid performance degradation. To achieve this, a high migration function $f^h_m$ is required for the migration decision.

$$f^h_m = \left(1 + \frac{x - 1}{1 - T_h}\right)$$

where $x$ is the resource utilization of edge server, $T_h$ is the upper threshold in resource utilization, and $\beta$ is the shape parameter.

![Migration function, $\beta = 0.25$](image)

Figure 4 shows the distribution of the migration function with varied $T_h$ value. Similar to the service assignment procedure, the edge servers use the high migration function to decide whether to perform service migration. If the Bernoulli trial is successful, it means the edge server agrees to migrate the services currently running on the server to a new edge server. After the service migration decision is made, it is also necessary to select the services to be migrated, and then the algorithm performs a new round of service assignment for the selected services.

For the over-utilized edge servers, the service migration algorithm sorts all services in descending order based on resource utilization. Then we sequentially deallocate services from the server until the resource utilization of the edge server is lower than the upper threshold. For the services in the $ToMigrate$ list, the algorithm performs the service assignment procedure to assign them to new edge servers (lines 23-24).

**Complexity analysis of Algorithm 2:** The service migration triggered by delay violation (lines 3-9) takes a time of $O(R_m \cdot J)$, where $R_m$ is the maximum number of edge services allocated on edge servers, and $J$ is the number of edge servers; allocating the migrated services (lines 10-12, lines 23-24) takes a time of $O(R \cdot J \log(J))$, where $R$ is the maximum number of services in the whole system; the service migration triggered by over-utilized edge servers (lines 14-22) takes a time of $O(J \cdot R^2_m \log(R_m))$. Therefore, the time complexity of Algorithm 2 is $O(R_m \cdot J + 2R \cdot J \log(J) + J \cdot R^2_m \log(R_m))$.

To be noted, our approach supports the smooth connection of services by applying service replication, which is quite similar to the VM migration process in cloud computing. When an edge service is going to be migrated, a copy of edge service will
be first replicated to another edge while the original edge service is still running and connecting with mobile user. When the replicated edge service is ready, the connection will be switched from the original one to the migrated one. After the mobile user connects to the migrated edge service, the original edge service can be destroyed if no user connects to it.

Algorithm 2: Service Migration Algorithm

```
Input: Mobile User $U$, Edge Service $S$, Edge Server List $ES\_List$, Delay Threshold $T_d$

1 $To\_Migrate = []$

2 // (1) Delay violates the threshold.
3 for $ES_i$ in $ES\_List$
4     for $S_j$ in $ES_i\_List$
5         $U \leftarrow S_j\_user$
6         delay $\leftarrow$ getDelay($U, S_j, ES_i$) according to Eq. (2)
7         if delay $\geq T_d$ then
8             $To\_Migrate \leftarrow To\_Migrate \cup S_j$
9             Deallocate $S_j$ from $ES_i$
10
11 for $S_i$ in $To\_Migrate$
12     ServiceAssignment($S_i$) by using Algorithm 1
13 $To\_Migrate.clear()$

14 // (2) Migrate services from over-utilized edge servers.
15 for $ES_i$ in $ES\_List$
16     if overUtilized($ES_i$) == true then
17         result $\leftarrow$ getMigrationDecision($ES_i$) based on Eq. (9)
18         if result == Accept then
19             Sort $ES_i\_Service\_List$ by CPU Utilization
20             while overUtilized($ES_i$) == true do
21                 $S \leftarrow$ getService($ES_i$)
22                 $To\_Migrate \leftarrow To\_Migrate \cup S$
23                 Deallocate $S$ from $ES_i$
24     for $S_j$ in $To\_Migrate$
25         ServiceAssignment($S_j$) by using Algorithm 1
```

4.3 PDMA Competitive Analysis

We apply competitive analysis to analyze our proposed approach based on probabilistic management for services on edge servers. We assume that there are $J$ heterogeneous edge servers, and $R$ heterogeneous services. The communication time between the user and edge server from the original connection and new connection (after migration) is denoted as $t_c$ and $t'_c$. The corresponding connection cost per unit time are denoted as $C_e$ and $C'_e$. The processing time of the original edge server is $t_p$, and the processing time of the migrated edge server is $t'_p$. The processing cost per unit time for the original edge server and migrated edge server are denoted as $C_p$ and $C'_p$. Let $t_m$ be the migration time and $C_m$ be the migration cost per unit time. Without loss of generality, we can define $t_c C_e = 1, t_p C_p = \varepsilon$ and $t_m C_m = \delta$. Let $\tau$ be the times of migration that happens during the observation time.

**Theorem 1.** The upper bound of the competitive ratio of PDMA algorithm for the edge service migration is $\frac{PDMA(U)}{OPT(U)} \leq 1 + \frac{(2\tau+\delta)JR}{(1+\varepsilon)(J+R)}$. 
Under the normal status, the number of services deployed on edge servers is $R/J$, while in QoS violated or overloaded situation, at least $R/J + 1$ services are deployed to a single edge server. Thus, the maximum number of QoS violated nodes is $J_o = \lfloor \frac{R}{R/J+1} \rfloor$, which is equivalent to $J_o = \lfloor \frac{R}{R + J} \rfloor$.

For a set of users $U$, the optimal offline algorithm for problem only keeps the services on edge servers and migrates minimum services, thus the total cost of an optimal offline algorithm is defined as:

$$OPT(U) = \tau(t_c C_e J + t_p C_p J + t_m C_m J).$$

(10)

For our proposed approach, the total cost with migration can be defined as below:

$$PDMA(U) = \tau(t_c C_e(J + J_o) + t_p C_p(J + J_o) + t_m C_m(J + J_o)).$$

(11)

According to our proposed approach, the communication cost that user connect with the migrated node should be no more than the original node, thus $t'_c C'_e \leq t_c C_e$. And the processing cost of migrated node is no more than the original node, thus $t'_p C'_p \leq t_p C_p$. Then we have:

$$PDMA(U) \leq \tau(t_c C_e(J + 2J_o) + t_p C_p(J + J_o) + t_m C_m(J + J_o)).$$

(12)

Therefore, the competitive ratio of an optimal deterministic algorithm as:

$$\frac{PDMA(U)}{OPT(U)} \leq \frac{\tau(t_c C_e(J + 2J_o) + t_p C_p(J + J_o) + t_m C_m(J + J_o))}{\tau(t_c C_e J + t_p C_p J + t_m C_m J)}$$

$$= \frac{t_c C_e J + t_p C_p J + t_m C_m J + (t_c C_e + t_p C_p + t_m C_m) J_o}{t_c C_e J + t_p C_p J + t_m C_m J}$$

$$= 1 + \frac{(t_c C_e + t_p C_p + t_m C_m) J_o}{(t_c C_e + t_p C_p + t_m C_m) J}$$

(13)

As $J_o = \lfloor \frac{JR}{J+R} \rfloor$, we have $J_o \leq \frac{JR}{J+R}$. The competitive ratio is defined as:

$$\frac{PDMA(U)}{OPT(U)} \leq 1 + \frac{J_o}{J} + \frac{J_o}{(1 + \epsilon + \delta) J}$$

$$= 1 + \frac{(2 + \epsilon + \delta) J_o}{(1 + \epsilon + \delta) J}$$

$$\leq 1 + \frac{(2 + \epsilon + \delta) JR}{(1 + \epsilon + \delta)(J + R)}.$$

(14)

\[ \square \]

5 | PERFORMANCE EVALUATIONS

To evaluate algorithm performance, we simulate the service migration scenario in MEC based on iFogSim\cite{21} and conduct experiments with several baselines. To carry out the experiments, three datasets are utilized for our experiments, including (1) the location of the base stations, (2) the mobility traces of users, and (3) the workload data of edge services. We will first introduce these three datasets in this section, and then explain the configurations and procedures of our experiments. At the end of the section, we will present the evaluation results of our algorithms.

5.1 | Datasets Description

We use three real-world datasets mentioned above to carry out our experiments.

First, we get the base station dataset from antenna distribution dataset\cite{22}, which consists of the location information of 422 base stations in San Francisco. Figure 5 shows the distribution of the base station dataset. It can be observed that the density of edge servers varies in different areas, e.g., more base stations are deployed in the central business district.
To simulate a real-world MEC scenario, we obtained realistic mobility traces of 536 taxis in San Francisco\textsuperscript{10}. The dataset records the locations of each taxi (represented by the latitude and longitude) every 60 seconds on May 31, 2008. Each taxi in this dataset acts as a mobile user in our simulation and runs one mobile service that needs communications with edge servers while traveling around the city. The distance between base stations and mobile users can be calculated by Euclidean distance. This combines the first two datasets and also helps us to simulate an Internet of Vehicles (IoV)\textsuperscript{30} scenario. Figure 6 depicts the trace of one taxi in the whole day. We can notice that the location of the taxi can be changed significantly during the day, which also demonstrates the need for service migration to support the user in a delay-aware and mobility-aware manner.

We also simulate the workload of each service running on the edge servers based on the dataset derived from PlanetLab workload\textsuperscript{31} that includes CPU utilization data of thousands of VMs allocated to servers. We utilize the CPU utilization of VMs to represent the CPU utilization of edge services. The utilization of edge servers will be influenced by the utilization of edge services deployed on them.

5.2 Rush Hour Simulation

Nowadays, the population in the large city is quite concentrated, especially during the rush hour, e.g., 8:00 am to 9:00 am on the weekday’s morning. When a large volume of mobile users rush into certain roads and areas in the city, resulting in serious traffic congestion. During the rush hour, the edge servers in the crowded areas are more prone to be overloaded compared with non-rush hours. If the edge services are not properly scheduled, the delay of the services will be greatly increased, which will affect the quality of experience of users. Therefore, attention should be paid to the edge service management in rush hour.

To simulate the service scheduling in rush hours, based on the original workloads, we select a period of time as rush hour and a crowded area to simulate the scenario of the city during the rush hour, and evaluate the effectiveness of our scheduling algorithm. We first utilize the K-means clustering algorithm\textsuperscript{32} on the mobility traces of taxis to select a location with the highest density of taxis. Then, we use this location as the center to frame a square ($4km \times 4km$) as the congested area in the rush hour.
We then extract the data of 147 base stations in this area from the whole dataset. The red square in Figure 5 shows the selected area, which represents a much more dense distribution of mobile users than other areas. Afterwards, to choose the rush hour, we count the number of taxis in this area in different time periods and pick three hours of May 31, 2008 with the maximum number of taxis. After that, we extract the mobility traces of taxis moving in this congested area during the rush hour.

For this part of the experiment, we generate new workload traces for edge services derived from the original PlanetLab dataset. As the original resource utilization is low in PlanetLab dataset, we consider multiple edge services are connected so that they should be deployed together, in order to increase the resource utilization of edge servers and thus simulating the heavy workloads during the rush hour. This assumption conforms to the motivation of microservice architecture that can be applied to the MEC environment. Based on the above steps, we can perform simulations for the rush hour scenario, and the results will be demonstrated in the following sections.

5.3 Experiment Configurations

We conducted all our experiments on the same computer with iFogSim. The experimental configurations are as below:

For Eq. (1), we set the channel bandwidth $W$ to be 20 Mhz and transmitted power of taxi $S_p$ to be 0.5W, and the noise power $N_p$ to be $2 \times 10^{-13}$ W. Besides, the wireless channel gain $g$ is set as $127 + 30 \log d$. We generate the delay matrix at every scheduling interval, and the delay of each link $m_{i,j} \in M$ is randomly generated between 5ms and 50ms.

For the configurations of edge servers, each server has 8 CPU cores with Millions of Instructions Per Second (MIPS) of 2000, 3000, and 4000, 80GB of RAM, and 10TB of storage. Each edge service is randomly configured to request 1000, 1500, 2000, 2500 of MIPS, respectively, and 8 GB of RAM. The instructions of the task executed by each edge service are configured as 60 million.

For the algorithms, the scheduling interval is configured to 60 seconds. The delay threshold of PDMA is configured as 75ms. To evaluate the performance of our service migration algorithm, we focus on two metrics to evaluate the performance, including the Migration Cost and the Overall Delay based on the optimization objectives. In addition, we also record the Number of Overloaded Servers to evaluate the overloaded situation, especially for the rush hours. The descriptions of the metrics are as below:

- **Overall delay** represents the average delay of all services during the experiments as represented in Eq. (4).
- **Migration cost** is the sum of the cost of all service migrations as represented in Eq. (6). In our simulation, the function $F$ calculates the distance between the source server and destination server.
• **Average number of overloaded edge servers** is applied to evaluate the effect of algorithms to relieve the overloaded situation. The overloaded hosts are identified based on the predefined utilization threshold. In our experiments, we set the utilization threshold as 0.9, as this value has been used widely to identify overloaded hosts in data centers.

We also compare our approach with three scheduling algorithms.

• **Nearest edge server first (NF)**: it assigns the edge service to the edge server closest to the mobile user based on distance, which can reduce communication costs.

• **Never migrate (NM)**: it never migrates the edge services, thus the migration costs can be reduced.

• **Top-K**: it sorts all the edge servers by their CPU utilization and selects one randomly from the top K busiest servers to host a new coming or migrated edge service randomly. Here, $K$ is configured as $0.1 \times J$, where $J$ is the size of edge servers.

• **CHERA**[^34]: it is a clustering-based heuristic algorithm for edge resource allocation. It adopts a clustering procedure to allocate applications to suitable edge servers and minimizes the average service response time.

### 5.4 Experiments and Results

We divide the experiments into two parts, including the experiments on PlanetLab traces and the experiments on Rush Hour traces. In each part, we investigate two parameters on algorithms performance. The first one is *distance threshold* to represent the coverage of base stations. If the distance between a mobile user and a base station exceeds the distance threshold, the user will not be able to access the base station and thus the service connection should be switched to another base station, which will affect the service delay. The second one is *ratio of clients and servers number* to demonstrate the scalability of scheduling algorithms. Since the PlanetLab traces specify the number of clients, we reduce the number of edge servers to modify the ratio. And, for the Rush Hour simulations, we increase the volume of mobile users in the crowded area to simulate the scenario.

#### 5.4.1 Results with PlanetLab Traces

We first present the experiment results based on PlanetLab traces by varying the coverage of the base station and number of edge servers.

(a) **Varied coverage of base stations**

We configure the number of mobile users to be 1000 and vary the distance threshold from 200m to 2000m. As shown in Figure 7, the distance threshold has a slight impact on the three metrics. Figure 7a shows the results of overall delay. CHERA achieves close delay with PDMA and performs lower delay than NF and others. The overall delay of PDMA is lower than 62ms when the coverage of the base station is longer than 200m. The migration cost of PDMA is much lower than that of CHERA, indicating that PDMA can decrease the communication overhead during the service migration. Since the CPU utilization of PlanetLab and the ratio of mobile clients to edge servers is low, very few edge servers become overloaded during the simulation.

(b) **Varied number of edge servers**

The average volume of mobile users in PlanetLab traces is 1000. To modify the ratio of clients and servers number, we configure the number of edge servers to be from 100 to 400. As shown in Figure 8, we can notice that PDMA is able to maintain good performance when there are fewer servers. When there are 100 edge servers, the overall delay of PDMA is close to that of CHERA and is 13.5ms lower than that of NM. The migration cost of PDMA is only 4.3%, 15.8% and 30.3% compared with Top-K, CHERA and NF, respectively. For the number of overloaded edge servers, less than 5 servers are over-utilized when using PDMA, while CHERA can lead to more than 12.

#### 5.4.2 Results with Rush Hour Traces

We present the experiment results of rush hour traces in this part. First, we only use the data of base stations in the selected area and deploy one edge server on each base station. Then, we configure the two parameters with varied values and run several rounds of simulations.

(a) **Varied coverage of base stations**

We configure the number of mobile users to be 1000 and vary the distance threshold from 200m to 2000m. As shown in Figure 9a, except for NM, other algorithms can perform better on overall delay when increasing the distance threshold. It results
from the decrease in the number of service migrations, which can also be observed in Figure 9(b). The migration cost of PDMA is the closest to that of NM (the cost is zero). The NF always chooses the nearest edge server to the mobile user to migrate the service and thus leading to more migration cost. Top-K performs the worst on migration cost because the top K busiest servers may be far away from the current edge server. Figure 9(c) shows the number of overloaded servers when utilizing different algorithms. PDMA controls the number of overloaded servers to be less than 20 while CHERA incurs nearly 40 overloaded edge servers and other algorithms incur more than 50. The reason is that PDMA will not select those edge servers that are likely to be overloaded and thus avoiding more overloaded situations.

(b) Varied volume of mobile users

In order to evaluate the performance of scheduling algorithms in the rush hours, we increase the number of mobile users to simulate weekday’s morning when more mobile users enter the crowded area. We fix the distance threshold as 1000m and vary the volume of clients from 200 to 1000. As shown in Figure 10(c), the higher volume of mobile clients causes more edge servers to be overloaded, leading to performance degradation and higher computation delay. Therefore, it can be noticed in Figure 10(a) that the overall delay also becomes higher when the number of clients increases. In addition, a higher service delay that exceeds the delay threshold will trigger more migrations, increasing the migration cost and the migration downtime.

When the number of clients increases to be more than 400, PDMA achieves better overall delay than NF. The overall delay of PDMA is 64ms, which is 2ms more than that of CHERA, and 6ms, 16ms less than that of NF and NM, respectively, when the volume of clients is 1000. The migration cost of PDMA is also maintained at a very low level. For example, when there are 1000 clients, CHERA produces 4.6 times more migration cost than PDMA. Compared with other algorithms, PDMA is able to prevent edge servers from becoming overloaded. As we can observe from Figure 10(c), less than 20 edge servers become over-utilized when there are 1000 mobile clients, which is 55% lower than that of CHERA and is 75% lower than those of NM and Top-K. Less over-loaded servers can reduce edge servers’ energy consumption and also prevent edge servers from performance degradation during the rush hour. In addition, PDMA has the lowest increase rate in terms of the three adopted metrics among
all algorithms, which validates the scalability of PDMA that it can be adapted to the scenarios with clients rushing into the MEC system while ensuring user experience.

5.5 Scalability Discussions

In this part, we discuss the scalability of our proposed approach. The problem of optimally allocating edge services to edge servers can be modelled as a bin-packing problem with varied bin sizes and prices, where bins represent the edge servers and items are the edge services to be allocated, bins sizes are the available resources of edge servers, and prices correspond to the communication costs and migration costs when allocating edge services to the edge server. As the problem is very complex and proved to be NP-hard, achieving the optimal solution to the problem can be quite time-consuming, especially for a large MEC system with a huge number of edge servers. We have compared our approach with some deterministic algorithms, e.g., NF and Top-K, which are variants of the classical Best Fit Decreasing (BFD) algorithm that allocates services to the server with the least increased costs. The BFD algorithm is a polynomial algorithm and has been proved to use no more than \( \frac{11}{9} \cdot OPT + 1 \) bins\(^3\), where \( OPT \) is the minimum theoretical number of edge servers.

The centralized and deterministic algorithms, like BFD, can function well for the MEC system with a limited number of edge servers but can be inefficient for large-scale MEC systems considering the NP-hardness of migrating multiple edge services simultaneously. Conversely, given the probabilistic nature of PDMA, it is suitable for large-scale MEC systems. We argue that it is not necessary to send allocation requests to all the edge servers in a large MEC system, as the edge server far away are not prone to be deployed with edge services considering the mobile users are with low probability to move to the distant location within the short time. With the Bernoulli trails in our proposed approach that send allocation requests to part of servers in the system, the traffic overheads can be reduced compared with the BFD-based approaches, and edge servers are added only when strictly needed. Therefore, the required number of edge servers is close to the required number of the BFD algorithm. In addition, PDMA fits well with the large MEC system with distributed edge servers, as each service allocation request can be forwarded
to the edge servers in a specific area. This allows the leverage of system heterogeneity by choosing the most cost-efficient edge edges.

To evaluate the scalability of PDMA, we performed simulations with MEC with different user scales as shown in Figure 10. The results confirm that as the number of users increases, the migration cost will only increase slightly. The good scalability is also confirmed by the other performance metrics. For example, the number of overloaded edge servers increases slowly with the growth of the number of users.

6 | CONCLUSIONS AND FUTURE WORK

This paper addresses the NP-hardness problem of delay-aware and mobility-aware service management in the MEC environment, which is sensitive to the communication costs generated in this environment. The aim is to allocate edge services to the suitable edge servers through the initial assignment and dynamic service migration to satisfy the users in terms of response time when they are moving around. With PDMA proposed in this work, the assignment and migration of edge services are based on Bernoulli trials that decide whether the edge server will accept the deployment of a specific service based on the running status. The probabilistic and low-complexity nature of our proposed approach makes it to be efficient in an environment with a large number of edge servers and rather short execution time. Especially compared with the online learning-based approaches, which can have significant computational complexity growth when the number of servers and services increases.

A theoretical proof has been provided to illustrate that our proposed approach can be bounded to the optimal solution. Simulation results based on iFogSim also demonstrate that our proposed approach can reduce the communication delays for users and transmission costs due to the service migration. For rush hours in the urban city, the proposed approach can efficiently improve the user experience.

As for future work, we would like to 1) investigate the proposed approach into a prototype system, 2) apply learning-based approach to predict the mobility of users, and 3) integrate offloading techniques into our model to further improve algorithm performance.
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