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Abstract

For the last decade, convolutional neural networks (CNNs) have vastly superseded their predecessors in nearly all vision tasks in artificial intelligence, including object recognition. However, in spite of abundant advancements, they continue to pale in comparison to biological vision. This chasm has prompted the development of biologically-inspired models that have attempted to mimic the human visual system, primarily at a neural-level, which are evaluated using standard dataset benchmarks. However, more work is needed to understand how these models actually perceive the visual world. This article proposes a state-of-the-art procedure that generates a new metric, Perceptual-Score, which is grounded in visual psychophysics, and is capable of reliably estimating perceptual responses across numerous models — representing a large range in complexity and biological inspiration. We perform the procedure on twelve models that vary in degree of biological inspiration and complexity, and compare the results against the aggregated results of 2,390 Amazon Mechanical Turk workers who together provided $\sim 2.7$ million perceptual responses. Each model’s Perceptual-Score is compared against the state-of-the-art neural activity-based metric, Brain-Score. Our study indicates that models with high correlation to human perceptual behavior also have high correlation with the corresponding neural activity.

Introduction

Could biologically-inspired artificial vision — that is to say, artificial vision possessing neural-like connections or a model of the dynamics of neural activity — be the next frontier for computer vision scientists? A growing community of neuroscientists, computer vision scientists, funding agencies, and participants in congressional hearings envision this as the next age of artificial vision [1, 23, 6, 16]. Regardless, few experts would be remiss enough to let the current struggles of modern artificial vision systems go unacknowledged. Take convolutional neural networks (CNNs) for example, CNNs require enormous numbers of input examples, easily become overfit, are sensitive to any deviation from the original input, and generally lack robustness to novelty within object classes [22]. In contrast, a young human child can be shown for the first time a cartoon image of a horse, and with a high degree of accuracy, after just one example, can recognize living horses, pictures of horses, and even cartoon horses — all of which can differ in breed, color, or artistic style [12]. Human vision requires few examples, generalizes quickly, and is extremely tolerant to many of the conditions that negatively impact CNNs.

There are two major questions that computer vision scientists need to ask to move forward with the development of more sophisticated artificial object recognition systems that match or exceed
human performance: (1) how are models constructed and (2) how the evaluation of the model affects its construction. Let us begin with the latter. In the task of object recognition in computer vision, for roughly a decade now, progress has been defined and often constrained to rank-1 or rank-5 accuracy on benchmark datasets such as ImageNet [31] (the one most frequently used), COCO [19], ShapeNet [2], and Open Images V6 [24]. Taken as one pool of data, the combination of images in ImageNet and COCO represents the largest publicly available collection of data for the study of object recognition in computer vision. But it still has the same underlying problem of all datasets. That is, it is a discrete representation of the real world. Thus, while the goal is to improve recognition rates in real world applications using these dataset(s), they often do not reflect a one-to-one correspondence from dataset to the real world. If the objective of a computer scientist and the expectation of the computer vision community is to produce models which demonstrate improvement on real-world tasks, then the pursuit of sophisticated object recognition models can be sidetracked by constraining evaluation to just the dataset setting.

Coming back to the former point, in the last half-decade, the vast majority of the progress made in computer vision has been made through more complex techniques in deep learning that a) allow for deeper models under the current limits of GPU capacity (with the assumption that deeper models perform better), and b) train more quickly so more input data can be ingested. It is a routine occurrence that with a new generation of GPUs comes a new record performance on traditional metrics. But does the optimization of models on hardware and data really equate in the long-term to better or more sophisticated artificial object recognition? Not likely. Instead, we need to develop ways to circumvent the constraints of hardware such as small models trained to recognize low-level features like human observers which could improve model generalization.

To help overcome this challenge, we propose a new procedure which generates a new metric, Perceptual-Score, for examining perceptual similarities between human observers and machine observers. Perceptual-Score isn’t just a metric that helps us quantifiably represents what an observer — whether human or machine — perceives but also why the observer perceives it that way. Beyond the why, it also could be used to teach a machine observer how to perceive like a human observer perceives the what. The how is particularly possible because Perceptual-Score doesn’t just measure how observers differentiate between objects but also what lies between those objects, the interspace. For example, Perceptual-Space doesn’t just measure whether an observer perceives a dog or a horse, but rather also measures what an observer perceives is a combination of a horse and dog.

We perform the procedure on seven traditional convolutional neural networks (AlexNet, GoogleNet, ResNet, SqueezeNetv1.0, SqueezeNetv1.1, VGG-16, and VGG-19) [17, 34, 13, 15, 33] and five biologically inspired models (Gabor, HMAX, HT-L3, PredNet, and CORnet) [9, 30, 3, 20, 18], and compare the behavior to 2,390 Amazon Mechanical Turk workers who contributed ∼2.7 million perceptual responses. We then perform an analysis which compares Perceptual-Score results with the published results of the Brain-Score metric [32]. Our study indicates models which have high correlation with human perceptual behavior (a high Perceptual-Score) also have high correlation with the corresponding neural activity (a high Brain-Score). The positive relationship between neural activity and perceptual behavior indicates a much needed shift in research from traditional machine learning to machine learning derived from biology — perceptual behavior, neural activity, or both.

**Related Work**

Recent developments between scientists in machine learning, neuroscience, and psychology often use artificial neural networks as a model of the brain. Lotter et al. [20] published PredNet, a biologically inspired predictive coding model which displays similar perceptual behavior to that of human observers on the visual phenomena of the flash-lag effect and end-stopping. Kubilius et al. [18] introduced a model called CORnet-S, which they report to has similar activation patterns to the neural activity of monkeys. And the most recent addition to artificial neural network models, though not a model by itself, VOneNet [5], which attempts to model the V1 primary visual cortex of primates. When VOneNet is prepended to the input layer of other artificial neural networks, it is shown to improve protection against white-box adversarial attacks. Each of these recent models represent advancements in both the understanding of biological vision and in the quantitative approaches used in artificial neural networks.

An alternative to expensive and often difficult to obtain physiological recordings which were part of these models is a psychological methods called psychophysics. Psychophysics is a well-established
century-old set of methods for studying the relationship between stimuli and perceptual behavior. In computer vision, psychophysics has been applied to assess whether or not models with claimed high biological fidelity have perceptual behavior that also corresponds to biology. Rajalingham et al. [25] compare the recognition behavior of monkeys and people with CNNs, and report that CNNs did not represent the perceptual behavioral patterns of primates. Similar studies have observed the same disparities [10] [14] [2]. With respect to psychophysics applied to computer vision algorithms specifically, PsyPhy was introduced by Richard Webster et al. [27, 28]. PsyPhy facilitates a psychophysical analysis for object recognition and face recognition through the use of item-response theory [8]. An example finding from Richard Webster et al.[27, 29] that is representative of this type of analysis is that there is behavioral consistency between deep learning algorithms and human observers when a blur was applied to input stimuli in low contrast.

Each of these psychophysical methods used help us to understand what observers are seeing, but they are lacking in their current form in the capacity to help us understand why. A technique that isn’t far off from helping us understand why is the Brain-Score [32] metric, which is a physiological technique, not a psychophysical technique. Brain-Score is a regularly updated set of benchmarks that compares artificial neural activity with real neural activity derived from the brains of monkeys. CORNet-S gained much of its performance because it incorporated the Brain-Score metric in its design and training process. Though Brain-Score has shown to be vital to biological fidelity, it too suffers from the lack of an answer to the question of why an observer perceives a certain way.

Methods

Maximum-likelihood Difference Scaling (MLDS): To understand the interspace between two objects, whether it’s the neurological representation in a human observer or the numerical representation in a computer vision observer, we build on a technique called Maximum-likelihood Difference Scaling (MLDS) developed by Maloney et al., 2003 [21]. MLDS is a technique to estimate the parameters of a stochastic model of perceptual differences based on difference measurement. Let us consider Figs. 1a & 1b.

Figs. 1a & 1b each contain a sequence of 7 images where the left most image contains an object A, the right most object B, and the inner 5 images each contain a composite of A and B. Each image has a corresponding nominal value denoted as $\phi_i$ where $\Phi = \phi_0, \phi_1, ..., \phi_6$ represents the nominal scale for the entire sequence. Recognize that the nominal scale, $\Phi$, is not how observers perceive the differences in the images of the sequence — although it can be. Figs. 1a & 1b as will be the case for all sequences presented in this article, has a $\Phi = 0, \frac{1}{6}, ..., 1$. 

![Figure 1: Two plots showing the differences in an unskewed (a) and positively skewed (b) perceptual scale, $\Psi$. Underneath are the object sequences that correspond to the estimated perceptual scale. $\Phi$ is the nominal value/ratio to blend the intermediate objects in the sequence. See Methods Sect. for complete details.](image-url)
While the nominal scale has no direct relationship to an observer’s perception, the goal of MLDS is to estimate the parameters of the stochastic model of perceptual differences, $\Psi$. For the remainder of this article, we will either refer to $\Psi$ directly or as a perceptual scale. A perceptual scale represents the estimated suprathresholds of perceived distances through the repeated trials in the two-alternative forced choice (2AFC) where an observer is instructed to select the pair (out of two) which is most similar. This choice is repeated numerous times to generate the complete perceptual scale of the sequence. For a detailed description of our implementation of MLDS, see the supplemental material.

**Stimuli generation:** To generate the stimuli for a perceptual scale we used a software framework called ShapeNet which contains 55 ImageNet classes. There are anywhere from tens to over thousands instances for each of the 55 classes. There are two ways to define your view-port — the perspective from which the virtual camera is pointed at an object — in ShapeNet: panorama and canonical. Panorama allows the user to define the number of steps to take in 360º of rotation around a selected axis (x, y, z) and direction (− or +), and canonical is a selection of six view-ports one for each combination of axis and direction. To simplify our selection and reduce the sheer number of possible generated images (from infinite possibilities), we chose to use the built-in canonical view-port selection.

After we proceeded to generate every object instance with their respective six view-ports, we needed to determine which instance pairs ($a$ and $b$) had adequate overlap prior to forming a composite of the pair. The higher the overlap in the instance pair, the more significant the object features of the pair will be blended together. If the overlap is low, blending of background and object will occur instead and cause the object to appear to fade instead of blending with its pair. To determine which instance pairs we can use for creating composites, we created a mask for each object and computed the Jaccard Index,

$$J(a, b) = \frac{|a \cap b|}{|a \cup b|}$$

(1)
on the corresponding pair to determine the intersection between $a$ and $b$. The Jaccard Index ranges from $[0, 1]$, or no overlap to perfect overlap, respectively. For every instance pair in ShapeNet, we computed the Jaccard index, then selected the 10 pairs — for each instance pair — which had the highest Jaccard index. When the Jaccard index was high enough that the top 10 pairs had no statistically significant difference, 10 pairs were randomly selected from that set. Combined with the six canonical perspectives, we started with an initial set of 89,1k unique pairs. We then generated a sequence for each pair of objects.

Before creating a composite image of $(a, b)$, we needed to ensure each image contained primarily low-level vision features such as edges, gradients, and local morphology. While we can’t do this perfectly, there are modifications that will be improvements. First, every image is converted to gray scale using the average of the RGB image channels, $R + G + B$. Then a Gaussian blur with $\sigma = 3$ is applied to the image to deteriorate higher features. At this point each image is a gray scale image with each object looking closer to an unrecognizable blob than a known object in the 55 ImageNet classes. Of course, each object has a different degree to which it is still recognizable.

At this point, each pair was blended together using Alpha blending, $A(a', b', \alpha) = a'(1 - \alpha) + b'(\alpha)$ where $a'$ and $b'$ are the modified source images, and $\alpha$ is in the range $[0, 1]$ representing the percentage to include from image $b'$. To generate a sequence, the nominal scale $\Phi = 0, \frac{1}{6}, ..., 1$ is used as input to generate 7 composite images of pair $(a, b)$.

At this point it is best to clear up some ambiguous terminology and notation. There are two types of sequences. There are class-level sequences and instance-level sequences. An instance-level sequence is a sequence using pair of images, $(a, b)$, where $a \in A$ and $b \in B$, and $A$ and $B$ are two sets of instances for two classes. An instance-level sequence has 7 composite images but no perceptual scale — for our experiments — but and a class-sequence has no composite images but has a perceptual scale. In fact a class-level sequence is really the set of all instance-level sequences, but aggregated together using MLDS to create the perceptual scale. In total there were 1450 class-level perceptual scales aggregated. For the remainder of this chapter, we will use the notation $\Psi(A, B)$ to specify the perceptual scale for class $(A, B)$.

One last note regarding the stimulus generation procedure. Throughout generating the stimuli, it became apparent that one of the view-ports did not create usable composite images. The problematic
view-port was from the view of the bottom of an object, and produced completely unrecognizable blotches, likely due to the way lighting is calculated in the ShapeNet renderer. As such, all instance-level sequences from this view-port were disregarded in all experiments for this article.

**Human Observer Experiments:** To analyze how machine learning models compare to their human counterparts a human baseline must be established. While [21] used a traditional approach to psychophysical experimentation with in-the-lab monitoring of participants, we use a modern crowd-sourced approach, called Amazon Mechanical Turk (AMT). In all, we had 2,390 participants submitting \( \sim 2.7 \)m perceptual responses. Rather than one individual providing the responses for different instances of the same object sequence to obtain the perceptual scale — as would have been done in a lab setting under the original MLDS paradigm — we feed the entire set of responses of the participant population into the MLDS optimization routine. So instead of having the set of suprathresholds that might be of one person, we have the mean set of suprathresholds for the population. Due to the vast number of stimuli and needed responses, this was the only way to get the estimations we needed. In this respect, Perceptual-Score offers a superior approach to Brain-Score because of the difficulty in obtaining large numbers of cortical measurements from subjects.

**Skewness:** Visually speaking, perceptual scales do appear different for each pair however we needed a way to quantitatively compare the 1450 different perceptual scales. We developed a method to measure the skewness of the perceptual space based on the skewness of probability distributions. Recall that the skewness of a probability distribution is a measurement of where the probability mass is located in relation to its tail. For example, in a normal distribution, the probability mass is precisely in the center — the mean, median, and mode are equal — with symmetric tails. In a right tailed (positive skewness) the probability mass is closer to zero and the mode < median < mean. A left tailed, negatively skewed distribution has the opposite with mean > median > mode. Since a perceptual scale has a few similar properties of a probability distribution, mainly that the perceptual scale can be represented with the x-axis \([0, 1]\) and y-axis \([0, 1]\) we can use the idea of skewness to generate a similar skewness for perceptual scales. However, one fundamental difference is that a perceptual scale is discrete, which poses complications to using previously known skewness calculations. One option to overcome this challenge would be to use a best-fit approximation using a non-symmetric distribution such as the Beta distribution, but this comes at the cost of introducing approximation errors. Alternatively, we can use a discrete integral to approximate the area under the curve and then rescale to match the standard format of skewness \((-\infty, \infty)\):

\[
S(\Psi) := -2 \times \left( \frac{\sum_{i=0}^{6} \psi_i - 1}{5} - \frac{1}{2} \right) \tag{2}
\]

If the \( \sum_{i} \psi \simeq \frac{1}{2} \), then \( S(\Psi) \simeq 0 \), and is considered to have a neutral interspace. An object sequence with a neutral interspace can be seen in Fig. 1a. If \( \sum_{i} \psi > \frac{1}{2} \), then \( S(\Psi) > 0 \), which is positive skewness and a positively skewed interspace (see Fig. 1b). Finally, if \( \sum_{i} \psi < \frac{1}{2} \), then \( P(\psi) < 0 \) has negatively skewed interspace. Given the skewness value for each perceptual scale, we define Perceptual-Score as the ranked-correlation, monotonic relationship, between a set of perceptual scales measured from humans and those measured from a machine learning model.

**Experiments**

**What did we learn about human vision?** The original sequences used in Meloney et al. [21] demonstrated the utility of the MLDS procedure on an ordered sequence of color patches, so the first thing that we needed to determine was if humans could even perform the task with sequences that were significantly more complex (see Fig. 3). Meloney et al. describe two axiomatic validations an observer must meet for the procedure to work. The first test is that an observer must be able to order the sequence given the complete sequence, and second meet what is called the Six-Point Property. The first test is a given. The second test is a subset of the first: observers must be able to order any random three images in the sequence (see [21] for complete details). Out of the 1,485 possible sequences using all 55 objects in ShapeNet, only two sequences did not fully qualify (see Figs. 3(1a) & 3(1b)).

While these two tests indicate observers can properly perform the task for individual sequences, it does not indicate whether the measured suprathresholds for the perceptual space are an adequate
representation of the population — i.e., are the perceptual spaces more than just the product of chance? To determine this, we perform a Pearson’s Chi Squared Test on the null hypothesis, $h_0$, that the perceptual spaces are the product of chance. Each space is represented as a quantitative value, what we call the skewness of the perceptual space (see Methods). The null hypothesis is unequivocally rejected with a $p \approx 0$ and $\alpha < 0.001$. Thus, $h_1$, is true, and the human obtained perceptual scales are not randomly sampled signals.

Thus the results so far indicate 1) human observers can perform the task, and 2) the scales that result from the observations mean something beyond noise. The next question to ask is what does it mean? This is a difficult question to answer, but there may be some indications in the variance, allowing us to speculate as to why there is variance amongst the perceptual scales. The skewness for each perceptual scale can be seen from a high level perspective in the “Human” plot in Fig. 2 and Table 1. One potential complication in analyzing variance is that AMT presents an uncontrolled environment, which naturally introduces extraneous factors in observer responses. However, even in a controlled environment there will be variance among observers. For the purpose of analyzing the results of the AMT participants, and consistent with other findings [11, 4], we assume the variance in perception has been accurately captured.

Figure 2: Each skewness, $S(\Psi)$, of a perceptual scale, $\Psi$, plotted for three observers: Humans, Gabor, and CORnet-S. The red lines indicate two standard deviations, or 95% of the data points for the observer. Notice the two orders of magnitude difference between the human observers and the CORnet-S observer. Gabor filters have roughly half the amount of variance, and have near random chance level variance. See Table 1 for a complete list of variances by model, and Results section for further analysis.

A possible reason for the variance is the varying quality of the object sequences — not all sequences blend together well. For an estimate of the quality of a blend, we can use the human noise factor (HNF) that is estimated along with a perceptual scale using MLDS (see [21] for complete details). As with perceptual scales, in [21], the HNF is for one observer. But for this experiment it represents the population’s noise factor. While we use HNF for the purposes of blend quality analysis with respect to human perception, the HNF has no bearing on the described procedure to calculate Perceptual-Score.

**Human-Machine Learning Comparison:** How do human observers compare to machine learning models? We perform the 2AFC procedure on seven traditional CNNs (AlexNet, GoogleNet, ResNet, SqueezeNetv1.0, SqueezeNetv1.1, VGG-16, and VGG-19) [17, 34, 13, 15, 33] and five biologically inspired models (Gabor, HMAX, HT-L3, PredNet, and CORnet) [9, 30, 3, 20, 18], each representing significant advancements at the time of their publication. The procedure for humans differs from machine observers in two subtle ways: 1) we use many human observers whereas each machine observer is its own, and 2) machine observers use $l_2$ distance for their difference measurement — the mechanism by which human observers assess distance is unknown. While the differences in procedure are minimal, we did make one substantial change to each machine observer that differs from their published form. Before performing the procedure, each machine observer was modified to better match our intentions of measuring low-level vision. In general, the later layers of each model were removed, which are thought to correspond with the later part of the human visual cortex [26]. See supplemental material for further details regarding each model’s configuration. When it comes to the 2AFC procedure however, these models work in the same manner as the original model.

Each model performs our proposed procedure so that we can compare scales from human observers to machine observers. Looking at the results in Table 1 we can see a substantial difference between human and machine performance. Human observers have a larger variance compared to random chance, while all machine observers have variance less than random chance. This is consistent with
what one should expect given human perceptual scales are aggregate. However, Gabor filters standout because they are close to random chance, an order of magnitude higher than any other machine observer (Table 1). Something that differs with Gabor filters that is not present in the other models is that Gabor filters are not trained with data. In this respect, Gabor filters differ the most from human observers as well because humans have learn something visual throughout their lives. Although all of the learned machine models had a variance which was an order of magnitude smaller, it is possible that had each of these models been trained hundreds of times separately in order to better replicate the crowd-sourcing procedure, the variance would be higher. However, given this and the way the perceptual scales are acquired, we don’t believe these fluctuations would be substantial.

In each of the trained machine observers, even the biological ones, the classification layer treats each class as equally important. We don’t know yet how human observers represent objects in relation to each other, but from the results it is clear that different objects have different representational values. For machine observers, since each object has equal representational value, the skewness of the perceptual space is only present due to the loss in the training regime — the training regime

---

**Table 1:**

| Sequence | HNF | S(\(\Psi\)) |
|----------|-----|-------------|
| 1        | ?   | ?           |
| 2        | 0.159 | -0.15      |
| 3        | 0.116 | 0.340       |
| 4        | 0.123 | -0.28       |

---

**Figure 3:** Six object sequences with their corresponding perceptual scale derived from human observers, \(\Psi\). The two columns on the right give the value of the human noise factor (HNF) and \(S(\Psi)\), the skewness of \(\Psi\). See Results section for the description of how each sequence 1-4 differs and corresponding analyses.
forces skewness towards zero but only succeeds if there is no error. This is a huge difference between machine and human observers and something the computer vision community needs to consider.

Comparison to Brain-Score: Next we analyze whether or not our procedure produces results that align with the Brain-Score \([32]\) metric, which is a measurement of a model’s biological fidelity from the perspective of neural activity. If a computer vision model has a high Brain-Score, it highly correlates with the neural activity of monkeys, but just because a machine observer has high correlation, does it mean that the machine observer is “seeing” like a human observer? To answer this, we look at the monotonic relationship between the perceptual scales of a machine observer to the perceptual scales of human observers using Spearman’s Rho. The correlation of all results can be seen in Fig. 4. Due to the symmetric property of perceptual scales, and the fact that what neural activity actually represents in the brain is unknown, we do not consider whether there is negative or positive correlation, i.e., if there is any correlation, positive or negative, we represent it as just correlation, or its Perceptual-Score.

![Perceptual-Scores of Machine Observers](image.png)

Figure 4: A visualization of the Perceptual-Scores for each machine observer and each corresponding Brain-Score. Some models do not have a Brain-Score because they are not published on www.brain-score.org. Note the “U-shape” for both Perceptual-Scores and Brain-Scores, where high Brain-Scores and Perceptual-Scores are correlated. One outlier exists, ResNet-18. See Results for further analysis of individual Perceptual-Scores and Brain-Scores for these models.

The Perceptual-Score for each machine observer is then compared to its published Brain-Score on www.brain-score.org. Note that a few machine observers do not have published Brain-Scores. When the correlation results of the machine observers are compared as in Fig. 4, it becomes immediately apparent that Perceptual-Score and Brain-Score are converging on similar observations, i.e., models which have a higher Perceptual-Score also have a higher Brain-Score, and vice versa. However there is one outlier, ResNet. A potential reason for this deviation might be that when the later layers were removed, the skip connections which are only present in ResNet, were also removed. Skip connections provide early information to later layers by bypassing intermediate layers. However, the removal of these skip connections may have created a bifurcation in corresponding neural activity (includes the skip connections) and perceptual behavior.

PredNet is a particularly interesting case because it is biologically inspired in design but performs near the bottom on Brain-Score and has \(\sim 0\) as a Perceptual-Score. PredNet was designed to operationalize a complex predictive coding model of visual processing. This biological mechanism may differ from the neural activity aligned with object recognition, causing a lower Brain-Score. However, this doesn’t explain why its Perceptual-Score is so low. We raise two possibilities for this: 1) by removing all but one predictive block, it may have eliminated quality error propagation (the output before 12
Despite Brain-Score using the full VGG-16 and VGG-19 models, these models practically show no difference in Brain-Score, and only slightly differ in Perceptual-Score. In relation to the other models, it has both a high Brain-Score and Perceptual-Score even though it is a traditional feed-forward CNN. Differing only slightly in the full model architecture (number of layers, order of layers, and filter sizes), and differing even less in our low-level features version (5x5 filter instead of 3x3, and one fewer convolution layer), AlexNet achieves a very high Brain-Score, and is at the top for Perceptual-Score. All three of these models score exceptionally high on both Brain-Score and Perceptual-Score, which may indicate simple traditional neural networks are closer to biological vision than mathematically complex models. While the mathematically complex models may have significant advantages in the realm of computational efficiency and data ingestion opportunity, they can lead to over-tuning. This might be the very reason for their lackluster performance in both Perceptual-Score and Brain-Score.

Finally, and most importantly, the highest scoring model published on [www.brain-score.org](http://www.brain-score.org), CORnet, also scores high on Perceptual-Score (although not the highest, there is no statistical difference when compared to AlexNet). CORnet-S is designed for and trained with Brain-Score, which is derived from neural activity of monkeys, so one would expect CORnet-S to perform high on Brain-Score. But even more, since CORnet-S also has a high Perceptual-Score, it indicates CORnet-S may have even more similarity to biology that initially considered. First, the neural activity recorded is representing real and authentic perceptual behavior to some degree. Second, using Brain-Score’s representation of neural activity to train a model has significant potential utility. And third, Perceptual-Score can be used to predict whether a model will have the potential to score high with respect to neural activity, without the need for difficult and expensive acquisition process — though the relationship is correlatory, not causal.

**Discussion**

The capability of human vision has long inspired pursuit of sophisticated artificial vision systems — generations of computer vision scientists have worked towards this end. The early advancements in artificial vision were often tandem with improved understanding of human visual systems. Unfortunately, the deep learning age has allowed computer vision scientists to lose sight of this original goal of mimicking human visual systems. Thankfully, scientists such as [32, 25, 10, 14, 7, 18, 20, 5, 27] have returned to the grassroots of artificial vision. Arguably, the Brain-Score metric published by Schrimpf et al. [32] is currently the best metric scientists have at estimating the relationship between modern vision algorithms and the neural activity of the brain. Even on its own, Brain-Score has shown to have huge potential [18]. But now that Perceptual-Score can compliment Brain-Score by estimating the relationship between the perception of machine and human observers, the opportunity for the development of new biologically-inspired algorithms is apparent.

Perceptual-Score and Brain-Score have the unique ability to inform scientists at every scale of artificial vision algorithm development. Take for example something as simple as the skip connections in ResNet-18. Previously it has been hypothesized that they model the pyramidal neurons in the cerebral cortex. But if Brain-Score and Perceptual-Score differs so greatly, we should ask questions such as: does this really model a component of the brain? Did we misunderstand that component of the brain? Or is there a missing piece we don’t know about? While previously questions like these have been asked rhetorically, they can now be asked with the hope of at least obtaining a partial answer. While our capacity to better mimic the brain’s marvelous visual capabilities will help considerably at the micro-level, it is at the application-level that its true purpose and strength is revealed. Instead of artificial models learning what to perceive from input images, using metrics like Perceptual-Score and Brain-Score, a model can also learn how to perceive directly from human perception and neural activity. If a model can learn how to perceive, maybe it can learn from humans how to do exceedingly difficult tasks such as one-shot learning, generalization, or behavioral prediction.
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