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Auger-like exciton-exciton annihilation (EEA) is considered the key fundamental limitation to quantum yield in devices based on excitons in two-dimensional (2d) materials. Since it is challenging to experimentally disentangle EEA from competing processes, guidance of a quantitative theory is highly desirable. The very nature of EEA requires a material-realistic description that is not available to date. We present a many-body theory of EEA based on first-principle band structures and Coulomb interaction matrix elements that goes beyond an effective bosonic picture. Applying our theory to monolayer MoS$_2$ encapsulated in hexagonal BN, we obtain an EEA coefficient in the order of $10^{-3}$ cm$^2$s$^{-1}$ at room temperature, suggesting that carrier losses are often dominated by other processes, such as defect-assisted scattering. Our studies open a perspective to quantify the efficiency of intrinsic EEA processes in various 2d materials in the focus of modern materials research.

I. INTRODUCTION

Auger recombination is a Coulomb interaction process where an electron-hole pair recombines nonradiatively by transferring the excess energy to another charge carrier. Since this process is operative at high carrier densities, it has been discussed for decades as a loss mechanism in optoelectronic devices that use highly excited semiconductors as active material [11]. In systems with strong Coulomb interaction, bound electron-hole pairs termed excitons can dominate the dynamics, as long as the density of excited carriers is much smaller than the Mott density [6, 7]. In this situation, Auger scattering is expected to take place between two excitons instead of three unbound particles. A prominent material class with ultra-strong Coulomb interaction are atomically thin transition metal dichalcogenides (TMDs). The discussion of Auger-like exciton-exciton annihilation (EEA) in TMDs has been started by the works of Sun et al. [8] and Kumar et al. [9]. Since then, a range of EEA coefficients from several $10^{-3}$ cm$^2$s$^{-1}$ to about 0.1 cm$^2$s$^{-1}$ have been found experimentally for different TMD materials [8–14]. Many of the early experiments have been performed on a SiO$_2$ substrate. A strong reduction of exciton recombination for TMDs encapsulated in hexagonal boron nitride (hBN) [15–17] suggests that passivation plays a role, similar as for the quality of optical spectra [18]. The wide spectrum of experimental results and the sensitivity of exciton lifetimes to extrinsic effects call for a theoretical prediction of intrinsic EEA coefficients to quantify their impact on device performance.

There have been theory studies based on a two-band $k$-$p$-model [19]. Monte Carlo simulations [11] and a dipole-dipole interaction model assuming spatially localized excitons [20]. While these are low-energy models, it has been pointed out in Refs. [21, 22] that EEA involves target states from higher bands. In Ref. [22], the $k$ - $p$-approach was extended to a third band, which relies on the assumption that the target states selected by energy conservation are close to the third band’s extremum. In translationally invariant systems, quantitative predictions of EEA efficiency generally require material-realistic input to determine overlaps of Bloch states in different bands beyond high-symmetry points. The challenge is to combine the large phase space of target states with a theory for exciton-exciton interaction in second order of the Coulomb potential. A first step towards a universal description of EEA processes has been taken recently for confined semiconductor nanostructures [23]. Here, EEA rates have been calculated in the so-called interacting framework, which includes electron-hole correlations within the initial electron-hole pairs, while neglecting those between excitons or final-state carriers.

In this paper, we present a theory of EEA in 2d materials based on a many-body description of exciton-exciton scattering processes using a general band structure and Coulomb interaction matrix elements from density functional theory (DFT). It is shown that the resulting equations of motion (EOM) can not be obtained from a purely bosonic Hamiltonian with effective exciton-exciton interaction matrix elements since the fermionic substrate of excitons would be otherwise neglected. The presented approach consistently takes into account all electron-hole correlations on a two-particle level. We apply our theory to quantify EEA coefficients in monolayer MoS$_2$ and analyze how different Bloch states contribute to the exciton-exciton scattering. We also study the influence of tem-
temperature and dielectric environmental screening on EEA, finding an inverse temperature dependence that is much stronger than the dependence on substrate dielectric constants.

II. THEORY

Our starting point is the Hamiltonian for Bloch electrons interacting via a statically screened Coulomb potential:

\[
H = H_0 + H_{\text{Coul}} = \sum_{k,c} \varepsilon_k^c a_k^c a_{k,c} + \sum_{k,v} \varepsilon_{k,v} a_k^{v\dagger} a_{k,v} + \frac{1}{2A} \sum_{k,k',k''} V_{k,k',k''}^{\lambda\nu,\nu',\lambda'} a_k^{\lambda\dagger} a_{k'}^{\nu\dagger} a_{k''}^{\nu'\dagger} a_{k''}^{\lambda'},
\]

where \(a_{k,\lambda}^{\dagger}\) and \(a_{k,\lambda}\) denote carrier creation and annihilation operators, respectively, \(\varepsilon_{k}^c\) is the energy of the carrier with momentum \(k\) in a conduction/valence band, \(V_{k,k',k''}^{\lambda\nu,\nu',\lambda'}\) are Coulomb interaction matrix elements, and \(A\) is the crystal area. EEA emerges as a higher-order carrier-carrier interaction process within the dynamics of microscopic exciton populations, which are described by two-particle correlations (doublets) \(n_{\alpha,q} = \Delta(X_{\alpha,q}^0 X_{\alpha,q}^\dagger)\) [27]. Here, we introduce the exciton creation operator

\[
X_{\alpha,q}^\dagger = \sum_{k,v,c} \phi_{\alpha,k}^{v,c}(q) a_k^{\dagger} a_{k,v} a_{k,v}^{\dagger},
\]

where \(q\) is the total momentum of the electron-hole pair, while \(\alpha\) is the quantum number belonging to the relative motion of electron and hole. The wave functions \(\phi_{\alpha,k}^{v,c}(q)\) are solutions of the Bethe-Salpeter equation (BSE) in the absence of photocatalytic carriers,

\[
\left(\varepsilon_{k}^c - \varepsilon_{k}^v - E_{\alpha,q}\right)\phi_{\alpha,k}^{v,c}(q) - \frac{1}{A} \sum_{k',v',c'} \sum_{l,q} V_{k,k',k''}^{\lambda\nu,\nu',\lambda'} \phi_{\alpha,k'}^{v',c'}(q) \phi_{\alpha,k''}^{v',c'}(q) = 0,
\]

which comprises bound exciton states as well as unbound scattering states. Here, \(E_{\alpha,q}\) are the two-particle eigenenergies. We assume that the dynamics is governed by correlated electron-hole pairs, so that we can formulate a closed system of equations for the doublets \(n_{\alpha,q}\), while single-particle occupancies \(f_{\alpha,k}^n = \Delta(a_{k,\lambda}^{\dagger} a_{k,\lambda})\) are dropped. This is justified in an intermediate density regime well below the so-called Mott density, that marks a transition to a quantum phase of unbound electrons and holes [6,7], or at low density after resonant optical excitation of bound states [28]. Since excitons are globally charge neutral, excitation-induced many-body renormalizations of the BSE eigenstates and eigenenergies can be neglected. A discussion of excitation-induced effects is given in Ref. [27].

The EOM for the \(n_{\alpha,q}\) including EEA are derived by applying the cluster expansion technique [25]. For details, we refer to the Supporting Information (SI). The resulting hierarchy of equations is truncated by introducing a phenomenological damping \(\Gamma\) of three-particle correlations and using the Markov approximation, which yields:

\[
\frac{d}{dt} n_{\alpha,q}^\text{EEA} = \frac{1}{A^2} \sum_{\beta,\delta} \left[ |\langle\psi_{\alpha,q}^\delta | (\beta,\delta)\rangle|^2 \right] \frac{1}{\hbar} \text{Im} \left\{ \left( V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - E_{\delta,q-1} - \Gamma \right) \times \left\{ (V_{\alpha,q}^{\delta,\alpha,\beta})^* + (V_{\alpha,q}^{\delta,\alpha,\beta}) \right\} \right\}
\]

with the scattering rates

\[
|\langle\psi_{\alpha,q}^\delta | (\beta,\delta)\rangle|^2 = \frac{1}{\hbar} \text{Im} \left\{ \left( V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - E_{\delta,q-1} - \Gamma \right) \times \left\{ (V_{\alpha,q}^{\delta,\alpha,\beta})^* + (V_{\alpha,q}^{\delta,\alpha,\beta}) \right\} \right\}
\]

and EEA is a second-order process in terms of effective exciton-exciton interaction matrix elements

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]

\[
V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} = V_{\alpha,q}^{\delta,\alpha,\beta} - V_{X,\alpha,\beta,\delta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1} - V_{\alpha,q}^{\delta,\alpha,\beta} q_{\beta,q-1},
\]
where \( V^{(1)} \) and \( V^{(2)} \) describe Auger-like scattering of electrons and holes, respectively. Hence the effective interaction is composed of elementary scattering processes weighted by the respective two-particle wave functions, where the relative minus sign between \( V^{(1)} \) and \( V^{(2)} \) reflects the opposite charges of electrons and holes. This is similar in exciton-phonon interaction \([25]\). An elementary electron scattering process belonging to the rate \( \Sigma^{(\alpha q)\rightarrow(\beta q-l)/\delta l} \) is schematically shown in Fig. 1. Energy conservation is softened by the finite exciton lifetimes.

Note that the EOM do not have the form of a Boltzmann equation. Accordingly, as we demonstrate in the SI, the equations can not be derived from an exciton Hamiltonian with effective exciton-exciton interaction and bosonic commutation relations. This is due to the fact that excitons are composite particles with a fermionic substructure that can not be captured in a purely bosonic picture. In our theory, additional scattering terms emerge from the exchange of electrons or holes between two excitons, as symbolized by the dashed red line in Fig. 1. On the other hand, a bosonic theory can only account for exchange of entire excitons. It has been pointed out in more general terms by M. Combescot et al. that it is not possible to formulate a closed expression for an effective exciton-exciton interaction potential \([27]\). Although we have introduced exciton-exciton interaction matrix elements \([3]\), these can not be interpreted as such an effective interaction potential, since the very structure of the EOM \([3]\) is beyond a purely bosonic picture. An alternative approach to treat excitons as non-ideal bosons is to introduce fermionic corrections into the commutator of exciton operators \([30]\). As we show in the Appendix, our theory can only be mapped to an effective bosonic Hamiltonian for an exciton distribution close to equilibrium if the exchange of whole excitons is neglected. If fermionic exchange effects are included in the effective matrix elements, EEA efficiency in encapsulated MoS\(_2\) is overestimated by a factor 2. This is partly remedied by neglecting fermionic exchange as well due to a compensation between the different exchange effects.

The EOM are completed by a phenomenological exciton-phonon scattering term in relaxation-time approximation that accounts for relaxation and cooling of the exciton gas:

\[
\frac{d}{dt}n_{\alpha q} = \frac{N_{\alpha q}(T) - n_{\alpha q}}{\tau_{\text{relax}}}
\]

with Bose functions \( N_{\alpha q}(T) \). We choose \( \tau_{\text{relax}} = 50 \text{ fs} \) as relaxation time \([25]\). Since exciton-phonon scattering is several orders of magnitude faster than EEA, we assume that a microscopic description of exciton-phonon coupling would not improve our results.

We combine our theory of EEA with band structures and screened Coulomb matrix elements on a DFT level as input for Eqs. \( \beta \), \( \delta \) and \( \eta \). Details on the DFT calculation are provided in the SI. The main effect of a GW correction would be an increased band gap, which is reduced again due to environmental screening \([31]\). We mimic this effect by artificially increasing the band gap such that the bright exciton energy is \( E_{1s,\text{bright}} = 1900 \text{ meV} \) \([18]\). As an interface between first-principle and excited-carrier theory we utilize a lattice Hamiltonian formulated in a localized basis of Wannier orbitals \( (\psi_{x^2-y^2}, \psi_{y}, \psi_{z}) \) for Mo, \( p_{x}, p_{y} \) and \( p_{z} \) for S). Spin-orbit interaction is included using an on-site \( L \cdot S \) coupling Hamiltonian. From the band structure obtained by diagonalization of the lattice Hamiltonian we consider two valence bands and three conduction bands for each spin degree of freedom, which is sufficient to capture all scattering states at about twice the 1s-exciton energy involved in the annihilation of 1s-excitons. Coulomb matrix elements including environmental screening effects are parametrized as a function of \( |q| \) using the Wannier function continuum electrostatics approach \([32]\) in the localized basis. Unless stated otherwise, we assume a dielectric environment given by hBN encapsulation layers with a dielectric constant of \( \varepsilon_{\text{hBN}} = \sqrt{4.95 \cdot 2.86} \) \([33]\). In addition a narrow gap of 0.3 nm between the monolayer and the surrounding hBN layers has been taken into account \([34]\).
The numerical simulation of EEA is constrained by the high-dimensionality of the problem. In the following, we focus on Bloch states in the K-valley, where bright excitons are located in monolayer MoS$_2$. An explicit treatment of excitons in the equivalent K’-valley is not necessary assuming that Auger-like EEA involving carrier scattering between K- and K’-valley is inefficient due to the large momentum transfer it involves. Numerical convergence of the results is discussed in the SI.

III. RESULTS

As a first step, we diagonalize the BSE \( \text{[2]} \) to obtain the two-particle spectrum and wave functions, finding a bright 1s-exciton binding energy of 287 meV. The EOM for exciton populations are solved including EEA \( \text{[3]} \) and relaxation \( \text{[6]} \) contributions. To this end, we assume that an incoherent exciton gas with a density of \( 10^{12} \text{ cm}^{-2} \) has formed from optically excited electron-hole pairs due to ultrafast exciton-phonon interaction \( \text{[20]} \) before EEA sets in. A phenomenological damping \( \Gamma = 50 \text{ meV} \) is used. As we show in the SI, the dependence of our results on \( \Gamma \) is weak. The efficiency of EEA is quantified by analyzing the time dependence of the total exciton density \( n_X = \frac{1}{3} \sum_n n_{n,q} \) as shown in Fig. 2(b). Since relaxation of the exciton is much faster than EEA, the exciton distribution is close to equilibrium at all times. The overall behavior of the exciton density is therefore captured very well by a macroscopic differential equation that has been used before to discuss EEA qualitatively \( \text{[8]} \):

\[
\frac{d}{dt} n_X = -k_{\text{EEA}} n_X^2, \tag{7}
\]

with the solution \( n_X(t) = n_{X,0}(1 + n_{X,0} k_{\text{EEA}} t)^{-1} \). We use the solution as a fit formula to extract the EEA coefficient \( k_{\text{EEA}} \) that can be conveniently compared to experiment. The numerically converged value is estimated as \( k_{\text{EEA}} = 2.8 \times 10^{-3} \text{ cm}^{-1} \text{s}^{-1} \).

In Fig. 2(c), we analyze the microscopic contribution of different Bloch states to the EEA dynamics in terms of the scattering rates between two-particle states \( |\alpha, \mathbf{q}\rangle \) and \( |\delta, \mathbf{q} + \mathbf{l}\rangle \) on one side and \( |\beta, \mathbf{q} + \mathbf{l}\rangle \) on the other side at time \( t = 0 \) as defined in Eq. (3). The dominant scattering channel involves the 1s-exciton states \( |\alpha, \mathbf{q}\rangle \), \( |\delta, \mathbf{l}\rangle \) as initial states and high-energy states \( |\beta, \mathbf{q} + \mathbf{l}\rangle \) as final states. As a benchmark, we compute the weighted quantities:

\[
L^{v,c}_{k} = \sum_{\alpha, \beta, \delta, \mathbf{q}, \mathbf{q}'} \langle \phi^{v,c}_{\alpha, k, \mathbf{q}} | \phi^{v,c}_{\beta, \mathbf{k} + \mathbf{q}, \mathbf{q}'} \rangle^2 \Xi(\beta, \mathbf{q} + \mathbf{l} + \delta, \mathbf{q}'), \tag{8}
\]

Fig. 2. (a) Fundamental EEA process: An exciton in state \( |\beta\rangle \) is annihilated, while a second exciton is promoted from low-energy state \( |\alpha\rangle \) to high-energy state \( |\beta\rangle \). (b) Time dependence of the total exciton density \( n_X \) in hBN-encapsulated MoS$_2$ at \( T = 300 \text{ K} \). Red dots correspond to the numerical solution of the EOM \( \text{[3]} \) and \( \text{[6]} \), while the analytic solution of the simplified ODE \( \text{[7]} \) is shown as a black solid line. (c) Contribution of Bloch bands to EEA scattering rates. The symbol size represents the projection of initial (full green circles) and final (open blue circles) two-particle states onto Bloch states according to the corresponding two-particle wave functions, as described by the quantum numbers \( \Lambda^v_{\alpha, \delta, \mathbf{q}} \) and \( \Lambda^c_{\alpha, \delta, \mathbf{q}} \) defined in Eq. (8). The single-particle band structure is shown in grey.
There is a number of intrinsic processes that provide additional channels for exciton decay, which implies that our theory sets a lower limit to observable EEA coefficients. We have already discussed that inter-valley scattering would provide decay channels for inter-valley excitons. Also, phonon-assisted processes are expected to foster annihilation of excitons with large momentum. Radiative decay of uncorrelated electron-hole pairs depends quadratically on carrier density. Since a certain fraction of carriers is always ionized, these processes can distort the EEA coefficient.

We finally discuss possible variations of EEA coefficients due to uncertainties of the underlying first-principle calculation. In the SI, we show how the coefficient depends on $E_{1s,\text{bright}}$, which determines the final-state DOS at about $2E_{1s,\text{bright}}(|\beta\rangle \text{ in } \text{Fig. 2a})$. For example, higher energies of the third conduction band can be simulated by a lower exciton energy. We find that a variation of ±50 meV in $E_{1s,\text{bright}}$ changes the results by ±30%. Moreover, the used first-principle method has an effect on the position of side valleys relative to the K-valley. The influence of relative valley positions has been studied by comparing TMD multilayer structures. EEA efficiency decreases with increasing layer number in materials where indirect excitons become dominant, while the trend is weaker as long as the material remains direct. We therefore expect that intrinsic EEA is less efficient in tungsten-based TMD monolayers than in MoS$_2$.

IV. CONCLUSION

In conclusion, our microscopic theory of EEA allows, for the first time, to quantify the efficiency of intrinsic EEA, which is often masked by extrinsic processes in experiment. The result of $k_{\text{EEA}} \approx 10^{-3}$ cm$^2$s$^{-1}$ for hBN-encapsulated monolayer MoS$_2$ is consistent with observation. As we have shown, the physics of EEA can not be captured by an effective bosonic theory. In the future, the theory can be applied to various members of the expanding family of 2D materials, such as perovskites, black phosphorus, and TMD hetero-bilayers hosting spatially indirect excitons of dipolar nature.
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V. APPENDIX

A. Density functional theory calculations, spin-orbit coupling and Coulomb matrix elements

Density functional theory (DFT) calculations for free-standing monolayer MoS$_2$ are carried out using QUANTUM ESPRESSO V.6.6 [47, 48]. We apply the generalized gradient approximation (GGA) by Perdew, Burke, and Ernzerhof (PBE) [49, 50] and use projector-augmented wave (PAW) pseudopotentials from the PSLibrary [51] at a plane-wave cutoff of 50 Ry. Uniform meshes (including the Γ-point) with $18 \times 18 \times 1$ k-points are combined with a Fermi-Dirac smearing of 5 mRy. Using a fixed lattice constant of $a = 3.16$ Å\textsuperscript{52} [53] and a fixed cell height of 45 Å, forces are minimized below $10^{-3}$ eV/Å.

We use RESPACK [54] to construct a lattice Hamiltonian $H_0(k)$ in an 11-dimensional localized basis of Wannier orbitals ($d_{z^2}, d_{xz}, d_{yz}, d_{x^2-y^2}$ and $d_{xy}$ for Mo, $p_x$, $p_y$ and $p_z$ for S) from the DFT results. We also calculate the dielectric function as well as bare and screened Coulomb matrix elements in the localized basis. For the polarization function, a cutoff energy of 5 Ry, 96 bands as well as 70 frequency points on a logarithmic grid are taken into account.

Spin-orbit interaction is included using an on-site $L \cdot S$-coupling Hamiltonian along the lines of [55], which is added to the non-relativistic Wannier Hamiltonian:

$$H(k) = I_2 \otimes H_0(k) + H_{SOC}. \quad (S1)$$

Here, $I_2$ is the $2 \times 2$ identity matrix in the Hilbert space spanned by eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$ of the spin $z$ component (perpendicular to the monolayer). By treating spatial degrees of freedom and spin separately, we reduce the size of the Wannier Hamiltonian and thereby the Coulomb matrix. We assume that the Coulomb matrix is spin-independent. Diagonalization of $H(k)$ yields the band structure $\varepsilon^\lambda_k$ and the Bloch states $|\psi^\lambda_k\rangle = \sum_{n,k} c^\lambda_{n,k} |k,\alpha\rangle$, where the coefficients $c^\lambda_{n,k}$ describe the momentum-dependent contribution of the orbital $\alpha$ to the Bloch band $\lambda$. The Bloch sums $|k,\alpha\rangle$ are connected to the localized basis via $|k,\alpha\rangle = \frac{1}{\sqrt{N}} \sum_R e^{ikR} |R,\alpha\rangle$ with the number of unit cells $N$ and lattice vectors $R$.

The SOC-Hamiltonian is given by

$$H_{SOC} = \frac{1}{\hbar^2} \bar{L} \cdot S = \frac{1}{2\hbar} \bar{L} \cdot \sigma \quad (S2)$$

with the Pauli matrices $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ and the modified angular momentum operator

$$\bar{L} = \begin{pmatrix} \lambda_{Mo}L_{l=2} & 0 & 0 \\ 0 & \lambda_SL_{l=1} & 0 \\ 0 & 0 & \lambda_SL_{l=1} \end{pmatrix} \quad (S3)$$

that contains intra-atomic coupling parameters $\lambda_{Mo}$ for the $(l = 2)$-subspace ($d_{z^2}, d_{xz}, d_{yz}, d_{x^2-y^2}$ and $d_{xy}$) and
λₘ for the (l = 1)-subspace (pₓ, pᵧ and pₜ). In the given basis, the angular momentum algebra for spherical harmonics yields:

\[
L_{x,l=1} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i\hbar \\ 0 & i\hbar & 0 \end{pmatrix}, \quad L_{y,l=1} = \begin{pmatrix} 0 & 0 & i\hbar \\ 0 & 0 & 0 \\ -i\hbar & 0 & 0 \end{pmatrix},
\]

\[
L_{z,l=1} = \begin{pmatrix} 0 & -i\hbar & 0 \\ i\hbar & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

and

\[
L_{x,l=2} = \begin{pmatrix} 0 & 0 & \sqrt{3}i\hbar & 0 \\ 0 & 0 & 0 & i\hbar \\ -\sqrt{3}i\hbar & 0 & 0 & -i\hbar \\ 0 & 0 & i\hbar & 0 & 0 \end{pmatrix},
\]

\[
L_{y,l=2} = \begin{pmatrix} 0 & -\sqrt{3}i\hbar & 0 & 0 \\ \sqrt{3}i\hbar & 0 & 0 & -i\hbar \\ 0 & 0 & 0 & -i\hbar \\ 0 & i\hbar & 0 & 0 \end{pmatrix},
\]

\[
L_{z,l=2} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -i\hbar & 0 \\ 0 & i\hbar & 0 & 0 \\ 0 & 0 & 0 & -2i\hbar \end{pmatrix}.
\]

We choose the coupling constants λₘ₀ = 90 meV and λₘ = 20 meV to reproduce the spin-orbit splittings at the K-point as obtained from DFT calculations including spin-orbit coupling using fully relativistic pseudopotentials. The valence-band and conduction-band splittings are 146 meV and 3 meV, respectively, with a like-spin ground state. Fig. S1 shows the excellent agreement between band structures directly from fully relativistic DFT calculations and from diagonalization of the spin-augmented Wannier Hamiltonian [S1].

Starting from the density-density-like bare Coulomb interaction matrix elements in the Wannier basis,

\[
U_{\alpha\beta}(\mathbf{q}) = \sum_{\mathbf{R}} e^{i\mathbf{q}\cdot\mathbf{R}} U_{\alpha\beta\sigma}(\mathbf{R})
\]

\[
= \sum_{\mathbf{R}} e^{i\mathbf{q}\cdot\mathbf{R}} \left\langle 0, \alpha | \mathbf{R}, \beta \right| \hat{U}(\mathbf{r}, \mathbf{r}') | \mathbf{R}, \beta \left| 0, \alpha \right\rangle,
\]

and the corresponding (statically) screened matrix elements \( V_{\alpha\beta}(\mathbf{q}) \), we obtain an analytic description of Coulomb interaction in freestanding monolayer TMDs that can be extended to include screening from a dielectric environment. To this end, we diagonalize the bare Coulomb matrix \( \hat{U}(\mathbf{q}) \) to obtain eigenvalues \( U_i(\mathbf{q}) \) and eigenvectors \( \mathbf{e}_i(\mathbf{q}) \). Since the momentum-dependence of the eigenvectors is weak, we use their long-wavelength limit in the following. The leading four eigenvalues are shown in Fig. S2. All further values are of similar size as

\[
U_{i}(\mathbf{q}) = \frac{n_{\text{orb}} e^2}{2\varepsilon_0 A_{\text{UC}}} \frac{1}{q(1 + \gamma q + \delta q^2 + \eta q^3)},
\]

where the area of the hexagonal unit cell \( A_{\text{UC}} = \frac{\sqrt{3}}{2} a^2 \) and the number of orbitals \( n_{\text{orb}} = 11 \) ensure the proper normalization of Coulomb matrix elements. The eigenvalues \( U_i(q) \) through \( U_{11}(q) \) are fitted by third-order polynomials. The matrix elements of the screened interaction \( \hat{V}(\mathbf{q}) \) in the eigenbasis of the bare interaction are then obtained via

\[
V_i(q) = \varepsilon_i^{-1}(q) U_i(q),
\]

where the dielectric matrix \( \varepsilon(q) \) accounts for both the material-specific internal polarizability and the screening by the environment. First, we introduce an analytic description for the freestanding monolayer dielectric function, i.e. in the absence of external screening. While the
of Wannier functions. Note that $V^{\alpha\beta}$ is periodic with respect to reciprocal lattice vectors $\mathbf{G}$. In the following, we pull $1/(N_\text{Au(C)}^2) = 1/4$ out of the matrix elements. For a TMD monolayer, the spin component is a good quantum number due to the reflection symmetry by the x-y plane [21 55]. Every Bloch band can be assigned to $|\uparrow\rangle$ or $|\downarrow\rangle$. Since this symmetry can be slightly violated due to inaccuracies of our model, we enforce it by assigning a definite spin to each band according to the dominant contribution given by the coefficients $c_{\alpha\mathbf{k}}$. Furthermore, we make use of the fact that Coulomb interaction is spin-conserving, so that we can set Coulomb matrix elements $V^{\lambda,\nu,\nu',\lambda'}_{\mathbf{k},\mathbf{k}',\mathbf{k},\mathbf{k}'}$ to zero if $\lambda$ and $\lambda'$ or $\nu$ and $\nu'$ belong to different spins.

B. Derivation of microscopic EEA scattering rates

We start from a Hamiltonian for Bloch electrons interacting via a statically screened Coulomb potential $V$: 

$$H = H_0 + H_{\text{Coul}}$$

$$= \sum_{\mathbf{k},\mathbf{c}} \varepsilon_{\mathbf{k},\mathbf{c}} a_{\mathbf{k},\mathbf{c}}^\dagger a_{\mathbf{k},\mathbf{c}} + \sum_{\mathbf{k},\mathbf{v}} \varepsilon_{\mathbf{k},\mathbf{v}} a_{\mathbf{k},\mathbf{v}}^\dagger a_{\mathbf{k},\mathbf{v}} + \frac{1}{2A} \sum_{\mathbf{k},\mathbf{k}',\mathbf{q}} V^{\lambda,\nu,\nu',\lambda'}_{\mathbf{k},\mathbf{k}',\mathbf{q}} a_{\mathbf{k},\mathbf{q}}^\dagger a_{\mathbf{k}',\mathbf{q}}^\dagger a_{\mathbf{k}',\mathbf{q}} a_{\mathbf{k},\mathbf{q}}'$$

(S12)

where $a_{\mathbf{k},\mathbf{c}/\mathbf{v}}^\dagger$ and $a_{\mathbf{k},\mathbf{c}/\mathbf{v}}$ denote creation and annihilation operators, respectively, for a carrier with momentum $\mathbf{k}$ in a conduction/valence band. The single-particle band structure is given by $\varepsilon_{\mathbf{k}}^\lambda$. To discuss quantities in an exciton picture, we introduce two-particle operators

$$X_{\alpha,\mathbf{q}}^\dagger = \sum_{\mathbf{k},\mathbf{c},\mathbf{v}} \phi_{\alpha,\mathbf{k}}^{\mathbf{c},\mathbf{v}}(\mathbf{q}) a_{\mathbf{k},\mathbf{c}}^\dagger a_{\mathbf{k},\mathbf{v}}$$

(S13)

The wave functions $\phi_{\alpha,\mathbf{k}}^{\mathbf{c},\mathbf{v}}(\mathbf{q})$ are solutions of the Bethe-Salpeter equation (BSE) in the absence of photoexcited carriers

$$\left(\varepsilon_{\mathbf{k}-\mathbf{q}} - \varepsilon_{\mathbf{k}}^\nu - E_{\alpha,\mathbf{q}}\right)\phi_{\alpha,\mathbf{k}}^{\mathbf{c},\mathbf{v}}(\mathbf{q})$$

$$- \frac{1}{A} \sum_{\mathbf{k}',\mathbf{v}',\mathbf{e}'} V^{\mathbf{c},\mathbf{v}',\mathbf{e}'}_{\mathbf{k}-\mathbf{q},\mathbf{k}',\mathbf{k},\mathbf{v}} \phi_{\alpha,\mathbf{k}}^{\mathbf{c}',\mathbf{e}'}(\mathbf{q}) = 0$$

(S14)

with two-particle eigenenergies $E_{\alpha,\mathbf{q}}$ and the crystal area $A$. The total momentum is denoted by $\mathbf{q}$, while $\alpha$ is the quantum number that belongs to the relative motion of electron and hole. The wave functions fulfill orthonormality and completeness relations:

$$\sum_{\mathbf{k},\mathbf{v},\mathbf{c}} \phi_{\alpha,\mathbf{k}}^{\mathbf{v},\mathbf{c}}(\mathbf{q}) \phi_{\alpha,\mathbf{k}}^{\mathbf{v},\mathbf{c}}(\mathbf{q})^* = \delta_{\alpha,\alpha'}$$

(S15)
Auger-like EEA emerges as a higher-order carrier-carrier interaction process within the dynamics of microscopic exciton populations, which are described by two-particle correlation functions (doublets) \( n_{\alpha,q} = \Delta \langle X_{\alpha,q}^\dagger X_{\alpha,q} \rangle \) [25]. Correlation functions are defined recursively as the difference between an expectation value and all of its possible factorizations into smaller correlation functions, i.e. with less operators [25]. For example, a general doublet is given by

\[
\Delta \langle a_{k \rightarrow q,1 \rightarrow k',+2}^\dagger a_{k',+3} \rangle \\
= \langle a_{k \rightarrow q,1 \rightarrow k',+2} \rangle \langle a_{k',+3} \rangle - \Delta \langle a_{k \rightarrow q,1+2} \rangle \langle a_{k',+3} \rangle \\
- \Delta \langle a_{k \rightarrow q,1 \rightarrow k',+2} \rangle \langle a_{k',+3} \rangle \delta_{q,0} \\
+ \Delta \langle a_{k \rightarrow q,1 \rightarrow k',+2} \rangle \langle a_{k',+3} \rangle \delta_{q,k-k'}.
\]  

(S16)

Note that translational invariance of the crystal enforces momentum conservation within any expectation value and that transposition of fermionic operators yields a minus sign. The dynamics of operators is governed by the Heisenberg EOM:

\[
i\hbar \frac{d}{dt} \hat{A} = \left[ \hat{A}, \hat{H} \right].
\]  

(S17)

We apply the so-called cluster expansion technique [25] to formulate the dynamical equations in terms of correlation functions instead of expectation values. To this end, we make use of the identity

\[
\left[ \hat{A} \hat{B}, \hat{C} \right] = \hat{A} \left[ \hat{B}, \hat{C} \right] + \left[ \hat{A}, \hat{C} \right] \hat{B},
\]  

(S18)

where \([\cdot,\cdot]_+\) denotes the anti-commutator.

The \( n_{\alpha,q} \) are transformed to the Bloch representation using the expansion of two-particle operators (S13):

\[
n_{\alpha,q} = \Delta \langle X_{\alpha,q}^\dagger X_{\alpha,q} \rangle \\
= \sum_{k,v,c} \phi_{\alpha,k}^c(q) (\phi_{\alpha,k}^c(q))^* \Delta \langle a_{k \rightarrow q,c}^\dagger a_{k,c}^\dagger \rangle \\
= \sum_{k,v,c} \phi_{\alpha,k}^c(q) (\phi_{\alpha,k}^c(q))^* \Delta \langle a_{k \rightarrow q,c}^\dagger a_{k,c}^\dagger \rangle \\
= \sum_{k,v,c} \phi_{\alpha,k}^c(q) (\phi_{\alpha,k}^c(q))^* \Delta \langle a_{k \rightarrow q,c}^\dagger a_{k,c}^\dagger \rangle.
\]  

(S19)

Within a correlation function, transposition of two fermionic operators yields a minus sign [25]. The time derivative of the carrier-carrier correlation in the Bloch picture can be evaluated by commutating with the Hamiltonian (S12). Since we are interested in the dynamics due to EEA, we retain only coupling terms to three-particle correlation functions (triplets). The other terms are discussed at length in Ref. [25]. This yields:

\[
i\hbar \frac{d}{dt} n_{\alpha,q} = \sum_{k',v',c'} \phi_{\alpha,k'}^{c'}(q) (\phi_{\alpha,k'}^{c'}(q))^* \Delta \langle a_{k \rightarrow q,c}^\dagger a_{k,c}^\dagger \rangle \\
= \sum_{k',v',c'} \phi_{\alpha,k'}^{c'}(q) (\phi_{\alpha,k'}^{c'}(q))^* \Delta \langle a_{k \rightarrow q,c}^\dagger a_{k,c}^\dagger \rangle.
\]  

(S20)

We keep all band indices 1, 2, 3 that allow for a pairing of conduction and valence band operators into two-particle operators, which yields three possible combinations for each of the terms in Eq. (S20). After re-introducing two-particle operators and using the orthonormality relations for wave functions, the 12 resulting terms can be rearranged as follows:

\[
i\hbar \frac{d}{dt} n_{\alpha,q} = \frac{1}{4} \sum_{l'} \sum_{\delta} \left\{ \begin{array}{c} V_{\alpha,\beta,\delta,\alpha,\beta,\delta,q_{l_1}} \Delta \langle X_{\alpha,q}^\dagger X_{\beta,q_{l_1}}, X_{\delta,q_{l_1}} \rangle \\
+ \sum_{\beta_1} \left( V_{\alpha,\beta,\delta,\alpha,\beta_1,\delta,q_{l_1}} - V_{\alpha,\beta,\delta_1,\alpha,\beta,q_{l_1}} \right) \left( \Delta \langle X_{\alpha,q_{l_1}} X_{\beta,q_{l_1}} X_{\delta,q_{l_1}} \rangle \right)^* \\
+ \sum_{\beta_1} \left( \left( V_{\alpha,\beta,\delta,\alpha,\beta_1,q_{l_1}} - V_{\alpha,\beta,\delta_1,\alpha,\beta,q_{l_1}} \right)^* \Delta \langle X_{\alpha,q_{l_1}}^\dagger X_{\beta,q_{l_1}} X_{\delta,q_{l_1}} \rangle \right)^* \right\},
\]  

(S21)

where we have introduced effective direct (D) and exchange (X) exciton-exciton interaction matrix elements \( V_{\alpha,\beta,\delta,\alpha,\beta,\delta,q_{l_1}} = V_{\alpha,\beta,\delta,q_{l_1}} - V_{\alpha,\beta,\delta_1,q_{l_1}} \) as defined in Eq. (S7), where \( V_{\beta_1} \) and \( V_{\beta_2} \) describe Auger-like scattering of electrons and holes, respectively.

Similar as for exciton populations, we use the Heisenberg equation to derive EOM for triplets:

\[
i\hbar \frac{d}{dt} \Delta \langle X_{\alpha,q_{l_1}}^\dagger X_{\beta,q_{l_2}} X_{\delta,q_{l_3}} \rangle \\
= \sum_{k_1,k_2} \sum_{\nu_1,\nu_2} \phi_{\alpha,k_1}^{\nu_1}(q_1) (\phi_{\beta,k_2}^{\nu_2}(q_2))^* (\phi_{\delta,k_1}^{\nu_1}(q_1))^* \langle X_{\alpha,q_{l_1}}^\dagger X_{\beta,q_{l_2}} X_{\delta,q_{l_3}} \rangle \\
= \sum_{k_1,k_2} \sum_{\nu_1,\nu_2} \phi_{\alpha,k_1}^{\nu_1}(q_1) (\phi_{\beta,k_2}^{\nu_2}(q_2))^* (\phi_{\delta,k_1}^{\nu_1}(q_1))^* \langle X_{\alpha,q_{l_1}}^\dagger X_{\beta,q_{l_2}} X_{\delta,q_{l_3}} \rangle \\
= \sum_{k_1,k_2} \sum_{\nu_1,\nu_2} \phi_{\alpha,k_1}^{\nu_1}(q_1) (\phi_{\beta,k_2}^{\nu_2}(q_2))^* (\phi_{\delta,k_1}^{\nu_1}(q_1))^* \langle X_{\alpha,q_{l_1}}^\dagger X_{\beta,q_{l_2}} X_{\delta,q_{l_3}} \rangle.
\]  

(S22)
The four-particle expectation values themselves can be represented by correlation functions according to the scheme

$$
\langle 4 \rangle = \langle 1 \rangle \langle 1 \rangle \langle 1 \rangle \langle 1 \rangle + \langle 1 \rangle \langle 1 \rangle \Delta \langle 2 \rangle + \Delta \langle 2 \rangle \Delta \langle 2 \rangle + \langle 1 \rangle \Delta \langle 3 \rangle + \Delta \langle 4 \rangle .
$$

(S24)

We discard four-particle correlations to truncate the hierarchy and obtain a closed set of equations. Moreover, we discard one-particle quantities $\Delta \langle a_{k,c}^\dagger a_{k,c} \rangle$ that are not band-diagonal as well as conduction-band populations $f_{k,c}^c = \Delta \langle a_{k,c}^\dagger a_{k,c} \rangle$, while we approximate valence-band populations by 1. By neglecting electron and hole populations, we assume that corrections due to the occupation of single-particle phase space by excitons is small. Among the doublets, we retain those which correspond to exciton populations of the states $|\alpha, \mathbf{q}_1\rangle$, $|\beta, \mathbf{q}_2\rangle$ or $|\delta, -\Gamma\rangle$. Only for these factorizations, it will be possible to introduce effective interaction matrix elements as in Eq. (S21). We therefore assume that all further factorizations are beyond exciton-exciton scattering, e.g., by mixing exciton states. After cancellation between factorizations of the four-particle expectation values and the time derivative of the factorizations of triplets, we obtain:
\[
\frac{i\hbar}{dt} \Delta \left< a^\dagger \mathbf{k} - \mathbf{q}_1, \mathbf{c} a^\dagger \mathbf{k}' \mathbf{v} a^\dagger \mathbf{a}^\dagger \mathbf{p} + \mathbf{c}^\dagger \mathbf{a}^\dagger \mathbf{q}_2, \mathbf{c} a^\dagger \mathbf{k}, \mathbf{v} \right>
= \left( \varepsilon^\prime_{\mathbf{k}} + \varepsilon^\prime_{\mathbf{k}'} - \varepsilon^\prime_{\mathbf{q}_1} + \varepsilon^\prime_{\mathbf{q}_2} + \varepsilon^\prime_{\mathbf{k}'} - \varepsilon^\prime_{\mathbf{k}} \right) \times \\
\Delta \left< a^\dagger \mathbf{k} - \mathbf{q}_1, \mathbf{c} a^\dagger \mathbf{k}' \mathbf{v} a^\dagger \mathbf{a}^\dagger \mathbf{p} + \mathbf{c}^\dagger \mathbf{a}^\dagger \mathbf{q}_2, \mathbf{c} a^\dagger \mathbf{k}, \mathbf{v} \right>
+ \frac{1}{\mathcal{A}} \sum_{\mathbf{p}\in\{1,2,3\}} \sum_{\mathbf{q}_1,\mathbf{q}_2,\mathbf{c}} V_{\mathbf{k}'} V_{\mathbf{k}} \Delta \left< a^\dagger \mathbf{k} - \mathbf{q}_1, \mathbf{c} a^\dagger \mathbf{k}' \mathbf{v} a^\dagger \mathbf{a}^\dagger \mathbf{p} + \mathbf{c}^\dagger \mathbf{a}^\dagger \mathbf{q}_2, \mathbf{c} a^\dagger \mathbf{k}, \mathbf{v} \right>
- \frac{1}{\mathcal{A}} \sum_{\mathbf{p}\in\{1,2,3\}} \sum_{\mathbf{q}_1,\mathbf{q}_2,\mathbf{c}} V_{\mathbf{k}'} \Delta \left< a^\dagger \mathbf{k} - \mathbf{q}_1, \mathbf{c} a^\dagger \mathbf{k}' \mathbf{v} a^\dagger \mathbf{a}^\dagger \mathbf{p} + \mathbf{c}^\dagger \mathbf{a}^\dagger \mathbf{q}_2, \mathbf{c} a^\dagger \mathbf{k}, \mathbf{v} \right>
+ \frac{1}{\mathcal{A}} \sum_{\mathbf{p}\in\{1,2,3\}} \sum_{\mathbf{q}_1,\mathbf{q}_2,\mathbf{c}} V_{\mathbf{k}'} \Delta \left< a^\dagger \mathbf{k} - \mathbf{q}_1, \mathbf{c} a^\dagger \mathbf{k}' \mathbf{v} a^\dagger \mathbf{a}^\dagger \mathbf{p} + \mathbf{c}^\dagger \mathbf{a}^\dagger \mathbf{q}_2, \mathbf{c} a^\dagger \mathbf{k}, \mathbf{v} \right>
\]

The above result is inserted into Eq. (S22). After re-introducing two-particle operators, using the orthonormality of wave functions as well as the Bethe-Salpeter equation (S14) and discarding all doubles that are not density-like, we arrive at:
\[i\hbar \frac{d}{dt} \Delta \left\langle X_{\alpha, q_1}^\dagger X_{\beta, q_2} X_{\delta, -\nu} \right\rangle = \left( E_{\beta, q_2} + E_{\delta, -\nu} - E_{\alpha, q_1} \right) \Delta \left\langle X_{\alpha, q_1}^\dagger X_{\beta, q_2} X_{\delta, -\nu} \right\rangle \]
\[+ \frac{1}{\mathcal{A}} \left\{ \left[ \hat{V}_{(1), X}^{(1), X} \right]_{\alpha, \beta, \delta, q_1, \nu} - \hat{V}_{(1), D}^{(1), D} \left[ n_{\beta, q_2} n_{\delta, -\nu} \right] + \hat{V}_{(2), X}^{(1), X} \left[ n_{\beta, q_2} n_{\delta, -\nu} \right] \right\} \left[ n_{\alpha, q_1} n_{\delta, -\nu} \right] \]
\[+ \left[ \hat{V}_{(1), X}^{(1), X} \right]_{\alpha, \beta, \delta, q_1, \nu} - \hat{V}_{(1), D}^{(1), D} \left[ n_{\beta, q_2} n_{\delta, -\nu} \right] - \hat{V}_{(2), X}^{(1), X} \left[ n_{\beta, q_2} n_{\delta, -\nu} \right] - \hat{V}_{(2), X}^{(1), X} \left[ n_{\beta, q_2} n_{\delta, -\nu} \right] \right\} \left[ n_{\alpha, q_1} n_{\delta, -\nu} \right] \]
\[+ \left[ \hat{V}_{(2), X}^{(1), X} \right]_{\alpha, \delta, \beta, -\nu, q_2} - \hat{V}_{(2), D}^{(1), D} \left[ n_{\alpha, q_1} n_{\beta, q_2} \right] - \hat{V}_{(2), X}^{(1), X} \left[ n_{\alpha, q_1} n_{\beta, q_2} \right] - \hat{V}_{(2), X}^{(1), X} \left[ n_{\alpha, q_1} n_{\beta, q_2} \right] \]
\[+ \left[ \hat{V}_{(2), X}^{(1), X} \right]_{\alpha, \delta, \beta, -\nu, q_2} - \hat{V}_{(2), D}^{(1), D} \left[ n_{\alpha, q_1} n_{\beta, q_2} \right] - \hat{V}_{(2), X}^{(1), X} \left[ n_{\alpha, q_1} n_{\beta, q_2} \right] - \hat{V}_{(2), X}^{(1), X} \left[ n_{\alpha, q_1} n_{\beta, q_2} \right] \]}
\[\text{result:}\]
\[\frac{d}{dt} n_{\alpha, q} = \frac{1}{\mathcal{A}^2} \sum_{\beta, \delta} \frac{2}{1} \mathcal{R} \mathbf{\text{Im}}\left\{ \right\}
\[\left( \sum_{\beta, \delta} V_{q_1 - 1}^{D, \alpha, \beta, \delta} \right) \frac{E_{\alpha, q} - E_{\beta, q - 1} - E_{\delta, -1} - i\Gamma}{E_{\alpha, q} - E_{\beta, q - 1} - E_{\delta, -1} - i\Gamma} \times \]
\[\left\{ \left( V_{q_{1} - 1}^{D, \alpha, \beta, \delta} - V_{X, \alpha, \beta, \delta} \right)^* \left( n_{\beta, q - 1} n_{\delta, -1} - n_{\alpha, q} \left( n_{\delta, -1} + 1 \right) \right) \right\}
\[+ \left( V_{q_{1} - q + 1}^{D, \alpha, \beta, \delta} - V_{X, \alpha, \beta, \delta} \right)^* \left( n_{\beta, q - 1} n_{\delta, -1} - n_{\alpha, q} \left( n_{\delta, -1} + 1 \right) \right) \}
\[- \sum_{\beta, \delta} V_{q_{1} + q - 1}^{D, \alpha, \beta, \delta} \times \frac{1}{E_{\alpha, q} - E_{\beta, q + 1} - E_{\delta, -1} - i\Gamma} \times \]
\[\left\{ \left( V_{q_{1} + q - 1}^{D, \alpha, \beta, \delta} - V_{X, \alpha, \beta, \delta} \right)^* \left( n_{\beta, q_{1} + q - 1} n_{\delta, -1} - n_{\alpha, q} \left( n_{\delta, -1} + 1 \right) \right) \right\}
\[+ \left( V_{q_{1} + q - 1}^{D, \alpha, \beta, \delta} - V_{X, \alpha, \beta, \delta} \right)^* \left( n_{\beta, q_{1} + q - 1} n_{\delta, -1} - n_{\alpha, q} \left( n_{\delta, -1} + 1 \right) \right) \}
\[- \sum_{\beta, \delta} V_{q_{1} + q - 1}^{D, \alpha, \beta, \delta} \times \frac{1}{E_{\alpha, q} - E_{\beta, q + 1} - E_{\delta, -1} - i\Gamma} \times \]
\[\left\{ \left( V_{q_{1} + q - 1}^{D, \alpha, \beta, \delta} - V_{X, \alpha, \beta, \delta} \right)^* \left( n_{\beta, q_{1} + q - 1} n_{\delta, -1} - n_{\alpha, q} \left( n_{\delta, -1} + 1 \right) \right) \right\}
\[+ \left( V_{q_{1} + q - 1}^{D, \alpha, \beta, \delta} - V_{X, \alpha, \beta, \delta} \right)^* \left( n_{\beta, q_{1} + q - 1} n_{\delta, -1} - n_{\alpha, q} \left( n_{\delta, -1} + 1 \right) \right) \} \right\} \]}
\[\Delta \left\langle X_{\alpha, q_1}^\dagger X_{\beta, q_2} X_{\delta, -\nu} \right\rangle (t) \approx \frac{-K_{\alpha, \beta, \delta, q_1, q_2, -\nu}(t)}{E_{\beta, q_2} + E_{\delta, -\nu} - E_{\alpha, q_1} - i\Gamma} \]
\[\text{(S26)}\]

Note that by focussing on terms that contain exciton populations, the Coulomb matrix elements are automatically forced to Auger-like band index combinations containing one inter-gap scattering process. This means that on the triplet level, the only Coulomb interaction processes between exciton densities are of EEA type. Any scattering processes that conserve the number of excitons would involve terms that are of third order in the exciton density, which require the factorization of six-particle expectation values and therefore appear on a higher level of cluster expansion.

We eliminate the triplets by adding a phenomenological damping \( \Gamma \) to the oscillating terms and applying the Markov approximation \[\text{(S25)}\], which yields algebraic expressions:

\[\Delta \left\langle X_{\alpha, q_1}^\dagger X_{\beta, q_2} X_{\delta, -\nu} \right\rangle (t) \approx \frac{-K_{\alpha, \beta, \delta, q_1, q_2, -\nu}(t)}{E_{\beta, q_2} + E_{\delta, -\nu} - E_{\alpha, q_1} - i\Gamma} \]
\[\text{(S27)}\]

where \( K(t) \) denotes the inhomogeneity on the RHS of Eq. \[\text{(S26)}\]. The triplets in Markov approximation are inserted into Eq. \[\text{(S21)}\]. After combining the terms and using the relation \( \text{Im} z^* = -\text{Im} z \), we arrive at the final result:

There are three scattering channels for the exciton in state \([\alpha, q] \) corresponding to the different roles that the exciton can play in an EEA process, see Fig. \[\text{S4}\]. Each channel contains a sum of two terms corresponding to the exchange of a whole exciton, e.g. states \([\beta, q - 1] \) and \([\delta, 1] \) for the first channel, due to the bosonic symmetry of triplets. The bosonic symmetry is combined with fermionic symmetries corresponding to the exchange of an electron or hole between two excitons, which becomes visible in the Bloch state representation of triplets, e.g. in Eq. \[\text{(S25)}\]. Note that the interpretation of terms is complicated by these quantum symmetries, since particles can change roles in the scattering process. In particular, the EOM do not have the form of a Boltzmann equa-
FIG. S4. Different roles of exciton state $|\alpha, \mathbf{q}\rangle$ in EEA process. (a): As high-energy target state. (b): As 1s-exciton state that takes up the excess energy and momentum from the annihilated exciton. (c) As the annihilated 1s-exciton.

C. Bosonic EEA theory

In the following, we set up an excitonic Hamiltonian to investigate if EEA can be understood in an effective bosonic picture. The Hamiltonian that describes the process sketched in Fig. S3 is:

$$H = \sum_{\alpha,\beta,\mathbf{q},\mathbf{k}} \left( V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}} X^{\dagger}_{\delta,-1} X^{\dagger}_{\beta,\mathbf{q}+1} X_{\alpha,\mathbf{q}} + (V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}})^* X_{\alpha,\mathbf{q}}^* X_{\beta,\mathbf{q}+1}^* X^{\dagger}_{\delta,-1} \right),$$  \hspace{1cm} (S29)

with effective exciton-exciton interaction matrix elements $V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}}$ and bosonic operators that fulfill $[X_{\alpha,\mathbf{q}}, X^{\dagger}_{\beta,\mathbf{q}'}] = \delta_{\alpha,\beta} \delta_{\mathbf{q},\mathbf{q}'}$. As in the previous section, we use the cluster expansion technique to obtain a closed set of dynamical equations. First, we derive EOM for triplets (without the trivial oscillating part), where we discard all factorizations that contain non-density-like correlation functions:

$$i\hbar \frac{d}{dt} \langle \alpha, \mathbf{q} \mid X^{\dagger}_{\delta,-1} X^{\dagger}_{\beta,\mathbf{q}+1} X_{\alpha,\mathbf{q}} \rangle_{\text{EEA}} = \left( V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}} + V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}'} \right) \times \left\{ n_{\alpha,\mathbf{q}}, n_{\beta,\mathbf{q}} - n_{\alpha,\mathbf{q}}, n_{\beta,\mathbf{q}',1}, 1 + n_{\beta,\mathbf{q}'} \right\} = \left( V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}} + V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}'} \right) \times \left\{ n_{\alpha,\mathbf{q}}, (1 + n_{\beta,\mathbf{q}}), 1 + n_{\beta,\mathbf{q},1}, n_{\beta,\mathbf{q},1}, n_{\alpha,\mathbf{q}} \right\}.$$  \hspace{1cm} (S30)

For the exciton densities we obtain:

$$\frac{d}{dt} n_{\alpha,\mathbf{q}} = \sum_{\beta,\delta,l} \frac{2}{\hbar} \text{Im} \left\{ \left( V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}} \right)^* \Delta \langle X^{\dagger}_{\beta,\mathbf{q}+1} X_{\alpha,\mathbf{q}} \rangle_{\text{EEA}} \right\} \times \left( V^{\beta,\alpha,\delta}_{\mathbf{q}+1,-1} + V^{\beta,\alpha,\delta}_{\mathbf{q}+1,-1} \right) \left( \Delta \langle X_{\beta,\mathbf{q}+1} X_{\alpha,\mathbf{q}} \rangle_{\text{EEA}} \right)^* \}.$$  \hspace{1cm} (S31)

Inserting the triplets in Markov approximation yields:

$$\frac{d}{dt} n_{\alpha,\mathbf{q}} = \sum_{\beta,\delta,l} \frac{2}{\hbar} \text{Im} \left\{ \left( V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}} \right)^* \Delta \langle X^{\dagger}_{\beta,\mathbf{q}+1} X_{\alpha,\mathbf{q}} \rangle_{\text{EEA}} \right\} \times \left( V^{\beta,\alpha,\delta}_{\mathbf{q}+1,-1} \right) \left( \Delta \langle X_{\beta,\mathbf{q}+1} X_{\alpha,\mathbf{q}} \rangle_{\text{EEA}} \right)^* \}.$$  \hspace{1cm} (S32)

The scattering integrals on the RHS have to be compared to those in Eq. 1, derived from the fundamental electron-electron interaction Hamiltonian. Both equations exhibit three main scattering channels, with two terms for each channel reflecting the indistinguishability of the scattering excitons. In Eq. (S32), the two terms are given by sums over matrix elements such as $V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}} + V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}'}$. Unlike the fully microscopic EOM, the bosonic EOM have the form of a Boltzmann equation in the sense that population factors $n$ and $1 + n$ can be clearly assigned to scattering out of an exciton state and scattering into an exciton state, respectively. The assignment of in- and out-scattering is consistent with the (approximate) energy conservation as well as the exciton-exciton interaction matrix elements, where $V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}}$ belongs to scattering between $|\alpha, \mathbf{q}\rangle$ and $|\beta, \mathbf{q}+1\rangle$, $|\delta, -1\rangle$. The key difference is that the purely bosonic theory can not account for the exchange of a single electron or hole between two excitons (reflected by a change from $V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}}$ to $-V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}}$), but only of an exciton as a whole $(V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}} \to V^{\alpha,\beta,\delta}_{\mathbf{q},\mathbf{k}+1})$. To clarify this, we compare the EOM for triplets as derived from the two Hamiltonians term by term.
While in the purely bosonic picture, terms can be collected such that Boltzmann-like population factors emerge, this is not possible in the full theory due to the exchange matrix elements. The possible exchange of fermionic constituents of excitons is what inhibits the fully microscopic EOM to be cast into the form of a Boltzmann equation with effective exciton-exciton interaction matrix elements. This is consistent with the more general discussion by M. Combescot et al. that it is not possible to formulate a closed expression for an effective exciton-exciton interaction potential. We finally compare the two pictures in the limiting case where the exciton distribution is close to equilibrium due to fast relaxation processes. Focussing on the EOM of 1s-exciton populations and neglecting the populations of high-energy states, we find:

\[
\begin{align*}
    &i\hbar \frac{d}{dt} \Delta \left( X_{\alpha,\mathbf{q}1} X_{\beta,\mathbf{q}2} X_{\delta,-1} \right)_{\text{bosonic}} \\
    &= V_{\alpha,\beta}^{\mathbf{q}1,1} \left\{ n_{\alpha,\mathbf{q}1} n_{\delta,-1} - n_{\beta,\mathbf{q}2} n_{\delta,-1} + n_{\alpha,\mathbf{q}1} n_{\beta,\mathbf{q}2} \right\} \\
    &+ \left( V_{\alpha,\beta}^{\mathbf{q}1,2} - V_{\alpha,\beta}^{\mathbf{q}1,1} \right) n_{\alpha,\mathbf{q}1} n_{\delta,-1} - n_{\beta,\mathbf{q}2} n_{\delta,-1} + n_{\alpha,\mathbf{q}1} n_{\beta,\mathbf{q}2} \\
    &+ \left( V_{\alpha,\beta}^{\mathbf{q}1,-2} - V_{\alpha,\beta}^{\mathbf{q}1,1} \right) n_{\alpha,\mathbf{q}1} n_{\delta,-1} - n_{\beta,\mathbf{q}2} n_{\delta,-1} + n_{\alpha,\mathbf{q}1} n_{\beta,\mathbf{q}2} \\
    &+ \left( V_{\alpha,\beta}^{\mathbf{q}1,-2} - V_{\alpha,\beta}^{\mathbf{q}1,1} \right) n_{\alpha,\mathbf{q}1} + V_{\alpha,\beta}^{\mathbf{q}1,-2} n_{\alpha,\mathbf{q}1} n_{\beta,\mathbf{q}2} \\
    &+ \left( V_{\alpha,\beta}^{\mathbf{q}1,-2} - V_{\alpha,\beta}^{\mathbf{q}1,1} \right) n_{\alpha,\mathbf{q}1} n_{\beta,\mathbf{q}2}.
\end{align*}
\]

(S33)

While the effective bosonic picture allows to identify the modulus square of an exciton-exciton interaction matrix element that obeys bosonic symmetry, this is still not possible in the full microscopic theory. An equivalence between the full theory and the bosonic theory can only be obtained when the exchange of whole excitons is neglected, which amounts to discarding the Coulomb matrix elements \( V_{\mathbf{q}+1,-\mathbf{q}} \) in Eqs. (S34) and (S35). Then the effective bosonic interaction matrix element can be identified as \( V_{\mathbf{q}+1,-\mathbf{q}} \), which means that fermionic exchange can still be included in this case. In Fig. S5 we demonstrate the quantitative effect of this approximation. First of all, when reducing the full theory to the close-to-equilibrium case, the EEA coefficient decreases from \( 0.21 \times 10^{-3} \text{ cm}^2 \text{s}^{-1} \) to \( 0.18 \times 10^{-3} \text{ cm}^2 \text{s}^{-1} \). Neglecting the exchange of full excitons leads to an increase of the coefficient to \( 0.40 \times 10^{-3} \text{ cm}^2 \text{s}^{-1} \). The coefficient is reduced again to \( 0.16 \times 10^{-3} \text{ cm}^2 \text{s}^{-1} \) in the absence of all exchange processes, which means that EEA is even slower than in the full theory. We conclude that an effective bosonic theory that includes fermionic exchange effects overestimates EEA efficiency in encapsulated MoS\(_2\) by a factor 2. This is partly remedied by neglecting fermionic exchange as well due to a compen-

![Figure S5](image-url)
sation between the different exchange effects.

D. Brillouin zone sampling and convergence

The numerical simulation of EEA involves several steps: the diagonalization of the BSE (2) to obtain two-particle energies and wave functions, the calculation of exciton-exciton interaction matrix elements (5) and the propagation of the EOM for exciton populations (4) and (7). To this end, an appropriate sampling of the Brillouin zone has to be applied, where the number of grid points is constrained by the high-dimensionality of the problem. As explained in the manuscript, we focus on Bloch states in the K-valley, using a Monkhorst-Pack grid to sample the Brillouin zone in a circle with radius $k_{\text{max}}$ around the K-point. Most results are based on a $36 \times 36 \times 1$-grid and $k_{\text{max}} = 4 \text{ nm}^{-1}$, propagating the EOM until $t_{\text{max}} = 20 \text{ ps}$ to extract EEA coefficients $k_{\text{EEA}}$ via the analytic fit formula

$$n_X(t) = n_{X,0}(1 + n_{X,0} k_{\text{EEA}} t)^{-1}.$$  

One exception is the time dependence of the total exciton density $n_X(t)$ shown in Fig. 2(b) for illustrative purposes. Here, we used a $24 \times 24 \times 1$-grid and $k_{\text{max}} = 3 \text{ nm}^{-1}$ to reduce the numerical effort for propagating the EOM until $t_{\text{max}} = 500 \text{ ps}$.

The convergence of results with respect to Brillouin zone sampling is shown in Fig. S6 for hBN-encapsulated MoS$_2$ at $T = 300 \text{ K}$. The convergence with respect to $k_{\text{max}}$ is slow, but can be well extrapolated by analytic fitting curves with exponential asymptotics. Note that the distance between K and K’ is 13.3 nm$^{-1}$ for the given lattice constant. We find that results are almost converged with respect to k-point density for a $36 \times 36 \times 1$-grid. From the analysis of asymptotics, we estimate a converged value $k_{\text{EEA}} = 2.8 \times 10^{-3} \text{ cm}^2\text{s}^{-1}$, which is about 35% larger than the value obtained with our standard grid.

E. Influence of 1s-exciton energy

The dependence of the EEA coefficient on the ground-state exciton energy $E_{1s,\text{bright}}$ is shown in Fig. S7. In the manuscript, $E_{1s,\text{bright}} = 1900 \text{ meV}$ is used. An increase (decrease) of $E_{1s,\text{bright}}$ corresponds to an increase (decrease) of the average energy of high-energy target states for the EEA process, see Fig. 2(a) and (c). As a trend, we find that EEA becomes more efficient for smaller $E_{1s,\text{bright}}$. Since in this situation the target states move to lower energies, it is equivalent to a hypothetical movement of the third conduction band upwards relative to the first conduction band, which could be due to uncertainties in the underlying first-principle calculation.

F. Influence of phenomenological damping

We compare the time evolution of the total exciton density $n_X$ for the phenomenological damping used in the manuscript ($\Gamma = 50 \text{ meV}$) with a calculation using $\Gamma = 25 \text{ meV}$ in Fig. S8. The Brillouin zone is sampled with our standard k-mesh. We find a weak dependence on $\Gamma$ in the range of several percent.
FIG. S8. Time dependence of the total exciton density $n_X$ in hBN-encapsulated MoS$_2$ at $T = 300$ K for two different phenomenological damping constants $\Gamma$, see Eq. (4) in the manuscript. The EEA coefficients according to Eq. (8) are $k_{EEA} = 2.07 \times 10^{-3}$ cm$^2$s$^{-1}$ for $\Gamma = 50$ meV and $k_{EEA} = 2.11 \times 10^{-3}$ cm$^2$s$^{-1}$ for $\Gamma = 25$ meV.