Formation of bound states and BCS-BEC crossover near a flat band: the sawtooth lattice
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We investigate pairing and superconductivity in the attractive Hubbard model on the one-dimensional sawtooth lattice. This is a periodic lattice with two sites per unit cell, which exhibits a flat band (FB) by fine-tuning the hopping rates. We first discuss the formation of pairs in vacuum, showing that there is a broad region of hopping rates values around the FB point, for which both the binding energy and the effective mass of the bound state are strongly affected even by weak interactions. Based on the DMRG method, we then address the ground-state properties of a system with equal spin populations as a function of the interaction strength and the hopping rates. We compare our results with those available for a linear chain, where the model is integrable by Bethe ansatz, and show that the multiband nature of the system substantially modifies the physics of the BCS-BEC crossover. The chemical potential of a system near the FB point remains always close to its zero-density limit predicted by the two-body physics. In contrast, the pairing gap exhibits a remarkably strong density dependence and, differently from the binding energy, it is no longer peaked at the FB point. We show that these results can be interpreted in terms of polarization screening effects, due to an anomalous attraction between pairs in the medium and single fermions. In particular, we find that three-body bound states (trimers) are allowed in the sawtooth lattice, in sharp contrast with the linear chain geometry.

I. INTRODUCTION

During the last ten years there has been a growing interest on FB lattices [1]. These are periodic systems, described by tight binding models, in which one or more dispersion relations is flat or almost flat. The corresponding eigenstates are localized on few lattice sites due to destructive quantum interference. The absence of kinetic energy together with the inherent macroscopic degeneracy of the flat-band make FB systems ideal candidates to enhance interaction effects. For instance they provide a viable route to enhance the superconducting transition temperature [2–5], generate fractional quantum Hall states at room temperature [6], and produce many other intriguing quantum effects.

Lattice models containing a flat band have been realized experimentally with optical lattices for ultracold atoms [7–9], photonic lattices [10, 11], semiconductor microcavities [12] and artificial electronic lattices [13–15]. The recent discovery [16] of unconventional superconductivity and strongly correlated phases in bilayer graphene twisted at a magic angle, causing the emergence of flat bands in the electronic structure, has further boosted the theoretical and experimental research on FB sistem.

The physics of two-body bound states in the presence of a flat band has been recently explored theoretically in different contexts, including topological matter [17–20] and the link between the inverse effective mass of the bound state and the quantum metric of the single-particle states [21–23]. This second direction is related to the more general question of understanding how transport and superconductivity can occur in system with quenched kinetic energy [24–32]. Transport in many-body bosonic flat-band systems has also been explored, see for instance [33–36].

In this work we combine the solution of the two-body problem with exact density matrix renormalization group (DMRG) calculations to study, in a unified framework, the influence of the multi-band structure and the vicinity to the flat band on pairing phenomena, going from the formation of molecules in vacuum to superconductivity in many-body fermionic systems. Our investigation is based on the one-dimensional (1D) sawtooth lattice, also known as triangular or Tasaki lattice. The sawtooth lattice is shown in Fig. 1 (a) and is described by two tunneling rates, $t$ and $t'$. For $t = 0$ the lattice reduces to the linear chain, with the usual single-band dispersion, while for $t = t'/\sqrt{2}$ (FB point) the lower energy Bloch band becomes flat. In this work we study the ground state properties of the attractive Fermi Hubbard model in the sawtooth lattice for the general multiband case, paying special attention to the FB point, and compare our results with those available for $t = 0$, where the model is integrable by Bethe ansatz. By increasing the fermion-fermion attraction, the Fermi gas progressively transforms into a bosonic gas of diatomic molecules. The evolution from a Bardeen–Cooper–Schrieffer (BCS) state to a Bose-Einstein Condensate (BEC), commonly referred to as the BCS-BEC crossover, has been investigated both theoretically and experimentally in single-band dispersive systems, going from superconductors [37] to atomic Fermi gases [38]. Recent theoretical works [39–41] have generalized the theory to two-band continuous models describing superfluid Fermi gases near an orbital Feshbach resonance, and a significant increase of the critical temperature $T_c$ has been predicted when the lower band
becomes shallow \cite{42,43}.

Superconductivity in the sawtooth lattice at the FB point has been recently explored numerically in Ref.\cite{29}, with a focus on the superfluid weight $D_s$. The authors introduced a modified multiband BCS theory with sublattice-dependent order parameters to account for the different connectivity of the A and B sites in Fig. 1 (a). The mean field theory was shown to compare well with exact DMRG calculations. Here we focus on the behavior of the (superfluid) pairing gap and of the chemical potential as a function of the interaction strength $U < 0$ and the tunneling rates. We show that, near the FB point, the chemical potential remains always closed to its zero-density limit, even in the weakly interacting regime. In contrast, the superfluid pairing gap is strongly depleted at finite density and its peak is shifted with respect to the FB point. We explain this surprising effect by studying the change in the ground state energy of the system upon adding an extra fermion. Differently from the linear chain case, the energy of the excitation falls below the bottom of the lower band, indicating that tightly-bound bound states, both at the FB point and for generic tunneling rates. We show that, near the FB point, the number of unit cells, while $t/t'_s = 1/\sqrt{2}$ (b), $t/t'_s = 1/\sqrt{2}$ (c), corresponding to the flat-band point, and $t/t'_s = 1$ (d). In this work we fix the energy scale by setting $t'_s = 1$.

The article is organized as follows. In Sec. II we review the single-particle properties of the sawtooth lattice and present the formalism used to solve the two-body problem in a multiband lattice. In Sec. III we show our results for the binding and the effective mass of the two-body bound states, both at the FB point and for generic tunneling rates. In Sec. IV we present our DMRG results for the BCS-BEC crossover and the appearance of trimer states. Finally in Sec. V we present our conclusions.

II. THEORETICAL APPROACH

A. Single-particle properties

We recall here the single-particle properties of the 1D sawtooth lattice, shown in Fig. 1 (a). Its unit cell contains two sites, called A and B. Particles can hop between two B sites with hopping rate $t$, while tunneling between A and B sites occurs at a rate $t'_s$. The tight-binding Hamiltonian is given by

$$H_{sp} = \sum_i t |iB\rangle \langle i+1B| + h.c. + t'_s |iA\rangle \langle iB| + (i+1B) + h.c.,$$

with $|iA/B\rangle$ denoting the local (site) basis. The dispersion relations of the two bands associated to the Hamiltonian (1) are given by

$$\varepsilon_{\pm}(q) = t \cos q \pm \sqrt{t^2 \cos^2 q + 2t'^2(1 + \cos q)},$$

where $q$ is the wave-vector of the Bloch state and we have set to one the distance between two adjacent B sites. In Fig. 1 (panels b-d) we show how the shapes of the two bands evolve as the tunneling ratio $t/t'_s$ is changed. While the higher band is always concave down at $q = 0$, the bottom $q = q_B$ of the lower band changes from $q_B = 0$, for $t/t'_s < 1/\sqrt{2}$ (b), to $q_B = \pi$ for $t/t'_s > 1/\sqrt{2}$ (d). Exactly at $t/t'_s = 1/\sqrt{2}$, the lower band becomes flat, $\varepsilon_{-}(q) = -\sqrt{t}$ (c). The amplitudes of the Bloch states at site $j$ associated to the energy bands $\varepsilon_{\nu}(q)$ can be conveniently written as $\Psi_{\nu,j} = \varepsilon_{\nu}/\sqrt{L} \left(\alpha_{\nu} \beta_{\nu}\right)$, where $L$ is the number of unit cells, while $\alpha_{\nu}, \beta_{\nu}$ satisfy

$$\alpha_{\nu} = t'_s(1 + e^{-iq}) / \varepsilon_{\nu}(q) \beta_{\nu} ,$$

(3)
together with the normalization condition $|\alpha_{\nu}|^2 + |\beta_{\nu}|^2 = 1$. Since $\varepsilon_{\nu}(-q) = \varepsilon_{\nu}(q)$, we are free to choose $\beta_{\nu}$ real and satisfying $\beta_{-\nu} = \beta_{\nu}$. From Eq. (3) we then find that $\alpha_{-\nu} = \alpha_{\nu}^*$, where the star indicates the complex conjugate.

B. Two-body problem

We now consider two particles hopping on the sawtooth lattice and coupled by contact interactions. The two-body Hamiltonian is given by $H = H_0 + U$, where $H_0 = H_{sp} \otimes 1 + 1 \otimes H_{sp}$ is the noninteracting Hamiltonian and $U = U(\hat{P}^A + \hat{P}^B)$ accounts for contact interactions between the two particles. Here $\hat{P}^x = \sum_i \hat{P}^x_i$ is the noninteracting Hamiltonian and $U = U(\hat{P}^A + \hat{P}^B)$ accounts for contact interactions between the two particles. Here $\hat{P}^x = \sum_i \hat{P}^x_i$
\( \sum_{m^\sigma} |m^\sigma m^\sigma\rangle \langle m^\sigma m^\sigma| \) are the pair projector operators over the doubly occupied sites of the \( \sigma = A, B \) sublattices. The properties of two-body bound states can be obtained by mapping the stationary Schrödinger equation into an effective single-particle model for the center-of-mass motion of the pair, as done in Refs. [44, 45] for continuous and lattice models, respectively. If the external potential is periodic, the momentum \( Q \) of the pair is conserved and the problem further reduces to finding the eigenvalues of a \( N_b \times N_b \) matrix, where \( N_b \) is the number of basis sites per unit cell, as we shall see below for \( N_b = 2 \). The same equation has been recently obtained by Iskin in Ref. [22] by using a different (variational) approach. Scattering states in flat bands have instead been discussed in [46], but can also be obtained by adapting the formalism below, as done in Ref.[47].

We start by writing the two-body Schrödinger equation as \( (E - \hat{H}_0)|\psi\rangle = \hat{U}|\psi\rangle \), where \( E \) is the total energy of the pair. Substituting it into the Schrodinger equation and bringing the operator \( \hat{U} \) as \( (\hat{A}) \) into the Schrodinger equation.

\[
\frac{1}{\hat{U}}|\psi\rangle = (E - \hat{H}_0)^{-1}\hat{A}|\psi\rangle + (E - \hat{H}_0)^{-1}\hat{B}|\psi\rangle. 
\tag{4}
\]

Next, by projecting the wave-function (4) on the doubly occupied states \( |n^\sigma m^\sigma\rangle \), we obtain a close equation for the corresponding amplitudes \( f(n) = \frac{\langle n^\sigma m^\sigma|\psi\rangle}{\langle n^\sigma n^\sigma|\psi\rangle} \) as

\[
f(n)\frac{1}{\hat{U}} = \sum_m K(n, m)f(m),
\tag{5}
\]

where, for given values of \( n \) and \( m \), \( K(n, m) \) is a 2 \times 2 matrix depending parametrically on the energy and whose entries are given by \( K^{\sigma\sigma}(n, m) = \langle n^\sigma n^\sigma|(E - \hat{H}_0)^{-1}|m^\sigma m^\sigma\rangle \). The latter can be conveniently expressed in terms of the components of the single-particle Bloch wave-functions \( \Psi_{q\lambda}(j) \), so that Eq.(5) takes the form

\[
f(n)\frac{1}{\hat{U}} = \frac{1}{L^2} \sum_{m, q, p, \nu, \nu'} \frac{e^{i(q+p)(n-m)}}{E - \varepsilon_\nu(q) - \varepsilon_{\nu'}(p)} M_{\nu \nu'}(q, p) f(m),
\tag{6}
\]

where

\[
M_{\nu \nu'}(q, p) = \langle \alpha_{q\nu} \beta_{q\nu'} | \alpha_{p\nu} \beta_{p\nu'} \rangle \langle \beta_{q\nu} \alpha_{p\nu'} | \alpha_{q\nu} \beta_{q\nu'} \beta_{p\nu'} \rangle. \tag{7}
\]

One can easily see that the eigenstates of Eq.(6) are plane waves \( f(n) = \frac{e^{i\alpha_n}}{\sqrt{\lambda_n}} f_Q \), with \( Q \) being the center-of-mass momentum of the pair. By substituting it into Eq.(6) and taking the continuum limit, we end up with the eigenvalue problem

\[
f_Q \frac{1}{\hat{U}} = R f_Q, \tag{8}
\]

where \( R = R(E, Q) \) is a 2 \times 2 matrix defined as

\[
R = \sum_{\nu, \nu'} \frac{d\theta}{2\pi} M_{\nu \nu'}(q, Q - q).
\tag{9}
\]

The two eigenvalues of the matrix \( R \) are given by

\[
\lambda_{\pm} = \frac{R_{11} + R_{22}}{2} \pm \frac{1}{2} \sqrt{(R_{11} - R_{22})^2 + 4|R_{12}|^2}. \tag{10}
\]

For a given interaction strength \( U \) and quasi-momentum \( Q \), the energy levels of bound states are obtained by looking for solution of \( \lambda_{\pm}(E, Q) = 1/U \), the energy \( E \) taking values outside the noninteracting two-body energy spectrum. In the following we fix the energy scale by setting \( t' = 1 \) and restrict to attractively bound states, corresponding to \( U < 0 \).

**III. TWO-BODY RESULTS**

**A. Bound states at FB point**

We present our results for the two-body bound states for the special case \( t' = 1/\sqrt{2} \), where the lower Bloch band becomes flat, see Fig. 1 (c). We will be interested in the solutions of Eq.(8) with energy \( E < E_{\text{ref}} \), where \( E_{\text{ref}} = 2\varepsilon_{-}(q_B) = -2\sqrt{2} \) is the ground state energy of the two-body system in the absence of interactions. These states are often referred to as doublons, since for large \( |U| \) the two particles sit at the same site and form a tightly bound molecule with energy \( E \sim U \).

The integration over momentum in Eq.(9) will be generally performed numerically. Analytical integration is also possible via residue techniques, although the calculation can become difficult for arbitrary combinations of the parameters \( E \) and \( Q \). As an example, we provide here the exact expression for the matrix \( R \) valid for zero center-of-mass momentum and \( E < E_{\text{ref}} \). To this end, we substitute in Eq.(7) the amplitudes of the Bloch wavefunctions obtained from Eq.(3):

\[
\alpha_{q-} = -\frac{1 + e^{-i q}}{\sqrt{2(1 + \cos q)}}, \quad \beta_{q-} = \frac{1}{\sqrt{2(1 + \cos q)}},
\tag{11}
\]

\[
\alpha_{q+} = \frac{1 + e^{-i q}}{\sqrt{2(1 + \cos q)(1 + \cos q)}}, \quad \beta_{q+} = \sqrt{\frac{1 + \cos q}{2(1 + \cos q)}},
\]

and the corresponding dispersion relations of the two bands, with \( \varepsilon_{+}(q) = \sqrt{2(1 + \cos q)} \). For \( Q = 0 \) the integration over momentum is performed by introducing the complex variable \( z = e^{i q} \), so that the integrating function takes the form of a ratio \( t(z)/y(z) \) of two analytical functions. We then calculate the integral via the Cauchy’s residue theorem of complex analysis, after identifying the poles inside the circle \(|z| = 1\). This gives
We substitute Eq. (12) in Eq. (10) and obtain the energy of the bound state by solving \( U = 1/\lambda_+ \) (the eigenvalue \( \lambda_+ \) yields the energy of the first excited bound state). We then extract the binding energy \( E_b \) from the relation \( E = -E_b + E_{\text{ref}} \), so that \( E_b > 0 \) if the state is bound. In Fig. 2 we plot our results for the binding energy as a function of the modulus of the interaction strength (blue solid curve). For weak interactions, the binding energy behaves approximately linearly in \( |U| \) and vanishes as \( U \) goes to zero, implying that \( E = -2\sqrt{2} \). Therefore, for small \( U \) the main contribution to the integral in the rhs of Eq. (9) comes from the contribution \( \nu = \nu' = - \), leading to a pole in the matrix elements of \( R \) at the same energy, while in all the other contributions \( E \) can be safely replaced by \( E_{\text{ref}} \). From Eq. (12) we then find \( U \simeq c_1(E + 2\sqrt{2}) + c_2(E + 2\sqrt{2})^2 \), where \( c_1 = 1.94189 \) and \( c_2 = 0.36479 \). Hence the weak coupling expansion of the binding energy is given by

\[
E_b \simeq -\frac{U}{c_1} + \frac{c_2}{c_1^2} U^2, \tag{13}
\]

as shown in Fig. 2 by the dot-dashed curve. Notice that the linear in \( U \) dependence of the binding energy, also reported in \[21\], is a direct consequence of the localized nature of the single particle states forming the molecule. Indeed, the same behavior was also observed \[45\] for two interacting particles in the presence of a quasi-periodic lattice, once single-particle localization sets in. The effective mass \( m_p^* \) of the bound state is defined through \( 1/m_p^* = E''(0) \), where \( E(Q) \) is the dispersion relation of the bound state. In Fig. 3 we plot the effective mass of the pair as a function of the interaction strength (solid blue line). In order to derive the corresponding weak coupling expansion for the pair effective mass, we need to calculate the matrix \( R \) for a small but finite momentum \( Q \). To do so, in Eq. (9) we perform a quadratic expansion in \( Q \) for the non singular contributions and replace therein the energy \( E \) by \( -2\sqrt{2} \). The integration can then be done analytically yielding the following approximate expressions for the matrix elements:

\[
R_{11} \simeq \frac{(\sqrt{3} - 2)(7 - \cos Q) + 4}{(7 - \cos Q)\sqrt{3}(E + 2\sqrt{2})} - \frac{1008 + 187Q^2}{1728\sqrt{6}}
\]

\[
R_{12} \simeq \frac{2e^{-iQ/2}\cos(Q/2)}{(7 - \cos Q)\sqrt{3}(E + 2\sqrt{2})} + \frac{432 - Q(185Q + i216)}{1728\sqrt{6}}
\]

\[
R_{22} \simeq \frac{4}{(7 - \cos Q)\sqrt{3}(E + 2\sqrt{2})} - \frac{5(144 + 11Q^2)}{1728\sqrt{6}}. \tag{14}
\]

We then substitute the rhs of Eqs (14) in Eq. (10) and expand \( 1/\lambda_- = U \) up to the second order in \( E + 2\sqrt{2} \). We obtain \( U \simeq f_1(Q)(E + 2\sqrt{2}) + f_2(Q)(E + 2\sqrt{2})^2 \), where \( f_i(Q) = c_i + d_iQ^2 \) are quadratic functions of the momentum. Here \( d_1 = 0.261236 \) and \( d_2 = 0.294074 \), while the constants \( c_i \) are defined as above. Solving for the energy yields \( E(Q) \simeq -2\sqrt{2} + \frac{U}{f_1(Q)} - \frac{f_2(Q)}{f_1(Q)^2} U^2 \). The effective mass of the pair is then given by

\[
\frac{1}{m_p^*} \simeq -\frac{2d_1}{c_1^2} U + \frac{6c_2d_1 - 2d_2c_1}{c_1^4} U^2, \tag{15}
\]

as displayed in Fig. 3 with the dot-dashed red line. The linear term in Eq.(15) is consistent with the numerical result in Ref. [21]. We see that the inverse effective mass takes its maximum value around \( U = -4.3 \). In this intermediate region of \( U \) values the weak coupling expansion...
is clearly seen in the numerical calculations of the superfluid weight $D_s$ calculated in [29]. Indeed both quantities scale as $|U|$ for weak interactions and as $1/|U|$ in the strongly interacting regime. It is also worth emphasizing that the linear-in-$U$ dependence of the inverse effective mass of the pair observed for weak interactions is a generic feature of FB lattices. Indeed, for $E$ sufficiently close to $2\varepsilon_b$, with $\varepsilon_b$ being the energy of the FB, the matrix $R$ in Eq. (9) takes the approximate form $R \simeq A(Q)/(E - 2\varepsilon_b)$, where $A$ is a matrix depending on the momentum $Q$ of the pair, as shown in Eq. (14).

Before continuing, we point out that the occupation of the two sublattices is asymmetric due to the different connectivity of A and B sites: in the deepest bound state the two particles reside more on the B sublattice, while in the first excited bound state the particles occupy prevelently the A sites. This point can be easily verified by calculating the normalized eigenvectors $\mathbf{v} = (v^A, v^B)$ of the matrix $R$ for $E$ large and negative. To lowest order in $1/E$ we find

$$R = \begin{pmatrix} 1/E + 4/E^3 & 4/E^3 \\ 4/E^3 & 1/E + 8/E^3 \end{pmatrix},$$

whose eigenvalues are $\lambda_{\pm} = 1/E + (6 \pm 2\sqrt{5})/E^3$. The corresponding normalized eigenvectors are $\mathbf{v}_{-} = (v_1, v_2)$ and $\mathbf{v}_{+} = (-v_2, v_1)$, where $v_1 = \sqrt{2/(5 + \sqrt{5})}$ and $v_2 = \sqrt{(5 + \sqrt{5})/10}$. Hence the probability for the pair to be in the A site is $|v_1|^2 = 0.276$ for the ground state and $|v_2|^2 = 0.724$ for the first excited state. This result is consistent with Ref. [29], also reporting an asymmetric occupation of the two sublattices for the ground state density profile of the attractive Fermi-Hubbard model on the sawtooth lattice.

**B. Bound states for generic tunneling rates**

We investigate here the properties of the lowest energy bound state in the absence of the flat band, i.e. for an arbitrary $t \neq 1/\sqrt{2}$. From Eq. (2) we find that the reference energy is given by

$$E_{ref} = \begin{cases} 2(t - \sqrt{4 + t^2}) & \text{if } t < \frac{1}{\sqrt{2}} \\ -4t & \text{if } t > \frac{1}{\sqrt{2}} \end{cases}$$

(15) and the strong coupling expansion (see Eq. (26) below) become completely inadequate, implying that higher order terms play a crucial role.

It is interesting to note that the dependence of the pair inverse effective mass on $|U|$ shown in Fig. 3 is clearly reminiscent of the behavior of the superfluid weight $D_s$ calculated in [29]. Indeed both quantities scale as $|U|$ for weak interactions and as $1/|U|$ in the strongly interacting regime. It is also worth emphasizing that the linear-in-$U$ dependence of the inverse effective mass of the pair observed for weak interactions is a generic feature of FB lattices. Indeed, for $E$ sufficiently close to $2\varepsilon_b$, with $\varepsilon_b$ being the energy of the FB, the matrix $R$ in Eq. (9) takes the approximate form $R \simeq A(Q)/(E - 2\varepsilon_b)$, where $A$ is a matrix depending on the momentum $Q$ of the pair, as shown in Eq. (14).

Before continuing, we point out that the occupation of the two sublattices is asymmetric due to the different connectivity of A and B sites: ins the deepest bound state the two particles reside more on the B sublattice, while in the first excited bound state the particles occupy prevalently the A sites. This point can be easily verified by calculating the normalized eigenvectors $\mathbf{v} = (v^A, v^B)$ of the matrix $R$ for $E$ large and negative. To lowest order in $1/E$ we find

$$R = \begin{pmatrix} 1/E + 4/E^3 & 4/E^3 \\ 4/E^3 & 1/E + 8/E^3 \end{pmatrix},$$

whose eigenvalues are $\lambda_{\pm} = 1/E + (6 \pm 2\sqrt{5})/E^3$. The corresponding normalized eigenvectors are $\mathbf{v}_{-} = (v_1, v_2)$ and $\mathbf{v}_{+} = (-v_2, v_1)$, where $v_1 = \sqrt{2/(5 + \sqrt{5})}$ and $v_2 = \sqrt{(5 + \sqrt{5})/10}$. Hence the probability for the pair to be in the A site is $|v_1|^2 = 0.276$ for the ground state and $|v_2|^2 = 0.724$ for the first excited state. This result is consistent with Ref. [29], also reporting an asymmetric occupation of the two sublattices for the ground state density profile of the attractive Fermi-Hubbard model on the sawtooth lattice.

We see that $E_b$ takes its maximum value in correspondence of the FB point (solid vertical line), for all values of the interaction strength. The discontinuous derivative of the binding energy at the FB point is inherited from the corresponding singularity of the reference energy. Notice that the origin of the peak in the weak and in the strongly interacting regimes is different. In the first case, it directly follows from the fact that at this point the binding energy scales linearly in $U$, while for any other point the growth is only quadratically in $U$. To see this, we perform a quadratic expansion around the bottom of the lower band, $\epsilon_- (q, \epsilon_F) \simeq \epsilon_- (q_b) + \epsilon''_- (q_b) (q - q_b)^2/2$. Next, we approximate the numerator in the rhs of Eq. (9) by a constant, $M_-(q, -q) \simeq M_-(q_b, -q_b)$ and integrate over momentum. From Eq. (10) we obtain

$$\frac{1}{U} \simeq \frac{|a_{q_b}|^2 + |b_{q_b}|^2}{2\sqrt{\epsilon''_- (q_b)} \sqrt{E_b}},$$

(17)

showing that for weak interactions the binding energy grows as $U^2$, as for the linear chain ($t = 0$), where $E_b = \sqrt{U^2 + 16 - 4}$. Eq. (17) breaks down for $t = 1/\sqrt{2}$ since the single-particle inverse effective mass $1/m^* = \epsilon''_- (q_b)$ associated to the lower band vanishes. For any other point $m^*$ is given by

$$\frac{1}{m^*} = \begin{cases} -t + \frac{1+t^2}{\sqrt{4+t^2}} & \text{if } t < \frac{1}{\sqrt{2}} \\ \frac{2t^2}{4t^2 - 1} & \text{if } t > \frac{1}{\sqrt{2}}. \end{cases}$$

(18)

We therefore write $E_b \simeq U^2 f(t)$, where $f$ is a function of the tunneling rate, which can be obtained by substituting in Eq. (17) the Bloch states amplitudes, Eq. (3) and the
effective mass, Eq. (18). This yields

\[ f(t) = \begin{cases} 
- \frac{(2t^2)^2 \sqrt{4t^2 - (2t^2 - t \sqrt{1+t^2})^2}}{4t^4} & \text{if } t < \frac{1}{\sqrt{2}} \\
\frac{8}{t^2} & \text{if } t > \frac{1}{\sqrt{2}} 
\end{cases} \]  

In Fig. 4a we display the result obtained from Eq. (19) for the weakest interaction considered, \( U = -0.25 \) (dashed line). There is a wide region around the FB point, where the numerical result is far apart from the weak coupling expansion. Indeed Eq. (17) relies on the assumption that \( E_b \ll w \), where \( w = \sqrt{4 + t^2 - 3t} \) is the width of the lowest energy band. This condition is necessarily violated near the FB point, where the bandwidth vanishes.

In the presence of a very strong attraction, the two particles sit at the same lattice site and form a tightly bound state. Since \( E \sim U \) is large and negative, the binding energy reduces to \( E_b \sim -U + E_{\text{ref}} \). Thus, in this regime the binding energy mirrors the reference energy \( E_{\text{ref}} \), which has a singular peak for \( t = 1/\sqrt{2} \), as displayed in Fig. 4 (b). In order to improve the strong coupling expansion for \( E_b \), we use the formula 

\[ \frac{1}{E_{\text{ref}}} = \sum_{n=0}^{\infty} \frac{(-1)^n}{E^{n+1}} \]  

Expanding the rhs of Eq. (20) in powers of \( E \), up to second order, gives \( E \sim U + a_1/E + a_2/E^2 \), where \( a_1 = -4(1 + t^2 + \sqrt{1 + t^2}) \) and \( a_2 = -12t - (12t + 8t^3)/\sqrt{1 + t^2} \) are functions of the tunneling rate. Hence, the asymptotic behavior of the binding energy in the strongly interacting regime is given by

\[ E_b \sim -U + E_{\text{ref}} + \frac{a_1}{U} + \frac{a_2}{U^2}. \]  

In Fig. 4 (b) we compare our numerics (solid lines) with the prediction of Eq. (21), shown with dashed lines. We see that the approximation (21) works better and better as \( U \) becomes large and negative, and for \( U = -8 \) nearly coincides with the numerical data. Differently from the weak coupling expansion (17), the strong coupling expansion (21) is valid also at the FB point and it is displayed in Fig. 2 by the dashed curve. Let us now discuss the inverse effective mass of the bound state. This is shown...
in Fig. 5 as a function of the tunneling rate \( t \) and for different values of the interaction strength. The dotted line corresponds to the noninteracting limit, where the bound state breaks and the pair effective mass reduces to twice the single-particle mass, \( m_p = 2m^* \). We see that, far from the FB point, weak interactions tend to slightly increase the effective mass of the pair. In contrast, close to it, the pair mass is strongly reduced by interactions, an effect which persists until \( U \simeq -5 \). It is also interesting to note that the minimum in the inverse effective mass shifts towards smaller values of \( t \) as \( |U| \) increases.

The interaction-induced correction to \( m_p \) in the weak coupling regime can be obtained by generalizing Eq. (17) to a finite momentum of the pair. In particular, for \( Q > 0 \) the dominant contribution to the integral in Eq. (9) comes from the region centered around \( q = q_B + Q/2 \), with \( q_B \) defined as above. By replacing \( q_B \) with \( q_B + Q/2 \) in Eq. (17) and taking the square of both sides of the equation, we obtain the dispersion relation of the bound state

\[
E(Q) = 2\epsilon_{-}(q_B+Q/2) - \left( \frac{|a_{qB+Q/2}t - |b_{qB+Q/2}t|}{4\epsilon_{-}(q_B+Q/2)} \right)^2 U^2.
\]

From Eq. (22) we then find that the effective mass of the pair in the weak coupling regime reduces to

\[
\frac{1}{m_p^2} \simeq \frac{1}{2m^*} + hU^2,
\]

where \( h \) is a function of the tunneling rate, whose explicit form can be obtained by making use of Eqs (2) and (3) in Eq. (22). This gives

\[
h(t) = \begin{cases} 
\frac{4-t(8u+t(60+t(40u+t(86+t(25u+t(36+5t(t+u))))))))}{16u(t^2-1)} & \text{if } t < \frac{1}{\sqrt{2}} \\
\frac{1+t^2}{16(t^2-1)} & \text{if } t > \frac{1}{\sqrt{2}}
\end{cases}
\]

with \( u = \sqrt{4+\frac{1}{t^2}} \). Notice that \( h \) diverges for \( t = 1/\sqrt{2} \), since in Eq. (22) \( \epsilon'_-(q) = 0 \) in the entire Brillouin zone. The divergence signals that Eq. (23) does not hold at the FB point, in agreement with Eq. (15).

The strong coupling expansion for the pair effective mass can be obtained by following the same procedure used to derive Eq. (20), but this time we retain the full \( Q \) dependence of the matrix elements in the rhs of Eq. (9). The integration can still be performed analytically and from Eq. (10) we obtain

\[
\frac{1}{U} \simeq \frac{1}{E^2} \left( E(4+E^2) + 6t(1+\cos Q) + 2Et^2(1+\cos Q) - \sqrt{8(E+3t)^2(1+\cos Q) + 4t^2(1+Et + (3+Et)\cos Q)^2} \right).
\]

which provides an implicit equation for the dispersion relation of the bound state. We then expand the rhs of Eq. (25) in powers of \( 1/E^2 \), retaining up to second order terms. Finally we solve for the energy and extract the effective mass as

\[
\frac{1}{m_p} = \frac{1 + 2t^2(t^2 + \sqrt{1+t^4})}{U\sqrt{1+t^4}} \frac{1}{U^2(1+t^4)^{3/2}} - \frac{t(3+8t^2 + 6\sqrt{1+t^4} + 6t^4\sqrt{1+t^4})}{U^2(1+t^4)^{3/2}}.
\]

The strong coupling expansion (26) for the FB point is displayed in Fig. 3 by the dashed curve. Notice that the \( 1/U^2 \) correction in Eq. (26) accounts for the non-monotonic behavior of the inverse effective mass displayed in Fig. 5, including the shift of the minimum towards smaller values of \( t \) as interaction effects become stronger.

IV. BCS-BEC CROSSOVER

In this section we investigate the ground state properties of the attractive Fermi-Hubbard model in the sawtooth lattice. The Hamiltonian is given by

\[
H = \sum_{i,\sigma} \left[ t c_{i\alpha}^\dagger B_{i+1}^\sigma + c_{i\alpha}^B (c_{i+1\alpha}^\dagger c_{i\sigma} + h.c.) \right] + U \sum_i (n_{\uparrow i}^A n_{\downarrow i}^A + n_{\uparrow i}^B n_{\downarrow i}^B),
\]

where \( c_{\alpha i}^\sigma (c_{\alpha i}^\dagger) \) is the local creation (annihilation) operator for fermions with spin component \( \alpha = \uparrow, \downarrow \) in the sublattice \( \sigma = A, B \), and \( n_{\alpha i}^\sigma = c_{\alpha i}^\dagger c_{\alpha i}^\sigma \) are the corresponding local density operators. We recall that \( t' = 1 \) in our energy units. We define the density of the two spin components with respect to the total number of lattice sites, \( n_{\alpha} = N_{\alpha}/(2L) \), where \( N_{\alpha} \) is the number of fermions with spin \( \alpha \). In this work we restrict our attention to fully paired systems, corresponding to equal densities of the two spin components, \( n_\uparrow = n_\downarrow \).
Two important observables characterizing the BCS-BEC crossover in Fermi gases are the \textit{pairing gap} \( \Delta_{pg} \) and the chemical potential \( \mu \). The first, also known as the spin gap, corresponds to the energy needed to break a pair in the many-body system by reversing one spin, while the second corresponds to half the energy change upon adding a pair (one fermion with spin up and one fermion with spin down) to the system. Let \( \epsilon(n,s) \) be the ground state energy per lattice site, expressed in terms of the total fermion density \( n = n_{\uparrow} + n_{\downarrow} \) and the spin density \( s = n_{\uparrow} - n_{\downarrow} \). The pairing gap and the chemical potential are given by

\[
\mu = \left( \frac{\partial \epsilon}{\partial n} \right)_{s=0}, \quad \Delta_{pg} = 2 \left( \frac{\partial \epsilon}{\partial s} \right)_{s=0}. \tag{28}
\]

We compute the ground state energy \( E(N_{\uparrow},N_{\downarrow}) \) of the system as a function of the spin populations \( N_{\alpha} \) for a large enough system size \( L \). For our DMRG calculations, we use the open-source code of the ALPS library \cite{ALPS06}, which is based on the Matrix Product States (MPS) representation \cite{LUBOM(98)}. We consider systems sizes up to \( L = 60 \), corresponding to 120 sites, with open boundary conditions.

We evaluate the chemical potential by approximating the derivative in Eq.\,(28) by a finite difference, \( \mu \approx (E(N_{\uparrow}+1,N_{\downarrow}+1) - E(N_{\uparrow},N_{\downarrow}))/2 \). For the pairing gap, we use \( -\Delta_{pg} \approx E(N_{\uparrow}+1,N_{\downarrow}+1) - 2E(N_{\uparrow}+1,N_{\downarrow}) + E(N_{\uparrow},N_{\downarrow}) \). In the thermodynamic limit, this formula is equivalent to the finite difference \( \Delta_{pg} \approx 2\left( E(N_{\uparrow}+1,N_{\downarrow}-1) - E(N_{\uparrow},N_{\downarrow}) \right) \), but is less sensitive to finite-size effects. For the special case \( t = 0 \), the Hamiltonian \((27)\) is integrable and the pairing gap and the chemical potential can be calculated numerically by solving the integral equations of the exact Bethe-ansatz solution, as done in Ref \cite{LUBOM(96a)}. For vanishing densities, both the pairing gap and the chemical potential possess a well defined limit, which is consistent with the solution of the two-body problem. The pairing gap reduces to the binding energy, since for \( N_{\uparrow} = N_{\downarrow} = 0 \) we find from Eq. \( (28) \) that \( \Delta_{pg} = E(2,0) - E(1,1) = E_b \). Here we use the fact that \( E(2,0) = 2E(1,0) = E_{ref} \) and \( E(1,1) = E(Q) = 0 \), where \( E(Q) \) is the energy dispersion of the two-body bound state calculated in Sec.\,III. From Eq.\,(28) we instead find that \( \mu = E(1,1)/2 \), since \( E(0,0) = 0 \), implying that the chemical potential reduces to

\[
\mu = -\frac{E_b + E_{ref}}{2}. \tag{29}
\]

A peculiar feature of 1D systems is that interaction effects become stronger as the particle density decreases. As a consequence, the binding energy provides an upper bound for the pairing gap. In contrast, the two-body prediction \( (29) \) is a lower bound for the chemical potential, because the inverse compressibility \( \partial \mu / \partial n \) must be positive or null to ensure the energetic stability of the gas.

Before presenting our results, we emphasize that the pairing gap discussed here is different from the mean field superconducting order parameters \( \Delta^{A/B} \) investigated in Ref. \cite{BRO(12)}: not only those order parameters depend on the sublattice index, but they also increase as the density increase, while the pairing gap shows the opposite behavior.

### A. Results at flat band point

In Fig.\,6 we plot the chemical potential versus \( |U| \) at the FB point, together with the zero density prediction \((29)\). For weak enough interactions, finite density corrections are small, due to the infinite compressibility associated to the FB. From Eqs\,(13) and \((29) \) we obtain, to first order in \( U \), \( \mu \approx -\sqrt{2} + U/(2c_1) \), which is fully consistent with our numerics. This result differs from the BCS mean field estimate given in \cite{BRO(12)}, where the linear in \( U \) correction for the chemical potential was found to explicitly depend on the density.

In the inset of the same figure we plot the difference between the chemical potential and its zero density limit. This quantity exhibits a non-monotonic behavior, taking its maximum value around \( |U| \approx 8 \) and then decreasing steadily as the strongly interacting regime is approached. Here bound states behave as point-like hard-core bosons, hopping between neighboring sites of the sawtooth lattice and experiencing repulsive nearest-neighbor interactions as well as a uniform potential of different strength in the two sublattices. Since the coupling constants associated to these processes are all proportional to \( 1/|U| \), as demonstrated in Ref.\,[37], the leading finite-density correction to Eq.\,(29) is of the same order and therefore vanishes as \( |U| \) becomes infinite, as shown in the inset of Fig.\,6.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{(Color online) Chemical potential at the flat band point \( t = 1/\sqrt{2} \) as a function of the modulus of the interaction strength for filling \( n_{\uparrow} = n_{\downarrow} = 1/3 \) (black circles). The dashed line represents to the zero density limit, see Eq.\,(29). The inset shows the difference between the solid and the dashed lines as a function of \(|U|\). Notice that the difference tends to zero for infinite attraction. The solid lines are a guide to the eye.}
\end{figure}
we show the pairing gap as a function of the modulus of the interaction strength, for filling \( n_s = n_c = 1/3 \) (black circles). The dashed line represents the zero density limit of the pairing gap, i.e., the two-body binding energy \( E_b \). The inset shows the difference between the dashed and the solid lines as a function of the interaction strength. Notice that this difference saturates to a constant value as \(|U|\) becomes infinite, while in the integrable case \( t = 0 \) the difference vanishes. The solid lines are a guide to the eye.

In Fig. 7 we show the pairing gap as a function of the modulus of the interaction strength (black circles), together with the two-body binding energy (red dashed line). For weak interactions the numerical data are well fitted by \( \Delta_{pg} = 0.44|U| \), shown by the blue dot-dashed line. For strong interactions, the difference between the binding energy and the pairing gap saturates to a constant value, as shown in the inset of Fig. 7. By comparing the insets of Fig. 6 and 7, we see that finite-density effects for the pairing gap are typically one order of magnitude larger than for the chemical potential. This result contrasts with the integrable limit \( t = 0 \), where density corrections are of order \( 1/U \) for both the chemical potential and the pairing gap. In particular, from the Bethe ansatz solution, it has been shown \([51]\) that, for \( n \ll 1 \),

\[
\mu = -\frac{\sqrt{U^2 + 16}}{2} + \frac{\pi^2 n^2}{4(U^2 + 16)}, \quad \Delta_{pg} = E_b - \frac{\pi^2 n^2}{2(U^2 + 16)},
\]

(30)

with the binding energy being equal to \( E_b = \sqrt{U^2 + 16} - 4 \). In Fig. 8 we display \( \Delta_{pg} \) at the FB point as a function of the density for \( U = -15 \). The pairing gap decreases rapidly at low densities \( (n \lesssim 0.08) \), while for higher density it diminishes at a much slower rate. Moreover our numerics suggest that the density dependence of the pairing gap could be singular, i.e., nonanalytical, at \( n = 0 \), in stark contrast with Eq. (30).

To better understand the origin of the strong finite-density effects on the pairing gap, we study the excess energy \( \mu_\tau \), corresponding to the change in the ground state energy of the system upon adding an extra spin up fermion, \( \mu_\tau = E(N^+, N^\downarrow) - E(N^+, N^\downarrow) \). From Eq. (28) we find that this quantity is related to the previous observables by the general equation

\[
\mu_\tau = \mu + \Delta_{pg}/2, \quad (31)
\]

holding for any tunneling rate \( t \) and interaction strength \( U \). We write the equation of state of the fully paired system as \( \mu(n) = \mu(0) + \Delta\mu(n) \), where \( \mu(0) \) is given by Eq. (29) and \( \Delta\mu(n) \) accounts for finite-density effects. Notice that \( \Delta\mu \geq 0 \), because the inverse compressibility \( (\partial\mu/\partial n)_{\mu=0} \) of the system must be positive or zero to ensure its mechanical stability. From Eq. (31) we then find

\[
\Delta_{pg} = E_b - E_{ref} + 2\mu_\tau - 2\Delta\mu, \quad (32)
\]

showing that the density dependence in the pairing gap comes not only from the equation of state, as in Eq. (30), but also from the excess energy.

From Eq. (31) we calculate the excess energy at the FB point as a function of the interaction strength and plot the result in Fig. 9. We see that \( \mu_\tau \) is a decreasing function of \(|U|\). For a noninteracting gas \( \mu_\tau = \mu = \epsilon_F = -\sqrt{2} \), since for \( n < 1 \) the upper dispersive band is empty. To first order in \( U \) we find \( \mu_\tau \simeq -\sqrt{2} + UF(n) \), where \( F(n) \) is a function of the density, satisfying \( F(n = 0) = 0 \). This behavior is shown in Fig. 9 by the blue dashed line for \( n = 2/3 \). From Eq. (32) we then find, to the same order, \( \Delta_{pg} \simeq U(2F(n) - 1/c_1) \) since \( \Delta\mu \simeq 0 \). For large \(|U|\) the excess energy does not scale linearly with \( U \), as the chemical potential does, because adding an extra fermion to a fully paired system does not change the number of pairs. Instead it saturates to a density-dependent value, which sits well below the energy of the flat band for the chosen density, \( \mu_\tau < E_{ref}/2 \). From Eq. (32) this implies that the pairing gap is strongly reduced by the finite density as shown in the inset of Fig. 7, while corrections from the equation of state are subleading, since \( \Delta\mu \sim 1/|U| \).

According to Eq. (32), for large \(|U|\) the pairing gap yields the ground state energy of the pair in vacuum, but
measured with respect to the many-body reference energy $2\mu_\uparrow$, instead of the bare reference energy $E_{\text{ref}}$.

The condition $\mu_\uparrow < E_{\text{ref}}/2$ indicates that the excess fermion and tightly bound pairs tend to attract each other, which can potentially lead to the formation of cluster states, like trimers [52, 53]. These states are generally forbidden in the linear chain limit $t = 0$, unless the hopping rates of the spin up and the spin down fermions are different [54–56] (a strong attractive atom-dimer interaction has indeed been observed experimentally [57] in Fermi-Fermi mixtures with unequal masses). To verify this important point, we compute by DMRG the binding energy $E_b^{\text{trim}}$ of trimers made of, say, two spin up fermions and one spin down fermion, which is defined as

\[
E_b^{\text{trim}} = -E(2, 1) + E(1, 1) + E(1, 0).
\]  

FIG. 9. (Color online) Excess energy $\mu_\uparrow$ (see text for definition) at the flat-band point as a function of $|U|$ for filling $n_\uparrow = n_\downarrow = 1/3$ (black circles). The blue dashed line represents the asymptotic behavior for weak interactions. The connecting line is a guide to the eye.

FIG. 10. (Color online) Binding energy of a three-body bound state (trimers) at the flat band as a function of the modulus of the interaction strength. The connecting line is a guide to the eye.

The obtained result for $t = 1/\sqrt{2}$ is displayed in Fig. 10 as a function of the interaction strength and indeed confirms the existence of trimers for finite $|U|$.

B. Results for generic tunneling rate

In Fig. 11 we show the chemical potential as a function of the tunneling rate $t$ plotted for different values of $U = 0, -0.25, -0.5, -1, -3, -5$ with $n_\uparrow = n_\downarrow = 1/3$. The two-body limit $\mu = (E_b + E_{\text{ref}})/2$ for $U = -5$ is shown with the dot-dashed line. The vertical solid line indicates the flat-band point $t = 1/\sqrt{2}$. The connecting lines are a guide to the eye.

FIG. 11. (Color online) Chemical potential $\mu$ as a function of the tunneling rate $t$ plotted for different values of $U = 0, -0.25, -0.5, -1, -3, -5$ with $n_\uparrow = n_\downarrow = 1/3$. The two-body limit $\mu = (E_b + E_{\text{ref}})/2$ for $U = -5$ is shown with the dot-dashed line. The vertical solid line indicates the flat-band point $t = 1/\sqrt{2}$. The connecting lines are a guide to the eye.

In Fig. 12 we plot the ratio $\Delta_{\text{pk}}/|U|$ between the spin-gap and the modulus of the interaction strength as a function of the tunneling rate $t$ for increasing values of $|U|$. The obtained results are clearly similar to their two-body counterpart, presented in Fig. 4, showing a drastic enhancement of pairing in the vicinity of the FB point for weak to moderate interactions. There are other interesting effects brought about by the finite density. First, the position of the maximum of the pairing gap drifts to smaller values of $t$ as $|U|$ increases, while the two-body binding energy always remains peaked at $t = 1/\sqrt{2}$ (see Fig. 4). Second, for strong interactions finite density corrections are more prominent near the FB point, as can be seen in Fig. 12, where the pairing gap for $U = -5$ is compared to the corresponding value of the binding
energy (dashed line). By comparing Fig. 11 with 12 we see that finite density corrections for the chemical potential can be significantly smaller than for the pairing gap, except in a neighborhood of the integrable point $t = 0$, where Eq. (30) applies.

In Fig. 13 we plot the corresponding results for the excess energy as a function of the tunneling rate. Far from the FB point, weak interactions cause a fast decrease of $\mu^\uparrow$ with respect to the Fermi energy, while near the FB point the decrease is rather modest. As a consequence, a local maximum appears, drifting towards smaller values of $t$ as $|U|$ increases and turning into a global maximum at $t \approx 0.66$. Since for finite interactions the chemical potential in Fig. 11 depends smoothly on the tunneling rate, we find from Eq. (31) that the drift of the peak in the pairing gap simply reflects the behavior of the excess energy. By further increasing $|U|$, we see from Fig. 13 that there is a larger and larger window of $t$ values around the FB point, for which $\mu^\uparrow < E_{\text{ref}}/2$, implying that the pairing gap is density-depleted for arbitrary large $|U|$, as shown in Fig. 12. Notice that for $t = 0$ the above condition is never satisfied, since Eqs (30) and (31) yield $\mu^\uparrow = -2 = E_{\text{ref}}/2$ for large $|U|$.  

V. CONCLUSION AND OUTLOOK

In this work we have investigated pairing and superconductivity in the 1D sawtooth lattice. From the solution of the two-body problem, we have extracted the binding energy and the effective mass of attractively bound states, as a function of the interaction strength and the tunneling rates. We have found that, in a broad region of tunneling rates around the FB point, both quantities are highly sensitive to weak interactions. In particular, the binding energy possesses a pronounced maximum in correspondence of the FB point, which persists for any $|U| < 0$.

Our DMRG results for the BCS-BEC crossover in fully paired spin-1/2 Fermi gases confirm that the proximity to a flat band provides a shortcut to the strong coupling regime. In particular the chemical potential remains always pinned near its two-body value, irrespective of the actual density and the value of the interaction strength. For small $|U|$, this is a consequence of the large compressibility due to the presence of the flat band, while for strong interactions it reflects the fact that the many-body energy scales associated to pair tunneling and nearest neighbor interactions between pairs decrease as $1/|U|$. In contrast, we find that the pairing gap is strongly affected by density corrections. As a consequence, it takes its maximum value not at the FB point, but at a shifted position $t^* < 1/\sqrt{2}$, which depends on the value of the density.

We have also shown that the Fermi Hubbard model with negative $U$ in the sawtooth lattice allows for three-body bound states at the FB point, due to an effective attractive interaction between an excess fermion and the surrounding pairs. This can lead to the formation of clusters and the suppression of superconductivity in systems with large spin-imbalance. The fate of trimer states for $t \neq 1/\sqrt{2}$ remains to be investigated.

It would be interesting to study by exact numerics the behavior of the superfluid weight $D_s$ in the sawtooth lattice for a generic tunneling rate and its relation with the pair inverse effective mass. Our results show that for finite $|U|$ the minimum of $1/n^\uparrow$ drifts towards smaller values of $t$. Another intriguing direction is to understand whether multiband BCS theory can correctly predict the behavior of the pairing gap observed in our numerics.
especially its density-induced depletion.

The results discussed in this work can be investigated experimentally with cold atoms in optical lattices. In particular a viable scheme to implement the sawtooth lattice has been recently proposed [33, 58]. The interaction strength can be controlled either directly, via a Feshbach resonance or indirectly, by varying the tunneling rates $t, t'$ and consequently the ratios $t/U$ and $t'/U$. While we have mainly focused on the sawtooth lattice, we expect that our results will apply also to other FB systems.
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