Phosphorylation Variation during the Cell Cycle Scales with Structural Propensities of Proteins
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Abstract

Phosphorylation at specific residues can activate a protein, lead to its localization to particular compartments, be a trigger for protein degradation and fulfill many other biological functions. Protein phosphorylation is increasingly being studied at a large scale and in a quantitative manner that includes a temporal dimension. By contrast, structural properties of identified phosphorylation sites have so far been investigated in a static, non-quantitative way. Here we combine for the first time dynamic properties of the phosphoproteome with protein structural features. At six time points of the cell division cycle we investigate how the variation of the amount of phosphorylation correlates with the protein structure in the vicinity of the modified site. We find two distinct phosphorylation site groups: intrinsically disordered regions tend to contain sites with dynamically varying levels, whereas regions with predominantly regular secondary structures retain more constant phosphorylation levels. The two groups show preferences for different amino acids in their kinase recognition motifs - proline and other disorder-associated residues are enriched in the former group and charged residues in the latter. Furthermore, these preferences scale with the degree of disorderedness, from regular to irregular and to disordered structures. Our results suggest that the structural organization of the region in which a phosphorylation site resides may serve as an additional control mechanism. They also imply that phosphorylation sites are associated with different time scales that serve different functional needs.

Introduction

Phosphorylation is a ubiquitous post-translational modification that is known to be important for the regulation of a myriad of cellular processes, among which are cell growth, apoptosis, differentiation, signal transduction and transport [1]. Rapidly evolving mass spectrometry (MS)-based technologies, innovative labeling techniques and advances in computational proteomics provide powerful means for overcoming the low abundance problem of this modification and are making it possible to obtain large-scale, high-resolution quantitative data. With these advances, not only can single protein phosphorylation experiments be done with high accuracy, but also whole-phosphoproteome studies are becoming increasingly feasible [2,3].

Given the availability of these data, much research has been devoted to analyzing and understanding the structural features of phosphosites. This includes creation of online resources containing structural information [4], combining data on linear motifs and structural properties [5], and development of software tools that use three-dimensional data for the prediction of phosphorylation sites [DISPHOS [6], Phos3D [7]]. Large-scale studies of the structural characteristics of phosphorylation sites have focused on solvent exposure, local and global structure, amino acid context of the spatial surrounding, and structural motifs [7–9]. The mechanism of modification suggests that serine, threonine and tyrosine residues should be located on the protein surface where they are accessible for the modifying kinase [7].

The main challenge in studying structural properties of phosphosites from experimental data is their preference for unstructured regions [6] for which electron density is often missing in X-ray structures. Disorder is strongly associated with protein-protein interactions [10]. Modified residues found within disordered regions can act as on/off switches, either promoting or inhibiting an interaction. Due to the specific structural organization of some protein kinases, in which the catalytic loop resides within a small cleft between two lobes, flexible regions within the substrate's interaction surface are well suited for binding to the kinase. However, a recent systematic study suggested that kinase preference for disordered regions is only marginal [8]. Furthermore, a computational study of kinase specificity reported that approximately 60% of the sites modified by protein kinase A lie within α-helical regions [11]. These considerations raise an interesting question: can a distinction between kinases be made with respect to the level of structural organization of their substrates.

Since phosphorylation events both depend on the structural environment and influence its properties, protein structure and phosphorylation should be considered interrelated and mutually dependent. On one hand, disorder facilitates the access of a kinase to the residue to be modified. On the other hand, the addition of a phosphate moiety may lead to structural changes. Both order-to-
disorder and disorder-to-order transitions upon phosphorylation have been observed in nature or studied via molecular dynamics simulations [12–15]. The major driving forces of conformational changes observed upon phosphorylation are the electrostatic interactions between the negatively charged phosphate group and the surrounding charged residues. The functional roles of charged residues range from stabilization to correct substrate identification and facilitation of conformational changes.

Although numerous previous studies have focused on structural properties of phosphorylation sites [6–8] no systematic analysis has been performed combining large-scale quantitative data with structural features. To bridge this gap we here build on data from a recent study by Olsen et al., which elucidated phosphorylation site occupancy during mitosis [16]. Quantitative data were measured at six time points, corresponding to major phases of the cell division cycle. The additional temporal dimension of these data makes it possible to examine how various phosphorylation sites are dynamically regulated. Olsen et al. clustered sites according to their distinct phosphorylation patterns and similarities in regulation with the aim to infer each site’s functional importance. Here, in contrast, we focus on structural properties of the phosphorylation sites and, for the first time, distinguish between two groups of sites with respect to the overall variation of phosphorylation over time.

We find that sites that lie within regular secondary structures exhibit less variable phosphorylation fold changes during the cell cycle than sites that are found in disordered regions. Analysis of the amino acid composition of the flanking regions of these two groups of sites revealed enrichment of positively charged residues and depletion of disorder-related residues such as proline, serine and threonine in the former group.

Results

Sites within disordered regions exhibit larger variation of phosphorylation

Using the data from the Olsen et al. investigation [16], we here computed the overall variation of the phosphorylation ratios during six time points of the cell cycle and investigated the differences between the sites with small variation as opposed to the sites with large variation. The original data set comprised 6,027 proteins with 20,443 unique phosphorylation sites. We retained only those sites that had quantitative information for all six time points available (1,039 proteins with 5,173 sites). The phosphorylation variability is calculated as the standard deviation of the phosphorylation ratios over the six time points measured during the cell cycle.

We sought to investigate a possible relation between the structural organization of the environment in which a modified residue is found and the experimentally measured changes in phosphorylation during the cell cycle. To do so, we compared the phosphorylation variation of two groups of sites. These two groups were composed of sites that reside in ordered regions and sites that lie within disordered regions as predicted with DISOPRED [17]. In agreement with previously observed tendency we found over 90% of the modified residues to lie within disordered regions (4,675 sites versus 498 sites). Figure 1 shows three examples from our large-scale dataset, illustrating a non-variable site on a regular secondary structure (α-helix), a slightly variable site on a short loop and a variable site in a disordered region.

Our results revealed notable differences in the distributions of phosphorylation variations of the two sets (Kolmogorov-Smirnov test p-value 6.6E-13). The sites associated with structurally characterized regions were found to exhibit smaller changes in phosphorylation during the cell cycle (median 1.77) as compared to sites located in disordered regions (median 2.22, Figure 2A).

Phosphorylation variability scales with the level of structural order

Having investigated the difference between ordered and disordered regions on a global scale, we next predicted protein secondary structure in more detail using PsiPred [18]. First we classified sites into regular structures (92 in α-helices or 53 in β-sheets) and sites with irregular structures (5,028 in loops, turns and coils). Phosphorylation in regular secondary structures showed smaller variation over the six time points of the cell cycle. This effect was small but statistically significant (ANOVA p-value 1.8E-04).

Although there is a large intersection between ordered structures and regular secondary structures, and the terms are often used interchangeably, the two sets are not identical. We observed that a large number of regions predicted as ‘coil’ by PsiPred are predicted as ‘ordered’ by DISOPRED. This reflects a distinction between ordered and disordered coils. A major difference between these two groups of coils is the length distribution of their elements (p-value 4.12E-114): ‘ordered coils’ are much shorter on average as they mainly correspond to turns and short loops connecting regular secondary structures. By contrast, ‘disordered regions’ are longer and represent large protein regions lacking defined structure (see Text S1 for details).

In order to take this distinction into account, we redefined the structural environments into three categories: regular structures (predicted as helix/sheet and ordered), irregular structures (predicted as coil and ordered), and disordered regions (predicted as coil and disordered) (Figure 2B). We found significant differences in the variation of the phosphorylation ratios between these distinct structural groups (ANOVA p-value 3.02E-09). Sites within ordered structural environments appeared to be subjected to the lowest level of regulation during the cell cycle (median 1.65). Interestingly, a distinction emerged between coils (median 1.83) and disordered regions (median 2.22), signifying that the latter exhibited the largest variation in phosphorylation changes. We
speculate that the increased variation of phosphorylation in longer, disordered coils correlates with their higher solvent exposure, which makes them more easily accessible for both kinases and phosphatases. Overall, our data shows that the phosphorylation variation of a site clearly scales with the level of order of its structural context (i.e. the tendency of a site to be found within a regular, irregular or disordered region).

Amino acid content of flanking regions of sites with different phosphorylation variation

We wanted to investigate if sites with distinct phosphorylation patterns over the cell cycle differ not only according to structural context, but also with respect to the amino acid content in their local sequence environment. A two-sample logo [19] was computed to contrast the two data sets, using the highly variable sites as a negative set (Figure 3). For each position and each possible amino acid, a two sample t-test was used to evaluate the null-hypothesis that the vectors of residues at a given position in both the positive and negative data sets (i.e. low and high variation) come from the same distribution. We found statistically significant enrichment of charged amino acids and depletion of proline, serine and threonine in the surrounding of sites with small phosphorylation variability (p-value<0.05). Additional comparisons of the amino acid distributions of the two sets against a background distribution accounting for structural differences using the composition profiling technique [20] revealed similar trends (see Text S1 for the detailed analysis and results).

The enrichment of serine and threonine residues in the vicinity of the detected phosphorylation sites could correlate with additional modification events. To check this hypothesis, we determined if multiple phosphorylation sites are found with higher preference in disordered regions. Phosphorylation sites that had at least one neighboring phosphorylation site in both ordered and disordered regions were compared. A ‘neighbor’ was defined as any phosphorylated residue that lies within +/-1,2,3,4, or 5 residue-long flanking region of a given modification site. Regardless of which of these five cut-offs was chosen, multiple phosphorylation sites were always highly significantly enriched in disordered regions (Table 1).

Evolutionary analysis of phosphorylation sites with different structural backgrounds

Next, we were interested in potential differences in evolutionary constraints on the phosphory-sites in structured and disordered regions. When analyzing conservation it is important to take into account the different evolutionary rates of disordered and ordered regions. We therefore compared conservation scores between phosphorylated serines, threonines and tyrosines with ‘control’ serine, threonine and tyrosine residues with a similar structural background. We define the set of ‘control’ residues, as all potential phosphorylation sites that were not found to be phosphorylated in their context, but also with respect to the amino acid content in their local sequence environment. As expected, phospho-sites that were predicted to lie in regular regions appeared significantly more conserved than phospho-sites in disordered regions (p-value 3.23E-120), due to the more conserved structural background of the former (Figure 4). In agreement with a previous study [21] modified residues in regions that lack defined structure were more conserved than the control sites. Interestingly, tyrosine residues with the same structural environment (Mann-Whitney Wilcoxon test p-value 3.4E-03). The same holds true for phospho-serine, phospho-threonine and phospho-tyrosine in ordered regions as compared to their equivalent control sets (p-value 2.24E-16). Despite the small size of the effect (groups' means -0.38, -0.28, 0.14 and 0.22 for pS/pT/pY ordered, S/T/Y ordered, pS/pT/pY disordered and S/T/Y disordered respectively) the higher evolutionary pressure on phosphorylated residues suggests functional importance of these sites in a broad range of species.

Motif decomposition with 2D Annotation Enrichment technique

We next asked if different groups of kinases would exhibit preferences for less variable or highly variable phosphorylation sites. To identify kinase recognition motifs that show similar
behavior with respect to two variables – protein disorder and phosphorylation variation, we used the recently described 2D Annotation Enrichment technique (see Methods and [22]). It employs a two dimensional generalization of the nonparametric two-sample test to detect preferences of a certain group of elements for two numerical attributes simultaneously relative to all other elements. The motifs separation is plotted in Figure 5 (the complete data are available in Table 2). The general trend between disorder and phosphorylation variation is reflected in the plot as sites with more disordered background show also higher variability. For individual kinases a very clear separation reflecting their preference for specific amino acids in their consensus motifs becomes apparent. Overall, four classes can be distinguished: (i) tyrosine kinases (black squares), (ii) proline-directed kinases (red circles), (iii) non-proline directed kinases with charged residues in their substrate recognition motif (green and blue triangles) and (iv) proline-oriented kinases, which contain a proline residue in their motif (red triangles and pentagons).

The class of tyrosine kinases shows a strong preference for low phosphorylation variability and structured regions, whereas the other three classes favor more disordered regions, but span a wider range of phosphorylation variation values. Also among the latter three groups higher quantitative variability is clearly associated with higher disorder. As seen in Figure 5, basophilic and acidophilic kinases occupy the regions on the graph corresponding to low phosphorylation variation, whereas proline-directed kinases are located on the right part of the graph, demonstrating their preference for more variable sites. The motif corresponding to the highest variability is the consensus motif for the proline-directed kinases.

![Figure 2](image1.png)

**Figure 2. Comparison of phosphorylation variation of sites within different structural categories.** A) Sites within ordered regions (blue) show smaller variation of the phosphorylation fold change over the cell cycle than those within disordered regions (red). The significance of the observation has been tested with Kolmogorov-Smirnov test (p-value 6.6E-13). B) The variation of phosphorylation changes over the cell cycle scales with the structural propensities of the phosphorylated residues: from lowest in regular structures (blue) to highest in disordered regions (red). The observed differences were found to be significant by ANOVA test (p-value 3.02E-09).

doi:10.1371/journal.pcbi.1002842.g002
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**Figure 3. Two sample logo of flanking regions of phosphorylation sites of low versus high phosphorylation variation.** Amino acids in the top and bottom parts (A) – central residue serine and B) – central residue threonine) represent residues, which are enriched or depleted correspondingly in the flanking regions of sites with small phosphorylation variation. Strong preferences are found for charged residues such as arginine, aspartate, and glutamate. In contrast, the majority of the amino acids that are more frequent in the negative set (i.e. variable phosphorylation set) are disorder-related e.g. proline, serine and glycine.

doi:10.1371/journal.pcbi.1002842.g003

| Distance | odds ratio | P-value |
|----------|------------|---------|
| 1        | 1.45       | 8.15E-04|
| 2        | 1.64       | 1.80E-07|
| 3        | 1.69       | 6.86E-08|
| 4        | 1.90       | 3.72E-10|
| 5        | 1.96       | 2.36E-10|

**Table 1. Enrichment of multi-phospho sites in disordered regions.**

The enrichment of additional phosphorylation sites at different distances from the central modified residues was computed. The odds ratios were calculated with the Fisher’s Exact test implemented in R. Multiple phosphorylation sites were found significantly more often in disordered regions for any of the considered distances.

doi:10.1371/journal.pcbi.1002842.t001
CDK5 kinase, which is in agreement with the important regulatory role of this enzyme during the cell cycle.

The proline-related class represented by two acidophilic, one basophilic and one atypical protein kinases shows preferences for intermediate level of disorderedness and phosphorylation variation properties. The Casein kinase II is characterized by various substrate recognition motifs [23], but the main differences are related to presence or absence of a proline residue preceding the phosphorylated site. These two motifs show distinct structural and variation preferences – the former being more similar to proline-directed kinases and the latter – to non-proline ones. The occurrence of the G protein-coupled receptor kinase 1 (GRK1) near the proline-directed kinases (red triangle) can be explained analogously by the presence of a proline residue in the consensus sequence for that kinase. Interestingly, the reported consensus motif of the MAPKAPK2 kinase (blue triangle) do not contain proline residues, however, it is still grouped together with the more variable kinase motifs. After careful examination of the amino acid composition of substrates of the MAPKAPK2 kinase in our data set we found multiple examples that contained proline within +/- 6 residue window around the phospho-site. Together with our structural analysis, this suggests that this residue may play an important role in the substrate recognition. Overall, the group of proline-oriented kinases has similar preferences for disorder and phosphorylation variability as the proline-directed group. This observation also extends to the functional relevance of the member kinases to the regulation of the cell cycle. For example, the DNA-dependent protein kinase (DNA-PK) is involved in stress response and DNA repair and is known to play a role in the progression of the cell cycle [24]. Furthermore, the MAPKAPK2 kinase is involved in DNA repair processes and thus can provide an alternative to checkpoints activation [25].

Proline-directed kinases such as PLK1 are known to actively regulate the progression of the cell division cycle, thus implying that disordered regions (which are enriched for prolines) are subjected to regulation and therefore to variable phosphorylation patterns. We therefore checked if the tendency of phosphorylation variability to scale with the level of disorder persists if we control for proline-directed kinases and excluded all sites modified by such from the data set. Indeed, the effect of lower phosphorylation variability being associated with ordered regions and higher - with disordered regions remained the same.

Discussion

Previous studies had already found a preference of phosphorylation to occur in loops or disordered regions [6,7]. However, those studies generally did not have access to the dynamics of phosphorylation and they therefore based their analysis on the absence or presence of phosphorylation sites alone. Here, we instead made use of a large-scale quantitative phosphorylation data set to investigate a possible relation between the structural features of phosphorylation sites with their degree of regulation. This allowed us to contrast the behavior of less variable sites to those that were dynamically regulated. Our data clearly demonstrate that the propensity of phosphorylation sites to be regulated
during the cell division cycle is related to the level of structural organization of the environment in which these sites reside. Furthermore, we discovered that this effect occurs in a graded manner: regions with regular structure are least likely to harbor regulated phosphorylation sites, followed by irregular regions (short loops or random coils). Note that over 90% of the sites were found within disordered structures and their high phosphorylation variability relates them to regulated phosphorylation events.

Interestingly, the sets of sites within ordered loops and disordered structures showed significant differences. It has been shown before that different flavors of disordered regions exist with regards to their lengths, amino acid composition, and the conformational transitions that they undergo upon binding [26, 27]. Liu et al. defined regions with no regular secondary structures (NORs) as one specific category of disordered regions. They demonstrated that NORs differ significantly from regular structured loops and argued that these might have different functional implications, a hypothesis which finds support in our study.

Functional analysis of the highly variable set of sites revealed enrichment of cell cycle-related, biosynthesis and cellular organization and localization processes (Table S1). Some examples are RNA, DNA and mRNA processing, localization and transport, regulation of gene expression and biosynthesis. Cell cycle-associated processes such as regulation of the different phases of the cycle, DNA replication and repair, telomere organization and maintenance and chromatin assembly were also strongly over-represented in the variable set of sites.

Phosphorylation is an important mechanism for regulation of a myriad of intricate processes during cell division. A detailed study of the cell cycle regulation through phosphorylation focused on functional analysis of protein groups that are up or down regulated at specific time points [2]. These were the proteins that contained sites that reached phosphorylation peaks at S or M phases. As expected, proteins involved in mitotic and cell cycle processes were shown to be maximally phosphorylated at mitosis.

Interestingly, Olsen et al. found proteins that regulate metabolic processes to be weakly phosphorylated during S phase and highly phosphorylated at mitosis. An explanation to this discovery is the possibly inhibitory character of phosphorylation on proteins that regulate metabolic processes, as protein synthesis and related functions tend to shut down during mitosis. Furthermore, DNA replication takes place during S phase, which rationalizes the up-regulation through phosphorylation of various proteins involved in DNA replication repair. High phosphorylation of cytokinesis-related proteins in S phase appears to play an important role in the control of the correct segregation of the two daughter cells.

The tendency of modification sites in regular structures to be less variable may be facilitated by proximal charged residues acting as stabilizers of the phosphate group. Charged flanking regions offer a suitable environment for hosting a phosphate group and allow for favorable interactions that potentially result in phosphorylation acting on a longer time scale. For instance, these favorable interactions could reduce the efficiency of phosphatases in removing a phosphate group, thereby contributing to the tendency for smaller variation in the phosphorylation level that we observe in our data. In contrast, negatively charged residues could lead to repulsion-driven conformational changes and polarization of the entire protein surface by creating clusters of negatively charged residues.

Several mechanisms that are known from literature furthermore contribute to the observed tendency for structural rather than

**Table 2.** Enrichment of kinase recognition motifs with specific preferences for disorder and phosphorylation variation.

| Variation | Disorder | Benj. Hoch. FDR | Names               |
|-----------|---------|-----------------|---------------------|
| -0.16     | 0.06    | 3.20E-03        | Akt kinase          |
| -0.27     | -0.33   | 7.67E-05        | ALK kinase          |
| -0.15     | 0.00    | 6.19E-05        | b-Adrenergic Receptor kinase |
| -0.13     | 0.03    | 7.49E-05        | Calmodulin-dependent protein kinase II |
| -0.22     | 0.01    | 2.71E-10        | Casein kinase II    |
| -0.04     | 0.05    | 1.88E-05        | Casein Kinase II    |
| 0.52      | 0.10    | 6.32E-03        | CDK5 kinase         |
| 0.07      | 0.05    | 2.88E-03        | DNA dependent Protein kinase |
| -0.24     | -0.52   | 5.72E-05        | EGFR kinase         |
| 0.07      | 0.07    | 6.97E-07        | ERK1,2 Kinase       |
| 0.04      | 0.05    | 2.15E-05        | G protein-coupled receptor kinase 1 |
| 0.01      | 0.08    | 5.73E-04        | Growth associated histone HI kinase |
| 0.03      | 0.06    | 1.76E-03        | GSK3 kinase         |
| 0.11      | 0.07    | 1.04E-09        | GSK-3, ERK1, ERK2, CDK5 |
| -0.12     | -0.35   | 1.76E-03        | JAK2 kinase         |
| -0.18     | 0.05    | 1.84E-03        | MAPKAP1 kinase      |
| 0.03      | 0.05    | 4.63E-03        | MAPKAP2 kinase      |
| -0.10     | 0.03    | 1.26E-05        | PKA kinase          |
| -0.09     | 0.02    | 8.09E-05        | PKC kinase          |
| -0.08     | -0.18   | 1.83E-04        | Src kinase          |

The enrichment of kinase substrate motifs with specific preferences for disorder and phosphorylation variation was calculated with the 2D annotation enrichment technique. The multiple hypotheses-corrected p-values are reported.

doi:10.1371/journal.pcbi.1002842.t002
regulatory phosphorylation sites to be present in ordered regions. Specific structural changes due to phosphorylation include stabilization of the N-termini of α-helices via favorable interactions of the added phosphate group with the helix backbone [29]. This is effected by the interaction of the phospho group with the helix dipole moment. Yet, the same modification introduced at the C-terminus would have the opposite effect [29]. The optimal stabilizing position for the phosphate group was estimated as −2 relative to the N-cap of a helix. Additionally, favorable electrostatic interactions between proximal positively charged residues (e.g. at a helix cap) and the phosphate group can enhance helix formation. The stabilizing effect of salt bridges formed between a phosphate group and a lysine side-chain has been recognized as one of the strongest possible α-helix inducers [30]. In contrast, the phosphate-guanidinium interaction leads to disruption of the local regular structure [31]. Phosphorylation has also been reported to cause conformational changes in β-sheets and disruption of β-hairpins. In those cases repulsive interactions with an aromatic tryptophan residue in the spatial vicinity of the phospho-site are observed [32].

A related question that arises from our investigation is to what extent the phosphorylation variability of a site is connected to a role in the overall structural re-arrangements of a protein. A phosphorylation event can alter the energy that is required for a conformational change [15], and thus hinder or facilitate it. Further experiments including 3D structural information or computational models are needed to increase our understanding of the interplay between structure and phosphorylation.

Multiple experimental studies show the regulatory role of modification sites that show variation in their phosphorylation patterns and lie within intrinsically disordered regions. For example, the cyclin-dependent kinase inhibitor 1B (p27) is an intrinsically unstructured protein, which is multiply phosphorylated and regulates the cell cycle by inhibition of cyclin-dependent kinases (CDKs) [33]. The disorderliness of p27 plays an important role in keeping the complex formed between CDK and p27 flexible. Due to this flexibility the segment, which blocks the ATP binding site becomes exposed. This allows a tyrosine residue to become accessible for phosphorylation, upon which the space previously occupied by the inhibitor becomes available for ATP binding. Then the partially reactivated CDK phosphorylates p27 at another residue, which leads to its degradation and allows CDK to regain full activity and guide the progression through the cell cycle [34].

In another example, multiple phosphorylation sites on the transcription regulator Retinoblastoma protein (Rb) influence its ability to interact with transcription factors and other regulatory proteins. A detailed structural study reports that the different phospho-sites found within disordered regions induce distinct conformational changes and also serve different functional roles [35]. For instance, one of the modified residues decreases the affinity of Rb for binding the transcription factor E2F by reordering the pocket domain. At the same time another modified site at a loop in the pocket domain induces complete blocking of E2F binding.

We found that the set of sites with varying phosphorylation patterns was enriched in amino acids associated with disorder, specifically Pro, Gly and Ser. Interestingly the same sites were more likely to have additional modified residues in their vicinity. Phosphorylation of a protein often occurs at several distinct residues and it has been reported that modification sites tend to cluster and function in a cooperative manner [36]. Mathematical models suggest that this phenomenon leads to an increase in the sensitivity and robustness of the cellular response [37] and may promote a switch-like behavior [38]. In such a case, the exact position of a modification site in a cluster would not be a determining factor on its own, but would rather contribute to a cumulative effect. It would be worth studying how different levels of phosphorylation variability in regions with different structural organization may be implicated in the cellular regulation of the cell cycle. Multiple phosphorylation sites with highly dynamic phosphorylation patterns may be suitable for both rapid and robust response. In contrast, the robustness of the response of sites within regular regions might be achieved on a longer time scale and be related to longer lasting effects of phosphorylation.

We showed that phosphorylated residues tend to be more conserved than their equivalent non-modified residues. Conservation of phosphorylated residues has been a broadly debated issue [21,39], but the general consensus appears to be that the overall conservation of phospho-sites is low. Even though statistically it is significantly stronger than that of the equivalent non-modified sites, the effect size is relatively small. Possible explanations include (i) loss and gain of phospho-sites at different positions in disordered regions, likely due to clusters of sites acting as functional units regardless of the exact sequence position [40] and (ii) potential silent phosphorylation events [39].

The idea that it is the cluster of phosphorylation sites that plays a functional role is becoming increasingly accepted [36,37]. The functional roles of multiple phosphorylated residues span a wide range: (i) targeting for sub-cellular localization, (ii) targeting for degradation, (iii) control of protein-protein and protein-nucleic acid interactions (often through electrostatic effects) and (iv) enhancement of a robust and rapid response to a stimulus [1]. Furthermore, mechanisms of ‘priming’ phosphorylation are also well-known [41].

Here we showed that disordered regions harbor variable sites, which tend to be surrounded by additional phosphorylated sites. This raises the possibility that the variability of these sites is related to some of the above-described phenomena. It is known that disordered regions can facilitate a large number of interaction partners, and that multiple sites can control their association and dissociation. Given the wide range of functions of multiple phosphorylated sites in disordered regions, a larger variability in their phosphorylation patterns may provide an adequate functional mechanism to effect the desired regulation. In contrast, structural regularity imposes certain constraints on the less variable sites. The necessity of evolutionary conservation of the structure tends to prevent the accumulation of disorder-associated serine and threonine residues and a consequent change of their positions. Furthermore, the more rigid structure implies a more limited number of interactions partners. Therefore, we reason that the requirement for regulation for these sites in structured regions can be smaller.

Our data allowed us to investigate the kinase preferences of phosphorylation sites with high vs. low levels of regulation. Tyrosine kinases and kinases that require charged residues in their substrate recognition motives clearly preferred sites with smaller phosphorylation variation, whereas proline-directed kinases were clearly associated with sites that were dynamically regulated. Proline is known to be a helix and sheet breaker, due to the planarity of its side-chain. Proline lacks an NH backbone donor to form a hydrogen bond and thus disrupts the formation of regular hydrogen bond patterns, which are the basis of regular structure formation. Due to its unique stereochemistry the proline residue can adopt two different conformational states – cis and trans – and a large number of folded proteins contain both states of the residue. The intrinsic conformational changes resulting from the proline isomerization play an important role in determining the
function, ligand recognition and interactions of the protein [42]. For instance, certain kinases, such as MAPKs and CDK2 preferentially modify substrates with the trans isomer [43]. Proline isomerization in a S/TP motif, where S/T is phosphorylated, can also control the opposite step – dephosphorylation, as some phosphatases appear to be conformation-specific and prefer the trans state [44]. Therefore, the preference of proline-directed kinases for sites with higher variation illustrates a connection between dynamic regulation and disordered regions.

Our results highlight the central role of proline, as a disorder-promoting residue that is also part of regulatory motifs [45]. The directing role of proline together with the multiple functions associated with disorder explain the more variable character of phosphorylation of sites with these properties that we observe in our study. Furthermore, our statistical analysis of the interplay between structure and phosphorylation variation in relation to specific kinase recognition motifs presents a new approach of describing and classifying protein kinases. We showed that the combination of both properties can be used to gain conceptual and specific insights into regulation. We were able to reproduce known relations and to identify new links between kinases, which may reflect functional dependencies emerging from common regulatory behavior and structural preferences.

In conclusion, we have related the tendency of phosphorylation sites to be dynamically regulated throughout the cell cycle with the structural features of the sites. While we have found clear relations between phosphorylation dynamics and protein structure, we are only scratching the surface of what we believe could be an exciting new area at the interface of proteomics and structural biology.

**Methods**

**Computation of phosphorylation sites with high and low variability over the cell cycle**

In the data set underlying our analysis [16], human HeLa S3 cells were labeled with SILAC [46,47] to produce three different isotopic forms of lysine and arginine (light, medium and heavy). The light and heavy isotopes were synchronized in six different stages of the cell cycle, while the medium one was kept non-synchronized as a reference. Relative quantification of protein abundances (protein ratios) and/or phosphorylation (phosphopeptide ratios) were computed by taking the ratio between two cell states at each time point, i.e. synchronized heavy-labeled cells in S phase and non-synchronized medium-labeled cells. In order to account for the possible influence of protein abundance, changes in the phosphorylation ratios between the reference and the stimulated cells were normalized by the protein change. We mainly focused on the phosphorylation ratios as they were available for a larger number of sites compared to the absolute occupancy values.

The data set contained information about the UniProt id of the phosphorylated protein, sequence positions of phosphorylated residues, and quantitative measures of phosphorylation (normalized phosphorylation ratio) at 6 time points (i.e. cell cycle phases: G1, G1S, Early S, Late S, G2 and M). In total, 1,059 proteins and 5,173 phosphorylation sites with measured phospho-ratios for each of the six time points of the cell cycle were used in the analysis.

In order to assure that the observed phenomena are not due to the properties of the chosen subset of sites, we repeated the analysis of phosphorylation variation between different structural groups with data sets containing five (5,254 sites), four (8,537 sites), and three (8,731 sites) time points only (see Text S1 for details). Although slight fluctuations were observed, the main tendencies remained stable and the conclusions did not change. Therefore, no bias in the reduced data set (i.e. the one containing information about all six time points) was found.

Phosphorylation variation value for each modified site was computed as the standard deviation of the phosphorylation ratios over the six time points. High variation corresponds to sites with temporal variation of phosphorylation ratios (e.g., a peak is observed in S phase), while low variation describes those sites that retain constant or slightly variable phosphorylation fold change during the cell cycle.

**Structure prediction and structural categories**

The secondary structure of each site was predicted with PsiPred [18]. Each site was assigned one of three possible states: ‘H’ for α-helix (92 sites), ‘E’ for β-sheet (33 sites), and ‘C’ for random coil, turn or loop region (5,028 sites).

An intrinsic disordered state was also predicted for each site using DISOPRED [17] with standard settings. We found 498 sites to be in the ‘order’ state while the remaining 4,675 were predicted to be in the “disorder” state.

Based on a combination of secondary structure and disorder predictions, we defined three distinct structural categories for each phosphorylated site: (i) regular regions (helices and sheets in ordered regions, 145 sites), (ii) irregular regions (coils in ordered regions, 353 sites), and (iii) disordered regions (coils in disordered regions, 4,675 sites).

**Statistics**

Statistical analyses were performed within the R environment [48] and using the in-house statistics work frame Perseus. The lattice package was utilized for comparing distributions of phosphorylation variation in different structural categories. Differencies between distributions were assessed with the standard non-parametric Kolmogorov-Smirnov test. In the case of three structural categories, analysis of variance of the phosphorylation fold change was performed using the structural category as an independent variable. Data on phosphorylation site variation and structure predictions are available in the Supporting material (Table S2). Enrichment of functional Gene Ontology (GO) categories was performed with the GOrrilla tool [49].

**Evolutionary analysis of phosphorylation sites**

We performed conservation analysis on phosphorylated residues in ordered and disordered regions. The proteins from our data set were mapped to pre-computed EggNOG groups of orthology [50]. We used the maximum likelihood-based rate4site algorithm to build phylogenetic trees from the EggNOG clusters and to compute residue-based evolutionary rates [51]. Lower evolutionary scores correspond to stronger conservation.

The ‘control’ sets of sites were defined as all serine, threonine and tyrosine residues from the phospho-proteins that were not measured to be phosphorylated in our data set with equivalent structural background (i.e. disordered and ordered as predicted by PsiPred [18]).

**Enrichment of proximal phosphorylation sites in disordered regions**

We tested if disordered regions are enriched in multi-phosphorylation sites, as compared to ordered regions. We considered phosphorylation sites with at least one modified neighbor as multi-phospho-sites. A neighbor residue is defined as a phosphorylated serine, threonine or tyrosine located within +/−1,2,3,4 or 5 residue-long flanking regions of a central phospho-site. For each cut-off length, we built a contingency table. Each
contingency table contained the number of sites with and without neighboring phospho-sites for both ordered and disordered regions. The significance of the enrichment was estimated with the Fisher’s Exact Test.

2D Annotation Enrichment technique

The 2D Annotation Enrichment technique [22] enables analysis of the preference of a certain group of elements (i.e., phosphorylation sites, characterized by the same consensus motif) for two numerical attributes simultaneously relative to all other elements (in our case all other phosphorylation sites). It employs a two dimensional generalization of the nonparametric two-sample test and uses the Benjamini-Hochberg method to correct for multiple hypotheses testing. We used the default settings to distinguish the statistically significant groups, corresponding to false discovery rate < 0.01. We used the Human Protein Reference Database motif definitions in this analysis [23].

Two sample logos

The difference between the amino acid content of the flanking regions of the sites with low and the sites with high phosphorylation variation was computed, assessed and visualized with the help of the Two Sample Logo method [19]. The highly variable set was used as the negative set. Residues significantly enriched in a certain position are shown above the horizontal line in the logo.

Supporting Information

Table S1 Enrichment analysis of Gene Ontology terms in the highly variable phosphorylation sites set.

Table S2 Data set of phosphorylation variations and structure predictions.

Text S1 Additional analysis.

Acknowledgments

S.T. gratefully acknowledges the support of the TUM Graduate School’s Thematic Graduate Center Regulation and Evolution of Cellular Systems (RECESS) at the Technische Universität München.

Author Contributions

Supervised the work: JC DF. Conceived and designed the experiments: ST JC DF. Performed the experiments: JO. Analyzed the data: ST. Wrote the paper: ST JC MM DF.

References

1. Cohen P (2000) The regulation of protein function by multivariate phosphorylation—A 125-year update. Trends in biochemical sciences 25: 596–601.
2. Olsen JV, Blagov B, Gnad F, Macek B, Kumar C, et al. (2006) Global, in vivo, site-specific phosphorylation dynamics in signaling networks. Cell 127: 635–648.
3. Cox J, Mann M (2008) MaxQuant enables high peptide identification rates, individualized p.p.b.-range mass accuracies and proteome-wide protein quantification. Nature biotechnology 26: 1367–1372.
4. Zanouni A, Barjabo D, Diella F, Gherardini PF, Tromantano A, et al. (2011) Phospho.0: an enhanced database of three-dimensional structures of phosphorylation sites. Nucleic acids research 39: D268–271.
5. Gould CM, Diella F, Via A, Puntervoll P, Gremund C, et al. (2010) ELMA: the status of the 2010 eukaryotic linear motif resource. Nucleic acids research 38: D167–180.
6. Iakoucheva LM, Radivoyc P, Brown CJ, O’Connor TR, Sikes JG, et al. (2004) The importance of intrinsic disorder for protein phosphorylation. Nucleic acids research 32: 1037–1049.
7. Daves SE, Schuma C, Weckworth W, Seelig J, Walter D (2009) Detection and characterization of 3D-signature phosphorylation site motifs and their contribution towards improved phosphorylation site prediction in proteins. BMC bioinformatics 10: 117.
8. Jimenez JL, Hegemann B, Hutchins JR, Peters JM, Durbin R (2007) A systematic comparative and structural analysis of protein phosphorylation sites based on the mtcPTM database. Genome biology 8: R90.
9. Kitchen J, Saunders RE, Warwicker J (2008) Charge environments around phosphorylation sites in proteins. BMC structural biology 8: 19.
10. Fong JH, Shoemaker BA, Garzbynsky SO, Lobanov MY, Galzitskaya OV, et al. (2009) Intrinsic disorder in protein interactions: insights from a comprehensive structural analysis. PLoS computational biology 5: e1000316.
11. Pluczyński D, Tkaczenko S, Godzik A, Rychlewski L (2005) A support vector machine approach to the identification of phosphorylation sites. Cellular & molecular biology letters 10: 73–89.
12. Metcalfe EE, Traseth NJ, Vegla G (2005) Serine 16 phosphorylation induces an order-to-disorder transition in monomeric phosphorylated. Biochemistry 44: 4386–4396.
13. L. Michel Espinoza-Fonseca DK, David D. Thomas (2008) Thermodynamic and Structural Basis of Phosphorylation-Induced Disorder-to-Order Transition in the Regulatory Light Chain of Smooth Muscle Myosin. Journal of American Chemistry Society 130: 12208–12209.
14. Tait S, Dutta K, Cowburn D, Warwicker J, Doig AJ, et al. (2010) Local control of a disorder-order transition in E-HiPi underpins regulation of translation via m6A. Proceedings of the National Academy of Sciences of the United States of America 107: 17627–17632.
15. Groban ES, Narayanan A, Jacobson MP (2006) Conformational changes in protein loops and helices induced by post-translational phosphorylation. PLoS computational biology 2: e32.
16. Olsen JV, Vermeulen M, Santamaria A, Kumar C, Miller ML, et al. (2010) Quantitative phosphoproteomics reveals widespread full phosphorylation site occupancy during mitosis. Science signaling 3: ra5.
17. Ward JJ, McGuffin LJ, Bryson K, Buxton BF, Jones DT (2004) The DISOPRED server for the prediction of protein disorder. Bioinformatics 20: 2138–2139.
18. Jones DT (1999) Protein secondary structure prediction based on position-specific scoring matrices. Journal of molecular biology 292: 195–202.
19. Vacek V, Iakoucheva LM, Radivoyc P (2006) Two Sample Logos: a graphical representation of the differences between two sets of sequence alignments. Bioinformatics 22: 1536–1537.
20. Vacek V, Uversky VN, Dunker AK, Lonardi S (2007) Composition Profiler: a tool for discovery and visualization of amino acid composition differences. BMC bioinformatics 8: 211.
21. Gnad F, Ren S, Cox J, Olsen JV, Macek B, et al. (2007) PHOSIDA (phosphorylation site database): management, structural and evolutionary investigation, and prediction of phosphorys. Genome biology 8: R250.
22. Cox J, Mann M (2012) 1D and 2D annotation enrichment: a statistical method integrating quantitative proteomics with complementary high-throughput data. BMC bioinformatics 13: S12.
23. Prasad TS, Kandasamy K, Pandey A (2009) Human Protein Reference Database and Human Proteinpedia as discovery tools for systems biology. Methods in molecular biology 577: 67–78.
24. Watanabe F, Shinohara K, Teraksa H, Komatsu K, Tatsumi K, et al. (2003) Involvement of DNA-dependent protein kinase in down-regulation of cell cycle progression. The international journal of biochemistry & cell biology 35: 452–460.
25. Reinhardt HC, Aslanian AS, Lees JA, Yaffe MB (2007) p53-deficient cells rely on ATM- and ATR-mediated checkpoint signaling through the p38MAPK/ MK2 pathway for survival after DNA damage. Cancer cell 11: 175–189.
26. Liu J, Tan H, Rost B (2002) Loopy proteins appear conserved in evolution. Journal of molecular biology 322: 53–64.
27. Schlesinger A, Liu J, Rost B (2007) Natively unstructured loops differ from other loops. PLoS computational biology 3: e140.
28. Smart JL, Cameron JA (1999) Phosphorylation stabilizes the N-termini of alpha-helices. Biopolymers 49: 225–233.
29. Andrew CD, Warwicker J, Jones GR, Doig AJ (2002) Effect of phosphorylation on alpha-helix stability as a function of position. Biochemistry 41: 1897–1905.
30. Errington N, Doig AJ (2003) A phosphoserine-phosphine salt bridge within an alpha-helical peptide, the strongest alpha-helix side-chain interaction measured to date. Biochemistry 44: 7533–7538.
31. Johnson LN, O’Reilly M (1996) Control by phosphorylation. Current opinion in structural biology 6: 762–769.
32. Rietjens AJ, Waters ML (2009) Controlling peptide folding with repulsive interactions between phosphorylated amino acids and tryptophan. Journal of the American Chemical Society 131: 14001–14007.
33. Galea CA, Wang Y, Sivakolundu SG, Kriwacki RW (2008) Regulation of cell division by intrinsically unstructured proteins: intrinsic flexibility, modularity, and signaling conduits. Biochemistry 47: 7598–7609.
34. Espinoza-Fonseca LM (2012) Dynamic optimization of signal transduction via intrinsic disorder. Molecular bioSystems 8: 194–197.
35. Burke JR, Hura GL, Rubin SM (2012) Structures of inactive retinoblastoma protein reveal multiple mechanisms for cell cycle control. Genes & development 26: 1156–1166.
36. Schweiger R, Linial M (2010) Cooperativity within proximal phosphorylation sites is revealed from large-scale proteomics data. Biology direct 5: 6.
37. Gunawardena J (2005) Multisite protein phosphorylation makes a good threshold but can be a poor switch. Proceedings of the National Academy of Sciences of the United States of America 102: 14617–14622.
38. Nadi P, Tang X, Orlicky S, Chen Q, Gettler FR, et al. (2001) Multisite phosphorylation of a CDK inhibitor sets a threshold for the onset of DNA replication. Nature 414: 514–521.
39. Landry CR, Levy ED, Michnick SW (2009) Weak functional constraints on phosphoproteomes. Trends in genetics 25: 193–197.
40. Holt LJ, Tuch BB, Villen J, Johnson AD, Gygi SP, et al. (2009) Global analysis of CdK substrate phosphorylation sites provides insights into evolution. Science 325: 1602–1606.
41. Koivomagi M, Valk E, Venta R, Iofik A, Lepiku M, et al. (2011) Cascades of multisite phosphorylation control Sic1 destruction at the onset of S phase. Nature 480: 128–131.
42. Andreotti AH (2003) Native state proline isomerization: an intrinsic molecular switch. Biochemistry 42: 9515–9524.
43. Brown NR, Noble ME, Endicott JA, Johnson LN (1999) The structural basis for specificity of substrate and recruitment peptides for cyclin-dependent kinases. Nature cell biology 1: 438–443.
44. Zhou XZ, Kops O, Werner A, Lu PJ, Shen M, et al. (2000) Pin1-dependent prolyl isomerization regulates dephosphorylation of Cdc25C and tau proteins. Molecular cell 6: 873–883.
45. Nigg EA (2001) Mitotic kinases as regulators of cell division and its checkpoints. Nature reviews Molecular cell biology 2: 21–32.
46. Mann M (2006) Functional and quantitative proteomics using SILAC. Nature reviews Molecular cell biology 7: 952–958.
47. Ong SE, Blagoev B, Kratchmarova I, Kristensen DB, Steen H, et al. (2002) Stable isotope labeling by amino acids in cell culture, SILAC, as a simple and accurate approach to expression proteomics. Mol Cell Proteomics 1: 376–386.
48. Team RDC (2010) R: A language and Environment for Statistical Computing.
49. Eden E, Navon R, Steinfeld I, Lipson D, Yakhini Z. (2009) GOrilla: a tool for discovery and visualization of enriched GO terms in ranked gene lists. BMC bioinformatics 10: 48.
50. Powell S, Szklarczyk D, Trachana K, Roth A, Kuhn M, et al. (2012) eggNOG v3.0: orthologous groups covering 1133 organisms at 41 different taxonomic ranges. Nucleic acids research 40: D284–289.
51. Pupko T, Bell RE, Mayrose I, Glaser F, Ben-Tal N (2002) Rate4Site: an algorithmic tool for the identification of functional regions in proteins by surface mapping of evolutionary determinants within their homologues. Bioinformatics 18 Suppl 1: S71–77.