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Abstract—The space-air-ground-sea integrated network (SAGSIN) plays an important role in offering global coverage. To improve the efficient utilization of spectral and hardware resources in the SAGSIN, integrated sensing and communications (ISAC) has drawn extensive attention. Most existing ISAC works focus on terrestrial networks and cannot be straightforwardly applied in satellite systems due to the significantly different electromagnetic wave propagation properties. In this work, we investigate the application of ISAC in massive multiple-input multiple-output (MIMO) low earth orbit (LEO) satellite systems. We first characterize the statistical wave propagation properties by considering beam squint effects. Based on this analysis, we propose a beam-squint-aware ISAC technique for hybrid analog/digital massive MIMO LEO satellite systems exploiting statistical channel state information. Simulation results demonstrate that the proposed scheme can operate both the wireless communications and the target sensing simultaneously with satisfactory performance, and the beam-squint effects can be efficiently mitigated with the proposed method in typical LEO satellite systems.
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I. INTRODUCTION

The increasing demand for services in the sparsely populated or the un-deployed areas, i.e., marine and aeronautical regions, motivates the study of the space-air-ground-sea integrated network (SAGSIN) [2]–[5]. The SAGSIN involves not only terrestrial networks but also spaceborne, airborne, and marine parts, thus offering global coverage. The spaceborne part of the SAGSIN consists of numerous satellites deployed at different altitudes. Geostationary satellites require large investments, high launch costs, and suffer from high propagation delay, which leads the interest for the non-geostationary counterparts, including the low earth orbit (LEO) satellites [6]. The 500–2000 km orbit altitudes of the LEO satellites are relatively lower than the medium earth orbit (MEO) or high elliptical orbit (HEO) ones, leading to lower latency and higher data rates for wireless communications [7].

With the great development of the wireless communication industry, spectrum resources tend to be increasingly limited and thus valuable. To improve the utilization efficiency of the precious spectrum resources, integrated sensing and communications (ISAC) is proposed as a way to achieve frequency reuse between the two functional modules, i.e., wireless communications and sensing [8], [9]. In the ISAC system, communications and sensing can be performed simultaneously in one hardware platform, enabling the decongestion of the radio frequency (RF) environment [8].

The existing ISAC works mainly focus on terrestrial networks and have explored many promising applications, e.g., massive multiple-input multiple-output (MIMO) [8], to improve the performance of both modules. However, despite the promising performance gains due to the massive MIMO technology, the massive number of antennas might lead to frequency-dependent array responses and cause severe beam squint effects, which can be mitigated with proper design [10], [11]. Besides, in the existing terrestrial ISAC...
systems, hybrid transceivers integrated with a sub-arrayed MIMO radar are usually combined with the massive MIMO technology to reduce the number of RF chains [8], [12], [13].

In this work, we propose to operate the ISAC in the LEO satellite systems, which has great potential in providing wide coverage for wireless communications and sensing, and presents great compatibility with the SAGSIN. It is worth noting that the previous ISAC works for terrestrial systems cannot be directly adopted in the considered LEO satellite systems due to the significantly different wave propagation properties. In particular, there exist two major differences to be highlighted, i.e., the inevitably high propagation delay and large Doppler shifts due to the long distances between the LEO satellites and the user terminals (UTs)/targets as well as their mobility [14], [15]. Moreover, the consideration of a wide-band massive MIMO LEO satellite ISAC system involves the adoption of a large array and wide bandwidth, leading to high-dimensional and rapid-varying channel. Due to the above reasons, the accurate instantaneous channel state information (iCSI) at the transmitter is practically difficult to be estimated in the considered satellite ISAC system. Thus, we propose to design the considered satellite ISAC system based on the statistical CSI (sCSI), which varies significantly less on small time scales. Note that in the existing LEO satellite communication (SATCOM) systems, the sCSI has already been investigated due to the slow-varying property [14].

Motivated by the above considerations, we propose a beam squint-aware hybrid analog/digital transmitter for ISAC in massive MIMO LEO satellite systems based on sCSI. To the authors’ best knowledge, this is the first work that investigates the adoption of ISAC in satellite systems. In particular, the contributions of our work are summarized as follows:

- We characterize the statistical wave propagation properties by considering beam squint effects, that appear in the proposed massive MIMO LEO satellite ISAC scenario. Besides, we identify the relationship between the typical system parameters of the LEO satellite ISAC system (i.e., the system bandwidth, the carrier frequency, the aperture of the antenna array) and the beam squint effects.
- We design the transmitter of the proposed LEO satellite ISAC system, to simultaneously perform communications and sensing. In particular, a weighting coefficient is introduced to adjust the weight between these two functional modules and enable a trade-off between their performance, which is measured by the energy efficiency (EE) of the communication part and the sensing beampattern, respectively.
- We develop an efficient algorithmic approach with the utilization of sCSI knowledge for hybrid precoding in the LEO satellite ISAC system, to mitigate the beam squint effects and enhance the communication EE as well as the sensing beampattern matching performance, respectively.

A. Related Works

**LEO SATCOM** — So far, for LEO SATCOM systems, the signal propagation properties and massive MIMO uplink/downlink transmission based on the sCSI knowledge have been studied in [14], [16]. In addition, in LEO satellite systems, the hardware restriction and power supplement mechanism impose the significance of considering the EE metric, which trades off between the downlink data rate and the power consumption at the transmitter [17]. To that end, in [18], [19], the authors investigated the adoption of the hybrid precoding scheme into the LEO SATCOM systems to improve the sum rate or the EE performance at a reduced number of RF chains.

**Massive MIMO Radar** — Sub-arrayed MIMO radars, which combine the advantages of the phase-arrayed and MIMO radars, have been recently attracted great interest in terrestrial systems [8], [12], [13]. In particular, in the phase-arrayed radar system, an identical signal is transmitted from all the antennas, and thus, only one RF chain is required, resulting in high array gain [20] and low hardware complexity as well as power consumption [13]. However, the employed array with massive antennas potentially offers a more efficient utilization. Thus, a MIMO radar system is proposed where independent signals are transmitted from different antennas. Then, the number of required RF chains is equal to that of the antennas. Therefore, the sub-arrayed MIMO radar is proposed with the view to find a compromise between these two architectures via dividing the antenna array into several non-overlapping subarrays [21].

**Terrestrial ISAC** — Many previous works have investigated ISAC design in terrestrial networks. In [8], the authors summarized the existing application scenes as well as the technology advances, and proposed a DFRC system. Furthermore, in [12], [13], [22], the authors focused on the design of a hybrid beamformer with different MIMO radar techniques for the DFRC system. Recently, some promising operations have been investigated for terrestrial ISAC systems. In particular, orthogonal frequency division multiplexing (OFDM) signals are adopted for communications to mitigate the inter-symbol interference, which can also be employed for target sensing [23], [24]. Besides, the multibeam technology has been proposed to satisfy various requirements for beamwidth and power levels for the two functional modules [9]. Moreover, the MIMO technology has been adopted to offer great spatial degrees of freedom and provides compensation for path loss. Thus, it can significantly improve the spectral efficiency (SE) and EE for the communication module [8]. In addition, for the radar module, the massive MIMO technology has potential benefits in improving the resolution of target sensing as well as enhancing the robustness in the case of the unknown disturbance [8].

**Beam Squint** — In the terrestrial wide-band massive MIMO communications and/or radar systems, the large array poses a challenge and may lead to significant performance degradation. Specifically, the propagation delay across the array tends to be non-negligible for the large array. Therefore, the array response actually varies across the subcarriers, due to not only the multipath channel fading, but also the propagation delay across the array, which can be interpreted as a disturbance imposed on the beam direction [25]. This phenomenon is termed beam squint, which is also known as the spatial wide-band effect. In fact, the beam squint effect has been a case of study since the early radar systems and have been extensively studied since then [26], [27]. Besides, the effects of beam squint have been intensively investigated in the terrestrial
communication systems [25], [28], [29]. To mitigate beam squint effects, the design of the hybrid precoder and combiner has been studied in the wide-band MIMO communication systems in [25], [29]–[31]. Moreover, the beam squint-aware DFRC systems have recently attracted wide attention in the design of beamforming [10], [11], based on the iCSI, which is usually difficult to obtain at the transmitter of the LEO satellite systems, as discussed above.

B. Organization

The organization of the remaining of this paper is summarized as follows. The LEO satellite ISAC system model with respect to the communication and sensing modules is presented in Section II and an optimization problem is formulated to make a trade-off between these two modules. Section III focuses on the corresponding equivalent fully digital problem with the consideration of the beam squint effects. Section IV develops algorithms to design the hybrid analog/digital precoders for the ISAC system, implemented with the fully and partially connected structures, respectively. The simulation results are discussed in Section V and Section VI makes a brief conclusion of the paper.

C. Notations

The upper and lower case boldface letters represent the matrices and column vectors, respectively. The definition of the imaginary unit is given by \( j = \sqrt{-1} \). The representation of unitary space with \( m \times n \)-dimension is shown as \( \mathbb{C}^{m \times n} \). The right hand side of \( \hat{\varnothing} \) denotes the definition of the left hand side. The operator of the Kronecker product of two matrices is represented by \( \otimes \). The symbols \( \exp \{ \cdot \} \) and \( \log \{ \cdot \} \) stand for the exponential and logarithmic operations, respectively. The \( N \times N \) identity matrix is denoted by \( \mathbf{I}_N \). The representations of operating the transpose, conjugate, and Hermitian conjugate are presented by \( (\cdot)^T \), \( (\cdot)^* \), and \( (\cdot)^H \), respectively. The operations \( |x|, \angle x, \) and \( |x| \) stand for taking the amplitude, the angel, and the ceiling value of the inside number \( x \), respectively. The symbol \( \mathcal{C}(\mathbf{0}, \sigma^2) \) denotes the circular symmetric complex-valued zero-mean Gaussian distributed scalar with variance \( \sigma^2 \) and the uniform distribution in the interval \( [a, b] \) is denoted as \( U(a, b) \). We represent the expectation and the trace operators as \( \mathbb{E}\{\cdot\} \) and \( \text{Tr}\{\cdot\} \). The block diagonal matrix is denoted as \( \mathbf{A} = \text{blkdiag}\{\mathbf{X}_1, \ldots, \mathbf{X}_N\} \) where the elements \( \mathbf{X}_1, \ldots, \mathbf{X}_N \) are block matrices on the principal diagonal of matrix \( \mathbf{A} \). The denotations of \( \ell_2 \)-norm and Frobenius-norm are given by \( || \cdot ||_2 \) and \( || \cdot ||_F \), respectively. The symbol \( [\mathbf{A}]_{i,j} \) stands for the \( (i,j) \)th element in matrix \( \mathbf{A} \). We adopt \( \varnothing \) to express the empty set.

II. System Model and Problem Formulation

Consider an LEO satellite ISAC system providing communication services for \( K \) single-antenna UTs as well as detecting targets, as depicted in Fig. 1. The carrier frequency and wavelength of the system are denoted as \( f_c \) and \( \lambda_c \), where \( f_c = c/\lambda_c \) and \( c \) denotes the speed of light. The system bandwidth is represented by \( B_w \) and the signal duration is estimated as \( T_s = 1/B_w \). The satellite side is equipped with a uniform planar array (UPA) with \( N_t = N_t^x \times N_t^y \) antennas, where \( N_t^x \) and \( N_t^y \) are the numbers of antennas on the \( x \)- and \( y \)-axes, respectively. Note that due to the adopted massive MIMO technology, the number of the antennas \( N_t \) can be large. Besides, the antenna separation on both the \( x \)- and \( y \)-axes is set to be equal, i.e., \( r_x = r_y = r \).

Due to the frequency selectivity in the considered wide-band massive MIMO LEO system, the OFDM scheme is employed to mitigate the inter-symbol interference [14], [24]. In particular, a total of \( M \) subcarriers are employed over the signal bandwidth \( B_w \). Then, the \( m \)th subcarrier frequency is denoted by

\[
    f_m = \left( m - \frac{M+1}{2} \right) \Delta_B, \quad m = 1, 2, \ldots, M, \tag{1}
\]

where \( \Delta_B = B_w/M \) is the subcarrier separation.

A. Channel Model With Beam Squint Effects in the Communication Module

Generally, the downlink channel of the satellite ISAC systems is characterized by the multipath propagations. In addition, due to the greatly higher altitude of the satellites compared with the surrounding scatterers of the UTs in the terrestrial side, the angle-of-departure (AoD) of each propagation path can be assumed to be the same [14]. Then, the overall delay between the \( k \)th UT and the \((n_x,n_y)\)th element of the antenna array through the \( l \)th path is expressed as

\[
    \tau_{k,l,n_x,n_y} = \tau_{k,l} + \tau_{n_x,n_y}(\theta_k), \tag{2}
\]

where \( \tau_{k,l} \) is the propagation delay of UT \( k \) over the \( l \)th path. The second component at the right hand side of (2) denotes the time delay for the \( k \)th UT from the \((1,1)\)th to the \((n_x,n_y)\)th element of the antenna array, given by

\[
    \tau_{n_x,n_y}(\theta_k) = \frac{r((n_x-1)\theta_k^x + (n_y-1)\theta_k^y)}{c}, \tag{3}
\]

where \( n_x \in \{1, 2, \cdots, N_x^x\} \) and \( n_y \in \{1, 2, \cdots, N_y^y\} \). Then, the space angle pair \( \theta_k = (\theta_k^x, \theta_k^y) \) in (2) can be characterized by the AoD pair \( (\theta_k^x, \theta_k^y) \), where \( \theta_k^x = \sin^\theta_k^x \cos^\theta_k^y \) and \( \theta_k^y = \cos^\theta_k^x \) [14].

Subsequently, utilizing the ray-tracing approach [14], the received baseband signal (in absence of noise) from the \((n_x,n_y)\)th antenna element to the \( k \)th UT is given by

\[
    r_{k,n_x,n_y}(t) = \sum_{l=1}^{L_k} a_{k,l} x_k \left( t - \tau_{k,l,n_x,n_y} \right) \exp\left\{ j 2\pi f_c \tau_{k,l,n_x,n_y} \right\} \exp\left\{ -j 2\pi f_c \tau_{k,l,n_x,n_y} \left( \theta_k \right) \right\}, \tag{4}
\]
where $x_k$ is the transmitted signal for the $k$th UT, $L_k$ denotes the number of channel paths of the $k$th UT, $\alpha_{k,l}$ is the corresponding channel gain. The Doppler shift $\nu_{k,l}$ can be mainly represented by the sum of Doppler shifts coming from the mobility of the satellites and UTs, i.e., $\nu_{k,l} = \nu_{k,l}^c + \nu_{k,l}^{sat}$ [14]. Note that $\nu_{k,l}^{sat}$ is nearly the same for each channel path $l$ of the $k$th UT, i.e., $\nu_{k,l}^{sat} = \nu_{k}^{sat}$, due to the high altitude of the satellites [14].

Based on Eq. (4), the space-time variant response of the downlink channel between the $k$th UT and the $(n_x,n_y)$th antenna element of the LEO satellite can be modeled as

$$ h_{k,n_x,n_y}(t, \tau) = \sum_{l=1}^{L_k} \alpha_{k,l} \delta(\tau - \tau_{k,l,n_x,n_y}) \exp\left\{j2\pi t \nu_{k,l}\right\} \times \exp\left\{-j2\pi f_c \tau_{n_x,n_y}(\vartheta_k)\right\}. \quad (5) $$

By applying the Fourier transform to (5), the complex baseband spatial response of the downlink channel between the $(n_x,n_y)$th antenna and the $k$th UT at instant $t$ with frequency $f$ can be expressed as [14]

$$ h_{k,n_x,n_y}(t, f) = \sum_{l=1}^{L_k} \alpha_{k,l} \exp\left\{j2\pi \left[t \nu_{k,l} - f \tau_{k,l}\right]\right\} \times \exp\left\{-j2\pi (f_c + f) \tau_{n_x,n_y}(\vartheta_k)\right\}, \quad (6) $$

which holds with invariant parameters $L_k$, $\alpha_{k,l}$, $\tau_{k,l}$, $\tau_{n_x,n_y}(\vartheta_k)$, $\nu_{k,l}$ during the time intervals of interest [14]. Note that the update of these parameters should be performed when the positions of the UTs and LEO satellite change significantly.

We denote $\tau_{k}^{min}$ as the minimum propagation delay for the $k$th UT, i.e., $\tau_{k}^{min} = \min_{l=1}^{L_k} (\tau_{k,l})$ and the downlink channel in (6) can be reorganized as

$$ H_k(t, f) = \exp\left\{j2\pi \left[t \nu_{k}^{sat} - f \tau_{k}^{min}\right]\right\} g_k(t, f) \Psi_k(f), \quad (7) $$

where the $(n_x,n_y)$th element in $\Psi_k(f) \in \mathbb{C}^{N_t \times N_t}$ is expressed as $\exp\left\{-j2\pi (f_c + f) \tau_{n_x,n_y}(\vartheta_k)\right\}$, and the channel gain $g_k(t, f)$ is defined as

$$ g_k(t, f) \triangleq \sum_{l=1}^{L_k} \alpha_{k,l} \exp\left\{j2\pi \left[t \nu_{k,l} - v_{k,l}^{sat} - f \tau_{k,l}^{min}\right]\right\}. \quad (8) $$

In this work, the channel gain is modeled as a Rician distributed random variable with Rician factor $k_e$ and power $\mathbb{E}\{|g_k(t,f)|^2\} = \gamma_k$ [14]. Then, for notation brevity, we rewritten $H_k(t, f)$ into a vector form, given by

$$ h_k(t, f) = \exp\left\{j2\pi \left[t \nu_{k}^{sat} - f \tau_{k}^{min}\right]\right\} g_k(t, f) v_k(f), \quad (9) $$

where $v_k(f)$ is the frequency-dependent UPA vector response considering the beam squint effects, given by

$$ v_k(f) \triangleq v(f, \vartheta_k) = v_k^c(f) \otimes v_k^d(f) = v_x(f, \vartheta_k^d) \otimes v_y(f, \vartheta_k^c) \in \mathbb{C}^{N_t \times 1}. \quad (10) $$

The array response vector $v_k^d(f) \in \mathbb{C}^{N_t \times 1}$ for $d \in \mathcal{D} \triangleq \{x, y\}$ is defined as [14]

$$ v_k^d(f) \triangleq v_d(f, \vartheta_k^d) \in \mathbb{C}^{N_t \times 1} = \frac{1}{\sqrt{N_t}} \left[ \exp\left\{-j\phi(f, \vartheta_k^d)\right\} \ldots \exp\left\{-j\phi(f, \vartheta_k^d)(N_t^d - 1)\right\} \right]^T. \quad (11) $$

where $\phi(f, \vartheta_k^d) \triangleq 2\pi(f_c + f) \vartheta_k^d$. Subsequently, with proper time and frequency synchronization [14], the complex-valued baseband downlink space-frequency channel response for the $k$th UT can be equivalently expressed as $h_k(t, f) = v_k(f) g_k(t, f)$ [14], [25].

In the following, we focus on each coherence time interval and omit the index $t$ for simplicity. Besides, at the $m$th subcarrier with frequency $f_m$, we denote $h_{k,m} \triangleq h_k(f_m)$, $v_{k,m} \triangleq v_k(f_m)$, and $g_{k,m} \triangleq g_k(f_m).$ Then, the channel response vector at the $m$th subcarrier can be expressed as $h_{k,m} = v_{k,m} g_{k,m}.$ Note that massive MIMO is adopted in this work with a large UPA array, leading to high time delay according to (3) and large variation for the UPA array response across the OFDM subcarriers according to (10) and (11), especially for the considered wide-band systems. According to Eq. (1), the OFDM frequency $f_m$ is inversely proportional to the signal duration $T_s.$ Then, the corresponding UPA response $v_{k,m}$ not only depends on the AoD information, but also the ratio of the time delay $\tau_{n_x,n_y}(\vartheta_k)$ and $T_s$ [28]. Then the signal duration $T_s$ is comparable to or much smaller than the time delay $\tau_{n_x,n_y}(\vartheta_k),$ the influence of this ratio on the array response cannot be ignored, and the beam squint effects appear [25], [28].

B. Downlink Transmission Signal Model in the Communication Module

The transmitter at the satellite side contains a hybrid precoder with $M_t \leq M_r \leq N_t$ RF chains and each UT is equipped with a fully digital architecture. At the $m$th subcarrier, the final transmit signal vector is denoted by $x[m] = B[m] s[m] \in \mathbb{C}^{N_t \times 1}$ where $s[m] = [s_1[m], s_2[m], \ldots, s_K[m]]^T \in \mathbb{C}^{K \times 1}$ is the transmit data vector with zero mean and autocorrelation matrix $\mathbb{E}\{s[m] s^H[m]\} = \mathbf{I}_K$, $\forall m$. The hybrid precoder $B[m]$ consists of a baseband precoder $W_{BB}[m] = [w_{BB,1}[m], w_{BB,2}[m], \ldots, w_{BB,K}[m]] \in \mathbb{C}^{M_r \times K}$ and a unit-modulus frequency-dependent2 RF analog precoder $W_{RF}[m] \in \mathbb{C}^{N_t \times M_r}$. Then, it can be expressed as $B[m] = W_{RF}[m] W_{BB}[m] = [b_1[m], b_2[m], \ldots, b_K[m]] \in \mathbb{C}^{N_t \times K}$ and the precoding vector for the $k$th UT is given by $b_k[m] = W_{RF}[m] w_{BB,k}[m] \in \mathbb{C}^{N_t \times 1}$.

Based on the above model, the received signal of UT $k$ at the $m$th subcarrier is given by

$$ y_k[m] = h_{k}^H[m] x[m] + n_k[m] $$

$$ = h_{k}^H[m] b_k[m] s_k[m] + h_{k}^H[m] \sum_{i \neq k} b_i[m] s_i[m] + n_k[m], \quad (12) $$

where the additive Gaussian white noise $n_k[m]$ is distributed as $n_k \sim \mathcal{CN}(0, N_0).$ Then, the corresponding signal-to-interference-plus-noise ratio (SINR) at the downlink between the satellite and the $k$th UT at the $m$th subcarrier is given by

$$ \text{SINR}_k[m] \triangleq \frac{|b_{k,m}^H h_{k,m}^H|^2}{\sum_{i \neq k} |b_{i,m}^H h_{i,m}^H|^2 + N_0}. \quad (13) $$

2The frequency-dependent RF analog precoder can be implemented via, e.g., the combination of the frequency-independent phase-shifting network and several true-time-delay elements [32], and the time-delay phase shifting network [33].
Note that the downlink channel vector \( \mathbf{h}_k[m], \forall k, m \) is difficult to estimate at the transmitter of the LEO satellite in the considered communication module, due to the characteristics of the long propagation delay as well as the mobility of both the UTs and satellites, as mentioned in the Introduction Section. Hence, in this work, the precoder for the downlink of the LEO satellite ISAC system is designed based on the sCSI knowledge, which is based on the statistical information of the channel gain \( g_k[m], \forall k \) and the UPA response vector \( \mathbf{v}_k[m], \forall k, m \).

According to the expression of the SINR in (13), the ergodic rate for the \( k \)th UT at the \( m \)th subcarrier is given by

\[
R_k = \sum_{m=1}^{M} \Delta_B R_k[m] = \sum_{m=1}^{M} \Delta_B \mathbb{E} \{ \log(1 + \text{SINR}_k[m]) \},
\]

and the EE for the communication module is defined as \( \text{EE} = \frac{\sum_{k=1}^{K} R_k}{P_{\text{total}}} \). Note that the total transmission power consumption \( P_{\text{total}} \) is given by \( P_{\text{total}} = \sum_{k=1}^{K} \sum_{m=1}^{M} \frac{\xi ||\mathbf{b}_k[m]||^2}{2} + P_I \), where \( 1/\xi \) is the efficiency of the power amplifier and \( P_I \) denotes the static power consumed by the hybrid precoder, defined as \( P_I = P_{\text{RFC}} + P_{\text{LO}} + P_{\text{BB}} + P_{\text{AL}} \) [34], [35]. In particular, \( P_{\text{RFC}}, P_{\text{LO}}, P_{\text{BB}} \) denote the power consumption of one RF chain, the local oscillator, and the baseband digital precoder, respectively. The power consumed by the RF analog precoder is represented by \( P_{\text{AL}} \), which is mainly related to the number of antennas and transmission bandwidth [33], [36].

### C. Sensing Beampattern Considering Beam Squint Effects

The transmit beampattern for the sensing module at the \( m \)th subcarrier is given by [8], [10], [12], [13], [23], [27], [37]

\[
Q_m(\vartheta) = \mathbf{v}_m^H(\vartheta) \mathbf{X}[m] \mathbf{v}_m(\vartheta), \forall \vartheta,
\]

where \( \mathbf{v}_m^H(\vartheta) \triangleq \mathbf{v}(f_m, \vartheta), \vartheta = (\vartheta_x, \vartheta_y) \) denotes the space angle pair, and \( \mathbf{X}[m] \) is the covariance matrix, defined as \( \mathbf{X}[m] = \mathbb{E} [\mathbf{x}[m] \mathbf{x}^H[m]] = \mathbf{W}_\text{RF}[m] \mathbf{W}_\text{BB}[m] \mathbf{W}_\text{RF}^H[m] \) [11].

Assuming that there exist \( P_t \leq K \) targets, then the optimal sensing precoder at the \( m \)th subcarrier is given by [12], [13], [21], [26]

\[
\mathbf{B}_{ss}[m] = \text{blkdiag} \{ \mathbf{u}_1[m], \mathbf{u}_2[m], \ldots, \mathbf{u}_{P_t}[m] \} \in \mathbb{C}^{N_t \times P_t},
\]

where the diagonal vector \( \mathbf{u}_p[m] \in \mathbb{C}^{N_t \times P_t} \) denotes the corresponding \( N_t / P_t \) elements of the UPA array response \( \mathbf{v}_p[m] \) for all \( p \in \{1, 2, \ldots, P_t\} \). Note that, due to the beam squint effects, the sensing beampattern is not only determined by the AoD information, but also depends on the OFDM subcarrier frequencies [26].

### D. Probability of Multi-Target Detection

The satellite first transmits omnidirectional beams to probe the potential targets in any direction [8]. Then, the satellite estimates the AoD information of the targets and formulates directional downlink waveforms with optimized ISAC precoders towards the targets of interest, to achieve better observation of the targets [37]. In particular, at the \( m \)th subcarrier, the reflected signal is given by [8]

\[
\mathbf{y}_t[m] = \sum_{p=1}^{P_t} \beta_p \mathbf{v}_m(\vartheta_p) \mathbf{v}_m^H(\vartheta_p) \mathbf{x}_t[m] + \mathbf{z}[m] \in \mathbb{C}^{N_t \times 1},
\]

where \( P_t \) is the number of the targets, \( \beta_p \) denotes the reflection coefficient of the \( p \)th target, \( \mathbf{v}_m(\vartheta_p) \) is the array response vector with respect to the space angle pair \( \vartheta_p = (\vartheta_{p_x}, \vartheta_{p_y}) \) for target \( p \), and \( \mathbf{z}[m] \) is the additive white Gaussian noise with variance \( N_0^t \). Besides, \( \mathbf{x}_t[m] \) is the probing signal, satisfying \( \mathbb{E} \{ \mathbf{x}_t[m] \mathbf{x}_t[m]^H \} = \frac{P}{MN} \mathbf{I}_{N_t}, \forall m \), where \( P \) denotes the transmit power budget [8]. For mathematical convenience, we denote \( \mathbf{A}(\vartheta) = [\mathbf{v}_m(\vartheta_1), \ldots, \mathbf{v}_m(\vartheta_{P_t})] \) and diag \( \{ \beta \} = \text{diag} \{ \beta_1, \ldots, \beta_{P_t} \} \). Subsequently, Eq. (17) can be rewritten as

\[
\mathbf{y}_t[m] = \mathbf{A}(\vartheta) \text{diag} \{ \beta \} \mathbf{A}^H(\vartheta) \mathbf{x}_t[m] + \mathbf{z}[m].
\]

Then, according to [38], the probability of detection is calculated as

\[
P_D = 1 - \mathcal{F}_{\mathcal{A}}(\varsigma)[\mathcal{F}^{-1}_{\mathcal{A}}(1 - P_{\text{FA}})],
\]

where \( P_{\text{FA}} \) denotes the false alarm probability. In addition, \( \mathcal{F}^{-1}_{\mathcal{A}}(\varsigma) \) is the inverse central chi-squared distribution with degrees of freedom being \( 2P_t \) and \( \mathcal{F}_{\mathcal{A}}(\varsigma) \) is the noncentral chi-squared distribution with \( 2P_t \) degrees of freedom and noncentrality parameter given by [38]

\[
\varsigma = \frac{\sum_{m=1}^{M} \mathbb{E} \{ \| \mathbf{A}(\vartheta) \text{diag} \{ \beta \} \mathbf{A}^H(\vartheta) \mathbf{x}_t[m] \|^2 \}}{M N_0^t}.
\]

### E. Problem Formulation

The objective of our work is to design a beam squint-aware hybrid precoder for the considered wide-band downlink massive MIMO LEO satellite ISAC systems. Note that the corresponding optimization problem has multiple objectives and is generally not easy to handle. To that end, we formulate the following optimization problem, to maximize the EE of communications while guaranteeing the sensing performance, as follows

\[
\mathcal{P}_1 : \text{maximize } \frac{\sum_{k=1}^{K} R_k}{P_{\text{total}}},
\]

s.t. \( \sum_{k=1}^{K} \sum_{m=1}^{M} \| \mathbf{W}_\text{RF}[m] \mathbf{W}_\text{BB}[m] \mathbf{W}_\text{RF}^H[m] \|^2 \leq P \),

\[
\mathbf{W}_\text{RF}[m] \in \mathcal{S}, \forall m,
\]

\[
\| \mathbf{W}_\text{RF}[m] \mathbf{W}_\text{BB}[m] - \mathbf{B}_{ss}[m] \mathbf{U}[m] \|^2 \leq \varepsilon, \forall m,
\]

\[
\mathbf{U}[m] \mathbf{U}^H[m] = \mathbf{I}_{P_t}, \forall m,
\]

where an auxiliary unitary matrix \( \mathbf{U}[m] \in \mathbb{C}^{P_t \times K} \) at the \( m \)th subcarrier is introduced to match the dimensionality with the product of the hybrid precoders, since its multiplication
with $B_{ns}[m]$ has no effects on the sensing beampattern [13]. Besides, $d$ denotes the tolerance item of the Euclidean distance between the hybrid digital/analog precoders and the sensing precoder (with rotation). Note that the RF analog precoder can be designed by following either a fully or a partially connected structure [39], [40]. In particular, every antenna element is connected to all the RF chains in the fully connected structure, while the antennas are split into $M_t$ groups and each group involves $N_g = N_t/M_t$ elements connected to the same RF chain in the partially connected case. Then, the non-zero elements of the RF analog precoder $W_{RF}[m]$ at the $m$th subcarrier are selected from the set $S = \{S_{FC}, S_{PC}\}$, given by

$$S_{FC} = \{W_{RF} | [W_{RF}]_{i,j} = 1, \forall i, j\}, \quad (22)$$

$$S_{PC} = \{W_{RF} | [W_{RF}]_{i,j} = 1, \forall i, \forall j = \left[\frac{i}{N_g}\right]\}, \quad (23)$$

for the fully and partially connected structures, respectively [40].

The problem in (21) involves a fractional objective and several nonconvex constraints. In addition, the ergodic rate in the numerator and the total power consumption in the denominator of the objective function are both nonconvex with regard to the two tightly coupled variables, i.e., the baseband digital and the RF analog precoders. Thus, the problem is, in general, difficult to solve. To tackle the problem, we first consider the product of the baseband digital and the RF analog precoders at each subcarrier as an equivalent digital precoder, and omit the unrelated constraints temporarily [13], [41]. With the obtained fully digital precoder, we introduce a weighting factor to balance the performance of communications and sensing. Then, the corresponding problem can be tackled through an alternating optimization framework [13], [41].

III. BEAM SQUINT-AWARE EQUIVALENT FULLY DIGITAL PRECODING

In this section, we focus on the equivalent fully digital problem, which is first converted into several subproblems via Dinkelbach’s algorithm. Then, with the Lagrangian dual transform and the quadratic transform, each subproblem can be transformed into a convex one, which can be handled through a Lagrange multiplier method.

A. Upper Bound of the Ergodic Rate

One of the difficulties to tackle problem $P_1$ lies in the expectation operator of the ergodic rate in the numerator of the objective function. The Monte-Carlo method can be employed to estimate the results of the expectation operation but with high computational complexity [16]. Therefore, in this work, we substitute the ergodic rate with its tight upper bound. Specifically, based on [42, Lemma 2], the rate expression, $\log(1 + \text{SINR}_k[m])$, can be shown a concave function with respect to the channel gain $g_k$. Then, Jensen’s inequality can be adopted to derive the upper bound of each ergodic rate $R_k[m]$, given by

$$R_k[m] \leq \bar{R}_k[m] = \log \left(1 + \frac{\gamma_k |v_k^H[m]b_k[m]|^2}{\sum_{t \neq k} \gamma_k |v_t^H[m]b_t[m]|^2 + N_0^2} \right). \quad (24)$$

Proof: Please refer to Appendix.

B. Fractional Programming

The fully digital equivalent problem is a fractional one with the numerator and denominator of the objective being continuous and positive-valued. Thus, it can be tackled first via Dinkelbach’s algorithm [43], [44]. In particular, with indexed variable $\eta^{(i)}$, $i = 1, 2, \ldots$, a series of auxiliary subproblems, whose solutions are guaranteed to converge to the globally optimal point of the original fully digital equivalent problem [43], are introduced. Then, we denote $B^{(i)} = \{B^{(i)}[m]\}_{m=1}^M$ and the $i$th subproblem is given by [43], [44]

$$P_2^{(i)} : \max_{B^{(i)}, \eta^{(i)}} F(B^{(i)}, \eta^{(i)}) = \sum_{k=1}^K \bar{R}_k \left(\frac{B^{(i)}}{P_{total}(B^{(i)})}\right) - \eta^{(i)} P_{total}(B^{(i)}) \quad (25a)$$

$$\text{s.t.} \quad \sum_{k=1}^K \sum_{m=1}^M ||b_k^{(i)}[m]||_2^2 \leq P. \quad (25b)$$

In the following, an alternating optimization framework is adopted to handle the subproblems by iteratively optimizing the parameters $B^{(i)}$ and $\eta^{(i)}$. In particular, with given $B^{(i)}$, the auxiliary variable $\eta^{(i)}$ is updated as [43], [44]

$$\eta^{(i+1)} = \frac{\sum_{k=1}^K \bar{R}_k \left(\frac{B^{(i)}}{P_{total}(B^{(i))}\right)}}{P_{total}(B^{(i)})}. \quad (26)$$

Subsequently, we focus on the optimization of $B^{(i)}$ with fixed $\eta^{(i)}$ and the index $i$ is omitted in the following for brevity. Let $b_k[m] = b_{k,m}$ and $v_k[m] = v_{k,m}$, we can rewrite problem (25) as

$$P_2 : \max_{B} F(B) \quad (27a)$$

$$\text{s.t.} \quad \sum_{k=1}^K \sum_{m=1}^M ||b_{k,m}||_2^2 \leq P. \quad (27b)$$

where the objective function is shown in Eq. (28), at the bottom of the page.

Note that after the utilization of Dinkelbach’s algorithm, problem $P_2$ still involves a sum-of-logarithms term with a fractional expression in each logarithmic operator, which is not easy to handle. Hence, according to [45], the Lagrangian dual transform is adopted to substitute the fractional expressions with a corresponding parameter from an auxiliary variable collection $\lambda = \{\lambda^{K,M}_{k,m}\}_{k=1}^K,_{m=1}^M$, and settle the ratio in (27a) outside the logarithmic operator. Then, the problem $P_2$ is converted into [45]

$$P_3 : \max_{B,\lambda} F(B, \lambda) \quad (29a)$$
where the objective function is presented in Eq. (30), shown at the bottom of the next page. It is worth noting that for fixed $\mathcal{B}$, problem $\mathcal{P}_3$ is concave with respect to $\lambda$. Then, let $\partial F/\partial \lambda_{k,m}$ equal to zero, we obtain the optimal update of each $\lambda_{k,m}$, which is given by [45]

$$\lambda_{k,m}^{opt} = \frac{\gamma_k |v_{k,m}^H b_{k,m}|^2}{\sum_{\ell \neq k} \gamma_k |v_{k,m}^H b_{\ell,m}|^2 + N_0^2}.$$  

(31)

It is worth noting that by substituting (31) into (29a), we can recover the objective function in (27a). Then, $\mathcal{B}$ is the solution of problem $\mathcal{P}_2$ if and only if it can solve problem $\mathcal{P}_3$, and the corresponding optimal values of the objectives in $\mathcal{P}_2$ and $\mathcal{P}_3$ are the same. The equivalence between problems $\mathcal{P}_2$ and $\mathcal{P}_3$ is therefore established.

Next, regarding the sum-of-ratios term in problem $\mathcal{P}_3$, we apply the quadratic transform [45] with another auxiliary variable $\rho = \{\rho_{k,m}\}_{k=1,m=1}^K$ introduced and obtain the following equivalent problem [45]

$$\mathcal{P}_4 : \begin{aligned} &\text{maximize} & & F(\mathcal{B}, \lambda, \rho) \\ &\text{s.t.} & & \sum_{k=1}^K \sum_{m=1}^M |b_{k,m}|^2 \leq P, \\ \end{aligned}$$  

(32a)

where the objective function is given in Eq. (33), shown at the bottom of the next page. Similarly, the optimal value of each auxiliary $\rho_{k,m}$ can be determined by setting $\partial F/\partial \rho_{k,m}$ equal to zero with all the other variables fixed, which is given by

$$\rho_{k,m}^{opt} = \sqrt{\frac{(1 + \lambda_{k,m}) |\gamma_k v_{k,m}^H b_{k,m}|^2}{\sum_{\ell=1}^K \gamma_k |v_{k,m}^H b_{\ell,m}|^2 + N_0^2}}.$$  

(34)

It is not difficult to confirm that for fixed $(\eta, \lambda, \rho)$, problem $\mathcal{P}_4$ is convex with respect to $b_{k,m}$. To efficiently solve problem $\mathcal{P}_4$, we attach a Lagrange multiplier $t$ to the power constraint (32b) and the corresponding Lagrange function is given by

$$L(\mathcal{B}, \lambda, \rho, t) = F(\mathcal{B}, \lambda, \rho) + t \left( \sum_{k=1}^K \sum_{m=1}^M |b_{k,m}|^2 - P \right).$$  

(35)

Subsequently, the precoding vector towards the $k$th UT at the $m$th subcarrier can be determined by setting the derivative of the Lagrange function $L(\mathcal{B}, \lambda, \rho, t)$ equal to zero, i.e., $\partial L/\partial b_{k,m} = 0$, and the result is derived as follows [46]

$$b_{k,m}^{opt} = \left( \sum_{k=1}^K |\rho_{k,m}|^2 \gamma_k v_{k,m} v_{k,m}^H + (\eta \xi + t) I \right)^{-1} \times \sqrt{\frac{(1 + \lambda_{k,m}) |\gamma_k \rho_{k,m} v_{k,m}|^2}{1 + \lambda_{k,m}}}.$$  

(36)

where the Lagrange multiplier $t$ is selected to satisfy the following complementarity slackness condition

$$t = \arg \min_{t \geq 0} \sum_{k=1}^K \sum_{m=1}^M |b_{k,m}^{opt}|^2 \leq P.$$  

(37)

Moreover, the optimal value of the Lagrange multiplier $t$ can be calculated with the following steps. First, let $b_{k,m}^{opt}(t)$ denotes the right hand side of (36), $\Psi_m = \sum_{k=1}^K |\rho_{k,m}|^2 |\gamma_k v_{k,m} v_{k,m}^H|$ and $\Lambda_m = \Psi_m + \eta \xi I$. Note that $\Psi_m$ is a positive semi-definite Hermitian matrix, and thus, $\Lambda_m$ is invertible for $\eta \neq 0$. Then, if $\Lambda_m$ is invertible and $\sum_{k=1}^K \sum_{m=1}^M |b_{k,m}(0)|^2 \leq P$, the equation $b_{k,m}^{opt}$ is established. Then, let

$$\sum_{k=1}^K \sum_{m=1}^M \text{Tr} \left( \Phi_m^{opt}(t) \right) = P,$$  

(38)

which can be cast in an easier-to-handle form. Note that $\Phi_m$ is a Hermitian matrix, which admits the eigenvalue decomposition given by $\Phi_m = D_m \Lambda_m D_m^H$. Hence, (38) can be equivalently converted into

$$\sum_{m=1}^M \text{Tr} \left( (\Phi_m + t I)^{-2} \Phi_m \right) = P,$$  

(39)

where $\Phi_m = D_m^H \left( \sum_{k=1}^K (1 + \lambda_{k,m}) |\gamma_k |\rho_{k,m}|^2 |v_{k,m} v_{k,m}^H| \right) D_m$. Following the properties the trace operator, the above Eq. (39) can be further simplified as

$$\sum_{m=1}^M \sum_{n=1}^{N_t} \frac{|\Lambda_{n,m}|^2}{(\Lambda_{n,m})_{n,n} + t} = P,$$  

(40)

where $t$ can be determined through the bisection method [47].

We summarize the procedure for designing the beam squint-aware equivalent fully digital precoder in Algorithm 1.

C. Convergence and Computational Complexity

The proposed beam squint-aware scheme of the equivalent fully digital precoder is based on fractional programming. In particular, Dinkelbach’s algorithm converts the original fractional problem into a series of subproblems, and each subproblem can be handled iteratively through the Lagrangian dual transform and the quadratic transform. Note that the numerator and denominator of the objective function EE are both continuous and positive-valued functions of the variable $\mathcal{B}$. Subsequently, based on [44, Theorem 2.2], the termination of Dinkelbach’s algorithm can be achieved in a finite number of iterations. In each iteration of Dinkelbach’s algorithm, the objective of the subproblem is monotonically nondecreasing. Then, the subproblem is guaranteed to converge to a stationary

$$F(\mathcal{B}) = \sum_{k=1}^K \sum_{m=1}^M \log \left( 1 + \frac{\gamma_k |v_{k,m}^H b_{k,m}|^2}{\sum_{\ell \neq k} \gamma_k |v_{k,m}^H b_{\ell,m}|^2 + N_0^2} \right) - \eta \left( \sum_{k=1}^K \sum_{m=1}^M \xi |b_{k,m}|^2 + P_k \right)$$  

(28)
Algorithm 1: Beam Squint-Aware Equivalent Fully Digital Precoding

**Input:** Threshold $\epsilon_1 > 0$, $i = 0$, $\eta^{(0)} = 0$

**Output:** Equivalent fully digital precoder $B[m]$, $m = 1, 2, \cdots, M$

1: Initialize $B^{(0)} = \left\{ b^{(0)}_{k,m} \right\}_{k=1, m=1}^{K, M}$ such that
\[ \sum_{k=1}^{K} \sum_{m=1}^{M} \|b^{(0)}_{k,m}\|^2 = P \]
2: while $F(B^{(i)}, \eta^{(i)}) > \epsilon_1$ do
3: repeat
4: Update corresponding auxiliary variables and the precoding vector as
\[
\lambda^*_k,m = \frac{\gamma_k |\mathbf{v}^H_{k,m} \mathbf{b}_{k,m}|^2}{\sum_{\ell \neq k} \gamma_\ell |\mathbf{v}^H_{\ell,m} \mathbf{b}_{\ell,m}|^2 + N_0^t}, \forall k, m, \tag{41}
\]
\[
\rho^*_k,m = \sqrt{(1 + \lambda_k,m) \gamma_k \mathbf{v}^H_{k,m} \mathbf{b}_{k,m}} \sum_{\ell = 1}^{K} \lambda_\ell |\mathbf{v}^H_{\ell,m} \mathbf{b}_{\ell,m}|^2 + N_0^t, \forall k, m, \tag{42}
\]
\[
b^*_k,m = \left( \sum_{t=1}^{K} |\rho_{t,m}|^2 \gamma_t \mathbf{v}_{t,m}^H \mathbf{v}_{t,m} + (\eta \xi + t) I \right)^{-1} \sqrt{(1 + \lambda_k,m) \gamma_k \rho_{k,m} \mathbf{v}_{k,m}}, \forall k, m, \tag{43}
\]
5: until The convergence of objective (29a)
6: $F(B^{(i)}, \eta^{(i)}) = \sum_{k=1}^{K} R_k (B^{(i)}) - \eta^{(i)} P_{\text{total}} (B^{(i)})$
7: $\eta^{(i+1)} = \sum_{k=1}^{K} R_k (B^{(i)}) / P_{\text{total}} (B^{(i)})$
8: $i = i + 1$
9: end while

point of the objective function [45, Proposition 2]. Therefore, the convergence of Algorithm 1 is confirmed.

The computation complexity for Algorithm 1 mainly lies in the following aspects. First, we assume that Dinkelbach’s algorithm terminates in $I$ iterations [44] and focus on the computational complexity for each subproblem. In particular, both updates of $\lambda_k,m$ and $\rho_k,m$ require the complexity of $O(N_t)$. The complexity to compute the precoding vector $b_{k,m}$ depends on the pseudo-inverse operation, which is given by $O(N_t^3)$. Note that the bisection search process in the computation of $b_{k,m}$ contains only a small number of iterations [46] and thus, can be ignored. In conclusion, assuming that in average, the convergence of each subproblem involves $J$ iterations, the whole computational complexity of Algorithm 1 is expressed as $O \left( IJKM \left( N_t^3 + 2N_t \right) \right)$.

IV. Beam Squint-Aware Hybrid Precoding

We denote the equivalent fully digital precoder for the communications-only scenario as $B_{\text{com}}[m]$ for the $m$th subcarrier. Then, we aim at minimizing the Euclidean distance between the product of the digital/analog precoders and the equivalent fully digital as well as sensing precoders. Specifically, we formulate a weighted sum minimization problem to design the digital and the analog precoders at the $m$th subcarrier, expressed as [13, 41]
\[
\mathcal{Q}_1^m : \text{minimize } f (W_{RF}[m], W_{BB}[m], U[m]) \tag{44a}
\]
s.t. $W_{RF}[m] \in S$, $\forall m$, $\tag{44b}$
\[
||B_{\text{com}}[m]||_F^2 = ||W_{RF}[m]W_{BB}[m]||_F^2, \forall m, \tag{44c}
\]
\[
U[m]U^H[m] = I_{P_t}, \forall m, \tag{44d}
\]
where the expression for the objective function is shown in Eq. (45) at the bottom of the next page, $S \in \{ SF_C, SP_C \}$ and the definitions of $S_{FC}, S_{PC}$ are presented in (22). The weighting coefficient $\xi \in [0, 1]$ can be set according to the different system requirements [13].

Problem $\mathcal{Q}_1^m$ is not easy to handle due to the non-convexity in both the objective function and the constraints. In addition, every non-zero element in the RF analog precoder $W_{RF}[m]$ is of unit-modulus, making the problem harder. Then, an alternating optimization framework is adopted to iteratively design the hybrid precoders as well as the unitary matrices. In particular, the methods for both the fully and partially connected structures are developed in the following, which can be applied for arbitrary $m$ and thus, the index $m$ is omitted for brevity.

A. Fully Connected Structure

For the fully connected structure, the RF analog precoder satisfies the condition $W_{RF} \in S_{FC}$. In the following, we alternatingly optimize one of them with the other two fixed.

\[
F(B, \lambda) = \sum_{k=1}^{K} \sum_{m=1}^{M} \log (1 + \lambda_k,m) + (1 + \lambda_k,m) \frac{\gamma_k |\mathbf{v}^H_{k,m} \mathbf{b}_{k,m}|^2}{\sum_{\ell = 1}^{K} \gamma_\ell |\mathbf{v}^H_{\ell,m} \mathbf{b}_{\ell,m}|^2 + N_0^t} - \lambda_k,m - \eta \left( \sum_{k=1}^{K} \sum_{m=1}^{M} \xi ||\mathbf{b}_{k,m}||_2^2 + P_t \right) \tag{30}
\]

\[
F(B, \lambda, \rho) = \sum_{k=1}^{K} \sum_{m=1}^{M} \log (1 + \lambda_k,m) - \lambda_k,m + 2 \sqrt{(1 + \lambda_k,m) \gamma_k \mathbf{v}^H_{k,m} \mathbf{b}_{k,m} \rho_{k,m}} - \rho_{k,m} \left( \sum_{t=1}^{K} |\rho_{t,m}|^2 + N_0^t \right) - \eta \left( \sum_{k=1}^{K} \sum_{m=1}^{M} \xi ||\mathbf{b}_{k,m}||_2^2 + P_t \right) \tag{33}
\]
1) Update of the Unitary Matrix $U$: First, given $W_{RF}, W_{BB}$, the original problem in (44) can be converted into an orthogonal Procrustes problem [12], given by

$$Q_2 : \text{minimize} \quad ||W_{RF}W_{BB} - B_{ss}U||_F^2 \quad \text{s.t.} \quad UD = I_{p_i},$$

(46a)

which admits an analytical solution by using the singular value decomposition (SVD). The update of the unitary matrix $U$ is given by

$$U = QI_{p_i \times K}R,$$

(47)

where $Q$ and $R$ can be obtained from the SVD of $B_{ss}W_{RF}W_{BB}$ as $Q\Sigma R = B_{ss}W_{RF}W_{BB}$, and $I_{p_i \times K} = [I_{p_i}, 0]$.

2) Update of the Digital Precoder $W_{BB}$: With fixed $W_{RF}$ and $U$, problem $Q_1$ is rewritten as

$$Q_3 : \text{minimize} \quad \zeta ||W_{RF}W_{BB} - B_{com}||_F^2$$

$$+ \left(1 - \zeta \right)||W_{RF}W_{BB} - B_{ss}U||_F^2 \quad \text{s.t.} \quad ||B_{com}||_F^2 = ||W_{RF}W_{BB}||_F^2.$$  

(48a)

(48b)

Since the corresponding objective function is the sum of two Frobenius norms, problem $Q_3$ can be simplified as

$$Q_4 : \text{minimize} \quad ||AW_{BB} - C||_F^2$$

$$\text{s.t.} \quad ||B_{com}||_F^2 = ||AW_{BB}||_F^2,$$

(49a)

(49b)

where $A = [\sqrt{\zeta}W_{RF}, \sqrt{1 - \zeta}W_{RF}]^T \in \mathbb{C}^{2N_i \times M}$, $C = [\sqrt{\zeta}B_{com}, \sqrt{1 - \zeta}U^TB_{ss}]^T \in \mathbb{C}^{2N_i \times K}$. Note that the auxiliary matrix $A$ satisfies $A^HA = W_{RF}^HW_{RF}$, which can be employed to simplify the computational complexity in the following. To handle this problem, we first ignore the constraint in (49b). Then, the relaxed problem is a least-squares one and has a closed-form solution, which is given by [47]

$$W_{BB} = (A^HA)^{-1}A^HC = (W_{RF}^HW_{RF})^{-1}A^HC.$$  

(50)

After that, we normalize the digital precoder $W_{BB}$ as follows [48], [49]

$$W_{BB} = \frac{||B_{com}||_F}{||W_{RF}W_{BB}||_F}W_{BB},$$

(51)

and then the Euclidean distance in (49a) can be sufficiently small [48].

3) Update of the RF Analog Precoder $W_{RF}$: When the other two variables are fixed, the subproblem with respect to the RF analog precoder $W_{RF}$ is given by

$$Q_5 : \text{minimize} \quad \zeta ||W_{RF}W_{BB} - B_{com}||_F^2$$

$$+ \left(1 - \zeta \right)||W_{RF}W_{BB} - B_{ss}U||_F^2 \quad \text{s.t.} \quad W_{RF} \in \mathcal{S}_{PC}.$$  

(52a)

(52b)

To simplify the above problem, we denote $G = [\sqrt{\zeta}W_{BB}, \sqrt{1 - \zeta}W_{BB}] \in \mathbb{C}^{M \times 2K}$ and $T = [\sqrt{\zeta}W_{BB}^T, \sqrt{1 - \zeta}W_{BB}^T] \in \mathbb{C}^{2K \times 2K}$.

$$f(W_{RF}[m], W_{BB}[m], U[m]) = \zeta ||W_{RF}[m]W_{BB}[m] - B_{com}[m]||_F^2 + (1 - \zeta)||W_{RF}[m]W_{BB}[m] - B_{ss}[m]U[m]||_F^2.$$  

(45)

Algorithm 2: Hybrid Precoding With the Fully Connected Structure

Input: Equivalent fully digital communication precoding vector $B_{com}$, threshold $\epsilon_2$, the number of maximum iterations $c_{\max}$

1: Initialize $W_{RF}^{(0)}, W_{BB}^{(0)}$, and $U^{(0)}$
2: for $m = 1 : M$ do
3: repeat
4: Calculate the value of the objective function $f(c)(W_{RF}, W_{BB})$
5: Update $U$, $W_{BB}$, and $W_{RF}$, based on Eqs. (47), (50), and (54)
6: $c = c + 1$
7: until $c \geq c_{\max}$ or $|f(c) - f(c-1)| < \epsilon_2$
8: end for
9: The digital precoder is normalized as $W_{BB} = \frac{||B_{com}||_F}{||W_{RF}W_{BB}||_F}W_{BB}$

$[\sqrt{\zeta}B_{com}, \sqrt{1 - \zeta}B_{ss}U] \in \mathbb{C}^{N_i \times 2K}$, and thus, problem $Q_5$ can be rewritten as

$$Q_6 : \text{minimize} \quad ||W_{RF}G - T||_F^2$$

$$\text{s.t.} \quad W_{RF} \in \mathcal{S}_{PC},$$

(53a)

(53b)

which can be tackled with a majorization-minimization (MM)-based method [40]. In particular, let $Y = GG^H$ and denote its maximum eigenvalue as $\lambda_{\max}(Y)$. Then, the RF analog precoder $W_{RF}$ can be updated as [40]

$$W_{RF} = \exp \left\{-j\zeta Z^T\right\},$$

(54)

where $Z = GT^H - (Y - \lambda_{\max}(Y)I_{M_i})W_{RF}^H$. The procedure for the design of the hybrid precoder is summarized in Algorithm 2.

B. Partially Connected Structure

The implementation of the RF analog precoder with the partially connected structure differs from the one with the fully connected counterpart, which is constrained by $W_{RF} \in \mathcal{S}_{PC}$, and can be expressed as $[W_{RF}]_{i,j} = \exp \{j\phi_{i,j}\}, \forall i, j = [i/N_g]$. Note that for the partially connected structure, the column index of each element of the matrix $W_{RF}$ is dependent on the row index. Moreover, due to the block diagonal structure of $W_{RF}$, the equality constraint in (44c) can be simplified as

$$||W_{RF}W_{BB}||_F^2 = N_g||W_{BB}||_F^2 = ||B_{com}||_F^2.$$
which admits a closed-form solution given by Eq. (37).

Input: Equivalent fully digital communication precoding vector $\mathbf{B}_{\text{com}}$, threshold $\epsilon_3$, the number of maximum iterations $c_{\text{max}}$

1. Initialize $\mathbf{W}_{\text{RF}}^{(0)}$, $\mathbf{W}_{\text{BB}}^{(0)}$, and $\mathbf{U}^{(0)}$
2. for $m = 1 : M$
3. repeat
4. Calculate the value of the objective function $f(c)(\mathbf{W}_{\text{RF}}, \mathbf{W}_{\text{BB}}, \mathbf{U})$
5. Update $\mathbf{U}$, $\mathbf{W}_{\text{BB}}$, and $\mathbf{W}_{\text{RF}}$, based on Eqs. (47), (56), and (59)
6. $c = c + 1$
7. until $c \geq c_{\text{max}}$ or $|f(c) - f(c-1)| < \epsilon_3$
8. end

s.t. $||\mathbf{W}_{\text{BB}}||_F = \frac{||\mathbf{B}_{\text{com}}||_F}{\sqrt{N_g}}$, \hspace{1cm} (55b)

where matrices $\mathbf{A}$ and $\mathbf{C}$ follow the same definitions as the fully connected case. Note that $Q_7$ is a projection problem which admits a closed-form solution given by

$$\mathbf{W}_{\text{BB}} = \frac{||\mathbf{B}_{\text{com}}||_F}{\sqrt{N_g}} \mathbf{A}^H \mathbf{C}.$$ \hspace{1cm} (56)

3) Update of the RF Analog Precoder $\mathbf{W}_{\text{RF}}$: With $\mathbf{W}_{\text{BB}}$ and $\mathbf{U}$ fixed, the subproblem for determining the RF analog precoder $\mathbf{W}_{\text{RF}}$ is shown as [13]

$$Q_8 : \text{minimize} \quad ||\mathbf{a} - \exp \{j\phi_{i,j}\} \mathbf{p}||^2_2$$ \hspace{1cm} (57)

s.t. $\phi_{i,j} \in (0, 2\pi)$, \hspace{1cm} (58)

where $\mathbf{a} = [\sqrt{\zeta} \mathbf{B}_{\text{com}}]_{i,:}, 1 - 1 - \sqrt{\zeta} \mathbf{B}_{\text{com}}]_{i,:}, \mathbf{p} = [\sqrt{\zeta} \mathbf{W}_{\text{BB}}]_{j,:}, 1 - 1 - \sqrt{\zeta} \mathbf{W}_{\text{BB}}]_{j,:}$. Then, the update of the RF analog precoder is given by

$$[\mathbf{W}_{\text{RF}}]_{i,j} = \exp\{j\zeta \mathbf{a}^H \mathbf{p}\}, \forall i, \forall j = \frac{i}{N_g}.$$ \hspace{1cm} (59)

The procedure for designing the hybrid precoders with the partially connected structure is sketched in **Algorithm 3**.

**C. Convergence and Computational Complexity**

Both **Algorithms 2** and 3 can be regarded as block coordinate descent methods, which are guaranteed to converge [50]. In addition, for the fully connected case, the major computational complexity for each iteration lies in the pseudo-inverse operation of the subproblem to update the baseband digital precoder $\mathbf{W}_{\text{BB}}$, which can be estimated as $O(N_t^3)$. Besides, the algorithm for the partially connected structure mainly involves the SVD process and the calculation of Eqs. (56), (59), whose computational complexity are given by $O(M_t K_t^2)$, $O(M_t N_t K_t)$, and $O(N_t K_t M_t)$, respectively. Let $I$ and $J$ denote the average iterations to design the hybrid precoders with the fully connected and partially connected structure for each subcarrier. Then, the computational complexity for **Algorithms 2** and 3 are given by $O(M N_t^3)$ and $O(M J K_t^2 + 2M_t N_t K_t)$, respectively.

**V. SIMULATIONS**

This section evaluates the performance of the proposed LEO satellite ISAC scheme. The considered system operates in
Fig. 2. Convergence performance versus the number of iterations.

(a) Algorithm 1.

(b) Algorithm 2.

(c) Algorithm 3.

Fig. 2. Convergence performance versus the number of iterations.

the Ka-band [51] and some typical simulation parameters are listed in Table I. At the transmitter, the antennas on the x- and y-axes of the UPA are assumed to be identical, i.e., $N_{xt} = N_{yt}$, each varying from 20 to 48. Then, the total number of the UPA antennas is given by $N_t = N_{xt} \times N_{yt}$, valued from 400 to 2304. The downlink channel power can be calculated by [16]

$$\gamma_k = G_{sat} G_{ut} N_t \left( \frac{c}{4\pi f_c d_0} \right)^2, \forall k, \quad (60)$$

where $G_{sat}$ and $G_{ut}$ denote the antenna gains of the transmitter and the receiver, respectively. The noise power is defined as $N_0 = k_B T_n = k_B \Delta f T_n$ with the Boltzmann constant $k_B = 1.38 \times 10^{-23}$ J·K$^{-1}$ and the noise temperature $T_n = 300$ K [16].

The average convergence performance for Algorithms 1, 2, and 3 are shown in Fig. 2. The corresponding objective functions are defined in Eqs. (25a) and (44a), respectively. In particular, Algorithm 1 converges rapidly for different power budgets. Besides, there is a gradual trend regarding the convergence of Algorithms 2 and 3 with different values of weighting factors, which in general converges within a few iterations.

Fig. 3 illustrates the EE performance for the communication module versus the power budget $P$ under different weighting coefficients $\zeta$. In both the fully and partially connected structures, for each $\zeta$, the value of EE follows the same upward trend, which can be categorized into three stages. In particular, there is a slight rise in the value of EE before it bottoms out and grows rapidly. Then, the growth rate declines and the EE value stays steady after its saturation point. In fact, there exists an inherent saturation point for typical setups. After that point, an increase in the power consumption brings smaller gains in the data rate and thus, does not contribute to the performance of EE. Besides, for the low or middle range transmit power scenarios, the deterministic factor of the EE performance is the static power consumption and thus, the partially connected structure, which consumes less power, performs better. On the other hand, when the transmit power is relatively high, the array gain dominates the EE performance and thus, the fully connected structure, which offers higher array gain, presents better performance. Regarding the variation tendency with $\zeta$, better EE performance can be achieved with the increase of $\zeta$, since a larger weight is allocated to the communication module. Note that when $\zeta$ is set to be one, the satellite ISAC systems reduce to communications-only ones.

Figs. 4 and 5 present the corresponding sensing beam-pattern with the consideration of the wide-band effects. The red pentagrams locate the position of the targets. With the increasing of the number of equipped antennas, the range
resolution of sensing is improved and the disturbance of the communication module on the target sensing is significantly mitigated. With the EE performance shown in Fig. 3 as a reference, it can be observed that the beams can be efficiently steered towards the targets of interest while sustaining the performance of EE for the communication module. In particular, for the fully connected structure, with a small weighting factor $\zeta = 0.4$ assigned to the communication module, the EE performance sees a marked rise while the targets can be efficiently detected. For the partially connected structure, with a weighting factor $\zeta = 0.7$, both communications and sensing can be well performed. Therefore, with different weighting factors, the adopted satellite ISAC systems can be flexibly adjusted to accommodate the different requirements of communications and target sensing.

Fig. 6 evaluates the communication EE performance of the proposed beam squint-aware scheme with respect to the number of antennas. We adopt the beam squint-unaware scheme as the comparison baseline, which is tackled through Algorithm 1 by setting $v_k(f_m) = v_k(0), \forall k, \forall m$. In general, all the solid curves see a rising trend due to the increase of channel gain according to Eq. (60). Besides, by further increasing the number of antennas, the considered system consumes more power and thus, the growth rates of the value of EE slow down. Moreover, the proposed scheme
Fig. 7. EE versus the transmission bandwidth with $M_t = K$ RF chains and $N_t = 1296$ antennas under $P = 12$ dBW.

with consideration of the beam squint effects outperforms that of the beam squint-unaware counterpart, especially for a system with a larger number of antennas. In addition, with an increasing number of antennas, the time delay tends larger, and the impact of the beam squint deteriorates the beam squint-unaware precoding method even further. Furthermore, the EE of the hybrid architecture outperforms the fully digital counterpart, especially with a large number of antennas. This is due to the reason that for relatively small number of antennas, the static power consumed by the RF chains is not significantly high. However, if the number of antennas is further increased, the static power consumption dominates the value of EE, and thus, the application of the hybrid architecture leads, in general, to a system with fewer RF chains and lower power consumption, resulting in improved EE performance.

Fig. 7 compares the communication EE performance of the proposed beam squint-aware precoding scheme with the beam squint-unaware one. Note that the EE performance of the proposed beam squint-aware scheme sees a gradual growth with the increase of the bandwidth. Furthermore, due to the beam squint effects, the performance gap between the two schemes becomes larger when the transmission bandwidth is improved. The explanation for this trend initiates from the fact that the growth of the bandwidth leads to the reduction of the signal duration. Hence, the ratio of the time delay over the UPA array and the signal duration increases. Consequently, a more negative influence is introduced on the beam squint-unaware scheme.

Fig. 8 depicts the sensing beampattern for the LEO satellite ISAC system for a target with the AoD $(-0.3, 0.7)$. With the adopted hybrid beam squint-aware scheme, the beam squint effects at both horizontal and vertical directions can be significantly mitigated, compared with the one without the consideration of the beam squint effects. Besides, due to the utilization of the hybrid analog/digital architecture, there exists a small loss in the gain of the beam pattern at some subcarrier frequencies.

Fig. 9 depicts a sensing performance metric, i.e., detection probability $P_D$, versus the power budget $P$ with a constant false-alarm probability $P_{FA} = 10^{-7}$. Four targets are considered, and the probability of detection is calculated based on Eq. (19). The satellite ISAC systems reduce to sensing-only ones when $\zeta$ is set to be zero, the EE performance of which is illustrated as a benchmark. As observed from Fig. 9, the ISAC systems with a larger weighting coefficient ($\zeta = 0.9$) consume more power than with a smaller one ($\zeta = 0.4$), to obtain a satisfying detection probability of 90%. By referring to Fig. 3,
it is worth noting that the ISAC systems can both enhance the communication EE and the target detection performance with a proper weighting coefficient $\zeta$. Besides, the proposed scheme outperforms the beam squint-unaware one in the detection probability for a given power budget, as observed from Fig. 9.

VI. CONCLUSION

In this paper, we investigated ISAC for massive MIMO LEO satellite systems and proposed a beam squint-aware hybrid precoding scheme exploiting sCSI, to operate communications and target sensing simultaneously. The corresponding nonconvex optimization problem with tightly coupled variables was first converted into designing the equivalent fully digital precoder, which was handled through fractional programming. After that, we aimed to minimize the Euclidean distance between the product of the hybrid digital/analog precoders and both the fully digital communication precoder as well as the sensing precoder. Then, to trade off between communications and detection, a weighting coefficient was introduced and the hybrid precoders were designed through an alternating optimization framework. Numerical results demonstrated the performance gains over the method without considering the effects of the beam squint. Furthermore, it was shown that both the communication and sensing functions can be simultaneously supported with satisfactory performance.

APPENDIX

PROOF FOR THE UPPER BOUND IN (24)

For notation brevity, we introduce several auxiliary variables as $a = |v_k^H[m]b_k[m]|^2$, $b = \sum_{\ell \neq k} |v_k^H[m]b_\ell[m]|^2$, $c = N_0^c$ and $x = |g_k[m]|^2$. Then, the logarithmic expression inside the expectation operator of the ergodic rate in (24) can be expressed as

$$f(x) = \log \left( \frac{ax}{bx + c} + 1 \right), \quad x \geq 0, \ a, b, c \geq 0. \quad (61)$$

In order to verify the convexity or concavity of $f(x)$, we check its second derivative, which can be calculated as

$$f''(x) = -\frac{ac((a+b)(bx+c) + ((a+b)x+c)b)}{(a+b)x+c}b < 0 \quad (62)$$

This shows that the function $f(x)$ is concave with respect to the variable $x = |g_k[m]|^2$ [47]. Then, the upper bound of the ergodic rate can be derived by utilizing Jensen’s inequality, i.e., $E \{f(X)\} \leq f \{E \{X\}\}$, which is given by

$$R_k[m] = E \left\{ \log \left( 1 + \frac{|b_k^H[m]h_k[m]|^2}{\sum_{\ell \neq k} |b_k^H[m]h_\ell[m]|^2 + N_0^c} \right) \right\} \leq R_k[m] \nonumber \leq \log \left( 1 + \frac{|b_k^H[m]v_k[m]|^2}{\sum_{\ell \neq k} |b_k^H[m]v_\ell[m]|^2 + N_0^c} \right) \nonumber \leq \log \left( 1 + \frac{\gamma_k |v_k^H[m]b_k[m]|^2}{\sum_{\ell \neq k} \gamma_k |v_k^H[m]b_\ell[m]|^2 + N_0^c} \right). \quad (63)$$
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