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Abstract—A fundamental problem in robotic perception is matching identical objects or data, with applications such as loop closure detection, place recognition, object tracking, and map fusion. While the problem becomes considerably more challenging when matching should be done jointly across multiple, multimodal sets of data, the robustness and accuracy of matching in the presence of noise and outliers can be greatly improved in this setting. At present, multimodal techniques do not leverage multiway information, and multiway techniques do not incorporate different modalities, leading to inferior results. In contrast, we present a principled mixed-integer quadratic framework to address this issue. We use a novel continuous relaxation in a projected gradient descent algorithm that guarantees feasible solutions of the integer program are obtained efficiently. We demonstrate experimentally that correspondences obtained from our approach are more stable to noise and errors than state-of-the-art techniques. Tested on a robotics dataset, our algorithm resulted in a 35% increase in F1 score when compared to the best alternative.

I. INTRODUCTION

Identifying correspondences across sets of data, or across sources with different modalities, is a fundamental problem in robotics and computer vision. In practice, data points are noisy and contain outliers that should not be matched. These challenges make classical assignment techniques such as the Hungarian [1] or auction [2] algorithms ineffective, as they cannot reject outliers or produce consistent results across sets. State-of-the-art multiway data association algorithms [3], [4], [5], [6], [7], [8], [9] can remove outliers and produce consistent associations by matching data jointly across all sets, however, these techniques cannot fuse associations that come from different modalities. Furthermore, these schemes operate based on binary associations, i.e., data points should either be matched or not. Considering lack of information (i.e., when correspondences cannot be established and the decision should be delayed) is an important feature that is not currently present. In this work, we present the Multimodality association matrIX fusiER (MIXER) algorithm. MIXER is a principled framework for associating data that contains outliers, comes from different modalities, and is observed across multiple instances. The MIXER formulation fuses modalities and allows incorporating uncertain or missing information in the decision making process. This is crucial if a modality is not applicable for establishing correspondences at a certain time. The associations returned by MIXER are guaranteed to be consistent across all sets and respect additional constraints imposed on the problem. A small-scale demonstration is shown in Fig. 1, where MIXER recovers 100% precision with 100% recall from the noisy input.

We formulate the problem as a mixed-integer quadratic program (MIQP). Since this MIQP is not scalable to large-sized problems, we present a continuous relaxation to efficiently obtain approximate solutions. The main contribution of our approach over similar relaxation techniques used in the literature is that solutions of the relaxed problem are guaranteed to converge to feasible, binary solutions of the original problem. Thus, rounding results to binary values, which is required when using other techniques and may lead to infeasible solutions, is avoided. To solve the relaxed problem efficiently, we present a projected gradient descent algorithm with backtracking line search based on the Armijo procedure. This polynomial-time algorithm has worst case cubic complexity in problem size (from matrix-vector multiplications) at each iteration, and is guaranteed to converge to stationary points. Proofs are omitted due to space limitations, but will be provided in future work.

We evaluate MIXER on both synthetic and real-world datasets and compare the results with state-of-the-art multiway data association algorithms. Our synthetic analysis demonstrates a small optimality gap between MIXER’s solution and the global minimum of the MIQP (max 3.3%), while achieving an average runtime of 252 ms—an average speedup of 685× over the MIQP solver. Our real-world evaluation considers associating identical cars observed by a robot moving in a parking lot. We use the four distinct modal-
ities of proximity, color, image features, and bounding box tracks for associating cars. Benchmarking MIXER against the state-of-the-art shows superior accuracy on individual modalities, and further shows that MIXER is effectively able to combine all similarity scores, improving the F_1 score by 35% compared to the best competing algorithm. In summary, the main contributions of this work include:

- A novel and principled MIQP framework for multimodal, multiway data association
- A continuous relaxation of the MIQP leading to feasible, binary solutions that can be computed efficiently.
- A polynomial-time algorithm for solving the relaxed problem based on projected gradient descent and Armijo procedure with convergence guarantees.
- Improvements over state-of-the-art multiway data association algorithms showcased on a realworld dataset with four distinct modalities.

We expect MIXER to significantly improve the accuracy and robustness of existing data association techniques used in robotics and computer vision applications such as feature matching [4], multiple object tracking [10], person re-identification (ReID) [11], [12], place recognition [13], and loop closure detection [14].

A. Related Work

Associating elements from two sets is traditionally formulated as a linear assignment problem [15], [16], which can be solved in polynomial time [1], [2]. If elements have underlying structure (e.g., geometry) that should be considered, the problem can be formulated as a quadratic assignment program [17], [18], [19]. Unlike linear assignment, quadratic assignment (or its MIQP graph matching formulation) is, in general, NP-hard [20]. Exact methods for solving quadratic assignment use expensive branch and bound techniques [21], [22]. More efficient, but approximate solutions can be obtained, for example, from spectral relaxations [23], linear relaxations [24], and convex relaxations [25], [26], [27], [28].

Multiway association. Multiway data association frameworks jointly associate elements across multiple sets to ensure (cycle) consistency of associations. This can be formulated as permutation synchronization [3], which is computationally challenging due to binary constraints. With the exception of (expensive) combinatorial methods [29], [30], existing works focus on relaxations to obtain approximate answers; for example, spectral relaxation [3], [4], convex relaxation [31], [32], [33], [5], [34], matrix factorization [6], [7], [35], and graph clustering [36], [8], [37], [9]. While some of these methods accept weighted inputs, they are formulated for synchronizing unimodal, binary associations. Lastly, when data has underlying structure, the formulation becomes a multi-graph matching problem [38], [39], [36], [40], which is considerably more computationally demanding.

Multimodal association. Fusing multiple modalities for data association [41], [42], [43], [44] can be seen as a classifier combination problem [45], [46]. Methods of combining classifiers include evidential reasoning [47], [48], [49], Bayesian methods [50], and deep learning approaches [51]. A popular and foundational approach to combine classifiers is AdaBoost [52], which has been used to combine different types of LiDAR features for loop closure detection [53].

II. MIXER FORMULATION

Consider n sets of data \( \mathcal{A}_i, i = 1, \ldots, n \), with cardinality \( |\mathcal{A}_i| = m_i \) and \( m = \sum_{i=1}^{n} m_i \). We define the universe as \( \mathcal{U} \triangleq \bigcup_i \mathcal{A}_i \), with \( |\mathcal{U}| = m_u \leq m \) the number of distinct elements across all sets. For each of the \( l \) modalities which associate identical elements across sets, a scalar similarity score \( s \in [0, 1] \) is produced. Scores of 1, 0.5, and 0 correspond to maximum similarity, lack of information/preference, and maximum dissimilarity, respectively. We arrange these scores in diagonal score matrices defined as \( S = \text{diag}(s_1, \ldots, s_l) \in [0, 1]^{l \times l} \).

Given two sets \( \mathcal{A}_i \) and \( \mathcal{A}_j \), we define the association matrix between the elements of these distinct sets as

\[
A_{ij} \triangleq \begin{bmatrix}
S_{i1} & \cdots & S_{im_j}
\vdots & \ddots & \vdots
S_{m_i 1} & \cdots & S_{m_i m_j}
\end{bmatrix} \in [0, 1]^{m_i \times m_j},
\]

where \( S_{ab} \) denotes the score matrix between elements \( a \in \mathcal{A}_i \) and \( b \in \mathcal{A}_j \). These pairwise \( A_{ij} \) are used to create the symmetric aggregate association matrix between all sets as

\[
A \triangleq \begin{bmatrix}
A_{11} & \cdots & A_{1n}
\vdots & \ddots & \vdots
A_{n1} & \cdots & A_{nn}
\end{bmatrix} \in [0, 1]^{m \times m}.
\]

Ground-truth association. In the ideal setting, score matrices \( S \) are either identity or zero and can be compactly represented using Kronecker products as \( 1 \otimes I_l \) or \( 0 \otimes I_l \), where \( I_l \) is an \( l \times l \) identity matrix. Furthermore, matrix \( A \) can be factorized as \( A = U U^\top \otimes I_l \), where

\[
U^\top \triangleq \begin{bmatrix}
U_1^\top & \cdots & U_n^\top
\end{bmatrix} \in (0, 1)^{m \times m_u}.
\]

Matrices \( U_i \in \{0, 1\}^{m_i \times m_u} \) represent associations between elements of \( \mathcal{A}_i \) and the universe \( \mathcal{U} \).

Constraints. Often, data association algorithms must meet certain constraints imposed by the high-level task. The one-to-one constraint states that an object cannot be associated with other objects and is satisfied if each row of \( U \) has a single 1 entry. The distinctness constraint states that objects within a set are distinct and therefore should not be associated. This is satisfied if there is at most a single 1 entry in each column of \( U \). When the association problem is solved across more than two sets, it is important to ensure associations are cycle consistent, which states that if \( a \sim b \) and \( b \sim c \), then \( a \sim c \) and is satisfied if the association matrix can be factorized as \( A = U U^\top \otimes I_l \). This fact is proven in [8] for associations of single modality (\( l = 1 \)), which generalizes similarly to the multimodal case (\( l \geq 2 \)). These three constraints are crucial for detecting and correcting erroneous similarity scores and associations, but increase the difficulty and complexity of the data association procedure.

Optimization problem. In practice, similarity scores are noisy and can lead to incorrect associations. Therefore, our objective is to map these scores to their closest binary value while respecting/leveraging the one-to-one, distinctness, and cycle consistency constraints to correct potential scoring...
mistakes. This goal can be formally stated as finding $U$ that solves the MIQP with Frobenius objective

$$\text{minimize} \quad U \in \{0,1\}^{m \times m} \quad \left\| U U^T \otimes I_l - A \right\|_F^2 \quad (\text{cycle consistency})$$

subject to

$$U 1_m = 1_m \quad \text{(one-to-one constraint)}$$

$$U_i^T 1_{m_i} \leq 1_{m_i} \quad \text{(distinctness constraint)}$$

where $1$ denotes a vector of ones. We note that the size of $U$ in (4) is $m \times m$ as opposed to $m \times m_a$ defined in (3). This is because the number of unique elements across all sets (size of universe, $m_a$) is unknown a priori. A solution $U$ of (4) has only $m_a$ nonzero columns.

### III. Continuous Relaxation and Algorithm

Solving (4) to global optimality becomes impractical as the problem size grows; hence, we propose a relaxation. Existing relaxation techniques require rounding, which may produce infeasible solutions. A key contribution of our approach is that solutions are guaranteed to converge to feasible, binary solutions of the original problem without rounding.

Manipulation of the objective of (4) and the use of penalty functions to incorporate the constraints into the objective yields the continuous relaxation over the nonnegative reals

$$\text{minimize} \quad U \in R^{m \times m} \quad \left\langle UU^T, \bar{A} \right\rangle + d \left( \left\langle U^T U, P_o \right\rangle + \left\langle UU^T, P_d \right\rangle \right)$$

subject to

$$U 1_m - 1_m \leq 0_m$$

where penalty matrices $P_o$ and $P_d$ correspond to orthogonality and distinctness constraints, and $d \geq 0$ is a scalar parameter. As $d$ increases, the positive penalty value pushes the solution $U$ toward having orthogonal columns, satisfying the distinctness constraint, and having row-sum equal to 1. Once $d$ is large enough, solutions of (5) become binary and satisfy the constraints of the original problem (4). Note that $\bar{A}$, defined in the expansion of objective of (4), can be indefinite, making (5) non-convex in general.

Problem (5) is efficiently solved using a first-order projected gradient descent scheme with greedy steps and backtracking Armijo line search [54]. The worst case complexity of this local search is bounded by $O(m^3)$ per iteration, corresponding to matrix multiplications.

### IV. Experiments

We evaluate MIXER on two datasets. First, we use synthetic data and study the optimality gap of MIXER, finding that over the problem sizes considered, MIXER can achieve near-optimal performance with significantly improved runtime. Then, we demonstrate the ability of MIXER to combine sensing modalities on a challenging robotics dataset collected as part of this work. We compare the performance of MIXER on this dataset with other multiway matching algorithms.

**Synthetic Dataset.** We use synthetically generated data to empirically analyze MIXER’s optimality gap and runtime. Data is generated using partial views of $m_a = 10$ objects with randomly added outliers and noise, resulting in a problem sizes of $10 \leq m \leq 50$. We use Gurobi 9.1.1 [55] to solve problem (4) to optimality and refer to this implementation as MIXER*.

Table I shows the percent change of the objective value, precision, and recall relative to MIXER*, absolute runtime of MIXER in milliseconds, and the relative speedup of MIXER. MIXER is able to achieve a strikingly small optimality gap, while gaining a considerable speedup, with absolute runtimes less than 300 ms. Interestingly, we observe that MIXER converges to local minima that on average lead to better precision and lower recall. This is likely due to these local minima corresponding to associations that are more conservative, i.e., smaller clusters.

**Parking Lot Dataset.** Experimental data is created by driving a Clearpath Jackal fitted with a Velodyne VLP-32 LiDAR and an Intel RealSense D435i around a parking lot containing 29 cars as shown in Fig. 2. The resulting dataset contains RGB frames with time-synchronized robot pose and LiDAR, along with the pre-determined extrinsic calibrations. Using this dataset, the objective is to associate cars across 100 frames where each view contains noisy, incomplete, and partial detections (i.e., not every car is seen in each frame, and some cars extend out of frame).

1) **Feature Extraction:** For each RGB frame in the dataset, we use YOLOv3 [56], [57] to detect 2D bounding boxes associated with the 29 cars. Ground truth associations are generated by manual annotation (see Fig. 2). Three additional simple and complementary features of each car are extracted using this bounding box. A car’s 3D centroid is reconstructed using the median of corresponding LiDAR points that can be reprojected into the 2D bounding box. The dominant semantic color (i.e., red, blue, orange, etc.) is also extracted, with grey representing an inconclusive color. Finally, the visual appearance of each car is captured using SIFT keypoints and reprojection of the 3D bounding box. The approximate robot path is shown by the red-to-blue gradient path.

![Fig. 2. Illustration of the parking lot environment. Each of the 29 parked cars are located in the parking spots denoted by the numbered car glyph, with approximate color and location. The approximate robot path is shown by the red-to-blue gradient path.](image-url)
Fig. 3. Each car’s bounding box is colored with its extracted semantic color. Harsh lighting in this dataset makes color a weak sensing modality—of the five cars, car 18 is misidentified as black, and cars 20 and 11 are deemed inconclusive (grey). The bounding box number corresponds to the ground truth label.

TABLE II. Precision and recall (reported as P/R) of association algorithms for differing modalities. In each modality column, the algorithm score with the highest F1 score is bolded. The highest F1 score overall is underlined.

|                | bbox | proximity | color | SIFT | combined |
|----------------|------|-----------|-------|------|----------|
| All-Pairs      | 0.47/0.41 | 0.75/0.50 | 0.11/0.71 | 0.08/1.00 | 0.08/1.00 |
| Consecutive    | 0.47/0.41 | 0.93/0.29 | 0.27/0.45 | 0.57/0.43 | 0.68/0.43 |
| Spectral [3]   | 0.13/0.42 | 0.15/0.51 | 0.14/0.45 | 0.29/0.63 | 0.35/0.62 |
| MatchLift [31] | 0.83/0.24 | 0.83/0.34 | 0.34/0.17 | 0.51/0.83 | 0.51/0.72 |
| QuickMatch [8] | 0.92/0.20 | 0.97/0.24 | 0.18/0.32 | 0.20/0.36 | 0.26/0.34 |
| CLEAR [9]      | 0.56/0.21 | 0.14/0.58 | 0.13/0.41 | 0.30/0.75 | 0.28/0.77 |
| MIXER          | 0.88/0.35 | 0.85/0.45 | 0.13/0.35 | 0.05/0.62 | 0.88/0.82 |

2) Computing Association Scores: Each modality’s noisy association matrix $A_{ij} \in [0, 1]^{m_i \times m_j}$ (i.e., $l = 1$) is constructed for each pair of car detections. This scoring leverages knowledge about the modality; for example, bounding box intersection-over-union can give an indication of similarity for temporally consecutive frames, but for non-consecutive frames this method is inconclusive—we set the similarity score to 0.5 in this case. Similarly, similarity based on spatial proximity using 3D centroid degrades between temporally distant frames due to odometric drift; therefore, we discount scores such that temporally distant frames yield an inconclusive 0.5 score. On the other hand, color similarity between two cars is time-independent and takes on 0 or 1 depending on semantic color matching; if either car color is grey, the score is set to 0.5. Finally, SIFT matching with Lowe’s ratio test [59] is used to score visual similarity of pairs of cars. Like other modalities, scoring is defined such that weak matching is mapped to the inconclusive 0.5 score.

Each of the aforementioned similarity scores arise from distinct modalities with their own strengths and weaknesses. We create a combined modality by formulating diagonal score matrices $S_l$ with $l = 4$ (see Section II), allowing MIXER to perform multimodal, multiway matching.

3) Evaluation: We use precision (P), recall (R), and F1-score to compare MIXER against state-of-the-art algorithms. As a baseline, we use an all-pairs association strategy as a naïve multiway matcher, which considers any object pair with an association score greater than 0.5 a match. Similarly, we use a consecutive association strategy which performs this simple thresholding, but does not form associations between temporally non-consecutive detections—a commonly used paradigm in e.g., object tracking. We include the following multiway matching algorithms in our comparison: the Spectral [3] algorithm, extended by Zhou et al. [6]; MatchLift [31] which is based on a convex relaxation with a similar Frobenius objective to MIXER; recent graph clustering algorithms QuickMatch [8] and CLEAR [9].

Table II lists the P/R results for each association algorithm operating on a given modality. As expected, the color matching modality is the weakest. The bounding box modality also obtains low scores, specifically in R. This highlights the complementary nature of these two modalities—bounding box similarity is inherently frame-to-frame and thus performs well at identifying matches in consecutive frames ($\cup \cup$), but is unable to cluster associations in a multiway matching sense, resulting in fragmented tracks [60] ($\downarrow \downarrow$). On the other hand, color similarity is time-independent, allowing more non-consecutively seen cars to be matched ($\downarrow \uparrow$), although semantic colors may not be rich enough to distinguish cars of similar color ($\uparrow \uparrow$). This reasoning also explains why the consecutive algorithm scores the highest F1 score with the color modality—cars of the same semantic color are more likely to be the same car when the observations are made consecutively. Visual similarity and proximity produce the best scores, owing to SIFT’s robustness even across non-consecutive frames and the local consistency of consecutive position estimates, even in the presence of global drift. These four modalities are combined and we see that MIXER is capable of recovering associations with high, well-balanced P/R, resulting in an F1 score of 0.85. Second-best performance is achieved by MatchLift with an F1 score of 0.60.

The high P/R of MIXER using multiple modalities is enabled by the 0.5 “inconclusive” score. By appropriately designing the scoring function of each modality, MIXER is able to delay association decisions that a single modality may have deemed inconclusive. The benefit is that MIXER improves the combined modality associations, whereas other algorithms struggle to appropriately combine information. To show that MIXER improves the results of any one modality, we apply the association algorithms to an aggregate association matrix of incrementally combined modalities and show the resulting F1 scores in Fig. 4. These results reveal that although the visual similarity modality is strong on its own, MIXER is able to improve it by nearly 20% because of its ability to mix multiple modalities of varying strengths.
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