Fock space localization of polaritons in the Jaynes-Cummings dimer model
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We present a new method to study the semiclassical dynamics of the Jaynes-Cummings dimer model, describing two coupled cavities each containing a two-level system (qubit). We develop a Fock space WKB approach in the polariton basis where each site is treated exactly while the intersite polariton hopping is treated semiclassically. We show that the self-trapped states can be viewed as Fock space localized states. We find that this picture yields the correct critical value of interaction strength at which the delocalization-localization transition occurs. Moreover, the validity of our WKB approach is supported by showing that the quantum spectrum can be derived from a set of Bohr-Sommerfeld quantization conditions and by confirming that the quantum eigenstates are consistent with the classical orbital motion in the polariton band picture. The underlying idea of our method is quite general and can be applied to other interacting spin-boson models.

I. INTRODUCTION

Interacting light-matter systems have opened new possibilities in simulating various types of strongly correlated phases ranging from the superfluid and Mott insulating states\textsuperscript{1-14} to the quantum Hall fluids\textsuperscript{15-20}. The property that makes the coupled light-matter systems unique compared to conventional condensed matter systems is that they are equipped with optical probes to manipulate arbitrary states, beyond the ground state, as well as to monitor non-equilibrium dynamics. The strongly correlated light-matter physics have been experimentally realized in various implementations of cavity QED with atoms\textsuperscript{21,22}, excitons\textsuperscript{23-25}, or superconducting qubits\textsuperscript{26,27}. The building block of all these systems is the celebrated Jaynes-Cummings (JC) model,\textsuperscript{28}

\begin{equation}
H_{JC} = \nu_q \sigma^z + \nu_c a^\dagger a + g (\sigma^+ a + a^\dagger \sigma^-) \tag{1.1}
\end{equation}

which describes a two-level system (qubit) interacting with a single mode of the electromagnetic field inside a cavity. The qubit is characterized by the resonance frequency \(\nu_q\), and the pseudo-spin operators \(\sigma^\pm\), and \(\sigma^z = (\sigma^x + i\sigma^y)/2\). The cavity field with frequency \(\nu_c\) is described by the annihilation and creation operators \(a\) and \(a^\dagger\) which are linearly coupled to the qubit via the coupling constant \(g\). Throughout this paper, we focus on the resonant case where \(\nu_q = \nu_c = \nu\). The cavity-qubit coupling induces an anharmonicity in the spectrum of the JC Hamiltonian that can be qualitatively regarded as an effective interaction between photons. A tunnel-coupled array of JC sites would then realize an ideal setup for strongly correlated photons.

The Jaynes-Cummings dimer model (JCDM) is the simplest, yet non-trivial, system to study interacting photons\textsuperscript{28}. The model Hamiltonian

\begin{equation}
H = H_{JC,R} + H_{JC,L} - J(a^\dagger_R a_L + a^\dagger_L a_R), \tag{1.2}
\end{equation}

where the subscript \(L(R)\) specifies the left(right) sites. As the cavity-qubit interaction is increased, the JCDM displays a transition from a Josephson oscillating (delocalized) regime where photons coherently tunnel between cavities to a self-trapped (localized) regime where photons are frozen inside one cavity. A similar transition caused by the Hubbard interaction has been studied in a Bose-Einstein condensate double-well (BECDW) system\textsuperscript{29-34}. A theoretical study of this transition in JCDM was originally done in the pioneering work of Schmidt, et al.\textsuperscript{28} where a semiclassical picture as well as numerical exact solutions were provided. They also proposed a superconducting circuit implementation of the JCDM. This proposal was subsequently realized experimentally and the transition was successfully observed\textsuperscript{35}.

In this article, we revisit the localization-delocalization transition from a different point of view beyond just numerics. We note that the JCDM conserves the total polariton number \(N = n_L + n_R\) where \(n_s = \sigma^+_s \sigma^-_s + a^+_s a_s\) for \(s = L/R\), left/right JC islands; i.e. \([N,H] = 0\). We use this property to develop a new approach in the polariton basis where each JC site is treated exactly while the hopping of polaritons between sites is treated semiclassically. To this end, we introduce a Fock space picture in which the tunneling terms act like hopping operators and map the Hamiltonian onto a one-dimensional tight-binding model. The Schrödinger equation in this basis obeys a discrete form and hence can be approximately solved by a discrete version of the Wentzel-Kramers-Brillouin (WKB) approach\textsuperscript{36}. Using our Fock space representation, we show that the self-trapping transition in the JCDM can be viewed as a localization transition in Fock space\textsuperscript{37}. This phenomenon has also been discussed in the context of BECDW\textsuperscript{38,39}. In fact, we find that the WKB approximation maps the JCDM into a four-band one-dimensional tight-binding Hamiltonian. Each band looks like a BECDW with a more complicated interaction. These bands are associated with the four possible polariton states of two JC sites: upper-upper, upper-lower, lower-upper, and lower-lower polaritons. As we will see the upper-upper and lower-lower polariton bands...
are equivalent to BECDW with attractive and repulsive interactions, respectively.

Our article is organized as follows. In Sec. II, we introduce the Fock space picture and find the wavefunctions in the WKB limit. In Sec. III, we derive a set of Bohr-Sommerfeld quantization conditions in the form of \( S(E_n) = \frac{1}{2} p \cdot dq = 2\pi h (n + 1/2) \) which yields a quantized energy \( E_n \) in each polariton band. The main results of the paper are in Sec. IV where we study the delocalization-localization transition using the presented WKB picture. Finally, we discuss the conclusions and possible applications of our methods in Sec. V.

II. FOCK SPACE REPRESENTATION AND WKB ANALYSIS

In this section, we write the JCDM in the Fock space of photons and show that the Hamiltonian is tridiagonal. Thus, it can be interpreted as a one-dimensional tight-binding model of photons and show that the Hamiltonian is tridiagonal. We can study this model in a subspace with a fixed number of photons. In Sec. III, we derive a set of Bohr-Sommerfeld quantization conditions in the WKB limit. In Sec. III, we derive a set of Bohr-Sommerfeld quantization conditions in the WKB limit. The delocalization-localization transition of four bands and each band is associated with a certain polariton configuration. We shall explain this in more detail after deriving the WKB solution. The delocalization-localization transition of the BECDW problem has also been studied in the Fock space representation. The important difference here is that the BECDW Hamiltonian can be formulated fully in terms of the imbalance

\[
H_Z = g \sum_{m_R} \frac{N+Z}{2} ((|Z, \uparrow, m_R\rangle \langle Z, \downarrow, m_R| + \text{H.c.})
+ g \sum_{m_L} \frac{N-Z}{2} ((|Z, m_L, \uparrow\rangle \langle Z, m_L, \downarrow| + \text{H.c.}) .
\]  

Therefore, for any fixed \( N \) the Hamiltonian in this basis can be written as

\[
H = -\frac{J}{2} \sum_{Z,m_L,m_R} \left(T_{Z,Z+2}^{m_L,m_R} |Z,m_L,m_R\rangle \langle Z+2,m_L,m_R| + \text{h.c.} \right) + \sum_Z H_Z
\]  

where the hopping terms are

\[
T_{Z,Z+2}^{\uparrow\downarrow} = [(N + Z + 2)(N - Z)]^{1/2},
T_{Z,Z+2}^{\uparrow\uparrow} = [(N + Z + 2)(N - Z - 2)]^{1/2},
T_{Z,Z+2}^{\downarrow\downarrow} = [(N + Z)(N - Z)]^{1/2},
T_{Z,Z+2}^{\downarrow\uparrow} = [(N + Z)(N - 2)]^{1/2},
\]

and the first two terms in Eq. (1.1) are dropped as their sum is constant in the resonant case \( \nu_c = \nu_q \). We represent wave-functions in terms of a four-component “position”-dependent vector \( C(Z) = [C_{\uparrow\downarrow}, C_{\uparrow\uparrow}, C_{\downarrow\uparrow}, C_{\downarrow\downarrow}]^T \),

\[
|\Psi\rangle = \sum_{Z,m_L,m_R} C_{m_L,m_R} (Z)|Z,m_L,m_R\rangle
\]  

and diagonalize the Hamiltonian in this basis. The spectral map is then constructed by tracing out the spin degrees of freedom as illustrated in Fig. 1; i.e. we compute \( |\Psi(Z)|^2 = \sum_l |C_l(Z)|^2 \) for every eigenstate and show it as a false color map. The white regions correspond to the classically forbidden regime where the eigenstates have exponentially small probability. The localization occurs when the semiclassical description corresponds to a particle in a double well with the two wells separated by a barrier that the particle has to tunnel through. The statement of localization is that the tunneling time from one half to the other is exponentially large. For instance, for a small ratio of couplings \( g/J \) as in Fig. 1(top) there is no barrier and the localization does not occur, whereas for larger couplings as in Fig. 1(bottom) a barrier (white regions) emerges over some energy ranges, and localization is possible. The “two wells” correspond to the photons being mostly on one of the two JC sites. When the barrier is present, the tunneling time to the other site is exponentially large in \( N \). The spectral map consists of four bands and each band is associated with a certain polariton configuration. We shall explain this in more detail after deriving the WKB solution. The delocalization-localization transition of the BECDW problem has also been studied in the Fock space representation. The important difference here is that the BECDW Hamiltonian can be formulated fully in terms of the imbalance
and the relative phase between two condensates whereas our JCDM has two qubits as extra degrees of freedom that ultimately lead to four bands in the Fock space representation.

An important remark is that the above Hamiltonian, Eq. (2.4), possesses a $Z_2$ (left-right) parity symmetry whose operator $\mathcal{P}$ is defined as $\mathcal{P}(Z) = |-Z\rangle$; thus, the eigenstates must respect this symmetry, too. This means that strictly speaking there is no localized eigenstate and the localization is purely a dynamical effect in the following sense: If the system is prepared with some initial non-zero imbalance the dynamics would still preserve this non-zero imbalance for a long time. The time scale at which the imbalance changes sign is divergent as a function of system size.

Let us now work out a semiclassical framework to study the Hamiltonian in Eq. (2.4) in the large-$N$ limit. To this end, we divide the Schrödinger equation by $N$

$$\frac{i}{N} \frac{\partial \Psi(x, t)}{\partial t} = H(x, t),$$

and bring the $1/N$ factor into the definition of $H$. Using the basis introduced in Eq. (2.5), we define the effective Planck’s constant $\hbar = 1/N$ and the position (normalized imbalance) $x = z/N$ and rewrite the Schrödinger equation as

$$i\hbar \frac{\partial \Psi(x, t)}{\partial t} = W(x)\Psi(x, t) - B(x + \hbar)\Psi(x + 2\hbar) - B(x - \hbar)\Psi(x - 2\hbar),$$

(2.6)

where $\Psi(x, t)$ is the continuum version of the four component vector $C(Z)$ (Eq. (2.5)) and we introduce matrices

$$B(x) = \frac{J}{2} \text{diag}\bigg(\frac{((1 + x + \hbar) - (1 - x + \hbar))}{\sqrt{2}}, \frac{((1 + x + \hbar) + (1 - x - \hbar))}{\sqrt{2}}, \frac{((1 + x - \hbar) - (1 - x + \hbar))}{\sqrt{2}}, \frac{((1 + x - \hbar) + (1 - x - \hbar))}{\sqrt{2}}\bigg),$$

$$W(x) = g'^{\sqrt{x + \hbar}} \sigma^x \otimes I_2 + g'^{\sqrt{1 - x - \hbar}} I_2 \otimes \sigma^x.$$  

(2.7)

where $I_2$ is a 2 x 2 identity matrix and the rescaled coupling is $g' = \sqrt{gN}$. Let us introduce the conjugate operator to position $\hat{p}$ such that $[\hat{p}, x] = -i\hbar$. So, the Schrödinger equation can be recast into its continuum version as

$$i\hbar \frac{\partial \Psi(x, t)}{\partial t} = W(x)\Psi(x, t) - e^{-i\hat{p}} B(x) e^{i\hat{p}}\Psi(x, t) - e^{i\hat{p}} B(x) e^{-i\hat{p}}\Psi(x, t).$$

The next step is to find a semiclassical ansatz for the wave-function. A comprehensive discussion of solving the discrete Schrödinger equation in the semiclassical WKB limit can be found in $^{36}$. A similar many-body WKB approach has been applied to the BECDW problem$^{41-43}$. A brief review of this procedure is provided in Appendix C.

Before we apply the WKB approach to the JCDM, it is essential to write down the matrices in the polariton basis given by the modes

$$|\Psi_1\rangle = |N(x + 1)/2, +\rangle \otimes |N(x - 1)/2, +\rangle,$$

$$|\Psi_2\rangle = |N(x + 1)/2, +\rangle \otimes |N(x - 1)/2, -\rangle,$$

$$|\Psi_3\rangle = |N(x + 1)/2, -\rangle \otimes |N(x - 1)/2, +\rangle,$$

$$|\Psi_4\rangle = |N(x + 1)/2, -\rangle \otimes |N(x - 1)/2, -\rangle,$$

where $|n, \pm\rangle = (|n, \pm\rangle \pm |n - 1, \mp\rangle)/\sqrt{2}$ are called upper (lower) polariton states which are eigenstates of the JC Hamiltonian in Eq. (1.1),

$$H_{JC}|n, \pm\rangle = (\nu n \pm g\sqrt{n})|n, \pm\rangle.$$  

(2.8)

In the rest of this paper, we refer to the states $|\Psi_1, \ldots, |\Psi_4\rangle$ by calling them upper-upper (first), upper-lower (second), lower-upper (third), and lower-lower.
where \( A \) is diagonal.

\[
A = \begin{pmatrix}
0 & x_{11} & \frac{1-x}{2} & 0 \\
\frac{x_{11}}{2} & 0 & 0 & \frac{1-x}{2} \\
0 & \frac{1-x}{2} & 0 & x_{11} \\
\frac{1-x}{2} & 0 & x_{11} & 0
\end{pmatrix}
\]

(2.10)

Note that in contrast to the BECDW problem, we have four polariton modes. The wave-function takes the form

\[
\Psi(x,t) = \begin{pmatrix}
\alpha_1(x,t) e^{\pi S_1(x,t)} \\
\alpha_2(x,t) e^{\pi S_2(x,t)} \\
\alpha_3(x,t) e^{\pi S_3(x,t)} \\
\alpha_4(x,t) e^{\pi S_4(x,t)}
\end{pmatrix}
\]

for the Schrödinger equation \( H\Psi = \imath\hbar \frac{\partial}{\partial t} \Psi \). The real and imaginary parts of the Schrödinger equation are straightforward to compute. Since \( W(x) \) and \( B^{(0)}(x) \) are diagonal, we get four decoupled equations at zeroth order in \( \hbar \),

\[
-\partial_x S_i = -2B^{(0)}_{ii} \cos(2\partial_x S_i) + W_{ii}(x).
\]

From the zeroth-order equations, we can define classical Hamiltonians associated with each polariton mode

\[
H_1 = g' \left( \sqrt{1-x} + \sqrt{1+x} \right) - J\sqrt{1-x^2} \cos 2\varphi_1,
\]

\[
H_2 = g' \left( -\sqrt{1-x} + \sqrt{1+x} \right) - J\sqrt{1-x^2} \cos 2\varphi_2,
\]

\[
H_3 = g' \left( \sqrt{1-x} - \sqrt{1+x} \right) - J\sqrt{1-x^2} \cos 2\varphi_3,
\]

\[
H_4 = g' \left( -\sqrt{1-x} - \sqrt{1+x} \right) - J\sqrt{1-x^2} \cos 2\varphi_4,
\]

where at the classical level in each mode \( \varphi_i = \frac{\partial S^{(0)}_i}{\partial x} \) and \( x \) are canonical variables such that their Poisson bracket is \( \{x, \varphi\} = 1 \). The four phase variables introduced above emerge from the original angle variables associated with qubit degrees of freedom; however, the angles defining qubit states (say in the Bloch representation) are coupled to each other and have enormous quantum fluctuations, while the emergent angle variables in the present polariton basis are decoupled from each other in the classical limit and have exponentially small (in system size) fluctuations in the strong coupling (large \( g \)) limit. We introduce the classical velocity,

\[
v_i = \frac{\partial H_i}{\partial \varphi_i} = 4B^{(0)}_{ii}(x) \sin 2\varphi_i .
\]

(2.11)

For each Hamiltonian, one can define the allowed region for classical solution bound by two turning points where the velocity vanishes at \( 2\varphi_i = 0 \) and \( \pi \) with \( V_i^t \) and \( V_i^h \):

\[
V_i^{(t)(h)}(x) = g'(\sqrt{1-x} + \sqrt{1+x}) \pm J\sqrt{1-x^2}
\]

\[
V_i^{(h)}(x) = g'(\sqrt{1-x} - \sqrt{1+x}) \pm J\sqrt{1-x^2}
\]

(2.12)
and the classical motion is constrained to be within the hard barriers defined by the above expressions. Figure 2 illustrates the allowed region for each polariton mode. It is helpful to view the JCDM in this basis as a quantum particle confined inside the classically allowed region. In fact, the bounded regions in Fig. 1 coincide with the classical potentials in Fig. 2 (see also an illustration of wave-functions in Fig. 3). Note that in the weakly interacting limit (Fig. 2(a)), all bands overlap and there is no gap (forbidden region) in the middle (i.e. no localization) while a forbidden region appears in the strong coupling (Fig. 2(b)).

We look for the stationary solution in form of \( \psi_i = \alpha_i(x)e^{-\frac{i}{\hbar}S_i(x)} \) where \( \psi_i \) is the \( i \)-th polariton component of \( \Psi(x,t) \). Note that \( \epsilon = E/N \) is the normalized energy where the original eigenvalues of the Hamiltonian is denoted by \( E \). In the parameter regime \( J/g' \leq 2 - \sqrt{3} \), bands do not overlap and the classical solutions in terms of energy \( \epsilon \) can be found easily (see Fig. 2(b)):

(i) \( g'\sqrt{2} < \epsilon < (2g' + J) \)

Only the first polariton component is allowed.

(ii) \( -g'\sqrt{2} < \epsilon < -J \) and \( J < \epsilon < g'\sqrt{2} \)

Both second and third polariton components are allowed. However, only one component is allowed for each value of \( x \). In other words, they are not simultaneously non-zero over the same range of \( x \).

(iii) \( |\epsilon| < J \)

Both second and third polariton components are allowed. There exists a common range of \( x \) in which both components are non-zero.

(iv) \( -(2g' + J) < \epsilon < -g'\sqrt{2} \)

Only the fourth polariton component is allowed.

The WKB solution for the \( i \)-th polariton mode in the classically allowed regions is

\[
\varphi_i = \partial_x S_i^{(0)} = \frac{1}{2} \text{Arccos} \left( \frac{\epsilon - W_{ii}(x)}{-2B_{ii}^{(0)}(x)} \right),
\]

and in the forbidden region is

\[
\phi_i = \partial_x Q_i^{(0)} = \frac{1}{2} \cosh^{-1} \left( \frac{\epsilon - W_{ii}(x)}{-2B_{ii}^{(0)}(x)} \right),
\]

where we define \( S_i(x) = iQ_i(x) \) to get an exponentially growing/decaying wave-function. We note that the solution is oscillating in a classically allowed region whereas it is exponentially decaying in a forbidden region.

The first-order correction mixes different modes. For a generic case, some modes are forbidden and some modes are allowed, so one can write

\[
\partial_x S_i^{(1)} = \sum_j \frac{B_{ij}^{(1)}(x)\alpha_j(x)e^{-\frac{i}{\hbar}(S_j - S_i)}\cos (2\partial_x S_i^{(0)}(x))}{2B_{ii}^{(0)}(x)\alpha_i(x)\sin (2\partial_x S_i^{(0)}(x))},
\]

It is important to keep in mind that for the classically forbidden solutions \( S_i^{(0)} \) is pure imaginary and sinusoidal functions must be replaced by the hyperbolic functions.

### III. BOUNDARY MATCHING AND QUANTIZATION RULES

In this section, we obtain quantization rules for the entire energy spectrum in the strong coupling regime. This is to illustrate the usefulness of the semiclassical polariton band picture to describe the quantum dynamics in terms of classical orbits. For any given energy, one component is large and others are exponentially small; except for the middle band where both second and third components are non-zero. As Fig. 4 shows, the quantization rules agree with the quantum spectrum in all regions as long as bands do not overlap or \( J/g' < 2 - \sqrt{3} \). A detailed discussion of the validity of the WKB approximation is provided in Appendix G. In short, the classical motion in polariton bands is valid for a wide range of photon numbers up to such small numbers as \( N = 6 \).

In order to derive the quantization rules, we write a standard connection formula at each boundary between classically allowed and forbidden regions; that is to match the WKB wave-functions with the exact solutions in the neighborhood of each boundary (derived in Appendix D). For the remainder of this section, we write down WKB wave-functions for each band and show that they completely match with the exact eigenstates as a result of diagonalizing the Hamiltonian. We derive the quantization rules as a function of energy and check that they are consistent with the quantum spectrum. We shall only show the resulting quantization rules for the lower-lower polariton mode in the following, the derivation details can be found in Appendix E. The same process can be carried out for other modes which leads to quite similar quantization conditions (see Appendix F).

The lower-lower polariton band is defined for energies \( -J - 2g' \leq \epsilon < -g'\sqrt{2} \). This band is similar to BECDW with repulsive interaction. As shown in Fig. 3(a), there are three regions in this band: (i) \( \epsilon < J - 2g' \), where the delocalized wave-functions center around \( x = 0 \) (Fig. 3(b)); (ii) \( \epsilon > J - 2g' \), where the localized wave-functions form, in which the probability density is maximum near the boundary points \( x = \pm 1 \) separated by a barrier (classically forbidden region) in the middle (Fig. 3(c)); (iii) the critical region close to the bifurcation point \( \epsilon_c = J - 2g' \) where the Schrödinger equation will not be linear and as a result the quantization rule will be different from the usual Bohr-Sommerfeld formulas. Let us now discuss the quantization condition in these three regions one by one.

(i) Delocalized states \( \epsilon < J - 2g' \): The particle is confined in a two-sided potential and the probability density is large close to the center \( x = 0 \). Given that the classically allowed region is \( |x| < z_1 \) where \( \pm z_1 \) are turning points \( \epsilon = V_1(x = \pm z_1) \), the quantization condition in this
The other is bouncing off the $2\varphi_4 = \pi$ potential, which is the solution of $\epsilon = V^h_4(x = z_h)$. Provided that the classically allowed region is $z_h < |x| < z_l$, the quantization rule is found to be
\[ \frac{1}{\hbar} \Delta S_4(\epsilon) = n\pi \pm \frac{1}{4} e^{-\frac{\pi}{\hbar}} \Delta Q_4(\epsilon), \tag{3.2} \]
where $\Delta S_4$ is to be integrated over the classically allowed region and $\Delta Q_4$ is the WKB tunneling amplitude (see Appendix E for explicit expressions). Note that this condition is similar to the usual Bohr-Sommerfeld except for the tunneling term. The important message here is that the tunneling rate is related to the energy splitting in the energy spectrum through
\[ \delta\epsilon_{\text{split}} = \frac{1}{2} e^{-\frac{\pi}{\hbar}} \Delta Q_4(\epsilon) \left| \frac{d\Delta S_4}{d\epsilon} \right|^{-1}. \tag{3.3} \]
which is consistent with the quantum spectrum; i.e., for energies in the range $|\epsilon| < 2g - J$, there are pairs of eigenvalues that come exponentially close together as the system size $N = 1/\hbar$ is increased. In the classical limit $N \to \infty$, tunneling is suppressed and we get pairs of fully
localized degenerate states. Figure 3 illustrates a few
typical examples that WKB solutions match well with
the exact wave-functions.

(iii) Critical region ($\epsilon \sim J - 2g'$): Consider a small
deviation $\lambda \ll 1$ from the critical energy $\epsilon = J - 2g' + \lambda/N$. The
quantization formula is derived to be

$$\arg \left[ e^{-\frac{\pi i}{4} \Delta S_4} \frac{e^{\frac{\sqrt{2} \pi i}{\Gamma(1/2 - i\chi)}} - e^{\pi i/2}}{\Gamma(1/2 - i\chi)} \right] = n\pi + \pi/2 \quad (3.4)$$

where $\Delta S_4$ is calculated over the classical region, $\Gamma(x)$
denotes the Gamma function and $\chi = \lambda / \sqrt{2J(g'-2J)}$. Notice that the quantization condition in this case is
more complicated than the standard Bohr-Sommerfeld
quantization (Eq. (3.1)) and as we show later, this leads
to smaller level spacing and a larger density of states
near the critical levels compared to normal regions in
the spectrum. This new form of the quantization rule
close to energy levels dividing localized and delocalized
states was originally found for the BEC/CDW problem in
Ref.\textsuperscript{13}. As shown therein, an immediate implication of
this formula is that the quantum break times, at which
the classical and quantum solutions start to differ, near
critical regions grow logarithmically with $N$ instead of
algebraically. This conclusion also applies to our case
at two critical regions of the spectrum for upper-upper and
lower-lower bands.

Figure 4 summarizes the main results of this section.
We plug in the quantum eigenvalues of the Hamiltonian to
the quantization condition for the appropriate polariton
band determined by the location of the eigenvalue and
subtract the integer multiple of $\pi$ from it. The difference
is shown as the defect of WKB quantization. It is evident
in Fig. 4(a) that the WKB error is quite small except for
the critical energy levels $\epsilon_c = \pm (2g' - J)$. Close to critical
levels, we must use the modified Bohr-Sommerfeld
quantization rules, Eq. (3.4), as shown in Fig. 4(b). In
Appendix G, we investigate the validity of the polariton
band picture by introducing a quantum-to-classical cor-
respondence based on the Husimi distribution. Using the
phase space distribution to extract the classical aspects
of the Hamiltonian eigenstates, we show that the prop-
ties associated with polariton bands remain valid up to
such small total polariton numbers as $N = 6$. We also
note that the quantization conditions start to fail as we
go to a weak coupling regime where the polariton bands
start to overlap and higher order corrections become im-
portant. Nonetheless, the quantization conditions stay
valid away from the overlapping regions in the spectrum
(see Fig. S6 in Appendix G).

IV. LOCALIZATION TRANSITION

Before we discuss the localization transition in the polar-
ton band picture, let us make a few remarks about the
transition in the classical limit of the JCDM. In
Appendix A, using a coherent-state path integral formalism
in the large photon number and large spin limit, we show
that the classical dynamics of the JCDM is described in
an eight dimensional phase space, two for photons and
two for spins per JC site. The resulting equations of
motion are found to be the same as the factorization of
Heisenberg equations. The critical value of coupling $g_c$, above which localization occurs, is found to be de-
pendent on initial spin configurations and its minimum
value is analytically derived to be $g_c = 2J\sqrt{N}$.
This is the same as the quantum mechanical value for $g_c$ found numerically\textsuperscript{28,35} and analytically (as shown below). This
result is in contrast with the previous numerical analysis
of\textsuperscript{28}, $g_c \approx 2.8J\sqrt{N}$, where dynamics in a reduced four
dimensional phase space was only studied. In the same
reference it was argued that the difference between classical
and quantum values of $g_c$ is related to large quantum
fluctuations. However, we see that the difference is an ar-
tifact of only considering part of the classical phase space,
and taking into account the full phase space resolves this
issue.

Now, let us turn to the polariton band picture. As
we have seen in the previous section, the localized states
appear at energies close to where the upper-upper or the
lower-lower polariton bands meet the middle bands. As
Fig. (5) suggests, the localization can be understood by
studying the changes in the curvature of the $V_1^4(x)$ or
$V_2^4(x)$ functions. Here, we investigate the localization
transition for the upper-upper polariton band in this sec-
tion. The result is exactly the same for the lower-lower
band. For the purely classical solution, where the par-
icle is bound to be in the allowed regions, one can easily
obtain the period of motion for a given trajectory $T =
\int dx/v_1$ and the average imbalance $\langle x \rangle = (1/T) \int dx/v_1$
where the velocity $v_1$ is given by Eq. (2.11) in terms of
the initial position $x_0$ where $\epsilon = V_1^4(x_0)$. Figure 6(top) shows
Interestingly, the critical value for the average imbalance for various values of the given by Eq. (4.1). The phase boundary is illustrated in Fig. 6(bottom). For any value of $J/g'$, each eigenstate is represented by a point whose horizontal position is $x_n$ and whose color reflects the quantum expectation value of imbalance defined in Eq. (2.1). In this figure, we draw the classical phase boundary using the criterion whether $x_n$ is greater or smaller than $x_m$. The agreement between the quantum results and classical picture in polariton bands is quite remarkable.

A signature of the delocalization-localization transition may also be illustrated as changes in the density of states (DOS), (see Fig. 7). In the weakly interacting limit $g \ll J$, the system is linear and DOS is completely uniform (Fig. 7(a)). As the coupling $g$ is increased, anharmonicities emerge in the DOS and eigenvalues start to accumulate near two critical levels $\epsilon_{c,1} = 2g' - J$ and $\epsilon_{c,2} = -2g' + J$ (Fig. 7(b)). As we continue increasing the ratio $g/J$ (Fig. 7(c)), more eigenvalues are depleted at

$$H_{\text{imb}} = \epsilon(n_L - n_R)$$

where $n_{L(R)}$ is polariton number on the left (right) site. In order to compare the quantum results with their classical counterparts, we define an equivalent classical trajectory for a given eigenstate of energy $\epsilon_n$ with initial position $\epsilon_n = V_l(x_{n0})$. A comparison with the classical phase boundary is illustrated in Fig. 6(bottom). For any value of $J/g'$, each eigenstate is represented by a point whose horizontal position is $x_n$ and whose color reflects the quantum expectation value of imbalance defined in Eq. (2.1). In this figure, we draw the classical phase boundary using the criterion whether $x_n$ is greater or smaller than $x_m$. The agreement between the quantum results and classical picture in polariton bands is quite remarkable.

FIG. 7. (Color online) Density of states for different values of coupling $g$. From (a) to (d) $J/g' = 100, 1, 0.5, 0.25$. The vertical lines are explained in the caption of Fig. 4.
two regions near touching points of the first and fourth bands with the middle bands, where \( \epsilon = \pm g' \sqrt{2} \), and eventually a gap opens in the DOS (Fig. 7(d)). Using our WKB quantization conditions near the critical levels Eq. (3.4), it is easy to see that the DOS in this region is indeed logarithmically diverging in the system size (total polariton number). The level spacing can be generically computed from the quantization condition through

\[
\delta \epsilon = \epsilon_n - \epsilon_{n-1} \approx \frac{\pi}{N} \left( \frac{d\Delta S}{d\epsilon} \right)^{-1}.
\]

Away from the critical levels, the spectrum is harmonic and the density of states is uniform \( D(\epsilon) \sim 1/\delta \epsilon \sim N \). Near the critical points \( \epsilon = \epsilon_{c,i} + \lambda/N \), we have \( d\Delta S/d\epsilon \sim S^{(1)} \sim \log N \) (see Appendix E for details) and the DOS scales as \( D(\epsilon) \sim N \log N \) that is greater than the regular DOS by a factor of \( \log N \). The fact that \( \delta \epsilon \sim 1/N \log N \) also implies that the quantum break times, the time scale at which the quantum and classical dynamics start to differ, scale logarithmically with \( N \). This result is also consistent with the \( N \)-th order degenerate perturbation theory for the energy splitting, discussed in \( \text{(28)} \), which gives a long-time frequency of \( \Delta \sim J(S/g)N^{-1} \) for quantum oscillations, the characteristic time of which scales logarithmically with \( N \).

The anharmonicity observed in the DOS is translated into a chaotic behavior at the classical level (see Fig. S3 in Appendix B). At the quantum level, the signatures of quantum chaos can be characterized further in terms of level statistics and the Brody parameter. This quantum-to-classical correspondence of the JCDM will be presented elsewhere. A recent work studies this behavior for a BEC system where one must consider at least three sites (trimer) to make the system non-integrable at the classical level. Remarkably for JC systems, a two-site (dimer) model would be sufficient for classical non-integrability due to extra degrees of freedom added by qubits.

\[ \text{V. DISCUSSION} \]

In summary, we have developed a new technique to study the delocalization-localization transition in the Jaynes-Cummings dimer model. In this method, we introduced an effective one-dimensional tight-binding model (polariton basis) for this system and treat each site exactly while we treated the intersite polariton hopping semiclassically. In order to construct the polariton basis, we wrote the Fock space representation for the JCDM where the Schrödinger equation is mapped onto a discrete equation. The continuum approximation can be made for large system sizes (total polariton numbers) and the JCDM can be viewed as a moving particle confined in a potential well details of which are determined by the cavity-qubit interactions. The localization in this picture is equivalent to the existence of localized wave-functions near the band edges. We also presented another view for the localization transition in terms of a gap opening in the density of states. We have found that the critical coupling for the transition is the same in both quantum mechanical and fully classical calculations, which resolves the issue raised by Ref. \( \text{(28)} \). Furthermore, we employed a WKB approximation in this picture to derive a set of Bohr-Sommerfeld quantization conditions for the entire energy spectrum in the strong coupling regime. We showed that the quantization rules match with the eigenvalues of the Hamiltonian.

The presented method is quite general and can be applied to a variety of models including interactions between spins and bosonic fields. The usual classical limit of these models in the large spin and large photon number limit could involve some difficulties if one wants to include higher order fluctuations due to nonlinear terms for a spin path integral (see Appendix A). Remarkably, our method gets around this difficulty by expanding around a different classical limit, namely polariton bands. The polariton band picture remains valid even at small photon numbers. In particular, this method can be generalized to other interesting systems where the exact treatment of spin-1/2 is essential, such as the Rabi model, the driven-dissipative JC model, the multi-mode JC model, the Dicke model and so on. Moreover, the equations of motion can be used to study quench dynamics of these models. A recent work has developed a similar semiclassical approach to study the dynamical transitions due to quench dynamics in various models including the Dicke model.

Our focus in this article has been the dynamical properties of the JCDM as a closed system. It is worth noting that the experimental setup is an open system where photons can escape from the cavities and the qubits may relax and decohere over time. The experimental finding for the critical coupling is however different from the theoretical treatments for the closed system. This difference still remains an open question. In order to accommodate the dissipation due to environment, it is straightforward to generalize the classical limit of the JCDM for open systems using various non-equilibrium path-integral formalisms originally developed by Kadanoff and Baym or Keldysh. Along these lines, Ref. has recently studied the dissipative JCDM by mapping the dynamics onto a set of Fokker-Planck equations in terms of photon and spin coherent-states in the positive-\( P \) representation. They have shown that this method can qualitatively reproduce the experimental measurements. They also considered a driven-dissipative JCDM where it was argued that the suppression of the steady-state tunneling current is a manifestation of the localization transition. It is important to note that the calculations of Ref. have been done for spin coherent states, which can only be justified for large spins. As we have seen here, treating qubits as spin-1/2 is quite crucial and only this way can one obtain the full picture. Hence, one interesting future direction is how to generalize the polariton bands to capture the dynamics of an open JCDM.
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Appendix A: Classical dynamics and the localization transition

In this appendix, we use the standard coherent-state path integral formulation of quantum mechanics and write down a classical action for the JCDM. We derive the classical equations of motion and obtain the localization transition after making an analogy with a driven pendulum. In Appendix B, we visualize the time-evolution in the phase space using the Poincaré sections and show that the nonlinear dynamics governed by the classical equations leads to chaos. The semiclassical picture derived in is based on fully factorizing expectation values of products of the photon and the qubit operators in Heisenberg equations of motion. Although this type of factorization is quite customary in the study of JC-based models, there is no physical intuition to what the underlying assumptions are and it is not clear how one can systematically improve this process by including new terms.

The dynamics of the JCDM with spin-S can be described in terms of the following action in the real-time coherent-state path integral formalism

$$\mathcal{S} = \sum_{slL=R} S_{JC}[n_s,\psi_s,\bar{\psi}_s] + S_l[\psi,\bar{\psi}]$$

where the tunneling term becomes

$$S_l[\psi_{l/R},\bar{\psi}_{l/R}] = J \int dt (\bar{\psi}_R \psi_L + \bar{\psi}_L \psi_R) \quad (A1)$$

and the JC action is

$$S_{JC}[n,\psi,\bar{\psi}] = S_B[n,\psi,\bar{\psi}] - \int dt \left( S_{n} \cdot B + \nu \bar{\psi} \psi \right), \quad (A2)$$

in which

$$B(t) = \nu_s \hat{z} + ig (\psi - \bar{\psi}) \hat{y} + g (\psi + \bar{\psi}) \hat{x}, \quad (A3)$$

here $\bar{\psi}$ and $\psi$ are complex fields representing the photon fields and the spin coherent-state is defined in terms of the Bloch state $|n\rangle$ defined in the coordinate system $(\hat{x}, \hat{y}, \hat{z})$ such that

$$\langle n | \hat{S} | n \rangle = Sn$$

where $n$ is a unit vector (see Fig. S1) spanning the Bloch sphere and $\hat{S}$ on the LHS is the spin-$S$ operator while $S$ on the RHS denotes the number $S$. For qubits, we have $S = 1/2$. The first term in the action, Eq. (A2), is the Berry phase contribution

$$S_B[n,\psi,\bar{\psi}] = \int dt \left( \bar{\psi} \partial_t \psi + S(n|\partial_t|n) \right).$$

It is important to note that the spin part of the above action is always imaginary even in the imaginary-time formalism and this signals the fact that this term is topological. Indeed, this term is equal to the area on the Bloch sphere enclosed by the path traveled by the Bloch vector and can be written as

$$\langle n | \partial_t | n \rangle = \int dt \int_0^1 d\tau \, n(t,\tau) \cdot (\partial_t n(t,\tau) \times \partial_s n(t,\tau))$$

at which $\tau$ is a parameter to define the area on the Bloch sphere such that

$$n(t,0) = n(t) \quad n(t,1) = n_0$$

here $n_0 = \hat{z}$ is the spin quantization direction. In the limit $N \to \infty$ and $S \to \infty$, dynamics is described by the stationary solutions of the action,

$$\partial_t n_s = B_s(t) \times n_s$$

for the qubit and,

$$i \partial_t \psi_s = \nu \psi_s + g[S[n_s - in_{s,y}] - J \psi_s \bar{\psi}$$

for the photon field. Note that the Heisenberg equations of motion for JCDM Hamiltonian in Eq. (1.2) are

$$\partial_t \hat{S}_{s,k} = i [H, \hat{S}_{s,k}] = (B_s \times \hat{S}_s)_k$$

$$i \partial_t \hat{a}_x = i[H, \hat{a}_x] = \nu \hat{a}_x + g[\hat{S}_x - i \hat{S}_y]$$

where $B$ is defined in Eq. (A3) and the additional subscript $k$ denotes the $k$-th component of a vector. The classical equations of motion are equivalent to factorizing approximation of the expectation values of quantum operators; i.e.

$$\partial_t \langle \hat{S} \rangle \approx \langle B \rangle \times \langle \hat{S} \rangle$$

FIG. S1. The Bloch representation of spin coherent-state.
where \( \langle \ldots \rangle \) denotes the expectation value over the initial state and we make the following identifications: \( \langle a \rangle = \psi \) and \( \langle \hat{S}_n \rangle = \text{Sn} \).

It is more convenient to represent spin in the spherical coordinate system \( \mathbf{n} = (\sin \theta \cos \phi, \sin \theta \sin \phi, -\cos \theta) \), as in Fig. S1, and to split the cavity fields into their real and imaginary parts \( \psi_s = R_s + iI_s \). Using this parametrization, the equations of motion become

\[
\dot{\phi}_s = -\nu_c - 2g(R_s \cos \phi_s - I_s \sin \phi_s) \cot \theta_s \quad (A5a)
\]

\[
\dot{\theta}_s = 2g(R_s \sin \phi_s + I_s \cos \phi_s) \quad (A5b)
\]

for the spin and

\[
\dot{R}_s = \nu_c I_s - gS \sin \theta_s \sin \phi_s - JI_s \quad (A5c)
\]

\[
\dot{I}_s = -\nu_c R_s - gS \sin \theta_s \cos \phi_s + JR_s \quad (A5d)
\]

for the cavity fields, where \( s = L, R \) and its opposite \( \bar{s} = R, L \). Here, our focus is the resonant case where \( \nu_c = \nu_R \) and the free dynamics of the spin and photon field can be removed in the rotating frame.

The classical dynamics of the JCDM takes place in an eight dimensional phase space. In order to find a lower bound on the critical value of \( g/J \) where the delocalization-localization transition occurs, we approach the critical point from the localized side. In the localized phase, we start with all polaritons on the left cavity and\( \psi_L(t = 0) = \sqrt{N} \) and \( \psi_R(t = 0) = 0 \) in all times. This is a plausible assumption as long as \( N \gg S \). So, the dynamics in the rotating frame simplifies into

\[
\dot{R}_L = -gS \sin \theta_L \sin \phi_L, \quad (A6a)
\]

\[
\dot{R}_R = -gS \sin \theta_R \sin \phi_R, \quad (A6b)
\]

\[
\dot{I}_L = -gS \sin \theta_L \cos \phi_L, \quad (A6c)
\]

\[
\dot{I}_R = -gS \sin \theta_R \cos \phi_R + J\sqrt{N}, \quad (A6d)
\]

where only the fourth equation couples the two JC islands. This equation describes a motion subject to an external drive \( F = J\sqrt{N} \). Depending on the ratio \( \eta = gS/J\sqrt{N} \), the sign of the RHS may be allowed to change over time or not. These two modes of motion correspond to delocalized and localized phases. If \( \eta < 1 \), the RHS of Eq. (A6d) always remains positive and the right (empty) cavity absorbs more and more energy. Therefore, excitations can be fully transferred to the empty cavity and this process continues repeatedly. However, if there exists a turning point at which the RHS of Eq. (A6d) vanishes (i.e. \( \eta \sin \theta_0 \cos \phi_0 = 1 \)), there exists initial conditions such that the RHS oscillates between positive and negative values. In other words, the motion goes in and out of phase with the driving force and the averaged energy absorbed by the empty cavity becomes zero. In this case, the time-averaged transferred excitations is zero and the system is in the localized phase. Thus, the critical value is defined as the boundary between these two limits, \( \eta_c = 1 \). So, the lowest value of the coupling ratio \( g/J \) to get a localized phase is given by

\[
\frac{g_c^1}{J} = \frac{1}{S \sqrt{N}}. \quad (A7)
\]

After plugging \( S = 1/2 \), we see that this result is the same as the quantum simulations\(^{28,35} \) as well as the WKB picture studied in this article. However, this is different from the previous numerical analysis on the semiclassical factorized Heisenberg equations of motion\(^{28} \) where the critical ratio is found to be \( g/J \approx 2\sqrt{2N} \) that is off by a factor of \( \sqrt{2} \) from the exact quantum dynamics. This contrast is because Ref.\(^{28} \) only considered the initial condition with both qubits down and ignored the fact that the critical ratio \( g/J \) actually depends on the initial states of qubits. Figure S2 illustrates this dependence explicitly. As we see in this plot, the phase boundary in terms of \( g/J\sqrt{N} \) starts around \( 2\sqrt{2} \approx 2.8 \), the same as Ref.\(^{28} \), but reaches a minimum at 2 for \( \theta_R = \pi/2 \). Hence, the classical dynamics (i.e. the dynamics in the limit \( N \gg S \gg 1 \)) implies that the minimum value of \( g \) required to obtain self-trapping is given by Eq. (A7).

Few remarks regarding Fig. S2 are in order. First, note that our analysis of the critical coupling for arbitrary initial spin configurations is based on the dynamics described by Eqs. (A6a-d) where the initial state of the left qubit \( \theta_L \) and \( \phi_L \) corresponding to the fully populated JC site does not make any significant change and hence is fixed at \( \theta_L(0) = \phi_L(0) = 0 \). Second, since we are looking for a lower bound on the critical ratio \( g/J \), we choose \( \phi_R(0) = 0 \) to maximize the coefficient multiplying \( g \) in the first term at the RHS of Eq. (A6d). Given these initial conditions, the dynamics of \( I_R \) and \( \theta_R \) can be combined.

\[ \text{FIG. S2.} \quad \text{(Color online)} \text{ The classical critical ratio } g/J \text{ as a function of initial configuration for the spin. Here, the dynamics is given by Eqs. (A5a-d) and the other spin angles are initially fixed at } \theta_L(0) = \phi_L(0) = 0 \text{. The green curve is given by Eq. (A9), based on analogy to the pendulum, and the blue circles is the critical boundary obtained numerically after calculating the long-time averaged imbalance. We put } S = 1/2. \]
into a single equation
\[
\frac{\theta''_R}{2} = 2g^2 S(\cos \theta_R - \cos \theta_R(0)) + 2Jg\sqrt{N}(\theta_R - \theta_R(0))
\]
where the initial conditions are \(\theta_R(0) \neq 0\) and \(\dot{\theta}_R(0) = 0\).

The second initial condition means that the qubit has no initial kinetic energy, which is a physical assumption. The above equation is reminiscent of a pendulum moving under gravity (described by the angle \(\theta_R\)) and subject to a constant torque \(\tau = 2Jg\sqrt{N}\). It is easier to understand the localization transition using the pendulum analogy. The pendulum may do a full rotation (delocalized) or only oscillate with a small amplitude (localized). In the oscillatory mode the motion is bound by the turning points at which \(\dot{\theta}_R = 0\). So, the existence of turning points can be used to determine the boundary between localized and delocalized dynamics. The critical value of \(\theta\) can then be written as \(g_c^{(c)} / 2J\sqrt{N} = 1 / \sin \theta_0\) where \(\theta_0\) is the non-zero solution of
\[
\sin \theta_0 + \frac{\cos \theta_0 - \cos \theta_R(0)}{\theta_R - \theta_R(0)} = 0.
\]

Notice that the critical ratio for \(\theta_R(0) \geq \pi/2\) is simplified into \(g_c^{(c)} / 2J\sqrt{N} = 1 / \sin \theta_R(0)\) as expected from setting the RHS of Eq. (A6d) zero. However, for \(\theta_R(0) < \pi/2\), Eq. (A9) gives a lower critical value than the more strict condition \(g_c^{(c)} / 2J\sqrt{N} = 1 / \sin \theta_R(0)\). This means that the spin dynamics must be considered fully along with the cavity field dynamics to yield the correct critical value. Finally, we confirm our analysis by numerically simulating the full nonlinear classical dynamics (shown as blue circles in Fig. S2) and taking the averaged imbalance as an order parameter to determine the phase boundary between localized and delocalized phases. Note that in numerics we only set the initial condition for the left spin \(\theta_L(0) = \phi_L(0) = 0\).

Let us now briefly discuss how one can include next order fluctuations in this formalism and why such a program involves some complications. We use \(q_i\) (i = 1 to 8) to collectively denote the canonical variables of JCDM. The action for small fluctuations around the classical trajectory \(q_i(t) = q_i^{(c)}(t) + r_i(t)\) can be approximated by
\[
\mathcal{S}[q] \approx \mathcal{S}[q^{(c)}] + \frac{1}{2} \int dt' \int dt'' r_i(t') G_{ij}(t', t'') r_j(t'') + \ldots
\]
where the classical solutions satisfy the stationary condition \(\delta \mathcal{S}/\delta q_i^{(c)} = 0\) and the Green’s function is defined by
\[
G_{ij}(t', t'') = \frac{\delta^2 \mathcal{S}[q]}{\delta q_i(t') \delta q_j(t'')} \bigg|_{q=q^{(c)}}.
\]
The difficulty in calculating the Green’s function is due to the Berry phase term for spins in Eq. (A4) which is not quadratic and causes \(G_{ij}(t', t'')\) to explicitly depend on the time variables \(t'\) and \(t''\) during a trajectory. Therefore, finding the Green’s function for an arbitrary trajectory is generally a difficult task especially since there is no close solution to Eqs. (A5(a)-(d)). This process can however be done numerically.

The coupling to the qubit not only induces a non-linearity that leads to the localization, but also enlarges the phase space available to the system by adding more degrees of freedom. Unlike the BECDW, the JCDM is not integrable for non-zero coupling. The study of chaos in the JCDM is beyond the scope of the present paper.

**Appendix B: Classical chaos and the KAM theorem**

As mentioned in Appendix A, the non-linearity due to coupling to the qubit may lead to chaos at the classical level. When \(g = 0\), our system is (Liouville) integrable, periodic or quasi-periodic motion then occurs on invariant tori with angles as variables and different tori labeled by conserved action
\[
I_i = \frac{1}{2\pi} \oint p \cdot dq.
\]
The Kolmogorov-Arnold-Moser (KAM) theorem states that as a non-linear perturbation is introduced, the rational (resonant/periodic) tori are destroyed and the quasi-periodic ones are deformed. As the interaction is increased, only sufficiently irrational tori continue to survive, those that do form a Cantor set. Let us now visualize this behavior in our system. We use the restricted dynamics to construct Poincaré sections. For certain initial conditions, the dynamics is restricted to a four dimensional subspace. In this construction a 4d phase space gives rise to a 3d fixed energy surface. To construct the Poincaré section, one follows the dynamics and records the state of the system when one of the degrees of freedom, called periodic variable, reaches a certain value. This specifies a point in the 2d plane corresponding to the other degrees of freedom. The section is then filled in by sampling initial conditions on the fixed energy surface and following the dynamics for each initial state for a long time.

An example of such sections is given in Fig. S3 for various values of \(g/J\). Here, the initial conditions are taken as \(I_L = R_R = 0, \phi_L = \pi/2, \) and \(\phi_R = 0\) such that the dynamics is restricted to a 4d subspace. This choice leads to a set of four coupled equations, which preserve this choice. This sub-manifold contains the dynamics corresponding to an initial condition with perfect imbalance (e.g. \(Z \equiv n_L - n_R = N\) for \(R_L = \sqrt{N}\) and \(I_R = 0\) at \(t = 0\)). The reduced equations of motion are then
\[
\begin{align*}
\dot{\theta}_L &= 2gR_L \quad (B2a) \\
\dot{\theta}_R &= 2gI_R \quad (B2b) \\
\dot{R}_L &= -gS \sin \theta_L - JI_R \quad (B2c) \\
\dot{I}_R &= -gS \sin \theta_R + JR_L \quad (B2d)
\end{align*}
\]
FIG. S3. (Color online) Poincaré sections for various values of $g/J\sqrt{N}$. (a)-(d) 3D diagrams showing explicitly one of spin angles, (e)-(h) 2D diagrams (equivalent to the red sections of its left figure) using the polar coordinates $(r, \alpha) = (\sqrt{R_L^2 + I_R^2}/\sqrt{N}, \tan^{-1}(I_R/R_L))$. From top to bottom $g/J\sqrt{N} = 0.088$, 0.311, 0.442, and 1.41.

In this four dimensional subspace the tunneling potential in Eq. (A1) is identically zero, which means the energy associated with this subspace is independent of the hopping amplitude $J$. In Fig. S3, the periodic variable is chosen to be $\theta_L(t)$ (with $2\pi$ period) and the other two variables are the cavity fields $R_L(t)$ and $I_R(t)$. As we see, for sufficiently small values of $g/J\sqrt{N}$ as in Fig. S3 (a) and (e) the motion is periodic while it becomes more and more chaotic as the ratio $g/J$ is increased. Nevertheless, there are few surviving quasi-periodic orbits for intermediate interactions.

Interestingly, the restricted equations of motion we study for classical chaos are identical to the classical equations of motion for electrons moving in a 2d periodic potential subject to an external magnetic field. This system has been previously studied and is known to display a variety of ballistic, 1d and 2d normal diffusive and anomalous diffusive transport, related to the chaotic behavior.

Appendix C: Review of the Bose-Einstein condensate double-well problem

The BECDW system is considerably simpler than the JCDM as there is no spin degrees of freedom. The Schrödinger equation has the same form as in Eq. (2.6) with two differences that the hopping term is $B(x) = J/2\sqrt{(1 + x + h)(1 - x + h)}$ and the nonlinearity is explicit in the potential energy term $W(x) = \gamma x^2 + \varepsilon x$ where $\gamma$ is the interaction strength and $\varepsilon$ is an ad hoc term to break the left-right parity symmetry. We choose the ansatz $\Psi(x,t) = a(x,t)e^{iS(x,t)}$ with a real-valued phase and amplitude. The real and imaginary parts of the Schrödinger equation up to first order in $\hbar$ are found to be

$$-\partial_t S = -2B_0 \cos(2\partial_x S) + W(x) - 2hB_1 \cos(2\partial_x S)$$

$$-\partial_t a = 4\alpha B_0 \cos(2\partial_x S) \partial_x^2 S + 2(\alpha B_0' + 2\alpha' B_0) \sin(2\partial_x S)$$

(C1)

where

$$B_0(x) = \frac{J}{2} \sqrt{1 - x^2}$$

$$B_1(x) = \frac{J}{2} \frac{1}{\sqrt{1 - x^2}}.$$  

In order to identify the Hamiltonian and the canonical momentum, we use the Hamilton-Jacobi equations

$$H = -\partial_t S \quad \varphi = \partial_x S$$

So, the Hamiltonian can be written as

$$H = -2B_0(x) \cos(2\varphi) + W(x) + W_Q(x)$$
where all quantum corrections to the classical limit are put into the so-called quantum potential\textsuperscript{14}:

\[ W_Q(x, \varphi) = -2\hbar B_1(x) \cos (2\varphi) + O(\hbar^2) . \]

We introduce the classical velocity

\[ v = \frac{\partial H}{\partial \varphi} = 4B_0(x) \sin 2\varphi , \]

hence, the second identity in Eq. (C1) can be rewritten in terms of the probability density \( P = \alpha^2 \), as

\[ \partial_t P + \partial_x (Pv) = 0 . \]

which is the continuity equation. Now that the Hamiltonian is determined, one can solve for the stationary solutions \( \Psi(x, t) = \alpha(x)e^{-\frac{i}{\hbar}t}e^{\frac{i}{\hbar}S(x)} \) where \( S(x) \) is expanded in powers of \( \hbar \),

\[ S(x) = S^{(0)}(x) + \hbar S^{(1)}(x) + O(\hbar^2) , \]

thus, the canonical momentum can be also expanded as

\[ \varphi = \partial_x S = \varphi^{(0)} + \hbar \varphi^{(1)} + O(\hbar^2) . \]

Next, we can solve for phase space trajectories with a fixed energy \( \epsilon \) by plugging this expansion into the Hamiltonian

\[ \epsilon = -2B_0 \cos \left( 2\varphi^{(0)} + 2\hbar \varphi^{(1)} \right) + W(x) + W_Q(x, \varphi^{(0)}) \]

At zeroth order, we get

\[ \varphi^{(0)}(x) = \frac{1}{2} \arccos \left( \frac{\epsilon - W(x)}{-2B_0(x)} \right) \]

and the first order correction would be

\[ \varphi^{(1)} = \frac{B_1(x) \cos \left( 2\varphi^{(0)}(x) \right)}{2B_0(x) \sin \left( 2\varphi^{(0)}(x) \right)} \]

\[ = - \frac{1}{2} \frac{\epsilon - W(x)}{2(1 - x^2) \left( J(1 - x^2) - (\epsilon - W(x))^2 \right)^{1/2}} . \]

Using these results, quantization rules can be found accordingly\textsuperscript{45}.

**Appendix D: Exact solutions of the Schrödinger equation near boundaries**

Here, we briefly discuss the exact solutions at the boundaries we encounter in JCDM polariton bands. Except for the critical region which will be explained at the end, the linearized Schrödinger equation around the classical turning point \( x = z_\alpha + \xi \) up to \( O(\hbar^2) \) corrections can be easily shown to be

\[ \partial^2_\xi \psi_i - \beta_\alpha \partial_\xi \psi_i - c_{i,\alpha} \gamma_\alpha \xi \psi_i = 0 \quad (D1) \]

where \( z_\alpha \) is the turning point that is the solution to \( \epsilon = V_i''(z_\alpha) \), in which \( \alpha = l, h \) refers to the stationary points with \( \varphi_i = 0 \), \( \pi/2 \) respectively, and

\[ \beta_\alpha = \frac{z_\alpha}{1 - z_\alpha} , \]

\[ \gamma_\alpha = \frac{1}{2c_{12}} - \left| \partial_x V_i''(z_\alpha) \right| , \]

here, a sign coefficient \( c_{i,\alpha} \) is introduced to be \( \pm 1 \) when \( \xi > 0 \) is classically forbidden (allowed). The turning point is given by the general expression

\[ \left| z_\alpha \right| = \frac{1}{J^2} \left( (\epsilon^2 + J^2 - 2g'^2)J^2 - 2g'^2 + \epsilon J \right)^2 \]

\[ + 2(g'^2 + \epsilon J)\sqrt{g'^2 + 2J^2 - 2\epsilon J} \right)^{1/2} . \quad (D2) \]

where the \( \pm \) signs are both accepted only if there are four turning points on both inner and outer boundaries. The solution of the linearized differential equation can be written analytically in terms of the Airy functions

\[ \psi_i = e^{\beta_\alpha \xi^2/2} \left[ C_a Ai(c_{i,\alpha} \gamma_\alpha^{1/3} \xi^2) + C_b Bi(c_{i,\alpha} \gamma_\alpha^{1/3} \xi^2) \right] \]

where \( \xi = \xi + c_{i,\alpha} \beta_\alpha^{3/4} J/\gamma_\alpha . \) It is important to note that in deriving the above equation near the turning point at which \( \varphi_i \to \pi/2 \), the wave-function is oscillating so fast \( \psi_i \propto e^{i\pi \xi^2/2\hbar} \); hence, we down write the linearized Schrödinger equation for the slowly varying part of the actual wave-function by multiplying the wave-function by \( e^{-i\pi x/2\hbar} \) to cancel the oscillating factors.

In the case of upper-upper or lower-lower bands, there is a critical region, near energy \( \epsilon_{c,1} = 2g' - J \) or \( \epsilon_{c,4} = -2g' + J \) respectively, between the localized and delocalized states where the potential term \( V_i''(x) \) or \( V_i''(x) \) is extremum at the turning point \( x = 0 \). This situation requires a separate analysis as the exact solution is no longer the Airy functions and the quantization condition will be different from the usual Bohr-Sommerfeld quantization. Near the critical level, energy can be written as \( \epsilon = \epsilon_{c,k} + \lambda/N \) where the expanded Schrödinger equation near \( x = 0 + \xi \) is simplified into

\[ \partial^2_\xi \psi_k - \xi \partial_\xi \psi_k + \frac{c_k}{2J\hbar^2} (\lambda - \frac{\xi^2}{2} - J) \psi_k \approx 0 \quad (D3) \]

in which the sign coefficient \( c_k \) is \( c_k = 1 \) for the upper-upper component or \( c_k = -1 \) for the lower-lower component. Note that this is not a linear differential equation (as opposed to the regular boundary in Eq. (D1)) and the corresponding solutions are parabolic cylinder functions instead of Airy functions\textsuperscript{43,57}

\[ \psi_k = e^{\xi^2/4} \left[ C_a D_{i,1-1/4} (c_k e^{i\pi/4} \xi^2 \sqrt{\mu/h}) + C_b D_{i,1-1/2} (c_k e^{i\pi/4} \xi^2 \sqrt{\mu/h}) \right] , \]

where we neglect the terms of order unity compared to \( 1/h \) and

\[ \mu = \sqrt{g'/2J - 1} , \quad \chi = \frac{\lambda}{2\mu J} . \quad (D4) \]
Appendix E: Derivation of quantization conditions for the lower-lower band

Here we explicitly show how to derive the quantization rules for lower-lower polaritons.

(i) Delocalized states, $\epsilon < J - 2g'$:

Here, the particle is confined in a two-sided potential. Since the classically allowed region is defined between two turning points $|x| < z_1$, the WKB wave-function (Fig. 3(b)) would simply be

$$\psi_1(x) = \begin{cases} \alpha_4(x)\left(C_{e^{\pm i\Delta S_4(x)}} + C_{e^{-\pm i\Delta S_4(x)}}\right), & |x| < z_1 \\ \alpha_4(x)\left(C_{e^{\pm i\Delta S_4(x)}}\right), & x > z_l \\ \alpha_4(x)\left(C_{e^{\pm i\Delta S_4(x)}}\right), & x < -z_l \end{cases}$$

(E1)

and the other modes are described by

$$\psi_2(x) = \alpha_2(x)\left(C_{e^{\pm i\Delta S_4(x)}}\right),$$
$$\psi_3(x) = \alpha_3(x)\left(C_{e^{\pm i\Delta S_4(x)}}\right).$$

The above modes will add a correction of order $\hbar$ to the wave-function exponents in Eq. (E1) through Eq. (2.14); however, these terms are exponentially small and will be neglected. Matching the WKB wave-function with the Airy functions at $x = \pm z_l$ leads to the following connection formulas

$$i\frac{C_L}{C_e} = e^{\frac{2i}{\hbar}\Delta S_4},$$
$$C_b = 0$$

where $\Delta S_4 = \int_0^{z_l} \varphi_4 dx$. Similarly, one can derive the connection formula for $x = -z_l + x$

$$i\frac{C_L}{C_e} = e^{\frac{2i}{\hbar}\Delta S_4}.$$  

Thus, we get $\frac{4}{\pi}\Delta S_4 = (2n + 1)\pi$ which means

$$\frac{1}{\hbar}\int_{-z_l}^{z_l} \varphi_4(x) dx = \left(n + \frac{1}{2}\right)\pi$$

(E2)

This is similar to the familiar Bohr-Sommerfeld quantization for a particle confined in a potential well.$^{14}$

(ii) Localized states, $J - 2g' < \epsilon < -g'/\sqrt{2}$:

The potential profile consists of two isolated classically allowed regions close to $x = \pm 1$. Hence, there are two sets of turning points $z_1$ and $z_2$: One is bouncing off the $\varphi_4 = 0$ potential, which is similar to the previous case $\epsilon = V_0(x - z_l)$, and the other is bouncing off the $2\varphi_4 = \pi$ potential, which is the solution of $\epsilon = V_0(x + z_h)$. Provided that the classically allowed region is $z_h < |x| < z_l$, the WKB wave-function (Fig. 3(c)) would be

$$\psi_4(x) = \begin{cases} \alpha_4(x)\left(C'_{e^{\pm i\Delta S_4(x)}}\right), & x > z_l \\ \alpha_4(x)\left(C_{e^{\pm i\Delta S_4(x)}} + C_{e^{-\pm i\Delta S_4(x)}}\right), & z_h < x < z_l \\ \alpha_4(x)\left(C''_{e^{\pm i\Delta S_4(x)}}\right), & |x| < z_h \\ \alpha_4(x)\left(C'_{e^{\pm i\Delta S_4(x)}}\right), & -z_l < x < -z_h \\ \alpha_4(x)\left(C_{e^{\pm i\Delta S_4(x)}}\right), & x < -z_l \end{cases}$$

Close to $|x| = z_l$ the connection formula is the same as the previous case

$$\begin{align*}
\frac{C_{R, -}}{C_{R, +}} &= e^{\frac{2i}{\hbar}\Delta S_4}, \\
\frac{C_{L, -}}{C_{L, +}} &= e^{\frac{2i}{\hbar}\Delta S_4}
\end{align*}$$

(E3)

where the boundary of the integral is only slightly different as in $\Delta S_4 = \frac{1}{2} \int_{y_1}^{y_2} \varphi_4 dx$ and $y_r$ is the solution to the equation $\epsilon = W_{44}(x, \varphi_4)$ corresponding to $\varphi_4 = \pi/4$,

$$y_r = \frac{|\epsilon|}{g'} \sqrt{1 - \left(\frac{\epsilon}{2g'}\right)^2}. \quad (E4)$$

Near $x = z_h$, $\varphi_4 \to \pi$ and the wave-function is oscillating so fast and $\psi_4 \propto e^{i\pi x/2h}$, therefore, as mentioned in Appendix D, only the slowly varying part of the wavefunction will be matched to the Airy functions and there will be an additional term $\pi y_r/2h$ in the quantization rule as a result of this manipulation.

Close to $x = z_h$ and on the forbidden side, the connection formula yields

$$\frac{C_a}{C_b} = 2e^{\pm i\Delta Q_4} \quad (E5)$$

where $\Delta Q_4 = \int_{-z_h}^{z_l} \varphi_4 dx$. The matching condition for the allowed side is simplified into

$$\begin{align*}
\left| \begin{array}{c}
C_{R, +}e^{\pm i\Delta S_4 - i\pi y_r/2h + i\pi/4} + C_{R, -}e^{-\pm i\Delta S_4 + i\pi y_r/2h - i\pi/4} \\
-C_{R, +}e^{\pm i\Delta S_4 - i\pi y_r/2h + i\pi/4} + C_{R, -}e^{-\pm i\Delta S_4 + i\pi y_r/2h - i\pi/4}
\end{array} \right| = \left| \begin{array}{c}
C_a \\\nC_b
\end{array} \right|
\end{align*}$$

(E6)

where $\Delta S_4' = \int_{z_h}^{y_r} \varphi_4 dx$, and

$$\tilde{\varphi}_4(x) = \frac{1}{2} \arccos \left( \frac{\epsilon - W_{44}(x)}{2B_{44}(x')} \right). \quad (E6)$$

It is worth noting that there is no minus sign inside the argument as opposed to Eq. (2.13). Combining this with Eq. (E3), we get

$$\frac{1 - \cos 2\Delta S_4^{(\text{eff})}}{1 + \cos 2\Delta S_4^{(\text{eff})}} = 1 - e^{-\frac{2i}{\hbar}\Delta Q_4}$$

where $\Delta S_4^{(\text{eff})} = \Delta S_4 - \Delta S_4' + \pi y_r/2h = \int_{y_1}^{y_2} \varphi_4 dx - \int_{z_h}^{y_r} \varphi_4 dx + \pi y_r/2h$. This can be recast in the following quantization condition

$$\frac{1}{\hbar}\Delta S_4^{(\text{eff})} (\epsilon) = n\pi \pm \frac{1}{4} e^{-\frac{2i}{\hbar}\Delta Q_4 (\epsilon)}. \quad (E7)$$

As a result, the tunneling rate is related to the energy splitting in the energy spectrum through

$$\delta \epsilon_{\text{(split)}} = \frac{1}{2} e^{-\frac{2i}{\hbar}\Delta Q_4 (\epsilon)} \left| \frac{d\Delta S_4^{(\text{eff})}}{dx} \right|^{-1}.$$
(iii) Critical region: \( \epsilon \sim J - 2g' \):
Consider a small deviation from the critical energy \( \epsilon = J - 2g' + \lambda/N \). The WKB solutions close to the critical point \( x = 0 \) is found to be
\[
\partial_x S^{(0)} = \frac{\pi}{2} - \frac{\mu x}{2},
\]
\[
\partial_x S^{(1)} = \frac{\lambda}{2J \mu x},
\]
\[
\alpha_4(x) = \frac{\alpha_4}{\sqrt{2\mu J x}} e^{x^2/4}.
\] (E8)

So, the wave-function becomes
\[
\psi_4(x) = C_4 \exp \left( \pm \frac{i \pi}{2h} x \mp \frac{\mu x^2}{4h} + (\pm i \chi - 1/2) \log(x\sqrt{h/\hbar}) \right)
\] (E9)

and the quantization formula is derived to be
\[
\arg \left[ e^{-\frac{i \pi}{\hbar} \Delta S_4^{(\text{eff})}} \frac{\sqrt{2\pi}}{\Gamma(1/2 - i \chi)} - e^{\pi \chi/2} \right] = n\pi + \pi/2
\] (E10)

where
\[
\Delta S_4^{(\text{eff})} = \int_{y_r}^{y_l} \varphi_4 dx - \int_0^{y_r} \varphi_4 dx + \frac{\pi y_r}{2},
\] (E11)

\( \chi \) and \( y_r \) are defined in Eqs. (D4) and (E4), respectively.

**Appendix F: Quantization conditions for other polariton bands**

In this appendix, we show the quantization conditions for upper-upper and middle polariton bands.

**Upper-upper band:** The upper-upper mode is populated for energies \( g' \sqrt{2} < \epsilon < J + 2g' \), as illustrated in Fig. 2. The situation is very similar to the lower-lower polariton band with the only difference that the localized states appear in the bottom of the band and the delocalized states appear at higher energies. Likewise, there are three regions: one with delocalized wave-functions centered around \( x = 0 \), one with localized wave-functions in which the probability density is maximized close to the boundary points \( x = \pm 1 \), and one at the critical region separating the localized and delocalized states. This band is similar to the BECDW with attractive interaction. The derivation of the quantization rules is very similar to Appendix E and we shall only quote the final results.

(i) **Delocalized states, \( \epsilon > J + 2g' \):** The particle is confined in a two-sided potential well and the wave-function is large close to the center (\( x = 0 \)). It is worth noting that the end points are at \( 2\varphi_1 = \pi \) and the boundary matching must be done for a slowly varying component of the wave-function. The quantization condition is found by
\[
\frac{1}{\hbar} \int_{-z_l}^{z_l} \varphi_1(x) dx = \left( n + \frac{1}{2} \right) \pi
\] (F1)

where
\[
\varphi_1(x) = \frac{1}{2} \text{Arccos} \left( \frac{\epsilon - W_{11}(x)}{2B_{11}(x')} \right).
\] (F2)

Notice that there is no minus sign in the denominator as opposed to Eq. (2.13) which has to do with only taking the slowly varying multiple of the wave-function.

(ii) **Localized states, \( g' \sqrt{2} < \epsilon < J + 2g' \):** The potential looks like a double-well with two minima at \( x = \pm 1 \). The quantization rule would be
\[
\frac{1}{\hbar} \Delta S_4^{(\text{eff})} (\epsilon) = n\pi \pm e^{-\frac{1}{\hbar} \Delta Q_4 (\epsilon)}
\] (F3)

where
\[
\Delta S_4^{(\text{eff})} = \int_{y_r}^{y_l} \varphi_1 dx - \int_{z_h}^{z_l} y_r dx + \frac{\pi y_r}{2},
\]
\[
\Delta Q_4 = \int_{z_h}^{z_l} \varphi_1 dx,
\]
in which \( \varphi_1 \) is defined in Eq. (F2) and other parameters are introduced as in Appendix E.

(iii) **Critical region, \( \epsilon \sim -J + 2g' \):** Without much difference from the lower-lower band, here the quantization formula is found to be
\[
\arg \left[ e^{-\frac{i \pi}{\hbar} \Delta S_4^{(\text{eff})}} \frac{\sqrt{2\pi}}{\Gamma(1/2 + i \chi)} - e^{-\pi \chi/2} \right] = n\pi + \pi/2
\] (F4)

where
\[
\Delta S_4^{(\text{eff})} = \int_{y_r}^{y_l} \varphi_1 dx - \int_0^{y_r} \varphi_1 dx + \frac{\pi y_r}{2},
\]
\( \chi \) and \( y_r \) are defined in Eqs. (D4) and (E4), respectively.

**Middle bands:** The middle polariton bands correspond to the energy range \( |\epsilon| \leq g' \sqrt{2} \). The wave-function has two non-zero components: the lower-upper and upper-lower polariton modes. This region in turn can be divided to two subregions: In the first region, when \( J \leq \epsilon \leq g' \sqrt{2} \) or \( -g' \sqrt{2} \leq \epsilon \leq -J \), one component is dominant in each half (\( x > 0 \) or \( x < 0 \)) since only one component is classically allowed and the other one is forbidden. In the second region, when \( |\epsilon| < J \) both components are non-zero at the same region of \( x \). However, in terms of quantization relations the treatments for both cases are identical as the first order correction, in Eq. (2.10), does not couple the second and third components directly and all corrections come in as higher order contributions (at least of order \( \hbar^2 \)). Therefore, it does not really matter whether these two components overlap over a range of \( x \) or not.

The upper-lower (second) polariton component is confined between two turning points \( z_1 \leq x \leq z_h \) where \( z_l \) and \( z_h \) are solutions to \( \epsilon = V_{11}^h(x) \) and \( \epsilon = V_{11}^l(x) \) given in Eq. (D2). The lower-upper (third) polariton component is then confined in \( -z_h \leq x \leq -z_l \) due to symmetry.
(see Fig. 2). So, the WKB wave-function takes the form
\[ \Psi = [0, \psi_2, \psi_3, 0]^T \]
where
\[ \psi_2(x) = \end{cases}
\[ \begin{align*}
&\frac{\alpha_2(x) \left( C_{2,+} e^{\frac{i}{\hbar} S_2(x)} + C_{2,-} e^{-\frac{i}{\hbar} S_2(x)} \right),}{}
&\quad \text{if } z_l < x < z_h \\
&\frac{\alpha_2(x) C_{2,+} e^{\frac{i}{\hbar} Q_2(x)},}{}
&\quad \text{if } x > z_h \\
&\frac{\alpha_2(x) C_{2,+} e^{\frac{i}{\hbar} Q_2(x)},}{}
&\quad \text{if } x < z_l
\end{align*} \]

and
\[ \psi_3(x) = \end{cases}
\[ \begin{align*}
&\frac{\alpha_3(x) \left( C_{3,+} e^{\frac{i}{\hbar} S_3(x)} + C_{3,-} e^{-\frac{i}{\hbar} S_3(x)} \right),}{}
&\quad \text{if } -z_h < x < -z_l \\
&\frac{\alpha_3(x) C_{3,+} e^{\frac{i}{\hbar} Q_3(x)},}{}
&\quad \text{if } x > -z_l \\
&\frac{\alpha_3(x) C_{3,+} e^{\frac{i}{\hbar} Q_3(x)},}{}
&\quad \text{if } x < -z_h
\end{align*} \]

Starting from the connection formulas at the two boundaries for each component, it is straightforward to derive the quantization conditions

\[ \frac{1}{\hbar} \Delta S^{(\text{eff})}_2(\epsilon) = n\pi - \frac{\pi}{2} y_r \tag{F5a} \]
\[ \frac{1}{\hbar} \Delta S^{(\text{eff})}_3(\epsilon) = n\pi + \frac{\pi}{2} y_r \tag{F5b} \]

where
\[ \Delta S^{(\text{eff})}_2 = \int_{y_r}^{z_l} \varphi_2 dx - \int_{z_h}^{y_r} \tilde{\varphi}_2 dx \]
\[ \Delta S^{(\text{eff})}_3 = \int_{y_r}^{-z_l} \varphi_3 dx - \int_{-z_h}^{y_r} \tilde{\varphi}_3 dx \]

and \( y_r \) is defined in Eq. (E4). It is easy to show that these two relations are indeed identical as the integrands are even functions of \( x \).

### Appendix G: Validity of WKB analysis

The derivation of WKB relies on our original assumption that the total polariton number \( N \) is large and a \( 1/N \) expansion is applicable. A natural question is to what extent this assumption can be justified. In order to check the validity of the WKB approximation, we use the Husimi-Kano Q representation to compare our semiclassical picture and the quantum eigenstates (see a comprehensive discussion of the Husimi function in Ref. [50]). Similar analyses have been done for the BEC double-well system.

As we have seen in Sec. II, dynamics within \( i \)-th polariton band can be described by two conjugate variables the “position” \( x = Z/N \) and the “momentum” \( \varphi \). Let us focus on the lower-lower polariton band and define \( \theta = \varphi \). The Poisson bracket is promoted to the canonical commutation relation \( [x, \theta] = i\hbar \) at the quantum level where the Planck’s constant is \( \hbar = 1/N \). A squeezed coherent state can be represented in position and momentum,

\[ \langle \theta^\prime | \theta + ix \rangle = \frac{1}{(\pi \alpha^2)^{1/4}} \exp \left( -\frac{i x^2}{\hbar} + \frac{\hbar(\theta^\prime - \theta)^2}{2\alpha^2} \right) \]
\[ \langle x^\prime | \theta + ix \rangle = \frac{1}{(\pi \alpha^2)^{1/4}} \exp \left( \frac{i x^\prime \theta}{\hbar} - \frac{\hbar \kappa^2 (x^\prime - x)^2}{2} \right) \tag{G1} \]

The squeezing parameter \( \kappa \) is the key parameter in connecting the classical picture and quantum eigenstates [58,59]. It determines the relative resolution in the phase space \((x, \theta)\). The optimum \( \kappa \) generally depends on the explicit form of the Hamiltonian in terms of the conjugate variables of interest. For a simple harmonic oscillator, this parameter must be chosen equal to the zero-point fluctuations \( \kappa = m \omega^2 \left( \frac{1}{2} \right) \) in \((x, p)\)-space and equal to one \( \kappa = 1 \) in ladder operators \((a, a^\dagger)\)-space (the usual Q function in quantum optics [61]). For our case, \( \kappa \) must be tuned to an optimum value to obtain the best resolution. In general, we write \( \kappa = s \kappa_0 \) where \( s > 1 \) is the tuning parameter which is set to be \( s = 1 \) for the ground state and is slightly increased for higher excited states. The value \( \kappa_0 = (N^2 \alpha^2/8J^2)^{1/8} \) comes from the harmonic approximation of the Hamiltonian close to the ground
FIG. S5. (Color online) Husimi \(Q\) representation for various values of system size \(N\) in the lower-lower polariton band: (a) \(N = 20\) (b) \(N = 10\), and (c) \(N = 6\). From left to right, each row shows the ground state, a mid-band (oscillatory) state, a state close to the critical level, and a localized state. Here \(J/g' = 1/3\).

The Husimi function is defined by

\[
Q(x, \theta) = |\langle \theta + ix|\psi \rangle|^2 \tag{G3}
\]

In order to compute the inner product numerically, we use the following identity

\[
\langle \theta + ix|\psi \rangle = \frac{1}{(\pi/\kappa)^{1/4}} \sum_{x'=-1}^{1} C_4(x') \exp \left( \frac{i x' \theta}{\hbar} - \frac{\kappa^2 (x' - x)^2}{2} \right) \tag{G4}
\]

where \(C_4(Z)\) is the fourth-component of the wavefunction in the polariton basis. Note that in these calculations only \(C_4(Z)\) is taken into account as the rest of the components are negligible in the lower-lower band. Figure S4 shows that the Husimi functions of the Hamiltonian eigenstates match quite well with the classical phase space energy contours for large values of \(N\). As we see in Fig. S4(b), the ground state is represented by a point-like distribution meaning that it is a minimum uncertainty (Gaussian) wave-packet, consistent with our harmonic approximation above. The next excited states (Fig. S4(c)) are oscillatory states. At the critical level \(\epsilon_{c,4} = -2g' + J\), we arrive at the separatrix (bifurcation point) of the classical phase space, which is also manifest in the Husimi function as in Fig. S4(d). Ultimately, above the critical level we obtain the localized states which are represented by two separate branches close to \(x = 1\) and \(-1\) in the quantum picture, Fig. S4(e). This is because the Hamiltonian preserves the parity (left-right) symmetry and the localized states in the classical picture are indeed Schrödinger cat states in the eigenspectrum of the Hamiltonian. To see how much the above correspondence survives for smaller system sizes (polariton numbers) we compute the Husimi function for \(N = 20, 10,\) and \(6\) in Figs. S5(a)-(c). The classical phase space is independent of \(N\) and is shown in Fig. S4(a). It is clear that the
fluctuations are more pronounced as $N$ becomes smaller; however, even up to such small values as $N = 6$ the classical and the quantum phase space pictures seem to be remarkably consistent. Therefore, the WKB approach would remain a reasonable approximation up to small polariton numbers although its power as an analytical tool is more appreciable in the large system sizes where the exact treatments are exponentially difficult.

Another remark is that we have neglected the interband coupling (quantum potential) as we are interested in the strong coupling regime where the polariton bands are separated from each other. However, in the weak coupling regime the corrections from Eq. (2.15) would be non-negligible as the bands overlap and our quantization rules start to fail. Interestingly, even in the weak coupling regime, the quantization rules remain valid if we stay far enough from the overlapping regions. Such an example for $J/g'$ is illustrated in Fig. S6.
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