ON A LINK CRITERION FOR LIPSCHITZ NORMAL EMBEDDINGS AMONG DEFINABLE SETS
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Abstract. It is known by a result of Mendes and Sampaio that the Lipschitz normal embedding of a subanalytic germ is fully characterized by the Lipschitz normal embedding of its link. In this note, we show that the result still holds for definable germs in any o-minimal structure on \((\mathbb{R}, +, .)\). We also give an example showing that for homomorphisms between MD-homologies induced by the identity map, being isomorphic is not enough to ensure that the given germ is Lipschitz normally embedded. This is a negative answer to the question asked by Bobadilla et al. in their paper about Moderately Discontinuous Homology.

1. Introduction

Given a connected definable set \(X \subset \mathbb{R}^n\), one can equip \(X\) with two natural metrics: the outer metric \((d_{out})\) induced by the Euclidean metric of the ambient space \(\mathbb{R}^n\) and the inner metric \((d_{inn})\) where the distance between two points in \(X\) is defined as the infimum of the lengths of rectifiable curves in \(X\) connecting these points. We call \(X\) Lipschitz normally embedded (or LNE for brevity) if these two metrics are equivalent, i.e., there is a constant \(C > 0\) such that
\[
\forall x, y \in X, d_{inn}(x, y) \leq Cd_{out}(x, y).
\]
Any such \(C\) is referred to as a LNE constant for \(X\). In order to emphasize the constant \(C\) we will call \(X\) \(C\)-LNE. We say that \(X\) is LNE at a point \(x_0 \in X\) (or the germ \((X, x_0)\) is LNE) if there is a neighborhood \(U\) of \(x_0\) in \(\mathbb{R}^n\) such that \(X \cap U\) is LNE. It is worth noticing that, in the o-minimal setting, the definitions of connected and path connected set are equivalent, and every continuous definable curve connecting two points is rectifiable, i.e., it has finite length.

The notion of Lipschitz Normal Embedding first appeared in a paper of Birbrair and Mostowski [6], it has since been an active research area and many interesting results were proved, see for example [2], [3], [4], [5], [6], [9], [10], [11], [12], [18], [19], [20]. Recently, Mendes and Sampaio [17] gave a nice criterion for the germ of a subanalytic set to be LNE based on the LNE condition on the link. Namely, they prove that

**Theorem 1.1** ([17], Theorem 1.1). Let \((X, 0)\) be a closed connected subanalytic germ in \(\mathbb{R}^n\). If \((X \setminus \{0\}, 0)\) is connected, then the following statements are equivalent:

1. \((X, 0)\) is LNE;

---
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(2) \((X,0)\) is LLNE.

If \((X \setminus \{0\},0)\) has many connected components, the result is generalized as follows:

**Theorem 1.2** ([17], Theorem 4.1). Let \((X,0)\) be a closed connected subanalytic germ in \(\mathbb{R}^n\). Suppose that \(\{X_i\}_{i \in I}\) are connected components of \((X \setminus \{0\},0)\). Then, the following statements are equivalent:

1. \((X,0)\) is LNE.
2. \((X_i,0)\) is LNE for every \(i \in I\) and there is \(C > 0\) such that
   \[ \min_{j,k \in I, j \neq k} \{\text{dist}(L_r(X_j), L_r(X_k))\} \geq Cr \]
   for \(r\) sufficiently small.
3. \((X_i,0)\) is LLNE for every \(i \in I\) and there is \(C > 0\) such that
   \[ \min_{j,k \in I, j \neq k} \{\text{dist}(L_r(X_j), L_r(X_k))\} \geq Cr \]
   for \(r\) sufficiently small.

Here, \(L_r(X_j)\) and \(L_r(X_k)\) are the \(r\)-links of \(X_j\) and \(X_k\) respectively, and \(\text{dist}(.,.)\) is the usual outer distance.

Let us recall the notions of \(r\)-link and link Lipschitz normal embedding (LLNE) of a definable germ. Let \((X,0)\) be a definable germ in \(\mathbb{R}^n\). Given \(r > 0\), the \(r\)-link of \(X\) is the set \(L_r(X) := X \cap S^{n-1}_r\) where \(S^{n-1}_r\) denotes the \((n-1)\)-dimensional sphere of radius \(r\) centered at the origin. By the locally conic structure (see for example [8], Theorem 4.10) the definable topological type of the \(r\)-link is invariant when \(r\) is small enough. One calls an \(r\)-link of \((X,0)\) for \(r\) sufficiently small the link of the germ \((X,0)\) (or the link associated to the Euclidean norm).

In general, given a continuous definable function germ \(\rho : (\mathbb{R}^n,0) \to \mathbb{R}_{\geq 0}\) such that \(\rho^{-1}(0) = \{0\}\), for \(r > 0\), the \(r\)-link of \((X,0)\) associated to \(\rho\) is the set \(L_{\rho,r}(X) := \rho^{-1}(r) \cap X\). It is known that for \(r\) sufficiently small, the definable topological type of \(L_{\rho,r}(X)\) is uniquely determined, it depends neither on \(r\) nor \(\rho\) ([13], Proposition 1). We call such an \(r\)-link for \(r\) small enough the general link or the link associated to \(\rho\) in case we want to emphasize the function \(\rho\).

Given a definable germ \(\rho : (X,0) \to \mathbb{R}_{\geq 0}\) which allows a continuously definable extension to a definable function germ \(\rho' : (\mathbb{R}^n,0) \to \mathbb{R}_{\geq 0}\) such that \(\rho'^{-1}(0) = \{0\}\), then we can define the link of \((X,0)\) associated to \(\rho\) to be the set \(L_{\rho,r} := \rho^{-1}(r) \cap X\) for \(r\) sufficiently small.

Suppose that \((X \setminus \{0\},0)\) is connected. For a continuous definable function \(\rho : (X,0) \to \mathbb{R}_{\geq 0}\) given as above, we say that \((X,0)\) is LLNE with respect to \(\rho\) if there are \(r_0 > 0\) and \(C > 0\) such that for all \(0 < r < r_0\), \(L_{\rho,r}(X)\) is LNE with an LNE constant bounded above by \(C\). We call such a constant \(C\) an LLNE constant (w.r.t \(\rho\)) for \((X,0)\). To emphasize the constant \(C\), we call \(X\) \(C\)-LLNE with respect to \(\rho\). We simply call \((X,0)\) LLNE if it is LLNE with respect to the Euclidean norm.
The arguments of Mendes–Sampaio in the proof of Theorem 1.1 rely first on a result of Birbrair–Mendes [4], which says that for semialgebraic germs, being LNE is equivalent to the condition that for any pair of arcs parametrized by distance to the origin, the inner and outer contacts are the same, and then on the following result due to Valette:

**Theorem 1.3** ([23], Theorem 4.4.8; [25], Corollary 2.2). Let \((X, 0)\) be a subanalytic germ in \(\mathbb{R}^n\). Let \(\rho : (X, 0) \rightarrow (\mathbb{R}, 0)\) be a subanalytic radius function. Then there is a bi-Lipschitz subanalytic homeomorphism \(h : (X, 0) \rightarrow (X, 0)\) such that \(\|h(x)\| = \rho(x)\).

Here, a function germ \(\rho : (X, 0) \rightarrow (\mathbb{R}, 0)\) is called a radius function if it is Lipschitz and \(\rho(x) \sim \|x\|\).

In fact, Mendes–Sampaio showed further that their result is still true for the link associated to a subanalytic norm. One may check that the same method can be applied to definable germs in polynomially bounded o-minimal structures. However, improvement is needed to make it work on an arbitrary o-minimal structure. The reason for this is two-folds: first the concept of order between two definable arcs as in Birbrair–Mendes’ result does not make good sense and second the result of Valette is no longer valid in this context. Theorem 1.3 implies that, up to a bi-Lipschitz subanalytic homeomorphism, the link of associated to a subanalytic radius function is uniquely determined. Consequently, given a radius function, for any \(0 < r_1 < r_2 < r\) for \(r\) small enough, the sets \(L_{\rho, r_1}(X)\) and \(L_{\rho, r_2}(X)\) are subanalytically bi-Lipschitz equivalent (of course, the Lipschitz constant depend on \((r_1, r_2)\)). This property holds only for definable germs in polynomially bounded o-minimal structures, it fails in the exponential o-minimal setting. Consider Parusiński’s example \(X = \{(x, y, t) \in \mathbb{R}^3 : |y| = x^{t+1}, 0 \leq x \leq t\}\) and \(\rho_1(.) = \|.|\|\infty\). It is easy to check the Lipschitz types of \(r\)-links of \((X, 0)\) associated to \(\rho(x) = \|x\|\infty\) vary continuously.

In this paper, using different techniques, we show that Theorem 1.2, hence Theorem 1.1, holds for definable germs in any o-minimal structure. Furthermore, the results remain valid if we replace the link defined by the Euclidean norm with the link associated to a definable radius function. More precisely, for an arbitrary fixed o-minimal structure, we prove that

**Theorem 1.4** (Main Theorem). Let \((X, 0)\) be a connected definable germ in \(\mathbb{R}^n\). Let \(\rho : (X, 0) \rightarrow (\mathbb{R}, 0)\) be a definable radius function. Suppose that \(\{X_i\}_{i \in I}\) are connected components of \((X \setminus \{0\}, 0)\). Then, the following statements are equivalent

(i) \((X, 0)\) is LNE.

(ii) \((X_i, 0)\) is LNE for every \(i \in I\) and there is \(C > 0\) such that

\[
\min_{j,k \in I, j \neq k} \{\text{dist}(L_{\rho, r}(X_j), L_{\rho, r}(X_k))\} \geq Cr
\]

for \(r\) sufficiently small.

(iii) \((X_i, 0)\) is LLNE with respect to \(\rho\) for every \(i \in I\) and there is \(C > 0\) such that

\[
\min_{j,k \in I, j \neq k} \{\text{dist}(L_{\rho, r}(X_j), L_{\rho, r}(X_j))\} \geq Cr
\]

for \(r\) sufficiently small.
A direct consequence of Theorem 1.4 is that:

**Theorem 1.5.** Let \((X, 0)\) be a connected definable germ in \(\mathbb{R}^n\). Let \(\rho : (X, 0) \to (\mathbb{R}, 0)\) be a definable radius function. Suppose that \((X \setminus \{0\}, 0)\) is connected. Then, \((X, 0)\) is LNE if and only if it is LLNE with respect to \(\rho\).

Remark that every germ of a definable norm is a definable radius function. The converse is not true, for example, the function \(\rho + \rho^2\), where \(\rho\) is a definable norm, is a radius function but no longer a norm. In Theorem 1.4, \(X\) need not to be closed.

In [7] Bobadilla–Heinze–Pereira–Sampaio introduced a homology theory called Moderately Discontinuous homology (MD-homology) in order to capture the singular homology of the link of a given subanalytic germ \((X, 0)\) after collapsing it at a certain speed. The identity map \(\text{Id}_{(X, 0)} : (X, 0, d_{\text{inn}}) \to (X, 0, d_{\text{out}})\) induces homomorphisms between groups of MD-homologies of \((X, x_0)\) for all \(x_0 \in (X, 0)\). It is easy to check that if \((X, 0)\) is LNE then these homomorphisms are actually isomorphisms. It is asked in [7] if the converse holds, i.e., suppose these homomorphisms are isomorphisms then is it true that \((X, 0)\) is LNE. In Section 3, as an application of Theorem 1.2 (also Theorem 1.5) we give a simple example showing that in general the answer is negative.

Throughout the paper, we assume that the reader is familiar with the notion of o-minimal structures on \(\mathbb{R}\). By “definable” we mean definable in a given o-minimal structure. We will use Curve Selection ([8], Theorem 3.2), Definable Choice ([8], Theorem 3.1) without reciting the references. We refer the reader to [8], [26] for the details about the theory of o-minimal structures.

We denote by \(B^n_0\), \(S^{n-1}_0\) respectively the \(n\)-dimensional closed ball and the \((n - 1)\)-dimensional sphere in \(\mathbb{R}^n\) of radius \(r\) centered at 0. Let \(X \subset \mathbb{R}^n\). We denote by \(\overline{X}\) the closure of \(X\) in \(\mathbb{R}^n\). Given non-negative functions \(f, g : X \to \mathbb{R}\), we write \(f \preceq g\) (or \(g \succeq f\)) if there is \(C > 0\) such that \(f(x) \leq C g(x)\) for every \(x \in X\). Such a constant \(C\) is called a constant for the relation \(\succeq\). We write \(f \sim g\) if \(f \preceq g\) and \(g \preceq f\), i.e., there are constants \(C_1, C_2 > 0\) such that \(C_1 f(x) \leq g(x) \leq C_2 f(x)\) for every \(x \in X\). Given two continuous function germs \(f, g : (X, 0) \to \mathbb{R}\) such that \(g(0) \neq 0\), we write \(f \ll g\) if \(\lim_{x \to 0} f(x)/g(x) \to 0\). Let \(Y\) be another subset of \(\mathbb{R}^n\). We denote by \(\text{dist}(X, Y)\) the usual outer distance between \(X\) and \(Y\). We use \(\|\|\) and \(\|\|_\infty\) respectively for the Euclidean norm and the maximum norm in \(\mathbb{R}^n\). We also use the notation \(d_X\) for the inner metric on \(X\).

2. **Proof of the main theorem**

This section is devoted to the proof of Theorem 1.4. The idea of the proof is the following. We first extend \(\rho\) to a definable radius function defined on the whole of \((\mathbb{R}^n, 0)\), we use the same notation \(\rho\) for this extension. Note that the map germ \(\varphi : (\mathbb{R}^n, 0) \to (\mathbb{R}^n, 0)\) defined by \(\varphi(x) := \frac{\rho(x)}{\|x\|_\infty}\) if \(x \neq 0\) and by \(\varphi(0) := 0\) brings \(L_{\rho, r}(X)\) to \(L_{\rho', r}(\varphi(X))\) where \(\rho'(x) := \|x\|_\infty\). By showing that \(\varphi\) is the germ of a bi-Lipschitz homeomorphism (see Lemma 2.8), we can reduce our problem to proving the theorem for the link with respect to \(\rho(x) = \|x\|_\infty\).
In Lemma 2.5, we construct a vector field whose flow provides a “shortest” way to go from a point in $L_{\rho,r}(X)$ to $L_{\rho,r'}(X)$ where $r \neq r'$. This is sufficient for us to prove that $(iii) \Rightarrow (ii) \Rightarrow (i)$.

To show that $(i) \Rightarrow (iii)$, we just need to consider the case that $(X, 0)$ has only one connected component (the proof for the case of many connected components follows easily by Curve Selection). As in the proof of Mendes–Sampaio, we separate $(X, 0)$ into finitely many Lipschitz cells which are proved to be LLNE with respect to $\rho$ (see Lemma 2.4) (to make a proof simpler, we ask each of these Lipschitz cells after a linear change of coordinates is contained in a special area denoted by $C_n$). The vector field in Lemma 2.5 can be chosen to be compatible with these Lipschitz cells. This allows us to construct a special path connecting two given points $p, q \in L_{\rho,r}(X)$ whose length is equivalent to $d_X(p, q)$. The result then follows.

We now start with some preliminaries.

**Definition 2.1.** Let $C \subset \mathbb{R}^n$ be a definable set.

1. We call $C$ a standard Lipschitz cell with constant $M$ if
   - $n = 1$: $C$ is a point or an open interval,
   - $n > 1$: $C$ has one of the following forms
     - $\Gamma_\xi := \{(x, y) \in B \times \mathbb{R} : x \in B, y = \xi(x)\}$
     - $(\xi_1, \xi_2) := \{(x, y) \in B \times \mathbb{R} : x \in B, \xi_1(x) < y < \xi_2(x)\}$
     - $(-\infty, \xi) := \{(x, y) \in B \times \mathbb{R} : x \in B, y < \xi(x)\}$
     - $(\xi, +\infty) := \{(x, y) \in B \times \mathbb{R} : x \in B, \xi(x) < y\}$
   where $B \subset \mathbb{R}^{n-1}$ is a standard Lipschitz cell with constant $M$ and $\xi, \xi_1, \xi_2$ are $C^1$-definable functions over $B$ with the first derivatives bounded above by $M$. We call $B$ the basis of $C$. If we do not care much about the constant $M$ we simply call $C$ a standard Lipschitz cell.

2. We call $C \subset \mathbb{R}^n$ an Lipschitz cell (with constant $M$) if there is an orthogonal change of coordinates $\phi : \mathbb{R}^n \to \mathbb{R}^n$ such that $\phi(C)$ is a standard Lipschitz cell (with constant $M$).

**Remark 2.2.** Let $C \subset \mathbb{R}^n$ be a Lipschitz cell with constant $M$. The following results follow directly from the definition:

1. $C$ and $\overline{C}$ are LNE with LNE constants depending only on $M$.
2. For any two points $x, y$ in $\overline{C}$ there is a continuous definable curve $\gamma : [0, 1] \to \overline{C}$ such that $\gamma(0) = x$, $\gamma(1) = y$, $\gamma((0, 1)) \subset C$ and
   \[
   \text{length}(\gamma) \sim d_{\overline{C}}(x, y) \sim \|x - y\|,
   \]
   where constants of the equivalence relation $\sim$ depend only on $M$.

The following result is due to Kurdyka [13] in the subanalytic category, his proof also works for o-minimal structures. One may find a parameterized version of the theorem in [14], Proposition 1.4.
Theorem 2.3. Let \( \mathcal{X} = \{X_1, \ldots, X_k\} \) be a finite family of definable sets in \( \mathbb{R}^n \). Then, there is a finite partition of \( \mathbb{R}^n \) into Lipschitz cells compatible with \( X_i \)'s, i.e., each \( X_i \), \( i = 1, \ldots, k \) is a union of some elements of the partition.

We now define the special area \( C_n \) mentioned at the beginning of the section. For \( n \in \mathbb{N} \), we set
\[
C_n := \{(x_1, \ldots, x_n) \in \mathbb{R}^n : \|x\|_\infty = x_1 \}. \tag{2.1}
\]
Note that for \( i = 1, \ldots, n \), \( \pi_i(C_n) = C_i \) where \( \pi_i : \mathbb{R}^n \to \mathbb{R}^i \) is the projection onto the first \( i \) coordinates.

Lemma 2.4. Let \( C \) be a Lipschitz cell in \( C_n \) such that \( \dim C \geq 1 \) and \( 0 \in \overline{C} \). Then, \( (C, 0) \) and \( (\overline{C}, 0) \) are LLNE with respect to \( \rho(x) := \|x\|_\infty \).

Proof. Since \( \dim C \geq 1 \) and \( C \subset C_n \), \( \pi_i(C) \) is an interval \((0, a)\) for some \( a > 0 \). For \( 0 < r < a \), we set \( C(r) := \rho^{-1}(r) \cap C \) and \( \overline{C}(r) := \rho^{-1}(r) \cap \overline{C} \). Since \( C \subset C_n \) is a Lipschitz cell with a constant \( M \), \( C(r) \) is also a Lipschitz cell with constant \( M \). Moreover, \( \overline{C}(r) \) is the closure of \( C(r) \), by Remark 2.2, part (2), if \( \overline{C}(r) \) is LNE with LNE constant independent of \( r \) so is \( C(r) \). Consequently, if \( (\overline{C}, 0) \) is LLNE then \( (C, 0) \) is also LLNE. Therefore, to prove the lemma it suffices to show that \( (\overline{C}, 0) \) is LLNE.

The proof is by induction on \( n \). For \( n = 1 \), the result is trivial.

Assume that \( n \geq 2 \). Let \( B \) be the basis of \( C \). Then, \( B \subset C_{n-1} \), so by inductive assumption, \( (\overline{B}, 0) \) is LLNE with respect to \( \rho \). There are two possibilities for \( C \), it is either a graph or a band over \( B \).

Case 1: \( C = \Gamma_{\xi} \) (graph). Since \( \xi \) is Lipschitz, it is possible to extend it to a Lipschitz function \( \overline{\xi} \) over \( \overline{B} \). Since \( \overline{C}(r) \) is the graph of the restriction of \( \overline{\xi} \) to \( \overline{B}(r) := \overline{B} \cap \rho^{-1}(r) \) and \( \overline{B}(r) \) is LNE with an LNE constant independent of \( r \), it follows that \( \overline{C}(r) \) is also LNE with an LNE constant independent of \( r \).

Case 2: \( C = (\xi_1, \xi_2) \) (band). Extend \( \xi_1, \xi_2 \) to Lipschitz functions \( \overline{\xi}_1, \overline{\xi}_2 \) on \( \overline{B} \). It is clear that \( \overline{C} = \{(x, y) \in \overline{B} \times \mathbb{R} : \overline{\xi}_1(x) \leq y \leq \overline{\xi}_2(x)\} \) and
\[
\overline{C}(r) = \{\overline{\xi}_1|_{\overline{B}(r)}, \overline{\xi}_2|_{\overline{B}(r)}\} := \{(x, y) \in \overline{B}(r) \times \mathbb{R} : \overline{\xi}_1(x) \leq y \leq \overline{\xi}_2(x)\}.
\]

Let \( z \) and \( z' \) be two points in \( \overline{C}(r) \). There are finite points \( \{z = z_0, z_1, \ldots, z_k = z'\} \) contained in the intersection of the segment \([z, z']\) and the set \( \Gamma_{\xi_1|_{\overline{B}(r)}} \cup \Gamma_{\xi_2|_{\overline{B}(r)}} \) such that for each \( i < k \), the open interval \((z_i, z_{i+1})\) is contained either in \( \overline{C}(r) \) or in \((C_n \cap \{x_1 = r\}) \setminus \overline{C}(r) \). If \((z_i, z_{i+1}) \subset \overline{C}(r) \) then \( \|z_i - z_{i+1}\| = d_{\overline{C}(r)}(z_i, z_{i+1}) \). Recall that \( d_{\overline{C}(r)} \) is the inner distance on \( \overline{C}(r) \). If \((z_i, z_{i+1}) \subset (C_n \cap \{x_1 = r\}) \setminus \overline{C}(r) \) then \( z_i \) and \( z_{i+1} \) are both in the same graph of the restriction \( \overline{\xi}_j|_{\overline{B}(r)} \), \( j \in \{1, 2\} \). Since \( \overline{B}(r) \) is LNE with a constant independent of \( r \) and \( \overline{\xi}_j \) is Lipschitz, the graph of \( \overline{\xi}_j|_{\overline{B}(r)} \) is LNE with an LNE constant independent of \( r \). This implies that
\[
\|z_i - z_{i+1}\| \sim d_{\overline{\xi}_j|_{\overline{B}(r)}}(z_i, z_{i+1}) \geq d_{\overline{C}(r)}(z_i, z_{i+1})\]
Therefore,
\[ \|z - z'\| = \sum_{i=0}^{k-1} \|z_i - z'_i\| \geq \sum_{i=0}^{k-1} d_{\overline{C}(r)}(z_i, z_{i+1}) \geq d_{\overline{C}(r)}(z, z'). \]

Hence, \( \overline{C}(r) \) is LNE with an LNE constant independent of \( r \). Consequently, \( (\overline{C}, 0) \) is LLNE.

**Lemma 2.5.** Let \( X = \{X_i\}_{i \in I} \) be a finite collection of definable germs at 0. Let \( \rho : (\mathbb{R}^n, 0) \to (\mathbb{R}, 0) \) be a radius function. Then, there are \( r_0 > 0 \), \( C > 0 \), a definable \( C^2 \)
stratification \( \Sigma \) of \( X := \mathbb{R}^n \setminus \{0\} \) compatible with \( \{X_i \setminus \{0\}\}_{i \in I} \) and a continuous integrable stratified vector field \( \xi \) on \( \Sigma \) such that the flow \( \Phi : U \subset X \times \mathbb{R} \to X \) generated by \( \xi \) has the following properties for all \( x \in X \cap \rho^{-1}((0, r_0)) \):

1. \( \Phi \) preserves the strata of \( \Sigma \), i.e., for each \( x \in S \subset \Sigma \), \( \phi_x(s) \in S \) for every \( s \in U_x := U \cap (\{x\} \times \mathbb{R}) \);
2. \( U_x \) contains the interval \([0, \rho(x))\);
3. For every \( 0 \leq s < \rho(x) \), we have \( \Phi_x(s) \in X \cap \rho^{-1}(r - s) \);
4. \( \text{length}(\Phi_x([0, s]) \leq Cs \).

**Proof.** Let \( \Sigma \) be a Whitney \((b)\)-regular stratification of \( X \) compatible with \( \{X_i \setminus \{0\}\}_{i \in I} \) such that the restriction of \( \rho \) to each stratum of \( \Sigma \) is of class \( C^2 \). The existence of Whitney stratification for definable sets is proved in [15] (see also [16], [21]). For \( x \neq 0 \), set \( v(x) := \frac{x}{\|x\|}. \) For \( x \in S \subset \Sigma \), set \( w(x) := P_x(v(x)) \) where \( P_x : \mathbb{R}^n \to T_xS \) is the orthogonal projection from \( \mathbb{R}^n \) to the tangent space to \( S \) at the point \( x \).

We claim that

(i) Given \( \varepsilon > 0 \) there is \( R > 0 \) such that for every \( x \) in \( X \cap B_R^\varepsilon \) we have

\[ \|w(x) - v(x)\| < \varepsilon. \]

(ii) There are \( \varepsilon' > 0 \) and \( R > 0 \) such that for every \( x \in S \cap B_R^\varepsilon, S \subset \Sigma \), we have

\[ D_x(\rho|_S)(w(x)) > \varepsilon' \]

where \( D_x(\rho|_S) \) denotes the tangent map at \( x \) of the restriction \( \rho|_S \).

We start with a proof of (i). Assume that (i) were not true. By Curve Selection, there are \( \varepsilon > 0 \), a stratum \( S \subset \Sigma \) and a \( C^1 \) definable curve \( \gamma : [0, \delta) \to \mathbb{R}^n \) with \( \gamma(0) = 0 \), \( \gamma((0, \delta)) \subset S \) such that for every \( t \in (0, \delta) \):

\[ \|w(\gamma(t)) - v(\gamma(t))\| \geq \varepsilon \]

for every \( t \) in \( (0, \delta) \).

Since \( \gamma \) is a \( C^1 \) curve through the origin, the angle between \( v(\gamma(t)) = \frac{\gamma'(t)}{\|\gamma'(t)\|} \) and the tangent line to \( \gamma \) at \( \gamma(t) \) tends to 0 as \( t \) tends to 0. Therefore, the angle between \( v(\gamma(t)) \) and the tangent space \( T_{\gamma(t)}S \) tends to 0 as well, which gives a contradiction.
Now we prove (ii). We first prove that
\[ |D_x(\rho|_S)(w(x))| > \varepsilon' \text{ for every } x \text{ in } S \cap B^n_R. \] (2.2)
Note that since \( \rho \) is Lipschitz, there is \( M > 0 \) such that \( \|D_x(\rho|_S)\| < M \) for every \( x \in S \) and for every \( S \in \Sigma \). This implies that for any \( C^1 \)-definable curve \( \gamma : [0, \delta) \to \mathbb{R}^n \) such that \( \gamma(0) = 0 \) and \( \gamma((0, \delta)) \subset S \) the limit \( \lim_{t \to 0} D_{\gamma(t)}(\rho|_S) \) always exists.

We assume on the contrary that (ii) fails. By Curve Selection there are \( S \in \Sigma \) and a \( C^1 \)-definable curve \( \alpha : [0, \delta) \to \mathbb{R}^n \) with \( \alpha(0) = 0 \) and \( \alpha((0, \delta)) \subset S \) such that \( D_{\alpha(t)}(\rho|_S)(w(\alpha(t))) \) tends to 0 as \( t \to 0 \). Reparametrizing \( \alpha \) if necessary, we may assume \( \|\alpha(t)\| \sim t \). Then \( \alpha(t) = a t + o(t) \) where \( a \in \mathbb{R}^n, a \neq 0 \). Note that \( \lim_{t \to 0} v(\alpha(t)) = \lim_{t \to 0} w(\alpha(t)) = \lim_{t \to 0} \alpha'(t) \), where \( \alpha'(t) \) denotes the derivative of \( \alpha \) at \( t \). Therefore,
\[ 0 = \lim_{t \to 0} D_{\alpha(t)}(\rho|_S)(w(\alpha(t))) = \lim_{t \to 0} D_{\alpha(t)}(\rho|_S) \left( \frac{\alpha'(t)}{\|\alpha'(t)\|} \right) = \lim_{t \to 0} \frac{(\rho \circ \alpha)'(t)}{\|\alpha'(t)\|}. \]
Since \( \lim_{t \to 0} \|\alpha'(t)\| = \|a\| \neq 0 \), \( \lim_{t \to 0} (\rho \circ \alpha)'(t) = 0 \). This implies that \( (\rho \circ \alpha)(t) \ll t \), which contradicts the fact that \( (\rho \circ \alpha)(t) \sim \|\alpha(t)\| \sim t \). Hence, (2.2) is proved.

Note that since \( \rho(x) \sim \|x\| \), for any curve \( \beta : [0, \delta) \to \mathbb{R}^n \) \( \beta(0) = 0, \beta((0, \delta)) \subset S \in \Sigma \), \( (\rho \circ \beta)(t) \) is strictly increasing for \( t \) near 0. Thus, \( D_{\beta(t)}(\rho|_S)(w(\beta(t))) > 0 \) for \( t \) near 0. Combining with (2.2), we have \( D_x(\rho|_S)(w(x)) > 0 \) for every \( x \in S \cap B^n_R \), so (ii) is proved.

Now we are in a position to prove the lemma. It is shown in the proof of Lemma 3.2 in [22] that for any \( \varepsilon > 0 \), there are \( R > 0 \) and a continuous integrable stratified vector field \( \mu \) on \( \Sigma \cap B^n_R \) such that \( \|\mu(x) - v(x)\| < \varepsilon \) (in fact, the Whitney condition (b) is used in this step). By (i) in the claim, shrinking \( R \) if necessary, we may assume that \( \|\mu(x) - w(x)\| < 2\varepsilon \). By (ii), \( D_x(\rho|_S)(w(x)) > \varepsilon' \) for some \( \varepsilon' > 0 \). Taking \( \varepsilon \) sufficiently small, we have \( D_x(\rho|_S)(\mu(x)) > \varepsilon'/2 \).

For \( x \in S \in \Sigma \), set
\[ \xi(x) := \frac{-\mu(x)}{D_x(\rho|_S)(\mu(x))}. \]
For \( \varepsilon \) small enough, \( \|\mu(x)\| \sim \|w(x)\| \sim \|v(x)\| \). Since \( \|v(x)\| = 1 \), there is \( C > 0 \) such that \( \|\xi\| < C \). Furthermore, since \( \mu \) is integrable so is \( \xi \).

Let \( \Phi \) denote the flow generated by \( \xi \). Take \( r_0 > 0 \) small such that \( \rho^{-1}((0, r_0)) \subset B^n_R \) (this is possible because \( \rho(x) \sim \|x\| \)). We now check that \( \Phi_x \) satisfies the conditions (1)–(4). The condition (1) is clear since \( \xi \) is a stratified vector field on \( \Sigma \). Note that for every \( x \in S \cap B^n_R, S \in \Sigma \), we have
\[ D_x(\rho|_S)(\xi(x)) = -1. \] (2.3)
This implies that on \( X \cap B^n_R \), \( \xi \) is a lifting of the constant vector field \( \eta(z) = -1 \) defined on the image of the set \( X \cap B^n_R \) under the map \( \rho \). The domain of \( \Phi_x \) then coincides with the domain of the flow generated by the vector field \( \eta \) at the point \( z = \rho(x) \) which obviously contains the interval \([0, \rho(x))\). Thus, (2) is proved.
Again, by (2.3), for \( x \in S \cap \rho^{-1}(r) \) \((r \leq r_0)\) and \( s < r \), one has \( \Phi_x(s) \in S \cap \rho^{-1}(r - s) \). Condition (3) then follows. Finally,

\[
\text{length}(\Phi_x([0, s])) = \int_0^s |\xi(\Phi_x(s))| ds \leq C \int_0^s ds = Cs,
\]

and hence (4) is satisfied.

\[\square\]

The following results are proved in [23] for subanalytic germs, the same arguments work also in the o-minimal setting.

**Lemma 2.6** ([23], Lemma 4.4.4). Let \((X, 0)\) be definable germ in \(\mathbb{R}^n\) and let \( \rho : (X, 0) \to (\mathbb{R}, 0) \) be a definable radius function. Let \( x, y : (0, \delta) \to X \) be two definable curves such that \( \rho(x(t)) = \rho(y(t)) = t \) for every \( 0 < t < \delta \). Then, if \( x \) and \( y \) have the same tangent cone at the origin then the lines \( 0x(t) \) and \( x(t)y(t) \) are of different limits when \( t \) tends to 0.

**Lemma 2.7** ([23], Lemma 4.4.6). Let \( f : (X, 0) \to (Y, 0) \) be a definable map germ. Let \( \alpha : (Y, 0) \to \mathbb{R} \) be a definable radius function such that \( \rho(x) := \alpha(f(x)) \) defines a radius function on \((X, 0)\). If the function \( f|_{\rho^{-1}(0) \cap X} \) is \( L\)-bi-Lipschitz for every \( t > 0 \) small with \( L \) independent of \( t \), then \( f \) is the germ of a bi-Lipschitz map.

**Lemma 2.8.** Let \( \rho : (\mathbb{R}^n, 0) \to (\mathbb{R}, 0) \) be a definable radius function. Let \( \varphi : (\mathbb{R}^n, 0) \to (\mathbb{R}^n, 0) \) be defined by \( \varphi(x) := \frac{\rho(x)}{|x|} x \) if \( x \neq 0 \) and \( \varphi(0) = 0 \). Then, \( \varphi \) is the germ of a bi-Lipschitz definable homeomorphism.

**Proof.** First we show that \( \varphi \) is a bijection. Note that \( x \) and \( \varphi(x) \) lie in the same half line starting at the origin. To prove the bijectivity of \( \varphi \) it suffices to show that there is \( R > 0 \) such that for any \( l \in \mathcal{L} \) the restriction of \( \varphi \) to \( l \cap (\mathcal{B}_R^n \setminus \{0\}) \) is injective. Here \( \mathcal{L} \) denotes the set of all half lines in \( \mathbb{R}^n \) starting at the origin.

**Claim:** There is \( R > 0 \) such that for every \( l \in \mathcal{L} \) the restriction \( \rho|_{l \cap \mathcal{B}_R^n} : (l \cap \mathcal{B}_R^n, 0) \to (l \cap \mathcal{B}_R^n, 0) \) is bijective.

On the contrary we assume that the claim were not true. By Curve Selection, there are two \( C^1 \) definable curves \( \gamma_1, \gamma_2 : [0, \varepsilon) \to \mathbb{R}^n \) such that

1. \( \gamma_1(0) = \gamma_2(0) = 0 \), \( \gamma_1((0, \varepsilon]) \) and \( \gamma_2((0, \varepsilon]) \) are in \( \mathbb{R}^n \setminus \{0\} \)
2. \( \gamma_1(t) \neq \gamma_2(t) \) and they are both contained in some \( l_t \in \mathcal{L} \) for every \( t \in (0, \varepsilon) \),
3. \( \rho(\gamma_1(t)) = \rho(\gamma_2(t)) \) for every \( t \in (0, \varepsilon) \).

It follows from (1) and (2) that the lines \( \overline{0\gamma_1(t)} \) and \( \gamma_1(t)\gamma_2(t) \) have the same limit in the Grassmannian when \( t \) tends to 0. From (3), by reparametrizing, we may assume that \( \rho(\gamma_1(t)) = \rho(\gamma_2(t)) = t \) for every \( t \in (0, \varepsilon) \). By Lemma 2.6, \( \overline{0\gamma_1(t)} \) and \( \gamma_1(t)\gamma_2(t) \) have different limits, which is a contradiction, so the claim is proved.
We now take $R > 0$ as in the claim. Let $x$ and $x'$ be in $l \cap (V^n_R \setminus \{0\})$. There is $t \neq 0$ such that $x' = tx$. We have

$$\varphi(x) = \varphi(x') \iff \frac{\rho(x)}{\|x\|_\infty} x = \frac{\rho(tx)}{\|tx\|_\infty} tx$$

$$\iff \rho(x) = \rho(tx) = \rho(x') \iff x = x' \quad \text{(since $\rho|_{V^n_R} \setminus \{0\}$ is injective).}$$

Therefore, $\varphi|_{V^n_R \setminus \{0\}}$ is injective.

To prove $\varphi$ is bi-Lipschitz on $V^n_R$, by Lemma 2.7, it is enough to show $\varphi|_{\rho=r}$ is $L$-bi-Lipschitz for every $r$ small with $L$ independent of $r$.

Let $x, x' \in \mathbb{R}^n$ such that $\rho(x) = \rho(x') = r$. Since $\rho$ is a radius function, $\|x\| \sim \|x'\| \sim r$, and hence $\|x\|_\infty \sim \|x'\|_\infty \sim r$. Then,

$$\|\varphi(x) - \varphi(x')\| = r \left| \frac{x}{\|x\|_\infty} - \frac{x'}{\|x'\|_\infty} \right|$$

$$\leq \frac{r}{\|x\|_\infty} \|x - x'\| + \frac{r}{\|x\|_\infty \|x'\|_\infty} \|x'\|_\infty \sim \|x - x'\|$$

$$\sim \|x - x'\|.$$

Therefore, $\varphi|_{\rho=r}$ is $L$-Lipschitz with some constant $L$ independent of $r$.

Now we show that $\|\varphi(x) - \varphi(x')\| \gtrsim \|x - x'\|$. Assume on the contrary that there are two definable curves $x, x' : [0, \delta) \to \mathbb{R}^n$ such that $x(0) = x'(0) = 0$, $\rho(x(t)) = \rho(x'(t))$ such that

$$\lim_{t \to 0} \frac{\|\varphi(x(t)) - \varphi(x'(t))\|}{\|x(t) - x'(t)\|} \to 0. \quad (2.4)$$

The proof is split into two cases:

**Case 1:** $x$ and $x'$ have different tangent cones at the origin. It is easy to see that $\|x(t) - x'(t)\| \sim \|x\| \sim r$ and $\|\varphi(x(t)) - \varphi(x'(t))\| \sim \|\varphi(x(t))\| \sim r$, which contradicts (2.4).

**Case 2:** $x$ and $x'$ have the same tangent cone at the origin. Let $l_{x(t)}$ and $l_{x'(t)}$ be the half-lines in $L$ containing $x(t)$ and $x'(t)$ respectively. Note that $\lim_{t \to 0} l_{x(t)} = \lim_{t \to 0} l_{x'(t)}$ which coincides tangent cone at $0$ of $x$ and $x'$. As $t$ small enough, we may assume that the angle between $l_{x(t)}$ and $l_{x'(t)}$ is smaller than $\pi/4$. Let $z(t)$ and $z'(t)$ be the images of $x'(t)$ and $\varphi(x'(t))$ under the orthogonal projection onto $l_{x(t)}$. Let $\beta(t)$ denote the angle between $0\varphi(x)$ and $x(t)x'(t)$, and let $\beta'(t)$ denote the angle between $0\varphi(x)$ and $\varphi(x(t))\varphi(x'(t))$ (see Figure 1). By reparametrizing the curves $x$ and $x'$, we may assume that $\rho(x(t)) = \rho(x'(t)) = t$, and hence $\|\varphi(x(t))\|_\infty = \|\varphi(x'(t))\|_\infty = t$. By Lemma 2.6, $\beta(t)$ and $\beta'(t)$ must be bounded away from $0$ when $t$ is small enough.
We have \(\|x(t) - x'(t)\| \sin \beta(t) = \|x'(t) - z(t)\|\) and \(\|\varphi(x(t)) - \varphi(x'(t))\| \sin \beta'(t) = \|\varphi(x'(t)) - z'(t)\|\). It follows that

\[
\frac{\|\varphi(x(t)) - \varphi(x'(t))\| \sin \beta'(t)}{\|x(t) - x'(t)\| \sin \beta(t)} = \frac{\|\varphi(x'(t)) - z'(t)\|}{\|x'(t) - z(t)\|} = \frac{\|\varphi(x'(t))\|}{\|x'(t)\|} \sim 1.
\]

Hence,

\[
\frac{\|\varphi(x(t)) - \varphi(x'(t))\|}{\|x(t) - x'(t)\|} \sim \frac{\sin \beta(t)}{\sin \beta'(t)} \sim 1
\]

since \(\beta(t)\) and \(\beta'(t)\) are bounded away from 0. This again gives a contradiction. \(\square\)

**Proof of Theorem 1.4.**

**Case I:** \(\rho(x) = \|x\|_\infty\).

For \(1 \leq k \leq n\), set \(M_k^+ := \{x \in \mathbb{R}^n : \|x\|_\infty = x_k\}\) and \(M_k^- := \{x \in \mathbb{R}^n : \|x\|_\infty = -x_k\}\) where \(x = (x_1, \ldots, x_n)\). Then \(\mathbb{R}^n = \bigcup_{k=1}^n M_k^+ \cup M_k^-\). Let \(S = \{S_i\}_{i \in I}\) be a partition of \(\mathbb{R}^n\) into Lipschitz cells compatible with \(\{X, \{0\}, M_1^+, M_1^-, \ldots, M_n^+, M_n^-\}\) (see Theorem 2.3).

It is clear that for \(S_i \in S\), after permuting the coordinates, we have that \(S_i\) is contained in the set \(C_n\) which is defined before Lemma 2.4. It follows from Lemma 2.4 that \((S_i, 0)\) is LLNE with respect to \(\rho\).

Applying Lemma 2.5 to \(S\) we obtain \(r_0 > 0, C > 0\), a stratification \(\Sigma\) compatible with \(S \cap \rho^{-1}((0, r_0])\) and a stratified vector field \(\xi\) on \(\Sigma\) such that the flow \(\Phi : \) generated by \(\xi\) preserves the strata of \(\Sigma\) and for \(x \in X \cap \rho^{-1}((0, r_0])\), the domain of \(\Phi_x\) contains the interval \([0, \rho(x)]\) and for \(s \in [0, \rho(x)]\) we have

(a) \(\Phi_x(s) \in X \cap \rho^{-1}(\rho(x) - s)\), and

(b) \(\text{length}(\Phi_x([0, s]) \leq C s\).

Since \(\Sigma\) is a refinement of \(S\) and \(\Phi\) preserves the strata of \(\Sigma\), \(\Phi\) preserves the strata of \(S\).

By putting \(\Phi_x(\rho(x)) := 0\), we have \(\Phi_x\) is a continuous curve passing through \(x\) and ending at the origin.

Let \(p, q \in X \cap \rho^{-1}([0, r_0])\). Set \(r_1 := \|p\|_\infty, r_2 := \|q\|_\infty\) and \(s := |r_1 - r_2|\). We may assume that \(r_1 \leq r_2\). We denote by \(X(r) := X \cap \rho^{-1}(r)\). Let \(\gamma\) be the integral curve of \(\Phi\).
through \( p \) (i.e. \( \gamma = \Phi_p \)). We may view \( \gamma \) as its image. Let \( p' := \gamma \cap \rho^{-1}(r_2) \). It is clear that
\[
\|p - q\| \sim \|p - q\|_\infty \geq \|p\|_\infty - \|q\|_\infty = s. \tag{2.5}
\]
By (b),
\[
\|p - p'\| \leq d_\gamma(p, p') \leq Cs. \tag{2.6}
\]
Thus,
\[
\|q - p'\| \lesssim \|p - q\| + \|p - p'\| \lesssim \|p - q\|. \tag{2.7}
\]
We will prove that (\( \text{iii} \)) \( \Rightarrow \) (\( \text{ii} \)) \( \Rightarrow \) (\( \text{i} \)) \( \Rightarrow \) (\( \text{iii} \)). Let us first prove that (\( \text{iii} \)) \( \Rightarrow \) (\( \text{ii} \)). Given two points \( p, q \) in \( X \) as above. Suppose that they are both in \( X_i \). We have
\[
d_X(p, q) \leq d_\gamma(p, p') + d_{X_i(r_2)}(p', q)
\]
\[
\lesssim \|p - q\| + K\|q - p'\| \quad \text{(by (2.5),(2.6) and the fact that \( X_i \) is LLNE w.r.t \( \rho \)),}
\]
\[
\lesssim \|p - q\| \quad \text{(by (2.7),)}
\]
where \( K \) is a LLNE constant for \( X_i \) at 0. This shows that \( X_i \) is LNE at 0.

Next we prove (\( \text{ii} \)) \( \Rightarrow \) (\( \text{i} \)). Because all \( (X_i, 0) \) are LNE, to prove \( (X, 0) \) is LNE, it suffices to check the LNE condition for two points \( p \in X_i \) and \( q \in X_j, i \neq j \). Let \( p', r_1, r_2 \) be defined as above. Let \( \tilde{\gamma} \) be the integral curve of \( \Phi \) through \( q \). It follows from (2.5), (2.6) and (2.7) that
\[
\|p - q\| \sim \|p - p'\| + \|p' - q\|.
\]
Since \( p' \in X_i(r_2) \) and \( q \in X_j(r_2) \), by the hypothesis
\[
\|p' - q\| \geq \text{dist}(X_i(r_2), X_j(r_2)) \geq Cr_2.
\]
Therefore,
\[
\|p - q\| \gtrsim r_2. \tag{2.8}
\]
On the other hand,
\[
d_X(p, q) \leq d_\gamma(p, 0) + d_\gamma(0, q) \lesssim r_1 + r_2 \lesssim r_2.
\]
Thus, \( \|p - q\| \gtrsim d_X(p, q) \). This implies that \( X \) is LNE.

We now prove (\( \text{i} \)) \( \Rightarrow \) (\( \text{iii} \)).

Case I.1: \( (X \setminus \{0\}, 0) \) has only one connected component.

Let \( p \) and \( q \) be two points in \( X(r) \) and let \( \beta \) be a curve in \( X \) such that \( \text{length}(\beta) = d_X(p, q) \). Taking \( r \) small enough we can assume that \( \beta \) is contained in \( X \cap \rho^{-1}([0, r_0]) \).

If \( \beta \) goes through the origin, then \( \text{length}(\beta) \gtrsim r \). By the LNE of \( (X, 0) \),
\[
\text{length}(\beta) \lesssim \|p - q\| \lesssim r
\]
(note that for any points \( x, y \in \mathbb{R}^n \cap \rho^{-1}(r) \) we have \( \|x - y\| \lesssim r \)). This yields that
\[
\text{length}(\beta) \sim \|p - q\| \sim r. \tag{2.9}
\]

Let \( \beta' \) be a curve in \( X(r) \) such that \( \text{length}(\beta') = d_X(p, q) \). Define \( \Lambda' := \{i : \beta' \cap \overline{S_i}(r) \neq \emptyset\} \). We denote by \( p'_{i,1}, p'_{i,2} \in \overline{S_i} \) the starting and ending points of \( \beta' \) in \( \overline{S_i}(r) \), \( i \in \Lambda' \). It follows from the LLNE of \( (S_i, 0) \) that there are rectifiable curves \( \alpha_i : [0, 1] \to \overline{S_i}(r) \) such
that \( \alpha_i(0) = p'_{i,1}, \alpha_i(1) = p'_{i,2}, \alpha_i((0, 1)) \subset S_i \) and \( \text{length}(\alpha_i) \sim \|p'_{i,1} - p'_{i,2}\| \) (see (2), Remark 2.2). Let \( \alpha \) be the union of \( \alpha_i \)'s, we then have

\[
d_{X(r)(p, q)} \leq \text{length}(\alpha) = \sum_{i \in \Lambda'} \text{length}(\alpha_i) \lesssim \sum_{i \in \Lambda'} \|p'_{i,1} - p'_{i,2}\| \lesssim r.
\]

Combining with (2.9) we see that \( X \) is LLNE with respect to \( \rho \).

We now consider the case that the curve \( \beta \) does not go through the origin. Set \( \Lambda := \{i : \beta \cap \overline{S_i} \neq \emptyset\} \). We denote by \( p_{i,1}, p_{i,2} \in \overline{S_i} \) respectively the starting and the ending points of \( \beta \) in \( \overline{S_i}, i \in \Lambda \). Let \( \beta_{i,j}, i \in \Lambda, j = 1, 2 \) be the integral curves through \( p_{i,j} \) generated by \( \xi \) and let \( q_{i,j} := \beta_{i,j} \cap X(r) \) (see Figure 2).

**Figure 2.**

Set \( l := \max_{i \in \Lambda} \{\|p_{i,j} - q_{i,j}\|\} \). We may assume \( l = \|p_{i,1} - q_{i,1}\| \) for some \( i \in \Lambda \). By (b), we have

\[
l \leq C\|p_{i,1}\|_{\infty} - \|q_{i,1}\|_{\infty},
\]

where \( C \) is a universal constant depending only on \( X \).

On the other hand,

\[
\text{length}(\beta) \geq d_{\beta}(p_{i,1}, p) \geq \|p_{i,1} - p\| \sim \|p_{i,1} - p\|_{\infty} \geq \|p_{i,1}\|_{\infty} - \|p\|_{\infty}.
\]

Since \( p \) and \( q_{i,1} \) lie in \( \rho^{-1}(r) \), \( \|p\|_{\infty} = \|q_{i,1}\|_{\infty} \). It follows that

\[
\text{length}(\beta) \geq \|p_{i,1}\|_{\infty} - \|q_{i,1}\|_{\infty} \gtrsim l.
\]

Since \( X \) is LNE at 0, we have

\[
l \lesssim \text{length}(\beta) \sim \|p - q\|. \tag{2.10}
\]

In addition,

\[
\|q_{i,1} - q_{i,2}\| \leq \|q_{i,1} - p_{i,1}\| + \|p_{i,1} - p_{i,2}\| + \|p_{i,2} - q_{i,2}\| \leq \|p_{i,1} - p_{i,2}\| + 2l. \tag{2.12}
\]
Since $\mathcal{S}_i$ is LNE,
\[
\text{length}(\beta) = \sum_{i \in \Lambda} d_{\mathcal{S}_i}(p_{i,1}, p_{i,2}) \sim \sum_{i \in \Lambda} \|p_{i,1} - p_{i,2}\|.
\] (2.13)

From (2.11), (2.12) and (2.13) and the fact that $(S_i, 0)$ is LLNE with respect to $\rho$, we get
\[
d_X(r)(p, q) \lesssim \sum_{i \in \Lambda} d_{\mathcal{S}_i}(q_{i,1}, q_{i,2}) \sim \sum_{i \in \Lambda} \|q_{i,1} - q_{i,2}\|
\]
\[
\leq \sum_{i \in \Lambda} (\|p_{i,1} - p_{i,2}\| + 2\ell) \lesssim (2m + 1)\text{length}(\beta) \sim (2m + 1)\|p - q\|,
\]
where $m := \#\Lambda$. This implies that $X$ is LLNE with respect to $\rho$.

**Case I.2:** $(X \setminus \{0\}, 0)$ has more than one connected component.

By Case 1, $X_{j}$ are LLNE with respect to $\rho$. Thus, the first condition in $(iii)$ is satisfied. We assume on the contrary that the second condition in $(iii)$ fails i.e., there are $j, k \in I$, $j \neq k$ such that
\[
\text{dist}(X_{j}(r), X_{k}(r)) \ll r.
\] (2.14)

Let $\tilde{\gamma}_{j} : (0, \varepsilon) \to X_{j}$ and $\tilde{\gamma}_{k} : (0, \varepsilon) \to X_{k}$ be definable curves in $X_{j}$ and $X_{k}$ respectively such that $\lim_{r \to 0} \tilde{\gamma}_{j}(r) = \lim_{r \to 0} \tilde{\gamma}_{k}(r) = 0$, $\rho(\tilde{\gamma}_{j}(r)) = \rho(\tilde{\gamma}_{k}(r)) = r$ and $\|\tilde{\gamma}_{j}(r) - \tilde{\gamma}_{k}(r)\| \sim \text{dist}(X_{j}(r), X_{k}(r))$. Note that every rectifiable curve connecting $\tilde{\gamma}_{j}(r)$ and $\tilde{\gamma}_{k}(r)$ must go through the origin, and hence its length is $\geq r$. By (2.14), we have
\[
\lim_{r \to 0} \frac{d_X(\tilde{\gamma}_{j}(r), \tilde{\gamma}_{k}(r))}{\|\tilde{\gamma}_{j}(r) - \tilde{\gamma}_{k}(r)\|} \to \infty.
\]

This contradicts the fact that $X$ is LNE.

**Case II:** $\rho$ is general.

First, we claim that it is possible to extend $\rho$ to a definable radius function on a neighbourhood of the origin in $\mathbb{R}^n$. Indeed, since $\rho(x) \sim \|x\|$, there is $K > 0$ such that $\frac{1}{K}\|x\| \leq \rho(x) \leq K\|x\|$ for every $x \in X$ near the origin. Let $\hat{\rho}$ be a definable Lipschitz extension of $\rho$ to the whole of $\mathbb{R}^n$. It is easy to check that $\bar{\rho}(x) := \max\{\frac{1}{K}\|x\|, \min\{K\|x\|, \hat{\rho}\}\}$ is the desired extension.

Let us use the same notation $\rho$ for such an extension. Let $\varphi : (\mathbb{R}^n, 0) \to (\mathbb{R}, 0)$ defined by $\varphi(x) := \frac{\rho(x)}{\|x\|_\infty}x$ if $x \neq 0$ and $\varphi(0) := 0$. It is obvious that $\varphi(L_{\rho,x}(X)) = L_{\rho',x}(\varphi(X))$ where $\rho'(x) = \|x\|_\infty$. Moreover, by Lemma 2.8, $\varphi$ is a germ of a bi-Lipschitz definable homeomorphism. Then, we have the following equivalent statements:

1. $X$ is LNE.
2. $\varphi(X)$ is LNE.
3. $(\varphi(X_{i}), 0)$ is LNE for every $i \in I$ and there is $C > 0$ such that
   \[
   \text{dist}(L_{\rho',x}(\varphi(X_{j})), L_{\rho',x}(\varphi(X_{k})) \geq Cr
   \]
   for all $j, k \in I$, $j \neq k$ and $r$ sufficiently small.
(4) \((\varphi(X_i), 0)\) is LLNE with respect to \(\rho'\) for ever \(i \in I\) and there is \(C > 0\) such that
\[
\text{dist}(L_{\rho',r}(\varphi(X_j)), L_{\rho',r}(\varphi(X_k))) \geq Cr
\]
for all \(j, k \in I, j \neq k\) and \(r\) sufficiently small.

(5) \((X_i, 0)\) is LNE for every \(i \in I\) and there is \(C > 0\) such that
\[
\text{dist}(L_{\rho,r}(X_j), L_{\rho,r}(X_k)) \geq Cr
\]
for all \(j, k \in I, j \neq k\) and \(r\) sufficiently small.

(6) \((X_i, 0)\) is LLNE with respect to \(\rho\) for every \(i \in I\) and there is \(C > 0\) such that
\[
\text{dist}(L_{\rho,r}(X_j), L_{\rho,r}(X_k)) \geq Cr
\]
for all \(j, k \in I, j \neq k\) and \(r\) sufficiently small.

Indeed, (1) \(\iff\) (2) follows from the definition of LNE; and (2) \(\iff\) (3) \(\iff\) (4) follows from Case I; (3) \(\iff\) (5) and (4) \(\iff\) (6) follow from the fact that \(\varphi\) brings \(X_i\) to \(\varphi(X_i)\) (as germs at 0) and \(L_{\rho,r}(X)\) to \(L_{\rho',r}(\varphi(X))\). This completes the proof.

Remark 2.9. The Lipschitzness of the function \(\rho\) in Theorem 1.4 is necessary even for the semialgebraic case. For example, let \(X := \{(x_1, x_2) \in \mathbb{R}^2 : x_2^2 \leq \frac{x_1^2}{2}\}\) and \(\rho : X \to \mathbb{R}\) be a function germ defined by \(\rho(x_1, x_2) := x_1 - \sqrt[3]{x_2^2}\). It is obvious that \(\rho\) is a continuous semialgebraic satisfying \(\rho(x) \sim \|x\|\) over \((X, 0)\). The function \(\rho\) is not Lipschitz since for \(z_1 = (x_1, x_1^{3/2})\) and \(z_2 = (x_1, 0)\), we have
\[
\|\rho(z_1) - \rho(z_2)\| = |x_1| \gg x_1^{3/2} = \|z_1 - z_2\|.
\]

The r-link of \((X, 0)\) associated to \(\rho\): \(L_{\rho,r}(X) = \{(x, y) \in X : y^2 = (x - r)^3\}\) is clearly not LNE.

Note that it is always possible to extend \(\rho\) to a continuous semialgebraic function \(\rho' : (\mathbb{R}^n, 0) \to \mathbb{R}\) such that \(\rho(x) \sim \|x\|\). To do it, one first extends \(\rho\) to a continuous semialgebraic function on the whole of \((\mathbb{R}^n, 0)\) (this is possible since \((X, 0)\) is closed, see for example [26], Corollary 3.10 or [1], Lemma 6.6) then use the same arguments as in the extension of radius functions (see in Case II of the proof of Theorem 1.4).

3. Application

This section presents a counterexample to a question asked in [7] about a sufficient condition on MD-homologies for a subanalytic germ being Lipschitz normally embedded (see Question 3.1). We refer the reader to [7] for the precise definition of MD-homology of a subanalytic germ and its basic properties. Here, we just recall some necessary facts that help to understand the question.

Let \(f : (X, x_0, d_1) \to (Y, y_0, d_2)\) be a subanalytic map between two metric subanalytic germs. We call \(f\) linearly vertex approaching (or l.v.a) if there is a constant \(K > 0\) such that
\[
\frac{1}{K}d_1(x, x_0) \leq d_2(f(x), y_0) \leq Kd_1(x, x_0).
\]
If \( f \) is Lipschitz l.v.a then it induces a homomorphism \( f_* : MDH^b_\bullet((X, x_0, d_1), A) \to MDH^b_\bullet((Y, y_0, d_2), A) \) between b-MD-homologies of \((X, x_0)\) and \((Y, y_0)\) for every \( b \in (0, +\infty] \) where \( A \) is an abelian group. In particular, if \( f \) is a bi-Lipschitz subanalytic homeomorphism then \( f_* \) is an isomorphism.

We consider the identity map \( \text{Id}_{(X,x_0)} : (X, x_0, d_{inn}) \to (X, x_0, d_{out}) \). It is clear that \( \text{Id}_{(X,x_0)} \) is a Lipschitz l.v.a subanalytic map. If \((X, x_0)\) is LNE then \( \text{Id}_{(X,x_0)} \) is a bi-Lipschitz subanalytic homeomorphism, therefore

\[
\text{Id}_{(X,x_0)*} : MDH^b_\bullet((X, x_0, d_{inn}), A) \to MDH^b_\bullet((X, x_0, d_{out}), A)
\]
is an isomorphism for every \( b \in (0, \infty] \). The question is whether the converse holds. More precisely that:

**Question 3.1** ([7], Problem 147 ). Suppose that for every \( x \in (X, x_0) \), the map

\[
\text{Id}_{(X,x)*} : MDH^b_\bullet((X, x, d_{inn}), A) \to MDH^b_\bullet((X, x, d_{out}), A)
\]
is an isomorphism. Is \((X, x_0)\) LNE?

The following example shows that in general the answer is negative.

**Example 3.2.** Let \( X := \{(t, x, z) \in \mathbb{R}^3, z^2 = t^2x^2, 0 \leq x \leq t\} \). Then

1. \((X, 0)\) is not LNE.
2. \( \text{Id}_{(X,x)*} : MDH^b_\bullet((X, x, d_{inn}), A) \to MDH^b_\bullet((X, x, d_{out}), A) \) is an isomorphism for every \( x \in (X, 0) \).

Therefore, Question 3.1 has a negative answer.

**Proof.** Let \( \rho(t, x, z) = t \). It is clear that the restriction of \( \rho \) to \((X, 0)\) is a radius function. Set \( X(r) := X \cap \{ \rho^{-1}(r) \} \). It is easy to see that \( X(r) \) is LNE with the LNE constant \( \sim 1/r \), which tends to \( \infty \) when \( r \) tends to 0. This means \((X, 0)\) is not LLNE with respect to \( \rho \). Note that \((X, 0)\) is connected, so by Theorem 1.5 (see also Theorem 1.1) it is not LNE. Thus, (1) is proved.

We now show (2). Let \( S_0 := \{0\}, S_1 := \{(t, 0, 0) \in \mathbb{R}^3, t > 0\}, S_2 := \{(t, x, z) \in X, 0 < x = t\} \) and \( S_3 := X \setminus \bigcup_{i=0}^2 S_i \) (see Figure 3).

It is clear that \( \{S_i\}_{i=0}^3 \) is a stratification of \( X \). Let \( x \in X \). If \( x \in S_3 \), then \( x \) is a smooth point, hence \((X, x)\) is LNE, hence (2) is satisfied. If \( x \in S_2 \), the germ \((X, x)\) is a smooth manifold with boundary, so it is also LNE hence (2) is again true. If \( x \in S_1 \), by Valette’s Lipschitz Triviality Theorem (see [24], Theorem 2.2) in a neighbourhood of \( x \), \( X \) is bi-Lipschitz equivalent to \((X, x) \times (0, \varepsilon)\) where \( r = \|x\| \), which is obviously LNE. This implies that (2) holds. The only case that needs verifying is \( x = 0 \).

Consider the following map:

\[
H : X \times I \to X, (t, x, z) \mapsto H_s(t, x, z) := (t, sx, sz).
\]
We show that $H$ is a Lipschitz l.v.a metric homotopy for both the outer and the inner metrics. Fix $s$ and let $w = (t_1, x_1, z_1)$ and $w' = (t_2, x_2, z_2)$. We have

$$
\|H_s(w) - H_s(w')\| = \|(t_1, sx_1, sz_1) - (t_2, sx_2, sz_2)\| \\
\leq |t_1 - t_2| + s(|x_1 - x_2| + |z_1 - z_2|) \lesssim \|w - w'\|.
$$

This shows that $H_s$ is Lipschitz with respect to the outer metric.

Observe that $X$ consists of two branches $X_1 := \{(t, x, z) \in X, z \geq 0\}$ and $X_2 := \{(t, x, z) \in X, z \leq 0\}$ and each branch is LNE. Moreover, $H_s(-)$ preserves these branches.

If $w$ and $w'$ are in the same branch we have

$$
d_{\text{inn}}(H_s(w), H_s(w')) \sim \|H_s(w) - H_s(w')\| \lesssim \|w - w'\| \sim d_{\text{inn}}(w, w').
$$

Now assume that $w \in X_1$ and $w' \in X_2$. We have

$$
d_{\text{inn}}(H_s(w), H_s(w')) = d_{\text{inn}}((t_1, sx_1, sz_1), (t_2, sx_2, sz_2)) \\
\leq d_{\text{inn}}((t_1, sx_1, sz_2), (t_2, 0, 0)) + d_{\text{inn}}((t_2, 0, 0), (t_2, sx_2, sz_2)) \\
\lesssim |t_1 - t_2| + s(|x_1| + |z_1|) + s(|x_2| + |z_2|).
$$

Let $\gamma$ be a curve connecting $w$ and $w'$ which realizes the inner distance between $w$ and $w'$. Since $w$ and $w'$ lie in two different branches of $X$, $\gamma$ has to pass through the $t$-axis. Hence

$$
d_{\text{inn}}(w, w') = \text{length}(\gamma) \gtrsim |t_1 - t_2| + (|x_1| + |z_1| + |x_2| + |z_2|).
$$

It follows that $d_{\text{inn}}(H_s(w), H_s(w')) \lesssim d_{\text{inn}}(w, w')$. Consequently, $H_s$ is Lipschitz with respect to the inner metric. Note that Lipschitz constants of $H_s$ can be chosen to be independent of $s$.

Let $Y := \{(t, 0, 0), t \geq 0\}$ and $g : X \to Y, w \mapsto g(w) = H_0(w)$. Clearly, $H_0 = \iota \circ g$ where $\iota : Y \to X$ is the inclusion map. Since $H_1 = \text{Id}_{(X, 0)^*}$ and $H_0$ are metrically homotopic for both the inner and the outer metrics, $\text{Id}_{(X, 0)^*}, H_{0s} : MDH_s^s((X, 0, d), A) \to MDH_s^s((X, 0, d), A)$ (where $d \in \{d_{\text{inn}}, d_{\text{out}}\}$) represent the same homomorphism which
is actually an isomorphism (see [7], Theorem 81 (2)). Since $H_{0*} = \iota_* \circ g_*$, which is an isomorphism, and $i_*$ is injective, $g_*$ must be an isomorphism. We have the following commutative diagram:

\[
\begin{array}{ccc}
MDH_b^*((X, 0, d_{in}), A) & \xrightarrow{g_*} & MDH_b^*((Y, 0, d_{in}), A) \\
\downarrow{\text{Id}_{(X,0)*}} & & \downarrow{\text{Id}_{(Y,0)*}} \\
MDH_b^*((X, 0, d_{out}), A) & \xrightarrow{g_*} & MDH_b^*((Y, 0, d_{out}), A)
\end{array}
\]

Since $(Y, 0)$ is a germ of a half line which is LNE, $\text{Id}_{(Y,0)*}$ is an isomorphism. Thus, $\text{Id}_{(X,0)*}$ is also an isomorphism. □

**Remark 3.3.** Since our counterexample is a set with non-isolated singularities, Question 3.1 is still open in the isolated singularities case.
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