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Abstract—Considering user preferences is a determining factor in optimizing the value of a software release. This is due to the fact that user preferences for software features specify the values of those features and consequently determine the value of the release. Certain features of a software however, may encourage or discourage users to prefer (select or use) other features. As such, value of a software feature could be positively or negatively influenced by other features. Such influences are known as Value-related Feature (Requirement) Dependencies. Value-related dependencies need to be considered in software release planning as they influence the value of the optimal subset of the features selected by the release planning models. Hence, we have proposed considering value-related feature dependencies in software release planning through mining user preferences for software features. We have demonstrated the validity and practicality of the proposed approach by studying a real world software project.
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I. INTRODUCTION

Software release planning aims to find an optimal subset of software features (requirements) with the highest value while keeping the cost within the the budget [2]. The term “value” however, can be misleading as it may be interpreted as the estimated value of a software feature expressed in currency units ignoring the impact of user preferences on the value of that feature. In reality however, the value of a software feature is determined by the user preferences for that feature [39]. This is for the reason that a software feature preferred by the majority of the users is more likely to return its estimated value. Hence, the term “customer value” or “user value” has been preferred by some of the existing works [39] to emphasize the impact of the user preferences in determining the values of software features.

User preferences for software features however may be motivated by other features of the software. As such, the value of a software feature can be influenced by user preferences for other features. Such influences have been described in the literature as value-related dependencies [8], [25]. CVALUE dependencies [8], increases/decreases_value_of dependencies [10], [53], and positive/negative value dependencies [21]. We use the term value-related dependencies consistently throughout our study.

On the other hand, the strengths of dependencies among software features vary from large to insignificant in real world software projects [8], [29], [35], [50]. As such, it is important to consider not only the existence but also the strengths of value-related dependencies [10], [6], [15] in order to properly capture the influences of value-related dependencies on the values of software features. Carlshamre et al. [8] observed the need to consider the strength of dependencies among software features. But, they did not go further on how to achieve this.

Despite their importance and wide recognition [8], [7], [38], value-related feature dependencies have not been properly addressed in the existing software release planning models. The existing release planning models either completely ignore feature dependencies [22], [13], [43] or treat those dependencies as binary relations [25], [44], [5], [6], [2], [13], [8] without considering the strengths of those dependencies. Another group of the release planning models proposed considering value-related dependencies through direct estimation of the amount of the increased (decreased) values of software features when they are paired with other features. Such pairwise estimation however, is a complex process [8] as it requires manual estimations for all pairs of features. Moreover, pairwise estimations cannot capture implicit influences of software features on the values of each other. Another problem with these models is that they do not provide any logic for estimating the amount of the increased/decreased values as they are overlooking the relationship between user preferences and value-related dependencies among features.

To tackle these issues, we have proposed mining user preferences [16] for software features in order to discover value-related feature dependencies and their characteristics (quality and strength). In doing so, we have made four main contributions.

First, we have presented a semi-automated approach toward mining user preferences for identification of value-related dependencies among software features and computes the qualities (positivity/negativity) and the strengths of value-related dependencies among software features using the Eells’ measure of causal strength.

Second, we have made use of a resampling technique for generating samples of large (enough) quantities based on the estimated distribution of the collected data (user preferences). To achieve this, a distribution estimator is used to generate new samples based on a correlated multivariate Bernoulli distribution of collected user preferences [23]. The proposed
sampling technique is computationally efficient and feasible for large numbers of software features [27].

Third, we have demonstrated using fuzzy graphs [42] and their algebraic structure [20] for modeling value-related dependencies. On this basis, value-related dependencies are captured by their corresponding fuzzy membership functions.

Finally, we have formulated an integer programming model for Dependency-aware Software Release Planning (DA-SRP) that maximizes the Overall Value of an optimal subset of features while considering the influences of value-related dependencies extracted from user preferences.

Validity and practicality of the work are verified through studying a real world software project.

II. RELATED WORK

Value-related dependencies are known to be of the most common types of dependencies among features (requirements) of software projects [8]. Value-related dependencies may be inferred from intrinsic (structural/semantic) dependencies [53] among software features. Examples of intrinsic dependencies are given in Table 1. For instance, in the case of an intrinsic dependency of type Precede [53], where a feature f2 precedes f1, the feature f1 cannot give any value if the feature f2 is not selected. As such, the value of f1 fully relies on the selection of f2. In a similar spirit, other intrinsic dependencies such as the precondition [19], requires [10] and conflicts [19] dependencies also have value-related implications.

Nonetheless, value-related dependencies may even exist in the absence of the intrinsic dependencies among software features. Such value-related dependencies have been referred to in the literature as additional value dependencies [53]. An example of such dependencies is a mobile application where users can listen to music while browsing photos, the feature “f1: users can listen to music” positively influences the value of the feature “f2: users can browse photos”. In this example there is no intrinsic dependency between f1 and f2 while the value of f2 is influenced by f1. Moreover, as explained by Carlshamar et al. [8] feature (requirement) dependencies in general are fuzzy relations [8, 35, 47] in the sense that the strength of those dependencies vary [9, 41, 56, 40] from large to insignificant [8, 50].

Software release planning models therefore, need to consider both the qualities (positivity/negativity) and the strengths of value-related dependencies among software features. On this basis, we categorize the existing release planning models into three main groups. The first group of the release planning models referred to as the BKP models [29] have completely ignored value-related feature dependencies [22], [18], [43] by formulating release planning as a classical binary knapsack problem. Binary knapsack formulation of release planning is given in (1), where for a given set of features \( F = \{ f_1, ..., f_n \} \), \( v_i \) and \( c_i \) denote the estimated value and the estimated cost of a feature \( f_i \) respectively. Also \( b \) specifies the available budget and \( x_i \) denotes whether a feature \( f_i \) is selected or otherwise.

\[
\sum_{i=1}^{n} C_i x_i = b
\]

\[
\sum_{i=1}^{n} V_i x_i \rightarrow \max
\]

\[
x_i \in \{0, 1\}, \quad i = 1, ..., n
\]

\[
\sum_{i=1}^{n} C_i x_i \leq b
\]
Maximize \( \sum_{i=1}^{n} v_i x_i \) \hspace{1cm} (1)

Subject to \( \sum_{i=1}^{n} c_i x_i \leq b \) \hspace{1cm} (2)
\( x_i \in \{0, 1\} \) \hspace{1cm} (3)

The second group of the release planning models \([25, 44, 6, 2, 15, 8]\) referred to as the BKP-PC models \([29]\) only allow for formulating dependencies of full strengths in terms of precedence constraints as given in \([1]\). In this equation a positive dependency from a feature \( f_j \) to a feature \( f_k \) is denoted by \( x_j \leq x_k \) while a negative dependency from \( f_j \) to \( f_k \) is specified as \( x_j \leq 1 - x_k \). Also, decision variable \( x_i \) denotes whether \( f_i \) is selected \( (x_i = 1) \) or otherwise \( (x_i = 0) \).

As such, BKP-PC models only capture value-related dependencies of full strengths mainly the ones inferred from intrinsic dependencies (e.g. precede/requires/conflicts-with dependencies). Nevertheless, not all value-related dependencies are of full strength \([29]\).

\[
\begin{cases}
x_j \leq x_k & \text{if } r_j \text{ positively depends on } r_k \\
x_j \leq 1 - x_k & \text{if } r_j \text{ negatively depends on } r_k \\
x_i \in \{0, 1\}.
\end{cases}
\]  

(4) (5)

As a result of treating all value-related dependencies as binary relations (strength of 0 or strength of 1) in BKP-PC models, ignoring (selecting) a feature \( f_i \) during a release planning will result in ignoring all of the features which \( f_i \) has a positive (negative) influence on even if budget is available for their implementation \([25]\). This results in a condition which is referred to as the Selection Deficiency Problem (SDP) \([29]\). As a result of the SDP, any increase in the number of value-related dependencies (formulated as precedence constraints) would dramatically depreciate the value of an optimal subset of the features \([25, 29]\).

The third group of the existing release planning models \([48, 25, 44, 54]\) referred to as the Increase/Decrease models consider value-related dependencies through estimating the amount of the increased/decreased values resulted by selecting various pairs of features and imposing those increments/decrements on the values of the features as given in \([6]\). The amount of the increased/decreased values for each pair of features \( (f_i, f_j) \) is denoted as \( (w_{ij}) \) which will be achieved through estimating the value of the pair when selected together \( (y_{ij} = 1) \). There are several problems however, with the Increase/Decrease models as listed below.

Maximize \( \sum_{i=1}^{n} v_i x_i + \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i,j} y_{i,j} \) \hspace{1cm} (6)

Subject to \( \sum_{i=1}^{n} c_i x_i \leq b \) \hspace{1cm} (7)
\( x_i, y_{i,j} \in \{0, 1\} \) \hspace{1cm} (8)

First, using pairwise estimations for identification of dependencies among software features is a complex process as it requires \( \frac{n(n-1)}{2} \) (manual) estimations for a software of \( n \) features. Such complexity can severely impact the practicality of pairwise comparison as the number of features grow.

Second, the increase/decrease models do not capture the relationship between the user preferences and the value-related dependencies among software features. This results in overlooking the impact of the user preferences on the values of software features during a release planning. As such, the increase/decrease models do not specify how to estimate the amounts of the increased/decreased values for pairs of features.

Third, although pairwise estimation allows for estimating the amount of the increased/decreased value of a pair, it does not specify the direction of the influence. In other words, increase/decrease models do not consider if a feature \( f_i \) is increasing the value of \( f_j \) or the other way round.

Finally, pairwise estimations cannot be used to infer implicit value-related dependencies. For instance, consider the features \( F = \{f_1, f_2, f_3, f_4\} \) with the estimated values of \( V = \{v_1, v_2, v_3, v_4\} \) where selecting \( f_1 \) and \( f_2 \) together increases the value of these pair to \( v_1 + v_2 + v_{1,2} \) and the estimated value of the features \( f_3 \) and \( f_4 \) increases to \( v_3 + v_4 + v_{3,4} \) when selected together. From these however, we can not infer any increase in the value of \( f_1 \) and \( f_3 \).

### III. Mining User Preferences

This section presents a semi-automated approach toward identification of value-related dependencies among software features through mining user preferences \([11]\).

#### A. Gathering User Preferences

User preferences for software features can be gathered in different ways \([49, 24, 16, 45]\) depending on the nature of a software release. For the very first release of a software, users’ preferences could be gathered by conventional market research approaches such as conducting surveys or referring to the users’ feedbacks or sales records of the similar software products in the market.

For the future releases of a software, or when re-engineering of a software is of interest (e.g. for legacy systems) however, user feedbacks and sales records of the previous releases of the software might be used in combination with market research results to find user preferences.

User preferences can be captured by a User Preference Matrix as defined by Definition \([1]\).

**Definition 1. Preference Matrix.** Let \( F = \{f_1, \ldots, f_n\} \) be the list of software features and \( U = \{u_1, \ldots, u_k\} \) specify the list of (potential) users of software whose preference are gathered (through survey or any of the above mentioned techniques). A user preference matrix \( M_{n \times k} \) is a binary \((0/1)\) matrix of size \( n \times k \) where \( n \) and \( k \) denote the number of software features and users respectively. Each element \( m_{i,j} \) of \( M_{n \times k} \) specifies whether a user \( u_i \) would like a feature \( f_j \) to be included in the next release od the software \( (m_{i,j} = 1) \) or otherwise \( (m_{i,j} = 0) \).
A sample preferences matrix $M_{4 \times 20}$ is shown in Figure 1 when $m_{4,2} = 0$ in $M_{4 \times 20}$ specifies that the user $u_2$ does not like the feature $f_4$ to be included in the next release the software while $m_{4,3} = 1$ denotes the interest of the user $u_3$ in feature $f_4$.

### B. Identification of Value-related Dependencies

Once user preferences are gathered, we can identify value-related dependencies and their characteristics (namely quality and strength). As value-related dependencies are naturally casual relations (selection of a feature $f_i$ may cause an increase/decrease in the value of a feature $f_j$), various measures of causal strength [46], [14], [27], [17], [12] can be employed for estimating the strengths and qualities (positivity/negativity) of value-related dependencies.

One of the most widely adopted measures of causal strength is Eells’ measure of causal strength [12], denoted by $\eta_{i,j}$ as given in (9). $\eta_{i,j}$ in (9) specifies the causal strength of a value-related dependency from a feature $f_i$ to $f_j$ where selecting or ignoring $f_j$ causes an increase or decrease on the value of $f_i$. Eells’ measure of (causal) strength properly captures both positive and negative value-related dependencies between a pair of features through subtracting the conditional probability $p(f_i|f_j)$ from $p(f_i)_{f_j}$, where conditional probabilities $p(f_i|f_j)$ and $p(f_i)_{f_j}$ denote strengths of positive and negative dependencies from $f_i$ to $f_j$ respectively.

$$\eta_{i,j} = p(f_i|f_j) - p(f_i)_{f_j}, \quad \eta_{i,j} \in [-1, 1] \quad (9)$$

Matrix $P_{4 \times 4}$ (Figures 2(a)) and Matrix $\bar{P}_{4 \times 4}$ (Figure 2(b)) demonstrate strengths of positive and negative dependencies between pairs of features in the preference matrix $M_{4 \times 8}$ of Figure 1. An element $p_{i,j}$ of matrix $P_{4 \times 4}$ denotes the strength of a positive dependence from $f_i$ to $f_j$ while an element $\bar{p}_{i,j}$ of $\bar{P}_{4 \times 4}$ gives the strength of a negative dependence from $f_i$ to $f_j$. As such, subtracting each element $\bar{p}_{i,j}$ of $P_{4 \times 4}$ from its corresponding element $p_{i,j}$ in $\bar{P}_{4 \times 4}$ will give the Eells’ casual strength for a dependency from $f_i$ to $f_j$.

Algorithm 1 gives the steps for computing the measure of causal strength for a given preference matrix $M_{n \times k}$.

In this algorithm, an element $\lambda_{i,j}$ in matrix $\lambda_{n \times 2n}$ denotes the number of times that a features $f_i$ is selected with a feature $f_j$ in pair. Also, an element $\lambda_{i,j+n}$ gives the number of times that users have selected $f_i$ without selecting $f_j$. It is clear that, $\lambda_{i,i}$ gives the number of occurrences of $f_i$ in $M_{n \times k}$ while $\lambda_{i,i+n} = 0$.

### Algorithm 1: Computing Eells’ measure of strength.

**Input:** users’ preference matrix $M_{n \times k}$

**Output:** Matrix $\eta_{n \times n}$

```plaintext
1: $\eta_{n \times n} \leftarrow 0$
2: $\lambda_{n \times 2n} \leftarrow 0$
3: for each $u_t \in U$
4:   for each $f_i \in F$
5:     for each $f_j \in F$
6:       if $m_{i,t} = 1$ then
7:         if $m_{j,t} = 1$ then
8:           $\lambda_{i,j} \leftarrow \lambda_{i,j} + 1$
9:         else
10:           $\lambda_{i,j+n} \leftarrow \lambda_{i,j+n} + 1$
11:       end if
12:     end if
13:   end for
14: end for
15: end for
16: for each $f_i \in F$
17:   for each $f_j \in F$
18:     $\eta_{i,j} \leftarrow \frac{\lambda_{i,j}}{\lambda_{i,j+n}}\frac{\lambda_{i,j+n}}{\lambda_{j,j+n}}$
19:   end for
20: end for
```

When collecting user preferences in large quantities is not feasible (e.g. only a small number of users are familiar with the features of the software), statistical methods such as resampling can be used to generate samples of large (enough) quantities based on the estimated distribution of the collected data (user preferences). To achieve this, a distribution estimator must be used to generate new samples based on a correlated multivariate Bernoulli (select or not select) distribution of collected user preferences. Hence, we have made use of an interesting approach introduced by Macke et al. [27] in the field of Bioinformatics which was initially used for generating samples of artificial spike trains (between pair of neurons) with specified correlation structures.

Using the Macke’s approach, we generate larger samples of user preferences using a Latent Multivariate Gaussian model [23]. The process as given in Figure 3 starts with reading preference matrix of users (Step 1) and continues with estimating the means of user preferences (Step 2) and computing the variances of user preferences (Step 3) for each feature. Then, covariances matrix of the features will be calculated (Step 4) for generating new samples. After that, number of samples will be specified (Step 5) and samples will be generated based on the Dichotomized Gaussian Distribution model discussed in [23] (Step 6). We then, estimate means of preferences for features in the generated samples (Step 7) and finally estimate the covariance matrix of the features (Step 8). Steps 7,8 are performed to evaluate the precision of the process by comparing the means and covariance matrix of the generated samples against those of the initial samples directly gathered from users.

Sampling user preferences using the approach proposed by Macke et al. [27] is computationally efficient and specially feasible even for large numbers of software features. Macke et al. [27] showed that the entropy of their model is near theoretical maximum for a wide range of parameters.

### IV. Modeling Value-related Dependencies

Using fuzzy graphs for modeling value-related feature dependencies can contribute to more accurate [1] release planning as fuzzy graphs properly capture uncertainties associated with software features [33], [30], [34], [32], [31] and value-related dependencies among them. Hence, we have presented...
Fig. 1: A sample user preference matrix $M_{4 \times 20}$.

Fig. 2: Computing the Eells measure of casual strength for preference matrix $M_{4 \times 20}$ of Figure 1.

**Step 1. Read the Preference Matrix**

**Step 2. Estimate Means of Preferences for Features**

**Step 3. Compute Variances of Preferences**

**Step 4. Build Covariance Matrix of Features**

**Step 5. Specify the Number of Samples**

**Step 6. Generate Samples from the Dichotomized Gaussian Distribution Model**

**Step 7. Estimate Means of Preferences for All Features Based on the Generated Samples**

**Step 8. Estimate Covariance Matrix for Features Based on the Generated Samples**

Fig. 3: Steps for generating samples from user preferences.

A modified version of fuzzy graphs referred to as the Feature Dependency Graph (FDG) in Definition 2 that allows for modeling value-related dependencies and their characteristics.

**Definition 2. Feature Dependency Graph (FDG).** A FDG is a signed directed fuzzy graph $G = (F, \sigma, \rho)$ in which a non-empty set of features $F = \{f_1, \ldots, f_n\}$ constitute the graph nodes. The qualitative function $\sigma : F \times F \rightarrow \{+, -, \pm\}$ denotes the qualities: positive (+), negative (−), and unspecified (±) of value-related dependencies. Also, the membership function $\rho : F \times F \rightarrow [0, 1]$ denotes the strengths of value-related dependencies (edges of the graph). As such, a pair of features $(f_i, f_j)$ with $\rho_{i,j} \neq 0$ denotes a value-related dependency from $f_i$ to $f_j$ stating that the value of $f_i$ depends on $f_j$. It is clear that we have $\rho_{i,j} = 0$ and $\sigma_{i,j} = \pm$ if the value of a feature $f_i$ is not influenced by $f_j$.

**Example 1.** Consider the FDG $G = (F, \sigma, \rho)$ with features $F = \{f_1, f_2, f_3, f_4\}$. As given by Figure 4 qualities and strengths of value-related dependencies in $G$ are specified by the function $\sigma$ and the membership function $\rho$ respectively. For instance, $\sigma_{1,2} = +$ and $\rho_{1,2} = 0.4$ state that selection of feature $f_2$ has a positive influence on the value of feature $f_1$ and the strength of this influence is 0.4. In a similar way, $\sigma_{1,4} = -$ and $\rho_{1,4} = 0.1$ state that selection of feature $f_4$ has a negative influence on the value of $f_1$ and the strength of this influence is 0.1.

To compute the strength of a value-related dependency $d = (f_1, f_2)$ in a feature dependency graph $G = (F, \sigma, \rho)$, \[1\] gives a mapping from $\eta_{i,j}$ to the fuzzy membership function of the strength of $d$ specified by $\rho : F \times F \rightarrow [0, 1]$. This mapping is demonstrated in Figure 6(a). In a similar spirit, \[11\] gives a mapping from $\eta_{i,j}$ to the qualitative function $\sigma$.
\[ F \times F \rightarrow \{+, +, -\} \] in order to specify the quality of the value-related dependency \( d \).

\[
\rho_{i,j} = |\eta_{i,j}| \quad (10)
\]

\[
\sigma_{i,j} = \begin{cases} 
+ & \text{if } \eta_{i,j} > 0 \\
- & \text{if } \eta_{i,j} < 0 \\
\pm & \text{if } \eta_{i,j} = 0 
\end{cases} \quad (11)
\]

A positive \( \eta_{i,j} \) indicates that the strength of the positive dependency from \( f_i \) to \( f_j \) is greater than the strength of its corresponding negative dependency: \( p(f_i|f_j) > p(f_i|\overline{f_j}) \) and therefore the quality of \( d \) would be positive (\( \sigma_{i,j} = + \)). Similarly, a negative \( \eta_{i,j} \) indicates \( p(f_i|\overline{f_j}) > p(f_i|f_j) \) which gives \( \sigma_{i,j} = - \). Also, \( p(f_i|f_j) - p(f_i|\overline{f_j}) = 0 \) denotes that the quality of the zero-strength value-related dependency \( d = (f_i, f_j) \) is non-specified (\( \sigma_{i,j} = \pm \)). \( \rho_{i,j} \) and \( \sigma_{i,j} \) are computed for all pairs of features in preference matrix \( M_{4 \times 20} \) of Figure 1 as demonstrated in Figure 5(a) and Figure 5(b) respectively.

Mapping value-related dependencies to \( \rho \) in FDG \( G = (F, \sigma, \rho) \) however, does not have to be restricted to membership function of the Figure 6(a). Other membership functions such as the one in Figure 6(b) could also be used depending on the characteristics of the user preferences and the behavior of the release planning models used. For instance, the membership function of Figure 6(a) considers value-related dependencies with casual strengths below 0.16 (\( \eta_{i,j} < 0.16 \)) to be too weak to be considered while value-related dependencies with \( \eta_{i,j} \geq 0.83 \) are considered strong enough to be interpreted as full dependencies of full strength (\( \rho_{i,j} = 1 \)).

Similar membership functions to that in Figure 6(a) could be particularly useful in release planning models that formulate value-related dependencies as precedence constraints (BKP-PC models). When such models used, it might be more reasonable to consider a strong value-related dependency (e.g. \( \eta_{i,j} \geq 0.95 \)) as a precedence relation (BKP-PC models only capture precedence relations which are of full strength of \( \eta_{i,j} = 1 \)) rather than ignoring it.

Figure 6(c) and Figure 6(d) depict other alternative membership functions which do not assume linearity between \( |\eta_{i,j}| \) and \( \rho_{i,j} \).

As mentioned earlier, Intrinsic dependencies of full strength among features (e.g. \textit{precede} \cite{53}, \textit{precondition} \cite{19}, \textit{requires} \cite{10} and \textit{conflicts} \cite{19}) also have value implications which need to be considered while identification of value-related dependencies. Intrinsic dependencies as given in Table I reflect structural (semantic) dependencies among features. In the practice however, intrinsic dependencies may imply value-related dependencies among software features.

Such value-related dependencies may in some cases be captured by mining user preferences while others can hardly if ever be identified by solely relying on user preferences. For instance, a \textit{precede} dependence from a feature \( f_i \) to a feature \( f_j \) implies that \( f_i \) can not be selected (implemented) unless \( f_j \) is selected. A value implication of this would be \( f_i \) can not give any value unless \( f_j \) is selected. In other words, the value of \( f_i \) fully relies on selection of \( f_j \) (\( \rho_{i,j} = 1 \)). This value-related dependency may not be captured by mining user preferences as users may not be aware of the intrinsic dependency from \( f_i \) to \( f_j \). After all, users are not expected to consider such dependencies.

Hence, it is important to be aware of value implications of intrinsic dependencies and consider them in software release planning. This could be achieved by carefully studying the structure (semantic) of a software. We specially focus on considering value-related implications of intrinsic dependencies of full strengths (\textit{precede} \cite{53}, \textit{precondition} \cite{19}, \textit{requires} \cite{10} and \textit{conflicts} \cite{19}) formulated as precedence constraints.

In doing so, a binary matrix of precedence relations referred to as the \textit{precedence matrix} needs to be constructed by stakeholders of the software to capture value implications of precedence relations among features. The precedence matrix \( \gamma_{4 \times 4} \) for preference matrix \( M_{4 \times 8} \) of Figure 1 is demonstrated in Figure 5(c). \( \gamma_{1,3} = +1 \) in \( \gamma_{4 \times 4} \) denotes that feature \( f_3 \) precedes \( f_1 \) for structural or semantic reasons such as \( f_3 \) is required by \( f_1 \), or \( f_3 \) is a precondition of \( f_1 \). \( \gamma_{4,3} = -1 \) on the other hand, specifies that \( f_3 \) cannot be selected when \( f_3 \) is selected as \( f_4 \) conflicts with \( f_3 \). Examples for such relations are provided in Table I. Finally, we have \( \gamma_{i,j} = 0 \) when there is no dependency of type precedence from \( f_i \) to \( f_j \).

Strengths and qualities of value-related dependencies then, can be updated based on the precedence matrix of a software. For each element \( \gamma_{i,j} \neq 0 \) of the precedence matrix, \( \rho_{i,j} \) is set to 1 and \( \sigma_{i,j} \) is set to the sign of the precedence dependence \( \gamma_{i,j} \). The reason is that value implications of full dependencies extracted from structure (semantic) of the software are naturally of higher importance. Strength and quality matrices in Figure 5 are updated based on the precedence matrix of Figure 5(c) as depicted in Figure 7. \( \rho_{1,3} = 0.0417 \) is updated to \( \rho_{1,3} = 1 \) since \( \gamma_{1,3} = +1 \) and \( \rho_{4,3} = 0.0417 \) is updated to \( \rho_{4,3} = 1 \) since \( \gamma_{4,3} = -1 \). The quality matrix \( \sigma_{4 \times 4} \) however remained unchanged.

V. DEPENDENCY-AWARE RELEASE PLANNING

Now that we have identified value-related dependencies among software features from user preferences, it is time to consider them in software release. Such release planning which accounts for value-related dependencies among software features, is referred to as dependency-aware software release.
Equation (12) derives the expected value of a software feature $f_i$ denoted by $v_i'$ which captures the impact of user preferences for $f_i$ ($\phi_i$) on the value of $f_i$. $\phi_i$ is derived by subtracting the penalty $p_i$ from the ideal user preference (satisfaction) level 1 (when every user selects or uses $f_i$). As such, the overall value (OV) of an optimal subset of features can be calculated by accumulating the expected value of the selected features as given by (13) where $x_i$ denotes whether $f_i$ is selected ($x_i = 1$) or otherwise ($x_i = 0$).

$$v_i' = \phi_i v_i = (1 - p_i) v_i \quad (12)$$

$$OV = \sum_{i=1}^{n} x_i \phi_i v_i, \quad x_i \in \{0, 1\} \quad (13)$$

Our proposed formulation of dependency-aware software release planning, maximizes the overall value (OV) of an optimal subset of features as given by (14)-(17) where $x_i$ is

$$\text{select/\text{use}}$$

a software feature $f_i$, the higher the expected value of $f_i$ would be. That means $f_i$ can achieve its highest expected value (which equals to its estimated value) when all users of $f_i$ are satisfied with that feature. However, this only happens when user preferences for the feature $f_i$ is not negatively influenced by selecting or ignoring other features. In other cases, a reduction from the estimated value of $f_i$ is predictable. The extent of such reduction is referred to as the penalty $p_i$ of $f_i$ and denoted as $p_i$.

We have made use of the algebraic structure of fuzzy graphs for modeling value-related dependencies and their characteristics (quality and strength) as explained in Section [V]. Hence, $p_i$ is calculated by using the fuzzy OR operator (taking supremum) over the strengths of all ignored positive dependencies and selected negative dependencies of $f_i$ in its corresponding feature dependency graph. This is given in (16) where $n$ denotes the total number of the features and $x_j$ specifies whether a feature $f_j$ is selected ($x_j = 1$) or otherwise ($x_j = 0$). Also, $\sigma_{i,j} \rho_{i,j}$ denotes the quality ($\sigma_{i,j}$) and the strength ($\rho_{i,j}$) of the overall influence of a feature $f_j$ on the value of $f_i$ through various dependency paths from $f_i$ to $f_j$ in a feature dependency graph.

Equation (12) derives the expected value of a software feature $f_i$ denoted by $v_i'$ which captures the impact of user preferences for $f_i$ ($\phi_i$) on the value of $f_i$. $\phi_i$ is derived by subtracting the penalty $p_i$ from the ideal user preference (satisfaction) level 1 (when every user selects or uses $f_i$). As such, the overall value (OV) of an optimal subset of features can be calculated by accumulating the expected value of the selected features as given by (13) where $x_i$ denotes whether $f_i$ is selected ($x_i = 1$) or otherwise ($x_i = 0$).

$$v_i' = \phi_i v_i = (1 - p_i) v_i \quad (12)$$

$$OV = \sum_{i=1}^{n} x_i \phi_i v_i, \quad x_i \in \{0, 1\} \quad (13)$$

Our proposed formulation of dependency-aware software release planning, maximizes the overall value (OV) of an optimal subset of features as given by (14)-(17) where $x_i$ is
a selection variable denoting whether a feature $f_i$ is selected ($x_i = 1$) or otherwise ($x_i = 0$).

Maximize \( \sum_{i=1}^{n} x_i \phi_i v_i \)  
Subject to \( \sum_{i=1}^{n} c_i x_i \leq b \) \( p_i \geq \left( \frac{\sigma_{i,j} \rho_{i,j}}{2} + (1 - 2x_j)\sigma_{i,j} \rho_{i,j} \right) \), $i, j = 1, \ldots, n$  
$\phi = \{0, 1\}$

A. Case Study

To demonstrate the validity and practicality of our work, we performed release planning for reengineering [11] an industrial software referred to as the PMS. The first version of the software (PMS-I) was introduced with 23 features and a few bug-fixing versions of the software were released later. Stakeholders of the PMS-I recently decided to re-engineer and develop a new version of the software (PMS-II) to cope with market demands. In this regard, we designed a case study to assist stakeholders find an optimal subset of features with the highest overall value (considering users' preferences) while respecting the available budget.

In doing so, we carried out a survey on users of earlier versions of the software to gather their preferences of the features. For each of the 23 features of the PMS-I users where asked whether they would like that feature to remain in the new version of the software or otherwise. Users were also encouraged to propose their desired features that have not existed in the earlier versions. As a result of this, a total number of 176 records of user preference were gathered. In total, 7 new features were proposed by the users from which 4 were found to be technically feasible to implement. As such, preferences of users for a total number of 27 features were gathered to be used for release planning.

Preference matrix of the PMS-II was then constructed based on the survey results. Then, $10^6$ new samples of user preferences were generated from the gathered user preferences based on the resampling technique presented in Section III-C. A new preference matrix was then constructed based on the generated samples. Afterwards, Eells’ measure of casual strength was computed for the new preference matrix of features of PMS-II using Algorithm [1] to identify potential value-related dependencies among pairs of features. Strengths (strength matrix) and qualities (quality matrix) of value-related dependencies then, were computed based on the fuzzy membership function of Figure [6(a)] and [10]-[11].

To specify the costs and value of the features, 5 different stakeholders estimated the cost (value) of each feature $f_i$ of PMS-II. Then median of these 5 estimated costs (values) was computed and scaled into the range of $[0, 20]$ to determine the cost/value of $f_i$.

As explained in Section [III-B] intrinsic dependencies of full strength among features also have value implications which need to be considered while identification of value-related dependencies. In order to capture such value-related dependencies stakeholders of the PMS-II updated the precedence matrix of the PMS-II based on the approach given in Section [III-B]. Value-related dependencies identified from intrinsic dependencies among features of the PMS-II are highlighted in Table III.

Table III lists the estimated costs and values of the PMS-II features. Also, Table III lists the qualities ($+/−/±$) strengths of value-related dependencies among those features. For a feature $f_i$, its corresponding row in Table III denotes the qualities and strengths of dependencies from $f_i$ to all other features of the PMS-II.

Release planning was performed for the features of the PMS-II using the BKP, BKP-PC, and DA-SRP models to evaluate their performance in the presence of various budget constraints ($Budget \in \{1, \ldots, 222\}$). Figure 8 summarizes the results of our experiments by comparing percentage of the accumulated value ($%AV = \frac{AV}{\sum_{i=1}^{27} v_i}$) and percentage of the overall value ($%OV = \frac{OV}{\sum_{i=1}^{27} \phi_i v_i}$) achieved by each release planning model in the presence of various budget constraints. The horizontal axis shows percentages of the available budget ($%Budget = \frac{Budget}{\sum_{i=1}^{27} v_i}$, $Budget = \{1, 2, \ldots, 222\}$) and the vertical axis demonstrates percentages of accumulated value ($%AV$) or percentages of overall value ($%OV$) achieved by the release planning models.

The results of our experiments (Figure 8) verified that the BKP model always maximized the accumulated value of the selected features (optimal subset of features) while the DA-SRP model maximized the overall value of those features. Also, as expected, overall values provided by the BKP-PC model for various budgets were equal to their corresponding accumulated values. The reason is that the BKP-PC model formulates value-related dependencies of all strengths as precedence constraints. As such, a feature $f_i$ with a positive (negative) dependency to a feature $f_j$ will not be selected unless $f_j$ is selected (ignored). Hence, the penalty of ignoring/selecting positive/negative dependencies of $f_i$ will always be zero.

We also observed maximizing the accumulated value and the overall value of the features can be conflicting objectives as increasing one may reduce the other. This can be seen at many points in the graphs of the BKP model in Figure 8 where a budget increase has resulted in increasing the accumulated value while the overall value has decreased. For the DA-SRP model however, it can be observed in some points of its corresponding graphs that budget increase has resulted in increasing the overall value while the accumulated value has decreased.

The BKP-PC model on the other hand, did not give any value (Figure 8(a)) even for higher budget percentages. This is for the reason that the BKP-PC model suffers from the selection deficiency problem (SDP) [29] as it can only formulate...
TABLE II: Estimated costs and values of the features of the PMS-II.

| Feature | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ | $f_6$ | $f_7$ | $f_8$ | $f_9$ | $f_{10}$ | $f_{11}$ | $f_{12}$ | $f_{13}$ | $f_{14}$ | $f_{15}$ | $f_{16}$ | $f_{17}$ | $f_{18}$ | $f_{19}$ | $f_{20}$ | $f_{21}$ |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Cost    | 5.00  | 20.00 | 0.00  | 10.00 | 1.00  | 20.00 | 6.00  | 5.00  | 16.00 | 4.00  | 3.00  | 5.00  | 7.00  | 15.00 | 13.00 | 14.00 | 3.00  | 10.00 | 7.00  | 12.00 | 15.00 | 8.00  | 2.00  |
| Value   | 10.00 | 20.00 | 17.00 | 3.00  | 15.00 | 20.00 | 15.00 | 20.00 | 16.00 | 20.00 | 10.00 | 6.00  | 8.00  | 10.00 | 6.00  | 10.00 | 20.00 | 20.00 | 15.00 | 20.00 | 5.00  | 0.00  | 0.00  | 312.00|

TABLE III: Qualities and strengths of value-related dependencies among the features of the PMS-II.

| Feature | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ | $f_6$ | $f_7$ | $f_8$ | $f_9$ | $f_{10}$ | $f_{11}$ | $f_{12}$ | $f_{13}$ | $f_{14}$ | $f_{15}$ | $f_{16}$ | $f_{17}$ | $f_{18}$ | $f_{19}$ | $f_{20}$ | $f_{21}$ |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Value   | 0.00  | 0.25  | 0.50  | 0.75  | 1.00  | 1.00  | 1.00  | 0.75  | 0.50  | 0.25  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |

Fig. 8: Accumulated Value and Overall Value achieved for the features of the PMS-II using the BKP, BKP-PC, and DA-SRP models.
value-related dependencies as precedence constraints ignoring the strengths of those dependencies. As a result, a feature $f_i$ ($x_i = 0$) can not be selected unless all of its positive (negative) dependencies (of any strength) are selected (ignored). This may result in ignoring a large number of features even in the presence of sufficient budget.

The adverse impact of the selection deficiency problem nevertheless, can be mitigated when only value-related dependencies whose strengths are beyond a certain $\beta \in [0, 1]$ threshold ($\rho_{i,j} > \beta$) are formulated as precedence constraints. In this way, the BKP-PC model is formulated as a function of $\beta$ where greater values of $\beta$ ($\beta \rightarrow 1$) generally decrease the adverse impact of the SDP.

Figures 8(b), 8(c), 8(d) compare performance of the BKP-PC model against that of the BKP and DA-SRP models when only value-related dependencies stronger than a certain $\beta$ threshold are formulated as precedence constraints by the BKP-PC model. As demonstrated in these figures, percentage of overall value ($%OV$) achieved by the BKP-PC model was generally (not always) higher than the $%OV$ achieved by the BKP model. The DA-SRP model however, outperformed the BKP-PC model by providing a greater or equal $%OV$ for all budget values.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we proposed finding value-related dependencies among software features through mining user preferences and then considering those value-related dependencies in software release planning.

In this regard, a semi-automated approach was presented for identification of value-related dependencies and their characteristics (quality and strength). We then, used algebraic structure of fuzzy graphs for modeling value-related dependencies. Moreover, we demonstrated an application of a resampling technique for generating user preferences when the number of samples is not sufficient. For this purpose, we used a Latent Multivariate Gaussian model for generating large samples of user preferences from the initial sample directly gathered from users.

Finally, we formulated an integer programming model for dependency-aware release planning (DA-SRP) that finds an optimal subset of software features with the highest overall value where overall value captures the impacts of value-related dependencies among features. The validity and practicality of the work were demonstrated through studying a real world software project.

The present work can be extended to explore various measures of casual strength and compare their efficiency in capturing value-related dependencies among software features. The work can also be continued by applying the presented approach to publicly available software repositories for gathering user preferences and perform dependency-aware release planning. Feedback from stakeholders (developers) then, can be studied and considered by release planning models.
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