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ABSTRACT

We study nonthermal emission in a solar flare occurring on 2003 May 29 using RHESSI hard X-ray (HXR) and Nobeyama microwave observations. This flare shows several typical behaviors of HXR and microwave emission: time delay of microwave peaks relative to HXR peaks, loop-top microwave and footpoint HXR sources, and a harder electron energy distribution from the microwave spectrum than from the HXR spectrum. In addition, we found that the time profile of the spectral index of the higher energy (≥100 keV) HXRs is similar to that of the microwaves, and is delayed relative to that of the lower energy (≤100 keV) HXRs. We interpret these observations in terms of an electron transport model called trap-plus-precipitation. We numerically solved the spatially homogeneous Fokker-Planck equation to determine electron evolution in energy and pitch-angle space. By comparing observations with the behavior of HXR and microwave emission predicted by the model, we examine the pitch-angle distribution of the electrons injected into the flare site. We find that the observed spectral variations can be qualitatively explained if the injected electrons have a pitch-angle distribution concentrated perpendicular to the magnetic field lines rather than an isotropic distribution.

Subject headings: acceleration of particles — Sun: flares — Sun: radio radiation — Sun: X-rays, gamma rays

1. INTRODUCTION

Observations of hard X-rays (HXRs), microwaves, and occasionally gamma rays in solar flares tell us that a significant number of nonthermal particles are produced. Of these, HXR and microwave observations are believed to provide the most direct information on electrons. Because HXRs below ~100 keV are emitted primarily by electrons with energy below several hundred keV via bremsstrahlung radiation (Brown 1971), whereas microwaves above ~10 GHz are emitted by electrons above several hundred keV via gyrosynchrotron radiation (Ramaty 1969; Bastian 1999), these two sources of emission provide information about electrons in two different energy ranges. Therefore, a comparative study by using both HXR and microwave observations is useful for discussing the physics of flare nonthermal electrons over a wide range of energies.

Impulsive behavior is commonly seen in both HXR and microwave light curves (Kane 1974), but the two emissions do not necessarily behave identically. Temporally, higher energy HXR and microwave emissions tend to be delayed from lower energy HXRs (e.g., Crannell et al. 1978; Nakajima et al. 1983; Bai & Dennis 1985; Aschwanden et al. 1997). Aschwanden et al. (1997) statistically analyzed the low-pass filtered HXR light curves for 78 flares observed with the Compton Gamma Ray Observatory (CGRO) and found a systematic increase of time delay toward higher energies. They interpreted these time delays in terms of electron precipitation under Coulomb collisions.

Spatially, microwave sources do not always coincide with HXR sources. HXRs are typically emitted at the footpoint regions of the flare loop (Sakao 1994), while microwaves are emitted mainly at the loop-top region (Melnikov et al. 2002). Melnikov et al. (2002) suggested that only electrons with a pancake pitch-angle distribution concentrated transverse to the magnetic field lines can explain the observed loop-top microwave source.

Spectrally, Silva et al. (2000) statistically studied the correlation of the HXR and microwave spectral indices for 57 peaks of the nonthermal emission in 27 flares. They found that the electron energy distribution inferred from the microwave spectrum is systematically harder than that inferred from the HXR spectrum, and suggested that the electron energy distribution becomes harder with higher energy. There are three probable explanations for such spectra: (1) two (or more) different electron populations with distinct physical characteristics, (2) “second-step acceleration” (e.g., Bai & Ramaty 1976), and (3) “trap-precipitation” (TPP; e.g., Melrose & Brown 1976).

Melrose & Brown (1976) presented analytic solutions of the electron energy continuity equation under two conditions, strong and weak diffusion limits (Kennel & Petschek 1966). In the strong diffusion limit, electrons injected into the loop undergo significant scattering and then are quickly isotropized during the loop transit. They can escape from the loop with a precipitation rate proportional to their velocity, νp ∝ v. In the weak diffusion limit, on the other hand, electrons are less scattered during the transit. When the loss cone distribution is formed, the pitch-angle diffusion time τd, which is longer than the transit time, controls the electron precipitation, yielding νp ∝ 1/τd. The precipitation rate and the evolution of electrons vary, depending on which condition applies.

There have been many observations that can be explained in terms of the TPP model (e.g., Lee et al. 2000). Yokoyama et al. (2002) reported a Nobeyama Radioheliograph (NoRH; Nakajima et al. 1994) observation of a flare occurring on 1999 August 28. The NoRH observation showed clear flare-loop structure and propagating features along the loop. They showed that the microwave spectrum in the optically thin regime is hard (with spectral index ~1.5) around the loop top, and then becomes softer (spectral index ~3.5) toward the footpoints. Their observation indicates that the higher energy electrons are efficiently trapped within the loop, supporting the TPP model. For this event, however, no
HXR observation was available for comparison with the microwave observation. Silva et al. (2000) pointed out that the discrepancy of the energy distribution between the HXR- and microwave-emitting electrons found in their study could be explained by the TPP model. In their study, there was no imaging observation to confirm their suggestion. If the HXR and microwave sources do not coincide spatially, the discrepancy of the energy distribution between the HXR- and microwave-emitting electrons can be explained in the TPP model as a consequence of the different spatial distributions of HXR- and microwave-emitting electrons. Imaging as well as spectral data at both HXR and microwave wavelengths are essential to confirm the influence of TPP on the parent electrons.

In this paper we analyze the nonthermal emissions of the 2003 May 29 flare using the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI; Lin et al. 2002), the Nobeyama Radio Polarimeters (NoRP; Nakajima et al. 1985, and references therein) and NoRH. RHESSI has superior spectroscopic ability from ~3 keV to ~17 MeV, providing the HXR spectrum from ~3 to ~300 keV with a spectral resolution of ~1 keV and arbitrary energy bands. In previous studies, the temporal evolution of the (HXR) spectrum has been considered in less detail, probably due to instrumental limitations. However, temporally resolved analysis of the spectrum is important, because nonthermal emissions and thus nonthermal electrons are the most “time-varying” objects in solar flares. RHESSI enables us to analyze an accurate, temporally resolved HXR spectrum above ~100 keV. Because the HRXs above ~100 keV are mainly emitted by electrons above ~200 keV (Aschwanden & Schwartz 1996), RHESSI’s well-resolved spectral data below ~300 keV provide us more accurate information on electrons from tens to hundreds of keV than before. Combining the RHESSI HXR and NoRH/NoRP microwave spectral data allows us to fully cover the electrons from tens to thousands of keV.

For a physical interpretation of the observations, we use a numerical model of TPP which treats the pitch-angle diffusion more generally than the analytic solutions developed for the weak and strong diffusion limits. Lee & Gary (2000) performed a similar analysis of the electron transport to explain their microwave observation of a flare on 1993 June 3. We also predict the microwave and HXR emissions from the calculated electron distribution. Comparing these model results with the observations, we discuss electron injection and transport, and address how the pitch-angle distribution of the injected electrons affects the evolution of the trapped and precipitating electrons, and their resulting emissions.

The paper proceeds as follows. In § 2 we present a comparative study of the nonthermal emissions of a solar flare occurring on 2003 May 29, using the RHESSI HXR and Nobeyama microwave observations. Temporally resolved spectra of the HXR and microwaves are analyzed in detail. We discuss energy-dependent delays of the time profiles of the spectral indices, which have not been discussed in previous studies. In § 3 we present our treatment of the TPP model. We numerically solve the spatially homogeneous Fokker-Planck equation (McClements 1990b) with the Coulomb interaction (e.g., Leach & Petrosian 1981) and a time-dependent injection. In § 4 we describe the time evolution of the trapped and precipitating electron distribution and the predicted microwave and HXR emissions. The behavior of the HXR and microwave emissions predicted by the model are compared with the observations, allowing us to give some constraints on the properties of flare nonthermal electrons. In § 5 we conclude our study.

---

**2. OBSERVATIONS**

We studied a solar flare that occurred on 2003 May 29. The *GOES* soft X-ray (SXR) level was X1.2 (Fig. 1, top). This flare occurred at 00:30 UT, and lasted about 1 hr. RHESSI detected a significant quantity of high-energy (<300 keV) HXRs during 01:00–01:05 UT; we define this period as the impulsive phase. NoRP and NoRH also observed this flare.

---

**2.1. Light Curves**

Figure 1 shows the light curves of SXR (top), HXR, and microwaves (bottom) during the impulsive phase (01:00–01:05 UT). The upper part of the bottom plot shows the HXR light curves taken with RHESSI in three energy bands: 50–70 keV, 70–100 keV, and 100–200 keV. The dashed lines show the peak times of each spike in the 50–70 keV band. The HXR light curves consist of four spikes, each with durations of ~1 minute. The peaks of the HXR light curves in the three energy bands coincide with each other within a temporal resolution of 2 s.

The microwave light curves at 17 and 35 GHz presented in the lower part of the bottom plot in Figure 1 also show four peaks, simultaneous with those in the HXRs. This indicates that the 17 and 35 GHz microwaves are nonthermal gyrosynchrotron emissions. We confirm this assertion from spectral analysis in § 2.3. Note that the microwave peaks are delayed from the HXR peaks by about 4 s.
2.2. Images

Figure 2 shows the spatial distribution of the emissions around 01:04:30 UT. The top left map is the TRACE 195 Å image overlaid by the RHESSI 10–20 keV contours. The top right map is the SOHO MDI magnetogram (in units of gauss) overlaid by the RHESSI 50–100 keV contours. The dashed lines denote magnetic neutral lines. The bottom left map is the NoRH 34 GHz brightness temperature (in units of kelvin) image overlaid by the RHESSI 100–200 keV contours. The RHESSI images are reconstructed using the PIXON algorithm. Contour levels are 10%, 20%, 30%, 50%, 70%, and 90% of the peak intensity in each image. Thick solid and dashed contours overlaid on the NoRH 34 GHz brightness temperature image in the bottom right map are degree of right- and left-circular polarization at 17 GHz, respectively. Contour levels are 10%, 30%, 50%, and 70%. The angular resolution (beam size) of the NoRH 34 GHz map is ~9". The dotted lines show heliographic grids in 2° increments.

The RHESSI maps at 50–100 keV and 100–200 keV (Fig. 2, top right and bottom left) show double sources located at regions of opposite magnetic polarity (Fig. 2, top right) with one of the sources lying at the edge of the bright region in 195 Å (Fig. 2, top left). Therefore, the HXRs in these energy ranges must be emitted near the footpoints of the loop. Note that the eastern HXR source is brighter than the western one. The magnetic field strength at the eastern source (~410 G) is weaker than that of the western one (~510 G). Since a stronger HXR source indicates a more efficient electron precipitation, the spatial relationship between the HXR sources and the magnetic field strength can be interpreted as the result of magnetic mirroring of the HXR emitting electrons (Sakao 1994).

The microwave source is located between the footpoint HXR sources (Fig. 2, bottom left). It is close to the coronal HXR (10–20 keV) source. The microwave source is also located at the region with weaker degree of polarization (Fig. 2, bottom right).
We confirm from the spectral analysis (§ 2.3) that the microwave emissions above 17 GHz are optically thin nonthermal gyrosynchrotron emissions. Therefore, both the polarization information and the configuration of the longitudinal magnetic field indicate that the magnetic field at the microwave source is quasi-perpendicular to the line of sight, which thus corresponds to the loop top. Such a spatial distribution of the HXR and microwave emissions can be explained by the TPP model, if the microwaves are emitted by electrons trapped in the loop top and the HXRs are emitted by electrons precipitating into the footpoints.

### 2.3. Spectra

We analyzed the temporally resolved (but spatially unresolved) spectra during the impulsive phase of the flare. We fit the RHESSI 40–250 keV spectrum at each time interval with a double power-law function of the form

\[
f(\epsilon, t) = \begin{cases} 
  a(t)\epsilon^{-\gamma_L(t)} & \text{if } \epsilon \leq \epsilon_b(t), \\
  b(t)\epsilon^{-\gamma_H(t)} & \text{if } \epsilon > \epsilon_b(t),
\end{cases}
\]

where \(\epsilon\) is the photon energy, \(\gamma_L(t)\) and \(\gamma_H(t)\) are the spectral indices of the lower and higher energy parts, respectively, \(\epsilon_b(t)\) is the break energy, and \(b(t) = a(t)\epsilon_b(t)^{\gamma_H(t) - \gamma_L(t)}\). The upper panel of Figure 3 shows an example RHESSI energy spectrum and its fitting result. We chose energy bins of 2 keV from 40 to 60 keV, 2.5 keV from 60 to 100 keV, 5 keV from 100 to 150 keV, and 12.5 keV beyond 150 keV, and a temporal resolution of 4 s (approximately equal to the RHESSI rotation period). We used the front segments of detectors 3, 4, and 8, which have the best energy resolution below \(\sim 100\) keV (Smith et al. 2002). For convenience of analysis, the range of \(\epsilon_b(t)\) was limited to 70–130 keV.

We also obtained the temporally resolved microwave spectral index from the NoRP data. After integrating it by 2 s to improve the statistics, we fit the NoRP spectrum taken with five frequencies of 2, 3.75, 9.4, 17, and 35 GHz at each time interval with a generic function (Silva et al. 2000),

\[
g(\nu, t) = a_1(t)\nu^{a_2(t)}\left\{ 1 - \exp\left[ -a_1(t)\nu^{-a_2(t)} \right] \right\}
\sim \begin{cases} 
  a_1(t)\nu^{a_2(t)} & \text{if } \nu \ll \nu_{TO}(t), \\
  a_1(t)a_3(t)\nu^{-a_4(t)-a_5(t)} & \text{if } \nu \gg \nu_{TO}(t),
\end{cases}
\]

where \(\nu\) is the frequency. We obtained the best-fit spectral index of the microwave flux density in the optically thin (higher frequency) regime, \(\alpha(t) = a_3(t) - a_5(t)\) (positive value), as well as the turnover frequency \(\nu_{TO}(t)\). The lower panel of Figure 3 shows an example NoRP microwave spectrum and its fitting result. We confirm that \(\nu_{TO}(t)\) is less than 17 GHz during the impulsive phase, indicating that the microwave emissions above 17 GHz are certainly optically thin, nonthermal gyrosynchrotron emission.

Figure 4 (top) shows the time profiles of the spectral indices of the nonthermal emissions. The blue and red asterisks show the spectral indices of the lower energy (\(\lesssim 100\) keV) and higher energy (\(\gtrsim 100\) keV) HXRs \(\gamma_L^{obs}(t)\) and \(\gamma_H^{obs}(t)\), and the green diamonds show the spectral indices of the microwaves in the optically thin regime \(\alpha^{obs}(t)\).

The time profile of \(\gamma_L^{obs}(t)\) shows the “soft-hard-soft” behavior for each spike except the last. For example, \(\gamma_L^{obs}(t)\) is \(\sim 4.8\) at 01:02:10 UT, becomes hard (\(\sim 3.7\)) at 01:02:40 UT, and softens again (\(\sim 4.0\)) at 01:03:10 UT. In addition, \(\gamma_H^{obs}(t)\) also shows the “soft-hard-harder” behavior during the entire course of the impulsive phase. However, the time profile of \(\gamma_L^{obs}(t)\) behaves differently from that of \(\gamma_H^{obs}(t)\). Neither the soft-hard-soft behavior nor the soft-hard-harder behavior can be seen in the time profile of \(\gamma_H^{obs}(t)\). The values of the microwave spectral index are quite a bit smaller than those of the HXR spectral indices. This implies that the inferred energy distribution of the microwave-emitting electrons is harder than that of the HXR-emitting ones. We will carry out a spectral analysis in § 4 to confirm whether the energy distribution of the microwave-emitting electrons is actually harder than that of the HXR-emitting ones.

In addition to this, we find that the time profile of \(\gamma_H^{obs}(t)\) is similar to that of \(\alpha^{obs}(t)\), although the absolute values of their spectral indices differ by \(\sim 2\). We also find that the time profile of \(\gamma_H^{obs}(t)\) [and \(\alpha^{obs}(t)\)] is delayed from that of \(\gamma_L^{obs}(t)\). This tendency is especially visible during 01:03–01:05 UT. The cross-correlation functions of the spline-interpolated time profiles of the spectral indices are shown in the lower panels of Figure 4. We find that (1) the time profiles of \(\alpha^{obs}(t)\) and \(\gamma_H^{obs}(t)\) show a peak correlation without a time delay (within a temporal resolution of 4 s), and (2) the time profile of \(\gamma_L^{obs}(t)\) is delayed by about 10 s from that of \(\gamma_H^{obs}(t)\). The similarity of the time profiles between \(\gamma_H^{obs}(t)\) and \(\alpha^{obs}(t)\) indicates that the higher energy HXR-emitting electrons and the microwave-emitting electrons are from the same population and in a similar energy range. The delay of the time profile of \(\gamma_L^{obs}(t)\) from that of \(\gamma_H^{obs}(t)\) can be
3. A MODEL FOR ELECTRON TRANSPORT

We modeled the observed spectral behavior in the 2003 May 29 flare in terms of TPP. The TPP model has been implemented in various ways, including analytic (Melrose & Brown 1976; MacKinnon et al. 1983; MacKinnon 1986, 1988, 1991; Leach & Petrosian 1981; Lu & Petrosian 1988) and numerical approaches (McClements 1990a, 1990b; Hamilton et al. 1990; MacKinnon & Craig 1991; Fletcher & Martens 1998; Lee & Gary 2000), to treat electron transport in the flare loop. We follow the approach of McClements (1990b), which allows an explicit treatment of electron pitch-angle diffusion in a spatially homogeneous magnetic loop.

3.1. Basic Equations

We treat the spatially homogeneous, gyro-averaged Fokker-Planck equation following McClements (1990b):

\[
\frac{\partial N}{\partial t} + \frac{\partial}{\partial E} \left(\bar{E} N \right) + F(E, \mu, t) = \frac{\partial}{\partial \mu} \left( D_{\mu\mu} \frac{\partial N}{\partial \mu} \right) + Q(E, \mu, t). \tag{3}
\]
Here, \( N(E, \mu, t) \) is the trapped electron distribution (number of electrons per unit energy per unit pitch-angle cosine), \( Q(E, \mu, t) \) is the electron flux (number of electrons per unit energy per unit pitch-angle cosine per unit time) injected into the trap region, \( F(E, \mu, t) \) is the electron flux precipitating into the footpoints, \( \dot{E} \) and \( D_{\text{dy}} \) are the Coulomb energy loss rate and pitch-angle diffusion coefficient, \( E = \Gamma - 1 \) is the kinetic energy in units of the electron rest mass energy \( m_e c^2 \), \( \Gamma \) is the Lorentz factor, \( m_e \) is the electron mass, \( c \) is the speed of light, and \( \mu \) is the pitch-angle cosine.

We adopt the Coulomb energy-loss rate and pitch-angle diffusion coefficient for a fully ionized plasma given by Leach & Petrosian (1981),

\[
\dot{E} = -Kn/\beta \equiv -\nu_k E \quad (K = 4\pi e r_0^2 \ln \Lambda),
\]

\[
D_{\text{dy}} = \frac{K\beta^2}{(1 - \mu^2)}(1 - \mu^2)^2 \frac{(1 - \mu^2)}{(E + 2)},
\]

where \( r_0 = 2.82 \times 10^{-13} \) cm is the classical electron radius, \( n \) is the ambient plasma number density. In \( \Lambda > 25 \) is the Coulomb logarithm for the typical solar coronal condition, \( \nu_k \equiv Kn/(3E) \) is the Coulomb collision frequency, and \( \beta = (1 - \Gamma^{-2})^{1/2} \). The ambient plasma number density and the Coulomb logarithm are treated as constant in this paper. We neglect other Coulomb diffusion coefficients such as \( D_{\text{dy}} \) and \( D_{\text{dyy}} \), which are smaller than \( D_{\text{dyy}} / D_{\text{dy}} \) by a factor of order \( \ln \Lambda \) (Hamilton et al. 1990). Any other physics of electron kinematics, such as wave-particle interactions, are ignored here for simplicity.

For the precipitating electron flux \( F(E, \mu, t) \), we again follow McClements (1990a, 1990b),

\[
F(E, \mu, t) = \frac{H(\mu) - \mu_s}{L/[|\mu|\tau(E)]} N(E, \mu, t) = \frac{H(\mu) - \mu_s}{\tau_s(E, \mu)} N(E, \mu, t),
\]

where \( L \) is the characteristic scale length (i.e., loop length), \( H \) is the Heaviside step function, \( \mu_s \) is the loss cone angle cosine, \( \tau(E) = c \beta = c [1 - \Gamma(1 + E)^{-2}]^{1/2} \) is the velocity of an individual electron, and \( \tau_s(E, \mu) \) is the electron loop transit time along a magnetic field line. Here we assume a symmetrical magnetic loop with abrupt increases of magnetic field intensity and ambient plasma number density below the mirror points near the footpoints, and we thus assume symmetrical precipitation in each half of \( \mu \) space (\( \mu < 0 \) and \( \mu > 0 \)). This form of equation (6) is for mathematical convenience (MacKinnon 1988).

We take the parameters \( L = 3 \times 10^9 \) cm, \( n = 3 \times 10^{10} \) cm\(^{-3} \), and \( \mu_s = 0.7 \). We adopt the value for the characteristic scale length \( L \) based on the distance of the HXR sources in the 2003 May 29 flare, assuming a semicircular shape for the loop. The number density \( n \) in our model is slightly smaller than the observed value of \( (6 \times 10^8) \) cm\(^{-3} \) derived from the GOES observation during 01:03–01:05 UT (assuming a volume of \( L^3 \) and a filling factor of unity). We assume that electrons are trapped in an outer loop with a lower density than the brightest SXR loop. In the outer loop, energy dissipation (electron bombardment) at the footpoints and the resultant filling with evaporated chromospheric plasma have not yet occurred, whereas they have already occurred in the inner SXR loop. The value for the loss cone angle cosine \( \mu_s \) corresponds to a magnetic mirror ratio of 2, i.e., the ratio of magnetic field strength at the footpoint to that at the trap region. We adopt this value based on the statistical analysis of flare data taken with CGRO and Yohkoh by Aschwanden et al. (1998, 1999). They estimated the fraction of directly precipitating electrons to trap-precipitating ones and derived a magnetic mirror ratio of 1.2–3.

### 3.2. Time-dependent Injection Flux

We give the time-dependent, single power-law electron injection flux \( Q(E, \mu, t) \),

\[
Q(E, \mu, t) = A(t) \left( \frac{E}{E_0} \right)^{-\alpha(t)} \phi(\mu),
\]

where we adopt \( E_0 \) of 0.098 (50 keV), and

\[
A(t) = \exp \left[ -\left( \frac{t - 30}{25} \right)^2 \right] + \exp \left[ -\left( \frac{t - 90}{25} \right)^2 \right],
\]

\[
\delta_{\text{in}}(t) = 4.5 + \cos^2 \left( \frac{\pi t}{60} \right),
\]

for \( 0 \leq t \leq 120 \) s. Equations (8) and (9) describe double-peaked electron injection with a soft-hard-soft spectrum. We adopt this form for the electron injection because the HXR spectrum in the lower energy regime observed in the 2003 May 29 flare shows the soft-hard-soft behavior.

The remaining term of \( \phi(\mu) \) gives the (time- and energy-independent) pitch-angle distribution of the injection flux. We perform calculations for two cases of the pitch-angle distribution: the pancake distribution, \( \phi(\mu) = \exp [-|\mu/0.5|^2] \), and the isotropic distribution, \( \phi(\mu) = \text{const} \).

Using equations (4)–(9), we numerically solve equation (3). We apply a finite difference method with operator splitting. The differential operators in equation (3) are split into two terms, the diffusion term and the remaining terms. We solve the diffusion term by using the Crank-Nicholson method with central difference, accurate to second order in time. We employ the symmetric boundary condition in \( \mu \) space, which satisfies total number conservation. We set 97 grid points in \( \mu \) space by the formula

\[
\mu_0 = 0, \quad \Delta \mu = 0.016, \quad \mu_n = \mu_{n-1} + \Delta \mu (1 - \mu_{n-1}^2) \quad (n = 1, 2, \ldots, 95), \quad \mu_{96} = 1,
\]

providing coarse grids for smaller \( \mu \) and fine grids around the loss cone. For the remaining term, we use an analytic solution given by the method of characteristics (see, e.g., Craig et al. 1985; MacKinnon 1986). For the necessary interpolation at the intermediate location between the grid points in energy space, we use a single power-law function. We set 256 grid points in energy space, logarithmically spaced from 50 to 5000 keV.

### 4. Calculation Results and Discussion

In this section, we present our calculation results of the Fokker-Planck equation. Figures 5 and 6 show the electron distribution in phase space \((E, \mu, t)\), calculated for the pancake and isotropic pitch-angle distributions of the injection, respectively. The left panels show the trapped electron distribution \( N(E, \mu, t) \) at selected times \( t = 10 \) s (top) and \( t = 50 \) s (bottom). The right panels show the slope \( s \) of \( N(E, \mu, t) \) in energy at the selected times, derived from the equation

\[
s_i = -\frac{\log[N(E_{i+1}, \mu, t)/N(E_{i}, \mu, t)]}{\log(E_{i+1}/E_i)},
\]

(11)
where subscript \( i \) denotes the grid position in energy space. We can see from these right panels that the electron energy distribution outside the loss cone (\( \mu < 0.7 \)) is harder in the decay phase (\( t = 50 \) s) than in the rise phase (\( t = 10 \) s). The electron energy distribution inside the loss cone (\( \mu > 0.7 \)), which is related to the precipitating electron flux \( F(E, \mu, t) \) by equation (6), is softer than that outside the loss cone. The electron distribution inside the loss cone shows different features in the pancake and isotropic cases.

In § 4.1, we discuss the time evolution of the trapped electron distribution and the precipitating electron flux in energy space by using the double power-law fitting method. Our calculations confirm the electron trap and precipitation regardless of the weak and strong diffusion limits. In § 4.2, we discuss the time evolution of the nonthermal emissions predicted by the electron model for comparison with the observations.

4.1. Evolution of Electrons

To illustrate the evolution of the trapped and precipitating electrons, we introduce the pitch-angle integrated variables,

\[
N_\mu(E, t) = \int_0^1 d\mu N(E, \mu, t), \\
F_\mu(E, t) = \int_0^1 d\mu F(E, \mu, t) = \int_{\mu_c}^{1} d\mu \frac{N(E, \mu, t)}{\tau(E, \mu)}. 
\]

Next, we fit the electron energy spectra from 50 to 400 keV at each time by the double power-law function of equation (1) (but replacing \( [\epsilon, \gamma] \) by \( [E, \Delta] \) for \( N_\mu(E, t) \), and by \( [E, \delta] \) for \( F_\mu(E, t) \)). The range of \( E_\delta(t) \) is limited to 100–200 keV for convenience.

An example of our fitting of the electron energy spectra is shown in Figure 7. In this way, we obtain the spectral indices \( \Delta_L(t) \), \( \Delta_H(t) \), \( \delta_L(t) \), and \( \delta_H(t) \).

Figure 8 shows the time profiles of the spectral indices of the electrons in the pancake case. The left panel shows \( \Delta_L(t) \) (lower energy regime; solid line) and \( \Delta_H(t) \) (higher energy regime; dashed line). The break energy is \( \sim 170 \) keV. The right panel shows \( \delta_L(t) \) (lower energy regime; solid line) and \( \delta_H(t) \) (higher energy regime; dashed line). The break energy is \( \sim 130 \) keV.

The spectra of \( F_\mu(E, t) \) are quite a bit softer than those of \( N_\mu(E, t) \). To understand this in terms of a diffusion regime, we introduce the precipitation rate

\[
\nu_p = \frac{F_\mu}{N_\mu} \propto E^2. 
\]

In the strong and weak diffusion limits, the precipitation rates are respectively evaluated as (using the nonrelativistic expression),

\[
\nu_p \propto \begin{cases} 
1/\tau_c \propto v \propto E^{0.5} & \text{strong}, \\
1/\tau_d \sim D_{\mu\mu} \propto E^{-1.5} & \text{weak},
\end{cases}
\]

\( E \) is the electron energy, \( \tau_c \) is the Coulomb collision time, \( \tau_d \) is the diffusion time, \( v \) is the electron velocity, and \( D_{\mu\mu} \) is the diffusion coefficient in \( \mu \) space.
which yields $-1.5 \leq x \leq 0.5$. Whether diffusion for an electron is weak or strong depends on its energy $E$. This means that $x$ itself is a function of $E$. When $\tau_d > \tau_e$ (which corresponds to higher $E$), the diffusion is weak and $x$ takes a negative value, and vice versa. In our situation, the energy at which $\tau_d \sim \tau_e$ is about 20 keV (using $\mu = 0.7$). All of the electrons in our calculation ($\geq 50$ keV) satisfy $\tau_d > \tau_e$, and so are in the weak-diffusion regime. Because $\tau_d$ becomes much longer than $\tau_e$ for the higher energy electrons, $x$ approaches its lower limit (weak-diffusion limit) of $-1.5$ with increasing $E$. We find that $-1.5 < x < -1.0$ in the high-energy regime and $x \sim -0.7$ in the lower energy regime from Figure 8. This is consistent with the previous statement, and thus confirms our general treatment of the TPP model in the weak-diffusion regime considered by Melrose & Brown (1976).

In the left panel of Figure 8, the time profile of $\Delta L(t)$ shows the soft-hard-soft behavior in each spike (0 $\leq t \leq 60$ and 60 $\leq t \leq 120$), achieving its hardest values around $t = 30$ and $t = 90$. However, the time profile of $\Delta H(t)$ does not show such behavior, but shows the soft-hard-harder behavior in each spike. The energy-dependent trap efficiency yields this difference of the temporal variation of the spectral indices between the lower and higher energies. The trapped electrons are lost via Coulomb energy loss and precipitation. The Coulomb energy-loss rate $\nu_L$ is smaller for the higher energy electrons. As mentioned above, the weak diffusion yields a precipitation rate that is also smaller for the higher energy electrons. This means that the escape timescale from the phase space becomes longer for the higher energy electrons. For the lower energy electrons, the escape timescale is on the order of 1 s. This is much shorter than the injection timescale (see eq. [8]). Therefore, $\Delta L(t)$ reflects the temporal variation of the spectral index of the injection flux $\delta_{inj}(t)$ described by equation (9). The escape timescale becomes comparable to or longer than the injection timescale for the higher energy electrons. The higher energy electrons stay at the trap region, and their energy remains high for a longer time. As a result, the spectrum in the higher energy regime becomes harder in the decay phase of each spike (30 $\leq t \leq 60$ and 90 $\leq t \leq 120$).

Figure 9 shows the time profiles of the spectral indices of the electrons in the isotropic case. The left panel shows $\Delta L(t)$ (lower energy regime; solid line) and $\Delta H(t)$ (higher energy regime; dashed line). The break energy is $\sim 170$ keV. The right panel shows $\delta_L(t)$ (lower energy regime; solid line) and $\delta_H(t)$ (higher energy regime; dashed line). The break energy is $\sim 120$ keV.

There is not much difference between the left panels of Figures 8 and 9, indicating that the evolution of the trapped electron distribution in energy space is almost independent of the pancake or isotropic pitch-angle distribution of the injection. However, there is a difference between the right panels of Figures 8 and 9. In both cases, the time profiles of $\delta_L(t)$ show the soft-hard-soft behavior in each spike. In the isotropic case
of the precipitating electron flux (right panel of Fig. 9), the time profile of the energy spectra of the trapped electron distribution shows a soft-hard behavior that is the same as that of \( \delta(t) \) in the pancake case (right panel of Fig. 8), however, the time profile is delayed from that of \( \delta_L(t) \). We interpret these features in terms of the difference of the injection pitch-angle distribution.

The precipitating electrons consist of two different types: directly precipitating and trap-precipitating electrons (Aschwanden et al. 1998). Electrons injected with small pitch angle precipitate directly without being trapped, while those injected with large pitch angle are trapped once and subsequently precipitate via pitch-angle scattering. When the injected electrons have an isotropic pitch-angle distribution, the precipitating electrons include the directly precipitating ones as well as the trap-precipitating ones. When the injected electrons have a pancake pitch-angle distribution, on the other hand, almost all of the precipitating electrons are trap-precipitating ones. The right panels of Figure 5, which show the slope of \( N(E, \mu, t) \) in energy in the pancake case, show a “propagating feature” (contours around the loss cone) from outside the loss cone to inside the loss cone. This corresponds to the trap-precipitating electrons. The “propagation speed” is faster for the lower energy electrons because it is governed by the pitch-angle diffusion coefficient (eq. [5]). This feature is less clear in the isotropic case (right panels of Fig. 6). This is because in the isotropic case the trap-precipitating electrons merge with the directly precipitating ones.

The directly precipitating electrons precipitate on a timescale of \( \tau_c \). The precipitation timescale of the trap-precipitating electrons, \( \sim \tau_d \), is longer than \( \tau_c \). A fraction of these two components, which is determined by the pitch-angle distribution of the injection, determines the precipitation timescale of all of the precipitating electrons. The precipitation timescale is longer in the pancake case than in the isotropic case. For the lower energy electrons, however, the precipitation timescale is shorter than the injection timescale in both the pancake and isotropic cases. Therefore, \( \delta_L(t) \) reflects the temporal variation of \( \delta(t) \) regardless of the injection pitch-angle distribution. For the higher energy electrons, the precipitation timescale becomes longer due to the weak diffusion. It is comparable to or longer than the injection timescale in the pancake case, but not in the isotropic case. Consequently, the time profile of \( \delta(E_0) \) is delayed from that of \( \delta(t) \) and \( \delta_L(t) \) only in the pancake case.

4.2. Evolution of Radiation

In this section, we show the time evolution of the nonthermal emissions predicted by the Fokker-Planck calculation results, and compare them with the observations.

The spatial distribution of the nonthermal emissions in the 2003 May 29 flare shows a loop-top microwave source and double-footpoint HXR sources (Fig. 2). This supports the interpretation that the trapped electrons \( N(E, \mu, t) \) emit microwaves via gyrosynchrotron radiation (Ramaty 1969; Dulk 1985) and that the precipitating electrons \( F(E, \mu, t) \) emit HXRs via thick-target bremsstrahlung (Brown 1971). We numerically calculate the thick-target HXR intensity at a photon energy \( \epsilon \) by

\[
I(\epsilon, t) = \frac{1}{4\pi R^2} \int_\nu dE F(\epsilon, t) \int_\nu d\nu' \frac{\sigma_{\nu}(\epsilon, \nu')}{\nu(\nu')} 
\]

where \( \sigma_{\nu}(\epsilon, \nu) \) is the direction-integrated bremsstrahlung cross section given by Haug (1997), \( \nu(\nu') \) is given in equation (4), and \( R = 1 \) AU. We use the pitch-angle-integrated electron flux because electrons precipitating into the thick-target region are quickly isotropized.

For the microwave emission, we numerically calculate only the gyrosynchrotron emissivity from the trapped electrons \( N(E, \mu, t) \) by using an approximate analytic expression given by Petrovsk (1981) (see the Appendix). Although a general description of gyrosynchrotron radiation includes absorption, this approximation is sufficient for our purpose, because we discuss the microwave spectral behavior only in the optically thin regime. We calculate the gyrosynchrotron emissivity in a harmonic range of 10–100 with a nominal viewing angle \( \theta = 75^\circ \). When the magnetic field strength at the emission site is on the order of 100 G, the frequency range in our calculation corresponds to the ranges of NoRP and NoRH.

4.2.1. Light Curves

Figure 10 shows the light curves of the nonthermal emissions in the pancake case. The upper part shows the HXR fluxes at 50, 99, and 197 keV on a normalized scale. The dashed lines show...
the peak times of each spike in the HXR 50 keV flux. We can see that the peaks of the HXR light curves within 50–200 keV are almost coincident. The lower part of Figure 10 shows the microwave emissivities at 17 and 35 GHz on a normalized scale, assuming a magnetic field strength $B$ at the trap region of 300 G. The peaks of the microwave emissivities are delayed from the HXR flux at 50 keV by about 5 s. These tendencies are also observed in the isotropic case, and are consistent with the non-thermal light curves for the 2003 May 29 flare (Fig. 1).

4.2.2. Spectra

To illustrate the spectral variation of the calculated emissions, we fit the calculated HXR spectrum within 50–200 keV at each time with the double power-law function of equation (1). The range of $\epsilon_{L}(t)$ is limited to 75–125 keV. We also fit the calculated microwave spectrum from 17 to 35 GHz at each time with a single power-law function.

Figures 11 and 12 show the time profiles of the spectral indices of the nonthermal emissions. In these figures, the upper plots are the calculation results in the pancake and isotropic cases, respectively. The lower plots are the observation results (but the microwave spectral indices are multiplied by a factor of 2) during 01:03–01:05 UT for comparison with the calculations. The complete set of the observation results is shown in Figure 4. Colors (blue, red, and green) denote the lower energy HXRs, the higher energy HXRs, and the microwaves, respectively. Hereafter, we will refer to the spectral indices of the lower energy HXRs, the higher energy HXRs, and the microwaves in the calculated spectrum as $\gamma_{L}^{FP}(t)$, $\gamma_{H}^{FP}(t)$, and $\alpha^{FP}(t)$, respectively.

Our model calculation results show some agreements with the observations. The values of the microwave spectral indices are smaller by $\sim 1.5–2$ than those of the HXR spectral indices in both the pancake and isotropic cases. This result is quantitatively consistent with not only our observations but also previous
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reports (e.g., Silva et al. 1997, 2000). This is understood by using simple analytic formulae that relate the spectral indices of the emissions to those of the parent electrons. We assume that the trapped electrons have a power-law energy distribution, $N(E) \propto E^{-\alpha}$. Dulk (1985) gives an empirical relationship of the spectral indices between the gyrosynchrotron emission in the optically thin regime and the parent electron energy distribution at the site,

$$\alpha = 0.9\Delta - 1.22.$$  \hspace{1cm} (16)

Although this relationship is derived with the assumption that the parent electrons have a power-law energy distribution, $N_p(E) \propto E^{-\Delta}$. Dulk (1985) gives an empirical relationship of the spectral indices between the gyrosynchrotron emission in the optically thin regime and the parent electron energy distribution at the site,

$$\alpha = 0.9\Delta - 1.22.$$  \hspace{1cm} (16)

Although this relationship is derived with the assumption that the parent electrons have an isotropic pitch-angle distribution, we use it for a rough estimate of the microwave spectral index from electrons with an arbitrary pitch-angle distribution. For HXRs, we can use equation (13), which shows the energy distribution of the precipitating electron flux, $F_p(E) \propto E^{-\Delta-x}$. An analytic expression for nonrelativistic thick-target bremsstrahlung gives the relationship of the spectral indices between the HXR emission and the parent electron flux precipitating into the thick-target region (e.g., Hudson 1972),

$$\gamma = (\Delta - x) - 1.$$  \hspace{1cm} (17)

Subtracting equation (16) from equation (17), we find the difference of the spectral indices between the HXR and microwave,

$$\gamma - \alpha = 0.1\Delta - x + 0.22.$$  \hspace{1cm} (18)

In the weak-diffusion regime, $x$ takes negative value, around $-1.0$ in our calculation. This eventually yields $\gamma - \alpha \sim 1.5$ (for $\Delta = 3$), which is in agreement with the observations. Thus, we
conclude that the difference of the spectral indices between the HXR and microwave emissions can be interpreted as a consequence of parent electron transport in the TPP model in the weak-diffusion regime.

There is no much difference in the time profiles of $\alpha_{FP}(t)$ between the pancake and isotropic cases, in that both show the soft-hard-harder behavior during the first spike (0–60 s). Our calculations of the TPP model can successfully reproduce the often observed soft-hard-harder behavior of the microwave spectrum (e.g., Silva et al. 2000). On the other hand, there is a difference in the time profiles of $\gamma_{FP}(t)$ and $\gamma_{HF}(t)$ between the pancake and isotropic cases. In the isotropic case, the time profiles of $\gamma_{HF}(t)$ and $\gamma_{LP}(t)$ both show the soft-hard-soft behavior. In the pancake case, however, $\gamma_{LP}(t)$ resembles $\alpha_{FP}(t)$ rather than $\gamma_{HF}(t)$, which only shows the soft-hard-soft behavior. During the decay phase of the earlier spike in the observation (01:03:30–01:04:00 UT), both $\gamma_{HF}(t)$ and $\alpha_{HP}(t)$ show hardening, whereas $\gamma_{LP}(t)$ shows slight softening. During the rise phase of the later spike in the observation (01:04:00–01:04:20 UT), $\gamma_{LP}(t)$ and $\alpha_{HP}(t)$ show softening. These tendencies can be seen during the respective 30–60 s and 60–80 s only in the pancake case calculation (Fig. 11). These qualitative agreements suggest that it is reasonable to consider the pancake pitch-angle distribution of the injection flux rather than the isotropic one to explain the observed spectral behavior in the 2003 May 29 flare.

4.3. Validity of Our Interpretation

In our current study, we have utilized the model electron distributions calculated for only two different types of the injection pitch-angle distribution (pancake and isotropic) with nominal parameter values: the ambient plasma number density $n$ and the loss cone angle cosine $\mu_c$ (the mirror ratio). Since these parameters also affect the evolution of electrons, we have to systematically investigate the set of parameters with which we can reproduce the observation of the 2003 May 29 flare. We believe that $n$ of an order of $10^{10}$ cm$^{-3}$ from the GOES observation and the mirror ratio of 1.2–3 derived by Aschwanden et al. (1998) are reasonable ranges. A much higher mirror ratio drastically reduces the number of precipitating electrons and the resultant thick-target HXR emission at the footpoints, which may be in disagreement with the observations. A much higher density ($n \geq 10^{11}$ cm$^{-3}$) at the trap region would produce strong coronal thin-target HXR emission, which is rarely observed. As such, we consider that a relatively lower density at the trap region (less than that of the SXR bright loop) and a relatively smaller mirror ratio should be reasonable, and thus we believe the values adopted in our calculation, $n = 3 \times 10^{10}$ cm$^{-3}$ and $\mu_c = 0.7$, are in a reasonable range. Our interpretation made earlier in this paper remains valid for the specified ranges of the number density and the mirror ratio. To achieve a better agreement between the calculation and the observation, we need to further refine the model distribution of the injection flux.

Lee et al. (2000) and Lee & Gary (2000) reported the microwave observation of a GOES C2.8 flare on 1993 June 3. They further performed calculations of the TPP model. They carried out a systematic investigation by varying the number density and injection timescale as well as the injection pitch-angle distribution, to search for the best parameter set that agreed with their observation. They concluded that the electrons are confined to a narrow range ($|\mu| \leq 0.26$) of pitch angle and are injected into a low-density ($n \sim 4 \times 10^{10}$ cm$^{-3}$) trap region. This number density is much lower than that we assumed in this paper. This may be because we observed a large X-class flare, while they observed a small C-class flare.

Our interpretation of the difference of the spectral indices between the HXRs and microwaves based on the TPP model is subject to the observation that microwaves are emitted at the loop top, whereas HXRs are emitted at the footpoints. Our assumption in the TPP model that the HXR- and microwave-emitting electrons are treated separately is inadequate for a flare that shows, for example, microwaves as well as HXRs at the footpoints. In such a flare, the microwave-emitting electrons are identical to the HXR-emitting ones. This means $x = 0.5$, yielding $\alpha \simeq \gamma$ in equation (18). The footpoint microwave emissions would thus be expected to have almost the same spectral index as the footpoint HXRs. Yokoyama et al. (2002) reported that the footpoint microwave emission has a softer spectral index than the loop-top one by $\sim 2$. Their result is consistent with our interpretation. Simultaneous observations of HXRs and microwaves in a flare showing footpoint HXR and microwave emission would be useful to further explore the validity of our interpretation.

5. CONCLUSIONS

We present a comparative study of the nonthermal emissions of the flare occurring on 2003 May 29 using the RHESSI HXR and Nobeyama microwave observations. We also consider the electron transport model, TPP, to explain the observations.

The 2003 May 29 flare showed two nonthermal HXR sources at the footpoints and a microwave source at the loop top, as observed with RHESSI and NoRH. We interpret this in terms of the TPP model. We present the time profiles of the spectral indices of the higher energy HXRs $\gamma_{HF}(t)$, as well as the lower energy HXRs $\gamma_{LP}(t)$ and microwaves $\alpha_{HP}(t)$. The spectra of microwaves and HXRs imply that the microwave-emitting electrons have a harder energy distribution than the HXR-emitting ones. We find that the time profile of $\gamma_{LP}(t)$ is more similar to that of $\alpha_{HP}(t)$ than to that of $\gamma_{HF}(t)$, and is delayed from that of $\gamma_{LP}(t)$.

We numerically solve the spatially homogeneous Fokker-Planck equation for the TPP model to describe the evolution of electrons. Precipitating electrons have a softer energy distribution than the trapped ones in the weak-diffusion regime. Differences of the injection pitch-angle distribution in particular affect the evolution of the precipitating electrons.

We calculate the microwave and HXR emissions from the calculated trapped electron distribution and precipitation flux for comparison with the observations. The TPP model in the weak-diffusion regime can yield a soft HXR spectrum and a hard microwave spectrum. The calculated difference of the spectral indices between the HXRs and microwaves, $\sim 1.5$, is in agreement with the observations. We further find that a pancake pitch-angle distribution for the injected electrons is better than an isotropic distribution to qualitatively explain the temporal variation of $\gamma_{LP}(t)$. By comparing the model calculation with the observation, we can constrain the pitch-angle distribution of the injected electrons, which is crucially important for understanding the electron acceleration mechanism in solar flares.

Currently, we are improving our treatment of the TPP model to include the spatial inhomogeneity in the Fokker-Planck equation. Using this, a systematic investigation of the best parameter set to explain the observation is in progress, and will be reported in a future work.
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APPENDIX

CALCULATION OF THE GYROSYNCHROTRON EMISSIVITY

A general calculation of the gyrosynchrotron radiation in a magnetized plasma (Ramaty 1969) includes effects such as self-absorption, absorption by ambient plasma, and Razin suppression. These effects significantly contribute at low harmonics (ν/νB ≤ 10, where νB is the electron gyrofrequency) of the gyrosynchrotron radiation. In our current study, however, only the optically thin gyrosynchrotron radiation at high harmonics (10 ≤ ν/νB ≤ 100) from mildly relativistic electrons (Γ ≤ 10) is of interest. Under such limited conditions, there is an useful expression given by Petsirion (1981). We adopt his formula to predict the microwave emission from the Fokker-Planck calculation results. The approximate expression of the gyrosynchrotron emissivity at a frequency ν and a viewing angle θ with respect to the magnetic field, from mildly relativistic electrons with arbitrary energy and pitch-angle distributions, is

\[ f(\nu, \theta, t) = \frac{e^2 \nu_B}{\epsilon} \left( \frac{\nu}{\nu_B \sin^2 \theta} \right) \int_1^{\infty} d\Gamma \int_{-1}^{1} d\mu N(\Gamma - 1, \mu, t) Y(\theta, \Gamma, \mu) Z^2 m(\theta, \Gamma, \mu), \]  

where e is the elementary charge, and

\[ Y = \frac{(\cos \theta - \mu \beta^2)}{(1 - \beta^2)(1 - \beta \mu \cos \theta)^2}, \quad m = \frac{\nu_B}{\nu}(1 - \beta \mu \cos \theta) \]

\[ Z = \frac{\beta \sin \theta(1 - \mu^2)^{1/2}}{1 - \beta \mu \cos \theta}, \quad z = \frac{(1 - \mu^2)^{1/2}}{1 - \beta \mu \cos \theta}. \]  
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