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Abstract. The paper presents a method for solving hydraulic fracture problems accounting for the lag. The method consists in matching the outer (basic) solution neglecting the lag, with the inner (auxiliary) solution of the derived 1D integral equation with conditions, accounting for the lag and asymptotic behavior of the opening and the net-pressure. The method refers to practically important cases, when the influence of the local perturbation, caused by the lag, becomes insignificant at a distance, where the leading plane-state asymptotics near the fracture front is still applicable. The universal asymptotics are used for finding the matching constants of the basic (outer) solution and for formulation of matching condition for the solution of inner (auxiliary) problem. The method is illustrated by the solution of the Spence and Sharp plane-strain problem for a fracture propagating symmetrically from the inlet, where a Newtonian fluid is pumped at a constant rate. It is stated that the method developed for deep fractures may also serve in the intermediate range between deep and shallow fractures.
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1. Introduction

Fluid driven fractures are of significant interest for studying natural geological processes (e.g. Pollard & Johnson 1973; Spence & Turcotte 1985; Lister 1990; Rubin 1995; Roper & Lister 2005), and for various geo-engineering problems (e.g. Penman 1977; Abou-Sayed et al. 1994; Economides & Nolte 2000; Jeffrey & Mills 2000; Murdoch & Slack 2002; Bolson & Cochetti 2003). In view of practical applications to hydraulic fracturing in oil, gas and heat production, there are numerous publications on analytical, approximate and numerical solutions of the problem starting from the pioneering works by Khristianovich and Zheltov (1955), Perkins and Kern (1961), Geertsma and deKlerk (1969), Nordgren (1972), Spence and Sharp (1985). Reviews are given in many papers (e.g. Garagash & Detournay 2000; Adachi & Detournay 2002; Savitski & Detournay 2002; Adachi et al. 2007; Gordeli & Detournay 2011; Garagash, Detournay & Adachi 2011; Linkov 2012; Mishuris et al. 2012; Mitchel et al. 2007; Gordeli & Peirce 2013 and the proceedings of the Conference “Effective and Sustainable Hydraulic Fracturing, HF-2013” (Brisbane, 20-22 May, 2013)).

From the theoretical analysis (e. g. Garagash & Detournay 2000; Garagash 2006), it follows that to have physically consistent picture of the fluid pressure near the fracture contour, there should be a lag between the fluid front and the contour. The published analytical solutions for the lag has referred to asymptotic regimes of either steady propagation of the fracture (Lister 1990; Garagash & Detournay 2000), or the early stage of the propagation (Garagash 2006). The analysis also shows that commonly the lag is several orders of magnitude smaller than a characteristic length of a fracture. The obviously local influence of the lag has justified neglecting it in the most of theoretical studies and computational codes. It would be unreasonable to overcomplicate, say, a code simulating propagation of a hydraulic fracture with a
characteristic side of several meters by including a fine mesh capable to catch effects in a near contour strip with the width of some millimeters. Meanwhile, for shallow fractures, the lag is not thus small (Bunger 2005; Lecampion & Detournay 2007, Gordeli & Detournay 2011; Gordeli & Peirce 2013) and it is accounted for by using uniform meshes on the whole fracture.

The intermediate range between deep fractures, for which the lag is negligibly small, and shallow fractures, for which it is significant, has not been addressed to the date. It looks of value, from both the scientific and practical points of view, to have a means to cover this range. There are also other engineering questions regarding the influence of the lag to be addressed. At the conference HF-2013 the possibility to change the fracture toughness of wetted rock by proper control of the lag was discussed. The local effects become also of practical significance when evaluating the influence of proppant bridging, rock inhomogeneities, intersection with natural flaws, evaporation and pore fluid flow near a fracture contour. Thus, besides the scientific significance of studying the zone of local perturbation, comprehensively explained in the paper by Garagash & Detournay (2000), there are engineering problems, which require accounting for the local perturbations caused by the lag when it is moderately or even arbitrary small. Having a general solution for the perturbed zone, we may extend it to the intermediate range of depths.

The regular way to obtain the needed general solution consists in combining an outer (basic) solution, neglecting a small lag, with an asymptotic inner (auxiliary) solution for steady propagation with the speed defined by the outer solution. The concluding remark of the paper by Garagash & Detournay (2000) mention this option. Still, to the best of our knowledge, it has not been employed so far.

The objective of the present paper is to develop a method which provides the needed matching of the outer (basic) solution and the inner solution of a properly formulated auxiliary problem. We suggest such a method and formulate the condition under which it is applicable. The basic solution is found by conventional methods neglecting the lag. Comparing it with the universal asymptotic solution provides two matching parameters: the matching distance $r_m$ and the net pressure at the matching point. The auxiliary problem corresponds to the propagation of a semi-infinite fracture with the speed equal to that found from the basic solution at a considered point and time. It is formulated for an arbitrary power-law fluid and power-law leak-off. The comparison of its solution with the universal asymptotic solution provides the minimal distance $r_a$, at which the local perturbation, caused by the lag, may be neglected. It appears that the matching is possible when $r_a$ is less than $r_m$. Then combing the basic and inner solutions provides the complete solution accounting for the lag. The method is illustrated by considering the Spence and Sharp (1985) plane-strain problem for a fracture propagating symmetrically from the inlet, where a Newtonian fluid is pumped at a constant rate. It is stated that the method developed for deep fractures may also serve in the intermediate range between deep and shallow fractures.

2. Problem formulation

Consider a fracture with the surface $S$ and the contour $L$, propagating in the 3D space. The fracture is driven by a fluid with the viscosity law of power-type:

\[ \tau = My^n, \]  

(2.1)
where $\tau$ is the shear stress, $\dot{\gamma}$ is the doubled shear strain rate, $M$ is the consistency index, $n$ is the behavior index (for thinning fluids, commonly used in hydraulic fracturing, $0 < n < 1$; for a Newtonian fluid $n = 1$; for a perfectly plastic fluid $n = 0$).

As known (e.g. Spence & Sharp 1985; Garagash & Detournay 2000; Adachi & Detournay 2002; Savitski & Detournay 2002; Adachi et al. 2007; Peirce & Detournay 2008), the system of partial differential equations for the fluid consists of the mass conservation (continuity) equation, which for incompressible fluid reads:

$$\frac{\partial w}{\partial t} + \text{div}(w \mathbf{v}) + q_l = 0,$$  \hspace{1cm} (2.2)

and the Poiseuille type equation for fluid flow in a narrow channel, which for the power viscosity law (2.1) is:

$$\mathbf{v} = -\left(\frac{1}{\mu} w^{n+1}\right)^{\frac{1}{n}} |\text{grad} p|^{\frac{n-1}{n}} \text{grad} p.$$  \hspace{1cm} (2.3)

In equations (2.2) and (2.3), $w$ is the fracture opening, $\mathbf{v}$ is the vector of the in-plane particle velocity, $p$ is the pressure, $\mu' = 2 \left[\frac{2(2n+1)}{n}\right]^n M$, $q_l$ is the prescribed intensity of distributed sources or sinks of fluid (usually $q_l$ is positive and accounts for leak-off of a fluid into rock formation). For certainty, we shall assume that leak-off is described by the power-type dependence

$$q_l = 2C_l(t - t_*)^{-\beta_l}, \hspace{1cm} 0 \leq \beta_l < 1,$$  \hspace{1cm} (2.4)

where $C_l$ and $\beta_l$ are known constants, $t_*$ is the time instant when the fluid front reaches a considered point. For the Carter’s leak-off, $\beta_l = 0.5$; for impermeable rock, $C_l = 0$. Divergence in (2.2), gradient in (2.3) and the vector $\mathbf{v}$ in these equations are defined in the plane tangent to the fracture surface at a considered point.

The derivation of the continuity equation (2.1) from the Reynolds transport theorem (e.g. Crowe et al. 2009) employs the fact that for a continuous media, the speed $v_*$ of the front propagation equals the component $v_n$ of the particle velocity normal to the front. This expresses the fundamental speed equation (SE) [Kemp 1990, Linkov 2011, 2012]:

$$v_n = v_* = \frac{dx_*}{dt}$$  \hspace{1cm} (2.5)

at each point $x_*$ of a moving fluid front.

In hydraulic fracture problems, the opening $w$ depends on the fluid pressure $p$ in a fracture, fracture geometry, rock stiffness and stresses $\sigma_{ij0}$ in host rock. In the commonly considered case of elastic rock, the dependence is of the form:

$$Aw = p(x, t) - \sigma_0(x), \hspace{1cm} x \in S,$$  \hspace{1cm} (2.6)

where $A$ is a linear integral operator, $\sigma_0(x)$ is the normal component of traction induced by the field $\sigma_{ij0}$ at a given point $x$ of the fracture surface $S$. The integral equation (2.6) is solved under the condition of zero opening at points of the fracture contour $L$, which in general does not coincide with the fluid front $L_f$:
To let the fracture propagate, a fracture condition is imposed at the points of the crack contour $L$. Usually, the condition of linear fracture mechanics is used (see, e.g. Rice 1968):

$$K_I = K_{IC},$$

(2.8)

where $K_I$ is the normal stress intensity factor (SIF) at a given point of the contour, $K_{IC}$ is its critical value defined by the strength of rock.

At points of the fluid surface $S_f$, equations (2.2), (2.3) and (2.6) define the opening $w$ and the pressure $p$. Meanwhile, at the lag zone between the contours $L$ and $L_f$, the boundary conditions (BC) are to be specified. They may account for various factors such as evaporation, or the pore pressure in host rock. For certainty, we assume the condition of zero traction on the lag surface:

$$p(x, t) = 0, \quad x \in S \cap S_f.$$  

(2.9)

By continuity, the BC (2.9) on the lag surface defines also the BC for the fluid equations at points of the fluid front:

$$p(x_*, t) = 0, \quad x_* \in L_f.$$  

(2.10)

The problem also requires initial conditions (IC) since the PDF (2.2) contains the first temporal derivative of the opening, while the SE (2.5) involves the temporal derivative of the position of the fluid front. Therefore, we need to prescribe the initial opening $w_0(x)$ and the initial position $x_{*0}$ of the fluid front at the initial time $t_0$:

$$w(x, t_0) = w_0(x), \quad x \in S_{f0},$$  

(2.11)

$$x_*(t_0) = x_{*0}, \quad x_{*0} \in L_{f0}.$$  

(2.12)

with the initial fluid surface $S_{f0}$ having the contour $L_{f0}$.

The mathematical problem consists of solving the lubrication equations (2.2), (2.3) together with the elasticity equation (2.6) under the IC (2.11), (2.12) and the BC (2.10) for the fluid, the BC (2.7), (2.9) for the lag tip and lag surface and the condition (2.8), defining the size of the lag. The SE (2.5) with $v_s$ defined by (2.3) at the fluid front, serves to trace the changes of the front position in time. We need to find the opening and pressure distribution in both the fluid and lag regions, the position of the fluid front and the lag as functions of time for $t > t_0$.

In many cases, the in-situ traction $\sigma_0$ on the fracture surface is constant or its change is negligible on the scale of the lag-zone. In these cases, it is convenient to use the net-pressure $p_{net} = p - \sigma_0$ instead of the physical pressure $p$. Then the elasticity equation (2.6) and the BC (2.9), (2.10) become, respectively,

$$Aw = p_{net}(x, t), \quad x \in S,$$  

(2.13)

$$p_{net}(x, t) = -\sigma_0, \quad x \in S \cap S_f,$$  

(2.14)
From now on, we shall use the net-pressure only. To simplify notation, we shall omit the subscript ‘net’ when using the equations (2.13) – (2.15).

3. Complete and basic solutions in near-edge zone. Asymptotic umbrella. Matching constants

We shall call the solution of the problem, formulated in the previous section and accounting for the lag, the complete solution. Consider now the simplified basic (outer) problem, in which the lag is neglected. We call this problem outer or basic problem, and values referring to it are supplied with the subscript \( b \). In the basic problem, the fluid front \( L_f \) coincides with the fracture contour \( L \), so that there is no need to satisfy the BC (2.14), (2.15). It is assumed that the solution \( w_b, p_b \) of the basic problem is found analytically or numerically.

3.1. Equations in a near-edge zone. Both the complete solution \( w, p \) and the basic solution \( w_b, p_b \) meet conditions of plane state for the elasticity in a sufficiently thin strip near the fracture contour (see, e.g. Peirce & Detournay 2008, Appendix B1). The basic solution meets also plane-state fluid equations in a narrow strip (see, e.g. Peirce & Detournay 2008, Linkov 2011, 2012). If the lag is small enough, the plane-state fluid equations are met in the strip for the complete solution, as well. Suppose that it is the case and that at a considered point of the fracture contour, the plane state conditions are met at the distance \( r_m \) from the point. In further discussion, the distance \( r_m \) will be associated with the matching distance.

Under these assumptions, in the vicinity of the considered point, the elasticity equation (2.13), continuity equation (2.2) and movement equation (2.3) take forms similar for both complete and basic solutions:

\[
p(r) = A_R w + \frac{E_t}{4\pi} \int_0^{r_m} \frac{dw}{d\xi} \frac{d\xi}{r-\xi}, \quad p_b(r) = A_R w_b + \frac{E_t}{4\pi} \int_0^{r_m} \frac{dw_b}{d\xi} \frac{d\xi}{r-\xi}, \quad 0 \leq r \leq r_m, \quad (3.1)
\]

\[
\frac{\partial w}{\partial t} + \frac{\partial}{\partial r} [(v_* - v)w] + q_l = 0, \quad \frac{\partial w_b}{\partial t} + \frac{\partial}{\partial r} [(v_* - v_b)w_b] + q_l = 0, \quad 0 \leq r \leq r_m, \quad (3.2)
\]

\[
v = \left( \frac{1}{\mu} \right)^{n+1} \frac{dp}{dr}, \quad v_b = \left( \frac{1}{\mu} \right)^{n+1} \frac{dp_b}{dr}, \quad 0 \leq r \leq r_m, \quad (3.3)
\]

where \( A_R \) is the part of the additive operator \( A \) outside a vicinity of the point, \( E' = \frac{E}{1-\nu^2} \), \( E \) is the elasticity modulus, \( \nu \) is the Poisson ratio.

In the second of (3.2), it is assumed that the basic solution provides the propagation speed \( v_* \) to an acceptable accuracy. Suppose that at the distance \( r_m \) the influence of local perturbation, caused by the lag, is small enough so that the basic solution at this distance equals the actual solution to the acceptable accuracy, as well. Then by subtracting the second of (3.1) from the first we obtain:

\[
p(r) = \begin{cases} p_b(r) + \frac{E'}{4\pi} \int_0^{r_m} \left( \frac{dw}{d\xi} - \frac{dw_b}{d\xi} \right) \frac{d\xi}{r-\xi}, & 0 \leq r \leq r_m, \\ p_b(r), & r \geq r_m. \end{cases} \quad (3.4)
\]

In view of continuity of the actual pressure \( p(r) \) at \( r = r_m \), equation (3.4) implies:
\[ \int_0^{r_m} \left( \frac{dw}{d\xi} - \frac{dw_h}{d\xi} \right) \frac{d\xi}{r-\xi} = 0, \quad r = r_m. \tag{3.5} \]

Equation (3.5) is obtained from the assumption that the influence of local perturbation in the close vicinity of the fracture tip, caused by the lag, becomes negligibly (to an accepted accuracy) small at the distance \( r_m \). Therefore, the same equality also holds for \( r \geq r_m \). Thus we arrive at the approximate equation:

\[ \int_0^{r_m} \left( \frac{dw}{d\xi} - \frac{dw_h}{d\xi} \right) \frac{d\xi}{r-\xi} = 0, \quad r \geq r_m. \tag{3.6} \]

The continuity equations (3.2) yield simplifications, as well. It can be expected, and posterior analysis of the basic solution may serve to verify it, that the convective terms dominate the time derivative within the interval \( 0 \leq r \leq r_m \) (cf. Appendix B.2 of the paper by Peirce and Detournay 2008). Then neglecting the time derivative in (3.2) and integrating from the fluid front \( r = \lambda \), we obtain:

\[ v = v_* + \frac{1}{w(r)} \int_0^r q_t dr, \quad v_b = v_* + \frac{1}{w_h(r)} \int_0^r q_t dr, \quad 0 \leq r \leq r_m. \tag{3.7} \]

The integration in the second of (3.7) it is performed from zero, since the basic solution corresponds to zero lag. The leak-off term \( q_t \) is now a function of the distance \( r - \lambda \) from the front because \( t - t_* = (r - \lambda) / v_* \) (for the basic solution, \( \lambda = 0 \)). Thus, for the power-type leak-off term (2.5), we have:

\[ q_t = 2C_t v_*^{\beta t} (r - \lambda)^{-\beta_t}, \quad 0 \leq \beta_t < 1. \tag{3.8} \]

Substitution (3.8) into (3.7) and integration yields the forms of the continuity equation near the fracture contour:

\[ v_* = v(r) - \frac{2C_t v_*^{\beta t}}{1-\beta_t} \frac{(r-\lambda)^{-1-\beta_t}}{w(r)} , \quad v_* = v_b(r) - \frac{2C_t v_*^{\beta t}}{1-\beta_t} \frac{r^{1-\beta_t}}{w_h(r)} , \quad 0 \leq r \leq r_m. \tag{3.9} \]

The equations (3.9) correspond to the steady propagation of a fracture front with the speed \( v_* \). The size \( r_m \) of their applicability may be established in numerical experiments when finding the basic solution.

3.2. Asymptotic umbrella. Universal asymptotic solution. Further simplification involves the assumption that the interval \( 0 \leq r \leq r_m \) is under the “asymptotic umbrella”. The latter term is incidentally used in the paper by Peirce and Detournay (2008). We adopt it because it nicely suits for the discussion of analytical and computational benefits provided by the asymptotics of the solution. The term means that in the considered near-edge zone, the opening is given by the universal asymptotics \( w_u(r) \). As shown in the paper by the author (Linkov 2014), when neglecting the lag, the universal asymptotics may be approximated by the almost monomial equation:

\[ w_u(r) = A_w(v_*) r^\alpha, \quad 0 \leq r < \infty, \tag{3.10} \]

where \( A_w \) is the intensity factor, \( \alpha \) is the exponent, characterizing asymptotics. The explicit formulae for \( A_w \) and \( \alpha \), derived in the cited paper, are reproduced in Appendix. Remarkably, apart from the prescribed properties of the fluid and embedding rock, the both quantities depend merely on the local fracture
propagation speed. Moreover, both the intensity factor and the exponent are actually constant in wide ranges of the propagation regimes.

In this study, we are interested in distances far enough from the zone of perturbation caused by the lag. Outside the perturbation zone, we may assume that \( A_w \) and \( \alpha \) are constant up to the distance \( r_m \). Then the dependence (3.10) is monomial and the corresponding pressure is (e.g. Spence & Sharp 1985; Garagash et al. 2011):

\[
p_a(r) = -A_w(v_*)B(\alpha)E'r^{-\alpha-1}, \quad 0 \leq r < \infty, \tag{3.11}
\]

where

\[
B(\alpha) = \frac{\alpha}{4} \cot[\pi(1 - \alpha)]. \tag{3.12}
\]

The pair of functions \( w_a(r) \) and \( p_a(r) \), defined respectively by (3.10) and (3.11), identically satisfy the plane elasticity equation for a semi-infinite crack:

\[
p_a(r) = \frac{E'}{4\pi} \int_0^\infty \frac{d\omega_a}{d\xi} \frac{d\xi}{r-\xi}, \quad 0 \leq r < \infty. \tag{3.13}
\]

The assumption that the basic solution is under the asymptotic umbrella is expressed by equation:

\[
w_b(r) = w_a(r) = A_w(v_*)r^\alpha, \quad 0 \leq r \leq r_m. \tag{3.14}
\]

Then from the plane elasticity theory (Muskhelishvili, 1975) and the theory of singular integrals (Muskhelishvili, 1953), it follows that the basic net-pressure, corresponding to the basic opening (3.14), is of the form:

\[
p_b(r) = p_a(r) + C_m, \quad 0 \leq r \leq r_m, \tag{3.15}
\]

where \( C_m \) is the constant equal to the difference between the basic pressure at the distance \( r_m \) and the asymptotic pressure \( p_a \) at this distance:

\[
C_m = p_b(r_m) - p_a(r_m). \tag{3.16}
\]

Since it has been assumed that for \( r \geq r_m \), the basic pressure represents the pressure defined by the complete solution, one can also change \( p_b(r_m) \) to \( p(r_m) \) on the r. h. s. of (3.16).

3.3. **Matching constants.** We have known both the basic \( w_b(r) \), \( p_b(r) \) and asymptotic \( w_a(r) \), \( p_a(r) \) solutions. An analysis of the basic opening \( w_b(r) \) provides us with the maximal distance \( r_m \), at which \( w_b(r) \) can be approximated by the monomial asymptotics (3.14). Then equation (3.16) defines the constant \( C_m \). Thus \( r_m \) and \( C_m \) are known matching constants, which serve us to match the basic (outer) solution with the inner solution to be found in the next section.

When \( r_m \to 0 \), the constant \( C_m \) presents the next (finite) term in the asymptotic expansion of the basic net-pressure. Thus, if having an analytical formula for \( p_b(r) \), the limit value of the constant may be found analytically. Such a case is considered in Section 6. Then comparison of the analytical opening \( w_b(r) \)
with that given by (3.10) provides an estimation of the accuracy of the asymptotic representation (3.14) in the range \(0 \leq r \leq r_m\) for various \(r_m\). This estimation is also given in Section 6. In the case, when the basic solution \(p_b(r)\) is found numerically, say by the explicit (Sethian 1990), or implicit (Peirce & Detournay 2008) level set method, the estimation of \(r_m\) and the accuracy may be obtained by comparison of the found basic opening with the asymptotic opening (3.10) at nodal points with increasing distance from the fracture contour.

4. Auxiliary problem. Inner solution. Matching condition

4.1. Auxiliary elasticity equation. Turn to formulation of the auxiliary (inner) problem. Substitution of (3.14) and (3.15) into the upper line of (3.4) yields:

\[
p(r) = C_m + p_a(r) + \frac{E'}{4\pi} \int_0^{r_m} \left( \frac{dw}{d\xi} - \frac{dw_a}{d\xi} \right) \frac{d\xi}{r - \xi}, \quad 0 \leq r \leq r_m. \tag{4.1}
\]

We continuously extend the actual opening \(w(r)\) from the strip \(0 \leq r \leq r_m\) to the semi-infinite interval \(r \geq r_m\) by introducing the auxiliary (inner) opening \(w_i(r)\) defined as:

\[
w_i(r) = \begin{cases} w(r), & 0 \leq r \leq r_m \\ w_a(r), & r \geq r_m \end{cases} \tag{4.2}
\]

The continuity of \(w_i(r)\) at \(r = r_m\) follows from the equations \(w(r_m) = w_b(r_m) = w_a(r_m)\), assumed to be met to an accepted accuracy.

Since by the definition (4.2), \(w_i(r) - w_a(r) = 0\) for \(r \geq r_m\), we have for the integral on the r. h. s. of (4.1):

\[
\int_0^{r_m} \left( \frac{dw}{d\xi} - \frac{dw_a}{d\xi} \right) \frac{d\xi}{r - \xi} = \int_0^{\infty} \left( \frac{dw_i}{d\xi} - \frac{dw_a}{d\xi} \right) \frac{d\xi}{r - \xi}, \quad 0 \leq r \leq r_m. \tag{4.3}
\]

Using (4.3) in (4.1) and taking into account the identity (3.13), we obtain:

\[
p(r) - C_m = \frac{E'}{4\pi} \int_0^{\infty} \frac{dw_i}{d\xi} \frac{d\xi}{r - \xi}, \quad 0 \leq r \leq r_m. \tag{4.4}
\]

Consider the integral on the r. h. s. of (4.4) for \(r \geq r_m\). We have by successive using (4.2), (3.6) and (3.14):

\[
\int_0^{\infty} \frac{dw_i}{d\xi} \frac{d\xi}{r - \xi} = \int_0^{r_m} \frac{dw}{d\xi} \frac{d\xi}{r - \xi} + \int_0^{\infty} \frac{dw_a}{d\xi} \frac{d\xi}{r - \xi} = \int_0^{r_m} \frac{dw_b}{d\xi} \frac{d\xi}{r - \xi} + \int_0^{r_m} \frac{dw_a}{d\xi} \frac{d\xi}{r - \xi} = \int_0^{\infty} \frac{dw_a}{d\xi} \frac{d\xi}{r - \xi}.
\]

In view of the identity (3.13), this yields:

\[
\frac{E'}{4\pi} \int_0^{\infty} \frac{dw_i}{d\xi} \frac{d\xi}{r - \xi} = p_a(r), \quad r \geq r_m. \tag{4.5}
\]

Combining (4.4) and (4.5) we obtain the auxiliary elasticity equation on the entire half-axis \(r \geq 0\):

\[
\frac{E'}{4\pi} \int_0^{\infty} \frac{dw_i}{d\xi} \frac{d\xi}{r - \xi} = p_i(r), \quad 0 \leq r < \infty, \tag{4.6}
\]
where the inner pressure \( p_i(r) \) is defined on the entire half-axis \( r \geq 0 \) as:

\[
p_i(r) = \begin{cases} p(r) - C_m, & 0 \leq r \leq r_m \\ p_a(r), & r \geq r_m \end{cases}.
\] (4.7)

The inner pressure \( p_i(r) \) is continuous at the point \( r_m \) by the definition (3.16) of the matching constant \( C_m \) and by the assumption \( p(r_m) = p_a(r_m) \).

4.2. Auxiliary fluid equation and conditions in lag-zone. In view of (4.2) and (4.7), for \( 0 \leq r \leq r_m \), the auxiliary elasticity equation (4.6) involves as unknowns the actual net pressure \( p(r) \) and the actual opening \( w(r) \). For them we have the additional dependences, given by the first equations in (3.3) and (3.7) in the region of fluid flow, the boundary conditions (2.14) and (2.15) at the lag area, and the fracture condition (2.8), which defines the lag \( \lambda \). For convenience, we re-write them in terms of the auxiliary quantities as:

\[
\begin{align*}
\left( \frac{1}{\mu} W_i^{n+1} \frac{dp_i}{dr} \right)^{\frac{1}{n}} &= v_* + \frac{2C_i r^{\beta_i (r-\lambda)^{1-\beta_i}}}{w(r) (1-\beta_i)}, & \lambda \leq r \leq r_m, \\
p_i(r) &= -(\sigma_0 + C_m), & 0 \leq r \leq \lambda, \\
w_i(r) &= \sqrt{\frac{2}{\pi E_i}} K_{tc} r^{\frac{1}{2}} + O \left( r^\frac{3}{2} \right).
\end{align*}
\] (4.8) (4.9) (4.10)

From the elasticity theory (see, e. g. Muskhelishvili 1975) it follows that it is impossible to simultaneously prescribe both the displacements and the tractions at any part of the boundary. Meanwhile, according to the second lines in (4.2) and (4.7), both the auxiliary opening \( w_i(r) \) and the auxiliary pressure \( p_i(r) \) are assumed prescribed for \( r > r_m \). This is the consequence of writing the symbols of exact equality in equations involving the assumption that the complete and basic solutions practically coincide for \( r \geq r_m \).

We remove the artificial, in essence, difficulty and simplify the problem by extending the upper boundary of the interval for equation (4.8) to infinity:

\[
\begin{align*}
\left( \frac{1}{\mu} W_i^{n+1} \frac{dp_i}{dr} \right)^{\frac{1}{n}} &= v_* + \frac{2C_i r^{\beta_i (r-\lambda)^{1-\beta_i}}}{w(r) (1-\beta_i)}, & \lambda \leq r < \infty.
\end{align*}
\] (4.11)

This excludes the distance \( r_m \), the asymptotic opening \( w_a(r) \) and the asymptotic pressure \( p_a(r) \) from the formulation of the auxiliary (inner) problem (4.6), (4.9) - (4.11). The asymptotics \( w_a(r) \) is used after solving the auxiliary problem to verify the possibility to change the finite interval in (4.8)to the semi-infinite interval in (4.11). It serves to formulate the matching condition.

4.3. Auxiliary system in normalized variables. The auxiliary problem (4.6), (4.9) - (4.11) corresponds to the steady propagation of a semi-infinite hydraulic fracture with the speed \( v_* \) and the lag \( \lambda \) in host rock with the normal pressure \( \sigma_0 = \sigma_0 + C_m \). The problem looks mathematically consistent. In the particular case of a Newtonian fluid \( (n = 1) \) and viscosity dominated regime \( (C_i = 0) \), its solution has been given by Garagash and Detournay (2000). The only difference is that since the matching problem was beyond the scope of these authors, they did not include the matching constant \( C_m \) in the r. h. s. of the boundary
condition (4.9). This difference, although crucial for the method developed, is insignificant in the computational sense when solving the auxiliary system.

It is convenient to reformulate the problem by using dimensionless variables and parameters:

\[
\xi = \frac{r}{L_{\mu}}, \quad \Omega_i = \frac{w_{\text{aux}}}{L_{\mu} \epsilon}, \quad \Pi_i = \frac{p_{\text{aux}}}{\sigma_0}, \quad k = \left( \frac{L_k}{L_{\mu}} \right)^{1/2}, \quad \epsilon = \frac{\sigma_0}{E_{\tau}}, \quad \psi = \frac{2C_i}{\varepsilon L_{\mu} \nu_{\tau}^{\beta_l(1-\beta_l)}},
\]

\[
L_{\mu} = \left( \frac{E_{\tau}}{\sigma_0} \right)^{n+2} t_n v_*, \quad L_k = \frac{32}{\pi} \left( \frac{K_{\text{fr}}}{\sigma_0} \right)^2, \quad \sigma_0' = \sigma_0 + C_m, \quad t_n = \left( \frac{E_{\tau}}{E_{\text{f}}} \right)^{\frac{1}{n}}.
\] (4.12)

Then the auxiliary problem becomes:

\[
\frac{1}{4\pi} \int_0^\infty \frac{d\Omega_i}{d\eta} \frac{d\eta}{\xi - \eta} = \Pi_i(\xi), \quad 0 \leq \xi < \infty, \quad (4.13)
\]

\[
\left( \Omega_i \frac{d\Pi_i}{d\xi} \right)^{\frac{1}{n}} = 1 + \psi \frac{(\xi - \Lambda)^{1-\beta_l}}{\Omega_i(\xi)}, \quad \Lambda \leq \xi < \infty, \quad (4.14)
\]

\[
\Pi_i = -1, \quad 0 \leq \xi \leq \Lambda, \quad (4.15)
\]

\[
\Omega_i(\xi) = k \xi^{\frac{1}{2}} + O \left( \xi^{\frac{3}{2}} \right), \quad \xi \to 0. \quad (4.16)
\]

The normalized lag \( \Lambda \) is unknown and it is found from the condition (4.16). As noted by Garagash and Detournay (2000), to avoid iterations in \( \Lambda \), when satisfying this condition, it is reasonable to prescribe \( \Lambda \) and to find the corresponding \( k \). In general, when leak-off is not neglected, the problem (4.13) - (4.16) contains three parameters: \( k, \beta_l \) and \( \psi \). For non-zero leak-off \( (\psi \neq 0) \), the parameter \( \psi \) may be excluded by re-normalizing variables (see Appendix). In the case of zero leak-off \( (\psi = 0) \), there is the only parameter \( k \).

For zero value of the lag \( (\Lambda = 0) \), the system turns into the universal system \( (A1) - (A3) \), considered in Appendix. It corresponds to the problem of steady (with the speed \( v_\ast \) ) propagation of a semi-infinite fracture driven by a power-law fluid with power-law leak-off when the fluid front coincides with the fracture tip. In this case, the boundary condition on the lag surface drops out from the system, and the normalizing value of \( \sigma_0' \), used in (4.12), may be taken as \( E' \). Then \( L_{\mu} = t_n v_\ast \). With these normalizing values, the universal almost monomial asymptotic solution is given in Appendix.

4.4. Matching condition. The influence of the local perturbation, caused by the lag, may be evaluated by the comparison of the solution of the auxiliary (inner) problem (4.13) - (4.16) accounting for the lag, with the universal solution of the analogous problem \( (A1) - (A3) \) neglecting the lag. The comparison provides the minimal normalized distance \( \xi_a \), at which the basic solution agrees with the inner solution to an accepted accuracy. (Naturally, the asymptotic solution should be renormalized to the same variables, which are used in (4.13) - (4.16)). When having \( \xi_a \), the corresponding dimensional value \( r_a = \xi_a L_{\mu} \) gives the minimal distance, at which the auxiliary opening \( w_i(r) \) agrees (to the accepted accuracy) with the assumed universal asymptotics (3.10) of the basic opening \( w_b(r) \). In contrast with the matching distance
$r_m$, defined by the outer (basic) solution, the distance $r_a$ is defined by the inner solution, while in each of the cases, the universal asymptotic solution serves for the comparison.

Clearly, the matching of the basic and inner solutions is possible only when

$$r_m \geq r_a.$$ (4.17)

The inequality (4.17) presents the matching condition. It is to be verified after solving the auxiliary problem. Matching to the accepted accuracy is impossible if the condition (4.17) is not satisfied. In such cases, it might be reasonable to decrease the accepted level of accuracy.

5. Complete solution

When the condition (4.17) is fulfilled, the complete solution, accounting for the lag, is:

$$w(r) = \begin{cases} w_b(r) & r \geq r_m \\ w_i(r) & 0 \leq r \leq r_m \end{cases}, \quad p(r) = \begin{cases} p_b(r) & r \geq r_m \\ p_i(r) + C_m & 0 \leq r \leq r_m \end{cases}.$$ (5.1)

The length of the lag $\lambda$ is known from the inner solution.

Summarizing, the method accounting for the lag comprises of the next steps.

I. The basic solution $w_b(r)$, $p_b(r)$ to a problem for a hydraulic fracture, propagating, in general, in 3D, is found neglecting the lag. When finding it numerically for a small lag, the size of a spatial grid may be notably greater than the lag zone. Meanwhile it should be less than distance from the fracture contour covered by the asymptotic umbrella. The solution provides also the fracture propagation speed $v_*$ at points of the fracture front. For a considered point at a considered time, the speed $v_*$ defines the universal asymptotic opening $w_a(r)$ and the corresponding asymptotic pressure $p_a(r)$. They are employed to evaluate (i) the maximal matching distance $r_m$, at which the asymptotics $w_a(r)$ is yet applicable to an accepted accuracy, and (ii) the matching pressure constant $C_m = p_b(r_m) - p_a(r_m)$ at the matching distance. The universal asymptotics is found by using equations given in Appendix.

II. The 1D auxiliary problem (4.13) - (4.16) at the half-axis $[0, \infty)$ is solved numerically with the normalizing values defined by (4.12), where the propagation speed $v_*$ and the normalizing pressure $\sigma_0' = \sigma_0 + C_m$ are known from the basic solution. The solution defines the normalized lag $\Lambda$, the normalized inner opening $\Omega_i(\xi)$ and the normalized auxiliary pressure $P_i(\xi)$. It also defines the normalized minimal distance $\xi_a$, at which the inner opening $\Omega_i(\xi)$ practically coincides with similarly normalized asymptotic opening $\Omega_a(\xi)$. The definitions of the normalized values (4.12) provide the corresponding dimensional lag $\lambda$, the inner opening $w_i$, the auxiliary pressure $p_i$ and the dimensional minimal matching distance $r_a$.

III. The matching condition $r_m \geq r_a$ is checked. If it is met, the matching is justified. Otherwise, matching is impossible. Then it might be reasonable to decrease the level of accepted accuracy.

IV. When the matching condition is met, the solution of the problem accounting for the lag, is found by using the basic and auxiliary solutions in (5.1).
6. Example: solution of Spence & Sharp problem accounting for the lag

Apply the method developed to the problem by Spence & Sharp (1985). We shall account for the lag. The problem consists in finding the pressure and the opening as functions of the time \( t \) and the spatial coordinate \( x \) under the conditions of plane-strain and plane flow in the plane \((x, y)\) orthogonal to the fluid front \( |x| = x_* \) and the fracture contour \( |x| = x_0 \); thus the lag is \( \lambda = x_0 - x_* \). The fluid is Newtonian \((n = 1)\) with the dynamic viscosity \( M = \mu \) \((\mu' = 12\mu)\). The host rock has the Young modulus \( E \) and the Poisson ratio \( \nu \left( E' = \frac{E}{1-\nu^2} \right) \). The formation is assumed impermeable \((C_i = 0)\). The injection rate at the inlet \( x = 0 \) per unit length is \( Q_0 \). The fracture propagates symmetrically about the origin. In the considered problem, the fluid equations (2.2), (2.3) and the elasticity equation (2.6) are, respectively:

\[
\frac{\partial w}{\partial t} + \frac{\partial (wv)}{\partial x} = 0, \quad |x| \leq x_*, \tag{6.1}
\]

\[
v = -\frac{w^2}{\mu'} \frac{\partial p}{\partial x}, \quad |x| \leq x_*, \tag{6.2}
\]

\[
p(x) = -\frac{E't}{4} \int_{-x_0}^{x_0} \frac{dw}{d\xi} \frac{d\xi}{x - \xi}, \quad |x| \leq x_0. \tag{6.3}
\]

(Recall that we have agreed to denote \( p(x) \) the net-pressure). The BC at the inlet is:

\[
(wv)^+ = -(wv)^- = \frac{Q_0}{2}, \quad x = 0. \tag{6.4}
\]

At the fracture contour, the condition of zero opening (2.7) becomes:

\[
w(|x_0|, t) = 0. \tag{6.5}
\]

At the fracture tip, the condition (2.8) is met. In the form (4.10) it reads (see, e. g. Rice 1968):

\[
w(r) = \frac{\sqrt{2}}{\sqrt{\pi}} K_{IC} r^\frac{1}{2} + O \left(r^\frac{3}{2}\right), \tag{6.6}
\]

where \( r = x_0 - |x| \).

At the lag, the BC (2.14), (2.15) become:

\[
p(x, t) = -\sigma_0, \quad x_* \leq |x| \leq x_0. \tag{6.7}
\]

The propagation of the fluid front is controlled by the speed equation (2.5), which now reads:

\[
\nu_* = \frac{dx_*}{dt} = -\frac{w^2}{\mu'} \left. \frac{\partial p}{\partial x} \right|_{|x| = x_*}. \tag{6.8}
\]

The IC (2.11), (2.12) at the initial time \( t_0 = 0 \) are, respectively:

\[
w(x, 0) = 0, \tag{6.9}
\]
\[ x_*(0) = x_0(0) = 0. \]  

(6.10)

We need to solve the system of equations (6.1) – (6.3) under the BC (6.4) – (6.7), the SE (6.8) and the IC (6.9), (6.10). In accordance with the method suggested, we shall match the basic solution with the solution of the auxiliary problem.

**Step I. Solution of the basic (outer) problem.** The basic solution corresponds to neglecting the lag \( (\lambda = 0) \) and fracture toughness \( (K_{lc} = 0) \). Then in (6.1), (6.2) and (6.8) we have \( x_* = x_0 \), while equation (6.7) drops out from the system. The solution was found by Adachi and Detournay (2002) numerically and in the paper by the author (Linkov 2012) analytically. For our purpose, it is convenient to use the analytical solution. The solution is self-similar in the variables \( \zeta, \xi, \psi(\zeta), P(\zeta), V(\zeta), V_* \), connected with the physical quantities by equations:

\[
\zeta = x/x_*, x_* = x_n\xi_*(t/t_n)^{2/3}, w_b = w_n\xi_*(t/t_n)^{1/3}\psi(\zeta), p_b = E'(t/t_n)^{-1/3}P(\zeta),
\]

(6.11)

\[
v_b = v_n\xi_*(t/t_n)^{-1/3}V(\zeta), v_* = \frac{2}{3}v_n\xi_*(t/t_n)^{-1/3},
\]

where the normalizing quantities are defined as: \( t_n = \mu'/E' \), \( x_n = w_n(Q_0 t_n)^{1/2} \), \( v_n = Q_0/w_n \). The solution is (Linkov 2012): \( \xi_* = 0.6157 \), \( V(1) = 2/3 \), \( \psi(\zeta) = 2.7494(1-\zeta)^{2/3}[1-0.3040(1-\zeta)^{-0.0231(1-\zeta)^2}] \), \( P(\zeta) = -0.2188[P_0(\zeta)-0.4965P_1(\zeta)+0.06031P_2(\zeta)]+0.0625(2-\pi\zeta) \), \( V(\zeta) = \frac{2}{3}[1-0.1(1-\zeta)+0.1026(1-\zeta)^2] \), where \( P_0(\zeta) = J_0(1-\zeta)+J_0(1+\zeta) \), \( P_1(\zeta) = J_1(1-\zeta)+J_1(1+\zeta) \), \( P_2(\zeta) = J_2(1-\zeta)+J_2(1+\zeta) \) with \( J_0(z) = 2/3z^{-1/3}f(z)-1/(1-z) \), \( J_1(z) = S_0(z)+zJ_0(z) \), \( J_2(z) = S_1(z)+zJ_1(z) \), \( S_0(z) = 3/2+z^{2/3}f(z) \), \( S_1(z) = 3/5+zS_0(z) \), \( f(z) = \ln|1-z|/3|+z^{1/3}+z^{2/3}|+\sqrt{3}(-\pi/6+\text{atan}(1+2z^{1/3})/\sqrt{3}) \).

Expansion of the solution near the fracture tip \( (\zeta = 1) \) yields the asymptotic expressions for the self-similar opening \( \psi(\zeta) \) and net-pressure \( P(\zeta) \): \( \psi(\zeta) = \psi_a\left(\frac{r}{x_*}\right) \), \( P(\zeta) = P_a\left(\frac{r}{x_*}\right) + C_{p0} \), where \( \psi_a\left(\frac{r}{x_*}\right) = A_\psi\left(\frac{r}{x_*}\right)^{\frac{2}{3}} \), \( P_a\left(\frac{r}{x_*}\right) = A_P\left(\frac{r}{x_*}\right)^{-\frac{4}{3}} \) with \( A_\psi = 2^{2/3}\sqrt{3} \), \( A_P = \frac{1}{3^{1/2}} \), \( C_{p0} = 0.68793 \). As it should be, the corresponding non-normalized quantities \( w_a(r) \), \( p_a(r) \), evaluated by using these asymptotic expressions, coincide with those following from the universal asymptotics given in Appendix. Specifically, in the considered case of a Newtonian fluid and zero leak-off, we have the viscosity dominated regime, for which equations (A11) of Appendix yield the monomial solution (3.10), (3.11) with \( \alpha = \frac{2}{3} \), \( A_w(v_*) = \frac{36^{2/3}}{2\sqrt{3}}(v_* t_n)^{1/3} \), \( B(\alpha) = \frac{1}{6\sqrt{3}} \), where the time constant is \( t_n = \frac{\mu'}{E'} \). Therefore
\[ w_a(r) = \frac{36^{2/3}}{2^{1/3}} (v_* t_n)^{1/3} r^{2/3}, \quad p_a(r) = -\frac{1}{36^{1/3}} E'(v_* t_n)^{1/3} r^{-1/3}. \]

Now we need to compare the basic and asymptotic solutions to find the maximal matching distance \( r_m \), at which the approximations (3.14), (3.15), defined by the universal asymptotics (6.12), are applicable to an accepted accuracy. Then the matching pressure constant \( C_m \) becomes known as the difference \( C_m = p_b(r_m) - p_a(r_m) \). The comparison is presented in Fig. 1 and Fig. 2 in self-similar variables.

Fig. 1 shows the relative difference between the basic and asymptotic opening on the entire fracture. It can be seen that the accuracy of the approximation (6.12) is 5.85% when \( r_m = 0.2x_* (x/x_* = 0.8) \); it is 2.54% when \( r_m = 0.1x_* (x/x_* = 0.9) \). Therefore the approximation (3.14) may serve for matching of the opening to the accuracy of 2.54% with \( r_m = 0.1x_* \).

Fig. 2 shows the difference \( C_p \) between the self-similar basic \( P(\zeta) \) and self-similar asymptotic \( P_a(\zeta) \) pressure. The difference \( C_p \) defines the matching constant \( C_m \) (3.16) in non-normalized variables:

\[
C_m = C_p E'(t/t_n)^{-1/3}.
\]

Remarkably, it is almost constant: the limiting value \( C_p(1) = 0.688 \), when approaching to the fracture tip \( (x \to x_*) \), differs from the value \( C_p(0) = 0.791 \) at the inlet \( (x = 0) \) merely 15%. The self-similar matching constant \( C_p \) equals 0.755, 0.739, 0.726, when the distance \( r_m \) from the fracture tip is 0.2\( x_* \), 0.1\( x_* \), 0.05\( x_* \), respectively. To the accuracy of \( C_m \), not less than 3.7\%, we may take the mean value \( C_p = 0.714 \) in the interval \( 0 \leq r_m \leq 0.1x_* \). Therefore, the approximation (3.15) may serve for matching the net-pressure to the accuracy of 3.7\% with \( C_m = 0.714 E'(t/t_n)^{-1/3}, r_m = 0.1x_* \).

From the comparison, it follows that with a relative error not exceeding four percent, we may use the matching distance \( r_m = 0.1x_* \) and the matching pressure \( C_m = 0.714 E'(t/t_n)^{-1/3} \)

**Step II. Solution of auxiliary (inner) problem.** Having \( \alpha, A_w, v_* \), \( r_m \) and \( C_m \) from the basic solution, we start the step II. In the considered case \( (n = 1, \psi = 0) \), the auxiliary problem (4.13) - (4.16) is solved by Garagash and Detournay (2000). (Recall that we need to normalize the pressure by \( \sigma_0' = \sigma_0 + C_m \) instead of normalization by \( \sigma_0 \) used in the cited paper). The detailed data on the normalized lag \( \Lambda \), the normalized inner opening \( \Omega_i(\xi) \), and the normalized auxiliary net-pressure \( \Pi_i(\xi) \) are given in Fig. 3 – 9 of the paper by Garagash and Detournay (2000) (in the paper by these authors, \( \Omega_i(\xi) \) and \( \Pi_i(\xi) \) are denoted as \( \Omega_\infty(\xi) \) and \( \Pi_\infty(\xi) \), respectively). We refer a reader to their comprehensive results.

Having the inner solution, we focus on the distance \( r_\alpha \), at which the influence of the perturbation zone is negligible. The distance \( r_\alpha \) may be evaluated from the graphs on Fig. 4 - 6 of the paper by Garagash and
Detournay (2000). Unfortunately, the graphs do not allow us to have the distance to the accuracy better than 5% even when magnifying these graphs three-fold. To this accuracy, for zero critical SIF \((K_{IC} = 0)\), the asymptotic equations (6.12) are met at the normalized distance \(\xi_a = \frac{r_a}{L_\mu} = 6\). Thus the minimal distance, at which the influence of the perturbation caused by the lag may be neglected to the accuracy of five percent, is \(r_a = L_\mu \xi_a = 6L_\mu\).

**Step III. Checking the matching condition.** With \(r_a = L_\mu \xi_a\), the matching condition can be written as:

\[
\frac{x_*}{L_\mu} \geq \frac{\xi_a}{r_m/x_*}.
\]

After using the definitions \(L_\mu = \left(\frac{E'/\sigma_0'}{v_n}t_n, \sigma_0' = \sigma_0 + C_m, \ C_m = C_pE'(t/t_n)^{-1/3}\), the condition (6.13) reads:

\[
\frac{x_*}{v_n}\left[\frac{\sigma_0'}{E'} + C_p \left(\frac{t}{t_n}\right)^{-1/3}\right] \geq \frac{\xi_a}{r_m/x_*}.
\]

The basic solution implies that the ratio \(\frac{x_*}{v_n}\) in (6.14) does not depend on the pumping rate \(Q_0\): \(\frac{x_*}{v_n} = \frac{3}{2}t\). Hence, the matching condition (6.14) may be written in terms of the time:

\[
t \geq t_m,
\]

where

\[
t_m = t_n \left(\frac{E'}{\sigma_0'}\right)^3 \left[\left(\frac{2}{3} \frac{\xi_\infty}{r_m/x_*}\right)^{1/3} - C_p\right]^3
\]

is the acceptable matching time. The outer (basic) and the inner (auxiliary) solutions may be matched when \(t \geq t_m\). Notably, in the problem considered, the matching condition (6.15) does not depend on the pumping rate \(Q_0\).

Commonly the constant \(C_p\) on the r. h. s. of (6.16) is much less than the first term in brackets. Neglecting it, we have the equation simplified:

\[
t_m = \frac{2}{3} \frac{\xi_\infty}{r_m/x_*} t_n \left(\frac{E'}{\sigma_0}\right)^3
\]

Estimate the matching time (6.17) by using the same values \(E' = 3 \cdot 10^4\) MPa, \(\sigma_0' = 10\) MPa, \(\mu = 10^7\) MPa·s, \(\mu' = 1.2 \cdot 10^6\) MPa·s) as those used in the paper by Garagash and Detournay (2000). Then \(t_n \left(\frac{E'}{\sigma_0}\right)^3 = 1.08\) s and for the estimated values \(r_m/x_* = 0.1\) and \(\xi_\infty = 6\), the matching time is \(t_m = 43.2\) s.

As it is less than minute, the matching condition (6.15) is met for the time range of practical interest.
Step IV. Complete solution of the problem accounting for the lag. For $t \geq t_m$, the opening and the net-pressure are defined by equations (5.1). Therein, $w_b(r, t)$, $p_b(r, t)$, $\nu_+(t)$, $x_+(t)$ are known from the presented self-similar solution and the definitions (6.11); the functions $w_l(r)$, $p_l(r)$ and the lag $\lambda$ are defined by (4.12), where $\Omega_l(\xi)$, $\Pi_l(\xi)$ and the normalized lag $\Lambda$ are given in Fig. 4 - 6 of the paper by Garagash and Detournay (2000). In particular, for the lag, by using the dependence $\frac{x_+}{\nu_+} = \frac{3}{2} t$, we obtain:

$$\frac{\lambda}{x_+} = \frac{2}{3} \left( \frac{\sigma_0'}{\sigma_0} \right)^3 t_m^3 \Lambda. \tag{6.18}$$

As shown in the cited paper (p. 187), the normalized lag is maximal for zero critical SIF ($K_{IC} = 0$). In this case, it is $\Lambda = 0.3574$. Then at $t = t_m$, and equation (6.18) gives $\lambda = 0.006 x_+$. The lag is within the range, for which meshes, used in the algorithms suggested for shallow fractures, are applicable (almost 1000 mesh points for a fracture wing (Gordeli & Detournay 2011). This shows that the method developed may serve in the intermediate range between deep and shallow fractures.

7. Conclusions

The conclusions of the paper are summarized as follows.

(i) The method suggested provides the solution of 3D hydraulic fracture problem accounting for a zone of local perturbation near the fracture contour by combining the basic solution, which does not account for the perturbation, with the solution of the formulated 1D auxiliary problem.

(ii) The basic solution should account for the leading asymptotics of the opening. The power and the intensity factor of the leading asymptotics are defined by the universal asymptotics, depending on the mere characteristic of a particular flow, the local speed of the fracture propagation. The explicit equations for the exponent and intensity of asymptotic values are given in Appendix. The basic solution serves also to find the maximal distance $r_m$ from the fracture contour, at which the asymptotic umbrella is still effective, and the corresponding matching constant $C_m$ for the net-pressure at this distance.

(iii) The inner solution is found by solving 1D problem for steady propagation of a semi-infinite fracture with the speed, equal to that defined by the basic solution, and with the corrected value $-\sigma_0' = -(\sigma_0 + C_m)$ of the net-pressure in the lag-zone. The inner solution serves also to find the minimal distance $r_a$ from the fracture contour, at which the influence of the local perturbation, caused by the lag, is negligible to an accepted accuracy. The matching of outer and inner solutions is possible under the condition that $r_m \geq r_a$.

(iv) For the Spence & Sharp (1985) problem, the matching is commonly applicable for time greater than one minute independently on the injection rate. The solution shows that the method developed for deep fractures may also serve in the intermediate range between deep and shallow fractures.
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Appendix. Universal umbrella

A1. Universal system in dimensionless variables. Consider the system of equations of the auxiliary problem in the case of zero lag. Then we arrive at the universal asymptotic system (Linkov 2014). In the normalized values and parameters (4.12), the system for the asymptotic umbrella is:

\[
\frac{1}{4\pi} \int_{0}^{\infty} \frac{d\Omega_{\alpha}}{d\eta} \frac{d\eta}{\xi - \eta} = \Pi_{\alpha}(\xi), \quad 0 \leq \xi < \infty, \tag{A1}
\]

\[
\left(\Omega_{\alpha}^{n+1} \frac{d\eta}{d\xi}ight)^{\frac{1}{n}} = 1 + \psi \frac{\xi^{1-\beta_{1}}}{\Omega_{\alpha}(\xi)}, \quad 0 \leq \xi < \infty, \tag{A2}
\]

\[
\Omega_{\alpha}(\xi) = k \xi^{1/2} + O\left(\xi^{3/2}\right), \quad \xi \to 0. \tag{A3}
\]

It contains two parameters only: the leak-off parameter \(\psi\) and the toughness parameter \(k\). Since equation (A2) contains also the term 1, there are three limiting cases, discussed below. The parameter \(\psi\) may be excluded by renormalizing the opening, net-pressure, coordinate and the coefficient \(k\) as:

\[
\Omega_{1} = \frac{\Omega_{\alpha}}{\psi^{\alpha_{\mu}/\varepsilon_{\mu}}}, \quad \Pi_{1} = \frac{\Pi_{\alpha}}{\psi^{(1-\alpha_{\mu})/\varepsilon_{\mu}}}, \quad \xi_{1} = \frac{\xi}{\psi^{1/\varepsilon_{\mu}}}, \quad k_{1} = \frac{k}{\psi^{(\alpha_{\mu} - 1/2)/\varepsilon_{\mu}}}, \tag{A4}
\]

with

\[
\alpha_{\mu} = \frac{2}{n+2}, \quad \varepsilon_{\mu} = \alpha_{\mu} - (1 - \beta_{1}). \tag{A5}
\]

Then the system becomes:

\[
\frac{1}{4\pi} \int_{0}^{\infty} \frac{d\Omega_{1}}{d\eta_{1}} \frac{d\eta_{1}}{\xi_{1} - \eta_{1}} = \Pi_{1}(\xi_{1}), \tag{A6}
\]

\[
\left(\Omega_{1}^{n+1} \frac{d\eta_{1}}{d\xi_{1}}\right)^{\frac{1}{n}} = 1 + \frac{\xi_{1}^{1-\beta_{1}}}{\Omega(\xi_{1})}, \tag{A7}
\]

\[
\lim_{\xi_{1} \to 0} \frac{\Omega_{1}(\xi_{1})}{\xi_{1}^{1/2}} = k_{1}. \tag{A8}
\]

Actually equations (A6) - (A8) are less convenient than (A1) - (A3), because the parameter \(\varepsilon_{\mu}\), defined in (A5), is commonly quite small what drastically extends the scales of \(\xi_{1}\) and \(\Omega_{1}\). Besides, as clear from (A4), they are inapplicable to the case of negligible leak-off, for which \(\psi = 0\). For these reasons, we employ them only for intermediate calculations.

A2. Limiting regimes. There are three limiting cases, for which the exact solution is given by the monomial opening (3.10) and the corresponding pressure (3.11); the pair identically satisfies equation (3.13). In terms of the normalized values, the solution is:

\[
\Omega_{a}(\xi) = A \xi^{\alpha}, \quad \Pi_{a}(\xi) = -AB(\alpha) \xi^{\alpha-1}, \tag{A9}
\]

where \(B(\alpha)\) is defined by (3.12). The exponent \(\alpha\) and the coefficient \(A\) depend on a dominating factor of fracture propagation.

(i) Toughness dominated regime occurs when the asymptotics of the opening is defined by equation (A3) only. Hence, in (A9):

\[
\alpha = \alpha_{k} = \frac{1}{2}, \quad A = A_{k} = k, \tag{A10}
\]
and the value \( L_\mu = 1 \) is used in the normalizing quantities (4.12).

(ii) **Viscosity dominated regime** occurs when toughness and leak-off are negligible \((k = 0, \psi = 0)\). In this case,

\[
\alpha = \alpha_\mu = \frac{2}{n+2}, \quad A = A_\mu = [(1 - \alpha)B(\alpha)]^{-\frac{1}{n+2}}. \quad (A11)
\]

For a Newtonian fluid \((n = 1)\), equations (A11) give the Spence and Sharp (1985) exponent \( \alpha = \frac{2}{3} \), while \( A_\mu = 2^{1/3}3^{5/6} = 3.147345 \).

(iii) **Leak-off dominated regime** occurs when toughness is negligible \((k = 0)\) while the second term on the r. h. s. of (A2) is much greater than 1. Then:

\[
\alpha = \alpha_l = \frac{n(1-\beta_l)+2}{2n+2}, \quad A = A_l = [(1 - \alpha)B(\alpha)\psi^n]^{-\frac{1}{2n+2}}. \quad (A12)
\]

For Carter’s leak-off \( (\beta_l = 1/2) \), equations (A12) give the solution by Lenoach (1985); if the fluid is Newtonian \((n = 1)\), equations (A12) yield \( \alpha_l = \frac{5}{8}, A_l = 2.533559 \sqrt[4]{\psi} \).

A3. **Asymptotics for small and large \( \xi \). Exact monomial solution for a particular case.** In the general case, the least of the three numbers \( \alpha_k, \alpha_\mu \) and \( \alpha_l \) defines the asymptotics of the solution of (A1) - (A3) when \( \xi \to 0 \), the largest when \( \xi \to \infty \). Therefore, we need to define the mutual positions of these numbers on the real axis.

Since by (A10) \( \alpha_k = \frac{1}{2} \), we have \( \alpha_\mu > \alpha_k \) for thinning fluids \((0 < n < 1)\) and even for thickening fluids with \( 1 < n < 2 \). For thinning fluids, the number \( \alpha_l \), as follows from its definition (3.18), is also greater than \( \alpha_k \) in cases of practical significance, for which \( \beta_l < 1/n \). For the difference \( \alpha_\mu - \alpha_l \), we have:

\[
\Delta \alpha = \alpha_\mu - \alpha_l = \frac{n}{2n+2} [\alpha_\mu - (1 - \beta_l)]. \quad (A13)
\]

By (A11) and (A13), the number \( \alpha_l \) is less than \( \alpha_\mu \), when \( \frac{2}{n+2} > 1 - \beta_l \); it is greater than \( \alpha_\mu \), when \( \frac{2}{n+2} < 1 - \beta_l \); and the numbers are equal when \( \frac{2}{n+2} = 1 - \beta_l \). In the last case, the system (A1) - (A3) has the exact monomial solution (A9) for any \( \psi \), when \( k = 0 \) \((K_{tc} = 0)\), with \( \alpha = \alpha_\mu = \alpha_l = \frac{2}{n+2} \) and \( A = A_l \) defined by the algebraic equation:

\[
A_l^{-\frac{n+2}{n}} [(1 - \alpha_\mu)B(\alpha_\mu)]^\frac{1}{n} = 1 + \frac{\psi}{A_l}. \quad (A14)
\]

From it, \( A_l \) is easily obtained either by plotting the function \( \psi(A_l) = A_l^{-\frac{n+2}{n}} [(1 - \alpha_\mu)B(\alpha_\mu)]^\frac{1}{n} - A_l \), or by proper re-normalizing variables. The exact solution may serve as a benchmark when considering the case \( K_{tc} = 0 \) and solving numerically the system (A1), (A2).

A4. **Almost monomial solution for intermediate regimes between toughness dominated and viscosity dominated regimes.** The results for this case are summarized in the form of the “universal asymptote” as a curve in log-log coordinates in Fig. 2 of the paper by Gordeliy and Peirce (2013). To simplify its employing, the analytical approximation of the curve in the piece-wise monomial form may be used:

\[
\Omega_{k\mu}(\xi_{k\mu}) = A_{k\mu} \xi_{k\mu}^\alpha, \quad (A14)
\]
where now the opening \( w \) and the coordinate \( r \) are renormalized as \( \Omega_{k\mu} = \frac{w}{w_{k\mu}}, \xi_{k\mu} = \frac{r}{L_{k\mu}} \) with \( w_{k\mu} = \frac{L_k^2}{L_{\mu}} \), \( L_{k\mu} = \frac{L_k^{3/2}}{L_{\mu}^2} \) and \( L_k \) and \( L_{\mu} \) are defined in (4.12). The exponent \( \alpha \) and the factor \( A_{k\mu} \) are almost constant in wide ranges of the normalized coordinate \( \xi_{k\mu} \):

\[
\alpha = \begin{cases} 
1/2 & \text{for } \xi_{k\mu} < 10^{-5} \\
0.599 & \text{for } 10^{-5} \leq \xi_{k\mu} \leq 1 \\
2/3 & \text{for } \xi_{k\mu} \geq 1 
\end{cases}
\]

(A15)

The approximations (A15) are obtained for a Newtonian fluid. Their extension to an arbitrary power-law fluid is as follows. For the exponent \( \alpha \), the intermediate number 0.599 is close to the mean of the toughness \( \alpha_k = \frac{1}{2} \) and viscosity \( \alpha_{\mu} = \frac{2}{n+2} \) exponents. Therefore, in the general case we may take the intermediate value as \( \alpha = \frac{n+6}{4n+8} \). Prescribing \( A_{k\mu} \) is even simpler: since the values in the last two lines for \( A_{k\mu} \) equal to \( A_\mu \) for a Newtonian fluid, we may set them as \( A_\mu \), defined in (A11) in the general case. Then the same piece-wise monomial equation (A14) with the same normalized variables becomes available for a non-Newtonian fluid.

A5. Almost monomial solution for intermediate regimes between viscosity dominated and leak off dominated regimes. Consider the case important for practice, when the rock toughness may be neglected \( (k = 0) \). In this case, in intermediate calculations, we exclude the parameter \( \psi \) by using the renormalized values (A4), (A5). The almost monomial solution in terms of the formerly used variables \( \Omega_a \) and \( \xi \) is:

\[
\Omega_a(\xi) = A_{\mu l} \xi^\alpha,
\]

where \( \alpha \) and \( A_{\mu l} \) are piece-wise constant functions of the renormalized coordinate \( \xi_1 \):

\[
\alpha = \begin{cases} 
\alpha_m, & A_{\mu l} = \begin{cases} 
A_\mu (1 + \Delta_\mu \xi_1^{-\varepsilon_\mu}) & \text{for } \xi_1 \geq 2 \\
A_\mu \psi_\delta \xi_m^\delta(1 + \Delta_l \xi_1^{\varepsilon_l}) & \text{for } 0.01 \leq \xi_1 \leq 2 \\
A_\mu \psi_\delta \xi_m^\delta & \text{for } \xi_1 \leq 0.01 
\end{cases}
\end{cases}
\]

(A17)

Herein,

\[
\xi_1 = \frac{\xi}{\psi_1^{\varepsilon_\mu}}, \varepsilon_\mu = \alpha_\mu - (1 - \beta_l), \varepsilon_l = \alpha_l - (1 - \beta_l), \delta_l = \frac{\varepsilon_{\mu - \varepsilon_l}}{\varepsilon_\mu}, \delta_m = \frac{\alpha_{\mu - \alpha_m}}{\varepsilon_\mu}, \Delta_\mu = \frac{1}{A_\mu \psi_1^{n+1+c_1-\beta_l/c_\mu}}, \Delta_l = A_l \psi_\delta \frac{1}{2n+1+c_\alpha^{1+\varepsilon_l}/c_\alpha}, \psi_\delta = (1 - \gamma)B(\gamma),
\]

with \( B(\gamma) \) given by (3.12), while the parameters \( \alpha_m \) and \( A_m \) are defined by linear interpolation of the values of \( \Omega_1(\xi_1) \) in log-log coordinates between the points \( \xi_1 = 0.01 \) and \( \xi_1 = 2 \):

\[
\alpha_m = \frac{\log \alpha_1(2) - \log \alpha_1(0.01)}{2.3010}, \quad A_m = \frac{\alpha_m}{\alpha_1(2) \Delta_m}
\]

(A19)

with \( \Omega_1(2) = 2^{\alpha_\mu} A_\mu (1 + \Delta_\mu 2^{-\varepsilon_\mu}) \) and \( \Omega_1(0.01) = 0.01^{\alpha_\mu} A_l (1 + \Delta_l 0.01^{\varepsilon_l}) \).

For certainty, it is assumed that \( \alpha_l < \alpha_\mu \). The error of the approximate solution (A16), (A17) does not exceed 5% in the entire range of the parameter \( \psi (0 \leq \psi < \infty) \) and coordinate \( \xi (0 \leq \xi < \infty) \).

In the particular case of a Newtonian fluid \( (n = 1) \) and Carter’s leak-off \( (\beta_l = 1/2) \), the definitions of \( \alpha_\mu, \alpha_l, A_\mu, A_l \) and equations (A18), (A19) yield: \( \alpha_\mu = 2/3, \alpha_m = 0.6484, \alpha_l = 5/8, A_\mu = 3.147, A_m = 3.634, A_l = 2.534, \varepsilon_\mu = 1/6, \varepsilon_l = 1/8, \delta_m = 0.10962, \delta_l = 1/4, \Delta_\mu = 0.1589, \Delta_l = 0.5138 \).
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Fig. 1. Relative error of asymptotic opening

Fig. 2. Self-similar matching pressure constant