Static and Dynamic Hand Gesture Recognition Using CNN Models
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Abstract: Similar to the touchscreen, hand gesture based human computer interaction (HCI) is a technology that could allow people to perform a variety of tasks faster and more conveniently. This paper proposes a training method of an imaged-based hand gesture image and video clip recognition system using Convolutional Neural Networks (CNN). A dataset containing images of 6 different static hand gestures is used to train a 2D CNN model. ~98% accuracy is achieved. Furthermore, a 3D CNN model is trained on a dataset containing video clips of 4 dynamic hand gestures resulting in ~83% accuracy. This research demonstrates that a Cozmo robot loaded with pre-trained models is able to recognize static and dynamic hand gestures.
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1. Introduction

Hand gesture recognition is an important and inspiring field of research as it has numerous applications, such as sign language recognition [1], robot control [2], home automation [3], lie detection [4], virtual environments [5], and personal electronic devices [6]. For example, Hand gesture recognition technology allows for the development of sign language translation systems that can turn sign language into spoken languages, and vice versa. This research develops a hand gesture recognition system based on two types of CNNs [7]-[10] to identify two types of human hand gestures: static and dynamic gestures. A 2D CNN was trained with images of six static hand gestures. A static hand gestures (Fig. 1) is a single image displaying a still and motionless hand pose or position. A 3D CNN was trained with video clips of four dynamic hand gestures. A dynamic hand gesture (Fig. 2) is a hand movement, represented by a video clip, or a sequence of images.

Fig. 1. static hand gesture.
This research leveraged the Anki Cozmo robot [11] (Fig. 3), which is a small robot that has a well-documented SDK, as a platform to test each CNN’s ability to recognize static and dynamic hand gestures using the trained models. A black and white camera is embedded in the movable head of the robot, allowing it to capture images and frames of hand gestures.

2. Neural Network Model

The hand gesture recognition system created in this research uses a Convolutional Neural Network, which has proven to be effective at image classification and identification. The network consists of three different types of layers: convolutional layers, pooling layers, and fully connected layers. In this study, each layer in the 2D convolutional neural network is 2 dimensional with one channel since the input images used were grayscale images. Once an input is received, the neural network transforms it through hidden layers, which consist of fully connected neurons that have learnable weights and biases. The convolutional layers are used to extract features from input images by sliding filters, or kernels, over the original images to compute output images, or feature maps, of the convolutional layer. The pooling layer then reduces the dimensions of each feature map, decreasing the number of parameters and computations in the network, hence avoiding the occurrence of overfitting. Fully Connected layers make up the last few layers in the network and primarily serve to classify the outputs of pooling layers into classes. In this study, two different Neural Network structures were used to recognize two different kinds of data: images (static gestures) and video clips (dynamic gestures). Details of each structure, layer, operation, and block are presented in this section.

2.1. Static Hand Gesture Recognition Network Structure

The structure of the neural network model used to recognize static hand gestures is a 2D convolutional
network. The model contains four convolutional layers, four max pooling layers, followed by dropout. A visual representation of the network structure is shown in Fig. 4. The output, kernel, and filter size of each layer are shown in Table 1.

![Network Structure Diagram](image)

**Fig. 4.** static image recognition network structure.

| Layer/Operation       | Parameters       | Output Size |
|-----------------------|------------------|-------------|
| Inputs                | -                | 150, 150, 1 |
| Convolutional Layer   | 3x3 kernel       | 148, 148, 64|
| Max Pooling           | 2x2 filter       | 74, 74, 64  |
| Convolutional Layer   | 3x3 kernel       | 72, 72, 64  |
| Max Pooling           | 2x2 filter       | 36, 36, 64  |
| Convolutional Layer   | 3x3 kernel       | 34, 34, 128 |
| Max Pooling           | 2x2 filter       | 17, 17, 128 |
| Convolutional Layer   | 3x3 kernel       | 15, 15, 128 |
| Max Pooling           | 2x2 filter       | 7, 7, 128   |
| dropout               | 0.5              | 6272        |
| Fully Connected Layer | ReLU activation  | 512         |
| Fully Connected Layer 1| Softmax activation| 6          |
2.2. 2D Convolutional Layers

The convolutional layers are responsible for most of the computational tasks in the network as well as extracting features from the input images. This research primarily focuses on grayscale images with an intensity of 0 to 255, represented by two-dimensional matrixes. In a convolutional layer, each input image is batch normalized, then convolved; a bias as well as an activation function is applied to produce the outputs of the convolutional layer.

Features of the input image are extracted with a kernel, a filter that modifies the value of a pixel based on the values of neighboring pixels. The kernel slides across the original image, computing a feature map, or the output image of the convolutional layer.

Each CNN layer uses ReLU (Rectified Linear Unit) as activation function. Dropout with probability of 0.5 is used to avoid the appearance of over fitting. The Adam Optimizer is used with epsilon of 0.1.

2.3. Fully Connected Layers

Fully connected layers are an essential part of Convolutional Neural Networks (CNNs) as they form the last few layers in the network. Each input from one layer is connected to an activation unit of the next layer. For a layer with m inputs and n outputs, there are m weight parameters and 1 bias parameter for each of the n outputs, and therefore, the entire layer has m x n weights and n biases. For ease of calculation, the weights are stored as an m x n matrix (i.e. 2-dimensional array), and the biases are stored as a 1 x n vector. To acquire the outputs, the following calculation is performed: g(Wx+b). W is the weight matrix with dimensions [m,n] where m is the number of neurons in the previous layer and n is the number of neurons in the current layer; X is the input vector with dimension [m,1]; b is the bias vector with the dimensions [m,1]; g is the activation function, which in this study is ReLU.

2.4. Dynamic Gesture Recognition Network Structure

Unlike 2D convolutional layers, 3D Convolutional layers consists of three dimensions: width, height, and depth. The model contains three blocks of which contains a 3D convolutional layer followed by batch normalization, max pooling and dropout (Table 2). Two dense layers are used for classification. Batch normalization and dropout with probability of 0.25 are used. Adam is used for optimizer and categorical cross entropy is used for loss function. Layers of the network are shown in Table 2. A visual representation of the network structure is shown in Fig. 5.

| Layer/Operation     | Parameters       | Output Size |
|---------------------|------------------|-------------|
| Inputs              | -                | 30,64,64,1  |
| Convolutional Layer | 5x5x5 kernel     | 3999, 30, 64, 64, 32 |
| Batch Normalization |                  | 3999, 30, 64, 64, 32 |
| Max Pooling         | 3x3x3 filter     | 3999, 10, 22, 22, 32 |
| Dropout             | 0.25             | 3999, 10, 22, 22, 32 |
| Convolutional Layer | 5x5x5 kernel     | 3999, 10, 22, 22, 64 |
| Batch Normalization |                  | 3999, 10, 22, 22, 64 |
| Max Pooling         | 3x3x3 filter     | 3999, 4, 8, 8, 64  |
| Dropout             | 0.25             | 3999, 4, 8, 8, 64  |
| Convolutional Layer | 5x5x5 kernel     | 3999, 4, 8, 8, 128 |
| Batch Normalization |                  | 3999, 4, 8, 8, 128 |
| Max Pooling         | 3x3x3 filter     | 3999, 2, 3, 3, 64  |
| Dropout             | 0.25             | 3999, 2, 3, 3, 64  |
| Flatten             |                  | 3999,2304        |
| Fully Connected Layer | ReLU activation  | 3999,128       |
| Fully Connected Layer 1 | Softmax activation | 4             |
3. Dataset and Training

For static hand gesture recognition, the dataset contains 8337 training images and 1800 testing images belonging to 6 hand gesture classes for finger count 0 to 5. The label for each image is extracted from the image file name and is used as directory name as a standard image data structure used by Tensorflow [12] ImageDataGenerator. All images are rescaled, resized and augmented.
The dataset was split into training and test sets with scikit-learn package. Image data were loaded, resized to 150 x 150, augmented and the pixel values were normalized with tensorflow image package. The processed image data and labels were fitted to the model for training with 10 epochs. The number of epochs is determined when the training and validation errors stop decreasing. Since the validation error does not increase with the increased number of epochs, the number of epochs used does not cause overfitting.

For dynamic hand gesture recognition, 4000 training video clips belonging to 4 hand gesture classes of swiping up, swiping down, swiping right and swiping left, and 600 validation video clips are extracted from 20BN-jester dataset [13]. Each clip is either truncated to or extended to equal frames (30 frames). Each frame is rescaled, resized, and converted to gray image.

The frames are preprocessed with scikit-learn and OpenCV packages. The processed image data and labels are fitted to the model for training with 20 epochs using Tensorflow framework. The number of epochs is determined when the training and validation errors saturate (Fig. 6). The models with high accuracies are saved. Cozmo robot [11] SDK is used to control the robot programmatically. Pre-trained models are loaded. Static images or video clips with defined hand gestures taken by the robot are recognized by the models trained on the static images and video clips, respectively.

![Fig. 6. Training and validation errors of video clip dataset.](image)

Batch size which defines the number of samples trained together through the neural network have been varied and various optimizer such as AdamOptimizer, MomentumOptimizer and Adadelta have been used to optimize accuracy and performance.

4. Results and Discussion

The 2D CNN achieved an accuracy of ~98% (Fig. 7). The 3D CNN model achieved ~83% accuracy (Fig. 8). The trained models were tested on a Cozmo robot. A static image or 30 frames of the hand gestures were captured using Cozmo robot SDK and sent to the models for predictions. The robot recognized the hand gestures and moved according to the hand gesture as commanded.
4.1. Application

The model developed in this research is an effective method for hand gesture recognition using a CNN neural network model and has a wide range of human-computer interaction (HCI) applications, for example:

- A sign language translator that recognizes and interprets hand gestures into spoken languages, and vice versa.
- Hand gesture controlled machines that perform different tasks based on different hand gestures.
- More sanitary and convenient public utilities that could prevent the spread of viruses and other forms of contagious diseases.

4.2. Limitations

The model accuracy to recognize dynamic hand gestures is relatively low. More data will be used to train the model and model parameter tuning will be performed to improve the accuracy. Various algorithms to recognize dynamic hand gestures will be also explored.
5. Conclusion

This research proposes a method for hand gesture recognition and demonstrates that deep learning neural network can be used to recognize static and dynamic hand gestures. As an important application, pre-trained models loaded onto Cozmo robot to recognize hand gesture images and video clips provide a foundation for further developments of human-computer interaction.
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