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Abstract
Randomized Smoothing (RS) is a promising technique for certified robustness, and recently in RS the ensemble of multiple deep neural networks (DNNs) has shown state-of-the-art performances. However, such an ensemble brings heavy computation burdens in both training and certification, and yet under-exploits individual DNNs and their mutual effects, as the communication between these classifiers is commonly ignored in optimization. In this work, starting from a single DNN, we augment the network with multiple heads, each of which pertains a classifier for the ensemble. A novel training strategy, namely Self-PAced Circular-TEaching (SPACTE), is proposed accordingly. SPACTE enables a circular communication flow among those augmented heads, i.e., each head teaches its neighbor with the self-paced learning using smoothed losses, which are specifically designed in relation to certified robustness. The deployed multi-head structure and the circular-teaching scheme of SPACTE jointly contribute to diversify and enhance the classifiers in augmented heads for ensemble, leading to even stronger certified robustness than ensembling multiple DNNs (effectiveness) at the cost of much less computational expenses (efficiency), verified by extensive experiments and discussions.

1 Introduction

Deep neural networks (DNNs) have been widely applied in various fields [1, 2], but at the same time showed devastating vulnerability to adversarial samples. That is, images crafted with maliciously-designed perturbations, namely adversarial examples, can easily mislead well-trained DNNs into wrong predictions [3, 4]. To resist adversarial examples, there has been a series of empirical defenses against adversarial attacks, e.g., adversarial training and its variants[5, 6, 7]. Besides, various methods for certified robustness [8, 9, 10] have also attracted increasing attention in recent years, where the robustness of DNNs for images perturbed by Gaussian noises $\mathcal{N}(0, \sigma^2I)$ is focused. A certifiably-robust classifier guarantees that for any input $x$, the predictions are kept constant within its perturbed neighborhood bounded commonly by the $\ell_2$ norm.

Randomized smoothing [11, 12, 13] (RS) is considered as one of the most effective $\ell_2$-norm certifiably-robust defenses. With RS, any base classifier (DNN) can be formulated into a smoothed and certifiably-robust one by giving the most probable prediction over the Gaussian corruptions of the input. Cohen et al. [12] firstly proved a tight robustness guarantee of RS and achieved state-of-the-art results on large-scale DNNs and complex datasets. Various related works have been developed for a more robust base classifier with RS. These works can be mainly categorized as two types: extra regularization terms [14, 15, 16] and enhanced data augmentation techniques [17, 18].

Recently, the ensemble of multiple DNNs being the base classifier in RS has shown great potentials in certified robustness. The weighted logit ensemble of several DNNs trained from different random seeds [19] or max-margin ensemble of fine-tuning multiple pretrained DNNs with extra constraints [20] have achieved significant improvements in higher certified accuracy on the predictions for $\mathcal{N}(x, \sigma^2I)$. However, such an ensemble scheme demands considerably higher computational sources to train multiple large DNNs. In particular, the resulting computational burden becomes more pronounced in the certification phase, because certifying each sample $x$ can even require tens of thousands of sam-
Figure 1: An illustration on the proposed SPACTE on a 5-head DNN. In our efficient structure for the ensemble, a common backbone \( g \) is shared by the augmented 5 heads \( h_1, \ldots, h_5 \), which are trained to be mutually orthogonal to each other for diversified classifiers. In the novel training with circular communication flow between classifiers, the augmented head \( h_{k+1} \) are optimized via the circular-teaching by its peer classifier \( h_k \) with easy and hard samples in relation to the certified radii (\( h^b := h^5 \)).

The sample selection in such a circular-teaching scheme is conducted with self-paced learning [24, 25], which proceeds the optimization from “easy” samples to “hard” ones, specifically defined in relation to the proposed smoothed losses.

In the modelling, our mutually-orthogonal heads leverage the essential idea of inducing diversity among classifiers for variance reduction as in the classic ensemble [21, 22, 23], but manage to greatly alleviate computational burdens both in storage and time expenses.

The concept of communication between ensembled classifiers is introduced in a joint optimization, enabling information exchange to exploit potentials of individual classifiers and providing a novel perspective on the interaction in ensemble training.

In the optimization, each head selects the mini-batch of samples to teach its next neighboring head to update. The sample selection in such a circular-teaching scheme is conducted with self-paced learning [24, 25], which proceeds the optimization from “easy” samples to “hard” ones, specifically defined in relation to the proposed smoothed loss for certified robustness.

Rather than the ensemble after the separate training of multiple DNNs, the proposed method instead considers a novel ensemble-based training method for a single DNN with augmented heads. On the one hand, the common high-level features are expected to be exploited by all classifiers in the ensemble; such high-level feature learning can be reflected in the shared backbone in our multi-head structure. On the other hand, classifiers in ensemble methods are designed to be diverse from each other and are capable of learning different subtle features, for the sake of greater reliability and variance reduction [19]; in our method, such diversity is embodied from two folds: (i) the parameters of the augmented heads are imposed to be mutually orthogonal, and (ii) the optimization of each head is conducted via the mini-batch samples that are taught by the self-paced learning of its neighboring head, not by itself. SPACTE is compatible with all single-model-based methods, which can be plugged into SPACTE via regularization [14, 15, 16] or data augmentation [17, 18]. Extensive experiments demonstrate that the proposed SPACTE greatly improves the certified robustness over the state-of-the-art (SOTA) methods with much less computation overhead than the existing
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In the optimization, each head selects the mini-batch of samples to teach its next neighboring head to update. The sample selection in such a circular-teaching scheme is conducted with self-paced learning [24, 25], which proceeds the optimization from “easy” samples to “hard” ones, specifically defined in relation to the proposed smoothed loss for certified robustness.

Rather than the ensemble after the separate training of multiple DNNs, the proposed method instead considers a novel ensemble-based training method for a single DNN with augmented heads. On the one hand, the common high-level features are expected to be exploited by all classifiers in the ensemble; such high-level feature learning can be reflected in the shared backbone in our multi-head structure. On the other hand, classifiers in ensemble methods are designed to be diverse from each other and are capable of learning different subtle features, for the sake of greater reliability and variance reduction [19]; in our method, such diversity is embodied from two folds: (i) the parameters of the augmented heads are imposed to be mutually orthogonal, and (ii) the optimization of each head is conducted via the mini-batch samples that are taught by the self-paced learning of its neighboring head, not by itself. SPACTE is compatible with all single-model-based methods, which can be plugged into SPACTE via regularization [14, 15, 16] or data augmentation [17, 18]. Extensive experiments demonstrate that the proposed SPACTE greatly improves the certified robustness over the state-of-the-art (SOTA) methods with much less computation overhead than the existing
ensemble methods. SPACTE acts as an efficient and effective ensemble method, which successfully exemplifies a bridge connecting the methods of improving single models and integrating multiple models for certified robustness.

In the following, Sec. 2 outlines related works. Section 3 introduces the proposed SPACTE, in terms of the multi-head structure and its optimization. Section 4 presents extensive experiments on the certified robustness from different aspects. Section 5 briefly concludes the paper.

2 Related work

2.1 Randomized smoothing

Consider an arbitrary classifier \( f : \mathbb{R}^d \to \mathbb{R}^K \) that takes the input \( x \in \mathbb{R}^d \) and gives \( K \) logits w.r.t. each class. Then, denote \( F(x) := \arg \max_k f_k(x) \) as the function \( \mathbb{R}^d \to \mathbb{K} \triangleq \{1, \ldots, K\} \) predicting the class of \( x \).

In RS, a smoothed classifier \( G \) is obtained as:

\[
G(x) := \arg \max_c \mathcal{P}_{\delta \sim \mathcal{N}(0, \sigma^2 I)} \left( F(x + \delta) = c \right).
\] (1)

In Eq. (1), via numerous Gaussian samplings within the neighborhood of \( x \), the smoothed classifier \( G \) determines the top-1 class of \( x \) with probability \( p_A \) and the top-2 with probability \( p_B \). Based on the Neyman-Pearson lemma [26], Cohen et al. [12] proved a lower bound \( R(G; x, y) \) of the \( \ell_2 \) certified radius of \( G \) around \( x \) with true label \( y \), such that for all \( ||\delta||_2 \leq R(G; x, y) \), the robustness of \( G \), i.e., \( G(x + \delta) = y \), is guaranteed in relation to \( p_A \) and \( p_B \) [12].

Since the pioneering work on RS [11, 12], there have been various researches on training a more robust base classifier \( f \). The stability training [14] required similar predictions on both original samples and noisy ones. MACER [15] directly maximized the certified radius via a hinge loss. In [16], the predictive consistency was imposed within the input neighborhood. These defenses [14, 15, 16] can be viewed as regularization-based schemes, since additional terms are devised into the loss to train the base classifier. Similar to the empirical defense of adversarial training [5], Salman et al. [17] and Jeong et al. [18] proposed to attack the smoothed classifier and meanwhile included the resulting adversarial examples in training the base classifier to enhance the certified robustness, which are regarded as data-augmentation-based techniques.

The aforementioned works on RS enhance individual DNNs with a single classifier, while two concurrent works by Horváth et al. [19] and Yang et al. [20] investigated how the ensemble of multiple DNNs improve the certified robustness. In [19], some theoretical aspects were given that ensemble models boost the certified robustness of RS via variance reduction, and experiments also showed that the average on the logits of multiple DNNs trained with different random seeds could achieve distinctive improvements. In [20], instead of the end-to-end training, it focused on a fine-tuning strategy for base RS classifiers of multiple pretrained DNNs, where diversified gradients and large confidence margins were used for the fine-tuning. The overhead computation in its pretraining for multiple DNNs is already expensive, and the fine-tuning method in [20] further amplifies such computational expenses. Despite of the improved accuracy, these ensemble methods greatly increase the computational burdens, i.e., amplifying both storage and algorithmic complexities at least by the number of ensembled classifiers. Our work in contrast bridges methods using a single model and ensembling multiple models by proposing an efficient (cheaper training and certification) and effective (stronger certified robustness) ensemble training strategy on an augmented multi-head structure to achieve a certifiably-robust single model.

2.2 Co-teaching and self-paced learning

Co-teaching was proposed in [27] for combating label noise, and some variants were also proposed later on [28, 29, 30]. Co-teaching involves two DNNs and requires that each network selects its small-loss samples to teach (train) the peer network, as it assumes that the small-loss samples are more likely to be the data with true labels. Therefore, two networks help each other select the possibly clean samples to prevent overfitting the noisy labels in training. Co-teaching is commonly suggested for fine-tuning two well-trained DNNs.

Self-paced learning [24, 31, 32] (SPL) has been proved as a useful technique in avoiding bad local optima for better optimization results in machine learning. In SPL, the model is trained with samples in an order of increasing difficulty, which facilitates the learning process. The “difficulty” of samples is defined in a similar way as how Co-teaching thinks about the data with noisy labels: the smaller the loss, the easier the sample. SPL can be conducted by hard weighting [24] or soft weighting [25]. The former conducts the optimization by only involving the easiest samples within the mini-batch in each iteration, while the latter gives a sample-wisely weighted mini-batch during the iterative updates in training.
### Table 1: Certification time of different methods. Ours distinctively improves the certification efficiency than the existing ensemble.

| Methods     | Models | Per sample (s) | Total (h) |
|-------------|--------|----------------|-----------|
| Gaussian [12] | 1 DNN  | 17.3           | 2.41      |
| Ensemble [19] | 5 DNNs | 91.3           | 12.68     |
| Ours        | 5 heads | 30.3           | 4.20      |

Note that although the proposed SPACTE does the teaching to its peer classifiers, it is essentially different from the existing Co-teaching [27]. In our method, multiple classifiers are designed to formulate a novel network structure on a single DNN for more economic and effective ensembles. Our circular-teaching is intrinsically designed for allowing communications among classifiers during the end-to-end training for certified robustness, so as to exploit more potentials of individual classifiers in the joint optimization for the ensemble. Our teaching mechanism is designed with the modified SPL in a specific relation to the smoothed loss, not only for better optimization solutions but also for enhanced diversities among ensembled heads. Appendix A gives more discussions on the related works.

## 3 Methodology

The multi-head structure is introduced in Sec. 3.1 with its efficient ensemble prediction and certification. Then, the circular-teaching training is elaborated in Sec. 3.2.

### 3.1 Augmented multi-head network

**Efficient structure.** The proposed method deploys a single DNN augmented with multiple heads, each of which pertains a classifier for certified robustness. This multi-head structure achieves the ensemble predictions using multiple classifiers from augmented heads. The ensemble is thereby realized in a much more efficient way and is no more restricted to the framework of integrating multiple individual DNNs. In contrast, our multi-head structure substantially mitigates such heavy computation resources required by the existing ensemble methods [19, 20].

The deployed multi-head DNN consists of a backbone \( g \), which is shared by \( L \) augmented heads \( h^1, \cdots, h^L \) with \( h^i(g(\cdot)) : \mathbb{R}^d \rightarrow \mathbb{R}^K, i = 1, \cdots, L \), as shown in Fig. 1. In prediction and certification, the model output is taken as the ensemble of these augmented heads by averaging the logits from the classifiers:

\[
 f_{\text{ens}}(x) = \frac{1}{L} \sum_{k=1}^{L} h^k(g(x)).
\]  

(2)

It can be seen that the prediction and certification of the multi-head DNN can follow the functions \textsc{Predict} and \textsc{Certify} in [12], respectively. Our \( f_{\text{ens}}(\cdot) \) can be directly employed as the base classifier in RS without extra modifications. Note that our forward propagation process differs in a more efficient way, from the existing ensemble methods, because only the computation in the augmented heads is required, rather than the complete computation using multiple DNNs. Such forward propagation process in our method directly contributes to a substantial reduction in the certification time compared with those ensemble methods computing multiple DNNs, since certifying each sample generally requires 100,000 samplings within the neighborhood of \( x \) [12]. Table 1 shows that over 60% certification time is reduced from 91.3s to 30.3s per sample, and more evidences on our efficiency can refer to Sec. 4.2, with comparisons on FLOPs, training time, etc.

**Diversifying parameters.** In ensemble methods, the variance reduction via leveraging predictions of multiple classifiers distinctively improves the performance for certified robustness [19]. Correspondingly, diversities between the classifiers in our augmented multi-head DNN are encouraged. Especially in such a structure with a common backbone, the diversities across heads are of particular interest and should be designed delicately, avoiding extracting the same features and converging to identical heads.

A cosine constraint is imposed on the parameters of all paired heads, \( i.e., \) the augmented heads are mutually orthogonal with each other:

\[
 \mathcal{L}_{\text{cos}} := \sum_{i=1}^{L} \sum_{j=1, j \neq i}^{L} \frac{\langle h^i, h^j \rangle^2}{\|h^i\| \cdot \|h^j\|}.
\]  

(3)

This constraint indicates that the features learned by the shared backbone \( g(\cdot) \) are required to simultaneously well adapt to the augmented heads \( h^k(\cdot), k = 1, \cdots, L \), which are mutually orthogonal and all optimized for certified...
robustness with RS. Thus in the considered network structure, a more adaptive backbone with diversified classifiers can be attained for the ensemble.

During training, the weighted loss of multiple heads is optimized in the objective, as commonly used in the ensemble training \cite{33, 22}. In each iteration, the weight $\omega^k$ w.r.t. the $k$-th head $h^k$ is set as $1 - \epsilon$ if $h^k$ gets the smallest loss on the Gaussian corrupted mini-batch $(x + \delta, y)$:

$$\omega^k = \begin{cases} 1 - \epsilon, & k = \arg \min_{\ell=1} L_{ce}(h^k(g(x + \delta)), y), \\
\epsilon L-1, & \text{otherwise}
\end{cases}$$

where $\epsilon \in (0, 1)$ and $L_{ce}$ denotes the cross-entropy loss.

3.2 Training with SPACTE

Through the lens of peer-teaching classifiers, we propose a novel training scheme, i.e., the self-paced circular-teaching (SPACTE), which allows communication and information exchange between the classifiers in augmented heads. With our modified SPL, the optimization of each head is taught by its neighboring head to progressively proceed from easy samples to hard ones, defined by the smoothed loss for certified robustness.

3.2.1 Optimization framework

Circular-teaching mechanism. As shown in Fig. 1, information circulates among heads by peer-teaching its next neighboring head with the selected samples. To be specific, we denote $f^k(\cdot) := h^k(g(\cdot)) : \mathbb{R}^d \rightarrow \mathbb{R}^K$ as the classifier for the $k$-th head, and then the classifier $f^k$ selects samples to teach the training of $f^{k+1}$ via SPL.

The proposed circular-teaching makes the $(k + 1)$-th classifier $f^{k+1}$ to be trained by the sample mini-batch fed by its neighboring head $f^k$. Hence, $f^{k+1}$ conducts SPL in the view of $f^k$, and at the same time $f^{k+1}$ analogously teaches its next neighboring head $f^{k+2}$, and so on, until the last head $f^L$ circulates the teaching to the first head $f^1$. With the circular-teaching, a knowledge communication flow is formed in the joint optimization of multiple classifiers for the ensemble (see the orange flow in Fig. 1).

We plot the log-probability distributions of two multi-head DNNs in Fig. 2 for the cases with and without the circular information flow, respectively, showing how such a communication flow helps the predictions within $\mathcal{N}(x, \sigma^2 I)$. Given our ensemble prediction $f_{ens}$ of the multi-head DNN in Eq. (2), the log-probability gap \cite{16} is calculated as $\log f^\Delta_y(x + \delta) - \max_{c \neq y} \log f^\Delta_c(x + \delta)$, where the probability outputs are denoted as $f^\Delta$ by using the softmax function on $f_{ens}$. Via numerous samplings of $\delta$ from $\mathcal{N}(x, \sigma^2 I)$, the distribution of log-probability gap reflects the prediction variance of $f_{ens}$ at $x$ and the certified robustness of $G$ at $x$. Figure 2 presents a distinctively smaller area in the negative half on the horizontal-axis of the model with the circular communication, indicating a lower variance and stronger certified robustness.

Sample selections via self-paced learning. The sample selection in our circular-teaching is achieved by SPL with soft thresholds, indicating that a sample-wisely weighted mini-batch is fed to teach the neighboring classifier. Given a sample $(x_n, y_n)$ from the mini-batch in the current iteration for updating $f^{k+1}$, SPL assigns a weight $\nu^k_n$ to its
optimization objective, where \( \nu_k^i \) is determined (taught) by the peer classifier \( f^k \). We leave the details of determining \( \nu_k^i \) in Sec. 3.2.2 where our SPL specified for certified robustness is introduced in detail.

In implementation, the novel circular-teaching in the proposed SPACTE can be efficiently realized by shifting the weights \( \nu^k = [\nu^k_1, \ldots, \nu^k_N]^T \) learned by \( f^k \) to its neighboring classifier \( f^{k+1} \). Thus, the optimization objective of our SPACTE is formulated as follows:

\[
\min_{\gamma, h_1, \ldots, h_L} \frac{1}{N} \sum_{k=1}^{L} \sum_{n=1}^{N} \nu_k^{n-1} L_{ce}(f^k(x_n + \delta), y_n) + L_{con},
\]

where \( \{ (x_n, y_n) \}_{n=1}^{N} \) denotes a training mini-batch with perturbations \( \delta \sim \mathcal{N}(0, \sigma^2 I) \), and \( \nu_0^i := \nu^{L_i}_i \). Under this circular communication flow, each head can access more diversified information, i.e., justified by its peer heads, which further helps boost the diversities among heads and variance reduction in the ensemble predictions.

### 3.2.2 Easy samples V.S. hard samples

In SPL [24], the samples with smaller losses are viewed as easy samples in the optimization. However, in the task of certified robustness, an easier sample should be the one with a larger certified radius. As proven in [12], the certified radius of a sample \( x \) is reflected by the predictions within its perturbed neighborhood \( \mathcal{N}(x, \sigma^2 I) \), instead of the prediction on a single point \( x \). For those harder samples with smaller certified radii, the predictions on the perturbed neighborhood \( \mathcal{N}(x, \sigma^2 I) \) can vary drastically. Therefore, the loss alone can not be directly employed to determine whether a sample is easy or hard in the optimization for certified robustness.

![Figure 3: Prediction results of easy and hard samples on \( \mathcal{N}(x, \sigma^2 I) \), and the induced metric smoothed loss. A ResNet-110 trained on CIFAR10 with \( \sigma = 0.25 \) in RS is used.](image)

Considering a threshold for certified radius \( \bar{R} = 0.2 \), we take the hard samples by \( R \leq \bar{R} \) and the easy ones by \( R > \bar{R} \), and give an illustration in Fig. 3. The figure on the left top panel shows the loss and accuracy averaged on a batch of hard samples w.r.t. 10 samplings from their perturbed neighborhoods. A large variance occurs, where the highest accuracy reaches over 75% (with the lowest loss \( \approx 0.6 \)) while the lowest accuracy shows only less than 65% (with the largest loss \( \approx 1.0 \)). In contrast, the variance is distinctly smaller on easy samples, as shown in the left bottom panel of Fig. 3. Correspondingly, a metric, namely the smoothed loss, is established to justify easy and hard samples in certified robustness on \( \mathcal{N}(x, \sigma^2 I) \).

**Definition 1 (Smoothed loss).** Given a classifier \( f(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^K \) and the cross-entropy loss \( L_{ce} \), for any sample \( (x, y) \sim \mathbb{R}^d \times \mathcal{K} \), the smoothed loss \( \mathcal{L}_{x} \) is defined by

\[
\mathcal{L}_x := \frac{1}{m} \sum_{i=1}^{m} L_{ce}(f(x + \delta_i), y), \quad \delta_i \sim \mathcal{N}(0, \sigma^2 I).
\]

The constructed metric in Eq. (6) is computed by averaging the losses w.r.t. \( m \) samplings on \( \mathcal{N}(x, \sigma^2 I) \). Since an easier sample indicates more accurate and stable predictions under the perturbation in a larger neighborhood domain (a larger \( \bar{R} \)) and vice versa, such a smoothed loss can be linked to the certified radius \( \bar{R} \). As shown in the right panel of Fig. 3, as \( \bar{R} \) increases, the easier the sample is, the smaller the smoothed loss \( \mathcal{L}_x \) is. The smoothed losses of easy and hard samples differ significantly and thereby are easily distinguishable.

SPL [24] progressively includes samples into the optimization in a meaningful order, i.e., only these samples with losses smaller than a given hard threshold are used in the current iteration. SPL can also be extended with soft
thresholds, i.e., the losses of samples are weighted in accordance with their easiness or hardness by the adapted logistic function \([25]\). It has been proven theoretically and empirically that SPL helps avoid bad local optima and facilitate optimization \([34]\). We utilize SPL with soft thresholds and modify it for the circular-teaching in our multi-head DNNs.

With the metric \(\overline{L}_k^{x_n}\) in Definition 1 for certified robustness, the weight \(\nu_n^k\) assigned to the sample \(x_n\) is determined by the \(k\)-th classifier \(f^k\), such that

\[
\nu_n^k = \begin{cases} 
1 & \overline{L}_k^{x_n} \leq \lambda, \\
\frac{1 + e^{-\lambda}}{1 + e^{2\lambda - \lambda}} & \text{otherwise.}
\end{cases}
\] (7)

In Eq. (7), samples with \(\overline{L}_k^{x_n} \leq \lambda\) under \(f^k\) are viewed as easy samples and are fully involved, i.e., \(\nu_n^k = 1\), while hard samples are weighted by the adapted logistic function \([25]\) modified based on the smoothed loss in Eq. (6). As shown in Problem (5), \(\nu_n^k\) is then used to update \(f^{k+1}\) in the circular-teaching, flexibly realizing the communication flow in the joint training and making our SPACTE easily implementable and user-friendly. More details of the proposed algorithm is provided in Appendix B.

4 Numerical experiments

Extensive experiments are presented to evaluate the proposed SPACTE\(^1\) on CIFAR10 with comparisons to the state-of-the-arts methods, in terms of certified accuracy, computational cost, and ablation studies.

 Metrics. Both the average certified radius (ACR) \([15]\) over the test set, and the certified accuracy at different certified radii \(r\) are adopted for evaluations. As proposed in \([12]\), the Monte Carlo method is used to estimate the certified radius of each test sample. The certified accuracy at a specific radius \(r\) is calculated by the fraction of the correctly-predicted samples with certified radii larger than \(r\).

 Baseline methods. For single-model-based methods, 3 representatives are compared, i.e., Gaussian \([12]\): the pioneering work trained on Gaussian corruptions of samples, Consistency \([16]\): the SOTA regularization-based method by adding a Kullback-Leibler (KL) divergence loss to regularize the prediction consistency within \(\mathcal{N}(x, \sigma^2 I)\), and SmoothMix \([18]\): the SOTA data-augmentation-based method by mixing the adversarial examples. The current SOTA ensemble methods are also compared, i.e., Horváth et al. \([19]\): the ensemble method via averaging the logits of multiple separately-trained DNNs. Other popular RS-based methods are also included into comparisons, including MACER \([15]\) and SmoothAdv \([17]\).

 Setups. The networks and datasets are used as ResNet-110 \([35]\) on CIFAR10 \([36]\) with noise levels varied on \(\sigma \in \{0.25, 0.5, 1.0\}\), which are commonly set for certified robustness in related works \([12, 16, 18]\) for fair comparisons. The training and certification adopt the same noise level \(\sigma\). Appendix C introduces more implementation details of models, algorithms, and hyper-parameters.

4.1 Main results

 CIFAR10. Our method augments a single DNN with multiple heads trained with SPACTE, and can be seamlessly applied to the existing methods based on single models. In Tab. 2 and Tab. 3, similar to the ensemble method Horváth et al. \([19]\) using 5 DNNs, our method augments the 3 representative single-model-based methods (Gaussian \([12]\), Consistency \([16]\) and SmoothMix \([18]\)) with 5 heads \((L = 5)\) and is compared with all the mentioned baseline models. The compared methods are evaluated based on the checkpoints released by Horváth et al. \([19]\).

Table 3 illustrates that new SOTA results of ACR are achieved by our method. More specifically, for the 3 methods using a single DNN, both the existing Horváth et al. \([19]\) and our SPACTE substantially improve the accuracy, showing the effectiveness of the ensemble for certified robustness. Compared to the existing ensemble method \([19]\) using 5 individual DNNs, our SPACTE further achieves higher accuracy, verifying the advantageous of the proposed novel ensemble strategy with augmented heads instead of individual DNNs. Table 2 further lists the certified accuracy at given radii when \(\sigma = 1.00\), where our SPACTE still shows the highest certified accuracy over a large range of certified radii. Due to space limitation, detailed performances on noise levels \(\sigma \in \{0.25, 0.5\}\) and more experimental results are given in Appendix D.

4.2 Runtime analysis

In addition to the certified accuracy, the efficiency of the proposed method is also comprehensively evaluated, where the single-model methods \([12, 16]\) and the existing ensemble defense \([19]\) are demonstrated for comparisons. For a

\(^1\) Codes are available at https://github.com/fanghenshaometeor/Circular-teaching.
### Table 2: Comparison results on ACR and the approximated certified accuracy (%) at different radii $r$.

| Methods              | # DNNs | ACR     | Radius $r$ |       |       |       |       |       |
|----------------------|--------|---------|------------|-------|-------|-------|-------|-------|
|                      |        |         | 0.00       | 0.25  | 0.50  | 0.75  | 1.00  | 1.25  | 1.50  | 1.75  | 2.00  | 2.25  |
| Gaussian [12]        | 1      | 0.532   | 48.0       | 40.0  | 34.4  | 26.6  | 22.0  | 17.2  | 13.8  | 11.0  | 9.0   | 5.8   |
| Horváth et al. [19] | 5      | 0.601   | 49.0       | 43.0  | 36.4  | 29.8  | 24.4  | 19.8  | 16.4  | 12.8  | 11.2  | 9.2   |
| **SPACTE** (5-head) | 1      | **0.656** | **50.6**   | **45.2** | **37.8** | **31.6** | **27.8** | **22.4** | **18.4** | **14.8** | **12.0** | **10.6** |
| Consistency [16]     | 1      | 0.778   | 45.4       | 41.6  | 37.4  | 33.6  | 28.0  | 25.6  | 23.4  | 19.6  | 17.4  | 16.2  |
| Horváth et al. [19] | 5      | 0.809   | 46.6       | 42.0  | 37.6  | 33.0  | 29.6  | 25.8  | 23.2  | 21.0  | 17.6  | 16.2  |
| **SPACTE** (5-head) | 1      | **0.832** | **46.2**   | **43.6** | **40.2** | **35.8** | **33.0** | **28.2** | **25.6** | **22.0** | **18.8** | **16.0** |
| SmoothMix [18]       | 1      | 0.826   | 43.4       | 39.8  | 36.8  | 33.6  | 30.4  | 28.4  | 24.8  | 21.6  | 18.6  | 16.2  |
| Horváth et al. [19] | 5      | 0.831   | 43.8       | 40.6  | 38.2  | 34.8  | 31.2  | 27.6  | 24.0  | 22.0  | 19.2  | 15.8  |
| **SPACTE** (5-head) | 1      | **0.870** | **46.2**   | **43.6** | **40.2** | **35.8** | **33.0** | **28.2** | **25.6** | **22.0** | **18.8** | **16.0** |
| MACER [15]           | 1      | 0.797   | 42.8       | 40.6  | 37.4  | 34.4  | 31.0  | 28.0  | 25.0  | 21.4  | 18.4  | 15.0  |
| SmoothAdv [17]       | 1      | 0.844   | 45.4       | 41.0  | 38.0  | 34.8  | 32.2  | 28.4  | 25.0  | 22.4  | 19.4  | 16.6  |

Table 2: Comparison results on ACR and the approximated certified accuracy (%) at different radii $r$. “# DNNs” denotes the number of DNNs employed in each method. Our results improving upon baseline methods are in bold and the overall best results are underlined.

| Methods              | Models | $\sigma$ |       |       |       |       |       |
|----------------------|--------|----------|-------|-------|-------|-------|-------|
|                      |        | 0.25     | 0.50  | 1.00  |       |       |       |
| Gaussian [12]        | 1 DNN  | 0.450    | 0.535 | 0.532 |       |       |       |
| Horváth et al. [19] | 5 DNNs | 0.530    | 0.634 | 0.601 |       |       |       |
| **SPACTE**           | 5 heads| **0.537** | **0.668** | **0.656** |       |       |       |
| Consistency [16]     | 1 DNN  | 0.546    | 0.708 | 0.778 |       |       |       |
| Horváth et al. [19] | 5 DNNs | 0.577    | 0.741 | 0.809 |       |       |       |
| **SPACTE**           | 5 heads| **0.580** | **0.745** | **0.830** |       |       |       |
| SmoothMix [18]       | 1 DNN  | 0.545    | 0.728 | 0.826 |       |       |       |
| Horváth et al. [19] | 5 DNNs | 0.585    | 0.755 | 0.831 |       |       |       |
| **SPACTE**           | 5 heads| **0.589** | **0.759** | **0.870** |       |       |       |
| MACER [15]           | 1 DNN  | 0.518    | 0.668 | 0.797 |       |       |       |
| SmoothAdv [17]       | 1 DNN  | 0.527    | 0.707 | 0.844 |       |       |       |

Table 3: Comparison results on ACR. The bold text indicates the best accuracy improved from a single model, and the underlined text is the new SOTA performance for each $\sigma$. 

Fair comparison, each experiment here is executed on one single GPU of NVIDIA GeForce RTX 3060 (Ampere) with 12GB memory. The compared single models Gaussian [12] and Consistency [16] are based on ResNet-110 trained on CIFAR10 for 150 epochs with a noise level $\sigma = 1.0$ and a batch size of 256. The ensemble method [19] trains 5 individual models with Gaussian [12] and Consistency [16], respectively, and then performs the ensemble; the proposed SPACTE is instead augmented with 5 heads on single models accordingly. The compared statistics mainly include the ACR, FLOPs, and time-consuming of training and certification phases. Following previous works [12, 19], we certify the CIFAR10 test set by evaluating every 20 samples. We leave the comparison with the fine-tune method [20] in Appendix D.1 for a fair and thorough discussion, considering its different training scheme and certification settings.

Table 4 shows that the training and certification time of the proposed SPACTE are both significantly reduced. For both Gaussian [12] and Consistency [16], our novel ensemble reduces the certification time by $>50\%$ than the existing ensemble [19], and the training time is also greatly reduced, particularly in the case of Consistency [16]. The FLOPs also indicate a much cheaper algorithm complexity of our method. The efficiency advantage of such a multi-head structure in our method can be further pronounced by paralleling the forward propagation of all heads, which would be interesting in future implementations.

### 4.3 Ablation studies

In ablation studies, we mainly bear 3 questions in mind:
Q1: *does the multi-head structure in SPACTE help improve the certified robustness over single models?*

Q2: *does the proposed circular-teaching contribute to the certified robustness on top of our multi-head DNN?*

Q3: *can the proposed circular-teaching be extended to help train multiple individual DNNs in the ensemble?*

Figure 4 is drawn with $\sigma \in \{0.25, 0.50, 1.00\}$ based on the classic RS method Gaussian [12]: the method “w/ 5-head” augments the single model in Gaussian [12] with 5 heads, and is optimized only with regular training, answering Q1; the method “w/ 5-head+CT” indicates that the proposed circular-teaching (CT) is further employed, answering Q2. Firstly, Fig. 4 shows that simply augmenting an individual model (Sec. 3.1) without circular-teaching can improve the baseline certified accuracy on different radii, *i.e.*, the dashed curves are consistently over the dotted curves. It indicates that the diversity induced only by the augmented heads itself helps variance reduction on the ensemble predictions within $N(x, \sigma^2 I)$. Secondly, with our multi-head DNN, the proposed circular-teaching scheme further improves the performance on varied radii and different $\sigma$, reflected by the solid curves. This verifies that the proposed circular-teaching scheme further enhances the diversity among heads and successfully boosts the certified robustness. Details of the certified accuracy in Fig. 4 at each radius are attached in Appendix D.2, where other baseline methods (Consistency [16] and SmoothMix [18]) are also discussed and all support the conclusions above.

Table 4: Runtime comparisons. Our method greatly saves computational cost over the ensemble [19] and distinctively improves ACR over both single-model [12, 16] and ensemble [19] baselines. Horváth et al. [19] amplifies the running time of the single-model baseline by $\approx 5$.

| Methods          | ACR  | Models | GFLOPs | Training time per epoch (s) | Certification time per sample (s) | Total (h) |
|------------------|------|--------|--------|-----------------------------|----------------------------------|-----------|
| Gaussian [12]    | 0.532 | 1 DNN  | 0.256  | 39.6                        | 1.65                             | 17.3      |
| Horváth et al. [19] | 0.601 | 5 DNNs | 1.280  | 198.0                       | 8.25                             | 91.3      |
| SPACTE           | 0.656 | 5 heads| 0.594  | 155.5                       | 6.48                             | 30.3      |
| Consistency [16] | 0.778 | 1 DNN  | 0.256  | 78.2                        | 3.26                             | 17.2      |
| Horváth et al. [19] | 0.809 | 5 DNNs | 1.280  | 390.8                       | 16.3                             | 90.9      |
| SPACTE           | 0.830 | 5 heads| 0.594  | 154.6                       | 6.44                             | 30.4      |

To answer Q3, we apply our proposed training scheme, *i.e.*, SPACTE, to the ensemble of 5 individual DNNs, denoted as “SPACTE (5 DNNs)”, which can actually be regarded as a special case of our method by augmenting the heads after the input layer. In this way, these 5 DNNs are not only jointly trained but also enable communications through the circular-teaching via SPACTE. In Tab. 5, applying our proposed SPACTE to train the existing ensemble method [19] consistently improves the certified accuracy, particularly in the cases of $\sigma \in \{0.50, 1.00\}$, achieving distinctive improvements. This further verifies that the communication flow between different classifiers in the ensemble is indeed effective, providing a promising perspective on boosting general ensemble methods. Thus, our proposed method is not only an extension on augmenting a single model, but can also be flexibly applied to enhance the training of ensemble methods. We can see that even with the more efficient 5-head structure and much less running time, our method already achieves comparable accuracy with SPACTE (5 DNNs). Therefore, training multiple DNNs via circular-teaching shall be recommended when certified robustness is pursued in the foremost priority and sufficient computation budgets are allowed.
Table 5: ACR comparisons with different methods and varied $\sigma$.

| Methods                      | Models | $\sigma$ 0.25 | $\sigma$ 0.50 | $\sigma$ 1.00 |
|------------------------------|--------|---------------|---------------|---------------|
| Gaussian [12]                | 1 DNN  | 0.450         | 0.535         | 0.532         |
| Horváth et al. [19]          | 5 DNNs | 0.530         | 0.634         | 0.601         |
| SPACTE                       | 5 DNNs | 0.535         | 0.673         | 0.675         |
| SPACTE                       | 5 heads| 0.537         | 0.668         | 0.656         |

5 Conclusion

Based on RS for certified robustness, we propose (i) to augment multiple heads in a single DNN, and (ii) to construct an associated ensemble training strategy SPACTE. The multi-head structure seeks diversified classifiers for the ensemble with imposed orthogonal constraints and greatly alleviates the heavy computational cost in the existing ensemble methods using multiple DNNs. The proposed SPACTE allows communication and information exchange among heads via the self-paced learning, which is modified with the proposed smoothed loss in specific relations to the certified robustness of samples. With SPACTE on the multi-head network, each head selects the mini-batch samples to teach the training of its neighboring head, forming a circular communication flow for better optimization results and enhanced diversities. In extensive experiments, our proposed method achieves SOTA results over the existing ensemble methods at the cost of distinctively less computational expenses. In future, different ensemble mechanisms are worthy to be investigated to further boost certified robustness and efficiency.
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A More related works and compared methods

The general concept of multi-head structures with DNNs is employed in different fields. In the prevailing vision transformer [37, 38], multi-head attention is devised, where each attention head performs scaled dot-products on queries, keys and values, instead of the common convolutions on features. Attention from multiple heads then presents the model with information from different representation subspaces at different positions to capture dependencies hidden in the sequence of image patches. Such revised attention blocks are intrinsically different from our multi-head structure in both technical aspects and tackled tasks. In medical image analysis, Linmans et al. [33] considers the out-of-distribution detection for normal lymph node tissue from breast cancer metastases, and deploys a multi-head convolutional neural network for more efficient computations [39]. This work simply pursues the efficiency for the binary classification on very high-resolution images, where no considerations are involved either in the optimization techniques or for the specific tasks. In against adversarial attacks, an empirical defense is proposed in [40] by simply using multiple last linear layers, enhancing the network robustness both with and without adversarial training. This method is actually not claimed as an ensemble method, since only a single last linear layer is used for predictions at each forward inference, as in single-model methods.

In the existing ensemble methods for certified robustness, multiple individual DNNs are employed for ensemble prediction, and each of those individual DNNs in fact simply realizes any existing single-model-based method with RS [19]. Similarly in our proposed method, each head pertaining a classifier can also be implemented with different methods used in single models. To be more specific, we give details on how the proposed SPACTE augments the 3 representative single-model-based certified defenses in each head as done in the experiments.

Gaussian. The training of the so-called Gaussian method with RS [12] simply includes the cross-entropy loss on Gaussian corrupted samples. The proposed SPACTE leveraging the Gaussian method in each head is described in Algorithm 1, which will be introduced in detail in the subsequent section. Following the notations in Algorithm 1, we exemplify the corresponding optimization problem in the form of expected risk minimization as follows:

$$\min_{g,h_1,\ldots,h_L \mid (x,y), \delta} \mathbb{E}_{x} \left[ \sum_{k=1}^{L} \omega^{k} \nu^{k-1} L_{ce} \left( f^{k}(x + \delta), y \right) \right] + L_{con}. \quad (8)$$

Consistency. The training of the Consistency method with RS [16] introduces two regularization terms to additionally restrict the predictive consistency in $\mathcal{N}(x, \sigma^2 I)$. Given a classifier $f : \mathbb{R}^d \mapsto \mathbb{R}^k$, the optimization problem of Consistency is formulated as:

$$\min_{f \mid (x,y), \delta} \mathbb{E}_{x} \left[ L_{clf} + L_{con} \right], \quad \left(9\right)$$

$$L_{clf} = L_{ce} \left( f(x + \delta), y \right),$$

$$L_{con} = c_1 \cdot \text{KL} \left( \hat{f}(x + \delta) || \hat{f}(x) \right) + c_2 \cdot H \left( \hat{f}(x) \right),$$

where $\hat{f}(x) := \mathbb{E}_{\delta} [f(x + \delta)]$. In Problem (9), aside of the classification loss $L_{clf}$, the additional loss $L_{con}$ forces a small KL divergence between the predictions on one noisy sample $f(x + \delta)$ and the mean predictions on multiple noisy samples $\mathbb{E}_{\delta} [f(x + \delta)]$, so as to pursue the predictive consistency on $\mathcal{N}(x, \sigma^2 I)$ for larger certified radii. The mean predictions $\hat{f}(x)$ are also restricted by the entropy function $H(\cdot)$. $c_1$ and $c_2$ are in correspondence with the coefficients $\lambda$ and $\eta$, respectively, in the original paper [16]. Notice that the additional term $L_{con}$ is sample-wisely determined and thus can be weighted via the SPL strategy in SPACTE. The optimization problem of SPACTE based on Consistency is written as:

$$\min_{g,h_1,\ldots,h_L \mid (x,y), \delta} \mathbb{E}_{x} \left[ \sum_{k=1}^{L} \omega^{k} \nu^{k-1} \left( L_{clf}^{k} + L_{con}^{k} \right) \right] + L_{con}, \quad (10)$$

$$L_{clf}^{k} = L_{ce} \left( f^{k}(x + \delta), y \right),$$

$$L_{con}^{k} = c_1 \cdot \text{KL} \left( f^{k}(x + \delta) || \hat{f}^{k}(x) \right) + c_2 \cdot H \left( \hat{f}^{k}(x) \right).$$

SmoothMix. The training of the SmoothMix method [18] follows the idea of adversarial training [5], where the adversarial examples generated on the smoothed classifier are incorporated into training the base classifier. Given a
classifier $f : \mathbb{R}^d \mapsto \mathbb{R}^K$, the optimization problem of Smoothmix is formulated as:

$$\min_{f} \mathbb{E}_{(x,y,\delta)} [\mathcal{L}_{\text{clf}} + \mathcal{L}_{\text{mix}}],$$

$$\mathcal{L}_{\text{mix}} = c_3 \cdot \text{KL} \left( f(x^{\text{mix}}) \mid\mid y^{\text{mix}} \right),$$

$$x^{\text{mix}} = (1 - c_4) \cdot x + c_4 \cdot \tilde{x}^{(T)},$$

$$y^{\text{mix}} = (1 - c_4) \cdot \tilde{f}(x) + c_4 \cdot \frac{1}{K} \cdot c_4 \sim \mathcal{U}\left(0, \frac{1}{2}\right).$$

In Problem (11), the additional term $\mathcal{L}_{\text{mix}}$ exploits the mix-up between the adversarial examples and clean images, so as to calibrate those over-confident examples via linear interpolation for re-balancing certified radii. $\tilde{x}^{(T)}$ indicates the PGD-based $T$-step adversarial examples on the smoothed classifier, and $\tilde{f}(x)$ denotes the soft predictions with softmax on $\mathcal{E}_\delta[f(x + \delta)]$. $c_3$ and $c_4$ are in correspondence with the coefficients $\eta$ and $\lambda$, respectively, in the original paper [18]. Details of generating $\tilde{x}^{(T)}$ can refer to [18]. Similar to the case in Consistency, the SPL strategy in SPACTE can also be applied to weight the sample-wise loss $\mathcal{L}_{\text{mix}}$. Then, the optimization problem of SPACTE based on SmoothMix is written as

$$\min_{g,h_1,\ldots,h_L,(x,y,\delta)} \mathbb{E} \left[ \sum_{k=1}^{L} \omega_k \nu_k^{k-1} \left( \mathcal{L}_{\text{clf}}^k + \mathcal{L}_{\text{mix}}^k \right) \right] + \mathcal{L}_{\text{cos}},$$

$$\mathcal{L}_{\text{mix}}^k = c_3 \cdot \text{KL} \left( f^k(x^{\text{mix}}) \mid\mid y^{\text{mix}} \right).$$

Notice that here $(x^{\text{mix}}, y^{\text{mix}})$ is accordingly modified to be generated based on the ensemble of multiple heads.

### B Algorithm details

Algorithm 1 outlines the key steps in each iteration of the proposed algorithm SPACTE in training the deployed multi-head DNN for certified robustness. Given a mini-batch of training samples, the smoothed loss of each sample w.r.t. each classifier (head) is calculated firstly, which is hereafter used to determine the corresponding coefficient assigned differently to easy and hard samples. These coefficients then contribute to the sample-wise cross-entropy loss in our modified SPL with soft thresholds. Secondly, with the circular-teaching scheme in SPACTE, the coefficients learned by $f^k$ are shifted to its next neighboring classifier $f^{k+1}$, which flexibly and efficiently achieves the teaching and forms a circular communication flow in the joint optimization for our ensemble method. Finally, the cross-entropy loss and the cosine loss imposed on the augmented heads together help update the multi-head DNN.

Notice that the computation of $\mathcal{L}_w$ in line 4 in Algorithm 1 slightly differs from Problem (5). To present a clear and succinct pipeline of the main method, the $m$ samplings $\delta_1, \ldots, \delta_m$ for the smoothed loss are not explicitly presented in Problem (5), since we leave the introduction of the smoothed loss in the subsequent subsection. In our modified SPL to distinguish easy sample and hard ones, $\delta_1, \ldots, \delta_m$ required by the smoothed loss can be simply implemented in computing $\mathcal{L}_w$, as shown in Algorithm 1. In this paper, we fix $m = 2$ for all experiments.

**Algorithm 1** Training algorithm of the proposed SPACTE.

**Require:** A mini-batch of training samples $\{(x_n, y_n)\}_{n=1}^N$, number of heads $L$, sampling times $m$, thresholds $\epsilon$ and $\lambda$, learning rate $\eta$, noise level $\sigma$. Note that $\theta$ denotes the to-be-optimized parameters of $g, h^1, \ldots, h^L$.

**Ensure:** A deep neural network with augmented heads $f^k(\cdot):=h^k(g(\cdot)), k \in \{1, 2, \ldots, L\}$.

1. Sample $\delta_1, \ldots, \delta_m$, from $\mathcal{N}(0, \sigma^2 I)$.
2. Determine smoothed loss $\mathcal{L}_{x_n}^k$ for each $f^k$ on $(x_n, y_n)$.
3. Determine SPL coefficient $\nu_n^k$ as Eq. (7) based on $\mathcal{L}_{x_n}^k$.
4. Determine the sample-weighted cross-entropy loss as

$$\mathcal{L}_w = \frac{1}{mNL} \sum_{k=1}^{L} \sum_{n=1}^{N} \sum_{i=1}^{m} \nu_n^k \mathcal{L}_{\text{cos}}(f^k(x_n + \delta_i), y_n).$$

5. Determine $\mathcal{L}_{\text{cos}}$ as Eq. (3).
6. Update parameters $\theta \leftarrow \theta - \eta \cdot \nabla_\theta (\mathcal{L}_w + \mathcal{L}_{\text{cos}}).$
C Experiment details

More details on the experiments are provided to cover as comprehensive aspects as possible, e.g., location of augmented heads, selection of hyper-parameters, etc.

C.1 Dataset and network

In CIFAR10 [36], there are 50,000 training images and 10,000 test images of $32 \times 32 \times 3$ size categorized into 10 classes. In all the certifications, if not specified, we follow the same settings in previous works [12, 19], which is also regarded as the typical settings for certified robustness, i.e., we certify a subset of 500 images by sampling every 20 images without shuffling.

We augment multiple heads in the ResNet-110 on CIFAR10 [35]. In all the experiments, we adopt 5 heads, i.e., $L = 5$. Figure 5 gives more structural details on a 5-head DNN. The dotted black box frames out the typical structure of a standard residual network: a concatenation of a convolution-batchnorm-ReLU layer and 3 residual blocks followed by an average pooling layer and the last linear layer. The certain location where the heads get augmented is placed right after the second residual block. That is, each augmented head consists of the third residual block, the average pooling layer and the linear layer, represented by the green shaded area in Fig. 5. Accordingly, the backbone, shown by the blue shaded area, contains the convolution-batchnorm-ReLU layer and the first 2 residual blocks.

We now dive into more details on such a 5-head network. Without loss of generality, we exemplify the deployed ResNet-110. The 1st, 2nd and 3rd residual blocks contain 34, 37 and 37 convolution layers, respectively. Then the number of augmented layers in one head is only $37 + 1 = 38$ (the 3rd block and the last linear layer), accounting for approximately $38/110 \approx 34\%$ in a 110-layer residual network. Though, it is worth mentioning that the parameters are not uniformly distributed in a residual network. The back layers near outputs generally have more parameters than the front layers near inputs due to the increasing number of channels along layers. Accordingly, each head saves $\approx 66\%$ network layers and $\approx 25\%$ parameters in a 110-layer residual network with in total 1,730,714 parameters. Thus, such a multi-head network helps save lots of computations compared with the ensemble of multiple individual DNNs, which has been empirically elaborated in detail from several aspects in Sec. 4.2. In later parts of this appendix, some empirical evidences on the performance of our multi-head structure augmented in different layers are also supplemented and can refer to Fig. 7 for details.

C.2 Training setups and hyper-parameters

Following the common settings in all previous works [12, 16, 18, 19, 20], the models on CIFAR10 are trained for 150 epochs with a batch size of 256. The stochastic gradient descent optimizer is adopted with Nesterov momentum (weight 0.9, no dampening) with weight decay 0.0001. The initial learning rate is 0.1, which is reduced by a factor of 10 every 50 epochs. We give a general description on the selection of hyper-parameters in SPACTE. Besides, the training commands for each experiment are all provided in the codes, where the specified values of the hyper-parameters are also presented.

In the experiments, without specifications, the number of heads is set as $L = 5$ with $\epsilon = 0.8$ in Eq. (4) controlling the gradient allocation on the 5 heads. The sampling number $m$ to calculate the smoothed loss is set as $m = 2$, which is the same as that in Consistency [16] and SmoothMix [18]. The threshold $\lambda$ in Eq. (7) to control the SPL weights is scheduled dynamically during training. $\lambda$ varies in a logarithmic shape with base 10. Given the initial value $\lambda_{ini}$ at
Figure 6: The variation curve of $\lambda$ during training. Given $\lambda_{\text{ini}}$ and $\lambda_{\text{lst}}$, the coefficients $a$ and $b$ of the curve could be determined, which then specifies the detailed $\lambda$ values at every training epoch.

the 1st epoch and the last value $\lambda_{\text{lst}}$ at the last epoch, the values of $\lambda$ at every training epoch can be determined. We choose the initial value of $\lambda$ as $\lambda_{\text{ini}} = \ln K$, where $K$ denotes the number of classes, while $\lambda_{\text{lst}}$ could be further tuned according to practitioners’ demands. An example of the variation of $\lambda$ is shown in Fig. 6.

C.3 Certification setups

The ensemble of multiple heads $f_{\text{ens}}$ in Eq. (2) is employed as the base classifier in RS. As typically done in previous works [16, 18, 19, 20], we follow the function CERTIFY in [12] to perform certification with the same associated settings: $n_0 = 100, n = 100,000, \alpha = 0.001$.

D Details of complete results

The complete empirical results are listed, covering the comparisons on ACR, and approximated certified accuracy at each given radius, and more comprehensive ablation studies.

D.1 Complete comparisons on CIFAR10

Table 6 shows the complete comparisons on all noise levels $\sigma \in \{0.25, 0.50, 1.00\}$, as a supplement to Tab. 2 and Tab. 3. Among the compared methods in Tab. 6, the results of those denoted by † are directly from the original paper of Horváth et al. [19]. For the ensemble method [19] of 5 DNNs, the results are obtained by running the codes $^2$ provided by [19] on 5 of the released models from [19]. For SmoothMix [18], we independently train 5 models from 5 different random seeds respectively following the codes $^3$ provided by [18] and again run the codes released by [19] to obtain the corresponding results of one single DNN and ensembled 5 DNNs.

In Tab. 6, both the ensemble method [19] and ours improve the ACR and the approximated certified accuracy from the 3 baseline methods (Gaussian [12], Consistency [16] and SmoothMix [18]). Particularly, our SPACTE with 5 heads shows better results than Horváth et al. [19] that ensembles 5 individual DNNs, achieving new SOTA results on ACR. In some cases, e.g., Gaussian baseline with $\sigma \in \{0.50, 1.00\}$ and Consistency baseline with $\sigma = 1.00$, SPACTE ensembling 5 heads in one single network even exceed the performance of ensembling up to 10 individual DNNs [19], highly illustrating the superiority of SPACTE in certified robustness.

Yang et al. [20] gave theoretical discussions on the sufficient and necessary conditions for certifiably-robust ensemble models, i.e., diversified gradient and large confidence margin, and accordingly proposed an ensemble training strategy, namely DRT, by leveraging the two conditions to train ensemble models. Despite of the theoretical analyses, the proposed DRT in [20] is not computational friendly for its completely different training scheme from other certified defenses. In existing single-model-based [12, 16, 18, 15, 17] or ensemble-based [19] certifiably-robust defenses, models are all trained from scratch. In contrast, DRT starts from multiple well-pretrained models, e.g., $k$ DNNs trained on CIFAR10 for 150 epochs as [12], and particularly, continues to fine-tune these $k$ well-pretrained DNNs for another 150 epochs. The training (pretraining) of multiple DNNs already requires quite a lot computational cost, and yet their proposed fine-tuning method needs much more computational expenses than the overhead computation in the pretraining. As the gradient diversity loss term in DRT involves gradients on input images, the resulting GPU memory occupation during training also inevitably increases.

$^2$https://github.com/eth-sri/smoothing-ensembles.

$^3$https://github.com/jh-jeong/smoothmix.
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
$\sigma$ & Models & \# DNNs & ACR & 0.00 & 0.25 & 0.50 & 0.75 & Radius $r$ & 1.00 & 1.25 & 1.50 & 1.75 & 2.00 & 2.25 \\
\hline
 & Gaussian$^1$ [12] & 1 & 0.450 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.530 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.537 & 83.4 & 71.6 & 54.4 & 40.4 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\hline
 & Consistency$^1$ [16] & 1 & 0.546 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.577 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.580 & 77.6 & 69.4 & 61.4 & 50.6 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\hline
 & SmoothMix [18] & 1 & 0.545 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.585 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.589 & 77.8 & 70.4 & 62.6 & 52.2 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\hline
 & MACER$^1$ [15] & 1 & 0.518 & & & & & & & & & & & & \\
 & SmoothAdv$^1$ [17] & 1 & 0.527 & & & & & & & & & & & & \\
\hline
 & Gaussian$^1$ [12] & 1 & 0.535 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.634 & & & & & & & & & & & & \\
 & Horváth et al.$^\dagger$ [19] & 10 & 0.648 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.668 & 69.8 & 61.8 & 50.8 & 42.6 & 31.2 & 21.6 & 15.2 & 9.4 & 0.0 & 0.0 & 0.0 & 0.0 \\
\hline
 & Consistency$^1$ [16] & 1 & 0.708 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.741 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.745 & 65.2 & 59.6 & 52.4 & 45.0 & 37.6 & 30.4 & 23.8 & 17.6 & 0.0 & 0.0 & 0.0 & 0.0 \\
\hline
 & SmoothMix [18] & 1 & 0.728 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.755 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.759 & 53.4 & 50.2 & 46.8 & 44.8 & 35.8 & 31.2 & 25.6 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\hline
 & MACER$^1$ [15] & 1 & 0.668 & & & & & & & & & & & & \\
 & SmoothAdv$^1$ [17] & 1 & 0.707 & & & & & & & & & & & & \\
\hline
 & Gaussian$^1$ [12] & 1 & 0.532 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.601 & & & & & & & & & & & & \\
 & Horváth et al.$^\dagger$ [19] & 10 & 0.607 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.656 & 50.6 & 45.2 & 37.8 & 31.6 & 27.8 & 22.4 & 18.4 & 14.8 & 12.0 & 10.6 & & \\
\hline
 & Consistency$^1$ [16] & 1 & 0.778 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.809 & & & & & & & & & & & & \\
 & Horváth et al.$^\dagger$ [19] & 10 & 0.809 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.830 & 46.2 & 43.6 & 40.2 & 35.8 & 33.0 & 28.2 & 23.6 & 22.0 & 18.8 & 16.0 & & \\
\hline
 & SmoothMix [18] & 1 & 0.826 & & & & & & & & & & & & \\
 & Horváth et al. [19] & 5 & 0.831 & & & & & & & & & & & & \\
 & SPACTE (5-head) & 1 & 0.870 & 38.4 & 36.2 & 33.8 & 32.0 & 30.2 & 28.4 & 26.2 & 24.6 & 22.0 & 19.0 & & \\
\hline
 & MACER$^1$ [15] & 1 & 0.797 & & & & & & & & & & & & \\
 & SmoothAdv$^1$ [17] & 1 & 0.844 & & & & & & & & & & & & \\
\hline
\end{tabular}
\caption{A comprehensive comparison of various certified defenses on ACR and the approximated certified accuracy (%) at different radii $r$ on CIFAR10 with noise levels $\sigma \in \{0.25, 0.50, 1.00\}$. Our results improving upon baseline methods are in bold and the overall best results are underlined. Results of methods denoted by $^\dagger$ are directly from the original paper of Horváth et al. [19].}
\end{table}
Table 7: Runtime comparisons among Horváth et al. [19], Yang et al. [20] and our SPACTE. \( k \) denotes the number of deployed DNNs.

Table 7 gives a comprehensive runtime comparison on the certifiably-robust ensemble defense [19] and our SPACTE, which are both end-to-end training methods, and the fine-tuning ensemble method [20] is also compared here. Because the models and their corresponding settings of [20] are not released, we employ the best ACR values reported in their paper. In [20], the certification settings are different as they certify the test set every 10 images. For a fair comparison with the results released by [20], we re-certify for Horváth et al. [19] and SPACTE following the same certification settings in [20]. For Horváth et al. [19], certifications are re-executed based on the setups with the best results reported in their paper. In Tab. 7, each experiment is executed on one single GPU of NVIDIA GeForce RTX 3090 (Ampere) with 24GB memory, as our previously used NVIDIA GeForce RTX 3060 (Ampere, 12GB memory) lacks capacity for the newly compared method [20]. All the models are trained on CIFAR10 with a batch size of 256. The pretraining of [20] all requires \( 4189 \times 3 \) MiB memory, which is omitted in the table for a more succinct comparison.

In Tab. 7, as a single DNN augmented with 5 heads, SPACTE achieves competitive or even better ACR over the ensemble of up to 10 individual DNNs [19], with the much saved time expenses in certification. On the other hand, SPACTE can still outperform [20] when \( \sigma = 0.25 \). Notice that such ACR gain is from the fine-tuning multiple well-pretrained DNNs at a very high memory occupation and training time-consuming, as shown in Tab. 7. In this paper, we mainly focus on the efficient ensemble method trained in an end-to-end way, involving a circular communication flow along classifiers. It would also be of interest in future works to apply SPACTE on multiple DNNs, either by the training from scratch or by the fine-tuning.

D.2 More results of ablation studies

Table 8 gives the quantitative values corresponding to the plots in Fig. 4 of ablation studies in Sec. 4.3, and further includes the results relating to the other 2 baseline methods, Consistency [16] and SmoothMix [18]. As shown in Tab. 8, in all the 3 cases, Gaussian, Consistency and SmoothMix, the multi-head structure in SPACTE can help enhance the certified robustness over single models, in terms of both the ACR and approximated certified accuracy. Besides, on top of the multi-head structure, the circular-teaching scheme of SPACTE among multiple heads further brings higher values of ACR and approximated certified accuracy. Both the 2 key parts in our defense, the multi-head structure and the circular-teaching, are comprehensively verified empirically-effective in strengthening certified robustness, supporting the answers for Q1 and Q2 in Sec. 4.3.

Aside from the ablation studies answering the raised 3 questions in Sec. 4.3, we further explore the influence of different locations where heads get augmented. As shown in Fig. 5, generally in this paper, the certain location to augment heads is placed right after the 2nd residual block, resulting in \( \approx 34\% \) layers being augmented in each. In this experiment, we choose different augmenting positions, including the middle of the 3rd residual block, where each head accounts for \( \approx 17\% \) layers in the 110-layer residual network. Figure 7 shows the ACR results in correspondence to different augmentation locations in ResNet-110 on CIFAR10 with noise levels \( \sigma \in \{0.25, 0.50, 1.00\} \), where the training baseline method Gaussian [12] is employed. As discussed in Sec. 4.3, we consider two cases: a multi-head DNN trained with and without SPACTE, denoted as “SPACTE” and “Multi-head” in Fig. 7, respectively. The horizontal axis indicates the percentage of layers in one head over total layers: 0%, 17%, 34%, and 100%. The “0%” simply implies a standard DNN, and “100%” indicates multiple individual DNNs.

As shown in Fig. 7, as the number of augmented layers increases, the ACR of both SPACTE and Multi-head naturally improves a lot over one standard DNN. Besides, in all the 3 different augmentation proportions (17%, 34% and 100%), SPACTE all shows consistent superiority over the naive ensemble of multiple heads, indicating that the communication
Table 8: A comprehensive ablation study on the separate effectiveness of the proposed multi-head structure (+ w/ L-head) and the circular-teaching scheme of SPACTE (+ w/ L-head + CT) based on the 3 baseline methods. The considered noise levels of CIFAR10 are $\sigma \in \{0.25, 0.50, 1.00\}$.

![Ablation studies on where to augment heads.](image)

among heads benefits diversities of heads and thus boosts certified robustness. Specifically, Fig. 7 also illustrates that by only augmenting nearly or less than 30% of total layers with appropriate carefully-designed communication mechanisms, one multi-head DNN can possibly outperform the ensemble of multiple individual DNNs [19] (shown by the orange dashed lines) in certified robustness, further verifying our SPACTE as an efficient and effective ensemble method for certified robustness.