ABSTRACT

Demystifying effective connectivity among neuronal populations has become the trend to understand the brain mechanisms of Parkinson’s disease, schizophrenia, mild traumatic brain injury, and many other unlisted neurological diseases. Dynamic modeling is a state-of-the-art approach to explore various connectivities among neuronal populations corresponding to different electrophysiological responses. Through estimating the parameters in the dynamic models, including the strengths and propagation delays of the electrophysiological signals, the discovery of the underlying connectivities can lead to the elucidation of functional brain mechanisms. In this report, we survey six dynamic models that describe the intrinsic function of a single neuronal/subneuronal population and three effective network estimation methods that can trace the connections among the neuronal/subneuronal populations. The six dynamic models are event related potential, local field potential, conductance-based neural mass model, mean field model, neural field model, and canonical micro-circuits; the three effective network estimation approaches are dynamic causal modeling, structural causal model, and vector autoregression. Subsequently, we discuss dynamic parameter estimation methods including variational Bayesian, particle filtering, Metropolis-Hastings algorithm, Gauss-Newton algorithm, collocation method, and constrained optimization. We summarize the merits and drawbacks of each model, network estimation approach, and parameter estimation method. In addition, we demonstrate an exemplary effective network estimation problem statement. Last, we identify possible future work and challenges to develop an elevated package.
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1 Introduction

Demystifying effective connectivity among neuronal populations has become the trend to understand the dynamic brain mechanisms such as Parkinson’s disease and mismatch negativity, and some sophisticated techniques have been proposed to reconstruct the underlying neuronal networks [1][2][3][4]. In fact, studies of connectivities inside brains has a long history, and it was not until the past decades that effective connectivity was recognized as the concept behind the functioning brain.

1.1 Terminology

A few vocabulary words or collocations can be difficult to interpret due to their usage in interdisciplinary fields. Therefore, this subsection serves as the clarification for nuisance removal.
• Neural Network & Neuronal Network: Neural network is the network of nervous system, however, it also represents artificial neural network in computer science. In this sense, neuronal network is chosen to represent biological neural network for ease of reading in this report.

• Effective Connectivity & Functional Connectivity: An intuitive way to separate the two terms is to verify whether the parameters in the dynamic models are being used to interpret the observations or not. If yes, the model belongs to effective connectivity.

• Functional Integration & Functional Segregation: Functional integration allows different cortical areas in the brain to interchangeably pop up and disappear, whereas in functional segregation, the activation of cortical areas is preassigned.

• Cortical Column: Cortical column is the hierarchical structure found in the cortex that represents the basic unit of functioning. More details are provided in Section 6.

• Neuronal Population: In this report, neuronal population is a population of sufficiently large number of neuronal cells of the same type.

• Mismatch negativity: Mismatch negativity is a negative change in the auditory evoked potential secondary to the unpredictable deviated auditory stimuli. For example, a person gets used to hearing 1k Hertz stimuli. Following the regular 1k Hertz stimuli, a 1.1k Hertz stimulus is sent to the person, and the change found in EEG/MEG (differed from the response of 1k Hertz) is what we called mismatch negativity.

• Alpha Activity: A quasi-periodic electrical signal around 8-12 Hertz is observed in waking people with eyes closed, which has been believed to originate in occipital lobe.

1.2 Related Work

Before the 20th century, neuroscientists believed that functional segregation, or functional localization, gave explanations to brain mechanisms [1-5]. Functional segregation is an idea that each cortical region in the brain is specialized for certain tasks only [6]. By analogy, in computers, each program has already been preassigned to specific tasks. Functional localization, which is different from functional segregation, takes on a more general aspect. Functional localization implies that a task can be localized in the corresponding cortical areas, which means the identical cortical area can be paired with multiple tasks. However, with the incremental discovery in adaptability, flexibility, and environmentally dependent modality of the brain [7], the concept of brain mechanisms transformed into the internal connection of the brain networks.

In the 1940s, the word connectionism was coined by Donald Hebb to describe the causal relation between the memory and the perception to the physical world [5-8]. Hebb proposed that the synaptic connection between the neurons in a certain path facilitates the perception to a specific pattern. Starting publishing the initial report in 1959, Hubel and Wiesel, recipients of the Nobel Prize in Physiology or Medicine 1981, corroborated the distributed process in the visual cortex of the monkey with over 25 years research conducted [9, 10]. In their experiments, Hubel and Wiesel found how visual perception was produced by well-organized cortical neurons [11]. Their contribution not only led to an explosion in the number of studies beyond visual cortex, but also inspired the developments of machine learning and deep learning in computer science [12, 13].

Currently, based on the inception of brain’s adaptibility, flexibility, and modality, neuroscientists accept both functional integration and functional segregation as how the brain works [14, 15]. Functional integration indicates that brain mechanism is a dynamic self-assembling process. In other words, within a specified time span in an activity, parts of the brain engage and disengage in the activity temporally. For example, in mismatch negativity, the auditory cortex reacts to the stimuli strongly at initial phase, but during later period, the magnitude is suppressed due to the brain’s adaptability [16]. To resolve connectivities among neuronal populations under the assumption of functional integration, two main approaches are adopted widely by neuroscientists: functional connectivity and effective connectivity.

The dichotomy between functional connectivity and effective connectivity relies on the consideration of dynamic models [17]. Functional connectivity is determined by the measures of statistical dependencies such as Pearson correlations and transfer entropy [18, 19]. In contrast to functional connectivity, effective connectivity depends on the parameters of dynamic models that can interpret the observed statistical dependencies (functional connectivity). In [20], effective connectivity is defined as the time-dependent and simplest possible circuit diagram that would replicate the observed temporal relationship between the recorded neurons. In this regard, effective connectivity infers more information on causal relationships between the neuronal populations than functional connectivity does.
1.3 Motivation

In system biology, dynamic modeling often consists of differential equations and observation formulation [21]; hence, the whole system can be expressed with differential equations \( f \) that express the dynamic transformation of (state) variables \( x \) with parameters \( \Theta \), inputs \( u(t) \) as arguments, and \( w(t) \) as endogenous fluctuations, and observation function \( g \) that generates data \( y(t) \) depending on variables \( x \), observation noise \( e(t) \) and parameters \( \Theta \):

\[
\dot{x} = f(x(t), u(t), \Theta) + w(t),
\]

\[
y(t) = g(x(t), \Theta) + e(t).
\]

The framework for a generalized reverse engineering problem in system biology is suitable for modeling coupled neuronal networks generated by neuronal populations [22]. Vector \( x \) stands for the currents or potentials of neuronal populations; vector \( y \) is the observed neuroimaging data. Suppose vector \( x \) has \( n \) elements, then there are \( n \) hidden state variables in vector \( x \). Parameters \( \Theta \) are the parameterized connectivities, which are the targets to be approximated in this report. Inputs \( u(t) \) are often deterministic such as visual cue or auditory stimuli. Function \( g \) depends on the instruments and the types of the neuroimaging data, but is not discussed in the current report.

This report aims at a survey of effective connectivity estimation, which corresponds to seeking parameters \( \Theta \) in differential equations \( f \). Effective connection consists of dynamic models that can describe the mechanisms of neuronal populations and network estimation approaches that can fine-tune the parameters of the networks. In Section 2 six dynamic models (local field potential, event related potential, neural mass model, neural field model, and canonical micro-circuits) that describe the intrinsic function of a single neuronal/subneuronal population are surveyed. In Section 3 three effective network estimation methods (dynamic causal modeling, structural causal model, and vector autoregression) that can trace the connections among the neuronal/subneuronal populations are investigated. In Section 4 we survey dynamic parameter estimation methods including variational Bayesian, particle filtering, Metropolis-Hastings algorithm, Gauss-Newton algorithm, collocation method, and constrained optimization. For each surveyed dynamic model, network estimation approach, and parameter estimation method, we summarize its advantages and disadvantages and point out the challenges. Following the surveyed contents, we demonstrate an exemplary effective network problem statement in Section 6. Last, we identify possible future work and make conclusions in Sections 7 and 8, respectively.

2 Neuronal Population Models

A suite of dynamic models for the intrinsic network in a cortical area have been proposed, and in this report, the focus lays on the models designed for electroencephalography (EEG) and magnetoencephalography (MEG). Both EEG and MEG offer aggregate measure of neuronal activities with 1 millisecond resolution [23]. According to [24], the models that can quantify the measured neural activities of EEG/MEG include convolution-based neural mass models, conductance-based neural mass models, and field-based neural mass models. These models represent function \( f \) in Equation (1), and should be adopted appropriately in distinct circumstances.

2.1 Convolution-based Neural Mass Model

Convolution-based neural mass models are constructed under the assumption that each cortical column (composed of a certain amount of hierarchical neurons) can be treated as a point of mass [25] [26] [27]. The function of mass-based neural models lies in the sophisticated circuit composed of three subneuronal populations, and Figure 1 shows the differential equations and biological demonstration of convolution-based neural mass models. The cortical column is divided into three subneuronal populations based on experiments in macaque monkeys conducted by Felleman and associate [28]. The top layer, the supragranular layer (layers 1-3), is consisted of GABAergic inhibitory interneurons; the middle layer, the granular layer 4 (layer 4), is composed of spiny stellate cells; the bottom layer, the infragranular layer (layers 5-6), is formed by pyramidal cells. The interconnection among the three subpopulation cells is also depicted in Figure 1. The excitatory spiny stellate cells receive inputs and send the signals to pyramidal cells. Subsequently, excitatory pyramidal cells pass the message up to inhibitory interneurons. The inhibitory interneurons then regulate the process with feedback sent to pyramidal cells and sequential relay to spiny stellate cells. The reciprocal process establishes the fundamental message passing in nervous system.

The differential equations for one neuronal population in convolution-based neural mass models can be written as [24]:

\[
\dot{i}(t) = i(t),
\]

\[
\dot{i}(t) = \kappa_e i H_{e/i} S(v_{eff}) - 2\kappa_e i(t) - \kappa_{e/i} v(t).
\]
Potential \( v \) and current \( i \) are elements of vector \( x \). Function \( S \) is the sigmoid function, \( H_e, \kappa_e, H_i, \kappa_i \) are the parameters for membrane potentials, and \( \gamma \) is the coefficient for internal connection. \( v_{off} \) is the input to the neuronal population. The derivation of differential equations (3) - (4) are based on the neural mass model proposed by Jansen and Rit in 1995 \cite{26}. In neural mass model, for each neuronal population, the second order differential equation

\[
\ddot{x}(t) = Aau(t) - 2a\dot{x}(t) - a^2x(t)
\]

transforms average density of presynaptic inputs to postsynaptic membrane potential (PSP), where \( u(t) \) and \( x(t) \) are the presynaptic input and postsynaptic output signals, respectively; \( A, a \) are the amplitude and decay time respectively.

The solution of excitatory neuronal populations is

\[
h_e(t) = \begin{cases} \frac{H_e}{\tau_e}te^{-\frac{t}{\tau_e}}, & t \geq 0 \\ 0, & t < 0 \end{cases}
\]

On the other hand, the solution of inhibitory interneurons is

\[
h_i(t) = \begin{cases} \frac{H_i}{\tau_i}te^{-\frac{t}{\tau_i}}, & t \geq 0 \\ 0, & t < 0 \end{cases}
\]

In nervous system, to successfully fire the neuron and complete signal propagation, the net presynaptic inputs must be larger than the threshold. Such threshold-dependent mechanism is integrated with a modified sigmoid function:

\[
S(v) = \frac{1}{1 + exp(-rv)} - \frac{1}{2},
\]

where \( r = 0.56 \).

**Event Related Potential**

Event related potential (ERP) model belongs to convolution-based neural mass model, and ERP model has been utilized in the study of mismatch negativity \cite{29}. ERP is modeled as the dynamic response owing to the exogenous input; ERP has the structure similar to Equations in Figure 1 except the regulation in the layer composed of inhibitory interneurons. In this regard, equations for \( v_5, i_5, v_7 \) are deducted from the full equations displayed in Figure 1 in ERP model. For ERP’s application in mismatch negativity, researchers have tested various hypothesized network structures (on the scale of cortical columns) with ERP model. Competing ERP network models have been compared to learn the mutable neuronal networks in studies of mismatch negativity \cite{30, 31}.
Local Field Potential

Local field potential (LFP) model is derived from ERP model, and LFP focuses on capturing the steady-state spectrum (through Fourier Transform) of time series data [32]. Unlike the ERP model, LFP model includes the regulation of inhibitory interneurons \( (v_5, i_5, i_7) \). LFP model was based on the biophysical proposed by Whittington et al. to simulate the gamma oscillation in the hippocampus [33]. Currently, researchers have been making attempts on making inference about synaptic functions by adopting the LFP model [34].

2.2 Conductance-based Neural Mass Model

Conductance-based neural mass models are constructed on the biophysical models for describing the electrical properties of a single neuron and provide more information than convolution-based neural mass models. Figure 2 shows the differential equation set and the biological framework of the conductance-based neural mass model built on Morris-Lecar model.

Hodgkin-Huxley membrane model, Morris-Lecar model, and Fitzhugh-Nagumo model are three typical biophysical models to simulate the initiation and propagation of action potentials in a single neuron. Hodgkin-Huxley membrane model was proposed by Alan Lloyd Hodgkin and Andrew Fielding Huxley in 1952 (recipients of Nobel Prize in Physiology or Medicine 1963) to describe the ionic mechanisms of action potential in the squid’s giant axon [35]. Morris-Lecar model was developed by Catherine Morris and Harold Lecar in 1981 to reproduce the oscillatory behavior relevant to calcium and potassium conductance in the muscle fiber of the giant barnacle [36]. Fitzhugh-Nagumo model was suggested by Richard Fitzhugh in 1961 and created by Nagumo in the following year. Fitzhugh-Nagumo model is specialized in spike generation [37, 38]. In all three models, equivalent circuits are utilized for modeling the excitable systems in neurons. Hodgkin-Huxley membrane model possesses the most complete form, whereas Morris-Lecar and Fitzhugh-Nagumo models are the simplified forms of Hodgkin-Huxley membrane model.

The summation of the current at single neuron level is approximated as the measured EEG/MEG response in conductance-based neural mass models [39]. The basic differential equations for one subneuronal population are

\[
\begin{align*}
C \dot{V}(t) &= g(V_{\text{rev}} - V) + \Gamma, \\
\dot{g}(t) &= \kappa(\gamma \sigma(\mu_{\text{off}} - v_{\text{threshold}}, \Sigma_{\text{off}}) - g) + \Gamma.
\end{align*}
\]

Capacitance \( C \) times change of membrane potential \( V \) is the equivalent current, which is dependent on conductance \( g \), reverse potential \( V_{\text{rev}} \), and unit noise \( \Gamma \). The sigmoid function in convolution-based neural mass models becomes a cumulative distribution function for the normal distribution with afferent firing mean \( \mu_{\text{off}} - v_{\text{threshold}} \) and firing variance \( \Sigma_{\text{off}} \). \( \kappa \) stands for the time constant, and \( \gamma \) represents the strength of the connectivity [40].

Figure 2: Conductance-based neural mass models, figure source([24])
Neural Mass Model

NMM was coined by Marreiros et al. [41] for conductance-based neural mass model without the consideration of noise. That is, $\Gamma$ terms are removed in Equations (9) and (10) in NMM. NMM has been applied to examine distinction among the types of neurotransmitter receptors. In [42], the change of connectivity ($\gamma$) was examined for the effectiveness of pharmacologically induced changes in neurotransmitter receptors.

Mean Field Model

Mean field model (MFM) differs from NMM by including the covariances of the observed time series data. Taking the covariances and noise into account, MFM can test the stability and capture the behaviors of quasi-periodic spikes. In [41], Marreiros used MFM and reported that the variance of a simulated evoked potential elegantly coupled with the variance of the pyramidal cell’s depolarization.

2.3 Field-based Neural Mass Model

Field-based neural mass models view the cortices as sheets and model the current as continuous flux on the cortical sheets. Each cortical column becomes a point in the spatial field. Since the spatial domain is introduced into the time series neuronal signals, partial differential equations are employed in field-based neural mass models [43]. Plugging field concept can accommodate frequency dependent spatially propagated activities on cortical sheets.

The basic differential equation for one subneuronal population in neural field accommodation is

$$\ddot{v} + 2\kappa_e/i \dot{v} + \kappa_e/i v = \kappa_e/i H_e/i \int \int D(x, t) \sigma(v) dx dt.$$  

(11)

Potential $v$ is spatially and temporally dependent. $\kappa$ is the inverse of time constant, and $H$ is the magnitude of maximum neuronal post-synaptic potentials. Connectivity matrix $D$ contains the message passing from both time and spatial domains. $\sigma$ is the sigmoid function. The differential equation has similar structure as the second order equation (Equation (5) ) proposed in Jansen and Rit’s paper [26] except that the input transforms into the integral of spatially propagated signals.

Neural Field Model

Neural field model (NFM) shares similar structure as convolution-based neural mass model except the input is spatially dependent. The invention of NFM leads to the construction of canonical micro-circuits. Pitnosis et al. applied NFM and successfully established the correlation between peak gamma frequency and the size of visual cortex found in Muthukumaraswamy et al.’s study [44, 45] by adding one more subneuronal population (four in total).

Canonical Micro-Circuits

Canonical micro-circuits (CMC) differs from NFM with an additional subneuronal population at supra-granular layer. CMC is based on the intra-cellular recordings in cats’ visual cortex conducted by Douglas and Martin in 1991 [46]. Currently, CMC are utilized to test the circuits/connectivities at GABAergic interneurons (inhibitory interneurons layer) [47].

| Models                      | Applications                  | Advantages                        | Disadvantages                   |
|-----------------------------|-------------------------------|-----------------------------------|---------------------------------|
| Event Related Potential     | Mismatch negativity           | Simple but sufficient to generate alpha activity | Cortical region assumed as a point mass |
| (convolution-based)         |                               |                                   |                                 |
| Local Field Potential       | Synaptic function             | Regulation of inhibitory interneuron in addition to ERP model | Cortical region assumed as a point mass |
| (convolution-based)         |                               |                                   |                                 |
| Neural Mass Model           | Distinct the types of neurotransmitter receptors | Reasonable biological structure | Relatively many parameters to estimate |
| (conductance-based)         |                               |                                   |                                 |
| Mean Field Model            | Behaviors of quasi-periodic spikes | High order statistics included | Relatively many parameters to estimate |
| (conductance-based)         |                               |                                   |                                 |
| Neural Field Potential      | Spectral Analysis             | Spatial distance considered       | The whole brain assumed as a field |
| (field-based)               |                               |                                   |                                 |
| Canonical Micro-Circuits    | Connectivities tested at GABAergic interneurons | Additional subneuronal population | The whole brain assumed as a field |
| (field-based)               |                               |                                   |                                 |

Table 1: Table of Neuronal Population Models’ Advantages / Disadvantages
2.3.1 Challenges

We summarize the applications of each model in Table[1]. ERP model has been applied to study mismatch negativity, and ERP model is the simplest among the six models. LFP has been employed for investigating synaptic functions, and compared to ERP, LFP has additional regulation of inhibitory interneuron. Both ERP and LFP belong to convolution-based neural mass models, which can be too simplistic because each neuronal population is assumed as a point of mass. NMM has been utilized to distinguish different types of neurotransmitters; MFM has been adopted to study the behaviors of quasi-periodic spikes. Both NMM and MFM are established on the neuronal cellular structures, and thus, provide more biologically reasonable information. However, the relatively many parameters to estimate (compared to ERP and LFP) can sometimes lead to more challenging parameter estimation tasks. NFM has been conducted on spectral analysis, and CMC has been applied on testing the connectivities at GABAergic interneurons. Both NFM and CMC belong to field-based neural mass models, Spatial distance is considered in both NFM and CMC, but the calculation of signal propagation may be biased due to the field assumption. The models with more parameters, for example, conductance-based to convolution-based neural mass models, provide more neurological information and biological interpretations. The relatively simple models are more robust and the fine-tuned parameters are more convincing. A method to select the optimal model for comparing the results or testing the hypothesis has not yet been established. This highlights the need for an approach to select the appropriate model for the suitable case.

3 Effective Networks Estimation

In this report, three state-of-the-art effective networks estimation methods are surveyed: dynamic causal modeling, structural causal modeling, and vector autoregression.

3.1 Dynamic Causal Model

Dynamic causal model (DCM) employs parameter estimation method and performs model comparison to fine-tune the connectivity parameters $\Theta$ in Equations (1) and (2) for causal inference [48]. Currently, mean field variational Bayesian approach is adopted in DCM to estimate the effective network. Model comparison is completed by computing the logarithm of evidence ratio
\[
\ln\left(\frac{Pr(y|m_1)}{Pr(y|m_0)}\right) = \ln(Pr(y|m_1)) - \ln(Pr(y|m_0)),
\]
in which $Pr(y|m, u) = \int Pr(y, x, \Theta|m, u) dx d\Theta$ is the model evidence. Given its flexibility in model selection and adaptability in data types, DCM has gradually gained increasing usage for effective connectivity estimation of fMRI, EEG, and MEG data [49,50,51,52]. The formulation in DCM for parameter estimation (refer to state-space transition equations in Equations (1) and (2) ) is
\[
\dot{x}(t) = (A + \Sigma_{j=0}^{J}B^j u_j)x(t) + Cu(t) + w(t),
\]
where $A = \frac{\partial f}{\partial x}$, $B = \frac{\partial^2 f}{\partial x \partial u}$, and $C = \frac{\partial f}{\partial u}$. Letter $j$ denotes the $j^{th}$ input to the system. Matrix $A$ is the Jacobian matrix; matrix $B$ encodes the change of state variable $x$ generated by input $u$; matrix $C$ contains the direct influence from input $u$. The strength of DCM is to integrate differential equations into causal relationship inference. However, variational Bayesian technique utilized in DCM frequently gets trapped at local optimum, and model selection approach might be subjective due to the choices of the available models.

3.2 Structural Causal Model

Structural causal model (SCM) rests on structure equation modeling, which assumes the equilibrium is reached at each point of time series data. SCM is at first a generic approach designed for solving social and economics problems. In accord with SCM, Equations (1) and (2) are reduced to
\[
0 = Ay(t) + w(t),
\]
with the constraints of $y(t) = x(t)$, $\dot{x}(t) = 0$, and $u(t) = 0$. SCM has been put into research in seeking the association between the task and the active regions of fMRI studies. For example, bilateral primary motor cortices have been discovered to correlate with finger tapping frequency temporally in Zhuang et al.’s study [53]. SCM has relatively simple formulation than DCM does, and the inference made by SCM is more robust compared to DCM. The drawback of SCM is its disability to capture the properties of fast-changing or nonstationary neuronal signals.
3.3 Vector Autoregression

Vector autoregression (VAR) method relies on temporal precedence to make inference on causal relation. In neuroscience, the causality inferred from VAR is known as directed functional causality (not effective causality). Since VAR depends directly to the time series observations, the formulation for VAR can be written as

\[ y(t) = \tilde{A}x(t - \delta) + z(t), \]  

(14)

where \( \tilde{A} = \exp(\delta A) \), \( A \) is the Jacobian matrix, and \( z(t) = \int_0^\delta \exp(\tau A) w(t - \tau) d\tau \). VAR has been applied in many research works aiming at making causality inference from neuroimaging data [54, 55, 56]. The famous (Geweke) Granger causality belongs to VAR approach, and Granger causality alone cannot describe the underlying interaction among neuronal populations that complies with the biophysical models. Therefore, techniques developed for dynamic Granger causality are often employed in fMRI studies. Nevertheless, when the signal to noise ratio is low, VAR suffers from generating reliable causality inference.

| Models                        | Advantages                                      | Disadvantages                               |
|-------------------------------|------------------------------------------------|---------------------------------------------|
| Dynamic Causal Model (DCM)    | • Biologically reasonable                       | • Local optimas found                       |
|                               | • Causal relationship included                  | • Relatively complicated derivation         |
| Structural Causal Model (SCM) | • Robust compared to DCM                        | • Unable to apply to fast-changing signals  |
|                               | • Able to test correlations between tasks and active brain regions | • Biological state space equations not considered |
| Vector Autoregression (VAR)   | • Geweke Granger causality included             | • Unable to generate reliable causality inference when signal to noise ratio is low |
|                               | • Applied in many control theory related studies| • Biological state space equations not considered |

Table 2: Table of Effective Network Methods’ Advantages / Disadvantages

3.4 Challenges

We encapsulate the merits and drawbacks of each network estimation approach in Table 2. DCM merges the constraints of biological models into effective network estimation. Such strategy is favorable to neuroscientists but the estimated networks may not be optimal. SCM assumes the equilibrium is reached in the measured signals. SCM is more robust than DCM but unable to apply to fast-changing biological signals. VAR employs Geweke Granger causality and has been applied to several control related territories. VAR, however, does not consider biological state space equations, so the estimated networks are sometimes difficult to interpret. The properties of the three surveyed methods indicate the need of an effective network estimation approach that is not only robust but also takes state transition in biological models into account.

4 Dynamic Parameter Estimation Methods

In this section, we survey dynamic parameter estimation techniques for nonlinear systems from three perspectives: physics, Bayesian statistics, and optimization. First, variational Bayesian (VB) inference method, which is categorized into physicists’ viewpoint in this report, is introduced. Next, simulated annealing method such as Markov Chain Monte Carlo is elaborated as strategies taken by Bayesians. Last, constrained optimization technique, which is a nonlinear programming method, is unrolled. Numerous methods can be discussed in inverse problems/reverse engineering, but in this report, we only cover the selected nonlinear system parameter estimation methods.
Notations
In the following paragraphs of this section, the targeted parameters, strengths/delays/connectivities, are denoted as $\theta$; feasible data’s states, potentials/currents of neuronal populations, are represented as $x$; infeasible data’s states, hidden variables, are symbolized as $z$ and neuroimaging data as $y$.

4.1 Perspective From Physics - Variational Bayesian Approach

In this subsection, we first introduce Bayes’ Theorem and expectation maximization (EM) method, and then discuss Variational Bayesian (VB) method.

Bayes’ Theorem describes the probability of an event under the constrained knowledge or priors [57], and is expressed as:

$$Pr(\theta|y) = \frac{Pr(y|\theta)Pr(\theta)}{Pr(y)}.$$  

In Equation (15), $Pr(\theta)$ is the prior distribution, which is subjective to the observers’ choices; $Pr(y|\theta)$ is the likelihood function, which is a conditional probability distribution; $Pr(y)$ is the probability distribution of observing the data $y$; $Pr(\theta|y)$ is the posterior distribution, which is the probability distribution of the parameters conditioned on the data.

In neuroscience parameter estimation problem, the goal is to seek the parameters of neuronal populations that maximize the probability of the posterior distribution given the neuroimaging data $y$:

$$\arg\max_{\theta} = Pr(\theta|y).$$

In application, direct calculation of the posterior distribution is often infeasible due to the introduction of hidden (latent) variables ($Z$). Therefore, solving the equation directly is completely difficult, but an intelligent approach, EM algorithm, was proposed to handle such issue.

In EM algorithm [1], two steps are executed iteratively until the convergence criterion is met. One step is called the E-step, and in E-step, the expected value of the hidden variable(s) $Z$ is computed based on the given parameters. The other step is M-step, and in M-step, the parameters that maximize the posterior distribution are calculated. Throughout the iterations, the initialized parameters will converge toward the parameters that maximize the marginal likelihood of the observed data. However, the calculation of the probability distribution of hidden variable $Pr(Z|y, \theta)$ is often intractable, so VB method is introduced to solve the intractable problem [58].

ALGORITHM 1: Expectation-Maximization Algorithm

Input: parameter $\vartheta^0$, observation $y$
Output: parameter $\vartheta$
Initialize $\vartheta = \vartheta^0$
$N_{\text{epoch}} =$ iteration upper bound
while $i < N_{\text{epoch}}$ do
  repeat
    E-step
    $Q(\vartheta|\vartheta^i) = E_{Z|y,\vartheta} \ln(Pr(Z|y, \vartheta))$
    M-step
    $\vartheta^{i+1} = \arg\max_{\vartheta} Q(\vartheta|\vartheta^i)$
  until convergence;
end

VB suggests a known function $q(z)$ to approximate the intractable function $\ln(Pr(Z|y, \vartheta))$. Among VB techniques, mean field approximation is frequently used in statistical physics. Under the accommodation of mean field approach, the objective function is reformulated as the minimization of Kullback-Leibler divergence of the proposed distribution $q(\vartheta)$ and conditional probability distribution $Pr(y|\theta)$:

$$\min KL(q(z)||Pr(y|\theta)),$$

subject to

$$q(z) = h(\theta)$$
$$p(\theta) = p(\mu)p(\sigma)$$
$$p(\mu) = N(\Lambda^\mu, \lambda^\mu)$$
$$p(\sigma) = N(\Lambda^\sigma, \lambda^\sigma)$$
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in which \( q(z) \) is the probability distribution of the hidden variables; probability distribution \( p(\theta) \) is assumed to be Gaussian distribution; function \( h \) transforms the parameters to the potentials/currents of the neuronal populations. In fact, minimizing Kullback-Leibler divergence \( KL(q(z)||Pr(y|\theta)) \) is equivalent to maximizing the free energy \( F \), and the new objective function can be formulated as:

\[
\max E_{z \sim q(z|y, \theta)} \log Pr(y|z, \theta) - KL(q(z|y, \theta)||Pr(z|\theta)).
\]

The VB version EM algorithm \[2\] then becomes \[58\]:

**ALGORITHM 2: Variational Expectation-Maximization Algorithm**

Input: parameter \( \vartheta_0 \), distribution \( q \)
Output: parameter \( \vartheta \)
Initialize \( \vartheta = \vartheta_0 \)

\[ N\_epoch = \text{iteration upper bound} \]

\[ \text{while } i < N\_epoch \text{ do} \]

\[ \text{repeat} \]

**Variational E-step**
Evaluate \( q^{i+1}(z) \) to maximize \( F \)

**Variational M-step**
\[ \vartheta^{i+1} = \arg\max_{\theta} F \]

until convergence;

end

From the perspective of physics: Distribution \( q(z) \) is updated to minimize the variational free energy \( F(q, \theta) \). The free energy represents the divergence between the real and approximate conditional density minus the log-likelihood. In M-step of VB EM algorithm, parameters \( \theta \) are updated to minimize the discrepancy between the true and approximate conditional density, which is equivalent to maximize the log likelihood. Once the posterior density \( q(z) \) is determined, the inference on the parameters of a particular model can be specified.

### 4.2 Perspectives From Bayesian Statistics - Simulation Techniques

Rejection sampling, importance sampling, particle filtering, and Markov Chain Monte Carlo (MCMC) are covered in this section. All of the aforementioned methods employ the idea of Monte Carlo inference and attempt to overcome the intractability of the posterior distribution - in a simulation tactic. Through simulations, the posterior can be approximated via the computation of the largely generated samples.

#### 4.2.1 Rejection Sampling and Importance Sampling

In rejection sampling \[3\], users propose a distribution \( q(x) \) from which samples are drawn, and samples are accepted if \( \frac{p(x)}{q(x)} > K \), in which \( K \) is a value chosen by the user. While in importance sampling, one would like to sample \( x \) in high probability regions, plus in the regions where \( |f(x)| \) is large.

**ALGORITHM 3: Single Sample acquisition of Rejection Sampling Algorithm**

Input: distributions \( p, q \)
Output: samples \( x \)

\[ M = \text{sampling times for one sample} \]
\[ K = \text{acceptance value} \]

\[ \text{while } k < M \text{ do} \]

\[ \text{repeat} \]

Draw a sample \( x^* \) from the distribution \( q(x) \)
Calculate \( \alpha = \frac{p(x^*)}{q(x^*)} \)
Accept \( x^* \) if \( \alpha > K \); otherwise, reject \( x^* \)

until;

end
4.2.2 Particle Filtering

Particle filtering is a sequential Monte Carlo approach, and users applying such approach take interest in the state-space transition. Particle filtering is often used in nonlinear/non-analytic dynamic equations. The state and observed data’s update equations for our application are written as:

\[
X_{t+1} = f(X_t, u_{t+1}, \theta_{t+1}), \quad (18) \\
Y_{t+1} = g(X_t, \theta_{t+1}), \quad (19)
\]

How particle filtering works can be analogous to solving the problem of figuring out the location of a driver, who only has a map to refer to. Initially, any location on the map is possible for the driver to be. Next, throughout driving a certain amount of distance, the driver gradually filters out the impossible locations, based on the driving path. Eventually, the driver can locate his/her position on the map by adopting the filtering process.

**ALGORITHM 4: Simple Version of Particle Filtering Algorithm**

Input: probability distributions \( Pr(\theta), Pr(\theta, X|y) \)

Output: samples \( x \)

\( T = \) sequential time length

**Initialize** state \( X_0, \ t = 1 \)

**while** \( t < T \) do

**repeat**

**Step 1. Prediction:** Draw \( N \) samples \( \{X^{t|t-1,k}, \theta^{t-1,k}\} \) from the conditional density \( Pr(\theta_1)Pr(\theta^{t-1}, X_0|y^{t-1}) \)

**Step 2. Filtering:** Assign the weighting to each draw from Step 1 as \( \frac{Pr(y_t, X^{t|t-1,k}, \theta^{t-1,k})}{\sum_{k=1}^{N} Pr(y_t, X^{t|t-1,k}, \theta^{t-1,k})} \) for each draw \( x^{t|t-1,k}, \theta^{t-1,k} \)

**Step 3. Sampling:** Draw \( N \) samples again based on the filtering step’s weighting assignment, and replace the \( N \) samples in Step 1 with the new samples

**until** \( t=T \);

end

4.2.3 Markov Chain Monte Carlo

Last, we introduce MCMC method. MCMC shares the common goal with EM method by easing the computation of the posterior distribution, and the core concept of MCMC is to estimate \( \int P(Y|\theta)P(\theta)\ d\theta \) precisely by simulations through sampling. Estimated parameters are often selected to be normal distributions, and under such assumption, the distributions of the model become

\[
\theta \sim P(\theta), \quad y_{ji}|\theta \sim N(x(t_j, \theta), \sigma_i^2), \quad (20)
\]

where \( y_{ji}|\theta \) indicates a conditional distribution. Given the prior and the conditional distributions, the calculation of a posterior probability distribution of \( \theta \) is

\[
P(\theta|Y) = K^{-1}P(Y|\theta)P(\theta) = K^{-1}e^{l(\theta)}P(\theta), \quad l(\theta) = logP(Y|\theta), \quad (21)
\]

where \( K \) is a normalizing constant, \( K = \int P(Y|\theta)P(\theta)\ d\theta \). Once the posterior distribution is obtained, one can estimate the parameters from the expected values

\[
\tilde{\theta} = \int \theta P(\theta|Y)\ d\theta. \quad (22)
\]

Normalizing constant \( K \) can be estimated precisely to a certain degree once sufficiently large samples from \( \theta_1, \ldots, \theta_M \) are gathered. A simple MCMC takes two steps: the first is to draw a sample from \( \theta \), which is a proposal of a move from current state to the next \( \theta^k \rightarrow \theta^{k+1} \); then, one accepts that step and make a move, or rejects it and
ALGORITHM 5: Simple Version of Markov Chain Monte Carlo Algorithm

Input: distributions $P, Q$
Output: parameter $\theta$

while $k < N_{\text{epoch}}$ do
    \begin{enumerate}
    \item Draw a sample $\theta^*$ from the proposed distribution $Q(\theta^*|\theta^k)$ // based on neuroimaging data observed
    \item Calculate $\alpha = \frac{P(Y|\theta^*)P(\theta^*|Y)}{P(Y|\theta^k)P(\theta^k|Y)}$
    \item Accept $\theta^*$ and set $\theta^{k+1} = \theta^*$ with probability $\alpha$; otherwise, reject $\theta^*$ and set $\theta^{k+1} = \theta^k$
    \end{enumerate}
until convergence;

In the acceptance probability $\alpha$, the ratio $\frac{P(Y|\theta^*)}{P(Y|\theta^k)}$ measures the density distribution of $\theta^{k+1}$ to $\theta^k$, while $\frac{P(\theta^*|Y)}{P(\theta^k|Y)}$ balances the probability of moving from $\theta^k$ to $\theta^{k+1}$. When the targeted value is approximated, the samples are trapped in their stationary distributions. Transition distribution $Q(\theta^*|\theta^k)$ is usually implemented with the normal distribution:

$$\theta^* = \theta^k + \epsilon, \epsilon \sim N(0, \tau^2 I).$$

Empirically, the selection of the variance is important, and good results often take on $\alpha$ being around $0.25 \sim 0.3$.

**Perspective from Bayesian statistics** agrees that the approximation of a true distribution can be calculated with sufficiently large samples probabilistically. A good proposed distribution can accelerate the computation of the target; however, the convergence of the calculated result is often not guaranteed in highly complicated kinetic models. Furthermore, the scalability and dimensions can slow down the simulation time.

4.3 Constrained Optimization: Gauss-Newton Algorithm with Collocation Method

In this section, we discuss a constrained optimization approach by first covering the essential materials of the Gauss-Newton method, which is the oldest and still the most popular Nonlinear Least Squares (NLS) approach, and the collocation method. Then, we show how to use the hybrid of the two materials to formulate the constrained optimization problem.

Gauss-Newton Algorithm

In this subsection, we go over the application of Gauss-Newton algorithm [9] onto a standard ordinary differential equation (ODE) with initial value problem, including the introduction of sensitivity equations, extension to a multivariate system, and practical problems in using Gauss-Newton algorithms. The modeled problem is

$$\frac{d}{dt} x(t) = f(x(t), u(t), \theta) \quad \text{and} \quad x(t_0) = x_0, \quad (24)$$

where vector $x(t)$ contains the potentials/currents of neuronal population. We use $g^{-1}(y)$ to denote the feasible $x(t)$. As for the infeasible potentials/currents, we can do the estimation via forward calculation of the neural mass model with the estimated parameters. Often, the initial state is also unknown, and can also be categorized into the estimated term. Therefore, the *var theta* symbol $\vartheta$, instead of $\theta$, is applied to indicate the parameter subset $\{\theta, x_0\}$. Suppose a univariate observation $g^{-1}(y)$ is provided, without loss of generality, the observational error at time $t_j$ with the corresponding state variable $x$ is

$$\epsilon_j = g^{-1}(y_j) - x(t_j, \vartheta). \quad (25)$$

Abiding by the sum of the squared errors (SSE) criterion to nonlinear regression, the best-fitted parameters should generate the least errors

$$\arg\min_{\vartheta} = \sum_{j=1}^{n} (g^{-1}(y_j) - x(t_j, \vartheta))^2, \quad (26)$$

where SSE is defined as

$$SSE(\vartheta) = \sum_{j=1}^{n} (g^{-1}(y_j) - x(t_j, \vartheta))^2. \quad (27)$$
To minimize $SSE$, Gauss-Newton algorithm first makes a guess on initial parameters, and then iterates through the search of a better-fitted parameters with gradient descent technique until the convergence criterion is met. The initial parameters are denoted as $\vartheta^0$. The next step is to do Taylor expansion at $\vartheta^0$ to second order (Equation 28)

$$SSE(\vartheta) \approx SSE(\vartheta^0) + \partial_\vartheta SSE(\vartheta^0)(\vartheta - \vartheta^0) + \frac{1}{2}(\vartheta - \vartheta^0)^T \partial^2_\vartheta SSE(\vartheta^0)(\vartheta - \vartheta^0)$$  \hspace{1cm} (28)

\[\partial_\vartheta SSE(\vartheta^0) = -2 \sum_{j=1}^n \partial_\vartheta x(t_j, \vartheta)(g^{-1}(y_j) - x(t_j, \vartheta)) = -2 \partial_\vartheta x(\vartheta)^T(g^{-1}(y) - x(\vartheta))\]  \hspace{1cm} (29)

\[J(\vartheta) = [J(\vartheta)]_j\] = \frac{dx(t_j, \vartheta)}{d\vartheta} \hspace{1cm} (30)

\[\partial^2_\vartheta SSE(\vartheta^0) = -2J(\vartheta)^TJ(\vartheta) - 2\partial^2_\vartheta x(\vartheta)^T(g^{-1}(y) - x(\vartheta))\] \hspace{1cm} (31)

where $\partial_\vartheta SSE(\vartheta^0)$ is the gradient vector at the initial guess, $J(\vartheta)$ is the Jacobian matrix, and $\partial^2_\vartheta SSE(\vartheta^0)$ is the corresponding Hessian matrix. Omitting $\partial^2_\vartheta x(\vartheta)^T(g^{-1}(y) - x(\vartheta))$ will lead to minor perturbation, largely reduced computation cost, and an invertible Hessian matrix expression. Hence, only the first term of the complete Hessian matrix will be used. To minimize $SSE$ at $\vartheta^0$, by doing the differentiation derivation, the equation becomes

$$\vartheta^1 = \vartheta^0 - [\partial^2_\vartheta SSE(\vartheta^0)]^{-1}\partial_\vartheta SSE(\vartheta^0)$$.  \hspace{1cm} (32)

**ALGORITHM 6: Gauss-Newton Algorithm**

Input: Observation $y$, observation function $g$, differential equations $f$

Output: Parameters $\vartheta$

Initialize $\vartheta = \vartheta^0$

$N_{\text{epoch}}$ = iteration upper bound

while $i < N_{\text{epoch}}$ do

repeat

$H(\vartheta^k) = J(\vartheta^k)^TJ(\vartheta^k)$

$g(\vartheta^k) = J(\vartheta^k)^T(g^{-1}(y) - x(\vartheta^k))$

$(\vartheta^{k+1}) = \vartheta^k + H(\vartheta^k)^{-1}g(\vartheta^k)$

until convergence;

end

**Sensitivity Equations**

Solving the sensitivity equations makes Gauss-Newton algorithm plausible because computing the Jacobian matrix $J(\vartheta)$ is usually difficult in Gauss-Newton algorithm’s implementation. Once the initial conditions are set, the target is reachable by implicit differentiation:

$$\frac{d}{dt} \begin{bmatrix} x \\ \partial_\vartheta x \\ \partial_{x_0} x \end{bmatrix} = \begin{bmatrix} f(x(t; \vartheta, x_0), u, \vartheta) \\ \partial_\vartheta f(x(t; \vartheta, x_0), u, \vartheta) \partial_\vartheta x(t; \vartheta, x_0) \\ \partial_{x_0} f(x(t; \vartheta, x_0), u, \vartheta) \partial_{x_0} x(t; \vartheta, x_0) \end{bmatrix}$$  \hspace{1cm} (33)

with the corresponding initial conditions

$$\frac{d}{dt} \begin{bmatrix} x(t_0) \\ \partial_\vartheta x(t_0) \\ \partial_{x_0} x(t_0) \end{bmatrix} = \begin{bmatrix} x_0 \\ \vartheta \mathbf{0} \\ \mathbf{I} \end{bmatrix}$$ \hspace{1cm} (34)

**Measurements on Multiple Variables**
Different from a single variable, multivariate Gauss-Newton method is an extension of univariate Gauss-Newton method. Most of the procedures are similar, but the users are allowed to provide weights for each variable. Different weights in a multivariate system is reasonable since each variable accounts for different scales and measurement precision.

**Practical Problems in Gauss-Newton Methods**

- **Local Minima:** The hyper-surfaces of $SSE$ may contain a bunch of local minima. Our goal is to seek the global minimum, and the Gauss-Newton method can get trapped at local minima.
- **Initial Parameter Values:** Since the finding of global minimum is not guaranteed by using the Gauss-Newton method, the choice of initial parameter values becomes important. If a good initialization is made, the estimated parameters are close to the real values.
- **Identifiability:** In dynamic parameter estimation, parameter identifiability is an important issue. In highly dimensional system, some parameters, or some combinations of parameters are nearly unidentifiable. One phenomenon observed by [59] and [60] shows the eigenvalues of the Hessian matrix tends to decay exponentially when the data are very informative.

**Collocation Methods**

Collocation method is an approach to find numerical solutions in differential equations or integral equations mathematically; it constructs the space with a finite number of bases, and the equations are solved at the collocated points. Such method explicitly represent $x(t)$ as a linear combination of a set of (predefined) basis functions:

$$x(t) \approx \sum_{k=1}^{K} c_k \phi_k(t) = C \phi(t),$$

(35)

where $\phi_k(t)$ are a pre-chosen set of functions and weights $c_k$ correspond to each basis function. $\phi(t)$ is the matrix composed of $\phi_k(t)$ at the $k^{th}$ row, and $C$ is a $1 \times K$ matrix with $c_k$ at the $k^{th}$ column. Following such expression, the derivatives of $x(t)$ is:

$$\frac{d}{dt}x(t) \approx \sum_{k=1}^{K} c_k \frac{d}{dt}\phi_k(t).$$

(36)

**Constrained Optimization using Collocation Methods**

Several parameter estimation methods are discussed in this part because many flexible changes can be made by tweaking the objective function. First, we introduce the formulation of the constrained optimization problem. Next, we discuss different parameter estimation methods including trajectory matching, gradient matching, smoothing methods, and profiled estimation method.

Combining collocation method and the SSE criterion together, the optimization problem is reformulated as:

$$(\vartheta, c_1, \cdots, c_d) = \arg\min \sum_{i=1}^{d} \sum_{j=1}^{n} \left( g^{-1}(y_{ji}) - \phi(t)^T c_i \right)^2$$

(37)

subject to

$$\phi(t_0)C = x_0$$

(38)

$$\frac{d}{dt}\phi(t_l)C = f(\phi(t_l)C, u(t_l), \vartheta)$$

(39)

In dual space, we consider the Lagrangian:

$$\Lambda(C, \vartheta, \lambda) = \sum_{i=1}^{d} \sum_{j=1}^{n} \left( g^{-1}(y_{ji}) - \phi(t)^T c_i \right)^2 + \lambda_0^T [\phi(t_0)C - x_0] + \sum_{l=1}^{K-1} \lambda_l^T \left[ \frac{d}{dt}\phi(t_l)C - f(\phi(t_l)C, u(t_l), \vartheta) \right].$$

(40)
Suppose the optimal values exist for $\vartheta$, $C$, and given the optimization problem has differentiable objective function and constraints, Karush-Kuhn-Tucker (KKT) conditions must be satisfied at the optimal values $C^*$, $\vartheta^*$ \[61\]. Thus, the KKT conditions are expressed as

$$\phi(t_0)C - x_0 = 0,$$

$$\frac{d}{dt}\phi(t_0)C - f(\phi(t_0)C, u(t_0), \vartheta) = 0,$$

$$\nabla\Lambda(C, \vartheta, \lambda) = 0.$$

### Trajectory Matching Methods

*Trajectory Matching* methods are the well-known least squares formulation, which is equivalent to Equation (37). Fitting data with SSE is reasonable; however, there are some drawbacks:

- **Multiple Local Minima on a Complex Surface**: It is very likely that fitting the data requires the optimization of the parameters over a complex space with multiple local minima, and thus, the results tend to get trapped instead of moving toward the global minimum.
- **Costly Computation**: Repeatedly solving ODEs at different parameter values and initial conditions can be computationally costly, and it is often a problem seen in highly-dimensional nonlinear dynamics.

### Gradient Matching Methods

*Gradient matching* method is available to solve ODEs in contrast to *trajectory matching*. In gradient matching method, instead of solving the differential equations through data-fitting, gradient matching method minimizes the derivatives' errors:

$$ISSE(\vartheta) = \int \| \frac{d}{dt}x(t) - f(x, u, \vartheta) \|^2 dt.$$ \hspace{1cm} (44)

Gradient matching avoids the problems that trajectory matching encounters from three aspects: less costly computation, more accurate results, and less bias. Nevertheless, the problem in gradient matching is the requirement of sufficiently many data to estimate both $x$ and $\frac{d}{dt}x$.

### Smoothing Methods and Basis Expansions

*Smoothing methods* suggest that not only the goodness of data-fitting but also the measure of the complexity should be plugged into the objective function; therefore, we arrive at the tweaked objective function:

$$SSSE(c) = (1 - \rho) \sum_{j=1}^{n} (g^{-1}(y_j) - \phi(t_j)^T c)^2 + \rho \int [L\phi(t)^T c]^2 dt, \hspace{1cm} 0 < \rho < 1.$$ \hspace{1cm} (45)

The value of $\rho$ determines the trade-off between the goodness of fit of data and the complexity. Subsequently, the solution of the coefficient vector $c$ is reformulated as

$$\hat{c} = ((1 - \rho)\Phi^T \Phi + \rho R)^{-1} \Phi^T y,$$ \hspace{1cm} (46)

where $R$ is the matrix with entries

$$R_{kl} = \int L\phi_k(t)L\phi_l(t) dt$$ \hspace{1cm} (47)

and $L$ is the differential operator such that

$$L[x] = 0$$ \hspace{1cm} (48)

Plugging $\hat{c}$ into the equation, we can estimate $\hat{x}(t)$ and $\frac{d}{dt}\hat{x}(t)$ as:

$$\hat{x}(t) = \phi(t)^T \hat{c},$$ \hspace{1cm} (49)

$$\frac{d}{dt}\hat{x}(t) = \frac{d}{dt}\phi(t)^T \hat{c}. $$ \hspace{1cm} (50)

### Profiled Estimation

A preprint - September 27, 2019
Profiled Estimation combines the spirits of trajectory matching and gradient matching methods together so as to avoid the disadvantages of both approaches; such technique utilizes parameter cascading \[7\], which is a tactic similar to expectation maximization method \[62\]. In each iteration, coefficient vector \( c(\theta) \) are optimized in the inner fitting criterion \( J(\theta|c) \), and parameters \( \theta \) are optimized in the outer criterion \( H(\theta) \).

In forcing systems, external inputs are considered, so the product of differential operator \( L \) changes to

\[
Lx(t) = \sum_{t=1}^{L^*} \alpha_i(t)u_i(t).
\]

Therefore, besides the matrix \( R(\theta) \) defined in Equation \[47\], a \( K \times L^* \) matrix \( S(\theta) \) for inputs is defined as

\[
S(\theta) = \int_0^T [L\phi(t)]u^T(t)dt.
\]

The inner criterion \( J \) then becomes

\[
J(c|\theta) = (1-\rho)(g^{-1}(y) - \Phi c)^T(g^{-1}(y) - \Phi c)/n + \rho c^T R(\theta)c/T + \rho c^TS(\theta)/T
\]

and the solution of the coefficient vector \( c(\theta) \) is

\[
c(\theta) = [(1-\rho)\Phi^T\Phi/n + \rho R(\theta)/T]^{-1}[(1-\rho)\Phi^T g^{-1}(y)/n + \rho S(\theta)/T] \]

As for the outer optimization criterion \( H \),

\[
H(\theta|\rho) = G(g^{-1}(y), x(t)|\theta, \rho),
\]

and function \( G \) is user-dependent.

To estimate the parameters \( \theta \), we seek \( \theta \) that minimize \( H(\theta|\rho) \) and \( c(\theta) \) that minimize \( J \) in each iteration. For outer criterion \( H(\theta|\rho) \), we aim at solving

\[
\frac{dH}{d\theta}\bigg|_{\theta} = 0
\]

by using the implicit differentiation:

\[
\frac{dH}{d\theta} = \frac{\partial H}{\partial \theta} + \frac{\partial H}{\partial c} \frac{dc}{d\theta}.
\]

In nonlinear system, it is often unable to express \( \frac{dc}{d\theta} \) explicitly. However, suppose \( c \) is optimized to a certain degree, we are allowed to assume \( \frac{\partial J}{\partial c} = 0 \). Plugging it into the total derivative, we arrive at

\[
\frac{dc}{d\theta} = -\left(\frac{\partial^2 J}{\partial c^2}\right)^{-1}\left(\frac{\partial^2 J}{\partial c\partial \theta}\right).
\]

For both optimization criteria \( J \) and \( H \), we can use profiled estimation to efficiently optimize \( c \) and \( \theta \) respectively.

**ALGORITHM 7:** Parameter Cascading Algorithm

Input: Criteria \( J, H \), parameters \( \theta^0 \)
Output: Parameters \( \theta \)
\( N_{epoch} \) = iteration upper bound
Initialize \( \theta = \theta^0 \) while \( k < N_{epoch} \) do
    repeat
        \( c = \text{argmin}_c J(c|\theta) \) via Gauss-Newton Algorithm \[6\]
        \( \theta = \text{argmin}_\theta H(\theta|\rho) \) via Gauss-Newton Algorithm \[65\]
    until convergence;
end

From optimization’s point of view: The global optimum can always be found if the whole system is convex. Moreover, the problems can be made more approachable by reformulating the objective function with a tweak. The drawback is that the solution found may be a local optimum, and the initialization can also play an essential role in the process of some optimization methods.
4.4 Encapsulation of Gauss-Newton, MCMC, and Variational Bayesian

We summarize the advantages and disadvantages of the three typical numerical methods, MCMC, VB, and Gauss-Newton with collocation methods in Table 3. Bayesian approaches include MCMC and Variational Bayesian (VB). Both contain the merits that beliefs are updated probabilistically, which makes the calculated state space reasonable and intuitive in each iteration. As for the disadvantages they bear, both are subjective to priors and the chosen objective function. In addition, MCMC takes long time to reach the stationary distribution or easily gets trapped at local minima. For VB, the derivation is often complicated and also prone to getting trapped at local minima. On the other hand, the Gauss-Newton algorithm together with collocation methods takes on the advantages such as high reliability, high feasibility, and a nearly convex surface in its objective function. However, such technique encounters the difficulties in making choices of the appropriate basis functions and the smoothing parameter.

| Methods                      | Gauss-Newton with Collocation Method | MCMC                      | Variational Bayesian (used in DCM) |
|------------------------------|-------------------------------------|---------------------------|------------------------------------|
| Advantages                   | High reliability                    | Beliefs can be updated in each iteration | Beliefs can be updated in each iteration |
|                              | Reasonably fast convergence          | User-defined probability  | User-defined probability            |
|                              | Approximately convex surface in the objective function | Make use of conditional probability | Fast convergence for small datasets |
|                              | Feasible derivative calculation with basis functions |                           |                                    |
| Disadvantages                | The choice of basis function matters | Subjective to priors      | Subjective to the chosen objective function |
|                              | The scale of the smoothing parameter has to be fine-tuned | Easily get trapped at local minima | Complicated derivation               |
|                              |                                     | Frequently take long time to reach the stationary distribution | The global optimum is not guaranteed |

Table 3: Table of Dynamic Parameter Estimation Methods’ Advantages / Disadvantages

5 Evaluation of the Estimated Parameters

In this section, we survey the evaluation of the estimated parameters: going through the computation of $x(t)$ in the differential equations with the estimated parameters and discussing the method to make inference for parameters.

Differential Equations and Systems

Starting from linear differential equations with forcing inputs,

$$Dx = Ax + u,$$  \hspace{1cm} (60)

the corresponding solution for the system becomes

$$x(t) = x(t_0)e^{tA} + \int_{t_0}^{t} e^{(t-\tau)A}u(\tau) d\tau,$$  \hspace{1cm} (61)
where \( x(t_0) \) is the initial condition.

Taking non-stationary systems into consideration, we have

\[
Dx = A(t)x,
\]
and its solution is

\[
x(t) = x(t_0) \exp \left[ - \int_{t_0}^{t} A(\tau) d\tau \right].
\]

We demonstrate the strategy of solving a nonlinear differential system piecewise linearly. Given the nonlinear differential system,

\[
Dx = Ax + u + N(x),
\]
where \( N(x) \) is the nonlinear component of the equation, we rewrite the formulation as a piecewise linear function:

\[
Dx = A_0x + u_0, \quad 0 \leq t < t_1
\]
\[
Dx = A_1x + u_1, \quad t_1 \leq t < t_2
\]
\[
\vdots
\]
\[
Dx = A_{N-1}x + u_{N-1}, \quad t_{N-1} \leq t < t_N
\]

Following the piecewise linear functions, we are allowed to make use of the tactics in linear differential equations/systems for each linearized equation.

**Making Inference for Parameters**

From the perspective of Bayesian statistics, the probabilities can infer how likely the event will occur; conversely, from the viewpoint of frequentists, the parameter set is presumed as a Gaussian distribution based on the central limit theorem,

\[
\hat{\vartheta} \sim \mathcal{N} \left( \vartheta, \sigma^2 [J(\vartheta)^T J(\vartheta)]^{-1} \right),
\]
where \( \hat{\vartheta} \) is the estimated parameter set, and \( \vartheta \) the real parameter set; \( \sigma^2 \) is the population variance of the errors \( \epsilon \). The estimation of \( \sigma^2 \) are given as the empirical residuals shown below:

\[
\hat{\sigma}^2 = \frac{1}{n - p} \sum_{j=1}^{n} (g^{-1}(y_j) - x(t_j, \hat{\vartheta}))^2,
\]
where \( p \) is the number of estimated parameters and \( n \) the number of data points. Based on the presumption that the error of \( \hat{\vartheta} - \vartheta \) also follows a normal distribution,

\[
\hat{\vartheta} - \vartheta \approx \mathcal{N} \left( 0, \sigma^2 [J(\vartheta)^T J(\vartheta)]^{-1} \right).
\]

Following the logic, for example, if we want to know a particular parameter’s estimated precision within 95% confidence interval, it could then be expressed as

\[
[\hat{\vartheta}_k - 1.96\hat{\sigma}_k, \quad \hat{\vartheta}_k + 1.96\hat{\sigma}_k].
\]

To translate the results of estimated parameters into data prediction, we have the variance of \( x(t; \vartheta) \)

\[
var(x(t; \vartheta)) \approx J(t; \vartheta)^T \sigma_\vartheta J(t; \vartheta)
\]

Thus, to predict the measurement at time \( t \) within 95% confidence interval, we arrive at

\[
[x(t; \vartheta) - 1.96(\sigma_x + \sigma), \quad x(t; \vartheta) + 1.96(\sigma_x + \sigma)].
\]
6 An Exemplary Problem Statement

In this section, we demonstrate how to formulate an effective network estimation problem: ERP is the selected dynamic model, and the interconnection among the cortical columns is based on the research conducted by Felleman et al. [28]. The goal is to search the parameters that best fit the assumed biophysical model with biologically reasonable constraints and given data (observations). First, the biological model of a basic neural population unit is described in 6.1. Next, the interconnection among these units is illustrated in 6.2. Subsequently, the dynamic parameter estimation problem is stated in 6.3. Last, several biological features for evaluation are listed in 6.4.

6.1 Dynamic Model of the Human Brain

In our example, we still have Equations (1) and (2) representing neural transmission and experimental design, respectively. Function $f$ shows the mechanisms of ensemble neuronal transmission, whereas function $g$ represents the transformation from brain signals to the measured signals/data. Variables $x$ are the biological potentials in the brain; variables $u$ are the external stimuli along with the experiment design, which can be utilized to track the brain’s transient response. Last, parameters $\theta$ indicate the strength, delay, speed, and interconnection strength of the neural signals.

The functioning architecture of a cortical column is explained in this paragraph along with our illustration (Figure 3). A cortical column is usually said to be the fundamental functional unit of the brain, and its simplified structure is demonstrated in Figure 3. Figure 3 is created with [26, 28, 22] as references. In Figure 3, a cortical column is represented by three stacked cylinders. The bottom cylinder is supragranular layer, and inhibitory interneurons such as GABAergic neurotransmitters are in this layer. The middle cylinder is layer 4, which is composed of spiny stellate cells; moreover, layer 4 is the layer that receives external stimulus. The top cylinder is infragranular layer, which has numerous pyramidal cells. $h_e(t) / h_i(t)$ is the linear transformation with an impulse response of excitatory/inhibitory neuronal populations. $x_1, x_2, x_3, x_7$ are the average post-synaptic membrane potentials; $\gamma_1, \gamma_2, \gamma_3, \gamma_4$ are the internal connection strengths; $u(t)$ is the external stimulus. Each pink circle denotes a sigmoid function, and the blue arrows show how signals transfer in the system.
Figure 3 can be written as:

\[
\begin{align*}
\dot{x}_0(t) &= x_5(t) - x_6(t) \\
\dot{x}_1(t) &= x_4(t) \\
\dot{x}_2(t) &= x_5(t) \\
\dot{x}_3(t) &= x_6(t) \\
\dot{x}_4(t) &= \frac{H_e}{\tau_e}(\gamma_1 S(x_0(t)) + u(t)) - \frac{2x_4(t)}{\tau_e^2} - \frac{x_1(t)}{\tau_e^2} \\
\dot{x}_5(t) &= \frac{H_e}{\tau_e}(\gamma_2 S(x_1(t))) - \frac{2x_5(t)}{\tau_e^2} - \frac{x_2(t)}{\tau_e^2} \\
\dot{x}_6(t) &= \frac{H_i}{\tau_i} \gamma_4 S(x_7(t)) - \frac{2x_6(t)}{\tau_i^2} - \frac{x_3(t)}{\tau_i^2} \\
\dot{x}_7(t) &= x_8(t) \\
\dot{x}_8(t) &= \frac{H_e}{\tau_e}(\gamma_3 S(x_0(t))) - \frac{2x_8(t)}{\tau_e} - \frac{x_7(t)}{\tau_e^2},
\end{align*}
\]

in which function \( S \) is the sigmoid function, \( H_e, \tau_e, H_i, \tau_i \) are the parameters for membrane potentials, and \( \gamma_1, \gamma_2, \gamma_3, \gamma_4 \) are the coefficients for internal connection. The derivation of differential equations (76) - (84) are based on the neural mass model (NMM) proposed by Jansen and Rit in 1995 [26]. In NMM, the second order differential equation

\[
\ddot{x}(t) = A\alpha u(t) - a\dot{x}(t) - a^2 x(t)
\]

transforms average density of presynaptic inputs to postsynaptic membrane potential (PSP), where \( u(t) \) and \( x(t) \) are the presynaptic input and postsynaptic output signals, respectively; \( A, a \) are the amplitude and decay time respectively.

In the nine equations, \( \{x_1, x_4\}, \{x_2, x_5\}, \{x_3, x_6\}, \{x_7, x_8\} \) are the four ensemble neuronal populations represented with second order differential equations of an identical structure. Therefore, for excitatory neuronal populations, \( \{x_1, x_4\}, \{x_2, x_5\}, \{x_7, x_8\} \), the solution is

\[
\begin{align*}
h_e(t) &= \begin{cases} \frac{H_e t e^{-\frac{t}{\tau_e}}}{\tau_e}, & t \geq 0 \\ 0, & t < 0 \end{cases} \\
h_i(t) &= \begin{cases} \frac{H_i t e^{-\frac{t}{\tau_i}}}{\tau_i}, & t \geq 0 \\ 0, & t < 0 \end{cases}
\end{align*}
\]

On the contrary, the solution for inhibitory interneurons, \( \{x_3, x_6\} \), is

\[
\begin{align*}
h_e(t) &= \begin{cases} \frac{H_e t e^{-\frac{t}{\tau_e}}}{\tau_e}, & t \geq 0 \\ 0, & t < 0 \end{cases} \\
h_i(t) &= \begin{cases} \frac{H_i t e^{-\frac{t}{\tau_i}}}{\tau_i}, & t \geq 0 \\ 0, & t < 0 \end{cases}
\end{align*}
\]

To successfully fire the neuron and complete signal propagation, the net presynaptic inputs must be larger than the threshold. Such threshold-dependent mechanism is described with a modified sigmoid function:

\[
S(x) = \frac{1}{1 + e^{rx}} - \frac{1}{2},
\]

where \( r = 0.56 \). The internal connection strengths are set as \( \gamma_1 = C, \gamma_2 = 1.25C, \gamma_3 = 0.25C, \gamma_4 = 0.25C \), where constant \( C \) depends on different functioning modes of the brain. For example, \( C = 135 \) is for alpha generation [25].

### 6.2 Interconnection of Neuronal Populations

Dynamic brain mechanisms result from network interactions of multiple cortices, and effective interconnection consists of both intrinsic and extrinsic connections. Intrinsic connections (\( \gamma_1, \gamma_2, \gamma_3, \gamma_4 \)) are fine-tuned by alpha activity [26]. Extrinsic connections, on the other hand, rest on a tri-partitioning of the cortical sheet into supragranular/intragranular layers and granular layer 4, which have been derived from visual cortex of macaques (Fig. 4) [28]. The generalization of visual cortex is used in this study to represent other cortices. Under such simplified assumption, Figure 4 displays the interconnection among multiple cortical columns: forward, lateral, and backward connections. The arrangement of the stacked cylinders in Figure 4 is the same as in Figure 3. From top to bottom, they are infragranular layer, granular layer 4, and supragranular layer. Three directed interconnections include:

1. Forward Connections (\( CF \), red): originate in agranular (both supra- and infra- granular) layers and terminate in layer 4;
2. Backward Connections ($C^B$, blue): originate in agranular layers; terminate in supragranular and infragranular layers;
3. Lateral Connections ($C^L$, yellow): originate in agranular layers and terminate in all layers.

Incorporating interconnection into the single cortical column model, we can rewrite the differential equations as:

\[
\begin{align*}
\dot{x}_0(t) &= x_5(t) - x_6(t) &\quad (89) \\
\dot{x}_1(t) &= x_4(t) &\quad (90) \\
\dot{x}_2(t) &= x_5(t) &\quad (91) \\
\dot{x}_3(t) &= x_6(t) &\quad (92) \\
\dot{x}_4(t) &= \frac{H_{c}}{\tau_e}((C^F)(x_0(t-d_F)) + (C^L)(x_0(t-d_L)) + (\gamma_1 I)S(x_0(t)) + C^u u(t-d_u)) - \frac{2\tau_4(t)}{\tau_e} - \frac{x_1(t)}{\tau_e^2} &\quad (93) \\
\dot{x}_5(t) &= \frac{H_{c}}{\tau_e}((C^B)(x_0(t-d_B)) + (C^L)(x_0(t-d_L)) + (\gamma_2 I)S(x_1(t))) - \frac{2\tau_5(t)}{\tau_e} - \frac{x_2(t)}{\tau_e^2} &\quad (94) \\
\dot{x}_6(t) &= \frac{H_{c}}{\tau_i}(\gamma_4 I)S(x_7(t)) - \frac{2\tau_6(t)}{\tau_i} - \frac{x_3(t)}{\tau_i^2} &\quad (95) \\
\dot{x}_7(t) &= x_8(t) &\quad (96) \\
\dot{x}_8(t) &= \frac{H_{c}}{\tau_e}((C^B)(x_0(t-d_B)) + (C^L)(x_0(t-d_L)) + (\gamma_3 I)S(x_0(t))) - \frac{2\tau_8(t)}{\tau_e} - \frac{x_7(t)}{\tau_e^2} &\quad (97)
\end{align*}
\]

Equations (89)-(97) are the dynamic system with interconnection taken into account. Different from the single cortical column, variables $x$ become column vectors with each row symbolizing the neuronal potential/current of one cortical column. Matrices $C^F$, $C^L$, $C^B$ represent the forward, lateral, and backward connectivity strengths and $d_F$, $d_L$, $d_B$ are their corresponding distal delays. Connection matrix $C^u$, vector $u$, and stimuli delay $d_u$ are the characteristics of external inputs.

Figure 4: Schematic used to model cortical connectivity
6.3 Optimization Problem

We formulate the parameter estimation problem into an optimization problem

$$
\arg\min_{\theta} (1 - \lambda)(Y - g(x, \theta))^T (Y - g(x, \theta)) + \lambda(X - f(x, u, \theta))^T (X - f(x, u, \theta))
$$

subject to

- $f$: neural mass model
- $g$: observation function
- $u$: designed inputs
- $Y$: observations (neuroimaging data), $Y = g(X, \theta)$
- $X$: potentials/currents of neuronal populations, a subset of $X$ is known

$$
\theta = \{H_c, H_i, C^F, C^L, C^B, C^u, d_F, d_L, d_B, d_u\}
$$

$\tau_c = 10(\text{ms})$, $\tau_i = 20(\text{ms})$, $\gamma_1 = C$, $\gamma_2 = 1.25C$, $\gamma_3 = 0.25C$, $\gamma_4 = 0.25C$, $C = 135$

$1 \geq \lambda \geq 0$

Details of the givens and estimated parameters are listed in Table 4 including the summarized description of each variable’s biological representation. Intrinsic and extrinsic propagation strengths and external delays are the parameters to be estimated. We assume the intrinsic connection and internal delay to be constants as defined in NMM. Additionally, state variables $x$ and observations (neuroimaging data) $y$ are capitalized in Equation (98) to be identified as givens.
| Variable(s) | Given / Target | Location | Description |
|-------------|----------------|----------|-------------|
| $x_0$       | Given          | Supragranular layer | The output signal of a single node  
|             |                 |           | $g(x_0, \theta)$ is the measured data |
| $x_1, x_4$ | Possibly Infeasible | Spiny stellate cells at granular layer 4 | $x_1, x_4$ together form a second order forcing system  
|             |                 |           | Excitatory neuronal population  
|             |                 |           | Receiving intrinsic signal $x_0$ and extrinsic signal $u$ |
| $x_2, x_5$ | Possibly Infeasible | Excitatory interneurons at supragranular layer | $x_2, x_5$ together form a second order forcing system  
|             |                 |           | Excitatory neuronal population  
|             |                 |           | Receiving intrinsic signal $x_1$ and extrinsic signal $x_0$ |
| $x_3, x_6$ | Possibly Infeasible | Inhibitory interneurons at supragranular layer | $x_3, x_6$ together form a second order forcing system  
|             |                 |           | Inhibitory neuronal population  
|             |                 |           | Receiving intrinsic signal $x_7$ |
| $x_7, x_8$ | Possibly Infeasible | Pyramidal cells at infragranular layer | $x_7, x_8$ together form a second order forcing system  
|             |                 |           | Excitatory neuronal population  
|             |                 |           | Receiving both intrinsic and extrinsic signal $x_0$ |

| $C^T$, $C^B$, $C^L$ | Target | Interconnection between cortical columns |
| $C^u$, $d_u$ | Target | Parameters of external inputs |
| $u$ | Given (lab design) | External inputs / stimulus |
| $H_e$, $H_i$ | Target, Priors Given (NMM) | Magnitude of excitatory / inhibitory signal |
| $\tau_e$, $\tau_i$ | Given (NMM) | Decay time of excitatory / inhibitory signal |
| $\gamma_1$, $\gamma_2$, $\gamma_3$, $\gamma_4$ | Given (NMM) | Intrinsic connection strength |
| $d_F$, $d_L$, $d_B$ | Target | Delays between columns / regions |

Table 4: Table of Descriptions of Parameters in Exemplary Problem Statement
6.4 Features for Evaluation

In our application, features related to effective connections under certain function/mechanism of a human brain are of our interest, and we show how these features can be obtained through the estimated parameters in the following items. In addition, we include the approaches made in DCM, which is currently the most popular package developed by Karl Friston and associates [22]. Features of our interest include:

- **Causality**: Parameters $C^F$, $C^L$, $C^B$ enable the estimation of causality in the brain network; their magnitude implies the interconnection among the selected cortical columns. In DCM, users have to first specify the hypothesized connection among the chosen regions from the data, and DCM will return the probability of the assumed connectivity.

- **Propagation Delay**: Parameters $d^F$, $d^L$, $d^B$, $d^u$ stand for the propagation delays in the network interaction. In DCM, propagation delays are assumed to be sufficiently small such that Taylor expansion around the specified time point is still precise.

- **Diverse Neuronal Type**: Parameters $H^e$, $H^i$ represent the amplitudes of different neuronal population, and identical assumption is utilized in DCM.

- **Biologically Acceptable Estimation**: The decay time $\tau^e$, $\tau^i$ and internal connection strengths $\gamma_1$, $\gamma_2$, $\gamma_3$, $\gamma_4$ are fixed so as to meet the criteria of neurology. In DCM, all of these parameters are sampled from a biologically reasonable sampling space.

- **Stability of the brain**: Stability can infer the functioning wellness of the human brain. By making use of the collocation method, we can estimate the stability of the whole system through the choice of the basis functions and the evaluation of their corresponding coefficient vectors.

7 Future Work

Currently, the most popular dynamic parameter estimation model of the brain, DCM, leaves some space for improvement, and we propose to use the constrained optimization methods to construct a more robust and flexible dynamic model for the estimation of the brain mechanisms.

1. **Allow Non-stationarity**: DCM assumes the system being stationary in a given brain activity. However, in a particular activity, the brain experiences different states, and the assumption of non-stationarity produces better results than stationary one as evidenced in [63]. In contrast to DCM’s assumption, a non-stationary dynamic system of a brain is more realistic. With the collocation method, we can assume the parameters as a function of time or other parameters:

   \[
   \{H^e, H^i\} \rightarrow \{H^e(t), H^i(t)\} \quad (99)
   \]

2. **Handle Stability Issue**: Stability is not tackled in DCM, and one of the reasons is that it only applies trajectory matching to its model’s optimization; furthermore, the brain is a nonlinear system, yet Friston et al.’s use linear approximation under the assumption that the neuronal activity is weakly nonlinear. In [64], the stability issue is addressed, and cannot be handled if the given priors are incorrect. In contrast to the complicated functional analysis in DCM, we have a simpler and more flexible approach to deal with the stability issue.

3. **Delay Estimation**: Delay issue is tackled in Friston et al.’s works, but the approach is deficient. It assumes the delay is small enough to take a Taylor expansion:
   \[
   \dot{x}_i(t) = f_i(x_1(t - \tau_{i1}), ..., x_n(t - \tau_{in})) \quad (100)
   \]
   \[
   \dot{x}_i(t) = f_i(x(t)) - \sum_j \tau_{ij} \frac{\partial f_i}{\partial \tau_{ij}} \quad (101)
   \]
   \[
   = f_i(x(t)) - \sum_j \tau_{ij} J_{ij} \dot{x}(t) \quad (102)
   \]

   Nonetheless, the delay is often large enough to refute the hypothesis in real cases. DCM assumes the delay is sufficiently small such that Taylor expansion around the specified time point is still precise. Standing on the fact that delay is not differentiable but reflects in the data itself, it is feasible to tackle it in the data correlation terms through different strategies such as machine learning and neural network methods.
4. **Fix the Local Minima Problem:** Constrained optimization is chosen over VB in the proposed future work. Every optimization method has its merit and weakness. For VB used in DCM, the finding of global optimum is not guaranteed since it is highly dependent of the initial point. Moreover, the derivation of the outcome is difficult. Last, VB applies functional analysis by using a novel distribution \( q(\theta) \) to approximate the real distribution \( p(\theta | y, m) \) based on the observables \( y \). If the proposed distribution \( q(\theta) \) cannot approximate the real distribution well, the results will be bad. Compared to VB, the constrained optimization can optimize over an approximately convex space given a good choice of the smoothing parameter. Moreover, with the simplicity and flexibility of constrained optimization, we can combine trajectory matching and gradient matching together in the objective function.

5. **Include a Biologically Reasonable Brain Mapping:** With the growth in the research on diffusion tensor imaging (DTI), the connection structure in human brains gradually comes to light. Dynamic parameter estimation becomes more reliable with the structural brain mapping taken into consideration as the constraint of the optimization problem so as to fully utilize the time derivative information from the data.

6. **Welcome the era of eAI:** eAI is an acronym for emotional artificial intelligence. When the brain functions, a person’s emotion also plays the role in the processing mechanisms [65]. For example, the selection of some parameters should be constrained not only physiologically but also psychologically. Therefore, We would like to incorporate emotions into our future work.

---

8 **Conclusions**

State-of-the-art approaches for dynamic parameter estimation of brain mechanisms are covered in this report. We have surveyed the dynamic models, effective network estimation techniques, and dynamic parameter estimation methods. Moreover, we demonstrate the formulation of an effective network estimation problem and provide several future directions. Demystifying brain mechanisms has still been a tough challenge, and hopefully, the future work identified can resolve some of the puzzles.
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