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ABSTRACT. We first define a complex angle between two oriented spacelike planes in 4-dimensional Minkowski space, and then study the constant angle surfaces in that space, i.e. the oriented spacelike surfaces whose tangent planes form a constant complex angle with respect to a fixed spacelike plane. This notion is the natural Lorentzian analogue of the notion of constant angle surfaces in 4-dimensional Euclidean space. We prove that these surfaces have vanishing Gauss and normal curvatures, obtain representation formulas for the constant angle surfaces with regular Gauss maps and construct constant angle surfaces using PDE’s methods. We then describe their invariants of second order and show that a surface with regular Gauss map and constant angle $\psi \neq 0 \left[ \pi/2 \right]$ is never complete. We finally study the special cases of surfaces with constant angle $\pi/2 \left[ \pi \right]$, with real or pure imaginary constant angle and describe the constant angle surfaces in hyperspheres and lightcones.
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INTRODUCTION

A constant angle surface in $\mathbb{R}^3$ is a surface whose tangent planes have a constant angle with respect to some fixed direction in $\mathbb{R}^3$. Constant angle surfaces in $\mathbb{R}^3$ have been studied in [4, 10]. This notion has then been extended to other geometric contexts, especially to hypersurfaces in $\mathbb{R}^n$ [4], surfaces in $\mathbb{R}^4$ [3] or surfaces in 3-dimensional Minkowski space $\mathbb{R}^{1,2}$ [8]. The aim of the paper is to introduce the notion of constant angle surfaces in 4-dimensional Minkowski space $\mathbb{R}^{1,3}$, and study their main properties. We will first observe that a natural complex angle is defined between two oriented spacelike planes in $\mathbb{R}^{1,3}$, and then define a constant angle surface in $\mathbb{R}^{1,3}$ as an oriented spacelike surface whose tangent planes form a constant complex angle with respect to some fixed oriented spacelike plane. This notion appears to be the natural Lorentzian analogue of the notion of constant angle surface in $\mathbb{R}^4$, and also extends the definitions in the literature of constant angle surfaces in $\mathbb{R}^3$ and in $\mathbb{R}^{1,2}$. Let us note that the definition of the complex angle between two oriented spacelike planes seems to be new and might be of independent interest. We will suppose throughout the paper that the surfaces have regular Gauss map: under this additional assumption, we will obtain general representation formulas for the constant angle surfaces in $\mathbb{R}^{1,3}$. These formulas rely on a representation formula for surfaces with regular Gauss map and vanishing Gauss and normal curvatures in $\mathbb{R}^{1,3}$ given in [6], and reformulated in terms of spin geometry in [1]. With these formulas at hand, the construction of a constant angle surface amounts to solving
a PDE system. We will then describe the invariants of second order of the constant angle surfaces and prove that a surface with regular Gauss map and constant angle \( \psi \neq 0 \) \([\pi/2]\) is never complete. Finally, we will show that a surface has constant angle \( \pi/2 \) \([\pi]\) if and only if it is a product of curves in orthogonal planes, we will study the surfaces with real or pure imaginary constant angle and describe the constant angle surfaces in hyperspheres and lightcones. Additionally to the constructions of the constant angle surfaces using PDE’s methods, we will give explicit concrete examples of constant angle surfaces in the spirit of \([9]\).

The paper is organized as follows. We describe the Clifford algebra and the spin group of \( \mathbb{R}^{1,3} \) in Section 1, we introduce the complex angle between two oriented spacelike planes of \( \mathbb{R}^{1,3} \) in Section 2 and the notion of constant angle surface in \( \mathbb{R}^{1,3} \) in Section 3. We then give general representation formulas and reduce the construction of these surfaces to the resolution of a PDE in Sections 4 and 5, and introduce a frame adapted to a constant angle surface and describe the second order invariants of a constant angle surface in Section 6. We study the completeness of the constant angle surfaces in Section 7. We finally study the constant angle surfaces which are product of plane curves in Section 8, surfaces with real or pure imaginary constant angle in Section 9 and constant angle surfaces in hyperspheres and lightcones in Section 10. Three appendices end the paper: we give in the first appendix an alternative construction and an elementary characterization of the complex angle between two oriented spacelike planes, we describe in the second appendix the very special case of the surfaces of constant angle 0 \([\pi]\) and we detail in the third appendix the computations leading to an explicit frame adapted to a constant angle surface.

1. Clifford algebra and spin group of \( \mathbb{R}^{1,3} \)

The Minkowski space \( \mathbb{R}^{1,3} \) is the space \( \mathbb{R}^4 \) endowed with the metric
\[
g = -dx_0^2 + dx_1^2 + dx_2^2 + dx_3^2.
\]

We recall here the description of the Clifford algebra and the spin group of \( \mathbb{R}^{1,3} \) using the complex quaternions, as introduced in \([1]\), and refer to \([5]\) for the general basic properties of the Clifford algebras and the spin groups. Let \( \mathbb{H}^C \) be the space of complex quaternions, defined by
\[
\mathbb{H}^C := \{q_01 + q_1I + q_2J + q_3K, \ q_0, q_1, q_2, q_3 \in \mathbb{C}\}
\]
where \( I, J, K \) are such that
\[
I^2 = J^2 = K^2 = -1, \quad IJ = -JI = K.
\]

Using the Clifford map
\[
(1) \quad \mathbb{R}^{1,3} \rightarrow \mathbb{H}^C(2)
\]
\[
(x_0, x_1, x_2, x_3) \mapsto \begin{pmatrix}
0 & ix_01 + x_1I + x_2J + x_3K \\
-ix_01 + x_1I + x_2J + x_3K & 0
\end{pmatrix}
\]
where \( \mathbb{H}^C(2) \) stands for the set of \( 2 \times 2 \) matrices with entries belonging to the set of complex quaternions \( \mathbb{H}^C \), the Clifford algebra of \( \mathbb{R}^{1,3} \) is
\[
Cl(1,3) = \left\{ \begin{pmatrix} a & b \\ b & a \end{pmatrix}, \ a, b \in \mathbb{H}^C \right\}
\]
where, if \( \xi = q_0 1 + q_1 I + q_2 J + q_3 K \) belongs to \( \mathbb{H}^C \), we denote
\[
\tilde{\xi} := \overline{q_0} 1 + \overline{q_1} I + \overline{q_2} J + \overline{q_3} K,
\]
the element of \( \mathbb{H}^C \) obtained by the usual complex conjugation of its coefficients. The Clifford sub-algebra of elements of even degree is
\[
Cl_{0}(1,3) = \left\{ \begin{pmatrix} a & 0 \\ 0 & \overline{a} \end{pmatrix} \right\} \simeq \mathbb{H}^C.
\]
Let us consider the bilinear map \( H : \mathbb{H}^C \times \mathbb{H}^C \to \mathbb{C} \) defined by
\[
H(\xi, \xi') = q_0 q_0' + q_1 q_1' + q_2 q_2' + q_3 q_3'
\]
where \( \xi = q_0 1 + q_1 I + q_2 J + q_3 K \) and \( \xi' = q_0' 1 + q_1' I + q_2' J + q_3' K \). It is \( \mathbb{C} \)-bilinear for the natural complex structure \( i \) on \( \mathbb{H}^C \). We consider
\[
Spin(1,3) := \{ q \in \mathbb{H}^C : H(q, q) = 1 \} \subset Cl_{0}(1,3).
\]
Using the identification
\[
\begin{align*}
\mathbb{R}^{1,3} & \simeq \{ ix_0 + x_1 I + x_2 J + x_3 K, \ (x_0, x_1, x_2, x_3) \in \mathbb{R}^4 \} \\
& \simeq \{ \xi \in \mathbb{H}^C : \xi = -\overline{\xi} \},
\end{align*}
\]
where, if \( \xi = q_0 1 + q_1 I + q_2 J + q_3 K \) belongs to \( \mathbb{H}^C \), we denote \( \overline{\xi} = q_0 1 - q_1 I - q_2 J - q_3 K \), we get the double cover
\[
\Phi : Spin(1,3) \xrightarrow{2:1} SO(1,3) \quad q \mapsto (\xi \in \mathbb{R}^{1,3} \rightarrow q \xi \overline{q}^{-1} \in \mathbb{R}^{1,3}).
\]
Here and below \( SO(1,3) \) stands for the component of the identity of the group of Lorentz transformations of \( \mathbb{R}^{1,3} \).

2. Complex angle between two oriented spacelike planes

We introduce here the complex angle between two oriented spacelike planes in \( \mathbb{R}^{1,3} \). The definition relies on a model of the Grassmannian of the oriented spacelike planes in \( \mathbb{R}^{1,3} \) introduced in [1]: it is naturally a complex 2-sphere in \( \mathbb{C}^3 \), and the intuition in Euclidean space \( \mathbb{R}^3 \) will then easily lead to the definition. Throughout the paper we will assume that \( \mathbb{R}^{1,3} \) is oriented by its canonical basis \( (e_0, e_1, e_2, e_3) \), and that it is also oriented in time by \( e_0 \): we will say that a timelike vector is future-oriented if its first component in the canonical basis is positive.

2.1. The Grassmannian of the oriented spacelike 2-planes in \( \mathbb{R}^{1,3} \). We consider \( \Lambda^2 \mathbb{R}^{1,3} \), the vector space of bivectors of \( \mathbb{R}^{1,3} \) endowed with its natural metric \( \langle ., . \rangle \) (which has signature \( (3,3) \)). The Grassmannian of the oriented spacelike 2-planes in \( \mathbb{R}^{1,3} \) identifies with the submanifold of unit and simple bivectors
\[
\mathcal{Q} = \{ \eta \in \Lambda^2 \mathbb{R}^{1,3} : \langle \eta, \eta \rangle = 1, \ \eta \wedge \eta = 0 \}.
\]
The Hodge \(*\) operator \( \Lambda^2 \mathbb{R}^{1,3} \to \Lambda^2 \mathbb{R}^{1,3} \) is defined by the relation
\[
\langle *\eta, \eta' \rangle = \eta \wedge \eta'
\]
for all \( \eta, \eta' \in \Lambda^2 \mathbb{R}^{1,3} \), where we identify \( \Lambda^4 \mathbb{R}^{1,3} \) to \( \mathbb{R} \) using the canonical volume element \( e_0^1 \wedge e_1^2 \wedge e_2^3 \wedge e_3^4 \) on \( \mathbb{R}^{1,3} \). It satisfies \( \star^2 = -i \) and thus \( i := -\star \) defines a complex structure on \( \Lambda^2 \mathbb{R}^{1,3} \). We also define
\[
H(\eta, \eta') = \langle \eta, \eta' \rangle - i \eta \wedge \eta' \in \mathbb{C}
\]
for all \( \eta, \eta' \in \Lambda^2 \mathbb{R}^{1,3} \). This is a \( \mathbb{C} \) bilinear map on \( \Lambda^2 \mathbb{R}^{1,3} \), and we have

\[
Q = \{ \eta \in \Lambda^2 \mathbb{R}^{1,3} : H(\eta, \eta) = 1 \}.
\]

The bivectors

\[ E_1 = e_2^0 \wedge e_3^0, \quad E_2 = e_3^0 \wedge e_1^0, \quad E_3 = e_1^0 \wedge e_2^0 \]

form a basis of \( \Lambda^2 \mathbb{R}^{1,3} \) as a vector space over \( \mathbb{C} \); this basis is such that \( H(E_i, E_j) = \delta_{ij} \) for all \( i, j \). Since the Clifford map (1) identifies the vectors of \( \mathbb{R}^{1,3} \) with some elements of \( \mathbb{H}^\mathbb{C}(2) \), we can use this map and the usual matrix product to identify \( \Lambda^2 \mathbb{R}^{1,3} \) with elements of \( \mathbb{H}^\mathbb{C}(2) \). Recalling (2), these even elements may in turn be identified with elements of \( \mathbb{H}^\mathbb{C} \). With these identifications, we easily get

\[ E_1 = I, \quad E_2 = J, \quad E_3 = K \]

and

\[
\Lambda^2 \mathbb{R}^{1,3} = \{ Z_1 I + Z_2 J + Z_3 K \in \mathbb{H}^\mathbb{C} : (Z_1, Z_2, Z_3) \in \mathbb{C}^3 \}:
\]

moreover, the complex structure \( i \) and the quadratic map \( H \) defined above on \( \Lambda^2 \mathbb{R}^{1,3} \) coincide with the natural complex structure \( i \) and the quadratic map \( H \) defined on \( \mathbb{H}^\mathbb{C} \), and

\[
Q = \{ Z_1 I + Z_2 J + Z_3 K : Z_1^2 + Z_2^2 + Z_3^2 = 1 \} = Spin(1,3) \cap \Im \mathbb{H}^\mathbb{C},
\]

where \( \Im \mathbb{H}^\mathbb{C} \) stands for the linear space generated by \( I, J \) and \( K \) in \( \mathbb{H}^\mathbb{C} \). Let us finally note that \( Spin(1,3) \) and \( Q \) identify respectively to the complex spheres

\[
S^3_\mathbb{C} := \{ Z_0 I + Z_1 J + Z_2 K : Z_0^2 + Z_1^2 + Z_2^2 + Z_3^2 = 1 \}
\]

and

\[
S^2_\mathbb{C} := \{ Z_1 I + Z_2 J + Z_3 K : Z_1^2 + Z_2^2 + Z_3^2 = 1 \}
\]

(by (4) and (8)); we will consider below the bundle

\[
S^3_\mathbb{C} \to S^2_\mathbb{C}, \quad q \mapsto q^{-1} I q.
\]

This is a principal bundle of group

\[
S^1_\mathbb{C} = \{ \cos A \ I + \sin A \ I, \ A \in \mathbb{C} \} \subset S^3_\mathbb{C}
\]

acting on \( S^3_\mathbb{C} \) by multiplication on the left; it is equipped with a natural horizontal distribution: a complex curve \( g : \mathbb{C} \to S^3_\mathbb{C} \) will be said to be horizontal if \( g'g^{-1} \) belongs to \( \mathbb{C}J \oplus \mathbb{C}K \).

2.2. Definition of the complex angle.

**Definition 2.1.** Let \( p, q \in Q \) be two oriented spacelike planes of \( \mathbb{R}^{1,3} \). The complex angle between \( p \) and \( q \) is the complex number \( \psi \in \mathbb{C} \) such that

\[
H(p, q) = \cos \psi.
\]

It is uniquely defined up to sign and the addition of \( 2\pi \mathbb{Z} \) since \( \cos : \mathbb{C} \to \mathbb{C} \) is surjective and \( \cos \psi = \cos \psi' \) if and only if \( \psi = \pm \psi' + 2k\pi, \ k \in \mathbb{Z} \).

The complex angle between \( p \) and \( q \in Q \) is a kind of complex arc-length between these two points in the complex sphere \( Q = S^2_\mathbb{C} \):
Proposition 2.2. Let \( p, q \in \mathbb{Q} \) be two oriented spacelike planes of \( \mathbb{R}^{1,3} \) and \( \psi \in \mathbb{C} \) be the complex angle between \( p \) and \( q \). The following holds:

a- If \( \psi \neq 0 \, [\pi] \), there exists \( V \in T_p \mathbb{Q} \) such that \( H(V, V) = 1 \) and
\[
q = \cos \psi \, p + \sin \psi \, V. \tag{10}
\]

b- If \( \psi = 0 \, [\pi] \), there exists \( \xi \in T_p \mathbb{Q} \) such that \( H(\xi, \xi) = 0 \) and
\[
q = \pm p + \xi \tag{11}
\]
where the sign is positive if \( \psi = 0 \, [2\pi] \) and negative if \( \psi = \pi \, [2\pi] \).

Proof. Since \( H(p, q) = \cos \psi \) and \( H(p, p) = 1 \), \( \xi := q - \cos \psi \, p \) is such that
\[
H(p, \xi) = H(p, q) - \cos \psi \, H(p, p) = 0
\]
i.e. \( \xi \) belongs to
\[
T_p \mathbb{Q} = \{ \xi \in \mathbb{Z} \, \mathbb{H}^C : H(p, \xi) = 0 \}.
\]

There are two cases:

Case 1: \( H(\xi, \xi) \neq 0 \), which is equivalent to
\[
H(q, q) + \cos^2 \psi \, H(p, p) - 2 \cos \psi \, H(p, q) \neq 0,
\]
which reads \( \cos^2 \psi \neq 1 \) since \( H(p, p) = H(q, q) = 1 \) and \( H(p, q) = \cos \psi \), i.e. \( \psi \neq 0 \, [\pi] \); if \( \gamma \in \mathbb{C} \) is such that \( \gamma^2 = H(\xi, \xi) \) then \( \gamma \neq 0 \) and setting \( V = \xi/\gamma \), we obtain \( H(V, V) = 1 \) and \( q = \cos \psi \, p + \gamma \, V \). Since \( H(p, p) = H(q, q) = 1 \) and \( H(p, V) = 0 \) we deduce that \( 1 = \cos^2 \psi + \gamma^2 \), i.e. \( \gamma = \pm \sin \psi \). Changing \( V \) by \(-V\) if necessary, we may suppose that \( \gamma = \sin \psi \), and (10) holds.

Case 2: \( H(\xi, \xi) = 0 \), which is equivalent to \( \psi = 0 \, [\pi] \); we thus obtain \( \xi = q - \epsilon p \) with \( \epsilon = 1 \) if \( \psi = 0 \, [2\pi] \) and \( \epsilon = -1 \) if \( \psi = \pi \, [2\pi] \), and (11) follows. \( \square \)

Remark 1. The case \( \psi = 0 \, [\pi] \) has the following geometric meaning: by (11), this means that \( q = \pm p + \xi \) for some \( \xi \in T_p \mathbb{Q} \) with \( H(\xi, \xi) = 0 \), which holds if and only if \( p \) and \( q \) belong to some degenerate hyperplane of \( \mathbb{R}^{1,3} \): by (7), \( \xi \in T_p \mathbb{Q} \) and \( H(\xi, \xi) = 0 \) mean that \( \xi = u \lor N \) for a unit vector \( u \in p \) and a null vector \( N \) normal to \( p \), and the degenerate hyperplane containing \( p \) and \( q \) is \( p \lor \mathbb{R} \lor N \). Note that there are exactly two degenerate hyperplanes containing a given spacelike 2-plane \( p \): the hyperplanes \( p \lor L \) and \( p \lor L' \) where \( L \) and \( L' \) are the two null lines in \( \mathbb{R}^{1,3} \) which are normal to \( p \).

2.3. Interpretation of the complex angle in terms of two real angles. Let us consider two oriented spacelike planes \( p, q \in \mathbb{Q} \) and the complex angle \( \psi \) between \( p \) and \( q \), and assume that \( \psi \neq 0 \, [\pi] \). By Proposition 2.2, there exists \( V \in T_p \mathbb{Q} \) such that \( H(V, V) = 1 \) and
\[
q = \cos \psi \, p + \sin \psi \, V.
\]
By (7) the conditions \( V \in T_p \mathbb{Q} \) and \( H(V, V) = 1 \) mean that \( V \) is of the form \( u \land v \) for some unit spacelike vectors \( u \) and \( v \) belonging to \( p \) and \( p^\perp \), i.e. such that \( p = u \land u^\perp \) and \( p^\perp = v \land v^\perp \) (where \( p^\perp \) is the timelike plane orthogonal to \( p \), with its natural orientation, and \( u^\perp \) and \( v^\perp \) are respectively unit spacelike and unit timelike vectors). Writing \( \psi = \psi_1 + i \psi_2 \) and using the formulas
\[
\cos \psi = \cos \psi_1 \cosh \psi_2 - i \sin \psi_1 \sinh \psi_2,
\]
\[
\sin \psi = \sin \psi_1 \cosh \psi_2 + i \cos \psi_1 \sinh \psi_2,
\]
a direct computation yields
\[
q = \cos \psi \ u \wedge u^\perp + \sin \psi \ u \wedge v \\
= (\cosh \psi_2 \ u + \sinh \psi_2 \ v^\perp) \wedge (\cos \psi_1 \ u^\perp - \sin \psi_1 \ v);
\]
the plane \( q \) is generated by the unit and orthogonal vectors \( \cos \psi_1 \ u^\perp - \sin \psi_1 \ v \) and \( \cosh \psi_2 \ u + \sinh \psi_2 \ v^\perp \); these vectors are determined by an euclidean rotation of angle \( \psi_1 \) in the spacelike plane generated by \( u^\perp \) and \( v \), and by a lorentzian rotation of angle \( \psi_2 \) in the timelike plane generated by \( u \) and \( u^\perp \).

**Remark 2.** We deduce that the angle \( \psi \neq 0 \) [\( \pi \)] between the planes \( p \) and \( q \) is a real number (i.e. \( \psi_2 = 0 \)) if and only if there exists a spacelike hyperplane containing both \( p \) and \( q \) (by \((12)\) this is the hyperplane \( p \oplus \mathbb{R}v \)) and that \( \psi \) is a pure imaginary complex number (i.e. \( \psi_1 = 0 \)) if and only there exists a timelike hyperplane containing \( p \) and \( q \) (this is the hyperplane \( p \oplus \mathbb{R}v^\perp \)). See also Proposition A.1 in Appendix A.

### 3. First properties of a surface with constant angle

#### 3.1. The Gauss map of a spacelike surface.

Let us consider an oriented spacelike surface \( M \) in \( \mathbb{R}^{1,3} \). We identify the oriented Gauss map of \( M \) with the map
\[
G : M \to \mathbb{Q}, \ x \mapsto G(x) = u_1 \wedge u_2,
\]
where \((u_1, u_2)\) is a positively oriented orthonormal basis of \( T_xM \). We define the **vectorial product** of two vectors \( \xi, \xi' \in \Im \mathbb{H}^C \) by
\[
\xi \times \xi' := \frac{1}{2} (\xi \xi' - \xi' \xi) \in \Im \mathbb{H}^C.
\]
We also define the **mixed product** of three vectors \( \xi, \xi', \xi'' \in \Im \mathbb{H}^C \) by
\[
[\xi, \xi', \xi''] := H(\xi \times \xi', \xi'') \in \mathbb{C}.
\]
The mixed product is a *complex volume form* on \( \Im \mathbb{H}^C \) (i.e. with complex values, \( \mathbb{C} \)-linear and skew-symmetric with respect to the three arguments); it induces a natural *complex area form* \( \omega_{Q} \) on \( \mathbb{Q} \) by
\[
\omega_{Q,p}(\xi, \xi') := [\xi, \xi', p]
\]
for all \( p \in \mathbb{Q} \) and all \( \xi, \xi' \in T_p\mathbb{Q} \). Note that \( \omega_{Q,p}(\xi, \xi') = 0 \) if and only if \( \xi \) and \( \xi' \) are linearly dependent over \( \mathbb{C} \). We now recall the following expression for the pull-back by the Gauss map of the area form \( \omega_{Q} \): 

**Proposition 3.1.** [1] If \( K \) and \( K_N \) denote the Gauss and the normal curvatures of \( M \) in \( \mathbb{R}^{1,3} \), we have
\[
G^* \omega_{Q} = (K + iK_N) \ \omega_{M},
\]
where \( \omega_{M} \) is the form of area of \( M \). In particular, \( K = K_N = 0 \) at \( x_0 \in M \) if and only if the linear space \( dG_{x_0}(T_{x_0}M) \) belongs to some complex line in \( T_{G(x_0)}\mathbb{Q} \).

As a consequence of the proposition, if \( K = K_N = 0 \) and if \( G : M \to \mathbb{Q} \) is a regular map (i.e. if \( dG_x \) is injective at every point \( x \) of \( M \)), there is a unique complex structure \( \mathcal{J} \) on \( M \) such that
\[
dG_x(\mathcal{J}u) = i \ dG_x(u)
\]
for all \( x \in M \) and all \( u \in T_x M \). Indeed, for all \( x \in M \), \( G^* \omega_{Q_x} = \omega_Q (dG_x, dG_x) = 0 \) in that case, and \( \text{Im}(dG_x) \) is a complex line in \( T_{G(x)}Q \) and we may set

\[
\mathcal{J} u := dG_x^{-1}(i \, dG_x(u))
\]

for all \( u \in T_x M \). The complex structure \( \mathcal{J} \) coincides with the complex structure introduced in [6]. Note that \( M \) cannot be compact under these hypotheses, since, on the Riemann surface \((M, \mathcal{J})\), the Gauss map \( G = G_1 I + G_2 J + G_3 K \) is globally defined, non-constant, and such that \( G_1, G_2 \) and \( G_3 \) are holomorphic functions. Thus, assuming moreover that \( M \) is simply connected, by the uniformization theorem \((M, \mathcal{J})\) is conformal to an open set of \( \mathbb{C} \), and thus admits a globally defined conformal parameter \( z = x + iy \).

### 3.2. Definition of a constant angle surface.

**Definition 3.2.** An oriented spacelike surface \( M \) is of constant angle with respect to a spacelike plane \( p_o \) if the angle function \( \psi \) between \( p_o \) and the tangent planes of \( M \) is constant.

By Proposition 2.2 and Remark 1, if \( \psi = 0 \, [\pi] \) then the surface \( M \), if it is connected, belongs to a degenerate hyperplane \( p_o \oplus L \) where \( L \) is one of the two null lines which are normal to \( p_o \), and nothing else can be said since reciprocally an arbitrary surface in \( p_o \oplus L \) has constant angle \( \psi = 0 \, [\pi] \). Details are given in the Appendix B. Assuming thus that \( \psi \neq 0 \, [\pi] \), this alternatively means that the Gauss map image of \( M \) belongs to the complex circle of center \( p_o \) and constant radius \( \cos \psi \) in \( \mathbb{Q} \), i.e. \( G \) is of the form

\[
G = \cos \psi \, p_o + \sin \psi \, V
\]

for some function \( V : M \to T_{p_o} Q \) such that \( H(V, V) = 1 \) (Proposition 2.2). Since the Gauss map image of a constant angle surface in \( \mathbb{R}^{1,3} \) is thus by definition a complex curve, it is clear from (13) that such a surface has vanishing Gauss and normal curvatures \( K = K_N = 0 \). It is known that constant angles surfaces in \( \mathbb{R}^4 \) have the same property [3].

### 3.3. First examples: constant angle surfaces in a hyperplane.

If \( M \) is a constant angle surface of \( \mathbb{R}^{1,3} \), of angle \( \psi \in \mathbb{C} \), it is clear from Remark 2 that if \( M \) belongs to a spacelike (resp. timelike) hyperplane of \( \mathbb{R}^{1,3} \) then \( \psi \) is a real (resp. pure imaginary) number. Since constant angle surfaces in \( \mathbb{R}^3 \) and in \( \mathbb{R}^{1,2} \) were studied in [4, 10] and [8], we will be merely interested in the following in surfaces which do not belong to spacelike or timelike hyperplanes. We will see below examples of constant angle surfaces belonging to degenerate hyperplanes of \( \mathbb{R}^{1,3} \) (the angle is \( \psi = 0 \, [\pi] \)), and, in contrast with the case \( \psi = 0 \, [\pi] \), examples of real or pure imaginary constant angle surfaces which do not belong to any hyperplanes of \( \mathbb{R}^{1,3} \).

### 3.4. A new example.

Let us verify that the immersion

\[
F(x, y) = e^{ax-by} (\cosh(x), \sinh(x), \cos(y), \sin(y)), \quad (x, y) \in \mathbb{R}^2
\]

defines a spacelike surface with constant angle. The associated tangent basis is

\[
\partial_x F = e^{ax-by} (a \cosh(x) + \sinh(x), \cosh(x) + a \sinh(x), a \cos(y), a \sin(y)),
\]

\[
\partial_y F = -e^{ax-by} (b \cosh(x), b \sinh(x), b \cos(y) + \sin(y), -\cos(y) + b \sin(y))
\]
and the first fundamental form is
\[ e^{2(ax-by)}(dx^2 + dy^2). \]
The immersion is thus spacelike, and \( z = x + iy \) is a conformal parameter. By a direct computation, its Gauss map reads
\[ G(z) := \frac{\partial_x F \wedge \partial_y F}{|\partial_x F \wedge \partial_y F|} = (a + ib)E_1 - (\cosh z + (a + ib) \sinh z)E_2 + i((a + ib) \cosh z + \sinh z)E_3. \]
Thus, the complex angle \( \psi \) between the tangent plane and the plane \( p_o := E_1 \) satisfies
\[ \cos \psi := H(G(z), E_1) = a + ib; \]
it is constant. Note that \( |F|^2 = 0 \), which means that the surface belongs to the lightcone at 0. We may also verify by a direct computation that the mean curvature vector \( \bar{H} \) of the immersion is lightlike i.e. satisfies \( |\bar{H}|^2 = 0 \). Moreover, it is not difficult to see that the surface belongs to a hyperplane if and only if \( a = \pm 1 \) and \( b = 0 \), i.e. \( \psi = 0 \) or \( \pi \); in that case it belongs in fact to the degenerate hyperplane \( x_0 \pm x_1 = 1 \).

4. REPRESENTATION OF A SURFACE WITH CONSTANT ANGLE

In the sequel we will consider a complex circle in \( Q = S^2_C \), with center \( I \) and radius \( \cos \psi \), \( \psi \neq 0 \) or \( \pi \), and parametrized by
\[ G(z) = \cos \psi I + \sin \psi J \left\{ \cos \left( \frac{2z}{\sin \psi} \right) + \sin \left( \frac{2z}{\sin \psi} \right) I \right\}, \quad z \in \mathbb{C}. \]
It is of the form (14) and such that \( H(G'(z), G''(z)) = 4 \) for all \( z \in \mathbb{C} \). Recall the principal bundle \( S^2_C \to S^2 \) introduced in (9) and its natural horizontal distribution. Direct computations show the following:

**Lemma 4.1.** The function \( g : \mathbb{C} \to S^2_C \), defined by
\[ g(z) = -\cos \frac{\psi}{2} \sin \left( z \tan \frac{\psi}{2} \right) 1 + \cos \frac{\psi}{2} \cos \left( z \tan \frac{\psi}{2} \right) I + \sin \frac{\psi}{2} \cos \left( z \cot \frac{\psi}{2} \right) J - \sin \frac{\psi}{2} \sin \left( z \cot \frac{\psi}{2} \right) K \]
is an horizontal lift of the function \( G \) defined in (16); it is such that \( H(g', g'') = 1 \) and satisfies
\[ g'g^{-1} = \cos \beta J + \sin \beta K \]
with
\[ \beta = -2z \cot \psi. \]
Moreover, an horizontal lift of $G$ is necessarily of the form $g_a := ag$ for some constant $a = \cos(A)1 + \sin(A)I$, $A \in \mathbb{C}$, and satisfies

$$g'_a g_a^{-1} = \cos \beta_a J + \sin \beta_a K$$

with $\beta_a = \beta + 2A$.

We now write the representation theorem for the flat surfaces with flat normal bundle and regular Gauss map in $\mathbb{R}^{1,3}$ (Corollary 5 in [1], after [6]) in the context of the prescribed Gauss map in the form (16). In the statement, the function $g : \mathbb{C} \to S^3_{\mathbb{C}}$ is an horizontal lift of $G$ and $\beta : \mathbb{C} \to \mathbb{C}$ is such that (18)-(19) hold.

**Theorem 1.** Let $U \subset \mathbb{C}$ be a simply connected open set. If $h_0, h_1 : U \to \mathbb{R}$ are two real functions such that the vector fields $\alpha_1, \alpha_2 \in \Gamma(TU)$ defined by

$$\alpha_1 := i h_0 \cos \beta + h_1 \sin \beta$$
$$\alpha_2 := i h_0 \sin \beta - h_1 \cos \beta$$

are linearly independent at every point of $U$ and satisfy $[\alpha_1, \alpha_2] = 0$ (as real vector fields), then, setting

$$(20) \quad \xi := g^{-1}(\omega_1 J + \omega_2 K) \, \tilde{g}$$

where $\omega_1, \omega_2 : TU \to \mathbb{R}$ are the dual forms of $\alpha_1, \alpha_2 \in \Gamma(TU)$,

$$F = \int \xi : U \to \mathbb{R}^{1,3}$$

is a spacelike surface with constant angle $\psi$. Reciprocally, up to a rigid motion of $\mathbb{R}^{1,3}$, a spacelike surface of constant angle $\psi$ and regular Gauss map may be locally written in that form.

We also recall from [1] that the real functions $h_0$ and $h_1$ in the theorem are the components of the mean curvature vector of the surface in a parallel frame normal to the surface, and the complex functions $\alpha_1, \alpha_2$ are the expressions in $z$ of a parallel frame tangent to the surface; moreover, these parallel frames are positively oriented, in space and in time.

**Remark 3.** Suppose that $g : \mathbb{C} \to S^3_{\mathbb{C}}$ is an horizontal lift of $G : \mathbb{C} \to S^2_{\mathbb{C}}$ as in Lemma 4.1 and that $\beta : \mathbb{C} \to \mathbb{C}$ is such that (18) holds. For $a \in S^3_{\mathbb{C}}$, the function $g_a := ga : \mathbb{C} \to S^3_{\mathbb{C}}$ also satisfies (18), with the same function $\beta$. If $h_0$ and $h_1$ are real functions as in the statement of Theorem 1, the corresponding forms $\xi_g$ and $\xi_{g_a}$ are linked by $\xi_{g_a} = a^{-1} \xi_g \tilde{a}$: the immersions $\xi_g$ and $\xi_{g_a}$ are thus congruent, i.e. differ one from the other by a rigid motion of $\mathbb{R}^{1,3}$ (recall (5)).

**5. THE REPRESENTATION THEOREM IN TERMS OF THE METRIC**

We aim to apply the representation theorem to construct all the constant angle surfaces and give general explicit expressions in some special cases. In order to do this, we reformulate here the representation theorem (Theorem 1) using the coefficients of the metric instead of the unknown functions $h_0, h_1$: the compatibility condition on these functions will then reduce to a hyperbolic PDE on the metric coefficients, whose Cauchy problem is solvable.
5.1. **Determination of the metric.** Let us keep the notation of the previous section and assume that the hypotheses of Theorem 1 hold. Writing $\beta = u + iv$, straightforward computations yield

$$\alpha_1 = (h_0 \sinh(v) + h_1 \cosh(v)) \sin u + i(h_0 \cosh(v) + h_1 \sinh(v)) \cos u$$

and

$$\alpha_2 = -(h_0 \sinh(v) + h_1 \cosh(v)) \cos u + i(h_0 \cosh(v) + h_1 \sinh(v)) \sin u;$$

since $\alpha_1$ and $\alpha_2$ are everywhere independent vectors in $\mathbb{R}^2$ we have

$$(h_0 \sinh(v) + h_1 \cosh(v))(h_0 \cosh(v) + h_1 \sinh(v)) \neq 0,$$

and we may set $\mu$ and $\nu$ such that

$$1 \mu = h_0 \sinh(v) + h_1 \cosh(v)$$

$$1 \nu = h_0 \cosh(v) + h_1 \sinh(v)$$

and get the formulas

$$\alpha_1 = 1 \mu \sin(u) + i \nu \cos(u)$$

$$\alpha_2 = -1 \mu \cos(u) + i \nu \sin(u).$$

Since the tangent frame $(\alpha_1, \alpha_2)$ is supposed to be orthonormal (by (20) the metric is $\omega_1^2 + \omega_2^2$), the metric reads

$$(23) \quad \mu^2 dx^2 + \nu^2 dy^2.$$ We write in the next lemma the condition $[\alpha_1, \alpha_2] = 0$ appearing in Theorem 1 in terms of the metric coefficients $\mu, \nu$:

**Lemma 5.1.** The condition $[\alpha_1, \alpha_2] = 0$ reads

$$\begin{cases} 
\frac{1}{\nu} \partial_y \mu = -c_1 \\
\frac{1}{\mu} \partial_x \nu = c_2
\end{cases}$$

with

$$c_1 = -\frac{\sin(2\psi_1)}{\sin^2(\psi_1) + \sinh^2(\psi_2)}$$

and

$$c_2 = -\frac{\sinh(2\psi_2)}{\sin^2(\psi_1) + \sinh^2(\psi_2)}.$$

**Proof.** A straightforward computation yields

$$[\alpha_1, \alpha_2] = \left( \frac{\partial_y \mu + \nu \partial_x u}{\mu^2 \nu} \right) \partial_x + \left( \frac{-\partial_x \nu + \mu \partial_y u}{\mu \nu^2} \right) \partial_y,$$

and $[\alpha_1, \alpha_2] = 0$ if and only if

$$\partial_y \mu = -\nu \partial_x u$$

and

$$\partial_x \nu = \mu \partial_y u.$$

We have by definition

$$u = \text{Re}(\beta) = -2 \text{Re}(z \cot(\psi)),$$

which implies

$$\partial_x u = -2 \text{Re}(\cot(\psi))$$

and

$$\partial_y u = 2 \text{Im}(\cot(\psi)).$$

Writing $\psi = \psi_1 + i\psi_2$, we easily get $\partial_x u = c_1$ and $\partial_y u = c_2$ where $c_1$ and $c_2$ are given by (25), and obtain from (26) the system (24). \qed
Remark 4. Computing the Christoffel symbols of the metric (23) and setting

\[ T_1 := \frac{1}{\mu} \partial_x, \quad T_2 := \frac{1}{\nu} \partial_y \]

it appears that (24) is equivalent to the equations

\[ \nabla T_1 = (c_1 dx + c_2 dy) T_2 \quad \text{and} \quad \nabla T_2 = -(c_1 dx + c_2 dy) T_1. \]

5.2. Reformulation of the representation theorem. We may then reformulate Theorem 1 as follows:

Theorem 2. Let us assume that \( G : \mathbb{C} \to S^2_0 \) is given by (16), \( g : \mathbb{C} \to S^3_0 \) is an horizontal lift of \( G \) and \( \beta = u + iv : \mathbb{C} \to \mathbb{C} \) is such that (18) holds. If \( \mu \) and \( \nu \) are non-vanishing solutions of (24) on a simply connected open set \( \mathcal{U} \subset \mathbb{C} \), then, setting

\[ \omega_1 = \sin(u)\mu \, dx + \cos(u)\nu \, dy, \quad \omega_2 = -\cos(u)\mu \, dx + \sin(u)\nu \, dy \]

and

\[ \xi := g^{-1}(\omega_1 J + \omega_2 K) \, \hat{g}, \]

the formula

\[ F = \int \xi : \mathcal{U} \to \mathbb{R}^{1,3} \]

defines a spacelike surface with constant angle \( \psi = \psi_1 + i\psi_2 \). Moreover, the metric is \( \mu^2 dx^2 + \nu^2 dy^2 \). Reciprocally, up to a rigid motion of \( \mathbb{R}^{1,3} \), a spacelike surface of constant angle \( \psi \) and regular Gauss map may be locally written in that form.

Proof. In order to show that this is a reformulation of Theorem 1, we only observe that \( \omega_1 \) and \( \omega_2 \) are the dual forms of two independent vector fields \( \alpha_1 \) and \( \alpha_2 \in \Gamma(T\mathcal{U}) \) such that \( [\alpha_1, \alpha_2] = 0 \): the forms \( \omega_1 \) and \( \omega_2 \) are independent since \( \mu \nu \neq 0 \) at every point, and their dual vector fields \( \alpha_1 \) and \( \alpha_2 \) are given by (22); moreover, by Lemma 5.1 they are such that \( [\alpha_1, \alpha_2] = 0 \) since \( \mu \) and \( \nu \) are solutions of (24). Finally, the metric is \( \omega_1^2 + \omega_2^2 = \mu^2 dx^2 + \nu^2 dy^2 \). \( \square \)

5.3. Resolution of the system (24). We now focus on the resolution of (24) and assume that \( \psi_1 \neq 0 \, [\pi/2] \) or \( \psi_2 \neq 0 \) so that \( c_1 \) or \( c_2 \neq 0 \) (if \( \psi_1 = 0 \, [\pi/2] \) and \( \psi_2 = 0 \) then \( \psi = 0 \, [\pi] \) or \( \psi = \pi/2 \, [\pi] \): the first case is studied in Appendix B and the second case in Theorem 3 in Section 8 below). Let us first observe that the resolution of this system is then equivalent to the resolution of the single hyperbolic PDE

\[ \partial_{x y}^2 \zeta = -c_1 c_2 \zeta \]

for \( \zeta = \mu \) or \( \nu \), which is a 1-dimensional Klein-Gordon equation. Indeed, if \( \mu \) and \( \nu \) satisfy (24) then they obviously also satisfy (31). Conversely, assuming first that \( c_1 \neq 0 \), if \( \mu \) is a solution of (31) we obtain a solution \( \mu, \nu \) of (24) by setting \( \nu := -\frac{1}{c_1} \partial_y \mu \), and, similarly, if \( c_2 \neq 0 \) and \( \nu \) is a solution of (31) we obtain a solution \( \mu, \nu \) of (24) by setting \( \mu := \frac{1}{c_2} \partial_x \nu \). We finally note that we may solve a Cauchy problem for (31): let us fix a smooth regular curve \( \Gamma = (\gamma_1, \gamma_2) \) in the coordinate plane which does not intersect any line parallel to the coordinate axes.
in more than one point and let us consider two smooth functions \( f, g \) on \( \Gamma \); then there exists a unique solution \( \zeta \) of (31) such that
\[
\begin{cases}
\zeta|_\Gamma = f \\
\partial_n \zeta|_\Gamma = g,
\end{cases}
\]
where \( \partial_n \) denotes differentiation with respect to the direction normal to the curve. If the above geometric condition on \( \Gamma \) is not satisfied, the Cauchy problem is in general insoluble. It thus appears that a general constant angle surface in \( \mathbb{R}^{1,3} \) locally depends on two arbitrary real functions of one real variable (the initial conditions \( f, g \) of the Cauchy problem (31)-(32) for \( \mu \) or for \( \nu \)). Details on this Cauchy problem and its explicit resolution using a Bessel function may be found in [7, Chapter II].

6. A FRAME ADAPTED TO A CONSTANT ANGLE SURFACE

With the last representation theorem and the explicit expression of the lift \( g \) of the Gauss map (Lemma 4.1), we can construct a special orthonormal frame adapted to a given constant angle surface. We will first give a geometric construction of this frame, and then its explicit expression. We finally use these results to obtain easily the second order invariants of the surface.

6.1. Geometric construction of an adapted frame. Let us assume that the immersion is given as in Theorem 2. We consider the orthonormal frame tangent to the immersion
\[
T_1 := \frac{1}{\mu} \partial_x F = \frac{1}{\mu} \xi(\partial_x), \\
T_2 := \frac{1}{\nu} \partial_y F = \frac{1}{\nu} \xi(\partial_y).
\]
Let us note that \((T_1, T_2)\) is positively oriented: by the very definitions of \( \xi, \omega_1 \) and \( \omega_2 \) in Theorem 2 we have
\[
\partial_x F = \xi(\partial_x) = g^{-1}(\omega_1(\partial_x)J + \omega_2(\partial_x)K)\hat{g}
\]
and similarly
\[
\partial_y F = \nu g^{-1}(\cos u J + \sin u K)\hat{g}.
\]
We thus have, in \( \mathbb{H}^C \),
\[
\partial_x F \partial_y F = \mu \nu g^{-1}I g = \mu \nu G,
\]
which implies that
\[
T_1 \cdot T_2 = G,
\]
and thus that \((T_1, T_2)\) is positively oriented.

Let us recall that the curvature ellipse at a point \( x_o \in M \) is the ellipse in the normal plane
\[
\{ \Pi(w, w) : w \in T_{x_o} M, \ |w| = 1 \} \subset N_{x_o} M.
\]

**Proposition 6.1.** The curvature ellipse is a segment \([\frac{2}{\mu} N_1, \frac{2}{\nu} N_2]\) where \( N_1, N_2 \) are normal vectors such that \( |N_1|^2 = -|N_2|^2 = 1 \) and \( \langle N_1, N_2 \rangle = 0 \). Moreover
\[
\Pi(T_1, T_1) = \frac{2}{\mu} N_1, \quad \Pi(T_2, T_2) = \frac{2}{\nu} N_2 \quad \text{and} \quad \Pi(T_1, T_2) = 0.
\]
The vector \( N_2 \) is future-directed and \((N_2, N_1)\) is a positively oriented basis of the plane normal to \( M \).

We thus obtain a natural moving frame \((N_2, N_1, T_1, T_2)\) adapted to the constant angle surface. This frame is moreover positively oriented in \( \mathbb{R}^{1,3} \) and such that its first vector is future-directed.

\textbf{Proof.} Since \( K_N = 0 \) the curvature ellipse is a segment \([\alpha, \beta] \subset N_{x_o}M\) and since \( K = 0, \langle \alpha, \beta \rangle = 0 \) (by the Gauss equation). Let us also note that \( \alpha, \beta \neq 0 \) since \( \Pi \) is not degenerate (if for instance \( \alpha = 0 \) and \( w \in T_{x_o}M, \| w \| = 1 \) is such that \( \Pi(w, w) = \alpha \), we would have \( \Pi(w, w) = \Pi(w, w^\perp) = 0 \) (the curvature ellipse is a segment with extremal point \( \Pi(w, w) \)) and thus \( dG_{x_o}(w) = 0 \), in contradiction with \( G'(x_o) \neq 0 \). Let us first show that \( \Pi(T_1, T_2) = 0 \). Differentiating \( G = T_1 \wedge T_2 \), we easily get, for all \( w \in T_{x_o}M \),
\[
dG(w) = \Pi(T_1, w) \wedge T_2 + T_1 \wedge \Pi(T_2, w).
\]
But we also have
\[
dG(w) = G'w = 2J \left\{ -\sin \left( \frac{2z}{\sin \psi} \right) + \cos \left( \frac{2z}{\sin \psi} \right) I \right\} w.
\]
For \( w = T_1 \simeq \frac{i}{\mu} \in \mathbb{C} \) we get \( H(dG(T_1), dG(T_1)) = \frac{4}{\mu^2} \) which is equivalent to
\[
\langle dG(T_1), dG(T_1) \rangle = \frac{4}{\mu^2} \quad \text{and} \quad dG(T_1) \wedge dG(T_1) = 0.
\]
In view of (35) with \( w = T_1 \), the second property reads
\[
\Pi(T_1, T_1) \wedge \Pi(T_1, T_2) = 0.
\]

Since \( \Pi(T_1, T_1) \) belongs to the curvature ellipse \([\alpha, \beta]\) and \( \Pi(T_1, T_2) \) is tangent to the ellipse, we can write
\[
\Pi(T_1, T_1) = \alpha + \lambda(\beta - \alpha) \quad \Pi(T_1, T_2) = \lambda'(\beta - \alpha)
\]
for some \( \lambda, \lambda' \in \mathbb{R} \), and (38) then implies \( \lambda' \alpha \wedge \beta = 0 \). This in turn implies \( \lambda' = 0 \) : by contradiction, if \( \lambda' \neq 0 \) we would obtain \( \alpha \wedge \beta = 0 \) and since \( \langle \alpha, \beta \rangle = 0, \alpha \) and \( \beta \) would be collinear null vectors; the norm of \( dG(T_1) = \alpha \wedge T_2 + T_1 \wedge \lambda'(\beta - \alpha) \) would then be zero, in contradiction with (37). Thus \( \lambda' = 0 \) and \( \Pi(T_1, T_2) = 0 \).

Since \( \Pi(T_1, T_2) = 0 \) we get that \( \Pi(T_1, T_1) \) and \( \Pi(T_2, T_2) \) are the extremal points of the curvature ellipse, and we assume that
\[
\alpha = \Pi(T_1, T_1) \quad \text{and} \quad \beta = \Pi(T_2, T_2).
\]

We deduce from (35) that \( dG(T_1) = \alpha \wedge T_2 \) and from (37) that \( |\alpha|^2 = \frac{4}{\mu^2} \). So there exists a unit spacelike vector \( N_1 \) such that \( \alpha = \frac{2}{\mu} N_1 \). Similarly, we obtain from (35) and (36) with \( w = T_2 \simeq \frac{i}{\mu} \in \mathbb{C} \) that
\[
dG(T_2) = T_1 \wedge \beta = \frac{i}{\mu} G',
\]
which implies that \( |\beta|^2 = -\frac{4}{\mu^2} \), and thus that there exists a unit timelike vector \( N_2 \) such that \( \beta = \frac{2}{\mu} N_2 \). Let us finally show that \((N_2, N_1)\) is a positively oriented basis of \( N_{x_o}M \) with \( N_2 \) future-oriented: by (34), (35) and (36) with \( w := T_1 \simeq \frac{i}{\mu} \) and \( w := T_2 \simeq \frac{i}{\mu} \) we obtain
\[
2N_1 \cdot T_2 = G' \quad \text{and} \quad 2T_1 \cdot N_2 = iG'.
\]
Now, we have
\begin{equation}
G' = 2J \left( - \sin \left( \frac{2z}{\sin \psi} \right) + \cos \left( \frac{2z}{\sin \psi} \right) I \right)
\end{equation}
and thus \(G'^2 = -4\) in \(\mathbb{H}^C\); this implies that, in \(\mathbb{H}^C\),
\begin{equation}
N_2 \cdot N_1 \cdot T_1 \cdot T_2 = i,
\end{equation}
which is also the canonical volume form \(e_0^1 e_1^2 e_2^2 e_3^3\) of \(\mathbb{R}^{1,3}\). The basis \((N_2, N_1, T_1, T_2)\) is thus positively oriented in \(\mathbb{R}^{1,3}\), and so is \((N_2, N_1)\) in \(N_x, M\). The vector \(N_2\) is future-directed: we have
\begin{equation}
\vec{H} = \frac{1}{2} (\Pi(T_1, T_1) + \Pi(T_2, T_2))
\end{equation}
\begin{equation}
= \frac{1}{\mu} N_1 + \frac{1}{\nu} N_2
\end{equation}
\begin{equation}
= (h_0 \sinh v + h_1 \cosh v)N_1 + (h_0 \cosh v + h_1 \sinh v)N_2
\end{equation}
b by (21), i.e.
\begin{equation}
\vec{H} = h_0 (\sinh v \ N_1 + \cosh v \ N_2) + h_1 (\cosh v \ N_1 + \sinh v \ N_2).
\end{equation}
Since \(h_0\) and \(h_1\) are by hypothesis the coordinates of \(\vec{H}\) in a normal basis which is positively oriented in space and in time, the vector \(\sinh v \ N_1 + \cosh v \ N_2\) is future-directed, and so is \(N_2\). This proves the proposition. 

6.2. Explicit expression of the adapted frame. We only give here results of calculations, and refer to Appendix C for more details. Direct computations using the special lift (17) of the Gauss map and the representation formula (29)-(30) give the following explicit formulas:
\begin{equation}
T_1 = (- \sinh (\psi) \cosh (\varphi), - \sinh (\psi) \sinh (\varphi), \cosh (\psi) \sin (\varphi), \cosh (\psi) \cos (\varphi))
\end{equation}
and
\begin{equation}
T_2 = (\sin (\psi) \sinh (\varphi), \sin (\psi) \cosh (\varphi), - \cos (\psi) \cos (\varphi), \cos (\psi) \sin (\varphi))
\end{equation}
where
\begin{equation}
\psi = \psi_1 + i \psi_2 \quad \text{and} \quad \varphi := \frac{2z}{\sin \psi} = \varphi_1 + i \varphi_2.
\end{equation}
Let us note that (28) and (34) imply that
\begin{equation}
dT_1 = (c_1 T_2 + 2N_1)dx + c_2 T_2 dy, \quad dT_2 = -c_1 T_1 dx + (-c_2 T_1 + 2N_2)dy
\end{equation}
which may naturally also be obtained by direct computations. Similarly, we also have
\begin{equation}
N_1 = (\cos (\psi) \sinh (\varphi), \cos (\psi) \cosh (\varphi), \sin (\psi) \cos (\varphi), - \sin (\psi) \sin (\varphi)),
\end{equation}
\begin{equation}
N_2 = (\cosh (\psi) \cosh (\varphi), \cosh (\psi) \sinh (\varphi), - \sinh (\psi) \sin (\varphi), - \sinh (\psi) \cos (\varphi)),
\end{equation}
\begin{equation}
dN_1 = (-2T_1 + c_2 N_2)dx - c_1 N_2 dy, \quad dN_2 = c_2 N_1 dx + (2T_2 - c_1 N_1)dy,
\end{equation}
and thus
\begin{equation}
\nabla' N_1 = (c_2 dx - c_1 dy) N_2, \quad \nabla' N_2 = (c_2 dx - c_1 dy) N_1.
\end{equation}
It appears on these formulas that the special frame \((T_1, T_2, N_1, N_2)\) only depends on the constant angle \(\psi\) and the value of the parameter \(z\). We have by (33)
\begin{equation}
F = \int \mu T_1 dx + \nu T_2 dy,
\end{equation}
and the immersion with constant angle $\psi$ with respect to $e_2^0 \wedge e_3^0$ is entirely determined by $\mu$ and $\nu$, in accordance with Theorem 2.

6.3. Second order invariants of a constant angle surface. Let us fix a point $x_o \in M$ and consider the quadratic form $\delta : T_{x_o}M \to \mathbb{R}$ defined by
\[
\delta := \frac{1}{2} dG_{x_o} \wedge dG_{x_o}
\]
where $\Lambda^4\mathbb{R}^{1,3}$ is naturally identified with $\mathbb{R}$ as in Section 2.1. Let us recall from [2] that $\delta$ determines the asymptotic directions of the surface at $x_o$, and also the fourth numerical invariant of the surface at that point
\[
\Delta := \text{disc } \delta
\]
(the other three invariants are $K$, $K_N$ and $|\vec{H}|^2$). We recall that a non-zero vector $w \in T_{x_o}M$ is said to be an asymptotic direction of $M$ at $x_o$ if $\delta(w) = 0$; the existence of a pair of asymptotic directions is thus determined by the sign of $\Delta$. In the next lemma we compute $\delta$ and the invariant $\Delta$ for a constant angle surface:

**Lemma 6.2.** The matrix of $\delta$ in the orthonormal basis $(T_1, T_2)$ of $T_{x_o}M$ is
\[
\text{Mat}(\delta, (T_1, T_2)) = \frac{2}{\mu \nu} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]
In particular $\Delta = -\frac{4}{\mu^2 \nu^2}$ and $T_1, T_2$ are the asymptotic directions of $M$ at $x_o$.

**Proof.** By (34) and (35), we have
\[
dG(T_1) = \Pi(T_1, T_1) \wedge T_2 = \frac{2}{\mu} N_1 \wedge T_2
\]
and
\[
dG(T_2) = T_1 \wedge \Pi(T_2, T_2) = \frac{2}{\nu} T_1 \wedge N_2.
\]
Thus $\delta(T_1, T_1) = \delta(T_2, T_2) = 0$ and
\[
\delta(T_1, T_2) = \frac{2}{\mu \nu} N_2 \wedge N_1 \wedge T_1 \wedge T_2 \approx \frac{2}{\mu \nu}
\]
since $(N_2, N_1, T_1, T_2)$ is a positively oriented and orthonormal basis of $\mathbb{R}^{1,3}$ with $N_2$ timelike and future-oriented. \qed

Let us also mention that the mean curvature vector of a constant angle surface is given by
\[
\vec{H} = \frac{1}{2} (\Pi(T_1, T_1) + \Pi(T_2, T_2)) = \frac{1}{\mu} N_1 + \frac{1}{\nu} N_2
\]
and thus that
\[
|\vec{H}|^2 = \frac{1}{\mu^2} - \frac{1}{\nu^2}.
\]
We thus have the following

**Proposition 6.3.** The four invariants of $M$ are
\[
K = K_N = 0, \quad |\vec{H}|^2 = \frac{1}{\mu^2} - \frac{1}{\nu^2} \quad \text{and} \quad \Delta = -\frac{4}{\mu^2 \nu^2}.
\]
7. Incompleteness of the constant angle surfaces.

**Proposition 7.1.** An oriented spacelike surface in $\mathbb{R}^{1,3}$ with regular Gauss map and constant angle $\psi \neq 0 \ [\pi/2]$ is not complete.

**Proof.** Recalling (25), the property $\psi \neq 0 \ [\pi/2]$ is equivalent to $c_1$ or $c_2 \neq 0$. Let us first assume that $c_1 \neq 0$. Since

\[
\left(\frac{1}{\mu} T_1, \partial x\right) = 1 \quad \text{and} \quad \left(\frac{1}{\mu} T_1, \partial y\right) = 0,
\]

the gradient of the function $x$ on $\mathcal{U}$ is $\nabla x = \frac{1}{\mu} T_1$. Let us consider its norm

\[
f(t) := |\nabla x| = |\mu|^{-1}
\]

along an integral curve of $T_2$. By the first equation in (24) it satisfies

\[
(f^2)' = -2\mu^{-3} d\mu(T_2) = 2c_1\mu^{-3} = 2c_1 f^3.
\]

Since $f$ does not vanish, this equation implies that the flow of $T_2$ cannot be defined for all $t \in \mathbb{R}$, and thus that the surface is not complete. If $c_1 = 0$ and $c_2 \neq 0$, we analogously consider

\[
g(t) = |\nabla y| = |\nu|^{-1}
\]

along an integral curve of $T_1$. It satisfies $(g^2)' = 2c_2 g^3$, which also implies that the surface is not complete. \(\square\)

**Remark 5.** The surface $H^1(r_1) \times S^1(r_2) \subset \mathbb{R}^{1,1} \times \mathbb{R}^2 = \mathbb{R}^{1,3}$ with

\[H^1(r_1) := \{(x_0, x_1) \in \mathbb{R}^{1,1} : x_0^2 - x_1^2 = r_1^2, \ x_0 > 0\},\]

more generally a product of two regular and complete curves $\gamma_1 \times \gamma_2 \subset \mathbb{R}^{1,1} \times \mathbb{R}^2$ ($\gamma_1$ spacelike), is a complete spacelike surface with regular Gauss map and constant angle $\psi = \pi/2 \ [\pi]$. In fact, in view of the proposition and of Theorem 3 below, up to a congruence, all the complete surfaces in $\mathbb{R}^{1,3}$ with constant complex angle and regular Gauss map are of that form.

8. Characterization of constant angle surfaces which are product of plane curves

We show here that the surfaces of constant angle $\pi/2 \ [\pi]$ are product of plane curves. More precisely, we have the following result:

**Theorem 3.** A surface has constant angle $\psi = \pi/2 \ [\pi]$ with respect to a spacelike plane $p_o$ if and only if it is a product $\gamma_1 \times \gamma_2$ of curves in the perpendicular planes $p_o$ and $p_o^\perp$.

**Proof.** We assume that $p_o = e_3^o \wedge e_4^o$. Since $\psi_1 = \pi/2 \ [\pi]$ and $\psi_2 = 0$, we have $c_1 = c_2 = 0$ (see (25)) and (24) implies that $\mu$ only depends on $x$, and $\nu$ only depends on $y$; moreover, the explicit formulas for $T_1$ and $T_2$ in Section 6.2 read

\[
T_1 = (0, 0, \sin 2x, \cos 2x) \quad \text{and} \quad T_2 = (-\sinh 2y, \cosh 2y, 0, 0).
\]

Formula (42) gives the result. Reciprocally, for a product $\gamma_1 \times \gamma_2$ in $\mathbb{R}^{2} \times \mathbb{R}^{1,1}$ where $\gamma_2$ is a spacelike curve, setting $p_o = \mathbb{R}^2 \times \{0\}$, $T_1 = \gamma_1' / |\gamma_1'|$ and $T_2 = \gamma_2' / |\gamma_2'|$ the angle $\psi$ between the surface $\gamma_1 \times \gamma_2$ and $p_o$ is by definition such that

\[
\cos \psi = H(p_o, T_1 \wedge T_2) = \langle p_o, T_1 \wedge T_2 \rangle + i \ p_o \wedge T_1 \wedge T_2 = 0;
\]

this implies that $\psi = \pi/2 \ [\pi]$. \(\square\)
The curve $\vec{A}$ and if $\gamma$ is tangent to $\vec{A}$ direction $x$, not depend on $T$ which is zero since $c$ is the curve of the starting points of the tube.

$\psi$ constant angle transport along $\gamma$ is the curve of the tube over a spacelike curve $\gamma \in \mathbb{R}^{1,3}$ is a surface obtained by the normal parallel transport along $\gamma$ of some curve $c$ initially given in a fixed hyperplane normal to $\gamma$.

Theorem 4. A surface with real constant angle $\psi = \psi_1 \in \mathbb{R}$ (resp. pure imaginary constant angle $\psi = i\psi_2 \in i\mathbb{R}$) with respect to a spacelike plane $p_o$ is a holonomy tube over a plane curve $\gamma \in p_o$. Moreover, if $c \in N_{m_o}\gamma$ is the curve of the starting points of the tube, then $c$ is an helix curve in $N_{m_o}\gamma \simeq \mathbb{R}^{1,2}$ with respect to a spacelike (resp. timelike) direction.

Proof. Let us fix $m_o = (x_o, y_o) \in \mathcal{U} \subset \mathbb{R}^2$ and consider the curves $\gamma(x) := F(x, y_o)$ and $c(y) := F(x_o, y)$. We assume that $p_o$ is the plane $\{0\} \times \mathbb{R}^2 \subset \mathbb{R}^{1,1} \times \mathbb{R}^2 = \mathbb{R}^{1,3}$. The curve $\gamma$ is everywhere tangent to $T_1 = (0, 0, \sin \left(\frac{2x}{\sin \psi_1}\right), \cos \left(\frac{2x}{\sin \psi_1}\right))$, by the expression of $T_1$ with $\psi_2 = 0$ in Section 6.2, and is thus a curve in $p_o$. The curve $c$ belongs to the hyperplane normal to the curve $\gamma$ at $x_o$. Indeed,

$$\langle c(y) - \gamma(x_o), \gamma'(x_o) \rangle = \langle F(x_o, y) - F(x_o, y_o), \partial_x F(x_o, y_o) \rangle = \left(\int_{y_o}^{y} \partial_y F(x_o, t) dt, \partial_x F(x_o, y_o) \right) = \int_{y_o}^{y} \mu(x_o, y_o) \nu(x_o, t) \langle T_2(x_o, t), T_1(x_o, y_o) \rangle,$$

which is zero since $T_1(x_o, y) = T_1(x_o, t)$ is orthogonal to $T_2(x_o, t)$ ($T_1(x_o, t)$ does not depend on $t$, by the expression of $T_1$ above). Finally, if we fix $y = y_1$, the curve $x \mapsto F(x, y_1)$ may be regarded as a normal section of $\gamma$; it is parallel since

$$\partial_x F(x, y_1) = \mu(x, y_1) T_1(x, y_1) = \mu(x, y_1) T_1(x, y_1)$$

is tangent to $\gamma$ at $x$. The curve $c$ is an helix in $N_{m_o}\gamma$: its unit tangent is

$$y \mapsto T_2(x_o, y) = (\sin \psi_1 \sinh \varphi_2, \sin \psi_1 \cosh \varphi_2, - \cos \psi_1 \cos \varphi_2, \cos \psi_1 \sin \varphi_1),$$

and if $\vec{A}$ is the fixed direction $(0, 0, - \cos \varphi_1, \sin \varphi_1)$ in $N_{m_o}\gamma$ we have

$$\langle T_2(x_o, y), \vec{A} \rangle = \cos \psi_1.$$

The curve $c$ is thus a constant angle curve in $\mathbb{R}^{1,2}$ with respect to the spacelike direction $\vec{A}$; the constant angle is $\psi_1$. The proof for $\psi = i\psi_2 \in i\mathbb{R}$ is analogous. □
10. Characterization of constant angle surfaces in hyperspheres and lightcones

10.1. The immersion in the adapted orthonormal frame. Let us write the immersion of a constant angle surface in the form

\[ F = f \, T_1 + \hat{f} \, T_2 + g \, N_1 + \hat{g} \, N_2 \]

where \((T_1, T_2, N_1, N_2)\) is the frame adapted to the surface introduced in Section 6 and \(f, \hat{f}, g\) and \(\hat{g}\) are smooth real functions of the variables \(x\) and \(y\). Formulas (28) and (34) imply the following:

**Theorem 5.** We assume that \(\psi_1 \neq 0 \mid \pi/2\) and \(\psi_2 \neq 0 \) (i.e. \(c_1, c_2 \neq 0\)) and suppose that \(\mu\) and \(\nu\) are solutions of (24). Then the immersion reads

\[ F = f \, T_1 + \frac{\partial_y f}{c_2} \, T_2 + g \, N_1 + \frac{\partial_y g}{c_1} \, N_2 \]

where \(f\) and \(g\) are solutions of

\[
\begin{aligned}
\frac{\partial_x f}{x} &= \mu + \frac{(4 + c_1^2)g - \partial_{yy}^2 g}{2}, & \frac{\partial_y f}{y} &= \frac{c_2(c_1^2 g - \partial_{yy}^2 g)}{2c_1}, \\
\frac{\partial_x g}{x} &= -\frac{c_2}{2} \nu + \frac{(c_1^2 - 4)f + \partial_{yy} f}{2}, & \frac{\partial_y g}{y} &= \frac{c_1}{2} \nu - \frac{c_1^3 c_2 f + \partial_{yy} f)}{2c_2}, \\
\frac{\partial^2_{x y} f}{x} &= -c_1 c_2 f, & \frac{\partial^2_{x y} g}{y} &= -c_1 c_2 g.
\end{aligned}
\]

Reciprocally, given two functions \(f, g\) solving this PDE system for \(\mu\) and \(\nu\) solutions of (24), the immersion \(F\) given by (45) is a spacelike immersion in \(\mathbb{R}^{1,3}\) of constant complex angle.

The advantage of this formulation lies in the fact that the solutions of this system directly give the immersion; in the previous formulations, Theorems 1 and 2, a last integration was still required to obtain the immersion \(F\) from the 1-form \(\xi\).

**Proof.** If \(F\) is an immersion of constant angle \(\psi\) and metric \(\mu^2 dx^2 + \nu^2 dy^2\), we define the functions

\[ f = \langle F, T_1 \rangle, \quad \hat{f} = \langle F, T_2 \rangle, \quad g = \langle F, N_1 \rangle \quad \text{and} \quad \hat{g} = -\langle F, N_2 \rangle; \]

they are such that (44) holds. Using (28) and (34) we compute

\[
\begin{aligned}
df &= \langle dF, T_1 \rangle + \langle dF, dT_1 \rangle \\
&= \langle \mu T_1 \, dx + \nu T_2 \, dy, T_1 \rangle + \langle F, (c_1 \, dx + c_2 \, dy) \, T_2 + 2 \, N_1 \, dx \rangle \\
&= (\mu + c_1 \hat{f} + 2g) \, dx + c_2 \hat{f} \, dy
\end{aligned}
\]

and similarly

\[
\begin{aligned}
d\hat{f} &= -c_1 f \, dx + (\nu - c_2 f - 2\hat{g}) \, dy, \\
dg &= (-2f - c_2 \hat{g}) \, dx + c_1 \hat{g} \, dy
\end{aligned}
\]

and

\[
d\hat{g} = -c_2 g \, dx + (c_1 g - 2\hat{f}) \, dy.
\]

This implies that \(\hat{f} = \frac{\partial f}{c_2}\), \(\hat{g} = \frac{\partial g}{c_1}\) and \(f, g\) satisfy (46).

Reciprocally, if \(f, g\) are solutions of (46), straightforward computations using (39) and (40) show that the function \(F\) defined by (45) satisfies \(\partial_x F = \mu T_1\) and \(\partial_y F = \nu T_2\); it is thus an immersion with Gauss map \(G = T_1 \wedge T_2\), and, since
H(I, G) = \cos \psi (by the explicit formulas for T_1 and T_2 in Section 6.2), it is of constant angle \psi with respect to \( p_0 := I \).

Remark 6. The system (46) is in fact equivalent to the smaller system formed by the first four equations and one of the last two equations: the sixth equation may indeed be easily obtained from these five equations.

10.2. Description of the constant angle surfaces in hyperspheres and lightcones. We determine here the constant angle surfaces in hyperspheres and lightcones, i.e., up to translations, immersions of constant angle and constant norm.

Corollary 1. Keeping the notation introduced above, we have the following:
1. The constant angle immersion \( F \) belongs to a hypersphere if and only if

\[
\mu = r_1 e^{c_1 y - c_2 x} + r_2 e^{-(c_1 y - c_2 x)}
\]

and

\[
\nu = -r_1 e^{c_1 y - c_2 x} + r_2 e^{-(c_1 y - c_2 x)}
\]

for some constants \( r_1, r_2 \neq 0 \). In that case, and up to a translation, we have \( |F|^2 = r_1 r_2 \).

2. The constant angle immersion \( F \) belongs to a lightcone if and only if

\[
\mu = r e^{c_1 y - c_2 x} \quad \text{and} \quad \nu = -r e^{c_1 y - c_2 x}
\]

for some constant \( r \neq 0 \) and \( \epsilon = \pm 1 \).

Moreover, if the immersion belongs to a hypersphere or a lightcone it can be written, up to a translation, in the form

\[
F = \frac{-\mu N_1 + \nu N_2}{2}
\]

where \( N_1, N_2 \in \mathbb{R}^{1,3} \) are the unit orthogonal vector fields introduced in Section 6.

Proof. From Theorem 5, we can write the immersion \( F \) in the form

\[
F = f T_1 + \frac{\partial f}{c_2} T_2 + g N_1 + \frac{\partial g}{c_1} N_2
\]

with \( f \) and \( g \) solutions of (46). But \( F \) has constant norm if and only if \( \langle F, F_x \rangle = \langle F, F_y \rangle = 0 \), that is \( f = 0 \). The function \( g \) is thus a solution of

\[
\begin{align*}
0 &= \mu + \frac{(4 + c_1^2)g - \partial_{yy}^2 g}{2}, \\
0 &= c_1^2 g - \partial_{yy}^2 g, \\
\partial_x g &= -\frac{c_2}{2} \nu, \\
\partial_y g &= \frac{c_1}{2} \nu, \\
\partial_{xy}^2 g &= -c_1 c_2 g.
\end{align*}
\]

Using (24) we have

\[
\partial_y g = \frac{c_1}{2} \nu = -\frac{\partial_y \mu}{2}
\]

and obtain that

\[
g(x, y) = -\frac{\mu(x, y)}{2} + t(y)
\]

for some function \( t \); but the last condition now reads

\[
\partial_{xy}^2 g = -\frac{1}{2} \partial_{xy}^2 \mu = \frac{1}{2} c_1 c_2 \mu - c_1 c_2 t,
\]
and since \( \partial_{xy}^2 \mu = -c_1 c_2 \mu \) we get \( t = 0 \). With \( g = -\frac{\mu}{2} \), the system (46), without duplicities, reads
\[
\partial_{yy}^2 \mu = c_1^2 \mu, \quad \partial_x \mu = c_2 \nu, \quad \partial_y \mu = -c_1 \nu, \quad \partial_{xy}^2 \mu = -c_1 c_2 \mu
\]
whose solutions are
\[
\mu = r_1 e^{c_1 y - c_2 x} + r_2 e^{-(c_1 y - c_2 x)} \quad \text{and} \quad \nu = -r_1 e^{c_1 y - c_2 x} + r_2 e^{-(c_1 y - c_2 x)}
\]
where \( r_1 \) and \( r_2 \) are real numbers. We thus obtain
\[
F = gN_1 + \frac{\partial_y g}{c_1} N_2 = -\frac{\mu}{2} N_1 - \frac{\partial_y \mu}{2c_1} N_2 = -\frac{\mu N_1 + \nu N_2}{2}
\]
whose norm is
\[
|F|^2 = \frac{\mu^2 - \nu^2}{4} = r_1 r_2.
\]
Finally, the immersion belongs to the lightcone at the origin if and only if \( r_1 \) or \( r_2 = 0 \), which implies the last claim in the statement. \( \square \)

**Remark 7.** The second part of the corollary in particular shows that the surfaces in (15) are, up to a congruence and scaling, the unique surfaces with constant angle in a lightcone.

**Corollary 2.** Let us assume that \( M \) is a spacelike surface of constant angle \( \psi \neq 0 \ [\pi/2] \). Then the following properties are equivalent:

a) \( \vec{H} \in \Gamma(NM) \) is parallel;

b) \( \vec{H} \) is everywhere lightlike;

c) the parameter \( z = x + iy \in \U \) is conformal, i.e. \( \mu = \nu \) on \( \U \).

If one of these properties occurs then the surface belongs to a lightcone and is, up to a congruence, of the form (15).

**Proof.** Since \( \beta = u + iv \) is an holomorphic function and by (26) we have
\[
\partial_y v = \partial_x u = -\frac{1}{\nu} \partial_y \mu.
\]
Recalling (21) we deduce that
\[
-\frac{\partial_y \mu}{\mu^2} = \partial_y h_0 \sinh v + \partial_y h_1 \cosh v + (h_0 \cosh v + h_1 \sinh v) \partial_y v = \partial_y h_0 \sinh v + \partial_y h_1 \cosh v - \frac{1}{\nu^2} \partial_y \mu
\]
and using (43) that
\[
(48) \quad -|\vec{H}|^2 \partial_y \mu = \partial_y h_0 \sinh v + \partial_y h_1 \cosh v.
\]
We similarly have
\[
-\frac{\partial_x \nu}{\nu^2} = \partial_x h_0 \sinh v + \partial_x h_1 \cosh v + (h_0 \cosh v + h_1 \sinh v) \partial_x v = \partial_x h_0 \sinh v + \partial_x h_1 \cosh v - \frac{1}{\mu^2} \partial_x \nu
\]
and thus
\[
(49) \quad |\vec{H}|^2 \partial_x \nu = \partial_x h_0 \cosh v + \partial_x h_1 \sinh v.
\]
Since, by (26) and (27), we have
\[
\frac{1}{\nu} \partial_y \mu + \frac{1}{\mu} \partial_x \nu = -\partial_x u + i \partial_y u = 2 \cot \psi,
\]
(48) and (49) yield
\[
2|\vec{H}|^2 \cot \psi = -\frac{1}{\nu} (\partial_y h_0 \sinh v + \partial_y h_1 \cosh v) + i \frac{1}{\mu} (\partial_x h_0 \cosh v + \partial_x h_1 \sinh v).
\]
Since \(h_0\) and \(h_1\) are the components of the mean curvature vector \(\vec{H}\) in a parallel frame normal to the surface, this formula implies the equivalence between (a) and (b). The equivalence between (b) and (c) is a consequence of (43). If now the properties (a)-(c) hold then \(\mu = \nu\) and the system (24) easily implies that \(\mu, \nu\) are of the form (47). Corollary 1 then gives the result. \(\square\)

10.3. Examples. We now use the previous results to give new simple explicit examples of constant angle surfaces. Since examples of constant angle surfaces in lightcones were already given in Section 3.4, we will focus on examples in hyperspheres, and on examples which do not belong to hyperspheres nor to lightcones. All the examples arise from the application of Theorem 5 and its first corollary: we start with a given solution \(\mu\) of (31), we then find two functions \(f, g\) solving (46), and we finally obtain the immersion \(F\) from the general form (45). For the sake of brevity we only write the final expressions.

10.3.1. Immersions in hyperspheres: \(\mu = 2 \sinh(c_1 y - c_2 x)\). As proved in Corollary 1, the metric coefficient \(\mu\) has to be of the form
\[
\mu = r_1 e^{c_1 y - c_2 x} + r_2 e^{-(c_1 y - c_2 x)}.
\]
If we take \(r_1 = -r_2 = 1\) we get \(\mu = 2 \sinh(c_1 y - c_2 x)\) and then \(\nu = 2 \cosh(c_2 x + c_1 y)\). We assume that \((x, y) \in \mathbb{R}^2\) is such that \(c_1 y \neq c_2 x\), so that \(\mu \neq 0\). The immersion is thus
\[
F = -\sinh(c_1 y - c_2 x)N_1 + \cosh(c_1 y - c_2 x)N_2,
\]
whose norm is \(|F|^2 = -1\).

10.3.2. Immersions which are not in hyperspheres nor in lightcones: \(\mu = \sin(c_1 y + c_2 x)\). For this \(\mu\), solution to (31), we have \(\nu = -\cos(c_2 x + c_1 y)\). Assuming that \(\sin(c_1 y + c_2 x) \neq 0\) and \(\cos(c_2 x + c_1 y) \neq 0\) (for suitable \((x, y)\) in \(\mathbb{R}^2\)), the functions \(f\) and \(g\) are
\[
f(x, y) = \cos(c_2 x + c_1 y), \quad g(x, y) = -\sin(c_2 x + c_1 y).
\]
Thus, the immersion reads
\[
F = \cos(c_2 x + c_1 y)T_2 - \sin(c_2 x + c_1 y)T_1 - \sin(c_2 x + c_1 y)N_1 - \cos(c_2 x + c_1 y)N_2
\]
\[
= -c_2 \nu T_1 - c_1 \mu T_2 - \mu N_1 + \nu N_2,
\]
whose norm is
\[
|F|^2 = (c_1^2 + 1)\nu^2 + (c_2^2 - 1)\mu^2 = (c_1^2 + 1)\cos^2(c_2 x + c_1 y) + (c_2^2 - 1)\sin^2(c_2 x + c_1 y).
\]
10.3.3. Another example: $\mu = (c_1 y - c_2 x)(\sin(c_1 y + c_2 x) + \cos(c_1 y + c_2 x))$. For this $\mu$ we get
\[
\nu = (1 - c_1 y + c_2 x)\cos(c_1 y + c_2 x) - (1 + c_1 y - c_2 x)\sin(c_1 y + c_2 x).
\]
We assume that $(x, y)$ belongs to an open subset of $\mathbb{R}^2$ such that $\mu \nu \neq 0$. It appears that the functions
\[
f(x, y) = c_2((2 + c_1^2 - c_2^2)(c_1 y - c_2 x)(\cos(c_1 y + c_2 x) + \sin(c_1 y + c_2 x))
\]
\[
+ (c_1^2 + c_2^2)(\cos(c_1 y + c_2 x) - \sin(c_1 y + c_2 x))),
\]
\[
g(x, y) = (2 + c_1^2 - c_2^2)(c_1 y - c_2 x)(\cos(c_1 y + c_2 x) - \sin(c_1 y + c_2 x))
\]
\[
- (c_1^2 + c_2^2)(\cos(c_1 y + c_2 x) + \sin(c_1 y + c_2 x))
\]
are solutions of (46), which defines the immersion by (45).

Appendix A. Angles and orthogonal projections

A.1. An alternative construction of the complex angle. We give here another construction of the complex angle between two oriented and spacelike planes $p$ and $q$ in $\mathbb{R}^{1,3}$. Let us denote by $\pi : q \to p$ and $\pi' : q \to p^\perp$ the restrictions to $q$ of the orthogonal projections $\mathbb{R}^{1,3} \to p$ and $\mathbb{R}^{1,3} \to p^\perp$, and consider the quadratic forms $Q$ and $Q'$ defined on $q$ by
\[
Q(x) = \langle \pi(x), \pi(x) \rangle \quad \text{and} \quad Q'(x) = \langle \pi'(x), \pi'(x) \rangle
\]
for all $x \in q$. They are linked by the relation $Q(x) + Q'(x) = |x|^2$ for all $x \in q$, and thus satisfy
\[
(50) \quad Q(x) + Q'(x) = 1
\]
for all $x \in q$, $|x| = 1$. There exists a positive orthonormal basis $(u, u^\perp)$ of $q$ such that
\[
Q(u) = \max_{x \in q, |x| = 1} Q(x), \quad Q(u^\perp) = \min_{x \in q, |x| = 1} Q(x).
\]
By (50) this basis is also such that
\[
Q'(u) = \min_{x \in q, |x| = 1} Q'(x), \quad Q'(u^\perp) = \max_{x \in q, |x| = 1} Q'(x),
\]
and satisfies
\[
\langle \pi(u), \pi(u^\perp) \rangle = 0 \quad \text{and} \quad \langle \pi'(u), \pi'(u^\perp) \rangle = 0.
\]
We need to divide the discussion into three main cases, according to the dimension of the range of $\pi'$:

Case 1: rank$(\pi')=2$. This condition means that $p \oplus q = \mathbb{R}^{1,3}$. Since $p^\perp$ is timelike, $Q'$ has then signature $(1, 1)$. The relation (50) then implies that $\pi'(u)$ is timelike, $Q(u) > 1$ and $Q(u^\perp) < 1$. We choose moreover $u$ such that $\pi'(u)$ is future-directed: the basis $(u, u^\perp)$ is then uniquely defined. We then consider the positively oriented and orthonormal basis $(e_0, e_1, e_2, e_3)$ of $\mathbb{R}^{1,3}$ such that $e_0$ is future-directed, $(e_2, e_3)$ is a positive basis of $p$ and
\[
\pi'(u) = a_0 e_0, \quad \pi'(u^\perp) = a_1 e_1, \quad \pi(u) = a_2 e_2, \quad \pi(u^\perp) = a_3 e_3
\]
for some constants $a_0, a_1, a_2, a_3$ such that $a_0, a_2 \geq 0$. Since
\[
u = a_0 e_0 + a_2 e_2 \quad \text{and} \quad u^\perp = a_1 e_1 + a_3 e_3
\]
we have
\[ |u|^2 = 1 = -a_0^2 + a_2^2 \quad \text{and} \quad |u^\perp|^2 = 1 = a_1^2 + a_3^2 \]
and we may set \( \psi_1, \psi_2 \in \mathbb{R}, \psi_2 \geq 0 \), such that
\[ a_0 = \sinh \psi_2, \quad a_2 = \cosh \psi_2, \quad a_1 = - \sin \psi_1 \quad \text{and} \quad a_3 = \cos \psi_1. \]
Since \( Q'(u) = -a_0^2, Q'(u^\perp) = a_1^2 \) and the signature of \( Q' \) is \((1, 1)\), we in fact have \( a_0a_1 \neq 0 \), that is \( \psi_2 > 0 \) and \( \psi_1 \neq 0 \) \([\pi]\). With these definitions, we have

\[ (51) \quad u = \sinh \psi_2 \ e_0 + \cosh \psi_2 \ e_2 \quad \text{and} \quad u^\perp = - \sin \psi_1 \ e_1 + \cos \psi_1 \ e_3 \]

which easily yields for \( \psi := \psi_1 + i \psi_2 \)
\[ q = u \wedge u^\perp = \cos \psi \ p + \sin \psi \ V \]

for \( V = e_1 \wedge e_2 \).

Case 2: \( \text{rank}(\pi') = 1 \). In that case \( \text{Im}(\pi') \) is a line, which may be timelike, spacelike or lightlike:

- \( Q' \) has signature \((0, 1)\), i.e. \( \text{Im}(\pi') \) is a timelike line: \( q \) belongs to the timelike hyperplane \( p \oplus \text{Im}(\pi') \). We may then follow the lines of the previous case: the basis \((u, u^\perp)\) is such that \( Q(u) > 1 \) and \( Q(u^\perp) = 1 \), and we may suppose that \( \pi'(u) \) is future-directed. We then define the basis \((e_0, e_1, e_2, e_3)\) of \( \mathbb{R}^{1,3} \) and the angles \( \psi_1 \) and \( \psi_2 \) as above, and observe that \( \psi_1 = 0 \) \([\pi]\) and \( \psi_2 > 0 \) \((Q'(u^\perp) = a_1^2 = 0 \) here since \( Q(u^\perp) = 1 \) and by \((50)\)). The angles \( \psi_1 \) and \( \psi_2 \) have the following interpretations: the planes \( p \) and \( q \) are two oriented planes in the timelike hyperplane \( p \oplus \text{Im}(\pi') \); this hyperplane is naturally oriented by the orientation of \( p \) and the future-orientation of \( \text{Im}(\pi') \); the lines normal to the oriented planes \( p \) and \( q \) are thus also oriented, and \( \psi_1 = 0 \) \([2\pi]\) if these lines are both future-oriented, and \( \psi_1 = \pi \) \([2\pi]\) in the other case. The angle \( \psi_2 \) is the measure of the lorentzian angle between the future-directed lines normal to \( p \) and \( q \).

- \( Q' \) has signature \((1, 0)\), i.e. \( \text{Im}(\pi') \) is a spacelike line: \( q \) belongs to the spacelike hyperplane \( p \oplus \text{Im}(\pi') \). The basis \((u, u^\perp)\) is such that \( Q(u) = 1 \) and \( Q(u^\perp) < 1 \), i.e. \( Q'(u) = 0 \) and \( Q'(u^\perp) > 0 \). It is no more possible to suppose here that \( \pi'(u) \) is timelike (it is the vector zero!), i.e. \( u \) is only defined up to sign. Nevertheless, choosing for \( e_0 \) the future-directed unit vector orthogonal to \( p \oplus \mathbb{R} \pi'(u^\perp) \) we may construct as above a unique positively oriented and orthonormal basis \((e_0, e_1, e_2, e_3)\) of \( \mathbb{R}^{1,3} \) adapted to \( \pi'(u^\perp), \pi(u) \) and \( \pi(u^\perp) \). Defining \( \psi_1 \) and \( \psi_2 \) as above we easily see that \( \psi_2 = 0 \) and \( \psi_1 \) is defined up to sign and a multiple of \( 2\pi \): it is thus represented by a unique real number in \([0, \pi]\). This angle has the following interpretation: the planes \( p \) and \( q \) are two oriented planes in the spacelike hyperplane \( p \oplus \text{Im}(\pi') \) which is naturally oriented by the election of its future-directed normal direction in \( \mathbb{R}^{1,3} \) and the canonical orientation of \( \mathbb{R}^{1,3} \); \( \psi_1 \in [0, \pi] \) is a measure of the angle of the oriented lines normal to these planes in \( p \oplus \text{Im}(\pi') \).

- \( Q' \) is zero, i.e. \( \text{Im}(\pi') \) is a lightlike line: \( q \) belongs to the degenerate hyperplane \( p \oplus \text{Im}(\pi') \). In that case we set \( \psi_1 = 0 \) \([\pi]\) and \( \psi_2 = 0 \): more precisely, a given orientation of \( \text{Im}(\pi') \) induces an orientation of \( p \oplus \text{Im}(\pi') \), and we set \( \psi_1 = 0 \) \([2\pi]\) if it coincides with the sum of the orientations of \( q \) and \( \text{Im}(\pi') \), and \( \psi_1 = \pi \) \([2\pi]\) in the other case.

Case 3: \( \text{rank}(\pi') = 0 \). In that case \( q = \pm p \), i.e. the planes \( p \) and \( q \) coincide in \( \mathbb{R}^{1,3} \), with the same orientation \((q = p)\) or the opposite orientation \((q = -p)\); we
set $\psi_2 = 0$ and $\psi_1 = 0 \ [2\pi]$ if $q = p$ or $\psi_1 = \pi \ [2\pi]$ if $q = -p$.

It is not difficult to verify that in all the cases described above the complex angle $\psi := \psi_1 + i\psi_2$ coincides with the complex angle $\psi$ defined in Section 2.2, if we moreover choose the sign of $\psi$ in Definition 2.1 such that $\psi_2 := \Im \psi \geq 0$. We have obtained the following additional informations concerning the relative position of $q$ and $p$ in terms of the angle $\psi = \psi_1 + i\psi_2$:

**Proposition A.1.**
- $q$ does not belong to any hyperplane containing $p$ if and only if $\psi_1 \neq 0 \ [\pi]$ and $\psi_2 > 0$;
- $q \neq \pm p$ belongs to a spacelike (resp. timelike) hyperplane containing $p$ if and only if $\psi_1 \neq 0 \ [\pi]$ and $\psi_2 = 0$ (resp. $\psi_1 = 0 \ [\pi]$ and $\psi_2 > 0$);
- $q$ belongs to a null hyperplane containing $p$ if and only if $\psi_1 = 0 \ [\pi]$ and $\psi_2 = 0$.

**A.2. An elementary characterization of the two real angles.** We still suppose that $p$ and $q$ are oriented spacelike planes in $\mathbb{R}^{1,3}$ and we consider their real angles $\psi_1, \psi_2$ constructed above. The following descriptions of $\psi_1$ and $\psi_2$ are very similar to the elementary definitions of the two principal angles between two oriented planes in $\mathbb{R}^4$ (see for example [3]).

**Proposition A.2.** We have

$$\cosh \psi_2 = \sup_{x \in q, \ y \in p, \ |x|=|y|=1} \langle x, y \rangle.$$ 

Moreover, if $u \in q$ and $v \in p$, $|u| = |v| = 1$ are such that $\cosh \psi_2 = \langle u, v \rangle$, then

$$\cos \psi_1 = \langle u^\perp, v^\perp \rangle$$

where $u^\perp$ and $v^\perp$ are unit vectors in $q$ and $p$ such that $(u, u^\perp)$ and $(v, v^\perp)$ are positive orthonormal bases of $q$ and $p$.

**Proof.** We assume for simplicity that $\text{rank}(\pi') = 2$ and keep the notations introduced in the previous section to study that case. If $x \in q$ and $y \in p$ are unit vectors, we have

$$\langle x, y \rangle = \langle \pi(x), y \rangle \leq |\pi(x)| \leq \sup_{x \in q, \ |x|=1} |\pi(x)| = \cosh \psi_2.$$ 

Moreover, the equality holds for $x = u = \sinh \psi_2 \ e_0 + \cosh \psi_2 \ e_2$ and $y = v = e_2$ where $(e_0, e_1, e_2, e_3)$ is the basis defined above (Case 1). This proves the first claim. Since $u^\perp = -\sin \psi_1 \ e_1 + \cos \psi_1 \ e_3$ (by (51)) and $v^\perp = e_3$ the last claim readily follows.

**Appendix B. Characterization of surfaces of constant angle $\psi = 0 \ [\pi]$**

We study here the very special case of the surfaces with regular Gauss map and constant angle $\psi = 0 \ [\pi]$ with respect to some given spacelike plane $p_o$. The result is the following:

**Proposition B.1.** A connected and spacelike surface with regular Gauss map has a constant angle $\psi = 0 \ [\pi]$ with respect to a fixed spacelike plane $p_o$ if and only if it belongs to a affine hyperplane $x_o + p_o \oplus L$ where $x_o$ is a point of $\mathbb{R}^{1,3}$ and $L$ is one of the two null lines of the timelike plane $p_o^\perp$. 

Proof. We only prove the "only if" direction (the converse is trivial). Let us fix a positive orthonormal basis \((u, u^\perp)\) of \(p_o\) and a positive basis \((N, N')\) of \(p_o^\perp\) such that

\[
\langle N, N \rangle = \langle N', N' \rangle = 0 \quad \text{and} \quad \langle N, N' \rangle = -1,
\]

and set

\[
\xi = u \wedge N \quad \text{and} \quad \xi' = u^\perp \wedge N'.
\]

\((\xi, \xi')\) form a basis of the \(\mathbb{C}\)-linear space \(T_{p_o}Q\) such that

\[
H(\xi, \xi) = H(\xi', \xi') = 0 \quad \text{and} \quad H(\xi, \xi') = i.
\]

Recall the definition of the complex parameter \(z\) at the end of Section 3.1. Since \(H(G(z), p_o) = \cos \psi = 1\) we have

\[
H(G(z) - p_o, p_o) = H(G(z), p_o) - H(p_o, p_o) = 1 - 1 = 0
\]

and

\[
H(G(z) - p_o, G(z) - p_o) = H(G(z), G(z)) + H(p_o, p_o) - 2H(G(z), p_o)
\]

\[
= 1 + 1 - 2 = 0,
\]

which means that \(G(z) - p_o\) belongs to one of the two complex lines \(\mathbb{C}\xi\) and \(\mathbb{C}\xi'\) of \(T_{p_o}Q\). Thus \(G'(z)\) also belongs \(\mathbb{C}\xi \cup \mathbb{C}\xi'\) and by continuity \(G'(z)\) belongs to \(\mathbb{C}\xi\) for all value of \(z\), or \(G'(z)\) belongs to \(\mathbb{C}\xi'\) for all value of \(z\) (\(G'\) does not vanish since \(G\) is assumed to be regular!). If \(G'\) belongs to \(\mathbb{C}\xi\) then \(G\) belongs to \(p_o + \mathbb{C}\xi\), which means that all the tangent planes of \(M\) belongs the hyperplane \(p_o \oplus L\) with \(L = \mathbb{R}N\).

This finally easily implies that \(M\) belongs to an affine hyperplane \(x_o + p_o \oplus L\). \(\square\)

**Appendix C. Details for the computations of the adapted frame**

Let us briefly describe here the computations leading to the explicit formulas for the special frame \((T_1, T_2, N_1, N_2)\) adapted to a complex angle surface. Recalling Theorem 2, we have

\[
T_1 := \frac{1}{\mu} \partial_x F = \frac{1}{\mu} \xi(\partial_x) = \frac{1}{\mu} g^{-1}(\omega_1(\partial_x)J + \omega_2(\partial_x)K) \hat{g} = g^{-1}(\sin(u)J - \cos(u)K) \hat{g},
\]

where \(g, \hat{g}\) and \(u\) are given by the formulas

\[
g^{-1} = \hat{g} = -\cos \psi_2 \sin(\frac{z \tan \psi_2}{2}) 1 - \cos \frac{\psi_2}{2} \cos(\frac{z \tan \psi_2}{2}) I
\]

\[
- \sin \frac{\psi_2}{2} \cos(\frac{z \tan \psi_2}{2}) J + \sin \frac{\psi_2}{2} \sin(\frac{z \tan \psi_2}{2}) K,
\]

\[
\hat{g} = -\cos \frac{\psi_2}{2} \sin(\frac{\bar{z} \tan \frac{\psi_2}{2}}{2}) 1 + \cos \frac{\bar{\psi}_2}{2} \cos(\frac{\bar{z} \tan \frac{\psi_2}{2}}{2}) I
\]

\[
+ \sin \frac{\bar{\psi}_2}{2} \cos(\frac{\bar{z} \tan \frac{\psi_2}{2}}{2}) J - \sin \frac{\bar{\psi}_2}{2} \sin(\frac{\bar{z} \tan \frac{\psi_2}{2}}{2}) K
\]

and

\[
u = -2 \Re(z \cot(\psi)).
\]
Direct and long computations (or the use of a software of symbolic computation) lead to the formula

\[
T_1 = -\sin \left( \frac{\psi - \bar{\psi}}{2} \right) \cos \left( \frac{z \csc \psi - \bar{z} \csc \bar{\psi}}{2} \right) I + \sin \left( \frac{\psi - \bar{\psi}}{2} \right) \sin \left( \frac{z \csc \psi + \bar{z} \csc \bar{\psi}}{2} \right) J + \cos \left( \frac{\psi - \bar{\psi}}{2} \right) \csc \bar{\psi} K
\]

where \( \csc(\psi) = 1/\sin(\psi) \). Writing \( \psi = \psi_1 + i\psi_2 \) and \( z/\sin(\psi) = \varphi_1 + i\varphi_2 \), we finally obtain

\[
T_1 = -i \sinh \psi_2 \cosh \varphi_2 I - \sinh \psi_2 \sin \varphi_1 J + \cosh \psi_2 \cos \varphi_1 K
\]

which is the expression given in Section 6.2. Similar computations give the expression of \( T_2 \). We now explain how to determine \( N_1 \) and \( N_2 \). On one side, we have by (34) and (35)

\[
dG(T_1) = \Pi(T_1, T_1) \wedge T_2 = \frac{2}{\mu} N_1 \wedge T_2
\]

and

\[
dG(T_2) = T_1 \wedge \Pi(T_2, T_2) = \frac{2}{\nu} T_1 \wedge N_2.
\]

On the other side, since \( dG = G' dz \) we have

\[
dG(T_1) = \frac{1}{\mu} dG(\partial_x) = \frac{1}{\mu} G' = \frac{2}{\mu} J \{- \sin \varphi + \cos \varphi I\}
\]

and

\[
dG(T_2) = \frac{1}{\nu} dG(\partial_y) = \frac{i}{\nu} G' = \frac{2i}{\nu} J \{- \sin \varphi + \cos \varphi I\}.
\]

We deduce that, in \( \mathbb{H}^C \),

\[
N_1 = -J \{- \sin \varphi + \cos \varphi I\} T_2
\]

and

\[
N_2 = iT_1 J \{- \sin \bar{\varphi} + \cos \bar{\varphi} I\}.
\]

The expressions of \( N_1 \) and \( N_2 \) then follow from the expressions of \( T_1 \) and \( T_2 \), and direct computations.
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