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ABSTRACT

We present a semi-supervised method for photometric supernova typing. Our approach is to first use the nonlinear dimension reduction technique diffusion map to detect structure in a database of supernova light curves and subsequently employ random forest classification on a spectroscopically confirmed training set to learn a model that can predict the type of each newly observed supernova. We demonstrate that this is an effective method for supernova typing. As supernova numbers increase, our semi-supervised method efficiently utilizes this information to improve classification, a property not enjoyed by template based methods. Applied to supernova data simulated by Kessler et al. (2010b) to mimic those of the Dark Energy Survey, our methods achieve (cross-validated) 95\% Type Ia purity and 87\% Type Ia efficiency on the spectroscopic sample, but only 50\% Type Ia purity and 50\% efficiency on the photometric sample due to their spectroscopic follow-up strategy. To improve the performance on the photometric sample, we search for better spectroscopic follow-up procedures by studying the sensitivity of our machine learned supernova classification on the specific strategy used to obtain training sets. With a fixed amount of spectroscopic follow-up time, we find that, despite collecting data on a smaller number of supernovae, deeper magnitude-limited spectroscopic surveys are better for producing training sets. For supernova Ia (II-P) typing, we obtain a 44\% (1\%) increase in purity to 72\% (87\%) and 30\% (162\%) increase in efficiency to 65\% (84\%) of the sample using a 25th (24.5th) magnitude-limited survey instead of the shallower spectroscopic sample used in the original simulations. When redshift information is available, we incorporate it into our analysis using a novel method of altering the diffusion map representation of the supernovae. Incorporating host redshifts leads to a 5\% improvement in Type Ia purity and 13\% improvement in Type Ia efficiency.
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1 INTRODUCTION

Novel approaches to photometric supernova (SN) classification are in high demand in the astronomical community. The next generation of survey telescopes, such as the Dark Energy Survey (DES; Annis et al. 2011) and the Large Synoptic Survey Telescope (LSST; Ivezic et al. 2008), are expected to observe light curves for a few hundred thousand supernovae (SNe), far surpassing the resources available to spectroscopically confirm the type of each. To fully exploit these large samples, it is necessary to develop methods that can accurately and automatically classify large samples of SNe based only on their photometric light curves.

In order to use Type Ia supernovae as cosmological probes, it is imperative that pure and efficient Type Ia samples are constructed. Yet, classifying SNe from their light curves is a challenging problem. The light flux measurements are often noisy, nonuniform in time, and incomplete. In particular, it is difficult to discern the light curves of Type Ia SNe from those of Type Ib or Ic supernovae, explosive events
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which result from the core collapse of massive stars. This difficulty can have dire effects on the subsequent cosmological inferences: if the sample of SNe Ia used to make cosmological parameter estimates can be significantly biased (Howald et al. 2003). On the other hand, if the classification of Type Ia SNe is not efficient, then cosmologists do not fully utilize the sample of supernovae on hand, resulting in a loss of precision.

In the last decade, several supernova photometric classification methods have been introduced. These include the methods of (Poznanski et al. 2002; Sullivan et al. 2006; Johnson & Crotts 2006; Poznanski, Maoz & Gal-Yam 2007; Kuznetsova & Connolly 2007; Kunz, Bassett & Hlozek 2007; Rodney & Tonry 2009; Gong, Cooray & Chen 2010; Falck, Riess & Hlozek 2010). Each of these approaches uses some version of template fitting, where each observed supernova’s data is compared to the data from well established SNe of different types and the subsequent classification is estimated as the SN type whose template fits best (usually judged by maximum likelihood or maximum posterior probability). Usually, the sets of templates are constructed using the observed spectra of sets of well studied, high signal-to-noise SNe (see Nugent, Kim & Perlmutter 2002) or spectral energy distribution models of SNe.

The principal drawback of using template methods for classification is that they depend heavily on the templates used for each of the different classes. If there are errors in the template creation, these will propagate down to the estimated classifications. Furthermore, template fitting often assumes that each observed SN can be well modeled by one of the templates, an assumption that may be unreasonable, especially for large data sets. Additionally, these methods require that all relevant parameters (such as redshift and extinction) in the light curve model be simultaneously fit or otherwise estimated, which can pose computational challenges and cause catastrophic errors when the estimates are poor.

A viable alternative to template fitting for SN classification is semi-supervised learning, a class of methods that are able to learn the low dimensional structure in all available data and exploit that structure in classification; as more data are obtained, these methods are able to utilize that additional information to better classify all of the SNe. Template fitting methods, on the other hand, do not automatically learn as new data are collected (for example, Sako et al. 2011 extract only 8 core-collapse SN templates from over 10,000 observed supernova candidates). Adverse effects caused by incorrectly classified templates, undersampled regions of template parameter space, or unrealistic templates will not go away as the number of SNe increases. Indeed, the magnitude of these biases relative to the statistical errors in the estimates will only increase. Well constructed semi-supervised approaches will reduce both bias and variance as the sample sizes grow.

Our main contribution in this paper is to introduce a method for SN photometric classification that does not rely on template fitting. Our proposed method uses semi-supervised learning on a database of SNe: we first use all of the light curves to simultaneously estimate an appropriate, low dimensional representation of each SN, and then we employ a set of labeled (spectroscopically confirmed) examples to build a classification model in this reduced space, which we subsequently use to estimate the type of each unknown SN.

An advantage to our semi-supervised approach is that it learns from the set of unlabeled SNe. Typically there are many more unlabeled than labeled supernovae, meaning that a method that learns from all the data is an obvious improvement over methods that only learn from the labeled SNe. Another advantage is that our method gives an accurate prediction of the class of each supernova without having to simultaneously estimate nuisance parameters such as redshift, stretch or reddening. This result arises because variations in these parameters appear as gradual variations in the low dimensional representation of the light curves when the observed data (labeled plus unlabeled SNe) are collected densely enough over the nuisance parameters. In the low dimensional representation, the variability due to supernova type is greater than the variability due to the nuisance parameters, allowing us to build an accurate classifier in this space.

Until recently, there had been no standard testing procedure for the various SN classification methods. To assess the performance of these methods, Kessler et al. (2010b) held a public “SN Photometric Classification Challenge” in which they released a blended mix of simulated supernovae (Ia, Ib, Ic, II) to be classified. As part of the Challenge, a spectroscopically confirmed subset of SNe was included on which the Challenge participants could train or tune their algorithms. The results of that Challenge (Kessler et al. 2010a) showed that various machine learning classification algorithms were competitive with classical template fitting classifiers. Apart from our entry (IncAG), none of the other entries to the Classification Challenge used semi-supervised learning. In this paper we will further explore the viability of semi-supervised classifiers for SN classification.

Recently, Newling et al. (2011) released a paper detailing their entries into the SN Challenge. They argue that their methods are comparable to the best template fitting techniques, but that they require training samples that are representative of the full (photometric) sample. Our findings are similar, and we carry out a detailed sensitivity analysis to determine how the accuracy of predicted SN types depend on characteristics of the training set. Like Newling et al. (2011), we perform our analysis both with and without photometric redshift estimates; we introduce a novel and effective way of using photo-z estimates in finding a low dimensional embedding of SN data.

Based on our sensitivity analysis, we conclude that magnitude-limited spectroscopic follow-up strategies with deep limits (25th mag) produce the best training sets for our supernova classification method, at no extra observing cost. Though these deeper observing strategies result in fewer supernovae than shallower samples, they produce training sets that more closely resemble the entire population of SNe under study, causing overwhelming improvements in supernova classification. We strongly recommend that spectroscopic SN follow-up is performed with faint magnitude limits.
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The layout of the paper is the following. In §2 we describe our semi-supervised classification method, which is based on the diffusion map method for nonlinear dimensionality reduction and the random forest classification technique. We couch our description in general terms since elements of our methodology can in principle be applied to any set of light curves, not just those from supernovae. In §3 we describe the application of our methodology to the problem of classifying supernovae, fully detailing the steps in our analysis. These sections are divided into the unsupervised (§3) and supervised (§4) parts of the analysis. We assess the performance of our methods in §5 using the 21,319 light curves simulated for the SN Photometric Classification Challenge (Kessler et al. 2010). We examine the sensitivity of our results to the composition of the training datasets, and to the treatment of host-galaxy redshift (by either using redshifts to alter the diffusion map construction or using them as covariates in random forest classification).

In §6 we offer a summary and our conclusions. We provide further information on classification trees and the random forest algorithm in Appendices A and B.

2 METHODOLOGY: SEMI-SUPERVISED CLASSIFICATION

Suppose we have observed photometric light curves for \( N \) objects. For each, the observed data are flux measurements at irregularly-spaced time points in each of a number of different filters (e.g., griz), plus associated measurement errors. Call the data for object \( i \), \( \mathbf{X}_i = \{ t^i_{ik}, F^i_{bk}, \sigma^i_{bk}\} \), where \( k = 1, \ldots, p_b \) indexes the filter, and \( p_b \) is the number of flux measurements in filter \( b \) for object \( i \). Here, \( t^i_k \) is the time grid, and \( F^i_b \) and \( \sigma^i_b \) are the flux measurements and errors, respectively, in filter \( b \). Suppose, without loss of generality, that the first \( n \) objects, \( \mathbf{X}_1, \ldots, \mathbf{X}_n \), have known types \( y_1, \ldots, y_n \). Our goal is to predict the type of each of the remaining \( N - n \) objects.

To perform this classification, we take a semi-supervised approach (see Chapelle, Schölkopf & Zien 2004 for an introduction to semi-supervised learning methods). The basic idea is to use the data from all \( N \) objects (both labeled and unlabeled) to find a low dimensional representation of the data (the unsupervised part) and then to use just the \( n \) labeled objects to train a classifier (the supervised part). Our proposed procedure is as follows:

(i) Do relevant preprocessing to the data. Because this is application specific, we defer details on our preprocessing of SN light curves to the next section. Here, it suffices to state that the result of this preprocessing for one object is a set of light curve function estimates interpolated over a fine time grid.

(ii) Use the preprocessed light curves for all \( N \) objects to learn a low dimensional, data driven embedding of \( \{ \mathbf{X}_1, \ldots, \mathbf{X}_N \} \). We use the diffusion map method for nonlinear dimensionality reduction (§2.1).

(iii) Train a classification model on the \( n \) labeled (spectroscopically confirmed) examples that predicts class as a function of the diffusion map coordinates of each object. We use the random forest method (§2.2) as our classifier.

(iv) Use the estimated classification model to predict the type of each of the \( N - n \) unlabeled objects.

The advantage of the semi-supervised approach is that it uses all of the observed data to estimate the lower dimensional structure of the object set. Generally, we have many more objects without classification labels than with (e.g., the SN Photometric Classification Challenge provided 14 unlabeled SNe per labeled SN). If we have continuously varying parameters that affect the shapes and colours of the light curves (e.g., redshift, extinction, etc.) then it is imperative that we use as many data points as possible to capture these variations when learning a low dimensional representation. We then use the examples for which we know the object type to estimate the classification model, which is finally employed to predict the type of each unlabeled object.

2.1 Diffusion Map

In this section, we review the basics of the diffusion map approach to spectral connectivity analysis (SCA) for data parametrization. We detail our approach of using diffusion map to uncover structure in databases of astronomical objects. For more specifics on the diffusion map technique, we refer the reader to Coifman & Lafon (2006) and Lafon & Lee (2006). For examples of the application of diffusion map to problems in astrophysics, see Richards et al. (2009b), Richards et al. (2009a), and Freeman et al. (2009).

In Richards et al. (2009b), the authors compare and contrast the use of diffusion maps, which are non-linear, with a more commonly utilized linear technique, principal components analysis (PCA), and demonstrate the superiority of diffusion maps in predicting spectroscopic redshifts of SDSS data.

The basic idea of diffusion map is the following. To make statistical prediction (e.g., of SN type) tractable, one seeks a simpler parameterization of the observed data, which is often complicated and high-dimensional. The most common method for data parameterization is PCA, where the data are projected onto a lower-dimensional hyperplane. For complex situations, however, the assumption of linearity may lead to suboptimal predictions because a linear model pays very little attention to the natural geometry and variations of the system.

The top plot in Figure 1 of Richards et al. (2009b) illustrates this by showing a data set that forms a one-dimensional noisy spiral in two dimensional Euclidean space. Ideally, we would like to find a coordinate system that reflects variations along the spiral direction, which is indicated by the dashed line. It is obvious that any projection of the data onto a line would be unsatisfactory. If, instead, one imagines a random walk starting at \( \mathbf{x} \) that only steps to immediately adjacent points, it is clear that the number of steps it takes for that walk to reach \( \mathbf{y} \) reflects the length between \( \mathbf{x} \) and \( \mathbf{y} \) along the spiral direction. This is the driving idea behind the diffusion map, in which the “connectivity” of the data in the context of a fictive diffusion process, is retained in a low-dimensional parametrization. This simple, non-linear parametrization of the data is useful for uncovering simple relations with the quantity of interest (e.g., supernova type) and is robust to random noise in the data.

We make this more concrete below.

Diffusion map begins by creating a weighted, undirected graph on our observed photometric data \( \{ \mathbf{X}_1, \ldots, \mathbf{X}_N \} \),
where each data point is a node in the graph and the pairwise weights between nodes are defined as

$$w(X_i, X_j) = \exp \left( -\frac{s(X_i, X_j)}{\epsilon} \right)$$

where $\epsilon > 0$ is a tuning parameter and $s(\cdot, \cdot)$ is a user-defined pairwise distance between objects. Here, $s$ is a local distance measure, meaning that it should be small only if $X_i$ and $X_j$ are similar (in the view we define the distance measure we use for SN light curve data). In this construction, the probability of stepping from $X_i$ to $X_j$ in one step of a diffusion process is $p_t(X_i, X_j) = w(X_i, X_j)/\sum_k w(X_i, X_k)$. We store the one step probabilities between all $N$ data points in the $N \times N$ matrix $P$; then, by the theory of Markov chains, for any positive integer $t$, the element $p_t(X_i, X_j)$ of the matrix power $P^t$ gives the probability of going from $X_i$ to $X_j$ in $t$ steps. See, e.g., Chapter 6 in Grimmett & Stirzaker (2001) for an introduction to Markov chains.

We define the diffusion map at scale $t$ as

$$\Psi^t : X \mapsto [\lambda_1^t \Psi_1(X), \lambda_2^t \Psi_2(X), \ldots, \lambda_m^t \Psi_m(X)]$$

where $\Psi_j$ and $\lambda_j$ are the right eigenvectors and eigenvalues of $P$, respectively, in a biorthogonal spectral decomposition and $m$ is the number of diffusion map coordinates chosen to represent the data. The diffusion map coordinates are ordered such that $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m$, so that the top $m$ coordinates retain the most information about $P^t$. Though there are $N$ total eigenvectors of $P$, only $m \ll N$ are required to capture most of the variability of the system.

The Euclidean distance between any two points in the $m$-dimensional space described by equation 2 approximates the diffusion distance, a distance measure that captures the intrinsic geometry of the data set by simultaneously considering all possible paths between any two data points in the $t$-step Markov random walk constructed above. Because it averages over all possible paths between data points in the random walk, the diffusion distance is robust to noise in the observed data. The choice of the parameters $\epsilon$ (in equation 1) and $m$ gives the map a great deal of flexibility, and it is feasible to vary these parameters in an effort to obtain the best classifier via cross-validation, as described in §3.3.

We note that in the random forest classifier used to predict object type (see §2.2), the scale of each coordinate of $\Psi^t(X)$ does not influence the method because each classification tree is constructed by splitting one coordinate at a time. Therefore, the parameter $t$, whose role in the diffusion map (2) is to rescale each coordinate, has no influence on our analyses. We choose to fix $t$ to have the value 1. For the remainder of this paper, we will use $\Psi_t$ to stand for the $m$-dimensional vector of diffusion map coordinates, $\Psi^1(X_i)$.

2.2 Classification: Random Forest

In finding the diffusion map representation of each object, the idea is that this parameterization will hopefully obey a simple relationship with respect to object type. Then, simple modeling can be performed to build a class-predictive model from the diffusion map coordinates. That is, once we have the $m$-dimensional diffusion map representation of each object’s light curve (equation 2), we construct a model to predict the type, $y_i$, of the $i^{th}$ object as a function of its diffusion map representation, $\Psi_i$. In other words, using the set of $n$ SNe with known classification labels, we estimate the underlying function $h$ that relates each $m$-dimensional diffusion map representation with a classification label. We will ultimately use this estimate, $\hat{h}$, to predict the classification, $\hat{y}_j = \hat{h}(\Psi_j)$, for each unlabeled supernova $j = n+1, \ldots, N$.

Any classification procedure that can handle more than two classes could be applied to the diffusion map representation of the SNe. By adapting the predictors to the underlying structure in the data, standard classification procedures should be able to separate the SNe of different types. There are many classification tools available in the statistics and machine learning literature, ranging to simple $K$ nearest-neighbor averaging to more sophisticated ensemble methods (see Bloom & Richards 2011 for an overview of some of the classification methods that have been used in time-domain astronomy). We choose to use the random forest method of Breiman (2001) due to its observed success in many multiclass classification settings, including in astrophysics (Breiman, Last & Rice 2003; Dubath et al. 2011). The basic idea of the random forest is to build a large collection of decorrelated classification tree estimates and then to average these estimates to obtain the final predictor, $\hat{h}$. This approach usually works well because classification tree estimates are notoriously noisy, but tend to be unbiased. By averaging decorrelated tree estimates, the random forest produces classification estimates that are both unbiased and have small variance with respect to the choice of training set. See the Appendices A and B for a brief overview of classification trees (A) and random forest (B).

3 SEMI-SUPERVISED SUPERNova CLASSIFICATION: THE UNSUPERVISED PART

The first step of our analysis is to use the entire dataset of supernova light curves to learn an appropriate representation of each supernova using diffusion map. This is the unsupervised part of our semi-supervised approach.

3.1 Data

The methods described in [2] to the Supernova Photometric-HostZ dataset of the SN Photometric Classification Challenge (Kessler et al. 2010). We use data from the “Updated Simulations” as described in §6 of Kessler et al. (2010a). These data were simulated to mimic the observing conditions of the DES. Note that these data are significantly different than the data used in the Challenge, with several bug fixes and improvements to make the simulations more realistic. For instance, the ratio of photometric to spectroscopic SNe was 13:1 in the Challenge data, but 18:1 in the Updated Simulations. Therefore, we
refrain from comparing our current results directly to the results in the Challenge

We denote the updated Challenge data as $\mathcal{D}$. There are a total of $N = 20,895$ SNe in $\mathcal{D}$ and for each SN we have griz photometric light curves. These light curves are simulated by the Challenge organizers so as to mimic the observing conditions of the Dark Energy Survey (DES; Bernstein et al. 2009). The light curve for each SN is measured on anywhere between 16 to 160 epochs (between 4 and 40 epochs in each filter), with a median value of 101 epochs. The maximum r-band signal-to-noise ratio for the light curves ranges between 0.75 and 56, with a median of 11.

The data, $\mathcal{D}$, is originally comprised of two sets. One that we dub $\mathcal{S}$ contains 1,103 spectroscopically confirmed SN light curves, while the other, containing 19,792 photometrically observed SNe, is dubbed $\mathcal{P}$.

3.2 Data preprocessing

In order to utilize diffusion map in our classification scheme, we first need to formulate a distance metric, $s$, between observed SN light curves (see equation 1). Our distance measure should capture differences in the shapes of the light curves and the colours of the SN. Phrased differently, because the measure $s$ is only considered on small scales (controlled by $\epsilon$ in equation 1), we wish to construct a measure that is small only if both the shapes of the light curves and the colours of two SNe are very similar.

3.2.1 Non-Parametric Light Curve Shape Estimation

Each SN is sampled on an irregular time grid that differs from filter to filter and from SN to SN. To circumvent this difficulty, we find a nonparametric estimate of the shape of the observed light curve, $X_i = \{t_{ik}, F_{ik}, \sigma_{ik}\}$, for each SN. With this estimate, we can shift from using the irregularly sampled observed data to using fluxes on a uniform time grid when computing the distances between light curves.

We independently fit a natural cubic regression spline to the data from each filter, $b$, and each SN, $i$ (see, e.g., Ruppert, Wand & Carroll 2003 and Wasserman 2006). We utilize regression splines because they are particularly useful for estimating smooth, continuous functions that can have complicated behavior such as rapid increases. In doing so, we avoid assuming an overly restrictive template model for the shape of each light curve. We also leave the number of spline knots as a free parameter, allowing the model to adapt to the complexity of the true SN light curve shape. Our cubic spline estimator is

$$\hat{F}_{ik} = \hat{F}_{ik}^b(\tilde{t}_k) = \sum_{j=1}^{\nu+4} \beta_{ij} B_j(\tilde{t}_k)$$

where $B_j$ is the $j^{th}$ natural cubic spline basis, $\tilde{t}_k$ are points along our uniform time grid, and $\nu$ is the number of knots. The $\beta_{ij}$ are estimators of the coefficients $\beta_{ij}$ and are fit from the observed $X_i$ by minimizing weighted least squares against the observed fluxes $F_{ik}^b$ with weights $1/\sigma_{ik}^2$. By fiat, we choose a grid of 1 measurement per MJD, noting that we have found denser grids to have negligible effect on our final results while incurring increased computing time. Other implementations could use a sparser grid, resulting in faster computing times.

When fitting regression splines, we must choose the quantity, $\nu$, and locations of the knots, which correspond to points of discontinuity of the third derivative of the spline function. We follow convention and place the knots uniformly over the observed time points. To choose $\nu$, we minimize the generalized cross-validation (GCV) score, defined as

$$GCV_{i,b}(\nu) = \frac{1}{\nu} \sum_{k=1}^{\nu} \left( \frac{F_{ik}^b - \hat{F}_{ik}^b}{\sigma_{ik}^b(1-\nu/\nu^b)} \right)^2$$

where $\hat{F}_{ik}^b$ is the fitted value of the spline with $\nu$ knots at $\tilde{t}_k$ computed using eq. (3). Minimizing eq. (4) over $\nu$ balances the bias and variance (bumpiness) of the fit. Note that the observational uncertainties in the measured fluxes, $\sigma_{ik}^b$, are used to compute both the LC flux estimates, $\hat{F}_{ik}^b$, and the model uncertainty in those estimates, $\hat{\sigma}_{ik}^b$. In §3.3 we will use these entities to construct a distance metric used to compute the diffusion map representation of each SN.

We have applied the spline fitting routine to a set of simulated light curves, and the method produces reasonable fits. For an example of the fit for a single supernova’s griz light curves, see Figure 4. For a few SNe, minimizing the GCV led to too many knots (the estimated light curve was deemed too bumpy), so the parameter $\nu$ is restricted to be no greater than 10 to ensure that the estimated curve for each band is physically plausible.

Once we estimate a SN’s raw light curve function, we normalize the flux to mitigate the effect that the observed brightness of each SN has on the pairwise distance estimates. The normalized flux of SN $i$ is

$$\hat{F}_{ik}^b = \frac{\hat{F}_{ik}^b}{\sum_{b \in \{griz\}} \max_b \{F_{ik}^b\}}$$

Similarly, we normalize the model error, $\hat{\sigma}_{ik}^b$, associated with each spline-estimated flux $\hat{F}_{ik}^b$; call this $\tilde{\sigma}_{ik}^b$. Because the same divisor is used for each photometric band, the colour of each supernova is preserved. A distance measure constructed from $\{\hat{F}_{ik}^b, \tilde{\sigma}_{ik}^b\}$ will capture both the shape and colour of the light curve.

3.2.2 Zero-Point Time Estimation

In order to accurately measure the similarities and differences in the shapes of the observed light curves, we must ensure that they are aligned on the time axis. To this end, we define the zero-point time of a SN light curve as its time, in MJD, of maximum observed r-band flux, $t_{o,i} = \max_r \{F_{ik}^r\}$. Shifting all the light curves to this common frame, but setting $\tilde{t}_i = \tilde{t}_i - t_{o,i}$ enables us to construct a pair-wise distance measure that captures differences in observed LC shapes and colors.
We estimate the zero-point time for a SN whose r-band maximum occurs at a time endpoint—either the first or last epoch of the observed light curve—on a case by case basis: if it is being compared to a light curve whose maximum r-band flux occurs either at the same endpoint or at neither endpoint, we use cross-correlation to estimate \( t_\circ \); if it is being matched with a SN whose r-band flux occurs at the opposite endpoint, we abort the zero-point estimation process and set the distance to a large reference quantity since the two light curves are, by definition, dissimilar. In our SN database, 2908 (14%) of the supernovae are observed post r-band peak while 1489 (7%) are observed pre r-band peak.

Our use of r-band data to establish a zero-point time is motivated by simulations of Type Ia SNe data. Let \( t_\circ \) denote our estimator of \( t_\circ \). Using 1,000 SNeIa simulated with SNANA [Kessler et al. 2009], which are generated using the default settings for the DES, we can characterize this estimator for each photometric band because the true time zero-point, \( t_\circ \), of the simulations. Note that for the SNANA simulations, the true time of peak flux is computed in each band separately and then the results are combined using a filter-weighted average; thus, we are not actually comparing our estimator, \( \hat{t}_\circ \), to the true time of r-band maximum, but rather to a slightly different, redshift-dependent quantity.

See Figure 2 and Table 1 for the results for the 600 SNe in the sample with peaks (i.e., the regression spline maximum is not at an end point). The x-axis of Figure 2 shows \( \Delta t = \hat{t}_\circ - t_\circ \), while the second and third columns of Table 1 show the estimated mean and standard deviation for \( \Delta t \). (The fourth column indicates the estimated correlation between \( \Delta t \) and redshift \( z \).) We find that using the time of the r-band peak flux as our estimator \( \hat{t}_\circ \) is the proper choice: it is nearly unbiased and it has the minimum variance.

### Table 1. Time Normalization Estimator: Different Filters.

| Filter | \( \hat{\mu} \) (days) | \( \hat{\sigma} \) (days) | \( \hat{\rho} \) |
|--------|-----------------|-----------------|--------|
| g      | 13.86           | 27.26           | 0.66   |
| r      | -0.27           | 2.17            | -0.67  |
| i      | 2.21            | 2.65            | -0.27  |
| z      | 3.25            | 2.84            | 0.30   |

In Figure 3 and Table 2, we characterize \( \hat{t}_\circ \), the r-band max estimator of \( t_\circ \), given 1,000 examples each of different SN types, each observed in the r band. The conclusion that we draw is that if we corrected \( \hat{t}_\circ \) using host photo-z estimates, the effect on other SN types would be minimal, judging by the standard deviations shown in Table 2.

### Table 2. Time Normalization Estimator: Different SN Types.

| SN Type | \( \hat{\mu} \) (days) | \( \hat{\sigma} \) (days) | \( \hat{\rho} \) |
|---------|-----------------|-----------------|--------|
| Ia      | -0.27           | 2.17            | -0.67  |
| Ibc     | 2.93            | 11.36           | -0.24  |
| In      | 1.97            | 9.57            | -0.03  |
| II-P    | 32.99           | 31.76           | -0.102 |
| II-L    | -2.19           | 12.64           | -0.297 |
Hence, \( t \) of peaked SN. Finally, we return a sequence of estimates of \( t \) for the Dark Energy Survey. The top row shows SNANA for peaked SNeIa simulated with the Dark Energy Survey. The left panel shows the distribution of \( \Delta t \) values assuming the time of the first \( r \)-band datum for \( t_o \), while the right panel shows the same distribution except that \( t_o \) is estimated by cross-correlating the unpeaked light curve with all peaked light curves in the sample and taking the mean (see eq. (6)).

Simulated SNe light curves without a peak in the \( r \)-band are treated differently from those with peaks. To estimate \( t_o \) for a given un-peaked light curve, we cross-correlate it with each SN that has an \( r \)-band peak. This produces a sequence of estimates of \( t_o \), \((\hat{t}_{o,j})_{j=1}^{M} \), where \( M \) is the number of peaked SN. Finally, we return

\[
\hat{t}_o = \frac{1}{M} \sum_{j=1}^{M} \hat{t}_{o,j} .
\]  

(6)

as the estimate of \( t_o \) for that unpeaked light curve. To examine our use of cross-correlation, we return to the SNANA simulated SNe described above. In Figure 3 we plot \( \Delta t \) for using the endpoint and using cross-correlation for each of the 400 unpeaked SN. Without cross-correlation, \((\hat{\mu}, \hat{\sigma}) = (-5.02, 4.76)\); with cross-correlation, the values are \((0.87, 5.63)\), i.e., a small increase in estimator standard deviation is offset by a marked decrease in bias. Thus we conclude that cross-correlation is an effective approach.

### 3.3 Light Curve Distance Metric

Call the set of normalized light curves for supernova \( i \) \( \{\tilde{t}_{ik}, \tilde{F}_{ik}^{b}, \tilde{\sigma}_{ik}^{b}\} \). For each pair of supernovae, \( X_i \) and \( X_j \), we define the squared \( b \)-band distance between them, where \( b \) ranges over griz, as

\[
s_b(X_i, X_j) = \frac{1}{t_u - t_l} \sqrt{\sum_{k} \frac{(\tilde{F}_{ik}^{b} - \tilde{F}_{jk}^{b})^2}{\tilde{\sigma}_{ik}^{b} + \tilde{\sigma}_{jk}^{b}}^2} \tag{7}
\]

where \( k \) indexes the time grid of the smoothed supernova light curves; a time binning of 1 day is used. Hence, \( s_b(X_i, X_j) \) is the weighted Euclidean distance between light curves, per overlapping time bin. The quantities \( t_l = \max(t_{l_1}, t_{l_2}) \) and \( t_u = \min(t_{l_1}, t_{l_2}) \) define the lower and upper time bounds, respectively, of the overlapping regions of the two light curves. If two normalized light curves have no overlap, then their distance is set to a large reference value. Finally, we define the total distance between two light curves, as

\[
s(X_i, X_j) = \sum_b s_b(X_i, X_j) \] the sum of the distances in eq. (7) across bands. This distance is used in eq. (10) to build the weighted graph which we use to compute the diffusion map parametrization, \( \{\Psi_1, ..., \Psi_N\} \), of our data (equation 2). Each \( \Psi_i \) are the coordinates of the \( i^{th} \) SN in the estimated diffusion space.

### 4 SEMI-SUPERVISED SUPERNOVA CLASSIFICATION: THE SUPERVISED PART

Once we have a parametrization, \( \Psi \), for each supernova, the next step is to use a training set of SNe of known, spectroscopically confirmed type to learn a classification model to predict the type of each supernova from its representation \( \Psi \). This is the supervised part of our semi-supervised methodology.

#### 4.1 Constructing a Training Set

In the Supernova Challenge, the training set, \( S \), was generated assuming a fixed amount of spectroscopic follow-up on
For non-integer magnitudes, the integration times are determined by a quadratic interpolation function.

Using $S$ as a training set is problematic for at least two reasons. First, $S$ consists of SN that have much lower host-galaxy $z$ and higher observed brightness than those in $P$ (see Fig. 2 in Kessler et al. 2010a). Second, $S$ oversamples the number of Type Ia SN relative to that in the entire data set, $D$ (see Table 5). These distributional mismatches induce inadequate modeling in those parameter subspaces undersampled by $S$ and can cause model selection procedures to choose poor models for classification in $P$. Both of these issues hinder attempts to generalize models fit on $S$ to classify supernovae in $P$.

We study the dependence of the classification accuracy on the particular training set employed (or more precisely, on the specific procedure used to perform spectroscopic follow-up). In this section, we propose a variety of procedures to procure spectroscopically confirmed labels; in §5 we will analyse the sensitivity of our classification results to the training set used and determine the optimal strategy for spectroscopic SN follow-up.

We phrase the problem in the following way: assuming that we have a fixed number of hours for spectroscopic follow-up, what is the optimal way to use that time? To simplify our study, we assume that all follow-up is performed on an 8m telescope with spectroscopic integration times given in Table 3 based on simplistic simulations under average conditions using the FORS exposure time calculator. The amount of spectroscopic follow-up time necessary for each target is determined by the integration time (Table 3) corresponding to its $r$-band magnitude. These integration times are meant to be approximate figures for means of constructing simulated spectroscopic training sets.

Under this scenario, the spectroscopic data in $S$ require a total of 24,000 minutes (400 hours) of integration time. Assuming this amount of follow-up time, we construct alternate training sets using each of the following procedures:

1. Observe SNe in order of decreasing brightness. This strategy observes only the brightest objects, and allows us to obtain spectra for the maximal number of supernovae. Call this $S_0$.

2. Perform a ($r$-band) magnitude-limited survey, down to a prespecified magnitude cutoff. Here, we randomly sample objects brighter than the magnitude cut, until the observing time is filled. We experiment with four different cutoffs: 23.5, 24, 24.5, and 25th magnitude. Call these $S_{0.235}, S_{0.24}, S_{0.245}$, and $S_{0.25}$.

3. Perform a redshift-limited survey. We try two different redshift cutoffs: $z=0.4, 0.6$. Call these $S_z,0.4; S_z,0.6$.

The magnitude- and redshift-limited surveys both have a random component. To quantify the effects that this randomness has on the samples and the ultimate supernova typing, we construct 15 data sets from each spectroscopic "survey". In Table 4, we display the median number of SNe from each of $S$ and $P$ contained in each spectroscopic training set. Note that as the limits of the survey get fainter (and higher $z$), the ratio of elements from $P$ to $S$ increases, as the total number of SNe decreases. Table 5 shows the median class composition of each training set. Here, the deeper training sets more closely resemble the class distribution in $D$. We will return to these training sets in §5.

### 4.2 Tuning the Classifier

We build a random forest classifier, $\hat{h}$, by training on the diffusion map representation and known type of a set of spectroscopically confirmed SNe. This classifier then allows us to predict the class of each newly observed SN light curve. In constructing such a classifier, there are three tuning parameters which must be chosen:

1. $\epsilon$, the diffusion map bandwidth in eq. (1),
2. $m$, the number of diffusion map coordinates used in the classifier, and
3. $\gamma_{Ia}$, the minimum proportion of random forest trees predicting that a SN is of Type Ia necessary for us to decide that the SN is Type Ia.

In this section we describe how to choose these parameters in a statistically rigorous way.

The SN Classification Challenge was based on correctly predicting the Type Ia supernovae. The Challenge used the Type Ia Figure of Merit (FoM)

$$\hat{f}_{Ia} = \frac{1}{N_{Ia}^{Total} N_{Ia}^{true}} \left(\frac{N_{Ia}^{true}}{N_{Ia}^{false}}\right)^2 \frac{N_{Ia}^{true}}{N_{Ia}^{total}}$$

where $N_{Ia}^{Total}$ is the total number of Type Ia SNe in the sample, $N_{Ia}^{true}$ is the number of Type Ia SNe correctly predicted, and $N_{Ia}^{false}$ is the number of non-Ia SNe incorrectly predicted to be Type Ia. The factor $W$ controls the relative penalty on false positives over false negatives. For the SN Photometric Classification Challenge, $W \equiv 3$. This penalty on Type Ia purity means that we need to be conservative in calling a SN a Type Ia: we are penalized three times more by calling a non-Ia a Type Ia than in calling a Type Ia a non-Ia.

Since the Challenge gives an explicit criterion (equation 8), we choose the tuning parameters that maximize $f_{Ia}$. To avoid overfitting to the training set, we maximize a 10-fold cross-validation estimate of $f_{Ia}$ and call this maximum...
For a large enough \( m \), the irrelevant components, so for the rest of the analysis we fix \( \epsilon, \gamma \) two dimensional grid search over \((\epsilon, \gamma)\). Once this optimal model is discovered by minimizing the cross-validated distance, it is applied to the photometric sample to predict the class of each supernova.

### 4.3 Incorporating Redshift Information

In addition to observed light curves, host-galaxy (photometric) redshift estimates, \( z \), are often available. If this information is known, it should be included in the supernova analysis. We may incorporate redshift information in one of two ways:

- directly in the calculation of the pairwise distance metric, \( s \); or
- as an additional covariate for the classification model, \( h \).

In the former approach, we artificially inflate the distance measure between two SNe, \( i \) and \( j \), if

\[
\left| z_i - z_j \right| \sqrt{u_i^2 + u_j^2} > n_s,
\]

where \( u \) denotes the estimated redshift uncertainty, and \( n_s \) is a set constant (e.g., 3). Using eq. (9), we effectively deem two supernovae ‘dissimilar’ if their redshifts are greater than \( n_s \) standard deviations apart, even if their light curve distance, \( s \), is small. This approach can aid to break redshift degeneracies in light curve shapes and colours.

In the latter approach, we simply use \( z \) as a covariate in the classification model in addition to the diffusion map coordinates. This treatment of redshift allows the classification model to directly learn the dependencies of supernova type on redshift. However, this method relies on the assumption that the training SN distribution resembles that of the set to be classified (and, crucially, that the entire range of redshifts is captured by the training data). The first approach does not rely on such assumptions because the redshifts are employed, in an unsupervised manner, to alter the SN representation prior to learning a classification model.

In Tables 8 and 9, we show the classification results, on the SN Challenge data, of incorporating redshift into our analysis using each of the two methods. The strategy of using redshifts to directly influence the diffusion map coordinates performs better than including the redshifts as a covariate in the classification model, and both methods of incorporating redshift information provide improved classifications (see §4).

### 4.4 Computational Resources

Though fitting the above described method can take substantial computational resources, the splines, spectral decomposition, and random forest have very stable and efficient implementations that are readily used and highly optimized. The dominating computation remains computing the distance matrix, with the bottleneck being the cross-correlation approach to estimating the time of maximum flux of a non-peaked SN light curve.

## 5 RESULTS

In this section, we analyse 20,895 supernovae provided in the Supernova Photometric Classification Challenge using the methods introduced in §4.
5.1 Diffusion Map Representation of SNe

The first step in this analysis is to compute the diffusion map representation of each SN. In Figure 5 we plot diffusion map coordinates, coloured by true class, for the entire SN set, $D$ (top) and spectroscopic set, $S$ (bottom). These coordinates were computed without using host photometric redshifts. Large discrepancies between the diffusion map distributions of these two sets are obvious. The left panels of Figure 5 show the first two diffusion coordinates, where clear separation between the Type I and Type II SNe is obvious. The right panels plot the two most important coordinates for SN classification, as determined by a random forest classifier built only on the spectroscopic data. With respect to these two coordinates, there is separation between the Type Ia and Ibc supernovae in the spectroscopic set.

In Fig. 5 we plot the average 4-band light curves of the SNe within each of 4 regions in diffusion space. Stepping across this coordinate system (with respect to coordinates 3 and 7), we see that the relative strength of the $g$-band emission increases and the light curves become more plateaued. This corresponds to a gradual transition from Type Ia to Type II SNe.

We also explore the behavior, in diffusion space, of SN redshift. Fig. 6 plots the first two diffusion coordinates of the 5088 Ia SNe, coloured by their true redshift. Even though we did not use any redshift information in the computation of these coordinates, we see a gradual trend in redshift with respect to this coordinate system, with an increase in $z$ as one moves diagonally from bottom right to top left. This means that our construction of distance measure for the diffusion map captures the incremental changes with respect to redshift that occur in the light curves. Note that using the entire set of data to estimate the diffusion map coordinates has allowed us a fine enough sampling with respect to redshift; this would generally not be the case if we were to employ only the spectroscopic SNe to build the diffusion map.
5.2 Classification of Type Ia SNe

Given the diffusion map representation of the entire set of SNe, \( D \) (Fig. 5 top) and a training set (see \[\text{Table 4}\]), we train a classification model to predict the types of the remaining supernovae. To achieve this, we tune the classifier on our training set, without having to estimate the redshift of each SN and correct for its effects on the light curves. In \[\text{Table 6}\] we display the results of Type Ia SN classification with the eight training datasets described in \[\text{Table 2}\]. For each training set, we report the optimal training set Type-Ia FoM, \( \hat{P}_{\text{\(Ia\)}} \), and tuning parameters, \((\hat{\epsilon}, \hat{f}_{\text{\(Ia\)}})\), and the Type-Ia FoM, \( \hat{F}_{\text{\(Ia\)}} \), of the predictions for \( P \). Additionally, we show the purity and efficiency of Type-Ia classification, defined as

\[
\hat{P}_{\text{\(Ia\)}} = \frac{N_{\text{\(Ia\)}\text{true}}}{N_{\text{\(Ia\)}\text{true}} + N_{\text{\(Ia\)}\text{false}}} \tag{10}
\]

and

\[
\hat{e}_{\text{\(Ia\)}\text{true}} = \frac{N_{\text{\(Ia\)}\text{true}}}{N_{\text{Total} \text{\(Ia\)}\text{true}}} \tag{11}
\]

Note that all entries in \[\text{Table 6}\] are median values over 15 repetitions of each training set.

Results of this experiment show that the deeper magnitude-limited follow-up strategies perform the best, achieving a \( \hat{P}_{\text{\(Ia\)}} \) of 0.305, a value 2.4 times the FoM achieved by the classifier trained on \( S \). For the \( S_m,25 \) training procedure, \((\hat{\epsilon}_{\text{\(Ia\)}}\text{\(Ia\)}\text{pred}), \hat{f}_{\text{\(Ia\)}\text{pred}}) = (0.72, 0.65)\). For each training set, the cross-validated Type Ia figure of merit estimated on the training data is significantly larger than the figure of merit achieved on the photometric data, showing that none of the training sets completely resembles \( P \). Notably, on the Challenge training set, \( S \), our method achieves a cross-validated Type Ia purity/efficiency of 95%/87%, but this transfers to a purity/efficiency of 50%/50% on the data in \( P \).

Figure 5 displays the distribution of Type Ia FoM, purity, and efficiency for each of the spectroscopic follow-up procedures. A few observations:

- The deeper magnitude-limited surveys perform the best in terms of FoM. The obvious trend is that deeper surveys perform better, even though their training sets are much smaller. For instance, the 23.5 mag. limited survey contains, on average, 7.7 times the number of training SNe as the 25 magnitude limited survey, but attains a prediction FoM a mere 19% as large.
- Compared to the Challenge training set, \( S \), the 25th magnitude-limited survey attains a 44% increase in purity and 30% increase in efficiency of Type Ia SNe.
- The worst strategy is to follow-up on only the brightest SNe. Though this maximizes the number of labelled supernovae, it produces the smallest figure of merit.
- Redshift limited surveys are suboptimal to magnitude-limited surveys. Though this strategy results in Type Ia samples with high purity, the efficiency of these samples is very low. A redshift-limited survey is not ideal for our approach because we have not directly modeled the redshift dependence of SN light curves. Without the ability to capture high \( z \) SNe, our model becomes overly conservative, resulting in low efficiency.
- Though there can be large variability in the actual samples produced by the magnitude-limited surveys, the Type Ia FoM is very stable, with FoM interquartile range typically smaller than 0.05.

Based on this study, we recommend that deeper magnitude-limited follow-up strategies be used to attain SN training samples. Using a 25th magnitude-limited follow-up procedure yields a Ia FoM of 242% that of the shallower procedure used in the SN Challenge.

5.3 Type II-P Classification

Type II-P supernovae are also useful for cosmological studies because they can be used as standard candles (Poznanski, Nugent & Filippenko 2010). Here, we classify Type II-P supernovae in the SN Challenge data set using the above methods and analogous Type II-P figure of merit.
Table 6. Results of Classifying Type Ia Supernovae using training sets from [4.1]

| Training Set | $p^*$ | $t_{\text{IIP}}^*$ | $f_{\text{IIP}}$ | $f_{\text{IIP},\text{pred}}$ | $\hat{p}_{\text{Ia,\text{pred}}}$ | $\hat{e}_{\text{Ia,\text{pred}}}$ |
|--------------|-------|-------------------|-----------------|----------------|----------------|----------------|
| $S$          | 1.4   | 0.58              | 0.757           | 0.126          | 0.503          | 0.497          |
| $S_B$        | 1.4   | 0.65              | 0.840           | 0.011          | 0.240          | 0.125          |
| $S_{\text{m},23.5}$ | 1.4  | 0.54              | 0.796           | 0.058          | 0.404          | 0.316          |
| $S_{\text{m},24}$  | 1.0   | 0.46              | 0.728           | 0.155          | 0.605          | 0.459          |
| $S_{\text{m},24.5}$ | 1.0  | 0.45              | 0.610           | 0.250          | 0.730          | 0.501          |
| $S_{\text{m},25}$   | 1.0   | 0.37              | 0.494           | 0.305          | 0.724          | 0.654          |
| $S_{z,0.4}$   | 1.4   | 0.41              | 0.664           | 0.061          | 0.896          | 0.085          |
| $S_{z,0.6}$  | 1.2   | 0.29              | 0.600           | 0.112          | 0.772          | 0.249          |

$f_{\text{IIP}}^*$ is computed on training set via 10-fold cross-validation. $f_{\text{IIP},\text{pred}}^*$, $\hat{p}_{\text{Ia,\text{pred}}}$, and $\hat{e}_{\text{Ia,\text{pred}}}$ are evaluated on all data in the photometric set $P$ not in the training set.

Table 7. Results of Classifying Type II-P Supernovae using training sets from [4.1]

| Training Set | $p^*$ | $t_{\text{IIP}}^*$ | $f_{\text{IIP}}$ | $f_{\text{IIP},\text{pred}}$ | $\hat{p}_{\text{II-P,\text{pred}}}$ | $\hat{e}_{\text{II-P,\text{pred}}}$ |
|--------------|-------|-------------------|-----------------|----------------|----------------|----------------|
| $S$          | 1.6   | 0.55              | 0.834           | 0.218          | 0.866          | 0.319          |
| $S_B$        | 1.6   | 0.49              | 0.835           | 0.203          | 0.820          | 0.337          |
| $S_{\text{m},23.5}$ | 1.6 | 0.54              | 0.826           | 0.286          | 0.865          | 0.430          |
| $S_{\text{m},24}$  | 1.2   | 0.59              | 0.791           | 0.491          | 0.896          | 0.648          |
| $S_{\text{m},24.5}$ | 1.0  | 0.52              | 0.747           | 0.586          | 0.868          | 0.835          |
| $S_{\text{m},25}$   | 1.0   | 0.48              | 0.593           | 0.532          | 0.845          | 0.862          |
| $S_{z,0.4}$   | 1.4   | 0.57              | 0.745           | 0.289          | 0.844          | 0.456          |
| $S_{z,0.6}$  | 1.2   | 0.55              | 0.660           | 0.383          | 0.838          | 0.673          |

In Table 6 we display the results of Type II-P supernova classification with each of the 8 training sets, and in Fig. 31 we plot the distribution of the Type II-P FoM, purity and efficiency with respect to each spectroscopic follow-up strategy. Much like the Ia study, we find that the deeper magnitude-limited surveys perform the best. We find that in terms of Type II-P figure of merit, a 24.5 magnitude limited survey performs the best, achieving $f_{\text{II-P},\text{pred}} = 0.586$, with purity and efficiency at 87% and 84%, respectively.

Qualitatively, the Type II-P figures of merit resemble those of the type Ia study. For each training set, the purity of the classifications is quite high, above 80%, while the efficiency differs greatly, from a minimum of 32% for $S$ to a maximum of 86% for $S_{\text{m},25}$. Compared to the training set, $S$, used in the SN Challenge, a 24.5 magnitude limited survey achieves only a slightly better II-P purity, but a 1.6 times increase in II-P efficiency.

5.4 Incorporating Host Redshift

Finally, we study the performance of the two methods of incorporating host-galaxy redshifts ([4.3]). In Tables 8 and 9 we show the results of classifying Type Ia and II-P SNe, respectively, using each of the two strategies for incorporating redshifts. Results are shown for each of the 8 training sets, where the optimal redshift cutoff, $n_s$ in eq. (9), was chosen by maximizing the cross-validated training set FoM over a grid of integer values from 2 to 6.

There is a clear improvement to the FoMs by including host-galaxy redshifts. Compared to the non-redshift results in Tables 6 and 7, the FoM values increase for every training set by the use of redshift to alter the diffusion map coordinates. Using redshifts to alter the diffusion map coordinates consistently performs better than using redshift as a covariate.

Overall, the best strategy for including host-galaxy redshifts for Type Ia classification is to use eq. (9) with $n_s = 2$ on the training set $S_{\text{m},25}$. Using this prescription yields a Type Ia FoM of 0.355, an improvement of 16% over the best FoM without redshift. For Type II-P classification, the best strategy is to use $n_s = 4$, resulting in a FoM of 0.612, which represents an improvement of 4.4%.

We plot the Type Ia FoM, purity, and efficiency as a function of redshift in Figure 10 for the analysis without using photometric redshifts, and in Figure 11 for the analysis incorporating photo-z’s with $n_s = 2$. Within each of 7 equally sized redshift bins, the median performance measures are plotted. The magnitude-limited training set experiences improvements in performance for both the lowest and highest redshifts. The purity of the Type Ia sample found using the magnitude-limited training sample improves...
6 SUMMARY AND CONCLUSIONS

In this paper, we introduce the first use of semi-supervised classification for supernova typing. Most of the previous methods have relied on template fitting. Only recently, due in large part to the Supernova Classification Challenge, other statistics and machine learning methods have been used for SN typing. Our semi-supervised approach makes efficient use of the data by using all photometrically observed supernovae to find an appropriate representation for their classification. Also, we show that the complex variation in SN light curves as a function of redshift is captured by this representation. In this manner, classification accuracy will improve as both the number of observed SNe grows and the parameters such as redshift, stretch, and reddening are sampled more densely. It is not clear how this adaptation can occur for existing methods, where either a fixed set of templates is used, or sets of summary statistics are extracted from each light curve independently.

Another advantage of our approach is the flexibility in the choice of distance measure, $s$, in the diffusion map construction. In our analysis, we used only the shapes of the light curves and colours of the SN to define $s$ (eq. 4 and

![Figure 9. Same as Figure 8 for Type II-P classification. Here, a 24.5th magnitude-limited survey attains the maximal II-P figure of merit. Each spectroscopic training strategy results in a high II-P purity, but a much different classification efficiency.

![Figure 10. Performance of Type Ia classification as a function of redshift, for classification without using host-galaxy photometric redshifts. In 7 equal sized redshift bins, the median FoM (top), purity (bottom left), and efficiency (bottom right) are plotted for three different training sets. All three training sets result in poor estimates for high redshift SNe. The magnitude-limited training set $S_{m, 0.5}$ (solid line) performs poorly for low redshifts, but the best for redshifts $>0.5$. The Challenge training set ($S$) performs poorly for all redshifts, while the redshift-limited training set $S_{z, 0.6}$ (dotted line) performs the best for low redshifts but declines sharply to zero after reaching its redshift limit.

| Table 8. Results of Classifying Type Ia Supernovae incorporating host redshifts. |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Tr. Set     | $n_s$      | $e^*$      | $t_{Ia}^*$ | $f_{Ia}^*$ | $\hat{f}_{Ia,\text{pred}}$ | $\hat{p}_{Ia,\text{pred}}$ | $\hat{e}_{Ia,\text{pred}}$ |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| $S$         | 2           | 1.1         | 0.53        | 0.871      | 0.249       | 0.539       | 0.9         |
|            | –           | 1.2         | 0.59        | 0.84       | 0.131       | 0.446       | 0.584       |
| $S_B$       | 6           | 1.2         | 0.55        | 0.903      | 0.029       | 0.24        | 0.308       |
|            | –           | 1.6         | 0.58        | 0.899      | 0.014       | 0.18        | 0.213       |
| $S_{m, 0.5}$| 6           | 1.4         | 0.53        | 0.873      | 0.108       | 0.463       | 0.482       |
|            | –           | 1.4         | 0.57        | 0.848      | 0.06        | 0.369       | 0.37        |
| $S_{m, 0.4}$| 4           | 1           | 0.47        | 0.799      | 0.252       | 0.726       | 0.564       |
|            | –           | 1.4         | 0.51        | 0.733      | 0.153       | 0.633       | 0.463       |
| $S_{m, 0.6}$| 5           | 1.2         | 0.44        | 0.689      | 0.315       | 0.769       | 0.594       |
|            | –           | 1           | 0.43        | 0.649      | 0.232       | 0.716       | 0.503       |
| $S_{z, 0.5}$| 2           | 1.2         | 0.39        | 0.615      | **0.355**   | **0.758**   | **0.741**   |
|            | –           | 1           | 0.39        | 0.54       | 0.308       | 0.732       | 0.688       |
| $S_{z, 0.4}$| 4           | 1.1         | 0.45        | 0.649      | 0.065       | 0.923       | 0.078       |
|            | –           | 1.6         | 0.41        | 0.671      | 0.058       | 0.87        | 0.084       |
| $S_{z, 0.6}$| 4           | 1.4         | 0.39        | 0.562      | 0.104       | 0.831       | 0.296       |
|            | –           | 1.6         | 0.32        | 0.591      | 0.116       | 0.761       | 0.257       |

$n_s = -$ indicates that host-galaxy redshift is used as a covariate in the Random Forest classifier, and not to construct diffusion map.

$f_{Ia}^*$ is computed on training set via 10-fold cross-validation. $\hat{f}_{Ia,\text{pred}}, \hat{p}_{Ia,\text{pred}}$, and $\hat{e}_{Ia,\text{pred}}$ are evaluated on all data in the photometric set $\mathcal{P}$ not in the training set.
Performance for the redshift-limited training set \( S_{\text{z,0.6}} \) (dotted line) declines sharply after reaching the redshift limit.

### Table 9. Results of Classifying Type II-P Supernovae incorporating host redshifts.

| Tr. Set | \( n_s^* \) | \( \epsilon^* \) | \( t_{\text{la}}^* \) | \( f_{\text{IP}}^* \) | \( \hat{f}_{\text{IP, pred}} \) | \( \hat{P}_{\text{IP, pred}} \) | \( \hat{e}_{\text{IP, pred}} \) |
|---------|-------------|-------------|-------------|-------------|----------------|----------------|-------------|
| \( S \)  | 6           | 1.6         | 0.55        | 0.829       | 0.221          | 0.944          | 0.261        |
|         | –           | 1.6         | 0.55        | 0.862       | 0.215          | 0.919          | 0.257        |
| \( S_B \) | 6           | 1.4         | 0.57        | 0.795       | 0.189          | 0.946          | 0.221        |
|         | –           | 1.8         | 0.52        | 0.85        | 0.174          | 0.889          | 0.235        |
| \( S_{m,23.5} \) | 4           | 1.1         | 0.56        | 0.821       | 0.272          | 0.913          | 0.355        |
|         | –           | 1.8         | 0.55        | 0.849       | 0.294          | 0.882          | 0.408        |
| \( S_{m,24} \) | 6           | 1.6         | 0.57        | 0.818       | 0.189          | 0.946          | 0.221        |
|         | –           | 1.6         | 0.57        | 0.787       | 0.488          | 0.891          | 0.674        |
| \( S_{m,24.5} \) | 4           | 1           | 0.55        | 0.755       | 0.612          | 0.904          | 0.507        |
|         | –           | 1.4         | 0.54        | 0.727       | 0.569          | 0.881          | 0.789        |
| \( S_{m,25} \) | 4           | 1.1         | 0.51        | 0.694       | 0.582          | 0.889          | 0.835        |
|         | –           | 1.2         | 0.51        | 0.543       | 0.856          | 0.845          | 0.845        |
| \( S_{z,0.4} \) | 6           | 1.4         | 0.59        | 0.715       | 0.245          | 0.724          | 0.552        |
|         | –           | 1.6         | 0.57        | 0.754       | 0.315          | 0.836          | 0.493        |
| \( S_{z,0.6} \) | 4           | 1           | 0.55        | 0.671       | 0.298          | 0.779          | 0.606        |
|         | –           | 1.4         | 0.57        | 0.658       | 0.375          | 0.846          | 0.674        |

\( n_s = \) indicates that host-galaxy redshift is used as a covariate in the Random Forest classifier, and not to construct diffusion map.

\( f_{\text{IP}}^* \) is computed on training set via 10-fold cross-validation.

\( \hat{f}_{\text{IP, pred}}, \hat{P}_{\text{IP, pred}}, \text{and } \hat{e}_{\text{IP, pred}} \) are evaluated on all data in the photometric set \( \mathcal{P} \) not in the training set.

The improved performance is likely due both to training on lower S/N data and capturing SED-dependent effects at high \( z \).

Though our template-free method allows us to avert classification errors that arise through use of wrong or incomplete template bases, as a trade-off we cannot extend results to redshifts outside of our training data, and thus require deeper training sets. This inability of our method to extrapolate beyond the training set is exhibited by the poor performance at high redshifts for the redshift-limited training sample (see Figures 10 and 11). This suggests that our methods can be improved with increased use of physical modeling; indeed the future may lie in a combination of both semi-supervised learning and template methods.

In a future work, we plan to research such hybrid models, which combine the semi-supervised approach presented in this paper with physical SN models, in hopes to decrease the dependency of our results on the specific training set employed and to improve the overall classification accuracy. One possible approach to this is to include, along with all of the observed SNe, sets of supernovae simulated from different templates with different values of the relevant parameters. This method would allow both the observed supernova light curves, along with the templates, to discover the optimal diffusion map representation of the SN. Then, in the supervised part of the algorithm, the classification model would be able to learn from both the spectroscopic data and the simulated supernovae, allowing the model to extend
more widely (e.g., to higher redshifts than those sampled by the training set).
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APPENDIX A: CLASSIFICATION TREES

We start with a brief description of classification trees (Breiman 1984). Start with the \( n \) supernovae with known class labels. These data are pairs \( (\Psi_1, y_1), \ldots, (\Psi_n, y_n) \), where each \( \Psi_i \) is the \( m \)-dimensional diffusion map representation from equation (2), and each classification \( y_i \) is coded to take on a value in \( \{1, \ldots, K\} \). The classification tree consists of a series of recursive binary splits of the \( m \)-dimensional diffusion map space. Each split is performed on one coordinate, resulting in two nodes (two regions of input space). The predicted class label \( k \in \{1, \ldots, K\} \) at each terminal node, \( R_j \) is

\[
\hat{\Theta}_j = \arg \max_k \frac{1}{n_j} \sum_{\Psi_i \in R_j} I(y_i = k)
\]

where \( n_j \) is the number of training points in \( R_j \) and \( I(\cdot) \) is the indicator function. Thus, the predicted class label at each node in the classification tree is the supernova type with the largest proportion of data points in \( R_j \). The tree classifier for any input \( \Psi \) is

\[
\hat{\Theta}_{\text{tree}}(\Psi, \Theta) = \sum_j f_j I(\Psi \in R_j),
\]

i.e., the prediction for \( \Psi \) is the predicted class for its terminal node, defined by equation (A1). In equation (A2), \( \Theta \) characterizes a tree in terms of the variable split and cutpoint at each node, and the predicted terminal node classifications.

To build the classification tree, at each successive node we choose the variable and splitting point that produces the largest decrease in misclassification rate, defined as

\[
L(\Theta) = \frac{1}{n} \sum_{i=1}^{n} I(y_i \neq \hat{\Theta}_{\text{tree}}(\Psi_i))
\]

Other versions of classification trees use Gini index (used by CART) or entropy (used by C4.5) to determine the splitting points. The splitting process is repeated until \( \min_j n_j \leq n_{\text{min}} \), giving us the estimated model (A2).

Tree models are simple, yet powerful, nonparametric classifiers. They work well even when the true function \( h \) that relates the input space to the class labeling is complicated, generally yielding estimates with very small bias. Furthermore, there are fast, reliable algorithms for fitting trees and prediction is very simple. However, tree models tend to have high variance. Small changes in the SN training set, \( \Psi_1, \ldots, \Psi_n \), can produce very different estimated tree structure. This is a result of the hierarchical nature of the tree model: small differences in the top few nodes of a tree can produce wildly different structure as those perturbations are propagated down the tree. To reduce this instability, we use the random forest approach, which we now describe.

APPENDIX B: RANDOM FORESTS

Random forest is a committee method that builds a large collection, \( B \), of decorrelated classification trees, each one fit on a subset of the data, and then averages them to obtain a final predictive model, \( \hat{h}_{\text{rf}} \) with reduced variance over any single classification tree. Random forest is an improvement to bagging (bootstrap aggregation, Breiman 1996), a method that averages the predictions of \( B \) trees fit to bootstrapped samples of the data, because it attempts to decorrelate the \( B \) trees (without increasing the variance too much) by selecting a random set \( r < m \) of the input coordinates as candidates for splitting at each node during the tree building process. The net result of building decorrelated classification trees is that the final, averaged model will have smaller variance than the bagging model (see Hastie, Tibshirani & Friedman 2009, ch. 15 for a discussion). The observations and coordinates that are not included in a given tree are referred to as "out of bag."

After growing \( B \) decorrelated classification trees, \( \hat{h}_{\text{tree}}(\Psi, \Theta_1), \ldots, \hat{h}_{\text{tree}}(\Psi, \Theta_B) \), we let them vote on the class label to determine the classification of supernova \( \Psi \). The predicted classification for \( \Psi \) is the majority vote of these trees,

\[
\hat{h}_{\text{rf}}(\Psi) = \text{majority vote} \left( \hat{h}_{\text{tree}}(\Psi, \Theta_b) \right)_{b=1}^{B}
\]

where ties are broken at random. Alternatively, we can keep track of the number of ‘votes’ for each class to estimate a measure of classification probability of each class for a supernova. To fit random forest models to the diffusion map representations of SNe, we use the randomForest R package.10

An advantage to random forest is the relative robustness of the estimates to choices of the tuning parameters compared to other nonparametric classification techniques. In practice we build \( B = 500 \) trees, select \( r = \sqrt{m} \) coordinates as splitting candidates at each node, set the minimum node size to \( n_{\text{min}} = 1 \) and take bootstrap samples of size \( n \) (where \( n \) is the number of observed supernovae). The dimensionality, \( m \), of the diffusion map space and the diffusion map tuning parameter \( \epsilon \) can both affect classification results, so we optimize our training set misclassification error over \((\epsilon, m)\).
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