Self-Disclosure to an IoT Conversational Agent: Effects of Space and User Context on Users’ Willingness to Self-Disclose Personal Information
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Abstract: In the era of the Internet of Things (IoT), IoT conversational agents (IoT-CAs) have become the gateways for smart spaces. Users will inevitably self-disclose some types of personal information while interacting with IoT-CAs. In this study, users’ willingness to disclose different types of information to IoT-CAs in two smart spaces (living space and workspace) and two user contexts (one user or two users) was investigated. One living space and one workspace were built for users to experience interactions with IoT-CAs. Subsequently, users’ willingness to self-disclose six types of personal information was measured. Two experiments were separately conducted for a single user (N = 36) and two users (N = 48). The results indicated that users were most willing to disclose information about their tastes and interests and least willing to disclose money information. Users in the living space were willing to disclose more information than those in the workspace, which was mediated by users’ expectations for the reciprocal services of IoT-CAs rather than the awareness of other persons or external factors. Participants had a high private self-awareness in the living space and workspace; their attention was focused on themselves rather than on external factors in smart spaces.
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1. Introduction

Internet-of-Things conversational agents (IoT-CAs) marketed as smart speakers, such as Amazon Echo and Alibaba Group’s Tmall Genie, are voice-command agents with integrated artificial intelligence and human-like behavior. IoT-CAs embody the underlying concept of virtual assistants and perform various tasks such as controlling IoT devices, setting reminders, and web searching when requested by users. Canalys [1] extrapolated that the number of installed IoT-CAs would approach 100 million by the end of 2018 and will eventually reach 225 million by 2020. Thus, IoT-CAs are a rapidly developing consumer technology, and users are moving into an era of human–IoT-CA interaction.

As the number of interactions between IoT-CAs and users increases, users will increasingly disclose personal information to IoT-CAs for services, e.g., the disclosure of a daily routine to generate a to-do list, eating habits to obtain dining recommendations, and body data for health monitoring. The act of revealing personal information to others is referred to as self-disclosure [2,3]. Users can receive more accurate and personalized services by disclosing personal information. Because of privacy concerns, this self-disclosure might be selective; that is, users may prefer to disclose some types of information to a personalized service while keeping other types of information private. Therefore, understanding a user’s willingness to self-disclose information to IoT-CAs can aid in the provision of personalized services based on their disclosure preferences and privacy concerns.
Given the growing capabilities of IoT-CAs, the ranges of spaces (e.g., living spaces and workspaces) and user contexts (e.g., a single user and multiple users) in which they are used are expanding. Living spaces and workspaces are two typical social spaces in our daily lives. Recent studies have explored the use of IoT-CAs in workspaces [4] and living spaces [5], but no prior study has compared the use of IoT-CAs in these two spaces. Moreover, IoT-CAs can support collaborative use by more than one user by exploiting voice recognition and synthesis technologies. The two-user case is the simplest case of multiple users, which can aid in the understanding of the interaction between multiple users and an IoT-CA. Therefore, the space and user context are important factors in human–IoT-CA interaction.

To the best of our knowledge, no prior studies have investigated the willingness of users to disclose different types of information to an IoT-CA and the effects of the space (living space and workspace) and user context (one user or two users) on their willingness to self-disclose. This study utilized the “Wizard-of-Oz” technique [6] and built artificial smart living spaces and workspaces where one or two users interacted with an IoT-CA. Two laboratory experiments were designed and conducted to understand a user’s willingness to self-disclose to an IoT-CA on the basis of their actual use of it. This study aims to investigate the self-disclosure of one user/two-users to an IoT-CA in both the living space and workplace. The focus of this study was not to compare the differences between one and two users but to understand a user’s willingness to disclose different types of information in the living space and workspace when either one user or two users are interacting with an IoT-CA.

2. Theoretical Background and Research Hypotheses

2.1. Information Types for Self-Disclosure to IoT-CAs

2.1.1. Self-Disclosure to IoT-CAs

Self-disclosure is the process of revealing thoughts, emotions, attitudes, or other personal information to others [7,8]. Social penetration theory [2] asserts that as relationships develop, self-disclosure moves from relatively nonintimate to more intimate levels. Self-disclosure is not limited to human–human interaction. People can engage in self-disclosure in human–computer interaction (HCI). This can be explained by the computers are social actors (CASA) paradigm, in which people respond to computer technologies as social actors, applying interpersonal social rules to their interactions with computers [9,10]. Moon [11] found that users were much more likely to engage in self-disclosure when a text-based computer initiated the disclosure process by disclosing some information about itself first (e.g., the computer’s abilities or configuration) and then followed a socially appropriate sequence of disclosure by gradual escalation from nonintimate to intimate disclosure requests. Li and Rau [12] were the first to use a structured disclosure (i.e., question and answer) procedure, which has been widely used in interpersonal self-disclosure to help people engage in verbal and intimate self-disclosure, with an IoT-CA. They pointed out that people exhibited a close relationship with an IoT-CA when they were engaged in intimate self-disclosure with it.

2.1.2. Privacy and Self-Disclosure Boundaries in Human–IoT-CA Interaction

Supported by artificial intelligence, IoT-CAs can help to personalize services. Specifically, users could receive more personalized services when they disclose more information to a conversational agent [13]. Mennicken et al. [14] showed that it could be beneficial for users and an IoT-CA to “get to know each other” before an IoT-CA exhibits proactive behavior. Furthermore, users would believe that the IoT-CA understood them well and had more confidence in the IoT-CA providing a personalized service when they had previously disclosed personal information (e.g., preferences, habits) to it [12]. In addition, users have privacy concerns if they perceive that too much private information is collected by IoT devices [15]. Bugeja et al. [16] pointed out that privacy concerns had a negative effect on users’ intention to use IoT services. Recently, several IoT-CA providers (e.g., Amazon and Google) have begun to allow users to review and delete their history to address their privacy concerns [17,18].
Therefore, there might be a privacy-disclosure boundary for users when using IoT-CAs. On one hand, more value can be obtained from the agents when more information is disclosed [13]. On the other hand, IoT users do not want to engage in too much self-disclosure in order to protect their information privacy [19]. The results of an online survey of 508 IoT service users (dealing with issues such as mobile payment and intelligent transportation) showed that the perceived benefits provided by IoT services had more effect on users’ intentions to use IoT services, superseding information privacy concerns [20]. However, the “information types” constituting the concerns on information privacy were not defined. More specifically, users may have no problem disclosing some types of personal information for personalized service, whereas they may prefer to keep other types of information private to protect their privacy.

Jourard’s Self-Disclosure Questionnaire (JSDQ; developed by Jourard and Lasakow [21]) has been the most widely used instrument for measuring one’s capacity for self-disclosure [22,23]. The JSDQ classifies personal information into six types: attitudes and opinions, tastes and interests, work, money, personality, and body. It also measures the amount of information that individuals disclose about these types of information. Jourard and Lasakow [21] found the levels of self-disclosure of different types of information vary from person to person. Specifically, information about tastes and interests (information about one’s interests, e.g., “my favorite reading matter” and “my likes and dislikes in music”) was disclosed the most, and body information (information about one’s physical health and appearance, e.g., “whether or not I have any health problems” and “my past record of illness and treatment”) was disclosed the least. The results of a study by Ma et al. [24] support these results. They noted that information about tastes and interests is not intimate and that participants felt comfortable disclosing it, whereas body information is intimate, which made participants uncomfortable disclosing it. In addition, information about tastes and interests is “high disclosure” information in interpersonal communication (e.g., online social network users often reveal their tastes and interests in books, music, and movies in their profiles or on their “wall” [25]), whereas body information is “low disclosure” information (e.g., people do not want to talk about their physical health to others [26,27]). According to the CASA paradigm, people may apply their self-disclosure preferences during interpersonal self-disclosure in their interactions with IoT-CAs. Thus, we have the following hypothesis:

**Hypothesis 1.** Users are most willing to disclose information about their tastes and interests for better service and are least willing to disclose body information when interacting with IoT-CAs.

2.2. Effects of the Space Type on Self-Disclosure to IoT-CAs

2.2.1. Self-Disclosure in Living Spaces and Workspaces

IoT-CAs are making interactions ubiquitous and are becoming a part of our everyday spaces such as living spaces and workspaces. People in living spaces and workspaces have different emotions and activities, which might affect their willingness to self-disclose to IoT-CAs in these spaces. Winters et al. [28] pointed out that an individual tends to disclose more personal information when they feel safe in a space. Living spaces are safe and private for people, whereas workspaces are spaces to pursue promotions, opportunities, and high performance [29]. Furthermore, the interpersonal relationships in living spaces (close family or friends) are more intimate than those in workspaces (coworkers). People will disclose more personal information to intimate partners than to nonintimate partners [30,31]. People might engage in more self-disclosure with an IoT-CA in a living space than they would in a workspace. Thus, the following hypothesis is proposed:

**Hypothesis 2.** Users in living spaces are willing to disclose more information to IoT-CAs than those in workspaces.
2.2.2. Self-Awareness and Self-Disclosure

The space in which IoT-CA users are located may invoke changes in their self-awareness (either private or public), which could be used to predict their self-disclosure. Self-awareness describes one’s state of attention and can be directed either inward to various aspects of the self (private) or outward to consider external things (public) [32–34]. Heightened private self-awareness is associated with increased attention to physical or emotional states [35] and results in increased self-disclosure [36]. Similarly, Misoch [37] argued that heightened private self-awareness and a lowered feeling of the social presence of other users heighten one’s willingness to disclose personal information and identities in online interpersonal communication. Therefore, people are more willing to disclose more personal information to others when they are more focused on themselves (combined with a lower awareness of outside factors). In a living space, people may focus foremost on themselves, followed by outside factors. In the workspace, people primarily work under pressure and scrutiny and need to pay attention to the social context. Previous studies have shown that making participants identifiable by an audience [38] or accountable for their own behavior can enhance public self-awareness [38–40]. Thus, users experience lower public awareness in the living space compared with the workspace, where users may experience higher public awareness, which results in more self-disclosure. Hence, we have the following final hypothesis:

**Hypothesis 3.** Self-awareness mediates the effect of the space on the self-disclosure of users to IoT-CAs.

2.3. Interactions Between Two Users and an IoT-CA

IoT-CAs support multiuser interaction in a collocated space, which makes the exploration of self-disclosure to IoT-CAs in a context of more than one user a timely topic. Through the combination of multiple far-field microphones and speakers and a tubular design, IoT-CAs support interactions with multiple users from different angles. Furthermore, an update to Google Home in April 2017 provided more multiuser support, allowing Google Home to distinguish up to six people by voice [41]. Recent work has begun to examine the interactions of multiple users with IoT-CAs. Porcheron et al. [5] studied audio data from month-long deployments of Amazon Echo in five households and investigated how their use in the complex social lives of multiple users. McGregor and Tang [4] investigated how an IoT-CA might be used in collaborative work meetings and how multiple users interacted with it. Previous studies have shown that people might have conflicts regarding a routine or methods of using an agent. McCalley et al. [42] pointed out that household members have conflicting priorities when using intelligent agents for household energy conservation—namely, comfort versus financial goals. Brush et al. [43] interviewed smart home households, and one inhabitant complained that he had to change his control rules when his girlfriend moved in because they have different opinions about whether the lights should be on or off when watching television. The two-user context is the simplest multiuser context and can aid in the understanding of multiple users’ use of an IoT-CA. Thus, we have the following research question:

**Research question:** Are the above hypotheses supported when two users are interacting with an IoT-CA?

3. Experiment 1: Interaction Between One User and an IoT-CA

3.1. Method

3.1.1. Design and Participants

In Experiment 1, participants first experienced the functions of an IoT-CA and the process of verbal self-disclosure to it in a living space and workspace. Then, their willingness to self-disclose was measured. The IoT is a new concept for most people; thus, participants should first understand the functionalities of IoT-CAs and experience disclosing personal information to them. Therefore, three
types of IoT-CA functions were designed in this study (type 1: accompany the daily life of users, type 2: help users live a healthy life, and type 3: improve communication between users).

A 3 (function type: types 1–3) × 2 (space: living space and workspace) mixed-design experiment was conducted. The space was designed as a within-subject variable. The function type was designed as a between-subject variable to help understand participants’ experiences of the three function types and avoid their strong reactions to a certain type of function (strongly like or dislike, a type of function resulting in a deviation in the experimental results).

Thirty-six students (18 females) from a university were recruited. Nine of the participants were undergraduate students, and 27 were graduate students. Their average age was 23.89 (standard deviation (SD) = 2.41) years. Each participant was compensated for their time with either a smart socket or the equivalent amount of cash according to their preference. This experiment was approved by the institutional review board at the Institute of Human Factors and Ergonomics at Tsinghua University.

3.1.2. Space and Apparatus

A living space and workspace for one user were built in a university laboratory. The two spaces had the same size (2 m × 1.5 m each) and were separated by partitions. The living space was a mock-up of a small living space in a single-occupancy dormitory, and the workspace was a mock-up of a single seat in a workspace at the university. The two spaces included the same IoT-CA (a Bluetooth speaker) and the same set of IoT devices (a temperature and humidity sensor, smart monitor, smart table lamp, smart cup, smart humidifier, and smart light-emitting diode (LED) light strip). We decorated the spaces to make them more immersive. There was a sofa, a small carpet, a small table (with various household goods), a dog toy, and other items in the living space. There was a chair, a desk (with certain work-related goods), and various other items in the workspace. These spaces might not be accurate reflections of a future living space or workspace, but our goal was to allow participants to interact with an IoT-CA in a smart space to evoke a reaction.

The IoT-CAs and IoT devices were controlled by an operator sitting in another laboratory via the “Wizard-of-Oz” technique, which has been widely used in studies in human-computer interaction and the social sciences. When this technique is used, participants interact with a computer system that they believe to be autonomous but is in fact operated by an unseen operator. In this experiment, an operator monitored the participants via a smart monitor in another room and then used the NaturalReader text-to-speech application (www.naturalreaders.com) to generate the IoT-CA’s voice (female voice). The “Wizard-of-Oz” technique was adopted in this study for two reasons: (1) IoT technology and devices were not sufficiently mature to meet the needs of this study, and (2) this technique can help participants experience similar interactive processes.

3.1.3. Tasks

One control task and one question and answer (Q and A) task were designed for the participants. The control task helped participants understand the functions of IoT-CAs. The IoT-CA offered a series of services, and participants gave commands based on their preferences. For instance, the IoT-CA would suggest, “I can change the color of the smart table lamp to green, which will calm you down. What do you think?” or “I can support voice calls. Who do you want to call? Please tell me the phone number.” The IoT-CA controlled the IoT devices according to the participants' instructions.

The Q and A task helped users experience the verbal disclosure of personal information to IoT-CAs. The IoT-CA asked participants their personal information (e.g., habits and preferences) in the living space and workspace separately. The questions for the two spaces were similar; for instance, the IoT-CA would ask “What living habits do you have?” in the living space and “What work habits do you have?” in the workspace. The contents of the two tasks for the three functions of the IoT-CA differed and were selected from common applications of each functionality. Examples of these tasks are provided in Table 1.
Table 1. Examples of the two tasks for the three types of functions.

| Control Task |
|--------------|
| Type 1: Select music to improve your mood; listen to a joke; select the essential oil with the rose fragrance in the humidifier to relax. |
| Type 2: Record water-drinking habits and remember to drink from the smart cup; automatically switch lights according to the user’s actions; record actions and report life habits. |
| Type 3: Choose a company to send your order to; remotely access recorded data of your roommates or colleagues; make voice calls to anyone. |

| Q and A Task (In the Living Space/Workspace) |
|------------------------------------------|
| Type 1: Describe your living space/workspace, the feeling of living/working there, your habits, and things that make you anxious in your living space/workspace |
| Type 2: Habits that are being cultivated or to get rid of in your living space/workspace; how often and what do you think about your living/working habits; the energy-consumption level in your living space/workspace. |
| Type 3: Ways to choose a communication service for your living space/workspace; the person you contact most in your living space/workspace; things you want others to know about you in your living space/workspace. |

3.1.4. Measures

All variables were repeatedly measured via an online questionnaire for both the living space and workspace and participants were guaranteed confidentiality and anonymity.

Self-disclosure: Self-disclosure was measured by the JSDQ, which consists of 60 items—10 items for each of the six types of personal information. Participants responded to each item with a score from 1 = “I will not disclose information about this item,” specifically, “I would not like an IoT-CA to know this information or provide this information related service” to 7 = “I will disclose complete details about the information of this item,” specifically, “I would like an IoT-CA to know this information in full so that it can provide personalized services related to this topic.” The internal consistency of the scale was measured by Cronbach’s $\alpha$, which has been widely used to reflect the scale reliability. Cronbach’s $\alpha$ of this scale was 0.97 (excellent reliability).

Self-awareness: Items about private self-awareness (five items) and public self-awareness (five items) were adapted from the study by Yao and Flanagin [40]. Two items were deleted for poor reliability; one measured public self-awareness (i.e., “I felt that no one cared about me during the study”), and the other measured private self-awareness (i.e., “During the study I was very aware of the way my mind works when I worked through the problem.”). Cronbach’s $\alpha$ was 0.85 for private self-awareness and 0.85 for public self-awareness (good reliability).

User experience: Playfulness and trustworthiness were measured to understand the user experience of the types of functions of an IoT-CA. Playfulness in HCI is related to pleasure and the involvement of users [44–46], and trustworthiness is an important factor in interactions with IoT agents [47,48]. Items about playfulness and trustworthiness were adapted from the studies of Agarwal and Karahanna [49] and Fogg and Tseng [50], respectively. Participants rated the items on a 7-point Likert scale (1 = strongly disagree to 7 = strongly agree). Cronbach’s $\alpha$ for the scale was 0.89 for playfulness and 0.92 for trustworthiness (excellent reliability).

3.1.5. Procedures

The experiment was conducted in a university laboratory and lasted approximately 40 min. The experimental procedure is illustrated in Figure 1. Images of the living space and workspace are shown in Figure 2a,b, respectively. Each participant participated in the experiment alone. Participants were randomly and equally assigned to one of three function-type groups; they experienced the function of an IoT-CA in both the living space and workspace. The sequences of the living space and workspace were counterbalanced. Because the functions in the two spaces were similar, participants completed a control task in the first space in which they were allocated (Participants were told that the IoT devices
and their functions in the two spaces were similar; they would simply engage in the control task in the first space in which they were placed to understand the functions of the IoT-CA. If they had any requests or wanted to control IoT devices in the second space, they could give commands to the IoT-CA.). Upon arrival, participants signed informed consent forms and a general demographics survey. The experimenter gave each participant the following brief instruction: “The purpose of this experiment is to evaluate an intelligent IoT-CA. Imagine that it is your personal IoT-CA and can control all IoT devices in your personal space. Only you can use and control it. Next, you will communicate with it via natural language in the living space and workspace separately. I will leave during your interaction with the IoT-CA, and you just need to make yourself comfortable.”

![Figure 1. Experimental procedure of Experiment 1.](image1)

![Figure 2. Experimental spaces in Experiment 1: (a) living space and (b) workspace.](image2)

The participant was invited to enter a space (living space or workspace), and the experimenter left. The participant interacted with an IoT-CA to complete the control and Q and A tasks. After the participant completed the tasks, the experimenter returned and invited the participant to complete the questionnaire (using an iPad in the living space or a laptop in the workspace). Then, the participant was invited to enter the other space and complete the Q and A task in the absence of the experimenter. After completing the tasks, the participant was again invited to complete the questionnaire. Finally, the participant was asked to evaluate the IoT-CA and was interviewed to obtain their opinions about the functions of IoT-CAs in the living space and workspace.

3.2. Results

3.2.1. Manipulation Checks

Age: The data for the participants’ ages were normally distributed. An analysis of variance (ANOVA) revealed an absence of significant intergroup differences for the participants’ ages ($p = 0.439$).

User experience for three types of functions: The data for the playfulness and trustworthiness were not normally distributed. A Kruskal–Wallis test revealed no significant differences in the playfulness ($p = 0.540$) or trustworthiness ($p = 0.357$) of the participants for the three function-type groups. Overall,
participants had a high playfulness (mean = 5.04, SD = 1.03) in their interaction with the IoT-CA and rated the IoT-CA to have a high trustworthiness (mean = 5.75, SD = 1.00). This revealed that all three types of functions of an IoT-CA were equally appreciated and acceptable by the participants.

3.2.2. Test of Hypotheses

H1: Information type in self-disclosure. The data for self-disclosure (six types of personal information) were normally distributed; therefore, a three-way mixed ANOVA (function type × space × information type) was used to analyze the self-disclosure of users. There was no main effect of the function type on self-disclosure (p = 0.334). This indicates that our experimental manipulation was successful, neither causing strong reactions from participants nor affecting their self-disclosed information types. There was no interaction effect on the function type and information type. The main effect of the information type (i.e., attitudes and opinions, tastes and interests, work, money, personality, and body) was significant (F(5, 165) = 40.85, p < 0.001, η² = 0.28). This finding suggests that participants varied the amount of self-disclosure to an IoT-CA according to the information type. The results of post-hoc tests are listed in descending order of the means in Table 2. Participants were most willing to disclose tastes and interest information and least willing to disclose money information (marginally significantly less than personality information). Body information was not information that participants were least willing to disclose to IoT-CAs, whereas participants were more willing to disclose body information than attitudes and opinions, personality and money information. Therefore, Hypothesis 1 was partially supported in the one-user context.

Table 2. Summary of post-hoc tests for self-disclosure in Experiment 1. SFD: self-disclosure, TA and IN: tastes and interests, AT and OP: attitudes and opinions.

| Information Type | TA and IN | Work | Body | AT and OP | Personality | Money |
|------------------|-----------|------|------|-----------|-------------|-------|
|                   | High SFD  | Medium SFD | Low SFD |
| TA and IN         |           |       |       |           |             |       |
| Work             | <0.001 *** |       |       |           |             |       |
| Body             | <0.001 *** | 0.183 |       |           |             |       |
| AT and OP        | <0.001 *** | 0.023 * | 0.173 |           |             |       |
| Personality      | <0.001 *** | <0.001 *** | <0.001 *** | 0.009 ** |             |       |
| Money            | <0.001 *** | <0.001 *** | <0.001 *** | <0.001 *** | 0.062       |       |
| Mean             | 6.00      | 4.53  | 4.31  | 4.09      | 3.64        | 3.36  |
| SD               | 1.06      | 1.69  | 1.61  | 1.62      | 1.67        | 1.95  |

* p < 0.05, ** p < 0.01, *** p < 0.001.

Moreover, the information types that a single participant disclosed to an IoT-CA can be classified into three levels according to their self-disclosure willingness: high self-disclosure (tastes and interests), medium self-disclosure (work, body, and attitudes and opinions), and low self-disclosure (personality and money). Participants had fewer privacy concerns when their willingness to self-disclose was higher.

H2: Effects of the space on self-disclosure. A three-way mixed ANOVA showed that the main effect of the space on self-disclosure was significant (F(1, 33) = 65.56, p < 0.001, η² = 0.245). There was no interaction effect for the space and information type. Participants in the living space disclosed more information than in the workspace (living space: mean = 5.06 (SD = 1.04); workspace: mean = 3.52 (SD = 1.17)). Therefore, Hypothesis 2 was supported in the one-user context. More specifically, participants in the living space disclosed 44% more information than in the workspace, i.e.,

\[
\text{percentage} = \frac{\text{differences in information in the two spaces}}{\text{information in the workspace}}.
\]

H3: Mediated effect of self-awareness on self-disclosure. The data of private and public self-awareness in the two spaces were normally distributed. The results of t-tests showed that
participants in the workspace and living space had the same level of private self-awareness (living space: mean = 5.19, SD = 1.10; workspace: mean = 4.96, SD = 1.25, \( p = 0.120 \)) and public self-awareness (living space: mean = 2.95, SD = 1.44; workspace: mean = 2.92, SD = 1.28, \( p = 0.847 \)). This indicated that, compared with the workspace, participants did not have higher private self-awareness or lower private self-awareness in the living space. Furthermore, private self-awareness in the living space was not significantly correlated with self-disclosure (\( r = 0.16, p = 0.357 \)) and public self-awareness in the workspace was not significantly correlated with self-disclosure (\( r = 0.06, p = 0.709 \)). Therefore, self-awareness did not mediate the effect of the space on participants’ self-disclosures to IoT-CAs; Hypothesis 3 was not supported in the one-user context.

3.3. Brief Discussion of Experiment 1

In Experiment 1, a manipulation check confirmed that the design of the three function types and two spaces (living and workspace) was successful. Participants were satisfied with the three types of functions, and the two tasks helped them understand the control of an IoT-CA. During the interview, no participants doubted the nature of the IoT-CA and the smart environment, and they all expressed enjoyment in interacting with it in a personal smart space. Consistent with interpersonal communication, participants were most willing to disclose information about their tastes and interests. Conversely, they were least willing to disclose money information (information about their financial and debt situation) rather than body information (information about their physical health and appearance). More specifically, users’ six types of personal information could be classified into three levels: high self-disclosure (tastes and interests), medium self-disclosure (work, body, and attitudes and opinions), and low self-disclosure (personality and money). Consistent with Hypothesis 2, participants in the living space disclosed more information than in the workspace in the one-user context. However, self-awareness did not mediate the effects of the spaces on participants’ self-disclosures to the IoT-CA (Hypothesis 3 was not supported in the one-user context). Participants in the living space and workspace both had high private self-awareness and low public self-awareness.

4. Experiment 2: Interaction Between Two Users and an IoT-CA

4.1. Method

4.1.1. Design and Participants

Experiment 2 examined self-disclosure (information type) and self-awareness when two participants simultaneously interacted with an IoT-CA in the living space or workspace. According to the high playfulness and trustworthiness of the three function types in Experiment 1, participants in Experiment 2 experienced an IoT-CA that had all three types of functions. The space (living space or workspace) was the between-subject independent variable.

Twelve roommate dyads (12 females) and twelve colleague dyads (12 females) from the university were invited to participate in Experiment 2. None of them had participated in Experiment 1. The roommate dyads resided in the same dormitory, and the colleague dyads worked in the same workspace. Participants in the same dyad were the same gender, which helped to eliminate any effects of gender on self-disclosure [51]. Their average age was 23.6 (SD = 2.3) years. Each participant was rewarded with either a smart socket or the equivalent amount of cash for their participation. This experiment was also approved by the institutional review board at the Institute of Human Factors and Ergonomics at Tsinghua University.

4.1.2. Space and Apparatus

The living space and workspace for the dyads were built in a laboratory at the university. The living space was a mock-up of a living room in a two-person dormitory, and the workspace was a mock-up of two seats in the workspace. The area in each space was two times the area of the spaces...
in Experiment 1. The Bluetooth speaker and the set of IoT devices used in Experiment 1 were again used with the “Wizard-of-Oz” technique. The operator and experimenter in Experiment 1 assumed the same responsibilities in Experiment 2.

4.1.3. Tasks

One control task and one Q and A task were designed for each dyad in Experiment 2. Before the tasks, the dyad was asked to name the IoT-CA, which would respond when participants called it. This avoids the misinterpretation of communications between participants as commands [52]. During the control task, the IoT-CA offered a series of recommendations, and the dyad was required to give commands to which they both agreed. If the two participants had different commands, the IoT-CA followed the last one. For example, take the case where the IoT-CA said “I can change the color of the smart table lamp to green, which will calm you down. What do you think?” If participant A in the dyad said “Amy, yes” (assuming the name of the agent is Amy) and participant B said “Amy, I like blue,” the color of the lamp would be changed to blue, and the IoT-CA would say, “The color of the smart table lamp has been changed to blue.” During the Q and A task, participants in the dyad were required to answer the IoT-CA’s questions separately. The content of the tasks in Experiment 2 was the sum of the content of the tasks for the three function types in Experiment 1. For example, the content of the control task in Experiment 2 was the sum of the content of the control task for the functions of types 1–3 in Experiment 1 (see Table 1).

4.1.4. Procedures

The experiment lasted approximately 1 h. The dyad members participated in the experiment together, signed consent forms, and filled out general surveys. The following brief introduction was provided by the experimenter: “The purpose of this experiment is to evaluate an intelligent IoT-CA. Imagine that this IoT-CA is in your living space/workspace and can control all IoT devices in your space. All of your roommates/workmates can use and control it. Next, you will interact together with it via natural language. You should control it and communicate with it on the basis of your feelings as a pair.”

Then, the dyad interacted with an IoT-CA to complete the control and Q and A tasks in the absence of the experimenter (photographs of a roommate dyad in the living space and a colleague dyad in the workspace are given in Figure 3a,b, respectively). Afterwards, each participant in the dyad was invited to complete an online questionnaire. The questionnaire was the same as that of Experiment 1. Finally, the dyad was asked to evaluate the IoT-CA and interviewed about their opinions and concerns regarding interaction with the IoT-CA.

![Figure 3](image-url)

**Figure 3.** Example of scenes in Experiment 2: (a) a roommate dyad in the living space and (b) a colleague dyad in the workspace.
4.2. Results

4.2.1. Manipulation Checks

Reliability of the dependent variables: The items deleted in Experiment 1 for poor reliability were deleted again. All of the dependent variables had high reliabilities. Cronbach’s $\alpha$ was 0.97 for self-disclosure, 0.92 for private self-awareness, 0.81 for public self-awareness, 0.92 for playfulness, and 0.95 for trustworthiness.

Age: The participants’ ages were not normally distributed. Wilcoxon rank-sum tests showed that the average age of the colleagues was significantly higher than that of the roommates (colleague: 24.4 (SD = 2.4); roommate: 22.8 (SD = 1.9), W = 182, $p = 0.026$). Three roommate dyads were undergraduate students, and the other nine were graduate students. All colleague dyads were graduate students. Only graduate students are granted a workspace at the university; hence, the ages of the colleague dyads were higher than those of the roommate dyads. There was no significant intergroup difference ($p = 0.117$) in terms of the average length of time of living or working together: 14.8 (SD = 7.9) months for roommates and 10.2 (SD = 9.1) months for colleagues.

User experience. The data of playfulness and trustworthiness were not distributed normally. The results of Wilcoxon rank-sum tests showed that there were no significant differences for playfulness (living space: Mean = 5.54 (SD = 1.07); workspace: Mean = 5.26 (SD = 1.36), $p = 0.549$) and trustworthiness (living space: Mean = 5.45 (SD = 1.37); workspace: Mean = 5.42 (SD = 1.25), $p = 0.584$) in the two spaces. Thus, the participants in different dyad types (roommates and colleagues) felt that interacting with an IoT-CA was playful and that they trusted it.

4.2.2. Test of Hypotheses

H1: Information type in self-disclosure. The data of self-disclosure (six information types) were not normally distributed; thus, nonparametric tests were used for analysis. The results of Friedman’s ANOVA showed that the effect of the types of personal information (i.e., attitudes and opinions, tastes and interests, work, money, personality, and body) was significant ($\chi^2 = 129.72, p < 0.001$). This revealed that the participants in dyads had various levels of self-disclosure according to the information types. The results of post-hoc tests are listed in descending order of the means in Table 3. Of the six information types, participants were most willing to disclose information about tastes and interests and least willing to disclose money information. Therefore, Hypothesis 1 is partially supported in the two-user context.

| Information Type | TA and IN | Work | AT and OP | Body | Personality | Money |
|------------------|-----------|------|-----------|------|-------------|-------|
|                   | High SFD  | Medium-high SFD | Medium-low SFD | Low SFD |
| TA and IN         | <0.001 ***| 0.320 | <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***|
| Work             | <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***|<0.001 ***|
| AT and OP        | 0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***|<0.001 ***|
| Body             | 0.297     | <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***| <0.001 ***|<0.001 ***|
| Personality      | 3.55      | 3.40  | 2.64      | 2.64  | 2.64        | 2.64  | 2.64        | 2.64 |
| Money            | 1.49      | 1.66  | 1.35      | 1.67  | 1.67        | 1.67  | 1.67        | 1.67 |

The information types that users were willing to disclose to an IoT-CA in the two-user context can be classified into four levels: high self-disclosure (tastes and interests), medium-high self-disclosure (work along with attitudes and opinions), medium-low self-disclosure (body and personality), and low self-disclosure (money).
H2: Effects of the spaces on self-disclosure. A Wilcoxon rank-sum test shows that the roommates significantly disclosed more information than the colleagues (living space: mean = 4.49 (SD = 1.23); workspace: mean = 3.52 (SD = 1.05), W = 420, p < 0.01). Thus, Hypothesis 2 was supported in the two-user context. Specifically, participants in the living space disclosed 28% more information than in the workspace.

H3: Mediated effect of self-awareness on self-disclosure. The data of private and public self-awareness were normally distributed. The results of a t-test showed that roommates and colleagues had the same levels of private self-awareness (roommates: mean = 5.02, SD = 1.35; colleagues: mean = 5.24, SD = 1.28, p = 0.557) and public self-awareness (roommates: mean = 3.30, SD = 1.36; colleagues: mean = 3.16, SD = 1.53, p = 0.729). This revealed that, compared with the colleagues, the roommates did not have higher private self-awareness or lower public self-awareness. The roommates’ private self-awareness was not significantly correlated with their self-disclosure (r = 0.31, p = 0.137). Moreover, the colleagues’ public self-awareness was not significantly correlated with their self-disclosure (r = 0.13, p = 0.540). Therefore, Hypothesis 3 was not supported in the two-user context.

4.3. Brief Discussion of Experiment 2

Experiment 2 continued the manipulations of Experiment 1 but extended the experimental spaces to two users. Consistent with the results of Experiment 1, participants were most willing to disclose tastes and interest information and least willing to disclose money information. More specifically, the users’ six types of personal information were classified into four levels: high self-disclosure (tastes and interests), medium-high self-disclosure (work as well as attitudes and opinions), medium-low self-disclosure (body and personality), and low self-disclosure (money). In addition, the results of Experiment 2 provide support for Hypothesis 2 in the two-user context. Participants in the living space (roommates) disclosed more information than did those in the workspace (colleagues). Again, self-awareness did not mediate the effects of the spaces on self-disclosure (Hypothesis 3 was not supported in the two-user context). Participants in the two spaces had high private self-awareness and low public self-awareness.

5. General Discussion

5.1. Self-Disclosure of Information to IoT-CAs

Previous studies examining the use of IoT devices or IoT-CAs have tended to focus on the question of how to protect the information privacy of IoT users. However, only a few have distinguished information that users are willing and unwilling to disclose. It is inevitable that users will disclose their personal information in their interactions with IoT-CAs. The privacy and self-disclosure boundaries in these interactions should be defined by the users themselves on the basis of their user experience.

The results of this study suggest that users were most willing to disclose information related to tastes and interests, which is in accordance with previous research on interpersonal face-to-face [21] and online [24] self-disclosure. This result can be explained in two respects. On the one hand, the information about tastes and interests can help IoT-CAs learn users’ preferences (e.g., eating habits, leisure hobbies, and tastes in clothing) and provide them with personalized services [13]. Compared with other information types, users might think that the information about tastes and interests can make it easier to obtain rewarding feedback. On the other hand, social penetration theory argues that the intimacy of self-disclosure increases during the acquaintance process [2]; in the earliest stage of a relationship, the information disclosed between prospective partners is superficial (e.g., favorite foods, hobbies, and interests). In this study, users and IoT-CAs were in the initial stages of relationship development (i.e., users just started to use the IoT-CA and are becoming familiar with it); thus, the information that users were willing to disclose is also the shallowest.

In contrast to earlier findings on interpersonal self-disclosure that determined that people were least willing to disclose body information to others, users were least willing to disclose money
information to an IoT-CA. This finding is consistent with current market situations in that users are reluctant to use IoT-CAs to buy things [53]. Researchers at Statista (an online market research portal) [54] pointed out that the top reasons that users do not adopt IoT-CAs for shopping are their concerns about providing payment and money-related information security. Users disclosed information for “fair” social exchanges [55], such as others’ self-disclosure or material and emotional support. The disclosure of personal money information to IoT-CAs might do more harm (i.e., leaking personal financial information) than good (e.g., convenient shopping). Furthermore, when users disclose money information to human beings, they are usually seeking financial support or investment advice from others; users might not believe that IoT-CAs currently have the social capital or intelligence to provide financial support and advice. However, in terms of users’ self-disclosure of body information, various IoT devices have been recently developed and applied for health care and monitoring [56,57]. Users’ body information is being collected and effectively used for the detection of personal conditions and future disease prevention. Therefore, users would like to disclose body-related information to IoT-CAs for personalized health care.

5.2. Self-Disclosure in Different Spaces and User Contexts

Users were willing to disclose more information in the living space than in the workspace (one-user context: 44% more information; two-user context: 28% more information). However, this high self-disclosure was not mediated by a heightened private self-awareness. The private self-awareness of participants was significantly higher than their public self-awareness in both Experiment 1 (living space: t(35) = 7.12, p < 0.001; workspace: t(35) = 7.32, p < 0.001) and Experiment 2 (living space: t(23) = 4.99, p < 0.001; workspace t(23) = 4.77, p < 0.001). This finding reveals that a user’s attention is directed toward themselves (e.g., physical or emotional states) rather than external factors (e.g., contextual factors and other people) regardless of the space (living space or workspace) and user context (e.g., one user or two users) when interacting with an IoT-CA. This finding supports the ideas that the IoT (ubiquitous computing) brings computers into our world and frees people to shift awareness back to themselves and their everyday life [58,59]. IoT-CAs can enable people to return to an awareness of and focus on themselves and their life rather than other external factors.

The higher level of information disclosure in the living space than the workspace can be explained by self-disclosure reciprocity. Self-disclosure reciprocity in social interactions refers to a situation in which one person reveals personal information to the other partner, and the other will disclose something or behave in a manner that is responsive to the initial disclosure’s content in return [60,61]. Self-disclosure reciprocity can be explained by the norm of reciprocity [62] and social exchange theory [63]; people attempt to maintain equality in their relationships or behaviors, and the violation of this makes them uncomfortable. In interacting with IoT-CAs, users sought reciprocity. The opinions about the IoT-CAs in the two spaces showed that participants had more expectations for the IoT-CA in the living space than in the office. In Experiment 1, participants (30 out of 36 participants) argued that the IoT-CA in the living space should provide more diverse services (e.g., chatting, help with cooking, housework, reminding the user to exercise and sleep, and providing energy consumption information), whereas the IoT-CA in the workspace did not need to provide many services (27 out of 36 participants). Therefore, self-disclosure reciprocity can exist in human–IoT-CA interaction.

5.3. Limitations and Implications

This study has several limitations. First, all participants were sampled from a university; therefore, the results of this study must be interpreted with caution. In addition, this study built artificial smart spaces (a living space and workspace). Although the participants did not doubt the authenticity of the IoT-CAs and smart spaces and were satisfied with the layouts of these spaces, further studies among a broader user sample in real smart spaces are needed to further validate our results. Despite these limitations, this study is the first—to the best of our knowledge—to measure users’ willingness
to disclose different types of information that is based on the actual experience of interacting with IoT-CAs and considers the effects of spaces and user context. The key implications are as follows.

The first implication concerns the collection of user data and the services provided by IoT-CAs. The results of this study suggest that a company’s collection of user information can be divided into three levels according to the user’s willingness to self-disclose: high self-disclosure (tastes and interests), medium self-disclosure (work, attitudes and opinions, body, and personality), and low self-disclosure (money). Therefore, it is a good start to collect high self-disclosure information in the early stages of use—tastes and interests—and provide personalized taste- and interest-related services that will not cause privacy concerns. Then, the company could gradually collect medium self-disclosure information and provide related services; this would help deepen users’ closeness to IoT-CAs and increase their confidence and patience with services [12]. After a period of time, high self-disclosure information could be collected for money-related services (e.g., shopping) according to users’ needs. Companies should exercise caution when adding money-related services to an IoT-CA because they could give users a strong sense of privacy violation. Therefore, as a new product, it might not be a good idea to promote money-related services during the early marketing or use stages of IoT-CAs.

The second implication is that users expect reciprocity in their interactions with IoT-CAs. Users were willing to disclose more information to an IoT-CA in the living space, but they also expected the IoT-CA to provide more diverse and personalized services in this space. IoT designers could design services for IoT-CAs in the living space and take advantage of users’ disclosed information to provide personalized and appropriate services. This is a lucrative new market because rewarded self-disclosure is more likely to be continued compared with unrewarded self-disclosure [64]. If users receive satisfactory service after self-disclosure, they might more actively engage in more self-disclosure with an IoT-CA. This would form a benign use cycle in human–IoT-CA interaction.

6. Conclusions and Plans for Future Research

This study examined users’ willingness to self-disclose different types of personal information to an IoT-CA in different smart spaces (a living space and workspace) and user contexts (one user or two users). The results found that users were most willing to disclose information related to tastes and interests to help an IoT-CA learn their preferences and then provide personalized services. Users were least willing to disclose money information to an IoT-CA owing to their concerns related to information security. Moreover, users were willing to disclose more information in the living space than in the workspace (one-user context: 44% more information; two-user context: 28% more information). However, high self-disclosure in the living space was mediated by users’ expectations for reciprocal services; users had more expectations of services provided by the IoT-CA in the living space than in the office. When interacting with an IoT-CA, users had high private self-awareness and low public self-awareness. Thus, IoT-CAs can help direct users’ attention to themselves and their life rather than external factors. In future research, users’ actual use behaviors in a real smart space could be collected, and users’ self-disclosure behaviors could be analyzed (e.g., amount and intimacy of disclosed information) during a period such as a week or a month. Further, the effects of users’ self-disclosure to an IoT-CA on further human–IoT-CA interaction, such as users’ trust of IoT-CAs and collaborative task completion, could be investigated.
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