Abstract  Landslide research relies on landslide inventories for a multitude of spatial, temporal, or process analyses. Generally, it takes high effort to populate a landslide inventory with relevant data. In this context, the present work investigated an effective way to handle vast amounts of automatically acquired digital data for landslide inventories by the use of machine learning algorithms and information filtering. Between July 2017 and February 2019, a keyword alert system provided 4381 documents that were automatically processed to detect landslide events in Germany. Of all those documents, 91% were automatically recognized as irrelevant or duplicates; thereby, the data volume was significantly reduced to contain only actual landslide documents. Moreover, it was shown that inclusion of the document’s images into the automated process chain for information filtering is recommended, since otherwise unobtainable important information was found in them. Compared with manual methods, the automated process chain eliminated personal idiosyncrasies and human error and replaced it with a quantifiable machine error. The applied individual algorithms for natural language processing, information retrieval, and classification have been tried and tested in their respective fields. Furthermore, the proposed method is not restricted to a specific language or region. All languages on which these algorithms are applicable can be used with the proposed method and the training of the process chain can take any geographical restriction into account. Thus, the present work introduced a method with a quantifiable error to automatically classify and filter large amounts of data during automated digital data acquisition for landslide inventories.
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Introduction  Landslide research chiefly relies on landslide inventories (here synonymous with databases) for a multitude of spatial, temporal, or process analyses (Van Den Eeckhaut and Hervás 2012; Klose et al. 2015). Generally, it takes high effort to populate a landslide inventory with relevant data. Therefore, researchers have applied different strategies that, following a similar classification as Guzzetti et al. (2012), can be differentiated into two main categories: for one, data derived from morphological examination by fieldwork, remote sensing products, or cartographic analysis and, secondly, data derived from textual sources and, if present henceforth always considered, their accompanying images (usually ground images). Such textual sources can be acquired from scientific publications, reports of varying agencies (e.g., civil protection, police, building authorities, road construction offices), newspaper articles, and unpublished documents (e.g., church records or historical archives). Overall, data acquisition from textual sources is an effective method (Wohlers et al. 2017; Rupp et al. 2018) that could further profit from digitalization. While there are many inventories in use which were created in large parts, or even exclusively, based on textual sources (Guzzetti et al. 1994; Devoli et al. 2007; Foster et al. 2012; Liu et al. 2013; Hess et al. 2014; Pereira et al. 2014; Damm and Klose 2015; Raska et al. 2015; Rosser et al. 2017; Valenzuela et al. 2017; Piacentini et al. 2018), few publications provide a methodological approach on how to acquire those sources in digital form. Battistini et al. (2013) and Taylor et al. (2015) propose a keyword search of digital news archives, where Innocenzi et al. (2017), Klimeš et al. (2017), and Voumard et al. (2018) use a keyword-based Internet monitoring service from Google, called Google Alerts. It makes all sites newly registered with Google available to the user of the service if they contain user-defined keywords. Calvello and Pecoraro (2018) propose a combination of both previously mentioned methods. In sum, all approaches start with a keyword search, which most people know from entering a search term into a search engine like Google Search. Furthermore, keywords can be logically combined with AND, OR, and NOT for these searches.

In general, the problem with a keyword search is its provision of the user with duplicates and unwanted results (false positives) thus increasing the data volume for the user. For this reason, Battistini et al. (2013) and Taylor et al. (2015) restrict their search to specific news archives to take advantage of a preselection of textual sources and further propose to adapt the used keywords based on previous results. This means, they manually identify keywords that have a high probability of occurring in either wanted or unwanted results and use these detected keywords to minimize false positives in further searches. In comparison, Innocenzi et al. (2017) use only one keyword—“frana” (landslide in Italian)—to avoid too many unwanted results; the remaining results are filtered manually. The other studies do not provide details to reduce unwanted results; however, Calvello and Pecoraro (2018) also use only “frana” as a keyword (albeit in singular and plural form), which may indicate the same reasoning behind this decision as reported by Innocenzi et al. (2017).

The overarching goal of the present work is to increase the productivity of digital data acquisition for any type of source with any number of keywords through automated reduction of irrelevant data; hence, the use of digital documents available on the Internet and related machine learning algorithms from the field of information retrieval (IR). After Manning et al. (2009), IR is defined as follows:

Information retrieval (IR) is finding material (usually documents) of an unstructured nature (usually text) that satisfies an information need from within large collections (usually stored on computers).

Therefore, an automated process chain is facilitated that processes vast amounts of potential documents on landslides to enable its user to handle them effectively. In this context,
questions that arise are if the method can reliably filter unwanted results and are the remaining results relevant for landslide inventories.

The present work further pursues the idea of digital data acquisition by extending an automated keyword search with automated extraction and classification methods for texts and images. Therefore, an automated process chain is established that monitors new entries on the Internet for landslide events and, at the same time, identifies and discards false positives. Moreover, multiple documents that provide information about the same event are identified automatically and hidden from the user until they are specifically requested. The present work applies these methods to German language texts in order to use the results for the “National Landslide Database for Germany” (Damm and Klose 2015; Kreuzer et al. 2017); however, these methods are meant to be applicable to other languages with minor modifications. Furthermore, in addition to an automated process chain for landslide document aggregation, this study assesses the quality and characteristics of its textual and visual results. For that reason, various information classes are introduced that are tested for their respective presence in the results, for example, location, magnitude, activity, and date of the respective landslide process. Moreover, an inventory map is compiled from the results of the process chain to present a practical example.

Methods

Automated digital data acquisition and processing

Established methods from the field of IR (Manning et al. 2009) are used to create an automated process chain for digital data acquisition and processing. A short introduction into the applied methodical principles of IR is given, since the target audience of this work might not be familiar with them.

Introduction to IR

For this study, the three main principles of information retrieval from texts are (i) tokenization, (ii) part of speech tagging (POS), and (iii) word vectoring. All three methods rely on statistically deduced insights about the respective language; for example, how is the relative occurrence of a certain word in the analyzed texts, how often does a specific word occur left or right from another specific word, or what is the likelihood for two specific words to occur together within a sentence. These results are stored in a corpus. The present work uses the publicly available “Leipzig Corpora Collection” for the German language (Goldhahn et al. 2012).

1. **Tokenization** means to decompose text into tokens. In the first order, these tokens are sentences, and, in the second-order, words. Sentence tokenization relies on statistical information for punctuation that means a sentence like “A landslide occurred near St. Louis.” is not split into two sentences because the cut-off point is mistaken for a full stop. Word tokenization further removes tokens that represent either punctuations or stopwords (words that occur very frequently in language texts, e.g., in English “a” and “is” are stopwords). That is because punctuation and stopwords are usually irrelevant for text analysis (Aggarwal and Zhai 2012). The purpose of tokenization is to compare two sets of tokens and for this reason, the tokenized words need to be reduced to their word stem, since languages use flexion to alter words in a grammatical context. Thus, two sentences should be very similar if they carry the same meaning and words but are, for example, written in different tenses. In this work, the word stemmer from Weissweiler and Fraser (2018) is used to acquire a set of stemmed tokens.

2. **Part of speech tagging** uses probabilities of word positions to determine the sentence unit they represent. For example, “slide” can be either a noun or a verb in the English language. In this case, a probabilistic decision has to be made based on the position of the word in the sentence. The present work implements a decision tree–based method with a reported accuracy of 96.36% (Schmid 1999).

3. **Word vectors** describe the semantic distance, i.e., similarity, of a word to all other words in the corpus. For example, the semantic distance from “politician” to “president” is very close; thus, when assessing word similarity, they could be considered equal. Moreover, word vectors allow for word calculations, e.g., statistically the occurrence of “mother” is strongly correlated, i.e., has a short distance, to the occurrences of “woman” and “child”; thus, “woman” + “child” ≈ “mother.”

Automated process chain

The automated digital data acquisition works in a timely manner. Textual sources that potentially describe landslides are processed as soon as possible after they are published. For evaluation of the process chain, digital textual sources have been collected between July 2017 and February 2019. The major steps of the automated process chain are outlined in Fig. 1 and described in the following:

A. **Define keywords.** Keywords are the most language-dependent item in the automation process. Their definition commonly stems from empiricism and knowledge about language ambiguity. In this case, the keywords come from science—mostly inspired by Cruden and Varnes (1996)—and media through previously conducted manual searches since 1998 (Damm and Klose 2015). Here, they are single words and logically “or”-combined; i.e., a result is found if any of the keywords occur in the document. The keywords have to be adjusted as often as the respective language changes. Since this is not expected to happen frequently, the adjustment is the only manual item in the process chain.

B. **Monitor the internet for newly published textual sources containing any of the keywords from step A.** Google LLC runs an alert service called “Google Alerts.” It provides a machine-readable interface, a so-called RSS-Feed, for documents freshly registered with Google Search. These documents also contain a logical “or”-combination of predefined keywords, here taken from step A. Google Alerts also uses word stemming to find documents with derivatives of the supplied keywords. The RSS-Feed always contains entries about the last 16 documents that were registered with Google. If a new document is registered with Google, the oldest document entry in the feed is deleted and the new document is inserted. Therefore, a custom-written program queries the RSS-Feed hourly.
Furthermore, the RSS-Feed contains only document metadata, i.e., title, short content description, publishing date, and the reference to the original source.

C. **Access the original source and extract more information**. The same program from step B accesses all original sources from the newly acquired content and searches them for sentences that are complete; i.e., the sentence has at least a subject, predicate, and object; has punctuation; and contains any keyword of step A. If a document does not contain a complete sentence, it is marked as irrelevant; otherwise, these sentences are added to the respective database entry for further analysis.

D. **Classify text and images**. For text classification, the multinomial naive Bayes algorithm is applied (Zhang 2005). The naive Bayes classifier is a supervised learning algorithm; i.e., before it can be applied, it is trained and verified with a pre-classified data set. Thus, for the first inception of the classifier for continuous use, the data collected from steps B and C has to be manually classified as invalid and valid data. “Valid” means the textual source is about a landslide event of interest (here any landslide event within Germany), “invalid” that it is not. After the manual classification, the aforementioned program randomly shuffles and divides the classified textual sources into two equally sized sets of documents and utilizes one set to train and the other in order to verify the classifier. The textual information comes from the title, the short description, and the additionally extracted sentences described in steps B and C. The basic principle behind the classifier is to count occurrences of tokenized words in classes of the training set and thus deduce the probability of specific words to indicate a specific class. The complementary probability of all assessed words indicates the resulting class. Subsequently, the classifier predicts classes for textual sources from the verification set. These predictions are then compared with the manual classifications. In addition to text classification, all images from textually valid documents are also automatically classified as valid and invalid through the method of logistic regression (León et al. 2007). In this case, “valid” means the image depicts an actual landslide and “invalid” that it does not. A prerequisite for image classification is that all images have the same size. In this case, all images are automatically resized to $640 \times 480$ pixels and converted to greyscale mode. The latter is important to reduce features for the classifier. This means, only the brightness of a pixel is taken into account, not the original color value. For classification, the pixel occurrences of an image are fitted against a logistic model. Based on the model parameters, the validity class of the image is deduced. Logistic regression classification is also a supervised classification like the naive Bayes classifier and, as such, was trained and verified analogous to text classification.

Both classification results are stored in the database entry of the document.

E. **Identify duplicates**. The automated duplicate identification compares the tokenized sentences from steps B and C against each other for similarity. If the similarity metric of the sentences from two different documents $X$ and $Y$ falls below a certain threshold, these documents are considered duplicates. Furthermore, the duplicate detection conjoints multiple results; thus, for documents $X$, $Y$, and $Z$, it follows that $X \equiv Y \land Z \equiv Y \Rightarrow Z \equiv X$

even though document $Z$ was not marked as a duplicate of document $X$ at first. Here, the “Fast Word Mover’s Distance” (WMD) (Kusner et al. 2015) is used to calculate the similarity metric through the sum of the word vector distances, see (iii), of the respective sentences. It also utilizes word calculations, so that multiple words can be compared with a single word and vice versa. Two completely equal sentences have a distance of 0. If a sentence is included in another sentence word but also with additional text, the WMD is not 0, even though it implies equality. Therefore, word tokens are removed from the longer sentence until both sentences have an equal number of tokens. Here, tokens that would increase
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the overall distance the most are removed first. The utilized similarity threshold is determined by manually identifying duplicates in the collected data set and testing their automated identification by systematically increasing the threshold value for as long as no false duplicates are detected. The start value for this procedure is the theoretical minimum distance of 0. So far, the logic of the algorithm leads to the declaration of the document that was published first as the primary source, of which all subsequently identified duplicates are later published documents. This is not practical, since the primary source should be the document with the highest information content. For this reason, the duplicate with the highest token count coming from complete landslide sentences extracted in step C and the most amount of valid landslide images detected from step D are marked as the primary source in the database. The duplicates are hidden but stay retrievable at any time and are not discarded.

Together, steps A–E provide the methodical approach for the automated process chain. Step A, as well as the training and verification of step D, and the threshold detection of step E do not have to be repeated for the continuous use of the process chain. However, since steps D and E rely on statistical results, periodic re-training might increase their performance, and thus, this is incorporated into the software design for the process chain.

Document quality assessment
The valid documents collected by the process chain from the “Automated digital data acquisition and processing” are brought into a qualitative context to motivate their usage in landslide inventories. Therefore, in case a document’s text or image is determined to relate to landslides, the next step consists of the identification of its precise content. Thus, thirteen attribute classes commonly used in landslide inventories are used to manually check the document (text or images) whether it contains any corresponding information. For example, a document could contain information about the attribute class “corrective measure” through an image that depicts a road cleanup or the text mentions a specific slope stabilization measure (text or images) through an image that depicts a road cleanup or the text mentions a specific slope stabilization method like the construction of a safety fence. Table 1 shows the list of the utilized attribute classes and expected content that needs to be found in the document’s text or images to be counted as fulfilling the respective information need. Additionally to the manual check for information in images as described above, images are also automatically scanned for information from their metadata. The most widely used standard for metadata in images is the “Exchangeable image file format” (Exif) developed by Japan Electronics and Information Technology Industries Association (2019). Specifically, Exif is a machine-readable file header attached to image files from digital cameras, including smartphones. For example, such metadata may contain any of the following: the geographic coordinates where the image was taken, the name of the location depicted in the image, the date the image was taken, or a short description of the image. Last, an inventory map is compiled from the results of the process chain. Therefore, the location information found during the aforementioned document review is manually cross-referenced with topographic maps in order to acquire coordinates and assess their respective accuracy. In this context, the determined coordinates are the midpoint of a circle encompassing all possible locations for the landslide event and its radius is used as an accuracy metric. This means, in case a document provides coordinates or the exact position is reliably inferred (e.g., with the help of photos or morphological constraints), the radius equals 0 (exact location). Moreover, for comparison purposes, the accuracy is specified by three “spatial confidence descriptors” modified after Calvello and Pecoraro (2018): exact (Sd1), less or equal than 500 (Sd2), and greater than 500 (Sd3).

Results
Automated process chain
Ten keywords (cp. Fig. 2) were defined that are nouns and are used in scientific or colloquial language; thus, the meaning of some keywords may be redundant. During the course of 87 weeks, from July 2017 to February 2019, the use of these keywords produced 4381 documents that were automatically collected from the Google Alert RSS-Feed. Out of these documents, 486 (10.95%) were manually classified as valid landslide sources. In Fig. 2, the performance of the ten keywords with respect to valid and invalid results is presented; particularly, five keywords are responsible for ≈96% of the valid documents.

For the given period of time, the weekly average for the number of the RSS-Feed provided documents lies at 5.51 for valid and at 44.84 for invalid documents; i.e., invalid documents are ≈8 times more frequent on average. The range of the number of provided documents lies between 7 and 134 documents per week. In Fig. 3, the time series of collected documents is shown for the year 2018.

With respect to the automated content extraction, complete sentences were automatically extracted from 2768 (63.18%) of the 4381 overall documents. Furthermore, the algorithm retrieved landslide images from the majority (54%) of the 480 valid documents (Fig. 4).

The classification results from the naive Bayes classifier for texts and the logistic regression for images are presented in two-class (valid/invalid) “confusion matrices” (Ting 2017). In these confusion matrices, relative agreement of correct and incorrect class predictions of the respective classifier with the actual manual classifications is shown. Specifically, the sum of the matrix’s main diagonal, and thus the overall agreement of valid and invalid classifications from automated and manual classification, corresponds to the accuracy of the classifier. Since the process chain algorithm discards exclusively invalid documents, only documents erroneously classified as invalid are lost for the process. Falsely classified valid documents are retained for the process; however, they increase the data volume unnecessarily. Table 2 shows the confusion matrix for the naive Bayes classifier and Table 3 for the results of the logistic regression on images.

Primary documents and their respective duplicates were manually and automatically identified. In Fig. 5, the respective results are presented. In the total sum of 480 detected landslide documents, a percentage of 43.51% are actual duplicates. In comparison, the algorithm identified 35.83% of the 480 landslide documents as duplicates, thus 86.12% of the manual identification. In this case, the value of 86.12% directly corresponds to the overall accuracy, since the algorithm does not produce any falsely identified duplicates with a document similarity threshold set to 0.89
Automated digital data acquisition and processing. It is emphasized that 93% of the primary sources have 3 duplicates or less.

All in all, during the test period of 87 weeks, the automated process chain yielded 385 potential landslide documents and 214 duplicates (error 8.24%). Furthermore, the automated process chain provided 297 images of landslide events (error 4.09%) out of these documents (including duplicates).

### Quality assessment

In Fig. 6, the results of the quality assessment after 2 are presented for the manually identified valid results: 480 landslide documents (271 primary sources and 209 duplicates) and their respective 259 images.

Almost all texts contained information on location and date of the landslide event (94% and 96% respectively). Date and location information for images (Fig. 6) are provided by the corresponding image metadata. Overall, the metadata of 18 (6.56%) images provided a date when the image was taken. Metadata for the location of the subject of the image was present in 11 (4.35%) images; in 1 of these cases, the metadata provided geographic coordinates, and the other 10 cases provided geographic names.

During the quality assessment, the locations of 201 landslide events were discovered and cataloged in an inventory map (Fig. 7).

### Discussion

Particularly relevant for the discussion are the works of Taylor et al. (2015) and Innocenzi et al. (2017). Both publications provide a detailed evaluation of their respective acquisition process. Other works (Battistini et al. 2013; Klimš et al. 2017; Calvello and Pecoraro 2018; Voumard et al. 2018) focus on (automated) analysis of data rather than acquisition processes and thus do not provide details that would be needed for a comparison here. This is also the case for works from other fields of research like medicine (Weichelt et al. 2018).

In principle, Innocenzi et al. (2017) applied steps A and B from the proposed process chain, whereas the remaining steps were manually implemented. Taylor et al. (2015) applied step A in a more extensive manner; their additional search for a logical combination of keywords to reduce irrelevant results can be seen as a modification of a naïve Bayes classifier, where every word has a

| Name                 | Document content                        |
|----------------------|-----------------------------------------|
| Activity             | Concerns/facts about an ongoing process  |
| Corrective measure   | Type of corrective measures              |
| Cost                 | Actual/estimated costs for damages or corrective measures |
| Damage               | Damaged objects/persons                  |
| Date                 | Date of occurrence                       |
| Lithology            | Lithology involved                       |
| Location             | Coordinates/geographic names             |
| Magnitude            | Actual/estimated landslide volume        |
| Morphometry          | Extent, depth, or gradient               |
| Movement speed       | Estimated speed/timespan of the event    |
| Preparatory factor   | Previous destabilizing conditions/incidents |
| Trigger              | Directly preceding event                  |
| Type                 | Process or block size                    |

| Table 1 | Common landslide attribute classes whose presence is examined in texts and images from the automated process chain to assess the respective document’s eligibility for landslide inventories |
|---------|--------------------------------------------------------------------------------|
| Name    | Document content                        |
|---------|-----------------------------------------|
| Activity | Concerns/facts about an ongoing process  |
| Corrective measure | Type of corrective measures              |
| Cost     | Actual/estimated costs for damages or corrective measures |
| Damage   | Damaged objects/persons                  |
| Date     | Date of occurrence                       |
| Lithology | Lithology involved                       |
| Location | Coordinates/geographic names             |
| Magnitude| Actual/estimated landslide volume        |
| Morphometry | Extent, depth, or gradient               |
| Movement speed | Estimated speed/timespan of the event    |
| Preparatory factor | Previous destabilizing conditions/incidents |
| Trigger  | Directly preceding event                  |
| Type     | Process or block size                    |

(271 primary sources and 209 duplicates) and their respective 259 images.

In Fig. 6, the results of the quality assessment after 2 are presented for the manually identified valid results: 480 landslide documents (271 primary sources and 209 duplicates) and their respective 259 images.
The probability of 100% to refer to a specific class. Thus, Taylor et al. (2015) partly applied step D semi-automatically, whereas steps B, C, and E are applied manually. Table 4 gives an overview of the respective automated and manual steps from the process chain. The comparison is for textual sources only, since neither of Innocenzi et al. (2017) nor Taylor et al. (2015) report results for images.

In general, the keyword search is language-specific; however, common principles apply and motivate a deeper comparison with studies of different languages. The present work found 10 German keywords producing 3172 results of which 2855 (90.01%) were irrelevant for the year 2018. Innocenzi et al. (2017), who used the same monitoring service (Google Alerts) using one Italian keyword, produced 2737 results on average per year (10947 during the years 2012–2015) with 17.14% irrelevant documents (1876 during the years 2012–2015). In comparison, Taylor et al. (2015) identified 27 search terms for the English language, of them 8 must not occur in the document. In the case of the year 2006, these 27 search terms produced 711 documents of which 167 were irrelevant. Thus, the strategy to reduce irrelevant results by logical combination of search terms produced 23.50% irrelevant results (Table 5).

Compared with the present work, Innocenzi et al. (2017) report a lower number of irrelevant results in one year, even though they apply the same monitoring service and report a similar overall result count. In this case, only one Italian keyword was used to specifically produce such a low number of results. Corresponding to this strategy, if the present work would only use the most productive keyword with the least irrelevant results, i.e., “Hangrutsch” (scientific term for landslide in German), the relative number for irrelevant results would decrease by ≈50% (cp. Fig. 2). The relatively small difference in absolute numbers, i.e., one Italian keyword produces almost as much results as the four most productive German keywords, might be due to the larger absolute number of landslide events with impact in Italy. For example, the estimated annual losses caused by landslides are 3.9 billion Euros for Italy but only 0.3 billion Euros for Germany (Klose et al. 2016). The number of results for Italy would therefore increase if more than one keyword was used, especially keywords for different landslide processes. In this context, the respective keywords of the present work provide a diverse distribution of results. Thus, there are keywords that predominantly produce either relevant or irrelevant results (cp. Fig. 2). For example, as mentioned above, “Hangrutsch” (lit. trans. slope slide) is a scientific term for landslide in German which is rarely used colloquially; it produces ≈57.38% relevant results (22% from all relevant results). Its colloquial pendant is “Erdrutsch” (lit. trans. earth slide), which
produces eight times more irrelevant than relevant results; e.g., it is also used for the analogue to the English political term “landslide victory.” In contrast, the term “Steinschlag” (lit. trans. rock fall) is a scientific as well as colloquial term; however, most of the time it refers to the damage in colloquial language but it always refers to the process in scientific language. As a result, many “Steinschlag” results come from documents which refer to object damages (specifically windshields) from gravel or stones flung by machines (specifically cars) or persons—it produces $\approx 97\%$ irrelevant results (35% of all irrelevant results).

Other reasons for irrelevant results are mentions of slope security measures without a preceding landslide event, confusion of erosion or floods with landslide processes, warnings on possible landslides, advertisement for insurances of natural hazards, entertainment, and landslide events outside the region of interest. For example, in 2018, the above average number of irrelevant results for the weeks 21 to 23 (cp. Fig. 3) come from reports about deaths during landslide events triggered by monsoon rain events in (sub-)tropical regions.

Table 2 Confusion matrix for text classification with the naive Bayes classifier. The overall accuracy (= trace of the matrix) in italics in the lower right corner

| Predicted (%) | Valid | Invalid |
|---------------|-------|---------|
| Actual (%)    |       |         |
| Valid         | 13.40 | 3.94    | 17.34   |
| Invalid       | 8.24  | 74.42   | 82.66   |


| n = 2768 | 21.64 | 78.36 | 87.82 |

Table 3 Confusion matrix for image classification with the logistic regression classifier. The overall accuracy (= trace of the matrix) in italics in the lower right corner

| Predicted (%) | Valid | Invalid |
|---------------|-------|---------|
| Actual (%)    |       |         |
| Valid         | 58.99 | 2.23    | 61.22   |
| Invalid       | 4.09  | 34.69   | 38.78   |

| n = 432 | 63.08 | 36.92 | 93.68 |

Taylor et al. (2015) do not report in what quantity irrelevant results could be reduced by their logical keyword combination. However, their relative number for the reported irrelevant results of 23.50% for the year 2006 and 19.24% for the “landslide year” 2012 exceeds the 8.24% of the naive Bayes classifier from the proposed automated process chain (cp. Table 2). The same can be stated for Innocenzi et al. (2017) with 17.14% of irrelevant results. Furthermore, the naive Bayes classifier discards 3.94% of results that were falsely classified as irrelevant (Table 2). In contrast, Innocenzi et al. (2017) report 8% unidentified landslide events, and Taylor et al. (2015) do not report a possible loss of landslide documents due to the logical combination of search terms.

Since no naive Bayes classifier has been implemented specifically for landslide documents, the overall accuracy can only be compared with the results from other applications. For example, a common application of a naive Bayes classifier is email spam detection. In this context, the result of 87.82% overall accuracy for the classifier in the present work (Table 2) is worse than many reported spam filter classification accuracies that are mostly in the mid-90% range (Rusland et al. 2017). Although spam documents are designed to actively avoid identification as such, documents about landslides are not. Here, the main difference between both applications of the classifier is based on the fact that the landslide classifier considers only landslides from a specific geographic region as valid, while spam filters generally do not operate with such a geographic restriction. Specifically, the applied process chain (“Automated digital data acquisition and processing” section) produced 286 documents that contained information on landslides that occurred in other countries than Germany and where thus manually classified as invalid. Then, during the training phase of the classifier, the classifier decreases the probability of words that actually indicate a landslide event because the event is not within the region of interest. This affects all landslide document classifications and is probably one reason for the relative underperformance compared with email spam filters. Another source of error could be because of the text selection for the landslide classifier. Here, the process chain selected grammatically complete sentences that contain any of the predefined keywords (cp. Fig. 1). Thus, documents that contain only grammatically incomplete headlines, e.g., news aggregators, are principally avoided. Furthermore, the keyword requirement ensures the topic of the sentence is on landslides; however, this restriction could miss other landslide-relevant sentences, which otherwise would increase the performance of the classifier.

The image detection of the automated process chain performed generally better than the textual part. Compared with the naive Bayes classifier with an accuracy of 87.82%, the logistic regression detected relevant images with an accuracy of 93.68%. This meets the expected range of results according to image logistic regression classifications as used in other applications (León et al. 2007). Since only images from relevant documents are classified, the image classifier is not restricted by its geographic location; it solely decides whether an image depicts a landslide event or not. This fact further underlines the assumption that the naive Bayes classifier would perform better without a geographic restriction for the relevancy of the documents. A manual review of the irrelevant images showed that they are usually logos or archive footage.
The duplicate detection could reduce the data volume about 35.73% with 86.12% accuracy (cp. “Automated process chain” section). However, the duplicate detection algorithm is not designed to identify different documents that are about the same landslide event; it assesses the textual similarity of documents with each other. The algorithm works under the assumption that documents are often secondary sources and thus have a strong textual resemblance if they utilized the same original source. This is in contrast to Taylor et al. (2015) and Innocenzi et al. (2017) who report on manually identified “same event documents” that can be worded very differently. Taylor et al. (2015) found 43.30% “same event documents” and Innocenzi et al. (2017) found 86.86%. Given the different principals of the presented algorithm and manual identification, it follows that manual duplicate identification performs always better. Yet, the here-presented duplicate identification succeeds in its purpose of data reduction. Additionally, duplicates are optional data reductions, since they are not discarded like irrelevant results but are attached to the primary source. The data analyst can decide for himself whether the duplicates are accessed for cross-checking or not. Furthermore, in the amount of the 172 automatically identified duplicates in our study, there are 113 (65.70%) whose tokens were identical with the primary source. This usually indicates the reuse of content provided by news agencies. After all, the predominant source type (~80%) of the monitoring service are news articles, which are also known to primarily report on “landslides with consequences” (Guzzetti et al. 2003, p. 472). On the one hand, this introduces a data bias; on the other hand, the amount of identified duplicates correlates with the involvement of the consequences. Specifically, the highest duplicated documents with 9, 11, and 14 duplicates (cp. Fig. 5) report on the reopening of a large, touristic attractive bathing lake after it was closed because of a landslide event, an important railway obstructed by a landslide, and a landslide event with fatalities. In comparison, a randomly selected document with only one duplicate is about a closed hiking trail. Images have not been tested for duplication, since it is assumed that duplicated images result from duplicated documents.

The automated process chain is implemented with a monitoring service under the assumption of a “living” landslide inventory, which continuously gets new landslide events added as they happen. Thus, the time series of detected landslide documents presented in Fig. 3 approximately corresponds to the time series of landslide occurrences. This enables immediate investigations of the reported landslide in a fresh state, e.g., by field survey, in order to acquire as much information as possible (Dikau et al. 1996; Lu et al. 2011). The timely manner of the monitoring service also very likely increases the performance of duplicate detection with the assumption that the likelihood of two documents being duplicates decreases with an increasing time gap between them. Nevertheless, the monitoring service works only in a timely manner for digital publishing, yet the initial publishing date of a document and its digital publishing date do not always coincide. Other temporal detachments are (news) updates on past landslide events, e.g., repairs of a landslide damage that have been finished years after the event. This temporal detachment exemplifies that a timely monitoring service is not a prerequisite for the application of steps C–E (cp. Fig. 1). Therefore, step B can be replaced by any keyword search and thus increase the possibilities for the process chain’s application. For instance, Pennington et al. (2015) applied the keyword search proposed in Taylor et al. (2015) to social media content.

The results of the quality assessment described in the “Document quality assessment” section give an overview of the information type that can be expected from digital data acquisition for landslides. Specifically, the results shown in Fig. 6 underline the importance of image analysis as a complementary information source to text analysis. For example, corrective measures can be seen 2.5 times more often on images than in texts. Given that 34% of all images are irrelevant (Fig. 4), images need to be filtered as
well as texts for an effective data reduction method. Moreover, image metadata inspection promised a simple and automatable way of information extraction; however, the results are underwhelming since only 6.56% of images contained relevant metadata (see "Quality assessment" section). Although it is reasonable to assume that the majority of digital cameras can provide metadata for their images, it is thus assumed that the absence of metadata in the extracted images is intentional but for unknown reasons.

In general, the documents have the same principal information problems as any other textual or visual source (Wills and McCrink 2002; Guzzetti et al. 2003). For example, attributes that were found in less than 10% of the documents are activity, lithology, and movement speed. These classes need expert assessment that is often not available to the authors of the documents.

Notwithstanding the aforementioned problems, an inventory map was compiled with 22.40% exact landslide locations (Sd1) that may be appropriated for detailed process analyses (Ermini et al. 2005; Terhorst and Kreja 2009). Moreover, of all detected locations, 73.77% (Sd1 + Sd2) provide an accuracy commonly used for dispositional analyses (Aleotti and Chowdhury 1999; Neuhäuser et al. 2012; Manzo et al. 2013; Klose et al. 2014). Since other works successfully use inventories with an accuracy at the scale of municipalities, even Sd3 locations can be considered for susceptibility assessments (Battistini et al. 2013; Calvello and Pecoraro 2018).

Conclusions
The present work introduces a method to automatically filter large amounts of irrelevant data during digital data acquisition for landslide inventories. Compared with manual methods, the
The automated process chain eliminates personal idiosyncrasies and human error and replaces it with a quantifiable machine error. The applied individual algorithms for natural language processing, information retrieval, and classification have been tried and tested in their respective fields. Thus, they are widely available as program libraries and can be easily utilized for custom software of the process chain. Furthermore, all languages on which these algorithms are applicable can be used with the proposed method. Additionally, inventories who do not primarily rely on textual data can still profit from the timely design of the process chain, since it enables prompt morphological investigations (e.g., field survey or remote sensing data) to expand on the document results.

Even though the results of the automated process chain leave room for improvement, the process chain is already suitable for practical application with minimal information loss and strong data reduction. Thus, self-imposed restrictions to avoid large data volumes during digital data acquisition become less important.

The remaining problem pertains to a subpar classification performance for texts. This is supposedly due to geographic restrictions, but without a geographic restriction, there is still a language restriction on the documents. This means that the majority of the results are indirectly steered to be within language borders. Thus, users of the process chain who want a country-specific restriction, therefore, operate with a language that does not transcend national borders will most likely have better classification performances.

In general, future works should investigate the performance of other classification algorithms, e.g., from the family of neural networks, and analogous, other similarity metrics for duplicate identification should be tested. The final step for a completely automated digital data acquisition is the automatic extraction of the document’s information. A prerequisite for this step is a clear definition of the information type in the document search; here established attribute classes provide an applicable starting point. On behalf of information extraction itself, a variety of methodologies, for example, rule learning-based, classification-based, or sequential labeling–based methods exist. The classification-based methods can be implemented with the here presented classification algorithms. In the case of a successful application, landslide inventories are automatically populated with data and promise to be a comprehensive, highly effective, up-to-date base for landslide research.
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**Table 5** Number of results for keyword searches during one year: this study for the year 2018, Innocenzi et al. (2017) annual average of the years 2012–2015, and Taylor et al. (2015) for the year 2006

| Work              | Keywords | All results | Irrelevant results |
|-------------------|----------|-------------|--------------------|
| This study*        | 10       | 3172        | 2855 (90.01%)      |
| Innocenzi et al.* | 1        | 2737        | 470 (17.14%)       |
| Taylor et al.†    | 27       | 711         | 167 (23.50%)       |

*Results from a pool of all documents registered with Google Search via Google Alert
† Results from Nexis UK (newspaper) archive
