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Figure 1: Extracted frame from our proposed tracking method applied to a wide-angle view soccer video sequence.

ABSTRACT
In a soccer game, the information provided by detecting and tracking brings crucial clues to further analyze and understand some tactical aspects of the game, including individual and team actions. State-of-the-art tracking algorithms achieve impressive results in scenarios on which they have been trained for, but they fail in challenging ones such as soccer games. This is frequently due to the player small relative size and the similar appearance among players of the same team. Although a straightforward solution would be to retrain these models by using a more specific dataset, the lack of such publicly available annotated datasets entails searching for other effective solutions. In this work, we propose a self-supervised pipeline which is able to detect and track low-resolution soccer players under different recording conditions without any need of ground-truth data. Extensive quantitative and qualitative experimental results are presented evaluating its performance. We also present a comparison to several state-of-the-art methods showing that both the proposed detector and the proposed tracker achieve top-tier results, in particular in the presence of small players.
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1 INTRODUCTION
Tracking data is nowadays a crucial information for professional sport teams. There is a growing demand for automatic statistic collection and analysis of soccer matches. Along with event data, player tracking data is a fundamental information to build automatic action understanding.

In this work, we aim to construct a simple and efficient soccer player tracking system that can be quickly and easily used after capturing a game. It is able to detect and track even in challenging scenarios such as the frame of the video shown in Figure 1. In such a camera setting, where a single wide-angle fixed camera is placed roughly at the center of the field, all players are visible in the video, which makes possible to track all of them during the whole game with just a single camera. However, this kind of view renders very small and low-resolution players on the image, making both their detection and their individual identification for tracking highly challenging. An alternative could be to use 4K images, as in [51], in order to obtain higher-resolution players, but this solution is not always available and it leads to very time-consuming algorithms.

In order to realize tracking in videos, recent proposals use a frame-wise detection in a first step followed by an association step that links detections in consecutive frames. The effectiveness of those methods heavily relies on the accuracy of the object detector. Our proposed method follows this same strategy while being robust.

Figure 1: Extracted frame from our proposed tracking method applied to a wide-angle view soccer video sequence.
to the aforementioned drawback: in a first stage we train, without any manual annotations, a soccer player detector capable of recognizing small players and then we establish associations among the previous detections, again following a self-supervised approach.

Numerous Deep Neural Networks (DNN) architectures [32, 41, 42] for object detection have been widely studied in the literature and achieve remarkable results. A first straightforward approach to detect players would be to use a pretrained object detection model, trained on a general dataset, like COCO [31], and to extract the human-class detections. We show in the supplementary material an application of a Faster R-CNN ResNet-50 FPN model pretrained on COCO [31], applied to a typical image of a soccer game. When these models are applied to detect players in usual soccer games videos, their performance is strongly affected. The reasons are numerous and include soccer player singular appearances, small relative size of far away players, presence of numerous non-player humans (like spectators, coaches), motion blur or strong occlusions.

For all these reasons, DNN models for soccer player detection are usually supervised, i.e., trained on ground-truth player positions. However, the manual annotation of bounding boxes is costly and time-consuming. To the best of our knowledge, no dataset of annotated soccer games, in various illumination conditions and scenarios has been made publicly available. Thus, we opt for a self-supervised strategy.

Our goal is to automatically achieve a knowledge transfer from a pretrained general human detector to a soccer player detector, without any manual annotation on the soccer images. Our final model is able to detect very small players, avoiding other humans present on the image (like spectators or coaches). Our approach is end-to-end as it takes as input the image without any pre-processing step and outputs the player positions. Figure 1 illustrates a detection result using our proposal. As it can be observed, small-size players are successfully detected. Additionally, in the same figure we illustrate the tracking result using different colors for the video frame bounding boxes corresponding to different tracking identities. To summarize, the contributions of our work are:

- A soccer player detector and tracker for wide-angle video games.
- A training method that does not require ground-truth data and learns a detector and a tracker that are accurate and robust to small players.
- An ablation study with a thorough quantitative analysis of all the steps of the proposed training procedure and its benefits for the final proposed detector and tracker, including a comparison with state-of-the-art methods.

The outline of the paper is as follows. Section 2 reviews the related work. Section 3 presents the proposed method for detection and tracking, with the main details on the model and architecture (more detailed information can be found in the supplementary material). An experimental evaluation of the proposed method together with a comparison to previous works is given in Section 4. Finally, conclusions are drawn in Section 5.

2 RELATED WORK

In this section, we survey the main proposed methods and deep architectures for object detection and tracking, in particular for small-size objects, and their applications to sport analysis.

Object detection with deep learning. CNNs have considerably improved the accuracy on object detection. Two families of detectors are currently popular: First, region proposal based detectors R-CNN [17], Fast R-CNN [16], Faster R-CNN [42] and, second, detectors that directly predict boxes for an image in one step such as YOLO [41] and SSD [32]. The goal of region proposal based detectors is to find regions of interest in the image that might contain an object and extract CNN features to classify them. Faster R-CNN [42] merges region proposal and classification phases into a single and end-to-end model that is faster and more accurate than the previous one. Feature pyramid networks (FPN) [30] were built on top of R-CNN systems to enhance their capacity to detect objects of varying sizes. They exploit the inherent multi-scale, pyramidal hierarchy of the CNN backbone of these networks to construct a pyramid of features. R-CNN sub-networks are then built on these semantically-strong multi-scale backbones. However, FPN models still show limited performances for detecting small objects.

Self-supervised domain adaptation for Object Detection. Some works have developed strategies to tackle the absence of annotated data for object detection in a particular domain. For example, some approaches use synthetically generated training images [20, 21], which are not competitive in the context of soccer. Similar to us, [9] uses a distillation framework to transfer the knowledge of a teacher network pretrained on the source domain to a student on the target domain. This simple approach has the advantage of not requiring any annotated data in the target domain. [45] proposes to improve the distillation by adding additional temporal consistency information obtained via object tracking.

Small object detection. Several methods based on generating new and challenging data have recently been proposed to enhance the capacity to detect small objects. Some works propose small object data augmentation: [24] copy-pastes small objects and [32] directly performs a zoom out operation on training images. Other methods leverage generative adversarial strategies to generate either super-resolved feature representations [29] or super-resolved image patches [1]. Besides, several works (e.g. [18, 43]) use context information surrounding the object proposal to improve their understanding.

Soccer player detection. Many non deep learning methods have been developed to detect soccer players [36, 46]. Classical approaches can be divided into two groups: blob-based approaches relying on background subtraction [12, 35] and feature-based classification methods [22, 34]. Beyond, deep learning approaches have exhibited great capacity in render more robust methods in many contexts. Probably due to the lack of publicly available annotated data, most of the sport player detection algorithms use the mentioned pretrained deep learning human detector models without fine-tuning on the specific sport scenario [5, 48, 51]. Some methods like [25, 33] devise specific CNN architectures for player detection. To train their models, [33] manually annotates images from two soccer games and [25] uses these annotations as well as the annotated game given by [11]. Their models are trained and tested, respectively, on two and three games only. This is insufficient in order to capture the visual variability of soccer games with e.g. various team color, player sizes, different stadiums or weather conditions. A method for detecting small players in soccer applied on multi-view videos is proposed by...
We propose a self-supervised soccer player detector and tracker that mainly consists of a first step where the objects are detected (see \[8, 28, 36\] for a detailed review). As previously mentioned, one of the most popular strategies for MOT is tracking by detection which mainly consists of a first step where the objects are detected followed by an identification step where the same object is matched through time and joined in individual trajectories. For instance, \[2\] proposes to adapt a state-of-the-art detector network into a tracker under the assumption that the target objects slightly move between consecutive frames. Then, a re-identification step trained on ground-truth tracking data is added to improve the results. Other approaches use graph-based algorithms for the tracking step (e.g., \[4, 27, 52\]). The so-called single-shot methods aiming to jointly detect and identify the targets have recently gained a lot of attention \[4, 13, 49, 54\]. In \[49\] a single network integrates both the detector and an embedding model for identification. Similarly, \[13\] processes two consecutive frames and generates two-frame tracklets that are afterwards combined into multi-frame tracks. A group of MOT methods leverage pose estimation of humans for tracking purposes \[15, 37, 40, 50\]. However, tracking strategies based on human pose exhibit difficulties as they struggle in correctly estimating pose for low-resolution persons such as the small players that usually appear in real wide-angle soccer videos, as tackled in this work.

Multi-object tracking. Multiple Object Tracking (MOT) refers to the task of estimating trajectories over time of multiple objects (see \[8, 28, 36\] for a detailed review). As previously mentioned, one of the most popular strategies for MOT is tracking by detection which mainly consists of a first step where the objects are detected followed by an identification step where the same object is matched through time and joined in individual trajectories. For instance, \[2\] proposes to adapt a state-of-the-art detector network into a tracker under the assumption that the target objects slightly move between consecutive frames. Then, a re-identification step trained on ground-truth tracking data is added to improve the results. Other approaches use graph-based algorithms for the tracking step (e.g., \[4, 27, 52\]). The so-called single-shot methods aiming to jointly detect and identify the targets have recently gained a lot of attention \[4, 13, 49, 54\]. In \[49\] a single network integrates both the detector and an embedding model for identification. Similarly, \[13\] processes two consecutive frames and generates two-frame tracklets that are afterwards combined into multi-frame tracks. A group of MOT methods leverage pose estimation of humans for tracking purposes \[15, 37, 40, 50\]. However, tracking strategies based on human pose exhibit difficulties as they struggle in correctly estimating pose for low-resolution persons such as the small players that usually appear in real wide-angle soccer videos, as tackled in this work.

3 METHOD
We propose a self-supervised soccer player detector and tracker that can be applied to wide-angle video games since it is robust to small players. Our method is specialized in soccer and does not require any labeled data. Our pipeline follows two steps: first a soccer player detection and then a tracking based on the detection results. In Section 3.1, we describe the detection framework which consists of the successive training of a teacher and a student for domain adaptation and knowledge distillation. Then, in Section 3.2, we describe the tracking framework which uses the very same detector to build player trajectories using spatial and visual consistency.

3.1 Soccer player detection
Our first goal is to train an accurate player detector. To do so, we specialize an object detection model, trained on a general dataset, in the detection of soccer players, without any further manual annotations. From a set of non-annotated training soccer images, denoted by \(X\), we adopt the following three-step training process also illustrated in Figure 2:

1. Label the set of training images \(X\) with a pretrained human detector denoted as the initial teacher network \(T^{\text{init}}\). This set of initial noisy annotations \(T^{\text{init}}(X)\), are automatically corrected by suppressing False Positives and adding False Negatives resulting in a new set of labels \(Y^c\).
2. Fine-tune the initial teacher network on these corrected annotations \(Y^c\) in order to get the final teacher network \(T^f\) and its corresponding set of annotations \(T^f(X)\).
3. Distil the knowledge of the teacher \(T^f\) to a smaller and faster student network \(S\) which is our final accurate detector.

The baseline object detector we use is the well-known Faster-RCNN \[42\] network with Feature Pyramid Network (FPN) \[30\]. It is widely used in the literature due to its robustness to various object sizes while keeping low inference time. We use, respectively, ResNet50 and ResNet18 backbones for the teacher and student networks. We want our whole domain adaptation process to stay general so that it can be easily applied to any other object detection model. Therefore, we do not apply hard changes to the original FPN Faster-RCNN architecture. We adapt some parameters to make the model more sensitive to small players while keeping a reasonably low inference time. More details about the parameter choices can be found in Section 4.4 and in the supplementary material.

3.1.1 Automatic self-labeling of the training images. Our training images \(X\) are unlabeled TV broadcast soccer videos taken from a subset of the SoccerNet dataset \[14\]. More details about the dataset can be found in Section 4.1. We extract from \(T^{\text{init}}(X)\) the human annotations with a confidence higher than \(\sigma = 0.8\). These annotations are then post-processed by the following two steps.

Field detection. Most of the False Positives consist of detections of supporters and coaches. We use a combination of field and line detection to avoid them. A first field mask is computed through green filtering and contour detection. To detect the line we use the pix2pix line extraction model of \[6\]. An example can be found in the bottom-left corner of Figure 2. Additional details and results can be found in the supplementary material. Finally, all the detected
We propose a tracking approach to associate the previous detections with the new ones. This is realized via green filtering, contour detection and human detection in the regions of the contours with appropriate size. Detailed information can be found in the supplementary material.

### 3.1.2 Fine-tuning of the teacher network on the corrected annotations.

We perform a fine-tuning of the teacher $T^\text{init}$ network on the corrected annotations $Y^c$. For training, we use the same loss as in [42]. Let us denote this detection loss by $L_{\text{detection}}$. This first retraining step will enable the big teacher network to first adapt to the new domain before transmitting the knowledge to a smaller student network. As shown in Section 4, this procedure improves the final student accuracy.

### 3.1.3 Training of the student network.

**Student $S$ architecture.** We propose one small modification of the student $S$ architecture to make the model consider the context surrounding a detection before assigning it a bounding box. More precisely, we follow the idea proposed by [43] and incorporate the context region enclosing each proposal in the decision process. This is done by concatenating to the feature maps of an extracted region of interest bounding box, the feature maps of this same box enlarged by a factor of 4. As explained in [43], adding the contextual regions is likely to help the detection of small objects.

**Down-scaling of the training images.** As explained in the introduction, the goal of our object detector is to be robust to small bounding boxes with a proportion of the area in the field mask lower than 0.3 are discarded. Note that in practice this post-processing is also used to correct the $T^f(X)$ annotations.

Adding missed players to the training data. We also add missed detections to the training data through a blob detection strategy. This is realized via green filtering, contour detection and human detection in the regions of the contours with appropriate size. Detailed information can be found in the supplementary material.

### 3.2 Soccer player tracking framework

We propose a tracking approach to associate the previous detections between consecutive frames. Our method is unsupervised, accurate for small players, simple and fast. It is only based on our player detector model. Given a video sequence $\{u_t\}$, where $t$ denotes time, we define a player trajectory as a finite list of ordered player bounding boxes $T_k = \{b_t^k, b_{t+1}^k, \ldots\}$. Here we assume that $0 \leq t_1 < t_2 < \ldots$. At each frame $u_t$, we compute the set of potential bounding boxes $B_t = \{b_t^1, b_t^2, \ldots\}$ by running our player detector $S$ and gathering all the annotations $S(u_t)$ with a confidence higher than $\sigma_{\text{track}} > 0$. To extract the player trajectories from these bounding boxes, we propose to consider two successive steps, explained in the following subsections.

#### 3.2.1 Spatial consistency association.

We first rely on spatial consistency, i.e., if two bounding boxes from the current and the previous frames are adjacent we consider them to belong to the same target. Formally, at $t > 0$, for each player bounding box $b_t^i$ in $B_t$ if there is a unique bounding box $b_{t-1}^j$ in $B_{t-1}$ such that the intersection-over-union between these two bounding boxes satisfies $\text{IOU}(b_t^i, b_{t-1}^j) > \tau_{\text{iou}}$, these detections are associated to the same track. In case $b_{t-1}^j$ is associated to two different players in $B_t$, these associations are discarded. Once a bounding box at frame $t$ is associated to a track, it is removed from $B_t$. However, as explained in [37] and [2], the above criterion is based on the assumption that the tracked target has significant overlap between two successive frames. This assumption is not satisfied in some cases such as in low frame rate, fast player movements, or intense camera shifts. Furthermore, in the presence of crowded scenarios with partial occlusions between players, the IOU measure is not satisfactory. For these reasons, we consider a complementary visual consistency measure.

#### 3.2.2 Re-identification and visual consistency.

The players from frame $u_{t-1}$ non directly associated with those from frame $u_t$ with the previous criterion are first considered to be lost. We store killed (deactivated) tracks for a fixed number of $N_{\text{reid}}$ frames. We then use a visual embedding extracted from the player detector network to compare the visual appearances of the remaining bounding boxes in $B_t$ with the deactivated tracks. Using an additional ResNet50 like [2] would be time consuming, so we prefer to use the player detector model to extract visual information. The advantage is that this information is already freely available for each detection.

We propose to keep the original player detector $S$ architecture and to directly extract the embedding features given by ROI pooling of the region proposals. However, a fine-tuning of the network is needed to make the individual features discriminative enough between players. Let us remark that we found that modifying the architecture by adding in parallel to the ROI head, a Siamese “Tracking head” ([47]) did not improve the quality of the final extracted embedding. Our proposed method remains simple and enables to unify detection and association, without any change in the architecture of the detector.

In principle, this fine-tuning would require training ground-truth data. Due to the absence of such data in soccer, we propose to use the following unsupervised approach:

1. Use annotations $B_t = \{b_t^{k_1}, b_t^{k_2}, \ldots\}$ given by the teacher $T^f$.
2. Generate trajectories $\{T_k\}$ only with the spatial consistency association method explained in Section 3.2.1.
3. Keep only long enough trajectories, i.e. those where $|T_k| > 5$ frames.

We fine-tune the student network $S$ on this data with a triplet loss, using the batch hard strategy introduced in [19]. Given a small training sub-sequence of $N$ consecutive frames, we randomly sample $K$ player tracks, and then randomly sample $T$ detections for each track. This ensemble of detections forms a batch of $KT$
samples. We define the triplet loss over this batch as:

$$L_{\text{triplet}}(\theta) = \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} \left[ m + \max_{u=1..T} ||f_\theta(b^k_t) - f_\theta(b^u_t)||_2 - \min_{i=1..K,u=1..T,i\neq k} ||f_\theta(b^k_t) - f_\theta(b^i_t)||_2 \right] +$$

(1)

where $m > 0$ denotes the margin (in practice, we use $m = 2$), $||f||_2 = \sqrt{\sum f_i^2}$, for $f \in \mathbb{R}^M$, and $[x]_+$ denotes, as usual, the maximum between a real value $x$ and $0$. $f_\theta$ takes a bounding box as input and outputs the resulting identification vector. $\theta$ denotes the weights of the backbone and ROI pooling layers.

In parallel, we need to back-propagate the detection loss in order not to lose the ability of the network to detect players. The detection loss, $L_{\text{detection}}$, is computed with the teacher network annotations (see Section 3.1), with respect to the whole network parameters $\theta$ and it is summed over the $N$ frames of the working sub-sequence. The final training loss is $L(\theta) = L_{\text{detection}}(\theta) + L_{\text{triplet}}(\theta)$.

**Tracking inference.** For inference, we match the remaining elements in $B_t$ with the deactivated tracks by the Hungarian graph bipartite matching algorithm [26]. The distance between $b^k_t$ and a killed track $T_k = \{b^k_1, b^k_2, ..., b^k_T\}$ is averaged over the last elements of the track. We define the single association cost between $b^k_t$ and one player $b^k_j$ of the track as a combination of visual and spatial distances:

$$C(b^k_t, b^k_j) = \alpha D_{\text{visual}}(b^k_t, b^k_j) + (1 - \alpha) D_{\text{spatial}}(b^k_t, b^k_j)$$

(2)

where $0 \leq \alpha \leq 1$, $D_{\text{visual}}(b^k_t, b^k_j) = ||f_\theta(b^k_t) - f_\theta(b^k_j)||_2$, $D_{\text{spatial}}(b^k_t, b^k_j) = ||x_c(b^k_t) - x_c(b^k_j)||_2$, and $x_c(b)$ denotes the center point of a bounding box $b$. A player-track association is established under two additional conditions on the visual and spatial distances: $D_{\text{spatial}} < D_{\text{spatial\_max}}$ and $D_{\text{visual}} < D_{\text{visual\_max}}$.

**4 EXPERIMENTS**

**4.1 Training data**

We train our method on a subset of SoccerNet dataset [14]. In particular, we extract only wide-angle sequences where the game is filmed with a wide angle of a lateral view from a fixed camera placed, roughly, at the center of the lateral tribune. Examples of these images are shown Figure 2 and in the supplementary material. It includes 2321 randomly selected 5 seconds sequences from 50 unlabeled TV broadcast soccer games of resolution $720 \times 1280$ and frame rate 25 fps. In total, it comprises 290125 images. Different stadiums, illumination conditions, teams, and viewpoints are included.

**4.2 Testing data**

In order to quantitatively evaluate our detection and tracking results, we need to assess them on ground-truth annotated data. For detection evaluation, the position bounding boxes of all the players (and referees) in the field are needed. We use three different player position datasets for evaluation:

- **SoccerNet**: a rescaling of the training data with the one of "SPD", a rescaling of the training data with the one of "SPD".
- **TV soccer**: we manually annotated 250 images with wide views extracted from different TV broadcasted games of [53].
- **ISSIA**: 2600 frames from ISSIA-CNR (annotated) dataset [11]. We only perform our evaluation on camera 3 because it is the one placed on the center of the field and thus its view contains most of the players.
- **SPD**: 550 wide view annotated frames extracted from [33].

Various example images from these datasets are shown in the supplementary material. Additionally, statistics about these datasets can be found in Table 1, in particular comparing the different sizes of the players. The fourth column shows the average player bounding box sizes. Moreover, as the first pre-processing step of the player detector is to rescale the input image to a fixed image size, we also display in the fifth column the relative area, i.e., the average bounding box area divided by the whole image area. Figure 3 also plots the histograms of the relative bounding box areas in each dataset. Let us notice that the "TV soccer" and "ISSIA" have similar player sizes to the SoccerNet training data, and that "SPD" contains smaller players than the other datasets. In order to fit the average size of training data with the one of "SPD", a rescaling of the training images with a scaling factor of approximately 0.6 would be needed.

To evaluate the tracking performance, an individual identity annotation is needed. We use the ISSIA-CNR dataset [11] and test on 5 different sequences of 10 seconds at 25 fps from camera 3.

We also qualitatively evaluate our proposed detection and tracking methods on sequences extracted from [39] (an example can be found in Figure 1) where really small players usually appear.

**Figure 3: Histograms of the relative bounding box areas of players for each dataset. The SoccerNet statistics are computed with annotations given by the teacher network.**

| Dataset  | # images | image size | bbox area | rel. area ($\times 10^6$) |
|----------|----------|------------|-----------|-------------------------|
| SoccerNet| 290125   | 720 $\times$ 1280 | $\approx 2200$ | $\approx 2300$ |
| TV soccer| 250      | 720 $\times$ 1280 | 2580      | 2300                   |
| ISSIA    | 2600     | 1080 $\times$ 1920 | 4420      | 2140                   |
| SPD      | 550      | 720 $\times$ 1280 | 921       | 950                    |
4.3 Evaluation metrics

For evaluation of the player detection model, we use the standard Average Precision (AP) measure defined by the PASCAL VOC object detection challenge [38], at IOU threshold 0.5. This measure evaluates the area under the Precision-Recall curve. Therefore, it determines the capacity of the detector at any score confidence threshold. However, while annotating data, we also need to evaluate the performance of the annotation at a fixed score detection threshold. In this case we will use the F1 score. It is a metric that combines recall and precision by taking their harmonic mean, \( F_1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \).

To measure the performance of a tracker, we focus on the Multiple Object Tracking Accuracy (MOTA) [23] and ID F1 Score (IDF1) [44]. MOTA and IDF1 are meaningful combinations of the number of false positives and negatives of the detector, the total number of identity switches, the mostly tracked and mostly lost metrics [44].

4.4 Implementation details

We conduct all our experiments on a GPU NVIDIA TITAN X. To train and evaluate the FPN-FasterRCNN models, we use as baseline the native PyTorch implementation\(^1\). Most of the native parameters are unchanged from the implementation of [30] and [42]. The images are scaled to a fixed input size of 768 \( \times \) 1344 as a first preprocessing step. The native NMS is replaced by Soft-NMS, as proposed by [3]. We use pretrained models provided by torchvision, specifically \( \mathcal{T}^{\text{init}} \) on COCO [31] and initialization of \( \mathcal{S} \) on ImageNet [10]. The rest of the parameters used for detection and tracking are given in the supplementary material.

4.5 Ablation study

4.5.1 Player detection results.

**Automatic labeling of the training images.** We first evaluate the proposed pre-labeling of the SoccerNet training images, described in Section 3.1.1. Let us remind that we first keep the pretrained network annotations \( \mathcal{T}^{\text{init}}(X) \) with confidence bigger than 0.8. We then automatically correct them with field segmentation and player blob detection to get \( \mathcal{Y}^c \). To understand its effect, we provide the statistics of the generated labels with the different methods in Table 2. With field segmentation, approximately 5% of the original annotations are removed and, with blob detection, another 5% are added. It mainly corresponds to, respectively, a reduction in false positives and an increase in true positives. As it can be observed in the second column of Table 2, the added players are, in average, smaller than the original ones. This observation supports our claim that a pretrained detector shows poor performance for small objects. We also show in Table 3 the F1-score performances, on the three testing datasets, of the models and techniques used to automatically annotate the training set.

**Retraining of the teacher network on the corrected annotations.** We use these corrected annotations \( \mathcal{Y}^c \) to retrain the initial teacher detection model \( \mathcal{T}^{\text{init}} \) and get the final teacher \( \mathcal{T}^f \). We have tried to fine-tune the pretrained model or to train it from scratch, with only the backbone weights pretrained on ImageNet and obtained very similar results in both cases. Therefore, in order to keep consistency with the training of other models, in all the following experiments, the teacher \( \mathcal{T}^f \) and the student \( \mathcal{S} \) have been trained from scratch, with ResNet50 and ResNet18 backbones pretrained on ImageNet. The training process is described in Section 4.4.

The goal of this experiment is to retrain the teacher network \( \mathcal{T}^f \) so that it annotates as accurately as possible our original SoccerNet training images. A first model is basically retrained on the given corrected annotations. We have previously seen with Table 2 that the missed detections of the pretrained model were due to the small size of the targets. Therefore, we conduct a second training using the re-scaling data augmentation method (see Section 3.1.3) with min-scale = 0.5. Table 4 evaluates the retrained models on the three evaluation datasets. Let us remind that \( \mathcal{SPD} \) contains smaller players than TVsoccer and ISSIA. In order to simulate smaller players in these two last datasets, we also show in the columns \( \times 0.75 \) and \( \times 0.5 \), respectively. The results of the model applied to down-scaled images at fixed scales of 0.75 and 0.5, respectively. Smaller scales are not explored since, as it can be observed in the histogram of Figure 3, at scale 0.5, we already match the smallest player size present in the training images.

Results in Table 4 show that the retraining on self-annotated soccer data enables to enhance, by a large margin, the capacity of our given network to detect soccer players. We successfully perform domain adaptation of the human detector to the specific context of a soccer game. Furthermore, we show the necessity to perform down-scaling data augmentation on our TV broadcast training images in order for the detector to be robust to small players: using random re-scaling of the training images with min-scale = 0.5 enables to almost close the gap of the detector performance between the

---

\(^1\)https://github.com/pytorch/vision/blob/master/torchvision/models/detection/faster_rcnn.py

| Method | # detections | avg bbox area |
|--------|--------------|---------------|
| Pretrained object detector | 14.2/image | 2390 |
| + Field segmentation | -5.2% | - |
| + Blob detection | +5.1% | 1770 |

| Dataset | TVsoccer | ISSIA | SPD |
|---------|---------|-------|-----|
| Rescale factor | \(\times 1\) | \(\times 0.75\) | \(\times 0.5\) | \(\times 1\) |
| \(\mathcal{T}^{\text{init}}\) | 89.3 | 78.2 | 78.0 | 90.3 | 86.6 | 77.8 | 82.2 |
| \(\mathcal{T}^f, \text{min}_\text{scale} = 1\) | 95.7 | 93.9 | 84.3 | 97.6 | 94.9 | 86.8 | 77.1 |
| \(\mathcal{T}^f, \text{min}_\text{scale} = 0.5\) | 95.4 | 96.5 | 94.0 | 97.5 | 97.7 | 96.0 | 92.0 |

### Table 2: Statistics of the first automatic annotation process

| Method | # detections | avg bbox area |
|--------|--------------|---------------|
| Pretrained object detector | 14.2/image | 2390 |
| + Field segmentation | -5.2% | - |
| + Blob detection | +5.1% | 1770 |

### Table 3: F1-score of automatic annotation processes.

| Dataset | TVsoccer | ISSIA | SPD |
|---------|---------|-------|-----|
| Rescale factor | \(\times 1\) | \(\times 0.75\) | \(\times 0.5\) | \(\times 1\) |
| \(\mathcal{T}^{\text{init}}\) | 89.3 | 78.2 | 78.0 | 90.3 | 86.6 | 77.8 | 82.2 |
| \(\mathcal{T}^f, \text{min}_\text{scale} = 1\) | 95.7 | 93.9 | 84.3 | 97.6 | 94.9 | 86.8 | 77.1 |
| \(\mathcal{T}^f, \text{min}_\text{scale} = 0.5\) | 95.4 | 96.5 | 94.0 | 97.5 | 97.7 | 96.0 | 92.0 |
Table 5: AP performances of the student network training. The different columns indicate the results for the down-scaled testing dataset.

| Dataset | TVsoccer |
|---------|----------|
| Rescale factor | $\times 1$ | $\times 0.75$ | $\times 0.5$ | $\times 0.3$ |
| $\tau_f$ | 95.4 | 96.5 | 94.0 | 83.12 |

- $S$ trained with $Y^c$, $\min_{scale} = 0.5$
- $S$ trained with $Y^c$, $\min_{scale} = 0.1$
- $S$, $\min_{scale} = 0.1$ w. context

| Dataset | ISSIA |
|---------|------|
| Rescale factor | $\times 1$ | $\times 0.75$ | $\times 0.5$ | $\times 0.3$ |
| $\tau_f$ | 97.5 | 97.7 | 96.0 | 87.2 |

- $S$ trained with $Y^c$, $\min_{scale} = 0.5$
- $S$ trained with $Y^c$, $\min_{scale} = 0.1$
- $S$, $\min_{scale} = 0.1$ w. context

| Dataset | SPD |
|---------|-----|
| Rescale factor | $\times 1$ | $\times 0.75$ | $\times 0.5$ |
| $\tau_f$ | 92.0 | 88.7 | 83.5 |

- $S$ trained with $Y^c$, $\min_{scale} = 0.5$
- $S$ trained with $Y^c$, $\min_{scale} = 0.1$
- $S$, $\min_{scale} = 0.1$ w. context

The generated trajectories are used to fine-tune the object detector. The intermediate retraining of the teacher permits a first domain adaptation and enables to train the final student $S$ on more accurate labels.

- As expected, training the student $S$ on the retrained teacher annotations $\tau_f(X)$ rather than on the corrected labels $Y^c$ obtained with the pretrained one improves the results, especially on small players.
- iv) Finally, using context information improves the detection performances at all scales.

Figures 1 and 4 show visual results of the student detection, in particular with very small players. Additional examples are shown in the supplementary material.

4.5.2 Player tracking results.

Fine-tuning of the visual embedding. We first associate all the detections to tracks using only the spatial consistency IOU criteria. In this particular setting, we find on the validation sequences that the optimal IOU threshold value is $\tau_{IOU} = 0.7$. We use this value to create tracks on our unlabeled SoccerNet training sequences. As a post-processing step, we also remove all the tracks with length smaller than 5 detections since such small tracks are not reliable. The generated trajectories are used to fine-tune the object detector network so as to generate inter-player discriminative visual representations. The training is conducted using the triplet loss $(1)$ with a margin value $m = 2$, $K = 5$ and $P = 10$.

Inference of the final tracker. We report the final results of the tracker in Table 6. In order to simulate the performances with smaller players, we evaluate the tracking performances at different fixed down-scaling factors. For a deeper analysis, we provide three blocks of results. The first one ("No triplet loss FT") displays the tracking performances before triplet loss fine-tuning of the network, and the second one ("Final Tracker") after this retraining step. Notice that it gives a small improvement in MOTA possibly confirming that the performance of the tracker mostly relies on the accuracy of the player bounding box positions. To confirm it, the third block, denoted as ‘Oracle tracker’, shows the performance of the proposed tracking framework applied to ground-truth player positions. We observe that with ideal bounding boxes, our tracking method follows all the players almost perfectly. The performance gap between the final tracker and the oracle one is mainly explained by the limits of our detection method in occlusion situations. We illustrate in Figure 4 the results of our tracker on two sequences with small players. Additional examples are shown in the supplementary material, including failure cases and a discussion.
4.6 Comparison with other methods

4.6.1 Soccer player detection methods. Our whole framework can be easily adapted for any given object detection model. The improvements showed in Section 4.5 between the pretrained model and our proposed final one prove the efficiency of the proposed approach in the case of FPN-FasterRCNN. Due to unavailability of data or code, it is hard to compare our method with most of the detection and tracking frameworks specialized in soccer. However, we can still compare with [25] and [33] using the results given in their respective papers. Both methods proposed CNN architectures trained in the very same dataset on which they perform evaluation. On the opposite, our method is robust to evaluation on various game conditions. [33] does not use standard object detection metrics. We can still compare the precision of their model on the SDP dataset they announce a precision value of 0.962 while our model achieves a final precision of 0.97. Table 7 shows that we also improve by large margin the AP performance of [25].

4.6.2 Multi-object tracking methods. We compare in Table 8 our tracker with the state-of-the-art Multi-object tracking (MOT) methods [49] and [2]. Like us, [49] uses a triplet loss for learning appearance embedding and a network architecture based on Feature Pyramid Networks. [2] is also based on FasterRCNN and associates the detector bounding boxes using spatial information and visual embeddings. As we are interested in the tracking of small players, we report in the first two rows of results of Table 8 the results of their whole frameworks on the ISSIA dataset with ×0.5 down-scaled images. The third column “FPS” indicates the computational time for each method in frame per second. Our proposal outperforms by very large margin these methods. However, even if our method is not trained on any ground-truth data it has been adapted to small soccer player detection. For a fairer comparison, we also compute the tracking results of [2] but from the detections given by our detector \( S \). These results, shown in the third row of Table 8, indicated by “tracking_wbw with \( S \)”, display a clear boost on their performance. Our proposed tracking method and [2] obtain really close results on the detections given by our \( S \) detector, corroborating the benefits of our detector. Our approach is however simpler, as we do not use any additional re-id network and is computationally two times faster. Moreover, our method is unsupervised while the tracking extension (re-id module) in [2] has been trained with ground-truth tracking data. Finally, let us remark that the combination of our detector with the architecture of [49] is not possible as their model integrates detection and tracking in a joint estimation.

Table 6: MOTA and IDF1 performance of our final MOT on ISSIA dataset, for different down-scaling factors. Extra blocks of results provide a further analysis (details in the text).

| Method              | Scaling factor | MOTA | IDF1 |
|---------------------|----------------|------|------|
| No triplet loss FT  | 1.0            | 87.3 | 74.6 |
|                     | 0.75           | 92.3 | 82.8 |
|                     | 0.5            | 93.1 | 81.7 |
| Final tracker       | 1.0            | 87.7 | 76.6 |
|                     | 0.75           | 93.4 | 82.3 |
|                     | 0.5            | 92.9 | 80.9 |
| Oracle tracker      | 1.0            | 99.9 | 99.3 |
|                     | 0.75           | 99.7 | 95.0 |
|                     | 0.5            | 100  | 96.8 |

Table 7: AP comparison of the proposed detector with the soccer player detection method [25].

| Dataset               | ISSIA | SPD  |
|-----------------------|-------|------|
| FootAndBall [25]      | 92.1  | 88.5 |
| Ours                  | 97.3  | 98.0 |

Table 8: IDF1, MOTA and running time (frames per second, FPS) comparison of the proposed MOT with the methods [49] and [2]. Best results in bold and second best underlined.

| Method                                      | MOTA | IDF1 | FPS  |
|---------------------------------------------|------|------|------|
| towards_rt_mot [49]                        | 46.4 | 24.7 | 13.1 |
| tracking_wbw [2]                           | 23.5 | 27.8 | 3.4  |
| tracking_wbw with our detections           | 91.0 | 85.7 | 3.4  |
| Ours                                       | 92.9 | 80.9 | 6.5  |

5 CONCLUSION

This paper presents a deep-learning-based soccer player detection and tracking method robust to small players and assorted conditions (such as different stadiums, teams, viewpoints and illumination settings). As a key component, our method is trained in an unsupervised way, so no manual annotations are needed. We have performed a thorough quantiative analysis of the different components of the method while highlighting the key ones. The comparison with state-of-the-art methods, both in detection and tracking, shows that our method offers competitive results, especially in the detection stage. As future work, we plan to improve the tracking results in challenging cases such as long-time occlusions.
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A  TRAINING DATA
Our training images are unlabeled TV broadcast soccer videos taken from a subset of the SoccerNet dataset, where we extract only wide views. Figure 5 and the left column of Figure 6 show some examples of these training images.

B  DETAILS OF THE METHOD
In this section, we detail the algorithms used to remove false positives and add false negatives detections to the teacher $T_{\text{init}}$ annotations. These methods have to be as accurate as possible and can be, to a certain extent, computationally expensive as they are not used for the final inference of the student $S$.

B.1  Field detection
As a first step for detecting the field we find a mask that contains the potential pixels of the field. Then, it is successively refined. As observed in Figure 5, coaches are often present in the green bottom part of the field, and those should not be included in the mask. The field mask is computed thanks to following successive processing steps:

- Application of a green filter to create a first binary image. We use as upper and lower color threshold the values $(15,50,50)$ and $(70,255,255)$.
- Selection of the contour with the biggest connected component.
- Approximation of the contour by a polygon.
- Detection of the bottom line of the field and removal of the mask pixels below it.

To detect the bottom line we use the [6] pix2pix model to get a binary image approximating the lines of the field. We then run a Hough line transform on this binary image and use thresholds on the length, angle and position of the detected lines. Some examples of the final estimated field mask are shown in Figure 6.

B.2  Add missed players to the training data
We detail here the blob detection strategy used to add players to the training data. Given an input image $u$, we work on the pixels belonging to the previously extracted field mask. Note that the teacher $T_{\text{init}}$ has already detected some of the players $T_{\text{init}}(u)$. We first compute blobs through green filtering and contour selection. We select the contours for which the enclosing bounding box verifies : i) it has a similar area as the bounding boxes of the players already detected by the teacher $T_{\text{init}}$ and ii) it does not exist any detection in $T_{\text{init}}(u)$ with intersection-over-union $IOU < 0.2$.

We then run a human pose estimation algorithm [7] on the corresponding enlarged extracted regions. If the confidence of the pose detection is higher than 0.8, it is considered as a player and it is added to the annotations. We have observed in our experiments that the pretrained version of the human pose estimator [7] performs better on small humans than the multi-person FPN-FasterRCNN model, $T_{\text{init}}$.

We display in Figure 7 some examples of the training images with corrected annotations $Y^c$.

C  IMPLEMENTATION DETAILS
We indicate here additional parameter values involved in the proposed framework:

i) We train the teacher and student detectors during 20 epochs using the SGD optimizer with an initial learning rate of $10^{-3}$ decayed with a factor 0.1 at epochs 8, 14 and 17.

ii) The fine-tuning with triplet loss is done on 5 epochs with initial learning rate of $10^{-4}$.

iii) For tracking inference we find the optimal parameters to be:
Table 9: AP on SPD of fine-tuned $T^f$ and $S$ before and after fine-tuning on SPD images.

| Model         | $T^f$ | $S$  |
|---------------|-------|------|
| Before fine-tuning | 92.0  | 96.0 |
| After fine-tuning  | 99.3  | 98.9 |

$N_{reID} = 10; \alpha = 0.03; D_{\text{visual\_max}} = 4 \text{ and } D_{\text{spatial\_max}} = (1/16) \ast \text{image\_width}$.

D QUANTITATIVE RESULTS

In Section 4.5.1 of our paper, Table 5 shows that the Resnet18 backbone outperforms Resnet50 on the SPD dataset. We made the hypothesis that it is due to the fact that there exists a small difference between the appearance of the players in SPD and SoccerNet training images.

In Table 9 we propose to fine-tune $T^f$ (Resnet50 backbone) and $S$ (Resnet18 backbone) on 80% of the SPD dataset. We then evaluate on the remaining 20%. With this fine-tuning it is now the Resnet50 backbone that outperforms its Resnet18 counterpart. This test confirms that the Resnet50 backbone slightly overfits on the typical TV broadcast player appearances of the training data. Besides providing a faster inference, using a smaller backbone allows the student $S$ to better generalize.

E VISUAL RESULTS

E.1 Player detection

We show in Figure 9 additional player detection results on the SPD (row 1), ISSIA (row 2) and TV_soccer (row 3) datasets, as well as on the panorama images of [39] (row 4). In order to test the detection on very small players, we down-scale and pad the input images. We show that our network is able to detect almost all the players in very challenging images, even when a player contains only a few pixels.

To show the strength of our network we present in Figure 8 results with the pretrained FPN-FasterRCNN, $T^{ini}$, on the same challenging images. It fails at finding small players and detects a lot of non-player humans.

Failure cases. Figure 9 includes some failure cases. For example, in the second image of SPD (row 1), non-players are detected on the side of the field. In this particular case, the distinction between players and non-player is challenging because the latter appear on the field. The network can also fail when the background around a player is not green field, like in the third image of ISSIA (row 2).

E.2 Player tracking

Figure 10 shows two tracking results on the most challenging SPD and panorama sequences. We present four images of each sequence, one every 5 frames, from top to bottom.

We observe that almost all the players are correctly followed. One failure case appears in the first column, in a typical crowded scene. Due to occlusion, the white player 20 is lost between the frames 2 and 3. The re-ID module fails to re-identify him at frame 4 and it is assigned a new id 21. The reason is that the appearance of the player between frame 2 and 4 has changed substantially. Moreover, the bounding box given by the tracker is not really precise for a small player, it can involve only one part of the player, or its close neighbours. In these cases, the visual embedding extracted from this bounding box is not good enough to perform an association.
Figure 9: Player detection results on different datasets, for different down-scaling levels.
Figure 10: Player tracking results on a \textit{SPD} sequence and a \textit{panorama} sequence.