ANTI-SELDUAL CONNECTIONS ON THE QUANTUM PROJECTIVE PLANE: INSTANTONS
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ABSTRACT. We study one-instantons over $\mathbb{C}P^2_q$, that is anti-selfdual connections with instanton number 1 on the quantum projective plane $\mathbb{C}P^2_q$ with orientation which is reversed with respect to the usual one. The orientation is fixed by a suitable choice of a basis element for the rank 1 free bimodule of top forms. The noncommutative family of solutions is foliated, each non-singular leaves being isomorphic to $\mathbb{C}P^2_q$ itself.
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1. Introduction

For Yang-Mills theory, two most used manifolds, the four-dimensional sphere and the complex projective plane, show a marked different behavior. This is because unlike the four-sphere, the projective plane has no orientation-reversing isometry, and, for this theory, one has two distinct oriented manifolds, the plane with standard orientation — denoted $\mathbb{C}P^2$ — and the same manifold with reversed orientation — denoted $\overline{\mathbb{C}P^2}$. A clear manifestation of the consequences is the fact that the moduli space of $SU(2)$ one-instantons, that is to say anti-selfdual (ASD) connections on a $SU(2)$-vector bundle $E$ over $\mathbb{C}P^2$ with second Chern number $c_2(E) = 1$, is empty, while this is not the case for $\overline{\mathbb{C}P^2}$. Indeed for the latter oriented manifold the moduli space [1, 5] (cf. also [7] and [8]) has very interesting geometrical structures: it turns out to be an open cone over $\mathbb{C}P^2$ (of course anti-selfdual connections on $\mathbb{C}P^2$ are the same as selfdual connections on $\mathbb{C}P^2$).

The work started in [3] was devoted to monopole connections on the quantum projective plane $\mathbb{C}P^2_q$, that is ASD connection on line bundles over $\mathbb{C}P^2_q$. We continue here with one-instantons, meaning with this ASD connections on a rank 2 complex vector bundle with instanton number 1. The base space of the bundle is taken to be $\mathbb{C}P^2_q$, that is the quantum projective plane $\mathbb{C}P^2_q$ with orientation which is reversed with respect to the usual one. The orientation is fixed by a suitable choice of a volume form. The noncommutative space of ASD solutions is foliated, each non-singular leaves being isomorphic to $\mathbb{C}P^2_q$ itself.

As for the classical case, the module $\Omega^2$ of two-forms on the quantum projective plane can be decomposed as a direct sum of four submodules,

$$\Omega^2 = \Omega^{2,0}_s \oplus \Omega^{1,1}_v \oplus \Omega^{1,1}_s \oplus \Omega^{0,2}_s,$$

where $\Omega^{1,1}_s$ is a rank 1 free bimodule with basis the $q$-analogue of the Kähler form. Classically, on $\mathbb{C}P^2$ with standard orientation a two-form is ASD if and only if it belongs to $\Omega^{1,1}_v$ (sections of a rank 3 vector bundle on $\mathbb{C}P^2$). On the space $\mathbb{C}P^2_q$, obtained from $\mathbb{C}P^2$ by reversing the orientation, a two-form is ASD if and only if its component in $\Omega^{1,1}_s$ is zero, that is its $(1, 1)$ component is proportional to the Kähler form (see e.g. [6]). When $q \neq 1$, something similar happens. Using the canonical Hermitian structure on the modules of forms, we introduce a Hodge star operator which depends on the choice of a basis for the rank 1 free bimodule of top forms $\Omega^{2,2}_s$; the basis element, that we interpret as “volume form”, is unique modulo a rescaling of $\lambda \in \mathbb{R} \setminus \{0\}$, and the condition that $*H^2 = (-1)^k \text{id}$ on $k$-forms determines the volume form up to a sign $\lambda = \pm 1$. The sign, that we interpret as a choice of orientation, determines whether an ASD two-form is in $\Omega^{1,1}_v$ or $\Omega^{2,0}_s \oplus \Omega^{1,1}_s \oplus \Omega^{0,2}_s$. With our conventions, the choice $\lambda = 1$ gives the standard orientation, or $\mathbb{C}P^2_q$, while $\lambda = -1$ is for the reverse orientation, or $\overline{\mathbb{C}P^2_q}$. As it happens classically, an ASD connection (on a finitely projective module — a bundle) over $\overline{\mathbb{C}P^2_q}$ is one whose curvature has $(1, 1)$ component proportional to the Kähler form.

The one-instanton connections on $\overline{\mathbb{C}P^2_q}$ that we present here form a noncommutative family that is the analogue of an open cone over the quantum projective plane itself. For
each value of a real parameter \( t \in [0, 1) \), the coordinate on a fixed generator of the cone \( (t = 0 \) yielding the vertex), one has an ASD connection \( \tilde{\nabla}_t \) with connection one-form:

\[
\omega_t = \begin{pmatrix} A^* - A & \Phi \\ -\Phi^* & B - B^* \end{pmatrix}
\]

where \( A, B \in \Omega^{0,1} \) and \( \Phi \) is an \( \Omega^1 \)-valued endomorphism of the bundle, given explicitly by

\[
A^* = q\sqrt{1 - t^2} \frac{\partial}{\sqrt{1 - t^2} p_{11}}, \quad B = q^{-1} \sqrt{1 - t^2 q^2} \frac{\partial}{\sqrt{1 - t^2 q^2} p_{11}},
\]

\[
\Phi = t \frac{1}{\sqrt{1 - t^2 p_{11}}} \left( \sum_j \{z_j(\partial p_{j2})z_3 - q z_j(\partial p_{j3})z_2\} \right) \frac{1}{\sqrt{1 - t^2 q^2 p_{11}}}
\]

Here the \( \{p_{jk}\} \)’s are the generators of the algebra \( \mathcal{A}(\mathbb{CP}_q^2) \), the \( \{z_j\} \)’s generate the algebra \( \mathcal{A}(S_q^5) \) of a covering quantum sphere and \( \partial, \bar{\partial} \) are a holomorphic and corresponding antiholomorphic exterior derivatives over \( \mathbb{CP}_q^2 \). For each \( t \) a family of connections is obtained from \( \tilde{\nabla}_t \) by using the coaction of the symmetry quantum group \( SU_q(3) \). For each fixed \( t > 0 \), the family is parametrized by the quantum projective plane itself, or rather its \( \mathbb{C}^* \)-equivariant, for \( t \in \mathbb{C}^* \) we have a single connection (the vertex of the cone). For \( t \neq 0 \) the connection \( \tilde{\nabla}_t \), which is still defined on the bundle \( L_1 \oplus L_{-1} \), is irreducible, meaning that there is no non-trivial submodule of \( L_1 \oplus L_{-1} \) that is preserved by the connection.

The reason to call “one-instanton” the ASD connection \( \tilde{\nabla}_0 \), as well as the more general ones, is due to the fact that the bundle \( L_1 \oplus L_{-1} \) on which they are all defined, has the correct “topological numbers”, i.e. rank 2, charge 0, and instanton number 1, respectively.

**Notations.**

Throughout this paper, by a \(*\)-algebra we always mean a unital associative involutive complex algebra, whose representations will be implicitly assumed to be unital \(*\)-representations and the representation symbols will be omitted. The real deformation parameter will be taken to be \( 0 < q < 1 \). We denote by

\[
[z]_q := \frac{q^z - q^{-z}}{q - q^{-1}}
\]

the \( q \)-analogue of a number \( z \in \mathbb{C} \), we define recursively the \( q \)-factorial by \( [0]! := 1 \) and \( [n]_q! := [n]_q [n - 1]_q \) for \( n \geq 1 \), and finally the \( q \)-trinomial by:

\[
[j, k, l]_q \! := q^{-(jk + kl + lj)} \frac{[j + k + l]_q!}{[j]_q! [k]_q! [l]_q!}.
\]

We use Sweedler notation for coproducts \( \Delta(a) = a_{(1)} \otimes a_{(2)} \), with a sumation understood, and write the opposite coproduct as \( \Delta^{\text{cop}}(a) = a_{(2)} \otimes a_{(1)} \).
2. The base space and the bundles

In this section, we recall the definition and some of the properties of the quantum complex projective plane $\mathbb{CP}^2_q$ along the lines of the papers [2, 3, 4], using in particular the notations of [3]. This is defined as a $q$-deformation of the complex projective plane $\mathbb{CP}^2$ seen as the real manifold $SU(3)/U(2)$. We start then from deformations of Lie groups and Lie algebras.

2.1. The quantum group $SU_q(3)$ and its homogeneous spaces. Let $U_q(\mathfrak{su}(3))$ be the compact real form of the Hopf algebra denoted $\bar{U}_q(\mathfrak{sl}(3))$ in Sec. 6.1.2 of [9]. As a $*$-algebra it is generated by elements $\{K_i, K_i^{-1}, E_i, F_i\}_{i=1,2}$, with $*$-structure $K_i = K_i^*$ and $F_i = E_i^*$, $i = 1, 2$, and relations

$$ [K_i, K_j] = 0 , \quad [E_i, F_i] = \frac{K_i^2 - K_i^{-2}}{q - q^{-1}} , \quad [E_i, F_j] = 0 \quad \text{if} \quad i \neq j , $$

$$ K_i E_i K_i^{-1} = q E_i \quad \text{and} \quad K_i E_j K_i^{-1} = q^{-1/2} E_j \quad \text{if} \quad i \neq j , $$

$$ [E_i, [E_j, E_l]]_q = 0 . $$

Here the symbol $[a, b]_q$ denotes the $q$-commutator of operators $a, b$, i.e. $[a, b]_q := ab - q^{-1}ba$. It becomes a Hopf $*$-algebra with the following coproduct, counit and antipode:

$$ \Delta(K_i) = K_i \otimes K_i \quad , \quad \Delta(E_i) = E_i \otimes K_i + K_i^{-1} \otimes E_i \quad , \quad \Delta(F_i) = F_i \otimes K_i + K_i^{-1} \otimes F_i \quad , \quad \epsilon(K_i) = 1 \quad , \quad \epsilon(E_i) = \epsilon(F_i) = 0 \quad , $$

$$ S(K_i) = K_i^{-1} \quad , \quad S(E_i) = -q E_i \quad , \quad S(F_i) = -q^{-1} F_i \quad , $$

for $i = 1, 2$. For obvious reasons we denote by $U_q(\mathfrak{su}(2))$ the Hopf $*$-subalgebra of $U_q(\mathfrak{su}(3))$ generated by the elements $\{K_1, K_1^{-1}, E_1, F_1\}$, while $U_q(\mathfrak{su}(2))$ denotes the Hopf $*$-subalgebra generated by $U_q(\mathfrak{su}(2))$ together with $K_1 K_2$ and $(K_1 K_2)^{-1}$.

The collection $U_q(\mathfrak{su}(3))'$ of linear maps $U_q(\mathfrak{su}(3)) \to \mathbb{C}$ is a Hopf $*$-algebra with operations dual to those of $U_q(\mathfrak{su}(3))$. For $f, g : U_q(\mathfrak{su}(3)) \to \mathbb{C}$, the product is

$$ (f \cdot g)(x) := (f \otimes g)(\Delta x) = f(x_{(1)})g(x_{(2)}) \quad , $$

for all $x \in U_q(\mathfrak{su}(3))$, and $\Delta x = x_{(1)} \otimes x_{(2)}$ in Sweedler notation. The unit is the map $1(x) := \epsilon(x)$. The coproduct, counit, antipode and $*$-involution are given by

$$ \Delta(f)(x, y) := (f \otimes 1)(\Delta x) = f(x_{(1)})1(y_{(2)}) \quad , \quad \epsilon(f) := f(1) \quad , $$

$$ S(f)(x) := f(S(x)) \quad , \quad f^*(x) := \overline{f(S(x)^*)} \quad , $$

for all $x, y \in U_q(\mathfrak{su}(3))$, and with $\overline{c}$ the complex conjugate of $c \in \mathbb{C}$.

We call $A(SU_q(3))$ the Hopf $*$-subalgebra of $U_q(\mathfrak{su}(3))'$ generated by the matrix elements $u^i_j$ and $(u^i_j)^*$, with $i, j = 1, 2, 3$, of the fundamental representations of $U_q(\mathfrak{su}(3))$. As an abstract Hopf $*$-algebra, it is defined by the commutation relations (cf. [9], Sec. 9.4):

$$ u^i_k u^k_l = qu^i_k u^k_l \quad , \quad u^i_j u^j_k = qu^i_j u^j_k \quad , \quad \forall \ i < j \quad , $$

$$ [u^i_l, u^j_k] = 0 \quad , \quad [u^i_k, u^j_l] = (q - q^{-1})u^i_k u^j_l \quad , \quad \forall \ i < j, k < l \quad , $$

$$ [u^i_j, u^j_k] = 0 \quad , \quad [u^i_j, u^j_l] = (q - q^{-1})u^i_j u^j_l \quad , \quad \forall \ i < j, k < l \quad , $$

where $q$ is a complex parameter with $|q| < 1$.
and by a cubic relation:

$$\sum_{\pi \in S_3} (-q)^{l(\pi)} u_{\pi(1)}^1 u_{\pi(2)}^2 u_{\pi(3)}^3 = 1,$$

where the sum is over all permutations $\pi$ of the three elements $\{1, 2, 3\}$ and $l(\pi)$ is the number of inversions in $\pi$. The $*$-structure is given by

$$(u_i^j)^* = (-q)^{i-j}(u_{i_1}^{k_1} u_{i_2}^{k_2} - q u_{i_2}^{k_1} u_{i_1}^{k_2}),$$

with $\{k_1, k_2\} = \{1, 2, 3\} \setminus \{i\}$ and $\{i_1, i_2\} = \{1, 2, 3\} \setminus \{j\}$, as ordered sets. As expected for a corepresentation, coproduct, counit and antipode become of ‘matrix’ type:

$$\Delta(u_i^j) = \sum_k u_k^i \otimes u_k^j, \quad \epsilon(u_i^j) = \delta_i^j, \quad S(u_i^j) = (u_i^j)^*.$$

The algebra $A(SU_q(3))$ is a bimodule $*$-algebra for the left and right canonical actions of $U_q(\mathfrak{su}(3))$, denoted $\triangleright$ and $\triangleleft$ respectively and given by:

$$(x \triangleright f)(y) := f(xy) \quad \text{and} \quad (f \triangleleft x)(y) := f(xy),$$

for all $f \in A(SU_q(3))$ and all $x, y \in U_q(\mathfrak{su}(3))$. Explicitly, for generators:

$$K_i \triangleright u_i^j = q^{\frac{1}{2}(\delta_{i+1,k} - \delta_{i,k})} u_k^j, \quad E_i \triangleright u_k^j = \delta_{i,k} u_{i+1}^j, \quad F_i \triangleright u_k^j = \delta_{i+1,k} u_k^j,$$

$$u_k^j \triangleleft K_i = q^{\frac{1}{2}(\delta_{i+1,j} - \delta_{i,j})} u_i^j, \quad u_k^j \triangleleft E_i = \delta_{i,j} u_i^j, \quad u_k^j \triangleleft F_i = \delta_{i,j} u_{i+1}^j.$$

The algebras of “functions” on the quantum five-sphere $S^5_q$ and on the quantum projective plane $\mathbb{CP}^2_q$ are defined, respectively, as the fixed point subalgebras of $A(SU_q(3))$ for the right canonical action of $U_q(\mathfrak{su}(2))$ and $U_q(\mathfrak{u}(2))$,

$$A(S^5_q) := A(SU_q(3))^{U_q(\mathfrak{su}(2))}, \quad A(\mathbb{CP}^2_q) := A(SU_q(3))^{U_q(\mathfrak{u}(2))},$$

and are left $U_q(\mathfrak{su}(3))$-module $*$-algebras for the restrictions of the left canonical action.

Generators of $A(S^5_q)$ are the elements $z_i := u_i^3$ and generators of $A(\mathbb{CP}^2_q)$ are the elements $z_i^* \triangleleft z_j$. The former algebra is generated, as an abstract $*$-algebra by elements $\{z_i, z_i^*\}_{i=1,2,3}$ with relations [10]:

$$z_i z_j = q z_j z_i \quad \forall \ i < j, \quad z_i^* z_j = q z_j z_i^* \quad \forall \ i \neq j,$$

$$[z_i^*, z_1] = 0, \quad [z_2^*, z_2] = (1 - q^2)z_1 z_1^*, \quad [z_3^*, z_3] = (1 - q^2)(z_1 z_1^* + z_2 z_2^*), \quad z_1 z_1^* + z_2 z_2^* + z_3 z_3^* = 1.$$

The elements $p_{ij}$ generating the latter algebra $A(\mathbb{CP}^2_q)$ can be arranged as matrix entries in a projection $p$ that we name the “defining” projector. This projection obey [3, pg. 848]

$$q^4 p_{11} + q^2 p_{22} + p_{33} = 1,$$

a $q$-trace condition to be used later on. For $q = 1$, we get a commutative algebra generated by the matrix entries of a size 3 and rank 1 complex projection; the underlying space is diffeomorphic (as a real manifold) to the projective plane $\mathbb{CP}^2$ upon identifying each line through the origin in $\mathbb{C}^3$ with the range of a projection. The generators of $A(S^5_q)$ play the role of “homogeneous coordinates” of $\mathbb{CP}^2_q$ in this non-commutative setting.
For future use, we record the ‘orthogonality’ relations for rows and columns of \((u^i_j)\).

**Lemma 2.1.** For all \(a, b = 1, 2, 3\) we have:
\[
\sum_i u^a_i (u^b_i)^* = \delta_{a,b}, \quad \sum_i q^{2(a-1)}(u^a_i)^* u^b_i = \delta_{a,b}, \quad \sum_i (u^a_i)^* u^b_i = \delta_{a,b}.
\]

**Proof.** These relations follow from [10, Prop. 9.2.8], using \((u^i_k)^* = (-q)^{j-k}A^i_k\) and quantum determinant \(D_q = 1\). \qed

**Remark 2.2.** The two \(*\)-subalgebras of \(\mathcal{A}(\text{SU}_q(3))\) generated by the first row or the first column respectively, of the matrix \((u^i_j)\) are both isomorphic to \(\mathcal{A}(S^3_q)\) as can be easily seen. In the first case the isomorphism is given on generators by the map \(u^1_1 \mapsto (z_3)^*, \ u^1_2 \mapsto (z_2)^*\) and \(u^1_3 \mapsto (z_1)^*\); in the second one by the map \(u^1_1 \mapsto (z_3)^*, \ u^2_2 \mapsto (z_2)^*\) and \(u^3_3 \mapsto (z_1)^*\).

### 2.2. Equivariant vector bundles.

It is computationally useful to transform the right action \(<\) to a left one \(\mathcal{L}_x a := a < \text{S}^{-1}(x)\), still commuting with the action \(\triangleright\). The presence of the antipode yields the generalized Leibniz rule:
\[
\mathcal{L}_x(ab) = (\mathcal{L}_{x(2)} a) (\mathcal{L}_{x(1)} b), \quad (2.3)
\]
for all \(x \in \mathcal{U}_q(\text{su}(3))\) and \(a, b \in \mathcal{A}(\text{SU}_q(3))\). Let \(\sigma : \mathcal{U}_q(\mathfrak{u}(2)) \rightarrow \text{End}(\mathbb{C}^n)\) be an \(n\)-dimensional \(*\)-representation. The analogue of (sections of) the equivariant vector bundle associated to \(\sigma\) is the collection \(\mathcal{E}(\sigma)\) of elements of \(\mathcal{A}(\text{SU}_q(3)) \otimes \mathbb{C}^n\) that are \(\mathcal{U}_q(\mathfrak{u}(2))-\)invariant for the Hopf tensor product of the actions \(\mathcal{L}\) in (2.3) and \(\sigma\):
\[
\mathcal{E}(\sigma) := \mathcal{A}(\text{SU}_q(3)) \boxtimes_{\sigma} \mathbb{C}^n := \{ \psi \in \mathcal{A}(\text{SU}_q(3)) \otimes \mathbb{C}^n \mid (\mathcal{L}_{h^{(1)}} \otimes \sigma(h^{(2)}))(\psi) = \epsilon(h)\psi; \ \forall h \in \mathcal{U}_q(\mathfrak{u}(2)) \}. \quad (2.4)
\]

As \(\mathcal{E}(\sigma)\) is stable under (left and right) multiplication by \(\mathcal{U}_q(\text{su}(2))-\)invariant elements of \(\mathcal{A}(\text{SU}_q(3))\), we have that \(\mathcal{E}(\sigma)\) is an \(\mathcal{A}(\text{CP}_q^2)\)-bimodule. Since, as mentioned, the actions \(\mathcal{L}\) and \(\triangleright\) commute, it is also a left \(\mathcal{A}(\text{CP}_q^2) \times \mathcal{U}_q(\text{su}(3))-\)module.

The vector space \(\mathcal{E}(\sigma)\) is a left \(\mathcal{A}(\text{SU}_q(3))-\)comodule as well. It is a well known and general fact that the coproduct of a Hopf algebra defines two mutually commuting coactions of the algebra upon itself, called the left and right regular coactions. The left regular coaction commutes with the left canonical action of any dual Hopf algebra, and similarly for the pair of right action/coaction. As for the action, it is useful to turn the right regular action of \(\mathcal{A}(\text{SU}_q(3))\) on itself into a left action \(\Delta_L\) using the antipode. We define:
\[
\Delta_L = (\text{id} \otimes S) \Delta S^{-1}. \quad (2.5)
\]

Using the properties of a Hopf algebra, one easily checks that this is indeed a left coaction,
\[
(\text{id} \otimes \Delta_L) \Delta_L = (\Delta \otimes \text{id}) \Delta_L,
\]
although it is not an algebra morphism due to the presence of the antipode; so \( \mathcal{A}(\text{SU}_q(3)) \) with \( \Delta_L \) is a comodule but not a comodule-algebra. For \( x, y, z \in U_q(\mathfrak{su}(3)) \) we have
\[
\Delta_L(f \triangleleft x)(y, z) = f(xzS^{-1}(y)) = \Delta_L(f)(y, xz) = (f_{(1)} \otimes (f_{(2)} \triangleleft x))(y, z),
\]
with \( \Delta_L(f) = f_{(1)} \otimes f_{(2)} \) in the Sweedler notation. This explicitly proves commutativity of the coaction with the action, that is,
\[
\Delta_L \circ L_x = (\text{id} \otimes L_x)\Delta_L, \quad \forall x \in U_q(\mathfrak{su}(3)).
\]
The coaction is extended trivially to \( A(\text{SU}_q(3)) \otimes \mathbb{C}^n \), and from the previous commutativity we deduce that the subspace \( E(\sigma) \) is a left \( A(\text{SU}_q(3))- \)subcomodule.

2.3. Line bundles and their characteristic classes. Let us give few additional details about the modules that will be using in the next sections. First of all, we can observe that since \( E(\sigma_1 \oplus \sigma_2) \simeq E(\sigma_1) \oplus E(\sigma_2) \), it is enough to focus on irreducible representations of \( U_q(\mathfrak{u}(2)) \). The irreducible representations \( \sigma_{\ell,N} \) that appear in the decomposition of \( \mathcal{A}(\text{SU}_q(3)) \) are classified by two half-integers \( \ell \) and \( N \), the spin and the charge, with the constraints \( \ell \geq 0 \) and \( \ell + N \in \mathbb{Z} \) (cf. Sec. 2.1 of [3]). For \( q = 1 \) the vector bundle associated to \( \sigma_{\ell,N} \) has rank equal to the dimension of the representation, that is \( 2\ell + 1 \).

In particular, the analogue of line bundles are the bimodules
\[
L_N := E(\sigma_{0,N}) , \quad N \in \mathbb{Z}
\]
(these were denoted \( \Sigma_{0,N} \) in [3]). Projectivity, as one sided modules, can be explicitly proved as follows. Let \( \Psi_N \) be the column vector with components defined by:
\[
\psi^N_{j,k,l} := \sqrt{|j,k,l|!(z_1^jz_2^kz_3^l)^*} , \quad \text{if } N > 0 \quad \text{and with} \quad j + k + l = N ,
\]
\[
\psi^N_{j,k,l} := q^{-N+j-l}\sqrt{|j,k,l|!(z_1^jz_2^kz_3^l)} , \quad \text{if } N < 0 \quad \text{and with} \quad j + k + l = -N .
\]
With this, construct a \( r_N \times r_N \) projection [3]:
\[
P_N := \Psi_N\Psi_N^\dagger , \quad (2.6)
\]
with rows/columns in number \( r_N := \frac{1}{2}(|N| + 1)(|N| + 2) \). As shown in [3], the map
\[
L_N \rightarrow [\mathcal{A}(\text{CP}^2_q)]^{r_N} P_{-N} , \quad a \mapsto a\Psi_{-N}^\dagger , \quad (2.7a)
\]
is an isomorphism of left \( \mathcal{A}(\text{CP}^2_q) \)-modules, while the map
\[
L_N \rightarrow P_N[\mathcal{A}(\text{CP}^2_q)]^{r_N} , \quad a \mapsto \Psi_N a , \quad (2.7b)
\]
is an isomorphism of right \( \mathcal{A}(\text{CP}^2_q) \)-modules. In particular what we have named the defining projection is just the projection \( P_{-1} \).

Finitely generated projective \( \mathcal{A}(\text{CP}^2_q) \)-modules are parametrized by three integers, coming from maps
\[
\text{ch}^0_{(\sigma_k, H_k, F_k)} : K_0(\mathcal{A}(\text{CP}^2_q)) \rightarrow \mathbb{Z} , \quad k = 0, 1, 2 ,
\]
associated to three 1-summable Fredholm modules \((\pi_i, \mathcal{H}_i, F_i)\). The pairing with a projection gives ‘rank’, ‘charge’ and ‘instanton number’ of the associated vector bundle. For line bundles, it was computed in [3] Prop. 4.1] that for any \(N \in \mathbb{Z}\):

\[
\text{ch}^0_{(\pi_0, \mathcal{H}_0, F_0)}([P_N]) = 1, \quad \text{ch}^0_{(\pi_1, \mathcal{H}_i, F_1)}([P_N]) = N, \quad \text{ch}^0_{(\pi_2, \mathcal{H}_2, F_2)}([P_N]) = \frac{1}{2}N(N + 1),
\]

Since these maps are additive, the direct sum \(L_1 \oplus L_{-1}\) — i.e. the module corresponding to the projection \(P_1 \oplus P_{-1}\) — is the analogue of a vector bundle with rank 2, charge 0 and instanton number 1: this is the module on which we will construct one-instantons.

3. THE DIFFERENTIAL STRUCTURE

The “differential” or “smooth” structure of \(\mathbb{C}P^2_q\) is described by a differential graded \(*\)-algebra \((\Omega^*, d)\), with \(\Omega^0 = \mathcal{A}(\mathbb{C}P^2_q)\). Thus, \(\Omega^* = \bigoplus_{k=0}^4 \Omega^k\) is a graded associative \(*\)-algebra, and \(d : \Omega^* \rightarrow \Omega^{*+1}\) is a graded derivation squaring to zero: \(d^2 = 0\). In addition, \(d(\omega^*) = (d\omega)^*\) — i.e. we have a real differential calculus, or a \(*\)-calculus — and the algebra of forms is generated by forms of degree 0 and 1 (cf. [3] Lemma 5.3)).

**Remark 3.1.** Here we choose to have \(d(a^*) := (da)^*\), instead of \(d(a^*) := -(da)^*\) like in [3] (of course, one can pass from one notation to the other multiplying the differential by \(i = \sqrt{-1}\)). With this notation, \(d\) is a Hermitian connection on free modules.

In parallel with the classical \(\mathbb{C}P^2\) being a complex manifold, differential forms on \(\mathbb{C}P^2_q\) form a double complex denoted by \(\Omega^{**}(\mathbb{C}P^2_q)\) or simply \(\Omega^{**}\) [3]. The space of \(k\)-forms decompose as \(\Omega^k = \bigoplus_{i+j=k} \Omega^{i,j}\), so \(\Omega^{**} = \bigoplus_{k=0}^4 \Omega^k\) becomes a bi-graded algebra, and the differential splits into the sum, \(d = \partial + \bar{\partial}\), of a holomorphic and antiholomorphic part, respectively \(\partial : \Omega^{**} \rightarrow \Omega^{**+1}\) and \(\bar{\partial} : \Omega^{**} \rightarrow \Omega^{**+1}\).

Due to the graded Leibniz rule and to the conditions \(\partial^2 = \partial \bar{\partial} + \bar{\partial} \partial = \bar{\partial}^2 = 0\) (that are equivalent to \(d^2 = 0\)), the derivations \(\partial\) and \(\bar{\partial}\) (and hence \(d\)) are uniquely determined by their restrictions to 0-forms, which are described below. Finally, the \(*\)-structure maps \(\Omega^{i,j}\) into \(\Omega^{i,j}\) and the reality condition \(d(a^*)^* = da\) is equivalent to the condition \(\partial a := (\partial a)^*\).

3.1. THE DIFFERENTIAL CALCULUS. As mentioned, for a general \(x \in \mathcal{U}_q(\mathfrak{su}(3))\) we have the generalized Leibniz rule in (2.3) for the operator \(\mathcal{L}_x\) when acting on \(\mathcal{A}(\text{SU}_q(3))\). Using the \(\mathcal{U}_q(\mathfrak{u}(2))\)-invariance of \(\mathcal{A}(\mathbb{C}P^2_q)\), for \(x \in \{E_2, F_2, E_1E_2, F_1F_2\}\) the condition (2.3) reads as

\[
\mathcal{L}_x(ab) = (\mathcal{L}_x a)b + a(\mathcal{L}_x b), \quad \forall a, b \in \mathcal{A}(\mathbb{C}P^2_q),
\]

that is, we have four derivations \(\mathcal{A}(\mathbb{C}P^2_q) \rightarrow \mathcal{A}(\text{SU}_q(3))\) given by \(\mathcal{L}_{E_2}, \mathcal{L}_{F_2}, \mathcal{L}_{E_1E_2}, \mathcal{L}_{F_1F_2}\). We define:

\[
\partial a := iq^{-\frac{1}{2}}(a \triangleleft E_2, a \triangleright E_2 E_1)\, t, \quad \bar{\partial} a := i(a \triangleleft F_2 F_1, a \triangleright F_2)\, t, \quad (3.1)
\]

where we multiplied the operators in [3] Rem. 5.8] by \(-i\) (cf. Remark 3.1). It was shown in the appendix of [2] that for \(q = 1\) the operator \(\bar{\partial}\) is the usual Dolbeault operator.
The one-forms $\partial p_{ij}$, with $p_{ij} = z_i^* z_j$ the generators of $\mathcal{A}(\mathbb{CP}^2_\ell)$, are a generating family for $\Omega^{1,0}$ as a one sided (left or right) module [3, pg. 869]. Similarly $\partial p_{ij}$ are a generating family for $\Omega^{0,1}$. An explicit computation gives:

$$
\partial p_{jk} = i q^{-1} (u_j^*)^* \left( \frac{u_k^*}{u_k} \right), \quad \partial p_{jk} = i q^{-1} \left( -q^{\frac{3}{2}(u_j^*)^*} \right) u_k^3.
$$

We shall also need the following formulæ, that can be easily derived from (3.1) and the explicit formulæ for the right action of $\mathcal{U}_q(\mathfrak{su}(3))$:

$$
\partial(z_k z_i^*) = i q^{-2} \left( \frac{u_k^3}{u_k} \right) z_i^*, \quad \partial(z_k z_i^*) = i q^{-2} z_k \left( -q^{\frac{3}{2}(u_i^*)^*} \right).
$$

We now recall how the bi-graded $*$-algebra $\Omega^{*,*}(\mathbb{CP}^2_\ell)$ is defined. Each space of forms $\Omega^{i,j}$ is defined as a bimodule associated, like in (2.4), to a suitable representation denoted $\sigma^{i,j} : \mathcal{U}_q(\mathfrak{su}(2)) \to \text{Aut}(V^{i,j})$. The relevant representations for the present calculus are listed in Table 1 the only occurring ones being of type $\sigma_{\ell,N}$ with $\ell = 0, \frac{1}{2}, 1$, and one can check that the elements (3.2) belong to $\Omega^{1,0}$ and $\Omega^{0,1}$ respectively. Note that (cf. Table 1) the module of two-forms is the direct sum of four submodules:

$$
\Omega^2 = \Omega^{2,0} \oplus \Omega^{1,1} \oplus \Omega^{1,1} \oplus \Omega^{0,2},
$$

where $\Omega^{1,1}$ is the module associated with the 3-dimensional representation of $\mathcal{U}_q(\mathfrak{su}(2))$ with spin $\ell = 1$ and charge $N = 0$ and $\Omega^{1,1}$ is the module associated with the trivial 1-dimensional representation. We will use this decomposition later on.

Let $V_{\ell,N}$ be the vector space underlying the representation $\sigma_{\ell,N}$ and let $J : V_{\ell,N} \to V_{\ell,-N}$ be the antilinear map given by

$$
Ja = a^*, \quad J(v_1, v_2)^t = (-q^{-\frac{3}{2}} v_2, q^{-\frac{3}{2}} v_1)^t, \quad J(w_1, w_2, w_3)^t = (-q^{-1} w_3, w_2^*, -q w_1^*)^t,
$$

for any $a \in V_0, v \in V_{\frac{1}{2},N}$ and $w \in V_{1,N}$ respectively (the three cases in Table 1). Then, a graded involution on $\Omega^{*,*}$ is defined by $\omega^* := (-1)^j J(\omega)$ for all $\omega \in \Omega^{i,j}$ [3, Lemma 5.2].

The last ingredient we need to recall is the definition of the product. The first step is to define a product on $V^{*,*} := \bigoplus_{i,j} V^{i,j}$ as in [3, Prop. 5.1], an result we quote below.
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Proposition 3.2. A left $\mathcal{U}_q(\mathfrak{u}(2))$-covariant graded associative product $\wedge_q$ on $V^\bullet\bullet$, sending real vectors to real vectors and graded commutative for $q = 1$, is given by

\[
\begin{align*}
V^{0,1} \times V^{0,1} &\to V^{0,2}, \\
v \wedge_q w := c_0 \mu_0(v, w)^q, \\
V^{0,1} \times V^{1,0} &\to V^{1,1}, \\
v \wedge_q w := (c_1 \mu_1(v, w), c_2 \mu_0(v, w))^q, \\
V^{0,1} \times V^{2,1} &\to V^{2,2}, \\
v \wedge_q w := c_3 \mu_0(v, w)^q, \\
V^{0,1} \times V^{1,1} &\to V^{1,2}, \\
v \wedge_q w := \frac{c_0}{[2]c_1} \mu_2(v, w)^q - \frac{c_0}{[2]c_2} v w_4, \\
V^{1,0} \times V^{1,0} &\to V^{2,0}, \\
v \wedge_q w := c_4 \mu_0(v, w)^q, \\
V^{1,0} \times V^{0,1} &\to V^{1,1}, \\
v \wedge_q w := (-q^{\frac{3}{2}} c_1 \mu_1(v, w), q^{-\frac{3}{2}} c_2 \mu_0(v, w))^q, \\
V^{1,0} \times V^{1,2} &\to V^{2,2}, \\
v \wedge_q w := \frac{c_3 c_4}{c_0} \mu_0(v, w)^q, \\
V^{1,0} \times V^{1,1} &\to V^{2,1}, \\
v \wedge_q w := -q^{-\frac{3}{2}} c_4 \mu_2(v, w)^q - q^{\frac{3}{2}} c_0 \frac{[2]}{c_2} v w_4, \\
V^{1,2} \times V^{1,0} &\to V^{2,2}, \\
v \wedge_q w := \frac{c_3 c_4}{[2]c_1} \mu_3(v, w)^q - \frac{c_4}{[2]c_2} v q w, \\
V^{2,1} \times V^{0,1} &\to V^{2,2}, \\
v \wedge_q w := c_3 \mu_0(v, w)^q, \\
V^{1,1} \times V^{0,1} &\to V^{1,2}, \\
v \wedge_q w := -q^{-\frac{3}{2}} c_0 \frac{[2]}{c_1} \mu_3(v, w)^q - q^{\frac{3}{2}} c_0 \frac{[2]}{c_2} v q w, \\
V^{1,1} \times V^{1,0} &\to V^{2,1}, \\
v \wedge_q w := \frac{c_4}{[2]c_1} \mu_3(v, w)^q - \frac{c_4}{[2]c_2} v q w, \\
V^{1,1} \times V^{1,1} &\to V^{2,2}, \\
v \wedge_q w := -q^{-\frac{3}{2}} \frac{c_3 c_4}{[2]c_1} \mu_4(v, w)^q - q^{\frac{3}{2}} \frac{c_3 c_4}{[2]c_2} v q w_4,
\end{align*}
\]

where the maps $\mu_i$'s are

\[
\begin{align*}
\mu_0 : \mathbb{R}^2 \times \mathbb{R}^2 &\to \mathbb{R}, \\
\mu_0(v, w) := [2]^{-\frac{1}{2}} (q^{\frac{1}{2}} v_1 w_2 - q^{-\frac{1}{2}} v_2 w_1), \\
\mu_1 : \mathbb{R}^2 \times \mathbb{R}^2 &\to \mathbb{R}^3, \\
\mu_1(v, w) := (v_1 w_1, [2]^{-\frac{1}{2}} (q^{\frac{1}{2}} v_1 w_2 + q^{-\frac{1}{2}} v_2 w_1), v_2 w_2), \\
\mu_2 : \mathbb{R}^2 \times \mathbb{R}^3 &\to \mathbb{R}^2, \\
\mu_2(v, w) := (qv_1 w_2 - q^{-\frac{3}{2}} [2]^{\frac{1}{2}} v_2 w_1, q^{\frac{1}{2}} [2]^{\frac{1}{2}} v_1 w_3 - q^{-1} v_2 w_2), \\
\mu_3 : \mathbb{R}^3 \times \mathbb{R}^2 &\to \mathbb{R}^2, \\
\mu_3(v, w) := (q^{\frac{1}{2}} [2]^{\frac{1}{2}} v_1 w_2 - q^{-1} v_2 w_1, q v_2 w_2 - q^{-\frac{1}{2}} [2]^{\frac{1}{2}} v_3 w_1), \\
\mu_4 : \mathbb{R}^3 \times \mathbb{R}^3 &\to \mathbb{R}, \\
\mu_4(v, w) := q v_1 w_3 - v_2 w_2 + q^{-1} v_3 w_1.
\end{align*}
\]

The parameters $c_0, \ldots, c_4 \in \mathbb{R}^\times$ and $s = \pm 1$ are not fixed for the time being.

Given that $\Omega^{i,j} := \mathcal{E}(\sigma^{i,j}) = \mathcal{A}(SU_q(3)) \otimes_{\sigma^{i,j}} V^{i,j}$, for $w = aw \in \Omega^{i,j}$ and $\omega' = a'v' \in \Omega^{i',j'}$, with $a, a' \in \mathcal{A}(SU_q(3))$ and $v \in V^{i,j}$, $v' \in V^{i',j'}$, one sets

\[
w \wedge_q \omega' := (a a')(v \wedge_q v').
\]

From left covariance of the product on $V^\bullet\bullet$ it follows that $w \wedge_q \omega'$ is indeed a form and $\wedge_q$ defines a bi-graded associative product on $\Omega^\bullet\bullet$. The datum $(\Omega^\bullet\bullet, \wedge_q)$ is automatically a left $\mathcal{A}(\mathbb{C}P^2_q) \times \mathcal{U}_q(\mathfrak{su}(3))$-module algebra, and with the differential $d$ — uniquely defined by \ref{F.3.1} and the Leibniz rule — we get a covariant differential calculus. This is a $*$-calculus if and only if $c_0 = c_4$, a condition that we assume from now on (cf. \ref{3.1} Lemma 5.2)).
3.2. Hodge duality and orientation. On any module $\mathcal{E}(\sigma)$ of type $(2,4)$, seen as a right module, a Hermitian structure $(\cdot, \cdot) : \mathcal{E}(\sigma) \times \mathcal{E}(\sigma) \to \mathcal{A}(\mathbb{C}P^2)$ is given by Eq. (3.1) of [3]:

$$(\eta, \xi) = \sum_{i=1}^{n} \eta_i^* \xi_i,$$

where $\eta_i, \xi_i \in \mathcal{A}(SU_q(3))$ are the components of $\eta, \xi \in \mathcal{E}(\sigma)$ with respect to the canonical basis of $\mathbb{C}^n$. We have in particular a Hermitian structure on each space of forms $\Omega^{i,j}$, that for $q = 1$ is just the one constructed using the metric tensor.

A basis element $\tau_1$ for the rank 1 free bimodule $\Omega^{2,2}$ is given by the form having non zero component only in degree 4 and equal to 1. Every other real basis element of $\Omega^{2,2}$ is of the form $\tau_\lambda = \lambda \tau_1$, with $\lambda \in \mathbb{R} \setminus \{0\}$. We define the Hodge star operator by

$$(\ast \omega, \omega') \tau_\lambda = \omega^* \wedge_q \omega',$$

where $(\cdot, \cdot)$ is the Hermitian structure on $\Omega^\ast$ given by (3.5). In [3] we set $\lambda = 1$. Here we start with a general $\lambda$, and argue how this parameter is related to the orientation choice.

**Proposition 3.3.** One has $\ast^2_H = (-1)^k \text{id}$ on $k$-forms if and only if

$$|\lambda| = 1, \quad |c_1| = q^{-\frac{k}{2}} [2]^{-\frac{k}{4}} |c_2|, \quad |c_2| = q^{\frac{k}{2}} [2]^{-\frac{k}{4}} |c_0|, \quad |c_3| = [2]^k.$$

For this choice of parameters, the spaces $\Omega^{0,0}, \Omega^{1,1}_w$ and $\Omega^{1,1}_s$ in the decomposition (3.4) are eigenspaces of $\ast_H$ with eigenvalues $\lambda, -\lambda \text{sign}(c_0 c_3)$ and $\lambda \text{sign}(c_0 c_3)$, respectively.

**Proof.** If $\ast_H \omega$ and $\omega'$ are homogeneous with different degree, both sides of (3.6) are zero. It is then enough to consider the case $\omega \in \Omega^{i,j}, \omega' \in \Omega^{2-i,2-j}$. From the definition of the involutions on forms, for the possible values of the labels one gets

$$(i, j) = (0, 0), (0, 2), (2, 0), (2, 2) : \quad \omega^* \wedge_q \omega' = \omega^\dagger \cdot \omega',

(i, j) = (0, 1), (1, 0), (1, 2), (2, 1) : \quad \omega^* \wedge_q \omega' = c_3 c_4 (\omega^* \wedge_q \omega') = (-1)^j [2]^{-\frac{j}{2}} c_3 \omega^\dagger \cdot \omega',

(i, j) = (1, 1) : \quad \omega^* \wedge_q \omega' = c_3 c_4 [2]^{-\frac{j}{2}} [2]^{-\frac{k}{4}} |c_2|^{-2} w_2^- \omega'.

Condition (3.6) is satisfied if (recall that $c_0 = c_4$):

$$(\ast_H \omega)_{2-i,2-j} = \begin{cases} 
\lambda^{-1} \omega_{j,i} & \text{if } (i, j) = (0, 0), (0, 2), (2, 0), (2, 2), \\
(-1)^j [2]^{-\frac{j}{2}} c_3 \lambda^{-1} \omega_{j,i} & \text{if } (i, j) = (0, 1), (1, 0), (1, 2), (2, 1), \\
[2]^{-1} c_0 c_3 \lambda^{-1} (-q^{-\frac{k}{4}} |c_1|^{-2} w_1, q^{\frac{k}{4}} |c_2|^{-2} w_2) & \text{if } (i, j) = (1, 1).
\end{cases}
$$

The equation $\ast_H^2 \omega = (-1)^d \omega$ is satisfied if the $\lambda, c_i$ are given by (3.7). From (3.7) and the equations above, the last statement easily follows.

Classically (see e.g. [3]), on $\mathbb{C}P^2$ with standard orientation a two-form is ASD if and only if it belongs to $\Omega^{1,1}_w$, while on the space $\mathbb{CP}^2$ a two-form is ASD if and only if its component in $\Omega^{1,1}_v$ is zero. For $q \neq 1$, imposing (3.7), all parameters are fixed but for some arbitrary signs and a global rescaling encoded in $c_0$. It follows from Proposition 3.3 that, if we want $\Omega^{2,0} \oplus \Omega^{1,1}_s \oplus \Omega^{0,2}$ to be an eigenspace of $\ast_H$, as in the classical case, we are
forced to choose $c_0 c_3 > 0$. With this choice, $\lambda = 1$ gives the standard orientation, or $\mathbb{CP}^2_q$, and $\lambda = -1$ the reversed orientation, or $\overline{\mathbb{CP}^2_q}$. We choose $\lambda = -1$.

3.3. The Kähler form. We define the Kähler 2-form $\omega_q$ of $\mathbb{CP}^2_q$ as the concrete representation, using the differential calculus, of a suitable element in degree two twisted cyclic homology. It is the image of the defining projection $p = P_{-1}$ of $\mathcal{A}(\mathbb{CP}^2_q)$ under the equivariant Connes-Chern character (cf. [3, Sec. 7]). The projection $p$ is invariant, in the sense of [3, Lemma 7.1], under the representation of $\mathcal{U}_q(\mathfrak{su}(3))$ of highest weight $(1, 0)$ (cf. [3, Lemma 7.3]). According to [3, Theorem 7.2], we can associate to $p$ a cocycle $\text{ch}^2(p, \rho^{(1,0)})((K)$ in twisted cyclic homology. Here $K = (K_1 K_2)^{-1}$ is the element implementing the square of the antipode of $\mathcal{U}_q(\mathfrak{su}(3))$ as well as the modular automorphism (for the Haar state) on $\mathbb{CP}^2_q$ (cf. [3, Theorem 7.2]). Explicitly:

$$\text{ch}^2(p, \rho^{(1,0)}(K)) := \text{Tr}_p(p^{\otimes 3+1})(K)$$

$$= \sum_{i,j,k} p_{ij} \otimes p_{jk} \otimes p_{kl} (\rho^{(1,0)}(K))_{il} = \sum_{i,j,k} q^{6-2j} p_{ij} \otimes p_{kl} \otimes p_{lj} .$$

Using the linear representation coming from the differential calculus, we get the two-form:

$$\omega_q := \sum_{i,j,k} q^{6-2j} p_{ij} dp_{kl} \wedge_q dp_{lj} .$$

As shown in Sec. 6 for $q = 1$ the previous formula yields the usual Kähler form of $\mathbb{CP}^2$ up to a normalization factor (cf. Eq. (6.3)).

**Proposition 3.4.** The form $\omega_q$ is a basis of $\Omega^{1,1}_q$ as can be seen from its explicit expression:

$$\omega_q = q^{-2} q^{\frac{2}{3}} c_2 [2] \frac{1}{4} (0, 0, 0, 1)^t .$$

(3.8)

Furthermore:

$$p_{jk} \omega_q = \sum_l \partial p_{jl} \wedge_q \bar{\partial} p_{lk} .$$

(3.9)

**Proof.** Using (3.2), an explicit computation gives

$$\partial p_{ij} \wedge_q \bar{\partial} p_{kl} = -q^{-2} (u_i^3)^* \left( \begin{array}{c} u_i^2 \\ u_i^1 \\ u_i^0 \end{array} \right) \wedge_q \left( \begin{array}{c} q^{\frac{1}{2}} (u_k^1)^* \\ -q^{\frac{1}{2}} (u_k^2)^* \\ q^{\frac{1}{2}} (u_k^3)^* \end{array} \right) u_j^3$$

$$= -q^{-2} (u_i^3)^* \left[ \begin{array}{c} -q^{\frac{1}{2}} (u_i^1)^* \\ q^{\frac{1}{2}} (u_i^2)^* \\ q^{\frac{1}{2}} (u_i^3)^* \end{array} \right] \left[ \begin{array}{c} -q^{\frac{1}{2}} (u_k^1)^* \\ q^{\frac{1}{2}} (u_k^2)^* \\ q^{\frac{1}{2}} (u_k^3)^* \end{array} \right] u_j^3 .$$

In particular, using Lemma 2.1

$$\sum_j \partial p_{ij} \wedge_q \bar{\partial} p_{jk} = q^{-2} q^{-\frac{2}{3}} c_2 [2] \frac{1}{4} p_{ik} (0, 0, 0, 1)^t .$$

(3.10)

Similarly,

$$\sum_{abc} q^{6-2a} p_{ab} \partial p_{bc} \wedge_q \partial p_{ca} = -q^{-2} \sum_{ab} q^{6-2a} p_{ab} \left( \begin{array}{c} q^{\frac{1}{2}} (u_b^1)^* \\ -q^{\frac{1}{2}} (u_b^2)^* \end{array} \right) \wedge_q \left( \begin{array}{c} u_a^2 \\ u_a^1 \\ u_a^0 \end{array} \right) = 0 ,$$
\[
\sum_c \partial p_{bc} \wedge q \partial p_{ca} = \sum_c \bar{\partial} p_{bc} \wedge q \bar{\partial} p_{ca} = 0 .
\] (3.11)

This gives \( \omega_q = \sum_{abc} q^{6-2a} p_{ad} \partial p_{bc} \wedge q \bar{\partial} p_{ca} = q^{-2} q^{-\frac{3}{2}} c_2 [2] \frac{3}{2} (0, 0, 0, 1)^t \), where last equality comes from (3.10) together with the \( q \)-trace relation \( \sum_a q^{6-2a} p_{aa} = 1 \). This proves (3.8). Comparing it with (3.10) we get (3.9). ■

As for the classical \( \mathbb{C}P^2 \), the Kähler form is a basis for ASD forms of type \((1, 1)\) on \( \mathbb{C}P^2_q \).

### 3.4. Differential forms with coefficients in line bundles.

In Sec. (3.1) the bimodules of forms were defined as \( \Omega^{i,j} = \mathcal{E}(\sigma_{\ell,n}) \), with the relevant values of \( \ell, n \) given by Table \( \text{I} \).

On the other hand, in Sec. 2.3 bimodules of line bundles were given as \( L_N = \mathcal{E}(\sigma_{0,N}) \) be one of the bimodules of Sec. 2.3. We shall refer to elements of the bimodule \( \Omega^{i,j}(L_N) := \mathcal{E}(\sigma_{\ell,n+N}) \) as differential forms with coefficients in \( L_N \). There is a bimodule isomorphism given by

\[
L_N \otimes_{A(\mathbb{C}P^2_q)} \Omega^{i,j} \rightarrow \Omega^{i,j}(L_N) , \quad a \otimes_{A(\mathbb{C}P^2_q)} \omega \mapsto a \cdot \omega ,
\]

with inverse

\[
\Omega^{i,j}(L_N) \rightarrow L_N \otimes_{A(\mathbb{C}P^2_q)} \Omega^{i,j} , \quad \omega \mapsto \Psi_N^\dagger \otimes_{A(\mathbb{C}P^2_q)} \Psi_N \omega ,
\]

where \( \otimes_{A(\mathbb{C}P^2_q)} \) the algebraic tensor product composed with row-by-column multiplication. Similarly there is a bimodule isomorphism

\[
\Omega^{i,j} \otimes_{A(\mathbb{C}P^2_q)} L_N \rightarrow \Omega^{i,j}(L_N) , \quad \omega \otimes_{A(\mathbb{C}P^2_q)} a \mapsto \omega \cdot a ,
\]

with inverse

\[
\Omega^{i,j}(L_N) \rightarrow \Omega^{i,j} \otimes_{A(\mathbb{C}P^2_q)} L_N , \quad \omega \mapsto \omega \Psi_N^\dagger \otimes_{A(\mathbb{C}P^2_q)} \Psi_N .
\]

As a consequence, \( \Omega^k \otimes_{A(\mathbb{C}P^2_q)} L_N \) and \( \Omega^k \otimes_{A(\mathbb{C}P^2_q)} L_N \) are isomorphic as bimodule. The former space would be the source and target of left-module connections on \( L_N \), while the latter would be the source and target of right-module connections. Due to them being isomorphic we shall think of both left-module and right-module connections on \( L_N \) as maps from \( \Omega^k(L_N) \) to \( \Omega^{k+1}(L_N) \).

### 4. Instantons on \( \mathbb{C}P^2_q \)

Classically, one-instantons on \( \mathbb{C}P^2 \) are connections on the vector bundle associated with a \( SU(2) \)-principal bundle \( \mathcal{P} \rightarrow \mathbb{C}P^2 \) via the fundamental representation of \( SU(2) \). The total space of such a principal bundle is \( \mathcal{P} = S^5 \times_{U(1)} SU(2) \) where \( u \in U(1) \) acts on the coordinates \( z_i \)'s of \( S^5 \) by multiplication and the embedding \( U(1) \rightarrow SU(2) \) is given by

\[
u \mapsto \begin{pmatrix} u & 0 \\ 0 & \bar{u} \end{pmatrix} .\]
The vector bundle associated with the fundamental representation of SU(2) is then \( P \times_{SU(2)} \mathbb{C}^2 \simeq S^5 \times_{U(1)} \mathbb{C}^2 \) and the representation of U(1) on \( \mathbb{C}^2 \) is the sum of the fundamental one and its dual. The resulting vector bundle is the direct sum of the tautological bundle with its dual, and the corresponding module of sections is \( L_1 \oplus L_{-1} \). This is the module where we will construct one-instantons for \( q \neq 1 \).

4.1. The reducible instanton. Using the module isomorphism (2.7a) one trasports on \( L_N \) the Grassmannian connection \( P_N \circ d \) of \( P_N A(\mathbb{C}P^2_q)^{rN} \), with \( P_N \) the corresponding projection in (2.6). The result is a right-module connection \( \nabla_N : \Omega^k(L_N) \to \Omega^{k+1}(L_N) \) given, for all \( \eta \in \Omega^k(L_N) \), by

\[
\nabla_N \eta = \Psi^\dagger_N d(\Psi_N \eta) .
\]

(4.1)

On the other hand, viewing \( L_N \) as a left module, and using the isomorphism (2.7a) to trasport on it the Grassmannian connection of \( A(\mathbb{C}P^2_q)^{rN} P_{-N} \), one gets the left module connection \( \nabla_N^l \) given, for all \( \eta \in \Omega^k(L_N) \) by

\[
\nabla_N^l \eta = d(\eta \Psi^\dagger_{-N}) \Psi_{-N} .
\]

(4.2)

Being \( \nabla_N \) a right-module connection, it satisfies by construction a ‘right’ Leibniz rule:

\[
\nabla_N(\eta a) = \nabla_N(\eta) a + \eta \, da ,
\]

for any \( a \in A(\mathbb{C}P^2_q) \) and \( \eta \in L_N \), while \( \nabla_N^l \) satisfies a left version of the above. However, since \( L_N \) is a bimodule, there is also a ‘left’ Leibniz rule for \( \nabla_N \), that is for a product \( a\eta \) (and similarly a ‘right’ Leibniz rule for \( \nabla_N^l \), that is for a product \( \eta a \)).

**Proposition 4.1.** For any \( a \in A(\mathbb{C}P^2_q) \) and \( \eta \in L_N \), it holds that

\[
\nabla_N(a\eta) = a \nabla_N(\eta) + q^N(da)\eta .
\]

(4.3)

**Proof.** From (6.5) and (6.6) of [3] and the analogous relations for \( N < 0 \) one has

\[
\Psi_N^i(\Psi_N \triangleright E_2) = \Psi_N^i(\Psi_N \triangleright E_2) = (\Psi_N^i \triangleright E_2)\Psi_N = (\Psi_N^i \triangleright E_2)\Psi_N = 0 ,
\]

(4.4)

for any \( N \in \mathbb{Z} \). Hence (3.1) and the right \( U_q(\mathfrak{su}(2)) \)-invariance of \( A(S^5_q) \), yield

\[
\Psi_N^i d(\Psi_N a \Psi_N^\dagger) \Psi_N = \Psi_N^i (\Psi_N \triangleright K_2^{-1})(da) (\Psi_N \triangleright K_2^{-1})^i \Psi_N ,
\]

which gives \( q^N da \) after using (6.4) of [3], that is \( \Psi_N \triangleright K_2 = q^{\frac{N}{2}} \Psi_N \). This proves that,

\[
\Psi_N^i d(\Psi_N a \Psi_N^\dagger) \Psi_N = q^N da ,
\]

(4.5)

for any \( a \in A(\mathbb{C}P^2_q) \). From the definition (4.1) and using \( \Psi_N^i \Psi_N = 1 \) one gets

\[
\nabla_N(a\eta) = \Psi_N^i d(\Psi_N a \Psi_N^\dagger) \Psi_N \eta ,
\]

and, using the Leibniz rule for \( d \),

\[
\nabla_N(a\eta) = a \Psi_N^i d(\Psi_N \eta) + \Psi_N^i d(\Psi_N a \Psi_N^\dagger) \Psi_N \eta = a \nabla_N(\eta) + \Psi_N^i d(\Psi_N a \Psi_N^\dagger) \Psi_N \eta .
\]

Equation (4.3) then follows from (4.5).
The anti-linear map $\eta \rightarrow \eta^*$ sends $L_N$ to $L_{-N}$. This is not a bimodule isomorphism; nevertheless one easily finds that

$$(\nabla_N \eta)^* = \nabla_{-N}^\ell (\eta^*) .$$

More generally, the space of connections being affine, any connection on $L_N$ is obtained from $\nabla_N$ (or $\nabla_N^\ell$) by adding a right (or left) module endomorphism of $L_N$ with coefficients in one-forms, that is an element in $\Omega^1$, acting by multiplication from the left (or from the right, respectively). Thus, any right-module connection on $L_N$ is of the type $\nabla_N + \omega \wedge q$, and any left-module connection on $L_{-N}$ is of the type $\nabla_{-N} + (.) \wedge q \omega$ with $\omega \in \Omega^1$; with a slight abuse of terminology, we shall refer to $\omega$, in both cases, as the connection one-form. Since the projections $P_N$ are self-adjoint, one can check that the connection $\nabla_N$ is compatible with the Hermitian structure (3.5), this meaning $\langle \nabla_N \eta, \xi \rangle + \langle \eta, \nabla_N \xi \rangle = d \langle \eta, \xi \rangle$. As a consequence, a connection $\nabla_N + \omega$ is Hermitian if and only if $\langle \omega \eta, \xi \rangle + \langle \eta, \omega \xi \rangle = 0$, that is $\omega = -\omega^*$. Then, for Hermitian connections it follows that

$$(\nabla_N \eta + \omega \wedge q \eta)^* = \nabla_{-N}^\ell (\eta^*) + \eta^* \wedge q \omega .$$

Thus, conjugation transform a right-module Hermitian connection into a left module Hermitian connection with the same connection one-form.

The curvature of the connection in (4.1) is the operator of multiplication from the left by the (scalar) two-form $F_N$ given by [3, eqn. (6.3)]:

$$F_N = \Psi_N^1(dP_N \wedge q dP_N)\Psi_N .$$

On the other hand, the curvature of the left module connection $\nabla_N^\ell$ is the operator of multiplication from the right by the two-form $F_{-N}$ given by the same formula above, but with $N$ replaced by $-N$. We will work with right modules from now on, but we stress that trading right modules (and connections) for left ones amounts simply to change the sign to the label $N$.

**Proposition 4.2.** The curvature two-form $F_N$ is proportional to the Kähler form, hence it is ASD, for any $N \in \mathbb{Z}$. More precisely

$$F_N = \begin{cases} 
q^{N-1}[N] \omega_q & \forall \ N \geq 0, \\
q^{N+\frac{3}{2}+2}[N] \omega_q & \forall \ N < 0.
\end{cases}$$

**Proof.** The proportionality constant has been computed in [3] for $N \geq 0$ (cf. eqn. (6.8) there), resulting into $F_N = q^{N-1}[N]F_1$.

Since $\Psi_1^1 = (z_1, z_2, z_3)$ and $\sum_j z_j \bar{\partial} p_{ij} = \sum_j (\partial p_{ij}) z_j = 0$, it follows that

$$F_1 = \sum_{abc} z_a (d p_{ab} \wedge q d p_{bc}) z_b^* = \sum_{abc} z_a (\partial p_{ab} \wedge q \bar{\partial} p_{bc}) z_b^*$$

and from (3.9) we get $F_1 = \omega_q$. This proves the statement for $N \geq 0$. 
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For negative $N$, with the same proof after Lemma 6.2 of [3] one gets $F_N = -q^{N+1}[N]F_{-1}$. Since $\Psi_{-1} = (q^2 z_1, q z_2, z_3)^t$, it follows that

$$F_{-1} = \sum_{abc} q^{6-2a} q^{6-2b} q^{6-2c} z_a z_b z_c \partial (z_a z_b) \wedge q \partial (z_b z_c) z_c .$$

In turn, from (3.3) and the orthogonality relations in Lemma 2.1,

$$\sum_a q^{6-2a} q^{6-2b} q^{6-2c} \partial (z_a z_b) = \sum_c q^{6-2c} \partial (z_b z_c) z_c = 0 ,$$

and

$$\sum_{abc} q^{6-2a} q^{6-2b} q^{6-2c} z_a \partial (z_a z_b) = \sum_c q^{6-2c} \partial (z_b z_c) z_c = 0 ,$$

$$= -q^{-4} \sum_b q^{6-2b} \begin{bmatrix} c_1 q^{-\frac{1}{2}} (u_b^1)^* u_b^2 \\ c_1 [2]^{-\frac{1}{2}} (q^{-1} (u_b^1)^*) u_b^1 - q (u_b^2)^* u_b^2 \\ -c_1 q^{\frac{1}{2}} (u_b^2)^* u_b^1 \\ c_2 [2]^{-\frac{1}{2}} (u_b^1)^* u_b^1 + (u_b^2)^* u_b^2 \end{bmatrix} = -q^{-4} \sum_b \begin{bmatrix} 0 \\ 0 \\ 0 \\ c_2 q [2]^{\frac{1}{2}} \end{bmatrix} = -q^{\frac{3}{2}+1} \omega_q .$$

Hence $F_{-1} = -q^{\frac{3}{2}+1} \omega_q$ and $F_N = q^{N+\frac{3}{2}+2}[N] \omega_q$ for all $N < 0$.

As a consequence of previous proposition, the direct sum

$$\tilde{\nabla}_0 := \nabla_1 \oplus \nabla_{-1}$$

(4.9)

is a reducible ASD connection on $L_1 \oplus L_{-1}$. The reason to call $\tilde{\nabla}_0$ an instanton comes from the already mentioned fact that the module $L_1 \oplus L_{-1}$ has the correct ‘topological numbers’, i.e. rank 2, charge 0, and instanton number 1, respectively.

Next subsections are devoted to construct irreducible instantons on $L_1 \oplus L_{-1}$.

4.2. A family of instantons. The space of connections (on a fixed right module) being affine, any connection on $L_1 \oplus L_{-1}$ can be obtained from $\tilde{\nabla}_0$ by adding a right module endomorphism with coefficients in $\Omega^1$. Module maps $P_n A(\mathbb{CP}_q^2)^r \to P_m A(\mathbb{CP}_q^2)^r$ are given by left multiplication by elements of $P_m M_{r \times r_n} (A(\mathbb{CP}_q^2)) P_n$, so right module maps $L_n \to L_m$ are given by elements $\Psi_m^* T \Psi_n$ with $T \in M_{r \times r_m} (A(\mathbb{CP}_q^2))$. In particular, recalling that $\Psi^1_1 = (z_1, z_2, z_3)$ and $\Psi_{-1} = (q^2 z_1, q z_2, z_3)^t$, we see that any right module map $L_{-1} \to L_1$ is a linear combination of elements $z_i z_j$ with coefficients in $A(\mathbb{CP}_q^2)$; but elements $z_i z_j$ are a generating family for the module $L_2$, hence the identification

$$\text{Hom}_{A(\mathbb{CP}_q^2)}(L_{-1}, L_1) \simeq L_2 .$$

Therefore, the most general Hermitian connection on $L_1 \oplus L_{-1}$ can be written as

$$\tilde{\nabla} = \tilde{\nabla}_0 + \begin{pmatrix} A^* - A & \Phi \\ -\Phi^* & B - B^* \end{pmatrix}$$

(4.10)

with $A, B \in \Omega^{0,1}$ and $\Phi \in \Omega^1(L_2)$. 
Remark 4.3. As mentioned, the Grassmannian connection (for a self-adjoint projection) is compatible with the Hermitian structure (3.5), thus $(\hat{\nabla}_{\eta} \eta, \xi) + (\eta, \hat{\nabla}_{\eta} \xi) = d(\eta, \xi)$. If $\hat{\nabla}$ is also Hermitian, the difference $\omega := \hat{\nabla} - \hat{\nabla}_{0}$ satisfies $(\omega \eta, \xi) + (\eta, \omega \xi) = 0$. From the definition (3.5), it follows that $\omega$ has to be an antihermitian matrix, as in (4.10).

In order to proceed, at this point for the $q = 1$ case one makes an ansatz [7] on the elements in the $2 \times 2$ matrix in (4.10). One possibility could be to make the analogous ansatz here: we could assume that the element $\Phi$ in (4.10) is proportional to

$$\phi := q^{\frac{1}{2}} \sum z_j (\partial p_{j3}) z_3 - qz_j (\partial p_{j3}) z_2,$$

that is $\Phi = C\phi$ with $C \in \mathcal{A}(\mathbb{C}P^2_q)$. Moreover, we could assume that the element $C$ and the 1-forms $A, B$ in (4.10) are “functions” of $p_{11}$ alone:

$$C = C(p_{11}), \quad A = A(p_{11}), \quad B = B(p_{11}).$$

With these assumptions, the ASD condition for the connection $\tilde{\nabla}$ is equivalent to a system of $q$-difference equations. These are quadratic in $A$ and $B$ and linear in their $q$-derivatives (as defined below in (4.13)). When $q = 1$, the quadratic terms disappear and $q$-derivatives become ordinary derivatives. If $q \neq 1$, the presence of $q$-derivatives and of quadratic terms makes the problem very difficult to solve. To overcome these difficulties, in the next section we follow a different approach: we will construct instantons more in the spirit of the ADHM construction. We will prove that the connection is of the form (4.10) (cf. Prop. 4.7) with matrix elements that turn out to be of the kind of the ansatz above.

The link between self-duality and $q$-difference equations is in the following lemmas, that we collect here since they will also be needed later on.

Lemma 4.4. Let $x := p_{11} = z_1^* z_1$. Then

$$(\partial x)x = q^{2}x(\partial x), \quad (\bar{\partial} x)x = q^{-2}x(\bar{\partial} x),$$

and, for any $n \geq 1$,

$$\partial x^n = [n]_q (qx)^{n-1} \partial x, \quad \bar{\partial} x^n = [n]_q (q^{-1}x)^{n-1} \bar{\partial} x.$$

Proof. As a particular case of (3.2):

$$\partial x = iq^{-1}z_1^* \left( \begin{array}{c} u^2_1 \\ u_1 \end{array} \right).$$

From the defining relations of $\mathcal{A}(\text{SU}_q(3))$ one gets $u_i z_1 = u_i^* u^3_1 = qu_i^* u^3_1 = qz_1 u_i^*$ for $i < 3$. Since $z_1^* = -q^{-2}(u_2^3 u_3^3 - qu_3^3 u_2^3)$, one also checks that $u_i^* z_1^* = qu_i^* z_1^*$ for $i < 3$. This proves the first equation in (4.12a). The second follows by conjugation.

Using (4.12a) and the Leibniz rule:

$$\partial x^n = \sum_{k=0}^{n-1} x^{n-1-k} (\partial x)x^k = \left\{ \sum_{k=0}^{n-1} q^{2k} \right\} x^{n-1}(\partial x)$$
and \( \sum_{k=0}^{n-1} q^{2k} = (1 - q^{2n})(1 - q^2)^{-1} = q^{n-1}[n]_q \), proving the first equation in (4.12). One proves the second one in a similar fashion.

As a corollary of previous lemma, we have the following interesting relation between our differential calculus and the well known \( q \)-derivative. The latter will be denoted simply with a ‘dot’, instead of the more common notation \( D_q \).

**Lemma 4.5.** Let the \( q \)-derivative be defined by

\[
\dot{f}(x) := \frac{f(qx) - f(q^{-1}x)}{(q - q^{-1})x}.
\]

Then

\[
\partial f(x) = \dot{f}(qx) \partial x = \partial x \dot{f}(q^{-1}x), \quad \tilde{\partial} f(x) = \dot{f}(q^{-1}x) \tilde{\partial} x = \tilde{\partial} x f(qx).
\]

Previous lemma is true for \( f(x) \) a polynomial of \( x \), but more generally holds for any \( f \) for which the \( q \)-derivative exists.

In fact, for the rest of this section, we need to consider a (slightly) enlarged algebra than \( A(\mathbb{C}P^2_q) \). From the spherical relation (2.2), we deduce that \( ||p_{11}|| \leq ||z_1||^2 \leq 1 \) in any bounded \(*\)-representation; thus any sum \( f := \sum_{n \geq 0} c_n(p_{11})^n \) with rapid decay coefficients \( \{c_n\} \) is convergent in the universal \( C^* \)-algebra \( C(\mathbb{C}P^2_q) \) generated by the \( \{p_{ij}\} \). If \( C(SU_q(3)) \) is the universal \( C^* \)-algebra generated by \( \{u_j^i\} \), we can set \( \partial f := \sum_{n \geq 0} c_n \partial(p_{11})^n \) and \( \tilde{\partial} f := \sum_{n \geq 0} c_n \tilde{\partial}(p_{11})^n \); these sums converge to some elements of \( C(SU_q(3))^2 \) that we take by definition as derivatives of \( f \), and satisfy (4.14). In particular we shall need the element

\[
(1 - t^2 q^k p_{11})^{-1} = \sum_{n \geq 0} (t^2 q^k p_{11})^n,
\]

which is a well defined positive operator for any \( 0 \leq t < 1 \) and \( k \geq 0 \), as well as its positive square root. We also recall that the coproduct of \( A(SU_q(3)) \) extends to a \( C^* \)-algebra morphism, needed later on when constructing additional solutions out of (4.19).

As a last remark, we note that if \( A \subset B \) are \(*\)-algebras and \( M_A \) is a right \( A \)-module, this can be canonically turned to a right \( B \)-module \( M_B \) with the formula \( M_B := M_A \otimes_A B \). With a slight abuse of notations, we will not introduce new symbols for the algebras and modules enlarged with the square root of the element (4.15) and its positive powers.

We are ready to construct a family of one-instantons \( \nabla_t \) parametrized by \( 0 \leq t < 1 \). Motivated by the classical case, discussed in Sec. 6, we look for a projection \( \Psi \Psi^\dagger \) which is a deformation of the classical matrix in Eq. (6.1). Let \( 0 \leq \theta < \pi/4 \), \( t := \sin 2\theta \) and define

\[
\psi := \begin{pmatrix}
\cos 2\theta & z_1^* \\
\cos \theta & z_2^* \\
\cos \theta & z_3^* \\
0 & 1
\end{pmatrix}, \quad \varphi := \begin{pmatrix}
0 & -\sin \theta \\
\sin \theta & q \sin \theta \\
q \cos \theta & q^2 \cos 2\theta \\
-\cos \theta & q \cos \theta
\end{pmatrix}.
\]
Entries of $\psi$ are easily seen to be a generating family for $L_1$ while entries of $\varphi$ are a generating family for $L_{-1}$. The $q$ factors are inserted so that
\[
\psi^\dagger \varphi = 0, \quad \psi^\dagger \psi = 1 - t^2 p_{11}, \quad \varphi^\dagger \varphi = 1 - t^2 q^4 p_{11}; \quad (4.17)
\]
then, if we form the $2 \times 6$ matrix
\[
\Psi = (\psi, 0) \frac{1}{\sqrt{1 - t^2 p_{11}}} + (0, \varphi) \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}}, \quad (4.18)
\]
we have $\Psi^\dagger \Psi = 1$ and $P := \Psi \Psi^\dagger$ is a projection and we can consider the corresponding Grassmannian connection. One of the main results of present paper is the following:

**Theorem 4.6.** For any $0 \leq t < 1$, the connection on $L_1 \oplus L_{-1}$ defined by
\[
\tilde{\nabla}_t \eta := \Psi^\dagger d(\Psi \eta), \quad (4.19)
\]
has ASD curvature
\[
F = \Psi^\dagger (dP \wedge q dP) \Psi. \quad (4.20)
\]
Note that $\Psi|_{t=0} = \Psi_1 \oplus \Psi_{-1}$ and $\tilde{\nabla}_0 := \nabla_1 \oplus \nabla_{-1}$ is the reducible connection in (4.9).

**Proof.** With our choice of orientation, $(2, 0)$ and $(0, 2)$ forms are ASD; thus we only need to compute the $(1, 1)$ component of the curvature $F$ and check that it is proportional to the Kähler form. Let $F_{ij}$ be the matrix elements of the $\Omega_{11}$-component of $F$, and $F_{ij}^+$ its self-dual part. Since $F_{21} = F_{12}^*$, we only need to compute three components.

The details of the meticulously crafted, very long and very technical proof of the results are relegated to Appendix A. One finds indeed $F_{12} = 0$; this is shown in Lemma A.10. That $F_{11} = 0$ and $F_{22}^+ = 0$ is proved in Corollary A.13 and Corollary A.16 respectively. 

In the next section we shall obtain new instantons from the connection (4.19) by using the coaction of $A(SU_q(3))$. For this, we need the connection one-form of (4.19) that we work out in the form (4.10). Its entries turn out to be just like the ones in the anstaz mentioned before, that is $\Phi = C\phi$, with $\phi$ as in in (4.11) and $A, B, C$ functions of $x = p_{11}$.

Once more, the space of connections being affine, one can decompose the connection as
\[
\tilde{\nabla}_t = \tilde{\nabla}_0 + \omega_t \quad (4.21)
\]
with $\omega_t$ an endomorphism of $L_1 \oplus L_{-1}$ with coefficients in $\Omega^1$. Indeed, from Remark 4.3 $\tilde{\nabla}_t$ is of the form (4.10), for some $A, B, C$ which we compute in this section.

**Proposition 4.7.** The matrix of 1-forms $\omega_t$ in the connection (4.21) is as in (4.10) with
\[
\begin{align*}
A^* &= q\sqrt{1 - t^2 x} \partial \frac{1}{\sqrt{1 - t^2 x}}, \quad (4.22a) \\
B &= q^{-1} \sqrt{1 - t^2 q^4 x} \hat{\partial} \frac{1}{\sqrt{1 - t^2 q^4 x}}, \quad (4.22b) \\
\Phi &= q^{-\frac{1}{2}} t \frac{1}{\sqrt{1 - t^2 x}} \phi \frac{1}{\sqrt{1 - t^2 q^4 x}} \quad (4.22c)
\end{align*}
\]
where $\phi = q^{\frac{1}{2}} \sum_j \{ z_j (\partial p_j) z_3 - q z_j (\partial p_j \beta) z_2 \}$ as given in (4.11) and $x := p_{11}$ as before.

We need some preliminary results.

**Lemma 4.8.** If $\phi$ is the element in (4.11), then

$$
\phi = i \left( q^{-\frac{1}{2}}(u_1^*)& \right), \quad \phi^* = i \left( u_1^2 \right).
$$

**Proof.** From (3.2) and (2.2) we get

$$
\phi = iq^{-\frac{1}{2}} \left( u_2 u_3 - qu_3 u_2^3 \right) z_3 - iq^{\frac{1}{2}} \left( u_3^2 \right) z_2,
$$

and using (2.1):

$$
\phi = iq^{-\frac{1}{2}} \left( u_2 u_3 - qu_3 u_2^3 \right) z_3 - iq^{\frac{1}{2}} \left( u_3^2 \right) z_2 = i \left( q^{-\frac{1}{2}}(u_1^*)& \right),
$$

and this proves the first equation in (4.23). The second follows by conjugation. \hfill \square

**Lemma 4.9.** For any $\eta \in L_1$ and $\eta' \in L_{-1}$ it holds that

$$
z_1 d(z_1^* \eta) = p_{11} \nabla_1 \eta + q (\bar{\partial} p_{11}) \eta, \quad z_1^* d(z_1 \eta') = p_{11} \nabla_{-1} \eta' + q^{-1} (\partial p_{11}) \eta'.
$$

**Proof.** Recall that $z_1 \triangleleft F_2 = z_1^* \triangleleft E_2 = 0$, $z_1 \triangleleft K_2 = q^{\frac{1}{2}} z_i$ and that $z_i$ is in the kernel of $E_1, F_1, K_1 - 1$. From (3.2), using the coproduct and the above observations, we get:

$$
z_1 d(z_1^* \eta) = z_1^* (z_1 \triangleleft K_2^{-1}) d\eta + z_1 (\partial z_1^*) (\eta \triangleleft K_2) = q^{\frac{1}{2}} p_{11} d\eta + q^{\frac{1}{2}} z_1 (\partial z_1^*) \eta,
$$

$$
z_1^* d(z_1 \eta') = z_1^* (z_1 \triangleleft K_2^{-1}) d\eta' + z_1^* (\partial z_1) (\eta' \triangleleft K_2) = q^{\frac{1}{2}} p_{11} d\eta' + q^{\frac{1}{2}} z_1^* (\partial z_1) \eta',
$$

$$
q \bar{\partial} p_{11} = q (z_1 \triangleleft K_2^{-1}) \partial z_1^* = q^{\frac{1}{2}} z_1 \partial z_1^*,
$$

$$
q^{-1} \partial p_{11} = q^{-1} (z_1 \triangleleft K_2^{-1}) \partial z_1 = q^{\frac{1}{2}} z_1^* \partial z_1 .
$$

Thus

$$
z_1 d(z_1^* \eta) = q^{\frac{1}{2}} p_{11} d\eta + q (\bar{\partial} p_{11}) \eta, \quad z_1^* d(z_1 \eta') = q^{-\frac{1}{2}} p_{11} d\eta' + q^{-1} (\partial p_{11}) \eta'.
$$

From (6.4), (6.5) and (6.6) of [3] and the definition (4.11), we see that $q^{\frac{1}{2}} d\eta = \nabla_1 \eta$. In a similar way one shows that $q^{-\frac{1}{2}} d\eta' = \nabla_{-1} \eta'$. This concludes the proof. \hfill \square

**Proof of Proposition 4.7.** Now, for $\eta = (\eta_1, 0)^t$ and $\eta' = (0, \eta_2)^t$ one has

$$
(\tilde{\nabla}_t \eta)_1 = \frac{1}{\sqrt{1 - t^2 p_{11}}} \psi^t d \left( \psi \frac{1}{\sqrt{1 - t^2 p_{11}}} \eta_1 \right),
$$

$$
(\tilde{\nabla}_t \eta)_2 = \frac{1}{\sqrt{1 - t^2 q^t p_{11}}} \varphi^t d \left( \varphi \frac{1}{\sqrt{1 - t^2 q^t p_{11}}} \eta_1 \right),
$$

$$
(\tilde{\nabla}_t \eta')_2 = \frac{1}{\sqrt{1 - t^2 q^t p_{11}}} \varphi^t d \left( \varphi \frac{1}{\sqrt{1 - t^2 q^t p_{11}}} \eta_2 \right).
$$
Notice that for any $\xi_1 \in L_1$, $\xi_2 \in L_{-1}$, and denoting $\xi = (\xi_1, 0)$ and $\xi' = (0, \xi_2)$, an easy algebraic manipulation gives:

\[
\psi^\dagger d(\psi \xi_1) = (\bar{\nabla}_0 \xi)_1 - t^2 z_1 d(z_1^* \xi_1),
\]

\[
\varphi^\dagger d(\varphi \xi_2) = (\bar{\nabla}_0 \xi')_2 - t^2 q^4 z^*_1 d(z_1 \xi_2),
\]

and using Lemma 4.9 we get:

\[
\psi^\dagger d(\psi \xi_1) = (1 - t^2 p_{11})(\bar{\nabla}_0 \xi)_1 - t^2 q (\bar{\partial} p_{11}) \xi_1,
\]

\[
\varphi^\dagger d(\varphi \xi_2) = (1 - t^2 q^4 p_{11})(\bar{\nabla}_0 \xi')_2 - t^2 q^3 (\bar{\partial} p_{11}) \xi_2.
\]

Using these two equations in (4.24a) and (4.24c), and inserting the identity matrix in the form $(\psi^\dagger \psi)^{-1} \psi^\dagger \psi$ in (4.24b), one gets

\[
(\bar{\nabla} \eta)_1 = \sqrt{1 - t^2 p_{11}} \bar{\nabla}_0 \left( \frac{1}{\sqrt{1 - t^2 p_{11}}} \eta \right)_1 - t^2 q \frac{1}{\sqrt{1 - t^2 p_{11}}} (\bar{\partial} p_{11}) \frac{1}{\sqrt{1 - t^2 p_{11}}} \eta_1,
\]

\[
(\bar{\nabla} \eta)_2 = \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} \varphi^\dagger d(\psi \varphi \eta) \frac{1}{(1 - t^2 p_{11})^2} \eta_1,
\]

\[
(\bar{\nabla} \eta')_2 = \sqrt{1 - t^2 q^4 p_{11}} \bar{\nabla}_0 \left( \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} \eta' \right)_2 - t^2 q^3 \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} (\bar{\partial} p_{11}) \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} \eta_2.
\]

Using the Leibniz rule and (4.17) we can rewrite the second as

\[
(\bar{\nabla} \eta)_2 = \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} \varphi^\dagger d(\psi \varphi \eta) \frac{1}{(1 - t^2 p_{11})^2} \eta_1.
\]

Therefore, using (4.3) for $\bar{\nabla}_0 = \nabla_1 \oplus \nabla_{-1}$, we find $\bar{\nabla}_t = \bar{\nabla}_0 + \omega_t$, with

\[
(\omega_t)_{11} = q \sqrt{1 - t^2 p_{11}} \frac{1}{\sqrt{1 - t^2 p_{11}}} - t^2 q \frac{1}{\sqrt{1 - t^2 p_{11}}} (\bar{\partial} p_{11}) \frac{1}{\sqrt{1 - t^2 p_{11}}},
\]

\[
(\omega_t)_{21} = \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} \varphi^\dagger d(\psi \varphi \eta) \frac{1}{(1 - t^2 p_{11})^2},
\]

\[
(\omega_t)_{22} = q^{-1} \sqrt{1 - t^2 q^4 p_{11}} \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} - t^2 q^3 \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}} (\bar{\partial} p_{11}) \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}}.
\]

This means

\[
A^* = q \sqrt{1 - t^2 p_{11}} \bar{\partial} \frac{1}{\sqrt{1 - t^2 p_{11}}},
\]

\[
B = q^{-1} \sqrt{1 - t^2 q^4 p_{11}} \bar{\partial} \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}},
\]

\[
\Phi = - (\omega_t)_{21} = - \frac{1}{(1 - t^2 p_{11})^2} \varphi^\dagger d(\psi \varphi) \varphi \frac{1}{\sqrt{1 - t^2 q^4 p_{11}}}.
\]
The element Φ can be simplified. An explicit computation gives:

\[-ψ^† d(ψψ^†)φ = \sin 2θ(cos 2θ z_1, z_2, z_3) d \left( \begin{array}{c}
\cos 2θ z_1^* \\
z_2^* \\
z_3^*
\end{array} \right) (z_2, z_3) \left( \begin{array}{c}
z_3 \\
-qz_2
\end{array} \right) \]

\[= t \left( \sum_{j=1}^3 z_j \left\{ (dp_{j2})z_3 - q(dp_{j3})z_2 \right\} - t^2z_1 \left\{ (dp_{12})z_3 - q(dp_{13})z_2 \right\} \right).\]

The first term in the braces is just \(q^{-\frac{1}{2}}φ\). For the second term one proves, using (3.2) and Lemma 4.8, that it equals to \(-t^2p_{11}q^{-\frac{1}{2}}φ\). Hence \(ψ^† d(ψψ^†)φ = t(1 - t^2p_{11})q^{-\frac{1}{2}}φ\) and

\[Φ = \frac{1}{\sqrt{1 - t^2p_{11}}} q^{-\frac{1}{2}}tφ \frac{1}{\sqrt{1 - t^2q^4p_{11}}}.\]

This concludes the proof of Proposition 4.7. \(\blacksquare\)

5. Noncommutative families of instantons

As observed in Sec. 2.2, equation (2.5) gives a left coaction \(∆_L\) of \(SU_q(3)\) on any module \(E(σ)\) of the type (2.4). In particular, the algebra of forms \(Ω^{••}\) is a graded left \(SU_q(3)\)-comodule \(•\)-algebra, with the coaction commuting with the exterior differential \(d\), the latter defined in (3.1) via the left action \(L\) of \(U_q(\mathfrak{su}(3))\). In fact, \(∆_L\) preserves also the decomposition \(Ω^{1•} ≃ Ω^{1•}_1 ⊕ Ω^{1•}_3\), thus sending ASD connections to ASD connections when the Hodge star on the image of \(∆_L\) is defined by the trivial lift:

\[\hat{•}_H := \text{id}_{A(SU_q(3))} ⊗ •_H.\] (5.1)

5.1. Adjoint coaction of \(SU_q(3)\) on connections. If \(E\) is one of the modules \(L_N\) or a direct sum of them, we let \(Ω^{i•}(E)\) be the equivariant module of forms with coefficients in \(E\), as explained in Sec. 3.4. This is a module of the type (2.4), and as such is a \(SU_q(3)\)-comodule for the coaction \(∆_L\) in (2.3), that maps

\[∆_L : Ω^{i•}(E) → \hat{Ω}^{i•}(E) := A(SU_q(3)) ⊗ Ω^{i•}(E).\] (5.2)

The space \(\hat{Ω}^{i•}(E)\) is a right \(Ω^{••}(\mathbb{C}P_q^2)\)-module for the wedge multiplication from the right on the factor \(Ω^{i•}(E)\) of the tensor product. Given a right module connection ∇ on \(E\), the map \(\text{id} ⊗ ∇\) is a right module connection on \(\hat{E} = A(SU_q(3)) ⊗ E\), and if ∇ is (anti)self-dual, \(\text{id} ⊗ ∇\) is (anti)self-dual too for the Hodge star operator extended as in (5.1).

The left coaction (5.2) can be lifted to an adjoint coaction on connections. We implement this by using the multiplicative unitary of \(SU_q(3)\) (in the sense of [12]). Consider then the \((\mathbb{C}\text{-linear})\) endomorphisms of \(\hat{Ω}^{i•}(E)\) given by

\[U := (m ⊗ \text{id})(\text{id} ⊗ ∆_L), \quad W := (m ⊗ \text{id})(\text{id} ⊗ S ⊗ \text{id})(\text{id} ⊗ ∆_L),\]

where \(m\) is the multiplication map. Explicitly, for all \(a ∈ A(SU_q(3))\) and \(η ∈ Ω^{i•}(E)\):

\[U(a ⊗ η) = aS^{-1}(η(2)) ⊗ η(1), \quad W(a ⊗ η) = aη(2) ⊗ η(1),\]
with $\Delta^{\text{cop}}(\eta) = \eta(2) \otimes \eta(1)$ in Sweedler notation. Using $S^{-1}(\eta(2))\eta(1) = \eta(2)S^{-1}(\eta(1)) = \varepsilon(\eta)$, one explicitly checks that $U$ and $W$ are one the inverse of the other.

**Lemma 5.1.** For any $a \in \mathcal{A}(SU_q(3))$, $\eta \in \Omega^{i,j}(\mathcal{E})$ and $\omega \in \Omega^{i,j}(CP_q^2)$ it holds that

$$W(a \otimes \eta \omega) = W(a \otimes \eta \Delta^{\text{cop}}(\omega))$$

where $\Delta^{\text{cop}}(x) = x(2) \otimes x(1)$ is the opposite coproduct.

**Proof.** From $\Delta_L = (S^{-1} \otimes \text{id})\Delta^{\text{cop}}$ it follows that $W = (m \otimes \text{id})(\text{id} \otimes \Delta^{\text{cop}})$. Since $\Delta^{\text{cop}}$ is an algebra morphism, we get (5.3). \hfill \blacksquare

Recall that $\Delta(d\omega) = (d \otimes \text{id})\Delta(\omega)$ for all $\omega \in \Omega^{\bullet,\bullet}$, expressing the (right) covariance of the calculus, due to the definition of $d$ using the right action of $U_q(su(3))$. Applying the flip we get the covariance expressed for the opposite coproduct, that is

$$\Delta^{\text{cop}}(d\omega) = (\text{id} \otimes d)\Delta^{\text{cop}}(\omega),$$

a result that we shall use momentarily.

**Proposition 5.2.** Let $\nabla$ be a right-module connection on $\mathcal{E}$. Then the operator

$$\hat{\nabla} := U(\text{id} \otimes \nabla)U^{-1}$$

is a right-module connection on $\hat{\mathcal{E}} = \mathcal{A}(SU_q(3)) \otimes \mathcal{E}$.

**Proof.** Recall that $U^{-1} = W$, and explicitly $W(a \otimes \eta) = a\eta(2) \otimes \eta(1)$. For any $a \in \mathcal{A}(SU_q(3))$, $\eta \in \Omega^{i,j}(\mathcal{E})$ and $\omega \in \Omega^{i,j}(CP_q^2)$, one computes

$$W(\hat{\nabla}(a \otimes \eta \omega)) = (\text{id} \otimes \nabla)(a\eta(2)\omega(2) \otimes \eta(1)\omega(1)) = a\eta(2)\omega(2) \otimes \nabla(\eta(1)\omega(1))$$

$$= a\eta(2)\omega(2) \otimes (\nabla \eta(1))\omega(1) + (-1)^{dg(\eta)}a\eta(2)\omega(2) \otimes \eta(1)d\omega(1).$$

On the other hand, from (5.3) and (5.4) we get

$$W\left(\hat{\nabla}(a \otimes \eta \omega)\right) = \left(W\hat{\nabla}(a \otimes \eta)\right)\Delta^{\text{cop}}(\omega) = a\eta(2)\omega(2) \otimes \nabla(\eta(1))\omega(1),$$

$$W(a \otimes \eta d\omega) = W(a \otimes \eta)\Delta^{\text{cop}}(d\omega) = (a\eta(2) \otimes \eta(1))(\text{id} \otimes d)\Delta^{\text{cop}}(\omega)$$

$$= a\eta(2)\omega(2) \otimes \eta(1)d\omega(1).$$

Thus

$$W\hat{\nabla}(\xi \omega) = W\left(\hat{\nabla}\xi \omega\right) + (-1)^{dg(\xi)}W(\xi d\omega)$$

for all $\xi = a \otimes \eta \in \hat{\Omega}^{\bullet,\bullet}(\mathcal{E})$ and $\omega \in \Omega^{\bullet,\bullet}$, and since $W$ is invertible, this is equivalent to the graded Leibniz rule for $\hat{\nabla}$. \hfill \blacksquare

From the expression for the square of the connection,

$$\hat{\nabla}^2 = U(\text{id} \otimes \nabla^2)U^{-1},$$

\hfill 23
we can easily work out the curvature two-form (-valued endomorphism) of \( \nabla \). If \( F \) is the curvature two-form of \( \nabla \), that is \( \nabla^2 \eta = F \eta \), for any \( a \otimes \eta \in \widehat{\mathcal{E}} \), we get:

\[
\nabla^2(a \otimes \eta) = U \{ a \eta(2) \otimes \nabla^2 \eta(1) \} = U \{ a \eta(2) \otimes F \eta(1) \}
\]

\[
= a \eta(2) S^{-1}(\eta(1)(2)) S^{-1}(F(2)) \otimes F(1) \eta(1)
\]

\[
= a \eta(2) S^{-1}(\eta(2)(1)) S^{-1}(F(2)) \otimes F(1) \eta(1)
\]

\[
= a S^{-1}(F(2)) \otimes F(1) \eta = a S^{-1}(F(2)) \otimes F(1) \eta.
\]

Where we used the coassociativity of \( \Delta^\text{cop} : \eta(2) \otimes \eta(1)(2) \otimes \eta(1)(1) = \eta(2) \otimes \eta(2)(1) \otimes \eta(1) \), together with the properties \( \eta(2)(2) S^{-1}(\eta(2)(1)) = \epsilon(\eta(2)) \) and \( \epsilon(\eta(2)) \eta(1) = \eta \).

Thus, the curvature two-form of \( \nabla \) is given by

\[
\hat{F} := \Delta_L(F) = S^{-1}(F(2)) \otimes F(1)
\]

acting “from the middle” on \( \hat{E} = \mathcal{A}(SU_q(3)) \otimes \mathcal{E} \).

As mentioned, the coaction \( \Delta_L \) of \( SU_q(3) \) preserves the decomposition \( \Omega^{1,1} = \Omega^1_v \oplus \Omega^1_s \).

Hence, if \( F \) is (anti)self-dual, the curvature \( \hat{F} \) is (anti)self-dual as well.

Next, suppose \( \nabla \eta = \nabla_0 \eta + \omega \eta \) where \( \nabla_0 \) is an invariant connection, that is,

\[
(id \otimes \nabla_0) \Delta_L(\eta) = \Delta_L(\nabla_0 \eta),
\]

and \( \omega \) a one-form (-valued endomorphism). Then it follows immediately that \( \nabla_0 = id \otimes \nabla_0 \), while for any \( a \otimes \eta \in \hat{E} \), proceeding as done before with \( \nabla^2 \):

\[
(\nabla - \nabla_0)(a \otimes \eta) = U(a \eta(2) \otimes \omega \eta(1)) = a \eta(2) S^{-1}(\eta(1)(2)) S^{-1}(\omega(2)) \otimes \omega(1) \eta(1)
\]

\[
= a S^{-1}(\omega(2)) \otimes \omega(1) \eta.
\]

This can be read as the connection one-form of \( \nabla \) be given by

\[
\tilde{\omega} := \Delta_L(\omega)
\]

once again acting “from the middle” on \( \hat{E} = \mathcal{A}(SU_q(3)) \otimes \mathcal{E} \).

5.2. Coacting on instantons. Let us know specialize the above discussion to the module \( \mathcal{E} = L_1 \oplus L_{-1} \), on which there is a one-parameter family of right-module connections \( \nabla_t = \nabla_0 + \omega_t \) given by equation (4.21), with the connection one-form \( \omega_t \) given in Proposition 4.7. From \( \nabla_0 = \nabla_1 \oplus \nabla_{-1} \) and the expression of the monopole connections in (4.1), it follows that \( \nabla_0 \) is invariant. Thus

\[
U(id \otimes \nabla_t) U^{-1} = id \otimes \tilde{\nabla}_0 + \tilde{\omega}_t,
\]

where \( \tilde{\omega}_t = \Delta_L(\omega_t) \) acts “from the middle” on \( \mathcal{A}(SU_q(3)) \otimes (L_1 \oplus L_{-1}) \).

Although \( \tilde{\omega}_t \in \mathcal{A}(SU_q(3)) \otimes \Omega^1_v(L_1 \oplus L_{-1}) \), elements in the left leg of the connection one-form generate an algebra smaller than \( \mathcal{A}(SU_q(3)) \), that is what we want now to determine.
From (4.22a)-(4.22c) we see that the matrix entries of \( \omega_t \) are linear combinations of \( \partial x \), \( \partial x \), \( \phi \) and \( \phi^* \), with \( x = p_{11} \) and \( \phi \) as in (4.23). From the mentioned equation we get

\[
\Delta_L(x) = \sum_{j,k} q^{2(k-1)}(u_j^t)^* u_j^t \otimes p_{jk}, \quad \Delta_L(\partial x) = \sum_{j,k} q^{2(k-1)}(u_j^t)^* u_j^t \otimes \partial p_{jk},
\]

where we used \( S^{-1}((u_j^t)^*) = u_j^t \) and \( S^{-1}(u_j^t) = q^{2(t-j)}(u_j^t)^* \). Since by Remark 2.2 the *-algebra generated by the elements \( \{u_i^t\}_{i=1,2,3} \) and their conjugated is isomorphic to \( \mathcal{A}(S^5_q) \), for any \( t \neq 0 \) we get a non-commutative space of ASD connections isomorphic to \( S^5_q \).

On the other hand, let \( g \) be the generator of \( \mathcal{A}(U(1)) \). The group \( U(1) \) is a quantum subgroup of \( SU_q(3) \); the surjective Hopf *-algebra morphism \( \mathcal{A}(SU_q(3)) \to \mathcal{A}(U(1)) \) is given by \( u_j^t \mapsto \delta_{ij} g^{2-j} \) (dual to the diagonal inclusion \( e^{i\theta} \mapsto \text{diag}(e^{i\theta}, 1, e^{-i\theta}) \) for \( q = 1 \)).

The coaction of the quantum subgroup \( U(1) \) leaves \( x = p_{11} \) invariant and maps \( \phi \) to \( g \otimes \phi \) and \( \phi^* \) to \( g^* \otimes \phi^* \). Thus

\[
\omega_t \mapsto \begin{pmatrix} 1 & 1 & 0 \\ 0 & g^* \otimes 1 \end{pmatrix} \begin{pmatrix} 1 & 1 & 0 \\ 0 & g \otimes 1 \end{pmatrix} (1 \otimes \omega_t)
\]

corresponds to a (global) gauge transformation and can be neglected.

Summing up, modulo gauge transformations, for any \( t \neq 0 \) we have a noncommutative family of ASD connections parametrized by \( S^5_q/U(1) \simeq \mathbb{CP}^2_q \).

\section{Classical results from a noncommutative view-point}

In this section \( q = 1 \), that is we deal with the classical projective space \( \mathbb{CP}^n \). We restate some of the geometrical properties of \( \mathbb{CP}^n \) from a noncommutative view-point, so as to readily generalized them to the noncommutative deformations.

\subsection{The Kähler form of classical \( \mathbb{CP}^2 \)}

Let \( [z_1, \ldots, z_{n+1}] \) be homogeneous coordinates on \( \mathbb{CP}^n \). On the chart \( U_\alpha := \{z_\alpha \neq 0\} \simeq \mathbb{C}^n \) there are complex coordinates

\[
Z_\beta = z_\beta / z_\alpha, \quad \forall \beta \neq \alpha,
\]

and the transition functions are holomorphic on the intersections.

As a real manifold \( \mathbb{CP}^n \) is diffeomorphic to the set \( \mathfrak{M} \) of those matrices \( p \in M_{n+1}(\mathbb{C}) \) such that \( p = p^* = p^2 \) and \( \sum_i p_{ii} = 1 \). The map \( \mathbb{CP}^n \to \mathfrak{M} \) is given by

\[
[z_1, \ldots, z_{n+1}] \mapsto p_{ij} = ||z||^{-2} \bar{z}_i z_j.
\]

where \( ||z||^2 = \sum_k |z_k|^2 \). The inverse map sends \( p \) to the point \( [z_1, \ldots, z_{n+1}] \) defined as the equivalence class of any non-zero row of \( p \) (since \( p \) is a rank 1 projection, \( p \neq 0 \) and it has always at least one non-zero row). One could restrict the homogeneous coordinates to \( (z_1, \ldots, z_{n+1}) \in S^{2n+1} \) and components of the projection in (6.2) would just be \( p_{ij} = \bar{z}_i z_j \).
On the chart \( U_\alpha \), the Kähler form associated to the Fubini-Study metric is:

\[
\omega = \frac{i}{2} \left\{ \frac{1}{1 + ||Z||^2} \sum \partial Z_\beta \wedge \bar{\partial} \bar{Z}_\beta - \frac{1}{(1 + ||Z||^2)^2} \sum \bar{Z}_\gamma \partial Z_\beta \wedge Z_\gamma \bar{\partial} \bar{Z}_\gamma \right\}
\]

\[
= \frac{i}{2} \left\{ \frac{1}{1 + ||Z||^2} \sum \partial Z_\beta \wedge \bar{\partial} \bar{Z}_\beta - \frac{1}{(1 + ||Z||^2)^2} \partial ||Z||^2 \wedge \bar{\partial} ||Z||^2 \right\}
\]

(cf. Example 4.5, page 189 of [11]). On the other hand, using (6.2):

\[
\partial p_{ij} = \frac{1}{1 + ||Z||^2} \bar{Z}_i \partial Z_j - \frac{1}{(1 + ||Z||^2)^2} \bar{Z}_i Z_j \partial ||Z||^2,
\]

\[
\bar{\partial} p_{ji} = \frac{1}{1 + ||Z||^2} Z_i \bar{\partial} Z_j - \frac{1}{(1 + ||Z||^2)^2} Z_i \bar{Z}_j \bar{\partial} ||Z||^2,
\]

where we set \( Z_i = 1 \) if \( i = \alpha \). One easily checks that:

\[
\omega = \frac{i}{2} \sum_{ij} \partial p_{ij} \wedge \bar{\partial} p_{ji}.
\]

In our notations for \( n = 2 \), using (3.9) with \( q = 1 \), we get

\[
\omega = \frac{i}{2} \omega_{q=1}.
\]

6.2. Deconstructing instantons on classical \( \mathbb{C}P^2 \). Let us work on the chart \( U_1 \) with coordinates \( Z_2 = z_2/z_1 \) and \( Z_3 = z_3/z_1 \). In the notations of [8], the homogeneous coordinates there are \( [T_0, T_1, T_2] = [z_1, z_3, z_2] \), and the local coordinates \( z_1, z_2 \) are our \( Z_3, Z_2 \).

For any \( 0 \leq t < 1 \), on the direct sum of the tautological bundle with its dual there is an ASD connection with connection one-form given by (cf. [7]):

\[
\omega_t = \frac{1}{1 + ||Z||^2} \left( \frac{1}{2} \partial ||Z||^2 - \partial ||Z||^2 \right) t(Z_3 dZ_2 - Z_2 dZ_3).
\]

where \( ||Z||^2 := Z_2 \bar{Z}_2 + Z_3 \bar{Z}_3 \) and the second row is obtained from the first one being \( \omega_t \) traceless and anti-hermitian.

Using the parametrization \( t = \sin 2\theta \), with \( 0 \leq \theta < \pi/4 \), the matrix of functions

\[
\Psi := \frac{1}{\sqrt{(\cos 2\theta)^2 + ||Z||^2}} \begin{pmatrix}
\cos 2\theta & 0 \\
\cos \theta \bar{Z}_2 & -\sin \theta Z_3 \\
\cos \theta \bar{Z}_3 & \sin \theta Z_2 \\
0 & \cos 2\theta \\
\sin \theta \bar{Z}_3 & \cos \theta Z_2 \\
\sin \theta \bar{Z}_2 & -\cos \theta Z_3
\end{pmatrix}
\]

is normalized, that is \( \Psi^\dagger \Psi = 1_2 \). One checks that \( \omega_t = \Psi^\dagger d\Psi \); hence, \( \omega_t \) is the connection one-form of the Grassmannian connection of the projection \( P := \Psi \Psi^\dagger \).
Notice that \( 1 = \sum_i z_i z_i^* = z_1 z_1^* (1 + ||Z||^2) \), so \( 1 + ||Z||^2 = p_{11}^1 \) and

\[
\Psi = \frac{1}{\sqrt{1 - t^2 p_{11}}} \begin{pmatrix}
\cos 2\theta z^*_1 & 0 \\
\cos \theta z^*_2 - \sin \theta z_3 & \\
\cos \theta z^*_3 & \sin \theta z_2 & 0 \\
0 & \cos 2\theta z_1 \\
\sin \theta z^*_3 & \cos \theta z_2 & 0 \\
\sin \theta z^*_2 & -\cos \theta z_3 & 0
\end{pmatrix} \begin{pmatrix}
z_1/|z_1| & 0 \\
0 & z^*_1/|z_1|
\end{pmatrix}.
\]

Since \( \Psi \) has no limit for \( z_1 \to 0 \), it cannot be extended to \( S^5 \). On the other hand, with a slight modification we can get a matrix of functions on \( S^5 \):

\[
\tilde{\Psi} := \frac{1}{\sqrt{1 - t^2 p_{11}}} \begin{pmatrix}
\cos 2\theta z^*_1 & 0 \\
\cos \theta z^*_2 - \sin \theta z_3 & \\
\cos \theta z^*_3 & \sin \theta z_2 & 0 \\
0 & \cos 2\theta z_1 \\
\sin \theta z^*_3 & \cos \theta z_2 & 0 \\
\sin \theta z^*_2 & -\cos \theta z_3 & 0
\end{pmatrix}.
\]

Appendix A. The proof of Theorem 4.6

We collect here the details of the proof of Theorem 4.6 that is to say that the curvature

\[
F = \Psi^\dagger (dP \wedge_q dP) \Psi,
\]

with \( \Psi \) the \( 2 \times 6 \) matrix in (4.18) (we will omit the tilde) and \( P = \Psi \Psi^\dagger \), is ASD.

For this we shall need to take derivatives of elements which go beyond the ones in \( \mathcal{A}(\mathbb{C}P^2_q) \). Now, the operators \( \partial \) and \( \bar{\partial} \) in (3.11) can be extended in the obvious way to maps \( \mathcal{A}(SU_q(3)) \to \mathcal{A}(SU_q(3))^2 \), that we denote by the same symbols. However, \( \partial \) and \( \bar{\partial} \) are not derivations on \( \mathcal{A}(SU_q(3)) \) (if \( q \neq 1 \)), but rather twisted ones coming from (2.3), nor their square is zero. For future use, we compute

\[
\partial z_j = iq^{-1} \tilde{z}_j \left( \frac{u_j}{u^*_j} \right), \quad \bar{\partial} z^*_j = iq^{-1} \tilde{z}_j \left( q^{-\frac{1}{2}} (u_j^*)^* \right).
\]

Also, here and in the following we set \( x := p_{11} \) and call \( f(x) \) the element

\[
f(x) := \frac{1}{\sqrt{1 - t^2 x}}.
\]

Lemma A.1. The curvature can be written as

\[
F = \left\{ (\Psi^\dagger d\Psi) Q \right\}^2 + Q (d\Psi^\dagger) \wedge_q (d\Psi) Q.
\]
with
\[ Q = \begin{pmatrix} q^{\frac{1}{2}} & 0 \\ 0 & q^{-\frac{1}{2}} \end{pmatrix}. \]  
(A.3)

Proof. Using
\[ \Delta(E_i) = E_i \otimes K_i + K_i^{-1} \otimes E_i, \quad \Delta(F_i) = F_i \otimes K_i + K_i^{-1} \otimes F_i, \]
and \( z_i < K_1 = z_i, z_i < K_2 = q^{\frac{1}{2}} z_i, \) one finds
\[ dP = (d\Psi)(\Psi^\dagger \triangleright K_2) + (\Psi \triangleright K_2^{-1})(d\Psi^\dagger). \]
Since
\[ \Psi \triangleright K_2^{-1} = \Psi \left( \begin{array}{cc} q^{\frac{1}{2}} & 0 \\ 0 & q^{-\frac{1}{2}} \end{array} \right), \quad \Psi^\dagger \triangleright K_2 = \left( \begin{array}{cc} q^{\frac{1}{2}} & 0 \\ 0 & q^{-\frac{1}{2}} \end{array} \right) \Psi^\dagger, \]
we get
\[ dP = (d\Psi) Q \Psi^\dagger + \Psi Q(d\Psi^\dagger), \]  
(A.4)
with \( Q \) as in (A.3). Since \( \Psi = P \Psi, \) then
\[ (dP) \Psi = (d\Psi) Q + P \Psi Q(d\Psi^\dagger) \Psi. \]
The second term gives no contribution to the curvature \( F, \) due to
\[ \Psi^\dagger (dP) \wedge_q P \Psi Q(d\Psi^\dagger) \Psi = \Psi^\dagger (dP) P \wedge_q \Psi Q(d\Psi^\dagger) \Psi, \]
but \((dP)P = (1 - P)dP, \) and then \( \Psi^\dagger (dP) P = 0. \) Hence
\[ F = \Psi^\dagger (dP) \wedge_q (d\Psi) Q. \]
Using again (A.4) we get the thesis. \( \square \)

We now start computing the many pieces in (A.2).

Lemma A.2. Since \( z_i \triangleright F_2 = z_i^* \triangleright E_2 = 0, \) we have
\[ d\psi = \bar{\partial}\psi, \quad d\varphi = \partial\varphi, \]
and a straightforward computation gives,
\[ d\Psi = (\bar{\partial}\psi, 0)f(x) + (0, \partial\varphi)q^x f(q^4 x) + q^{\frac{1}{2}}(\psi, 0)df(x) + q^{-\frac{1}{2}}(0, \varphi)df(q^4 x). \]  
(A.5)

Lemma A.3.
\[ \psi^\dagger \bar{\partial}\psi = q^{\frac{1}{2}} \bar{\partial}f(x)^{-2} = -q^{\frac{1}{2}} t^2 q^4 \partial x, \quad \varphi^\dagger \partial\varphi = q^{-\frac{1}{2}} \partial f(q^4 x)^{-2} = -q^{-\frac{1}{2}} t^2 q^4 \partial x, \]
\[ (\bar{\partial}\psi^\dagger) \psi = q^{\frac{1}{2}} \bar{\partial} f(x)^{-2} = -q^{\frac{1}{2}} t^2 \partial x, \quad (\partial\varphi^\dagger) \varphi = q^{-\frac{1}{2}} \partial f(q^4 x)^{-2} = -q^{-\frac{1}{2}} t^2 q^4 \bar{\partial} x. \]

Proof. Since \( \bar{\partial}\psi^\dagger = 0, \) one has \( \bar{\partial}(\psi^\dagger \psi) = q^{-\frac{1}{2}} \psi^\dagger \bar{\partial}\psi. \) From \( \psi^\dagger \psi = f(x)^{-2} = 1 - t^2 x \) the first equation follows. Similarly, from \( \partial(\varphi^\dagger \varphi) = q^{\frac{1}{2}} \varphi^\dagger \partial\varphi \) and \( \varphi^\dagger \varphi = f(q^4 x)^{-2} = 1 - t^2 q^4 x \) one gets the second one. The remaining equations are proved similarly. \( \square \)
Lemma A.4. 
\[
(\Psi^d\Psi)Q = \begin{pmatrix}
qf(x)^{-1}\partial f(x) + qf(x)\bar{\partial} f(x)^{-1} & q^{-\frac{1}{2}}f(x)(\psi^\dagger \varphi)f(q^4x) \\
q^2 f(q^4x)(\varphi^\dagger \bar{\partial} \psi)f(x) & q^{-1} f(q^4x)^{-1}\bar{\partial} f(q^4x) + q^{-1} f(q^4x) \partial f(q^4x)^{-1}
\end{pmatrix}
\]

**Proof.** Let \(M := (\Psi^d\Psi)Q\). From (A.5) and
\[
\Psi^\dagger = \begin{pmatrix} f(x)\psi^\dagger \\ f(q^4x)\varphi^\dagger \end{pmatrix},
\]
one easily computes the components \(M_{12}\) and \(M_{21}\), as well as:
\[
q^{-1} M_{11} = f(x)^{-1} df(x) + f(x)q^{-\frac{1}{2}}(\psi^\dagger \bar{\partial} \psi)f(x),
\]
\[
q M_{22} = f(q^4x)^{-1} df(q^4x) + f(q^4x)(q^2 \varphi^\dagger \partial \varphi)f(q^4x),
\]
where we used the normalizations \(\psi^\dagger \psi = f(x)^{-2}\) and \(\varphi^\dagger \varphi = f(q^4x)^{-2}\). Using the first equation in Lemma A.3 and some algebraic manipulation with the Leibniz rule, we get
\[
q^{-1} M_{11} = f(x)^{-1} df(x) + f(x)(\bar{\partial} f(x)^{-2}) f(x)
\]
\[
= f(x)^{-1} \partial f(x) + f(x)^{-1} \bar{\partial} f(x) + (\bar{\partial} f(x)^{-1}) f(x) + f(x) \bar{\partial} f(x)^{-1}
\]
\[
= f(x)^{-1} \partial f(x) + f(x) \bar{\partial} f(x)^{-1}.
\]
Note that in the second line we used that
\[
f(x)^{-1} \bar{\partial} f(x) + (\bar{\partial} f(x)^{-1}) f(x) = \bar{\partial} \{f(x)^{-1} f(x)\} = \bar{\partial}1 = 0.
\]
In the same way, using the second equation in Lemma A.3 and some algebraic manipulation with the Leibniz rule, we get
\[
q M_{22} = f(q^4x)^{-1} df(q^4x) + f(q^4x)(\partial f(q^4x)^{-2}) f(q^4x)
\]
\[
= f(q^4x)^{-1} \bar{\partial} f(q^4x) + f(q^4x)^{-1} \partial f(q^4x) + (\partial f(q^4x)^{-1}) f(q^4x) + f(q^4x) \partial f(q^4x)^{-1}
\]
\[
= f(q^4x)^{-1} \bar{\partial} f(q^4x) + f(q^4x) \partial f(q^4x)^{-1}.
\]
This concludes the proof. \(\blacksquare\)

Let us denote by \(\omega^+\) the self-dual part of a \((1,1)\)-form \(\omega\). Recall that it belongs to a subspace of \(\mathcal{A}(SU_q(3)) \otimes \mathbb{C}^3\): we will write its components in a column.

**Lemma A.5.** With \(\psi\) and \(\varphi\) the vector-valued functions in (1.16) it holds that
\[
\psi^\dagger \partial \varphi = -q(\partial \psi^\dagger) \varphi = t\phi,
\]
\[
\varphi^\dagger \bar{\partial} \psi = -q^{-1}(\bar{\partial} \varphi^\dagger) \psi = tq^{-1} \phi^*,
\]
where \(\phi\) is the particular element of \(L_2(\mathcal{A}(CP^2_q)) \Omega^1\) given in (4.11).

**Proof.** A simple computation gives,
\[
\psi^\dagger \partial \varphi = t(qz_3 \partial z_2 - z_2 \partial z_3),
\]
\[
\varphi^\dagger \bar{\partial} \psi = t(qz_2^* \bar{\partial} z_3^* - z_3^* \bar{\partial} z_2^*).
Then, from (A.1) and (2.1) we get,
\[ q_3 \partial z_2 - z_2 \partial q_3 = i q^{\frac{1}{2}} \left( q u_3^2 u_3^2 - u_3^2 u_3^2 \right) = i q^{\frac{1}{2}} \left( q u_3^2 u_3^2 - q^2 u_3^2 u_3^2 \right) = i \left( q^{-\frac{1}{2}}(u_1^*)^* \right) \]
\[ q_3 \partial z_3^* - z_3^* \partial q_3^* = i q^{\frac{1}{2}} \left( q^{-\frac{1}{2}}(q u_3^2 u_3^2 - u_3^2 u_3^2) \right) = q^{-1} \left( u_1^1 \right) \]
and the left hand sided in (A.6) follow from a comparison with (4.23). 

Lemma A.6.

\[ (\phi \wedge q \phi^*)^+ = q^{\frac{1}{4}} c_1 \begin{bmatrix} q^{-\frac{1}{2}}(u_1^*)^* u_1^2 \\ [2]^{-\frac{1}{2}}(q^{-1}(u_1^*)^* u_1^1 - q(u_1^2)^* u_1^2) \\ -q^{\frac{1}{2}}(u_1^2)^* u_1^1 \end{bmatrix} \]  

(A.7a)

\[ (\phi^* \wedge q \phi^*)^+ = -c_1 \begin{bmatrix} q^{-\frac{1}{2}} u_1^2 (u_1^*)^* \\ [2]^{-\frac{1}{2}} (u_1^1 (u_1^*)^* - u_1^2 (u_1^2)^*) \\ -q^{\frac{1}{2}} u_1^2 (u_1^2)^* \end{bmatrix} \]  

(A.7b)

Proof. It follows from Lemma A.5 after a simple computation.

Lemma A.7.

\[ (\partial x \wedge q \partial x)^+ = q^{\frac{1}{2}} c_1 q^{-2} x \begin{bmatrix} q^{-\frac{1}{2}} u_1^2 (u_1^*)^* \\ [2]^{-\frac{1}{2}}(u_1^1 (u_1^*)^* - u_1^2 (u_1^2)^*) \\ -q^{\frac{1}{2}} u_1^1 (u_1^2)^* \end{bmatrix} \]  

(A.8a)

\[ (\bar{\partial} x \wedge q \partial x)^+ = -q^4 c_1 x \begin{bmatrix} q^{-\frac{1}{2}}(u_1^*)^* u_1^2 \\ [2]^{-\frac{1}{2}}(q^{-1} (u_1^*)^* u_1^1 - q(u_1^2)^* u_1^2) \\ -q^{\frac{1}{2}}(u_1^2)^* u_1^1 \end{bmatrix} \]  

(A.8b)

Proof. Note that
\[ \partial x \wedge q \partial x = z_1^* \partial z_1 \wedge q z_1 \partial z_1^* = q x \partial z_1 \wedge q \partial z_1^* \]
\[ \bar{\partial} x \wedge q \partial x = z_1^* \partial z_1^* \wedge q z_1^* \partial z_1 = q^{-1} x \partial z_1^* \wedge q \partial z_1 . \]
The computation of \( \partial z_1 \wedge q \partial z_1^* \) and \( \bar{\partial} z_1^* \wedge q \partial z_1 \) is straightforward.

Lemma A.8.

\[ (\partial \psi^\dagger \wedge q \partial \psi)^+ = -q^{-3+\frac{1}{2} s} c_1 t^2 \begin{bmatrix} q^{-\frac{1}{2}} u_1^2 (u_1^*)^* \\ [2]^{-\frac{1}{2}}(u_1^1 (u_1^*)^* - u_1^2 (u_1^2)^*) \\ -q^{\frac{1}{2}} u_1^1 (u_1^2)^* \end{bmatrix} \]  

(A.9a)

\[ (\partial \varphi^\dagger \wedge q \partial \varphi)^+ = q c_1 t^2 \begin{bmatrix} q^{-\frac{1}{2}}(u_1^*)^* u_1^2 \\ [2]^{-\frac{1}{2}}(q^{-1} (u_1^*)^* u_1^1 - q(u_1^2)^* u_1^2) \\ -q^{\frac{1}{2}}(u_1^2)^* u_1^1 \end{bmatrix} \]  

(A.9b)
Proof. One has
\[
\partial \psi^\dagger \wedge_q \bar{\partial} \psi = -t^2 \partial z_1 \wedge_q \bar{\partial} z_1^* + \sum_{j=1}^3 \partial z_j \wedge_q \bar{\partial} z_j^*
\]
\[
= q^{-3} t^2 \left( \frac{u^2_1}{u^1_1} \right) \wedge_q \left( \frac{q^{-\frac{1}{2}}(u^1_1)^*}{-q^{-\frac{1}{2}}(u^2_1)^*} \right) - q^{-3} \sum_{j=1}^3 \left( \frac{u^2_j}{u^1_j} \right) \wedge_q \left( \frac{q^{-\frac{1}{2}}(u^1_j)^*}{-q^{-\frac{1}{2}}(u^2_j)^*} \right)
\]
\[
\bar{\partial} \varphi^\dagger \wedge_q \partial \varphi = -t^2 q^4 \bar{\partial} z_1^* \wedge_q \partial z_1 + \sum_{j=1}^3 q^{6-2j} \bar{\partial} z_j^* \wedge_q \partial z_j
\]
\[
= q^{-3} t^2 q^4 \left( \frac{q^{-\frac{1}{2}}(u^1_1)^*}{-q^{-\frac{1}{2}}(u^2_1)^*} \right) \wedge_q \left( \frac{u^2_1}{u^1_1} \right) - q^{-3} \sum_{j=1}^3 q^{6-2j} \left( \frac{q^{-\frac{1}{2}}(u^1_j)^*}{-q^{-\frac{1}{2}}(u^2_j)^*} \right) \wedge_q \left( \frac{u^2_j}{u^1_j} \right)
\]
Using Proposition 3.2,
\[
q^{3-\frac{3}{2}} c_1^{-1}(\partial \psi^\dagger \wedge_q \bar{\partial} \psi)^+ = -t^2 \begin{bmatrix}
q^{-\frac{1}{2}} u^2_1 (u^1_1)^* \\
[2]^{-\frac{1}{2}} (u^1_1 (u^1_1)^* - u^2_1 (u^2_1)^*) \\
- q^2 u^1_1 (u^2_1)^*
\end{bmatrix}
\]
\[
+ \sum_{j=1}^3 \begin{bmatrix}
qu^{-\frac{1}{2}} u^2_j (u^1_j)^* \\
[2]^{-\frac{1}{2}} (u^1_j (u^1_j)^* - u^2_j (u^2_j)^*) \\
- q^2 u^1_j (u^2_j)^*
\end{bmatrix}
\]
It follows from Lemma 2.1 that the second term is zero, and this proves (A.9a). Similarly
\[
q^3 c_1^{-1}(\bar{\partial} \varphi^\dagger \wedge_q \partial \varphi)^+ = t^2 q^4 \begin{bmatrix}
qu^{-\frac{1}{2}} (u^1_1)^* u^2_1 \\
[2]^{-\frac{1}{2}} (q^{-1}(u^1_1)^* u^2_1 - q(u^2_1)^* u^1_1) \\
- q^2 (u^2_1)^* u^1_1
\end{bmatrix}
\]
\[
- \sum_{j=1}^3 q^{6-2j} \begin{bmatrix}
qu^{-\frac{1}{2}} (u^1_j)^* u^2_j \\
[2]^{-\frac{1}{2}} (q^{-1}(u^1_j)^* u^2_j - q(u^2_j)^* u^1_j) \\
- q^2 (u^2_j)^* u^1_j
\end{bmatrix}
\]
It follows from Lemma 2.1 that the second term is zero, and this proves (A.9b). 

As mentioned (2, 0) forms and (0, 2) forms are ASD, thus we only need to consider the (1, 1) component of the curvature $F$. We denote by $F_{ij}$ the matrix elements of the $\Omega^{1,1}$-component of $F$. Since $F_{21} = F^*_{12}$, we only need to compute three matrix elements.

Lemma A.9.
\[
z_1 \phi = q \phi z_1, \quad z_1^* \phi = q \phi z_1^*, \quad z_1 \phi^* = q^{-1} \phi^* z_1, \quad z_1^* \phi^* = q^{-1} \phi^* z_1^*.
\]
Proof. The proof is an easy computation, similar to the proof of (4.12a).

Lemma A.10. The off-diagonal terms of $F$ vanish:
\[
F_{12} = 0.
\]
Proof. From Lemma A.2 and Lemma A.4:
\[ q^2F_{12} = -tq f(x) \bar{\partial} f(x) \land_q \phi + itq^{-1} f(x) \phi \land_q \bar{\partial} f(q^4 x) - t q^{-1} f(x) \phi \land_q \bar{\partial} f(q^4 x) + t q \bar{\partial} f(x) \land_q \phi f(q^4 x) \]
\[ = tq[\bar{\partial} f(x) \land_q \phi] f(q^4 x) - tq f(x) [\bar{\partial} f(x) \land_q \phi] . \]
Since \( \phi x = q^{-2} \phi \phi \) and \( (\bar{\partial} x) x = q^{-2} x (\bar{\partial} x) \) (cf. Lemma A.9 and (A.12)) last term is zero. 

Lemma A.11.
\[ F_{11} = q f(x)^2 \partial \psi^\dagger \land_q \bar{\partial} \psi + t^2 q^{-1} f(x)^2 f(q^2 x)^2 \phi \land_q \phi^* - q^2 t^2 \{ f(x) + f(q^2 x) \} \bar{\partial} x \land_q \bar{\partial} x . \]

Proof. From Lemma A.2, Lemma A.4 and equation (A.6):
\[ q^{-2} F_{11} = q^{-1} f(x)^2 \partial \psi^\dagger \land_q \bar{\partial} \psi + t^2 q^{-3} f(x)^2 f(q^2 x)^2 \phi \land_q \phi^* + f^{-1} \partial f \land_q \bar{f} f^{-1} + \partial f \land_q (\bar{\partial} f^{-2}) f + f \partial f^{-2} \land_q \bar{\partial} f + \partial f \land_q f^{-2} \bar{\partial} f \]
\[ + f \bar{\partial} f^{-1} \land_q f^{-1} \partial f + \partial f \land_q f^{-2} \bar{\partial} f \]
where \( f = f(x) \). But
\[ f \bar{\partial} f^{-1} \land_q f^{-1} \partial f \land_q f^{-2} \partial f = \bar{\partial} (f f^{-1}) \land_q f^{-1} \partial f = 0 . \]
Also
\[ \partial f \land_q (\bar{\partial} f^{-2}) f + \partial f \land_q f^{-2} \bar{\partial} f = \bar{\partial} (f f^{-1}) \land_q \bar{\partial} f^{-1} \]
Therefore
\[ q^{-2} F_{11} = q^{-1} f(x)^2 \partial \psi^\dagger \land_q \bar{\partial} \psi + t^2 q^{-3} f(x)^2 f(q^2 x)^2 \phi \land_q \phi^* + f^{-1} \partial f \land_q \bar{f} f^{-1} + f \partial f^{-2} \land_q \bar{\partial} f + \partial f \land_q \bar{\partial} f^{-1} \]
But \( f^{-1}(\partial f) f + \partial f = f^{-1} \partial f^2 = -f(\partial f^{-2}) f^2 \). Hence
\[ q^{-2} F_{11} = q^{-1} f(x)^2 \partial \psi^\dagger \land_q \bar{\partial} \psi + t^2 q^{-3} f(x)^2 f(q^2 x)^2 \phi \land_q \phi^* + f \partial f^{-2} \land_q (-f^2 \bar{\partial} f^{-1} + \bar{\partial} f) \]
Since \( \partial f^2 = -t^2 \partial x \), from
\[ f \partial f^{-2} \land_q (-f^2 \bar{\partial} f^{-1} + \bar{\partial} f) = -t^2 \{ f(x) + f(q^2 x) \} \bar{\partial} x \land_q \bar{\partial} x \]
the thesis follows. Note that we used Cor. 4.5 and the commutation rules in (4.12). 

Lemma A.12. Let \( \eta \) be the following self-dual \((1,1)\)-form:
\[ \eta := -q^{\frac{1}{2}} c_1 \left[ 2^{-4} (u_1^1(u_1^1)^* - u_2^2(u_2^2)^*) - q^2 u_1^1(u_2^2)^* \right] \]
\[ \left( \partial \psi^\dagger \land_q \bar{\partial} \psi \right)^+ = q^{-3} t^3 \eta \, , \quad (\partial x \land_q \bar{\partial} x)^+ = q^{-2} x \eta \, , \quad (\phi \land_q \phi^*)^+ = -q^{-1} \eta . \]
Proof. This follows by comparing (A.7a), (A.8a) and (A.9a). The commutation relations between \( u_1^i \) and \( (u_1^i)^* \) are obtained from the observation that \( z^i := (u_1^i)^* \) satisfy the same commutation rules of \( \mathcal{A}(S^3_q) \) (cf. Remark 2.2).

Corollary A.13. The self-dual part of \( F_{11} \) vanishes:

\[
F_{11}^+ = 0
\]

Proof. From Lemma A.11 and Lemma A.12 we deduce that \( F_{11}^+ = t^2a\eta \), where \( a \in \mathcal{A}(\mathbb{CP}^2_q) \) is the following element:

\[
a = q^{-2}f(x)^2 - q^{-2}f(x)^2 f(q^2x)^2 + x\{f(x) + f(q^2x)\} \dot{f}(qx).
\]

But

\[
q^{-2}f(x)^2 - q^{-2}f(x)^2 f(q^2x)^2 = \frac{-t^2x}{(1 - t^2x)(1 - t^2q^2x)}
\]

and

\[
x\{f(x) + f(q^2x)\} \dot{f}(qx) = \left\{fx + f(q^2x)\right\} \frac{f(q^2x) - f(x)}{q^2 - 1} = \frac{f(q^2x)^2 - f(x)^2}{q^2 - 1}
\]

\[
= \frac{(1 - t^2x) - (1 - t^2q^2x)}{(q^2 - 1)(1 - t^2x)(1 - t^2q^2x)} = \frac{t^2x}{(1 - t^2x)(1 - t^2q^2x)}.
\]

Hence \( a = 0 \). ■

Lemma A.14.

\[
F_{22} = q^{-1}f(q^4x)^2 \bar{\phi} \bar{\phi} \wedge_q \bar{\phi} + q^{-1}t^2f(q^2x)^2f(q^4x)^2 \phi^* \wedge_q \phi
\]

\[
- t^2q^6 \{ f(q^4x) + f(q^2x) \} \dot{f}(q^3x) \bar{\phi} \wedge_x \phi.
\]

Proof. From Lemma A.2, Lemma A.4 and equation (A.6):

\[
q^2F_{22} = qf(q^4x)^2 \bar{\phi} \bar{\phi} \wedge_q \bar{\phi} + qf(q^4x)^2 \phi^* \wedge_q f(x)^2 \phi
\]

\[
+ f(q^4x)^{-1} \bar{\phi} f(q^4x) \wedge_q f(q^4x) \bar{\phi} f(q^4x)^{-1} + f(q^4x) \bar{\phi} f(q^4x)^{-1} \wedge_q f(q^4x) \bar{\phi} f(q^4x)
\]

\[
+ f(q^4x) \bar{\phi} f(q^4x)^{-2} \wedge_q \bar{\phi} f(q^4x) + \bar{\phi} f(q^4x) \wedge_q (\bar{\phi} f(q^4x)^{-2}) f(q^4x)
\]

\[
+ \bar{\phi} f(q^4x) \wedge_q f(q^4x)^{-2} \bar{\phi} f(q^4x) + \bar{\phi} f(q^4x) \wedge_q f(q^4x)^{-2} \bar{\phi} f(q^4x). \]

Calling \( a = f(q^4x) \), the last three lines are

\[
a^{-1} \bar{\partial}a \wedge_q a \partial a^{-1} + a \partial a^{-1} \wedge_q a^{-1} \bar{\partial}a
\]

\[
+ a \bar{\partial}a^{-2} \wedge_q \partial a + \bar{\partial}a \wedge_q (\partial a^{-2}) a
\]

\[
+ \partial a \wedge_q a^{-2} \bar{\partial}a + \bar{\partial}a \wedge_q a^{-2} \partial a
\]

and using the Leibniz rule they become

\[
a \partial a^{-1} \wedge_q a^{-1} \bar{\partial}a + \partial a \wedge_q a^{-2} \bar{\partial}a = 0
\]

\[
\bar{\partial}a \wedge_q a^{-2} \partial a + \bar{\partial}a \wedge_q (\partial a^{-2}) a = \bar{\partial}a \wedge_q \partial a^{-1}.
\]
Hence the last three lines reduce to
\[ \bar{\partial}a \land_q \partial a^{-1} + a^{-1} \bar{\partial}a \land_q a \partial a^{-1} + a \bar{\partial}a^{-2} \land_q \partial a = a \bar{\partial}a^{-2} \land_q \{ \partial a + a(\partial a)a^{-1} \} \]
Since \( \bar{\partial}a^{-2} = -t^2 q^4 \bar{\partial}x \),
\[ a \bar{\partial}a^{-2} \land_q \{ \partial a + a(\partial a)a^{-1} \} = -t^2 q^8 f(q^4 x) f(q^3 x) \bar{\partial}x \land_q \{ \partial x + f(q^4 x)(\partial x)f(q^4 x)^{-1} \}
\[ = -t^2 q^8 f(q^4 x) f(q^3 x) \bar{\partial}x \land_q \partial x \{ 1 + f(q^2 x)f(q^4 x)^{-1} \}
\[ = -t^2 q^8 \{ f(q^4 x) + f(q^2 x) \} f(q^3 x) \bar{\partial}x \land_q \partial x , \]
where we used \( \partial a = f(q^5 x) q^4 \partial x \), \( (\bar{\partial}x) f(q^5 x) = f(q^3 x)(\bar{\partial}x) \) and similar commutation relations with \( \partial x \) (cf. Corollary 1.15 and equation (1.12)). This concludes the proof. ■

**Lemma A.15.** Let \( \eta' \) be the following self-dual \((1,1)\)-form:
\[
\eta' := c_1 \begin{bmatrix}
q^{-\frac{1}{2}}(u_1^*)^* u_1^2 \
[2]^{-\frac{1}{2}}(q^{-1}(u_1^*)^* u_1^2 - q(u_2^*)^* u_1^2) \\
-q^{\frac{1}{2}}(u_2^*)^* u_1^2 
\end{bmatrix}
\]
Then
\[
(\bar{\partial} \varphi \land_q \partial \varphi)^+ = t^2 q \eta' , \quad (\bar{\partial}x \land_q \partial x)^+ = -q^{-4} x \eta' , \quad (\varphi^* \land_q \phi)^+ = q \eta' .
\]

**Proof.** This follows by comparing (A.7b), (A.8b) and (A.9b). Again, the commutation relations between \( u_1^* \) and \( (u_2^*)^* \) are obtained from the observation that \( z^i := (u_1^*)^* \) satisfy the same commutation rules of \( \mathcal{A}(S_q^5) \) (cf. Remark 2.2). ■

**Corollary A.16.** The self-dual part of \( F_{22} \) vanishes:
\[
F^+_{22} = 0
\]

**Proof.** From Lemma A.14 and Lemma A.15 \( F^+_{22} = t^2 b \eta' \), with \( b \in \mathcal{A}(\mathbb{CP}_q^2) \) the element:
\[
b = f(q^4 x)^2 \{ 1 - f(q^2 x)^2 \} + q^2 x \{ f(q^4 x) + f(q^2 x) \} f(q^3 x) .
\]
But
\[
\dot{f}(q^3 x) = \frac{f(q^4 x) - f(q^2 x)}{(q^4 - q^2)x} ;
\]
hence
\[
\{ f(q^4 x) + f(q^2 x) \} \dot{f}(q^3 x) = t^2 f(q^2 x)^2 f(q^4 x)^2 .
\]
Also \( 1 - f(q^2 x)^2 = -t^2 q^2 x f(q^2 x)^2 \). Thus
\[
b = -t^2 q^2 x f(q^2 x)^2 f(q^4 x)^2 + t^2 q^2 x f(q^2 x)^2 f(q^4 x)^2 = 0 .
\]
■
ASD CONNECTIONS ON $\mathbb{CP}^2$. INTEGRANTS
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