Accented Speech Recognition: Benchmarking, Pre-training, and Diverse Data
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Abstract

Building inclusive speech recognition systems is a crucial step towards developing technologies that speakers of all language varieties can use. Therefore, ASR systems must work for everybody independently of the way they speak. To accomplish this goal, there should be available data sets representing language varieties, and also an understanding of model configuration that is the most helpful in achieving robust understanding of all types of speech. However, there are not enough data sets for accented speech, and for the ones that are already available, more training approaches need to be explored to improve the quality of accented speech recognition. In this paper, we discuss recent progress towards developing more inclusive ASR systems, namely, the importance of building new data sets representing linguistic diversity, and exploring novel training approaches to improve performance for all users. We address recent directions within benchmarking ASR systems for accented speech, measure the effects of wav2vec 2.0 pre-training on accented speech recognition, and highlight corpora relevant for diverse ASR evaluations.
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1. Introduction

The goal of Automatic Speech Recognition (ASR) systems is to transcribe speech, allowing voices from speakers of differing accents and language varieties to be understood. Emerging research aims to address this topic by quantifying the quality of ASR models depending on various parameters (e.g. gender, accent), measuring bias in ASR models, identifying data sets to benchmark quality, and improving model robustness for linguistic diversity. Moreover, diverse speech recognition has increasingly become the focus of researchers and policy makers. For example, France is considering banning discrimination against accents and some researchers aim to investigate how the bias affecting certain groups of speakers arises in speech recognition models, and how to mitigate this bias [1].

Literature reporting on results of various model evaluations shows that ASR models seem to frequently struggle with accented speech, be it achieving significantly higher word error rate (WER) for non-standard language varieties such as African American Vernacular English (AAVE) is sometimes observed to be as much as 85% higher than WER for a corpus of Standard American English [2]. Researchers also show that the quality of speech recognition might not be the same for various genders [8, 9]. A study exploring the link between increased ASR errors and dialectal features demonstrated that geographic areas with increased WER might significantly overlap with regions that have certain dialectal features [3]. For example, higher WER scores are observed in the Southern United States, likely due to certain linguistic features of AAVE and Southern American English spoken in those regions. This shows that metadata such as sociolect, gender, age, location, native language, and more are determining for a multifaceted analysis of diverse ASR quality.

It is important to point out that accents, dialects and other language varieties are complex linguistic phenomena that span multiple dimensions. Obviously, differences in pronunciations affect the relationship between acoustic input and written output symbols. But dialects can also vary in grammar and vocabulary (a common feature e.g. in AAVE or German as spoken outside of Germany), affecting the distribution over the target symbols. This poses a challenge to the language modeling capability, whether in an external LM or one implicitly learned by a transducer model. It is difficult to accurately isolate linguistic features from other aspects affecting ASR quality.
Table 1: Results with wav2vec 2.0 pre-training and noisy student self-training (NST) on accented data (WER in %).

| Pre-training | NST | CORAAL:ATL | CORAAL:DCB | CORAAL:PRV | GMU Accent |
|--------------|-----|------------|------------|------------|------------|
| -            | -   | 17.5       | 16.6       | 24.7       | 8.2        |
| Libri-Light  | -   | 16.8       | 17.0       | 22.0       | 5.4        |
| YT-U         | -   | 14.2       | 15.3       | 20.1       | 4.7        |
| YT-U         | YT-T| 12.5       | 14.0       | 20.3       | 4.0        |

and control for all variables. Even acoustic conditions such as recording quality and background noise can correlate with geographic regions, which are in turn correlated to demographic differences between populations. Not only will the conversation style (spontaneous, prompted phone calls, scripted media, interviews, etc.) impact recognition accuracy, but also its content. A benchmark that does not address these issues explicitly is likely to confound multiple aspects and mask the real ASR accuracy.

Benchmarking ASR quality when it comes to accented speech is challenging, since multiple parameters should be accounted for: WER for different speech varieties, number of affected speakers, types and severity of misrecognitions, speed, and others. Importantly, to understand how an ASR model performs for various groups of speakers, there should be a representative data set for every group, and any overall scores should take all individual scores for speaker groups into account.

One approach to having a deeper insight into ASR quality is to consider a distribution of per-utterance WER scores for the given corpus, and determine the median and the last decile P90 of the distribution instead of a single WER score [10]. Alternatively, it is possible to use a population-weighted evaluation [2] where the overall WER is defined by all WER scores per speaker group normalized by the number of speakers. In the latter scenario, the number of speakers within that group defines the weight of the WER scores for the corresponding accents.

However, if no transcribed or supervised data for language varieties is available, an alternative approach to testing ASR system fairness would be to use available untranscribed samples. In this approach, samples from diverse speaker groups undergo various acoustic transformations (e.g. noise, frequency scaling, etc.), and the scorer checks how the resulting recognition is affected by those transformations [11]. The overall quality is likely to be lower for a certain accent if these synthetic perturbations significantly worsen the recognition rates of the corresponding accented set. In this case, the data does not necessarily need to be supervised, since it is the stability of the machine transcript that gives insight into the confusion of the model due to the introduced transformations.

3. Improving quality for accented speech

To find ways of improving ASR quality for all speakers, it is important to study the impact of the training data, training strategies, and model configurations on the evaluations that use accented test sets. In this section, we present several experiments exploring effects of wav2vec 2.0 pre-training using various types of unsupervised data, and discuss their impact on the recognition of AAVE and non-native (L2) accented speech.

3.1. Previous work

While it is possible to achieve higher accuracy with specialized models trained on various accents separately, it is usually more convenient to train a single model on multiple accents simultaneously. Such multi-dialect models tend to be easier to maintain, more robust and require no explicit dialect selection, which may be inaccurate. One prominent line of research focuses on understanding which parts of the neural networks process and encode accent information. For example, research exploring the weights of the hidden layers of an end-to-end system Deep-Speech2 for accented speech shows that the first RNN layer contains the most information about accents [12]. It suggests that this part of an end-to-end model can be adapted to learn abstract representations that are less accent specific.

Other researchers employ an accent classifier to explicitly annotate utterances with certain accent-indicating features that are in turn added to the input of ASR models [13]. Modeling approaches include accent conversion [14], where a transformation is applied to a non-native utterance to make it sound as if the speaker had a native accent. For a thorough overview of research on improving speech recognition for accents, see [15].

3.2. Improving ASR quality via pre-training

Our experiments show that pre-training of various kinds is able to improve recognition on accented data. Importantly, it does not harm performance of the same models on the standard test sets. Previous work suggests that pre-training is also helpful in settings when little data is available, e.g. for building ASR systems for Sub-Saharan African languages [16]. In this section, we consider pre-training of wav2vec 2.0 models [17] using natural and synthetic unsupervised speech. Our ASR model is a large hybrid autoregressive transducer (HAT) [18] with Conformer layers [19] in both encoder and prediction network.

3.2.1. Pre-training with unsupervised spontaneous speech

In the first set of experiments we explored the effect of wav2vec 2.0 pre-training with spontaneous untranscribed speech [17]. The settings we considered are pre-training using unsupervised Libri-Light [20] and unsupervised YouTube (YT-U) data [21]. We also compared the results with a wav2vec 2.0 model without pre-training. Additionally, we explored the effects of noisy student self-training (NST) [22] using some of the transcribed public domain YouTube data (YT-T). In all cases, we trained on the entire SpeechStew data set, totalling roughly 5k hours [23].

We report the results on AAVE data represented by the CORAAL corpus [24], and non-native (L2) accented English data represented by the GMU Accent data set [25]. AAVE data was collected in Atlanta, GA (ATL, 11 hours), Washington, DC (DCB, 34.5 hours) and Princeville, NC (PRV, 31 hours). It is important to point out that the PRV data exhibits significantly more diverse dialectal features than sets coming from the other two locations [2]. GMU Accent consists of 18 hours of speech produced by native speakers of 200 various languages.

The results in Table 1 show that the model pre-trained on
unsupervised YouTube data together with the NST component gives the overall best results. The WER on AAVE test sets decreases by 18 to 28% relative. The pre-training is even more effective on L2 data from the GMU Accent corpus, where the WER drops from 8.2 to 4.0%.

3.2.2. Pre-training using synthetic speech

Another way of sourcing more relevant data is to use synthetic speech, e.g. with encoder pre-training following the tts4pretrain algorithm [26] that was discussed in the previous subsection. In this scenario, a text-to-speech (TTS) system is employed to augment the training data given text. This approach helps to expand the scope of the available data, enriching it with potentially novel lexical items.

For our experiment, we follow the setup laid out in [26]. We used a wav2vec 2.0 model pre-trained with 1 million hours of untranscribed speech, followed by TTS to further inject synthetic speech into the pre-training with around 100 million utterances of text, corresponding to roughly 100k hours of synthesized speech. The TTS system is trained on LibriTTS dataset. After pre-training, we fine-tune the system on a small subset of supervised data (around 1000 hours).

The results in Table 2 show that synthesizing data using TTS and adding it to pre-training decreases the WER on three of the four accented test sets from the CORAAL corpus [24]. Namely, the model that uses 100M additional synthetic utterances achieves a WER as low as 12.1% on the AAVE speech.

Table 2: Results for adding synthetic data to wav2vec 2.0 pre-training (WER in %).

| Pre-training data (unsupervised) | Fine-tuning data (supervised) | CORAAL:ATL | CORAAL:DCB | CORAAL:PRV |
|---------------------------------|-------------------------------|------------|------------|------------|
| 1 M hrs YT                      | 1000h                         | 12.8       | 16.5       | 23.0       |
| +100k hrs TTS utterances        | 1000h                         | 12.1       | 15.8       | 23.4       |

3.2.3. Fine-tuning with real accented speech

If real accented data is available, adding it to the training can be expected to significantly improve the accuracy on accented speech test sets. We find that simply blending in a small amount of in-domain data during supervised fine-tuning can greatly reduce the WER on accented speech while maintaining performance on other test sets.

For this experiment we sampled accented data from various publicly available sources representing different dialects and language varieties; the accented dataset corpus is roughly 45 hours long. The non-accented test set that we used for control is composed of short queries sampled from anonymized traffic data. We evaluated these test sets using pre-trained wav2vec 2.0 models, and observed that the overall quality of recognition improves when accented data is added to the training. The results in Table 3 show that while the WER on accented data decreases by 30% (from 28.8% to 20.4%), it remains unchanged on the short queries test set.

Table 3: Fine-tuning with real accented data (WER in %).

| Real accented data | Accented Short queries |
|--------------------|------------------------|
| -                  | 28.8 6.7               |
| +                  | 20.4 6.7               |

4. Data sets representing linguistic diversity

Annotating speech utterances with metadata becomes more and more common for many data sets. For example, gender annotation is provided for LibriSpeech [30] speakers, and both gender and age buckets are available for Mozilla Common Voice [31] utterances, one of the biggest open-source speech data sets. In this section, we describe multiple data sets and approaches that can be used for diverse model evaluations.

4.1. Regional language data sets

TIMIT (LDC93S1) represents 7 dialects of American English, and there are two versions of the CALLFRIEND corpus of phone conversations: one for Standard American English (LDC96S46) and one for Southern American English (LDC96S47). As for dialects spoken in the UK and Ireland, they are represented within an OpenSLR data set (SLR83) [32]. Regional corpora are available for other languages as well, e.g. Swiss German [33], Galician Spanish [34] and Arabic dialects [35], along with several multilingual corpora [36]. Additionally, public challenges such as The MGB Challenge target evaluations of various ASR topics including dialect identification.

Still there are not many data sets that represent speech on a
more detailed level of geographical granularity, e.g. in various metro areas or regions for a given language. However, the practice of utterance annotation with at least country-level metadata is becoming more common. A recent study suggests ways to create such open-source data sets using public domain videos [37], showing that the construction of regional corpora can be partially automated. Other research focuses on machine learning methods to identify dialectal utterances, using the example of local accents spoken in Pakistan [24].

4.2. L2 accented sets

A number of corpora represent accented English speech, including GMU Accent [25], IDEA [38], and ALLSSTAR [39]. In GMU Accent corpus, for example, as many as 200 native languages of the speakers are represented. Data is available in other languages as well: for example, West Point developed corpora representing both native and non-native speakers for Spanish [40], Russian [41], and Arabic [42]. A European consortium published IFCASL [43], a corpus of French and German native and non-native speech.

4.3. Sociolectal data sets

While it is often possible to find a representation of regional and accented speech in widely spoken languages, less data is available for sociolects (e.g. Chicano English or Cockney English). African American Vernacular English (AAVE), for example, is spoken by approximately 40 million speakers, and is represented within the CORAAL [24] and Voices of California corpora. CORAAL also showcases regional variation within AAVE, comparing data from six metro areas. However, more work is needed to adequately represent other sociolects.

4.4. Sets representing speech impairments

Another category of data sets that we would like to highlight exemplifies various types of speech disorders. Speech recognition for impaired speakers is a different problem than improving accuracy for various accents. However, this group of speakers might benefit from more available data and training approaches promoting accent robustness as well. For example, the Euphonia project involved collecting one million utterances representing different types and severities of speech impairments [44]. More of such data is available in the Whittaker corpus [45], the Dysarthric Speech Database for Universal Access Research [46] and EasyCall [47]. A Spanish corpus published in [48] contains recordings of children with speech impairments in particular.

A growing number of researchers are working towards creating data sets representing different types of factors affecting ASR quality, e.g. accented speech, noise, various acoustic environments and other aspects. For example, ASR4REAL [19] is a combination of benchmarks assembled at FAIR that is intended to represent various accents and real-life conditions.

5. Discussion

To understand how well ASR models serve people speaking different dialects and accents, we need data representing various language varieties, and a methodology of how to approach the evaluation. In this paper, we discuss several experiments aiming to improve ASR quality for accented speakers, along with some recent results in the area of ASR benchmarking.

Indeed, a crucial research direction is to improve ASR quality for accented speakers. This goal is impossible to achieve without representative test sets and established benchmarks, since improving recognition for widely used corpora representing mainstream types of speech does not guarantee improving ASR for other groups of accented speakers. And indeed, without a proper way to measure speech recognition quality for various accents there is no way to know how certain configurations affect different groups of speakers and types of language diversity. To help researchers with the challenge of obtaining representative data samples for various regions, non-native accents, sociolects, and speech disorders, we provided a quick survey of currently available corpora suitable for evaluating ASR quality on such speech varieties.

Previous works suggested accent conversion or employing additional accent classifiers to create more in-domain data. In this paper, we showed how various types of wav2vec 2.0 pre-training and fine-tuning affect the recognition accuracy on accented test sets representing AAVE and non-native speakers. Namely, we explored the effects of pre-training using unsupervised spontaneous and synthetic speech, showing that it indeed helps to achieve higher recognition quality for accents without increasing the WER on the other sets.

To conclude, we would like to highlight the importance of collaboration in this emerging field of inclusive ASR technologies. Researchers and developers can get insights into challenging areas and language aspects from linguists and dialectologists, who, in turn, could help to analyze the patterns of recognition issues, and address the issues of missing data for some groups of speakers. Crowdsourcing and community involvement allows for scaling data collection projects, and extensive metadata annotation enables understanding of the overall recognition quality with respect to the factors of language variation. Finally, it is crucially important for the researchers to share their results and findings, drawing greater attention to this area.
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