Improving the quantum annealing of the ferromagnetic $p$-spin model through pausing

G. Passarelli,$^{1,2,\ast}$ V. Cataudella,$^{1,2}$ and P. Lucignano$^{1,2}$

$^1$Dipartimento di Fisica “E. Pancini”, Università di Napoli “Federico II”, Complesso di Monte S. Angelo, via Cinthia, 80126 Napoli, Italy
$^2$CNR-SPIN, c/o Complesso di Monte S. Angelo, via Cinthia - 80126 - Napoli, Italy

(Dated: February 20, 2019)

The probability of success of quantum annealing can be improved significantly by pausing the annealer during its dynamics, exploiting thermal relaxation in a controlled fashion. In this paper, we investigate the effect of pausing the quantum annealing of the fully-connected ferromagnetic $p$-spin model. We numerically show that i) the optimal pausing point is 60\% longer than the avoided crossing time for the analyzed instance, and ii) at the optimal pausing point, we register a 45\% improvement in the probability of success with respect to a quantum annealing with no pauses of the same duration. These results are in line with those observed experimentally for less connected models with the available quantum annealers. The observed improvement for the $p$-spin model can be up to two orders of magnitude with respect to an isolated quantum dynamics of the same duration.
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I. INTRODUCTION

Adiabatic quantum computation (AQC) [1–3] can be realized implementing quantum annealing (QA) algorithms [4, 5] on quantum devices operating at low temperatures [6, 7]. It is considered a heuristic technique for solving NP-hard optimization tasks that classical digital computers cannot solve efficiently. Defining and detecting a quantum speed up is a long-standing and delicate issue [8, 9], however it is known that quantum annealing, in some cases, performs better than its classical counterpart, thermal annealing [3, 10, 11].

The main idea underlying AQC is to map the solution of a hard computational problem to the ground state of an Ising Hamiltonian [12]. The two states of Ising spins represent the two logical states of classical bits. At the starting time, the system is prepared in the ground state of a transverse field Hamiltonian, describing quantum spins fluctuating between their two classical values. These quantum fluctuations allow to explore the phase space through quantum tunneling. The Hamiltonian is slowly deformed to target the Ising Hamiltonian at the final time, hence the final ground state encodes the solution of the computational problem of interest. The adiabatic theorem of quantum mechanics ensures that a quantum system, prepared in its ground state at time $t = 0$, will evolve remaining in its instantaneous ground state if the Hamiltonian is slowly varied in time, on a time scale proportional to the inverse of the minimal energy gap separating the ground state from the rest of the spectrum. In this framework, the time-to-solution is determined solely by the minimal energy gap.

However, in real annealing devices, mostly based on superconducting electronics [6, 7], such procedure runs in the presence of a finite-temperature environment, inducing dissipation. The current understanding of this problem is getting more and more detailed [9, 13, 14], and it is now clear that the time-to-solution is determined by a delicate balance between adiabaticity and thermal processes [15–22].

In general, the environment is expected to be detrimental for quantum annealing [23, 24], despite the intrinsic robustness of AQC against decoherence [25]. However, sometimes the thermal environment can improve quantum annealing performances [22, 26, 27]. This idea is interestingly pursued in a recent paper (Ref. [28]), in which the authors propose to pause the annealing at wisely chosen times, in order to take advantage also of thermal processes, in the search for the ground state of the final Hamiltonian. The possibility to pause the annealing dynamics is already implemented in the D-Wave 2000Q quantum computer [29], and allowed the authors of Ref. [28] to experimentally test their hypothesis for instances of short range Ising models, easy to embed on the Chimera graph [30, 31]. However, the recently announced Pegasus graph [32], with increased connectivity, can pave the way for embedding also $p$-body all-to-all interacting models on the next generation of commercial quantum annealers, with less ancillary bits with respect to the Chimera graph [33, 34].

Indeed, computationally hard problems may require $p$-body interactions (with $p > 2$), as for instance in Boolean satisfiability [35] or in the Grover search [36, 37]. The latter can be described by the so-called fully-connected ferromagnetic $p$-spin model (with large and odd $p$), whose embedding on the Chimera graph can be cumbersome and inefficient (in particular for large values of $p$), hence it is hardly studied with real devices. Nonetheless, this model has a remarkable relevance for many reasons. Originally introduced in Refs. [38, 39], the $p$-spin model is extensively studied in the context of spin-glasses [40–42] and quantum optimization [43–45]. Its mean field character allows to recover analytic results in the thermodynamic limit for large $p$. Moreover, the existence of an exact ground state, combined with the non-triviality of its phase diagram, makes it a natural candidate for benchmarking the performances of quantum annealing in an exactly solvable, realistically hard case [46].

In this paper, we contribute to this topic investigating the quantum annealing of the fully-connected ferromagnetic $p$-spin model. In particular, we focus on the possible advantages coming from pausing the annealing dynamics, as proposed in Ref. [28] for Ising-type models. This paper is organized as
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follows. In Section II, we present the \( p \)-spin model Hamiltonian and address the computation of the dynamics in the presence of a realistic dissipation model. We adopt a Born-Markov approximation and use a quantum master equation in the Lindblad form, simulated using a Monte Carlo wave function method [47]. In Section III, we present our results, analyzing the effect of time and duration of the pause on the quantum annealing of a specific instance of the \( p \)-spin model. Finally, we present our conclusions in Section IV. We discuss the validity of the Born-Markov approximation in Appendix A.

II. MODEL

II.1. Ferromagnetic \( p \)-spin model

In this work, we adopt natural units and fix \( \hbar = k_B = 1 \). The dimensionless Hamiltonian of the \( p \)-spin model for \( N \) qubits reads

\[
H_p = -\frac{N}{2} \left( \frac{1}{N} \sum_{i=1}^{N} \sigma_i^z \right)^p .
\]  

(1)

For \( p \) odd, its ground state is ferromagnetic with all spins up-aligned. For \( p \) even, the system is \( Z_2 \)-symmetric, and there are two degenerate ground states. The limit \( N \rightarrow \infty, p \rightarrow \infty \) (odd, with \( p \leq N \)) of this model encodes the Grover’s search [36, 37].

The Hamiltonian of Eq. (1) is reached via a quantum annealing starting from the dimensionless transverse field Hamiltonian \( H_0 \):

\[
H_0 = -\frac{1}{2} \sum_{i=1}^{N} \sigma_i^x .
\]  

(2)

We build the time-dependent Hamiltonian

\[
H_Q(s) = A(s)H_0 + B(s)H_p ,
\]  

(3)

where \( s = t/\tau \in [0,1] \) is the dimensionless time and \( \tau \) is the annealing time. \( A(s) \) and \( B(s) \) encode typical annealing schedules [13, 29], and are depicted in Fig. 1. \( H_Q(s) \) is spherically symmetric, and both the ground state of \( H_0 \) and the ground state of \( H_p \) belong to the symmetry subspace of maximum spin, having dimension \( D = N + 1 \).

In the thermodynamic limit \( N \rightarrow \infty \), the \( p \)-spin model is subject to a dynamical quantum phase transition (QPT) [48] at \( T = 0 \) K, separating the para- and the ferromagnetic phases. The QPT occurs at \( s = s_c \), i.e., the time of the avoided crossing between the two lowest-lying energy levels. The QPT is second-order for \( p = 2 \) and first-order for \( p > 2 \) [41]. The latter reduces the efficiency of adiabatic computations as the minimal gap \( \Delta \) closes exponentially as a function of \( N \) [42]. Several techniques are known to mitigate the detrimental effects of first-order QPTs in the quantum annealing of the \( p \)-spin model, such as non-stoquastic AQC [43, 49–51], inhomogeneous driving [44, 52], or reverse annealing [29, 45, 53, 54]. We will not discuss these techniques here.

FIG. 1. Annealing schedules of the D-Wave 2000Q. The dashed line is the working temperature of the device, equal to \( T = 12.1 \) mK.

II.2. Environment and dissipation

We model the environment as a collection of independent harmonic oscillators with Hamiltonian \( H_B = \sum_k \omega_k a_k^\dagger a_k \), linearly coupled to the qubit system via the interaction potential

\[
V_{QB} = g \sum_{i=1}^{N} \sigma_i^z \otimes \sum_k (a_k + a_k^\dagger) ,
\]  

(4)

where \( g \) is the qubit-bath coupling energy and \( a_k, a_k^\dagger \) annihilates (creates) a boson in mode \( k \) [41, 42]. This operator does not break the spin symmetry. The annealer-environment Hamiltonian is \( H(t) = H_Q(t) + H_B + V_{QB} \).

Noise in superconducting quantum annealers is modeled as the sum of a low frequency \( 1/f \) contribution [29] and a high frequency Ohmic spectrum [57], having the form

\[
\gamma(\omega) = 2\pi \eta \omega e^{-\omega/\omega_c} .
\]  

(5)

where \( \omega_c \) is a high frequency cutoff, \( \beta = 1/T \) and \( \eta \) is a dimensionless coupling defined via

\[
g^2 \sum_k \delta(\omega - \omega_k) = \eta \omega e^{-\omega/\omega_c} .
\]  

(6)

The spectral function in Eq. (5) satisfies the quantum detailed balance (i.e., the Kubo–Martin–Schwinger) condition [58]. We will neglect the \( 1/f \) noise and fix \( \omega_c = 1 \) THz, \( T = 12.1 \) mK = 1.57 GHz, and \( \eta = 1 \times 10^{-3} \). With these parameters, the annealer-bath coupling strength is weak compared with the energy scales of the device, as shown in Appendix A. Thus, we can trace over bath states and adopt a Born-Markov approximation for the dynamics of the reduced system \( \rho(t) \) [59].

We employ a time-dependent Markovian quantum master equation (QME) in the Lindblad form to ensure complete positivity [58, 60, 61]. It reads

\[
\frac{d\rho(t)}{dt} = i[\rho(t), H_Q(t) + H_{LS}(t)] + \mathcal{D}[\rho(t)] ,
\]  

(7)
where the explicit form of the Lamb shift $H_{LS}$ and the dissipator super-operator $\mathcal{D}$ is given in Appendix A. They are both expressed in terms of Lindblad operators,

$$L_{ab}(t) = \langle \epsilon_a(t) | \sum_k \sigma_k^+ | \epsilon_b(t) \rangle \langle \epsilon_a(t) | \epsilon_b(t) \rangle,$$

(8)

where $| \epsilon_a(t) \rangle$ are the instantaneous eigenvectors of $H_Q(t)$. Each Lindblad operator $L_{ab}$ induces a quantum jump of frequency $\omega_{ab}(t) = \epsilon_b(t) - \epsilon_a(t)$, from $| \epsilon_b(t) \rangle$ to $| \epsilon_a(t) \rangle$, for $a \neq b$. Lindblad operators with $a = b$ induce dephasing.

II.3. Monte Carlo wave function

Time-dependent Lindblad equations can be reformulated as stochastic Schrödinger equations for the qubit wave function [47]. This approach is similar to the quantum jump method in quantum optics [62]. The wave function is evolved non-unitarily using an effective non-Hermitian Hamiltonian, which causes a loss of probability for the reduced system. The Lindblad operators make the system jump instantaneously between pairs of energy eigenstates, at random times and with rate $\gamma(\omega)$, thus restoring the lost probability. The QME is recovered by taking averages over a number $M$ of different stochastic realizations (or trajectories), with error scaling as $M^{-1/2}$. The advantage of this method, known as Monte Carlo wave function (MCWF), is twofold. On the one hand, we work with ket states rather than density matrices, hence our software is less memory demanding. On the other hand, the trajectories are independent, thus the technique is easily parallelizable. In what follows, we fix $M = 5000$ trajectories as this number provides good accuracy in computations, e.g., a relative error of $\sim 1\%$ on all measured observables.

In order to unravel the QME through MCWF, Eq. (7) has to be rewritten in a more suitable form. We follow the algorithm described in Ref. [47]. We collect all dephasing operators into a single one:

$$L_0(t) = \sum_a \langle \epsilon_a(t) | \sum_k \sigma_k^+ | \epsilon_a(t) \rangle \langle \epsilon_a(t) | \epsilon_a(t) \rangle.$$

(9)

Then, neglecting accidental degeneracies, we denote each non-zero frequency $\omega_{ba}$ as $\omega_\alpha$, with $\alpha = 1, \ldots, N(N-1)$. We label the corresponding Lindblad operators $L_{ab}(t)$ (with $a \neq b$) using the same index $\alpha$. Defining also $\omega_\alpha = 0$, we now have $N(N-1) + 1$ Lindblad operators, each uniquely accompanied by its frequency $\omega_\alpha$, with $\alpha = 0, \ldots, N(N-1)$.

Defining $C_\alpha(t) = \sqrt{\gamma(\omega_\alpha)} L_0(t)$, the dissipator in Eq. (7) can be written compactly as

$$\mathcal{D}[\rho(t)] = \sum_\alpha \left[ C_\alpha(t) \rho(t) C_\alpha^\dagger(t) - \frac{1}{2} \{ C_\alpha^\dagger(t) C_\alpha(t), \rho(t) \} \right].$$

(10)

We rewrite Eq. (7) as

$$\frac{d\rho(t)}{dt} = -i \left[ H_{Q}(t) \rho(t) - \rho(t) H_{Q}^\dagger(t) \right] + \sum_\alpha C_\alpha(t) \rho(t) C_\alpha^\dagger(t),$$

(11)

where the non-Hermitian Hamiltonian $H_{Q}(t)$ reads

$$H_{Q}(t) = H_Q(t) + H_{LS}(t) - \frac{i}{2} \sum_\alpha C_\alpha^\dagger(t) C_\alpha(t).$$

(12)

The non-Hermitian Hamiltonian of Eq. (12) generates a non-unitary dynamics. Given a starting state $| \psi(0) \rangle$, we discretize the time interval using a time step $\delta t$ and evolve the ket state using a first-order Trotter decomposition of the evolution operator,

$$| \tilde{\psi}(t) \rangle = U(t, 0) | \psi(0) \rangle \approx \prod_{k=0}^{\infty} e^{-i H_{Q}(k \delta t + \delta t / 2) / \delta t} | \psi(0) \rangle,$$

(13)

where states with a tilde are not normalized. In fact, the environment shifts the energy levels of the spectrum of the Hamiltonian $H_Q(t)$ and causes a decay of the norm of the state of the reduced system. To ensure convergence, we progressively reduce $\delta t$ until all analyzed observables are unaffected by the choice within Monte Carlo errors at all times. For an observable $O(t)$, the MCWF error $\sigma_{MC}(t)$ is defined as

$$\sigma_{MC}^2(t) = \frac{1}{M(M-1)} \sum_{m=1}^{M} (O_m(t) - \bar{O}(t))^2,$$

(14)

where $O_m(t)$ is the value assumed by $O(t)$ in the $m$th trajectory and $\bar{O}(t)$ is the mean value over all trajectories.

Our numerical MCWF is implemented in Fortran 90 and employs waiting time distributions and the integrated algorithm described in Ref. [47], computationally faster than step-by-step stochastic evolutions. We report here the pseudo code for the single quantum trajectory; the reader can find more details in the original reference.

1. Draw a random number $r$ uniformly distributed in $[0, 1]$.
2. Starting from a normalized state $| \psi(0) \rangle$, evolve non-unitarily using $H_{Q}(t)$ until $| \tilde{\psi}(t') \rangle = r$. At $t = t'$, a quantum jump occurs. In fact, the norm squared of the unnormalized state $| \tilde{\psi}(t + \Delta t) \rangle$ at a time $t + \Delta t$ is the cumulative probability that no jumps have occurred during the time interval $[t, t + \Delta t]$:

$$p_0 = 1 - \exp \left( - \int_t^{t + \Delta t} \lambda(t') dt' \right) \equiv 1 - \langle \tilde{\psi}(t + \Delta t) | \tilde{\psi}(t + \Delta t) \rangle,$$

(15)

where $\lambda(t)$ is the jump rate and $\Delta t$ needs not to be infinitesimal.
3. Draw another random number $\mu$ uniformly in $[0, 1]$ and select the quantum jump. The probability of jump $\alpha$ is given by $P_\alpha = \Pi_\alpha / \Sigma \Pi_\alpha$, where $\Pi_\alpha = \langle \tilde{\psi}(t') | C_\alpha^\dagger C_\alpha | \tilde{\psi}(t') \rangle$. The index of the occurring jump is the smallest non-negative integer $m \leq N(N-1)$ satisfying $\sum_{\alpha=0}^{m} P_\alpha \geq \mu$.
4. Update the state as $| \tilde{\psi}(t' + \Delta t) \rangle = C_m | \tilde{\psi}(t') \rangle$ and renormalize. Draw another random number $r$ and use $| \tilde{\psi}(t' + \Delta t) \rangle$ as the new normalized starting state. Repeat steps 1–4 until the wanted annealing time.
II.4. Pausing the quantum annealing

A feature of the D-Wave 2000Q allows to pause the quantum annealing at user defined dimensionless time \( s_0 \) for a time duration \( \tau_0 \). During the time interval \( \tau_0 \), the system evolves with time-independent Hamiltonian \( H_Q(s_0) \), subject to dissipation. As discussed in Ref. [28], pausing has little or no effect for an isolated quantum system. Instead, open quantum systems may benefit from pausing at specific times during the dynamics, as the environment provides relaxation channels towards the ground state. For the analyzed instances, the authors found an enhancement in the fidelity \( \Phi \), i.e., the ground state occupation probability at \( s = 1 \), if \( s_0 \) is close to \( s_\Delta \), with the maximum improvement being for \( s_0 \) approximately 10% to 15% of the total annealing time longer than \( s_\Delta \). The authors interpret this result as a thermal-induced fidelity gain, concentrated around \( s_\Delta \) as the relaxation rate is maximum in this region. Consistently with this interpretation, they register no perceptible effects far enough from the minimal gap, either because the tunneling amplitude is large (e.g., at early times) or because the dynamics is frozen out (e.g., at long times) [9]. Our aim is to study the same effect for the \( p \)-spin model, using the QME in Eq. (7), unraveled using MCWF.

We present our results in the next Section. In the literature, the dissipative dynamics of the \( p \)-spin model has been studied for systems up to \( N = 16 \) qubits and \( p \leq 7 \) [26, 63, 64]. Here, we study a system of \( N = 20 \) qubits, with \( p = 19 \). With our parameters, the minimal gap is \( \Delta \approx 0.14 \text{GHz} \), one order of magnitude less than the working temperature of the device. The avoided crossing between the two lowest energy levels occurs at \( s_\Delta \approx 0.334 \). In Fig. 2, we report the first \( L = 10 \) eigenvalues and show the minimal gap \( \Delta \), obtained via numerical diagonalization of \( H_Q(s) \).

We choose the annealing time \( \tau = 100 \text{ns} \). This is one order of magnitude smaller than the minimal annealing time of currently available quantum annealers, and might be experimentally accessible with next-generation D-Wave devices [13]. In the unitary limit, this choice of \( \tau \) makes the dynamics non-adiabatic, with a fidelity \( \Phi \approx 5.51 \times 10^{-3} \). Of course, one may decide to choose a longer annealing time to obtain a higher fidelity. For instance, with \( \tau' = 10\tau \) one obtains \( \Phi \approx 5.39 \times 10^{-2} \), i.e., an improvement of one order of magnitude. However, in Refs. [26, 63], the authors have shown that in this non-adiabatic regime the low temperature environment can improve the annealing performances. Moreover, pausing the system can further increase the fidelity within the same time scales, as shown in the next Section.

III. RESULTS

III.1. Quantum annealing with no pauses

The annealing time \( \tau \) is smaller than \( h/\Delta^2 \), where \( h = \max_{a,b} \langle e_a(s) | \partial_s H_Q(s) | e_b(s) \rangle \approx 1.2 \text{THz} \), hence the quantum annealing is not adiabatic [58]. Landau-Zener diabatic transitions [65, 66] excite the qubit system and abruptly reduce the fidelity at the avoided crossing between the ground state and the first excited state. In Fig. 3, we show the ground state population \( \rho_{11}(s) \) in the energy eigenbasis as a function of time, during a dynamics driven by the Hamiltonian in Eq. (3). The red line with squares represents the unitary dynamics (\( \eta = 0 \)) and the blue line with circles the dissipative one (\( \eta = 1 \times 10^{-3} \)).

In the unitary case, the ground state population drops almost to zero after the avoided crossing at \( s = s_\Delta \). Far from \( s_\Delta \), the dynamics is frozen due to the large level spacing and the population remains constant. The fidelity of the algorithm is \( \Phi \approx 5.51 \times 10^{-3} \).

In the dissipative case, after \( s = s_\Delta \), the bath-induced relaxation partially compensates diabatic transitions and improves the fidelity (\( \Phi \approx 0.799 \)) with respect to the isolated case. Instead, bath-induced excitations right before the gap account for the small decrease in the plateau that can be seen for \( s \leq s_\Delta \). Far from \( s = s_\Delta \), thermal processes are exponentially suppressed and the ground state occupation probability is constant, in analogy with the isolated dynamics [28].

In what follows, we adopt a two-level model to give a simple description of the small decrease in \( \rho_{11}(s) \) before \( s_\Delta \), highlighted in Fig. 3. Let us consider the ground state and the first excited state, and focus on the region \( s \in [s_T, s_\Delta] \), where \( s_T \) is the time before \( s_\Delta \) where the instantaneous gap is equal to the temperature \( T \). At shorter times, the thermal processes have scarce influence on the dynamics. At \( s = s_T \), the system is almost completely in its ground state. As our simplifying hypothesis, we suppose that for \( s \in [s_T, s_\Delta] \) the gap is constant and equal to \( \Delta \). In the energy eigenbasis, the density matrix of the qubit system at \( s = s_T \) is diagonal as \( B(s \leq s_T) \approx A(s \leq s_T) \), and can be written as

\[
\rho(s_T) = \begin{pmatrix}
\rho_{11}(s_T) & 0 \\
0 & \rho_{22}(s_T)
\end{pmatrix}, \tag{16}
\]
where $\rho_{11}(s_T) = 1$ and $\rho_{22}(s_T) = 1 - \rho_{11}(s_T) \approx 0$. The population transfer due to thermal processes can be effectively modeled by a classical master equation of the form

$$\frac{1}{\tau} \frac{d\rho_{11}(s)}{ds} = \Gamma_{2 \rightarrow 1} \rho_{22}(s) - \Gamma_{1 \rightarrow 2} \rho_{11}(s), \quad (17)$$

where $\Gamma_{1 \rightarrow 2} = \gamma(-\Delta) = e^{-\beta\Delta} \gamma(\Delta)$ and $\Gamma_{2 \rightarrow 1} = \gamma(\Delta)$. The solution to this ME reads

$$\rho_{11}(s) = \rho_{11}(s_T) - C \left[ 1 - e^{-(s-s_T)/\eta} \right], \quad (18)$$

where $C = \rho_{11}(s_T) - \tau s_1 \gamma(\Delta)$ and $s_1 = 1/(\Gamma \sqrt{\gamma(\Delta)}(1 + e^{-\beta\Delta})$. The ground state population at $s \rightarrow s^*$ is then $\rho_{11}(s^*) \approx 0.975$, in agreement with numerical simulations.

III.2. Quantum annealing with a pause

Thermal effects can be enhanced by pausing the quantum annealing. We tested various pause lengths $l_p$ from 100 ns to 900 ns. The maximum pause length $l_p$ gives a total annealing time $\tau' = 10\tau$, whose corresponding fidelity, in the absence of pauses, is $\Phi \approx 5.39 \times 10^{-2}$ for the unitary dynamics and $\Phi \approx 0.664$ for the dissipative one, with $\eta = 1 \times 10^{-3}$. The effects of pausing substantially increases this fidelity. These results are $l_p$-independent, although there are small quantitative differences. In Fig. 4a, we show the fidelity $\Phi$ as a function of the pause time $s_p \in [0, 1]$, for different values of the pause duration, $l_p = 100$ ns, 400 ns and 900 ns. Fig. 4b is a zoom in the region around the optimal pausing time $s_{opt} \approx 0.55$. Four different regions can be distinguished for all $l_p$.

1. When $s_p < s_\Delta$, the fidelity is not affected by pausing. Here, the tunneling amplitude is large compared with the thermal relaxation rate, and the system evolves quantum mechanically with little influence from the environment.

2. When $s_p \approx s_\Delta$, thermal processes are more frequent and, correspondingly, the relaxation rate is maximum. In this region, $\exp(-\beta\Delta) \sim 1$, hence the excitation rate $\Gamma_{1 \rightarrow 2}$ is comparable with the decay rate $\Gamma_{2 \rightarrow 1}$. When $s_p \leq s_\Delta$, most of the population is in the adiabatic ground state. Thus, transitions from the ground state to the first excited state are more probable than reverse processes. This imbalance causes a decrease in the observed fidelity after the pause, and the worst pausing time is sharply localized right before $s_\Delta$. The situation is reversed for $s_p \geq s_\Delta$, and here the fidelity is slightly enhanced. This effect is more pronounced for longer $l_p$.

3. For $s_p = s_{opt}$, we observe a peak in the success probability for any $l_p > 100$ ns. The peak height increases with increasing $l_p$, following a saturation law of the form

$$\Phi(l_p) = \Phi_{sat} \left[ 1 - \alpha e^{-((l_p-l_0)/T)} \right], \quad (19)$$

with fitted parameters $\Phi_{sat} = 0.976 \pm 0.007$, $\alpha = 0.160 \pm 0.005$, and $T_0 = 4.1 ns \pm 0.4 ns$, and $l_0$ fixed to $l_0 = 100$ ns. In particular, $l_p$ is related to the thermal relaxation time of the many-body system, and $\Phi_{sat}$ is an estimate of the maximum fidelity that can be achieved by pausing the dynamics at the optimal point. The fidelity shows a peak almost at the time $s_p = s_{opt}$ independently of the pause duration $l_p$. By contrast, $l_p$ influences the time at which the fidelity goes back to its baseline value. In particular, for $l_p = 900$ ns, we register a 20% increase of the fidelity with respect to the dissipative dynamics with no pause and total annealing time $\tau$, and a 45% increase with respect to a dissipative dynamics of total annealing time $\tau'$. The optimal pausing point $s_{opt}$ is independent of the pause length.

4. When $s_p \gg s_\Delta$, the fidelity is not influenced much by pausing. The ground state is well-separated in energy from the other levels (see Fig. 2). The eigenstates of the Hamiltonian are almost diagonal in the $\sigma_z$ basis and the qubit-bath coupling operator has exponentially small off-diagonal matrix elements. Perturbation theory predicts that thermal processes are exponentially suppressed, and the dynamics is frozen.

All the results are summarized in Fig. 5, where we show the fidelity as a function both of pause time and pause duration. Fig. 5b is a zoom in the region around $s_\Delta$. The heat maps show even more evidently that around an optimal pausing time $s_{opt}$ the fidelity abruptly increases, almost independently of $l_p$. This is evident in Fig. 5, where the dark shadow shows up at $s_p \approx s_{opt}$ and $l_p > 100$ ns. At shorter pausing lengths $l_p < 100$ ns, this phenomenon is no longer visible. The white vertical line around $s_p \approx s_\Delta$ reflects a sharp decrease of the fidelity and can be better visualized in Fig. 5b. For the fully-connected $p$-spin model, the largest fidelity enhancement occurs for $s_{opt} \approx 0.55$. The ground state probability $\rho_{11}(s)$ as a function of the dimensionless time $s$, for unitary ($\eta = 0$) and dissipative dynamics ($\eta = 1 \times 10^{-3}$), with $\tau = 100$ ns. Other parameters are given in the main text. The dynamics is subject to Landau-Zener transitions, reducing the ground state occupation probability at $s_\Delta = 0.334$. This effect is softened by thermal decays in the presence of the environment. In the main text, we explain the decrease of $\rho_{11}(s)$ in the dissipative case (e.g., the highlighted area in the picture).
FIG. 4. Fidelity of the quantum annealing as a function of the pausing time $s_p$, for several values of the pause length $l_p$. Error bars are the standard errors of MCWF [see Eq. (14)]. In Fig. 4a, error bars are of the order of the point size. In Fig. 4b, we focus on the region around the optimal pausing point $s_{opt} \approx 0.55$.

FIG. 5. Density plots of the fidelity as a function of pause time $s_p$ and duration $l_p$, for $s_p \in [0, 1]$ and $l_p \in [100 \text{ ns}, 900 \text{ ns}]$. The qualitative behavior is independent of $l_p$. The quantitative differences are more pronounced around $s_\Delta$ and around the optimal pausing time $s_{opt} \approx 0.55$. In Fig. 5a, we marked with symbols the two points ($s_p = s_{wor}, l_p = 500 \text{ ns}$) (red square) and ($s_p = s_{opt}, l_p = 500 \text{ ns}$) (blue circle), whose corresponding dynamics is shown in Fig. 6. Fig. 5b is a focus around the gap.

$1.65 s_\Delta$, or, equivalently, $s_{opt} \approx s_\Delta + 0.22$, while the worst pausing point is $s_{wor} \approx s_\Delta$.

Fig. 6 shows the differences in the dynamics of $\rho_{11}(s)$ when a pause of $l_p = 500 \text{ ns}$ is inserted at $s_{opt}$ (blue curve with a circle) or $s_{wor}$ (red curve with a square). When $s_p = s_{opt}$, the ground state population grows monotonically during the pause because of thermal relaxation. In fact, thermal excitations outside the ground state are suppressed as the spectral gap is large compared to $T$, e.g., $\varepsilon_2(s_{opt}) - \varepsilon_1(s_{opt}) \approx 100 \text{ GHz}$. On the other hand, for $s_p = s_\Delta$, the system can be excited due to $\Delta \ll T$ and $\rho_{11}(s)$ is reduced with respect to the previous case. Excitations and decays are almost equally probable, and produce evident noisy oscillations of $\rho_{11}(s)$ around a stationary value $\bar{\rho}_{11} \approx 0.25$ during the pause.
IV. CONCLUSIONS

Quantum annealing is designed for solving NP-hard optimization tasks faster than classical techniques. This class of problems can often be mapped onto Ising Hamiltonians, and solved heuristically using the available hardware. The last generation of D-Wave devices has made possible to fine tune the annealing schedule, through reverse annealing, quenches, qubit-specific annealing offsets, and pausing. These advanced strategies allow to study several interesting problems. Currently, one of the main limitations is the sparse connectivity of the Chimera graph, since in many cases a cost function involving long range and multiple-body interactions among qubits. These problems are hard to embed efficiently in modern quantum annealers, as they require a large number of ancilla qubits and minor or parity embedding [30, 31, 34]. In the context of coherent Ising machines [67], there have already been several proposals of all-to-all architectures based on superconducting electronics [68, 69] or quantum optical systems [70–72], that should allow to overcome these limitations. At present, numerical simulations are fundamental to capture the physical behavior of fully-connected systems, while these promising platforms are developed and refined.

In this paper, we studied the quantum annealing of the ferromagnetic $p$-spin model for $N = 20$ and $p = 19$. The embedding of this model requires a large number of ancillae (using the decomposition of $p$-body interactions into 2-body interactions described in Ref. [73]), and is way beyond the current technological possibilities of D-Wave machines. Instead, due to the spin symmetry of this model, we are able to simulate its dissipative dynamics using MCWF. Using a realistic model of dissipation, we showed that at anti-adiabatic times quantum annealing can be improved in the presence of a low temperature environment. More importantly, the beneficial thermal effects can be enhanced by pausing the annealing around an optimal pausing point. In fact, we showed that a quantum annealing of total time $\tau' = 1000 \text{ ns}$ is circa 45% more effective in reaching the $p$-spin ground state if a pause of length $\tau_p = 900 \text{ ns}$ is inserted at $s = s_{\text{opt}}$ during an annealing of duration $\tau = 100 \text{ ns}$, compared with a regular quantum annealing of time $\tau'$ and no pause ($\Phi \approx 0.957$ versus $\Phi \approx 0.664$). In the isolated case, the fidelity is two orders of magnitude smaller ($\Phi \approx 5.39 \times 10^{-2}$). We would need an annealing time $\tau \approx 50 \mu$s to achieve a fidelity similar to that at the optimal pausing point. These results are in qualitative agreement with those of Ref. [28], and prove that exploiting the environment in a controlled fashion allows to substantially reduce the time-to-solution compared with standard quantum annealing.
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Appendix A: Validity of the Lindblad approximation

The time-dependent Lindblad quantum master equation can be derived under very general assumptions [58]. The qubit + bath Hamiltonian reads $H(t) = H_Q(t) + H_B + V_{QB}$, where all terms are defined in Section II. The bosonic bath is at equilibrium at temperature $T$ and is described by the correlation function $\mathcal{B}(t) = \langle X(t)X(0) \rangle$, where $X = \sum_k (a_k + a_k^\dagger)$ and $X(t)$ is in the interaction picture with respect to $H_B$. The module of $\mathcal{B}(t)$ decays as $\exp(-t/\tau_B)$ at small times and as $(t/\tau_M)^{-2}$ at longer times, with $\tau_B = \beta/2\pi + O(\omega_c^{-1})$ and $\tau_M = \sqrt{2\beta/\omega_c}$ [58].

In the weak coupling regime, the Born, Markov and rotating wave approximations lead to a quantum master equation of the form reported in Eq. (7). This is equivalent to disregarding correlations and memory effects, and to enforcing energy conservation to ensure complete positivity. The Lamb shift Hamiltonian and the dissipator super-operator in Eq. (7) are expressed as follows:

\begin{align}
H_{LS} &= \sum_{a\neq b} S(\omega_{ba})L^\dagger_{ab}L_{ab} + S(0) \sum_{ab} L^\dagger_{aa}L_{bb}, \quad (A1a) \\
\mathcal{D}[\rho(t)] &= \sum_{a\neq b} \gamma(\omega_{ba}) \left( L_{ab}\rho(t)L_{ab}^\dagger - \frac{1}{2} \{L_{ab}^\dagger L_{ab}, \rho(t)\} \right) \\
&+ \gamma(0) \sum_{ab} \left( L_{aa}\rho(t)L_{bb}^\dagger - \frac{1}{2} \{L_{aa}^\dagger L_{bb}, \rho(t)\} \right), \quad (A1b)
\end{align}

where

\begin{align}
S(\omega) = \mathcal{P} \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} \frac{\gamma(\omega')}{\omega - \omega'}, \quad (A2)
\end{align}

$\mathcal{P}$ denotes the principal value, and we omitted the time dependence from Lindblad operators and frequencies for brevity. We report here the constraints that all parameters must satisfy...
for the approximation to be valid. More details and extended discussion can be found in Ref. [58].

- The adiabatic condition requires $\tau \gg h/\Delta^2$, where $h = \max_{x, a, b} \langle e_a(s)|\partial_s H_Q(s)|e_b(s)\rangle$. However, extensive use of adiabatic QMEs out of the adiabatic regime show results in reasonable agreement with other approaches.

- The perturbative corrections to the unitary dynamics due to the dissipator super-operator $\mathcal{D}$ must be small compared with $\Delta$. This implies $g^2\tau_B \ll \Delta$.

- The Markov approximation requires $|\mathcal{B}(t)|$ to decay more rapidly than the typical relaxation time scale $1/g$.

Thus, $g\tau_B \ll 1$.

- The changes of the instantaneous eigenbasis of $H_Q(t)$ must be small during a time scale of the order of $\tau_B$. This requires $\tau \gg h\tau_B^2$.

Additionally, for Ohmic dissipation, $\omega_c$ must satisfy the following constraints:

$$\beta\omega_c \gg 1; \quad \frac{1}{\omega_c \log(\beta \omega_c)} < \min\left\{ 2\tau_B, \frac{\tau_B h^2}{\tau} \left( \frac{1}{\Delta^2} + \frac{\tau_B^2}{\tau} \right) \right\}.$$  \hspace{1cm} (A3)

Except for the adiabatic condition, which we purposely violated as discussed in Section II, all other conditions are satisfied by our parameters.

[1] E. Farhi, J. Goldstone, S. Gutmann, and M. Ipser, arXiv e-prints, quant-ph/0001106 (2000), arXiv:quant-ph/0001106 [quant-ph].
[2] T. Albash and D. A. Lidar, Rev. Mod. Phys. 90, 015002 (2018).
[3] G. E. Santoro, R. Martoňák, E. Tosatti, and R. Car, Science 295, 2427 (2002), http://science.sciencemag.org/content/295/5564/2427.full.pdf.
[4] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355 (1998).
[5] N. G. Dickson, M. W. Johnson, M. H. Amin, R. Harris, F. Altomare, A. J. Berkley, P. Bunyk, J. Cai, E. M. Chapple, P. Chavez, F. Cioata, T. Cirip, P. deBuen, M. Drew-Brook, C. Enderud, S. Gildert, F. Hamze, J. P. Hilton, E. Hoskinson, K. Karimi, E. Ladizinsky, N. Ladizinsky, T. Lanting, Mahon, R. Neufeld, T. Oh, I. Perminov, C. Petroff, A. Przybysz, C. Rich, P. Spear, A. Tcaciuc, M. C. Thom, E. Tolkaeva, S. Uchaikin, J. Wang, A. B. Wilson, Z. Merali, and G. Rose, Nature Communications 4, 10.1038/ncomms2920 (2013).
[6] R. Harris, M. W. Johnson, T. Lanting, A. J. Berkley, J. Johanson, P. Bunyk, E. Tolkaeva, E. Ladizinsky, N. Ladizinsky, T. Oh, F. Cioata, I. Perminov, P. Spear, C. Enderud, C. Rich, S. Uchaikin, M. C. Thom, E. M. Chapple, J. Wang, B. Wilson, M. H. S. Amin, N. Dickson, K. Karimi, B. Macready, C. J. S. Truncik, and G. Rose, Phys. Rev. B 82, 024511 (2010).
[7] R. Harris, A. J. Berkley, J. Johanson, P. Bunyk, E. M. Chapple, C. Enderud, J. P. Hilton, K. Karimi, E. Ladizinsky, N. Ladizinsky, T. Oh, I. Perminov, C. Rich, M. C. Thom, E. Tolkaeva, C. J. S. Truncik, S. Uchaikin, J. Wang, B. Wilson, and G. Rose, Nature 473, 194 (2011).
[8] T. F. Ronnow, Z. Wang, J. Job, S. Soibo, S. V. Isakov, D. Wecker, J. M. Martinis, D. A. Lidar, and M. Troyer, Science 345, 420 (2014), http://science.sciencemag.org/content/345/6195/420.full.pdf.
[9] M. H. Amin, Phys. Rev. A 92, 052323 (2015).
[10] J. Job and D. Lidar, Quantum Science and Technology 3, 030501 (2018).
[11] J. Marshall, E. G. Rieffel, and I. Hen, Phys. Rev. Applied 8, 064025 (2017).
[12] A. Lucas, Frontiers in Physics 2, 5 (2014).
[13] J. Job and D. Lidar, Quantum Science and Technology 3, 030501 (2018).
[14] J. Marshall, E. G. Rieffel, and I. Hen, Phys. Rev. Applied 8, 064025 (2017).
[15] M. H. S. Amin, P. J. Love, and C. J. S. Truncik, Phys. Rev. Lett. 100, 060503 (2008).
[16] A. Mishra, T. Albash, and D. A. Lidar, Nature Communications 9, 2917 (2018).
[17] T. Albash and D. A. Lidar, Phys. Rev. A 91, 062320 (2015).
[18] M. S. Sarandy and D. A. Lidar, Phys. Rev. Lett. 95, 250503 (2005).
[19] P. Nalbach and M. Thorwart, Phys. Rev. Lett. 103, 220401 (2009).
[20] S. Javanbakht, P. Nalbach, and M. Thorwart, Phys. Rev. A 91, 052103 (2015).
[21] L. Arceci, S. Barbarino, R. Fazio, and G. E. Santoro, Phys. Rev. B 96, 054301 (2017).
[22] V. N. Smelyanskiy, D. Venturelli, A. Perdomo-Ortiz, S. Knysh, and M. I. Dykman, Phys. Rev. Lett. 118, 066802 (2017).
[23] L. Arceci, S. Barbarino, D. Rossini, and G. E. Santoro, Phys. Rev. B 98, 064307 (2018).
[24] M. Keck, S. Montangero, G. E. Santoro, R. Fazio, and D. Rossini, New Journal of Physics 19, 113029 (2017).
[25] A. M. Childs, E. Farhi, and J. Preskill, Phys. Rev. A 65, 012322 (2001).
[26] G. Passarelli, G. De Filippis, V. Cataudella, and P. Lucignano, Phys. Rev. A 97, 022319 (2018).
[27] L. M. Cangemi, G. Passarelli, V. Cataudella, P. Lucignano, and G. De Filippis, Phys. Rev. B 98, 184306 (2018).
[28] J. Marshall, D. Venturelli, I. Hen, and E. G. Rieffel, arXiv e-prints, arXiv:1810.05881 (2018), arXiv:1810.05881 [quant-ph].
[29] D-Wave System Documentation. Technical Description of the D-Wave QPU., https://docs.dwavesys.com/docs/latest/doc_qpu.html, accessed: 2019-01-17.
[30] Y. Choi, Quantum Information Processing 7, 193 (2008).
[31] Y. Choi, Quantum Information Processing 10, 343 (2011).
[32] N. Dattani, S. Szklard, and N. Chancellor, arXiv e-prints, arXiv:1901.07636 (2019), arXiv:1901.07636 [quant-ph].
[33] N. Chancellor, S. Zohren, P. A. Warburton, S. C. Benjamin, and S. Roberts, Scientific Reports 6, 37107 (2016), article.
[34] N. Chancellor, S. Zohren, and P. A. Warburton, npj Quantum Information 3, 21 (2017).
[35] S. A. Cook, in Proceedings of the Third Annual ACM Symposium on Theory of Computing, STOC ’71 (ACM, New York, NY, USA, 1971) pp. 151–158.
