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Abstract—Linear Model Predictive Control (MPC) is a widely used method to control systems with linear dynamics. Efficient interior-point methods have been proposed which leverage the block diagonal structure of the quadratic program (QP) resulting from the receding horizon control formulation. However, they require two matrix factorizations per interior-point method iteration, one each for the computation of the dual and the primal. Recently though an interior point method based on the null-space method has been proposed which requires only a single decomposition per iteration. While the then used null-space basis leads to dense null-space projections, in this work we propose a sparse null-space basis which preserves the block diagonal structure of the MPC matrices. Since it is based on the inverse of the transfer matrix we introduce the notion of so-called virtual controls which enables just that invertibility. A combination of the reduced number of factorizations and omission of the evaluation of the dual lets our solver outperform others in terms of computational speed by an increasing margin dependent on the number of state and control variables.

I. INTRODUCTION

Model Predictive Control aims to efficiently minimize a given cost function with respect to a system’s state x and input or control u. By virtue of the knowledge of the system’s dynamics and therefore its future behavior the cost can be minimized not only instantaneously but such that the current control is also optimal with regard to the system response at some future point. Model Predictive control is therefore also referred to as receding horizon control as the system’s behavior at time t is optimized with respect to a certain time window of length T into the future.

Linear Model Predictive Control (MPC) handles systems with linear dynamics affine both in the state and the control variables. Such problems are common both in industrial control applications such as plants [1] but also mobile platforms like planes [2], cars [3] or robots [4].

In combination with a quadratic objective a MPC optimization problem takes the shape of a quadratic program (QP) with linear equality and inequality constraints. Solving such problems is well established. Active-set methods [5] iterate on the so-called active set until the optimal one is found where all active inequality constraints hold as equalities. Active-set methods can be warm-started very efficiently [6] with the previously found active-set and the assumption that it only changes slowly over the control (an assumption which holds well in practice; large changes can be observed for badly posed problems [7], [8] however). The Alternating Direction Method of Multipliers (ADMM) [9], [10] is an operator-splitting method with very good practical convergence behavior, warm-start capabilities and low iteration cost. While the solver is not designed to converge at high accuracy, it has been recently proposed to derive active set guesses from intermediate solver states and solve the corresponding equality only problem [11]. If the active-set guess is correct the solution has zero primal and dual residual. The same framework also overcomes tuning difficulties associated with operator-splitting methods and requires only a single factorization for solving the QP, making it very fast especially for large-scale problems. On the contrary, interior-point methods (IPM) [12] based on the Mehrotra predictor-corrector algorithm [13] require little to no tuning effort by design and converge to a high degree. They iterate on a linear approximation of the non-linear optimization problem and are likewise applicable for problems with large numbers of inequality constraints [14] as it is usually the case for MPC with both the states and the controls being bounded over the horizon. Warm-start strategies for linear programming [15], [16] and MPC [17] have been proposed but those capabilities are limited, therefore making it potentially computationally inferior to the ADMM if highly accurate solutions are not required.

Receding horizon control exposes a block diagonal structure where each time step is only coupled with the previous and the next one. IPM solvers are typically capable of exploiting this sparsity [18], [19]. This way the computational complexity of solving MPC’s only grows linearly with the length of the horizon and not cubically as it would be the case if a dense QP was solved [20]. Further extensions have been proposed to compose matrix products more efficiently or update Cholesky factors instead of calculating them anew for low rank inequality constraints [21]. On the other hand, the authors in [22] propose a solver which works on a condensed version of the sparse MPC problem and therefore has cubic time complexity in the horizon length. This can be advantageous since linear algebra routines work more efficiently on large dimensions.

The two sparse MPC solvers based on the Schur complement method [20], [21] have one commonality: two decompositions are necessary to solve a single iteration of the IPM, one to obtain the dual associated with the dynamics constraints and one to obtain the primal. Recently though the solver NIPM-
HLSP based on the null-space method has been proposed which only requires a single decomposition per iteration [23]. Since the obtained primal step is in the null-space of the dynamic constraints their feasibility is always ensured (given that the initial primal is feasible), rendering the calculation of the dual unnecessary and in the consequence reducing the operational count additionally.

However, NIPM-HLSP was designed for instantaneous control without the characteristic block diagonal structure of receding horizon control problems. Consequently, the use of a dense basis of the null-space was perfectly valid. However, in the MPC case such a basis would destroy the sparsity and the computational effort of resolving the MPC would now increase cubically with the length of the receding horizon which is prohibitive. While the null-space method forQP problems in MPC has been applied for example in [24], the authors do not further specify a sparsity maintaining null-space basis.

Our contributions are therefore two-fold:

- We propose a sparse null-space basis which preserves the block diagonal sparsity of the matrix to decompose.
- This null-space basis assumes the invertibility of the transfer matrix. Since this is usually not the case we introduce the concept of so-called virtual control which achieves just that invertibility.

Our proposed solver based on these two contributions outperforms other available linear MPC solvers based on the IPM by up to 70% per Newton iteration depending on the problem formulation.

The paper is composed as follows: in section II we recall the formulation of receding horizon problems as QPs with special block-diagonal structure. In section III we recall the null-space method based IPM which requires only a single decomposition per solver iteration instead of two. In section IV a sparse null-space basis is proposed which maintains the MPC sparsity of the projected matrices. This null-space basis requires the invertibility of the transfer matrix which we ensure by introducing so-called virtual controls in the case of under-actuated systems, see sec. V. Section VI presents sparse QR decompositions for the special case of a square transfer matrix. In sec. VII we compare the operational counts between the different IPM solvers. The evaluation (sec. IX) confirms that our solver formulation indeed can be faster than IPM formulations based on the classical normal equations. Finally, we conclude the paper in sec. X with some thoughts on potential future work.

II. LINEAR MODEL PREDICTIVE CONTROL AS A QP

Linear model predictive control is concerned with systems with linear dynamics of the discretized form

\[ x(t+1) = A_{x,e} x(t) + B_{u,e} u(t) + c(t) \quad t = 0,1,\ldots \tag{1} \]

t denotes time, \( x \in \mathbb{R}^{n_x} \) is the state vector, \( u \in \mathbb{R}^{n_u} \) is the control input and \( c \) is a disturbance. \( A_{x,e} \in \mathbb{R}^{n_x \times n_x} \) and \( B_{u,e} \in \mathbb{R}^{n_x \times n_u} \) are the system and transfer matrices, respectively. Since the system and transfer matrix do not change over time such dynamics are referred to as time-invariant. Throughout this paper we assume both these matrices to be full rank, i.e. there are no linear dependent matrix rows or columns.

The optimization problem associated with a receding horizon control problem now takes following form

\[
\begin{align*}
\min_{x,u} & \quad J := l_f(x(t + T)) + \sum_{\tau = t}^{t+T-1} l(x(\tau), u(\tau)) \\
\text{s.t} & \quad x(\tau + 1) = A_{x,e} x(\tau) + B_{u,e} u(\tau) + w \\
& \quad A_{x,i} x(\tau) + B_{u,i} u(\tau) \geq b_{x,u,i} \\
& \quad \tau = t, \ldots, t + T - 1
\end{align*}
\]  

Goal of this problem is to minimize the cost function \( l(x(t), u(t)) \) over the receding horizon of length \( T \) while respecting the dynamics and given inequality constraints \( A_{x,i} \in \mathbb{R}^{m_x \times n_x} \) and \( B_{u,i} \in \mathbb{R}^{m_u \times n_u} \). We specifically consider quadratic cost functions of the form

\[
\begin{align*}
l(x,u) = [x]^{T} \begin{bmatrix} Q & S \\ S^{T} & V \end{bmatrix} [x] + q^{T} x + r^{T} u
\end{align*}
\]

The weight matrix and its constituting components \( Q \in \mathbb{R}^{n_x \times n_x} \) and \( U \in \mathbb{R}^{n_u \times n_u} \) are positive definite. \( S \in \mathbb{R}^{n_x \times n_u} \) is some cross term coupling the cost of the states and controls. We omitted the time index \( t \) for better readability and do so throughout this paper if applicable.

The above problem is a QP. We rewrite it to

\[
\begin{align*}
\min_{y} & \quad y^{T} H y + g^{T} y \\
\text{s.t} & \quad A_{x} y - b_{x} = 0 \\
& \quad A_{y} y - b_{y} \geq 0
\end{align*}
\]

with \( y = [u(t)^{T}, x(t + 1)^{T}, \ldots, u(T - 1)^{T}, x(T)^{T}]^{T} \in \mathbb{R}^{n} \) \((n = T(n_x + n_u))\), \( H \in \mathbb{R}^{n \times n} \), \( g \in \mathbb{R}^{n} \), \( A_{x} \in \mathbb{R}^{n_x \times n} \), \( A_{y} \in \mathbb{R}^{n \times m_y} \), \( b_{x} \in \mathbb{R}^{m_x} \) and \( b_{y} \in \mathbb{R}^{m_y} \) defined as follows

\[
H := \begin{bmatrix} U & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & Q & S & \cdots & 0 & 0 & 0 \\
0 & S^{T} & U & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & Q & S & 0 \\
0 & 0 & 0 & \cdots & S^{T} & U & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & Q_{f} \end{bmatrix}
\]

\[
g := [(r + 2 S^{T} x(t), q^{T}, r^{T}, \cdots, q^{T}, r^{T}, q_{f}^{T})]
\]

\[
A_{x} := \begin{bmatrix} -B_{u,e} & I & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & -A_{x,e} & -B_{u,e} & I & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & -A_{x,e} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & I & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & -A_{x,e} & -B_{u,e} & I \end{bmatrix}
\]

\[
b_{x} := \begin{bmatrix} (A_{x,e} x(t) + c(t))^{T} & c(t + 1)^{T} & \cdots & c(T)^{T} \end{bmatrix}
\]

\[
A_{i} := \begin{bmatrix} B_{u,i} & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & A_{x,i} & B_{u,i} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & A_{x,i} & B_{u,i} & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & A_{x,i} \end{bmatrix}
\]
\[ b_i = \begin{bmatrix} (b_{x,u,i} - A_{x,i} x(t))^T & b_{x,u,i}^T & \cdots & b_{x,u,f}^T \end{bmatrix}^T \] (10)

### III. The Null-space Method Based Primal-Dual IPM

The above QP (4) can be solved by the IPM. We apply the IPM by introducing the slack variable \( w_i \) and bounding it away from zero by the log-barrier function

\[
\begin{aligned}
\min_x & \quad \frac{1}{2} y^T H y + g^T y - \sigma \mu \sum \log(w_i) \\
\text{s.t} & \quad A_y y - b_c = 0 \\
& \quad A_y y - b_i = w_i \\
& \quad c_i \geq 0
\end{aligned}
\]

The Lagrangian of this optimization problem writes as

\[
\mathcal{L} = \frac{1}{2} y^T H y + g^T y - \sigma \mu \sum \log(w_i) - \lambda_e^T (A_y y - b_c) - \lambda_i^T (A_y y - b_i - w_i)
\]

\( \lambda_e \) are the Lagrange multipliers associated with the equality constraints and \( \lambda_i \) are the ones associated with the inequality constraints.

The duality measures \( \mu \) and the centering parameters \( \sigma \) [25] are given by

\[
\mu = \lambda_e^T w_i / (n_x + m_i) \quad \text{and} \quad \sigma \in [0, 1] \quad (13)
\]

or the values can be determined by Mehrotra’s predictor-corrector algorithm [13].

The minimizer is found at the Lagrangian’s stationary points \( \nabla_q \mathcal{L} = 0 \). \( q \) is the variable vector

\[
q := \begin{bmatrix} y^T & \lambda_e^T & \lambda_i^T & w_i^T \end{bmatrix}^T
\]

We get the slightly rewritten KKT conditions

\[
K = \begin{bmatrix} k_1 \\ k_2 \\ k_3 \\ k_4 \end{bmatrix} := \begin{bmatrix} H y + g - A_y^T \lambda_e - A_i^T \lambda_i \\ b_c - A_y y \\ b_i - A_i y + w_i \\ \lambda_e \circ w_i - \sigma \mu e \end{bmatrix} = 0
\]

\( \circ \) is the element-wise product of two vectors. \( W_i = \text{diag}(w_i) \) and \( \Lambda_i = \text{diag}(\lambda_i) \) are square matrices with the vectors \( w_i \) and \( \lambda_i \) as diagonals. \( e \in \mathbb{R}^{m_i} \) is a vector of ones.

We additionally have the feasibility conditions

\[
w_i \geq 0 \quad \text{and} \quad \lambda_i \geq 0
\]

Finally, we linearize this nonlinear equation by the Newton step

\[
K(q + \Delta q) = K(q) + \nabla_q K \Delta q = 0
\]

with

\[
\nabla_q K = \begin{bmatrix} H & -A_e^T & -A_i^T & 0 \\ -A_e & 0 & 0 & 0 \\ -A_i & 0 & 0 & I \\ 0 & 0 & W_i & \Lambda_i \end{bmatrix}
\]

This linear equation is now solved iteratively and a new step \( \alpha \Delta q \) is applied to \( q \) in each iteration. \( \alpha \) is determined by line search and ensures the feasibility conditions (16).

For a more efficient algorithm we can apply substitutions for \( \Delta w_1,i \) and \( \Delta \lambda_i \) which yields the augmented system [21]

\[
\begin{bmatrix} \Phi & -A_e^T \\ -A_e & 0 \end{bmatrix} \begin{bmatrix} \Delta s \\ \Delta \lambda_e \end{bmatrix} = \begin{bmatrix} r_1 \\ r_2 \end{bmatrix}
\]

The matrix on the left is square, symmetric and indefinite.

\[
\Phi = H + A_i^T W_i^{-1} \lambda_i A_i
\]

is positive definite. The right hand side is given by

\[
\begin{align*}
\Delta w_i^t & = -k_1 + A_i^T W_i^{-1}(\Lambda_i k_3 - k_2) \\
& = -H x - g + A_i^T \lambda_e + A_i^T F \\
\Delta \lambda_i & = -k_2 = A_e x - b_e
\end{align*}
\]

with

\[
F = \lambda_i + W_i^{-1}(\lambda_i \cdot (b_i - A_i x))
\]

for the predictor step and

\[
F = \lambda_i + W_i^{-1}(\lambda_i \cdot (b_i - A_i x) - \Delta \lambda_i \cdot \Delta w_i + \sigma \mu e)
\]

for the corrector step of Mehrotra’s predictor-corrector algorithm.

Solving the augmented system directly is not advised since this would ignore the given sparsity in the bottom right corner. Instead, as proposed in [21], the Schur complement can be formed such that we obtain the classical normal equations. First, the dual is computed by

\[
A_e \Phi^{-1} A_i^T \Delta \nu = -r_2 - A_e C^{-1} r_1
\]

and with it the primal is recovered

\[
\Delta x = \Phi^{-1}(r_1 + A_e^T \Delta \nu)
\]

As can be seen, two Cholesky decompositions have to be computed per Newton iteration, one of \( \Phi \) and one of \( A_e \Phi^{-1} A_i^T \). As recently proposed [23] this can be prevented by using the null-space method. First, we assume that

\[
r_2 = 0
\]

by obtaining an initial feasible \( x \) by solving \( A_e x = b_e \) beforehand, for example with a sparse QR decomposition of \( A_e \) as described in sec. VI. We then apply the null-space method [26] by introducing the variable change

\[
\Delta x = N \Delta z
\]

\( N \) is a basis of the null-space of \( A_e \), such that \( A_e N = 0 \). Consequently, \( A_e \Delta x = 0 \) such that the condition \( r_2 = 0 \) continues to be fulfilled. By furthermore projecting the augmented system into the null-space basis \( N \) of the equality constraints \( A_e \) we get the projected normal equations

\[
N^T \Phi N \Delta z = N^T r_1
\]

Now only one decomposition of a reduced system of less variables needs to be conducted per Newton iteration. This is due to the concept of so-called variable elimination [27] reducing the number of variables \( n \) by the rank of the equality constraints \( T_n \) such that \( N^T \Phi N \in \mathbb{R}^{n - T_n \cdot T_n \cdot n} \) with \( N \in \mathbb{R}^{2T_n \cdot T_n \cdot n} \). With our choice of variable-reducing null-space basis, which maintains the block-diagonal structure of
\( \Phi \) (see sec. IV), the full-rank and positive definite projected normal equations can be solved by a block-wise Cholesky decomposition.

Note that if the quadratic objective (4) is of least-squares form the projected normal equations can also be expressed in least-squares form [23]. This can be advantageous if the number of inequality constraints is small. Since this is not the case for most control applications we will not further address it.

The dual step \( \Delta \lambda_c \) is computed by solving

\[
A_c^T \Delta \lambda_c = \Phi \Delta x - r_1
\]  

(30)

As observed in [23], the Lagrange multipliers \( \Delta \lambda_c \) do not necessarily need to be computed since none of the other other primal and dual variables depend on it. They are only necessary for the evaluation for the KKT vector and the convergence criteria \( \|K\| < \epsilon \) with the small numerical threshold \( \epsilon = 10^{-9} \). This is in contrast to the classical normal equations which require the evaluation of the dual in each Newton iteration in order to obtain the primal. We base our convergence test additionally on the norm of the residual \( \|N^T r_1\|^2 \), making the evaluation of the Lagrange multipliers obsolete after all. This is valid since the null-space method maintains primal feasibility with respect to the equality constraints and we do not further need to evaluate \( k_1 \) and \( k_2 \).

IV. A SPARSE NULL-SPACE BASIS

In order to apply the null-space method we require a basis of the null-space of \( A_c \). In [23] a basis based on the QR decomposition of \( A_c \) was used. It is straightforward to compute and can handle rank deficiencies in \( A_c \). However, the basis is dense and therefore any projection is dense, too. Especially in the context of MPC this would be highly disadvantageous since then the computational effort of decomposing \( N^T \Phi N \) would grow cubically with the length of the receding horizon \( T \). This would be in contrast with the approaches in [20], [21] which preserve sparsity and whose operation counts only grow linearly with the horizon length.

It is therefore important to identify a sparse null-space basis preserving the block diagonal structure of the projection. We assume that both \( A_{x,e} \) and \( B_{u,e} \) are full column-rank (in the sense that there are no linear dependent rows or columns). Such a sparse basis of the null-space is given by

\[
N = \begin{bmatrix}
I & 0 & \cdots & 0 \\
B_{u,e} & 0 & \cdots & 0 \\
C & I & \cdots & 0 \\
0 & B_{u,e} & \cdots & 0 \\
0 & C & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I \\
0 & 0 & \cdots & B_{u,e}
\end{bmatrix} \in \mathbb{R}^{2T_n_x, T_n_u}
\]  

(31)

with \( C = -B_{u,e}^{-1} A_{x,e} B_{u,e} \). We see that if \( B_{u,e} \in \mathbb{R}^{n_u \times n_u} \) is invertible and \( B_{u,e}^{-1} \) exists (in case of a full-rank square matrix; right inverse \( B_{u,e}^+ \) for \( n_u > n_e \)) the projection of each instance of the horizon is only coupled with the one from the previous and the next one. The invertibility can be achieved for the common control constellation \( n_u < n_e \) by virtue of a concept we refer to as virtual controls and which is further detailed in the next section V.

The single entries of the projection \( A_c N \) take the form of either \(-B_{u,e} + B_{u,e} = 0, -A_{x,e} B_{u,e} + B_{u,e} B_{u,e}^{-1} A_{x,e} B_{u,e} = 0 \) or simply zero due to the sparsity of the null-space basis. The projections \( N^T H N \) and \( N^T A_c^T A_c N \) are given in the following:

\[
N^T H N = \begin{bmatrix}
R + B_{u,e}^T M_1 + C^T M_2 & M_2^T & \cdots & 0 \\
M_2 & R + \cdots & \cdots & 0 \\
0 & M_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & M_2^T \\
0 & 0 & \cdots & R + B_{u,e}^T Q_f B_{u,e}
\end{bmatrix}
\]  

(32)

with

\[
M_1 = Q B_{u,e} + S C \quad \text{and} \quad M_2 = S^T B_{u,e} + R C
\]  

(34)

and

\[
N^T A_c^T \Xi_i A_c N = \begin{bmatrix}
B_{u,e}^T \Xi_i(t) B_{u,e} + M_3^T \Xi_i(t + 1) M_3 & M_3^T \Xi_i(t + 1) B_{u,i} & \cdots & 0 \\
B_{u,e}^T \Xi_i(t + 1) M_3 & B_{u,e}^T \Xi_i(t + 1) B_{u,i} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & M_3^T \Xi_i(T - 1) B_{u,i} \\
0 & 0 & \cdots & B_{u,e}^T \Xi_i(T - 1) B_{u,i} + B_{u,e}^T A_{x,e}^T \Xi_i(T) A_{x,e} B_{u,e}
\end{bmatrix}
\]  

(35)

with \( \Xi_i(t) = W^{-1}(t) \Delta(t) \) and \( M_3 = A_{x,i} B_{u,e} + B_{u,i} C \). which takes the symbolic form

\[
N^T \Phi N = N^T (H + A_c^T \Xi_i A_c) N
\]  

(36)

As can be easily seen, the chosen sparse null-space basis maintains the block diagonal sparsity of the MPC matrices.
V. Notion of Virtual Controls

In a reasonable control context we usually have \( n_u < n_x \) (i.e. underactuated systems), meaning that \( B_{\hat{u},e} \) is not invertible. In this case we can only calculate a left pseudo-inverse which does not fulfill the necessary condition \( B_{u,e}B_{\hat{u},e}^T = I \). However, we can achieve invertibility of the transfer matrix by introducing so-called virtual controls \( u^* \in \mathbb{R}^{n_{u^*}} \) of dimension \( n_{u^*} = n_x - n_u \). This lets us obtain the new full-rank square and therefore invertible transfer matrix

\[
B_{\hat{u},e} = [B_{u,e} \quad B_{u^*,e}] \in \mathbb{R}^{n_x \times n_x}
\]

\( \hat{u} \) is the new control vector consisting of the original and virtual controls \( u \) and \( u^* \) as \( \hat{u} := [u^T \quad u^*]^T \) with \( n_{\hat{u}} = n_x \). \( B_{u^*,e} \) is defined as

\[
B_{u^*,e} = Q_2 \text{diag}(r_{\min})
\]

where \( Q_2 \) is taken from the QR decomposition of \( B_{u,e} \)

\[
B_{u,e} = [Q_1 \quad Q_2] \begin{bmatrix} R \\ 0 \end{bmatrix}
\]

\( r_{\min} \) is the absolute smallest entry on the diagonal of \( R \) in order to maintain a well conditioned matrix \( B_{\hat{u},e} \).

The QR decomposition of \( B_{\hat{u},e} \) is then

\[
B_{\hat{u},e} = Q_{u,e}R_{\hat{u},e} = [Q_1 \quad Q_2] \begin{bmatrix} R \\ 0 \end{bmatrix} \text{diag}(r_{\min})
\]

\( C \) can be calculated as

\[
C = -R_{u,e}^{-1}Q_{u,e}^T A_{x,e} B_{\hat{u},e}
\]

The new variable vector of theQP is \( y = [u(t)^T, u^*(t)^T, x(t+1)^T, \ldots, u(T-1)^T, u^*(T-1)^T, x(T)^T]^T \in \mathbb{R}^n \) with \( n = 2Tn_x \) entries. The projected matrix is now of dimension \( N^T \Phi N \in \mathbb{R}^{Tn_x \times Tn_x} \) after we added \( Tn_u \) and eliminated \( Tn_e \) variables. Consequently, the projected matrix \( N^T \Phi N \) is smaller or equal in dimension with respect to the unprojected matrix \( \Phi \in \mathbb{R}^{(n_x+n_u) \times (n_x+n_u)} \) depending on the input size \( n_u \) (equal for for the trivial case \( n_u = 0 \), smaller for \( n_u > 0 \)). A detailed computational comparison is given in sec. VII.

For good measure, we choose the new control cost weight matrix to be

\[
R := \begin{bmatrix} R & 0 \\ 0 & I \end{bmatrix} \in \mathbb{R}^{n_{\hat{u}} \times n_{\hat{u}}}
\]

or some well conditioned variant of it with a weighted identity matrix. Since the projection \( N^T H N \) (33) is full-rank because of the term \( B_{\hat{u},e}QB_{\hat{u},e} \) and therefore applicable for the Cholesky decomposition regardless this is not necessarily required.

The remaining equations and definitions from the previous sections hold as long as the original control vector \( u \) is replaced by the new one \( \hat{u} \).

The virtual controls are not allowed to change the behavior of the original dynamic system so we have to introduce the equality constraints

\[
u^* = 0
\]

in order to eliminate any effects of the virtual control. However, including these into the set of equality constraints renders \( B_{\hat{u},e} \) again into a non-invertible rectangular matrix \( \in \mathbb{R}^{n_x+n_u \times n_x} \). In order to circumvent this we reformulate our virtual control constraints into a set of inequality constraints

\[
u^* \leq 0 \quad \text{and} \quad u^* \geq 0
\]

and add them to the set of inequality constraints \( B_{\hat{u},e} \). This may raise questions about the numerical stability of the IPM but in practice we did not observe any such adverse effects. This can be attributed to our primal-dual-IPM formulation which only maintains duals \( w_i \geq 0 \) but not necessarily primal feasibility \( A_i y - b_i \geq 0 \) throughout the Newton iterations. In the same line of argument, the concept of virtual controls may not be realizable in primal-barrier formulations of the IPM [20].

VI. A Sparse QR Decomposition of \( A_c \)

In order to obtain the initial feasible equality point \( A_c x = b_c \) (27) we require the QR decomposition of \( A_c \). The QR decomposition of \( A_c \) has to be permuting. In order to determine the permutation order we first identify the approximate condition number \( \tilde{\kappa} \) of \( A_{x,e} \) and \( B_{\hat{u},e} \) by calculating the ratio of the largest to smallest value on the diagonal of their upper triangular QR factor \( R_{x,e} \) and \( R_{\hat{u},e} \). We choose its threshold \( \xi = 10 \). Note that the amplification factor during the block-wise inversion is of the order \( \xi^T \) and may require further tuning depending on the problem at hand. Since this operation is done offline we could also obtain the exact condition number but found this criteria to be sufficient in practice. With the assumption of a square and full-rank transfer matrix \( B_{\hat{u},e} \) (as
orders and their associated QR decompositions:

- If \( \tilde{k}(B_{a,e}) < \xi \)

\[
Q \begin{bmatrix} R & V \end{bmatrix} = A_e P_1 = \text{diag} \left( \begin{bmatrix} -B_{a,e} & \ldots & -B_{a,e} \end{bmatrix} \right) D
\]

with the QR decomposition

\[
Q = \text{diag} \left( \begin{bmatrix} Q_{a,e} & \ldots & Q_{a,e} \end{bmatrix} \right) \quad (50)
\]

\[
R = \text{diag} \left( \begin{bmatrix} R_{a,e} & \ldots & R_{a,e} \end{bmatrix} \right) \quad (51)
\]

This decomposition is the cheapest since it only requires the QR decomposition of \( B_{a,e} \) (44) and no off-diagonal elements need to be handled during its block inversion of cost \( O(T2n_x^2) \).

- If \( \tilde{k}(B_{a,e}) \geq \xi \) but \( \tilde{k}(A_{x,e}) < \xi \)

\[
Q \begin{bmatrix} R & V \end{bmatrix} = A_e P_2 = \begin{bmatrix} -B_{a,e} & I & 0 & \cdots & 0 \\ 0 & -A_{x,e} & I & \cdots & 0 \\ 0 & 0 & -A_{x,e} & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & I \\ 0 & 0 & 0 & \cdots & -A_{x,e} \end{bmatrix}
\]

with the QR decomposition

\[
Q = \begin{bmatrix} Q_{a,e} & 0 & \cdots & 0 \\ 0 & Q_{x,e} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & Q_{x,e} \end{bmatrix} \quad (53)
\]

\[
R = \begin{bmatrix} R_{a,e} & Q_{a,e}^T & 0 & \cdots & 0 \\ 0 & R_{x,e} & Q_{x,e}^T & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & Q_{x,e}^T \\ 0 & 0 & \cdots & R_{x,e} \end{bmatrix} \quad (54)
\]

This decomposition requires QR decompositions of \( A_{x,e} = [Q_{x,e} \quad R_{x,e}] \) and \( B_{a,e} \) (44). During the block inversion off-diagonal elements need to be handled, making it slightly more expensive at \( O(T3n_x^2) \).

- Otherwise

\[
Q \begin{bmatrix} R & V \end{bmatrix} = A_e P_3 = \begin{bmatrix} I & 0 & \cdots & 0 & 0 \\ -A_{x,e} & I & \cdots & 0 & 0 \\ 0 & -A_{x,e} & I & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & I \\ 0 & 0 & 0 & \cdots & -A_{x,e} \end{bmatrix}
\]

This QR decomposition can not be composed block-wise but needs to be calculated from scratch requiring \( O(T8n_x^2) \) operations. The block-inversion comes at a cost of \( O(T6n_x^2) \).

The permutation of \( D \) does not need to be further specified. In the same sense, \( V = Q^TD \) does not need to be computed since it is not used. This might be advantageous in case of time-variant systems where the sparse QR decomposition of \( A_e \) needs to be recomputed in each control iteration.

The QR decomposition can be reused to calculate the dual step (30) if required since it does not matter whether the QR decomposition of \( A_e \) or \( A_e^T \) is used [27]. Conveniently, in the context of MPC with its block diagonal structure it is computationally more efficient to use the QR decomposition of \( A_e \) since both the resulting triangular factor \( R \) and the Householder matrix \( Q \) are sparse. This is in contrast to the QR decomposition of \( A_e^T \) which results in a dense \( Q \) (there is only an upper Hessenberg triangular part to the left).

VII. OPERATIONAL COMPARISON

In fig. 1 we give a brief overview of the steps and the number of operations associated both with the classical and projected normal equations. We compare our solver NIPM-MPC to FORCES [21] which is based on the classical normal equations. We do this for the case of a diagonal matrix \( H \) which corresponds to the B variant of the FORCES solver.

Both the QR decomposition of \( A_e \) and the projections into the null-space can be done offline in the case of our solver. The calculation of the initial feasible equality point requiring matrix vector multiplications only needs to be done once before the Newton’s method. Each iteration then first requires forming the matrix product \( (A_i N_i)^T W_i^{-1} \Lambda_i A_i \) with the updated dual \( W_i^{-1} \Lambda_i \). The resulting matrix is dense even if \( A_i \) only consists of bound constraints. This is one of the disadvantages of the null-space method based IPM [23]. Furthermore required are one Cholesky decomposition of \( N^T \Phi N \) and the subsequent solution of the linear KKT system. The primal step \( \Delta z \) then needs to be projected back to \( \Delta x \). Both the solution of the linear system and the projection are conducted twice for Mehrotra’s predictor-corrector algorithm.

If there are only bound constraints, forming the sparse matrix product \( A_i^T W^{-1}_i \Lambda_i A_i \) for the classical normal equations requires only negligible copying operations. The cost of the Cholesky decomposition of \( \Phi \) can be neglected in case of a diagonal \( H \) and a low rank matrix \( A_i^T W^{-1}_i \Lambda_i A_i \) allowing for cheap decomposition updates. In case of a non-diagonal \( H \) each Newton iteration requires a further Cholesky decomposition of the matrix \( \Phi \) requiring \( O(T(n_x + n_u)^3 / 3) \) operations. The Cholesky decompositions of \( A_i^T W^{-1}_i \Lambda_i A_i \) and \( N^T \Phi N \) for the classical and projected normal equations, respectively, are of the same cost. Solving the linear system for the primal and dual is slightly more expensive for the projected normal equations due to the additional virtual control variables.

Depending on the number of inequality constraints \( m_i \) and controls \( n_u \), the operational costs may shift in favor of FORCESPRO (high \( m_i \) and low \( n_u \)) or NIPM-MPC (low \( m_i \) and high \( n_u \)) but overall are very similar for the case of diagonal \( Q \) and \( R \) matrices. In [21] it is not further specified under which circumstances \( A_i^T W^{-1}_i \Lambda_i A_i \) can be considered low-rank. In case of bound constraints both on the states and the controls, as it is common for many control applications, the matrix \( A_i^T W^{-1}_i \Lambda_i A_i \) is actually of full rank \( n \) (assuming that \( \Lambda_i \neq 0 \)) and supposedly inapplicable for the update scheme.
Projected normal equations (NIPM-MPC) (29)

Offline:
1) Calculate the sparse QR decomposition of \( A_e \) (\( P_1: O(n_e^24/3) \), \( P_2: O(n_e^24/3) \), \( P_3: O(T8n_e^24/3) \))
2) Do the projections \( A_iN \) \( O(Tm_i(2n_x)^2) \) and \( N^THN \) \( O(6Tn_x^2) \)

Online, once per Newton’s method:
1) Calculate the equality point \( A_e x = b_e \)
2) Calculate the Lagrange multipliers \( \lambda_e \)
3) Do the projections

\[
2 \times P_1: O(T2n_e^2), P_2: O(T3n_e^2), P_3: O(T6n_x^2)
\]

Online, once per Newton iteration:
1) Form the matrix product \( (A_iN)^T W_i^{-1}A_i(N) \), \( O(Tm_i(2n_x)^2) \)
2) Cholesky decomposition of \( N^T \Phi N \), \( O(Tn_x^24/3) \).
3) Solve in \( O(T2n_e^2) \) for \( \Delta z \) and project for \( \Delta x \) in \( O(T2n_e^2) \) operations (2× for Mehrotra’s predictor-corrector algorithm)

\[
\sum : O(T((8 + m_i)n_x^2 + n_x^24/3))
\]

Algorithm 1 Primal-dual NIPM-MPC

1: procedure NIPM-MPC(\( A_iN \), \( N^THN \), QR(\( A_e \))
2: Solve \( A_e x = b_e \) for the initial feasible \( x \) with the sparse QR decomposition \( QR(A_e) \)
3: for \( i < i_{max} \) do
4: Calculate \( N^T r_1 \) with predictor \( F \) (23)
5: if \( \|K\| < \epsilon \) or \( \|N^T r_1\| < \epsilon \) then Break end if
6: Calculate \( (A_iN)^T W_i^{-1}A_i(N) \)
7: Cholesky decomposition of \( N^T \Phi N \)
8: \( \sum : O(T((8 + m_i)n_x^2 + n_x^24/3)) \)
9: Solve (29) for \( \Delta z \)
10: Projection (28)
11: Line search for dual feasibility (16)
12: \( \sum : O(T((8 + m_i)n_x^2 + n_x^24/3)) \)
13: \( \sum : O(T((8 + m_i)n_x^2 + n_x^24/3)) \)
14: Line search for dual feasibility (16)
15: end for
16: end procedure

In this case NIPM-MPC would be in advantage since only a single Cholesky decomposition instead of two is required per Newton iteration.

VIII. ALGORITHM

The overall algorithm of our solver is given in alg. 1. The projections \( A_iN \) (35) and \( N^THN \) (33) have been computed offline during the solver setup. At the beginning of each Newton’s method, the initial feasible equality point \( A_e x = b_e \) is obtained. After a convergence test, the composition and Cholesky decomposition of \( N^T \Phi N \) is done in one sweep as recommended in [21] in order to streamline memory access. The decomposition is used to calculate both the predictor and corrector step. The process is repeated until the norm of the KKT vector \( K \) or the projected primal residual \( N^T r_1 \) is below our desired threshold \( \epsilon \). Note that for the calculation of \( r_1 \) we can use \( F(23) \) from the predictor step (23) since \( \mu \approx 0 \) holds at convergence.

IX. EVALUATION

This section serves the purpose of validating our algorithm NIPM-MPC and evaluating it with respect to the three interior point method based solvers FORCES [21], FASTMPC [20] and GUROBI [18] in terms of computation time per Newton iteration. FORCES and FASTMPC are based on the classical normal equations and make use of the given sparsity of the MPC problem. FORCES is a code generation algorithm tailored to the specific problem constellation and has been shown to be significantly faster than CVXGEN [28] due to a more efficient composition method of the matrix \( A_e \Phi^{-1}A_e^T \). Additionally, when the inequality constraint matrix \( A_i \) is low-rank a very efficient update scheme for the Cholesky decomposition of \( \Phi \) can be applied. For our evaluation we use the commercial software FORCESPRO [29], [30] which is derived from the solver FORCES. We furthermore use FASTMPC which is a primal-barrier interior point method with heuristically tuned barrier method only requiring one linear system solve per Newton iteration. GUROBI is a sparse solver but is not specialized for MPC problems. Further technical details are not known about this commercial software.

The ADMM based solver OSQP [11] is also iterative in nature but typically only requires a single factorization perQP resolution. We therefore reference it only when the overall computation times of computing the control are compared and focus the evaluation of our solver in comparison with other
IPM solvers. OSQP is a sparse solver and therefore efficiently solves MPC problems.

All four reference solvers are used at its standard settings. FORCESPRO and OSQP, which are both coded in C and library free, are accessed over their Python interface and the time measurements are done over their incorporated run time measurement tools. The source code of FASTMPC is open-source and based on LAPACK [31]. We compiled its C code with the compiler flag -O3. GUROBI is used over its C++ interface. NIPM-MPC is written in C++ and based on the Eigen linear algebra library [32]. All tests are run on an Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz processor with 32 Gb of RAM.

We conduct three simulations with \( g = 0 \) and \( w = 0 \). We pick diagonal cost matrices \( Q \) and \( R \) for the first two simulations. In the first test IX-A the number of states \( n_x \) is fixed but the number of controls \( n_u \) and the horizon length \( T \) are varied. The second test IX-B keeps the length of the horizon fixed but the number of variables is increased with a fixed ratio of state to control variables. In the third test both \( Q \) and \( R \) are dense matrices such that the solvers based on the classical normal equations have to conduct two Cholesky decompositions. Note that while both FORCESPRO and NIPM-MPC consider the diagonal structure of \( Q \) and \( R \) FASTMPC does not particularly do so and therefore is always conducting two Cholesky decompositions.

In all simulations and for each solver we sum up the overall solver computation times and divide them by the number of Newton iterations in order to get the computation times per Newton iteration. Naturally, this offsets any overhead from computations that are conducted outside of the Newton method’s. Since for our solver obtaining the primal equality point and computing the Lagrange multipliers equates to matrix-vector multiplications we believe that the measurements are representative nonetheless and can be confirmed with a look at the overall computation times.

A. Constant number of state variables

![Fig. 2: Performance profile of the different IPM solvers for the 31 problems solved.](image)

![Fig. 3: Time per Newton iteration for a fixed number of states \( n_x \). NIPM-MPC is consistently faster than FORCESPRO and FASTMPC and is outperformed by GUROBI only for \( n_x = 60, n_u = 1 \) and \( T = 1 \).](image)

Fig. 2: Performance profile of the different IPM solvers for the 31 problems solved.

The performance profile of the IPM solvers summarizing the results of the simulations is given in fig. 2. NIPM-MPC is the fastest of the four IPM solvers in 29 of the 31 problems. We choose the required time per Newton iteration as cost for each solver and problem. OSQP is therefore not included.

First we compare the solvers for a fixed number of states \( n_x \). NIPM-MPC is consistently faster than FORCESPRO and FASTMPC and is outperformed by GUROBI only for \( n_x = 60, n_u = 1 \) and \( T = 1 \).

For FORCESPRO, FASTMPC and GUROBI the increase of control variables \( n_u \) has a direct impact on the computation times as can be seen from fig. 1. The computation times of forming the matrix \( A_e \Phi^{-1} A_e^T \) and of computing the primal
are linearly and quadratically dependent of $n_u$ as can be recognized from the slight increase in computation times of FORCESPRO and FASTMPC. Timings for FORCESPRO are only given up to $n_u = 48$ since for a larger number of controls the code generator fails. For this particular case, NIPM-MPC is around 70% faster than FORCESPRO.

This trend continues for a fixed number of controls $n_u = 60$ and $n_u = 1$ but increasing length of the receding horizon. As expected, all three solvers show a linear increase in computation times with a higher rate for FORCESPRO, FASTMPC and GUROBI.

B. Fixed ratio of state to control variables and length of receding horizon with diagonal cost matrices

![Fig. 4: Timings for Newton iterations for a fixed ratio of 4:1 between state to control variables. Q and R are diagonal matrices. NIPM-MPC is slower than FORCESPRO for $n_x = 12$ but shows a flatter increase in computation times for a growing number of state variables.](image)

In the previous evaluation we considered systems with a high number of states which might be disadvantageous for code generating solvers like FORCESPRO since the code size increases with the problem size [19]. Therefore, we evaluate the solvers now with a lower number of states. The ratio of the number of states with respect to the number of controls is chosen as 4:1. The receding horizon length is $T = 30$. Our system and transfer matrices represent the masses-spring dynamic system from [20]. For six masses $M = 6$ we have 12 states (six positions and six velocities). Three controls are employed such that our control to states ratio fulfills 4:1. The state vector is initialized uniformly to $1$.

As can be seen in fig. 4, all solvers’ computation times increase cubically with increasing size $n_x$ for the Cholesky decomposition of the matrices $A_r \Phi A_r^T$ (FORCESPRO, FASTMPC) or $\tilde{\Phi}$ (NIPM-MPC).

For $n_x = 12$, the computation times of FORCESPRO are the fastest with 0.14ms per Newton iteration. NIPM-MPC comes second at 0.17ms, FASTMPC third at 0.3ms and GUROBI fourth at 0.31ms.

In order to further detail these results we plot the solver behaviors for each control step in fig. 5. The upper graph shows the overall computation times for solving the MPC. The ADMM based solver OSQP generates a moderately accurate solution with a residual of $10^{-4}$ very quickly. It outperforms the IPM based solvers especially in the beginning where all IPM-based solvers require a significant amount of Newton iterations of up to 15 until convergence (see middle graph). However, if a high accuracy solution is desired OSQP requires a significant additional amount of computation since an active-set guess with zero primal and dual residual is generated. The additional computational burden makes it slower than the other specialized IPM based MPC solvers (top graph, dashed red line). Additionally, in control instances where OSQP requires a factorization update (see dashed red line in middle graph) it is approximately as fast as NIPM-MPC. Our solver is thereby reducing the number of Newton iterations necessary in each control instance the quickest to the point that only a single one is necessary and making it faster than the other solvers by a margin.

The second graph from the top indicates the timings of a single solver iteration. FORCESPRO resolves a single Newton iteration the fastest. The dashed blue line shows the contribution of NIPM-MPC’s core operations (dashed blue line) of composing $N^T \Phi N$ and its Cholesky decomposition and calculating the projected primal $\Delta z$ twice for Mehrotra’s predictor-corrector algorithm. The core operations take less time than a whole FORCESPRO iteration but takes longer considering the rest of the computations of calculating $N^T r_1$ and conducting the line search.
C. Fixed ratio of state to control variables and length of receding horizon with dense cost matrices

![Graph showing timings for Newton iterations for a fixed ratio of 4:1 between state to control variables. Q and R are dense matrices.](Fig. 6: Timings for Newton iterations for a fixed ratio of 4:1 between state to control variables. Q and R are dense matrices.)

In the last example we want to investigate the behavior of the solvers when Q and R are dense matrices. NIPM-MPC, FORCESPRO and GUROBI handle diagonal cost matrices explicitly and are therefore negatively influenced by dense ones in terms of computation times. FASTMPC always treats Q and R as dense matrices so its computation times do not change.

As can be seen from fig. 6, all four solver’s computational times increase cubically with increasing number of state variables $n_x$. Since now NIPM-MPC, FORCESPRO and GUROBI need to handle dense matrices, their computational times are slightly larger. Explicitly, for $n_x = 12$ and $n_u = 3$, FORCESPRO takes 0.189 ms and NIPM-MPC takes 0.177 ms, making NIPM-MPC slightly faster than FORCESPRO. This is due to the fact that FORCESPRO now needs to conduct an additional Cholesky decomposition of $\Phi$ in each Newton iteration while NIPM-MPC is only influenced by the additional dense matrix vector multiplication $Hy$.

X. CONCLUSION

In this work we have proposed a new and very efficient IPM to resolve linear receding horizon problems based on the null-space method which requires only a single Cholesky decomposition per Newton iteration instead of two. With our choice of sparse null-space basis and the concept of virtual controls we are able to maintain the block diagonal sparsity of the MPC matrices. Thereby, the cost of the Cholesky decomposition is not affected by increasing numbers of control variables. We showed that our solver is indeed computationally superior with respect to solvers based on classical IPM formulations. Depending on the problem constellation our solver can be up to 70% faster per Newton iteration.

In future work we would like to extend our solver to nonlinear MPC and explore the possibility of a hierarchical MPC solver which would allow the separation of constraints in a prioritized fashion. An IPM based solver has already been proposed for dense hierarchical least-squares programs [23] which requires accurate convergence on each priority level. This may be a distinguishing advantage of the IPM over the ADMM which provides moderately accurate solutions in a very fast fashion.
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