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1. INTRODUCTION

The current video coding standards, such as MPEG-4 part 10 or H.264 [1–3], are very good at compressing today’s video sequences at relatively low resolution (QCIF, CIF, or even SD formats). However, video coders based on wavelet transforms (WT) may prove to be much more efficient for encoding high-definition television (HDTV) or digital cinema (DC) sequences. For example, Motion JPEG2000, which extends JPEG2000 to video coding applications, proved to be as efficient as H.264/AVC in intramode for high-resolution sequences encoded at high-bit rate [4] and might be adopted as a future standard for digital cinema and high-definition television.

Furthermore, the generalization of these new, large formats will inevitably create new needs, such as scalability. A scalable bitstream is composed by embedded subsets, which are efficient compression of original data, but at a different resolution (both spatially or temporally) or rate. In other words, the user should be able to extract from a part of the full-rate, full-resolution bitstream (e.g., DC) a degraded version of the original data, that is, with a reduced resolution or an increased distortion (e.g., adapted to HDTV or even to Internet streaming) and with no additional computation. The recent standards already offer a certain degree of scalability, like the fine grain scalability (FGS) in the MPEG-4 standard [5]. However, in this case, scalability is obtained by substantially modifying the encoding algorithm, and this results in an increase in complexity and a decrease of quality for a given bit rate [6]. A more natural solution to the scalability problem comes from wavelet-based encoders, which can offer superior performances in terms of scalability cost in the case of video, as they already did for images [7–9]. However, the quality of temporally scaled videos can be impaired due to the lowpass wavelet filtering in the temporal domain [10]. Moreover, rate-scaled videos may lose rate-distortion optimality.

In this work, we describe a wavelet-based video coder and we discuss its spatial, temporal, and rate scalability. The main characteristics of this coder have been briefly presented in [11, 12]. In addition to a more detailed description of this coder, we provide here extended experimental results which better illustrate all the scalability properties. In particular, we show that our simple structure allows SNR, temporal, and spatial scalability, thanks to a specific temporal filtering and a careful bit allocation. We also provide an algorithm for modeling rate-distortion curves using the most appropriate smoothing spline. As a consequence, the scalability comes without impairing objective as well as subjective quality of the decoded sequence, neither increasing significantly the
encoding algorithm complexity. The result is a high scalability, which is transparent in terms of quality and complexity—that is what we call smooth scalability.

Let us first describe briefly the principles of wavelet-based video coding through the example of the coder presented in Figure 1. Wavelet transforms proved to be very powerful tools for still-image coding. WT-based encoders achieve better performances than those based on discrete cosine transforms (DCT) in terms of compression rate. WT can also be easily used for a multiresolution analysis, which is the key to scalability features. For these reasons, much attention has been devoted to WT-based video coding. In the proposed scheme, the input video data firstly undergo a temporal analysis based on the motion-compensated lifted wavelet transform. The motion information is encoded losslessly using EBCOT [9] and the remaining available bit budget is distributed among the temporal subbands (SB) using a model-based optimal bit allocation algorithm. In the temporal domain, motion-compensated lifting schemes [13–16], mostly based on the 5/3 wavelet kernels (also called (2, 2) lifting scheme), obtain better performances than uncompensated temporal WT. However, whereas the temporal analysis of hybrid coders requires one motion vector field (MVF) per temporal WT, but whereas the temporal analysis of hybrid coders requires one motion vector field (MVF) per temporal WT. However, whereas the temporal analysis of hybrid coders requires one motion vector field (MVF) per frame and is very flexible, the 5/3 temporal wavelet analysis requires $4(1 - 2^{-L})$ MVFs per frame in average, when the number of decomposition levels is $L$. This number halves if symmetrical MVF are used (usually with a negligible loss in motion compensation accuracy), but it is still a high penalty. An alternative is to change the temporal filter, using a lifting scheme without update step, from now on indicated as (2, 0) lifting scheme. This filter has been presented in [10, 17] and its possible adoption into the standard JVT-SVC [18] is under study [19]. The expression of the motion-compensated temporal highpass and lowpass filters of the (2, 0) lifting scheme is the following:

$$h_k[m] = x_{2k+1}[m] - \frac{1}{2}(x_{2k}[m + v_{2k+1-2k}(m)] + x_{2k+2}[m + v_{2k+1+2k+2}(m)]),$$

$$l_k[m] = x_{2k}[m],$$

where $x_k$, $h_k$, and $l_k$ are, respectively, the $k$th input frame, high-frequency coefficient and low-frequency coefficient, and $v_{i-j}(m)$ is the motion vector that displaces the pixel $m$ of the image $x_i$ to the corresponding pixel in the image $x_j$. The lowpass filtering is then reduced to a simple temporal subsampling of the original sequence. These filters reduce the number of required motion vectors, and leave the lowpass subband unaltered in case of unprecise motion compensation. We observe that the (2, 0) lifting scheme is related to the unconstrained motion-compensated temporal filter (UMCTF) framework [20], which is characterized by adaptive choice of lowpass filter between a so-called delta filter and a more traditional averaging filter (in [20] it is Haar). The delta-filter in the UMCTF framework is a pure subsampling (like in our scheme) and the choice between the delta-filter and the averaging filter depends on the video motion content. This adaptation allows a better representation of fast motion in the case of very low frame rate. In our scheme the lowpass filter is not adaptively chosen, since we assume that when temporal scalability is requested, the reference video sequence is the pure subsampling of the original one. In this case, a pure subsampling temporal filter minimizes the scalability cost, as we will show later on.

As far as spatial stage is concerned, we use a JPEG2000-compatible algorithm handling the spatial analysis as well as the encoding process. As a consequence, the available resources are automatically allocated among the different spatial subbands. On the other hand, the bit allocation between the temporal subbands remains to be done. To do so, the knowledge of the rate-distortion (RD) curve of each temporal subband is required, and the estimation of these curves is computationally heavy. Furthermore, a high precision is required in order to obtain regular, differentiable curves. For these reasons, model-based algorithms are desirable as long as they can combine computational efficiency with robustness and accuracy. According to these ideas, the model-based algorithm described in Sections 2 and 3 performs an optimal bit allocation using spline models of RD curves. This algorithm only needs the computation of a few points for each RD curve, and interpolates them by a cubic spline. The spline modeling allows a concise yet accurate representation of the RD curves and has a very low complexity.

Once the temporal analysis and the bit allocation have been performed, the low-frequency (LF) subbands undergo a spatial WT using the 9/7 filters [21]. If spatial scalability is required, the high-frequency (HF) subbands undergo the same

![Figure 1: General structure of the proposed encoder.](image-url)
spatial transform. The MQ coder of EBCOT is then used to encode all subbands as well as motion vectors. The full JPEG2000 compatibility of the whole coder is thus ensured.

At first sight, it seems that the video coder described above is already completely scalable. Indeed, spatial and temporal scalability are natively supported thanks to the use of spatiotemporal wavelet transforms, and rate scalability is a feature of EBCOT. However, we show in Section 4 that some specific operations are needed in order to limit, or possibly to cancel out, the performance losses due to scalability.

The remaining of the paper is organized as follows. In Section 2, we introduce the problem of temporal bit allocation and review some existing approaches. We also present optimal algorithms for rate and quality allocation based on RD curves. In Section 3, we present an improvement to the previous algorithms by introducing a model for RD curves based on splines. In Section 4, we investigate the possibilities of the proposed video coder in terms of scalability. Finally, Section 5 concludes the paper.

## 2. RESOURCE ALLOCATION

The temporal analysis produces several types of temporal subbands, according to the wavelet transform used and the number of decomposition levels. We will consider a dyadic one-dimensional decomposition on N levels resulting in M = N + 1 subbands: N high-frequency (HF) and 1 low-frequency (LF). The problem arises of assigning the coding resources to the subbands, so that either the distortion is minimized for a given target bit-rate, or the bit-rate is minimized for a given target quality.

Analytic solutions have been proposed in the literature in the hypothesis of high bit-rate, but in the general case, this problem is not trivial. On the other hand, methods based on empirical RD curves analysis do not require any assumption on the target bit-rate, and thus have been widely used. Shoham and Gersho proposed in [22] an optimal algorithm with no restriction on bit-rate, at the expense of a high computational cost since it requires the computation of the RD characteristics for each possible quantization step. Ramchandran and Vetterli presented in [23] an RD approach to encode adaptive trees using generalized multiresolution wavelet packets. The most recent still image compression standard JPEG2000 is based on the EBCOT algorithm, which divides the wavelet coefficients into code blocks, and then defines an optimality condition on their RD curves which assures the minimum distortion of reconstructed image.

In the following, we recall a general bit allocation algorithm based on analytical RD curves, and we provide a method to obtain these curves from experimental data. Both the rate allocation and the distortion allocation points of view are considered.

### 2.1. The rate allocation problem

Let us first suppose that the user wants to optimize the reconstruction quality for a given target bit-rate. The problem is to find a suitable set of bit-rates R = {R_i}^M_{i=1} (where R_i is the bit-rate assigned to the i-th subband) so that the resulting distortion D(R) of the reconstructed sequence is minimized. Of course there is a constraint on the total available bit-rate.

In the case of orthogonal subband coding, Gersho and Gray showed [24] that the global distortion can be expressed as a sum of the subbands distortions:

\[ D(R) = \sum_{i=1}^{M} D_i(R_i), \]  

where \( D_i(R_i) \) is the RD curve for the \( i \)-th subband, and it has to be computed or estimated in some way. We notice that we do not use orthogonal filters, but the previous formula can be extended [25] by using filter weights \( w_i \) which account for the nonorthogonality:

\[ D(R) = \sum_{i=1}^{M} w_i D_i(R_i). \]  

The minimization of the distortion is subject to a constraint on the total bit-rate of the subbands, \( R_{SB} \), which should be equal to or smaller than a target value \( R_{MAX} \).

The total bit-rate is a weighted sum of subband rates, \( R_{SB} = \sum_{i=1}^{M} a_i R_i \), where the coefficient \( a_i \) is simply the fraction of total pixels in the \( i \)-th subband. Thus, the rate allocation problem consists in finding \( R \) which minimizes the cost function (3) under the constraint \( \sum_{i=1}^{M} a_i R_i \leq R_{MAX} \).

This problem can be easily solved using a Lagrangian approach. We introduce the Lagrangian functional \( J(R, \lambda) \):

\[ J(R, \lambda) = \sum_{i=1}^{M} w_i D_i(R_i) - \lambda \left( \sum_{i=1}^{M} a_i R_i - R_{MAX} \right). \]  

In the hypothesis of differentiability, by imposing the zero-gradient condition, we find that the resulting optimal rate allocation vector \( R^* = \{R_i^*\}_{i=1}^{M} \) verifies the following set of equations:

\[ \frac{w_i}{a_i} \frac{\partial D_i}{\partial R_i}(R_i^*) = \lambda \quad \forall i \in \{1, \ldots, M\}, \]  

where \( \lambda \) is the Lagrange multiplier. Equation (5) states that the optimal rates correspond to points having the same slope on the “weighted” curves \( (R_i, (w_i/a_i)D_i) \). Note that \( \lambda \leq 0 \) since the RD curves are decreasing.

Let us introduce the set of functions \( R_i(\lambda) \), defined implicitly by the following equation:

\[ \frac{w_i}{a_i} \frac{\partial D_i}{\partial R_i}(R_i^*) \bigg|_{R_i=R_i(\lambda)} = \lambda. \]  

The value of \( R_i(\lambda) \) is the rate of the \( i \)-th subband which corresponds to a slope \( \lambda \) on its weighted RD curve. The rate allocation problem consists in finding the slope value \( \lambda^* \) so that

\[ \sum_{i=1}^{M} a_i R_i(\lambda^*) = R_{MAX}. \]
Simple algorithm exists which allows to find \( \lambda^* \), among which we can mention the bisection method, the Newton method, the Golden Section method, the Secant method. These algorithms usually converge after 3 to 6 iterations, and their complexity is negligible if compared to the other parts of video coder such as motion estimation and compensation.

Note that this algorithm converges to the optimal solution if and only if the curves \( D_i(R_i) \) are both differentiable and convex.

### 2.2. The quality allocation problem

So far, only the problem of rate allocation has been considered. However, for some applications requiring for example a minimum level of quality, the constraint must be applied on the distortion instead of the bit-rate. This problem turns out to be very similar to the rate allocation problem and can be solved in a very similar way.

Indeed, the cost function to be minimized is now the total bit-rate allocated to the subbands \( R_{SB} = \sum_{i=1}^{M} a_i R_i \), under a constraint on the global distortion:

\[
D(R) = \sum_{i=1}^{M} w_i D_i(R_i) \leq D_{MAX}.
\]

We write the following Lagrangian functional:

\[
J(R, \lambda) = \sum_{i=1}^{M} a_i R_i - \lambda \left( \sum_{i=1}^{M} w_i D_i(R_i) - D_{MAX} \right)
\]

and, by imposing again the zero-gradient condition, we obtain

\[
\frac{w_i}{a_i} \frac{\partial D_i}{\partial R_i}(R_i^*) = \frac{1}{\lambda} \quad \forall i \in \{1, \ldots, M\}.
\]

This means, once again, that the optimality condition is the uniform slope on the weighted curves \( (R_i, (w_i/a_i)D_i) \). The optimal bit-rates \( R_i^* \) are then determined using the algorithms presented in the previous section.

### 2.3. Obtaining the rate-distortion functions

The algorithms presented in the previous sections not only require the knowledge of the RD curve of each subband, but also suppose that these curves are differentiable, convex, and accurate enough. A crucial step of the bit-allocation algorithm is thus the estimation of each subband’s RD curve.

A first and simple approach consists of evaluating each curve at many points: each subband must be encoded and decoded several times at different rates, and the resulting distortions computed and stored. Unfortunately, in order to obtain accurate estimates of each curve in the whole range of possible bit-allocation values, many test points are required. So this approach is extremely complex. Furthermore, such experimental RD curves are found to be much irregular, especially at low bit-rates, and consequently they can easily result not convex nor differentiable, and the allocation algorithms lack robustness.

To circumvent this difficulty, some approaches have been proposed which do not require RD curves to be estimated. A first analytical approach is due to Huang and Schultheiss, who stated the theoretical optimal bit allocation for generic transform coding in the high-resolution hypothesis [26]. They derived a formula which defines the optimal bit-rate to be allocated to each set of data, depending on their variances. Unfortunately, this solution only holds when a high rate is available for encoding. Later, Parisot et al. proposed in [27] a model of scalar-quantized coefficients using generalized Gaussian models. Using these different models leads to a complexity reduction of the allocation algorithms, and improves their robustness. Unfortunately, these solutions only hold under strong hypotheses, for example, on the total bit-rate, or the quantizer being used. The hypotheses drawn have a limited domain of validity which causes the allocation to be quite imprecise at low bit-rate.

In the following, we propose a model for RD curves which improves the tradeoff between robustness, accuracy, and complexity, and remains valid for the most general case.

### 3. Model-based bit allocation using Splines

In this section, we propose an analytical model for RD curves which allows the implementation of a data-driven and model-based allocation algorithm. In this way, we try to combine the precision and accuracy of techniques based on experimental data, with the robustness, computational efficiency, and flexibility of model-based methods, while guaranteeing the convexity and differentiability of the obtained RD curves.

Splines are particularly well-suited for this purpose, because they are designed to allow a smooth switching between continuous and discrete representations of a signal. Since their first introduction by Schoenberg [28, 29], they have been successfully used in many problems of applied mathematics and signal processing [30].

A spline of degree \( n \) is a piecewise polynomial function of degree \( n \), which is continuous together with its first \( n - 1 \) derivatives. Splines, and in particular cubic splines, proved to be very effective in solving the interpolation problem. In other words, given a set \( \gamma_N \) of \( N \) points \( \{(x_k, y_k)\}_{k=1, \ldots, N} \), it is possible to find the spline passing through them with a very low complexity. Moreover, the resulting spline can be analytically described with as few as \( N \) parameters and it has a pleasantly smooth aspect. In particular, the cubic interpolating spline minimizes the curvature of the resulting function.

However, some adjustment is needed in order to use spline to efficiently interpolate RD curves in the general case. Indeed, the set of RD points obtained experimentally is usually quite irregular, especially at low bit-rates. Interpolating those points directly could result in a nonmonotonic, nonconvex curve, which would cause the algorithms proposed in Section 2 to fail.

In order to solve this problem, smoothing splines can be used instead of interpolation splines. Considering the set of points \( \alpha \gamma_N \), the solution of the interpolation problem
is the spline function $s(x)$ which sets at zeros the quantity $\sum_{k=1}^{N}(y_k - s(x_k))^2$. If the sample points are affected by error or noise, a tight interpolation of them easily results in an irregular (i.e., nonmonotonic or nonconvex) spline. If we relax the interpolation condition and impose a regularity constraint, much better results can be obtained. Let us consider the following criterion to minimize:

$$J(s(\cdot), \lambda) = \sum_{k=1}^{N}(y_k - s(x_k))^2 + \lambda \int_{-\infty}^{+\infty} [s^{(2)}(x)]^2 \, dx.$$  \hfill (11)

In this criterion, there is a first term which imposes that the solution should pass close to the experimental point, and a second one which is (with very good approximation) close to the function curvature. Minimizing this criterion means finding a function passing close to the test points but which is regular. The parameter $\lambda$ controls the balance between the two constraints. The greater $\lambda$, the greater the penalty on the energy of the second derivative, and the smoother the final curve result.

It has been shown [31] that the solution of the minimization problem (11) is a cubic spline. This kind of spline is called “smoothing spline,” and fast calculation techniques exist [32] which efficiently find the smoothing spline for an assigned set $\delta_N$ and a value of $\lambda$.

At this point, only a suitable value for $\lambda$ remains to be found, so that the obtained spline curve is the convex, monotonic, and as close as possible to the sample points. The algorithm we propose starts by computing the spline interpolating $\delta_N$, that is, a smoothing spline with $\lambda = 0$. If it is already regular (i.e., monotonic and convex), it is retained as parametric representation of the RD curve. Otherwise, we set $\lambda$ to some small value and look for the smoothing spline minimizing $J$. The algorithm continues iteratively: if the obtained spline is regular, it exits; otherwise $\lambda$ is incremented and a new smoothing spline is computed. It is worth noting that the algorithm usually converges after a few iterations (less than 10), and that in any case its complexity remains small\(^1\) compared to the global complexity of the encoder.

Many experiments were carried out in order to verify the efficiency of the model, and in all of them spline proved to provide a very good fit to any RD curve. This was not obvious because, for example, the lowest frequency SB has usually a very steep RD curve for the lower range of rate and much more flat curves for higher rates, while high-frequency SBs generally have regular RD curves. Nevertheless, the proposed approach is able to represent any RD curve accurately, usually using as few as 7 to 10 points.

An example is shown in Figure 2(a), where we report as a reference the “experimental” RD curve for the highest frequency SB computed on the first 16 frames of the foreman sequence (solid line), obtained by the (2, 2) temporal filter. This curve has been obtained by encoding and decoding the

\(^1\) This is because in any case the number of points in $\delta_N$ is very small, for example, with respect to the number of samples of the corresponding subband.
SB at 200 different rates. On the same graph, we reported the spline representations of this curve as well (dotted lines). These curves have been obtained by using just 7 points, namely, those highlighted with a circle. We used both interpolation and smoothing splines, and the results in both cases appear to be satisfactory, as the original curve and its parametric representations are almost indistinguishable. One can notice that the smoothing spline curve is convex, whereas the interpolation spline is not.

In Figure 2(b), we reported the first derivatives of the same experimental curve and of the splines. The experimental derivative must be approximated from the 200 experimental points, whereas the computation of the spline derivatives can be easily accomplished analytically. The resulting spline curves have not the irregularities which characterize the experimental data. It means that when the allocation algorithm looks for points with the same derivative, we have more robust results, especially at low bit rates.

To conclude this section, we stress that the proposed algorithm was validated by using it in order to model the RD curves of the spatial SBs of the WT of natural images. We found that it is able to provide smooth and regular curves in this case as well, even though the statistics of spatial SBs are usually quite different to those of temporal SBs. This is an additional confirmation of the robustness of our algorithm.

4. SCALABILITY

In a general way, a scalable bitstream has lower performance than what can be reached by encoding directly the sequence at the desired resolution, frame-rate, and bit-rate. So we call scalability cost the difference between the quality (expressed in terms of PSNR) of the scalable bitstream decoded at a different resolution, frame-rate, or bit-rate from the original, and the quality that could have been achieved by directly encoding the original sequence with the desired parameters. A smoothly scalable encoder should have a null or very little scalability cost, that is, the same (or almost the same) performances of its nonscalable version. Moreover, we have also to take into account that introducing scalability into a video encoder means increasing its complexity. The smoothly scalable encoder should on the contrary have a complexity comparable to its nonscalable counterpart.

In [6], Li deeply investigated this problem, in the general case and more specifically for MPEG-4 fine grain scalability (FGS). He showed that the hybrid video coders are usually strongly affected by the scalability cost. For example, a gap of several dB of PSNR separates MPEG-4 FGS from its nonscalable version (in particular for temporal scalability). WT-based encoders have a much easier job with scalability, thanks to the multiresolution analysis properties. Nevertheless, some problems remain to be solved, mainly related to bit allocation and lowpass filtering effects.

In the following, we show that the video coder presented above is smoothly scalable provided that the bit-allocation algorithm is slightly modified. The resulting coder is capable of achieving almost the same performances as the nonscalable version, and at almost the same computational cost. In all the experiments, we used a simple motion description, based on 16 × 16 blocks at quarter-pixel precision.

We will use the following notations. Let \( R^{(0)} \) be the bit budget available for the subbands. The nonscalable encoder must distribute these resources between the \( M \) SBs, finding the optimal rates vector \( \mathbf{R}^{(0)} = \{ R^{(0)}_i \}_{i=1}^M \), under the constraint \( \sum_{i=1}^M a_i R^{(0)}_i = R^{(0)} \), where \( R^{(0)}_i \) is the rate allocated to the \( i \)th subband when the total available rate is \( R^{(0)} \).

4.1. Rate scalability

The rate scalability should allow to decode the bitstream at a set of predefined rates \( R^{[n]} = R^{(0)} < \cdots < R^{[1]} \) different from the encoding rate \( R^{(0)} \). Since the \( i \)th spatiotemporal SB is scalably encoded using EBCOT, we could truncate its bitstream at any arbitrary rate \( R^{(j)}_i \), provided that \( \sum_{i=1}^M a_i R^{(j)}_i = R^{(j)} \). However, with such a simple strategy, if the sequence is decoded at the \( j \)th rate, we lose optimality of the bit allocation.

To overcome this problem, we perform in advance the bit allocation for each target rate \( R^{(j)} \), which computes the optimal vector \( \mathbf{R}^{(j)} = \{ R^{(j)}_i \}_{i=1}^M \). The allocation must be repeated for each one of the \( n \) target rates, until \( n \) optimal rate vectors are obtained for each SB. Then, as shown in Figure 3, we can encode the \( i \)th subband with the \( n \) quality layers corresponding to the rates \( R^{(j)}_i \) (for \( j = 1, \ldots, n \)). Finally, we regroup all the layers corresponding to the same level. Thus, in order to decode the sequence at the given rate \( R^{(j)} \), we simply decode each SB at the quality level \( j \).

In order to evaluate the cost of this scalability method, we compared the PSNR of the test sequences encoded and decoded at the same rates, with the following two methods: the first one consists in encoding each sequence separately for each target rate; the second consists in producing only one scalable bitstream for each sequence, and then decoding it for each rate. It appears that, regardless of the demanded rate, the scalable compressed video is almost identical to the nonscalable one, since the SBs allocation is optimal in both cases. The only difference is the additional headers required for the quality layers. As an example, experimental results for several test sequences are reported in Table 1. For several target bit-rates, this table shows the PSNR achieved by the proposed coder with no rate scalability, as well as the PSNR loss observed for the same bit-rate when the quality scalability is enabled. In all test configurations, we noted that the proposed method assures a very little and practically negligible performance degradation, always inferior to 0.1 dB, increasing with the decoded bit-rate.

We note that the motion information is not affected by the rate scalability, as we still need the same vectors than for the nonscalable case. We also stress that the proposed method only requires the allocation algorithm to run \( N \) times instead of once, if \( N \) quality layers are needed. If the bit-allocation algorithm is model-based, its complexity is negligible, much lower than the one of the motion estimation or the wavelet transform.

In conclusion, introducing rate scalability does not affect reconstructed sequence quality, neither requires a significant increase in complexity in the proposed encoder.
Table 1: PSNR (dB) achieved by the nonscalable version of the coder, and cost (dB, in bold) of the rate scalability, for several CIF sequences. A 3-level (2, 0) temporal wavelet transform was used. The block matching was performed using $16 \times 16$ blocks and a quarter-pixel precision.

| Rate (kbps) | 300   | 500   | 750   | 1000  | 1200  |
|------------|-------|-------|-------|-------|-------|
| Flower     | 22.71 (0.00) | 25.76 (0.03) | 28.00 (0.05) | 29.67 (0.06) | 30.75 (0.07) |
| Foreman    | 29.75 (0.00) | 33.45 (0.03) | 35.61 (0.03) | 37.06 (0.05) | 37.97 (0.05) |
| Mobile     | 23.06 (0.01) | 25.79 (0.03) | 27.95 (0.03) | 29.53 (0.05) | 30.49 (0.06) |
| Waterfall  | 31.81 (0.00) | 34.54 (0.04) | 36.86 (0.03) | 38.36 (0.03) | 39.20 (0.03) |

4.2. Temporal scalability

The proposed video coder makes use of a temporal wavelet-based multiresolution analysis. Thus, it is straightforward to obtain a temporal subsampled version of the compressed sequence from the encoded bitstream, by decoding selectively the lower temporal SBs.

However, when generic temporal filters are used, such as the 5/3 filters, reconstructing the sequence without the higher temporal SBs is equivalent to reconstructing a subsampled and filtered version of input sequence. This temporal filtering causes ghosting and shadowing artifacts. On the contrary, when $(N, 0)$ filters are employed, the temporal low-pass filtering is a pure subsampling. Thus, reversing the WT of a sequence without using the higher temporal SBs is equivalent to reversing the WT of its temporal subsampled version. Moreover, the $(N, 0)$ filters allow the optimal bit allocation between the SBs to be preserved by the temporal subsampling, since we entirely discard high frequency subbands, with the residual rate still optimally allocated among surviving bands.

The only problem to deal with is the following. If we simply discard the higher temporal SBs, we loose control on the final total rate. The solution is once again to run the allocation algorithm only for the desired number of temporal SBs, with the suitable target rate. This will generate a new set of quality layers (Figure 4). A simple signaling convention can be established for the decoder to choose correctly the quality layers according to the desired level of temporal (and possibly quality) scalability.

We point out that motion vectors can be easily organized in different streams for each temporal scalability layer. Indeed, they can be encoded separately according to the temporal decomposition level, and each temporal scalability layer needs motion vectors from a single temporal decomposition level. We remark that, in this case as well, the complexity increase is only due to the fact that the allocation algorithm has to be run a few more times. But, as mentioned before, its
computational cost is negligible with respect to other parts of encoder.

Experiments were made in order to assess the cost of the temporal scalability. We encoded each test sequence at full frame rate, and we decoded it at half the frame rate. Then we compared the results with those obtained by encoding directly the temporal subsampled sequence. The results presented in Table 2 show a small scalability cost, not greater than 0.07 dB, as expected from our theoretical considerations. We also underline that the base layer of the temporal hierarchy is actually the JPEG2000 encoding of the temporal subsampled input sequence. This means that a user can obtain an overview of the encoded sequence with as a simple tool as a JPEG2000 decoder (together with a trivial bitstream parser). This is possible because we use a temporal filter without the update stage.
4.3. Spatial scalability

Subband coding provides an easy way to obtain spatial scalability as well: it is sufficient to discard high-frequency SBs (in this case spatial high frequencies) to obtain reduced-resolution version of the original sequence. The only additional problem is linked to the motion vectors which, in our coder, are not spatially scalable: in our experiments, we simply used the full-resolution motion vectors with half the block-size and half their original values. In order to achieve a smooth spatial scalability, we would need a spatially progressive representation of the motion vectors as well.

However, a fair assessment of the spatial scalability cost is more difficult than the previous cases, because the choice of the reference low-resolution sequence is not straightforward. A raw subsampling, effective in the temporal case, would produce a reference sequence strongly affected by spatial aliasing, and this sequence would be of course a quite poor reference, because of its degraded subjective quality. Therefore, a filtering stage before subsampling seems necessary. However, in this case, the performances would become dependent from choice of the lowpass filter. A reasonable choice is then to use the same filter used in the spatial analysis stage of the encoder, which in our case is the well-known 9/7 wavelet filter. This filter produces a pleasantly smooth low-resolution version of the original image, so we can use the sequence of first-level LL bands as reference low-resolution sequence.

With this settings, we run similar experiments to those presented for temporal and quality scalability. We decoded the sequence at a lower resolution and we compared the resulting performance to those obtained by directly encoding the reduced-resolution sequence. We found, in this case as well, a very small scalability cost, usually less than 0.1 dB all over the range of encoding bit-rates. This cost does not take into account the increase in MVFs representation cost, as it becomes zero as far as a spatial scalable representation of them is used.

### Table 2: Temporal scalability cost (ΔPSNR, dB) for several CIF sequences, (2,0) lifting scheme.

| Rate (kbps) | 300  | 500  | 750  | 1000 | 1200 |
|------------|------|------|------|------|------|
| Flower     | 0.02 | 0.01 | 0.03 | 0.00 | 0.01 |
| Foreman    | 0.07 | 0.07 | 0.06 | 0.05 | 0.05 |
| Mobile     | 0.01 | 0.01 | 0.02 | 0.01 | 0.01 |
| Waterfall  | 0.01 | 0.04 | 0.01 | 0.01 | 0.01 |

4.4. Note on the complexity

Apart from estimating the RD curves, the bit-allocation algorithm used here consists in finding the optimal rate on each RD curve, for each one of the demanded scalability settings. Thanks to the spline modeling of these curves, this operation is extremely fast, and the iterative algorithm usually converges after 5 iterations or less. Thus, even though this step must be repeated several times according to the temporal scalability needs, its complexity is negligible. This process takes a significant, but not overwhelming, amount of computation time within the complete encoding process. Of course, the complexity of the decoder remains totally unaffected by this algorithm.

5. Conclusion

We have presented in this paper a simple yet efficient scalability scheme for wavelet-based video coder, able to provide on-demand spatial, temporal and SNR scalability, together with compatibility with the JPEG2000 standard. In addition to a specific temporal wavelet filter, the use of a careful, model-based bit allocation guarantees good performances and optimality in the sense of rate distortion. This is confirmed by tests where we run the non-scalable H.264 encoder [33] with a motion model similar to the one used in our encoder.

In Table 4, we show the PSNR values achieved by H.264, together with the performance gain of the proposed scheme, that is, the difference between the PSNR of our encoder (the values reported in Table 1) and that of H.264. We observe that the performances are quite close. Our encoder is only penalized when both the cases of low bit-rates and complex motion occur. In this situation, the current, non-scalable representation of motion vectors absorbs too much coding resources. We think that with a scalable representation of motion vectors, our coder would benefit from a better tradeoff among MVs and WT coefficients bit-rate. In the other cases, the performances are comparable to those of H.264.

We reported some results for Motion JPEG2000 as well in Table 5. This technique does not use motion compensation, and so it has far worse performances than our coder, which however remains compatible with this standard, since either temporal subbands and motion vectors are encoded with EBCOT.

Of course, the coder would certainly benefit from a more sophisticated motion model (variable-size block matching, scalable motion vector representation, etc.), which would
improve the temporal analysis efficiency and the spatial scalability performances. Further studies are under way to obtain an efficient and scalable representation of motion vectors, to find the best rate allocation among vectors and wavelet coefficients, and to optimize the motion estimation with respect to the motion-compensated temporal WT. These new tools together with an adequate motion model could further improve RD performance of the proposed scheme, making it an interesting solution for the scalable video coding problem.
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