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We consider a system of two coupled Tomonaga-Luttinger liquids (TLL) on parallel chains and study the Rényi entanglement entropy $S_n$ between the two chains. Here the entanglement cut is introduced between the chains, not along the perpendicular direction as used in previous studies of one-dimensional systems. The limit $n 	o 1$ corresponds to the von Neumann entanglement entropy. The system is effectively described by two-component bosonic field theory with different TLL parameters in the symmetric/antisymmetric channels as far as the coupled system remains in a gapless phase. We argue that in this system, $S_n$ is a linear function of the length of the chains (boundary law) followed by a universal subleading constant $\gamma_n$ determined by the ratio of the two TLL parameters. The formulae of $\gamma_n$ for integer $n \geq 2$ are derived using (a) ground-state wave functionals of TLLs and (b) boundary conformal field theory, which lead to the same result. These predictions are checked in a numerical diagonalization analysis of a hard-core bosonic model on a ladder. Although the analytic continuation of $\gamma_n$ to $n \to 1$ turns out to be a difficult problem, our numerical result suggests that the subleading constant in the von Neumann entropy is also universal. Our results may provide useful characterization of inherently anisotropic quantum phases such as the sliding Luttinger liquid phase via qualitatively different behaviors of the entanglement entropy with the entanglement partitions along different directions.
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I. INTRODUCTION

The concept of Tomonaga-Luttinger liquid (TLL) provides a universal framework for studying various one-dimensional (1D) interacting systems. The low-lying excitations of such a system, either fermionic or bosonic, are essentially collective, and can be recast into a bosonic field theory describing the density and phase fluctuations. A spinless TLL is characterized by a continuously varying parameter $K$ (so-called TLL parameter), which appears in the exponents of correlation functions in the ground state and experimentally in the power-law temperature dependence of response functions. When two spinless TLLs are coupled (or when an interaction is introduced in a 1D gas of spin-$\frac{1}{2}$ particles), the bosonic fields are reorganized into symmetric and antisymmetric channels, which can independently form TLLs. This is a fundamental mechanism which also underlies the spin-charge separation in a 1D electron gas. Interestingly, this idea has been generalized to a two-dimensional (2D) array of coupled TLLs, predicting a novel non-Fermi liquid phase, called sliding Luttinger liquid, which shows highly anisotropic correlations. A fundamental question related to these studies is in what way the system of coupled TLLs are distinguished from more conventional phases such as Fermi liquids or from the decoupled TLLs. Stimulated by the recent advances in applying quantum information tools to many-body systems, we here address this question using one of such tools — the entanglement entropy in the ground-state wave function.

By partitioning the system into a subregion $A$ and its complement $\bar{A}$, the entanglement entropy is defined as the von Neumann entropy $S_A = -\text{Tr} \rho_A \ln \rho_A$ of the reduced density matrix $\rho_A = \text{Tr}_{\bar{A}} |\Psi\rangle \langle \Psi|$, where $|\Psi\rangle$ is the ground state of the system. When the system contains only short-range correlations, $A$ and $\bar{A}$ correlate only in the vicinity of the boundary, and the entanglement entropy scales with the size of the boundary (boundary law). Deviation from the boundary law signals the presence of certain non-trivial correlations, and furthermore can contain universal numbers characterizing the system. In one-dimensional critical systems, for example, the entanglement entropy $S_A$ for an interval embedded in the system shows a logarithmic scaling, whose coefficient reveals the central charge $c$ of the underlying conformal field theory (CFT). Possible further information of CFT such as the TLL parameter $K$ can be encoded in a multi-interval entanglement entropy, and in corrections to the universal scalings. In topologically ordered systems and in some 2D critical systems, the entanglement entropy obeys a boundary law, but there appears a subleading universal constant which is determined from the basic properties of the ground state.

In this paper, we aim to characterize the quantum entanglement arising from the coupling of TLLs. We consider, as the simplest situation, a system of two coupled spinless TLLs defined on parallel periodic chains (rings), and study the entanglement entropy between the two chains. The system is effectively described by a two-component bosonic field theory with different TLL parameters $K_{\pm}$ in the symmetric and antisymmetric channels. If we identify the two chains with the spin-$\frac{1}{2}$ degrees of freedom, these channels correspond to the charge and spin modes, respectively. For 1D systems, the entanglement entropy has so far been studied mostly for an interval embedded in the chain, which can count the central
charge in critical systems. We here instead partition the system into two rings. We expect that this partitioning is more useful in observing the effects of the coupling of the two TLLs. Furthermore, we expect that the present setting provides a good starting point for understanding possibly highly anisotropic characters of entanglement in a 2D sliding Luttinger liquid.

Specifically, we construct the reduced density matrix $\rho_A$ for one of the chains by tracing out the other, and compute the Rényi entanglement entropy:

$$S_n = \frac{-1}{n-1} \log(\text{Tr} \rho_A^n). \quad (1)$$

The limit $n \to 1$ corresponds to the von Neumann entanglement entropy:

$$S_1 = \lim_{n \to 1} S_n = -\text{Tr} \rho_A \log \rho_A. \quad (2)$$

The limit $n \to \infty$ corresponds to the so-called single-copy entanglement:

$$S_\infty = -\log \lambda_{\text{max}}, \quad (3)$$

where $\lambda_{\text{max}}$ is the largest eigenvalue of $\rho_A$. It is known that the values of $S_n$ with integer $n \geq 2$ determine the full eigenvalue distribution of $\rho_A$ (so-called entanglement spectrum).\(^2\) When there is no coupling between the chains, $S_n$ is simply equal to zero. The entropy $S_n$ increases as the coupling increases.

We will see that $S_n$ (with $n = 1, 2, \ldots, \infty$) obeys a linear function of the chain length $L$:

$$S_n = \alpha_n L + \gamma_n + \ldots, \quad (4)$$

where the ellipsis represents terms which are negligible in the limit $L \to \infty$. The first term $\alpha_n L$ can be simply viewed as a boundary law contribution, and the coefficient $\alpha_n$ depends on microscopic details. Our main interest lies in the subleading constant $\gamma_n$. We argue that this constant is universal and is determined by the ratio of two TLL parameters, $K_+/K_-$.\(^3\)

Recently, Poilblanc\(^4\) studied the entanglement entropy for a similar partitioning in gapped phases of a spin ladder model. In his results, the entanglement entropy shows a similar linear scaling, but a subleading constant was not identified. We expect that the linear scaling is a generic feature of this type of partitioning, and that the appearance of the subleading constant is characteristic of critical systems.

The paper is organized as follows. In Sec. II, we set up the system and the problem which we consider in this paper. In particular, we present the path integral representations of the reduced density matrix moments $\text{Tr} \rho_A^n$ (with integer $n \geq 2$), which will be used in the following sections.

### A. Coupled Tomonaga-Luttinger liquids

We consider a system of two TLLs $H_\nu$ ($\nu = 1, 2$) on parallel periodic chains of length $L$ coupled via interactions $H_{12}$. We assume that the two TLLs are equivalent and are described by the Gaussian Hamiltonian:

$$H_\nu = \int_0^L dx \nu \left[ K \left( \frac{d\phi_\nu}{dx} \right)^2 + \frac{1}{K} \left( \frac{d\theta_\nu}{dx} \right)^2 \right], \quad \nu = 1, 2, \quad (5)$$

where $x$ is the coordinate along the chains, and $v$ and $K$ are the velocity and the TLL parameter, respectively, in each chain. In the case of fermions, $K < 1$ ($K > 1$) corresponds to a repulsive (attractive) intra-chain interaction. The dual pair of bosonic fields, $\phi_\nu$ and $\theta_\nu$, satisfy $[\phi_\nu(x), \theta_{\nu'}(x')] = (i/2)[1 + \text{sgn}(x - x')]\delta_{\nu\nu'}$. The field $\phi_\nu(x)$ is related to the particle density $\rho_\nu(x)$ via $\rho_\nu(x) \approx \rho_0 - \frac{1}{\sqrt{\pi}} \frac{d\phi_\nu(x)}{dx}$ with $\rho_0$ being the density in the ground state while the field $\theta_\nu(x)$ represents the Josephson phase. We assume that there is no particle tunneling between the chains, and therefore the particle number is separately conserved in each chain ($U(1) \times U(1)$ symmetry).

Now let us consider, for instance, the interaction of the
symmetric/antisymmetric channels: formally decoupled into two free bosons defined for these symmetric/antisymmetric combinations of the bosonic fields:

$$\phi_\pm = \frac{1}{\sqrt{2}} (\phi_1 \pm \phi_2), \quad \theta_\pm = \frac{1}{\sqrt{2}} (\theta_1 \pm \theta_2).$$  \hfill (7)

Then the total Hamiltonian $H = H_1 + H_2 + H_{12}$ can be formally decoupled into two free bosons defined for these symmetric/antisymmetric channels:

$$H = H_+ + H_-, \hfill (8)$$

with

$$H_\pm = \int_0^L dx \frac{v_\pm}{2} \left[ K_\pm \left( \frac{d\theta_\pm}{dx} \right)^2 + \frac{1}{K_\pm} \left( \frac{d\phi_\pm}{dx} \right)^2 \right]. \hfill (9)$$

Here the renormalised velocities $v_\pm$ and TLL parameters $K_\pm$ are given by

$$v_\pm = v \left( 1 \pm \frac{KU}{\pi v} \right)^{\frac{1}{2}}, \quad K_\pm = K \left( 1 \pm \frac{KU}{\pi v} \right)^{-\frac{1}{2}}. \hfill (10)$$

Note that, although the two channels are formally decoupled in Eq. (5), zero modes of the two channels are intertwined, which will be seriously discussed in Sec. V. On the other hand, the oscillator modes of these channels are completely decoupled. In general, if $H_{12}$ consists only of forward scattering processes, the total Hamiltonian $H$ can be similarly recast into the form in Eqs. (8) and (9). Even when $H_{12}$ contains other terms, this form is still applicable as long as those terms are irrelevant and diminish to zero in the renormalization group (RG) flow. In this case, $K_\pm$ can change slightly from the perturbative result [like Eq. (10)] along the RG flow, and their precise values in the infra-red limit can be determined by examining correlation functions numerically, for example. In the following, we consider the situation where the Hamiltonian in Eqs. (8) and (9) presents the exact long-distance physics, and treat $K_\pm$ as free parameters. Since we are interested in the entanglement between the two chains, we keep in mind that the bosonic fields $\phi_\pm$ and $\theta_\pm$ diagonalizing $H$ are related to the original fields on the chains via Eq. (7). Note that Eq. (7) is protected by the permutation symmetry of the two chains and is applicable beyond the perturbative regime.

**B. Path integral representations of reduced density matrix moments**

For the ground state $|\Psi\rangle$ of $H$, we consider the Rényi entanglement entropy $S_n$ [Eq. (6)] with integer $n \geq 2$ between the two chains. Here we represent the moments of the reduced density matrix, $\rho_A$, in the language of the path integral. We start from the finite-temperature density matrix of the total system:

$$\rho = \frac{1}{Z} e^{-\beta H} \quad \text{with} \quad Z = \text{Tr} e^{-\beta H}. \hfill (11)$$

The inverse temperature $\beta$ is eventually taken to infinity so that $\rho \to |\Psi\rangle \langle \Psi|$. We move on to the path integral formalism in the Euclidean space time $(t_E, x)$. The Euclidean action is

$$S_E = \int_0^\beta dt_E \int_0^L dx \left( \mathcal{L}_{E+} + \mathcal{L}_{E-} \right) \hfill (12)$$

with

$$\mathcal{L}_{E\pm} = \frac{v_\pm}{K_\pm} \left[ (\partial_x \phi_\pm)^2 + v_\pm^{-2} (\partial_x \theta_\pm)^2 \right]. \hfill (13)$$

Although $S_E$ is diagonalized in $\phi_\pm$ basis, in the following, we rather regard this as a functional of $\phi_1, \phi_2$ using the relation (6) since we are interested in the entanglement between the two chains. On this ground, the matrix element of the density matrix $\rho$ is expressed as

$$\langle \phi_1', \phi_2' | \rho | \phi_1, \phi_2 \rangle = \frac{1}{Z} \int \mathcal{D} \phi_1 \mathcal{D} \phi_2 \ e^{-S_E[\phi_1, \phi_2]} \hfill (14)$$

where $\phi_\nu = \{ \phi_\nu(x) \}_{0 \leq x \leq L}$ and those with a prime are field configurations defined along the chains 1 and 2 respectively. The path integral is done under the condition that $\phi_\nu(t_E, x)$ ($\nu = 1, 2$) is equal to $\varphi_\nu(x)$ and $\varphi_\nu'(x)$ at the imaginary time $t_E = 0$ and $\beta$, respectively.

The reduced density matrix $\rho_A$ for the chain 1 is obtained by identifying $\varphi_2$ and $\varphi_2'$ in Eq. (14) and integrating over $\varphi_2'$:

$$\langle \phi_1' | \rho_A | \phi_1 \rangle = \int \mathcal{D} \varphi_2 \langle \phi_1', \varphi_2' | \rho | \phi_1, \varphi_2 \rangle \hfill (15)$$
with \( D\varphi_n = \prod_x d\varphi_n(x) \). We introduce a graphical representation in Fig. 1, where two sheets express the spacetime on which the fields \( \phi_{1,2} \) are defined. The partial trace in Eq. (14) corresponds to gluing the two edges of the sheet for \( \phi_2 \).

Now we consider the \( n \)-th moment of the reduced density matrix, \( \text{Tr} \rho_A^n \), with integer \( n \geq 2 \). To construct this, we consider \( n \) copies of the diagram in Fig. 2 and glue them cyclically, as illustrated in Fig. 3 for the case of \( n = 3 \). This leads to an expression

\[
\text{Tr} \rho_A^n = \int \prod_{j=1}^n D\varphi_{2j-1} \prod_{j=1}^n \langle \varphi_{2j+1} | \rho_A | \varphi_{2j-1} \rangle = \prod_{j=1}^{2n} D\varphi_j \prod_{j=1}^n \langle \varphi_{2j+1}, \varphi_{2j} | \rho | \varphi_{2j-1}, \varphi_{2j} \rangle,
\]

where \( \varphi_j \)'s with odd (even) subscripts are defined for the chain 1 (2) and \( \varphi_{2n+1} \equiv \varphi_1 \). This can be expressed in a compact way:

\[
\text{Tr} \rho_A^n = \frac{Z_n}{Z^n},
\]

where \( Z_n \) is the partition function defined for \( 2n \) sheets which are interconnected as shown in Fig. 3. The diagram consists of a large torus for \( \phi_1 \)'s, and \( n \) small tori for \( \phi_2 \)'s. Because of the interactions between \( \phi_1 \) and \( \phi_2 \), the calculation of such a partition function is not trivial. In Secs. II and IV, we present different ways to compute Eq. (16) or Eq. (17), which eventually lead to the same result. Here we mention the case of no inter-chain interaction \( H_{12} = 0 \), where the tori in Fig. 3 are decoupled. Using the ground-state energy \( E_0 \) of \( H_1 \) and \( H_2 \), we have

\[
Z_n \approx e^{-n\beta E_0} (e^{-\beta E_0})^n \quad \text{and} \quad Z_n \approx (e^{-2\beta E_0})^n \quad \text{in the limit} \quad \beta \to \infty, \quad \text{which lead to} \quad S_n = 0.
\]

### III. Wave Functional Approach

In this section we compute Eq. (14) using a field theoretical representation of the TLL wave function, and derive the expressions of the Rényi entropies \( S_n \) for integer \( n \geq 2 \). Similar approaches were also used to calculate the entanglement entropy in 2D critical wave functions and the ground-state fidelity in TLLs. In this section, we do not include the zero modes of the bosonic fields and regard \( H_1 \) as completely independent. This is justified because we are interested in the entanglement properties of the ground state, where zero modes do not appear.

#### A. Reduced density matrix moments and wave functionals

The difficulty in computing \( Z_n \) comes from the interactions between different sheets in Fig. 3. To treat these interactions, we work in the symmetric/antisymmetric basis of bosonic fields, in which the action is diagonal, leading to a diagram as in Fig. 4. As a tradeoff, the boundaries of the sheets are now interconnected in a non-trivial way. The strategy of this section is to first treat each sheet of Fig. 4 separately by fixing the boundary field configurations, \( \varphi_j \)'s, and to then integrate over \( \varphi_j \)'s to calculate the partition function \( Z_n \).
As mentioned in Sec. II A, the winding numbers (zero modes) of the symmetric/antisymmetric channels are intertwined, and therefore the two channels are not completely decoupled. However, since we are interested in the entanglement properties of the ground state in the limit \( \beta \to \infty \), we can work in the sector of the Hilbert space where the winding numbers are set to zero. Namely, we focus on the oscillator modes in the Hamiltonian. In this sector, \( H_\pm \) commute with each other. Using \( e^{-\beta H} = e^{-\beta H_+} e^{-\beta H_-} \), we rewrite the matrix element of \( \rho \) appearing in Eq. (16) as

\[
\langle \varphi_{2j+1}, \varphi_{2j} | \varphi_{2j-1}, \varphi_{2j} \rangle = \frac{1}{Z} \langle \varphi_{2j+1} + \varphi_{2j} | e^{-\beta H_+} \varphi_{2j-1} + \varphi_{2j} \rangle \times \langle \varphi_{2j+1} - \varphi_{2j} | e^{-\beta H_-} \varphi_{2j-1} - \varphi_{2j} \rangle.
\]

An expression of the form \( \langle \varphi | e^{-\beta H_{\pm}} | \varphi \rangle \) in this equation corresponds to each sheet in Fig. 3. Since \( H_\pm \) are the Hamiltonians of massless free bosons, \( \langle \varphi | e^{-\beta H_{\pm}} | \varphi \rangle \) can be viewed as the propagator of a closed bosonic string in the imaginary time. Such a “closed string propagator” has been computed in, e.g., Refs. 33 and 34 in particular a compact expression is shown in Eq. (24) of Ref. 34. Rather than using the expression obtained in these works, we here take a simpler route as follows.

We take the limit \( \beta \to \infty \), and then only the ground states \( |\Psi_{\pm}\rangle \) of \( H_\pm \) (with eigenenergies \( E_{\pm} \)) contribute to the propagators and the partition function:

\[
\langle \varphi | e^{-\beta H_{\pm}} | \varphi \rangle \approx \langle \varphi | e^{-\beta E_{\pm}} (\Psi_{\pm}) | \varphi \rangle,
\]

\[
Z = \text{Tr} e^{-\beta H} \approx e^{-\beta (E_+ + E_-)}.
\]

Using these, we can rewrite Eq. (18) as

\[
\langle \varphi_{2j+1}, \varphi_{2j} | \varphi_{2j-1}, \varphi_{2j} \rangle \approx \langle \varphi_{2j+1} + \varphi_{2j} | \Psi_+ \rangle \langle \Psi_+ | \varphi_{2j-1} + \varphi_{2j} \rangle \times \langle \varphi_{2j+1} - \varphi_{2j} | \Psi_- \rangle \langle \Psi_- | \varphi_{2j-1} - \varphi_{2j} \rangle.
\]

Here, an expression of the form \( \langle \varphi | \Psi_{\pm} \rangle \) is the representation of a ground state wave function in terms of the field configuration \( \{ \varphi(x) \}_{0 < x < L} \) along the chain, which we call a “wave functional” following Ref. 34.

**B. Calculation of reduced density matrix moments**

The ground state wave functional of a TLL has been derived in literature. In Appendix A, we present its simple derivation in the operator formalism. From Eq. (A12), the wave functional is expressed as

\[
\langle \varphi | \Psi_{\pm} \rangle = \frac{1}{\sqrt{N_{\pm}}} e^{-\frac{1}{2} \mathcal{E} [\varphi]},
\]

where \( \mathcal{E} [\varphi] \) is a quadratic functional of \( \varphi \) [see Eq. (A14) for the explicit form]. From Eq. (A11), the normalization factors \( N_{\pm} \) are given by

\[
N_{\pm} = \prod_{m=1}^{\infty} \frac{\pi K_{\pm}}{k_m}.
\]

Using Eqs. (21) and (22) and \( \mathcal{E} [\varphi] = \mathcal{E} [-\varphi] \), Eq. (16) is rewritten as

\[
\mathcal{E} \{ \tilde{\varphi}_m \} = \sum_{m=1}^{\infty} k_m |\tilde{\varphi}_m|^2.
\]

Therefore, we expand \( \varphi_j \) into the Fourier components \( \{ \varphi_j, m \} \) as in Eq. (A13), and rewrite Eq. (24) as

\[
\text{Tr} \rho^n_A = (N_+ N_-)^{-n} \int \prod_{j=1}^{2n} \mathcal{D} \varphi_j \times \exp \left( -\sum_{m=1}^{\infty} \frac{2k_m}{(K_+ K_-)^{1/2}} \tilde{\varphi}_m^\dagger M_n \tilde{\varphi}_m \right),
\]

where \( \tilde{\varphi}_m = (\tilde{\varphi}_{2j_1, 2j_2}, \ldots, \tilde{\varphi}_{2j_{2n}, 2j_{2n}}) \) and \( M_n \) is a \( 2n \times 2n \) matrix defined as

\[
M_n := \begin{pmatrix}
A & \frac{1}{B} B \\
\frac{1}{B} B & A
\end{pmatrix}
\]

\[
A := \frac{1}{2} \left( \frac{K_+}{K_+} + \frac{K_-}{K_-} \right), \quad B := \frac{1}{2} \left( \sqrt{\frac{K_+}{K_-} + \frac{K_-}{K_+}} \right).
\]

Performing the Gaussian integration and using Eq. (23), Eq. (26) is calculated as

\[
\text{Tr} \rho^n_A = (N_+ N_-)^{-n} \prod_{m=1}^{\infty} \left[ \left( \frac{\pi K_{\pm}^{1/2} K_0^{1/2}}{k_m} \right)^{2n} \frac{1}{\det M_n} \right],
\]

where \( \det M_n \) is the determinant of the matrix \( M_n \).
Since $M_n$ has the same form as the Hamiltonian of a 1D tight-binding model, it can be easily diagonalized and its determinant is calculated as

$$\det M_n = \prod_{l=0}^{2n-1} \lambda_l, \quad \lambda_l := A + B \cos \left( \frac{2\pi l}{2n} \right).$$

In Eq. (29), we have obtained an infinite product of the form $\prod_{m=1}^{\infty} C^{-1}$ (with $C \geq 1$), which needs to be regularized. We introduce a short-distance cutoff $a_0$ of the order of the lattice spacing. We rewrite the product as $\prod_{m \neq 0} C^{-1/2}$. In this expression, $m$ runs over $L/a_0 - 1$ modes by considering the exclusion of the zero mode. Therefore the product scale as $C^{1/2}e^{-\alpha L}$ (with $\alpha = (\log C)/(2a_0) > 0$). The prefactor $C^{1/2}$ gives a cutoff-independent (and thus universal) constant. [A similar technique has also been used for evaluating the fidelity in a TLL in Ref. 32] We note that the same universal constant can also be obtained by the $\zeta$-function regularization. Applying this argument to Eq. (27), we arrive at

$$\text{Tr } \rho_A^2 = e^{-\alpha L} (\det M_n)^{1/2},$$

where $\alpha$ is a cutoff-dependent constant. Note that, although we initially assumed integer $n \geq 2$, the final expression also contains the case of $n = 1$, where $\text{Tr } \rho_A = 1$. This can be seen by setting $\alpha = 0$ and

$$M_2 = \begin{pmatrix} A & B \\ B & A \end{pmatrix}.$$  

Compared to Eq. (27), we have $B$ instead of $\frac{1}{2} B$ in the elements because the elements on the subdiagonal parts and at the upper-right/lower-left corners in Eq. (27) are combined. The determinant and the eigenvalues of $M_2$ are written in the same ways as Eq. (30).

C. Expressions of Rényi entropies

Equation (31) leads to a linear scaling of $S_n$ as a function of the chain length $L$ as in Eq. (4). The coefficient $\alpha_n$ of the linear term depends on the short-distance cutoff $a_0$ and therefore is not universal. The subleading constant term $\gamma_n$ for integer $n \geq 2$ is obtained as

$$\gamma_n = \frac{-1}{2(n-1)} \log (\det M_n) = \frac{-1}{2(n-1)} \sum_{l=0}^{2n-1} \log \lambda_l.$$  

We see that $\gamma_n$ is determined by the underlying field theory and is a function of the ratio of the two TLL parameters, $K_+/K_-$. As an example, for $n = 2$, one obtains

$$\gamma_2 = -\log \left[ \frac{1}{2} \left( \sqrt{K_- / K_+} + \sqrt{K_+ / K_-} \right) \right].$$  

In the limit of $n \to \infty$, the summation over $l$ in Eq. (33) is replaced by an integral, leading to

$$\gamma_\infty = -\log \left[ \frac{1}{2} \left( \sqrt{K_- / K_+} + \sqrt{K_+ / K_-} \right) \right] - I \left( \frac{K_- - K_+}{K_- + K_+} \right)$$

with

$$I(s) = \int_0^{2\pi} \frac{d\theta}{2\pi} \log (1 + s \cos \theta) = \log \left( \frac{1 + \sqrt{1 - s^2}}{2} \right).$$

Here the integral was calculated as follows. We differentiate $I(s)$ with respect to $s$ and integrate over $\theta$:

$$\frac{dI(s)}{ds} = \int_0^{2\pi} \frac{d\theta}{2\pi} \frac{\cos \theta}{1 + s \cos \theta} = \frac{1}{s} - \frac{1}{s \sqrt{1 - s^2}}$$

Using $I(0) = 0$ and integrating this over the interval $[0, s]$ give the final expression in Eq. (34).

In the replica procedure for calculating the von Neumann entropy, we compute the Rényi entropies $S_n$ for integer $n \geq 2$, take the analytic continuation to real $n \in [1, \infty]$, and then take the limit $n \to 1^+$. In Eq. (33), we cannot find any obvious way to extend the formula of $\gamma_n$ to the case of real $n$. Let us focus on the expression $\tilde{\gamma}_n := \log (\det M_n)$ appearing in Eq. (33). To gain insights on the analyticity of $\tilde{\gamma}_n$ as a function of $n$, we expand it around $K_+ / K_- = 1$, which corresponds to the limit of no inter-chain coupling. To this end, it is useful to introduce a parameter

$$\kappa := \frac{K_- - K_+}{K_- + K_+}.$$  

Using this, $\tilde{\gamma}_n$ is written as

$$\tilde{\gamma}_n = -n \log (1 - \kappa^2) + \sum_{l=0}^{2n-1} \log \left[ 1 + \kappa \cos \left( \frac{2\pi l}{2n} \right) \right].$$

Expanding around $\kappa = 0$ gives

$$\tilde{\gamma}_n = \sum_{m=1}^{\infty} \frac{2n - A_{n,m}}{2m} \kappa^{2m},$$

with

$$A_{n,m} := \sum_{l=0}^{2n-1} \cos^2 \left( \frac{2\pi l}{2n} \right) = \frac{1}{2^{2m}} \sum_{k=0}^{2m} \binom{2m}{k} \sum_{l=0}^{2n-1} e^{2\pi i (k-m)/n}.$$  

In the summation over $k$, only the terms where $k - m$ is an integer multiple of $n$ contribute. For $m < n$, it occurs only for $k = m$, and $A_{n,m}$ is given by a simple expression

$$A_{n,m} = \frac{2n}{2^{2m}} \binom{2m}{m}.$$
For $m \geq n$, $A_{n,m}$ can contain other terms and show non-trivial dependences on $n$ and $m$. For example, for $m = 1$, one obtains

$$A_{n,1} = \begin{cases} 2 & (n = 1) \\ n & (n \geq 2). \end{cases}$$ (43)

This leads to the lowest-order expansion of $\tilde{\gamma}_n$ for $n \geq 2$

$$\tilde{\gamma}_n = \frac{n}{2} \kappa^2 + O(\kappa^4),$$ (44)

which is not smoothly connected to $\tilde{\gamma}_1 = 0$ as $n \to 1^+$. Multiplying $-1/[2(n-1)]$ to Eq. (44), we obtain

$$\gamma_n = -\frac{n}{4(n-1)} \kappa^2 + O(\kappa^4)$$ (45)

for $n \geq 2$. If we naively take the limit $n \to 1^+$ in this expression, we find that the coefficient of the leading (order-$\kappa^2$) term in $\gamma_n$ is divergent. This indicates that in this problem, it is not easy to study the von Neumann entropy $S_1$ from the knowledge of the Rényi entropies $S_n$ with integer $n \geq 2$. At present, we do not have any analytic prediction on $S_1$. However, our numerical result in Sec. IV indicates that $S_1$ also obeys a linear function of $L$ and that the subleading constant $\gamma_1$ is determined by $K_+/K_-$. In particular, for small $\kappa$, we find that $\gamma_1$ obeys a non-trivial power function

$$\gamma_1 \approx -a \kappa^b$$ (46)

with $b \approx 1.6$-$1.7$. In spite of the qualitative difference between Eq. (17) and Eq. (46), our numerical result also suggests that for fixed $\kappa$, $\gamma_n$ changes rather smoothly when $n$ is changed from 2 to 1. In Sec. IV we will present some possible scenarios as to how these two different small-$\kappa$ behaviors are connected to each other.

The current problem adds to the list of problems where the Rényi entropy shows quite a non-trivial analyticity as a function of $n$. Here we cite a few examples known in literature. In massive integrable quantum field theory, the analytic continuation could not be uniquely introduced from the knowledge for integer $n \geq 2$, and the appropriate one needed to be chosen carefully. In the Rényi entanglement entropy of two disjoint intervals in CFT, the analytic form for integer $n \geq 2$ has a non-trivial form, and its analytic continuation to $n \to 1^+$ has been achieved in certain limits, leaving a general solution open. In the Rényi entropy of a line embedded in 2D Ising models, the constant part behaves as a step-like function of $n$ with discontinuity at $n = 1$, which means that the standard replica procedure fails to address the case of $n = 1$.

IV. BOUNDARY CONFORMAL FIELD THEORY APPROACH

In this section we express the partition functions, $Z_n$ and $Z^n$, in Eq. (17) as the transition amplitudes between conformal boundary states. In the limit $\beta \gg L \gg 1$, these partition functions contain universal multiplicative constant contributions, known as the boundary "ground-state degeneracies." This approach does not require any regularization procedure and determines the universal contributions in the partition functions in a way consistent with a certain condition under the modular transformation (Cardy’s consistency condition). Similar approaches were also used quite recently to calculate the entanglement entropy in 2D critical wave functions and the ground-state fidelity in TLLs.

A. Compactification conditions of bosonic fields

To apply boundary CFT to the system introduced in Sec. II A, one needs to precisely discuss the compactification conditions imposed on the bosonic fields. We will see that zero modes of the symmetric/antisymmetric channels are intertwined and require a careful treatment.

The original bosonic fields, $\phi_\nu$ and $\Theta_\nu (\nu = 1, 2)$, defined along the chains are compactified on circles with different radii. When periodic boundary conditions (PBC) are imposed, these fields can acquire winding numbers when going around the chains, namely

$$\phi_\nu(L) = \phi_\nu(0) + 2\pi \nu n_\nu,$$
$$\Theta_\nu(L) = \Theta_\nu(0) + 2\pi \tilde{\nu} m_\nu,$$

$$n_\nu, m_\nu \in \mathbb{Z}.$$ (47)

Here the compactification radii are given by

$$r = \frac{1}{2\sqrt{\pi}}, \quad \tilde{r} = \frac{1}{\sqrt{\pi}}.$$ (48)

Before discussing the compactification conditions in the symmetric/antisymmetric channels, let us mention that $H$ in Eq. (1) is not a Hamiltonian of a conformally invariant system because the two velocities $v_\pm$ in Eq. (1) are different in general. To apply boundary CFT later, we restore the conformal invariance by simply replacing $v_\pm \to 1$. Although this replacement changes the spectrum of the Hamiltonian, it does not change the eigenstates. The ground state and therefore its entanglement properties should remain unchanged. To further simplify the Hamiltonian, we rescale the bosonic fields as $\tilde{\Phi}_\pm = \Phi_\pm / \sqrt{K}_\pm$ and $\tilde{\Theta}_\pm = \Theta_\pm / \sqrt{K}_\pm$. The new Hamiltonian is

$$\tilde{H} = \frac{1}{2} \int_0^L dx \left[ \left( \frac{d\tilde{\Phi}}{dx} \right)^2 + \left( \frac{d\tilde{\Theta}}{dx} \right)^2 \right]$$ (49)

with

$$\tilde{\Phi} = \left( \begin{array}{c} \Phi_+ \\ \Phi_- \end{array} \right), \quad \tilde{\Theta} = \left( \begin{array}{c} \Theta_+ \\ \Theta_- \end{array} \right).$$ (50)
where the bosonic field living on a cylinder of lengths \( L \) and \( \beta/2 \) in the spatial and temporal directions respectively; see Fig. 4(b). The Hamiltonian \( \hat{H} \) for this "system" is written in the same form as in Eq. (49), but now \( \Phi \) and \( \Theta \) consist of 8 components each:

\[
\Phi = (\Phi_+^{(1)}, \Phi_-^{(1)}, \Phi_+^{(2)}, \Phi_-^{(2)}, \Phi_+^{(3)}, \Phi_-^{(3)}, \Phi_+^{(4)}, \Phi_-^{(4)})^t, \quad (54)
\]

\[
\Theta = (\Theta_+^{(1)}, \Theta_-^{(1)}, \Theta_+^{(2)}, \Theta_-^{(2)}, \Theta_+^{(3)}, \Theta_-^{(3)}, \Theta_+^{(4)}, \Theta_-^{(4)})^t. \quad (55)
\]

Here, the components of \( \Phi \) are related to \( \phi^{(j)} \)'s in Fig. 4(a) as

\[
\phi^{(j)} = \frac{1}{\sqrt{2K_\pm}} (\Phi_+^{(j)} \pm \Phi_-^{(j)}), \quad (56)
\]

and \( \Theta^{(j)} \) are defined as their dual counterparts. The 8-component fields are subject to the conditions

\[
\Phi(L) = \Phi(0) + 2\pi \vec{u}, \quad \vec{u} \in \Xi \equiv \Lambda^4 \quad (57)
\]

\[
\Theta(L) = \Theta(0) + 2\pi \vec{v}, \quad \vec{v} \in \hat{\Xi} \equiv \left( \frac{1}{2\pi} \Lambda^* \right)^4. \quad (58)
\]

The primitive vectors of the lattice \( \Xi \) are \( \vec{a}_\nu^{(j)} \) (\( \nu = 1, 2, 3, 4 \)) of which is defined by inserting \( \vec{a}_\nu \) into \((2j-1)\)- and \((2j)\)-th elements and zeros into the others. Similarly, the primitive vectors of the lattice \( \hat{\Xi} \) are \( \vec{b}_\nu^{(j)} \) (\( \nu = 1, 2, 3, 4 \)) defined likewise from \( \vec{b}_\nu \).

At the two boundaries at \( t_E = \beta/2 \) and 0, the following boundary conditions are imposed respectively:

\[
\Gamma_1: \phi_1^{(2j-1)} = \phi_1^{(2j)}, \quad \phi_2^{(2j-1)} = \phi_2^{(2j)} \quad (j = 1, 2), \quad (59)
\]

\[
\Gamma_2: \phi_1^{(2j)} = \phi_1^{(2j+1)}, \quad \phi_2^{(2j-1)} = \phi_2^{(2j)} \quad (j = 1, 2, \phi_1^{(5)} = \phi_1^{(1)}). \quad (60)
\]
We will express these conditions using boundary states, |Γ₁⟩ and |Γ₂⟩. The partition functions we wish to calculate are expressed as the transition amplitudes between these states:

\[ Z₂ = Z_{Γ₁Γ₂} = \langle Γ₁ | e^{-\frac{2π}{L} \hat{H}} | Γ₂ \rangle, \]  

\[ Z² = Z_{Γ₁Γ₁} = \langle Γ₁ | e^{-\frac{2π}{L} \hat{H}} | Γ₁ \rangle. \]  

C. Boundary state formalism

Before considering the two boundary states |Γ₁,₂⟩ in more detail, we discuss the construction of boundary states in a more general setting. The boundary CFT for multicomponent bosons has been developed in string theory and applied to condensed matter problems. In particular, a “mixed” Dirichlet/Neumann boundary condition, which we focus on here, has been discussed in Refs. 47, 51. Such “mixed” conditions have recently been applied to the calculation of the entanglement entropy in 2D critical wave functions. Here we review basic knowledge on the boundary CFT for multicomponent bosons, and discuss how to construct the boundary state for a “mixed” Dirichlet/Neumann condition. For further details, we refer the reader to e.g., Refs. 26–51 (especially Ref. 24 for the present application), which contain useful summaries of boundary CFT for multicomponent bosons. The main result of this subsection is the formula of the “ground-state degeneracy” in Eq. (22), which is used later to calculate universal (non-extensive) constant contributions in partition functions.

We consider a c-component free boson defined by the Hamiltonian \( \hat{H} \) in Eq. (22). The system is placed on a cylinder like Fig. 4(b) and we impose certain conformally invariant boundary conditions at both ends. Since the PBC is imposed in the x direction, the bosonic fields have the following mode expansions:

\[ \Phi(t, x) = \Phi_0 + \frac{2π}{L} (\hat{u}x + \hat{v} t) \]

\[ + \sum_{m=1}^{∞} \frac{1}{4πm} \left( \hat{a}^L_m e^{-ik_m(x+t)} + \hat{a}^R_m e^{ik_m(x-t)} + \text{h.c.} \right), \]

\[ \Theta(t, x) = \Theta_0 + \frac{2π}{L} (\hat{v}x + \hat{u} t) \]

\[ + \sum_{m=1}^{∞} \frac{1}{4πm} \left( \hat{a}^L_m e^{-ik_m(x+t)} - \hat{a}^R_m e^{ik_m(x-t)} + \text{h.c.} \right), \]

with \( k_m = \frac{2πm}{L} \). The spectra of \( \hat{u} \) and \( \hat{v} \) form the lattices \( Ξ \) and \( \bar{Ξ} = \frac{1}{L} Ξ^* \), respectively. We have included the dependence on the real time \( t \) which helps to see that \( a^L_m \) (\( a^R_m \)) represents a left (right) moving mode. The elements of vectors, which we label by \( j = 1, 2, \ldots, c \), obey the commutation relations

\[ [\Phi_{0,j}, \hat{v}_j] = [\Theta_{0,j}, \hat{u}_j] = iδ_{jj'}/(2π), \]

\[ [a^L_{m,j}, a^{R^L}_{m',j'}] = [a^R_{m,j}, a^{R^L}_{m',j'}] = δ_{mm'}δ_{jj'}. \]

Using the expansions (64), the Hamiltonian \( \tilde{H} \) is diagonalized as

\[ \tilde{H} = \frac{2π}{L} \left[ π(\hat{u}^2 + \hat{v}^2) + \sum_{m=1}^{∞} m (\hat{a}^L_m \cdot \hat{a}^L_m + \hat{a}^R_m \cdot \hat{a}^R_m) - \frac{c}{12} \right], \]

where the last term comes from the zero-point motions of oscillators (Casimir effect). The ground state \( |Ψ⟩ \) of \( \tilde{H} \) is given by the condition \( \hat{a}^L_m/\langle Ψ | = \hat{u}/\langle Ψ | = \hat{v}/\langle Ψ | = 0 \). We can decompose Eq. (65) into the chiral components as

\[ \tilde{Φ}(t, x) = \tilde{Φ}_L(x⁺) + \tilde{Φ}_R(x⁻), \]

\[ \tilde{Θ}(t, x) = \tilde{Φ}_L(x⁺) - \tilde{Φ}_R(x⁻), \]

with

\[ \tilde{Φ}_L/R(x±) = \frac{1}{2} (\tilde{Φ}_0 ± \tilde{Θ}_0) + \frac{π}{L} (±\hat{u} \hat{v} x±) \]

\[ + \sum_{m=1}^{∞} \frac{1}{4πm} \left( \hat{a}^L_m e^{-ik_m x±} + \text{h.c.} \right). \]

We now introduce a conformally invariant boundary condition \( Γ \) at the time \( t = 0 \). Boundary conformal invariance implies that the momentum density operator \( T_L - T_R \) vanishes at the boundary. Here, \( T_{L/R}(t, x) = 2\pi(\partial_x \tilde{Φ})^2 \) with \( \partial_x := \partial_x^{L/R} \) are the chiral components of the energy-momentum tensor. The conformal boundary state \( |Γ⟩ \) therefore satisfies

\[ [T_L(x) - T_R(x)] |Γ⟩ = 0. \]

[Here, \( T_{L/R}(x) \) is defined by \( T_{L/R}(t = 0, x) \). The same convention applies to \( \tilde{Φ}_{L/R}(x) \) and \( J_{L/R}(x) \) below.] In a multicomponent boson, one can also introduce additional symmetry requirement of the form

\[ [J_L(x) - R J_R(x)] |Γ⟩ = 0, \]

which represents the conservation of currents in a general form (associated with a Heisenberg algebra). Here \( R \) is an orthogonal matrix, and

\[ J_L/R(t, x) = J_{L/R}(x⁺) = ±\partial_x \tilde{Φ}(t, x) = ∂_x ± \tilde{Φ}_{L/R}(x⁺) \]

are the chiral components of the current operator. Since \( T_{L/R}(x±) = 2π(\partial_x J_{L/R}(x±))^2 \), Eq. (70) implies Eq. (63). Therefore, Eq. (70) defines a subclass of conformal boundary states for multicomponent bosons, which have many interesting physical applications. On the other hand, conformal boundary states which satisfy only Eq. (63) and not Eq. (70) are also known.

We now focus on the subclass defined by Eq. (70). The condition can be rewritten as

\[ \partial_x \left[ \tilde{Φ}_L(x) + R \tilde{Φ}_R(x) \right] |Γ⟩ = 0. \]
This means that $\vec{\Phi}_L + \mathcal{R}\vec{\Phi}_R$ is fixed at a constant vector along the boundary. In particular, setting $\mathcal{R} = -I$ leads to fixing $\vec{\Theta}$, which then means the Neumann boundary condition (“N”) $\partial_x \vec{\Phi} = 0$ (since $\partial_x \vec{\Phi} = \partial_x \vec{\Theta}$).

To obtain the explicit form of $|\Gamma\rangle$, we decompose Eq. (72) into Fourier components using Eq. (68), leading to

$$\langle \tilde{u} + \tilde{v} \rangle + \mathcal{R}(\tilde{u} - \tilde{v}) \mid \Gamma \rangle = 0, \quad (73a)$$

$$\langle \tilde{a}_m^L + \mathcal{R}\tilde{a}_m^R \rangle \mid \Gamma \rangle = 0. \quad (73b)$$

The solution of Eq. (73) is given by the Ishibashi state $\mid \Gamma \rangle$

$$\langle \tilde{u}, \tilde{v} \rangle := \exp \left( -\sum_{m=1}^{\infty} \tilde{a}_m^L \cdot \mathcal{R}\tilde{a}_m^R \right) \langle \tilde{u}, \tilde{v} \rangle, \quad (74)$$

where $\langle \tilde{u}, \tilde{v} \rangle$ is an oscillator vacuum characterized by the zero mode quantum numbers (or “winding numbers”) $\tilde{u} \in \Xi$ and $\tilde{v} \in \tilde{\Xi}$. If $\langle \tilde{u}, \tilde{v} \rangle$ satisfies

$$\langle \tilde{u} + \tilde{v} \rangle + \mathcal{R}(\tilde{u} - \tilde{v}) = 0 \quad (75)$$

required from Eq. (73a), the Ishibashi state $\langle \tilde{u}, \tilde{v} \rangle$ satisfies the conformal invariance. It is known, however, that in order to obtain a stable boundary state for a given $\mathcal{R}$, one must take a linear combination of the Ishibashi states over all possible $\langle \tilde{u}, \tilde{v} \rangle$ satisfying Eq. (75).

We proceed our discussion focusing on the case of a “mixed” Dirichlet/Neumann boundary condition, which is defined as a special case of Eq. (72) as follows. In the $c$-dimensional space of the vectorial bosonic fields, we impose “D” for the $d_D$-dimensional subspace $V_D$ and “N” for the remaining $d_N(= c - d_D)$-dimensional subspace $V_N$ perpendicular to it. Namely,

$$s \cdot \partial_x \vec{\Phi}(x) \mid \Gamma \rangle = 0 \quad \text{for} \quad s \in V_D, \quad (76)$$

$$s \cdot \partial_x \vec{\Theta}(x) \mid \Gamma \rangle = 0 \quad \text{for} \quad s \in V_N. \quad (77)$$

Let $P_\parallel$ and $P_\perp$ be the projection operators onto $V_D$ and $V_N$, respectively. Then $\mathcal{R}$ in Eq. (72) is expressed as

$$\mathcal{R} = IP_\parallel + (-I)P_\perp = P_\parallel - P_\perp, \quad (78)$$

which is the reflection operator about the “surface” $V_D$. As explained above, the corresponding boundary state $\mid \Gamma \rangle$ is constructed as a linear combination of Ishibashi states (72):

$$\mid \Gamma \rangle = g_{\mathcal{R}} \sum_{\langle \tilde{u}, \tilde{v} \rangle} \langle \tilde{u}, \tilde{v} \rangle, \quad (79)$$

where $g_{\mathcal{R}}$ is a prefactor to be determined later and the summation runs over all possible $\langle \tilde{u}, \tilde{v} \rangle$ satisfying Eq. (75). Usually, instead of the condition (72), it is sufficient to require separate conditions for $\tilde{u}$ and $\tilde{v}$:

$$\mathcal{R}\tilde{u} = -\tilde{u}, \quad \mathcal{R}\tilde{v} = \tilde{v}. \quad (80)$$

Since $\tilde{u}$ and $\tilde{v}$ live on different lattices $\Xi$ and $\tilde{\Xi}$, a solution $\langle \tilde{u}, \tilde{v} \rangle$ satisfying only Eq. (72) and not Eq. (80) appears only when the primitive vectors of the lattices are finetuned, and is not considered in the present discussion. Because of the definition (72) of $\mathcal{R}$ in the present case, the conditions (80) imply

$$\tilde{u} \in V_N, \quad \tilde{v} \in V_D. \quad (81)$$

Let $\Xi_N$ be the set of $\tilde{u} \in \Xi$ satisfying $\tilde{u} \in V_N$ and $\tilde{\Xi}_D$ be the set of $\tilde{v} \in \tilde{\Xi}$ satisfying $\tilde{v} \in V_D$. Then, Eq. (79) is rewritten as

$$\langle \tilde{u}, \tilde{v} \rangle \rangle = g_{\mathcal{R}} \sum_{\tilde{u} \in \Xi_N} \sum_{\tilde{v} \in \tilde{\Xi}_D} \langle \tilde{u}, \tilde{v} \rangle. \quad (82)$$

The prefactor $g_{\mathcal{R}}$ is fixed by requiring Cardy’s consistency condition (73) stated as follows. We impose boundary conditions $\Gamma$ and $\Gamma'$ at the imaginary time $t_E = \beta/2$ and 0 respectively, and consider the transition amplitude (partition function):

$$Z_{\mathcal{R}\mathcal{R}'} = \langle \Gamma | e^{-\frac{\beta}{2} \mathcal{H}} | \Gamma' \rangle. \quad (83)$$

This can be expressed as a function of

$$q = e^{2\pi i \tau} = e^{-2\pi \beta / L}, \quad (84)$$

where $\tau = i\beta / L$ is the modular parameter (this picture is referred to as the “closed string channel”). By modular transformation, we exchange the roles of space and time and express $Z_{\mathcal{R}\mathcal{R}'}$ as a function of $\tilde{q} = e^{-\pi i / \tau} = e^{-2\pi L / \beta}$ (“open string channel”). In this picture, we may define the Hamiltonian $\mathcal{H}_{\mathcal{R}\mathcal{R}'}$ for a 1D system with two boundary conditions $\Gamma$ and $\Gamma'$ at the ends, and write the partition function as $Z_{\mathcal{R}\mathcal{R}'}(\tilde{q}) = \text{Tr} e^{-L\mathcal{H}_{\mathcal{R}\mathcal{R}'}}$. This means that $Z_{\mathcal{R}\mathcal{R}'}(\tilde{q})$ is determined by the spectrum of $\mathcal{H}_{\mathcal{R}\mathcal{R}'}$. Therefore it should have the form

$$Z_{\mathcal{R}\mathcal{R}'}(\tilde{q}) = \sum_h N_{\mathcal{R}\mathcal{R}'}^h \chi_{\mathcal{R}'}^h(\tilde{q}), \quad (85)$$

where $\chi_{\mathcal{R}'}^h(\tilde{q})$ is a character of the Virasoro algebra. The coefficient $N_{\mathcal{R}\mathcal{R}'}^h$ can be interpreted as the number of primary fields with conformal weight $h$, and has to be a non-negative integer (Cardy’s conditions). Usually it is also required that $N_{\mathcal{R}\mathcal{R}'} = 1$, where $h = 0$ corresponds to the identity operator. This is related to the uniqueness of the ground state of $\mathcal{H}_{\mathcal{R}\mathcal{R}'}$. This requirement can be used to fix $g_{\mathcal{R}}$.

Now we calculate the amplitude between two $\mid \Gamma \rangle$’s defined by Eq. (82):

$$Z_{\mathcal{R}\mathcal{R}'}(q) = g_{\mathcal{R}}^2 \left( \frac{1}{\eta(q)} \right)^c \sum_{\tilde{u} \in \Xi_N} \sum_{\tilde{v} \in \tilde{\Xi}_D} q^{\frac{c}{2}(\tilde{u}^2 + \tilde{v}^2)}, \quad (86)$$
where

\[ \eta(q) = q^{1/24} \prod_{m=1}^{\infty} (1 - q^m) \quad (87) \]

is the Dedekind \(\eta\) function. By modular transformation, we can rewrite \(Z_{\Gamma'}\) using \(\tilde{q}\):

\[ Z_{\Gamma'}(\tilde{q}) = \tilde{q}^{2\pi \rho/\rho^2} v_0(\Xi_N)^{-1} v_0(\tilde{\Xi}_D)^{-1} \times \left( \frac{1}{(\eta(q))} \right)^c \sum_{\tilde{r} \in \Xi_N} \sum_{\tilde{r} \in \Xi_D} \tilde{q}^{\tilde{r} \cdot (\tilde{r}^2 + \tilde{x}^2)}, \quad (88) \]

where \(v_0(\ldots)\) represents the unit cell volume of the lattice. Here we have used the following identities:

\[ \eta(q) = \left( \frac{\beta}{T} \right)^{1/2} \eta(\tilde{q}), \quad (89) \]

\[ \sum_{\tilde{u} \in \Xi_N} \tilde{q}^{\tilde{u}^2} = \frac{1}{v_0(\Xi_N)} \left( \frac{\beta}{T} \right)^{d_N/2} \sum_{\tilde{r} \in \Xi_N} \tilde{q}^{\tilde{r} \cdot \tilde{x}^2}. \quad (90) \]

\[ \sum_{\tilde{v} \in \Xi_D} \tilde{q}^{\tilde{v}^2} = \frac{1}{v_0(\tilde{\Xi}_D)} \left( \frac{\beta}{T} \right)^{d_D/2} \sum_{\tilde{r} \in \tilde{\Xi}_D} \tilde{q}^{\tilde{r} \cdot \tilde{x}^2}. \quad (91) \]

The second and third equations come from the multidimensional generalization of the Poisson summation formula. To satisfy Cardy’s consistency condition above, we require the coefficient of the term with \((\rho, \tilde{s}) = (0, 0)\) to be unity, obtaining

\[ g_{\Gamma'} = \pi^{c/4} v_0(\Xi_N)^{1/2} v_0(\tilde{\Xi}_D)^{1/2}. \quad (92) \]

The constant \(g_{\Gamma'}\) appears in the overlap between the ground state \(|\Psi\rangle\) of \(\tilde{H}\) and the boundary state \(|\Gamma\rangle\):

\[ g_{\Gamma'} = \langle \Psi | \Gamma \rangle. \]

This means that the partition function \(Z_{\Gamma'}\) has a multiplicative constant contribution \(g_{\Gamma'} g_{\Gamma''}\) coming from the boundaries in the limit \(\beta/2 \gg L \gg 1\). This result can be interpreted as follows. In the open string channel picture, the 1D system described by \(\tilde{H}_{\Gamma'}\) has the “spacal length” \(\beta/2\) and the “inverse temperature” \(L\). The ground state of \(\tilde{H}_{\Gamma'}\) is unique, and therefore the thermal entropy goes to zero in the “zero temperature” limit \(1/L \to 0\). On the other hand, when \(\beta/2 \gg L \gg 1\), the “temperature” \(1/L\) is high enough and the spectrum of \(\tilde{H}_{\Gamma'}\) looks effectively continuous. In this case, the thermal entropy acquires a constant contribution \(\log(g_{\Gamma'} g_{\Gamma''})\), in addition to the standard extensive contribution linear in temperature. Because of this, \(g_{\Gamma'}\) is referred to as the boundary “ground-state degeneracy,” and is generally non-integer.

**D. Boundary conditions \(\Gamma_1\) and \(\Gamma_2\)**

The two boundary conditions \(\Gamma_{1,2}\) in Eqs. (59) and (64) can be expressed as special cases of “mixed” Dirichlet/Neumann conditions discussed in the previous subsection. The condition \(\Gamma_2\) in Eq. (61) leads to the following “D” conditions:

\[ 0 = \partial_\rho (\phi_j^{(2j)} - \phi_j^{(2j+1)}) = \frac{1}{T} (\bar{\gamma}_j^{(2j)} - \bar{\gamma}_j^{(2j+1)}) \cdot \partial_\rho \bar{\Phi}, \]

\[ 0 = \partial_\rho (\phi_j^{(2j-1)} - \phi_j^{(2j)}) = \frac{1}{T} (\bar{\gamma}_j^{(2j-1)} - \bar{\gamma}_j^{(2j)}) \cdot \partial_\rho \bar{\Phi} \quad (93) \]

\((j = 1, 2; \; \tilde{\beta}^{(5)} \equiv \tilde{\beta}^{(1)}).\)

Therefore, the subspace \(V_{D2}\) where “D” is imposed is spanned by the following (non-orthogonal) basis vectors:

\[ \tilde{s}_1 = \tilde{b}_2^{(1)} - \tilde{b}_2^{(2)}, \quad \tilde{s}_2 = \tilde{b}_1^{(2)} - \tilde{b}_1^{(1)}, \]

\[ \tilde{s}_3 = \tilde{b}_3^{(2)} - \tilde{b}_3^{(1)}, \quad \tilde{s}_4 = \tilde{b}_4^{(1)} - \tilde{b}_4^{(1)}. \quad (94) \]

In the perpendicular space \(V_{N2}\), the field \(\bar{\Phi}\) is free at the boundary, and therefore we impose “N”, where the dual field \(\bar{\Theta}\) is locked. This space is spanned by

\[ \tilde{t}_1 = \tilde{a}_2^{(1)} + \tilde{a}_2^{(2)}, \quad \tilde{t}_2 = \tilde{a}_1^{(2)} + \tilde{a}_1^{(3)}, \]

\[ \tilde{t}_3 = \tilde{a}_3^{(2)} + \tilde{a}_3^{(4)}, \quad \tilde{t}_4 = \tilde{a}_4^{(1)} + \tilde{a}_4^{(1)}. \quad (95) \]

Now we consider the lattices \(\Xi_{N2}\) and \(\tilde{\Xi}_{D2}\) used to construct the boundary state \(|\Gamma_2\rangle\) as in Eq. (53). Since any linear combination of \(\{|\tilde{s}_j\rangle\}\) with integer coefficients belongs to the lattice \(\tilde{\Xi}_1\), \(\{|\tilde{s}_j\rangle\}\) can be used as the primitive vectors of \(\tilde{\Xi}_{D2}\) (= \(\tilde{\Xi} \cap V_{N2}\)). Similarly, \(\{|\tilde{t}_j\rangle\}\) can be used as the primitive vectors of \(\Xi_{N2}\) (= \(\Xi \cap V_{N2}\)).

What are the meanings of the lattices \(\Xi_{N2}\) and \(\tilde{\Xi}_{D2}\) introduced in this way? Initially, in the mode expansions \([\tilde{\Xi}],[\Xi]\), the eigenvalue \(u\) of \(\tilde{u}\) can take any element of the lattice \(\tilde{\Xi}\) and thus be expressed as

\[ \tilde{u} = \sum_{j=1}^{4} \sum_{\nu=1}^{2} n^{(j)}_\nu \tilde{a}^{(j)}_\nu, \quad (96) \]

where \(n^{(j)}_\nu\) is an integer representing the winding number of \(\phi^{(j)}_\nu\) in Fig. (a) in the \(x\) direction. After imposing the boundary condition \(\Gamma_2\), \(\tilde{u}\) lives on the reduced lattice \(\Xi_{N2}\), where as indicated by Eq. (53), the winding numbers obey the constraints:

\[ n^{(1)}_2 = n^{(2)}_1, \quad n^{(1)}_2 = n^{(3)}_1, \]

\[ n^{(2)}_3 = n^{(4)}_1, \quad n^{(4)}_1 = n^{(1)}_1. \quad (97) \]

These equations simply mean that the winding numbers of \(\phi^{(j)}_\nu\)’s on two sheets connected through \(\Gamma_2\) in Fig. (a) should take the same integer. Similarly, Eq. (54) implies that the winding numbers \(n^{(j)}_\nu\) of \(\theta^{(j)}_\nu\)’s on two sheets connected through \(\Gamma_2\) should take mutually opposite integers.

Using the primitive vectors \(\{|\tilde{s}_j\rangle\}\), the unit cell volume of \(\tilde{\Xi}_{D2}\) is calculated as

\[ v_0(\tilde{\Xi}_{D2})^2 = \det \begin{pmatrix} \tilde{s}_1 \cdot \tilde{s}_1 & \tilde{s}_1 \cdot \tilde{s}_2 & \tilde{s}_1 \cdot \tilde{s}_3 & \tilde{s}_1 \cdot \tilde{s}_4 \\ \tilde{s}_2 \cdot \tilde{s}_1 & \tilde{s}_2 \cdot \tilde{s}_2 & \tilde{s}_2 \cdot \tilde{s}_3 & \tilde{s}_2 \cdot \tilde{s}_4 \\ \tilde{s}_3 \cdot \tilde{s}_1 & \tilde{s}_3 \cdot \tilde{s}_2 & \tilde{s}_3 \cdot \tilde{s}_3 & \tilde{s}_3 \cdot \tilde{s}_4 \\ \tilde{s}_4 \cdot \tilde{s}_1 & \tilde{s}_4 \cdot \tilde{s}_2 & \tilde{s}_4 \cdot \tilde{s}_3 & \tilde{s}_4 \cdot \tilde{s}_4 \end{pmatrix}, \quad (98) \]
where $M_2$ is the $4 \times 4$ matrix defined in Eq. (27). Since
the general case of integer $n \geq 1$ can be handled by sim-
ply replacing $M_2$ by the $2n \times 2n$ matrix $M_n$ [de-
fined in Eq. (27)], we proceed our discussion in this general case.
Now the boundary conditions $\Gamma_{1,2}$ are imposed on a $4n$-
component boson. We obtain

$$v_0(\Xi_{D_2}) = \left(2\pi^2 K_{+}^{-1/2} K_{-}^{-1/2}\right) ^n (\det M_n)^{1/2}.$$  

(99)

Similarly, we obtain the unit cell volume of $\Xi_{N_2}$ as

$$v_0(\Xi_{N_2}) = \left(2\pi^2 K_{+}^{-1/2} K_{-}^{-1/2}\right) ^n (\det M_n)^{1/2}.$$  

(100)

Therefore, using Eq. (12), the factor $g_{r_2}$ is calculated as

$$g_{r_2} = \pi^n v_0(\Xi_{D_2})^{1/2} v_0(\Xi_{N_2})^{1/2} = (\det M_n)^{1/2}.$$  

(101)

A similar procedure for $\Gamma_1$ yields $g_{r_1} = 1$.

E. Calculation of reduced density matrix moments

We consider the transition amplitudes, $Z_{\Gamma_1,\Gamma_2}$ and
$Z_{\Gamma_1,\Gamma_1}$. The calculation of $Z_{\Gamma_1,\Gamma_2}$ for arbitrary $\beta$ is a
difficult issue because the $R$ matrices for the two boundary
conditions do not commute with each other. However,
asmentioned at the end of Sec. IV C, one can still derive the
asymptotic expressions in the limit $\beta \gg L \gg 1$ (i.e.,
$q \to 0$). The results are

$$Z_{\Gamma_1,\Gamma_2} \approx (\Gamma_1|\Psi) (-4n/24^{4}(\Psi|\Gamma_2) = q^{-4n/24} g_{r_2},$$  

(102)

$$Z_{\Gamma_1,\Gamma_1} \approx (\Gamma_1|\Psi) (-4n/24^{4}(\Psi|\Gamma_1) = q^{-4n/24} g_{r_1}^2,$$  

(103)

from which we obtain

$$\text{Tr}\rho_A^n \approx g_{r_2} n g_{r_1} = (\det M_n)^{1/2}.$$  

(104)

This constant is exactly the same with that appearing in
Eq. (13). So far, we have been concerned only with the
regulated part of $\text{Tr} \rho_A^n$ and have neglected diver-
gent contributions from the short-range cutoff. In gen-
eral, the logarithm of the partition function, $\log Z_{\Gamma_1}$,
for a cylinder contains terms proportional to the area
$\frac{q}{2} L$ and the circumference $L$ (Refs. 24 and 55). The co-
eficients of the circumference term depends on the de-
tails of the boundary conditions while that of the area
term depends only on the bulk properties. Therefore, in
$-\log(\text{Tr} \rho_A^n) = -\log(Z_{\Gamma_1,\Gamma_2}/Z_{\Gamma_1,\Gamma_1})$, the area
terms cancel while the circumference terms do not, leaving
a contribution $\alpha L$. In this way, the linear contribution in
$S_n$ (with integer $n \geq 2$) found in Sec. II C is also repro-
duced.

V. NUMERICAL ANALYSIS

In this section, we test the analytical predictions of Secs. II
and IV in a numerical diagonalization analysis of

FIG. 5: (Color online) $1/K_{\pm}(L)$ [Eq. (108)] versus $1/L$ for
$\rho_0 = 1/3$ and $V = -1$. Filled and empty symbols show the
data of $1/K_{\pm}(L)$ and $1/K_{-}(L)$ (with $L = 6, 9, 12, 15$),
respectively. Lines show the fitting with the quadratic form
$1/K_{\pm}(L) = 1/K_{\pm} + a/L + b/L^2$. Our motivation to plot
$1/K_{\pm}(L)$ instead of $K_{\pm}(L)$ is that the forms vary in a
smaller range $[0, 2]$ in the parameter range of our interest.

a hard-core bosonic model on a ladder. The Hamiltonian of
the ladder model is given by

$$H = \sum_{\nu=1,2} \sum_{j=1}^{L} \left[ -t \left( b_{j,\nu}^\dagger b_{j+1,\nu} + \text{h.c.} \right) + V \left( n_{j,\nu} - \frac{1}{2} \right) \left( n_{j+1,\nu} - \frac{1}{2} \right) - \mu \left( n_{j,\nu} - \frac{1}{2} \right) \right] + U \sum_{j=1}^{L} \left( n_{j,1} - \frac{1}{2} \right) \left( n_{j,2} - \frac{1}{2} \right),$$  

(105)

where $b_{j,\nu}$ is a bosonic annihilation operator at the site
$j$ on the $\nu$-th leg, and $n_{j,\nu} = b_{j,\nu}^\dagger b_{j,\nu}$ is the number
operator defined from it. Here, $t$ and $V$ represent the
hopping amplitude and the interaction between nearest-
neighbor sites on each leg, and $U$ represents the interac-
tion along a rung. We impose the hard-core constraint
$b_{j,\nu}^2 = (b_{j,\nu}^\dagger)^2 = 0$, and therefore the bosonic operators are
equivalent to spin-$\frac{1}{2}$ operators as $b_{j,\nu} = S_{j,\nu}^-, b_{j,\nu}^\dagger = S_{j,\nu}^+$. We
assume the PBC $b_{L+1,\nu} = b_{1,\nu}$. We define the average
particle density as $\rho_0 = \langle N_1 + N_2 \rangle/(2L)$, where $N_{\nu}$
is the particle number on the $\nu$-th leg. We assume $t > 0$,
$-2 < V < 0$, and $U \geq 0$; this case was studied recently
in Ref. 56. We set $t = 1$ in the following. As explained in
Appendix B and in Ref. 56, this model is equivalent to a
fermionic model on a ladder under the Jordan-Wigner
transformation. In particular, for $V = 0$, the model is
equivalent to the SU(2)-symmetric fermionic Hubbard
chain, which is solvable by Bethe ansatz. In the Hubbard
chain, the two legs $\nu = 1, 2$ are identified with the spin-
up/down states, and the symmetric/antisymmetric sec-
tors correspond to charge and spin modes, respectively.

We briefly review the recent results of Ref. [52] on the model (103). For \( U = 0 \), the model decouples into two independent Bose gases, each equivalent to a solvable spin-

\[ \frac{1}{2} \]

XXZ chain in a magnetic field. Each chain forms a TLL described by the Hamiltonian (3). The velocity \( v \) and the TLL parameter \( K \) of each XXZ chain can be determined from Bethe ansatz [54]. For small \( U > 0 \) and \( \rho_0 \neq 1/2 \), the inter-chain coupling can be analyzed along the same argument as Sec. 1A, leading to the perturbative estimates (10) of the renormalized velocities \( v_\pm \) and TLL parameters \( K_\pm \) (here, the lattice constant is set to unity). As seen in this estimate, \( K_- \) increases with increasing \( U \). For \( V < 0 \), it was found that \( K_- \) finally diverges as \( U \) approaches certain \( U_c \), where a first-order phase transition to a population-imbalanced state \( (N_1 \neq N_2) \) occurs. Here we focus on the uniform phase \( (N_1 = N_2) \) in \( 0 \leq U < U_c \) described by the effective Hamiltonian in Eqs. (3) and (4). In the solvable case \( U = 0 \), the transition is known not to occur, and the uniform phase continues for arbitrary large \( U > 0 \). In our calculation presented below, we fixed the density at \( \rho_0 = 1/3 \), and performed calculations for \( V = -1, -0.5, \) and 0.

Before presenting our results on entanglement, let us explain our method for calculating the TLL parameters \( K_\pm \). In the solvable case \( V = 0 \), \( K_\pm \) can be determined accurately by numerically solving the integral equations obtained from Bethe ansatz [52]. For other cases, we determined \( K_\pm \) in numerical diagonalization of finite systems (up to \( L = 15 \)) by using the method of Refs. [52,53]. In this method, we define \( \tilde{n}_{j,\pm} = \tilde{n}_{j,1} \pm \tilde{n}_{j,2} \) with \( \tilde{n}_{j,\pm} = n_{j,\pm} - \rho_0 \), and examine their correlation functions \( C_{\pm}(r) := \langle \tilde{n}_{j,\pm} \tilde{n}_{j+r,\pm} \rangle \). Using the bosonic representation of operators, these correlation functions are shown to have the asymptotic forms

\[
C_{\pm}(r) = -\frac{K_{\pm}}{(\pi r)^2} + \frac{A_{\pm}}{r^{1+K_{\pm}}} \cos(2k_F r) + \ldots, \quad (106)
\]

where \( k_F := \pi \rho_0 \) is the Fermi momentum in the corresponding fermionic model and \( A_{\pm} \) are non-universal coefficients. In the \( SU(2) \)-symmetric case, a marginally irrelevant perturbation produces multiplicative logarithmic corrections in the second term [50,51]. Performing the Fourier transform, only the first term contribute for a small wave vector \( q \), leading to

\[
N_{\pm}(q) := \sum_r C_{\pm}(r)e^{-iqr} \approx \frac{K_{\pm}}{\pi |q|} \quad (q \approx 0). \quad (107)
\]

In a periodic finite-size system of length \( L \), we evaluate this for \( q = 2\pi / L \), leading to the finite-size estimate of the TLL parameters:

\[
K_{\pm}(L) = \frac{L}{2} N_{\pm} \left( \frac{2\pi}{L} \right). \quad (108)
\]
Let us now present our results on the (Rényi) entanglement entropies $S_n$ (with $n = 1, 2, \infty$) between the two legs of the ladder. These entropies are calculated in the ground states of finite-size systems (up to $L = 12$) obtained by Lanczos diagonalization. The data of $S_n$ well obey a linear function of $L$. For $V = -1$ and $-0.5$, we find that a scaling form

$$S_n = \alpha_n L + \gamma_n + \frac{\delta_n}{L}$$

fits the data very well as shown in Fig. 7. The linear part $\alpha_n L + \gamma_n$ (broken lines) crosses zero around $L = 3$, which means that the short-range cutoff $a_0$ discussed in Sec. III B is given by $a_0 \approx 3$. For $V = 0$, in contrast, a simple linear form $S_n = \alpha_n L + \gamma_n$ fits the data better as shown in Fig. 8. The extracted constant $\gamma_n$ is plotted as a function of $U$ in Fig. 9. Using the values of the TLL parameters $K_\pm$ obtained numerically, the formulae of $\gamma_2$ and $\gamma_\infty$ in Eqs. (34) and (35) are also plotted. For $V = -1$ and $-0.5$ [Fig. 9(a), (b)], we find a broad agreement between the numerical data and the analytical formulae. The difference between them are within $\approx 30\%$ of their values. We note that our calculations of both $\gamma_n$ and $K_\pm$ are based on finite-size systems with $L \leq 15$. We expect that calculations in larger systems (by using, e.g., the quantum Monte Carlo method of Ref. [66]) would demonstrate a more accurate agreement with the analytical predictions. For $V = 0$ (the Hubbard chain case), on the other hand, we find a significant difference between the numerical and analytical results — the numerical results are roughly four times as large as the analytical results. The origin of this significant difference occurring only for $V = 0$ will be discussed later in this section.

In Fig. 10(a), we plot the relation of $\gamma_n$ and $K_+/K_-$ using the data for $V = -1$ and $V = -0.5$. We can again confirm that for $\gamma_2$ and $\gamma_\infty$, the numerical data and the analytical formulae show a broad agreement. Furthermore, we observe that the data of $\gamma_1$ for two values of $V$ show a broad agreement, which suggests a uni-
versal relation between $\gamma_1$ and $K_+/K_-$. In Sec. [III C], we have expanded $\gamma_n$ (with $n = 2, 3, \ldots$) in terms of $\kappa := (K_- - K_+)/(K_- + K_+)$ and found the leading dependence $15$. Motivated by this observation, we plot $-\gamma_n/\kappa^2$ as a function of $\kappa$ in logarithmic scales in Fig. [IV(b)]. This figure also presents some data for $1 < n < 2$ obtained in a similar way. As expected, the data for $n = 2$ and $\infty$ stay around constants as $\kappa$ decreases, although these constants are slightly larger than those expected from Eq. [15]. The data for $n = 1$, however, increase as $\kappa$ decreases, and follow straight lines in logarithmic scales in Fig [IV(b)]. We fit the data with the form $\gamma_1 = -a\kappa^b$ (as mentioned in Eq. [16]) in the range $0 < \kappa < 0.5$, obtaining $(a, b) \approx (1.13, 1.70)$ and $(1.16, 1.62)$ for $V = -1$ and 0.5, respectively. This indicates that the leading $\kappa$-dependence of $\gamma_1$ contains a non-trivial exponent $b \approx 1.6-1.7$, in marked contrast to the quadratic dependence $15$ of $\gamma_n$ for integer $n \geq 2$. 

In spite of the qualitatively different small-$\kappa$ behaviors for $n = 1$ and $n \geq 2$, we have found that for fixed $\kappa$, $\gamma_n$ changes rather smoothly when $n$ is changed from 2 to 1. One can see in Fig. [IV(b)] that the data for $n = 1, 2$ and 1.4 indeed intervene between the data of $n = 1$ and 2. The issue of how the small-$\kappa$ behavior of $\gamma_n$ changes in the range $1 < n \leq 2$ is subtle within the present data. We here propose two possible scenarios and leave the issue open for future studies. One scenario is that the exponent $b$ decreases smoothly in the range $1 \leq n \leq 2$ although it is fixed at $b = 2$ for $n \geq 2$. Another scenario is that the quadratic behavior of Eq. [15] holds for arbitrary $n \geq 1$, but the range of $\kappa$ where the quadratic term dominates shrinks gradually as $n$ approaches 1.

Finally, let us discuss the origin of the significant difference between numerical and analytical results observed for $V = 0$ (the Hubbard chain case) in Fig. [IV(c)]. In $SU(2)$-symmetric systems like the Hubbard chain, it is known that a marginally irrelevant perturbation produces non-trivial corrections to the predictions of the pure Gaussian model in various physical quantities. In particular, its effects are enhanced in the presence of non-trivial boundary conditions, as discussed in the spin-1/2 Heisenberg chain$^{19}$ and the Hubbard chain$^{20}$ with open ends. In the present case, the system has a simple periodic boundary condition in space, and non-trivial boundary conditions are imposed in the imaginary time direction as presented in Sec. [V]. We expect that a perturbative calculation using boundary states, as was done in Ref. [19], would clarify non-trivial effects of the marginally irrelevant perturbation.

VI. SUMMARY AND DISCUSSIONS

We have considered two coupled TLLs on parallel chains and calculated the Rényi entanglement entropy $S_n$ between the two chains. We formulated the problem in the path integral formalism, and related $S_n$ with integer $n \geq 2$ to the partition functions on certain non-trivial manifolds. These partition functions were calculated using two analytical methods. We argued that $S_n$ obeys a linear function of the chain length $L$ followed by a universal subleading constant $\gamma_n$. The two methods led to the same formulae for $\gamma_n$, which are written as functions of the ratio of TLL parameters. The obtained formulae were checked numerically in a hard-core bosonic model on a ladder. When the model is away from the $SU(2)$-symmetric case, the numerical data of $\gamma_2$ and $\gamma_{\infty}$ showed a broad agreement with analytical formulae. The agreement among two analytical approaches and numerical results has offered a convincing evidence of the universality of $\gamma_n$ with integer $n \geq 2$. Our numerical results also suggested that the subleading constant $\gamma_1$ in $S_1$ is also universal and that its leading dependence on $\kappa := (K_- - K_+)/(K_- + K_+)$ obeys a non-trivial power function, in contrast to the quadratic dependence of $\gamma_n$ for integer $n \geq 2$. In the $SU(2)$-symmetric case, the numerical data of $\gamma_2$ and $\gamma_{\infty}$ differ significantly from the analytical formulae, which indicates a strong effect of a marginally irrelevant perturbation.
Recently, it has been discussed that the particle number fluctuations in a subsystem show similar scaling behavior to the entanglement entropy in a number of systems\textsuperscript{24,25}. This is an interesting proposal relating the entanglement entropy to an experimentally observable quantity. In our setting of two coupled TLLs, particle number fluctuations in a chain are completely absent since the particle number is separately conserved in each chain. On the other hand, finite entanglement entropy does exist between the two chains, and obeys a linear scaling with the chain length $L$ as we have discussed. Therefore, our study offers a counterexample to the similarity of the two quantities. We comment that different behaviors of the two quantities have also been discussed in the dynamics of fractional quantum Hall states after a local quantum quench\textsuperscript{30,31}.

Our formulations for studying two coupled TLLs can be extended to study the entanglement in multicomponent TLLs. An exciting possibility is to study the entanglement entropy in a sliding Luttinger liquid, which appears in a 2D array of coupled TLLs. To be specific, we define such a system on a torus of length $L_x$ and $L_y$ in two directions. Here, TLLs, described by the bosonic fields $\phi_x(x)$ with $j = 1, 2, \ldots, L_y$, are running along the $x$ direction and are mutually coupled in the $y$ direction. Assuming the translational invariance in the $y$ direction, it is natural to introduce the Fourier transform of the bosonic fields in the $y$ directions:

$$\phi_y(x) = \frac{1}{\sqrt{L_y}} \sum_j e^{-iq_j x} \phi_j(x),$$

with $q = 2\pi n_y / L_y$ ($n_y = 0, 1, \ldots, L_y - 1$). In a sliding Luttinger liquid, the total Hamiltonian decouples into independent TLLs, each defined for $\phi_y$ with the renormalized TLL parameter $K_y$ and the velocity $v_y$. Now we consider dividing the torus into two cylinders of the same size by cutting it along two lines either in the $x$ or $y$ direction. Cutting along $x$ is similar to the problem of this paper; it can be treated by generalizing the formulation in Sec.\textsuperscript{14} using more complicated “mixed” Dirichlet/Neumann boundary conditions. It then leads to the linear scaling of the entanglement entropy with $L_x$, followed by a subleading constant determined by $L_y$ TLL parameters. The coefficient of the linear term can depend on $L_y$, but we expect that it converges to a constant for sufficiently large $L_y$ because of the short-range character of the correlations in the $y$ directions. When we cut the system along $y$, the original bosonic fields $\phi_j(x)$ are cut at the same positions (say, $x = x_1$ and $x_2$) independent of $j$. Then the Fourier components $\phi_j(x)$ are also cut at the same positions for all $q$’s. Therefore, the entanglement entropy in this case can be treated in the same way as the single-interval entanglement entropy in a 1D gapless system with central charge $c$. Using the finite-system formula in the latter case\textsuperscript{32,33} and setting $x_2 - x_1 = L_x/2$, we predict a scaling

$$S = \frac{L_y}{3} \log \left( \frac{L_x}{\pi} \sin \frac{\pi (x_2 - x_1)}{L_x} \right) + \text{const.}$$

(111)

In these ways, the entanglement entropy shows qualitatively different scaling behaviors depending on in which direction one cuts the system. Such a highly anisotropic character of entanglement is related to the anisotropic correlations in this system, and is in marked contrast to non-interacting fermions\textsuperscript{23,24} and Fermi liquids\textsuperscript{25,26}.
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Appendix A: Ground state wave functional of a TLL

Here we consider a single-component free boson Hamiltonian (defined by the fields $\phi(x)$ and $\theta(x)$) with the TLL parameter $K$, and derive the expression of the ground-state wave functional $\langle \Psi |$. Such wave functionals have been derived by using the path integral\textsuperscript{31,36,37} the Schrödinger formalism\textsuperscript{29},\textsuperscript{33} and the Calogero-Sutherland wave function\textsuperscript{32}. This problem is also closely related to the effective action for the boundary degrees of freedom discussed in the context of dissipation problems\textsuperscript{25} and impurity problems\textsuperscript{32}. Here we present a simple derivation in the operator formalism. Since the winding numbers (zero modes) of the bosonic fields are zero in the ground state, we ignore them in the following discussion.

The field $\phi$ is expanded as

$$\phi(x) = \sum_{m=1}^{\infty} \sqrt{\frac{K}{4\pi m}} [(a_m^R + a_m^L) e^{ik_m x} + (a_m^L + a_m^R)^* e^{-ik_m x}].$$

(A1)

with $k_m = 2\pi m / L$ and $[a_m^L, a_m^R] = [a_m^R, a_m^L] = \delta_{nm}$. This is a one-component version of Eq.\textsuperscript{29}. The ground state $\langle \Psi |$ is defined by $a_m^{L/R} | \Psi \rangle = 0$ ($\forall m \in \mathbb{N}$). By analogy with the quantum mechanics of a harmonic oscillator,
we introduce the “coordinate” and “momentum” operators, $X_m^L/R$ and $\hat{P}_m^L/R$, for each mode via

$$a_m^L/R = \frac{X_m^L/R + i\hat{P}_m^L/R}{\sqrt{2}}, \quad (a_m^L/R)^\dagger = \frac{X_m^L/R - i\hat{P}_m^L/R}{\sqrt{2}}. \quad (A2)$$

The hermitian operators $X_m^L/R$ and $\hat{P}_m^L/R$ satisfy the canonical commutation relations $[X_m^L, \hat{P}_m^R] = [X_m^R, \hat{P}_m^L] = i\delta_{mm'}$. We further introduce

$$\hat{X}_{m,\pm} = \frac{X_m^R \pm X_m^L}{\sqrt{2}}, \quad \hat{P}_{m,\pm} = \frac{\hat{P}_m^R \pm \hat{P}_m^L}{\sqrt{2}}, \quad (m > 0) \quad (A3)$$

which are related to the “center of mass” and “relative” motions of the left/right-moving modes labeled by $m$. Then, Eq. (A1) is rewritten as

$$\langle \{ \hat{X}_{m,\pm} + i\hat{P}_{m,-}\rangle e^{ikm x} + (\hat{X}_{m,\pm} - i\hat{P}_{m,-}) e^{-ikm x} \rangle. \quad (A4)$$

This expression “diagonalizes” $\phi(x)$ because all $\hat{X}_{m,\pm}$’s and $\hat{P}_{m,-}$’s commute with each other. The state $|\varphi⟩$ is defined by

$$\phi(x)|\varphi⟩ = \varphi(x)|\varphi⟩ \quad (0 \leq x < L). \quad (A5)$$

From Eq. (A4), one can see that $|\varphi⟩$ is given by a simultaneous eigenstate of $\{\hat{X}_{m,\pm}; \hat{P}_{m,-}\}_{m > 0}$. We expand the field configuration $\varphi(x)$ as

$$\varphi(x) = \frac{1}{\sqrt{L}} \sum_{m=1}^{\infty} (\varphi_m e^{ikm x} + \varphi_m^* e^{-ikm x}). \quad (A6)$$

Then the coefficient $\varphi_m$ is related to the eigenvalues, $X_{m,+}$ and $P_{m,-}$, of $X_{m,+}$ and $P_{m,-}$ as

$$X_{m,+} + iP_{m,-} = \sqrt{\frac{2km}{K}} \varphi_m. \quad (A7)$$

From the solution of a harmonic oscillator, the ground state wave function is written in a Gaussian form in terms of $X_{m,+}$’s and $P_{m,-}$’s as

$$\langle\{X_{m,+}; P_{m,-}\}|\Psi⟩ \propto \exp \left[ -\frac{1}{2} \sum_{m=1}^{\infty} (X_{m,+}^2 + P_{m,-}^2) \right]. \quad (A8)$$

The wave function in terms of $\varphi_m$’s is then given by

$$\langle\{\varphi_m\}|\Psi⟩ = \frac{1}{\sqrt{N}} \exp \left[ -\frac{1}{K} \sum_{m=1}^{\infty} k_m |\varphi_m|^2 \right]. \quad (A9)$$

We normalize the wave function such that

$$\int \prod_{m=1}^{\infty} (d\varphi_m d\varphi_m^*) \langle\{\varphi_m\}|\Psi⟩^2 = 1. \quad (A10)$$

Then the normalization factor $N$ is calculated as

$$N = \prod_{m=1}^{\infty} \int d\varphi_m d\varphi_m^* \exp \left( -\frac{2km}{K} |\varphi_m|^2 \right) = \prod_{m=1}^{\infty} \frac{\pi K}{k_m}. \quad (A11)$$

It is interesting to transform Eq. (A10) into the real-space representation:

$$\langle \varphi|\Psi⟩ = \frac{1}{\sqrt{N}} e^{-\frac{i}{\lambda}E[\varphi]}, \quad (A12)$$

with

$$E[\varphi] = -\frac{1}{2\pi} \int_0^L dx_1 \int_0^L dx_2 \partial_x \varphi(x_1) \partial_x \varphi(x_2) \log \left| e^{i\varphi(x_1)} - e^{i\varphi(x_2)} \right| \quad (A13)$$

Using the charge density measured from the average, $\delta \rho(x) = -\partial_x \varphi(x)/\sqrt{\pi}$, this is rewritten as

$$-\frac{1}{2} \int_0^L \delta \rho(x_1) dx_1 \int_0^L \delta \rho(x_2) dx_2 \log \left| e^{i\varphi(x_1)} - e^{i\varphi(x_2)} \right|. \quad (A14)$$

This can be viewed as the energy of a classical Coulomb gas placed on a unit circle with a logarithmic repulsive potential. Such a Coulomb gas structure of the ground state wave function is directly seen in the Jastrow-type ground states of the Calogero-Sutherland model and the Haldane-Shastry model. More detailed discussions on these connections can be found in Refs. 23, 36.

Appendix B: Jordan-Wigner transformation for a ladder

Under the Jordan-Wigner transformation, the hardcore bosonic model in Eq. (103) is equivalent to a spinless fermionic model on a ladder, where all the bosonic operators $b_{j,\nu}$ in Eq. (103) are replaced by fermionic ones $f_{j,\nu}$. This transformation is defined as

$$f_{j,1} = \exp \left[ i\pi \sum_{l=1}^{j-1} n_{l,1} \right] b_{j,1}, \quad (B1)$$

$$f_{j,2} = \exp \left[ i\pi \left( \sum_{l=1}^{L} n_{l,1} + \sum_{l=1}^{j-1} n_{l,2} \right) \right] b_{j,2}, \quad (B2)$$

where the “string” part runs first along the first leg and then along the second leg. In particular, for $V = 0$, the model (103) is equivalent to the solvable fermionic Hubbard chain, where the two legs $\nu = 1, 2$ are identified with the spin-up/down states. Although the Hamiltonian retains the same form under this transformation, the boundary condition is transformed in a non-trivial way. For example, the PBC $b_{L+1,\nu} \equiv b_{1,\nu}$ on the bosons corresponds to the boundary condition $f_{L+1,\nu} \equiv e^{i\pi N_{\nu}} f_{1,\nu}$ on the fermions, where $N_{\nu}$ is the number of particles on
the $\nu$-th leg. Our motivation to consider the bosonic model \cite{105} instead of the fermionic one is that in the uniform phase which we consider here, the bosonic model \cite{105} with the PBC has a unique ground state, irrespective of the chain length $L$ and the total particle number $N = N_1 + N_2$. On the other hand, for $U = 0$, the fermionic model with the PBC has degenerate ground states for some $L$ and $N$. Although this degeneracy is split for $U > 0$, some irregular size dependence occurs as a remnant of the degeneracy at $U = 0$.
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