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Abstract

Free regular convolution semigroups describe the distribution of free subordinators, while Bondesson class convolution semigroups correspond to classical subordinators with completely monotone Lévy density. We show that these two classes of convolution semigroups are in bijection with the class of complete Bernstein functions and we establish an integral identity linking the two semigroups. We provide several explicit examples that illustrate this result.
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1 Introduction

In this paper we study the distributions of classical subordinators, their free analogues and connections between the two. Let us first recall some key concepts. One-dimensional stochastic process $Y = \{Y_t\}_{t \geq 0}$ is called a subordinator if it is an increasing Lévy process (see [3]). Subordinators give rise to convolution semigroups $\nu_t(dy) = \mathbb{P}(Y_t \in dy)$ supported on $[0, \infty)$, which satisfy $\nu_t * \nu_s = \nu_{t+s}$ for $t, s \geq 0$ (here $*$ denotes the classical convolution of measures). We will denote $\nu^* = \nu_t$ from now on.

Free subordinators are non-commutative analogues of classical subordinators. A free subordinator is a free additive Lévy process of the first kind (see [4]) such that the distribution of $X_t - X_s$ is supported on $[0, \infty)$ for all $0 < s < t$. Denoting by $\mu_t$ the distribution of $X_t$ we obtain a $\boxplus$-convolution semigroup supported on $[0, \infty)$, which satisfies $\mu_t \boxplus \mu_s = \mu_{t+s}$ (here $\boxplus$ denotes the free convolution of probability measures). Similarly to the classical case, we will denote $\mu^\boxplus = \mu_t$. If $X$ is a free subordinator then the distribution of $X_1$ is called a free regular measure [1, 13] and we will call $\mu^\boxplus$ a free regular convolution semigroup.

Classical convolution semigroups on $[0, \infty)$ are typically described by their Laplace exponent: a function $f : [0, \infty) \mapsto [0, \infty)$ such that

$$
\mathbb{E}[e^{-zY_1}] = \int_{[0,\infty)} e^{-zy} \nu^*(dy) = e^{-t f(z)}, \quad z \geq 0.
$$
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It is well known that for (1) to hold, \( f \) must be a Bernstein function \([14]\). Similarly, free regular convolution semigroups are described by a function \( \phi \) such that

\[
\phi_{\mu \star t}(z) = t \phi(z), \quad z \leq 0.
\]  

(2)

Here \( \phi_\mu \) is the Voiculescu transform of a probability measure \( \mu \), which we define below in Section 1.3.

The key observation that inspired this paper is the following: if \( \phi \) is a function defining the free regular semigroup \( \mu \star_t \) via (2), then the function \( f(z) = \phi(-z) \) is a Bernstein function and thus it gives rise to a classical convolution semigroup \( \nu \star t \) via (1). This observation leads to the following question: are there any interesting connections between the two semigroups? Our main result in this paper states that there indeed exists a rather surprising identity that links the \( \star \)-convolution semigroup \( \nu \star_t (dy) \) with the corresponding \( \star \)-convolution semigroup \( \mu \star_t (dx) \).

This paper is organized as follows. In the next three sections we introduce some background material about complete Bernstein functions, Bondesson class of distributions and free regular measures, which will be required to state and prove our main result in Section 2. In Section 3 we provide four explicit examples that illustrate our main result.

### 1.1 Complete Bernstein functions

We recall that a function \( f : [0, \infty) \mapsto [0, \infty) \) is said to be a Bernstein function \([14]\) if

\[
f(z) = a + bz + \int_0^\infty (1 - e^{-zx})\Pi(dx),
\]

(3)

for \( a, b \geq 0 \) and a positive measure \( \Pi \) supported on \((0, \infty)\) such that \( \int_0^\infty \min(1, x)\Pi(dx) < \infty \). The constant \( b \) is called the linear drift coefficient, whereas the measure \( \Pi \) is called the Lévy measure. A function \( g : (0, \infty) \mapsto (0, \infty) \) is called completely monotone if \((-1)^ng^{(n)}(x) \geq 0 \) for all \( n = 0, 1, 2, \ldots \). The well-known Bernstein’s Theorem tells us that a function \( g \) is completely monotone if and only if

\[
g(x) = \int_{[0, \infty)} e^{-ux}\sigma(du),
\]

for some measure \( \sigma \).

**Definition 1.** A Bernstein function \( f : [0, \infty) \mapsto [0, \infty) \) is said to be a complete Bernstein function if its Lévy measure \( \Pi(dx) \) in (3) has a density \( \pi(x) \) (with respect to Lebesgue measure) that is completely monotone.

Following \([14]\), we will denote by \( \mathcal{CBF} \) the class of all complete Bernstein functions. The next result provides two equivalent characterizations of complete Bernstein functions. The proof can be found in \([14]\)[Chapter 6].

**Theorem 1.** Let \( f \) be a real-valued function defined on \((0, \infty)\). Then the following are equivalent:

(i) \( f \in \mathcal{CBF} \).

(ii) \( f \) has an analytic continuation to \( \mathbb{H}^+ := \{ z \in \mathbb{C} : \text{Im}(z) > 0 \} \) such and \( f(z) \in \mathbb{H}^+ \) for \( z \in \mathbb{H}^+ \) and \( f(z) \geq 0 \) for \( z > 0 \).
(iii) $f$ has an analytic continuation to $\mathbb{C} \setminus (-\infty, 0]$ and for all $z$ in this domain we have

$$f(z) = a + bz + \int_{(0, \infty)} \frac{zx - 1}{z + x} \rho(dx)$$

$$= a + bz + \int_{(0, \infty)} \left( \frac{x}{1 + x^2} - \frac{1}{z + x} \right) (1 + x^2) \rho(dx),$$

where $\rho$ is a measure on $(0, \infty)$ satisfying $\int_{(0, \infty)} \max(x^{-1}, 1) \rho(dx) < \infty$ and $a, b, \geq 0$ are constants with $a \geq \int_{(0, \infty)} x^{-1} \rho(dx)$.

We denote by $\mathcal{CBF}^b$ the class of complete Bernstein functions $f$ such that $b = 0$, where $b$ is the constant appearing in (4). It can be shown that the constant $b$ in (4) satisfies $b = \lim_{z \to +\infty} f(z)/z$, thus an equivalent definition of the class $\mathcal{CBF}^b$ would be

$$\mathcal{CBF}^b := \{ f \in \mathcal{CBF} : \lim_{z \to +\infty} f(z)/z = 0 \}.$$

### 1.2 Bondesson class

The following class of sub-probability measures will be important in what follows:

**Definition 2.** A sub-probability measure $\nu$ on $[0, \infty)$ belongs to the Bondesson class if

$$\int_{[0, \infty)} e^{-zy} \nu(dy) = e^{-f(z)}, \quad z > 0,$$

for some $f \in \mathcal{CBF}$.

Following [14], we will denote the Bondesson class by $BO$. Clearly, any $\nu \in BO$ is infinitely divisible, thus we can also associate to any $f \in \mathcal{CBF}$ a $*$-convolution semigroup $\nu^t(dy) = \nu^t(f; dy) \in BO$ via

$$\int_{[0, \infty)} e^{-zy} \nu^t(dy) = e^{-tf(z)}, \quad z > 0.$$  

(6)

The reader can find more information about the Bondesson class in [14][Chapter 9]. Here we will only mention the following probabilistic description of this class: $BO$ is the smallest class of sub-probability measures on $[0, \infty)$ that contains all mixtures of exponential distributions and that is closed under convolutions and vague limits (see [14][Theorem 9.7]).

We will denote by $BO^b$ the subclass of the Bondesson class that is obtained by taking $f \in \mathcal{CBF}^b$ in (2). Using the well-known connection between the left extremity of the support of the measure and the asymptotics of its Laplace transform one can give the following equivalent definition:

$$BO^b = \{ \nu \in BO : \nu[0, \epsilon] > 0 \text{ for every } \epsilon > 0 \}.$$

In other words, $BO^b$ is the class of measures in $BO$ with the left extremity of support equal to zero. It is clear that any measure in $BO$ can be obtained as the pushforward of some measure in $BO^b$ with respect to the function $x \mapsto x + b$. 

3
1.3 Free regular measures

Let us first define free convolution of probability measures. We recall that $\mathbb{H}^\uparrow$ denotes the open upper complex half-plane. For a probability measure $\mu$ on $\mathbb{R}$ we define its Cauchy transform

$$G_\mu(z) := \int_{\mathbb{R}} \frac{\mu(dx)}{z - x}, \quad z \in \mathbb{H}^\uparrow, \quad (7)$$

and we denote $F_\mu(z) := 1/G_\mu(z)$. Note that $F_\mu$ maps $\mathbb{H}^\uparrow$ into itself. It is known [2] that there exist $\alpha, M > 0$ such that $F_\mu$ has a right compositional inverse $F_\mu^{-1}$ defined in the region

$$\Gamma_{\alpha,M} := \{ z \in \mathbb{C} : |\text{Re}(z)| < \alpha \text{Im}(z), \text{Im}(z) > M \}.$$ 

The *Voiculescu transform* of $\mu$ is defined by $\phi_\mu(z) = F_\mu^{-1}(z) - z$, for $z \in \Gamma_{\alpha,M}$.

The free additive convolution of two probability measures $\mu_1, \mu_2$ on $\mathbb{R}$ is the measure $\chi = \mu_1 \boxplus \mu_2$ such that $\phi_\chi(z) = \phi_{\mu_1}(z) + \phi_{\mu_2}(z)$ on some region $\Gamma_{\alpha,M}$ where both $\phi_{\mu_1}(z)$ and $\phi_{\mu_2}(z)$ are defined.

We say that a probability measure $\mu$ on $\mathbb{R}$ is *freely infinitely divisible* (or *$\boxplus$-infinitely divisible*) if for all $n$ there exists a probability measure $\mu_n$ such that $\mu = \mu_n^{\boxplus n}$ (meaning $\mu$ is the $n$-fold $\boxplus$-convolution of $\mu_n$ with itself). It is known that $\mu$ is freely infinitely divisible if and only if $\phi_\mu$ can be extended to an analytic function in $\mathbb{H}^\uparrow$, where it has the following integral representation

$$\phi_\mu(z) = \gamma_\mu + \int_{\mathbb{R}} \frac{1 + xz}{z - x} \tau_\mu(dx), \quad (8)$$

for $\gamma_\mu \in \mathbb{R}$ and a finite non-negative measure $\tau_\mu$.

Next we introduce free regular measures: these are free analogues of distribution of a subordinator.

**Definition 3.** A probability measure $\mu$ is called *free regular* if it is $\boxplus$-infinitely divisible and $\mu^{\boxplus t}$ is supported on $[0, \infty)$ for all $t > 0$.

The class of free regular measures will be denoted by $I^\boxplus_{r+}$. Free regular distributions were introduced in [12] and studied later in [1, 13]. Note that free regular measures are defined differently in [1], but our definition 3 is an equivalent one (see [1][Theorem 4.2]).

The following result was essentially established in [1], though it was not stated explicitly in this way.

**Proposition 1.** A probability measure $\mu$ is free regular if and only if the function $z \in [0, \infty) \mapsto \phi_\mu(-z)$ belongs to the class $CBF^\boxplus$.

To prove this result, we note that Theorem 4.2 in [1] tells us that $\mu \in I^\boxplus_{r+}$ if and only if $\mu$ is $\boxplus$-infinitely divisible, $\phi_\mu(-0) \geq 0$ and $\tau_\mu(-\infty, 0) = 0$, where $\tau_\mu$ is the measure in the representation (8). Thus

$$\phi_\mu(-z) = \gamma_\mu + \int_{[0,\infty)} \frac{xz - 1}{z + x} \tau_\mu(dx) = \gamma_\mu + \int_{[0,\infty)} \left( \frac{x}{1 + x^2} - \frac{1}{z + x} \right) (1 + x^2) \tau_\mu(dx), \quad (9)$$

so it is clear that $\phi_\mu(-z)$ maps $\mathbb{H}^\uparrow$ into $\mathbb{H}^\uparrow$. It is also clear from (9) that $\phi_\mu(-z)$ is increasing on $(0, \infty)$, and since $\phi_\mu(-0) \geq 0$ we conclude that $\phi_\mu(-z) > 0$ for $z > 0$. Theorem 1(ii) tells us that $\phi_\mu(-z)$ must be a complete Bernstein function, and the fact that the linear drift coefficient is zero is obvious from (8). The other direction (showing that for any $f \in CBF^\boxplus$ there exists a free regular measure $\mu$ such that $\phi_\mu(-z) = f(z)$ for $z > 0$) is left to the reader.

Proposition 1 tells us that with any $f \in CBF^\boxplus$ we can associate a $\boxplus$-convolution semigroup $\mu^{\boxplus t}(dx) = \mu^{\boxplus t}(f; dx) \in I^\boxplus_{r+}$ via the Voiculescu transform

$$\phi_{\mu^{\boxplus t}}(z) = tf(-z), \quad z < 0, \quad (10)$$

and, conversely, any $\boxplus$-convolution semigroup in $I^\boxplus_{r+}$ can be constructed in such a way.
Remark 1. we remind the reader that the measure \( \mu \) can be recovered from the Cauchy transform by Stieltjes inversion formula:

\[
\mu(u, v) = \lim_{y \to 0^+} \frac{-1}{\pi} \int_u^v \text{Im}(G_\mu(x + iy))dx,
\]

which is valid for all continuity points \( u, v \) of the measure \( \mu \). This fact will be used in Section 3.

## 2 Results

As we discussed in Sections 1.2 and 1.3, the class \( \mathcal{I}_{r+}^\# \) of free regular \( \# \)-convolution semigroups is in bijection with the class \( \mathcal{CBF}^\# \) of complete Bernstein functions with zero linear drift, and the same is true for the class of \( \ast \)-convolution semigroups in \( \mathcal{BO}^\# \). The next theorem is our main result: it establishes an identity between the corresponding semigroups in \( \mathcal{I}_{r+}^\# \) and \( \mathcal{BO}^\# \).

**Theorem 2.** Fix a function \( f \in \mathcal{CBF}^\# \) and define a \( \ast \)-convolution semigroup \( \nu^{\ast t}(dx) = \nu^{\ast t}(f; dx) \in \mathcal{BO}^\# \) via (6) and a \( \# \)-convolution semigroup \( \mu^{\# t}(dx) = \mu^{\# t}(f; dx) \in \mathcal{I}_{r+}^\# \) via (10). Then for all \( t > 0 \) and \( w > 0 \) we have

\[
\int_{[0, \infty)} e^{-wx} \mu^{\# t}(dx) = w^{-1} \int_0^w \nu^{\ast wt}[0, y]dy.
\]

**Proof.** Without loss of generality, it is enough to consider the case when \( f(0+) = 0 \). This is true since for any \( f \in \mathcal{CBF}^\# \) and \( \kappa \geq 0 \) we have

\[
\nu^{\ast t}(\kappa + f; dy) = e^{-\kappa t} \nu^{\ast t}(f; dy), \quad t, y \geq 0,
\]

\[
\mu^{\# t}(\kappa + f; dx) = 1_{\{x - \kappa t \geq 0\}} \mu^{\# t}(f; d(x - \kappa t)), \quad t, x \geq 0.
\]

These results can be easily derived from the definitions of the semigroups \( \nu^{\ast t} \) and \( \mu^{\# t} \) in Sections 1.2 and 1.3 and we leave all the details of this derivation to the reader.

Let us now consider a function \( f \in \mathcal{CBF}^\# \) such that \( f(0+) = 0 \). Associated to this function we have a subordinator \( Y = \{Y_t\}_{t \geq 0} \) such that \( \mathbb{E}[\exp(-zY_t)] = \exp(-tf(z)) \). In particular, we have \( \mathbb{P}(Y_t \in dy) = \nu^{\ast t}(dy) \) for \( t, y \geq 0 \). For each \( y \geq 0 \) we define \( \tau_y = \inf\{t \geq 0 : t - Y_t \geq y\} \), with the understanding that \( \inf\emptyset = +\infty \). The process \( \tau = \{\tau_y\}_{y \geq 0} \) is also a (possibly killed) subordinator (see [11][Corollary 3.14]), thus there exists a Bernstein function \( \psi \) such that \( \psi(z) = -\ln\mathbb{E}[\exp(-z\tau_1)] \). It is known that \( \psi \) satisfies the functional equation

\[
\psi(w) - f(\psi(w)) = w, \quad w > 0,
\]

see [11][Theorem 3.12]. Moreover, the distribution of \( \tau \) is related to the distribution of \( Y \) via Kendall’s identity

\[
\mathbb{P}(\tau_y \in ds)dy = \frac{y}{s} \mathbb{P}(s - Y_s \in dy)ds,
\]

see [5], [6], [10] or [11][Exercise 6.10].

Our next goal is to show that \( \psi(z) = -F_\mu(-z) \) for \( z > 0 \), where \( F_\mu(z) = 1/G_\mu(z) \) and \( \mu = \mu^{\# 1}(f; dx) \). Note that we have \( \phi_\mu(z) = f(-z) \) for \( z < 0 \) and the function \( z \in (-\infty, 0) \mapsto F_\mu^{-1}(z) = z + \phi_\mu(z) \) is the right-compositional inverse of \( F_\mu \) (see the discussion in Section 1.3). Thus, for \( z > 0 \) we obtain

\[
F_\mu^{-1}(-z) = -z + \phi_\mu(-z) = -z + f(z)
\]

and

\[
-z = F_\mu(F_\mu^{-1}(-z)) = F_\mu(-z + f(z)).
\]
At the same time, from (13) we conclude that
\[ -z = -\psi(z - f(z)) \] (16)
for all \( z > 0 \) such that \( z - f(z) > 0 \). Comparing (15) and (16), we see that \( \psi(z) = -F_{\mu}(-z) \) for all \( z > 0 \) such that \( z - f(z) > 0 \), and by analytic continuation this must hold for all \( z \in \mathbb{C} \setminus (-\infty, 0] \).

Next, using Fubini’s Theorem, we obtain
\[
\int_0^\infty e^{-zs} \left[ \int_{[0,\infty)} e^{-sx} \mu(dx) \right] ds = \int_{[0,\infty)} \frac{\mu(dx)}{z + x} = -G_{\mu}(-z) = \frac{1}{1 - F_{\mu}(-z)} = \frac{1}{\psi(z)},
\] (17)
for all \( z > 0 \). Note that \( \tau_y \) is a subordinator with unit linear drift, thus according to [3][Proposition 1.7] the renewal measure
\[
U(ds) = \int_0^\infty \mathbb{P}(\tau_y \in ds)dy
\]
is absolutely continuous with respect to Lebesgue measure, so that \( U(ds) = u(s)ds \). It is also well known that the renewal measure satisfies
\[
\int_0^\infty e^{-zs} U(ds) = \int_0^\infty e^{-zs} u(s)ds = \frac{1}{\psi(z)}, \quad z > 0.
\] (18)
From (17), (18) and uniqueness of the Laplace transform we conclude that
\[
\int_{[0,\infty)} e^{-sx} \mu(dx) = u(s), \quad s \geq 0.
\] (19)
We use Kendall’s identity (14) in order to find the density of the renewal measure of the subordinator \( \tau \):
\[
u(s)[0,y)dy = \left[ \int_{[0,\infty)} Y_s \mathbb{P}(s - Y_s \in dy) \right] ds = \left[ \int_{[0,s]} \frac{s - y}{s} \mathbb{P}(Y_s \in dy) \right] ds
\] (20)
where the fourth step is justified by integration by parts. Combining (19) and (20) we obtain
\[
\int_{[0,\infty)} e^{-sx} \mu^{\otimes 1}(f; dx) = \frac{1}{s} \int_0^s \nu^{*s}(f; [0,y])dy, \quad s > 0,
\]
which is equivalent to (12) with \( t = 1 \). To obtain the general case one only needs to replace \( f \) by \( tf \) and use the fact that
\[
\mu^{\otimes 1}(tf; dx) = \mu^{\otimes t}(f; dx) \quad \text{and} \quad \nu^{*s}(tf; dy) = \nu^{*st}(f; dy).
\]

\[ \Box \]

**Remark 2.** While proving Theorem 2 we have established the following characterization of free regular measures: a probability measure \( \mu \) is free regular if and only if its Laplace transform is equal to the density of the renewal measure of the subordinator \( \tau = \{\tau_y\}_{y \geq 0} \) obtained from a subordinator \( Y = \{Y_t\}_{t \geq 0} \) in the Bondesson class \( \text{BO}^\flat \) via
\[
\tau_y = \inf \{t \geq 0 : t - Y_t \geq y\}.
\]
The following corollary of Theorem 2 shows that the cumulative distribution function of any measure in the Bondesson class \( BO^\flat \) can be expressed in terms of the corresponding \( \boxplus \)-convolution semigroup. This result is easily derived by rescaling \( t \mapsto t/w \) and taking derivative \( d/dw \) of both sides of identity (12).

**Corollary 1.** Let \( \nu \in BO^\flat \) and let \( f \in CBF^\flat \) be the corresponding Laplace exponent, as defined in (5). Then

\[
\nu^s[0, w] = \frac{d}{dw} \left[ w \int_{[0, \infty)} e^{-xw} \mu^t_w(f; dx) \right], \quad t, w > 0.
\]  

(21)

**3 Examples**

In this section we consider several examples where computations can be carried out explicitly in terms of elementary or special functions.

**Example 1**

First we take \( f(z) = z^{1-\alpha} \), where \( \alpha \in (0, 1) \). It is clear that \( f \in CBF \) (see Theorem 1(ii)). Moreover, we have \( f \in CBF^\flat \), since \( f(z)/z \to 0 \) as \( z \to +\infty \). The \( * \)-convolution semigroup \( \nu^s(f; dy) \) corresponds to the stable subordinator with parameter \( \tilde{\alpha} = 1 - \alpha \) while the \( \boxplus \)-convolution semigroup \( \mu^t \boxplus(f; dx) \) comes from the free stable measures with parameters \( \alpha \) and \( \rho = 1 \) (see [9]). Using the series representation for the characteristic function of \( \mu^1(dx) \) (see [9][Theorem 1.8]) coupled with the fact that free stable distributions satisfy the scaling property \( \mu^t(dx) = \mu^1(d(xt^{-1/\alpha})) \), we compute

\[
\int_{[0, \infty)} e^{-zx} \mu^t(dx) = \sum_{n \geq 0} \frac{(-1)^n z^{\alpha n} t^n}{n! \Gamma(2 + (\alpha - 1)n)}, \quad z > 0.
\]  

(22)

From Corollary 1 and the above result we derive the following formula for the cumulative distribution function of a positive stable random variable with parameter \( \tilde{\alpha} = 1 - \alpha \):

\[
\nu^s[0, w] = \sum_{n \geq 0} \frac{(-1)^n t^n w^{-\tilde{\alpha} n}}{n! \Gamma(1 - \tilde{\alpha} n)}, \quad w > 0.
\]  

(23)

Formula (23) is not new: it can be easily derived from the well-known series representation of the density of a stable distribution (see [15][formula 2.4.8])

\[
\nu^s(dy) = \frac{1}{\pi} \sum_{n \geq 1} (-1)^{n-1} t^n \frac{\Gamma(1 + \tilde{\alpha} n)}{n!} \sin(n\tilde{\alpha} \pi) y^{-\tilde{\alpha} n-1} dy, \quad y > 0,
\]  

(24)

by writing \( \nu^s[0, w] = 1 - \nu^s(w, \infty) \), integrating the infinite series (24) term-by-term in order to compute \( \nu^s(w, \infty) \) and applying the reflection formula for the Gamma function and then simplifying the result.

The computation in the above example could also be performed in the opposite direction: we could have started with the series representation (24) and then derived the Laplace transform of a free stable distribution via Theorem 2, from where it would be easy to obtain the series representations for the density of free stable distributions. The latter formulas were originally derived in [9] using Mellin transform techniques, thus our Theorem 2 provides an alternative method for obtaining such results.
Example 2

Let \( f(z) = \ln(1 + z) \). Then \( f \in \mathbb{CBF} \), as can be easily verified by using Theorem 1(ii), and since \( f(z)/z \to 0 \) as \( z \to +\infty \) we have \( f \in \mathbb{CBF}^\flat \). It is well known that \( f \) is the Laplace exponent of a Gamma process and the corresponding \(*\)-convolution semigroup is given by

\[
\nu^*(dx) = \frac{1}{\Gamma(t)} x^{t-1} e^{-x} dx, \quad x > 0.
\]

Thus \( \nu^*[0, y] = \gamma(t, y)/\Gamma(t) \), where \( \gamma(t, y) \) is the incomplete Gamma function (see [8][Section 8.35]). For \( w, t > 0 \) we compute

\[
\int_{[0, \infty)} e^{-wx} \mu^\Box_t(dx) = w^{-1} \int_0^w \nu^*[0, y] dy = \frac{w^{-1}}{\Gamma(wt)} \int_0^w \gamma(wt, y) dy
\]

\[
= \frac{w^{-1}}{\Gamma(wt)} \left[ y\gamma(wt, y) \right]_0^w - \int_0^w y \times y^{wt-1} e^{-y} dy
\]

\[
= \frac{w^{-1}}{\Gamma(wt)} \left[ w\gamma(wt, w) - \gamma(wt + 1, w) \right]
\]

\[
= \frac{1}{\Gamma(wt)} ((1-t)\gamma(wt, w) + w^{wt-1} e^{-w}),
\]

where in the third step we used integration by parts and in the last step we used the identity

\[
\gamma(a + 1, x) = a\gamma(a, x) - x^a e^{-x}.
\]

Formula (25) implies a rather non-trivial result that the function

\[
w \mapsto \frac{1}{\Gamma(wt)} ((1-t)\gamma(wt, w) + w^{wt-1} e^{-w})
\]

is completely monotone, for every \( t > 0 \). In particular, setting \( t = 1 \) in (25) we obtain the following result

\[
\frac{1}{\Gamma(w)} w^{w-1} e^{-w} = \int_{[0, \infty)} e^{-wx} \mu^\Box_1(dx), \quad w > 0,
\]

which shows that the function \( w \in (0, \infty) \mapsto w^{w-1} e^{-w}/\Gamma(w) \) is completely monotone. This fact was mentioned earlier in [6][Example 6], however now we have identified that the measure appearing the Bernstein representation of this completely monotone function is free-regular and it corresponds to Voiculescu transform \( \phi_{\mu^\Box_1}(z) = \ln(1 - z) \).

One could show that the inverse function of \( z \mapsto z + t \ln(1 - z) \) is \( F_{\mu^\Box_1}(z) = 1 + W_{-1}(-e^{(z-1)/t})/t \), where \( W_{-1} \) is the non-principal real branch of the Lambert W-function (see [6][Proposition 4] and [7]). This gives us the Cauchy transform \( G_{\mu^\Box_1} \) and we could use Stieltjes inversion (11) in order to recover the measure \( \mu^\Box_t(dx) \) explicitly in terms of \( W_{-1} \) function, however the resulting expression is complicated and does not seem to be particularly interesting or useful.

Example 3

Next, we consider \( f(z) = z/(z + 1) \). This function belongs to \( \mathbb{CBF}^\flat \), since it can be obtained from (4) by setting \( a = 1/2, \ b = 0 \) and \( \rho(dx) = \delta_1(dx) \). We find \( \phi_{\mu^\Box_1}(z) = tz/(z - 1) \) and \( F_{\mu^\Box_1}^{-1}(z) = z + tz/(z - 1) \).
for \( z < 0 \). By finding the inverse function of \( z \in (\mathbb{R}, 0) \mapsto z + tz/(z - 1) \) and using the fact that \( zF_t^{-1}(z) \to 1 \) as \( z \to -\infty \) we obtain

\[
F_{\mu^{\oplus t}}(z) = \frac{1}{2} \left( z + 1 - t - \sqrt{(z + 1 - t)^2 - 4z} \right), \quad z < 0.
\]

Thus

\[
G_{\mu^{\oplus t}}(z) = \frac{2}{z + 1 - t - \sqrt{(z + 1 - t)^2 - 4z}} = \frac{1}{2z} \left( z + 1 - t + \sqrt{(z + 1 - t)^2 - 4z} \right),
\]

and using the Stieltjes inversion (11) we conclude that

\[
\mu^{\oplus t}(dx) = \max(0, 1 - t)\delta_0(dx) + \frac{1}{2\pi x} \sqrt{4t - (x - 1 - t)^2} \mathbf{1}_{((1 - \sqrt{t})^2 < x < (1 + \sqrt{t})^2)} dx,
\]

which is the well-known Marchenko-Pastur distribution (also known as the free Poisson distribution).

Having found explicitly the \( \oplus \)-convolution semigroup \( \mu^{\oplus t}(dx) \), our goal now is to do the same for the corresponding \( * \)-convolution semigroup \( \nu^{*t}(dy) \). We note that

\[
f(z) = \frac{z}{z + 1} = \int_0^\infty (1 - e^{-zx})e^{-x} dx, \quad z > 0,
\]

which means that the subordinator \( Y \) is a compound Poisson process whose jumps are exponentially distributed. More precisely, we can write

\[
Y_t = \sum_{n=1}^{N_t} \eta_i,
\]

where \( N_t \) is the standard Poisson process and \( \eta_i \) are independent random variables having distribution \( \mathbb{P}(\eta_i \in dx) = e^{-x} dx \). From this representation we obtain

\[
\nu^{*t}(dy) = \mathbb{P}(Y_t \in dy) = \mathbb{P}(N_t = 0)\delta_0(dy) + \sum_{n \geq 1} \mathbb{P}(N_t = n) \times \mathbb{P}(\eta_1 + \eta_2 + \cdots + \eta_n \in dy)
\]

\[
= e^{-t}\delta_0(dy) + \sum_{n \geq 1} \frac{t^n e^{-t}}{n!} \times \frac{y^{n-1} e^{-y}}{(n-1)!} dy = e^{-t}\delta_0(dy) + \sqrt{t/ye^{-t-y}} I_1(2\sqrt{ty}) dy,
\]

where \( I_\nu(z) \) denotes the modified Bessel function of the second kind (see [8]). Then formula (21) gives us the following result

\[
\nu^{*t}[0, w] = e^{-t} + \int_0^w \sqrt{t/ye^{-t-y}} I_1(2\sqrt{ty}) dy
\]

\[
= \frac{d}{dw} \left[ \max(0, w - t) + \int_{(1 - \sqrt{t/w})^2}^{(1 + \sqrt{t/w})^2} e^{-xw} \frac{w}{2\pi x} \sqrt{4t/w - (x - 1 - t/w)^2} dx \right],
\]

valid for \( t, w > 0 \). We were not able to find this identity in [8] or other tables of integrals.

9
Example 4
Here we take \( f(z) = \sqrt{1 + 2z} \). Again, we check that \( f \in \mathcal{CBF}^♭ \) using Theorem 1(ii) and checking that \( f(z)/z \to 0 \) as \( z \to +\infty \). As in Example 3, we compute
\[
F_{\mu^{\otimes t}}(z) = z - t^2 - t\sqrt{1 + t^2 - 2z}, \quad z < 0,
\]
and
\[
G_{\mu^{\otimes t}}(z) = \frac{z - t^2 + t\sqrt{1 + t^2 - 2z}}{z^2 - t^2}, \quad z < 0.
\]
The Stieltjes inversion (11) gives us the \( \otimes \)-convolution semigroup
\[
\mu^{\otimes t}(dx) = \max(0, 1 - t)\delta_t(dx) + \frac{t\sqrt{2x - 1 - t^2}}{\pi(x^2 - t^2)}\frac{1_{\{x>(1+t^2)/2\}}}{dx}.
\]
At the same time, it is well-known that the corresponding \( * \)-convolution semigroup comes from the Inverse Gaussian subordinator, so that we have
\[
\nu^{\ast t}(dy) = \frac{t}{\sqrt{2\pi y^3}} \exp(-t - (y - t)^2/(2y))dy.
\]
From formula (21) we obtain the following integral identity
\[
\mathbb{P}(Y_t \leq w) = \int_0^w \frac{t}{\sqrt{2\pi y^3}} \exp(-t - (y - t)^2/(2y))dy
\]
\[
= \frac{d}{dw}\left[e^{-t}\max(0, w - t) + t \int_{(1+(t/w)^2)/2}^\infty e^{-x} \frac{\sqrt{2x - 1 - (t/w)^2}}{\pi(x^2 - (t/w)^2)} dx\right],
\]
which again seems to be a new and non-trivial result.
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