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Abstract

Empirical researchers are often interested in not only whether a treatment affects an outcome of interest, but also how the treatment effect arises. Causal mediation analysis provides a formal framework to identify causal mechanisms through which a treatment affects an outcome. The most popular identification strategy relies on so-called sequential ignorability (SI) assumption which requires that there is no unobserved confounder that lies in the causal paths between the treatment and the outcome. Despite its popularity, such assumption is deemed to be too strong in many settings as it excludes the existence of unobserved confounders. This limitation has inspired recent literature to consider an alternative identification strategy based on an instrumental variable (IV). This paper discusses the identification of causal mediation effects in a setting with a binary treatment and a binary instrumental variable that is both assumed to be random. We show that while IV methods allow for the possible existence of unobserved confounders, additional monotonicity assumptions are required unless the strong constant effect is assumed. Furthermore, even when such monotonicity assumptions are satisfied, IV estimands are not necessarily equivalent to target parameters.
1 Introduction

Understanding causal mechanisms through which a treatment or an intervention ($D$) affects an outcome ($Y$) is a fundamental goal of social science. Researchers are interested not only in identifying whether there is a treatment effect, but also in understanding how such a treatment effect arises. Suppose, for example, that an early childhood program ($D$) shows a positive effect on an adult outcome ($Y$). An important question that follows is whether and to what extent such effect can be attributed to a change in an educational achievement that is itself induced by the program, (see Heckman et al. (2013)). Causal mediation analysis offers a formal framework to uncover causal mechanism, a set of casual pathways connecting $D$ and $Y$, underlying observed treatment effects. Specifically, it aims at decomposing a total effect of $D$ on $Y$ into an indirect effect operating through a third variable called “mediator”, $M$, (e.g., through years of education) and a direct effect that does not operate through that mediator (e.g., through personality traits). Understanding the mechanism of causal effects allows one to design more effective policies which may involve altering specific causal pathways.

Decomposing the total treatment effect into direct and indirect effects is a challenging task. Even with the “gold standard” randomized controlled trial (RCT) where the treatment is randomized, direct and indirect effects are not identified without further assumptions since the mediator, a post-intervention outcome, is in general non-random, thus making it difficult to identify the causal effect of the mediator on the outcome. The so-called black box critique of RCTs illustrates the difficulty of performing causal mediation analysis.

The additional assumption that is commonly invoked in the literature in order to identify direct and indirect effects is so-called “sequential ignorability” (SI) assumption, which is essentially a selection-on-observables assumption on both $D$ and $M$. Under the sequential ignorability assumption, $D$ and $M$ can be considered as-if random after controlling for the relevant set of observable covariates. To illustrate the identification power of SI, let us consider a linear regression model for the random $D$ as follows: for simplicity, let us assume that there is no covariate:

$$Y_i = b_0 + b_1 D_i + b_2 M_i + b_3 D_i M_i + u_i, \quad M_i = a_0 + a_1 D_i + v_i.$$ (1)

Here, $(u_i, v_i)$ are unobservables. SI assumes that $corr(u_i, D_i) = corr(u_i, M_i) = 0$ and $cov(D_i, v_i) = 0$, which in turn implies $corr(u_i, v_i) = 0$ after controlling for relevant covariates $X_i$. Under these assumptions, coefficients ($a, b$) can be consistently estimated using least-squares method and direct and indirect effects are then estimated as a function of estimated coefficients.

Sequential ignorability assumption is arguably strong as it excludes unobserved confounders affecting both $M$ and $Y$, which is unlikely to hold in many realistic settings. For instance in early childhood programs, SI fails if there is an unobserved individual trait such as perseverance which
affects both education levels \((M)\) and earnings \((Y)\) regardless of the program participation \((D)\). In the context of linear regression model above, even after controlling a rich set of covariates, we may still have \(\text{corr}(u_i, v_i) \neq 0\), leading to failure of SI.

Recently, several papers have proposed an alternative identification strategy based on instrumental variables (IV) to address the possible existence of unobserved confounders. Theoretical papers include Frölich and Huber (2017), Dippel et al. (2020), Imai et al. (2013) and Mattei and Mealli (2011). Empirical paper include Chen et al. (2019) and Dippel et al. (2021). Assuming that \(D\) random, the method supposes the existence of valid IV, denoted by \(Z\), for \(M\) in the sense that (i) \(Z\) is exogenous to both \(D\) and \(M\), and (ii) \(Z\) affects \(Y\) only through \(M\). The method attempts to exploit the resulting exogenous variation in \(M\) generated by \(Z\). In a linear regression model, we now have

\[
Y_i = b_0 + b_1 D_i + b_2 M_i + b_3 D_i M_i + u_i, \quad M_i = a_0 + a_1 D_i + a_2 Z_i + a_3 D_i Z_i + v_i \tag{2}
\]

where coefficients are estimated using IV methods where \((D_i, M_i, D_i M_i)\) is instrumented by \((D_i, Z_i, D_i Z_i)\). This produces a consistent estimator of the coefficients \((a, b)\), and thus (in)direct effects as well even when \(\text{corr}(u_i, v_i) \neq 0\).

While IV methods can address unobserved confounders in the relationship between \(M\) and \(Y\), they generally involve additional assumptions other than exogeneity and exclusion restriction once we attempt to move beyond the linear regression model. In a non-mediation setting where we aim to identify the causal effect of \(D\) on \(Y\) using \(Z\) as an IV for \(D\), Imbens and Angrist (1994) shows that either (i) constant effect assumption or (ii) so-called monotonicity assumption is required for IV estimand to have a causal interpretation. Imbens and Angrist (1994) also shows that under the heterogeneous effect setting, even when the monotonicity assumption is satisfied, the average treatment effect is not identified; instead we can only identify the average treatment effect for a certain subpopulation known as the compliers.

Similar arguments are expected to hold in mediation settings as well, albeit more complex. However, despite its increasing popularity, there is no formal result outlining the formal identification result under IV in a mediation setting. This paper fills this gap by formally deriving a set of required assumptions in the context of randomized treatment. Our first result shows that when the constant effect is assumed, IV estimator for (in)direct effects identifies the true (in)direct effects. Such constant effect amounts to assuming that the linear model above is correctly specified: that the coefficients \((a, b)\) are truly constant after controlling for all observable covariates.

When such assumption is violated due to random (unobserved) coefficients (that is, the true model has \((a_i, b_i)\) rather than \((a, b)\)), we show that certain monotonicity assumptions are required for IV estimands to have causal interpretations, in the sense that it identifies a positively weighted averages of some subgroup effects. Specifically, we need \(M\) to be partially monotonic in both \((D, Z)\) similar
to Imbens and Angrist (1994)’s no-defier assumption. Finally, we show that even when such partial monotonicity assumption is satisfied, there is no guarantee that IV estimands are informative on the target parameter, similar to Imbens and Angrist (1994)’s result that IV methods identify LATE, not ATE.

2 Framework and Identifiability

Figure 1: Mediation Diagram

The aim of causal mediation analysis is to quantify the extent to which the effect of a treatment on an outcome is mediated by a third variable, called “mediator”. Let us decompose a total effect of a treatment on an outcome into an indirect effect (or mediated effect) which operates through the mediator, and a direct effect (or unmediated effect) which does not operate through the mediator, as depicted in Figure 1.

Throughout the paper we consider a simple case of a binary treatment and a binary mediator. For each individual $i$, let $D_i \in \{0, 1\}$ be an indicator of treatment (1: treated, 0: not treated), $M_i \in \{0, 1\}$ be a binary mediator and $Y_i \in \mathbb{R}$ be an outcome of interest. We observe $(D_i, M_i, Y_i)$ for a random sample of individuals. For simplicity, let us suppress the individual index $i$. In addition, we abstract from any covariates and implicitly condition on them.

2.1 Potential outcomes and causal effects

Following the literature, we define indirect and direct effects using the potential outcomes (or counterfactual) framework (see, for example, Pearl (2001)). Let $M_{d}$ denote the potential mediator value when the treatment is set to $D = d$. Let $Y_{d,m}$ be the potential outcome when the treatment is set to $D = d$ and the value of mediator is set to $M = m$. Similarly, $Y_{d,M_d'}$ is the potential outcome where the treatment is set to $D = d$ while the mediator is set to $M = M_d'$, i.e., its potential value that would take under the treatment state $d'$. In this way, for each individual, we have two potential mediators, $(M_1, M_0)$, and four potential outcomes, $(Y_{1,M_1}, Y_{1,M_0}, Y_{0,M_1}, Y_{0,M_0})$. Only one of each is observed. Realized outcome $Y$ and realized mediator $M$ satisfy the following conditions:

$$M = M_D = DM_1 + (1 - D)M_0, \quad Y = Y_{D,M_D} = DY_{1,M_1} + (1 - D)Y_{0,M_0}.$$
Note that a counterfactual $Y_{d,M_{d'}}$ for $d \neq d'$ is never observed in data, unless an individual has $M_d = M_{d'}$. Since only one of $(M_1, M_0)$ is revealed by data, it is not known a priori whether a certain individual has $M_1 = M_0$ or not.

In this paper we focus on mean effects. *Average Total Effect* (ATE) of treatment is defined as follows:

$$ ATE = \mathbb{E}[Y_{1,M_1} - Y_{0,M_0}]. $$

Note that when the treatment is randomized, $ATE$ is easily identified by $\mathbb{E}[Y|D = 1] - \mathbb{E}[Y|D = 0]$.

There are two ways to decompose $ATE$: First,

$$ ATE = \frac{\mathbb{E}[Y_{1,M_1} - Y_{1,M_0}]}{NIE_1} + \frac{\mathbb{E}[Y_{1,M_0} - Y_{0,M_0}]}{NDE_0}. $$

Second,

$$ ATE = \frac{\mathbb{E}[Y_{1,M_1} - Y_{0,M_1}]}{NDE_1} + \frac{\mathbb{E}[Y_{0,M_1} - Y_{0,M_0}]}{NIE_0}. $$

Following Pearl (2001), we define *natural* direct effects (NDE) as follows:

$$ NDE_d = \text{def } \mathbb{E}[Y_{1,M_d} - Y_{0,M_d}], \text{ for } d = 0, 1 $$

which measures the average change in outcomes due to the treatment, while the mediator is kept at its level that would be realized when $D = d$. Since the mediator is held fixed at $M = M_d$, $NDE$ measures the effect that does not operate through $M$. To motivate $NDE_0$, say, imagine the status quo where everyone is untreated so that $Y^{pre} = Y_{0,M_0}$ for all. Now, suppose that the new policy requires that everyone gets treated, while a policy-maker possibly deactivated the path from $D$ to $M$ so that $M$ is kept unchanged. Then $Y^{post} = Y_{1,M_0}$ would be realized. $NDE_0 = \mathbb{E}[Y^{post} - Y^{pre}]$ measures the effect of such policy change. Such definition of direct effect is called *natural* direct effect due to Pearl (2001), in contrast to the *non-natural* or *controlled* direct effect defined by $\mathbb{E}[Y_{1,m} - Y_{0,m}]$ for $m = 0, 1$. Unlike natural direct effects, controlled direct effects set the value of mediator to certain level, $m$.\(^1\) While controlled direct effects can be of interest as well, we focus on the natural direct effects following the majority of the literature.

\(^1\)That is, natural DE is important when we hypothesize any path-disabling intervention. This is in contrast to the variable-setting intervention where we set $M = m$ for everyone, as being hypothesized by the controlled DE (CDE). It is implied in the definition of CDE that a policy-maker can conceivably set $M$ to specific value for everyone regardless of $D$. Whether that is realistic or policy-relevant would depend on the context of studies.
Similarly, natural indirect effects are defined as follows:

\[ NIE_d \overset{\text{def}}{=} E[Y_{d,M_1} - Y_{d,M_0}], \quad \text{for } d = 0, 1 \]  

which measures the average change in outcomes when the value of mediator changes from the value that would be realized under the control state (i.e., \( M = M_0 \)) to the value that would be realized under the treatment state (i.e., \( M = M_1 \)) while the treatment is fixed at its reference level, \( D = d \).

### 2.2 Identification issues and sequential ignorability assumption

Identification of natural direct and indirect effects is challenging. Even when the treatment is randomized, there is no guarantee that the mediator is exogenous. Since our aim is to understand implications of the mediator endogeneity, we maintain the assumption that the treatment is random in order to isolate the essence of the problem:

**Assumption 1** (treatment exogeneity). For all \( d, d', \) and \( m \), let

\[ \{Y_{d,m}, M_{d'}\} \perp \perp D. \]

Hereafter, we use \( \perp \perp \) to denote a mean independence. This assumption is satisfied for instance when we have a randomized experiment where a treatment is randomly allocated across individuals. Recall that we implicitly condition on observable covariates. Thus the assumption also covers observational studies where researchers can reasonably assume that the treatment is unconfounded after controlling for sets of covariates.

\( M \) is endogenous if there exists a common factor simultaneously affecting both \( M \) and \( Y \). In order to identify the causal effect of \( M \) on \( Y \), it is necessary to control for all of these common factors. The "sequential ignorability" (SI) proposed by Imai et al. (2010) assumes that these common factors are all observables, and thus can be controlled. Specifically SI assumes that for all \( d, d', m \), we have

\[ M \perp \perp Y_{d,m} \mid D = d' \]

after controlling for observable covariates. Under SI assumptions, natural direct and indirect effects are nonparametrically identified as shown in Imai et al. (2010).

### 3 Instrumental Variable Approach to Mediation Analysis

SI assumption requires that confounders affecting both \( M \) and \( Y \) are entirely observable. As admitted by Imai et al. (2010), this assumption is rather strong — The assumption cannot be proven and, in many cases, is difficult to justify. Typically, an instrumental variable (IV) method is used when we want
to identify the causal effect of an endogenous variable, where the endogeneity stems from possibly unobserved confounders. Thus recent papers have started to propose an alternative identification strategy based on IVs. We seek to understand the identification power of such IV in a mediation setting. To do so, we consider the case where we have an access to a binary instrument, $Z \in \{0,1\}$, satisfying the following assumption:

**Assumption 2** (binary instrument). There exists a binary instrument, $Z \in \{0,1\}$, such that for all values of $d, d', m, z$, the following statements hold:

(i) randomization of the instrument:

$$\{Y_{d,m}, M_{d}, D\} \perp \perp Z.$$ 

(ii) exclusion restriction: $Y_{d,m,z} = Y_{d,m}$.

(iii) relevance: $\Pr(M|Z = z)$ is a nontrivial function of $z$.

(i) requires that $Z$ is exogenous. Recall that we are implicitly conditioning on covariates. (ii) requires that $Z$ does not affect $Y$ directly. On the other hand (iii) requires that $M$ should be affected by $Z$. Taken together, (ii) and (iii) require that $Z$ affects $Y$ only through $M$.

With such $Z$ at hand, we now augment our potential mediator notation from $M_d$ to $M_{d,z}$. Observed mediator is $M = M_{D,Z}$. We also use the notation $M_0 = M_{0,Z}$ and $M_1 = M_{1,Z}$ so that

$$\begin{align*}
E[M_0] &= E[M_{0,Z}] = E[M_{01}|Z = 1]\Pr(Z = 1) + E[M_{00}|Z = 0]\Pr(Z = 0) \\
&= E[M_{01}]\Pr(Z = 1) + E[M_{00}]\Pr(Z = 0)
\end{align*}$$

where the last equality follows from $M_{d,z} \perp \perp Z$. IV estimators for mediation are then defined by postulating the following linear regression model for $Y$ and $M$:

$$Y = \begin{cases} 
\beta_0 + \beta_1 M + u, & \text{for } D = 0 \\
\alpha_0 + \alpha_1 M + u, & \text{for } D = 1
\end{cases}$$

and

$$M = \begin{cases} 
\pi_0 + \pi_1 Z + v, & \text{for } D = 0 \\
\tau_0 + \tau_1 Z + v, & \text{for } D = 1
\end{cases}$$
Equivalently, we have the following system of linear equations for endogenous variables:

\[
Y = D(\alpha_0 + \alpha_1 M) + (1-D)(\beta_0 + \beta_1 M) + u, \tag{5}
\]
\[
M = D(\pi_0 + \pi_1 Z) + (1-D)(\tau_0 + \tau_1 Z) + v \tag{6}
\]

where it is assumed that

\[
\mathbb{E}[u|D, Z] = \mathbb{E}[v|D, Z] = 0.
\]

Linear coefficients, \(\theta = (\alpha, \beta, \pi, \tau)\), are estimated by running an IV regression of \(Y\) on \(M\) using \(Z\) as an instrument, separately for each value of \(D\). Let \(\hat{\theta}^{IV}\) denote the resulting IV estimator. Given \(\hat{\theta}^{IV}\), direct and indirect effects are estimated by

\[
\hat{NIE}_0 = \hat{\beta}_1(\hat{\pi}_0 - \hat{\tau}_0 + (\hat{\pi}_1 - \hat{\tau}_1)\hat{E}[Z]) \tag{7}
\]
\[
\hat{NIE}_1 = \hat{\alpha}_1(\hat{\pi}_0 - \hat{\tau}_0 + (\hat{\pi}_1 - \hat{\tau}_1)\hat{E}[Z]) \tag{8}
\]
\[
\hat{NDE}_0 = \hat{\alpha}_0 - \hat{\beta}_0 + (\hat{\alpha}_1 - \hat{\beta}_1) \cdot (\hat{\pi}_0 + \hat{\pi}_1\hat{E}[Z]) \tag{9}
\]
\[
\hat{NDE}_1 = \hat{\alpha}_0 - \hat{\beta}_0 + (\hat{\alpha}_1 - \hat{\beta}_1) \cdot (\hat{\pi}_0 + \hat{\pi}_1\hat{E}[Z]) \tag{10}
\]

where \(\hat{E}[Z] = \sum_{i=1}^{n} Z_i/n\) (see VanderWeele (2016)). Let \(\theta^{IV}\) be the probability limit of \(\hat{\theta}^{IV}\). Probability limits of estimated mediation effects are given as follows:

\[
NIE_0^{IV} = \beta_1^{IV}(\pi_0^{IV} - \tau_0^{IV} + (\pi_1^{IV} - \tau_1^{IV})\hat{E}[Z]) \tag{11}
\]
\[
NIE_1^{IV} = \alpha_1^{IV}(\pi_0^{IV} - \tau_0^{IV} + (\pi_1^{IV} - \tau_1^{IV})\hat{E}[Z]) \tag{12}
\]
\[
NDE_0^{IV} = \alpha_0^{IV} - \beta_0^{IV} + (\alpha_1^{IV} - \beta_1^{IV}) \cdot (\tau_0^{IV} + \tau_1^{IV}\hat{E}[Z]) \tag{13}
\]
\[
NDE_1^{IV} = \alpha_0^{IV} - \beta_0^{IV} + (\alpha_1^{IV} - \beta_1^{IV}) \cdot (\tau_0^{IV} + \tau_1^{IV}\hat{E}[Z]). \tag{14}
\]

On the other hand, nonparametrically, \(NDE_d\) and \(NIE_d\), when augmented with \(Z\), are defined as follows:

\[
NIE_0 = \mathbb{E}[Y_{0, M_1, z} - Y_{0, M_0, z}] = \sum_{z \in \{0,1\}} \mathbb{E}[Y_{0, M_1, z} - Y_{0, M_0, z}] \Pr(Z = z) \tag{15}
\]
\[
NIE_1 = \mathbb{E}[Y_{1, M_1, z} - Y_{1, M_0, z}] = \sum_{z \in \{0,1\}} \mathbb{E}[Y_{1, M_1, z} - Y_{1, M_0, z}] \Pr(Z = z) \tag{16}
\]
\[
NDE_0 = \mathbb{E}[Y_{1, M_0, z} - Y_{0, M_0, z}] = \sum_{z \in \{0,1\}} \mathbb{E}[Y_{1, M_0, z} - Y_{0, M_0, z}] \Pr(Z = z) \tag{17}
\]
\[
NDE_1 = \mathbb{E}[Y_{1, M_1, z} - Y_{0, M_1, z}] = \sum_{z \in \{0,1\}} \mathbb{E}[Y_{1, M_1, z} - Y_{0, M_1, z}] \Pr(Z = z) \tag{18}
\]

Compare, for instance, \(NIE_0^{IV}\) and \(NIE_0\). We show that when the linear model (5 and 6) is correctly specified (i.e., the relationship is truly linear with an additive heterogeneity term), we have \(NIE_d^{IV} = \)
$\text{NIE}_d$ and $\text{NDE}_d^{IV} = \text{NDE}_d$ for all $d = 0, 1$. However, while linearity assumption may be justified on the ground of discreteness of $M$ and $D$, the assumption of constant slopes is strong as it assumes that homogeneity of effects conditional on covariate which is likely to be violated when individuals select into $M$ based on their unobservable gains, a case of what Heckman (2001) calls “essential heterogeneity”. In such case, coefficients $(\alpha, \beta)$ are random even when we control for all observables, and worse, $(\alpha_i, \beta_i)$ may be correlated with $M_i$.

Our aim is to understand how to interpret $\text{NIE}_d^{IV}$ and $\text{NDE}_d^{IV}$, and whether they are informative about target parameters, $\text{NDE}_d$ and $\text{NIE}_d$, when the model is misspecified.

### 3.1 What does IV identify?

As a first step, the following lemma shows what $\theta^{IV}$ identifies:

**Lemma 1** (causal interpretation of $\theta^{IV}$).

\[\beta_1^{IV} = \frac{\mathbb{E}[Y_{0,M01} - Y_{0,M00}]}{\mathbb{E}[M_{01} - M_{00}]}, \quad \beta_0^{IV} = \mathbb{E}[Y_{0,M0}] - \beta_1^{IV} \mathbb{E}[M_0],\]

\[\alpha_1^{IV} = \frac{\mathbb{E}[Y_{1,M11} - Y_{1,M10}]}{\mathbb{E}[M_{11} - M_{10}]}, \quad \alpha_0^{IV} = \mathbb{E}[Y_{1,M1}] - \alpha_1^{IV} \mathbb{E}[M_1]\]

and

\[\pi_1^{IV} = \mathbb{E}[M_{01} - M_{00}], \quad \pi_0^{IV} = \mathbb{E}[M_0] - \pi_1^{IV} \mathbb{E}[Z]\]

\[\tau_1^{IV} = \mathbb{E}[M_{11} - M_{10}], \quad \tau_0^{IV} = \mathbb{E}[M_1] - \tau_1^{IV} \mathbb{E}[Z]\]

where

\[\beta_1^{IV} = \frac{\mathbb{E}[Y_{01} - Y_{00}|M_{01} > M_{00}] \Pr(M_{01} > M_{00}) - \mathbb{E}[Y_{01} - Y_{00}|M_{01} < M_{00}] \Pr(M_{01} < M_{00})}{\Pr(M_{01} > M_{00}) - \Pr(M_{01} < M_{00})}\]

and

\[\alpha_1^{IV} = \frac{\mathbb{E}[Y_{11} - Y_{10}|M_{11} > M_{10}] \Pr(M_{11} > M_{10}) - \mathbb{E}[Y_{11} - Y_{10}|M_{11} < M_{10}] \Pr(M_{11} < M_{10})}{\Pr(M_{11} > M_{10}) - \Pr(M_{11} < M_{10})}\]

See A for proof.
Now, let us focus on the question of what \( NIE_{0}^{IV} \) identifies (\( NIE_{1}^{IV} \) case can be done in a symmetric way). From equation 11, we have

\[
NIE_{0}^{IV} = \beta_{1}^{IV} \left( \pi_{0}^{IV} - \pi_{1}^{IV} + (\pi_{1}^{IV} - \pi_{1}^{IV})E[Z] \right) = \beta_{1}^{IV} \sum_{z \in \{0, 1\}} E[M_{1z} - M_{0z}] \pi_{z}
\]

(19)

while \( NIE_{0} = E[Y_{0,M_{1},z} - Y_{0,M_{0},z}] \) can be written as

\[
\sum_{z \in \{0, 1\}} \left[ E[Y_{01} - Y_{00}|M_{1z} > M_{0z}]\Pr(M_{1z} > M_{0z}) - E[Y_{01} - Y_{00}|M_{1z} < M_{0z}]\Pr(M_{1z} < M_{0z}) \right] \pi_{z}.
\]

(21)

Suppose that the effect \( Y_{01} - Y_{00} \) is constant across individuals. In such case, we have \( \beta_{1}^{IV} = E[Y_{01} - Y_{00}] \) and \( NIE_{0} = NIE_{0}^{IV} \), so that IV estimator of \( NIE_{0} \) identifies the true \( NIE_{0} \). The result can be generalized to other (in)direct effects as well:

**Proposition 1** (IV estimand under constant effects). *Conditional on observables, if \( Y_{d',m'} - Y_{d,m} \) is constant across all individuals, then \( NIE_{d}^{IV} = NIE_{d} \) and \( NDE_{d}^{IV} = NDE_{d} \) for all \( d = 0, 1. \)

### 3.2 Monotonicity Conditions

In general, however, such constant effect assumption is hard to justify. It is violated when individuals with different values of potential mediator values, \( \{M_{d,z}\}_{(d,z) \in \{0, 1\}^{2}} \), experience systematically different (in)direct effects. Note that since \( M_{d,z} \) is not observed for all possible values of \( (d, z) \) (i.e., *compliance type* is unknown), we cannot control for this. Once the (unobserved) effect heterogeneity is allowed, it is not clear whether and how \( NIE_{0}^{IV} \) (eq. 20) is comparable to \( NIE_{0} \) (eq. 21).

We argue that actually \( NIE_{0}^{IV} \) does not have a causal interpretation under the heterogeneous effect setting without making an additional assumption on \( M \), namely, monotonicity assumption.

Our first claim is that in fact, the target parameter \( NIE_{0} \) itself has no casual interpretation under heterogeneous effects setting unless monotonicity of \( M \) with respect to \( D \) for given value of \( Z \) is assumed. To see this, let us implicitly condition on \( Z = z \). Note that

\[
NIE_{0} = def E[Y_{0,M_{1}} - Y_{0,M_{0}}] = E[Y_{01} - Y_{00}|M_{1} > M_{0}]\Pr(M_{1} > M_{0}) - E[Y_{01} - Y_{00}|M_{1} < M_{0}]\Pr(M_{1} < M_{0})
\]

Thus, \( NIE_{0} \) identifies a weighted difference of two effects: (i) \( E[Y_{01} - Y_{00}|M_{1} > M_{0}] \), an average \( Y_{01} - Y_{00} \) for those with \( (M_{0}, M_{1}) = (0, 1) \) and \( E[Y_{01} - Y_{00}|M_{1} < M_{0}] \), an average \( Y_{01} - Y_{00} \) for those with \( (M_{0}, M_{1}) = (1, 0) \). Since \( NIE_{0} \) is a weighted difference of two different effects, we may have \( NIE_{0} = 0 \) even when there is \( Y_{0,M_{1}} - Y_{0,M_{0}} \neq 0 \) for everyone because two effects cancel each other.
Thus we may wrongly conclude there is no mediation.

This problem occurs since some individuals change their mediator status from 0 to 1 when given the treatment, while some individuals just do the opposite and change their mediator value from 1 to 0. As a result, an overall impact of giving the treatment does not contain any information about causal effect of a treatment on any person. The problem here is analogous to the case that the Wald estimand does not identify any causal parameters when both compliers and defiers are coexisting. Similarly, the problem can be avoided when we assume that treatment affects \( M \) in the same direction for everyone:

**Assumption 3** (weak monotonicity of \( M \) in \( D \)). *for all* \( z \in \{0, 1\},

\[
\Pr(M_{1,z} \geq M_{0,z}) = 1
\]

This assumption requires that for given \( z \), being treated only weakly increases the value of \( M \). Under this assumption, equations 20 and 21 become

\[
NIE_0 = \sum_{z \in \{0, 1\}} E[Y_{01} - Y_{00} | M_{1z} > M_{0z}] P_{1z} \pi_z \tag{22}
\]

and

\[
NIE_{0IV} = \frac{E[Y_{0,M01} - Y_{0,M00}]}{E[M_{01} - M_{00}]} \sum_{z \in \{0, 1\}} P_{1z} \pi_z \tag{23}
\]

where \( E[Y_{0,M01} - Y_{0,M00}] / E[M_{01} - M_{00}] \) is

\[
\frac{E[Y_{01} - Y_{00} | M_{01} > M_{00}] \Pr(M_{01} > M_{00}) - E[Y_{01} - Y_{00} | M_{01} < M_{00}] \Pr(M_{01} < M_{00})}{\Pr(M_{01} > M_{00}) - \Pr(M_{01} < M_{00})}
\]

For simplicity, let \( Q_1 = \Pr(M_{01} > M_{00}) \) and \( Q_2 = \Pr(M_{01} < M_{00}) \), so that equation 23 can be written as follows:

\[
NIE_{0IV} = \frac{E[Y_{01} - Y_{00} | M_{01} > M_{00}] Q_1 - E[Y_{01} - Y_{00} | M_{01} < M_{00}] Q_2}{Q_1 - Q_2} \sum_{z \in \{0, 1\}} P_{1z} \pi_z \tag{24}
\]

which, still, gives a non-convex combination of group-specific average effects.

By comparing equations 22 and 24, we conclude that unless either \( Q_1 = 0 \) or \( Q_2 = 0 \), \( NIE_{0IV} \) is not informative about the \( NIE_0 \). We show this by using numerical example taken from Angrist and Imbens (1995): suppose \( Q_1 = 2/3 \) and \( Q_2 = 1/3 \) while \( E[Y_{01} - Y_{00} | M_{01} > M_{00}] = \alpha \) and \( E[Y_{01} - Y_{00} | M_{01} < M_{00}] = 2\alpha \) with \( \alpha > 0 \). Even when two subgroup-effects are positive, we would have \( NIE_{0IV} = 0 \). On the other hand, \( NIE_0 \) can take any sign.

Again, we have the same problem as in Angrist and Imbens (1995): The effects for those mediator value is shifted from 0 to 1 when \( Z \) is switched on can be cancelled out by the effects of those whose
mediator value is shifted from one to zero. To avoid such problem, we again impose a monotonicity assumption, this time for a given value of $D = d$:

**Assumption 4** (Weak monotonicity of $M$ in $Z$). For all $d \in \{0, 1\}$,

\[ \Pr(M_{d,1} \geq M_{d,0}) = 1 \]

Our final result shows that even when both assumptions 3 and 4 are satisfied, $NIE_{0}^{IV}$ identifies different quantity from $NIE_0$:

\[ NIE_0 = \sum_{z \in \{0, 1\}} E[Y_{01} - Y_{00} | M_{1z} > M_{0z}] \Pr(M_{1z} > M_{0z}) \pi_z \] (25)

while

\[ NIE_{0}^{IV} = E[Y_{01} - Y_{00} | M_{01} > M_{00}] \sum_{z \in \{0, 1\}} \Pr(M_{1z} > M_{0z}) \pi_z \] (26)

Here $NIE_0$ measures the overall effect for those who change their $M$ due to change in treatment value weighted over different values of $Z$. In contrast, $NIE_{0}^{IV}$ measures the one for those who change $M$ in response to $Z$ for a fixed $D = 0$ world, multiplied by a constant $\sum_{z \in \{0, 1\}} \Pr(M_{1z} > M_{0z}) \pi_z$.

While we do not have non-convex weights problem anymore, so that both two have causal interpretations, it is not clear how $NIE_{0}^{IV}$ would be informative about the target parameter, $NIE_0$. Thus, it would be desirable to examine the degree of effect heterogeneity over different compliance group. (Note that in the extreme case where there is no effect heterogeneity, these two are equivalent as expected.) Although we have focused on $NIE_0$ case, it follows easily that the same conclusion holds for $NIE_1$ as well as $NDE_d$.

Our result thus implies that careful examination is needed in using IV methods when the target parameter is the form of natural (in)direct effects. While IV has a benefit of allowing unobserved confounders, its benefit comes with costs: either strong effect homogeneity or the monotonicity assumptions combined with concern of external validity is needed.

### 4 Concluding Remarks

This paper investigates an identification of direct and indirect effects in a mediation setting using an instrumental variable. We have considered a simple case of a binary treatment, a binary mediator and a binary instrumental variable where there exists an unobserved confounder affecting both mediator and outcome. We have shown that the instrumental variable estimators based on linear models can identify natural direct and indirect effects when there is no unobserved heterogeneity in effects. Under the effect heterogeneity, we show that the instrumental variable estimators of natural direct and indirect
effects do not deliver causally meaningful quantities without making certain sets of monotonicity assumptions restricting how the mediator responses to the treatment and the instrumental variable. We also show that even when these monotonicity assumptions are satisfied, the instrumental variable estimators do not necessarily correspond to natural (in)direct effects.

In conclusion, while IV methods have benefits of addressing unobserved confounders, caution would be needed. The comparative advantage of IV methods over traditional methods based on selection-on-observables would be lower as the degree of unobserved effect heterogeneity gets higher. Careful examination of the plausibility of homogeneity assumption along with sensitivity analysis with respect to unobserved effect heterogeneity would be fruitful.
A  Proof of Lemma 1

IV estimator is derived under the following conditions:

$$E[D Zu] = 0, \quad \& \quad E[Du] = 0. \quad (27)$$

Since $$u = Y - D(\alpha_0 + \alpha_1 M) - (1 - D)(\beta_0 + \beta_1 M)$$, above equations can equivalently be written as:

$$E[DZY] = E[DZ(\alpha_0 + \alpha_1 M)], \quad \& \quad E[DY] = E[D(\alpha_0 + \alpha_1 M)]. \quad (28)$$

Equivalently,

$$E[Y|D = 1, Z = 1] = \alpha_0 + \alpha_1 E[M|D = 1, Z = 1], \quad (29)$$

$$E[Y|D = 1] = \alpha_0 + \alpha_1 E[M|D = 1] \quad (30)$$

which gives two equations with two unknowns with

$$\alpha_1 = \frac{E[Y|D = 1, Z = 1] - E[Y|D = 1]}{E[M|D = 1, Z = 1] - E[M|D = 1]},$$

$$\alpha_0 = E[Y|D = 1] - \alpha_1 E[M|D = 1]$$

Using the fact that $$E[W|D = 1] = E[W|D = 1, Z = 1] \Pr(Z = 1) + E[W|D = 1, Z = 0] \Pr(Z = 0)$$ for any random variable $$W$$, $$\alpha_1$$ can be rewritten as follows:

$$\alpha_1 = \frac{E[Y|D = 1, Z = 1] - E[Y|D = 1, Z = 0]}{E[M|D = 1, Z = 1] - E[M|D = 1, Z = 0]},$$

$$\alpha_0 = E[Y|D = 1] - \alpha_1 E[M|D = 1]$$

which can be expressed in terms of counterfactuals as follows:

$$\alpha_1 = \frac{E[Y_{1,M1} - Y_{1,M0}]}{E[M_{11} - M_{10}]}$$

$$\alpha_0 = E[Y_{1,M1}] - \alpha_1 E[M_1]$$

Similarly, the expression for $$(\beta_0, \beta_1)$$ can be derived using the moment conditions: $$E[(1 - D)Z u] = E[(1 - D) u] = 0$$:

$$\beta_1 = \frac{E[Y_{0,M0} - Y_{0,M0}] }{E[M_{01} - M_{00}]}$$

$$\beta_0 = E[Y_{0,M0}] - \beta_1 E[M_0].$$
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