This paper presents two-fold contributions: a full revision of the Palestinian morphologically annotated corpus (Curras), and a newly annotated Lebanese corpus (Baladi). Both corpora can be used as a more general Levantine corpus. Baladi consists of around 9.6K morphologically annotated tokens. Each token was manually annotated with several morphological features and using LDC’s SAMA lemmas and tags. The inter-annotator evaluation on most features illustrates 78.5% Kappa and 90.1% F1-Score. Curras was revised by refining all annotations for accuracy, normalization and unification of POS tags, and linking with SAMA lemmas. This revision was also important to ensure that both corpora are compatible and can help to bridge the nuanced linguistic gaps that exist between the two highly mutually intelligible dialects. Both corpora are publicly available through a web portal.
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1. Introduction

The processing of the Arabic language is a complex field of research. This is due to many factors, including the complex and rich morphology of Arabic, its high degree of ambiguity, and the presence of several regional varieties that need to be processed while taking into account their unique characteristics. When its dialects are taken into account, this language pushes the limits of NLP to find solutions to problems posed by its inherent nature. It is a diglossic language; the standard language is used in formal settings and in education and is quite different from the vernacular languages spoken in the different regions and influenced by older languages that were historically spoken in those regions. Indeed, Arabic speakers use those local varieties in day-to-day communication. We can distinguish several families of dialects: Moroccan, Egyptian, Sudanese, Levantine, Iraqi and Khaliji (Gulf). Arabic dialects tend to diverge from Modern Standard Arabic (MSA) in terms of phonetics, morphology, syntax and vocabulary.

Arabic content was mainly written in MSA. Recently, dialectal content has been increasing massively, especially on social media. MSA is considered among the under-resourced languages by the NLP community (Darwish et al., 2021). Dialectal Arabic (DA) is even less resourced. The resource gap between MSA and the dialects implies a large margin of error when MSA tools are used against dialectal content (Zbib et al., 2012). Thus, it is important to build resources and tools to identify dialects in context and to treat Arabic content based on its unique dialectal identity.

In this research, we focus on the Levantine variety of Levantine Arabic, which is used in daily conversations and in the Lebanese media. It is spoken by about 6 million locals, and almost double that number in diaspora. The paper presents a morphologically annotated corpus for Lebanese. The development of the corpus uses texts covering a wide spectrum of subjects and registers. The corpus is designed to be compatible with, and leverage, Curras (Jarrar et al., 2017), the Palestinian corpus with morphological annotations. In this way, both corpora can be used as a more general Levantine corpus, especially that the Palestinian dialect represents Southern Levantine and that Lebanese represents Northern Levantine varieties. In addition to providing new Lebanese corpus annotations, we have also revised Curras annotations to ensure compatibility with the LDC’s SAMA tags and lemmas (Maamouri et al., 2010).

In this paper, we present two-fold contributions:

1. Baladi, a Lebanese morphologically annotated corpus, which consists of 9.6K tokens. Each token was manually annotated with prefixes, suffixes, stem, POS tags, MSA and DA lemmatization, English gloss, in addition to other features such as gender, number, aspect, and person. The corpus was annotated mainly using LDC’s SAMA lemmas and tags. The inter-annotator evaluation on most features illustrates 87% agreement using the Cohen’s Kappa score (McHugh, 2015).

2. Revision of Curras, by refining all annotations for accuracy, normalization and unification of POS tags, and linking with SAMA lemmas. This revision was also important to ensure that both corpora are compatible and can together form a more general Levantine corpus.

Both, Curras and Baladi, are publicly available online [1].

The rest of the paper is organized as follows. We overview related work in Section 2. Section 3 describes the Lebanese dialect. In Section 4 we present Corpus Baladi. In Section 5 we present the annotation process and guidelines. Section 6 presents the evaluation.

https://portal.sina.birzeit.edu/curras
and the inter-annotator agreement. In Section 7, we present the revisions we introduce to Curras. Section 8 discusses how we managed to transform Curras into a more Levantine corpus. Finally, Section 9 concludes.

2. Related Work

This section reviews efforts to create annotated corpora for Arabic dialects as well as for MSA.

2.1. MSA Resources

The Penn Arabic Treebank (PATB) (Maamouri et al., 2005) by the Linguistic Data Consortium (LDC) is central to the development of several MSA resources. It enriches newswire text in MSA collected from several news outlets with tokenization, segmentation, lemma, POS and gloss tags annotations along with syntactic trees. PATB uses the morphological tags as defined by the BAMA morphological analyzer (Buckwalter, 2004), which provides vocalized solutions, unique lemmas, prefixes, suffixes, stems, POS tags, and English gloss terms. SAMA (Maamouri et al., 2010) is a substantial improvement and refinement on BAMA as it extends its lexicon and provides several analysis refinements. The Prague Arabic Dependency Tree bank (Hajič et al., 2004) enriched the literature with functional linguistic annotations which in turn lead to the emergence of ElixirFM (Šmrž, 2007). The Arabic lexicographic database at Birzeit University (Jarrar and Amayreh, 2019; Alhafi et al., 2019) provides a large set of MSA lemmas, word forms, and morphological features, which are linked with the Arabic Ontology (Jarrar, 2021) using the W3C LEMON model (Jarrar et al., 2019).

2.2. Dialectal Resources

The Levantine Arabic Treebank (Maamouri et al., 2006) featured the Jordanian Arabic dialect. Curras (Jarrar et al., 2017; Jarrar et al., 2014) is a more recent Levantine corpus featuring the Palestinian dialect. Large number of textual entries were collected from Facebook, Twitter and scripts of the Palestinian series “Watan Aa Watar”. Each word in the corpus was then manually annotated with a set of morphological attributes. The corpus contains 56K tokens.

Earlier, the CALLHOME Egyptian Arabic corpus (Canavan et al., 1997) consisted of transcripts of telephone conversations in Egyptian. CALIMA (Habash et al., 2012) extended ECAL (Kilany et al., 2002) which build on CALLHOME to provide morphological analysis functionality of the Egyptian dialect. The CO-LABA project (Diab et al., 2010) collected resources in dialectal Arabic (mainly in Egyptian and Levantine) from the collection of online blogs. The effort eventually lead to constructing the Egyptian Tree Bank (ARZATB) (Maamouri et al., 2014). Curras and ARZATB were leveraged as case studies for morphological analysis and disambiguation (Eskander et al., 2016). YADAC (Al-Sabbagh and Girju, 2012) focuses also on the Egyptian dialect identification and provides a multi-genre approach. It is a collection of web blogs, micro blogs, and several Egyptian content discussion forums. MADAR (Bouamor et al., 2014) is an ongoing multi-dialect corpora covering 26 different cities and their corresponding dialects. Other efforts cover Emirati (Nieliteos and Idrissi, 2017), Khalifa et al., 2018), Tunisian and Algerian (Zribi et al., 2015; Harrat et al., 2014), and Yemeni and Moroccan (Al-Shargi et al., 2016). Our proposed contributions in this paper is to enrich Curras by (1) providing a Lebanese Levantine extension and by (2) refining and revising Curras entries to better accommodate the general Levantine dialect.

3. Lebanese and Levantine Dialects

The Levantine family of dialects can be linguistically split into Northern Levantine including the Lebanese and Syrian dialects, and Southern Levantine including Palestinian and Jordanian. During the spread of Arabic from the seventh century onwards, the Levant was a region that mainly spoke Western Aramaic (Skar, 2015). Aramaic is a Semitic language continuum spoken mainly during antiquity throughout the Levantine region and it served as a lingua franca then. Aramaic survives today through modern dialects such as Turko Syriac and Western Neo-Aramaic spoken in parts of Syria. It also survives more subtly in the noticeable substratum underlying Levantine dialects that differ from MSA on several common linguistic specifics such as phonology, syntax, morphology and lexicon. This motivates using dialect specific annotations to annotate Levantine dialects. In the sequel, we briefly review the differentiating factor between Levantine dialects and MSA.

3.1. Phonological differences

Like other Semitic languages, Aramaic and its varieties were written with a 22-letter alphabet (Abjadi). When Arabic was spread to the Levant, the Christian populations of the region began to transcribe the Arabic language using this consonantal alphabet, a tradition of Syriac writing known as "Garshouni" (Briquel Chatonnet, 2005). Due to the lack of some letters compared to the Arabic alphabet which contains 28 letters, adaptations were made in the Garshouni script, and some Syriac graphemes can represent several phonemes of Arabic, especially among the emphatic letters. Indeed, certain Arabic phonemes were not widely used by Levantine populations, even to this day; a speaker of Lebanese today tends to de-emphasize emphatic letters. For example, the Arabic letter ⟨t⟩ (abused) which is pronounced ˈmzlwm in MSA and ˈmzlwm in Lebanese. Another example may be words containing ⟨t⟩ such as "ابص (fox) that is pronounced ˈrdb or ˈsrlb across the Levant. As phonology differs in many situations for Levantine dialect speakers, spelling can vary greatly and can pose a challenge to the processing of those dialects when written.
3.2. Syntactical differences

A common usage for sentence structure in MSA is the verb-subject-object (VSO) structure. Sentences tend to start with a verb followed by its subject and then its object. Other structure configurations tend to be less frequent. On the other hand, in Levantine dialects, this structure is more flexible as the verb and subject have a natural flow of interchangeable positions.

| Language   | Structure               | Example                        |
|------------|-------------------------|--------------------------------|
| MSA (VSO)  | أكل الولد التفاحة        | The child ate the apple        |
| LEVantine (VSO): |أكل الولد التفاحة | The child ate the apple |
| LEVantine (SVO): | الولد أكل التفاحة | The apple was eaten by the child |

In English (VSO): The child ate the apple

3.3. Morphological differences

Levantine inherits templatic morphology where affixes play an important role from its Semitic roots. Major morphological differences exist when compared to MSA. One of them is the loss of case markings in Levantine. Additionally, there are Levantine-specific morphemes that do not exist in MSA such as 

| Arabic   | English   |
|----------|-----------|
| مَمَّا     | about     |
| مَع      | with      |
| مَرْأَة   | woman     |
| مَعْنَى   | meaning   |

Further, the progressive Levantine morpheme 

| Arabic | English |
|--------|---------|
| رَحِبَت | spread |

MSA has no such entity. Context alone indicates whether the action is continuous or a general truth; "أَتَّبَعَتْ" (I followed) and "أَتَّبَعْتَ" (I follow). Imperfective verbs do not exist in MSA.

4. Corpus Collection

We manually collected texts written in Lebanese from sources such as Facebook posts, blog posts and traditional poems. We collected a total of 9.6K tokens spanning over 424 sentences. We merged them all into a single text file, with an average of 22 words per sentence. The corpus was chosen based on a critical judgment to include several registers of Lebanese speech, hence the choice to include folk poems, and satirical texts from social networks and blog articles. We avoided text written in Arabizi (Arabic written using proprietary Latin letters) as this is not the goal of our corpora. We did not preprocess the text and kept the raw form. As such, we did not perform any unification of letter variations, removal of diacritics, or correction of typos. We based this on the selective quality of our corpora. We then tokenized the raw text. This produced a table with three columns (sentence ID, token ID, and token text). The table was represented in a modern shareable spreadsheet tool where each token and its annotations stood on its own separate row. The annotators introduced annotations in separate columns each designated for a specific feature or tag.

5. Annotation Methodology

Four linguists carried out the annotation process over a period of ten months. We used AnnoSheet to carry out the manual annotations. AnnoSheet is a Google Sheet that we empowered by developing and adding advanced JavaScript methods to (1) assist the annotation process and (2) validate the proposed annotations. For each row in the AnnoSheet, we have 16 columns: sentence ID, Token ID, token, CODA, prefix, stem, suffix, POS, MSA lemma, dialect lemma, gloss, person, aspect, gender, and number. The annotation guidelines for each of these columns are described in the following subsections.

To speed up the annotation process, we uploaded the revised version of Curra annotations (See section 7) into another spreadsheet and allowed the annotator to look up candidate annotations from Curra. The JavaScript lookup method searches Curra and returns the top matching results. The annotator can then select one of the results, and edit the corresponding fields if needed. The annotator also has the option to fill in the annotations directly. To guide and control the quality of the annotations, we implemented several validation triggers in JavaScript to highlight potential mistakes. In addition, for each cell in AnnoSheet, we implemented a customized list, from which the annotator can select values based on the column. The lists are dynamic and they are populated with values that depend on the values in other cells of the same row.

5.1. Annotation Guidelines

This section presents the annotation guidelines for each of the different annotations tasks.
CODA

The CODA tag (ناحية الألفاظية) of a token signifies the “correct” spelling of the token. Instead of annotating the exact token in the corpus, the idea is to unify the different spelling variations of the same word into one CODA spelling, and annotate this CODA. Due to the lack of standardized orthographic spelling rules for Arabic dialects, people tend to write words as they pronounce them; thus, the same word might be written in different ways. In fact, the same person may write the same word in different ways in the same sentence. For example, consider the word meaning ‘a lot’: which can be written as كثر and كثر or كثر. The second letter in the first word corresponds to the sound θ. The correct spelling in MSA is the first word with θ. However, the θ [th] sound is rarely pronounced in Lebanese and is often replaced by the כ [t] sound or the [s] sound. Similarly, the words بركان and يبانكون are different orthographic variations of the same word, which means “I tell you”. In this case, we write both in the the same CODA spelling bylkın. See more examples in Table 2.

Table 2: Example of words and their CODA spelling.

| Token     | CODA |
|-----------|------|
| بركان     | يبانكون → bylkın |
| بركان      | يبانكون → bylkın |
| طريق      | طريق → tryq |
| هادي      | هادي → hydy |
| عيون      | عيون → ywnn |

Since our goal in this corpus is to transform Curras to be a more general Levantine corpus, we chose to adopt the Palestinian CODA guidelines (Habash et al., 2015) for the Lebanese dialect. We made some modifications and simplifications to be adapted to cover more Levantine regionalisms, as will be discussed in the next sections.

It is notable to add that some slight spelling differences exist between Lebanese and Palestinian as the former is a northern Levantine variety while the latter is southern and regional differences exist. The most common examples of this lie in demonstrative pronouns where Palestinian tends to use more emphatic sounds than Lebanese; a masculine “this” is said as هنا or هنا hādā in Palestinian, while it is hāyā in Lebanese. Another example is the use of و m in Palestinian to indicate a third person plural where Lebanese uses الن n: “your house” is بينك bylkın in Palestinian and بينك bylkın in Lebanese. The differences in spelling are due to the differences in pronunciation across the Levant and have no effect over the total mutual intelligibility of the dialects and thus a potential standardized spelling for Northern and Southern Levantine can be seen as the slight differences between British English and American English spelling systems.

MSA Lemma

The MSA Lemma (الدقة الألفاظية) is the MSA lemma of the token. We restricted the choices of MSA lemmas to SAMA lemmas. The AnnoSheet allows the annotator to search the SAMA database and select the target lemma. For tokens that are not derived from an
MSA lemma, like بدي bdy, we chose the closest SAMA lemma (e.g., 1ارد). In case, no matching MSA lemmas are found in the SAMA database, the annotator is allowed to choose tokens from Birzeit’s lexicographic database (Jarrar and Amayreh, 2019), which is linked with the Arabic Ontology (Jarrar, 2021) and represented in the w3C Lemon model (Jarrar et al., 2019), the annotator may also introduce a new MSA lemma, however, new lemmas are marked with “0,” such as (0بون) or (0همان). Similar to SAMA lemmas, noun lemmas should be in the masculine singular form. Plural and feminine are acceptable in case there is no masculine singular. Verb lemmas should be in the past masculine singular 3rd person form.

Dialectal Lemma

The dialectal lemma (الدقة المحجة المعاوية) signifies the semantic value of the token as a lemma entry. Similar to the MSA lemma, each token in the corpus is tagged with its DA lemma. If a token stems from MSA, then its MSA and DA lemmas are the same. For example, the dialect token سأ b inherent, which means “I tell you”, has the same MSA and DA lemma سأ. Some Levantine lexicon instances differ from MSA and need their own dialectal lemmas. These lemmas potentially do not exist in an ordinary MSA dictionary, due to their likely origin in other languages, notably Aramaic. As an example, the typical Levantine words used to say ‘inside’ and ‘outside’ are ىگو gwa and یبر br, respectively. These two words are different in MSA: ‘inside’ is داح dahl and ‘outside’ is خارج harg. Table 1 illustrates more examples of Levantine lemmas that are not in MSA, such as دام am, داوي ra, نصف safs, وما lawma.

Gloss

The gloss is the meaning of the lemma in English. We restrict the glosses to be SAMA glosses if a SAMA lemma is used, or to Curras if available, otherwise we provide it in the same way.

Stem

The stem (الاسم) is the base word after removing suffixes and prefixes from the token. We follow the (Stem/POS) tagging schema used in Curras and SAMA, where the stem and the POS are separated by ‘/’. The POS is limited to the exact stem POS tagset found in SAMA.

Prefixes and Suffixes

We follow the prefixes (prefix) and suffixes (suffix) tagging schema used in Curras and SAMA: Ω[(Prefix1/POS) + (Prefix2/POS) . . .] and Ω[(Suffix1/POS) + (Suffix2/POS) . . .]. As shown in Table 1, the prefix ـ in the word البره bwhly is the preposition ن/PREP. Multiple prefixes are combined with “+”’. For example, the three prefixes in the word وفتحات is: /PREP+/DET. Suffixes are written in the same way. For example, the suffixes in the word تغلث glthn are: /PVSUFP_SUBJ:1S+/PRON_3FP. Prefixes and suffixes are critical when dealing with dialects. This is because the morphological difference between dialects and MSA words is mostly due to different combinations of prefixes and suffixes. Dialects use additional types of prefixes and suffixes that are not used in MSA. The prefix ـ in هامون is, or the suffix د in مرفظ, are examples of affixes that are commonly used in Levantine dialects but are not part of the MSA morphology. To control the quality of our annotations of affixes (i.e., prefixes and suffixes), we extracted the set of all combinations of affixes in Curras and verified them manually (See section 2). This set along with the SAMA combinations of affixes were then uploaded to the AnnoSheet and used to limit the choices of the annotators.

Table 1 presents the set of the prefixes used in the revised version of Curras and uploaded into AnnoSheet to be used by the annotators. Prefixes in Palestinian and Lebanese are all in common but there are two exceptions. The ـ in Palestinian can be used as an INTER-ROG_PART, like in الغناية aqnyia which means “shall I sing it?”.

Table 2 presents the set of the suffixes used in the revised version of Curras and uploaded into AnnoSheet to be used by the annotators. The majority of suffixes are common to both dialects. However, there seems to be one bold systematic difference between the two dialects and it concerns suffixes used to indicate a plural in the 2nd and 3rd person; كألف is used in Lebanese to always express a gender-neutral plural for the 2nd and 3rd person (e.g., ﷲ bythun /bythun) whereas its Palestinian counterpart uses كألف to mostly express a feminine 2nd and 3rd person plural (e.g., ﷲ bythin /bythin). Nevertheless, the northern Palestinian variety is closer to that of Lebanese and uses كألف while remaining gender-neutral. Furthermore, Palestinian uses ك ـ which Lebanese uses ك for the 2nd person plural, respectively: فتحك and كفتحك. Palestinian also tends to use ﷲ and ﷲ, aligning itself with MSA’s ﷲ bythun /bythun while Lebanese does not. These occurrences seem to be systematic and may be due to the fact that Lebanese is a Northern Levantine variety while Palestinian is Southern Levantine and such differences are bound to exist in the dialectal continuum, sometimes overlapping in border regions.

Part of Speech

The part of speech (POS) (فظ الإكل) concerns the grammatical category of the token. The annotators were
Table 3: List of prefixes and their POS tags in MSA, Palestinian, and Lebanese, which we are used in both corpora. Palestinian-specific prefixes are marked with (*), and Lebanese with (+).

| Prefix | POS Tag |
|--------|---------|
| TPREP | NOUN_FEM_SG |
| NPREP | NOUN_MASC_SG |
| NPPREP | NOUN_NI_FEM_SG |
| VPPREP | VERB_MASC_SG |
| BPPREP | VERB_NI_MASC_SG |
| TPRES | VERB_MASC_PS |
| NPRES | VERB_NI_MASC_PS |
| NPPRES | VERB_MASC_SG |
| VPPRES | VERB_MASC_SG |
| BPPRES | VERB_MASC_SG |

Table 4: List of suffixes and their POS tags in corpora. Palestinian-specific suffixes are marked with (*), and Lebanese with (+).

| Suffix | POS Tag |
|--------|---------|
| NSUFF | NOUN_SG |
| NSUFF_MASC | NOUN_MASC_SG |
| NSUFF_FEM_SG | NOUN_FEM_SG |
| NSUFF_FEM_PL | NOUN_FEM_PL |
| NSUFF_MASC_L | NOUN_MASC_L |
| NSUFF_MASC_SG | NOUN_MASC_SG |
| NSUFF_MASC_SP | NOUN_MASC_SP |
| NSUFF_NI_SG | NOUN_NI_SG |
| NSUFF_NI_FEM_SG | NOUN_NI_FEM_SG |
| NSUFF_NI_MASC_SG | NOUN_NI_MASC_SG |
| NSUFF_NI_MASC_L | NOUN_NI_MASC_L |
| NSUFF_NI_MASC_SP | NOUN_NI_MASC_SP |
| NSUFF_PV_MASC_SG | VERB_MASC_SG |
| NSUFF_PV_MASC_L | VERB_MASC_L |
| NSUFF_PV_MASC_SP | VERB_MASC_SP |
| NSUFF_PV_MASC_PS | VERB_MASC_PS |
| NSUFF_PV_MASC_G | VERB_MASC_G |
| NSUFF_PV_MASC_E | VERB_MASC_E |

6. Evaluation

In this section we evaluate the quality of our annotations. We performed two evaluations: (i) Inter-annotator agreement using the Cohen’s Kappa $\kappa$, and (ii) The F1-score between each annotator and an expert annotator. The results of the two evaluations are summarized in Tables 5 and 6. To conduct the inter-annotator agreement, we randomly selected annotated sentences that together consist of 400 tokens, i.e., 4.2% of the corpus. We divided these sentences among our four annotators, such that each annotator re-annotates about 100 tokens that were annotated by another. We used these 400 new annotations to compute the Cohen’s kappa $\kappa$ agreement coefficient. The inter-annotation agreement per annotation feature was computed. Table 5 lists the name of the feature and the $\kappa$ metric (Di Eugenio and Glass, 2004):

$$\kappa = \frac{p_o - p_e}{1 - p_e}$$

where $p_o$ is the relative observed agreement among annotators and $p_e$ is the hypothetical expected agreement.

In the second evaluation, an expert went over the 400 tokens and corrected the original annotations, if needed. We used these corrections to compute precision and recall where the main expert annotator was considered reference. The expert annotator performed the following correction actions per feature value:

- Approved a feature value annotation (increments $tp : true positives$ for the feature value)
- Approved a missing feature value annotation (increments $tn : true negatives$ for the feature value)
- Rejected a feature value annotation (increments $fp : false positives$ for the feature value)
- Rejected a missing feature value annotation (increments $fn : false negatives$ for the feature value)

The precision $\frac{tp}{tp+fp}$ reflects the ratio of the true positives over the sum of true positives and false positives. The recall $\frac{tp}{tp+fn}$ reflects the ratio of the true positives over the sum of true positives and false negatives. Table 6 reports the average precision and recall across all feature values for each feature. We also computed the F1-score based on the precision and recall as:

$$F1-score = \frac{2 \times precision \times recall}{precision + recall}$$

The overall kappa $k$, precision, recall, F1-score for all features are calculated using the Python sklearn.metrics package. We present the average weighted by the support of each label for precision and recall. According to the interpretation of the $k$ score (McHugh, 2015), the aspect and the suffix features scored moderate agreement (between .4 and .6), the stem and the prefix features scored near perfect agreement (above .81), and the rest of the features scored substantial agreement (between .61 and .80).

The precision and recall scores of the corrected items show values that concur with the $k$ coefficient. These results reflect some areas of disagreement between the annotators. A notable example of this is with
Table 5: Cohen’s Kappa coefficient for the inter-annotation agreement and the precision and recall metrics for the main expert corrections.

| Feature | Precision | Recall | F1-Score |
|---------|-----------|--------|----------|
| Stem    | 0.9036    | 0.893  | 0.893    |
| Prefixes| 0.964     | 0.95   | 0.955    |
| Suffixes| 0.948     | 0.895  | 0.915    |
| POS     | 0.898     | 0.85   | 0.853    |
| Person  | 0.928     | 0.898  | 0.910    |
| Aspect  | 0.974     | 0.96   | 0.967    |
| Gender  | 0.845     | 0.843  | 0.844    |
| Number  | 0.881     | 0.868  | 0.873    |
| Overall | 0.918     | 0.894  | 0.901    |

Table 6: The precision and recall metrics for the main expert corrections.

7. Curras Revisions

In order to ensure compatibility with Curras annotations, tagsets, and lemmas, some revisions on Curras were necessary. Curras consists of 55,889 tokens. Each token was fully annotated with the morphological features that we adopted in section 5. Since the same token can be used in the same way (i.e., the same features) in different sentences, it is expected that the exact annotations will be repeated. However, we found that this is not always the case in Curras. For example, the same word 

The adverb بس was correctly annotated in all occurrences in Curras; however, in some cases, it was mistakenly assigned with gender; and in some cases, it was annotated with the noun POS. We also found some typos in the tagsets of the stems and affixes.

Our goal is to unify and normalize such variations, and then build a list of morphological solutions as clean as possible. We performed the following revision steps:

a. Tokenization and POS

We developed a POS parser that reads the prefixes, stem, and suffixes in a given solution (i.e., annotations of a token), and returns a validation flag. We carefully inspected solutions that were flagged for review. The POS parser validates the following: (i) no parsing errors in the prefixes, stem, and suffixes, (ii) the transliterations of the prefixes, stem, and suffixes in Buckwalter are correct, (iii) the concatenation of the prefixes, stem, and suffixes corresponds to that of the CODA, (iv) every prefix should be in the predefined set of prefixes, (v) every suffix should be in the predefined set of suffixes, and (vi) every stem POS should be in the SAMA POS tagset.

b. Lemmatization

Curras originally contained 8,560 unique lemmas. Although Curras was annotated using SAMA lemmas, some of Curras lemmas were incorrectly linked with SAMA lemmas. This was mostly because of partial diacritization of lemmas (e.g., ﻋ) or as the lemma subscript is ignored (e.g., ى). Ignoring diacritics and subscripts makes the lemma ambiguous. Thus, we cannot know, for example, whether it is (١ى) (١ى), (١ى), or (١ى). To disambiguate MSA lemmas in Curras and link them with SAMA lemmas, we developed a lemma disambiguator that takes the lemma, POS, and gloss, and tries to reduce the number of choices. In case one lemma is returned, it is then considered the correct SAMA lemma, otherwise undecided. We were able to disambiguate about 5,120 unique lemmas (i.e., 58%) in this way. The remaining undecided 3,560 lemmas were manually disambiguated and linked with SAMA. As a result, the unique number of MSA lemmas in Curras now is 7,313. These include 6,781 that are mapped with SAMA lemmas, and 432 MSA lemmas that are not found in SAMA. We marked the latter with "_0". Validating and unifying dialect lemmas was straightforward. In case a dialect lemma has the same letters as the MSA lemma (i.e., ignoring diacritics and subscripts) then it is the same lemma. So, we replace the dialect lemmas with the MSA lemma. Otherwise, a manual verification is performed. As a result, the unique number of dialect lemmas in Curras is 8,510. These include 7,785 lemmas equivalent to MSA lemmas, and 1,012 dialect lemmas that have no corresponding MSA lemmas. We also marked the latter with "_0".

prepositions that have a pronoun attached to them such as ﻋ where there should not be any gender or number assigned. In such an example, some annotators assigned the gender and number of the suffix to token. That was corrected to be a gender-less and numberless preposition. Other disagreements are present in some instances where the suffix that indicate the feminine gender are not annotated as a suffix but are merged with the stem of the word. Some differences in POS agreement are present for example in the case where gender-less and numberless adverbs are annotated as prepositions or interrogative adverbs (such as ى) which is not a striking disagreement in itself.
c. Other features

We applied some heuristics in cleaning the Person, Aspect, Gender, and Number features. For example, the Aspect and Person are assigned only to verbs, otherwise they should be “-”. We compared the Gender and Number with the suffix tags which also indicate gender and number, and corrected mistakes manually when needed.

d. Generating Unique Solutions

We prepared a table with unique annotations from Curras, called the “Solutions” table. We reused these solutions to annotate the Lebanese corpus in order to maximize the compatibility between both corpora. To do this, we split Curras into two tables: Tokens and Solutions, with a solution identifier (id) to link them. The Tokens table contains only the token id, token, and solution id. In this manner, the tokens that have the exact same annotations are given the same solution id. The Solutions table contains all annotations after removing the exact redundancies, which consists of 16,244 solutions. We considered two solutions to be identical if they have the same: CODA, prefixes, stem, suffixes, DA lemma, MSA lemma, Person, Aspect, Gender, and Number. We uploaded the Solutions table into our AnnoSheet and enabled our annotators to look up and reuse annotations from the Solutions table, as described in Section 5. As a result of this effort, we envision that the revised version of Curras along with the additions from Baladi; the newly built Lebanese corpus, form a more Levantine dialect corpus.

8. Discussion: a more Levantine Corpus

In this section, we discuss how both Palestinian and Lebanese corpora can be used as one, more Levantine corpus. Not only they are annotated with the same tagsets as discussed earlier, but adding 9.6K annotated Lebanese tokens to the Palestinian corpus Curras has helped bridge the nuanced linguistic gaps that exist between the two highly mutually intelligible dialects. Those nuances, as discussed earlier in this paper, are notably present in the affixes (i.e., morphology). Indeed, some prefixes and suffixes are typically Palestinian and not habitually used in Lebanese and vice-versa. However, these differences are a few and the majority of affixes are common to both dialects (See the differences in section 5.1).

Additionally, Lebanese functional words have also been incorporated, solidifying our idea of a more Levantine corpus where the dialectal continuum is taken into account. In fact, the majority of the functional words are common to both dialects. Table 7 presents frequent functional words that are different in both dialects and the mapping between them. To summarize, both corpora consists of about 65.2K tokens, covering both Palestinian and Lebanese, annotated using the same guidelines.

| DEM_PRON | INTERJ |
|-----------|--------|
| هاشه - هاشه | تارى - تارى |
| هاشه - هاشه | تارى - تارى |
| هاشه - هاشه | تارى - تارى |
| هاشه - هاشه | تارى - تارى |
| هاشه - هاشه | تارى - تارى |

Table 7: Frequent functional words in Lebanese (right) and Palestinian (left).

9. Conclusions and Future Work

In this paper we presented the first morphologically annotated corpus for the Lebanese dialect 9.6K tokens. We also present a revised version of Curras, the Palestinian dialect corpus, about 59.9K tokens. We also described the various challenges we faced and measures we took to produce a compatible and more general Levantine Corpus, consisting of 55.9K tokens annotated with rich morphological and semantic information. Still, the evaluation of our annotators’ performance shows a high degree of consistency and agreement. The Lebanese corpus is available for downloading and browsing online.

We plan to increase the size of our corpus to cover additional Levantine sub-dialects, especially those of other Levantine areas, most notably some of Syria’s dialectal varieties. We also plan to use this corpus to develop morphological analyzers and word-sense disambiguation system for Levantine Arabic as we did for MSA (see (Al-Hajj and Jarjoura, 2021a, Al-Hajj and Jarjoura, 2021b)). Additionally, we plan to build on the Palestinian and Lebanese dialect lemmas to develop a Levantine-MSA-English Lexicon and extend it with synonyms (Jarjoura et al., 2021). Both Curras and Baladi corpora are also being annotated with named-entities as part of the Wojood NER corpus see (Jarjoura et al., 2022).
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