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Abstract: Most humans today have mobile phones. These devices are permanently collecting and storing behavior data of human society. Nevertheless, data processing has several challenges to be solved, especially if it is obtained from obsolete technologies. Old technologies like GSM and UMTS still account for almost half of all devices globally. The main problem in the data is known as neighboring network hit (NNH). An NNH occurs when a cellular device connects to a site further away than it corresponds to by network design, introducing an error in the spatio-temporal mobility analysis. The problems presented by the data are mitigated by eliminating erroneous data or diluting them statistically based on increasing the amount of data processed and the size of the study area. None of these solutions are effective if what is sought is to study mobility in small areas (e.g., Covid-19 pandemic). Elimination of complete records or traces in the time series generates deviations in subsequent analyses; this has a special impact on reduced spatial coverage studies. The present work is an evolution of the previous approach to NNH correction (NFA) and travel inference (TCA), based on binary logic. NFA and TCA combined deliver good travel counting results compared to government surveys (2.37 vs. 2.27, respectively). However, its main contribution is given by the increase in the precision of calculating the distances traveled (37% better than previous studies). In this document, we introduce FNFA and FTCA. Both algorithms are based on fuzzy logic and deliver even better results. We observed an improvement in the trip count (2.29, which represents 2.79% better than NFA). With FNFA and FTCA combined, we observe an average distance traveled difference of 9.2 km, which is 9.8% better than the previous NFA-TCA. Compared to the naive methods (without fixing the NNHs), the improvement rises from 28.8 to 19.6 km (46.9%). We use duly anonymized data from mobile devices from three major cities in Chile. We compare our results with previous works and Government’s Origin and Destination Surveys to evaluate the performance of our solution. This new approach, while improving our previous results, provides the advantages of a model better adapted to the diffuse condition of the problem variables and shows us a way to develop new models that represent open challenges in studies of urban mobility based on cellular data (e.g., travel mode inference).
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1. Introduction

1.1. Definitions

In order to ensure a better understanding, we will use the following terminology throughout the paper:

Definition 1 (Cellular Site). A set \( S \) of cellular serving nodes consisting in one or several Base Transceiver Station (BTS), that aims to optimize the signaling in a specific coverage area \([1,2]\).
Normally in a site, there is one BTS per technology (GSM, UMTS, LTE, 5G, etc.) and several antennas per technology. $S = \{s_1, s_2, \ldots, s_n\}$ is the set off all n sites (with $n = 201$) in our study, see Figure 1.

**Definition 2** (Mobile Connected Device (MCD)). A physical object $m$ that has an IP stack, enabling two-way communication over a network interface (e.g., mobile phones, tablets) that generates user plane events (CDR) and control plane events (XDR) data.

**Definition 3** (Cellular Data). Mobile networks generate records produced by a device $m$ when it is turned on and interacts with them. There are two types of cellular data [3]; CDR, which are triggered by user events (e.g., calling, texting, browsing, etc.), or XDR, which are updates of the network at data channel level, capturing background actions of apps and the network. We define $H_m$ as the temporal sequence of recorded events $h_{m,t}$ in the network that belong to the same device $m$ within a day.

**Definition 4** (Network Hit (NH)). The recording of an event $h_{m,t}$ generated by the device $m$ at time $t$ in the network. Every NH is associated with a cellular site $s_i$ where $s_i \in S$.

**Definition 5** (Neighboring Network Hit (NNH)). We define a neighboring network hit $h'$ as a network hit where the cellular site does not correspond to the geographic place where the cell phone is located in, giving a wrong position for the device $m$. In Section 2.1, this problem is explained in detail.

**Definition 6** (Trace Data). We define a trace as a correlative sequence two of events, $h_{m,t} \rightarrow h_{m,t+1}$, which are associated with two different cellular sites, $s_i \neq s_{i+1}$.

**Definition 7** (Trip or travel). All travel made on public roads with a determined purpose between two places (origin and destination), at a certain time of day; which can be performed in various ways of transport and consist of one or more traces.

*Figure 1.* Visualization of sites in the Valparaíso area in a time period of 15 min. Some sites receive neighboring network hits (NNHs) (red), and others lose network hits (NHs) (green). Most of them are in sectors whose geography allows a clean line-of-sight between sites.
1.2. Context, Purpose, and Significance

The ability to adapt in some cities is rapidly declining. This is particularly true in big conurbations, especially in the developing world [4], where the development plans have huge technical, social, economic, and political complexities. Urban mobility represents an important dimension in which cities are in debt in terms of planning and management; the increase in the population and the explosive growth of the automotive park fleet are two variables that affect this matter. More recently, the necessity to control the pandemic crisis has added new dimensions to the problem [5]. The design of urban mobility plans and policies considers several types of input data. The travel surveys, normally managed by the governments, are among them because they provide data about the urban mobility patterns: where to and from people travel, the trip’s purpose (e.g., commuting from home to work), the trip’s mode (e.g., bus, car, bicycle, subway), traveling time, as well as other sociodemographic variables. However, surveys are complex to prepare and process, expensive, static, and may have sampling biases [6,7]. Surveys represent only snapshots of a dynamic phenomenon over time, and therefore later versions only allow us to determine large patterns and their changes.

According to the GSMA, 67% of the world’s population is connected. Daily there are almost 8.8 billion mobile connections in the world, and 5.3 unique mobile subscribers. About 48% correspond to obsolete technologies such as GSM and UMTS [8]. These devices automatically capture and store people’s behavior data. However, the captured data have several challenges to face [3], even if they do not come from outdated sources.

The call detail records (CDR) have been used for more than 20 years to study mobility dynamics, and are, without a doubt, the most investigated type of mobile data in this context. In general, CDR are collected by mobile operators for billing purposes, but they have several scientific uses as shown in surveys [3,9], promising application domains [10], understanding the mobility patterns [11], specific applications such as sensing the human mobility [2,12], or understanding the predictability limits [13]. These data have the potential to help relevant government entities thanks to their volume in spatial and temporal terms (i.e., certain areas of cities, or particular days of the year). With the advent of the Big Data phenomenon, these data begin to be stored, opening the possibility of studying seasonal phenomena. There are a number of well-documented problems [3], however, the quality of this data is also affected due to: post processing, network problems, network configuration, overloaded cell towers, or data collection errors. Most of the previous works make no mention of this phenomenon, or simply suggest discarding these bad records [2], rather than fixing them. As we demonstrated in our previous work [14], this practice in the preparation of the data does not affect their general distribution when we analyze large volumes (e.g., people or geographic areas), however, it introduces significant biases in studies whose scale must be reduced. As far as we know, all of the previous work done on cellular data was done by removing data deemed erroneous or by analyzing large areas, with large volumes of data that reduced the impact of outliers and incorrect data. Although these studies are useful for developing policy and making aggregate decisions, they fail to develop micro-scale conclusions. The opportunity then arises to develop models that support decisions at much smaller geographic scales (i.e., census areas, postal codes, or even smaller ones such as commercial neighborhoods) or in panel studies with small groups of people (i.e., new immigrants), or tracking group of peoples geographically (e.g., COVID-19 vectors), among others. Based on our previous work, we propose a novel way to fix errors and compute travel and distance distributions in the time series represented by the CDRs. Our goal was to improve the state-of-the-art in cellular data-based analytics for small areas or groups of people. Through a series of experiments, we compared our method with previous work and demonstrated that simply discarding (bad) records can significantly affect travel attributes and patterns, which in turn introduces biases in subsequent mobility analyses.

In summary, the main contributions of our paper are:
• A novel and improved fuzzy logic methods for fixing erroneous CDRs and computing trips and distance.
• A detailed evaluation of our methods using real-world based on data from Valparaíso Chile.
• A detailed evaluation of our methods with a real use case.

The rest of the paper is organized as follows. Section 2 provides an overview of understanding the network and its limitations as a mobility data source. Section 3 reviews the state-of-the-art in the research using event-driven cellular data. Section 4 presents our fuzzy reasoning solution approach in solving of the neighboring network hit problem and the trips computing. Section 5 describes the data sets used and the experiments setup. Section 6 describes our results compared with Origin-Destiny Surveys and our previous works. Finally, in Section 7, we make our conclusions and present future next steps and challenges.

2. Understanding the Network and Its Limitations as a Mobility Data Source

2.1. The Problem

Cellular networks, in both physical and logical terms, are extremely complex systems. They are designed around different layers of abstraction that make possible the simultaneous flow of a multiplicity of messages between their different nodes. Taking as reference the ISO/OSI layer model [15], the first dimension of abstraction is the physical layer. In this layer, physical variables are defined as voltage levels, the timing of voltage changes, physical data rates, maximum transmission distances, modulation scheme, channel access method, and physical connectors. When two devices are connected at the ends of the communication channel (e.g., a cellular device with a service antenna), a series of factors appear which influence that connection: the types of antennas, the emission power, the frequency used, the levels of interference that exist in the environment, and the conditions of line of sight. It is precisely in this layer that is required a complex control of these variables to ensure quality and profitable communication. In order to minimize network costs, operators have the necessity to design the network in such a way as to maximize its coverage while minimizing interference factors [16]. This design challenge represents one of the biggest dilemmas in optimizing costs and quality of service. This trade off is especially complex in urban areas where factors such as the height and density of the buildings, the shape of the city, and the height differences in the land, have direct impact in the design of the physical layer. This design condition explains that urban networks have limited coverage at distances between 150 and 500 m [3]. This implies that a device \( m \) should be connected to the nearest antenna most of the time. However, environmental conditions are dynamic and changing, which means that devices can connect to distant sites whose distance far exceeds the network’s average of nearby sites.

There are important issues in the quality of data. The quality of the CDRs depends on the type of technology (GSM, UMTS, LTE, etc.) and the design of the network. When we analyze and visualize the data it is common to find cases of devices connected to distant antennas (see Figure 1). This is because the main concern of the operators is to maximize the quality of service that is delivered to users (e.g., handover failures, call drop rate, etc.). As we mentioned, the shape of the city and the differences in heights between different areas with clear sight-lines, make it easier for mobile phones to connect to distant antennas. Bay-shaped cities surrounded by hills (e.g., Valparaíso-Chile), sometimes allow a user located at one end of the city to obtain service from an antenna located at the other end, more than 6 km away. This phenomenon occurs when various external factors of the network take on a greater relevance than those considered in its design. Among them, the “mirror” effect of the sea facilitates the propagation of electromagnetic signals, facilitating the connection between the device and the antenna.

**Neighboring network hit (NNH) problem.** In Figure 2a, we can see the geographical visualization example of a typical trip between points A and B. Sometimes, depending on favorable conditions, the device \( m \) (probably the mobile phone of a local bus passenger or a car driver) cannot get connection to the next site in the pathway, \( s_4 \), (e.g., due to network
congestion), and connects with site $s_3$ distant 5 km from its actual position; a few meters further along its route, it connects with the antenna in site $s_4$, to which it should have normally connected given its trajectory. These kinds of issues normally do not affect the travel counting, but they have an important impact in the traveled distance computation, mainly if the effect is more subtle than what is shown in the figure. We call this problem the neighboring network hit or NNH for short.

**Figure 2.** Two of the most frequent problems that the data wrangling process presents. Both have negative implications in the computation of aggregate distances in urban mobility. (a) Elevation profile between two cell sites in Valparaíso that creates an NNH connection. (b) Example of notable differences between Euclidean, Manhattan, and real distances between two points in the city. This condition is common in hilly cities.

**Distance computation problem.** Even though we do not know the exactly route that device $m$ uses to move across the city, previous studies make the assumption of displacements based on rectilinear distance. This form of calculation, also known as $L_1$-Norm or Manhattan distance, replaces the Euclidean distance with a new metric in which the distance between two points is the absolute difference of the components of the vectors. In Figure 2b, we can see the actual elevation profile between two nearby cell sites ($s_1$ and $s_2$). The green line from points $A$ to $B$ represents the linear (Euclidean) distance between them (1.4 km), which corresponds to 1.7 km considering the $L_1$-Norm (Manhattan distance), but the optimal walking/driving path is 2.9 km, represented by the blue route. Here we can find two problems. First, a device $m$ moving from $A$ to $B$ has an underestimated minimum traveled distance. We call this phenomenon in linguistic terms as low path linearity, which is calculated based on the ratio between linear distance and minimum real distance. Second, a device located at point $C$ can perfectly connect to both sites if they have their azimuths facing each other and the antennas down-tilts with convergent angles. If we do not properly compute the minimum travel distance from $s_1$ to $s_2$, by dividing it by the maximum time used to travel them, we will obtain maximum speeds in the city that do not correspond to those actually observed.

Few works mentioned these issues as critical [3,17], but none of them refer to their magnitude or their implications in the studies. Instead, they use well-curated data [11,13,18,19], synthetic data [20,21], or eliminate the outliers [2,22,23]. In all cases, the additional biases introduced into the data are not analyzed, nor their implication in later inferred conclusions. Many of these adverse effects of these procedures are diluted with the use of large volumes of data. However, it is demonstrated its effect when studies have smaller spatial and temporal scales [14]. In Table 1, we include some studies that use cellular and spatio-temporal data, and the management approach of the NNH phenomenon. As you can see, many of them do not consider the problem or at least do not mention it as part of their workflow.
Table 1. Sample of some studies that use cellular data, their case studies, and the NNH’s management approach.

| Study Reference | Case Study                                           | NNH Treatment          | Data                  |
|-----------------|------------------------------------------------------|------------------------|-----------------------|
| [2,22]          | Human mobility exploration                           | Record deleting        | Pre-processed         |
| [3]             | Survey of mobility                                   | Mentioned as critical  | NA                    |
| [11],[18]       | Human mobility patterns                              | Not mentioned          | Controlled sample     |
| [12]            | Mobility during social events                        | Spatial isolation      | Pre-processed         |
| [20,21]         | Synthetic data generation                            | Not mentioned          | Controlled sample     |
| [23]            | Impact of location-based game in the pulse of a city | Record deleting        | Pre-processed         |
| [24]            | Semantic places in people’s lives                    | Not mentioned          | Controlled sample     |
| [25]            | City as a holistic, dynamic system                   | Not mentioned          | Pre-processed         |
| [26]            | Local and the global structure of a society-wide     | Not mentioned          | Pre-processed         |
|                 | communication network                                 |                        |                       |
| [27]            | Data science for social good                         | Record deleting        | Pre-processed         |
| [28]            | Mobility and social inclusion                        | Record deleting        | Pre-processed         |
| [29]            | Taxi trips visual exploration                        | Mentioned, record deleting | Raw data |
| [30]            | Taxi trips data cleaning                             | Domain Knowledge       | Raw data              |

3. Related Work

Most humans today carry mobile telephones. According to the Global System for Mobile Communications (GSMA), by the end of 2019, there were 5.2 billion unique mobile subscribers, accounting for 67% of the global population [31]. Since all these cell phones make hits on the network with an average frequency of 24.91 (Average obtained from our data, along 2 years.) daily records per device and, in addition, these hits allow to build traces of mobility, is that the use of this information has become an essential source for studies and works that aim to understand, model, and predict urban mobility.

Cellular data have been used for several years in a myriad of applications, particularly in understanding human mobility through daily patterns [11], semantic places in people’s lives [24], holistic view of the city [25], crowd mobility during special events [12], society-wide communication network [26], statistical properties of a communication network [32], social good [27], the impact of location-based game in the pulse of a city [23], and social inclusion [28], gender gaps and inequalities [33], public health [5]. For a more complete review of studies in the area, we refer readers to [3].

Most existing works assume simple models of human mobility to collect or generate data. This is the case of the work in [20] where the authors introduced the Work and Home Extracted REgions (WHERE), and subsequently, the Differential-Privacy WHERE (DP-WHERE) model [21], to produce synthetic CDRs.

In terms of identifying meaningful places, there are different approaches, some of them using parametric models based on passive mobile data in [34], or non-parametric Bayesian approach like in [35]. To deal with the inaccuracy of CRD traces (accuracy in urban areas is approximately 150 to 500 m), several solutions have been proposed, including a study of recurring locations over time [24] and handover during [36] calls. Neither of these approaches take into account the network design variables that affect the quality of the CRDs.

Several works model mobility data using spatial and temporal profiles to: improve the inference of frequent places [2], quantify urban attractiveness [37], determine land use [38], or estimating types of activities [39]. Considering that call activity is different depending on the day and week and the city area, it is possible to derive a classification of the activity profile and define regions as “residential”, “commercial”, or “business”. In [2], the authors propose virtual locations for the antennas, seeking to increase the precision in the geo-referencing of the devices. However, these improvements do not solve the problem of computing trips in small areas. CDRs have relatively high uncertainty in the user’s location and time. This is due to the low rate of NH per unit time and the spatial resolution of the network design. Recent works, due to the pandemic outbreak, mobility studies based on cellular data have been reactivated to understand mobility and the result of the health measures adopted [40]. In all these studies, micro-mobility remains a pending challenge to
be solved. Our work focuses on reducing uncertainty by setting outliers to improve travel counting and distance computation in small study units, in terms of areas and numbers of individuals, within the city.

3.1. Research Effort Using Cellular Data

Taking into account the survey in [3], and the comprehensive review of the typology of spatial studies based on mobile phone data in [41], we summarize the research effort in five large areas:

**Estimating population distribution.** In terms of estimating where the population lives, there are several works: determining the geographical location of home and workplaces using parametric models [24,34], and non-parametric Bayesian approaches [35]. In terms of how the estimation of the density of people changes over time, in [17] the authors analyze it by exploring how to use GSM data to recognize high-level properties of user mobility and daily step count. The work in [42] shows how to assist fire and rescue services base on calculating and visualizing mobile phone density. In [43], the authors present the investigation of the calculation and representation of temporally and spatially highly dynamic point data sets based on kernel density estimation (KDE). In terms of the aggregate use of cellular data, in [44], the authors use it to identify the socioeconomic levels.

**Estimating types of activities in the city.** During the week, call activity by type or region (residential, commercial, or business) is different. It is possible to classify the regions based on the activity profile contained in the CDRs. For example, the work in [37] provides a case study in which different areas of interest in New York are tracked using aggregated cellular data and geo-referenced Flickr photos. Other works attempt to obtain clusters from the data by measuring the activity of cell sites. For example, in [25] the authors obtain clusters of the dynamics of Rome, and in [38] the work aims to automatically identify different land uses (e.g., industrial, commercial, nightlife, recreation, residential, etc.). In [2], the authors propose virtual locations for the antennas, seeking to increase the precision in the geo-referencing of the devices compared with a standard method like Voronoi tessellations.

**Estimating mobility patterns.** Given its geo-referenced condition, cellular data can be used to estimate commuter’s mobility in predefined regions. Several groups of researchers carry out extensive work in this field. Among them, the so-called “Barabasi Lab” (http://www.barabasilab.com/iritu) with its open project on “Individual mobility patterns”, and the “MIT Senseable City Lab” have a recognized track record. The work in [11] shows us how to track both groups and individuals based on the widespread coverage of mobile sites in urban areas. In [18], the authors demonstrate that human trajectories follow several highly reproducible scaling laws, deprecating the continuous-time random-walk models for human mobility. Subsequent mobility patterns have been used for a wide range of studies, from people migration [45] until road usage [46]. One of the first works of “MIT Senseable City Lab” aims to investigate and how digital technologies, in particular cellphones, are changing the way people live. In [47], they used CDRs to monitor the vehicular traffic status and the movements of pedestrians in Rome, Italy. The work in [36] describes human mobility in several US cities to evaluate the effect of human travel on the environment. In [13,48], the authors work on exploring the limits of predictability in mobility patterns using statistical methods.

**Analyzing local events.** In more recent years, studies with cellular data have led to issues related to mobility at local events. In particular, several studies attempted to infer human mobility patterns during different kind of emergencies compared with non-emergency events [49], earthquakes [50], and special social events [12,51,52].

**Analyzing social networks geography.** The impact of geography on interactions through social networks has been approached from statistical perspectives [32], to determine the relative frequency and average duration of communications [53], and to study the social radius of influence [54].
3.2. Open Challenges and Opportunities Related to the Use of CDRs

There are open opportunities and challenges in the use of this type of data.

**Limitations of event-driven data.** CDRs are event-driven data, which means that they are generated only when the users perform some action, e.g., send an email, search for something on the Internet, make a call, etc. [3]. The geographical position is obtained from the site to which the device connects, and, therefore, the location is updated as these events are recorded. The development of certain urban mobility patterns is affected by the low frequency of events (NHs). To solve this, two approaches are used: sampling high-activity users or sampling internet usage data. In both cases, the sampling process presents complexities and potential representativeness problems. The integrated use of data from different companies to get better samples poses both technical and information privacy challenges.

**Limitations in spatial accuracy.** Mobile phone network data do not provide accurate localization. The spatial accuracy in urban areas is about 150 to 500 m, so there are limitations in the type of solutions provided with this precision. To this point, some solutions proposed so far are increase the precision based on virtual position of the antennas [2], look at history for recurring locations [24], and look at handover during calls [36].

**Managing uncertainties.** Due to the limitations of the event-driven data and the spatial accuracy, the uncertainties in the user’s status in time and space can be relatively large. As mentioned, two factors that determine this are the low frequency of user localization refresh and the low spatial resolution of the network. In [55], the authors propose a solution to estimate uncertainties in users’ position with a trigonometric approach.

**Finding comparative data sets.** Comparing the results of investigations conducted with cellular data is faced with the scarcity and complexity of ground truth data. Government census and survey data have different spatial and temporal resolutions, and these studies are usually carried out in geographic areas with coverage from several cellular companies (Telcos). Some proposed solutions are self-reported data (e.g., Flickr, Instagram) and social media data (e.g., Facebook, Twitter).

**Dealing with privacy and anonymity.** The conflicts between data mining and security just begin and promise a tough battle both in the field and in court. There is a growing concern about security and privacy gaps in the use of information collected on a daily basis. The key point here is that we are dealing with data that do not belong to us (the researchers) but the Telco’s customers [14].

**Real-time data acquisition and processing.** Nowadays, real-time analytics gives an extra value in the modeling and predictability of complex processes. Many solutions based on cellular data acting as mobility sensors acquire more value if they operate in real-time (e.g., social event monitoring, traffic optimization, demand prediction, etc.). The development of models based on streaming data generates new challenges in its ingestion and operation. Today it is increasingly common to see data produced every few minutes. However, the high massiveness of such data forces the design of extraction, transformation, loading, and analysis processes in distributed configurations and clusters, and streaming processing.

**Social good.** There are many pilot projects in which massive cellular data are being used to achieve sustainable development goals. Examples of this are: poverty analysis [56], electrification planning [57], crime prediction [58], CO2 emissions, supporting managing humanitarian disasters [50], among others. An open issue is the lack of standardized cross-countries cross-operators’ insights; otherwise, the results cannot be compared.

3.3. Data Quality

As a result of the data privacy concern, the vast majority of studies use data that are properly pre-processed and curated [18], or data that come from the location’s services intelligence platforms [59]. Cellular data quality is a real critical issue, but little has been discussed in the studies [29]. Technologies designed for geo-positioning, such as GPS, can also deliver inaccurate data due to the design of the reception algorithms and the
conditions of the physical environment [60]. Cellular networks are subject to the same problem. However, it is not clear its magnitude and/or implications in the analyzes that use it. In many cases, some parameters, at radio access network (RAN) and core network (CN) levels, are configured manually. In [30], the authors argue that data preparation and cleaning is an iterative and essential process for subsequent analysis. In their work, they use GPS data from New York taxis. Preliminary analyses and visualizations show that 4.6% of the data represented ghost rides with taxis geolocated on rivers, oceans, and even outside the United States. Sampling does not solve the problem product of representativeness and coverage factors [3]. The foregoing is aggravated if there are erroneous data that are within ranges considered normal, which go unnoticed without prior in-depth analysis. The problem of NNHs was first proposed and studied in [14]. For further details, in Table 1, we include some studies that use cellular and spatio-temporal data, and the management approach of the NNH phenomenon.

In this work, we apply a hierarchical fuzzy logic model to demonstrate that NNHs have an important impact on the calculation of the mean distances traveled by users. The correction of the NNHs eliminates the biases they introduce, allowing the scale of subsequent studies to be reduced.

4. Fuzzy Reasoning Solution Approach

**Fuzzy logic:** When the first paper of fuzzy logic [61] was written, there were no technical journals that dared to accept it because at that time it was inconceivable to allow vagueness in the engineering field. The turning point came in 1974 when Ebrahim Mandami applied fuzzy logic to controls for the first time [62]. The fuzzy sets theory was introduced to provide a scheme for handling a variety of problems with an intrinsic characteristic of ambiguity more than a statistical variation [63]. Fuzziness differs from imprecision. In tolerance analysis, imprecision refers to a lack of knowledge about the value of a parameter and is thus expressed as a crisp tolerance interval. This interval is the set of possible values of the parameters. Fuzziness occurs when the interval has no sharp boundaries, i.e., is a fuzzy set ˜A. Then, µ ˜A(x) is interpreted as the degree of possibility that x is the value of parameter fuzzily restricted by ˜A [64]. In this work, we use fuzzy reasoning with Mandami’s direct method [62] in order to fix the NNH outliers found in the data.

**Fuzzy reasoning:** In a typical application, the system is defined using a flat set of rules. That is, all the rules have the same variables in the antecedent part (qualified using different fuzzy terms) and conclude about the same variable. Rules are defined so that antecedents define a fuzzy partition of the application domain. That is, for each possible point in the n-dimensional input space (we assume that there are n variables) there is at least one rule (usually more) that can be applied. Then, when the system is applied to a particular situation (a given input), all rules are fired in parallel (applied all at once to this given input), and for each rule its conclusion is computed. The computation considers the degree to which the antecedent is satisfied; if it is not satisfied at all, the conclusion is an empty set. Subsequently, the final output is computed through the combination of the conclusions of all the rules. This combination usually consists of the union of the conclusions of all rules and a final step of defuzzification. Defuzzification means the process of transforming the union of the conclusions (that is a fuzzy set) into a crisp value (e.g., a numerical value). This process can be seen as either an element selected from a set (in fact, from a fuzzy set) or a fusion process in which the information to be fused the fuzzy set and the outcome is the numerical value [65].

In our work, we define a nine-dimensional domain of variables with a range of 2 to 5 rules each. Given this, we get a complex domain configuration with more than 20,000 rules in the complete set. The model takes advantage of independence in some variables to significantly reduce the required rule-base size when describing the system, without compromising robustness. In order to deal with the curse of dimensionality, we apply the following techniques:
Hierarchical rules architecture: We apply a hierarchical [66] with a prioritized structure [67] approach that decomposes the large-scale system into a finite number of reduced-order subsystems or modules, see Figure 3, thereby eliminating the need for a large-sized inference engine [68]. Each module has the ability to compute a defuzzification process delivering a final output or connecting to the next level.

Parallel-distributed computing: In order to process and fix large amounts of data from NNHs (typically one day of data can have 180 million records), we create a parallel and distributed single program, multiple data architecture.

Figure 3. Hierarchical rules architecture: Rules are grouped into modules according to their roles in the system. Each module has the ability to compute a defuzzification process delivering a final output or connecting to the next level. In the latter case, the input becomes part of the antecedent of a new set of rules, in this way up to the last level if necessary.

In our work, we developed two algorithms base on fuzzy reasoning: Fuzzy Logic NNH Fix Algorithm (FNEA) and Fuzzy Logic Trips Counting Algorithm (FTCA). Both are used sequentially to fix NNH data and compute travel counting and distances.

4.1. Fuzzy NNH Fix Algorithm (FNEA)

FNEA aims to fix the NNH records in the dataset, improving the trip count and the computed distance accuracy compared with previous methods. In the latter, each time an anomaly is detected (an NNH), the entire time series is removed. This means eliminating devices that could provide relevant information for further analysis. If the anomaly is not detected, the jump represented by the NNH is considered valid, and the time series is processed, introducing a bias in the computed distances.

In this model, we define a nine-dimensional domain of variables with more than 20,000 rules in the complete domain. In order to create our model, we use the following conceptualization of the traces over antennas sites in a particular time t, see Figure 4.
Figure 4. (a) NH sequence in time series, where \(s_{t-1}, s_t, \) and \(s_{t+1}\), represent the previous, current, and future position (antennas) of a device \(m\), centered in time \(t\). (b) The model needs to consider different spatial behaviors, where \(s_{t+1}\) could be closer to \(s_{t-1}\) than \(s_t\).

The figure shows a rolling window within the NH time series, centered on \(t (s_t)\). The sites \(s\), represent the previous, current, and next antennas to which the device \(m\) connects. For convenience, we call these sites \(s_A, s_B, \) and \(s_C\). The model seeks to detect problems (NNH) in \(s_B\) and correct them. Then, its possible outputs against a detected NNH can be \(s_t = s_{t-1}\) (\(s_B\) is actually \(s_A\)) or \(s_t = s_{t+1}\) (\(s_B\) is actually \(s_C\)). The variables, universe of discourse, and linguistic terms are shown in Table 2.
| Variable Name | Universe of Discourse | Linguistic Terms |
|---------------|-----------------------|-----------------|
| v = min velocity from A to B (MVAB) | $V = \{v \mid 0 \leq v \leq 1000\}$, [km/h] | $T(v) = \{\text{very slow, normal, high urban, high inter urban, very high}\}$ |
| w = min velocity from A to C (MVAC) | $W = \{w \mid 0 \leq w \leq 400\}$, [km/h] | $T(w) = T(v)$ |
| x = distance from A to B (DAB) | $X = \{x \mid 0 \leq x \leq 4000\}$, [km] | $T(x) = \{\text{very short, short, city size, long, very long}\}$ |
| y = distance from A to C (DAC) | $Y = \{y \mid 0 \leq y \leq 4000\}$, [km] | $T(t) = \{\text{inside macro area, near macro area, far from macro area}\}$ |
| p = relative position between A and C (RPAC) | $P = \{p \mid 0 \leq p \leq 1\}$ | $T(p) = \{\text{closer to A, closer to C}\}$ |
| s = slope between A and B (SAB) | $S = \{s \mid 0 \leq s \leq 1\}$ | $T(s) = \{\text{low, high}\}$ |
| l = linearity between A and B (LAB) | $L = \{l \mid 0 \leq l \leq 1\}$ | $T(l) = \{\text{low, high}\}$ |
| gw = GoogleMap API walking distance (GWD) | $GW = \{gw \mid 0 \leq gw \leq 0.6\}$, [km] | $T(gw) = \{\text{short, long}\}$ |
| gd = GoogleMap API driving distance (GDD) | $GD = \{gd \mid 0 \leq gd \leq 960\}$, [km] | $T(gd) = \{\text{short, long}\}$ |
The model implements the hierarchy shown previously (Figure 3). The architecture is composed of four levels. The first level (Level 0), uses an architecture based on the fuzzy reasoning method based on Sugeno and Takagi linear functions [65,69]. The structure of the rules, and its derived outputs are given by:

\[
\text{Rule 0.1: } \text{IF } \text{gw is } A_1 \text{ and } \text{gd is } B_1 \text{ THEN } z_1^* = f_1(\text{gw}, \text{gd}) = (\text{gw}_0 + \text{gd}_0)/2
\]

\[
\text{Rule 0.2: } \text{IF } \text{gw is } A_1 \text{ and } \text{gd is } B_2 \text{ THEN } z_2^* = f_2(\text{gw}, \text{gd}) = \text{gd}_0
\]

where \( A_i, B_i, \) are fuzzy sets; \( gw_0, \) and \( gd_0 \) are the facts obtained from GoogleMaps walking and driving optimal distance respectively; and \( z_i^* \) are the individual rule outputs. The crisp control action is expressed as:

\[
z_0 = \frac{a_1 \times (gw_0 + gd_0) + 2a_2 \times gd_0}{2(a_1 + a_2)}
\]

where \( a_i \) denotes the firing level of the \( \text{level 0, } i \text{-th rule, } i = \{1, 2\} \), computed by:

\[
a_1 = A_1(gw_0) \land B_1(gd_0)
\]

\[
a_2 = A_1(gw_0) \land B_2(gd_0)
\]

We can see Level 0 fuzzification and defuzzification process in Figure 5a. In this level, there is a continuous crisp output, which becomes the input of Level 1. The next three levels (1, 2, and 3), have a similar rules structure. Following the structure of Level 2:

\[
\text{Rule 1.1: } \text{IF } x \text{ is } A_1 \text{ and } y \text{ is } B_1 \text{ THEN } z \text{ is } C_1
\]

\[
\text{Rule 1.2: } \text{IF } x \text{ is } A_2 \text{ and } y \text{ is } B_2 \text{ THEN } z \text{ is } C_2
\]

\[
\text{Rule 1.i: } \text{IF } x \text{ is } A_i \text{ and } y \text{ is } B_i \text{ THEN } z \text{ is } FF_2
\]

\[
\text{Rule 1.n: } \text{IF } x \text{ is } A_n \text{ and } y \text{ is } B_n \text{ THEN } z \text{ is } C_n
\]

where \( A_i, B_i, \) and \( C_i \) are fuzzy sets; and \( FF_2 \) is a fuzzy boundary rule. To avoid binary (not fuzzy) thresholds, we created what we call fuzzy boundary rules. With them, we make sure that certain variables (e.g., the minimum speed between \( sA \) and \( sB \)) have fuzzy limits at both ends (upper and lower).

In Figure 5b–d, we can see an example of this level. Each level of the hierarchy has a defuzzification step. In this step, the consequent of some rules have fuzzy outputs or fuzzy filters. The defuzzification mechanism selected is Last from Maxima. Consequently, the defuzzification process gives us both final results (\( s_2 = sA \) or \( s_2 = sB \)), or access to the next level in the hierarchy (\( FF_2 \)). In the latter case, the flow continues to the next level in the hierarchy (Level 3). The next two levels (3 and 4) operate in a similar way using another set of variables and rules, and defusing towards \( s_2 = sA, \) or \( s_2 = sC \).

Fuzzy sets’ cores and support points for distance and altitude variables between sites \( s_i \) are obtained from original geo-referenced sources of the mobile operators. We use urban and rural density of antennas. Figure 6 shows us the mean and standard deviations of distances for different sets of antennas (top-k).
(a) Level 0: input output (Takagi-Sugeno).

(b) Level 1: Crisp output $s_I$ is $A$.

Figure 5. Cont.
(c) Level 1: Crisp output $s_f$ is $B$.

(d) Level 1: Fuzzy output, firing Level 2.

Figure 5. Levels 0 and 1 examples of hierarchy filter defuzzification.
As an example, the mean distance in sets of 6 sites is 0.86 km with a standard deviation of 0.36 km. The velocity variables are defined based on parameters obtained from experimental sources. Average speeds in the city are obtained from data collected from GoogleMaps API over a year. The optimal minimum distances between sites are obtained from the same source, computed considering walks and trips in vehicles. Some of the fuzzy sets can be seen in Figure 7.
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Figure 7. Membership functions for antecedent and consequent parts in FNFA. Some of the plots are expressed in logarithmic scale due the extension of Universe of Discourse.
To spark the process, we use the contextual distances between two consecutive sites in the time series. Depending on the distance between sites, it is reasonable to think that people can travel these distances walking or in some type of vehicle. This contextual distance variable uses real values for walking or driving, obtained from the GoogleMaps API. In most of the cases, both distances are different. Later, we add minimum speed variables of a device \( m, V_{\text{min}_m}(s_{t-1}, s_t) \), where \( t-1 \) and \( t \) represent the timestamps of two consecutive events in the time series, moving from two points, \( s_{t-1} \) to \( s_t \) (or \( sA \) and \( sB \) respectively). The FNFA carries out its work based on a previous model. Each original data set, containing one day of data, is divided into a series of chunks to which the model is applied using a rolling window over the time series, \( H_m \). Every time the algorithm concludes that there is a wrong record, it modifies the cellular site (geographical position) according to its logic. The minimum travel speed of a device \( m, V_{\text{min}_m} \), will be given by one of the following cases, as shown in Figure 8.

![Figure 8. The minimum velocity solution approximation.](image)

Definition 8 (Minimum velocity). We define minimum velocity as the velocity of a device \( m \) moving from two points, \( s_{t-1} \) to \( s_t \) (or \( sA \) and \( sB \), respectively). Let \( dl \) and \( ds \) be the largest and smallest Euclidean distance between two coverage points of sites \( s_{t-1} \) and \( s_t \), respectively. Similarly, let \( de \) be the Euclidean distance between both sites. The distances \( dl \) and \( ds \) (where \( dl > de > ds \) potentially represent the extreme cases for a combination of two consecutive NHs at two different sites \( s_{t-1} \) and \( s_t \). The time between two successive NHs has, at any of these potential distances, a single known value \( t_{m,s_{t-1} \rightarrow s_t} \). Since we do not know at what exact moment the movement began and ended, \( t_{m,s_{t-1} \rightarrow s_t} \) represents the longest possible travel time for all cases. That means the object \( m \) was in motion for the entire time \( t_{m,s_{t-1} \rightarrow s_t} \). With this in mind, we can only conclude that the speed we get by dividing the distances \( dl \) or \( ds \) by the time \( t_{m,s_{t-1} \rightarrow s_t} \), will always be the minimum speed possible, \( V_{\text{min}_m} \), for the section distance between \( s_{t-1} \) and \( s_t \) cellular sites. The minimum speed \( V_{\text{min}} \) is the singleton with which we enter our fuzzy model.

Minimum speeds are contextual to geography. In the city center, the density of cell sites is higher and travel speeds are conditioned by congestion and traffic control mechanisms (e.g., traffic lights, traffic regulations, etc.). Displacements from more distant sites are interpreted as intercity trips, which depending on the distance, allow comparable speeds equivalent to those of commercial flights.

The FNFA implements two groups of parameters as input.

Physical parameters: This group of parameters considers actual physical measurements of the sites obtained from the Operator (Telco) and GoogleMaps API. We use the sites latitude, longitude to calculate optimal walking and driving distances between them. Walking and driving distances are used to discriminate proximity. In order to determine
the linearity between sites \((LAB)\), we use the elevation above sea level and the height of the support (e.g., communication tower, building, etc.)

**Support parameters:** This group includes all the parameters that define the fuzzy sets cores and supports. These parameters basically come from the same sources as above, but in this case, they are determined from an empirical process developed throughout the study. Among these parameters, we find the average speed in urban and interurban areas, the average distance between sites in the city and the elevation ratio between nearby sites.

We got all driving and walking distances from the GoogleMaps API. We built an \(n \times n\) distances matrix (where \(n\) is the number of sites cell phones included in the set \(S\)), so here we have a significant improvement over rectilinear distance \((L1\) distance or \(\ell_1\)) approaches used in previous studies \([2,70]\). We do not know the exact moment when a device starts or finishes moving, but we do know that it does so by changing the cell site over time. The data analyzed do not include the hand over records while the device is moving and connecting from one site to another, adding complexity to the analysis. The minimum speed \(V_{\text{min}}\) of device \(m\) between two consecutive events located in different sites, \(s_{i-1}\) and \(s_i\) does give an important clue about potential NNHs. This speed is calculated using the maximum displacement time between two sites in the time series, and the minimum possible distance given by the GoogleMaps, \(d_{\text{dg}}\). We get this distance as follows:

\[
d_{\text{dg}} = \frac{a_1 \times (g \omega_0 + g d_0) + 2 a_2 \times g d_0}{2(a_1 + a_2)}\]

(5)

where \(d_{\text{dg}}(s_{i-1}, s_i)\) is the minimum distance of device \(m\) moving from site \(s_{i-1}\) to site \(s_i\) (with \(s_{i-1} \neq s_i\)); \(g\omega\) and \(gd\) are the GoogleMaps optimal distances for walking and driving between both sites, respectively; \(t_{i-1}\) and \(t_i\) are the observed times between two events in the series, and \(a_i\) denotes the firing level of the \(i\)-th rule, \(i = \{1, 2\}\). As we mention, given the essentially imprecise geo-location nature of the mobile data, we do not know exactly where the device \(m\) is located when recording the event \(h\) at time \(t\).

As seen in Figure 8, the trajectory of \(m\) may be before, after, or between two particular sites. There are two extreme cases: first, the distance \(d_l\) with initial and ending points located before and after the two sites (case of maximum distance, red points), and \(d_s\) with points in between the sites (case minimum distance, green points). In this analysis there is the fact that:

\[
d_{\text{dg}} > d_{l_i} \quad \forall \quad (s_i, s_j) \in S
\]

(6)

where \(d_{l_i}\) is the linear distance from cellular sites \(s_i\) and \(s_{i+1}\), obtained using the \(L1\) method. Using real distances \((d_{\text{dg}})\) instead of estimated \((d_{l_i})\), we are increasing the algorithm precision. As we cannot know the maximum speed since we do not know exactly the distance or the travel time, we assume \(d_{\text{dg}}\) as an approximation to the actual distance traveled. This assumption is handled differently with the rules of our model depending on whether the time series has consecutive events in three different places \((s_{i-1} \neq s_i \neq s_{i+1}\), or in those cases in which the series has a round trip to the same place \((s_{i-1} = s_{i+1} \neq s_i\); in both cases \(t\) is the time subscript. The accuracy of the model increases as the site distances increases as well, that because the linearity \((LAB)\) tends to one \((d_{\text{dg}} = d_{l_i})\). Then, the minimum velocity approximation \(V_{\text{min}_m}\), will be given by the smallest distance to travel \((d_{\text{dg}})\), divided by the longest possible time \((t_i - t_{i-1})\).

\[
V_{\text{min}_m}(s_{i-1}, s_i) = \frac{d_{\text{dg}}}{t_i - t_{i-1}}
\]

(7)

Consequently, we can consider that:

\[
V_{\text{min}_m}(s_{i-1}, s_i) \leq \text{min}_\text{real}_\text{vel}_m(s_{i-1}, s_i)
\]

(8)

which is true \(\forall\) moving \(m\) devices.
We do not know the real speed of the devices, but we can make the assumption that their displacements (when they do), cannot be at speeds higher than those observed in the different urban and interurban contexts. As a reference, we observed average speeds of 20 km/h (downtown), and 42 km/h (inter-areas) in Valparaiso.

4.2. Fuzzy Trips Counting Algorithm (FTCA)

FTCA is designed to count trips and compute distances per device $m$ from traces. The process starts computing traces from the NHs events. We use Mandami’s fuzzy reasoning to determine whether or not the events contained in the time series represent a change of location (trace). Not always a single trace represents a single travel. It is common that in a single trip there are several NH with the same site. To control this, we define a set of rules to represent the time spent by a device $m$ that is actually in motion ($s_{t-1} \neq s_t$), in the same place $s_t s_{t+1}$, or transiting to a new site ($s_t \neq s_{t+1}$). The variables, universe of discourse, and linguistic terms are shown in Table 3.

| Variable Name     | Universe of Discourse | Linguistic Terms          |
|-------------------|------------------------|----------------------------|
| $c$ = congestion time (CT) | $C = \{c | 0 \leq c \leq 24\}, \text{[h]}$ | $T(c) = \{\text{low, medium, high}\}$ |
| $tos = \text{time on site (ToS)}$ | $ToS = \{tos | 0 \leq tos \leq 40\}, \text{[min]}$ | $T(tos) = \{\text{low, medium, high}\}$ |
| $dos = \text{density of sites (DoS)}$ | $DoS = \{dos | 0 \leq dos \leq 2\}$ | $T(dos) = \{\text{low, high}\}$ |

Table 3. Fuzzy Trips Counting Algorithm (FTCA) model’s linguistic variables, universe of discourse, and linguistic terms.

In Figure 9, we see a device taken at random with 12 traces (slanted segments), but only 8 travels (horizontal segments, denoted as $T$). The horizontal segments represent the time spent in a single site. The shorter the horizontal lines, the greater the probability that the device $m$ is passing through the cell site $s_i$ on a single trip $T$.

In this model, the rules have the same structure as those mentioned in (4). The fuzzy sets are shown in Figure 10.
Figure 10. Membership functions for antecedent and consequent parts in FTCA. Some of the plots are expressed in logarithmic scale due to the extension of Universe of Discourse.
The variable \( t_{os} \) represents the time spent by the device \( m \) at a specific site. Depending on its length this time may represent a stop at the site rather than a passage through it. The site density \( dos \) represents the level of concentration of sites in the rolling window of analysis and is given by:

\[
dos = \frac{1}{(1 + d_{AB} + d_{AC})}
\]

(9)

where \( d_{AB} \) and \( d_{AC} \) are the distances between sites \( sA, sB, \) and \( sC, \) respectively. Given the volume of data, this algorithm is also performed based on a parallel computing process. The FTCA output consists of calculating the daily trips of the \( m \) devices. The results are grouped by area and compared with similar ones from our previous work, and with the Origin-Destination Survey (see Section 6.1) of the Chilean Transportation Authority. FNFA computes the distances between sites in the trace using optimal walking and/or driving distances obtained from the GoogleMaps API. With this information, FTCA computes the distances for each trip.

5. Experiment Setup

5.1. Input Data Description

In this study, we use a subset of the same raw and duly anonymized data set as in our previous work (see Table 4). The idea was to determine the impact of the FNFA-FTCA fuzzy approach on the results. The CDRs used correspond to a time series characterized by having sparse data. Multiple data sets are analyzed, each with data from a full day. The mean of the events, \( h_{m,t} \) per device, \( m, \) varies between 28 and 46 per day, depending on the data set, this is one \( NH \) every 31–51 min. Even though we do not eliminate any outliers, we delete devices with only one \( NH \) (10–60% depending on the dataset). Having just one \( NH, \) there are no traces at all (see last column of the table). There are large deviations in \( NH \) in all the data sets processed. Some devices with high mobility during the day (e.g., truck, taxi, or bus drivers), or devices for Internet of Things–Machine to Machine (IoT-m2m), can have high daily rates of \( NHs. \) After removing the devices with one \( NH, \) we obtain means close to 35 \( NHs, \) with lower standard deviations 27–28. In Figure 11, the boxplot shows the statistics behavior of the data after filtering.

Table 4. Statistics of filtered data (devices with \( NH > 1 \)), for Valparaíso (Val). A sample of four different days.

| City: Date   | Count (\( \times 10^6 \)) | \( \mu \) NH/device | \( M_e \) NH/device | \( \sigma \) | Dev. NH > 1 (\( \times 10^2 \)) | Dev. NH = 1 (\( \times 10^2 \)) |
|--------------|-----------------------------|----------------------|---------------------|-----------|-------------------------------|-------------------------------|
| Val: 17/01/01| 10.3                        | 41.2                 | 44                  | 62.1      | 250                           | 19                            |
| Val: 18/01/01| 11.9                        | 37.8                 | 35                  | 83.7      | 314                           | 146                           |
| Val: 17/06/03| 9.7                         | 46.6                 | 45                  | 122.3     | 209                           | 15                            |
| Val: 18/01/03| 8.8                         | 29.6                 | 22                  | 65.6      | 299                           | 143                           |
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5.2. Approach

To test our algorithms, we used the same two-pronged approach as in our previous study. It consists of running the algorithms on the raw and corrected data and comparing them with the Origin-Destination Survey (ODS for short), provided by the Chilean Transportation Authority. This survey gives us the ground test. The first thing we seek is to achieve the average daily trips indicated in the survey. Having secured these results, we could evaluate the distance variable, which is the main contribution of our work. The experiments carried out in the previous study used real data covering 12 days (275 million records). The previous experiments allowed us to reach an adequate generalization of NFA-TCA for different cities. On this opportunity, we execute the sequence FNFA-FTCA from the optimal parameters obtained in previous experiments, but this time fuzzified as indicated in Section 4.1, applied to a Valparaíso data set. Then, in a second step, we use the synthetic data from our previous work to check the efficiency in removing NNH. To this data set we add 2% artificial noise (NNHs), seeking to eliminate it when applying the algorithm. After testing the effectiveness of FNFA-FTCA on complete data sets, we made a selection of a subset from the original data. To do this, we selected devices (people) that had events in places with a high rate of NNH. These sites coincide with our interest in simulating areas of high interest for mobility studies (e.g., shopping centers, business areas, etc.). For each subset of data, we first apply FTCA and then the sequence FNFA-FTCA, to compare the results of trips and distances before and after fixing NNHs. To evaluate the performance of FNFA-FTCA, we compared its results with the Origin-Destination Surveys available in the Chilean Transport Authority database and our previous work.

6. Evaluation Results

6.1. Origin-Destination Survey (ODS)

The survey of origin and destination of trips in homes of Greater Valparaíso, consisted of surveying all the residents of 8600 homes of Greater Valparaíso, randomly selected, in the period between August 2014 and June 2015. These surveys are intended to collect information on the trips and the demographics of the people who make them, providing essential information for the development of transport models for the city [71]. The ODSs are expensive, slow to develop, and infrequently studied. Concepción, a major city in Chile, had a 350-day execution plan in 2015, which was unsuccessful. The last time this city carried out an ODS was in 1991 (see Table 5).

Table 5. General status of Origin-Destination Survey (ODS) in the main areas of Chile. The case of Concepción shows us that surveys do not always reach the expected results.

| Inhabitants (×1000) | Travels/Day (×1000) | Sampled Homes (×1000) | Year Study | Average Travels /Day-Person |
|---------------------|---------------------|-----------------------|------------|-----------------------------|
| Santiago            | 6652                | 18,461                | 18,264     | 2012                        | 2.78                       |
| Valparaíso          | 928                 | 2248                  | 6800       | 2014                        | 2.27                       |
| Concepción          | N/A                 | N/A                   | 8400       | 2015                        | N/A                        |
The experiment makes a comparison of the average trips per device computed by \textit{FTCA} with those in the survey. In Table 6, we see some results for Valparaíso.

\textbf{Table 6.} Gran Valparaíso 2014–2015 O-D survey details.

|                | Homes $\times 1000$ | People $\times 1000$ | Travels/Day $\times 1000$ | Average Travels /Day-Person |
|----------------|---------------------|----------------------|---------------------------|-----------------------------|
| Con-Con        | 13.8                | 47.4                 | 118.6                     | 2.50                        |
| Viña del Mar   | 109.4               | 321.8                | 852.2                     | 2.67                        |
| Valparaíso     | 98.4                | 259.1                | 697.3                     | 2.36                        |
| Quilpué        | 49.1                | 165.3                | 348.4                     | 2.11                        |
| Villa Alemana  | 36.5                | 135.0                | 231.6                     | 1.72                        |
| Total          | 307.2               | 928.6                | 2248.1                    | 2.27                        |

In the present work, we apply the new algorithms to Valparaíso macro area, for two different days: 1 January 2018, and one Big Monday (First Monday in March after vacations where classes and work activity begin), 6 March 2017. We use different support parameter configurations.

In Figure 12, we show the density of NHs in four specific locations in Greater Valparaíso on New Years, 1 January, 2018. We can see a high activity till dawn in celebration areas near the coast, and a completely different activity in the suburbs of the city.

\textbf{Figure 12.} New Years activities in Great Valparaíso. We see 4 different locations using real (green) and synthetic (red) data. 11NLI is a commercial area, ADUC2 is the epicenter of fireworks, RNCEB is a popular beach, and RODEC is a residential suburb.

In Table 7, we see the experiments of our previous ($E_i$) and current ($FE_i$) works differentiated based on the set of algorithms used. Based on our previous experiments (using NFA-TCA), we ran three new experiments in which we applied FNFA-FTCA ($FE_2, FE_3, FE_8$) adjusting the cores and supports points of the fuzzy sets centered on the binary parameters of the original experiments. The results show us an improvement in the results when compared with the ODS. As an example, considering maximum speeds of displacement in the city between 25 and 30 km/h (the core of “Normal” linguistic term of variable $v$), and assuming movements smaller than 4 blocks (the core of “very short” linguistic term of variable $x$) as no-trips (i.e., $s_2$ is actually $sA$), we get results between 20–25% better in the
calculation of trips (depending on the experiment). Both FTCA, like its binary counterpart TCA, also proved to be sensitive and accurate. At $FE_2$, already with corrected data, we performed the same sensitivity test as in our previous work. In this case, instead of modifying a binary threshold, we increased the value of the right support (in the same magnitude, from 18 to 24 min) of one of the fuzzy sets of the variable tos (absorbing congestion scenarios). We obtained travel rates of 2.29, which is 18.9% better than the TCA value and more comparable to the ODS (2.27) in the case of Valparaíso.

Table 7. Some results of experiments from previous and current work. Compared data for Greater Valparaíso.

| Experiment | Set of algorithms | Fixed NNH | % fixed records | Traces | Trips | Fixed NNH | % fixed records | Traces | Trips |
|------------|------------------|----------|----------------|--------|-------|----------|----------------|--------|-------|
| Raw data   | TCA              | 0        | 0.00           | 7.96   | 2.53  | 0        | 0.00           | 7.08   | 2.48  |
| $E_1$      | NFA-TCA          | 412,235  | 3.71           | 6.95   | 2.42  | 259,370  | 2.70           | 6.27   | 2.38  |
| $E_2$      | NFA-TCA          | 432,301  | 3.89           | 6.90   | 2.42  | 271,720  | 2.83           | 6.23   | 2.37  |
| $FE_2$     | FNFA-FTCA        | 610,111  | 5.49           | 6.06   | 2.25  | 383,096  | 3.99           | 6.02   | 2.29  |
| $E_3$      | NFA-TCA          | 457,942  | 4.12           | 6.83   | 2.39  | 288,164  | 3.00           | 6.18   | 2.36  |
| $E_4$      | NFA-TCA          | 494,580  | 4.45           | 6.74   | 2.39  | 311,901  | 3.25           | 6.11   | 2.35  |
| $E_5$      | NFA-TCA          | 528,122  | 4.75           | 6.77   | 2.35  | 322,591  | 3.36           | 6.14   | 2.36  |
| $FE_5$     | FNFA-FTCA        | 706,015  | 6.35           | 6.58   | 2.30  | 476,206  | 4.96           | 5.95   | 2.31  |
| $E_6$      | NFA-TCA          | 547,757  | 4.92           | 6.72   | 2.40  | 334,780  | 3.49           | 6.10   | 2.35  |
| $E_7$      | NFA-TCA          | 631,110  | 5.67           | 6.59   | 2.39  | 375,286  | 3.91           | 6.01   | 2.34  |
| $E_8$      | NFA-TCA          | 655,735  | 5.89           | 6.53   | 2.38  | 391,382  | 4.08           | 5.96   | 2.33  |
| $FE_8$     | FNFA-FTCA        | 760,652  | 6.83           | 6.01   | 2.21  | 454,003  | 4.73           | 5.48   | 2.16  |
| $E_9$      | NFA-TCA          | 691,407  | 6.22           | 6.44   | 2.37  | 414,402  | 4.32           | 5.89   | 2.32  |

$E_8$ was an experiment with broad parameters in transit times to a new site (see Section 4.2). This situation probably better reflects a rural setting than an urban one. When fuzzified at $FE_8$, the results show a lower result than the ODS (2.16 vs. 2.27). This shows us that the selection of the support points of $FE_2$ is the best parameterization achieved in the experiments. The latter reinforces our main conclusion and contribution: the impact of NNHs occurs mainly in the field of the distances calculated in the trips rather than in the counting of them. The new approach presented in this study makes its contribution to an essentially diffused problem. With FTCA, we observed an average difference of traveled distances of 9.2 km, which is 9.8% better than the previous TCA (7.8 km). Compared with naive methods (without fixing the NNHs), the improvement rises from 19.6 to 28.8 km (46.9%).

6.2. Synthetic Data

After validating the results with the ODS survey, we used the same technique presented in [14] to generate synthetic data. Essentially, this method consists of replicating the statistical behavior of the real data in 15-minutes intervals. For each interval, we calculate the time distributions of events (NHs) and devices (m) that occur at each pair of sites in the antenna data set. This way, we capture the temporal patterns in the data. Then, synthetic data is generated by randomly extracting data from the created distributions. In order to generate a precision pattern for our algorithms, we add 2% noise (NNHs) generated with the same method from the noise identified in pairs of real antennas. In Figure 13, we observe that synthetic data have a good behavior to represent reality, even in particular scenarios such as New Year’s Eve (see Figure 12). To test FNFA, we applied the algorithm with the group of Supporting Parameters from the experiment $FE_8$ and obtained 3.58%
fixed record. Then, we introduced an additional 2% noise, obtaining 5.56% of the corrected records, that is, 99% of the NNHs inserted.

Figure 13. Comparison of statistical behavior between real and synthetic data. Once we confirmed adequate behavior, we introduced controlled noise to evaluate FNFA performance.

With high confidence, we can say that the results obtained in precedent Sections 6.1 and 6.2 are more comparable to the official surveys than our previous work. This allows us to move on to the next experiment, this time evaluating FNFA-FTCA with small groups of data representing small population groups or small geographic areas.
6.3. Applying FNFA and FTCA to Small Groups of Data

Lastly, we ran experiments applying the sequence FNFA-FTCA to small groups of data. With these experiments, we wanted to simulate small groups of people or small areas in the city and demonstrate two things. First, our improved algorithms are able to determine trips with greater precision than our previous version in the data subset (even if they are affected by the noise of type NNH). Second, to confirm that the previous approximations present important deviations in the distances calculated for the trips. All of the above aims to reduce the errors introduced in subsequent analyses and predictions developed with cellular data.

6.3.1. Computing Better Distance Distributions in Small Groups

The experiment consists of applying the sequence to the full data set of both original and fixed data. Although the GoogleMap API increases the distances traveled between sites by using more realistic and precise routes than the previous methods (i.e., $L_2$), we expected to reduce it by eliminating the ghost jumps that represent the NNHs. However, this apparent adverse effect is offset by the fact that the greater precision in the distances helps to detect more NNHs. In Figure 14, we can see average reductions of 19.8% in Valparaíso. The plots show us results comparing our approach with the naive one (orange and blue lines, respectively). In some cases, the computed distances are greater (Figure 14b). In them, the explanation is based on the type of day. Normally a BigMonday involves an abnormal amount of trips due to the end of summer and the beginning of work and school activities. The amount of NNHs in those days becomes more evident (higher jumps in the network), generating a greater elimination of records in the naive approach.

![Figure 14. Naive and proposed approaches evaluated on full data sets for 1 January 2018, and 6 March 2017 in Valparaíso.](image-url)
6.3.2. Analyzing Travels and Distance Distributions in Small Groups

The experiment selects, from the original data, pairs of antennas \((s_{t-1} \text{ and } s_t)\) with a high rate of NNHs between them. To obtain this subset, two filters were applied: pairs of sites with more than 1000 NNHs reported in one day and more than 2 km faraway each other. For each site combination we select all the \(m\) devices that passed through them respecting the direction of movement (i.e., from \(s_{t-1}\) to \(s_t\)). As expected, the trip count for device \(m\) does not alter too much. If the trip has started and an incorrect NH is obtained during it (this is an NNH), the trip counter \((\text{trips}^+ = 1)\) does not increment. On the contrary, a significant impact is observed in the computation of the distance. This is why the travel distributions look similar (see Figure 15), but there are significant differences in the distance distributions (see Figure 16). In all cases, when comparing both approaches, the distance is reduced by at least 40\%, as shown in Figure 16b,d.

![Figure 15](image1.png)
(a) Trips distributions in Valparaíso (2017)
(b) Trips distributions in Valparaíso (2018)

Figure 15. Trips distributions computed with naive and proposed approach—6 March 2017 and 1 March 2018, respectively. Travel distributions look similar.

![Figure 16](image2.png)
(a) Average velocity in Valparaíso (2018)
(b) Cumulative distance in Valparaíso (2018)

Figure 16. Cont.
7. Future Work and Conclusions

Mobile data in general, and CDRs in particular, have undoubtedly become an important source for research and development of products and services. They are collected for all active mobile telecommunications devices, which to date total more than 5.3 billion in the world. With the advent of the popularly called BigData, they have begun to be collected to operate networks efficiently, improve user business intelligence, study urban mobility in a wide range of use cases, and, lately, as data to improve society.

Our work leaves us with several conclusions and future experiments. The relevance that this type of data has achieved in various fields of knowledge and innovation motivates us to understand the impacts that erroneous NHs (NNHs) can introduce. To the best of our knowledge, all previous studies using this type of data have worked with well-curated or synthetic data, eliminating the potential impact of incorrect records only as far as they can recognize them. These works only spotted the obvious problems in the data, but due to the inherent complexities of communications networks, there are many more to discover. Our work has shown that removing and maintaining these incorrect records without correcting them negatively influences subsequent analyses. In terms of travel counts, the impact is relatively minor; however, we observe considerable deviations in terms of the distances traveled and their distributions. This deviation is increased if we reduce the space-time scale of the studies.

Regarding Origin and Destination Surveys (ODS), our conclusions coincide with those collected in previous studies. Surveys are expensive, slow, static, very sporadic in time, and not always successful. The samples used in these surveys seek to be representative of cities or macro-areas and not of spatially reduced units of analysis. The main objective of these surveys is to collect information about the trips and the demographics of the people who make them, providing essential information for the development of transport models for the city [72]. The information obtained from them (distances traveled, number of trips, modal split, etc.) is directly related to the quality and general frequency of the process. Our work is inspired by solving these problems by delivering consistent results in terms of trips, significantly improving the distances traveled, and, above all, making the granularity in the analysis more flexible.

CDRs are sparse and geographically inaccurate data. Some years ago, Operators (Telcos) have started to store core network data (XDRs). These data are less sparse and more accurate compared to CDRs (35 versus 600 NH per device-day). However, they are more expensive to capture, store, and process. Like any new data source, it still has the typical problems of raw and uncured data. Our work will undoubtedly help reduce these
complexities. CDRs will continue to be used intensively in the research and development of solutions. Its simplicity, massiveness, and low cost of generation and storage will continue to contribute in many areas. Of course, there are still spaces for improvement in its management and understanding.

Today we see an intensive use of these data in the generation of impact research in the following areas:

**Mobility and transportation:** Mobility and transportation are vital elements for inhabitants of cities, and a key dimension on authorities agenda.

**Smart economy:** Knowing where people—residents, and visitors—are concentrated, for what types of activities, and at what times, allows commercial and cultural institutions to improve their offer and segment them based on patterns that include mobility and its semantics.

**Public health and safety:** The ability to infer population mobility for health and safety reasons is a key aspect of governments’ agenda. This ability must include large social events, crisis management, earthquakes, social riots, etc. Today, it is especially relevant to study the impact of urban mobility as a vector of contagion of diseases such as COVID-19.

**Land use and sustainability:** Urban planning has become a complex challenge; understanding the dynamics of how citizens use urban and suburban spaces is essential for urban planning and the sustainable development of cities.

**Social good:** correlated with the concept of Smart City, understanding the mobility of specific segments of inhabitants can improve the quality of life in a large list of areas, and help reduce the inequalities that are now visible in our societies.

Our work contributes to improvements in the data source for these studies, making them more reliable and accurate. The current segmentation of users and consumers are not able to adequately model the current complexity. It is necessary to perform analyses at much smaller scales, in greater detail. It is at this point where cellular data cannot hide its problems, and it is there where our work makes its greatest contribution.

We decided to use fuzzy logic as a simple way to understand a complex phenomenon. Fuzzy logic is a methodology that provides a simple way to draw conclusions from ambiguous, imprecise, and incomplete data. In future work, applying more sophisticated fuzzy logic or neural network approaches should give us even better results not only in the distribution of trips and distances but also in dimensions such as modal partition and the purpose of trips. Both issues are not resolved effectively yet. Obtaining these same conclusions in real-time adds new benefits in many fields. We still see a challenge in applying fuzzy logic models in Big Data scenarios.

Synthetic data generation is a reopened area. A few years ago, synthetic data was created to compensate for the lack of it and for an incipient concern about people’s privacy. The GDPR (General Data Protection Regulation 2016/679) and other new regulations begin to generate concrete restrictions on the use of this type of data [73]. There is a new opportunity to develop new algorithms to create synthetic data that adequately model the inherent aspects of people’s mobility and interactions. The benefits of having synthetic data are given by the possibility of conducting much more research in the areas indicated above, without putting people’s privacy at risk. Once these studies reach adequate levels of maturity in relation to obtaining answers to their research questions, progress can be made using real data. At this point, the promise of impact value should be greater than the potential vulnerabilities.
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