DIMENSION FREE $L^p$ ESTIMATES FOR RIESZ TRANSFORMS VIA AN $H^\infty$ JOINT FUNCTIONAL CALCULUS

BŁAŻEJ WRÓBEL

ABSTRACT. By using an $H^\infty$ joint functional calculus for strongly commuting operators, we derive a scheme to deduce the $L^p$ boundedness of certain $d$-dimensional Riesz transforms from the $L^p$ boundedness of appropriate one-dimensional Riesz transforms. Moreover, the $L^p$ bounds we obtain are independent of the dimension. The scheme is applied to Riesz transforms connected with orthogonal expansions and discrete Riesz transforms on products of groups with polynomial growth.

1. INTRODUCTION

In [11] Stein proved dimension free $L^p$ estimates for the classical Riesz transforms on $\mathbb{R}^d$. Since then many analogous results were obtained for Riesz transforms defined in various settings.

Several authors investigated dimension free $L^p$ estimates for Riesz transforms connected with (discrete) orthogonal expansions. In the Hermite polynomial case (Ornstein-Uhlenbeck-Riesz transforms) this was studied by Meyer [20], Pisier [37], and Gutierrez [17]. Dimension free bounds for Hermite-Riesz transforms (the setting of Hermite function expansions) can be deduced, by means of transference, from the paper of Couhlon, Müller, and Zienkiewicz [10] (see also [19] and [23] for different proofs). The Jacobi polynomial setting was treated by Nowak and Sjögren [32], who obtained dimension and parameter free estimates for the considered Riesz transforms. In the Laguerre polynomial case the topic was initiated by Gutierrez, Incognito and Torrea [18] (half-integer multi-indices), and completed by Nowak [30] (continuous range of multi-indices). In both [18] and [30] the authors proved dimension and parameter free bounds for the considered Riesz transforms. Dimension and parameter free estimates for Riesz transforms in the setting of Laguerre function expansions of Hermite type were obtained by Stempak and the author [43]. Additionally, Dragičević and Volberg in [13] and [14] (see also [15]), proved presumably optimal in $p$ dimension free $L^p$ estimates for the Ornstein-Uhlenbeck-Riesz transforms, and Hermite-Riesz transforms, respectively.

The phenomenon of dimension free $L^p$ bounds for Riesz transforms was also studied in other contexts. In the above-mentioned article [10], Couhlon, Müller, and Zienkiewicz, showed dimension free estimates for Riesz transforms associated to the sub-Laplacian on the Heisenberg group. In two papers [25] and [24], Lust-Piquard proved dimension free bounds for Riesz transforms on $L^p((-1,1)^d)$, and, more generally, for discrete Riesz
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transforms on products of abelian groups. Li [22], generalizing an earlier result of Bakry
[4], proved a dimension free estimate for Riesz transforms on complete Riemannian
manifolds, under the assumption that the Bakry-Emery Ricci curvature is bounded
from below. In [45] Urban and Zienkiewicz investigated dimension free bounds for
Riesz transforms of some Schrödinger operators.

We introduce a setting which formally encompasses all Riesz transforms built in
a ‘product’ manner. In particular it covers all the Riesz transforms connected with
(discrete) orthogonal expansions mentioned above, as well as those associated with
(continuous) Bessel expansions (which were studied in [5]). This setting also includes
the Riesz transforms studied in [24] and [25].

Assume that $L = (L_1, \ldots, L_d)$ is a system of non-negative self-adjoint operators such
that each $L_r$ acts on $L^2(X_r, \nu_r)$, $r = 1, \ldots, d$. By $r$-th first order multi-dimensional Riesz
transform associated to the system $L$ we mean

$$(1.1) \quad R_r = \delta_r(L_1 + \ldots + L_d)^{-1/2}. $$

Here $\delta_r$ is a certain operator acting on a dense subspace of $L^2(X_r, \nu_r)$ (hence, by a ten-
sorization argument also on a dense subspace of $L^2(\prod_{r=1}^d X_r, \otimes_{r=1}^d \nu_r)$). To be precise,
if 0 is an eigenvalue of $L$, then the definition of $R_r$ needs to be slightly modified; this is
properly explained in all the needed cases. Often $\delta_r$ and $L_r$ are related by $L_r = \delta_r^* \delta_r + a_r$,
with $a_r \geq 0$; in particular this is the case in Theorems 4.1 and 5.1.

In Section 4 we show how (1.1) can be formalized for Riesz transforms connected with
(discrete and continuous) orthogonal expansions. Then, in Section 5 we formalize (1.1)
for Riesz transforms on products of discrete groups having polynomial volume growth.
For the time being let us only note that the classical Riesz transforms are indeed of the
form (1.1) with $\delta_r = \partial_r$, $L_r = -\partial_r^2$, and $(X_r, \nu_r) = (\mathbb{R}, dx_r)$, $r = 1, \ldots, d$.

The main goal of this paper is to establish a connection between an $H^\infty$ joint func-
tional calculus (for a pair of strongly commuting operators) and (dimension free) $L^p$
boundedness of multi-dimensional Riesz transforms given by (1.1). In Corollary 3.3 we
present a scheme allowing to deduce dimension free $L^p$ bounds for these Riesz trans-
forms. Here a crucial tool is the functional calculus from Proposition 3.2.

Corollary 3.3 is then applied to Riesz transforms connected with orthogonal expan-
sions (see Theorem 4.1), and to Riesz transforms on products of discrete groups having
polynomial volume growth (see Theorem 5.1). For the first of these Riesz transforms
our method gives several new results. Namely, we obtain dimension free $L^p$ bounds for
multi-dimensional Riesz transforms in the settings of: Laguerre expansions of convolu-
tion type, Jacobi function expansions, Fourier-Bessel expansions, and Bessel expansions
(the Hankel transform setting). Additionally, in the cases of Laguerre polynomial ex-
ansions and Laguerre function expansions of Hermite type we enlarge the range of
admitted parameters. For the Riesz transforms on products of discrete groups, using
Theorem 5.1 we are able to improve [24, Theorem 2.8], see Corollary 5.2.

Let us remark that the methods for proving dimension free bounds we present here
seem quite general, whereas the anterior methods were rather tailored to each of the
specific cases. It also seems that because of that generality we can not hope to obtain
dimension free bounds for vectors of Riesz transforms. Indeed, the counterexample in
by Fubini’s theorem

A large part of the material presented in this paper was included in the PhD thesis of the author [17].

2. Preliminaries

Consider a system \( L = (L_1, \ldots, L_d) \) of non-negative self-adjoint operators on \( L^2(X, \nu) \), for some \( \sigma \)-finite measure space \( (X, \nu) \). We assume that the operators \( L_r \) commute strongly, i.e. that their spectral projections \( E_{L_r} \), \( r = 1, \ldots, d \), commute pairwise. In that case, there exists the joint spectral measure \( E \) associated with \( L \), determined uniquely by the condition

\[
L_r = \int_{[0, \infty)} \lambda_r dE_{L_r}(\lambda) = \int_{[0, \infty)^d} \lambda_r dE(\lambda),
\]

see [10] Theorem 4.10 and Theorems 5.21, 5.23. Consequently, for a Borel measurable function \( m \) on \([0, \infty)^d\), the multivariate spectral theorem allows us to define

\[
m(L) = m(L_1, \ldots, L_d) = \int_{[0, \infty)^d} m(\lambda) dE(\lambda)
\]

on the domain

\[
\text{Dom}(m(L)) = \left\{ f \in L^2(X, \nu) : \int_{[0, \infty)^d} |m(\lambda)|^2 dE_{f,f}(\lambda) < \infty \right\}.
\]

Here \( E_{f,f} \) is the complex measure defined by \( E_{f,f}(\cdot) = \langle E(\cdot)f, f \rangle_{L^2(X, \nu)} \).

The crucial assumption we make is the \( L^p(X, \nu) \) contractivity of the heat semigroups \( e^{-tL_r} \), \( r = 1, \ldots, d \). More precisely, we impose that, for all \( 1 \leq p < \infty \) and \( t_r > 0 \),

\[
\|e^{-t_rL_r}f\|_{L^p(X, \nu)} \leq \|f\|_{L^p(X, \nu)}, \quad f \in L^p(X, \nu) \cap L^2(X, \nu).
\]

For technical reasons we also assume the atomlessness condition

\[
\text{(ATL)} \quad E_{L_r}(\{0\}) = 0, \quad r = 1, \ldots, d,
\]

where \( E_{L_r} \) denotes the spectral measure of \( L_r \). Note that, under \text{(ATL)}, the definition of \( m(L) \) may be rewritten as \( m(L) = \int_{[0, \infty)^d} m(\lambda) dE(\lambda) \).

Later on we often work in a product setting, when \( (X, \nu) = (\prod_{r=1}^d X_r, \bigotimes_{r=1}^d \nu_r) \). In that case, for a self-adjoint or bounded operator \( T \) on \( L^2(X_r, \nu_r) \) we define

\[
T \otimes I_r = I_{L^2(X_1, \nu_1)} \otimes \cdots \otimes I_{L^2(X_{r-1}, \nu_{r-1})} \otimes T \otimes I_{L^2(X_{r+1}, \nu_{r+1})} \otimes \cdots \otimes I_{L^2(X_d, \nu_d)}.
\]

If \( T \) is self-adjoint, then the operators \( T \otimes I_r \) can be regarded as non-negative self-adjoint and strongly commuting operators on \( L^2(X_r, \nu_r) \), see [10] Theorem 7.23 and [17] Proposition A.2.2]. Moreover, if \( T \) is bounded on \( L^p(X_r, \nu_r) \), for some \( 1 \leq p < \infty \), then, by Fubini’s theorem \( T \otimes I_r \) is a bounded operator on \( L^p(X, \nu) \) and

\[
\|T\|_{L^p(X, \nu) \to L^p(X_r, \nu_r)} \leq \|T \otimes I_r\|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)}.
\]

In the applications we give, i.e. in Theorems 4.1 and 5.1, the operators \( L_r \) act on different variables, that is, each \( L_r \) is defined on \( \text{Dom}(L_r) \subset L^2(X_r, \nu_r) \), \( r = 1, \ldots, d \).
Then, it can be proved that $E_{L_r} \otimes I_{(r)}$ is the spectral measure of the operator $L_r \otimes I_{(r)}$, $r = 1, \ldots, d$. From this observation it follows that, if, for some $r = 1, \ldots, d$, the operator $L_r$ satisfies the atomlessness condition (ATL), then the same is true for $L_r \otimes I_{(r)}$.

Additionally, for a bounded function $m_r : (0, \infty) \to \mathbb{C}$, we have $m_r(L_r) \otimes I_{(r)} = m_r(L_r \otimes I_{(r)})$. Thus, using (2.4), it is not hard to deduce that, if the operator $L_r$ satisfies the contractivity condition (CTR) (with respect to $L^p(X, \nu)$), then $L_r \otimes I_{(r)}$ satisfies (CTR) as well (with respect to $L^p(X, \nu)$).

Throughout the paper the following notation is used. The symbols $\mathbb{N}_0$ and $\mathbb{N}$ stand for the sets of non-negative and positive integers, respectively. By $\mathbb{N}_0^d$ we mean $(\mathbb{N}_0)^d$.

For a pair of angles $\varphi = (\varphi_1, \varphi_2) \in (0, \pi/2)^2$, we denote by $S_{\varphi}$ the polysector (contained in the product of the right complex half-planes)

$$\mathbf{S}_{\varphi} = \{(z_1, z_2) \in \mathbb{C}^2 : z_r \neq 0, \quad |\text{Arg}(z_r)| < \varphi_r, \quad r = 1, 2\}.$$  

In particular, $S_{\pi/2, \pi/2}$ means the product of the right half-planes. If $U$ is an open subset of $\mathbb{C}^2$, the symbol $H^\infty(U)$ stands for the vector space of bounded functions on $U$, which are holomorphic in several variables. The space $H^\infty(U)$ is equipped with the supremum norm.

We use the variable constant convention, i.e. constants (such as $C$, $C_p$ or $C(p)$, etc.) may vary from one occurrence to another. In most cases we shall however keep track of the parameters on which the constant depends, (e.g. $C$ denotes a universal constant, while $C_p$ and $C(p)$ denote constants which may also depend on $p$).

Let $B_1, B_2$ be Banach spaces and let $F$ be a dense linear subspace of $B_1$. We say that a linear operator $T : F \to B_2$ is bounded, if it has a (unique) bounded extension to $B_1$.

3. The key theorem and its consequences

The crucial result for the paper is the following theorem.

**Theorem 3.1.** Let $L = (L_1, \ldots, L_d)$ be a general system of non-negative self-adjoint strongly commuting operators on $L^2(X, \nu)$ satisfying (CTR) and (ATL). Then, for each $r = 1, \ldots, d$, and $\sigma > 0$, the operator $L_r^\sigma (\sum_{r=1}^d L_r)^{-\sigma}$ is bounded on all $L^p(X, \nu)$ spaces, $1 < p < \infty$. Moreover,

$$\max_{r = 1, \ldots, d} \|L_r^\sigma (L_1 + \cdots + L_d)^{-\sigma}\|_{L^p(X, \nu) \to L^p(X, \nu)} \leq C_{p, \sigma},$$

where the constant $C_{p, \sigma}$ is independent of (‘the dimension’ $d$).

We deduce Theorem 3.1 from the following $H^\infty$ joint functional calculus for a pair of strongly commuting operators. In what follows $\varphi^*_p = \arcsin |2/p - 1|$.

**Proposition 3.2.** Let $(T, S)$ be a pair of non-negative self-adjoint strongly commuting operators on $L^2(X, \nu)$ satisfying (CTR) and (ATL). Fix $1 < p < \infty$ and let $m$ be a bounded holomorphic function on $S_{\varphi}$, for some $\varphi = (\varphi_1, \varphi_2)$, with $\varphi_r > \varphi^*_p$, $r = 1, 2$. Then the multiplier operator $m(T, S)$ is bounded on $L^p(X, \nu)$ and

$$\|m(T, S)\|_{L^p(X, \nu) \to L^p(X, \nu)} \leq C_p \|m\|_{H^\infty(S_{\varphi})},$$

where the constant $C_p$ depends only on $p$ and not on the operators $T$ and $S$. 
Proof (sketch). The proposition follows from an application of a variant of Theorem 5.4 due to Albrecht, Franks and McIntosh. By a recent result of Carbonaro and Dragičević Theorem 1 each of the operators $T$ and $S$ has a bounded $\mathcal{H}_\infty$ functional calculus in $S_{\nu'}$, $r = 1, 2$. A more detailed and slightly different justification of the proposition can be given along the lines of the proof of [17].

□

Remark. For the purpose of proving Theorem 3.1 it is enough to use a weaker version of Proposition 3.2 with $\varphi^*_p$ replaced by $\pi|1/2 - 1/p|$. The proof of the weaker statement employs Cowling’s [11] Theorem 3 instead of [7] Theorem 1.

We proceed to the proof of Theorem 3.1. Recall that various operators $m(L)$ built on $L$ are defined by the multivariate spectral theorem via (2.1). In particular, each $m(L)$ is defined on the domain given by (2.2); for example, the domain of the operator $L_1 + \ldots + L_d$ is the subspace $\{ f \in L^2(X, \nu): \int_{(0,\infty)^d} |\lambda_1 + \ldots + \lambda_d|^p dE_{L_f}(\lambda) \}$. All the formalities that are not properly explained in the proof of Theorem 3.1 can be easily derived from the multivariate spectral theorem, see e.g. [40] Theorem 4.16. We decided not to write them explicitly in the proof in order not to obscure its idea.

Proof of Theorem 3.1. Clearly, by the multivariate spectral theorem, $L^\sigma_r(\sum_{r=1}^d L_r)^{-\sigma}$ is bounded on $L^2(X, \nu)$.

Denote $L_\nu = \sum_{s \neq r} L_s$, so that $\sum_{r=1}^d L_r = L_\nu + L_\nu$. Then $(L_r, L_\nu)$ is a pair of strongly commuting self-adjoint non-negative operators on $L^2(X, \nu)$, which satisfy both the assumptions (CTR) and (ATL). Indeed, the $L^p$ contractivity property (CTR) of $\exp(-tL(r))$ follows from the identity $e^{-tL(r)} = \prod_{s \neq r} e^{-tL_s}$, $t > 0$; while (ATL) is immediate once we note that $0 \leq E_{L_\nu}(\{0\}) \leq E_{L_\nu}(\{0\}) = 0$, $s = 1, \ldots, d$, $s \neq r$.

Defining $m_\sigma(z_1, z_2) = z^\sigma_1(z_1 + z_2)^{-\sigma}$ (here we consider the principal branch of the complex power function) it is not hard to see that $m_\sigma$ is holomorphic in $S_{\phi_1, \phi_2} \in (0, \pi/2)^2$. Moreover, we clearly have $m_\sigma(L_r, L_\nu) = L^\sigma_r(\sum_{r=1}^d L_r)^{-\sigma}$. Thus, using (3.2) to the system $(T, S) = (L_r, L_\nu)$ we obtain the desired inequality (3.1).

□

From now on we consider systems of operators $L = (L_1, \ldots, L_d)$ such that each $L_r$ is non-negative and self-adjoint on some $L^2(X, \nu)$, where $(X, \nu)$, $r = 1, \ldots, d$, is a $\sigma$-finite measure space. We assume that each $L_r$, $r = 1, \ldots, d$, satisfies the contractivity condition (CTR) (with respect to $L^p(X, \nu)$) and the atomlessness condition (ATL). Denote $X = X_1 \times \cdots \times X_d$, $\nu = \nu_1 \otimes \cdots \otimes \nu_d$ and, for $1 \leq p \leq \infty$, $L^p = L^p(X, \nu)$, $\| \cdot \|_p = \| \cdot \|_{L^p}$ and $\| \cdot \|_{p \rightarrow \infty} = \| \cdot \|_{L^p \rightarrow L^\infty}$. Recalling the discussion in Section 2 we know that the operators $L_r \otimes I_\nu$, $r = 1, \ldots, d$, can be also regarded as non-negative self-adjoint strongly commuting operators on $L^2$, that satisfy (CTR) (with respect to $L^p$) and (ATL). In what follows, slightly abusing the notation, we usually do not distinguish between $L_r$ and $L_r \otimes I_\nu$.

Let us see how Theorem 3.1 formally implies dimension free bounds of certain Riesz transforms.

A multi-dimensional Riesz transform of order $j_r \in \mathbb{N}$ associated to the system $L = (L_1, \ldots, L_d)$ is an operator of the form $\delta^j_r(\sum_{r=1}^d L_r)^{-j_r/2}$. Here $\delta^j_r$ is a certain operator acting on a dense subspace of $L^2(X, \nu)$ (hence, by a tensorization
argument also on a dense subspace of $L^2$). The following corollary of Theorem 3.1 is rather informal, though, as we shall soon see, it can be easily formalized in many concrete cases.

**Corollary 3.3.** Let $r = 1, \ldots, d$, be fixed. Assume that, for some $j_r \in \mathbb{N}$, the one-dimensional Riesz transform $\delta_r^{j_r} L^{-j_r/2}$ of order $j_r$ is bounded on $L^p(X_r, \nu_r)$. Then the multi-dimensional Riesz transform of order $j_r$ is bounded on $L^p$ and

$$
\|\delta_r^{j_r} (L_1 + \cdots + L_d)^{-j_r/2}\|_{p \to p} \leq C_{p,j_r} \|\delta_r^{j_r} L_r^{-j_r/2}\|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)},
$$

where the constant $C_{p,j_r}$ is independent of (the dimension) $d$.

**Proof.** We decompose

$$
\delta_r^{j_r} (L_1 + \cdots + L_d)^{-j_r/2} = (\delta_r^{j_r} L_r^{-j_r/2})(L_r^{j_r/2}(L_1 + \cdots + L_d)^{-j_r/2}).
$$

Since the system $L$ satisfies the assumptions of Section 2, using Theorem 3.1 with $\sigma = j_r/2$ together with the fact that $\|\delta_r^{j_r} L_r^{-j_r/2}\|_{L^p(X_r, \nu_r) \to L^p(X_r, \nu_r)} = \|\delta_r^{j_r} L^{-j_r/2}\|_{p \to p}$ (cf. (2.4)), we obtain the desired bound (3.3). □

**Remark 1.** In some cases we need a variant of the corollary that allows the operators $L_r$ to violate the atomlessness condition (ATL). Then, we need to add appropriate projections in the definitions of Riesz transforms. More details are provided in the specific cases when we use such a variant.

**Remark 2.** In what follows, see Theorem 4.1 and Theorem 5.1, we are mostly interested in applying the corollary to first order multi-dimensional Riesz transforms, i.e. with $j_r = 1$.

**Remark 3.** The argument used in the proof of the corollary bears a resemblance with the method of rotations by Calderón and Zygmund, see [6] or [12, Corollary 4.8]. Indeed, when applied to the classical (multi-dimensional) Riesz transforms on $\mathbb{R}^d$, this method allows us to deduce their $L^p$ boundedness from the $L^p$ boundedness of the (one-dimensional) directional Hilbert transforms. However, the method of rotations does not give a dimension free bound for the classical Riesz transforms.

Till the end of the paper we focus on rigorous applications in particular cases of Corollary 3.3 or its variations.

First observe that Corollary 3.3 implies a dimension free estimate for the norms on $L^p(\mathbb{R}^d, dx)$, $1 < p < \infty$, of the classical Riesz transforms $R_r$, $r = 1, \ldots, d$, cf. [11]. In this case $L_r$ coincides with the self-adjoint extension on $L^2(\mathbb{R}^d, dx)$ of the operators $-\partial_r^2$, $r = 1, \ldots, d$, initially defined on $C_c^\infty(\mathbb{R}^d)$. Then $L = (L_1, \ldots, L_d)$ is a system of strongly commuting operators on $L^2(\mathbb{R}^d, dx)$, satisfying the assumptions (CTR) and (ATL). The one-dimensional Riesz transforms $\delta_r L_r^{-1/2} = \partial_r (-\partial_r^2)^{-1/2}$ of order 1 and the operators $L_r^{1/2}(\sum_{r=1}^d L_r)^{-1/2}$, $r = 1, \ldots, d$, are defined as the Fourier multipliers

$$
\mathcal{F}(\delta_r L_r^{-1/2} f)(\xi) = \text{sgn} \xi_r \mathcal{F} f(\xi) = \frac{\xi_r}{|\xi_r|} \mathcal{F} f(\xi), \quad f \in L^2(\mathbb{R}^d, dx)
$$
and

\[ \mathcal{F}(L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2}f)(\xi) = \frac{|\xi_r|}{|\xi|} \mathcal{F}f(\xi), \quad f \in L^2(\mathbb{R}^d, dx), \]

respectively. Since the multi-dimensional Riesz transform \( R_r \) is given by the Fourier multiplier

\[ \mathcal{F}(R_r f)(\xi) = \frac{\xi_r}{|\xi|} \mathcal{F}f, \quad f \in L^2, \]

we see that, for \( r = 1, \ldots, d, \)

\[ R_r f = (\delta_r L_r^{-1/2})(L_1^{1/2}(L_1 + \cdots + L_d)^{-1/2})f, \quad f \in L^2(\mathbb{R}^d, dx). \]

In order to obtain the desired dimension free bounds, it suffices to note that \( \delta_r L_r^{-1/2} \) is a constant times the Hilbert transform in the \( x_r \) variable and to apply (3.3) with \( j_r = 1. \)

4. Riesz transforms for classical orthogonal expansions

In this section Corollary 3.3 is formalized for Riesz transforms connected with various, discrete or continuous, orthogonal expansions.

In order not to introduce a separate notation for each case of the orthogonal expansions, for precise definitions we kindly refer the reader to consult the list of examples in [33, Section 7] (cases a)-h) and [5] (case i)). In Theorem 4.1 we consider first order multi-dimensional Riesz transforms \( R_r \) in one of the following settings:

a) Hermite polynomial expansions \( \{H_k\}_{k \in \mathbb{N}_0^d} \), see [33, Section 7.1];

b) Laguerre polynomial expansions \( \{L_k^\alpha\}_{k \in \mathbb{N}_0^d}, \alpha \in (-1, \infty)^d \), see [33, Section 7.2];

c) Jacobi polynomial expansions \( \{P_k^{\alpha,\beta}\}_{k \in \mathbb{N}_0^d}, \alpha, \beta \in (-1, \infty)^d \), see [33, Section 7.3];

d) Hermite function expansions \( \{h_k\}_{k \in \mathbb{N}_0^d} \), see [33, Section 7.4];

e) Laguerre expansions of Hermite type \( \{\varphi_k^\alpha\}_{k \in \mathbb{N}_0^d}, \alpha \in (-1, \infty)^d \), see [33, Section 7.5];

f) Laguerre expansions of convolution type \( \{\ell_k^\alpha\}_{k \in \mathbb{N}_0^d}, \alpha \in (-1, \infty)^d \), see [33, Section 7.6];

g) Jacobi function expansions \( \{\varphi_k^{\alpha,\beta}\}_{k \in \mathbb{N}_0^d}, \alpha, \beta \in (-1, \infty)^d \), see [33, Section 7.7];

h) Fourier-Bessel expansions \( \{\psi_k^\alpha\}_{k \in \mathbb{N}_0^d}, v \in (-1, \infty)^d \), with the Lebesgue measure, see [33, Section 7.8] (there \( \nu \) is used in place of \( v \));

i) Bessel expansions (multi-dimensional Hankel transform), with the parameter \( \alpha \in (-1/2, \infty)^d \), see [3, pp. 946-947] (there \( \lambda \) is used instead of \( \alpha \)).

As showed in [33], in the cases a)-h) each of the operators \( R_r, r = 1, \ldots, d, \) is bounded on \( L^2(X, \nu) \) with an appropriate \( (X, \nu) \) (in the terminology of [33] \( \mu \) is used instead of \( \nu \)). By [5, Theorem 1.3] the same is true in case i), with \( (X, \nu) = ((0, \infty)^d, \int_{r=1}^d x_r^{2\alpha_r}) \), \( \alpha_r > -1/2, r = 1, \ldots, d. \)

Moreover, in all the settings a)-i) the operators \( R_r, r = 1, \ldots, d, \) are in fact bounded on \( L^p := L^p(X, \nu), 1 < p < \infty. \) Additionally, in the settings a) - e), it is known that their norms as operators on \( L^p \) are independent of the dimension \( d, \) and of their respective parameters (appropriately restricted in some cases). In the setting a) this is a consequence of [26], see also [17] and [37]. For the dimension free bounds in the
settings b) and c), see [30], and [32], respectively. In the setting d) the dimension free boundedness is proved in [19], while in the setting e) in [43].

Theorem 4.1 below is a fairly general result giving dimension free boundedness for the norms on \( L^p \) of first order Riesz transforms connected with the orthogonal expansions listed in items a)-i). In fact the theorem is a tool for reducing the problem of proving dimensionless and parameterless bounds to proving parameterless bounds in one dimension. Note that, in the cases f)-i), it seems that the obtained results are new. Additionally, in the cases b) and e), we improve the range of the admitted parameters.

In the statement of Theorem 4.1 by \( \diamond \) we denote the \( r \)-th parameter in one of the cases b)-c), e)-i). In case i) we write \( \alpha \) instead of \( \lambda \) that was used in [5]. By convention, in the cases a) and d), the symbol \( C(p, \diamond) \) denotes a constant depending only on \( p \).

Recall the abbreviation \( \| \cdot \|_{p \to p} = \| \|_{L^p \to L^p} \).

**Theorem 4.1.** Fix \( r \in \mathbb{N} \), and let \( L_r \) be the \( r \)-th first order \( d \)-dimensional, \( d \geq r \), Riesz transform in one of the settings a)-i), as defined in [33] Sections 7.1-7.8 (items a)-h)) or [24] p.946 (item i)). Then, \( L_r \) is bounded on \( L^p \) and

\[
\| R_r \|_{p \to p} \leq C(p, \diamond_r), \quad 1 < p < \infty,
\]

where the constant \( C(p, \diamond_r) \) is independent of both the dimension \( d \) and all the other parameters \( \diamond_{r'}, r' \neq r \). The bound \([4.1]\) in the following settings below holds for:

b) parameter \( \alpha \in (-1, \infty)^d \), the constant \( C(p, \alpha_r) \) is independent of \( \alpha_r \);

c) parameters \( \alpha, \beta \in [-1/2, \infty)^d \), the constant \( C(p, (\alpha_r, \beta_r)) \) is independent of \( \alpha_r, \beta_r \);

e) parameter \( \alpha \in (-1/2) \cup [1/2, \infty))^d \), the constant \( C(p, \alpha_r) \) is independent of \( \alpha_r \);

f) parameter \( \alpha \in (-1, \infty)^d \);

g) parameters \( \alpha, \beta \in (-1/2) \cup [1/2, \infty)^d \);

h) parameter \( \nu \in (-1/2) \cup [1/2, \infty)^d \);

i) parameter \( \alpha \in (0, \infty)^d \), the constant \( C(p, \alpha_r) \) is independent of \( \alpha_r \).

**Remark.** Analogous (dimension free) estimates are also true for specific higher order Riesz transforms \( \delta_r^d \left( \sum_{r=1}^d L_r \right)^{-1/2} \) in the settings a)-i). The proof is similar to that of Theorem 4 and uses Corollary 3.3 or its akin. Note that, since \( \delta_r \) may not commute with \( L_r \) we can not allow more general Riesz transforms in Corollary 3.3. Indeed, in all the cases a)-i), the operator \( \delta_r \) does not commute with \( L_r \).

**Proof.** We focus on proving two particular model cases of the theorem, namely a) and i). The proofs in the other settings are similar to the proof in case a). Whenever we are in one of the settings a)-i), the symbol \( L = (L_1, \ldots, L_d) \) denotes the system of operators considered in this setting. Note that each \( L_r, r = 1, \ldots, d \), is self-adjoint and non-negative on \( L^2(X_r, \nu_r) \). It may happen however that some of the operators \( L_r \) do not satisfy one or both of the conditions \((\text{CTR})\) or \((\text{ATL})\). Throughout the proof we do not distinguish between \( L_r \) and \( L_r \otimes I_r = I \otimes \cdots \otimes L_r \otimes \cdots \otimes I \).

\[\text{Remark.} \quad \text{Recently Forzani et al. obtained dimension free } L^p \text{ estimates for Riesz transforms connected with polynomial expansions, see the presentation [39]. Their results overlap with our Theorem 4.1 in the settings a)-c).} \]
Since the operators $L_r$, $r = 1, \ldots, d$, act on separate variables, they (or rather their tensor product versions) commute strongly. Hence, by the multivariate spectral theorem, we can define the projections $\Pi_0 = \chi_{\{\lambda_1 + \cdots + \lambda_d > 0\}}(L)$ and $\Pi_{0,r} = \chi_{\{\lambda_r > 0\}}(L)$, $r = 1, \ldots, d$, via (2.1). Note that in some of the cases a)-i) or for some values of the parameters the operators $\Pi_0$ or $\Pi_{0,r}$ are trivial, i.e. equal to the identity operator.

First we prove formally case a) of Theorem 4.1. The proof is a minor variation on Corollary [33, p. 689]. The notation used here is the one introduced in [33] p. 689.

In particular $L_r = \mathcal{L}_r$ are the one-dimensional Ornstein-Uhlenbeck operators

$$\mathcal{L}_r = -\partial^2_r + 2x_r \partial_r, \quad r = 1, \ldots, d.$$  

These operators are symmetric on $C_c^\infty(\mathbb{R})$ with respect to the inner product on $L^2(X_r, \nu_r)$, where $(X_r, \nu_r) = (\mathbb{R}, \gamma_r \, dx_r)$ with $\gamma_r(x_r) = \exp(-x_r^2)$. Moreover, the one-dimensional $L^2(X_r, \nu_r)$ normalized Hermite polynomials $\{\tilde{H}_{kr}\}_{k_r \in \mathbb{N}_0}$ are eigenfunctions of $L_r$ corresponding to the eigenvalues $2k_r$, i.e. $L_r \tilde{H}_{kr} = 2k_r \tilde{H}_{kr}$, $k_r \in \mathbb{N}_0$. Then, for each $r = 1, \ldots, d$, a standard procedure allows us to consider a self-adjoint extension of $L_r$ (still denoted by the same symbol) defined by

$$L_rf = \sum_{k_r=0}^\infty 2k_r \langle f, \tilde{H}_{kr} \rangle_{L^2(X_r, \nu_r)} \tilde{H}_{kr},$$

on the natural domain

$$\text{Dom}(L_r) = \left\{ f \in L^2(X_r, \nu_r): \sum_{k_r=0}^\infty k_r^2 \left| \langle f, \tilde{H}_{kr} \rangle_{L^2(X_r, \nu_r)} \right|^2 < \infty \right\}.$$

Let $\tilde{H}_k = \tilde{H}_{k_1} \otimes \cdots \otimes \tilde{H}_{k_d}$, $k \in \mathbb{N}_0^d$, be the $L^2$ normalized multi-dimensional Hermite polynomials. In case a), for $m: (2\mathbb{N}_0)^d \to \mathbb{C}$, the joint spectral multiplier provided by (2.1) is

$$(4.2) \quad m(L_1, \ldots, L_d)f = \sum_{k \in \mathbb{N}_0^d} m(2k_1, \ldots, 2k_d) \langle f, \tilde{H}_k \rangle_{L^2} \tilde{H}_k,$$

with domain

$$\text{Dom}(m(L_1, \ldots, L_d)) = \left\{ f \in L^2: \sum_{k \in \mathbb{N}_0^d} \left| m(2k_1, \ldots, 2k_d) \right|^2 \left| \langle f, \tilde{H}_k \rangle_{L^2} \right|^2 < \infty \right\}.$$

The operator $\delta_r = \partial_r$ from [33] p. 689 acts on $\tilde{H}_k$, $k \in \mathbb{N}_0^d$, by

$$\delta_r(\tilde{H}_k) = \sqrt{2k_r} \tilde{H}_{k-e_r},$$

where $e_r$ is the $r$-th coordinate vector and, by convention, $\tilde{H}_{k-e_r} = 0$, if $k_r = 0$. Then the $(d$-dimensional) Riesz transform $R_r$ and the one-dimensional Riesz transform are well defined on finite linear combinations of Hermite polynomials by $R_r = \delta_r(\sum_{r=1}^d L_r)^{-1/2} \Pi_0$ and $\delta_r L_r^{-1/2} \Pi_{0,r}$, respectively. Here the operators $\left(\sum_{r=1}^d L_r\right)^{-1/2} \Pi_0$ and $L_r^{-1/2} \Pi_{0,r}$ are given by (4.2), with the appropriate functions $m$.

Observe that the Riesz transform $R_r$ can be written as

$$(4.3) \quad R_rf = (\delta_r L_r^{-1/2} \Pi_{0,r})(L_r^{-1/2}(L_1 + \cdots + L_d)^{-1/2} \Pi_{0,r})f,$$
whenever \( f \) is a finite linear combination of Hermite polynomials. To show \((4.3)\), first note that for such \( f \),
\[
R_r f = (\delta_r L_r^{-1/2} \Pi_{0,r})(L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2} \Pi_0)f + \delta_r (I - \Pi_{0,r})((L_1 + \cdots + L_d)^{-1/2} \Pi_0).
\]
Then, since \( \delta_r \) vanishes on \( \text{Ran}(I - \Pi_{0,r}) = \{(I - \Pi_{0,r})g : g \in L^2(X, \nu)\} \) and \( \Pi_{0,r} \Pi_0 = \Pi_{0,r} \), we obtain \((4.3)\).

In case a) the boundedness on \( L^p(X_r, \nu_r) \) of the one-dimensional Riesz transform \( \delta_r L_r^{-1/2} \Pi_{0,r} \) follows from [27]. Additionally, the operator \( \Pi_{0,r} \) is also bounded on all \( L^p(X_r, \nu_r) \), \( 1 < p < \infty \). Thus, since finite combinations of Hermite polynomials are dense in \( L^p \), \( 1 < p < \infty \), coming back to \((4.3)\) we see that it suffices to prove the dimension free \( L^p \) boundedness of the operator \( (L_r^{1/2}(\sum_{r=1}^d L_r)^{-1/2} \Pi_{0,r}) \). It is known that the operators \( L_r \), \( r = 1, \ldots, d \), satisfy \((\text{CTR})\), see [16] Proposition 1.1. i). However, we cannot directly apply Theorem 3.1 since none of these operators satisfies \((\text{ATL})\).

To overcome this obstacle we consider the auxiliary systems
\[
L_\varepsilon = (L_1 + \varepsilon, \ldots, L_d + \varepsilon), \quad \varepsilon > 0.
\]
Using Theorem 3.1 for the systems \( L_\varepsilon \) we obtain
\[
(4.4) \quad \|(L_r + \varepsilon)^{1/2}(L_1 + \cdots + L_d + d\varepsilon)^{-1/2}\|_{p\rightarrow p} \leq C_p, \quad 1 < p < \infty,
\]
with a constant \( C_p \) independent both of the dimension \( d \) and \( \varepsilon > 0 \). Now, since \( L_r \) has a discrete spectrum, the set \( \sigma(L_r) \setminus \{0\} \) is separated from 0. Consequently, from the multivariate spectral theorem,
\[
(4.5) \quad L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2} \Pi_{0,r} = \lim_{\varepsilon \to 0^+} (L_r + \varepsilon)^{1/2}(L_1 + \cdots + L_d + d\varepsilon)^{-1/2} \Pi_{0,r},
\]
in the strong \( L^2 \) sense. Using the above equality together with \((4.4)\) and the fact that the operator \( \Pi_{0,r} \) is bounded on \( L^p(X_r, \nu_r) \), \( 1 < p < \infty \), we obtain the desired dimension free bound for \( L_r^{1/2}(\sum_{r=1}^d L_r)^{-1/2} \Pi_{0,r} \).

We omit the proofs of cases b)-h) as they are all analogous to the proof in case a). In fact in some of these cases the proofs are simpler then in case a). That is because we can apply directly Corollary 3.3 without using the auxiliary systems \( L_\varepsilon \).

Now we proceed to the proof of case i), which is a rather straightforward application of Corollary 3.3. The notation we use is the one from [5], with the only difference being the use of \( \alpha \in [0, \infty)^d \) (instead of \( \lambda \)) to denote the parameter. The one-dimensional Bessel operators \( L_r \), \( r = 1, \ldots, d \), are initially defined on \( C^\infty_c((0, \infty)) \) by
\[
L_r = -\partial_r^2 - \frac{2\alpha_r}{x_r} \partial_r.
\]
Each \( L_r \) is non-negative and symmetric on \( L^2(X_r, \nu_r) \), with \( (X_r, \nu_r) = ((0, \infty), x_r^{2\alpha_r}) \). In this case the self-adjoint extensions of \( L_r \) can be described by the use of the (multi-dimensional, modified) Hankel transform.

The Hankel transform is defined by
\[
\mathcal{H}_\alpha(f)(x) = \int_{(0, \infty)^d} f(\lambda) E_x(\lambda) d\nu(\lambda), \quad f \in L^1,
\]
where
\[ E_x(\lambda) = \prod_{k=1}^{d} (x_k \lambda_k)^{-\alpha_k + 1/2} J_{\alpha_k - 1/2}(x_k \lambda_k) = \prod_{k=1}^{d} E_x(\lambda_k). \]

Here \( J_\nu \) is the Bessel function of the first kind of order \( \nu \), see \cite{21}, Chapter 5. It is well known that \( \mathcal{H}_\alpha \) extends to an isometry of \( L^2 \) which satisfies \( \mathcal{H}_\alpha^2 = I \). For a Borel measurable real-valued function \( m : (0, \infty)^d \to \mathbb{C} \), the operator \( m(L_1, \ldots, L_d) = \mathcal{H}_\alpha(m \mathcal{H}_\alpha f) \) defined on the domain
\[ \text{Dom}(m(L_1, \ldots, L_d)) = \{ f \in L^2 : m \mathcal{H}_\alpha(f) \in L^2 \}. \]

Let
\[ \mathcal{A} = \{ f \in L^2 : \mathcal{H}_\alpha(f) \in C_0^\infty((0, \infty)^d) \}. \]

Then \( \mathcal{A} \) is a dense subspace of \( L^2 \), which is invariant under the operators \( L_r^{\pm 1/2} \) as well as \( (\sum_{r=1}^{d} L_r) \pm 1/2 \). In fact every \( f \in \mathcal{A} \) is a restriction to \( (0, \infty)^d \) of a Schwartz function on \( \mathbb{R}^d \), which is even in each variable, cf. \cite{12}. Moreover, it can be verified that the formulae defining the multi-dimensional Riesz transform \( R_r = \partial_r(\sum_{r=1}^{d} L_r)^{-1/2} \) and the one-dimensional Riesz transform \( \partial_r L_r^{-1/2} \), see \cite{5} Theorem 1.3, are also valid for \( f \in \mathcal{A} \). Hence, we deduce that
\begin{equation}
R_r f = (\partial_r L_r^{-1/2})(L_1^{1/2}(L_1 + \cdots + L_d)^{-1/2} f), \quad f \in \mathcal{A}.
\end{equation}

Since both \( \partial_r L_r^{-1/2} \) and \( L_r^{1/2}(\sum_{r=1}^{d} L_r)^{-1/2} \) are bounded on \( L^2 \), a density argument shows that (4.6) holds on \( L^2 \). In case i) the parameter free bounds of the one-dimensional Riesz transforms \( \partial_r L_r^{-1/2} \), \( r = 1, \ldots, d \), on \( L^p(X_r, \nu_r), 1 < p < \infty \), were proven in \cite{46}. Note that here we restrict to \( \alpha_r \geq 0 \). Moreover, it is well known that the operators \( L_r \), satisfy (CTR) and (ATL). Thus, using Theorem 3.1 case i) is proved.

We finish the proof by pointing out exemplary references, in the remaining cases b)-h), for the boundedness of appropriate one-dimensional Riesz transforms and for the \( L^p \) contractivity of appropriate semigroups.

For the first of these topics the references are e.g.: \cite{28} Theorem 3b) for case b) (with a bound independent of the parameter \( \alpha_r \in (-1, \infty) \)), \cite{32} for case c) (the bound being independent of the parameters), \cite{44} for case d), \cite{36} for case f), \cite{29} Theorem 1.14, Corollary 17.11 for case g), and \cite{48} for case h). In case e), a combination of the proof of \cite{34} Theorem 3.3 from \cite{34} Sections 5,7 (for small \( \alpha_r \)), and \cite{43} Theorem 3.1 and Theorem 5.1 (for large \( \alpha_r \)), gives a bound independent of \( \alpha_r \in \{-1/2\} \cup [1/2, \infty) \).

For the \( L^p \) contractivity property of appropriate semigroups the reader can consult e.g.: \cite{45} for the cases b), e), and f); \cite{31} Section 2 for the cases c) and g); \cite{19} for case d). In case h) the \( L^p \) contractivity follows from the Feynman-Kac formula.

In those references in which multi-dimensional expansions are considered, we only need to use the one-dimensional case \( d = 1 \).
5. Riesz transforms on products of discrete groups with polynomial volume growth

We apply Corollary 3.3 to the context introduced in the title of the present section.

Let $G$ be a discrete group. Assume that there is a finite set $U$ containing the identity and generating $G$. We impose that $G$ has polynomial volume growth, i.e., there is $\alpha \in \mathbb{N}_0$, such that $|U^n| \leq Cn^\alpha$, where $|F|$ denotes the counting measure (Haar measure) of $F \subset G$.

Fix a finitely supported symmetric probability measure $\mu$ on $G$, such that $\text{supp} \mu$ generates $G$. Then the operator

$$ Pf(x) = P_\mu f(x) = f * \mu(x) = \sum_{y \in G} \mu(x^{-1}y)f(y) = \sum_{y \in G} \mu(y)f(xy), $$

is a contraction on all $l^p(G), 1 \leq p \leq \infty$. Since $\mu$ is symmetric, $P$ is self-adjoint on $l^2(G)$, thus $L = (I - P)$ is self-adjoint and non-negative on $l^2(G)$. Moreover, $L$ satisfies (CTR). Indeed, we have $e^{-tL} = e^{-t} \sum_{n=0}^{\infty} \frac{t^n}{n!}$, so that

$$ \|e^{-tL}\|_{l^p(G) \rightarrow l^p(G)} \leq e^{-t} \sum_{n=0}^{\infty} \frac{\|P\|_{l^p(G) \rightarrow l^p(G)}^n}{n!} \leq 1, \quad 1 \leq p \leq \infty. $$

Additionally, since $\text{supp} \mu$ generates $G$, it can be shown that, if $Pf = f$ for some $f \in l^2(G)$, then $f$ is a constant. For the sake of completeness we give a short proof of this observation. Since the measure $\mu$ is real-valued it suffices to focus on real-valued $f \in l^2(G)$. Then, either $f$ or $-f$ attains a maximum on $G$. Assume the former holds (the proof in the latter case is analogous) and let $x \in G$ be such that $\sup_{y \in G} f(y) \leq f(x)$. Since $f(x) = Pf(x) = \sum_{y \in \text{supp} \mu} \mu(y)f(xy)$, we have $f(x) = f(xy)$, for all $y \in \text{supp} \mu$. Next, an inductive argument gives $f(x) = f(xy^n)$, for all $y \in \text{supp} \mu$ and $n \in \mathbb{N}$. Thus, using the assumption that $\text{supp} \mu$ generates $G$, we obtain that $f$ is constant on $G$.

From the previous paragraph it follows that, in the case $|G| = \infty$, if $Pf = f$ and $f \in l^2$, then $f = 0$. Hence, if $G$ is infinite, then $L$ satisfies (ATL), i.e. $E_L(\{0\}) = 0$.

For fixed $g_0 \in G$ denote $\partial_{g_0} f(x) = f(xg_0) - f(x)$. Then $\partial_{g_0}$ is a bounded operator on all $l^p(G), 1 \leq p \leq \infty$. Let $R$ be the discrete Riesz transform considered in [2] (see also [20]). From [2, Theorem 2.4] (or [20, Section 8]) it follows that $R$ is bounded on all $l^p(G), 1 < p < \infty$ and of weak type $(1,1)$. Note that, if $G$ is infinite, then $E_L(\{0\}) = 0$ and the formula $R = \partial_{g_0} L^{-1/2} = \partial_{g_0} (I - P)^{-1/2}$ holds on a dense subset of $l^2$. If $|G| = K$, for some $K \in \mathbb{N}$, then, for all $f \in l^2(G)$ we have $R = \partial_{g_0} L^{-1/2} \pi_0$, where $\pi_0$ is the projection onto the orthogonal complement of the constants given by $\pi_0 f = f - |G|^{-1} \sum_{y \in G} f(y)$.

Now we consider multi-dimensional Riesz transforms on direct products $G^d$. Till the end of this section by $l^p$, $\|\cdot\|_p$, and $\|\cdot\|_{p \rightarrow p}$, we mean $l^p(G^d)$, $\|\cdot\|_{l^p(G^d)}$, and $\|\cdot\|_{l^p(G^d) \rightarrow l^p(G^d)}$, respectively.

\footnote{We thank Gian Maria Dall’Ara for showing us this argument.}
Let \( P_r = P \otimes I_{(r)} \) be given by \((2.3)\). Set \( L_r = L \otimes I_{(r)} = (I - P_r) \) and, in the case of finite \( G \), denote

\[
\Pi_0 f = f - \frac{1}{|G|^d} \sum_{y = (y_1, \ldots, y_d) \in G^d} f(y).
\]

The \( d \)-dimensional Riesz transform \( R_r \) is then defined by

\[
R_r = \left\{
\begin{array}{ll}
(\partial_{g_0} \otimes I_{(r)})(L_1 + \cdots + L_d)^{-1/2}, & \text{if } |G| = \infty, \\
(\partial_{g_0} \otimes I_{(r)})(L_1 + \cdots + L_d)^{-1/2} \Pi_0, & \text{if } |G| < \infty.
\end{array}
\right.
\]

Recall that the measure \( \mu \) in the definition of \( P_r = P \otimes I_{(r)} = P_\mu \otimes I_{(r)}, r = 1, \ldots, d \), is a symmetric probability measure, such that \( \text{supp } \mu \) is finite and generates \( G \).

By using Corollary 3.3 (or its variation) we prove the following.

**Theorem 5.1.** Let \( G \) be a discrete group of polynomial volume growth. Then the \( d \)-dimensional Riesz transforms \( R_r \), given by \((5.2)\), are bounded on all \( l^p \), \( 1 < p < \infty \). Moreover, for each \( r = 1, \ldots, d \),

\[
\| R_r \|_{l^p \to l^p} \leq C_p, \quad 1 < p < \infty,
\]

where the constant \( C_p \) is independent of \( d \). Consequently,

\[
\| \left( \sum_{r=1}^d |R_r f|^2 \right)^{1/2} \|_p \leq C_p d \| f \|_p, \quad 1 < p < 2,
\]

\[
\| \left( \sum_{r=1}^d |R_r f|^2 \right)^{1/2} \|_p \leq C_p \sqrt{d} \| f \|_p, \quad 2 < p < \infty.
\]

**Remark.** In [3] and [38] Badr and Russ studied discrete Riesz transforms on graphs. Applying Corollary 3.3 Theorem 5.1 can be generalized to products of the graphs studied in [3] and [38].

**Proof of Theorem 5.1.** The proof of \((5.3)\) is just another formalization of Corollary 3.3 (or its variants).

We start with showing \((5.3)\) in the case \( |G| = \infty \). The formula

\[
R_r f = ((\partial_{g_0} \otimes I_{(r)}) L_r^{-1/2}) (L_r^{1/2} (L_1 + \cdots + L_d)^{-1/2}) f
\]

holds on \( \text{Dom}(L_1 + \cdots + L_d) \), which is a dense subset of \( l^2 \). Then, the boundedness on \( l^2 \) of \( R \otimes I_{(r)} = (\partial_{g_0} \otimes I_{(r)}) L_r^{-1/2} \) and \( L_r^{1/2} (\sum_{r=1}^d L_r)^{-1/2} \) implies that \((5.6)\) is true on \( l^2 \). Now it suffices to use the boundedness on \( l^p \) of the one-dimensional Riesz transform \( R \otimes I_{(r)}, \) see \([2\) Theorem 2.4], together with Theorem 3.1. Note that \( L \) satisfies (CTR) and (ATL), hence the same is true for the operators \( L_r, r = 1, \ldots, d \).

To obtain \((5.3)\) in the case \( |G| < \infty \), we proceed similarly as in the proof of case a) of Theorem 4.1. Note that here all the formulae are valid on all of \( l^2 \). Denoting

\[
\Pi_{0,r} f(x) = (\pi_0 \otimes I_{(r)}) f(x) = f(x) - \frac{1}{|G|} \sum_{y_r \in G} f(x_1, \ldots, x_{r-1}, y_r, x_{r+1}, \ldots, x_d),
\]
we see that \( \Pi_{0,r} \Pi_0 = \Pi_0 \Pi_{0,r} = \Pi_{0,r} \). Since \((\partial_{g_0} \otimes I_{(r)})(I - \Pi_0,r) = 0\), we rewrite \( R_r \) as

\[
R_r = ((\partial_{g_0} \otimes I_{(r)})L_r^{-1/2} \Pi_{0,r}) (L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2} \Pi_0,r)
\]

\[
= (R \otimes I_{(r)})(L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2} \Pi_0,r).
\]

Using the boundedness of \( R \otimes I_{(r)} \) on \( L^p \) we are left with showing that the operator 
\[
L_r^{1/2}(\sum_{r=1}^d L_r)^{-1/2} \Pi_0,r
\]

is bounded on \( L^p \), uniformly in \( d \). This can be done exactly as in the proof of case a) of Theorem 5.1. Namely, we apply Theorem 3.1 to the auxiliary systems \( L_\varepsilon = (L_1 + \varepsilon, \ldots, L_d + \varepsilon) \), to get a uniform in \( \varepsilon > 0 \) and \( d \) bound for the \( L^p \) norms of the operators \( (L_r + \varepsilon)^{1/2}(\sum_{r=1}^d L_r + d\varepsilon)^{-1/2} \Pi_0,r \). Using the identity

\[
L_r^{1/2}(L_1 + \cdots + L_d)^{-1/2} \Pi_0,r = \lim_{\varepsilon \to 0^+} (L_r + \varepsilon)^{1/2}(L_1 + \cdots + L_d + d\varepsilon)^{-1/2} \Pi_0,r,
\]

cf. 4.5, together with the dimension free \( L^p \) boundedness of \( \Pi_0,r \), we thus obtain the desired dimension free boundedness of \( L_r^{1/2}(\sum_{r=1}^d L_r)^{-1/2} \Pi_0,r \).

Now we focus on proving (5.4) and (5.5). The former inequality is a simple consequence of the fact that the \( L^1 \) norm of \( (R_1, \ldots, R_d) \) is smaller than its \( L^1 \) norm. To prove (5.5) we use Minkowski’s integral inequality (first inequality below, note that here we need \( p/2 > 1 \)) together with (5.3) (second inequality below), obtaining

\[
\left\| \left( \sum_{r=1}^d |R_r f|^2 \right)^{1/2} \right\|_p = \left\| \sum_{r=1}^d |R_r f|^2 \right\|_{p/2}^{1/2} \leq \left( \sum_{r=1}^d \| R_r f \|_p^2 \right)^{1/2} \leq C_p \sqrt{d} \| f \|_p.
\]

We finish this section by showing how Theorem 5.1 can be used to prove a version of [24, Theorem 2.8] by Lust-Piquard, that applies to all cyclic groups. Till the end of this section we assume that \( G \) is a cyclic group, that is, there exists \( g_0 \in G \) such that \( \{g_0, g_0^{-1}\} \) generates \( G \). In this case \( G \) is abelian and isomorphic to either \((\mathbb{Z}, +)\) or \( \mathbb{Z}_K = (\{0, \ldots, K - 1\}, +_K) \), where \( +_K \) denotes addition modulo \( K \). Note that the results of [24] include only the cases \( G \cong \mathbb{Z}_3, G \cong \mathbb{Z}_4, G \cong \mathbb{Z} \), whereas the case \( G \cong \mathbb{Z}_2 \) is studied in [25].

Defining \( \mu = \mu_{g_0} = (\delta_{g_0} + \delta_{g_0^{-1}})/2 \), we see that \( \mu \) is a symmetric probability measure with \( \text{supp} \mu = \{g_0, g_0^{-1}\} \) generating \( G \). Moreover,

\[
\partial_{g_0} \partial_{g_0}^* = \partial_{g_0}^* \partial_{g_0} = 2(I - P),
\]

where, as we recall, \( P f = P \mu \cdot f = \mu \ast f \). Consequently, we have

\[
(5.7) \quad \frac{1}{\sqrt{2}} R_r = \left\{ \begin{array}{ll}
(\partial_{g_0} \otimes I_{(r)})(\sum_{r=1}^d (\partial_{g_0} \otimes I_{(r)})(\partial_{g_0} \otimes I_{(r)})^* )^{-1/2}, & \text{if } |G| = \infty, \\
(\partial_{g_0} \otimes I_{(r)})(\sum_{r=1}^d (\partial_{g_0} \otimes I_{(r)})(\partial_{g_0} \otimes I_{(r)})^* )^{-1/2} \Pi_0, & \text{if } |G| < \infty,
\end{array} \right.
\]

with \( \Pi_0 \) given by (5.1). Thus, for the specific choice of \( \mu = \mu_{g_0} \), our Riesz transform \( R_r \) coincides with \( \sqrt{2} \) times the Riesz transform considered in [24, p. 307]. Since, the group \( G \) clearly has polynomial volume growth, we obtain the following corollary of Theorem 5.1 which is a generalization of [24, Theorem 2.8] to all cyclic groups.
Corollary 5.2. Let $G$ be a cyclic group. Then the discrete Riesz transforms $2^{-1/2}R_r$ considered in [24] and given by (5.7), satisfy (5.3), (5.4), and (5.5).

Remark 1. Our method, contrary to the one used in [24], does not prove dimension free estimates for the vector of Riesz transforms. Note that, under the assumptions that $G$ is a locally compact abelian group, such that $g_0$ spans an infinite subgroup, by [24, Theorem 2.8] the inequality (5.5) holds with a constant independent of $d$. However, the counterexample given in [24, Proposition 2.9], shows that, even for $G = \mathbb{Z}$, the constant in (5.4) is dependent on $d$.

Remark 2. The constant $C_p$ in (5.3), (5.4), and (5.5), is also independent on the considered cyclic group $G$. To see this we apply transference methods due to Coifman and Weiss. Namely, from [9, Corollary 3.16], it is not hard to deduce that the norms of the one-dimensional Riesz transform on $l^p(\mathbb{Z}_K)$ and $l^p(\mathbb{Z})$ are related by $\|\hat{R}\|_{l^p(\mathbb{Z}_K)} \leq 2\|\hat{R}\|_{l^p(\mathbb{Z})}$. Since every cyclic group $G$ is isomorphic to either $\mathbb{Z}$ or $\mathbb{Z}_K$ we thus have $\|\hat{R}\|_{l^p(G)} \leq 2\|\hat{R}\|_{l^p(\mathbb{Z})}$ Hence, recalling that $C_p$ is of the form $C'_p\|\hat{R}\|_{l^p(G)}$, where $C'_p$ depends only on $p$ and not on $G$, we obtain the desired $G$ independence of $C_p$.
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