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**Abstract**

The goal of continuous control is to synthesize desired behaviors. In reinforcement learning (RL)-driven approaches, this is often accomplished through careful task reward engineering for efficient exploration and running an off-the-shelf RL algorithm. While reward maximization is at the core of RL, reward engineering is not the only – sometimes nor the easiest – way for specifying complex behaviors. In this paper, we introduce BRAXLINES, a toolkit for fast and interactive RL-driven behavior generation beyond simple reward maximization that includes COMPOSER, a programmatic API for generating continuous control environments, and set of stable and well-tested baselines for two families of algorithms – mutual information maximization (MI-MAX) and divergence minimization (D-MIN) – supporting unsupervised skill learning and distribution sketching as other modes of behavior specification. In addition, we discuss how to standardize metrics for evaluating these algorithms, which can no longer rely on simple reward maximization. Our implementations build on a hardware-accelerated Brax simulator in Jax with minimal modifications, enabling behavior synthesis within minutes of training. We hope BRAXLINES can serve as an interactive toolkit for rapid creation and testing of environments and behaviors, empowering explosions of future benchmark designs and new modes of RL-driven behavior generation and their algorithmic research.

**1 Introduction**

In the current era of neural networks and high-performance computing, large and well-engineered benchmarks [26] have enabled key architectural and algorithmic breakthroughs, in computer vision [82, 78, 26, 79, 58, 59, 114], natural language processing [137, 12] and molecular biology [67]. When scaled to the extreme levels of data and computing, these innovations can train models to master an impressive range of capabilities [27, 108, 16, 109, 111, 18, 13] exhibiting developer-aware generalization [21], where the trained models can function even on datasets outside the developer’s imagination. Undoubtedly, the massive success of supervised learning (SL) has been largely due...
Figure 1: Braxlines vision: from behavior engineering to distillation. Our behavior engineering toolkit starts from Braxlines Composer, a programmatic API that facilitates environment engineering and will accelerate the proliferation of novel environments for continuous control. Components in green represent multiple modes of RL-driven behavior engineering. Red components require human inputs and, except for environment engineering, require different modes of specifications from the designers (see Table 2). Importantly, all behaviors from these modes can be aggregated and fed to downstream behavior distillation modules. We believe that maximizing simulation throughput and minimizing human inputs as the keys to scalable behavior generation, where in this work we focus on enabling MI-MAX and D-MIN as new modes of behavior engineering.

To large, diverse, and high-quality datasets, that are relatively simple to collect. In this paradigm, data generation essentially comes down to finding paired data: speech with texts [49], images with texts [26, 138, 6, 111, 109], words with words [90, 137, 27, 108, 16, 18], pixels with pixels [73, 48, 116, 134, 74]. Moreover, a significant amount of this data can be mined automatically through the web [27, 16, 109, 18] or collected relatively effortlessly with minor bottlenecks like manual human labeling [24] or slow simulation [67].

To mirror this success in RL, we may need efficient strategies for data generation. Data generation in RL [130, 95, 89, 52] is significantly more costly (than in SL), the tasks design space is infinite, and in real-world environments like robotics, healthcare, or dialog modeling [52, 70, 98, 65] data is scarce. Even simulated environments [10, 14, 131, 143, 23, 139, 121, 19, 31] are arguably far from having sufficient diversity, learnability, regularity, and downstream applicability to come close to enabling the levels of architectural breakthrough we have witnessed in SL.

Today, there exist data-centric techniques in RL such as policy distillation [117, 62, 118, 84], hindsight imitation learning or RL [85, 92, 4, 105, 70, 66, 91, 17] and offline RL [86, 42, 80, 40, 47, 128, 93] that aim to learn faster by better utilizing prior policies or experiences. Behavior distillation techniques offer an important alternative to popular approaches [10, 14, 131, 95, 124, 125, 51, 54, 41] that often require to start tabula rasa and rediscover meaningful behaviors over and over again. However, we argue that the question of how to obtain interesting and useful data for distillation methods is under-explored. Prior work [39] largely focuses on collecting human trajectories or obtaining trajectories from policies trained with engineered rewards. Both approaches are, practically and computationally, prohibitively expensive. In this paper, we focus on alternative methods to generate diverse and useful behaviors.

We introduce Braxlines, an interactive toolkit for principled behavior creation for continuous control tasks (see Figure 1) and claim the following key contributions:

- Braxlines introduces a novel programmatic API for environment composition, Braxlines Composer, that enables RL researchers to create continuous control environments from scratch or pre-defined components.
- Braxlines provides clean, minimalistic implementations for two broad families of algorithms suitable for reward-free behavior engineering: mutual information maximization (MI-MAX) and divergence minimization (D-MIN). They provide a rich set of alternative, sometimes complementary, algorithms for behavior engineering, including goal-conditioned RL [69, 122, 4,
Table 1: Run-time speeds for DIAYN [34] on Ant with different library and simulators. We adopt a recent open-source DIAYN implementation released by Zhao et al. [144] built on Baselines [29].

| Library       | Run-time | Steps       | Resource          | Simulator   | Backends           |
|---------------|----------|-------------|-------------------|-------------|--------------------|
| Baselines [29, 144] | 3.5 hours | $4.0 \times 10^7$ | 16 CPU + 1 GPU | MuJoCo      | TensorFlow, OpenMPI |
| BraxLINES     | 3.5 min  | $2.0 \times 10^8$ | 2×2 TPU (free)   | Brax        | Jax                |

105], empowerment maximization [75, 34, 20], state marginal matching and adversarial inverse RL [63, 38, 46, 83].

- The accompanying toolkit provides absolute and stationary metrics for evaluating MI-MAX and D-MIN algorithms, whose reward functions dynamically varies over training and across different implementation choices [75, 34, 20]. Some of these metrics essentially measure characteristics of behaviors themselves, such as how much control of degrees of freedom of the world an agent has, in a task-agnostic sense, providing more intrinsic insights into agent-environment interactions [136, 15].

- The open-source implementation based on the Brax [37] physics library is extremely fast, allowing interactive creation of novel behaviors in a few minutes through Google Colab on a freely available 2×2 with 8 cores TPU (see Table 1). This effectively enables real-time interactive RL-driven environment and behavior designs.

2 Related Work

Benchmarks and Baselines. Numerous benchmarks proposed over the years have spanned a wide range of tasks including simulated games of varying complexities [10, 139], continuous control and robotics [133, 131, 143, 121, 31], or procedurally generated environments [23, 132]. BraxLINES differentiate by focusing on improving the roundtrip time from conception to experimental results, increasing the interactivity of RL research. We leverage Brax [37] highly-parallellizable simulations to significantly reduce both time and computational requirements for experimentation in RL. Furthermore, using BraxLINES researchers can fix well-tested algorithmic baselines and iterate quickly over environment designs. Also, while many existing libraries [32, 105, 100, 29, 110, 88] provide fine-tuned collections of common deep RL [95] algorithms, these works focus mostly on optimizing painstakingly hand-designed rewards (see Table 5 in Appendix A) using algorithms of varying complexity, from basic [141] to more advanced techniques [89, 125, 41, 54]. In contrast, BraxLINES provides generalized implementations for mutual information maximization (MI-MAX) [20] and divergence minimization (D-MIN) algorithms [46]. While these approaches have been studied extensively [97, 50, 3, 34, 127], few benchmark implementations are available; often in isolated and not well-maintained repositories. To the best of our knowledge, we are the first to provide fast, testable, reproducible and minimalist baselines in this area (see Table 6 in Appendix A).

Reward-free Behavior Engineering. While arguably rewards are enough to produce intelligent behavior [129], reward engineering [28] bottlenecks the application of RL. Prior work have sought to address this issue by introducing other objectives such as human preferences elicitation [55, 22] or task-agnostic reward functions [123, 103, 9, 104]. On the latter, some recent works have emphasized empowerment [75, 119, 68, 97] and skills/options discovery [50, 36, 34, 140, 56, 126] through MI-MAX objectives. Choi et al. [20] connects these two areas with a variational approach to goal-conditioned RL [69, 4, 105, 106, 140]. Section 3.1 discusses how BraxLINES leverages this variational approach to implement MI-MAX algorithms. On the other hand, an alternative to generating reward-free behaviours is to learn from human demonstrations [7]. The range of techniques has spanned from feature expectation matching [101, 1], maximum entropy formulations [145, 142], to adversarial approaches to generative modelling [63, 38, 35]. Recently, unifying frameworks [46, 71] emerged under a probabilistic view, based on algorithms the minimization of $f$-divergences [115, 25] between state-action and state marginal distributions. BraxLINES leverages, as we discuss in Section 3.2, Ghasemipour et al. [46] to implement algorithms of the D-MIN family.

Metrics for Reward-Free Behavior. One limitation of reward-free approaches to RL has been the lack of quantitative evaluation metrics. Previous work in both MI-MAX [34, 3, 127, 126] and D-MIN [46, 71, 63, 38, 35] families have relied on either qualitative analysis of the learned behavior, the value of the objective (which usually saturates), and the performance on existing reward functions...
for downstream tasks. In the case of MI-MAX approaches, as mutual information is difficult to scale to high-dimensional spaces \([107, 8, 135]\), it seems particularly hard to come up with quantitative metrics. **BRAXLINES** toolkit provides a non-parametric, particle-based approximation to mutual information similar to PIC metrics \([45]\). We also leverage this approach to compute metrics for D-MIN algorithms. Finally, we provide an implementation of Latent Goal Reaching (LGR) \([20]\) that leverages the connection between goal-conditioned RL and MI-MAX objectives. We discuss this metrics further in Section 4 and contrast with prior evaluation techniques in Appendix C and Table 7.

**Comparison to Other Benchmarks** We surveyed the support of common RL algorithms in well-maintained open-source repositories of baselines: Baselines \([29]\), Stable Baselines \([110]\), RLLab \([32]\), Ti-Agents \([53]\), RLLib \([88]\), and PFRL / ChainerRL \([43]\). For each, we verified the support for continuous, reward maximization algorithms like DDPG \([89]\), ASC \([96]\), PPO \([123]\), TRPO \([124]\), TD3 \([41]\), SAC \([54]\) and ES \([120]\). Similarly, we investigated whether existing baselines provide support for algorithms of the MI-MAX and D-MIN families. With the exception of RLLab and OpenAI Baselines, there were no other benchmark implementation for MI-MAX GCRL \([69]\), DIAYN \([34]\), DISCERN \([140]\), VISR \([56]\) or D-MIN algorithms \([63, 46, 71]\). Table 5 and 6 in Appendix A show the findings of our survey. **BRAXLINES** is, to the best of our knowledge, the first reproducible and reusable open-source library of baseline implementations for reward-free RL algorithms.

### 3 Background

**Notations** We consider a Markov Decision Process (MDP) to be a tuple characterized by \((\mathcal{S}, \mathcal{A}, p, r, \rho_0, \gamma)\); state space \(\mathcal{S}\), action space \(\mathcal{A}\), transition probability \(p : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}\), reward function \(r : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}\), initial state distribution \(\rho_0\), and discount factor \(\gamma \in (0, 1]\). A policy is a function \(\pi : \mathcal{S} \rightarrow \mathcal{A}\) that defines behaviors. In this work, we denote the state-action and marginal state distribution of a policy as \(\rho_\pi(s, a)\) and \(\rho_\pi(s)\), respectively.

#### 3.1 Mutual Information Maximization (MI-MAX)

Reward-free RL typically considers the maximization of mutual information between actions and future states. Objectives such as empowerment \([75, 97]\) or unsupervised skills discovery \([50, 34, 3, 140]\) propose the maximization of mutual information between states and abstracted actions \(z \sim p(z)\) (commonly known as skills \([112]\)). Algorithms in this family learn policies \(\pi(a|s, z)\) conditioned on this latent actions. Recently, Choi et al. \([20]\) presented Variational Goal-Conditioned RL (V-GCRL), a framework that unifies Goal-Conditioned RL (GCRL) \([69]\) and a variational approach to MI-MAX, derived from the mutual information maximization objective:

\[
\max_{\pi} \text{MI}(z, s; \pi) = \max_{\pi} H(s; \pi) - H(s|z; \pi) \\
= \max_{\pi} H(z) - H(z|s; \pi) \\
= \max_{\pi} \int \int p(z) \rho_\pi(z|s) \log p_\pi(z|s) - \int p(z) \log p(z)
\]

where \(MI(z, s; \pi)\) is the mutual information between the distribution of latent actions or skills \(z \sim p(z)\) and the state marginal distribution \(s \sim \rho_\pi(s)\), under \(z\)-conditioned policy \(\pi(a|s, z)\). The objective in Eq. 1 is a generative formulation while Eq. 2 defines a discriminative of the MI-MAX objective. Due to the intractability of the true posterior \(\rho_\pi(z|s)\), a variational bound of Eq. 2 is used instead:

\[
\max_{\pi} \text{MI}(z, s; \pi) \geq \max_{\pi} \int p(z) \rho_\pi(z|s) \log q(z|s) - \int p(z) \log p(z)
\]

that enables most of the algorithms in the MI-MAX family \([69, 87, 34, 140, 56, 127]\).

#### 3.2 Divergence Minimization (D-MIN)

Inverse RL (IRL) \([101, 1]\) aims to infer the reward function and subsequently obtain an optimal policy from an expert behavior. Seminal work \([63]\) has demonstrated that the problem of MaxEnt IRL is equivalent to matching the state-action marginal of a policy, \(\rho_\pi(s, a)\), to that of the expert's \(\rho_{\text{exp}}(s, a)\). Thus, distribution-matching GAN \([48]\) techniques can be used for IRL with little expert data, leading
to Adversarial Imitation Learning (AIL) of methods [63, 38]. Recently, the work in [46, 71] have shown that to correspond to different choice of $f$-divergences for state-action distribution matching.

An interesting modification studied in [46, 83, 57] matches $\rho_{\text{target}}(s)$ to a desired distribution $\rho^*(s)$ and allows AIL to match behavior not necessarily generated by an expert policy, and can even be designed without any access to the underlying MDP. For a given choice of $f$-divergence, minimizing $D_f$ of state marginals can be accomplished through an adversarial optimization setup [46].

$$\min_{\pi} D_f(\rho^*(s), \rho_{\text{target}}(s)) = \max_{\pi} E_{\rho^*(s)} \left[ f^* (T_\omega(s)) \right] = \max_{\pi} E_{\rho^*(s)} \left[ r^* (s) \right]$$

recovering optimization objectives similar to GAIL [63] (Jensen-Shannon divergence), AIRL [38] (reverse KL divergence), and F-AIRL [46] (forward KL divergence).

In these settings, the discriminator is a binary classifier distinguishing between target states and states visited by the policy, trained using cross entropy. The reward functions for training the policy are obtained from:

$$r_{\text{GAIL}}(s) := \log D(s) = \log \rho_{\text{target}}(s) - \log (\rho_{\text{target}}(s) + \rho^*(s))$$

$$h(s) := \log D(s) - \log (1 - D(s))$$

$$r_{\text{AIRM}}(s) := h(s) = \log \rho_{\text{target}}(s) - \log \rho^*(s)$$

$$r_{\text{MLE}}(s) := \log \rho_{\text{target}}(s).$$

where $D(s)$ is the probability the discriminator assigns for $s$ being from the target distribution. For a more in depth discussion, we refer the reader to [46, 71].

4 Tools for Behavior Engineering

RAXLINES for behavior engineering is built over three pillars: (1) an environments composer, (2) a set of stable baselines, and (3) a collection of metrics for reward-free behavior evaluation.

4.1 RAXLINES Composer

COMPOSER is designed for modularity and reusability. Figure 2 illustrates examples of environments that can be composed easily using COMPOSER. See Appendix D for an Ant Push task example constructed under 50 lines. Since all observations, reward functions, and scene components can be combined and reused, COMPOSER allows programmatic procedural generation of parameterized environments. Combined with BRAK’s PPO/ES methods and RAXLINES’ MI-MAX/D-MIN implementations that allow training within minutes, these enable designers to quickly design, debug, and tune tasks.

4.2 Stable Baselines for Reward-Free Behavior Generation

RAXLINES is designed to optimize for speed and minimalism of algorithms in the MI-MAX and D-MIN families. Prior implementations [34, 63, 38, 46, 83, 99] rely on heavily modifying different RL optimizers (e.g. SAC [54], TD3 [41], PPO [125], MPO [2]), making comparative analyses and code reuses difficult. The benchmark implementations we provide are unified under Brax’s PPO [37], enabling stable and speedy training on medium-size problems within minutes. Table 1 shows RAXLINES speed gains of orders of magnitude compared to existing DIAYN [34] baselines. Furthermore, we leverage recent unification papers [46, 20] to keep RAXLINES design as clean and minimal as possible. A minimalistic approach to RL [40] ensures that codebases does not rely on extensive hyperparameter designs [60, 5, 33, 44], and can be debugged, reproduced, extended, and mixed easily downstream.

We present in Table 2 an analysis of the flexibility of RAXLINES using an algorithm-implementation decomposition similar to Furuta et al. [44] that separates algorithm (i.e., mathematical and algorithmic choices) from implementation details (i.e., implementation and code-level optimizations). In

---

1The last reward Eq. 7 is technically not an instance of D-MIN algorithms and is a plain stationary reward function, but it is effectively AIRL(Eq. 6) without $H^N(s)$ term. In Figure 4, we show that sometimes this presents competitive results for matching multi-modal distribution as a full D-MIN algorithm.
Figure 2: BRAXLINES COMPOSER API is a flexible and fast environment engineering tool for continuous control. The space of environments designs spans from (left) goal-based locomotion + manipulation task, (middle) parameterized morphologies, to (right) multi-agent systems. See Appendix D for an example on how to construct Ant Push (left) in under 50 lines of code.

| Algorithm | Family | Implementation | User Specification |
|-----------|--------|----------------|--------------------|
| GCRL [69, 4, 105, 20] | MI-MAX | Fix \( q(z|s) = \mathcal{N}(o(s), \sigma f), p(z) + \text{Offset} \) | \( p(z), o(\cdot) \) |
| V-GCRL [20, 34, 140, 56] | MI-MAX | Param \( q_0(z|o(s)) + \text{Fix} p(z) + \text{SN + Offset} \) | \( o(\cdot), p^{\text{true}}(o(s)) \) |
| GAIL [63] | D-MIN | Eq. 5 + Offset | \( o(\cdot), o^{\text{true}}(o(s)) \) |
| AIRL [38] | D-MIN | Eq. 6 + Offset | \( o(\cdot), o^{\text{true}}(o(s)) \) |

Table 2: A summary of example BRAXLINES algorithms explained in terms of the Algorithm Family/Implementation decomposition in [44]. BRAXLINES emphasizes on minimal implementations with little to no code-level optimization (only spectral normalization (“SN”) [94, 20] on discriminator \( q_0(z|\cdot) \)) and adding positive constant offsets (“Offset”), equivalent survival bonus, to ensure that rewards almost always positive (see Appendix A.1). User Specification lists what BRAXLINES users are required to define to perform feature engineering \( o(\cdot) \), and marginal state distribution matching \( \rho^{\text{true}}(\cdot) \). Importantly, since V-GCRL has representation learning capacity, \( p(z) \) can often be simply a fixed uninformative prior, e.g. zero-mean Gaussian or a uniform Categorial [34, 20].

addition, we define what are users required to specify to turn a family of algorithms into a concrete instance (e.g., MI-MAX to DIAYN). In the sections that follow, we present more detailed explanations of both MI-MAX and D-MIN families, and how are they supported in BRAXLINES. We support flexible parametrizations of \( q(z|s) \) that could take the form of an isotropic Gaussian distribution \( q(z|s) = \mathcal{N}(O; \mu, \sigma^2 I) \) or a parametric tractable posterior \( q_\theta(z|s) \) learned using function approximation (i.e., neural networks). Similarly, BRAXLINES provides baseline implementations for variations of the AIL family of algorithms. In the case of D-MIN algorithms, we provide the flexibility for users to specify feature engineering functions as well as behavior distributions over this feature space. Together, algorithms in both families are a key ingredient for generating diverse behaviors through little human intervention.

4.3 Metrics

Both MI-MAX and D-MIN algorithms infer dynamic reward functions during learning (except in few special cases like GCRL), which can change arbitrarily across training iterations, as well as across different implementation and hyperparameter choices (e.g. discrete or continuous \( z \)-space in MI-MAX, or different choices of reward transformation in D-MIN as in Table 2). This makes episodic rewards inapplicable for quantitatively evaluating optimization convergence or final performances. Common alternatives are also limited and hard to automate: MI-MAX algorithms often use qualitative visual inspections or down-stream task performances [34, 127, 126], while D-MIN algorithms mostly focus on imitation learning and frequently use task rewards directly to compare how close to the experts they got [63, 38, 46].

Inspired by prior works [20], we provide objective metrics for MI-MAX and D-MIN, that (1) provide an intuitive and interpretable absolute units of performance measure applicable to any algorithm instance within the same family, and (2) are stationary throughout learning, meaning that they do
not depend of quantities that change over the course of training or across runs of an experiment (such as rewards given by the discriminator).

### 4.3.1 MI-MAX Metrics

We implemented two metrics for evaluating the behaviors generated by algorithms in the MI-MAX family that leverage approximations to mutual information. These metrics compute, in general, how much an agent learned to control each dimension of the environment.

**Particle-based Mutual Information Approximation.** We can directly adopt similar techniques in Furuta et al. [45] to estimate empowerment of a trained policy. It uses straight-forward discretization for tractable non-parametric estimation in 1D and 2D. Intuitively this metric quantifies how much predictive control over each dimension(s) of the environment an agent has learned, a direct measure of the original MI-MAX objective in Eq. 1 (without variational approximation). Note that reliable mutual information estimation in high dimensions is still an actively researched problem, but some scalable estimation techniques [107, 8, 135] will be added later.

**Algorithm 1: Particle-based Mutual Information Approximation**

**Input:** agent $\pi(a|s, z)$; intent $p(z)$; feature function $o(s)$; bin size $B$; bin range $(a, b)$

**Output:** Mutual information estimate $MI$

For $n = 1, \ldots, N$ do

- Sample $z_n \sim p(z)$ // Sample an agent intent
- Sample $s_{n,m,t} \sim \pi(s|z_n)$ // Collect $M$ episodes of horizon $T$ for $z_n$
- // Estimate conditional entropy in $o$-space for $z_n$ using np.histogram($2d(B, (a, b))$
- Estimate $h_n$ with $p(o|z_n) \approx \frac{1}{MT} \sum_{m,t} \delta(o = o(s_{n,m,t}))$

end

// Estimate marginal entropy in $o$-space for $z_n$ using np.histogram($2d(B, (a, b))$
Estimate $h$ with $p(o) \approx \frac{1}{NMT} \sum_{n,m,t} \delta(o = o(s_{n,m,t}))$

$MI = h - \frac{1}{N} \left( \sum_n h_n \right)$ // Compute MI estimate

**Latent Goal Reaching.** In our experiments, we fixed $N = 1$ for Algorithm 3 and use the deterministic sampling (for Gaussians, take the mean; for Categoricals, take the argmax). LGR for GCRL in Section 3.1 corresponds exactly to the standard goal-reaching reward evaluation. While the LGR metric in Algorithm 3 (see Appendix B) is motivated intuitively as a task-oriented metric from GCRL [20] and appears unrelated to the MI-MAX objective (Eq. 2) or its approximation (Algorithm 1), it can also be viewed as a crude approximation to MI, as we show in Appendix B.1.

### 4.3.2 D-MIN Metrics

**Particle-based Divergence Approximation.** For lower dimension cases, we use the energy distance for non-parametric estimation. Given two distributions $p$ and $q$, the energy distance is defined as,

$$d(p, q) := 2E_{x \sim p, y \sim q} ||x - y|| - E_{x,x' \sim p} ||x - x'|| - E_{y,y' \sim q} ||y - y'||$$

where $|| \cdot ||$ is the Euclidean norm but may be any desired metric. For higher dimensional and more complex distributions, adhoc notions of distance (such as Frechet Inception Distance [61]) have been proposed.

**Algorithm 2: Energy Distance**

**Input:** agent $\pi(a|s); o(s)$; target samples $o_{1:L}^{target} = o(s_{1:L}^{target}) \sim p^{target}(s)$

**Output:** Energy distance estimate $D$

Sample $o_{m,t}^{\text{target}} = o(s_{m,t}^{\text{target}}), s_{m,t} \sim \pi$ in $\mu$ // Collect $M$ episodes of horizon $T$

// Compute energy distance

$$D = \frac{2}{MT} \sum_{m,t} \delta(o_{m,t}^{\text{target}} - o_{m,t}) - \frac{1}{MT} \sum_{m,t,m',t'} ||o_{m,t} - o_{m',t'}^{\text{target}}|| - \frac{1}{2} \sum_{t'} \delta(o_{t}^{\text{target}} - o_{t}')$$
We provide both illustrative Google Colab examples for interactive environment composition and training, and a set of quantitative benchmark results that could accelerate future algorithmic research in MI-MAX and D-MIN RL. Importantly, due to two orders of training speedups as measured in Table 1, a medium-size environment can be composed and trained in a few minutes on Google Colab with 2×8 cores TPU, enabling interactive environment designs and algorithm deployments. All BRAXLINES codes, documentation, result videos, and Colab examples are accessible at https://github.com/google/brax/tree/main/brax/experimental/braxlines. Experimental details and hyperparameters, additional benchmark results, and ablation studies are available in Appendix A.

### 5 Experiments

MI-MAX Figure 3 shows the training curves with respect to (a) inferred reward, (b, c) mutual information MI and state entropy $H(s)$ estimates, and (d) LGR estimate. The scales of reward between cDIAYN (continuous DIAYN)/GCR and DIAYN are very different due to the continuous and discrete $z$ respectively, and they also vary non-monotonically during training due to the interplay between RL and discriminator fitting. In contrast, both MI and LGR estimates have the same comparable absolute units for any algorithm in the family, making them possible for estimating the effectiveness of learning and compare algorithmic performances. Additional results are presented in Table 3 and Appendix A.2.

D-MIN Similarly to Figure 3, Figure 4 (left) presents the training curves for reward and divergence estimate. Unsurprisingly, while the reward discriminator loss curves are incomparable, the energy distance estimate curve can be reliably used to measure convergence and compare which algorithmic

---

Table 3: Benchmark for MI-MAX algorithms averaged over 10 seeds.

| Environment   | MI-MAX algo. | MI($s, z$)   | $H(s)$       | -LGR    |
|---------------|--------------|--------------|--------------|---------|
| HalfCheetah   | DIAYN        | 1.815 ± 0.201 | 5.164 ± 0.455 | −0.492 ± 0.154 |
| HalfCheetah   | DIAYN_FULL   | 0.490 ± 0.156 | **5.519 ± 0.178** | −1.397 ± 0.287 |
| HalfCheetah   | GCR          | 1.626 ± 0.157 | 5.307 ± 0.173 | −0.293 ± 0.356 |
| HalfCheetah   | cDIAYN       | 1.571 ± 0.098 | 5.104 ± 0.353 | −0.741 ± 0.365 |
| Ant           | DIAYN        | 1.113 ± 0.268 | 5.588 ± 0.286 | −2.280 ± 0.539 |
| Ant           | DIAYN_FULL   | 0.034 ± 0.066 | 5.044 ± 0.639 | −3.010 ± 0.010 |
| Ant           | GCR          | **1.218 ± 0.192** | **6.066 ± 0.051** | **−2.074 ± 0.232** |
| Ant           | cDIAYN       | 0.750 ± 0.185 | 5.253 ± 0.270 | −2.885 ± 0.291 |
| Humanoid      | DIAYN        | **0.927 ± 0.128** | **6.074 ± 0.088** | **−2.313 ± 0.266** |
| Humanoid      | DIAYN_FULL   | 0.071 ± 0.007 | 5.676 ± 0.081 | −3.051 ± 0.028 |
| Humanoid      | GCR          | 0.769 ± 0.146 | 6.058 ± 0.063 | −2.755 ± 0.115 |
| Humanoid      | cDIAYN       | 0.297 ± 0.147 | 5.677 ± 0.060 | −2.738 ± 0.112 |

2XY velocities correspond to dimensions (13, 14) of Ant env. Since each dimension had similar MI estimates, we only show for MI and entropies for dim= (13, ). See Appendix A.1 for more discussions.

3If you enable dense evaluations of the quantitative metrics in Section 4, it could slow down to 10-20 minutes, but we mainly recommend these during initial debugging or full quantitative benchmarking.
Table 4: Benchmark for D-MIN algorithms averaged over 10 seeds.

| Environment  | D-MIN algo. | Energy Distance |
|--------------|-------------|-----------------|
| HalfCheetah  | AIRL        | -1.448 ± 0.843  |
| HalfCheetah  | GAIL        | -0.516 ± 0.640  |
| HalfCheetah  | GAIL2       | -2.488 ± 0.355  |
| HalfCheetah  | MLE         | -2.614 ± 0.415  |
| Ant          | AIRL        | -2.388 ± 1.194  |
| Ant          | GAIL        | -0.802 ± 0.460  |
| Ant          | GAIL2       | -2.808 ± 0.946  |
| Ant          | MLE         | -1.829 ± 0.573  |
| Humanoid     | AIRL        | -1.122 ± 0.210  |
| Humanoid     | GAIL        | -1.790 ± 0.413  |
| Humanoid     | GAIL2       | -1.471 ± 0.528  |
| Humanoid     | MLE         | -2.037 ± 0.973  |

Figure 4: D-MIN results for Ant averaged over 10 seeds: (from left to right) (a, b) episode reward and energy distance metric across training iterations; (c, d) visualizations of learned policy state marginal distribution and the target. Similarly to Figure 3 of MI-MAX, (a) shows that episode rewards cannot be used as a metric for evaluating learning progress within each run or across runs of different choices. Our proposed metric (b), however, can successfully measure the convergence and algorithm performances (GAIL has lowest energy distance and performs the best). (c) shows the result of matching a bi-modal distribution in XY velocity space, where the Ant acquired a hopping behavior.

variant performs the best in terms of state-marginal matching. Additional results are presented in Table 4 and Appendix A.2.

Limitations

- **Feature Engineering and Metric Space Assumption**: Both MI-MAX and D-MIN objectives indirectly involve density estimation, which is sensitive to high dimensionality and poor conditioning. An implicit assumption in all the above metrics is that \( o(s) \) by the user specifies a low-dimensional, good metric space where Euclidean distance is a good measure for proximity. Since our emphasis is on behavior generation in simulation with access to simulator states (which could be used by downstream behavior distillation procedures [84, 92]), this remains a reasonable assumption in many cases.

- **Sample Efficiency**: Sample efficiencies are not the primary concern for BRAXLINES, as the code is designed to maximize the benefits of hardware-accelerated simulations and serve as an interactive toolkit for behavior designers and RL researchers exploring high-level concepts. While these are not tuned with respect to sample efficiency compared to many prior works [126], they exhibit orders of magnitudes speedups in training and often better final performances (e.g. DIAYN on Humanoid has not been successful [34, 127, 20]).

6 Conclusion

In this paper, we introduced BRAXLINES, a fast and interactive toolkit for behavior synthesis beyond reward engineering in continuous control that unlocks four key bottlenecks in RL research: (i) fast environment generation, (ii) difficulty and limitations of reward engineering, (iii) slow iteration speeds, and (iv) lack of metrics on data or tasks properties. Our experimental analysis showcased how two families of algorithms – mutual information maximization (MI-MAX) and divergence minimization (D-MIN) – can generate interesting behaviors in continuous control environments, and provided concrete evaluation metrics for interactive debugging. We expect that these approaches,
complementary with classical behavior generation techniques through reward engineering would be useful for the long-term goal of creating large data sets of interesting behaviors, and enable algorithmic and architectural breakthrough in RL. In turn, more diverse data sets of behaviors have the potential to enable more efficient algorithms (e.g. via distillation) for few-shot learning in reinforcement learning, as recently observed in supervised learning.
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Appendix

A BRAXLINES Benchmark, Hyperparameters, Ablations, and Analyses

We detail the additional information for experimental results and BRAXLINES Benchmark. While BRAXLINES is designed more as a tool to enable rapid creation of environments and behaviors, it also provides minimal quantitative benchmarks that could be utilized as a reference for how to evaluate new environments or new MI-MAX and D-MIN algorithms. Such baselines for reward-free algorithms have been lacking, or non-existent, in open-source libraries (see Tables 5 and 6).

| Framework         | DDPG | A3C  | PPO  | TRPO | TD3  | SAC  | ES  |
|-------------------|------|------|------|------|------|------|-----|
| Baselines [29]    | ✓    | ✓    | ✓    | ✓    |      |      |     |
| Stable Baselines [110]| ✓    | ✓    |      |      | ✓    |      |     |
| RLLab [32]        |      |      | ✓    | ✓    |      | ✓    | ✓   |
| Tf-Agents [29]    | ✓    | ✓    | ✓    | ✓    | ✓    |      |     |
| RLLib [88]        | ✓    | ✓    | ✓    | ✓    | ✓    |      |     |
| PFRL [43]         | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓   |
| BRAX/BRAXLINES(ours) |      |      | ✓    | ✓    | ✓    | ✓    | ✓   |

Table 5: A survey on the support of the most common continuous control, reward maximization algorithms from a set of well-maintained, stable RL baselines.

| Framework         | AIRL | GAIL | GCRL | DIAYN | cDIAYN | Oth. MI-MAX |
|-------------------|------|------|------|-------|--------|-------------|
| Baselines [29]    |      |      |      |       |        |             |
| Stable Baselines [110]|      |      |      |       |        |             |
| RLLab [32]        |      |      |      |       |        |             |
| Tf-Agents [29]    |      |      |      |       |        |             |
| RLLib [88]        |      |      |      |       |        |             |
| PFRL [43]         |      |      |      |       |        |             |
| BRAXLINES(ours)   | ✓    | ✓    | ✓    | ✓     | ✓      | ✓           |
| Kostrikov [76]    |      |      |      |       |        |             |
| Eysenbach et al. [34]|      |      | ✓    |       |        |             |
| Sharma et al. [127]|      |      |      | ✓     |        |             |
| Choi et al. [20]  |      |      |      |       |        |             |

Table 6: A survey on the support of the most common algorithms in MI-MAX and D-MIN families across a set of well-maintained, stable RL baselines. Since standard RL baselines rarely support advanced algorithms, we added a few additional codebases (some from original algorithmic papers). Note that Choi et al. [20] is empty since no code is open-sourced.

A.1 Hyperparameters

Hyperparameters for reproducing all the benchmark and experiment results can be found in https://github.com/google/brax/blob/main/brax/experimental/braxlines/experiments. These experiments can be easily run serially on Colab https://github.com/google/brax/blob/main/notebooks/braxlines/experiment_sweep.ipynb based on a configuration list of dictionaries such as https://github.com/google/brax/blob/main/brax/experimental/braxlines/experiments/mimax_sweep.py. Else, users can modify run_experiment() from https://github.com/google/brax/blob/main/brax/experimental/braxlines/experiments/__init__.py to launch parallel sweeps on their custom computing clusters.

Experiment Parameters We used 10 random seeds for each experiment result to compute its mean and variance. Similarly to [34, 127, 20], we assume prior knowledge on dimensions of interest, e.g. XY-velocities: obs_indices = (11,) for HalfCheetah, (13, 14) for Ant, and (22, 23) (see https://github.com/google/brax/blob/main/brax/experimental/composer/obs_descs.py), for learning (except DIAYN_FULL) and evaluation metrics.
Figure 5: MI-MAX results on Humanoid averaged over 10 seeds: (from left to right) (a) episodic discriminator reward, (b, c) MI(z,s) and H(s) estimates from Algorithm 1, and (d) LGR from Algorithm 3. Unlike Ant results in Figure 3, DIAYN performs the best both in terms of MI(z,s) and LGR metrics, better than GCRL. Since H(s) is the same for DIAYN and GCRL, this means that DIAYN acquired better on average controllability/consistency with respect to each given target goal (reasonable since DIAYN is only learning 8 targets, while GCRL is learning an infinite set of targets).

PPO Parameters We used the same exact hyperparameters for PPO as in task-reward RL examples in BRAX (see https://github.com/google/brax/blob/main/notebooks/training.ipynb for their original Colab and https://github.com/google/brax/tree/main/brax/experimental/braxlines/experiments/defaults.py for these PPO hyperparameters), except multiplying the num_timesteps by 2 to allow longer training than in the single-task setting. Fully-connected MLPs with linen.swish activation function and hidden sizes of [32, 32, 32, 32] are used for policy functions, and hidden sizes of [256, 256, 256, 256, 256] for value functions (see https://github.com/google/brax/blob/main/brax/training/networks.py).

MI-MAX Parameters The hyperparameters are specified in https://github.com/google/brax/blob/main/brax/experimental/braxlines/experiments/mimax_sweep.py. For discrete latent experiments (DIAYN and DIAYN_FULL), number of skills for z diayn_num_skills is set to 8. For continuous latent experiments (cDIAYN), the z dimension is set to 2. Fully-connected MLPs with linen.swish activation function and hidden sizes of [32, 32] are used for discriminator functions q(z|o(s)). See Section A.3 for ablations on key hyperparameters such as spectral_norm and diayn_num_skills.

D-MIN Parameters The hyperparameters are specified in https://github.com/google/brax/blob/main/brax/experimental/braxlines/experiments/dmin_sweep.py. Fully-connected MLPs with linen.swish activation function and hidden sizes of [32, 32] are used for binary discriminator functions. See Section A.3 for ablations on key hyperparameters such as gradient_penalty_weight.

COMPOSER Parameters BRAXLINES COMPOSER is designed as a toolkit for efficiently reusing environment components, observation definitions, and reward functions for composing new tasks or reward-free environments. Example “hyperparameters” of these environments are listed in https://github.com/google/brax/tree/main/brax/experimental/composer/env_descs.py. Similar to the rest of experiments, hyperparameter sweeps are supported. If the comparison is about the optimizability by PPO with respect to a task score, it is important to ensure that score_fns are the same across all swept variants. Examples include:

- **Sweeping Reward Function Parameters**: When you have a sum of multiple reward terms, it’s helpful to sweep over the scaling parameters to find the optimal trade-off among these to have the best task score of interest https://github.com/google/brax/blob/main/brax/experimental/braxlines/experiments/ant_push_sweep.py

- **Sweeping Morphology Parameters**: You could parameterize a component to have varying morphologies (e.g. different number of legs for Ant) https://github.com/google/brax/blob/main/brax/experimental/braxlines/experiments/ant_run_morphology_sweep.py

A.2 Additional Benchmark Results

MI-MAX Figure 5 and Figure 6 show learning curves and skill visualizations for Humanoid respectively. To the best of our knowledge, DADS [127] is one of the few unsupervised RL algorithms that scaled to Humanoid, and we are the first to report successful DIAYN results on it.

D-MIN Figure 7 shows learning curves and result visualization for Humanoid. Humanoid successfully learns to match the given bi-modal target distribution.
Figure 6: MI-MAX DIAYN skill visualization on Humanoid. Humanoid successfully learns to move in multiple directions. See behavior videos in https://github.com/google/brax/blob/main/brax/experimental/braxlines.

Figure 7: D-MIN results for Humanoid averaged over 10 seeds: (a, b) episode reward and energy distance metric across training iterations; (c, d) visualizations of learned policy state marginal distribution and the target. Unlike Ant results in Figure 4, AIRL and GAIL2 significantly outperforms GAIL. See behavior videos in https://github.com/google/brax/blob/main/brax/experimental/braxlines.

**BRAXLINES COMPOSER**  Figure 8 show training results for environment examples in Figure 2. For Ant Push, we observe that “scale” which balances between object-to-target-velocity and ant-to-object reward terms has significant effect on final scores (since “episode_reward” is a variable here, we defined “episode_score” as a consistent metric for evaluation). For the morphologically-varying Ant Run, we observe that the running performance is largely consistent, with an exception in the case of two legs. Importantly, as described by simple examples in Appendix A.1 and D, COMPOSER allows simple programming of environment variations and hyperparameter sweeps.

### A.3 Ablation Studies and Analysis

This section mainly lists a few design parameters that are critical to getting interesting emergent behaviors. For more examples, check out our codebase or directly try out our interactive Google Colabs in https://github.com/google/brax/tree/main/notebooks/braxlines.

**Spectral Normalization**  MI-MAX algorithms exhibit complex learning dynamics through continuously changing reward functions. Choi et al. [20] showed that the use of spectral normalization (SN) can significantly stabilize learning and quality of discovered skills. Figure 9 and Figure 10 show that SN does improve DIAYN results substantially in MI(z,s)and H(s), in both Ant and Humanoid. We also show in Figure 11 that even cDIAYN can discover meaningful skills, which has been difficult in prior works [34, 127, 20]. This result, along with our success with Humanoid, is likely because most prior results built on SAC which is more sample-efficient but less stable than PPO.

**Gradient Penalty**  D-MIN algorithms also exhibit difficult learning dynamics, and many prior works utilized numerous additional implementations to stabilize learning, such as separately learning terminal reward for bias correction [77, 102] and fictitious play [83]. Contrary to prior wisdom, Figure 12 shows that gradient penalty does not significantly improve the learning performances for these bi-modal target matching tasks in Ant or Humanoid.

**Feature Engineering o(s)**  Figure 13 shows qualitative results of MI-MAX with or without feature engineering o(s) (DIAYN or DIAYN_FULL). As different dimensions have different sensitivity to the agent’s actions, often the easiest dimension is diversified first to maximize the objective in discriminative MI-MAX, i.e. in DIAYN_FULL Ant just learns to make slightly different poses. By removing uninteresting and trivial dimen-
Figure 8: Task parameter sweeps on (left and middle) Ant Push and (right) morphological Ant Run in Figure 2. See behavior videos in https://github.com/google/brax/blob/main/brax/experimental/braxlines.

Figure 9: MI-MAX results on Ant with and without Spectral Normalization (“sn_F” means no spectral norm) averaged over 10 seeds: (from left to right) (a) episodic discriminator reward, (b, c) MI(z,s) and H(s) estimates from Algorithm 1, and (d) LGR from Algorithm 3.

sions for control, the agent can effectively focus on controlling the key dimensions such as XY velocities (dim = (13, 14)). Our fast interactive tool allows efficiently iterating different feature choices.

Additionally, Figure 14 and Figure 15 provide a deeper look into MI and H(s) estimates across first 30 dimensions Ant, DIAYN or DIAYN_FULL. This essentially evaluates intrinsic controllability that the agent has over the environment, from which we can gain quantitative intuitions about the agent’s behaviors as well as its affinity with the environment. For example, DIAYN learns to run in different directions (dim=(13,14)), but as it runs it does not change its Z-axis orientation (dim=1) and therefore indirectly gained controllability over it. If we can measure such indirect relationships among dimensions, we can more efficiently design minimal features o(s). Furthermore, combining with the insights from policy information capacity (PIC) [45], we can choose to design environments or random initial policies such that the initial MI is already high with respect to the dimensions of interest, i.e. designing environments and agents for optimizability [45, 113].

**Task-Reward Reward Augmentation** When a task reward is combined with MI-MAX (env_reward_multiplier > 0), it essentially diversifies policies while accomplishing a given task, i.e. learning multiple independent ways of accomplishing the task. Such auxiliary task reward can sometimes be as simple as a positive survival reward (which is used in all our MI-MAX and D-MIN experiments as listed in Table 2), if the environment itself is non-trivial and has termination like the Humanoid environment [127]. In Figure 13, the standard Ant’s forward running reward is combined, and it learns different gait behaviors.
Figure 10: MI-MAX results on Humanoid with and without Spectral Normalization ("sn_F" means no spectral norm) averaged over 10 seeds: (from left to right) (a) episodic discriminator reward, (b, c) MI(z,s) and H(s) estimates from Algorithm 1, and (d) LGR from Algorithm 3.

Figure 11: Skills visualization for (from left to right) (a) DIAYN without spectral normalization (SN), (b) DIAYN with SN, (c) continuous DIAYN (cDIAYN) without SN, and (d) cDIAYN with SN. DIAYN with continuous z has been notoriously difficult even with feature engineering, where Eysenbach et al. [34] and Sharma et al. [127] have not showed successful skill learning. A simple combination of PPO [125] and spectral normalization (SN) [94] has proven to be surprisingly effective and enabled training a continuous-latent DIAYN (while results are slightly worse than those of discrete-latent DIAYN according to Figure 3).

Figure 12: D-MIN results for Ant with or without Gradient Penalty ("gpw" stands for gradient penalty weight) averaged over 10 seeds: (from left to right) (a, b) episode reward and energy distance metric across training iterations for AIRL; (c, d) episode reward and energy distance metric across training iterations for GAIL. Both BRAXLINES AIRL and GAIL are stable with or without gradient penalties, and too much penalty can degrade performances.
Figure 13: The importance of feature engineering (o(s)) and reward augmentation (env_reward_multiplier) to discover diverse behaviors when running (a) DIAYN [34] with full observation (DIAYN_FULL), (b) DIAYN with XY-velocities (dim=(13,14)), (c) DIAYN with XY + adding original reward on Brax’s Ant [37]. Naively using full states does not lead to interesting behaviors like walking or hopping (it just learns to pose differently). With simple specification of dimensions in observation, however, its learns very effectively. Simple feature engineering and MI-MAX is therefore a powerful tool for behavior engineering without much human efforts. Additionally, if there is some task reward available, it can be added to automatically discover multiple distinguishable ways of accomplishing the same task.

Figure 14: Mutual information evaluations across first 30 dimensions on Ant. We analyzed two configurations: DIAYN uses o(s[13, 14]) (i.e., the XY velocities of the root), while DIAYN_FULL uses the full state. The red background indicates when DIAYN is higher than DIAYN_FULL more than 80% of the time and blue if vice versa. While it is unsurprising that DIAYN excels at gaining controllability over specified dimensions (13, 14), it is interesting that DIAYN additionally gained controllability over dim=1 (i.e., the first rotation angle of the root) and lost controllability over dim=(0, 2) (the height and other rotation angles of the root) as an indirect consequence of empowering dim=(13,14).
Figure 15: Entropy evaluations across first 30 dimensions on Ant. DIAYN uses $o(s_{[13, 14]})$ (corresponding to $xy$ velocities), while DIAYN_FULL uses identity $o$ (full observation state). It is noticeably to note that in all dimensions DIAYN (XY) gains higher state entropies than DIAYN (full state). Contrasting this result with Figure 14, we can conclude that while DIAYN (XY) can thoroughly increase marginal entropies, it can only gain controllabilities (low conditional entropies) over a limited set of the dimensions. In cases where you only care about marginal entropies such as for risk-seeking exploration, this may be desired over controllability.
B Latent Goal Reaching

Algorithm 3 estimates the LGR metric [20] of a policy $\pi(a|s, z)$. This has exact correspondence with the standard goal-reaching objective in GCRL.

**Algorithm 3: Latent Goal Reaching** [20]

**Input:** agent $\pi(a|s, z); o(s)$; goals $\alpha^*_{i,L} = o(s^*_{i,L}) \sim p^*(s)$; inference $q(z|o(s))$

**Output:** LGR estimate $\hat{LGR}$

1. Sample $z_{l,n} \sim q(z|s^*_l)$ // Infer $N$ latent intents per goal $s^*_l$
2. Sample $s_{l,n,m,t} \sim \pi(\cdot|\cdot,z_{l,n})$ in $\mu$ // Collect $M$ episodes of horizon $T$ per $z_{l,n}$
3. Infer $LGR = \sum_{l,n,m,t} \frac{-(\alpha^*_l - o(s_{l,n,m,t}))^2}{\sigma^2}$

B.1 Justification for Negative Latent Goal Reaching as an Empowerment Approximation

Given $p^*(z) = \arg \max_{p(z)} I_\pi(z, o(S^\mu))$, the empowerment per environment $\mu$ is given by:

$$p^*(z)p(o(S^\mu)|z) = p^*(o(S^\mu))p^*(z|o(S^\mu))$$

$$I^*_\pi(z, o(S^\mu)) = H^*(o(S^\mu)) - H^*(o(S^\mu)|z)$$

where $C_1 = H^*(o(S^\mu))$ is now just a constant offset due to our assumption (1) that does not depend on the evaluation agent $\pi$. Eq. (10) is equivalently the variational autoencoder objective [73], except in RL we need to somehow estimate $\log p(o(S^\mu)|z)$. One way is to fit a density estimation model [83, 11], but to make a direct connection to goal-reaching performances, we instead use a non-parametric density estimation based on a mixture of Gaussians. Following the notations in Algorithm 3,

$$\log p(o^*_i|z_{l,n}) \approx \log \frac{1}{MT} \sum_{m,t} N(o^*_i|o_{l,n,m,t}, \sigma^2 I)$$

$$\geq \sum_{m,t} -(\alpha^*_i - o_{l,n,m,t})^2 / \sigma^2 + C_2,$$

where Eq. 12 follows from a simple application of Jensen’s inequality, and $C_2$ is again a constant offset that does not depend on $\pi$. 
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C Prior Evaluation Methodologies for MI-MAX and D-MIN Algorithms

In this section, we briefly summarize prior evaluation methodologies for MI-MAX and D-MIN families, and relation to the metrics in the BRAXLINES. Since the inferred reward function dynamically changes during training, could have an arbitrary range of values, and largely depends on the different implementation and hyperparameter choices such as \( z \)-space in MI-MAX, or reward transformation in D-MIN, it is difficult to apply episodic reward for quantitatively evaluating convergence or final performances. As in Table 7, most of evaluations for MI-MAX and D-MIN have relied on qualitative comparisons, visualization of rollout videos or density plots [34, 127, 46, 83], or down-stream task performances [34, 127, 126]. Qualitative evaluation might be hard to ensure objectiveness and automate the whole process, and the evaluation with down-stream tasks may not correspond with the quality of generated behaviors themselves. While previous D-MIN algorithms mostly focus on imitation learning and frequently use task rewards directly to compare how close to the experts they got [63, 38, 46], such evaluation is not suitable for the distribution sketching case in our paper.

Recently, Kim et al. [72] employ SEPIN@\( k \) and W SEPIN, which are proposed in the disentangled representation learning literature [30], for the quantitative evaluation of MI-MAX algorithms. Both SEPIN@\( k \) and W SEPIN consider the mutual information between the skills \( Z \) and the last states of the trajectories with specified dimensions \( o(S_T) \). SEPIN@\( k \) is the top-\( k \) average of \( \text{MI}(o(S_T), Z_i; Z_{\rho_i}) \) over skills \( i = 1, 2, \ldots \), and W SEPIN is the weighted sum of \( \text{MI}(o(S_T), Z_i; Z_{\rho_i}) \) over skills. They also propose to simply use \( \text{MI}(o(S_T), Z) \) as an information theoretic metrics. See Kim et al. [72] for the detailed discussion. Because they consider the last states the agents reached and measure how they are different depending on \( z \), these might be similar metrics to LGR.

| Family  | Metrics                        | Type            | Hyperparameter-Agnostic | References          |
|---------|--------------------------------|-----------------|-------------------------|---------------------|
| MI-MAX  | Episodic Discriminator Reward  | Quantitative    | No                      | –                   |
| MI-MAX  | Diversity in Rollout Videos   | Qualitative     | Yes                     | [34, 127, 36, 72]   |
| MI-MAX  | Downstream Task Performance    | Quantitative    | Yes                     | [34, 127, 36, 56, 50]|
| MI-MAX  | SEPIN@\( k \), W SEPIN [30]   | Quantitative    | Yes                     | [72]                |
| D-MIN   | Episodic Inferred Reward       | Quantitative    | No                      | –                   |
| D-MIN   | Density Visualization          | Qualitative     | Yes                     | [46, 83]            |
| D-MIN   | Imitation Task Performance     | Quantitative    | Yes                     | [63, 38, 46]        |
| MI-MAX  | Particle-based MI Estimation   | Quantitative    | Yes                     | Ours, [45]          |
| MI-MAX  | Latent Goal Reaching           | Quantitative    | Yes                     | Ours, [20]          |
| D-MIN   | Energy Distance                | Quantitative    | Yes                     | Ours                |

Table 7: A summary of prior evaluation methods for MI-MAX and D-MIN algorithms.
D BRAXLINES COMPOSER API Example

We made possible in BRAXLINES COMPOSER to design continuous control tasks with under 50 lines of code (including comments). The code snippet below shows how to construct a manipulation, goal-conditioned task that we coined ant-push. We made available several off-the-shelf components\(^4\) for rapid prototyping. These components were designed with flexibility in mind, making them amenable for procedurally-generated continuous control tasks or for learning modular policies\(^{64, 81}\) that can control multiple morphologies.

For a complete running example and a more in-depth introduction to BRAXLINES COMPOSER, check out the Composer Basics\(^5\) notebook.

```python
from brax.experimental.composer import composer

env_desc = dict(
    components=dict(  # component information
        agent1=dict(  # pro_ant is a provided off-the-shelf component
            component='pro_ant',  # defined at components/pro_ant.py
            component_params=dict(num_legs=6)  # ant with 6 legs
        ),
        cap1=dict(  # the singleton is the ball the ant controls
            component='singleton',  # defined in components/singleton.py
            component_params=dict(size=0.5),  # a ball with radius 0.5
            pos=(1, 0, 0),  # where to place a capsule object
            reward_fns=dict(  # reward1: a GCRL task
                goal=dict(  # root_goal is the target vector
                    reward_type='vel',
                    target_goal=(4, 0, 0)  # a target velocity for the object
                )
            )
        ),
        edges=dict(  # edge information
            agent1__cap1=dict(  # edge names use sorted component names
                extra_observers=[  # add agent-object position diff as an extra obs
                    dict(observer_type='root_vec')
                ],
                reward_fns=dict(  # reward2: make the agent close to the object
                    dist=dict(reward_type='root_dist')
                )
            )
        )
    ),
    env = composer.create(env_desc=env_desc)  # Composer returns a functional environment
```

\(^4\)Available at https://github.com/google/brax/tree/main/brax/experimental/composer/components

\(^5\)Available at https://colab.research.google.com/github/google/brax/blob/main/notebooks/composer/composer.ipynb