I. INTRODUCTION.

Quantum chaos aims to relate observations in quantum systems to properties of the classical dynamics. Particularly interesting are the implications of the classically chaotic dynamics on the statistics of eigenvalues [1–4] and the distribution of eigenfunctions [5–7]. In closed chaotic systems typical trajectories explore the phase space uniformly with respect to the Liouville measure. The quantum ergodic theorem states that semiclassically almost all chaotic eigenfunctions converge to this measure [8–14].

Experimentally accessible physical systems are usually not closed and in many cases have a corresponding classical description in which trajectories escape or are absorbed. Such open systems appear, for example, in optical microcavities [15], nuclear reactions [16], or microwave resonators [17]. Classically, open systems are characterized by the coexistence of trapped and (transiently chaotic) escaping motion on the phase-space [18, 19]. Quantum mechanically, one studies complex resonances using a quantum-scattering description [20]. Chaotic resonance eigenfunctions show fractal distributions [21] and are not universally described by a single classical measure [22, 23].

Best understood are resonance eigenfunctions in open systems with full escape [21–29], in which particles are completely absorbed or escape to infinity. Examples are scattering systems (e.g., three-discs [30]) and systems in which a phase-space region $\Omega \subset \Gamma$ acts as a leak [19]. Classically, a fractal chaotic saddle emerges as the set of points which never escape for times $t \to \pm \infty$. Typical (smooth) initial distributions converge towards a measure $\mu_{\text{nat}}$, the so-called natural measure, which is conditionally invariant (c-measure), decays with the characteristic natural decay rate $\gamma_{\text{nat}}$, and is smooth on the unstable manifold of the saddle [31, 32]. Quantum mechanically, resonances are distributed according to a fractal Weyl law which is determined by the fractal dimension of the chaotic saddle [25, 33–39]. The phase-space structure of resonance eigenfunctions depends on their decay rate $\gamma$ [22] and converges in the semiclassical limit to a c-measure [23]. For $\gamma_{\text{nat}}$ this limit is assumed to be the natural measure $\mu_{\text{nat}}$ [21]. For arbitrary decay rates a good description is given by conditionally invariant measures which are uniformly distributed on sets with the same temporal distance to the chaotic saddle [28].

Less understood are resonance eigenfunctions in open systems with partial escape, in which particles escape with some finite probability or their intensities are partially absorbed. These systems are used in the description of optical microcavities [15, 40–48], where the intensity of light rays changes according to Fresnel’s law of reflection and transmission. Classically, such systems are again described by a natural c-measure $\mu_{\text{nat}}$, which is multifractal and supported on the full phase-space [45]. Quantum mechanically, the resonances have finite decay rates, do not follow a simple fractal Weyl law [42, 49–53], and the longest living resonances in fully chaotic optical microcavities are well described by $\mu_{\text{nat}}$ (also known as steady probability distribution) [19, 40, 46, 48]. Further results were obtained for the relation to periodic orbits [54, 55] and the case of single channel openings [56, 57]. However, there is no understanding of how the properties of resonance eigenfunctions depend on their decay rate.

In this paper we study the classical origin of the multifractal phase-space structure of resonance eigenfunctions in systems with partial escape. Long-lived eigenfunctions stretch along the unstable direction of the classical dynamics and are known to semiclassically correspond to the natural measure. Short-lived eigenfunctions stretch along the stable direction and we conjecture that they semiclassically correspond to the natural measure of the inverse classical dynamics. For increasing decay rates the main contribution changes continuously from unstable to stable direction. Combining both natural measures we introduce a family of c-measures which are uniform on
sets with the same decay under forward and backward time evolution. Qualitatively, we find that these measures and resonance eigenfunctions have the same characteristic filamentary patterns on phase space and show a similar dependence on the decay rate. Quantitatively, we numerically support the conjecture for long- and short-lived eigenfunctions.

The paper is divided as follows. In Section II we numerically show the emergence of fractal phase-space distributions for resonance eigenfunctions in an exemplary system. In Sec. III we show how to construct a family of c-measures for all relevant decay rates. We then compare the resonance eigenfunctions with these measures in Sec. IV, qualitatively and quantitatively using information dimension and Jensen-Shannon divergence. A summary is given in Sec. V.

II. RESONANCES IN SYSTEMS WITH PARTIAL ESCAPE

Scattering systems are described by the relation of incoming waves to outgoing waves, which is given by the S-matrix [20]. Resonances appear as poles of the S-matrix and are experimentally seen as peaks in the absorption spectrum, whenever a resonance eigenfunction is excited. A similar description is found, if the dynamics is reducible to discrete times [58], e.g. in systems with time-periodical driving. In these systems the S-matrix takes the form [59]

\[ S(\omega) = -R + \frac{1}{e^{-i\omega} - U R} \tilde{U} T, \]

with unitary time-evolution \( \tilde{U} \) of internal states and quasi-energy \( \omega \). The internal reflection operator \( R \) and the transmission operator \( T \) govern the coupling from incoming to outgoing waves and satisfy \( R^\dagger R + T^\dagger T = 1 \), which expresses the conservation of probability. Choosing an appropriate basis, the internal reflection \( R \) becomes diagonal with positive entries. E.g., for microresonators internal reflection is described by Fresnel’s law [48, 59]. It follows from Eq. (1) that whenever \( e^{-i\omega} \) is an eigenvalue of the operator

\[ U = \tilde{U} R, \]

a resonance condition is fulfilled. The operator \( U \) describes the time-evolution of internal states composed of the reflection \( R \) and unitary time evolution \( \tilde{U} \). In the following \( U \) is called quantum map with escape. Solving the eigenvalue equation

\[ U \psi = e^{-i\theta - i\gamma/2} \psi \]

(3)

gives the complex resonances \( \omega = \theta - i\gamma/2 \) and the (right) resonance eigenfunctions \( \psi \). Note that in time-independent scattering systems \( \theta \) corresponds to the energy and \( \gamma \) to the width of the resonance. Applying the quantum map with escape (2) \( n \)-times to an eigenfunction \( \psi \) the probability decays like \( \|U^n \psi\|^2 = e^{-n\gamma} \|\psi\|^2 \). Therefore \( \gamma \) is called decay rate of the resonance eigenfunction \( \psi \). Note that the quantization divides the compact phase space into an integer number of \( 1/h \) Planck cells, where \( h \) is the effective Planck’s constant.

Figure 1 shows resonances and resonance eigenfunctions for a paradigmatic example of a chaotic quantum system with partial escape (the standard map, see Appendix A for details). There are two important observations:

- The spectra show that the resonances have finite decay rates \( \gamma \), that are mostly inside a relatively narrow band (Fig. 1a-c). The existence of spectral
gaps [49, 51, 60] explains that the decay rates are away from zero and infinity. In particular, there exist decay rates $\gamma_{nat}$ and $\gamma_{inv}$ (explained in the next section) such that approximately $0 < \gamma_{nat} \lesssim \gamma < \gamma_{inv} < \infty$.

- The main observation concerns the resonance eigenfunctions and will be explored and explained in greater generality in the remaining of the paper. Resonance eigenfunctions have a rich multifractal phase-space structure (Fig. 1d-i). This structure is in contrast to the uniform distribution observed in closed chaotic systems, depends sensitively on the decay rate $\gamma$ (as shown below), and is increasingly resolved as $h \to 0$. The fractality becomes evident in the Husimi distribution [61] obtained averaging resonance eigenfunctions with similar decay rate (Fig. 1g-i). Single eigenfunctions (Fig. 1d-f) with the same decay rate $\gamma$ have similar phase-space distributions up to fluctuations around the average. Fluctuations around the average are expected to originate from quantum properties, like in closed systems [12].

In the next section we search for classical explanations for the observations summarized above. In particular, the convergence of resonance eigenfunctions to fractal distributions motivate us to search for corresponding measures of the classical system.

III. CLASSICAL C-MEASURES

In this section we construct classical measures with decay rates $\gamma$ that act as candidates to describe the resonance eigenfunctions with the same decay rate $\gamma$ for $h \to 0$. We define the classical analogue of the quantum map with escape as a time discrete chaotic map $M : \Gamma \to \Gamma$ on a bounded phase space $\Gamma$, and a classical reflection function $R : \Gamma \to \mathbb{R}_+$. We assume $M$ to be measure preserving with respect to the Lebesgue measure $\mu_L$. The classical map with escape is the application of the reflectivity $R$ on the intensity followed by the closed time-evolution $M$. This is written in the extended phase-space $\Gamma \times \mathbb{R}_+$ as the mapping of initial points $x \in \Gamma$ with intensity $J \in \mathbb{R}_+$, i.e. $(x', J') = (M(x), J \cdot R(x))$.

The time evolution of phase-space points with an assigned intensity is generalized to measures in the following sense. For a given map $M$ and reflection function $R$ we define for any measure $\mu$ on $\Gamma$ the classical map with escape $\mathcal{M} \equiv \mathcal{M}_{M,R}$ as

$$\mathcal{M}_\mu(A) := \int_{M^{-1}(A)} R \, d\mu, \quad (4)$$

for all measurable $A \subset \Gamma$. Thus the weight of the set $A$ for the iterated measure $\mathcal{M}_\mu$ is given by the measure of the preimage $M^{-1}(A)$ weighted with the reflectivity $R(x)$. This definition of $\mathcal{M}$ ensures that for a single phase-space point $x \in \Gamma$ the intensity is first reduced by $R(x)$, followed by iteration with $M$.

A measure $\mu$ is called conditionally invariant (c-measure) with respect to the map with escape $\mathcal{M}$, if

$$\mathcal{M}_\mu(A) = e^{-\gamma} \mu(A) \quad (5)$$

for all measurable $A \subset \Gamma$ with eigenvalue $e^{-\gamma} \in \mathbb{R}_+$. [31, 32]. Here $\gamma$ is the decay rate of the c-measure, as for $n$ iterations $\|\mathcal{M}^n \mu\| = e^{-n\gamma} \|\mu\|$ with norm $\|\mu\| := \mu(\Gamma)$. Possible values of decay rates $\gamma$ are bounded by minimal and maximal values of the reflectivity as $-\log(\max R) \leq \gamma_{\min} \leq \gamma \leq \gamma_{\max} \leq -\log(\min R)$ [49].

Resonance eigenfunctions with quantum decay rate $\gamma$ are expected to converge in the semiclassical limit to c-measures with the corresponding classical decay rate, as in systems with full escape [23]. Accordingly, we aim to construct c-measures of the classical dynamics with variable decay rate $\gamma$ (as far as we know, this has not been previously done for systems with partial escape). We start with the construction for the natural measures and use them to obtain c-measures in the full range $\gamma_{\min} < \gamma < \gamma_{\max}$.

A. Natural measure

If the dynamics on phase-space is ergodic and hyperbolic, smooth initial distributions asymptotically decay with one characteristic rate $\gamma_{nat}$ and approach the corresponding natural c-measure $\mu_{nat}$ [32, 62, 63]. This can be used to construct $\mu_{nat}$ by time-evolution of the uniform Lebesgue measure $\mu_L$ and normalization,

$$\mu_{nat}(A) = \lim_{n \to \infty} \frac{\mathcal{M}^n \mu_L(A)}{\|\mathcal{M}^n \mu_L\|}, \quad \text{with} \quad (6)$$

$$\mathcal{M}^n \mu_L(A) := \int_{A} \prod_{i=1}^{n} R(M^{-i}(x)) \, dx. \quad (7)$$

Equation (7) follows from successive application of Eq. (4) and integral transformation with measure preserving $M$. It has the following intuitive interpretation: Phase-space points which experience the same average decay under $n$ backward iterations get the same weight. Thus $\mu_{nat}$ is uniformly distributed on sets with the same average decay under backward iteration.

B. Natural measure of the inverse map

In the following we use the inverse map to identify another important classical c-measure and its decay rate. The classical map with escape $\mathcal{M}$ is invertible, if the reflectivity $R(x) > 0$ for almost all $x \in \Gamma$. This is for example the case for TE and TM polarization in optical microcavities. The inverse $\mathcal{M}^{-1}$ is given by application of the inverse map $M^{-1}$ on $\Gamma$ followed by the inverse reflectivity $R^{-1} \equiv 1/R$ [47]. Note the different meanings
of the exponent $-1$ for both $R$ and $M$. Thus for measures $\mu$ on $\Gamma$ we obtain the inverse map
\[
\mathcal{M}^{-1}\mu(A) = \int_{\mathcal{M}(A)} R^{-1} \circ M^{-1} d\mu
\]
which has the same form as Eq. (4) and satisfies $\mathcal{M} \circ \mathcal{M}^{-1} = \mathcal{M}^{-1} \circ \mathcal{M} = 1$. The inverse map itself is again a chaotic map with escape and is given by $\mathcal{M}^{-1} = \mathcal{M}_{M^{-1},R^{-1}:0}$. Therefore, results obtained for $\mathcal{M}$ are similarly valid for $\mathcal{M}^{-1}$. We first conclude that c-measures $\mu$ of $\mathcal{M}^{-1}$ with decay rate $\gamma$ are also c-measures of $\mathcal{M}$ with decay rate $-\gamma$ and vice versa. Secondly, there exists a natural measure of the inverse map, which we will call inverse measure $M$,
\[
\mu_{\text{inv}} := \mu_{\text{nat}}[\mathcal{M}^{-1}], \quad \text{with} \quad \gamma_{\text{inv}} = -\gamma_{\text{nat}}[\mathcal{M}^{-1}].
\]
Note that $\gamma_{\text{inv}}$ and $\gamma_{\text{nat}}$ are independent [47] and $\gamma_{\text{inv}} > \gamma_{\text{nat}}$. Note also that the inverse decay rate $\gamma_{\text{inv}}$ is not related to the so-called inner edge observed in the Walsh-dequantized Baker map with full escape [26].

There are several possibilities to obtain $\mu_{\text{inv}}$, e.g., using the Ulam method [38, 64] for the Perron-Frobenius operator of the inverse map $\mathcal{M}^{-1}$. The construction using time-evolution similar to Eq. (6) is given by
\[
\mu_{\text{inv}}(A) = \lim_{m \to \infty} \frac{\mathcal{M}^{-m} \mu_L(A)}{\|\mathcal{M}^{-m} \mu_L\|}, \quad \text{with} \quad \mathcal{M}^{-m} \mu_L(A) = \int_{A} \prod_{i=0}^{m-1} R^{-1}[M^i(x)] dx.
\]
In contrast to $\mu_{\text{nat}}$ the inverse measure $\mu_{\text{inv}}$ is uniformly distributed on sets with the same average decay under forward iteration.

### C. C-measures for arbitrary $\gamma$

In the following we use the natural and the inverse measure to construct c-measures with arbitrary decay rate $\gamma$. The main idea is to use the local phase-space structure of stable and unstable directions in hyperbolic maps. While $\mu_{\text{nat}}$ is smooth (fractal) along the unstable (stable) direction, $\mu_{\text{inv}}$ is smooth (fractal) along the stable (unstable) direction. The fractal distribution is responsible for fulfilling conditional invariance, i.e., the partial escape with $R$ and iteration with $M$ leads to the global decay factor $e^{-\gamma_{\text{nat}}}$ and $e^{-\gamma_{\text{inv}}}$, respectively. Factorizing the reflectivity $R = R^{1-\xi} R^\xi$ for $\xi \in \mathbb{R}$ it is possible to consider the local product of the natural measure for reflectivity $R^{1-\xi}$, $\mu_{\text{nat}}[R^{1-\xi}]$, and the inverse measure for reflectivity $R^\xi$, $\mu_{\text{inv}}[R^\xi]$. This gives a c-measure for the reflectivity $R$ with decay rate
\[
\gamma_\xi = \gamma_{\text{nat}}[R^{1-\xi}] + \gamma_{\text{inv}}[R^\xi],
\]
see App. B for additional motivation. The explicit construction is given by
\[
\mu_\xi(A) = \lim_{n \to \infty} \frac{\tilde{\mu}_{\xi}^n(A)}{\|\tilde{\mu}_{\xi}\|}, \quad \text{with} \quad \tilde{\mu}_{\xi}^n(A) = \int_A \prod_{i=1}^{n} R^{1-\xi}[M^{-i}(x)] \prod_{j=0}^{n-1} R^{-\xi}[M^j(x)] dx.
\]
This measure is uniformly distributed on sets with the same average decay under backward iteration and the same average decay under forward iteration.

For $\xi = 0$ just the first factor contributes in Eq. (15) and we recover $\mu_0 = \mu_{\text{nat}}$. From Eq. (13) follows that $\gamma_{\xi=0} = \gamma_{\text{nat}}[R] = \gamma_{\text{nat}}$, where we used that $\gamma_{\text{inv}}[R] = 0$. For $\xi = 1$ we similarly have $\mu_{\xi=1} = \mu_{\text{inv}}$ and $\gamma_{\xi=1} = \gamma_{\text{inv}}$. Increasing $\xi$ from 0 to 1 a transition from $\mu_{\text{nat}}$ to $\mu_{\text{inv}}$ occurs. In Fig. 2 we show the dependence of the decay rate $\gamma_\xi$ on $\xi$, Eq. (13), for the example system. The decay rate $\gamma_\xi$ continuously increases with $\xi$ from $\gamma_{\text{min}}$ for $\xi \to -\infty$ to $\gamma_{\text{max}}$ for $\xi \to \infty$. Furthermore we determine $\gamma_\xi$ by iteration of the constructed measures $\tilde{\mu}_{\xi}$ using Eq. (5) with very good agreement with Eq. (13). The phase space dependence of $\mu_\xi$ is shown in Fig. 3(f-j) and reveals the superposition of the hyperbolic structures. Note that for a closed map, i.e., without escape, $R(x) = 1$, we obtain $\gamma_\xi = 0$ and uniform distribution $\mu_\xi = \mu_L$ for all $\xi$.

### IV. QUANTUM-CLASSICAL COMPARISON

In this section we investigate to which extent the phase-space distributions of resonance eigenfunctions with decay rate $\gamma$ are described by the c-measures $\mu_\xi$ with $\gamma_\xi = \gamma$. This comparison is essential because for
The quantum-classical comparison is done by qualitatively comparing the phase-space distributions (Sec. IV A), comparing the information dimension (Sec. IV B), determining the Jensen-Shannon divergence (Sec. IV C), studying the semiclassical limit (Sec. IV D), and considering the limit of full escape (Sec. IV E). We report numerical investigations for a representative example of fully chaotic system with partial absorption, the quantized standard map (see Appendix A). We find very good agreement for the natural measure $\mu_{\text{nat}}$ and the inverse measure $\mu_{\text{inv}}$ (first conjecture), and identify small deviations in the semiclassical limit for intermediate decay rates $\gamma_\xi$ (second conjecture).

The same decay rate $\gamma$ there may be many different c-measures [23, 32] and it is not known which of the possible c-measures are quantum mechanically relevant in the case of partial escape. It is known that resonance eigenfunctions with decay rate $\gamma \approx \gamma_{\text{nat}}$ are well described by the natural measure $\mu_{\text{nat}}$ [21], also in optical microcavities showing partial escape [40, 46, 48]. Our first conjecture is that resonance eigenfunctions with decay rate $\gamma \approx \gamma_{\text{nat}}$ are well described by the inverse measure $\mu_{\text{inv}}$ in the semiclassical limit. This is motivated by using that the natural measure of the inverse map $M^{-1}$ describes resonance eigenfunctions with $\gamma \approx \gamma_{\text{nat}}[M^{-1}]$ of the inverse quantum map $U^{-1} = R^{-1}U$. These are the resonance eigenfunctions of $U$ with decay rate $\gamma \approx \gamma_{\text{inv}}$. Our second conjecture is that resonance eigenfunctions with arbitrary decay rate $\gamma$ are well described by the c-measures $\mu_{\xi}$ with $\gamma_\xi = \gamma$.

A. Phase-space distributions

Figure Fig. 3 shows a remarkable similarity between the quantum Husimi distributions and the classical c-measures $\mu_{\xi}$ for different values of $\gamma$. The same multifractal structure and dramatic change with $\gamma$ are observed: For $\gamma \approx \gamma_{\text{nat}}$ the high-density filaments are concentrated along the unstable direction on the phase space and resemble the natural c-measure $\mu_{\text{nat}}$. For $\gamma \approx \gamma_{\text{inv}}$ the distribution concentrates along the stable direction with maximum inside the opening $\Omega$, resembling the inverse measure $\mu_{\text{inv}}$. For intermediate values of $\gamma$ the density concentrates on the product of the two previous structures, revealing the hyperbolic structure on phase space. Classically this behavior is understood from the definition of $\mu_{\xi}$, see Sec. III C.

Note that the measures $\mu_{\xi}$ are illustrated on phase space by considering expectation values of Gaussian distributions $g_{x,\sigma}$, centered at $x \in \Gamma$ with width $\sigma = \sqrt{\hbar/2}$. This is the classical equivalent to the quantum expectation of an eigenfunction $\psi$ in a symmetric coherent state centered at $x \in \Gamma$.

The qualitative similarity of quantum and classical distributions confirms that the main features of the $\gamma$-dependence of resonance eigenfunctions has a classical origin. However, a closer inspection shows that there are small but still visible differences between the classical and quantum results (e.g. for $\gamma = 0.55$ in the region $(q, p) \in [0.3, 0.4] \times [0.3, 0.6]$, see Fig. 3(c, h). This motivates us to pursue more quantitative comparisons be-

FIG. 3. Quantum (top) to classical (bottom) correspondence. (a-e) Average Husimi distributions $\langle \mathcal{H} \rangle_\gamma$ of resonance eigenfunctions with $\gamma \in \{\gamma_{\text{nat}} \approx 0.22, 0.35, 0.55, 0.75, \gamma_{\text{inv}} \approx 0.88\}$ and $\Delta \gamma = 0.016$ for $\hbar = 1/4000$. Individual colormap for each $\gamma$ with maximum given by $\max\langle \mathcal{H} \rangle_\gamma$. (f-j) Gaussian smoothed phase-space distribution of c-measures $\mu_{\xi}$ for same $\gamma$ as in (a-e) using the same colormaps, respectively. The opening $\Omega$ is indicated by dashed lines. Standard map as in Fig. 1.
between the measures, which will allow us to investigate their dependence on $\gamma$ and $h$.

**B. Information dimension**

In order to quantify the fractal properties of quantum and classical phase-space distributions we consider the information dimension $D_1$. It is defined for any measure $\mu$ as

$$D_1 = \lim_{\epsilon \to 0} \frac{H(\epsilon; \mu)}{\log \epsilon},$$

where the entropy $H(\epsilon; \mu)$ is defined for any normalized phase-space measure $\mu$ as

$$H(\epsilon; \mu) = -\sum_{A \in A_\epsilon} p_A \log p_A,$$

with $p_A = \mu(A) = \int_A d\mu$ and $A_\epsilon$ a partition of the phase-space in boxes $A$ of size $\mu(A) = \epsilon^2$. We choose $D_1$ instead of $D_0$ to quantify the fractality of the measures because $H(x) > 0$ almost everywhere on $\Gamma$ and therefore the box-counting dimension $D_0$ is equal to the phase space dimension [45]. For the Husimi distribution $\mathcal{H}$ the probability measure is defined as $\mu_{\mathcal{H}}(A) = \int_A \mathcal{H} d\mu_L$ (see Appendix C for details). As it is a smooth function on the scale of order $h$ any asymptotically defined fractal dimension of $\mathcal{H}$ is trivial. Therefore we focus on an effective fractal dimension $D_1$ in a regime $1 > \epsilon \gtrsim \sqrt{h}$.

Figure 4 shows numerical results for $D_1$ of the quantum and classical measures. The inset confirms that $H$ shows a non-trivial scaling with $\epsilon$, defining an effective fractal dimension for the quantum (red stars) and classical (blue diamonds) distributions. The dependence of $D_1$ on the decay rate $\gamma$ shows an initial increase to a maximum value, followed by a decrease towards $D_1(\gamma_{\text{inv}}) < D_1(\gamma_{\text{nat}})$. This shows that different fractal properties exist for different decay rates $\gamma$. Most importantly, the quantum and classical results show the same overall dependence. The distance between the values for $\mu_\xi$ and $\mathcal{H}_{\gamma}$ are smaller than the numerically estimated errors from the calculation of $D_1$. Therefore the fractal dimension of the c-measures $\mu_\xi$ can be used to estimate the fractal dimension of resonance eigenfunctions.

**C. Jensen-Shannon divergence**

A quantification of the distance between the quantum and classical measures can be obtained using the Jensen-Shannon divergence [65]. For any two probability measures $\mu_1$ and $\mu_2$ it is given by the difference of the entropy of the sum of the distributions and the sum of the entropies of the single distributions,

$$d_{JS}(\epsilon; \mu_1, \mu_2) = H\left(\epsilon; \frac{\mu_1 + \mu_2}{2}\right) - \frac{H(\epsilon; \mu_1) + H(\epsilon; \mu_2)}{2},$$

with $H(\epsilon; \mu_1)$ and $H(\epsilon; \mu_2)$ the Shannon entropy of the single distributions, $H(\epsilon; \mu)$ the entropy of a measure $\mu$, and $\mu_{\text{nat}}$, $\mu_{\text{inv}}$, $\mu_{\xi}$ the quantum and classical measures.

Figure 5 shows numerical results for $d_{JS}(\epsilon; \mu_1, \mu_2)$ for different classical measures as a function of the decay rate $\gamma$. The symbols correspond to the Jensen-Shannon divergence $d_{JS}(\epsilon = 1/16)$ between individual Husimi distributions $\mathcal{H}_\gamma$ and different classical measures $\mu_{\xi}$ (blue diamonds), $\mu_{\text{nat}}$ (red boxes), $\mu_{\text{inv}}$ (green triangles), and $\mu_L$ (gray circles). (a) $h = 1/4000$ and (b) $h = 1/16000$. Dotted lines indicate $\gamma_{\text{nat}}$ and $\gamma_{\text{inv}}$. Standard map as in Fig. 1.

![FIG. 4. Fractality of classical and quantum measures. The effective information dimension $D_1$ is shown as a function of the decay rate $\gamma$ for c-measures $\mu_\xi$ (blue diamonds) and for Husimi distributions $\mathcal{H}_\gamma$ at $h = 1/16000$ (red stars). $D_1$ was computed from the scaling $H(\epsilon) \sim \log \epsilon^{-D_1}$ in the regime $\epsilon \in [1/4, 1/16]$, see inset for the case $\gamma = \gamma_{\text{inv}} \approx 0.88$ ($D_1 = 2$ is expected for the quantum data in the regime $\epsilon \lesssim \sqrt{h}$, black dashed line). In the quantum case, $H(\epsilon)$ corresponds to the average entropy for eigenfunctions with decay rate in $(\gamma - \Delta \gamma, \gamma + \Delta \gamma)$ with $\Delta \gamma = 0.016$. The shaded regions are confidence intervals estimated taking into account uncertainties in the linear regression and (for the quantum case) in the computation of average $H(\epsilon)$. Vertical dashed lines indicate $\gamma_{\text{nat}}$ and $\gamma_{\text{inv}}$. Standard map as in Fig. 1.](image)

![FIG. 5. Comparison between the quantum measure and different classical measures as a function of the decay rate $\gamma$. The symbols correspond to the Jensen-Shannon divergence $d_{JS}(\epsilon = 1/16)$ between individual Husimi distributions $\mathcal{H}_\gamma$ and different classical measures $\mu_{\xi}$ (blue diamonds), $\mu_{\text{nat}}$ (red boxes), $\mu_{\text{inv}}$ (green triangles), and $\mu_L$ (gray circles). (a) $h = 1/4000$ and (b) $h = 1/16000$. Dotted lines indicate $\gamma_{\text{nat}}$ and $\gamma_{\text{inv}}$. Standard map as in Fig. 1.](image)
where $H$ is the entropy defined in Eq. (17). The square root of $d_{JS}$ is a distance and thus $d_{JS}(\mu_1, \mu_2) \geq 0$ with equality if and only if $\mu_1 = \mu_2$. Again we need to introduce a scale of order $\epsilon$ defining the coarseness of the phase-space. For quantum-classical comparison the calculated difference is only meaningful if $\epsilon^2 > \hbar$.

The Jensen-Shannon divergence between individual Husimi distributions and several classical measures is illustrated in Fig. 5(a) for different values of $\gamma$ and $h$. As expected, the distance to the natural measure $\mu_{\text{nat}}$ (red boxes) has a pronounced minimum at $\gamma = \gamma_{\text{nat}}$ and the distance to $\mu_{\text{inv}}$ at $\gamma_{\text{inv}}$ (green triangles). The distance to the uniform measure $\mu_{\text{u}}$ (gray circles) is larger than these minima, showing a minimum at around $\gamma \approx 0.4$ (related to the maximum of $D_1$ seen in Fig. 4, where $H_\gamma$ is closer to uniformity). The distance to the c-measures $\mu_\xi$ (blue diamonds) shows much smaller values of $d_{JS}$ than for the other measures. There is almost no dependence on $\gamma$. Reducing $h$ in Fig. 5(b), we see that the quantum-classical distance reduces significantly for all $\gamma$.

**D. Semiclassical limit**

We focus on the quantum-classical comparison with the aim of testing whether our results are compatible with a distance $d_{JS} \rightarrow 0$ in the semiclassical limit, $h \rightarrow 0$. Numerical results for a fixed scale $\epsilon = 1/16 \gg \sqrt{\hbar}$ and five different decay rates $\gamma$ are shown in Fig. 6(a). We observe a power-law $d_{JS} \sim h^\delta \delta \approx 0.7$. We assume that for given $\epsilon$ at these values of $h$ the distance and its decay is still dominated by fluctuations around the average. Establishing a possible relationship between $\delta$ and fractal properties of $\mu_\xi$ remains an open question.

In order to obtain a more sensitive test we reduce the quantum fluctuations by computing averaged Husimi distributions $\langle H \rangle_\gamma$ using eigenfunctions in an interval around $\gamma$. The results presented in Fig. 6(b) show therefore much smaller distances $d_{JS}$. For $\gamma_{\text{nat}}$ and $\gamma_{\text{inv}}$ we again find a power-law (with larger exponent), indicating semiclassical convergence. This gives strong evidence for our conjecture about the inverse measure $\mu_{\text{inv}}$. It also verifies the expectation [21, 40] for the natural measure $\mu_{\text{nat}}$ on a quantitative level.

For intermediate values of $\gamma$, however, we observe a much slower decay of $d_{JS}$ with $h$. This suggests a saturation towards a finite distance $d_{JS}(\langle H \rangle_\gamma, \mu_\xi) > 0$. Thus the c-measures $\mu_\xi$ are not the semiclassical limit measures of the resonance eigenfunctions. Note that we expect such a saturation also for the individual Husimi distributions at values of $h$ (smaller than in Fig. 6(a)) where the distance $d_{JS}$ is no longer dominated by quantum fluctuations but by the distance to the average.

![FIG. 6. Quantum-classical comparison in the semiclassical limit. The Jensen-Shannon divergence $d_{JS}(\epsilon = 1/16)$ between quantum distributions and the classical measure $\mu_\xi$ is shown as a function of $h$ for $\gamma \in \{\gamma_{\text{nat}} \approx 0.22, 0.35, 0.55, 0.75, \gamma_{\text{inv}} \approx 0.88\}$. (a) Husimi distribution of individual resonances $H_\gamma$, averaged over $\Delta \gamma = 0.004$. Gray dashed line indicates numerical scaling for $\gamma_{\text{nat}}$. (b) Averaged Husimi distributions $\langle H \rangle_\gamma$ with $\Delta \gamma = 0.004$. Standard map as in Fig. 1.]

**E. Limit of full escape**

Finally we investigate the limit of full escape, i.e., when the reflectivity function only takes values 0 or 1. In the example system this corresponds to $R_\Omega = 0$ in the opening and $R = 1$ in the remaining part of the phase space. The measures $\mu_\xi$, however, are defined for $R_\Omega > 0$ only, such that we consider the limit $\mu_\xi[R_\Omega \rightarrow 0]$. It is important in this limit to adjust the parameter $\xi$ such that the decay rate $\gamma$ remains fixed. Thus we obtain a c-measure with decay rate $\gamma$ for the system with full escape.

In Fig. 7 we show the Jensen-Shannon divergence $d_{JS}$ comparing resonance eigenfunctions of the system with full escape ($R_\Omega = 0$) to the measures $\mu_\xi[R_\Omega = 10^{-4}]$ (blue diamonds). We verified that results do not change for smaller $R_\Omega$. While we find good agreement for decay
rates close to $\gamma_{\text{nat}}$, the distance grows drastically with $\gamma$. Even though the distance is smaller than for $\mu_{\text{nat}}$ (red squares), the measures $\mu_{\xi}$ clearly do not correspond to resonance eigenfunctions in this limit. This discrepancy is not surprising, since the $\gamma$-dependence of $\mu_{\xi}$ is partly based on information about forward iterations of phase-space points, which is completely lost when falling into the opening with $R_{0} = 0$.

Much smaller distances are obtained using the c-measures proposed for systems with full escape in Ref. [28] (black circles). Their construction is based on a uniform distribution on subsets with the same temporal distance to the chaotic saddle, which is the invariant set of the system with full escape. Using the Jensen-Shannon divergence we are able to quantify their agreement to resonance eigenfunctions. We observe that the distance grows with $\gamma$, seen already qualitatively in Ref. [28]. Note that the quantitative analysis confirms that these measures are in better agreement than the c-measures of Ref. [66] (light gray triangles). Note also that for $\gamma = \gamma_{\text{nat}}$ all considered measures are identical explaining why they have the same distance $d_{JS}$.

V. CONCLUSIONS

In summary, we construct a one-parameter family of classical conditionally invariant measures (c-measures) $\mu_{\xi}$ that explains the main properties of quantum resonance eigenfunctions in systems with partial escape. We confirm previous observations that the natural c-measure $\mu_{\text{nat}} = \mu_{\xi=0}$ describes long-lived eigenfunctions with decay rate $\gamma = \gamma_{\text{nat}}$ in the semiclassical limit $\hbar \to 0$, including numerical tests of this correspondence with unprecedented precision. We find a similar good numerical agreement between the natural c-measure of the inverse system $\mu_{\text{inv}} = \mu_{\xi=1}$ and short-lived eigenfunctions with $\gamma = \gamma_{\text{inv}}$, supporting our conjecture about the inverse measure.

The importance of our results is that they apply to arbitrary decay rates $\gamma$. We numerically observe that the decay rates of almost all resonances lie in the interval $\gamma_{\text{nat}} \leq \gamma \leq \gamma_{\text{inv}}$. Our construction of $\mu_{\xi}$, Eq. (15), is based on the product structure in hyperbolic systems and combines $\mu_{\text{nat}}$ and $\mu_{\text{inv}}$. It leads to measures in the complete range of classical decay rates, i.e., $\gamma_{\xi \to -\infty} = \gamma_{\text{min}}$ and $\gamma_{\xi \to \infty} = \gamma_{\text{max}}$, being thus applicable to describe all possible resonances. Numerical simulations in the standard map show that $\mu_{\xi}$ captures the main features of the quantum resonance eigenfunctions with $\gamma = \gamma_{\xi}$: They show compatible fractal dimensions and the same drastic dependence of the phase-space structure on the decay rate $\gamma$ changing from unstable to stable direction. The semiclassical behavior $\hbar \to 0$ gives strong evidence that for $\gamma_{\text{nat}}$ and $\gamma_{\text{inv}}$ the corresponding measures $\mu_{\text{nat}}$ and $\mu_{\text{inv}}$ are the semiclassical limits of resonance eigenfunctions, while for intermediate rates we find no convergence. We also find that in the limit of full escape the measures $\mu_{\xi}$ do not describe resonance eigenfunctions as good as previous approaches. Altogether, our numerical results suggest that $\mu_{\xi}$ is not the semiclassical limit measure, unless $\xi = 0$ or $\xi = 1$. Possible improvements could consider alternative combinations of $\mu_{\text{nat}}$ and $\mu_{\text{inv}}$ or incorporate local Ehrenfest times instead of the fixed iteration number in Eq. (15).

Finally, it is straightforward to generalize the construction of measures $\mu_{\xi}$ to true time maps [45, 47]. This allows for a good description of resonance eigenfunctions in billiards with partial escape and thus in models of optical microcavities. There the structure of resonance eigenfunctions has observable consequences in the far-field emission of these cavities.
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VI. APPENDIX

Appendix A: Example: Standard map

1. Classical

In order to investigate the inverse measure $\mu_{\text{inv}}$ and the intermediate measures $\mu_{E}$ numerically, we consider the paradigmatic standard map [67]. It is given by the time-periodically driven Hamiltonian $H(q,p) = \frac{p^2}{2} + \sum_{n} V(q) \delta(t-n)$ with dimensionless coordinates $x \equiv (q,p)$ on phase-space $\Gamma = \{0,1\} \times \{0,1\}$ and kicking potential $V(q) = \kappa/(4\pi^2) \cos(2\pi q)$. We consider the half-kick mapping, which takes the form $M(q,p) = (q + p^*, p^* - V'(q+p^*)/2)$ with $p^* = p - V'(q)/2$. All numerical results are computed for $\kappa = 10$, for which the phase space is chaotic with no visible regular regions. Escape is introduced by considering a phase-space region $\Omega$ (a leak) such that the reflectivity $R(x) = R_\Omega < 1$ for $x \in \Omega$ and $R(x) = 1$ for $x \notin \Omega$. This mimics the behavior of more realistic couplings (e.g., Fresnel's law in optical microresonators). Numerical results are presented for a strip in $p$-direction on the phase-space, $\Omega = (0.3,0.6) \times [0,1)$, with $R_\Omega = 0.2$.

For the classical investigation we compute numerical approximations of the measures $\mu_{\xi}$. First, we fix the number $n$ of time-steps for the approximation $\tilde{\mu}_{\xi}^n$, see Eq. (15). Secondly, we fix a set $X_c$ of $\sqrt{N_c} \times \sqrt{N_c}$ phase-space points on a grid. The minimal distance $1/\sqrt{N_c}$ between two points defines the classical resolution and should be much smaller than $\sqrt{\hbar}$. Note that for fixed $n$ and increasing $N_c$ we get better approximations of $\tilde{\mu}_{\xi}^n$. For each grid point $x \in X_c$ we compute the orbit $\{M^k(x)\}_{k=0}^{n-1}$, which is used in Eq. (15). There the integral $\tilde{\mu}_{\xi}^n(A)$ is given by the sum of all contributions of points $x \in X_c \cap A$. Finally we consider the approximate measure $\max_{x \in X_c} \|\tilde{\mu}_{\xi}^n - \mu_{\xi}\|$.

In the following we report properties of the classical measures regarding their conditional invariance, their convergence with $n$, and the accuracy of the classical construction used in this paper. This is illustrated in Fig. 8 for $N_c = 8192^2$ initial phase-space points. Conditional invariance is investigated with the Jensen-Shannon divergence $d_{JS}$ between approximation $\tilde{\mu}_{\xi}^n$ and its normalized iterate $M\tilde{\mu}_{\xi}^n/\|M\tilde{\mu}_{\xi}^n\|$; see Fig. 8(a). Increasing values of $n$ lead to a decreasing $d_{JS}$ for all considered values of $\xi \in \{0.0,0.3,0.5,0.7,1\}$, up to a maximal number $\tilde{n}$. Thus $\tilde{\mu}_{\xi}^n$ fulfills condition (5) with increasing $n$. The limiting step $\tilde{n}$ is explained by the finite phase-space resolution given by the fixed number of points $N_c$.

Secondly, we numerically show that $d_{JS}(\tilde{\mu}_{\xi}^n, \tilde{\mu}_{\xi}^{n+1})$ decreases with $n$ for all considered $\xi$, see Fig. 8(b). Thus it indicates weak convergence of $\tilde{\mu}_{\xi}^n$. The same restrictions due to the finite number of points $N_c$ apply here. Based on these results we use $\mu_{\xi}^n$ with $n = 8$ as an approximation for $\mu_{\xi}$ throughout the paper.

Moreover, we calculate the Jensen-Shannon divergence $d_{JS}$ between two different numerical approximations $\mu_{\xi}^n$ (defined above with $N_c$ grid-points) and $\hat{\mu}_{\xi}^n$ with $N_c$ random-uniform initial conditions. This is needed to ensure that the distance between quantum and classical measures is not influenced by classical fluctuations due to the numerical construction. We fix the number of time-steps $n = 8$. We estimate the classical error as the difference between $\mu_{\xi}^n$ and $\hat{\mu}_{\xi}^n$ for different realizations of $\hat{\mu}_{\xi}^n$. The results are given in Fig. 8(c). Here we show the average of the distances $d_{JS}(\mu_{\xi}^n, \hat{\mu}_{\xi}^n)$ vs. $\xi$ and their standard-deviation for 10 realizations. This gives an estimate on the accuracy of the constructed and considered measures $\mu_{\xi}^n$. We observe that for $\xi = 0$ ($\gamma_{\text{nat}}$) the accuracy is nearly one magnitude smaller than for $\xi = 1$ ($\gamma_{\text{inv}}$), and that the dependence is continuous. In all cases the errors are much smaller than the quantum-classical distances investigated in Sec. IV.C.

![FIG. 8. Jensen-Shannon divergence $d_{JS}(\epsilon = 1/16)$ for estimating convergence, conditional invariance, and accuracy of classical construction for fixed number of initial conditions $N_c = 8192^2$. (a) Considered is $d_{JS}$ between $\mu_{\xi}^n$ and its normalized iterate $M\tilde{\mu}_{\xi}^n/\|M\tilde{\mu}_{\xi}^n\|$ over number of time-steps $n$ for $\xi \in \{0.0,0.3,0.5,0.7,1\}$. (b) Distance $d_{JS}(\mu_{\xi}^n, \hat{\mu}_{\xi}^n)$ between numerical constructions with increasing number of time-steps $n$ plotted over number of time-steps $n$ for same $\xi$ as in (a). (c) Average Jensen-Shannon divergence $d_{JS}(\mu_{\xi}^n, \hat{\mu}_{\xi}^n)$ and standard deviation between $\mu_{\xi}^n$ and $\hat{\mu}_{\xi}^n$ with random-uniform initial points on $\Gamma$ for fixed $n = 8$.](image-url)
2. Quantum

The unitary quantum time-evolution in between two kicks is determined by Floquet quantization [68, 69]. For the half-kick mapping it reads

$$\tilde{U} = e^{-\frac{i}{\hbar} V(\hat{q})} e^{-\frac{i}{\hbar^2} \hat{p}^2} e^{-\frac{i}{\hbar} V(\hat{q})},$$  \hspace{1cm} (A1)

where $h = 2\pi\hbar$ takes the role of an effective Planck's constant due to dimensionless units $q$ and $p$. Considering periodic boundary conditions, i.e., dynamics on a torus, only discrete values $h = 1/N$ with $N \in \mathbb{N}$ are allowed. The semiclassical limit is described by the limit $h \rightarrow 0$. Due to the simple form of the reflectivity $R(x)$ the projective coupling operator [49] takes the form

$$R = \mathcal{P}_{\Omega^c} + \sqrt{R_{\Omega}} \mathcal{P}_{\Omega}.$$  \hspace{1cm} (A2)

Note, that the second term $\sqrt{R_{\Omega}} \mathcal{P}_{\Omega}$ reduces the probability on $\Omega$ by a factor of $R_{\Omega}$. For $R_{\Omega} < 1$ we obtain a subunitary time-evolution operator $\mathcal{U} = \overline{R} \mathcal{U}$ for the system with escape. Therefore all eigenvalues $\lambda = e^{i\theta - \gamma/2}$ have modulus less than one, i.e., decay rates $\gamma > 0$.

We investigate the resonance eigenfunctions $\psi_i$ of $\mathcal{U}$ with decay rate $\gamma$ through their Husimi phase-space distribution $H(x)$ [61], which is a smooth function. It is defined as the expectation value of the state $\psi$ in a coherent state $|x\rangle$ centered at $x \in \Gamma$, $H_\psi(x) = h^{-1} (x|\psi\rangle)^2$.

For a single eigenfunction $\psi$ this distribution shows strong quantum fluctuations, illustrated in Fig. 1(d-f). A much clearer phase-space representation is obtained by considering the average $\langle H \rangle_\gamma$ over all $H_\psi$ where the decay rate of $\psi$ is in the interval $(\gamma - \Delta\gamma, \gamma + \Delta\gamma)$.

Appendix B: Conditional invariance of $\mu_\xi$

Here we argue that $\mu_\xi$ is a c-measure, $\mathcal{M} \mu_\xi = e^{-\gamma} \mu_\xi$, Eq. (5), if the considered closed map $M$ is uniformly hyperbolic. Note that this condition is rather restrictive and is not satisfied by the standard map. The main idea is to use the local decomposition into stable and unstable direction and thereby splitting the two-dimensional integrals into two separate one-dimensional integrals. For the natural measure we obtain that it is continuous in the stable direction, while it is fractal along the unstable direction. Locally we can write $\mu_{\text{nat}}(A) = \mu_{\text{nat}}^u(A_1) \otimes \mu_{\text{nat}}^s(A_2)$, where $\mu_{\text{nat}}^u$ and $\mu_{\text{nat}}^s$ are fractal and continuous measures on $\mathbb{R}$, respectively. Note that this includes a local coordinate transformation from the phase space to the tangent space, including the Jacobian determinant in the integrals. Time evolution $\mathcal{M}$ gives an additional factor $R$, see Eq. (4), which together with $\mu_{\text{nat}}^s$ in the unstable direction leads to the decay $e^{-\gamma \mu_{\text{nat}}^s}$. On the other hand, for the inverse measure, we obtain fractality along the stable direction only. Similarly we can locally write $\mu_{\text{inv}}(A) = \mu_{\text{inv}}^u(A_1) \otimes \mu_{\text{inv}}^s(A_2)$ with continuous $\mu_{\text{inv}}^u$ and fractal $\mu_{\text{inv}}^s$ measures on $\mathbb{R}$. Application of $\mathcal{M}$ gives the factor $R$, which together with $\mu_{\text{inv}}^s$ in the stable direction leads to the global decay $e^{-\gamma \mu_{\text{inv}}^s}$.

In this sense, the measures for intermediate decay rates $\mu_\xi$ can locally be understood as $\mu_\xi = \mu_{\text{nat}}^u[R^{1-\xi}] \otimes \mu_{\text{inv}}^s[R^\xi]$, where $\mu_{\text{nat}}^u[R^{1-\xi}]$ is the natural measure obtained for the map with escape $R^{1-\xi}$ and $\mu_{\text{inv}}^s[R^\xi]$ is the inverse measure obtained for the map with escape $R^\xi$.

The additional factor $R$ from time-evolution, Eq. (4), can be split into $R^{1-\xi}$ and $R^\xi$. The first leads to the decay rate $\gamma_{\text{nat}}[R^{1-\xi}]$ corresponding to $\mu_{\text{nat}}^u[R^{1-\xi}]$, while the second gives $\gamma_{\text{inv}}[R^\xi]$ corresponding to $\mu_{\text{inv}}^s[R^\xi]$. Thus the decay rate of the measures $\mu_\xi$ is given by Eq. (13), $\gamma_\xi = \gamma_{\text{nat}}[R^{1-\xi}] + \gamma_{\text{inv}}[R^\xi]$.

Appendix C: Entropy of Husimi distributions

We want to define the entropy of Husimi distributions of eigenfunctions with decay rate $\gamma$. Defining the probability measure $\mu_H(A) = \int_A \mathcal{H} \mathcal{d}\mu_H$ for each $\gamma$ we obtain the entropies $H(\epsilon; \mu_H)$, Eq. (17). Because we are interested in the dependence on $\epsilon$, we reduce fluctuations by considering the average entropy of eigenfunctions with decay rate in the interval $(\gamma - \Delta\gamma, \gamma + \Delta\gamma)$. This is given for fixed $\epsilon$ by

$$\langle H \rangle_\gamma = \frac{1}{n_\gamma} \sum_{|\gamma - \tilde{\gamma}| < \Delta\gamma} H(\epsilon; \mu_H) \hspace{1cm} \text{(C1)}$$

$$= - \sum_{A \in A} \frac{1}{n_\gamma} \sum_{|\gamma - \tilde{\gamma}| < \Delta\gamma} p_{\tilde{\gamma}, A} \log p_{\tilde{\gamma}, A}$$ \hspace{1cm} \text{(C2)}

with number of eigenfunctions in the interval $n_\gamma = \#\{|\gamma - \tilde{\gamma}| < \Delta\gamma\}$ and $p_{\tilde{\gamma}, A} = \int_A \mathcal{H} \mathcal{d}\mu_H$. Fixing $\epsilon$ it is possible to define an effective semiclassical limit as $H_q(\epsilon; \gamma) \equiv \lim_{h \to 0} \langle H \rangle_\gamma$ with fixed decay rate $\gamma$ and decreasing $h$. The scaling of $H_q$ with $\epsilon$ eventually defines the fractal dimension $D_1$ of the quantum limit. Numerically we have to deal with finite values of $h$ and effective entropies at this value. We eventually determine the fractal dimension $D_1$ of the quantum eigenfunctions with decay rate $\gamma$ from the scaling of $\langle H \rangle_\gamma$ with $\epsilon$. Note that in this case Planck’s scale $h$ defines a minimal resolution for $\epsilon$ below which there is no fractality and the trivial result $D_1 = 2$ is recovered.
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