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Abstract
We show that with high probability the number of real zeroes of a random polynomial is bounded by the
number of vertices on its Newton-Hadamard polygon times the cube of the logarithm of the polynomial
degree. A similar estimate holds for zeroes lying on any curve in the complex plane, which is the graph
of a Lipschitz function in polar coordinates. The proof is based on the classical Turán lemma.

1 Introduction

This work is motivated by the following question attributed to Larry Shepp: Let

\[ P(z) = \sum_{k=0}^{n} \lambda_k z^k \]

be a random polynomial of degree \( n \geq 2 \) with independent identically distributed random coeffi-
cients \( \lambda_k \). Is it true that the expected number of real zeroes of \( P \) is bounded by \( C \log n \)? Since the
classical work of Mark Kac [6], for many “decent” distributions of the coefficients, it has been
proven by Erdős and Offord [2], Logan and Shepp [9], Ibragimov and Maslova [4, 5], Shepp and
Farahmand [14] (by no means is this list complete). Here, we are interested in a bound valid for
all distributions. Several years ago, Ibragimov and Zaporozhets [3] proved that for any distribution
of the coefficients, the expected number of real zeroes is \( o(n) \) as \( n \to \infty \). Later, in works that
remained unpublished, this was independently improved by Kabluchko and Zaporozhets and by
Krishnapur and Zeitouni to \( O(\sqrt{n}) \). In the opposite direction, Zaporozhets [15] constructed an
example of a distribution wherein the mean number of real zeroes remains bounded as \( n \to \infty \).

In this work we suggest two approaches to this question. The first one, presented in this part,
is based on tools from harmonic and complex analysis (Turán’s lemma and Jensen’s formula).
In the case when the coefficients of \( P \) are independent and identically distributed, it gives a bound \( C \log^4 n \), which is weaker than the estimate we prove in Part II. On the other hand,
the approach of Part I needs less restrictive condition (which we call “the property \( (\Theta) \)”)
than independence and identical distribution of the coefficients. Assuming the property \( (\Theta) \), we show
that, with high probability, the number of real zeroes of \( P \) is bounded by \( CV(P) \log^3 n \) where
\( V(P) \) is the number of vertices on the Newton-Hadamard polygon of \( P \). It also gives the same
upper bound for the number of zeroes of \( P \) on any curve in the complex plane, which is the
graph of a Lipschitz function in polar coordinates.

The second approach, which we shall present in Part II, is based on Descartes’ rule of sign
changes and on a new anti-concentration estimate for random permutations of large order, which

\*290W 232nd Str, Apt 4b, Bronx, NY 10463, USA; sozeken65@gmail.com
might be of independent interest. Both approaches may be viewed as further development of the techniques introduced in the pioneering work of Littlewood and Offord [8].

2 Main results

2.1 Key definitions

We start with three definitions needed to formulate our results. In what follows, $P$ always stands for a polynomial of degree $n$ with, generally speaking, complex-valued coefficients $\lambda_k$.

2.1.1 The number of vertices on the Newton-Hadamard polygon

We denote by $V(P)$ the number of vertices on the graph of the convex polygonal function

$$t \mapsto \max_{0 \leq k \leq n} \left( \log |\lambda_k| + kt \right), \quad t \in \mathbb{R}.$$ 

Although we will not use it, it is not difficult to see that equivalently $V(P)$ can be defined as

$V(P)$ can be defined as the number of vertices on the Newton-Hadamard polygon, which is the the upper envelope of convex functions $\varphi$ such that $\varphi(k) \leq -\log |\lambda_k|, 0 \leq k \leq n$ (in other words, the lower boundary of the convex hull of $n + 1$ vertical rays $\{(k, y) : -\log |\lambda_k| \leq y < +\infty, \ 0 \leq k \leq n\}$). For more on this, see [12, Chapter IV, Problem 41].

2.1.2 The Lipschitz curves

By $\Gamma$ we denote an arbitrary curve defined in polar coordinates by

$$\Gamma = \{ z = re^{i\theta} : \theta = \theta(r), 0 \leq r < \infty \}.$$ 

If

$$|\theta(r_1) - \theta(r_2)| \leq L \left| \log \frac{r_1}{r_2} \right|,$$

then we call $\Gamma$ an $L$-Lipschitz curve. We denote by $N(\Gamma; P)$ the number of zeroes of $P$ on $\Gamma$ (counted with multiplicities).

2.1.3 Flips of the coefficients

Let $\lambda'$ and $\lambda''$ be $\mathbb{C}^{n+1}$-valued random variables defined on the same probability space and having the same distribution. For $k \in \{0, 1, \ldots, n\}$, we put $\lambda_k^\pm = \lambda_k'$ and $\lambda_k^\pm = \lambda_k''$, and then, for any $(n + 1)$-tuple of signs $\sigma \in \{+,-\}^{n+1}$, let $\lambda^\sigma = (\lambda_0^{\sigma_0},\lambda_1^{\sigma_1},\ldots,\lambda_n^{\sigma_n})$. We say that the joint law of $\lambda'$ and $\lambda''$ is flip-invariant if the random variables $\{\lambda^\sigma\}_{\sigma \in \{+,-\}^{n+1}}$ are equidistributed.

2.1.4 The property $(\Theta)$

Here, we introduce our assumption on the distribution of the coefficients $\lambda \in \mathbb{C}^{n+1}$ of the polynomial $P$. We say that the coefficients of the random polynomial $P$ possess property $(\Theta)$ if there exist random variables $\lambda'$ and $\lambda''$ equidistributed with $\lambda$ whose joint law is flip-invariant and such that, for some $a \in \mathbb{C}$ and for each $k \in \{0, 1, \ldots, n\}$,

$$|\lambda_k^{\sigma_+} - \lambda_k^{\sigma_-}| \geq \frac{1}{2} \left[ |\lambda_k^{\sigma_+} - a| + |\lambda_k^{\sigma_-} - a| \right] \quad \text{a.s. .}$$ 

Note that for our purposes, it would suffice to have this inequality with any constant $\kappa > 0$ instead of $\frac{1}{2}$. In the examples, which we will bring below, this condition holds with the value $\kappa = \frac{1}{2}$. To simplify our notation, we decided to fix this value of $\kappa$. 
2.1.5 Three examples of distributions with property \((\Theta)\)

**Symmetric distributions.** For \(k \in \{0, 1, \ldots, n\}\), denote by \(\tau_k: \mathbb{C}^{n+1} \to \mathbb{C}^{n+1}\) the map, which maps \(w_k \mapsto -w_k\) and keeps fixed the rest of coordinates of \(w \in \mathbb{C}^{n+1}\). Suppose that, for each \(k \in \{0, 1, \ldots, n\}\), \(\tau_k \circ \lambda\) has the same distribution as \(\lambda\). Then the distribution of \(\lambda\) has property \((\Theta)\) with \(a = 0\), \(\lambda' = \lambda\), and \(\lambda'' = -\lambda\).

Note that in this example we do not assume independence of \(\lambda_k\)'s.

**Complex-valued independent identically distributed random variables** \(\lambda_0, \lambda_1, \ldots, \lambda_n\). Denote by \(\zeta\) the common distribution of \(\lambda_k\)'s. We need to produce two random variables \(\zeta^\pm\) having the same distribution as \(\zeta\) and such that, for some \(a \in \mathbb{C}\),

\[|\zeta^+ - \zeta^-| \geq \frac{1}{2}|\zeta^+ - a| + |\zeta^- - a|\].

We first assume that the probability space \(\Omega\) is a union of \(2N\) atoms \(\omega_i\) having the same probability \(\frac{1}{2N}\). Then the general case will follow by approximation.\(^1\)

Let \(d = \max_{1 \leq i < j \leq 2N} |\zeta(\omega_i) - \zeta(\omega_j)|\) be the diameter of the point configuration \(\{\zeta(\omega_1), \ldots, \zeta(\omega_{2N})\}\) in \(\mathbb{C}\). Pick up from this configuration a pair of points with the maximal distance. Without loss of generality, assume that they correspond to the atoms \(\omega_{2N}\) and \(\omega_{2N-1}\), that is, \(d = |\zeta(\omega_{2N-1}) - \zeta(\omega_{2N})|\). Then consider the remaining point configuration and repeat the procedure. At the last \(N\)-th step we are left with two points \(\zeta(\omega_1)\) and \(\zeta(\omega_2)\). Then denote by \(a\) the center of the line segment that connects these two points, that is, \(a = \frac{1}{2}(\zeta(\omega_1) + \zeta(\omega_2))\).

By construction, for each \(1 \leq i \leq N\), the point \(a\) lies at distance at most \(|\zeta(\omega_{2i-1}) - \zeta(\omega_{2i})|\) from each of the two points \(\zeta(\omega_{2i-1}), \zeta(\omega_{2i})\). Hence,

\[|\zeta(\omega_{2i-1}) - \zeta(\omega_{2i})| \geq \frac{1}{2}|\zeta(\omega_{2i-1}) - a| + |\zeta(\omega_{2i}) - a|\].

It remains to let \(\zeta^+ = \zeta_1\) and \(\zeta^- = \zeta_2\), and

\[\zeta^-(\omega_{2i-1}) = \zeta(\omega_{2i}), \quad \zeta^-(\omega_{2i}) = \zeta(\omega_{2i-1}), \quad 1 \leq i \leq N.\]

\(^1\) Indeed, take a sequence of random variables \((\zeta_N)\) that converges in distribution to \(\zeta\) and such that \(\zeta_N\) attains \(2N\) values (not necessarily distinct ones) with probability \(\frac{1}{2N}\) each. Let \((\zeta^+_N, \zeta^-_N)\) be a pair of random variables defined on the same probability space as \(\zeta_N\), equidistributed with \(\zeta_N\) and such that, for some \(a_N \in \mathbb{C}\),

\[|\zeta^+_N - \zeta^-_N| \geq \frac{1}{2}|\zeta^+_N - a_N| + |\zeta^-_N - a_N|.\]

Since \(\zeta_N\) converge to \(\zeta\) in distribution, the sequence of laws of \(\zeta_N\) is tight. Then the sequence of joint laws of pairs \((\zeta^+_N, \zeta^-_N)\) is tight as well, and we can choose a subsequence \((\zeta^+_N, \zeta^-_N)\) that converges in distribution to a pair of random variables \((\zeta^+, \zeta^-)\) defined on the same probability space as \(\zeta\) and equidistributed with \(\zeta\).

Furthermore, by tightness of the sequence of laws of \((\zeta^+_N, \zeta^-_N)\), we can choose a large positive constant \(L\) so that, for every \(N\), \(\mathbb{P}\{|\zeta^+_N - \zeta^-_N| > L\} < \frac{1}{2}\). Therefore, on an event of probability at least \(\frac{1}{2}\),

\[|a_N| \leq |\zeta^+_N - a_N| + |\zeta^-_N - a_N| + |\zeta^+_N - \zeta^-_N| \leq 3|\zeta^+_N - \zeta^-_N| \leq 3L.\]

Since both \(a_N\) and \(L\) are non-random, it follows that \(|a_N| \leq 3L\). Then, extracting from \((a_N)\) a convergent subsequence, denoting by \(a\) its limit, and applying \((*)\) with \(N = N_j\), \(j \to \infty\), we get the result.
Real-valued independent random variables $\lambda_0, \lambda_1, \ldots, \lambda_n$ which have a common median.

Arguing similarly to the previous example, we construct the coefficients $\lambda_k^\pm$ equidistributed with $\lambda_k$ and satisfying $\lambda_k^+ + \lambda_k^- = 2a, 0 \leq k \leq n$, where $a$ is the common median for $\lambda_0, \lambda_1, \ldots, \lambda_n$.

Note that in this example we have not assumed that the coefficients $\lambda_k$ are identically distributed.

2.1.6 A technical assumption

To avoid degeneracies, in what follows, we always assume that the coefficients of the random polynomial $P$ satisfy

$$\mathbb{P}\{\lambda_0 = 0\} = \mathbb{P}\{\lambda_n = 0\} = 0.$$  \hspace{1cm} (1)

That is, $P$ does not vanish at the origin and the degree of $P$ does not drop. This condition can be dropped at the cost of a somewhat longer wording of the main result.

2.2 The main theorem

At last, we are ready to state the main result of this note:

**Theorem 1.** Let $P$ be a random polynomial of degree $n \geq 2$ with coefficients having the property (\(\Theta\)) and satisfying the non-degeneracy condition (\(\Pi\)). Let $L \geq 0$ and $A > 0$. Then, with probability at least $1 - n^{-A}$, we have

$$\sup\{N(\Gamma; P) : \Gamma \text{ is } L-\text{Lipschitz}\} \leq C(A, L) V(P) \log^3 n.$$

Here, $C(A, L)$ is a positive value that depends only on the parameters $A$ and $L$.

Note that there is no hope for a similarly strong non-random estimate: a construction, which goes back to Bloch and Pólya [1], allows one to construct a polynomial $P$ of any degree $n \geq 2$ with $V(P) = 2$ and with at least $\sqrt{n/\log n}$ positive zeroes.

2.3 A corollary for the case of i.i.d. coefficients

As an almost immediate corollary, we obtain

**Corollary 2.** Suppose that the coefficients of $P$ are independent identically distributed random variables satisfying the non-degeneracy condition (\(\Pi\)). Then

$$\sup\{\mathbb{E}[N(\Gamma; P) : \Gamma \text{ is } L-\text{Lipschitz}\]} \leq C(L) \log^4 n, \quad n \geq 2.$$  

In particular, $\mathbb{E}[N(\mathbb{R}; P)] \leq C \log^4 n$ with a positive numerical constant $C$. As we have already mentioned, the latter estimate will be improved in Part II by a different technique.

**Proof.** We use Theorem (\(\Pi\)) with $A = 1$. Since the total number of zeroes of $P$ on $\Gamma$ cannot exceed $n$, a set of probability $n^{-1}$ can contribute to the expectation $\mathbb{E}[N(\Gamma; P)]$ by at most 1. Therefore,

$$\sup\{\mathbb{E}[N(\Gamma; P) : \Gamma \text{ is } L-\text{Lipschitz}\]} \leq C(L) \log^3 n \cdot \mathbb{E}[V(P)].$$

To estimate the mean $\mathbb{E}[V(P)]$, we note that $V(P)$ equals the cardinality of the set of indices $\nu \in \{0, 1, \ldots, n\}$ such that, for some $r \in (0, \infty)$,

$$\nu \text{ is the largest index satisfying } |\lambda_\nu| r^\nu = \max_{0 \leq k \leq n} |\lambda_k| r^k, \hspace{1cm} (2)$$

If (2) holds for some $r \in (0, 1)$, then

$$|\lambda_\nu| > |\lambda_k| \quad \text{for each } k \in \{0, 1, \ldots, \nu - 1\}.$$
By symmetry, the probability of this event does not exceed $\frac{1}{n^{n+1}}$. Similarly, if (2) holds for some $r \in [1, \infty)$, then

$$|\lambda_\nu| > |\lambda_k|$$

for each $k \in \{\nu + 1, \nu + 2, ..., n\}$,

and the probability of this event is $\leq \frac{1}{n^{n+1}}$. Thus,

$$E[V(P)] \leq 2(1 + \frac{1}{2} + ... + \frac{1}{n}) \leq C\log n, \quad n \geq 2,$$

proving the corollary. \(\square\)

2.4 A probabilistic lower bound for a random polynomial on an arc

The following result is the main tool needed for the proof of Theorem 1. It is worth noting that for independent real-valued random variables, this reduction was already used by Kolmogorov in [7], where he proved a slightly weaker version of what is called nowadays the Kolmogorov-Rogozin concentration inequality.

**Theorem 3.** Let $P$ be a random polynomial of degree $n \geq 2$ with coefficients having the property (\(\Theta\)). Let $m \in \mathbb{N}$, let $r > 0$, and let $I \subset \mathbb{R}$ be an interval of length at most $2\pi$. Then, for some positive numerical constant $c$,

$$\mathbb{P}\left\{ \max_{\theta \in I} |P(re^{i\theta})| \leq n^{-2}(c|I|)^{6m} S(r, P) \right\} \leq 2^{-m}.$$

The proof of this theorem will be given in Section 2.

2.5 The reduction principle

Our starting point is the following claim:

**Lemma 4.** Suppose that the coefficients of the random polynomial $P$ possess the property (\(\Theta\)). Then, for any Borel set $\Lambda \subset \mathbb{C}^{n+1}$, we have

$$\mathbb{P}\{\lambda \in \Lambda\} \leq \sup \mathbb{P}\{v \in \Lambda\},$$

where the supremum is taken over all random variables $v: \{+, -\}^{n+1} \rightarrow \mathbb{C}^{n+1}$ of the form $v^a = (v^0_0, v^1_1, ..., v^n_n)$ such that the random variables $v_k$ are independent, take the values $v_k^\pm$ with probability $\frac{1}{2}$, and, for some $a \in \mathbb{C}$,

$$|v_k^+ - v_k^-| \geq \frac{1}{2}[|v_k^+ - a| + |v_k^- - a|], \quad k \in \{0, 1, ..., n\}. \quad (3)$$

It is worth noting that for independent real-valued random variables, this reduction was used already by Kolmogorov in [7], where he proved a slightly weaker version of what is called nowadays the Kolmogorov-Rogozin concentration inequality.

**Proof.** Let $\Omega$ be the underlying probability space of $X$ and $\lambda''$ in the definition of flip-invariance, let $\hat{\Omega} = \Omega \times \{+, -\}^{n+1}$ be the product space with the uniform distribution over all sign sequences $\sigma = (\sigma_0, \sigma_1, ..., \sigma_n)$, and let $\lambda'' \overset{\text{def}}{=} (\lambda''_0, \lambda''_1, ..., \lambda''_n)$. Then $\lambda'' : \hat{\Omega} \rightarrow \mathbb{C}^{n+1}$ and, for each $\sigma \in \{+, -\}^{n+1}$, the random variables $\lambda''^\sigma$ and $\lambda$ are equidistributed. Therefore,

$$\mathbb{P}\{\lambda \in \Lambda\} = \mathbb{P}\{\lambda'' \in \Lambda\} \leq \sup_{\omega \in \hat{\Omega}} \mathbb{P}\{\lambda''(\omega) \in \Lambda\}.$$

It remains to observe that, for a.e. $\omega \in \Omega$, the random variable $v^\sigma = \lambda''^\sigma(\omega)$ satisfies (3) with the same value $a$ as in the condition (\(\Theta\)). Hence, the essential supremum on the RHS does not exceed the supremum in the conclusion of the lemma. \(\square\)
Thus, it suffices to prove Theorems 1 and 3 for a special class of random polynomials. Hence, in what follows, we assume that:

(a) the underlying probability space is \( \{+, -\}^{n+1} \) with the uniform distribution over sign sequences, and, as above, we denote the elements of this space by \( \sigma = (\sigma_0, \sigma_1, \ldots, \sigma_n) \);

(b) \( (\lambda_k^\pm) \) are \( 2n + 2 \) complex numbers, \( a \) is a complex number, and for each \( k \in \{0, 1, \ldots, n\} \),

\[
|\lambda_k^+ - \lambda_k^-| \geq \frac{1}{2} \left( |\lambda_k^+ - a| + |\lambda_k^- - a| \right);
\]

(c) the random variables \( \lambda_k \) are independent and \( \lambda_k \) takes the values \( \lambda_k^\pm \) with probability \( \frac{1}{2} \) each.

3 Proof of Theorem 3

The main ingredient of the proof of Theorem 3 is Turán’s lemma \[10\] Chapter 5, Lemma 1] (see also \[11\] Chapter 1):

**Lemma 5.** Let

\[ p(t) = \sum_{k=1}^{m} a_k e^{i\ell_k t}, \quad a_k \in \mathbb{C}, \quad \ell_k \in \mathbb{Z}, \quad \ell_k \neq \ell_j \text{ for } k \neq j. \]

Then for every interval \( I \subset \mathbb{R} \) of length at most \( 2\pi \),

\[
\max_I |p| \geq \left( b |I| \right)^{m-1} \sum_{k=1}^{m} |a_k|
\]

with a positive numerical constant \( b \).

Note that the conclusion of this lemma is usually stated in the form

\[
\max_I |p| \geq \left( b |I| \right)^{m-1} \max_{[-\pi, \pi]} |p|.
\]

Since

\[
\sum_{k=1}^{m} |a_k| \leq \sqrt{m} \left( \sum_{k=1}^{m} |a_k|^2 \right)^{1/2} = \sqrt{m} \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |p(t)|^2 \, dt \right)^{1/2} \leq \sqrt{m} \max_{[-\pi, \pi]} |p|,
\]

the version we will be using readily follows from the usual one.

3.1 The case of few large coefficients

Given \( m \in \mathbb{N} \) and \( r > 0 \), we assume that, for some \( a \in \mathbb{C} \),

\[
\#\{k: |\lambda_k - a|^r \geq \delta S(r; P)\} \leq 2m
\]

and show that for every interval \( I \subset \mathbb{R} \) of length at most \( 2\pi \),

\[
\max_{\theta \in I} |P(re^{i\theta})| \geq cn^{-1} \left( b |I| \right)^{4m+1} S(r; P)
\]

provided that \( \delta = c_1 n^{-2} \left( b |I| \right)^{4m+1} \) with a sufficiently small constant \( c_1 \).
3.1.1 The polynomial \( \bar{P} \)

Put \( \bar{P}(z) = (1 - z)P(z) \). We need this polynomial to get rid of the dependence on the value of \( a \). Note that when \( a = 0 \) this polynomial is not needed.

**Claim 6.**

\[
S(r; \bar{P}) \geq \frac{1 + r}{2(n + 1)} S(r; P), \quad 0 < r < \infty. \tag{6}
\]

**Proof.** First, assume that \( 0 < r \leq 1 \). Then

\[
S(r; \bar{P}) = |\lambda_0| + \sum_{k=1}^{n} |\lambda_k - \lambda_{k-1}| r^k + |\lambda_n| r^{n+1}
\geq \frac{1}{n + 1} \left[ (n + 1)|\lambda_0| + \sum_{k=1}^{n} (n + 1 - k)|\lambda_k - \lambda_{k-1}| r^k \right]
\geq \frac{1}{n + 1} \left[ (n + 1)|\lambda_0| + \sum_{k=1}^{n} (n + 1 - k)|\lambda_k| r^k - \sum_{k=1}^{n} (n + 1 - k)|\lambda_{k-1}| r^k \right]
= \frac{1}{n + 1} \left[ (n + 1)|\lambda_0| + \sum_{k=1}^{n} ((n + 1 - k) - (n - k)r)|\lambda_k| r^k + |\lambda_n| r^n - n|\lambda_0|r \right]
= \frac{1}{n + 1} \left[ \sum_{k=0}^{n-1} ((n + 1 - k) - (n - k)r)|\lambda_k| r^k + |\lambda_n| r^n \right].
\]

For \( 0 < r \leq 1 \), we have \( (n + 1 - k) - (n - k)r \geq 1 \). Thus, the RHS of the previous estimate is

\[
\geq \frac{1}{n + 1} \sum_{k=0}^{n} |\lambda_k| r^k \overset{0 < r \leq 1}{\geq} \frac{1 + r}{2(n + 1)} S(r; P).
\]

Now, let \( 1 \leq r < \infty \). Then

\[
S(r; \bar{P}) = |\lambda_0| + \sum_{k=1}^{n} |\lambda_k - \lambda_{k-1}| r^k + |\lambda_n| r^{n+1}
\geq \frac{1}{n + 1} \left[ \sum_{k=1}^{n} k(|\lambda_{k-1}| r^k - |\lambda_k| r^k) + (n + 1)|\lambda_n| r^{n+1} \right]
= \frac{1}{n + 1} \sum_{k=0}^{n} ((k + 1)r - k)|\lambda_k| r^k.
\]

Since \( r \geq 1 \), we have \( (k + 1)r - k \geq r \), and therefore, the RHS of the previous estimate is

\[
\geq \frac{r}{n + 1} \sum_{k=0}^{n} |\lambda_k| r^k \overset{r \geq 1}{\geq} \frac{1 + r}{2(n + 1)} S(r; P),
\]

proving the claim. \( \square \)

3.1.2 Proof of the lower bound \( \ref{eq:lower_bound} \) assuming \( \ref{eq:upper_bound} \)

First, we observe that

\[
\# \{ k : |\lambda_k| r^k \geq 2\delta(1 + r)S(r; P) \} \leq 4m + 2, \tag{7}
\]
where $\lambda_k$ are coefficients of the polynomial $\bar{P}$. Indeed, 

$$\bar{P}(z) = \lambda_0 + \sum_{k=1}^{n} (\lambda_k - \lambda_{k-1})z^k - \lambda_n z^{n+1}.$$ 

Suppose that for some $k \in \{1, \ldots, n\}$ and $\delta > 0$,

$$|\lambda_k - \lambda_{k-1}| r^k \geq 2\delta (1 + r) S(r; \bar{P}).$$

Then

$$|\lambda_k - a| r^k + |\lambda_{k-1} - a| r^k \geq 2\delta (1 + r) S(r; \bar{P}).$$

That is, at least one of the following estimates holds: either $|\lambda_k - a| r^k \geq \delta (1 + r) S(r; \bar{P})$, or $|\lambda_{k-1} - a| r^k \geq \delta (1 + r) S(r; \bar{P})$, proving (7).

Now, we split the polynomial $\bar{P}$ into large and small parts. The small part $\bar{P}_{\delta}$ will consists of the terms $\lambda_k r^k$ with

$$|\lambda_k| r^k \leq 2\delta (1 + r) S(r; \bar{P}).$$

The rest goes to the large part $\bar{P}_{1\delta}$, which is a sum of at most $4m + 2$ terms. Using Turán’s lemma, we get

$$\max_{\theta \in I} |P(re^{i\theta})| \geq (1 + r)^{-1} \max_{\theta \in I} |\bar{P}(re^{i\theta})|$$

$$\geq (1 + r)^{-1} \left[ \max_{\theta \in I} |\bar{P}_{1\delta}(re^{i\theta})| - \max_{\theta \in I} |\bar{P}_{\delta}(re^{i\theta})| \right]$$

$$\geq (1 + r)^{-1} \left[ (b|I|)^{4m+1} S(r; \bar{P}_{1\delta}) - S(r; \bar{P}_{\delta}) \right]$$

$$\geq (1 + r)^{-1} \left[ (b|I|)^{4m+1} (S(r; \bar{P}) - (n + 1) 2\delta (1 + r) S(r; \bar{P})) \right]$$

$$- (n + 1) 2\delta (1 + r) S(r; \bar{P}) \right]$$

$$\geq \left[ (b|I|)^{4m+1} \left( \frac{1}{4n} - 4n\delta \right) - 4n\delta \right] S(r; \bar{P}).$$

Choosing $\delta = c_1 n^{-2} (b|I|)^{4m+1}$ with a sufficiently small constant $c_1$, we see that the RHS of the previous estimate is $\geq c_2 n^{-1} (b|I|)^{4m+1} S(r; \bar{P})$, proving (5).

### 3.2 The dangerous configurations are rare

Fix an interval $I \subset \mathbb{R}$ of length at most $2\pi$ and fix $\delta$ as above. Taking into account what we have just proven, we see that in order to prove Theorem 3, we need to estimate the number of sign sequences $\sigma \in \{+, -\}^{n+1}$ such that there exist at least $2m$ ($\leq n$) indices $k$ satisfying

$$|\lambda_k^\sigma - a| r^k \geq \delta S(r; \bar{P})$$

but still

$$\max_{\theta \in I} |P(re^{i\theta})| \leq \delta_1 S(r; \bar{P})$$

with some positive $\delta_1 \ll \delta$ to be chosen momentarily. We call the corresponding sequence of signs $\sigma$ dangerous and aim to show that the number of dangerous sequences does not exceed $2^{n+1-m}$. 

\[\]
Take any dangerous sign sequence $\sigma$ and an $m$-element subset of the set of “large coefficients” that appear in condition (8), and flip all the signs $\sigma_k$ corresponding to this $m$-element subset. Running over all possible $m$-element subsets of the set of “large coefficients” of a given dangerous sign sequence $\sigma$, we obtain at least $(\binom{2m}{m}) \geq 2^m$ different sign sequences. Claim 7 (given few lines below) will yield that all new sign sequences obtained from all dangerous sign sequences $\sigma$ are different, provided that the parameter $\delta_1$ is chosen as

$$\delta_1 = \frac{3}{4} \delta (b|I|)^{2m-1}. \tag{10}$$

Therefore, with the choice of the parameters as in (10), the total number of all dangerous sign sequences multiplied by $(\binom{2m}{m})$ cannot exceed $2^{n+1}$. At the same time, for any non-dangerous $\sigma$, we automatically have

$$\max_{\theta \in I} |P(re^{i\theta})| > \frac{c_1}{4} n^{-2} (b|I|)^{4m+1} \cdot (b|I|)^{2m-1} S(r; P) > n^{-2} (c|I|)^{6m} S(r; P).$$

Therefore, Theorem 3 follows if we prove the following claim:

**Claim 7.** Let $\sigma \in \{+, -\}^{n+1}$ be any sign sequence. Suppose that there exist two different $m$-element subsets $U_1, U_2 \subseteq \{0, 1, 2, \ldots, n\}$, $U_1 \neq U_2$, so that the sets of flips corresponding to $U_1$ and $U_2$ turn $\sigma$ into a dangerous sign sequence with all coefficients corresponding to flipped signs becoming “large” as in condition (8). Then the parameter $\delta_1$ cannot be as small as in (10).

**Proof.** Once again, we will rely on Turán’s lemma. We fix the sign sequence $\sigma$ and denote by $\sigma^1, \sigma^2$ the flipped sign sequences, i.e.,

$$\sigma^j_k = \begin{cases} -\sigma_k & \text{for } k \in U_j, \\ \sigma_k & \text{for } k \notin U_j. \end{cases}$$

By $P_j, j = 1, 2$, we denote the corresponding polynomials. Choosing $k_1 \in U_1 \setminus U_2$ and $k_2 \in U_2 \setminus U_1$, we have

$$\max_{\theta \in I} |P_j(re^{i\theta})| \geq \delta_1 S(r; P_j) \leq \frac{\delta_1}{\delta} |\lambda_{k_j}^1 - a| r^{k_j}, \quad j = 1, 2.$$  

Therefore,

$$\max_{\theta \in I} |(P_1 - P_2)(re^{i\theta})| \leq \frac{\delta_1}{\delta} \left[ |\lambda_{k_1}^1 - a| r^{k_1} + |\lambda_{k_2}^2 - a| r^{k_2} \right]. \tag{11}$$

On the other hand, the difference $P_1 - P_2$ has at most $2m$ terms:

$$(P_1 - P_2)(z) = \sum_{k \in U_1 \triangle U_2} (\lambda_k^{\sigma_1^1} - \lambda_k^{\sigma_2^2}) z^k$$

where, as usual, $\triangle$ denotes the symmetric difference. For $k \in U_1 \triangle U_2$, we have $\sigma_2^2 = -\sigma_1^1$. Then, by assumption (b) in Section 2.5,

$$|\lambda_k^{\sigma_1^1} - \lambda_k^{\sigma_2^2}| \geq \frac{1}{2} \left[ |\lambda_k^{\sigma_1^1} - a| + |\lambda_k^{\sigma_2^2} - a| \right], \quad k \in U_1 \triangle U_2.$$

In particular, this holds for $k = k_1, k_2$. Therefore, the RHS of (11) is

$$\leq \frac{2\delta_1}{\delta} \left[ |\lambda_{k_1}^{\sigma_1^1} - \lambda_{k_1}^1| r^{k_1} + |\lambda_{k_2}^{\sigma_2^2} - \lambda_{k_2}^{\sigma_2^2}| r^{k_2} \right] \leq \frac{2\delta_1}{\delta} S(r; P_1 - P_2).$$

If $\delta_1$ is as small as in (10), this contradicts Turán’s lemma applied to $P_1 - P_2$. This proves the claim and finishes off the proof of Theorem 3.
4 Proof of Theorem 1

4.1 Preliminaries

4.1.1
First, we observe that it suffices to prove Theorem 1 only for zeroes of \( P \) lying in the closed unit disk \( \{ |z| \leq 1 \} \). To get the result for the rest of the zeroes, all one needs is to consider the polynomial \( P^*(z) = z^n P(z^{-1}) \).

4.1.2
It will be convenient to make the exponential change of variable \( z = e^{-2\pi w}, w = t+is, 0 \leq t < \infty \), and to deal with the exponential polynomial

\[
Q(w) = P(z) = \sum_{k=0}^{n} \lambda_k e^{-2\pi kw}.
\]

4.1.3
Put

\[
h(t) = \max_{0 \leq k \leq n} (\log |\lambda_k| - 2\pi kt), \quad H(t) = e^{h(t)}.
\]

By \( \nu(t) \) we denote the central index, that is, the largest of the indices \( \nu \), for which

\[
\log |\lambda_\nu| - 2\pi \nu t \geq \log |\lambda_k| - 2\pi kt, \quad k \in \{0, 1, 2, \ldots n\}.
\]

Obviously, \( H(t) \leq S(e^{-2\pi t}; P) \leq (n+1)H(t) \). This will allow us to replace \( S \) by \( H \) in our estimates. The advantage of \( H \) over \( S \) is that the former has sharper transitions at the points where the central index changes its value.

4.1.4
In the new notation, Theorem 3 says that given \( t \geq 0 \), given an interval \( I = [s', s''] \) of length less than 1, and given a positive integer parameter \( m \), there exists an event

\[
\Sigma(t, I, m) \subset \{+, -\}^{n+1}, \quad \text{with} \quad \mathbb{P}(\Sigma(t, I, m)) \leq 2^{-m}
\]

such that for every \( \sigma \in \{+, -\}^{n+1} \setminus \Sigma(t, I, m), \)

\[
\max_{s \in I} |Q(t + is)| \geq n^{-2}(c |I|)^{6m} H(t). \tag{12}
\]

This estimate is complemented by the obvious upper bound

\[
\max_{s} |Q(t + is)| \leq (n + 1)H(t). \tag{13}
\]

4.2 The test sets and exceptional sign sequences

Our exceptional event \( \Sigma \subset \{+, -\}^{n+1} \) will be a union of the events \( \Sigma(t, I, m) \) taken over a certain finite sets of “test points” \( t \) and “test intervals” \( I \). So we start by defining these sets.
4.2.1

Recall that each \( \lambda_k \) attains two values, consider the \( 2n + 2 \) lines \( t \mapsto \log |\lambda_k^+| - 2\pi kt, 0 \leq k \leq n \).
There are at most \( \binom{2n+2}{2} = (n+1)(2n+1) \) points on \([0, \infty)\) where two of these functions are equal. We denote this set of points by \( \mathcal{T}_0 \). Then we put
\[
\mathcal{T} = \left\{ t = \frac{j}{n} : \text{dist} (t, \mathcal{T}_0) \leq 1, \ j \in \mathbb{Z}_+ \right\}.
\]
This will be our set of test points \( t \).

Put
\[
\mathcal{S} = \left\{ s = \frac{k}{n} : 0 \leq k < n, \ k \in \mathbb{Z}_+ \right\}.
\]
The set \( \mathcal{I} \) of test intervals \( I \) will consist of all intervals centered at all the points \( s \in \mathcal{S} \), of length \( j/n \) with \( 1 \leq j \leq n, \ j \in \mathbb{N} \).

**Claim 8.** The cardinality of the set \( \mathcal{T} \) is \( \leq Cn^3 \). The cardinality of the set \( \mathcal{I} \) is \( \leq Cn^2 \).

**Proof.** Obvious. \( \square \)

4.2.2

Now, we define the exceptional event \( \Sigma \subset \{+, -\}^{n+1} \). Put
\[
\Sigma(m) = \bigcup_{t \in \mathcal{T}, I \in \mathcal{I}} \Sigma(t, I, m)
\]
where the events \( \Sigma(t, I, m) \) are the same as in 4.1.4. Then, by the last claim, \( \mathbb{P}(\Sigma(m)) \leq Cn^5 2^{-m} \). Now, we fix
\[
m = C(A) \log n
\]
with a sufficiently large value \( C(A) \), and let \( \Sigma = \Sigma(m) \). Then \( \mathbb{P}(\Sigma) < n^{-A} \).

In the rest of the proof, we fix the sign sequence \( \sigma \in \{+, -\}^{n+1} \setminus \Sigma \). We put \( V = V(P) \), where \( V(P) \) is the number of vertices on the Newton-Hadamard polygon introduced in Section 2.4.1.

4.3 The Whitney-type partition

4.3.1

For \( t \geq 0 \), the graph of the function \( h(t) \) is a piece-wise linear function with at most \( V + 1 \) intervals of linearity. Take one of these intervals and call it \( \mathcal{J} \). The proof of Theorem \( \| \) needs a special partition of the interval \( \mathcal{J} \). To construct this partition, we take \( L \) as in Theorem \( \| \) let \( L' = [L] + 4 \) (as usual, \([L]\) stands for the integer part of \( L \)) and take a sequence of closed intervals with disjoint interiors starting in both directions from the test points in \( \mathcal{T} \setminus \text{int}(\mathcal{J}) \) closest to the end points of \( \mathcal{J} \) so that

- the end-points of each interval of this sequence belong to the set \( \mathcal{T} \) of test-points;
- the first \( 4L' \) intervals starting with each end-point of \( \mathcal{J} \) have length \( \frac{2}{n} \), the next \( 4L' \) intervals have length \( \frac{4}{n} \), the next \( 4L' \) have the length \( \frac{8}{n} \), and so on, until we either reach length 1 or cover the middle point of \( \mathcal{J} \).

(see Fig. 1). We denote the intervals of this sequence by \( J \) and note that we used at most \( CL' \log n \) intervals \( J \) per each interval \( \mathcal{J} \).

Next, we list several properties of this construction, which will be used in the proof of Theorem \( \| \)
4.3.2
The centers $c_J$ of the intervals $J$ belong to the set $\mathcal{F}$ of tested points. The intervals $I = [s - \frac{1}{2}|J|, s + \frac{1}{2}|J|], s \in \mathcal{G}$, belong to the set $\mathcal{I}$ of tested intervals.

4.3.3
By $J'$ we denote the interval centered at $c_J$ which is $L'$ times longer than $J$. Then, by construction, if $J$ is an interval from our partition with $|J| \geq \frac{1}{n}$, then $J' \subset \mathbb{J}$.

4.4 There are no zeroes in the strips with the untested ground
By $J_0$ we denote the part of $J$ that remains uncovered by intervals $J$ and call it the untested part of $J$. For some intervals $J$, the untested part $J_0$ can be void. Let $\Pi_{J_0} = \{t + is : t \in J_0\}$ be the corresponding vertical strip.

Claim 9. The exponential polynomial $Q$ does not vanish on all vertical strips $\Pi_{J_0}$.
Proof of Claim 9 Suppose that the point $t$ belongs to one of the intervals $J_0$, that is, the central index $\nu$ stays fixed on $[t - 1, t + 1]$. Thus, we actually have not only
\[
\log|\lambda_\nu| - 2\pi\nu t \geq \log|\lambda_k| - 2\pi kt ,
\]
but also
\[
\log|\lambda_\nu| - 2\pi\nu t \geq \log|\lambda_k| - 2\pi kt + 2\pi|k - \nu| .
\]
Then
\[
\left|\sum_{k \neq \nu} \lambda_k e^{-2\pi kt}\right| \leq \sum_{k \neq \nu} |\lambda_k| e^{-2\pi kt}
\]
\[
\leq |\lambda_\nu| e^{-2\pi\nu t} \sum_{k \neq \nu} e^{-2\pi|k - \nu|} = |\lambda_\nu| e^{-2\pi\nu t} \cdot 2 \sum_{k \geq 1} e^{-2\pi k} < |\lambda_\nu| e^{-2\pi\nu t} .
\]
Hence, $Q$ cannot vanish on the vertical line $t + i\mathbb{R}$, and therefore, on the whole vertical strip $\Pi_{J_0}$.

4.5 Jensen’s bound for the number of zeroes of $Q$ in the disks $\tilde{D}_{J,s}$
Given interval $J$ from our partition and $s \in \mathcal{G}$, consider the disks
\[
D_{J,s} = \{w : |w - (c_J + is)| < \frac{1}{2} L' |J|\},
\]
and denote by $N(\tilde{D}_{J,s}; Q)$ the number of zeroes of $Q$ in the closed disk $\tilde{D}_{J,s}$ counted with multiplicities.

Claim 10. We have
\[
N(\tilde{D}_{J,s}; Q) \leq C(A, L) \log^2 n .
\]
The proof of this claim relies upon "the classical Jensen’s bound"\textsuperscript{2}: Let \( F \) be an analytic function in a disk \( D \). Let \( \frac{1}{2}D \) be the disk concentric with \( D \) but of twice smaller radius. Then the number of zeroes of \( F \) in the closed disk \( \frac{1}{2}D \) (counted with multiplicities) is

\[
\leq C \log \frac{\sup_{D} |F|}{\max_{\frac{1}{2}D} |F|}.
\]

**Proof of Claim**\textsuperscript{11} By \textsuperscript{4.3.3} the intervals \( J \subset \mathbb{J} \) fall into two categories: either \( J' \subset \mathbb{J} \), or the length of \( J \) is \( \frac{2}{n} \). First, consider the intervals \( J \) from the first group, that is, assume that the central index \( \nu \) stays fixed on \( J' \). Take the function \( F(w) = Q(w)e^{2\pi i \nu w} \) which has the same zeroes as \( Q \). By \textsuperscript{4.3.2} each point \( c_{J} \) and each interval \( I_{s,s} = [s - \frac{1}{2}|J|, s + \frac{1}{2}|J|] \) are tested. Note that \( c_{J} + iI_{s,s} \subset D_{s,s} \). Therefore, we have the lower bound

\[
\max_{D_{s,s}} |F| \geq \max_{c \in I_{s,s}} |F(c_{J} + iv)| \geq n^{-2} (c_{I_{s,s}})^{6m} H(c_{J}) \cdot e^{2\pi \nu_{c} t} = n^{-2} (c_{|J|})^{6m} |\lambda_{\nu}|.
\]

The matching upper bound

\[
\max_{t + iv \in 2D_{s,s}} |F(t + iv)| \leq (n + 1) \max_{t \in J} [H(t)e^{2\pi \nu_{t} t}] < 2n |\lambda_{\nu}|
\]

is evident. Using Jensen’s bound, recalling that \( |J| \geq \frac{2}{n} \) and that \( m = C(A) \log n \), we get

\[
N(D_{s,s} \cup F) \leq C'n \log n \leq C(A) \log^{2} n.
\]

Now, we turn to the second case, when \( |J| = \frac{2}{n} \). These intervals are so short that the function \( h \) can change only by a constant (depending on \( L' \)) on \( J' \). Indeed, let \( J' = [a, b] \). Take the points \( a = t_{0} < t_{1} < \ldots < t_{s} = b \), so that \( \nu(t_{i} + 0) = \nu(t_{i+1} - 0) = \nu_{i} \). Then

\[
h(a) - h(b) = \sum_{i=0}^{s-1} [h(t_{i}) - h(t_{i+1})] = \sum_{i=0}^{s-1} 2\pi \nu_{i} |t_{i+1} - t_{i}| \leq 2\pi n(b - a) = 4\pi L';
\]

the estimate in the opposite direction is obvious since the function \( h \) does not increase. Therefore, \( H(a)/H(b) \leq e^{4\pi(L + \delta)} \).

Then, similarly to the first case, we take the corresponding test intervals \( I_{s,s} \), note that

\[
\max_{D_{s,s}} |Q| \geq \max_{I_{s,s}} |Q| \geq n^{-2}(c_{I_{s,s}})^{6m} H(c_{J}),
\]

and that

\[
\max_{2D_{s,s}} |Q| \leq (n + 1) \max_{J'} H < 2n e^{4\pi(L + \delta)} H(c_{J}).
\]

Then, applying Jensen’s bound to the function \( Q \), and recalling that \( |I_{s,s}| = |J| = \frac{2}{n} \) and that \( m = C(A) \log n \), we get \( N(D_{s,s} \cup G) \leq C(A, L) \log^{2} n \). This proves Claim \textsuperscript{11} \( \square \)

\textsuperscript{2} For the reader’s convenience, we recall its short proof, assuming, without lost of generality, that \( D \) is the unit disk. Let \( a_{1}, \ldots, a_{N} \) be zeroes of \( F \) in \( \frac{1}{2}D \) counted with multiplicities, and let

\[
B_{a}(z) = \frac{z - a}{1 - za}.
\]

Then \( F = B_{a_{1}} \ldots B_{a_{N}} G \), where the function \( G \) is analytic in \( D \) and \( \sup_{D} |F| = \sup_{D} |G| \). Note that the absolute value of each factor \( B_{a_{i}} \) is bounded by \( \frac{1}{2} \) in \( \frac{1}{2}D \). Therefore,

\[
\max_{\frac{1}{2}D} |F| \leq \left( \frac{1}{2} \right)^{N} \max_{\frac{1}{2}D} |G| \leq \left( \frac{1}{2} \right)^{N} \sup_{D} |G| = \left( \frac{1}{2} \right)^{N} \sup_{D} |F|,
\]

whence, the estimate. \( \square \)
4.6 Completing the proof of Theorem 1

Take an arbitrary \( L \)-Lipschitz curve \( \Gamma = \{ t + is(t): 0 \leq t < \infty \}, |s(t_1) - s(t_2)| \leq L|t_1 - t_2| \), and let \( \Gamma_K = \{ t + is(t): t \in K \} \) be the part of \( \Gamma \) that lies over an interval \( K \). Since the curve \( \Gamma \) is \( L \)-Lipschitz and \( c_J + is(c_J) \in \Gamma_J \), we see that \( \Gamma_J \) does not exit the rectangle
\[
\{ t + iv: t \in J, |v - s(c_J)| \leq \frac{1}{2}L|J| \}
\]
Let \( s'_J \) be a point in \( S \) closest to \( s(c_J) \) (if there are two such points, choose any of them). Put \( D_J = D_{J,s'_J} \). Then, \( \Gamma_J \subset \bar{D}_J \). Therefore,
\[
\Gamma_J \setminus \Pi_{J_0} = \bigcup_{J \subset \hat{J}} \Gamma_J \subset \bigcup_{J \subset \hat{J}} \bar{D}_J \, .
\]

By Claim 9, \( Q \) does not vanish in the vertical strips \( \Pi_{J_0} \) generated by the untested parts \( J_0 \). Therefore,
\[
N(\Gamma; Q) \leq \sum \sum_{J \subset \hat{J}} N(\bar{D}_J; Q) ,
\]
where \( N(\Gamma; Q) \) is the number of zeroes of \( Q \) on \( \Gamma \).

By Claim 10, \( N(\bar{D}_J; Q) \leq C(A, L) \log^2 n \).

At last, recall that the number of intervals \( J \) used per each interval \( \hat{J} \) is at most \( CL \log n \), and that the number of the intervals \( \hat{J} \) where the central index \( v \) stays fixed is at most \( V + 1 \leq 2V \). All together, this gives us
\[
N(\Gamma; Q) \leq C(A, L)V \log^3 n ,
\]
completing the proof of Theorem 1. \( \square \)
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Fig. 1: Partition of the interval $J = [u, v]$ with $u, v \in \Sigma_0$; test points are within distance $1/n$ of each other. This figure corresponds to the (impossible) value $L' = 1$. 