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Abstract—In a previous work, we presented a parallel encoding algorithm for low-density parity-check (LDPC) codes by partitioning hypergraph representation for the LDPC codes. The aim of this research is to analyze the processing time of this encoding algorithm. This paper clarifies that the processing time of the encoding algorithm depends on the minimum cutsize of balanced hypergraph partitions. Moreover, this paper gives the typical minimum cutsize and cutsize distribution for balanced hypergraph bipartitions of random hypergraphs defined from a regular LDPC ensemble.

I. INTRODUCTION

Low-density parity-check (LDPC) code [1] is a linear code defined by a sparse parity check matrix $H$. The encoding algorithms generate the codeword $x = (p, m)$ from a given message $m$. Since $0 = Hx^T = (H_P \ H_I) (p, m)^T$, the encoding algorithm solves a system of linear equations

$$H_P p^T = -H_I m^T.$$  \hfill (1)

Hence, if we can transform the given parity check matrix to a matrix $(H_P \ H_I)$ such that (1) is efficiently solved, we can obtain an efficient encoding algorithm.

We presented an efficient parallel encoding algorithm for LDPC defined by transforming $H_P$ into a block diagonal matrix $\text{diag}(H_{P,1}, H_{P,2}, \ldots, H_{P,K})$ [2]. More precisely, this algorithm breaks down the system of linear equations (1) into $K$ systems of linear equations and parallelly solves those $K$ systems of linear equations. We showed in [2] that the total number of operations of this encoding algorithm approximately equals to Richardson and Urbanke’s (RU) encoding algorithm [3]. Since this encoding algorithm simultaneously solves $K$ systems of linear equations, the processing time of the encoding algorithm is $1/K$ of the RU encoding algorithm.

The aim of this research is to analyze the processing time of this encoding algorithm. In other words, we would like to analyze the parallel degree $K$, where the maximum of $K$ depends on the given parity check matrix.

This paper clarifies that $K$ depends on the minimum cutsize in balanced partitions for the hypergraph representation to $H$. However, it is known that the balanced hypergraph partitioning problem, which divides the vertices of a hypergraph into $K$ almost equal size parts, is NP-hard [4]. Hence, it is difficult to calculate the minimum cutsize for a given hypergraph representation to $H$.

In this paper, we take a coding theoretic approach to evaluate the minimum cutsize: (1) considering a random hypergraph ensemble, (2) deriving the ensemble average of balanced partitions with a given cutsize, i.e., deriving the cutsize distribution, (3) analyzing the growth rate for the cutsize distribution, and (4) clarifying the typical minimum cutsize for the hypergraph ensemble. In other words, we use a similar technique to derive minimum distance for the LDPC codes [5]. In this paper, we derive the typical minimum cutsize of balanced bipartitions, i.e., $K = 2$, for random hypergraph ensemble defined from regular LDPC ensemble, as a first step of the research.

As related works, Wadayama et al. [6], [7], [8] analyzed random graphs by using coding theoretic approaches. Dembo et al. [9] evaluated cutsize in random graph bisections.

The remainder of the paper is organized as follows. Section II gives hypergraph representation for LDPC codes and balanced hypergraph partitioning, and introduces regular LDPC ensembles and corresponding random hypergraph ensemble. Section III derives a necessary condition for $K$-parallel encodable LDPC codes. In other words, we will show that $K$ depends on the minimum cutsize in hypergraph partitions in Section III. Section IV gives the cutsize distribution of balanced hypergraph bipartitions for the hypergraph ensembles. Section V analyzes the growth rate of the cutsize distribution and typical minimum cutsize of balanced hypergraph bipartitions for the hypergraph ensembles. Section VI concludes the paper.

II. PRELIMINARIES

This section introduces LDPC codes, hypergraph partitioning and random hypergraph ensemble.

A. Hypergraph Representation for LDPC code

This section introduces three representations for LDPC codes, namely, parity check matrix, Tanner graph and hypergraph, and gives the relationship between Tanner graph and hypergraph [2].

The Tanner graph $G = (V \cup C, E)$ for a LDPC code is represented by a bipartite graph with the set of variable nodes $V$, check nodes $C$ and edges $E$. For a given $m \times n$ parity check matrix $H = (h_{i,j})$, the $j$-th variable node $v_j$ and $i$-th check node $c_i$ are connected iff $h_{i,j} \neq 0$, i.e., $(v_j, c_i) \in E \iff h_{i,j} \neq 0$. In other words, the $i$-th check node (resp. $j$-th variable node) in Tanner graph $G$ corresponds to the $i$-th row (resp. $j$-th column) of parity check matrix $H$.

Let $\mathcal{U}$ be a finite set, and let $\mathcal{E}$ be a family of non-empty subsets of $\mathcal{U}$. The pair $\mathcal{H} = (\mathcal{U}, \mathcal{E})$ is called hypergraph with
the set of vertices $\mathcal{U}$ and the set of nets (or hyperedges) $\mathcal{E}$. If the $i$-th node $u_i \in \mathcal{U}$ is in the $j$-th net $e_j \in \mathcal{E}$, i.e., $u_i \in e_j$, the vertex $u_i$ is connected to $e_j$. For a given $m \times n$ matrix $H = (h_{ij})$, the hypergraph representation $\mathcal{H}(H) = (\mathcal{U}, \mathcal{E})$ is constructed in the following way. The number of vertices $|\mathcal{U}|$ is $m$ and the number of nets $|\mathcal{E}|$ is $n$. The vertex $u_i$ is connected to the net $e_j$ if $h_{ij} \neq 0$, i.e., $u_i \in e_j \iff h_{ij} \neq 0$. In other words, the $i$-th vertex (resp. $j$-th net) corresponds to the $i$-th row (resp. $j$-th column).

By summarizing above, if we transform the variable nodes (resp. check nodes) in $G$ to nets (resp. vertices), we can obtain the hypergraph representation $\mathcal{H}$ for the LDPC code defined by the Tanner graph $\mathcal{G}$.

B. Balanced Hypergraph Partitioning [10]

A family $\Pi_K = \{\mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_K\}$ of non-empty subsets of $\mathcal{U}$ is a $K$-way hypergraph partition of $\mathcal{H} = (\mathcal{U}, \mathcal{E})$ if the followings are satisfied:

- Each pair of parts is disjoint, i.e., $\mathcal{U}_i \cap \mathcal{U}_j = \emptyset$ for all $1 \leq i < j \leq K$.
- Union of $K$ parts is equal to $\mathcal{U}$, i.e., $\bigcup_{i=1}^{K} \mathcal{U}_i = \mathcal{U}$.

In particular, two-way hypergraph partition is called hypergraph bipartition.

For a fixed partition $\Pi_K$, if a net $e \in \mathcal{E}$ connects to a node $u$ in a part $\mathcal{U}_i$, we call that the net $e$ connects to the part $\mathcal{U}_i$. Denote the set of nets connecting to a part $\mathcal{U}_i$ by $\mathcal{N}(\mathcal{U}_i)$. A net is called cut if the net connects to more than one parts. For a fixed partition $\Pi_K$, the set of cuts is called cutset and denoted by $\mathcal{X}(\Pi_K)$. The cutsize of $\Pi_K$ is given by $|\mathcal{X}(\Pi_K)|$.

We denote the set of integers between $a$ and $b$, by $[a, b] := \{k \in \mathbb{Z} \mid a \leq k \leq b\}$.

A partition is $\epsilon$-balanced [10] if the following holds:

$$\max_{i \in [1, K]} |\mathcal{U}_i| \leq \frac{|\mathcal{U}|}{K}(1 + \epsilon),$$

where $\epsilon \geq 0$ represents the predetermined maximum imbalance ratio. We denote a $K$-way $\epsilon$-balanced partition, by $\Pi_K^{(\epsilon)}$. In particular, a partition is exactly balanced if $\epsilon = 0$.

C. Regular LDPC Ensemble and Random Hypergraph

For a given $n, \gamma, \delta$, an LDPC ensemble $E(n, \gamma, \delta)$ is defined by the following way. There exist $n$ variable nodes of degree $\gamma$ and $m$ check nodes of degree $\delta$. A node of degree $i$ has $i$ sockets for its connected edges. Consider a permutation $\pi$ on the number of edges $\xi := \gamma n$. Join the $i$-th socket on the variable node side to the $\pi(i)$-th socket on the check node side. The bipartite graphs are chosen with equal probability from all the permutations on the number of edges.

From Section II-A, we can generate a hypergraph $\mathcal{H}$ from a Tanner graph $\mathcal{G}$. Hence, an LDPC ensemble is regarded as a hypergraph ensemble. With some abuse of notation, we denote $\mathcal{H} \in E(n, \gamma, \delta)$ if the corresponding Tanner graph $\mathcal{G}$ belongs to $E(n, \gamma, \delta)$.

III. CONDITION FOR PARALLEL ENCODEABLE

In this section, we will derive a necessary condition that an LDPC code is $K$ parallel encodable.

Definition 1 ($K$ parallel encodable): Assume that $K$ integers $m_1, m_2, \ldots, m_K$ satisfies $\sum_{i=1}^{K} m_i = m$ and $\max_i m_i \leq (1 + \epsilon)m/K$. For a given parity check matrix $H$, an LDPC code is $K$ parallel encodable by block-diagonalization if there exists a pair of permutation matrices $P, Q$ such that

$$PHQ = \begin{pmatrix} H_{P,1} & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & H_{P,K} & H_{I,K} \end{pmatrix},$$

(2)

and $H_{P,i}$ is a non-singular $m_i \times m_i$ matrix for $i = 1, 2, \ldots, K$.

Split the parity part $p_i$ into $K$ parts $(p_{i1}, p_{i2}, \ldots, p_{ik})$, where the length of $p_{ik}$ is $m_i$. Then, we obtain the parity part $p = (p_1, p_2, \ldots, p_K)$ by parallelly solving the systems of linear equations $H_{P,i}p_{ik}^T = H_{I,i}m_i^T$ if the LDPC code $H$ is $K$ parallel encodable by block-diagonalization. Note that the systems of linear equations are almost equal size since $\max_i m_i \leq (1 + \epsilon)m/K$.

The following proposition gives a necessary condition that $H$ is $K$ parallel encodable by block-diagonalization.

Proposition 1: If an LDPC code defined by $H$ is $K$ parallel encodable by block-diagonalization, the following holds:

$$n - m \geq \min_{\Pi_K^{(\epsilon)}} |\mathcal{X}(\Pi_K^{(\epsilon)})|. \tag{3}$$

Proof: From Definition 1, if an LDPC code defined by $H$ is $K$ parallel encodable by block-diagonalization, a pair of permutation matrices $P, Q$ transforms $H$ as (2). Denote the set of vertices corresponding to $\sum_{j=1}^{i} m_j + 1, \sum_{j=1}^{i} m_j$ rows of $PHQ$, by $\mathcal{U}_i$. Since $|\mathcal{U}_i| = m_i$ and $m_i \leq (1 + \epsilon)m/K$, the partition $(\mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_K)$ is $\epsilon$-balanced. Let $\mathcal{E}_i$ be the set of nets corresponding to $\sum_{j=1}^{i} m_j + 1, \sum_{j=1}^{i} m_j$ columns of $PHQ$. Since the elements in $\mathcal{E}_i$ only connect to $\mathcal{U}_i$, $\mathcal{E}_i \subseteq \mathcal{N}(\mathcal{U}_i) \setminus \mathcal{X}(\Pi_K^{(\epsilon)})$ holds. Noticing that $|\mathcal{E}_i| = m_i$, we have

$$m_i \leq |\mathcal{N}(\mathcal{U}_i) \setminus \mathcal{X}(\Pi_K^{(\epsilon)})|.$$

By summing up this equation over $i$, we get

$$m \leq \sum_{i=1}^{K} |\mathcal{N}(\mathcal{U}_i) \setminus \mathcal{X}(\Pi_K^{(\epsilon)})| = n - |\mathcal{X}(\Pi_K^{(\epsilon)})|.$$

From this inequation, we obtain (3). □

For a fixed $H$, $\min_{\Pi_K^{(\epsilon)}} |\mathcal{X}(\Pi_K^{(\epsilon)})|$ does not decrease as $K$ increases. Hence, there exists the maximum parallel degree $K_{\max} := \max \{K \mid n - m \geq \min_{\Pi_K^{(\epsilon)}} |\mathcal{X}(\Pi_K^{(\epsilon)})|\}$. Thus, to analyze the processing time for the parallel encoding algorithm, we need to calculate $\min_{\Pi_K^{(\epsilon)}} |\mathcal{X}(\Pi_K^{(\epsilon)})|$ for a given $H$.

However, it is known that the balanced hypergraph partitioning problem is NP-hard [4]. In other words, it is difficult to calculate the minimum cutsize $\min_{\Pi_K^{(\epsilon)}} |\mathcal{X}(\Pi_K^{(\epsilon)})|$ for a given $H$. Hence, we will analyze the typical minimum cutsize of
hypergraph bipartitioning, i.e., \( K = 2 \), for a fixed ensemble \( E(n, \gamma, \delta) \) in the following sections.

IV. CUTSIZE DISTRIBUTION

In this section, we derive cutsize distribution of hypergraph bipartitioning for \( E(n, \gamma, \delta) \).

**Definition 2 (Cutsizes distribution):** For a hypergraph \( H \), let \( A_H(s, m_1) \) be the number of bipartitions such that \( |X(\Pi_2)| = s \) and \( |\mathcal{U}_1| = m_1 \). For an ensemble \( E(n, \gamma, \delta) \), the cutsize distribution \( A(s, m_1) \) is the ensemble average of \( A_H(s, m_1) \), i.e.,

\[
A(s, m_1) := \mathbb{E}_{H \in E(n, \gamma, \delta)}[A_H(s, m_1)] = \frac{1}{\zeta} \sum_{H \in E(n, \gamma, \delta)} A(s, m_1).
\] (4)

Similarly, for a hypergraph \( H \), let \( B_H(s, \epsilon) \) be the number of \( \epsilon \)-balanced bipartitions with cutsize \( s \). For an ensemble \( E(n, \gamma, \delta) \), the cutsize distribution \( B(s, \epsilon) \) is defined by the ensemble average of \( B_H(s, \epsilon) \).

Since the partitions are \( \epsilon \)-balanced, \( |\mathcal{U}_1| = m_1 \leq m(1+\epsilon)/2 \) and \( |\mathcal{U}_2| = m - m_1 \leq m(1 - \epsilon)/2 \) hold. Hence, \( m_1 \in M := \{m(1-\epsilon)/2, m(1+\epsilon)/2\} \). Then, \( B(s, \epsilon) \) is given by \( A(s, m_1) \) as follows:

\[
B(s, \epsilon) = \sum_{m_1 \in M} A(s, m_1).
\] (5)

The following theorem gives the cutsize distribution \( A(s, m_1) \) for \( E(n, \gamma, \delta) \).

**Theorem 1:** For an ensemble \( E(n, \gamma, \delta) \), the cutsize distribution \( A(s, m_1) \) is given as follows:

\[
A(s, m_1) = \frac{m!}{m_1!} \frac{(2\gamma)^s}{(\delta m_1)!} \text{coef}(f(u)^n, u^{\delta m_1}) \times \mathbb{I}[s \leq \delta m_1] \mathbb{I}[s \leq \delta(m - m_1)],
\] (6)

\[
f(u) := p(u)^{s/n} q(u)^{1-s/n},
\] (7)

\[
p(u) := (1 + u)^\gamma - 1 - u^\gamma, \quad q(u) := 1 + u^\gamma.
\] (8)

where \( \text{coef}(f(x), x^r) \) is the coefficient of \( x^r \) in the polynomial \( f(x) \) and

\[
\mathbb{I}[P] = \begin{cases} 1 & \text{if } P \text{ is true}, \\ 0 & \text{otherwise}. \end{cases}
\]

**Proof:** Notice that \( |\mathcal{U}_1| = m - m_1 \). The number of nets connecting to \( \mathcal{U}_1 \) (resp. \( \mathcal{U}_2 \)) is at most \( \delta m_1 \) (resp. \( \delta(m - m_1) \)), i.e., \( |V(\mathcal{U}_1)| \leq \delta m_1 \) (resp. \( |V(\mathcal{U}_2)| \leq \delta(m - m_1) \)). The cutsize \( s \) is smaller than \( |V(\mathcal{U}_2)| \) and \( |V(\mathcal{U}_1)| \). Hence \( A(s, m_1) = 0 \) if \( s > \delta m_1 \) or \( s > \delta(m - m_1) \).

Fix \( s \) and \( m_1 \) with \( s \leq \delta m_1 \) and \( s \leq \delta(m - m_1) \). For a fixed \( H \in E(n, \gamma, \delta) \) and \( \Pi_2 = (\mathcal{U}_1, \mathcal{U}_2) \), let \( C_1 \) (resp. \( C_2 \)) be the set of the check nodes corresponding to \( \mathcal{U}_1 \) (resp. \( \mathcal{U}_2 \)) and let \( V_i \) be the set of the variable nodes corresponding to the cut set \( X(\Pi_2) \). The total number of Tanner graphs such that \( |C_1| = m_1 \) and \( |V_i| = s \) equals to \( A(s, m_1)! \). We refer the edges connecting to \( C_1 \) as active edges. The socket is active if the connecting edge is active. Since \( |C_1| = m_1 \), the number of active edges is \( \delta m_1 \).

We count the number of constellations for active sockets in the variable node side. For a variable node \( v \) of degree \( \gamma \), let \( a_{i,j} \) be the number of constellations for \( j \) active sockets in \( v \), where \( i = 1 \) if \( v \) belongs to \( V_i \), otherwise \( i = 0 \). Note that the variable node \( v \) belongs to \( V_i \) iff \( v \) has \( j \in [1, \gamma - 1] \) active sockets. Hence, we get

\[
a_{1,j} = \binom{\gamma}{j} \mathbb{I}[1 \leq j \leq \gamma - 1],
\]

\[
a_{1,j} = \mathbb{I}[j = 0 \text{ or } j = \gamma].
\]

The generating function \( a(t, u) := \sum_{i,j} a_{i,j} t^i u^j \) is given as

\[
a(t, u) = t\{(1 + u)^\gamma - 1 - u^\gamma\} + (1 + u^\gamma) =: tp(u) + q(u).
\]

Thus, the number of constellations of \( \delta m_1 \) active sockets in variable node side for a given cutsize \( s \) is

\[
\text{coef}(a(t, u)^n, t^s u^{\delta m_1})
\]

\[
= n! \text{coef}(p(u)^s q(u)^{n-s}, u^{\delta m_1})
\]

\[
= \binom{n}{s} \text{coef}(f(u)^n, u^{\delta m_1}).
\] (9)

The number of choices for the check nodes in \( C_1 \) is \( m_1! \). The number of permutations of active edges (resp. non-active edges) is \( (\delta m_1)! \) (resp. \( (\delta m - \delta m_1)! \)). By multiplying those numbers and (9), we have

\[
A(s, m_1)! = \binom{m_1}{s} (\delta m_1)! (\delta m - \delta m_1)! \binom{n}{s} \text{coef}(f(u)^n, u^{\delta m_1}),
\]

for \( s \leq \delta m_1 \) and \( s \leq \delta(m - m_1) \). From this equation, we get (6).

V. TYPICAL MINIMUM CUTSIZE

In this section, we analyze the asymptotic behavior of the cutsize distributions, namely, the growth rate for the cutsize distributions and the relative typical minimum cutsize for the ensemble \( E(n, \gamma, \delta) \). Firstly, we define the growth rate and the relative typical minimum cutsizes, and explain the meanings of those terms.

**Definition 3 (Growth rate):** Consider \( E(n, \gamma, \delta) \). Define the growth rate \( g(\sigma, \mu_1) \) and \( h(\sigma, \epsilon) \) for the cutsize distributions \( A(\sigma n, \mu_1 m) \) and \( B(\sigma n, \epsilon) \) as

\[
g(\sigma, \mu_1) = \lim_{n \to \infty} \frac{1}{n} \log A(\sigma n, \mu_1 m),
\]

\[
h(\sigma, \epsilon) = \lim_{n \to \infty} \frac{1}{n} \log B(\sigma n, \epsilon),
\]

respectively.

The expression of the growth rates are given in Section V-A.

**Remark 1:** From the definition of growth rates, \( A(\sigma n, \mu_1 m) \approx 2^{g(\sigma, \mu_1)} \) and \( B(\sigma n, \epsilon) \approx 2^{h(\sigma, \epsilon)} \) hold. This implies that \( A(\sigma n, \mu_1 m) \) (resp. \( B(\sigma n, \epsilon) \)) is exponentially decreasing for \( n \) if \( g(\sigma, \mu_1) < 0 \) (resp. \( h(\sigma, \epsilon) < 0 \)). Similarly, \( A(\sigma n, \mu_1 m) \) (resp. \( B(\sigma n, \epsilon) \)) is exponentially increasing for \( n \) if \( g(\sigma, \mu_1) > 0 \) (resp. \( h(\sigma, \epsilon) > 0 \)).
Definition 4 (Relative typical minimum cutsize): Consider $E(n,\gamma,\delta)$. Define
\[
\alpha^*(\mu_1) := \inf \{\sigma > 0 \mid g(\sigma,\mu_1) > 0\},
\]
\[
\beta^*(\epsilon) := \inf \{\sigma > 0 \mid h(\sigma,\epsilon) > 0\}.
\]
We refer the value $\alpha^*(\mu_1)$ and $\beta^*(\epsilon)$ as the relative typical minimum cutsize for $E(n,\gamma,\delta)$.

We will show the existence of the relative typical minimum cutsize in Section V-A.

As discussed in Remark 1, the number of $\epsilon$-balanced partitions with cutsize $\sigma n$ exponentially decreases as $n \to \infty$ for $\sigma \in [0, \beta^*(\epsilon)]$. In other words, the minimum cutsize $\min_{\Pi_0^n} |X(\Pi_0^n)|$ is approximated by $\beta^*(\epsilon)n$ for almost all $H \in E(n,\gamma,\delta)$. Hence, we refer $\beta^*(\epsilon)$ as the typical minimum cutsize.

From the above discussion and Proposition 1, we obtain a necessary condition that $H \in E(n,\gamma,\delta)$ is $K = 2$ parallel encodable by the block-diagonalization. Proposition 2: If a code $H \in E(n,\gamma,\delta)$ is $K = 2$ parallel encodable by the block-diagonalization with high probability, the following condition holds:
\[
1 - \frac{\beta}{\gamma} \geq \beta^*(\epsilon).
\]

Thus, the typical minimum cutsize is an important characteristic for parallel encodable by the block-diagonalization. We will evaluate both the right and left hand sides of (12) in Section V-B for some ensembles by numerical examples.

A. Growth Rate

From (5), we have the following relationship between $g(\sigma,\mu_1)$ and $h(\sigma,\epsilon)$.

Lemma 1: Define $M_\epsilon := [(1 - \epsilon)/2, (1 + \epsilon)/2]$. Then, the following equation holds for all $\sigma \in [0, 1]$:
\[
h(\sigma,\epsilon) = \max_{\mu_1 \in M_\epsilon} g(\sigma,\mu_1).
\]

From [5, Theorem 2], the following equation holds:
\[
\lim_{n \to \infty} \frac{1}{n} \log \text{cof}(f(u), u^{\alpha n}) = \inf_{u > 0} \frac{f(u)}{u^\alpha}
\]
where a point $u$ achieving the infimum satisfies $u\frac{df}{du} = \alpha f(u)$. Moreover, it is well known that the following equation holds:
\[
\lim_{n \to \infty} \frac{1}{n} \log \frac{\alpha u}{\beta u^n} = \alpha H(\beta/\alpha),
\]
where $H(\beta)$ is the binary entropy function, i.e., $H(\beta) = -\beta \log_2(\beta) - (1 - \beta) \log_2(1 - \beta)$.

The growth rate $g(\sigma,\mu_1)$ is derived from those equations and Theorem 1 as follows.

Theorem 2: Assume $\gamma \geq \gamma_1$ and $\gamma \leq (1 - \mu_1)$. Define $p(u)$ and $q(u)$ as in (8). The growth rate $g(\sigma,\mu_1)$ for the ensemble $E(n,\gamma,\delta)$ is given as
\[
g(\sigma,\mu_1) = H_2(\sigma) - \frac{\delta - 1}{\delta} H_2(\mu_1)
\]
\[
+ \inf_{u > 0} \{\sigma \log p(u) + (1 - \sigma) \log q(u) - \mu_1 \gamma \log u\}.
\]

A point $u$ achieving the infimum satisfies
\[
\sigma u p'(u)q(u) + (1 - \sigma) u p(u)q'(u) = \mu_1 \gamma p(u)q(u),
\]
where $p'(u) := \frac{dp}{du}$.

Combining Lemma 1 and Theorem 2, the growth rate $h(\sigma,\epsilon)$ is expressed as
\[
h(\sigma,\epsilon) = \max_{\mu_1 \in M_\epsilon} \left[ H_2(\sigma) - \frac{\delta - 1}{\delta} H_2(\mu_1) + \inf_{u > 0} \{\sigma \log p(u) + (1 - \sigma) \log q(u) - \mu_1 \gamma \log u\} \right].
\]

1) Existence of Typical Minimum Cutsizes: In this section, we show that there exists a relative typical minimum cutsize $\alpha^*(\mu_1), \beta^*(\epsilon)$ for $E(n,\gamma,\delta)$.

Lemma 2: For $E(n,\gamma,\delta)$, the growth rates at $\sigma = 0$ are given as
\[
g(0,\mu_1) = \left(1 - \frac{\delta - 1}{\delta}\right) H_2(\mu_1),
\]
\[
h(0,\epsilon) = \left(1 - \frac{\delta - 1}{\delta}\right) \frac{1 - \epsilon}{2}.
\]

Lemma 3: Assume $E(n,\gamma,\delta)$. For a fixed $\mu_1$, the maximum of growth rate $g(\sigma,\mu_1)$ is achieved at $\sigma^+ := 1 - (1 - \mu_1)^2 - \mu_1^2$ and the maximum value is
\[
g(\sigma^+,\mu_1) = \frac{\gamma}{\delta} H_2(\mu_1) > 0.
\]

Assume $\gamma \geq 2$ and $\delta \geq 3$. Then, $g(0,\mu_1) \leq 0$ and $h(0,\epsilon) \leq 0$ hold from (17) and (18), respectively. Note that the growth rates $g(\sigma,\mu_1)$ and $h(\sigma,\epsilon)$ are continuous functions for $\sigma$. Hence, from Lemmas 2 and 3, the following proposition holds.

Proposition 3: Assume $E(n,\gamma,\delta)$ with $\gamma \geq 2$ and $\delta \geq 3$. For a fixed $\mu_1$, there exist $\sigma_0 \in [0, \sigma^+]$ such that $g(\sigma_0,\mu_1) = 0$. Similarly, for a fixed $\epsilon$, there exist $\sigma_0 \in [0, \sigma^+]$ such that $h(\sigma_0,\epsilon) = 0$.

2) A Closed Form Lower Bound: In this section, we give a closed form lower bound for the growth rate $h(\sigma,\epsilon)$ given in (16). Lemma 1 gives a lower bound of $h(\sigma,\epsilon)$.

Corollary 1: The growth rate $h(\sigma,\epsilon)$ is lower bounded as
\[
h(\sigma,\epsilon) > h(\sigma,0) = g(\sigma,1/2).
\]

The growth rate $g(\sigma,1/2)$ has the following closed form expression.

Lemma 4: For $E(n,\gamma,\delta)$,
\[
g(\sigma,1/2) = H_2(\sigma) + \sigma \log(2^{\gamma - 1}) - \gamma \frac{\delta - 1}{\delta} + 1.
\]

From Corollary 1 and Lemma 4, the growth rate $h(\sigma,\epsilon)$ is lower bounded by the left hand side of (21). Moreover, Lemma 4 shows that the growth rate for the exactly balanced bipartitioning is written in a closed form.

Now, we plot the growth rate $h(\sigma,0)$ for several ensembles. Figures 1 and 2 plot the growth rate $h(\sigma,0)$ for $E(2,\delta)$ with $\delta \in [3,7]$ and for $E(3,\delta)$ with $\delta \in [4,8]$, respectively, by using (21). Figures 1 and 2 show that the relative typical
minimum cutsize are strictly positive. Moreover, the relative typical minimum cutsize monotonically increases as $\delta$ increases. The maximum of growth rate $h(\sigma, 0)$ is achieved at $\sigma = 1/2$ and $\sigma = 3/4$ for $E(2, \delta)$ and $E(3, \delta)$, respectively. Those agree with Lemma 3.

B. Typical Minimum Cutsize

In this section, we evaluate both the right and left hand sides of (12) for some ensembles by numerical examples. In other words, the numerical examples in this section examine whether the ensemble $E(n, \gamma, \delta)$ satisfies the necessary condition given in Proposition 2.

Tables I, II and III shows the left and right hand sides of (12), i.e., $1 - \gamma/\delta$ and $\beta^*(0)$, for $\gamma = 2, 3, 5$, respectively. Table I shows that the ensemble $E(n, 2, \delta)$ satisfies the necessary condition given in Proposition 2 for any $\delta \geq 3$. Similarly, the ensembles $E(n, 3, \delta)$ for $\delta \geq 5$ and the ensembles $E(n, 5, \delta)$ for $\delta \geq 21$ satisfy the necessary condition given in Proposition 2 from Table II and III.

On the other hand, the ensembles $E(n, 3, 4)$ and $E(n, 5, \delta)$ with $\delta \leq 20$ do not satisfy the necessary condition. In other words, we cannot parallel encode the decoding algorithm by the block-diagonalization for almost all codes in those ensembles.

VI. CONCLUSION

This paper has investigated a necessary condition of parallel encodable by the block-diagonalization for the regular LDPC ensembles. We have shown that the necessary condition depends on the minimum cutsize of the balanced hypergraph partitioning. We have analyzed the cutsize distributions, growth rates and typical minimum cutsizes for the random hypergraphs generated by the regular LDPC ensembles.
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