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Purpose. Mathematical properties of Lindley distribution are derived under different loss functions. These properties include mean residual life function, Lorenz curve, stress and strength characteristic, and their respective posterior risk via simulation scheme. Methodology. Bayesian approach is used for the reliability characteristics. Results are compared on the basis of posterior risk. Findings. Using prior information on the parameter of Lindley distribution, Bayes estimates for reliability characteristics are compared under different loss functions. Practical Implications. Since Lindley distribution is a mixture of gamma and exponential distribution, so Bayesian estimation of reliability characteristics will have a great implication in reliability theory. Originality. A real life application to waiting time data at the bank is also described for the developed procedures. This study is useful for researcher and practitioner in reliability theory.

1. Introduction

Exponential distribution is frequently used as a lifetime distribution in statistics and applied areas; the Lindley distribution has been ignored in the literature since 1958. Lindley distribution originally developed by Lindley [1] and some classical statistic properties are investigated by Ghitany et al. [2]. Sankaran [3] introduced a discrete version of Lindley distribution known as discrete Poisson-Lindley distribution, and Ghitany and Al-Mutairi [4] described some estimation methods. The distribution of zero-truncated Poisson-Lindley was introduced by Ghitany et al. [5] who used the distribution for modeling count data in the case where the distribution has to be adjusted for the count of missing zeros. Zamani and Ismail [6] introduced negative binomial distribution as an alternative to zero-truncated Poisson-Lindley distribution. Recently, Ghitany et al. [7] introduced a two-parameter weighted Lindley distribution and pointed that Lindley distribution is particularly useful in modelling biological data from mortality studies.

The rest of the study is organized as follows. Section 2 deals with the derivation of posterior distribution using different noninformative and informative priors. Using different loss functions, the Bayes estimators and their respective posterior risks are discussed in Section 3. Elicitation of hyperparameter is also discussed in Section 3. Simulation study of Bayes estimates of mean residual life and their posterior risks is performed in Section 4. Lorenz curve discussion for Lindley distribution is given in Section 5 while stress and strength reliability characteristics and simulation study under different loss functions is discussed/performed in Section 6. Real life application is illustrated in Section 7. Finally, Section 8 deals with a conclusion and some future remarks.

2. Likelihood Function and Posterior Distributions

The posterior distribution summarizes available probabilistic information on the parameters in the form of prior distribution and the sample information contained in the likelihood function. The likelihood principle suggests that the information on the parameter should depend only on its posterior distribution. Bayesian scientist’s job is to assist the investigator to extract features of interest from the posterior distribution. In this section, we will use the Lindley model as sampling distribution mingles with noninformative priors for the derivation of posterior distribution. A random variable X
Table 1: Bayes estimator and posterior risk under different loss functions.

| Loss function | Bayes estimator (BE) | Posterior risk (PR) |
|---------------|----------------------|---------------------|
| $L_1 = \text{SELF} = (\theta - d)^2$ | $E(\theta | x)$ | $\text{Var}(\theta | x)$ |
| $L_2 = \text{WSELF} = \frac{(\theta - d)^2}{\theta}$ | $(E(\theta^{-1} | x))^{-1}$ | $E(\theta | x) - (E(\theta^{-1} | x))^{-1}$ |
| $L_3 = \text{M/Q SELF} = (1 - \frac{d}{\theta})^2$ | $E(\theta^{-1} | x)$ | $1 - E(\theta^{-1} | x)$ |
| $L_4 = \text{PLF} = \frac{(\theta - d)^2}{d}$ | $\sqrt{E(\theta^2 | x)}$ | $2\sqrt{E(\theta^2 | x) - E(\theta | x)}$ |
| $L_5 = \text{SLLF} = (\log \theta - \log d)^2$ | $\exp(E(\log \theta | x))$ | $\text{Var} (\log \theta | x)$ |
| $L_6 = \text{ELF} = \left[\frac{d}{d - \log \frac{d}{\theta}} - 1\right]$ | $E(\theta^{-1} | x)$ | $E(\log \theta | x) - \log (E(\theta^{-1} | x))$ |
| $L_7 = \text{KLF} = \left(\sqrt{d - \theta} - \sqrt{\theta - d}\right)^2$ | $\sqrt{E(\theta | x)}$ | $2[E(\theta | x) E(\theta^{-1} | x) - 1]$ |

Table 2: BEs and their respective PRs of MRLF under SELF.

| $n$ | UP | JP |
|-----|----|----|
| 20  | 16.6609 (8.74099) | 16.6609 (8.74099) |
| 40  | 16.9256 (4.50602) | 16.9256 (4.50602) |
| 60  | 17.0218 (2.25801) | 17.0218 (2.25801) |
| 80  | 17.0284 (1.81523) | 17.0284 (1.81523) |
| 100 | 17.0348 (1.81523) | 17.0348 (1.81523) |

It is obvious from Figure 1 that behavior of Lindley distribution is close to exponential or gamma distribution.

The likelihood function for a random sample $x_1, x_2, \ldots, x_n$ which is taken from Lindley distribution is

$$L(x, \theta) = \frac{\theta^{2n}}{(\theta + 1)^n} \prod_{i=1}^{n} (1 + x_i) e^{-\theta \sum_{i=1}^{n} x_i}, \quad \theta > 0.$$  (2)

2.1. Posterior Distribution Using Noninformative Priors

2.1.1. Uniform Prior. An argument in the favor of uniform prior is that when the data are sufficiently informative, so that likelihood function is sharply peaked, then it really does not matter what prior is used, since all reasonably smooth prior densities will lead to approximately the same posterior density. The uniform density in most cases is convenient to simplify calculations of the posterior. This argument supports the uniform prior only in those cases where it produces approximately the same conclusions as the highly imprecise prior constructed from a sufficiently large class of prior densities. If the data are highly informative, the uniform prior...
may produce reasonable inferences. The uniform prior for $\theta$ is defined as

$$p(\theta) \propto 1, \quad \theta > 0. \quad (3)$$

The posterior distribution of parameter $\theta$ for the given data using (2) and (3) is

$$p(\theta | x) = \frac{((\theta^{2n})/(\theta + 1)^n) e^{-\theta \sum_i x_i}}{((\theta^n) / (\theta + 1)^n) e^{-\theta \sum_i x_i} d\theta}, \quad \theta > 0. \quad (4)$$

2.1.2. Jeffreys Prior. Jeffreys was motivated by invariance requirements and suggested a solution to provide a non-informative prior. He used differential geometry method. The requirements are invariance under 1-1 transformations and invariance under sufficient statistics. One-dimensional version of Jeffreys prior has been justified from many different viewpoints. Jeffreys [8] proposed a formal rule for obtaining a noninformative prior as follows. If $\theta$ is a $k$-vector valued parameter, then, JP of $\theta$ is $g(\theta) \propto \sqrt{|\text{det} I(\theta)|}$ where $I(\theta)$ is a $k \times k$ Fisher’s information matrix whose $(i,j)$th element is $-E \left[ \partial^2 \ln L(\theta | x) / \partial \theta_i \partial \theta_j \right]$, $i = 1, 2, \ldots, k$. Fisher’s information matrix is not directly related to the notion of lack of information. The connection comes from the role of Fisher’s matrix in asymptotic theory. Jeffreys noninformative priors based on Fisher’s information matrix often lead to a family of improper priors. The Jeffreys prior of the parameter $\theta$ is

$$p(\theta) \propto \sqrt{\theta^2 + 4\theta + 2 \theta}, \quad \theta > 0.$$  

$$p(\theta | x) = \frac{((\theta^{2n-1}) / ((\theta + 1)^{n+1}) \sqrt{\theta^2 + 4\theta + 2 e^{-\theta \sum_i x_i}} d\theta, \quad \theta > 0. \quad (5)$$

2.2. Posterior Distribution Using Informative Prior. In case of an informative prior, the use of prior information is equivalent to adding a number of observations to a given sample size and, therefore, leads to a reduction of the variance/posterior...
### Table 5: BEs and their respective PRs of MRLF under PLF.

| 𝑛  | UP  | JP  |
|----|-----|-----|
| 20 | 16.9211 (0.520576) | 1.1815 (0.042188) |
| 40 | 17.0582 (0.265386) | 1.18848 (0.021509) |
| 60 | 17.0648 (0.177533) | 1.19326 (0.014663) |
| 80 | 17.0966 (0.133627) | 1.1956 (0.010893) |
| 100| 17.0883 (0.10698)  | 1.19684 (0.008536)  |

### Table 6: BEs and their respective PRs of MRLF under SLLF.

| 𝑛  | UP  | JP  |
|----|-----|-----|
| 20 | 16.4002 (0.031314) | 1.13929 (0.036423) |
| 40 | 16.7929 (0.015685) | 1.16697 (0.018282) |
| 60 | 16.8873 (0.010466) | 1.1788 (0.012203) |
| 80 | 16.9629 (0.007851) | 1.1847 (0.009157) |
| 100| 16.9813 (0.006283) | 1.1881 (0.007329) |

### Risk of the Bayes estimates. Bansal [9] discusses a method to evaluate the relevance of a prior information in terms of the number of additional observations supposed to be added to a given sample size. We used the gamma and conjugate informative prior for analysis.

#### 2.2.1. Gamma Prior. Posterior distribution using informative gamma prior (GP) is

\[
p(\theta | x) = \frac{\left(\theta^{2n+a-1}\right) / (\theta + 1)^{n} e^{-\theta\sum_{i=1}^{n} x_{i} + b}}{\int_{0}^{\infty} \left(\theta^{2n+a-1}\right) / (\theta + 1)^{n} e^{-\theta\sum_{i=1}^{n} x_{i} + b} d\theta}, \quad a, b, \theta > 0.
\]

#### 2.2.2. Likelihood Matching Prior (Conjugate Prior). The likelihood matching prior (LMP) for Lindley distribution is

\[
p(\theta) \propto \theta^{2a} e^{-\theta b}, \quad a, b, \theta > 0,
\]

and the posterior distribution using LMP is

\[
p(\theta | x) = \frac{\left(\left(\theta^{2n+a}\right) / (\theta + 1)^{n}\right) e^{-\theta\sum_{i=1}^{n} x_{i} + b}}{\int_{0}^{\infty} \left(\theta^{2n+a-1}\right) / (\theta + 1)^{n} e^{-\theta\sum_{i=1}^{n} x_{i} + b} d\theta}, \quad a, b, \theta > 0.
\]

### 3. Bayes Estimators and Posterior Risk under Different Loss Functions

This section spotlights on the derivation of the Bayes estimator (BE) under different loss functions and their respective posterior risk (PR). The results are compared for noninformative as well as informative priors. If the decision is a choice of an estimator, then, the Bayes decision is a Bayes estimator. The Bayes estimators are evaluated under squared error loss function (SELF), weighted squared error loss function (WSELF), precautionary loss function (PLF), modified (quadratic) squared error loss function (M/Q SELF), logarithmic loss function (SLLF), entropy loss function (ELF),
Table 7: BEs and their respective PRs of MRLF under ELF.

| n   | UP   | JP   |
|-----|------|------|
|     | 𝜃    | ℓ    |      |      |
| 20  | 16.151 (5.57928) | 1.1927 (0.24307) | 0.10415 (0.15026) | 16.1606 (5.53632) | 1.1582 (0.231109) | 0.10896 (0.150136) |
| 40  | 16.6632 (5.63416) | 1.15649 (0.299794) | 0.109296 (0.141658) | 16.8981 (5.62276) | 1.17658 (0.254403) | 0.11815 (0.141275) |
| 60  | 16.7995 (5.64793) | 1.17169 (0.322941) | 0.110663 (0.139528) | 16.9757 (5.64668) | 1.18525 (0.326034) | 0.112362 (0.136368) |
| 80  | 16.3896 (5.65816) | 1.17933 (0.334435) | 0.111659 (0.139528) | 17.0159 (5.62273) | 1.18956 (0.315758) | 0.112945 (0.136815) |
| 100 | 16.9283 (5.66111) | 1.18378 (0.341065) | 0.112084 (0.128663) | 17.0238 (5.67237) | 1.1920 (0.324957) | 0.113117 (0.12645) |

Table 8: BEs and their respective PRs of MRLF under KLF.

| n   | LMP  | GP   |
|-----|------|------|
|     | 𝜃    | ℓ    |      |      |
| 20  | 16.1217 (5.53559) | 1.11883 (0.22428) | 0.105691 (0.147276) | 16.5891 (5.53325) | 1.15569 (0.207762) | 0.110343 (0.148622) |
| 40  | 16.6478 (5.6233) | 1.15624 (0.249369) | 0.110091 (0.149015) | 16.8893 (5.62316) | 1.17531 (0.232234) | 0.112492 (0.137587) |
| 60  | 16.7894 (5.64668) | 1.17152 (0.322650) | 0.111199 (0.148555) | 16.9518 (5.61599) | 1.1844 (0.314585) | 0.112811 (0.145671) |
| 80  | 16.889 (5.62725) | 1.1792 (0.314213) | 0.112063 (0.138788) | 17.0115 (5.62175) | 1.18892 (0.310674) | 0.11328 (0.139026) |
| 100 | 16.9220 (5.66035) | 1.18367 (0.320887) | 0.112409 (0.128663) | 17.0202 (5.65197) | 1.19148 (0.310674) | 0.113385 (0.124952) |

and K-Loss function. K-loss function proposed by Wasan [10] is well fitted for a measure of inaccuracy for an estimator of a scale parameter of a distribution defined on $R^+ = (0, \infty)$; this loss function is called K-loss function (KLF). Kanefuji and Iwase [11] used KLF for the estimation of a scale parameter with a known coefficient of variations. Table 1 (by [12]) will show the Bayes estimators and their posterior risks for the above-mentioned loss function.

3.1. Elicitation of Hyperparameter(s). Even though many authors have pointed a need for a formal and comprehensive process for elicitation of hyperparameters, there is no standard method. For elicitation, mainly two points are considered; the functional form of the prior distribution and hyperparameter(s), that is why a natural conjugate prior distribution has been generally recommended because its functional form is identical to likelihood function and posterior distribution can be determined by the way of conjugacy. To determine hyperparameter, we adopted the method discussed by Ali et al. [12].

4. Mean Residual Life Function

For a continuous distribution with the density $f(x)$ and cumulative distribution function $F(x)$, the mean residual life function is defined as

$$m(x) = E(X - x \mid X > x) = \frac{1}{1 - F(x)} \int_x^\infty [1 - F(t)] \, dt.$$  

Bayramoglu and Gurler [13] study the mean residual life function of $k$ out of $n$ system with nonidentical components while Govil and Aggarwal [14] and Abdous and Berred [15] compared for different distributions like gamma, exponential, Pareto, uniform, truncated normal, Maxwell,
Table 9: Bayes estimator and posterior risk of stress and strength parameter under SELF.

| n   | UP      | JP      |
|-----|---------|---------|
|     | R       |         |         |
| 20, 40 | 0.28331 | 0.064361 | 0.998763 | 0.027985 | 0.063217 | 0.998728 |
|      | (0.000077) | (0.000288) | (1.443911 \times 10^{-7}) | (0.000078) | (0.000282) | (1.40568 \times 10^{-7}) |
| 60, 80 | 0.02709 | 0.061952 | 0.998756 | 0.026962 | 0.061386 | 0.998749 |
|      | (0.000030) | (0.000109) | (6.22876 \times 10^{-8}) | (0.000030) | (0.000109) | (6.19239 \times 10^{-8}) |
| 80, 100 | 0.026832 | 0.061333 | 0.998754 | 0.026797 | 0.061068 | 0.998749 |
|      | (0.000023) | (0.000084) | (4.89337 \times 10^{-8}) | (0.000023) | (0.000084) | (4.88993 \times 10^{-8}) |
| 80, 60 | 0.026663 | 0.060702 | 0.998735 | 0.026796 | 0.061019 | 0.998738 |
|      | (0.000029) | (0.000055) | (6.47031 \times 10^{-8}) | (0.000029) | (0.000055) | (6.73815 \times 10^{-8}) |
| 100, 60 | 0.026575 | 0.060422 | 0.998733 | 0.026766 | 0.060865 | 0.99874 |
|      | (0.000026) | (0.000095) | (6.31669 \times 10^{-8}) | (0.000026) | (0.000095) | (6.31061 \times 10^{-8}) |

Table 10: Bayes estimator and posterior risk of stress and strength parameter under WSELF.

| n   | UP      | JP      |
|-----|---------|---------|
|     | R       |         |         |
| 20, 40 | 0.025616 | 0.059646 | 0.998762 | 0.025146 | 0.058595 | 0.998728 |
|      | (0.002896) | (0.004714) | (1.4508 \times 10^{-7}) | (0.002839) | (0.004622) | (1.40713 \times 10^{-7}) |
| 60, 80 | 0.025913 | 0.059791 | 0.998756 | 0.025849 | 0.059591 | 0.998749 |
|      | (0.001116) | (0.001801) | (6.2361 \times 10^{-8}) | (0.001113) | (0.001795) | (6.1996 \times 10^{-8}) |
| 80, 100 | 0.025971 | 0.059748 | 0.998754 | 0.025938 | 0.059685 | 0.998749 |
|      | (0.000860) | (0.001384) | (4.90522 \times 10^{-8}) | (0.000859) | (0.001383) | (4.88671 \times 10^{-8}) |
| 80, 60 | 0.025571 | 0.058960 | 0.998735 | 0.025699 | 0.059267 | 0.998738 |
|      | (0.001092) | (0.001742) | (6.74825 \times 10^{-8}) | (0.001091) | (0.001742) | (6.74652 \times 10^{-8}) |
| 100, 60 | 0.025581 | 0.058846 | 0.998733 | 0.025765 | 0.059276 | 0.99874 |
|      | (0.000993) | (0.001576) | (6.32415 \times 10^{-8}) | (0.000991) | (0.001568) | (6.18539 \times 10^{-8}) |

| n   | CP      | GP      |
|-----|---------|---------|
|     | R       |         |         |
| 20, 40 | 0.25679 | 0.060117 | 0.99874 | 0.02548 | 0.059091 | 0.99871 |
|      | (0.002801) | (0.004543) | (1.44084 \times 10^{-7}) | (0.002839) | (0.004571) | (1.37462 \times 10^{-7}) |
| 60, 80 | 0.25934 | 0.059954 | 0.998748 | 0.025843 | 0.059822 | 0.998743 |
|      | (0.001111) | (0.001786) | (6.19446 \times 10^{-8}) | (0.001110) | (0.001702) | (6.15958 \times 10^{-8}) |
| 80, 100 | 0.25987 | 0.059934 | 0.998748 | 0.025933 | 0.059869 | 0.998745 |
|      | (0.000860) | (0.001382) | (4.88022 \times 10^{-8}) | (0.000859) | (0.001382) | (4.86369 \times 10^{-8}) |
| 80, 60 | 0.25584 | 0.059262 | 0.998729 | 0.025684 | 0.059548 | 0.998733 |
|      | (0.001092) | (0.001741) | (6.70581 \times 10^{-8}) | (0.001091) | (0.001737) | (6.70385 \times 10^{-8}) |
| 100, 60 | 0.25591 | 0.059146 | 0.998728 | 0.025747 | 0.059549 | 0.998736 |

|     | (0.000993) | (0.001558) | (6.2828 \times 10^{-8}) | (0.000990) | (0.001553) | (6.23805 \times 10^{-8}) |
Table 12: Bayes estimator and posterior risk of stress and strength parameter under MSELF.

| \( n \) | \( R \) | \( \eta \) | \( \eta \) | \( \eta \) | \( \eta \) | \( \eta \) |
|---|---|---|---|---|---|---|
| 20, 40 | 0.023332 | 0.055666 | 0.998762 | 0.023021 | 0.054887 | 0.998728 |
| | (0.999986) | (0.999815) | (0.003708) | (0.999987) | (0.999813) | (0.003812) |
| 60, 80 | 0.024906 | 0.058118 | 0.998756 | 0.024851 | 0.057935 | 0.998749 |
| | (0.999984) | (0.999798) | (0.003728) | (0.999984) | (0.999800) | (0.003729) |
| 80, 100 | 0.025178 | 0.058442 | 0.998754 | 0.025149 | 0.058385 | 0.998749 |
| | (0.999984) | (0.999796) | (0.003734) | (0.999984) | (0.999797) | (0.003734) |
| 80, 60 | 0.024596 | 0.057357 | 0.998735 | 0.024705 | 0.057630 | 0.998738 |
| | (0.999985) | (0.999806) | (0.003790) | (0.999984) | (0.999803) | (0.003780) |
| 100, 60 | 0.024689 | 0.057390 | 0.998733 | 0.024846 | 0.057777 | 0.99874 |
| | (0.999984) | (0.999806) | (0.003796) | (0.999984) | (0.999802) | (0.003776) |

Table 12: Bayes estimator and posterior risk of stress and strength parameter under PLF.

| \( n \) | \( R \) | \( \eta \) | \( \eta \) | \( \eta \) | \( \eta \) | \( \eta \) |
|---|---|---|---|---|---|---|
| 20, 40 | 0.023375 | 0.056022 | 0.99874 | 0.023023 | 0.055252 | 0.998709 |
| | (0.999996) | (0.999811) | (0.003706) | (0.999987) | (0.999802) | (0.003666) |
| 60, 80 | 0.024924 | 0.058258 | 0.998748 | 0.024847 | 0.058141 | 0.998743 |
| | (0.999984) | (0.999797) | (0.003721) | (0.999984) | (0.999796) | (0.003727) |
| 80, 100 | 0.025191 | 0.058613 | 0.998748 | 0.025444 | 0.058552 | 0.998745 |
| | (0.999984) | (0.999794) | (0.003732) | (0.999984) | (0.999795) | (0.003731) |
| 80, 60 | 0.024607 | 0.057626 | 0.998728 | 0.024692 | 0.057881 | 0.998733 |
| | (0.999985) | (0.999803) | (0.003780) | (0.999984) | (0.999800) | (0.003759) |
| 100, 60 | 0.024697 | 0.057659 | 0.998728 | 0.024831 | 0.058025 | 0.998736 |
| | (0.999984) | (0.999803) | (0.003712) | (0.999984) | (0.999800) | (0.003708) |
and lognormal distributions. The mean residual life function for Lindley distribution is

\[ m(x) = \frac{\theta + 2 + \theta x}{\theta (\theta + 1 + \theta x)}. \]  

(10)

Ghitany et al. [2, 5] point out the following remarks.

\[ m(0) = \mu. \]

\[ m(x) \text{ is a decreasing function in } x \text{ and } \theta \text{ and } 1/\theta < m(x) < (\theta + 2)/(\theta (\theta + 1)) = \mu. \]

From \( m(x) \), one can easily observe that mean residuals life is a diminishing function of time because the distribution belongs to exponential family and for larger parameter value it is close to zero. To evaluate the Bayes estimates and their risk, since the integral appears in both numerator and denominator, we required a suitable approximate method to obtain Bayes estimates and respective posterior risks. The simplest method is Lindley’s [16] approximation method, which approaches the ratio of the integrals as a whole and produces a single numerical results. Thus, Lindley approximation (LA) given by Lindley [16] for obtaining the Bayes estimator and posterior risk of \( \theta \) (Mathematica can be used for the solution of integral but takes large time as compared to LA). Many researchers have used this approximation for solving the ratio of integrals for different numbers of parameters for lifetime distributions; see among others Howlader and Hossain [17], Singh et al. [18], and Preda et al. [19].

If \( n \) is sufficiently large, the ratio of the integral of the form according to Lindley [16] can be computed as

\[ I(x) = E [u(\theta)] = \int_0^{\infty} u(\theta) \exp \left[ l(\theta, x) + g(\theta) \right] d\theta \]

(11)

where \( u(\theta) = \) function of \( \theta \) only; \( l(\theta, x) = \) log of likelihood; \( g(\theta) = \) log of prior of \( \theta \), can be evaluated as

\[ I(x) = u(\tilde{\theta}) + 0.5 \left[ (\tilde{u}_\theta + 2\tilde{u}_\theta \tilde{\sigma}_\theta) \tilde{\sigma}_\theta \right] + 0.5 \left[ (\tilde{u}_\theta + 2\tilde{u}_\theta \tilde{\sigma}_\theta) \tilde{\sigma}_\theta \right]. \]

(12)

where \( \tilde{\theta} = \) MLE of \( \theta = (-\bar{X} - 1) + \sqrt{(-\bar{X} - 1)^2 + 8\bar{X}} / 2\bar{X}, \bar{X} > 0; \tilde{u}_\theta = \partial u(\tilde{\theta}) / \partial \tilde{\theta}; \tilde{u}_\theta \tilde{\sigma}_\theta = \partial^2 u(\tilde{\theta}) / \partial \tilde{\theta}^2; \tilde{L}_{\theta\theta} = \partial^2 l(\tilde{\theta}) / \partial \tilde{\theta}^2; \tilde{p}_\theta = \partial g(\tilde{\theta}) / \partial \tilde{\theta}; \tilde{\sigma}_\theta = -1 / \tilde{l}_{\theta\theta}; \tilde{L}_{\theta\theta} = \partial^2 l(\tilde{\theta}) / \partial \tilde{\theta}^2 \) the simulation study of mean residual life function (MRLF) for different loss functions under different prior is using \( t = 3 \) (see Tables 2, 3, 4, 5, 6, 7, and 8).

Using SELF for \( \theta = 7.142857 \), Bayes estimates are overestimated while for \( \theta = 1.2 \) and 0.114114 results are underestimated and by increasing sample size these approaches to true parameter values. This behaviour can be observed in all loss functions except PLF. Making comparison between symmetric and asymmetric loss functions, one can
### Table 14: Bayes estimator and posterior risk of stress and strength parameter under ELF.

| n  | R  | UP    | JP    |
|----|----|-------|-------|
| 20, 40 | 0.026364 | 0.0604 | 0.998771 | 0.026364 | 0.0604 | 0.998771 |
|     | (7.27524) | (5.60043) | (0.002477) | (7.21335) | (5.3674) | (0.002446) |
| 60, 80 | 0.025913 | 0.059791 | 0.998756 | 0.025849 | 0.059591 | 0.998749 |
|     | (7.28493) | (5.61898) | (0.002490) | (7.27996) | (5.56257) | (0.002450) |
| 80, 100 | 0.025971 | 0.059748 | 0.998754 | 0.025938 | 0.059685 | 0.998749 |
|     | (7.28523) | (5.62379) | (0.002494) | (7.28483) | (5.60591) | (0.002443) |
| 80, 60 | 0.025571 | 0.058960 | 0.998735 | 0.025699 | 0.059267 | 0.998738 |
|     | (7.31176) | (5.64728) | (0.002532) | (7.30167) | (5.62381) | (0.002535) |
| 100, 60 | 0.025581 | 0.058846 | 0.998733 | 0.025765 | 0.059276 | 0.99874 |
|     | (7.31282) | (5.65251) | (0.002535) | (7.30984) | (5.63837) | (0.002522) |

### Table 15: Bayes estimator and posterior risk of stress and strength parameter under KLF.

| n  | R  | UP    | JP    |
|----|----|-------|-------|
| 20, 40 | 0.026364 | 0.0604 | 0.998771 | 0.026364 | 0.0604 | 0.998771 |
|     | (7.22076) | (5.48446) | (0.002452) | (7.21315) | (5.47148) | (0.002452) |
| 60, 80 | 0.025934 | 0.059954 | 0.998748 | 0.025843 | 0.059822 | 0.998743 |
|     | (7.23392) | (5.53147) | (0.002405) | (7.23390) | (5.53319) | (0.002406) |
| 80, 100 | 0.025987 | 0.059934 | 0.998748 | 0.025933 | 0.059868 | 0.998745 |
|     | (7.28404) | (5.60153) | (0.002366) | (7.28403) | (5.60174) | (0.002312) |
| 80, 60 | 0.025584 | 0.059262 | 0.998729 | 0.025684 | 0.059548 | 0.998733 |
|     | (7.30072) | (5.61983) | (0.002345) | (7.30076) | (5.61233) | (0.002353) |
| 100, 60 | 0.025591 | 0.059146 | 0.998728 | 0.025747 | 0.059549 | 0.998736 |
|     | (7.30237) | (5.63426) | (0.002246) | (7.30235) | (5.63259) | (0.002240) |
Table 16: Waiting time (in minutes) before customer service in Bank A.

|           | 0.8 | 2.9 | 4.3 | 5.0 | 6.7 | 8.2 | 9.7 | 11.9 | 14.1 | 19.9 |
|-----------|-----|-----|-----|-----|-----|-----|-----|------|------|------|
|           | 0.8 | 3.1 | 4.3 | 5.3 | 6.9 | 8.6 | 9.8 | 12.4 | 15.4 | 20.6 |
|           | 1.3 | 3.2 | 4.4 | 5.5 | 7.1 | 8.6 | 10.7 | 12.5 | 15.4 | 21.3 |
|           | 1.5 | 3.3 | 4.4 | 5.7 | 7.1 | 8.6 | 10.9 | 12.9 | 17.3 | 21.4 |
|           | 1.8 | 3.5 | 4.6 | 5.7 | 7.1 | 8.8 | 11.0 | 13.0 | 17.3 | 21.9 |
|           | 1.9 | 3.6 | 4.7 | 6.1 | 7.1 | 8.8 | 11.0 | 13.1 | 18.1 | 23.0 |
|           | 1.9 | 4.0 | 4.7 | 6.2 | 7.1 | 8.9 | 11.1 | 13.3 | 18.2 | 27.0 |
|           | 2.1 | 4.1 | 4.8 | 6.2 | 7.6 | 8.9 | 11.2 | 13.6 | 18.4 | 31.6 |
|           | 2.6 | 4.2 | 4.9 | 6.2 | 7.7 | 9.5 | 11.2 | 13.7 | 18.9 | 33.1 |
|           | 2.7 | 4.2 | 4.9 | 6.3 | 8.0 | 9.6 | 11.5 | 13.9 | 19.0 | 38.5 |

Table 17: Waiting time (in minutes) before customer service in Bank B.

|           | 0.1 | 1.2 | 2.3 | 2.9 | 3.5 | 5.3 | 6.8 | 8.0 | 8.5 | 13.2 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
|           | 0.2 | 1.8 | 2.3 | 3.1 | 3.9 | 5.6 | 7.3 | 8.5 | 11.0 | 13.7 |
|           | 0.3 | 1.9 | 2.5 | 3.1 | 4.0 | 5.6 | 7.5 | 8.7 | 12.1 | 14.5 |
|           | 0.7 | 2.0 | 2.6 | 3.2 | 4.2 | 6.2 | 7.7 | 9.5 | 12.3 | 16.0 |
|           | 0.9 | 2.2 | 2.7 | 3.4 | 4.5 | 6.3 | 7.7 | 10.7 | 12.8 | 16.5 |
|           | 1.1 | 2.3 | 2.7 | 3.4 | 4.7 | 6.6 | 8.0 | 10.9 | 12.9 | 28.0 |

Table 18: K-S distances and associated P value and MLE.

| Data set | K-S test | P value | MLE  |
|----------|----------|---------|------|
| Bank A   | 0.065    | 0.721   | 0.187|
| Bank B   | 0.083    | 0.826   | 0.280|

easily observes that SELF has smaller posterior risk. Since there is defect in symmetric loss function, that is, SELF assign equal weight to over and under estimation, so we have to look for an alternative choice. In case of asymmetric loss functions, WSELF, SLLF, and PLF can be alternative choices.

5. Lorenz Curve (See Figure 2)

For a positive random variable $X$, the Lorenz curve is defined by the graph of the ratio

$$L(F(x)) = \frac{E(X \mid X \leq x) F(x)}{E(X)} ,$$

against $F(x)$ with the properties $L(p) \leq p$, $L(0) = 0$, and $L(1) = 1$ for $0 \leq p \leq 1$. If $X$ represents annual income, then, $L(p)$ is the proportion of total income that accrues to individuals having the 100 $p$% lowest incomes; see Gail and Gastwirth [20] for details of Lorenz curves. For the exponential distribution, it is well known that Lorenz curve is given by

$$L(p) = p \left[ p + (1 - p) \log(1 - p) \right] .$$

For the Lindley distribution, the Lorenz curve is

$$L(p) = 1 - \frac{\theta (\theta + 1) (1 - p)}{\theta + 2} \left(\frac{2}{\theta + 1 + 2t + \theta t + \theta t^2}\right) ,$$

where $p = F(t)$.

The comparison of Lorenz curve for exponential and Lindley distribution is given in Figures 2 and 3. Lindley distribution performance for Lorenz curve is better as compared to exponential distribution for different values of $\theta$. 

Figure 2: Lorenz curve graph.

Figure 3: Empirical CDF of bank data.
6. Stress and Strength Analysis for Lindley Distribution

Let $X$ and $Y$ be two random variables such that $X$ represents “strength” and $Y$ “stress”; then, reliability of the stress and strength model is presented as

$$R = P(Y < X) = \int_{-\infty}^{\infty} \int_{-\infty}^{x} f(x, y) dy \, dx$$

where $P(Y < X)$ is a relationship which represents the probability that the strength exceeds the stress and $f(x, y)$ is joint p.d.f. of $X$ and $Y$ for example, receptor in human eye operates only if it is simulated by a source where magnitude $X$ is greater than a random lower threshold $Y$ for the eye, so here $R$ is the probability that the receptor operates. In mechanical reliability of a system $R$ gives the probability of a system failure, if the system fails whenever the stress is less than the applied stress.

This quandary has a long narration starting with the revolutionary work of Birnbaum [21] and Birnbaum and McCarty [22]. The stress strength was first introduced by Church and Harris [23]. A comprehensive handling of the different stress strength models can be found in outstanding monograph by Kotz et al. [24]. Some most fresh work on the stress strength model can be found in Kundu and Gupta [25, 26], Raqab and Kundu [27], Kundu and Raqab [28], Krishnamoorthy et al. [29], Eryilmaz [30], and the references cited therein. Recently, Al-Mutairi et al. [31] considered the stress and strength analysis of Lindley distribution using SELF but we are generalizing their work by considering different types of loss functions.

Suppose that $X$ and $Y$ are two independent Lindley rv’s with respective parameters $\theta_1$ and $\theta_2$, then,

$$R = P(Y < X) = \int_{0}^{\infty} P(Y < X \mid Y = y) f(y) \, dy = \int_{0}^{\infty} \int_{0}^{\infty} f(x, y) \, dy \, dx$$

$$\theta_1 \left( (1+\theta_1) + (1+\theta_1)^2 + \theta_1^2 \right) \cdot \frac{(3+2\theta_1)}{(1+\theta_1)(1+\theta_2)(\theta_1+\theta_2)^{\frac{3}{2}}}.$$

Remark. If $\theta_1 = \theta_2 = \theta$, then $R = 0.5$.

Let $I(x) = E[R(u(\theta_1, \theta_2))]$

$$I(x) = \int_{0}^{\infty} u(\theta_1, \theta_2) \exp [l(\theta_1, \theta_2, x) + g(\theta_1, \theta_2)] \, d\theta_1 d\theta_2$$

where $u(\theta_1, \theta_2) = \exp \left[\log \frac{0.5}{1.5} \left( \frac{5}{2} \right) \right]$, $l(\theta_1, \theta_2, x) = \log$ of likelihood; $g(\theta_1, \theta_2) = \log$ of prior of $\theta_1$ and $\theta_2$ can be evaluated as

$$I(x) = u(\tilde{\theta}_1, \tilde{\theta}_2) + 0.5 \left( \frac{\tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_1 + \tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_2 + \tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_1 + \tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_2}{2\tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_1 + 2\tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_2 + 2\tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_1 + 2\tilde{\theta}_1 \tilde{\theta}_2 \tilde{\theta}_2} \right)$$

where $\tilde{\theta}_1, \tilde{\theta}_2 > 0$.

Table 19: BEs and respective PRs of stress and strength under different prior of real data where $R = 0.354264$.

| Loss function | prior | UP | JP | LMP | GP |
|---------------|-------|----|----|-----|----|
| SELF          |       | 0.354572 (0.001590) | 0.35578 (0.001588) | 0.354518 (0.001589) | 0.355719 (0.001588) |
| WSELF         |       | 0.350132 (0.004439) | 0.353171 (0.004436) | 0.35008 (0.004438) | 0.351257 (0.004432) |
| MSELF         |       | 0.345899 (0.958108) | 0.347017 (0.957694) | 0.34585 (0.957126) | 0.346961 (0.957115) |
| PLF           |       | 0.356806 (0.004470) | 0.358004 (0.004448) | 0.356754 (0.004470) | 0.357944 (0.004449) |
| SLF           |       | 0.352333 (0.012639) | 0.353537 (0.012664) | 0.35228 (0.012637) | 0.353476 (0.012663) |
| ELF           |       | 0.350322 (0.012652) | 0.351317 (0.028584) | 0.35008 (0.020929) | 0.352125 (0.020868) |
| KLFP          |       | 0.352345 (0.025358) | 0.353541 (0.025308) | 0.35292 (0.025354) | 0.353481 (0.025307) |

Table 20: BEs and respective PRs of mean residual life function under different prior of real data of Bank A.

| Loss function | prior | UP | JP | LMP | GP |
|---------------|-------|----|----|-----|----|
| SELF          |       | 8.40917 (0.477926) | 8.45888 (0.475225) | 8.40618 (0.477931) | 8.45692 (0.475245) |
| WSELF         |       | 8.35267 (0.056499) | 8.40204 (0.056847) | 8.34973 (0.056549) | 8.40007 (0.056485) |
| MSELF         |       | 8.29763 (574.087) | 8.34567 (584.203) | 8.29478 (573.489) | 8.34375 (583.797) |
| PLF           |       | 8.43754 (0.056738) | 8.48693 (0.056088) | 8.43456 (0.056735) | 8.48498 (0.056124) |
| SLF           |       | 8.38079 (0.006753) | 8.43049 (0.006754) | 8.37781 (0.006750) | 8.42852 (0.006754) |
| ELF           |       | 8.35267 (4.24852) | 8.40204 (4.26033) | 8.34973 (4.24782) | 8.40007 (4.23986) |
| KLF           |       | 8.38088 (0.013528) | 8.43041 (0.013531) | 8.37791 (0.013523) | 8.42845 (0.013524) |
where \( \hat{\theta}_j = \text{MLE of } \theta_j = \frac{(-j - 1) + \sqrt{(j - 1)^2 + 8j}}{2j} \) for \( j = x, y; x > 0 \).

The Bayes estimates of stress and strength under SIM, MSEFL, and ELF are underestimated. By comparing symmetric and asymmetric loss functions, it is noted that posterior risk of SIM is smaller than asymmetric loss functions. In case of asymmetric loss functions, WSELF and PLF have smaller posterior risk than other available loss functions.

Evaluating the performance of informative and noninformative priors, one can easily observe that informative priors have smaller posterior risk due to the availability of compact information. LM and gamma priors both have approximately the same behaviour depending upon the choice of hyperparameters value. More compact information will lead to correct hyperparameters which will lead to definitely better results and smaller posterior risk than noninformative priors. Although there are some depicts where informative priors have posterior risks greater than noninformative priors which is just due to random generation. Increasing sample size in case of SLLF has an inverse effect.

### 7. Real Life Application

Ghitany et al. [2] provide waiting times (in minutes) before service of 100 bank customers data set for Lindley distribution. They fitted both Lindley and exponential distributions (both have the same number of parameters) by method of maximized likelihood method and found Lindley distribution provides better fit. The data is given in Tables 16 and 17.

We fit on both data sets Kolmogorov-Smirnov and K-Stest along with PLF for 100 bank customers data set for Lindley distribution. We consider the Bayesian analysis of the Lindley model via informative and informative priors under different loss functions. Based on posterior distribution, different properties, we conclude that informative priors (LMP, GP) performance approximately equal and have smaller posterior risks as compared to the noninformative priors; also Jeffreys prior results are more precise than uniform prior. In other words, we can summarize result as

\[
\text{GP (PR) } \leq \text{LMP (PR) } < \text{JP (PR) } < \text{UP (PR)}.
\]

The choice of loss function as concerned, one can easily observe based on evidence (different properties as discussed above) that PLF, SLLF, and WSELF are suitable than other asymmetrical loss functions. One thing is common as we increase sample size posterior risk comes down. In future, this work can be extended using censored data.
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