A Bayesian Nonparametric Topic Model for Microbiome Data Using Subject Attributes
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Abstract: Microbiome data have been obtained relatively easily in recent years, and currently, various methods for analyzing microbiome data are being proposed. Latent Dirichlet allocation (LDA) models, which are frequently used to extract latent topics from words in documents, have also been proposed to extract information on microbial communities for microbiome data. To extract microbiome topics associated with a subject’s attributes, LDA models that utilize supervisory information, including LDA with Dirichlet multinomial regression (DMR topic model) or supervised topic model (SLDA), can be applied. Further, a Bayesian nonparametric model is often used to automatically decide the number of latent classes for a latent variable model. An LDA can also be extended to a Bayesian nonparametric model using the hierarchical Dirichlet process. Although a Bayesian nonparametric DMR topic model has been previously proposed, it uses normalized gamma process for generating topic distribution, and it is unknown whether the number of topics can be automatically decided from data. It is expected that the total number of topics (with relatively large proportions) can be restricted to a smaller value using the stick-breaking process for generating topic distribution. Therefore, we propose a Bayesian nonparametric DMR topic model using a stick-breaking process and have compared it to existing models using two sets of real microbiome data. The results showed that the proposed model could extract topics that were more associated with attributes of a subject than existing methods, and it could automatically decide the number of topics from the data.
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1. Introduction

Microbiome compositional data generated by a next-generation sequencer have been obtained relatively easily in recent years. Among microbiome datasets, data using the 16S rRNA gene are often used to associate each microbiome species with a clinical outcome[1]. In these studies, DNA from microbiome samples is extracted from each subject. Subsequently, using a next-generation sequencer, a gene with taxonomic identity 16S rRNA is amplified and sequenced. The sequencing reads are clustered into operational taxonomic units (OTUs) based on sequence similarity. Further, each OTU can be classified into a taxonomic lineage using a reference database. Statistically, OTU abundance data are multivariate count data, indicating the number of OTUs detected for each bacterial species in each subject. Various methods for analyzing microbiome data have been proposed, among which, the latent Dirichlet allocation (LDA) model[2], which is frequently used to extract latent topics from words in documents, has been proposed. Microbiomes are known to co-occur, and multivariate analysis methods are often applied to discover microbial clusters or communities. As a multivariate latent variable model, LDA might be used to discover microbial communities. Using an LDA in microbiome data analysis, a document in text data analysis corresponds to a subject, a term corresponds to a bacterial species, a topic corresponds to a community, and each word corresponds to a sequencing read[3]. The details of correspondence between microbiome data and text data have been previously explained[3]. Further, the microbial environment of a subject differs depending on attributes such as age, time when data were measured, or sex[4], [5], [6]. Using LDAs that use extraneous variables (e.g., supervised topic model (SLDA)[7] or a topic model conditioned on arbitrary features using Dirichlet multinomial regression (DMR topic model)[8]), the attributes of subjects can be accounted for when extracting topics. Compared with SLDA, the DMR topic model has the advantage that it does not require specifying distributional assumptions for the extraneous variables.

When using an LDA for natural language processing or microbiome data, the number of topics of the LDA model must be pre-specified. If the pre-specified number of topics is changed, then the number of topics to be interpreted also changes. As a solution to the problem, Bayesian nonparametric models have been proposed, a series of methods that can mitigate the parametric assumption of a Bayesian model[9]. As one of the Bayesian nonparametric methods, the hierarchical Dirichlet process (HDP) has been proposed[10], which converts an LDA to a Bayesian nonparametric model. Further, a Bayesian nonparametric DMR topic model (Hierarchical Dirichlet scaling process: HDSP) has been previously proposed[11]. However, the method has not been applied to microbiome data, and it is unknown whether the associa-
2. Method

In this section, we explain the ordinary LDA, HDSP, and the proposed Bayesian nonparametric DMR topic model.

2.1 Latent Dirichlet Allocation Model (LDA)

In this subsection, we explain the ordinary LDA [2], which is the method mainly used for microbiome data [3], [12], [13]. Figure 1 shows a graphical illustration of the model. \(z_{dn}\) represent the \(n^{th}\) (\(n = 1, \ldots, N_d\)) sequencing read of subject \(d (d = 1, \ldots, D)\), \(w_{dn}\) represent a bacterial species for the \(n^{th}\) (\(n = 1, \ldots, N_d\)) sequencing read of a subject \(d\), \(\pi_d\) represent topic distribution of each subject \(d\), \(\phi_k\) represent the species distribution of a topic \(k (k = 1, \ldots, K)\), and \(\eta\) represents the hyper parameter of \(\phi_k\). In LDA, word distribution in text data analysis represents species distribution in microbiome data analysis.

Let \(D\) as the number of subjects, \(K\) as the number of topics, and \(N_d\) as the sum of sequencing reads for a subject \(d\), then the frames in Fig. 1 indicate that the numbers of parameters or variables in the same frame are identical. The number of each parameter or variable in a frame is the value of the foot of the frame. That is, \(z_{dn}\) and \(w_{dn}\) exist for every sequence read of each subject. \(\pi_d\) exist for each subject, and \(\phi_k\) exist for each topic. Additionally, \(z_{dn}\) fall in the range \(1, \ldots, K\), and \(w_{dn}\) fall in the range \(1, \ldots, W\). Furthermore, \(\pi_d\) are vectors with lengths of \(K\times1\), and \(\phi_k\) and \(\eta\) are vectors with lengths of \(W\times1\).

From the result of \(\pi_d\), we can grasp the proportions of topics each subject \(d\) has, and from species distribution \(\phi_k\), the contents of each topic \(k\) can be grasped.

The following is the data generation process for the LDA model:

1. For each topic \(k\),
   a. Draw \(\phi_k \sim \text{Dirichlet}(\eta)\)
2. For each subject \(d\),
   a. Draw \(\pi_d \sim \text{Dirichlet}(\alpha)\)
   b. For each \(n^{th}\) sequencing read of subject \(d\),
      i. Draw \(z_{dn} \sim \text{Multinomial}(1, \pi_d)\)
      ii. Draw \(w_{dn} \sim \text{Multinomial}(1, \phi_{z_{dn}})\)

2.2 Bayesian Nonparametric Topic Model

In this subsection, we explain HDSP and the proposed method that uses HDP, taking into account a subject’s attributes.

2.2.1 Hierarchical Dirichlet Process (HDP)

The building block of HDP is that the random base measure \(G_0\) for a Dirichlet process \(G_j \sim DP(\xi, G_0)\) itself is a draw from a Dirichlet process \(G_0 \sim DP(\gamma, H)\) [10].

\[ G_0 \mid \gamma, H \sim DP(\gamma, H), \]
\[ G_j \mid \xi, G_0 \sim DP(\xi, G_0) \]
for \(j \in J\)

\(G_j\) are group \((j)\) specific random measures, and \(H\) is the base measure of \(G_0\). \(J\) is the index set. \(\gamma\) is a hyperparameter of the first level of the Dirichlet process, and \(\xi\) is a hyperparameter for beta distribution of the second-level Dirichlet process.

Here is the stick-breaking representation for the random base measure \(G_0\). The random base measure \(G_0\) can be represented in the following equation.

\[ G_0 = \sum_{k=1}^{\infty} \beta_k \delta_{\theta_k^*}, \]
\[ \delta_{\theta_k^*} \mid H \sim H. \]

\(\theta_k^*\) represent independent random variables distributed according to \(G_0\), where \(\delta_{\theta_k^*}\) is an atom at \(\theta_k^*\). The random variables \(\beta_k\) are generated based on the stick-breaking process.

\[ v_k \mid \gamma \sim \text{Beta}(1, \gamma), \]
\[ \beta_k = v_k \prod_{l=1}^{k-1} (1 - v_l) \]
for \(k = 1, \ldots, \infty\)

The stick-breaking process postulates an infinite number of latent classes to a model, and by using this method, only the proportions of a few latent classes tend to become large.

A set of group \((j)\) specific random measures \(G_j\) is represented by the following equation.

\[ G_j = \sum_{k=1}^{\infty} \pi_{jk} \delta_{\theta_k^*} \]
A set of group \((j)\) specific random measures \(G_j\) can be constructed in multiple ways. The following equation applies if using the normalized gamma process [11].

\[
\pi'_{jk} \sim \text{Gamma}(\beta_k, 1), \\
\pi_{jk} = \frac{\sum_{i=1}^{m} \pi'_{jim}}{\pi'_{jk}},
\]

for \(k = 1, \ldots, \infty\)

Parameters of each group \(\pi_{jk}\) are also generated based on beta distributions for the stick-breaking process [10].

\[
\pi'_{jk} \sim \text{Beta}(\xi \beta_k, 1 - \sum_{i=1}^{k-1} \beta_i), \\
\pi_{jk} = \pi'_{jk} \prod_{i=1}^{k-1} (1 - \pi'_{jk})
\]

for \(k = 1, \ldots, \infty\)

\(\pi_j\) and \(\pi'_j\) are group specific vectors.

### 2.2.2 Hierarchical Dirichlet Scaling Process (HDSP)

In this section, we explain HDSP [11]. Figure 2 is the graphical model of HDSP. \(x_d\) represent covariate vectors of a subject \(d\), and \(A_j\) represent regression coefficients. \(\beta_k\) represent the hyperparameter of \(\pi_{jk}\). \(\gamma\) is the hyperparameter of \(\beta_k\), and \(\xi\) is the hyperparameter of \(\pi_{jk}\). \(x_d\) exist for each subject, and \(\beta_k\) and \(A_j\) exist for each topic. If the number of covariates is \(P\), \(x_d\) and \(A_j\) are vectors of \(P \times 1\). Although we postulate an infinite number for the number of topics \(K\), we set a large finite number in this process because we cannot set an infinite number actually.

HDSP uses the normalized gamma process for the second level of the Dirichlet process. By using a method of dependent Dirichlet process, HDSP generates topic distribution based on the normalized gamma process using information derived from the covariates. The following is the data generation process for the model shown in Fig. 2:

1. For each topic \(k\),
   a) Draw \(A_k \sim \text{Normal}(0, \sigma^2 I)\)
   b) Draw \(v_k \sim \text{Beta}(1, \gamma)\)
   c) Let \(\beta_k = v_k \prod_{i=1}^{m} (1 - v_k)\)
   d) Draw \(\phi_k \sim \text{Dirichlet}(\eta)\)

2. For each subject \(d\),
   a) Let \(\alpha_d = \exp(\langle A, x_d \rangle)\)
   b) Draw \(\pi'_{jk} \sim \text{Gamma}(\xi \beta_k, \alpha_d)\)
   c) Let \(\pi_{jk} = \frac{\sum_{i=1}^{m} \pi'_{jim}}{\pi'_{jk}}\)
   d) For each \(n^d\) sequencing read of \(d^\text{th}\) subject,
      i) Draw \(z_{dn} \sim \text{Multinomial}(1, \pi_{jd})\)
      ii) Draw \(w_{dn} \sim \text{Multinomial}(1, \phi_{zd})\)

### 2.2.3 The Proposed Method

To establish a Bayesian nonparametric DMR topic model that can automatically decide the number of topics from data, we proposed a model using the stick-breaking process. The proposed method uses the stick-breaking process for generating topic distribution instead of the normalized Gaussian process. A graphical illustration of the proposed model can be represented in the same way as HDSP in Fig. 2.

The following is the data generation process for the proposed method:

1. For each topic \(k\),
   a) Draw \(A_k \sim \text{Normal}(0, \sigma^2 I)\)
   b) Draw \(v_k \sim \text{Beta}(1, \gamma)\)
   c) Let \(\beta_k = v_k \prod_{i=1}^{m} (1 - v_k)\)
   d) Draw \(\phi_k \sim \text{Dirichlet}(\eta)\)

2. For each subject \(d\),
   a) Let \(\alpha_d = \exp(\langle A, x_d \rangle)\)
   b) Draw \(\pi'_{jk} \sim \text{Beta}(\xi \beta_k, \alpha_d)\)
   c) Let \(\pi_{jk} = \frac{\sum_{i=1}^{m} \pi'_{jim}}{\pi'_{jk}}\)
   d) For each \(n^d\) sequencing read of \(d^\text{th}\) subject,
      i) Draw \(z_{dn} \sim \text{Multinomial}(1, \pi_{jd})\)
      ii) Draw \(w_{dn} \sim \text{Multinomial}(1, \phi_{zd})\)

\(\xi\) represents a sigmoid function. In the proposed method, we combined \(\pi'_{jk}\) with the sigmoid function of the covariates in the stick-breaking process. Because \(\pi'_{jk}\) are in the range of 0 to 1, sigmoid function was used for scaling the function of the covariates in the range of 0 to 1. This method of incorporating the attributes into the stick-breaking process is called the kernel stick-breaking process [14], [15]. By this method, proportions of topics are directly related to the values of a subject’s attributes. Further, by using the stick-breaking process for generating topic distribution, a large amount of topic proportion can be concentrated on a few topics based on the value of the hyperparameter \(\xi\). If \(\xi\) is large, the proportion of each topic would be relatively even. Conversely, if \(\xi\) is small, the topic proportion of each subject would be concentrated on a few topics. \(\xi\) is estimated from the data. As
taking into account subject attributes for estimating the parameters of a topic model, it is thought that topics obtained by the LDA would be more associated with the attributes. Therefore, we evaluated the predictive ability of the topics for a subject’s attributes. Specifically, we calculated AUC for the attributes using a ridge regression model, whose explanatory variables were the topic proportion. After estimating species distribution in the training data using the LDA models, we estimated topic distribution and calculated the AUC for the attributes in the test data.

Further, to evaluate the ability to automatically decide the number of topics from data, we aggregated the number of topics with the largest or second largest topic proportions for any subject. We also calculated the mean topic proportion of the topics. If a method could automatically decide the number of topics from the data, the number and proportion of the high ranking topics would not change significantly, regardless of the pre-specified number of topics. To evaluate these measures, we varied the pre-specified number of topics from 10 to 50.

We used two sets of microbiome data to perform the evaluation. One data set was retrieved from a study that investigated differences between vaginal microbiomes of pregnant and non-pregnant women [21]. The data set was obtained from R package:NBZIMM [22], and this data set is referred to as pregnant data. As the attributes, the Nugent score and a dummy variable of whether a subject was pregnant were used. The Nugent score is used in diagnosis of bacterial vaginosis, with a score of 4 or higher indicative of bacterial vaginosis. Subsequently, we divided the score into binary based on whether the score was 4 or higher.

The other data set was derived from a study that investigated differences in microbiome environment between smokers and nonsmokers [23]. The data were obtained from R package:Gunifrac [24] and are referred to as smoking data. As subject attributes, sex and smoking status were used. The data sets contained many microbiome species variables with limited information. Therefore, we used species variables whose sum of counts for all subjects was larger than 100. Because the AUC could change during every training of the model, we repeated training of each model with each pre-specified number of topics five times and calculated the mean of the AUCs. Table 1 shows the attributes of the data.

The AUC results are shown in Table 2. Although the superiority of the AUCs of the proposed method and other methods differed by case, that of the proposed method was higher than those of the others in many cases, regardless of the data. In a few cases

### Table 1 Attributes of the data.

| Data               | Attributes     | Method  | Pre-specified number of topics |
|--------------------|----------------|---------|-------------------------------|
| Pregnant data      | Pregnancy      | LDA     | 10  20  30  40  50            |
|                    |                | HDSP    |                               |
|                    | Bacterial vaginosis status | LDA     |                               |
|                    |                | HDSP    |                               |
| Smoking data       | Smoking status | LDA     |                               |
|                    |                | HDSP    |                               |
| Sex                | LDA            |         |                               |
|                    | HDSP           |         |                               |
|                    | Proposed model |         |                               |
|                    | Proposed model |         |                               |

| Data               | Attributes     | Method  | Pre-specified number of topics |
|--------------------|----------------|---------|-------------------------------|
| Pregnant data      | Pregnancy      | LDA     | 10  20  30  40  50            |
|                    |                | HDSP    |                               |
|                    | Bacterial vaginosis status | LDA     |                               |
|                    |                | HDSP    |                               |
| Smoking data       | Smoking status | LDA     |                               |
|                    |                | HDSP    |                               |
| Sex                | LDA            |         |                               |
|                    | HDSP           |         |                               |
|                    | Proposed model |         |                               |
|                    | Proposed model |         |                               |

a result, it is expected that the number of topics whose proportions are relatively large can be restricted to a smaller value than that for existing methods.

### 2.3 Numerical Implementation

There are several numerical computing methods for LDAs, and the EM algorithm and Gibbs sampling are frequently used. We used collapsed Gibbs sampling for estimating parameters of the ordinary LDA. The hyperparameters were estimated based on the empirical Bayesian method. For the proposed model and HDSP, Stan was used for estimating parameters [16]. Stan optimizes each parameter using the Hamiltonian Monte Carlo method for maximizing likelihood. We used R3.5.1 [17] for the analysis. The code for estimation of parameters for the ordinary LDA was written by Rcpp [18], and those of the proposed method and HDSP were written by rstan [16]. Ridge regression was conducted using R package glmnet [19], and AUC (Area under the receiver operating characteristics curve) was calculated by pROC [20]. Stan and Rcpp code for the ordinary LDA, HDSP and the proposed method are available under MIT license at https://github.com/tokui174/BNPDMRtopicmodel.

### 3. Performance Evaluation

We evaluated the proposed method using real microbiome data. Taking into account subject attributes for estimating the parameters of a topic model, it is thought that topics obtained by the LDA would be more associated with the attributes. Therefore, we evaluated the predictive ability of the topics for a subject’s attributes. Specifically, we calculated AUC for the attributes using a ridge regression model, whose explanatory variables were the topic proportion. After estimating species distribution in the training data using the LDA models, we estimated topic distribution and calculated the AUC for the attributes in the test data.

Further, to evaluate the ability to automatically decide the number of topics from data, we aggregated the number of topics with the largest or second largest topic proportions for any subject. We also calculated the mean topic proportion of the topics. If a method could automatically decide the number of topics from the data, the number and proportion of the high ranking topics would not change significantly, regardless of the pre-specified number of topics. To evaluate these measures, we varied the pre-specified number of topics from 10 to 50.

We used two sets of microbiome data to perform the evaluation. One data set was retrieved from a study that investigated differences between vaginal microbiomes of pregnant and non-pregnant women [21]. The data set was obtained from R package:NBZIMM [22], and this data set is referred to as pregnant data. As the attributes, the Nugent score and a dummy variable of whether a subject was pregnant were used. The Nugent score is used in diagnosis of bacterial vaginosis, with a score of 4 or higher indicative of bacterial vaginosis. Subsequently, we divided the score into binary based on whether the score was 4 or higher. The other data set was derived from a study that investigated differences in microbiome environment between smokers and nonsmokers [23]. The data were obtained from R package:Gunifrac [24] and are referred to as smoking data. As subject attributes, sex and smoking status were used. The data sets contained many microbiome species variables with limited information. Therefore, we used species variables whose sum of counts for all subjects was larger than 100. Because the AUC could change during every training of the model, we repeated training of each model with each pre-specified number of topics five times and calculated the mean of the AUCs. Table 1 shows the attributes of the data.

The AUC results are shown in Table 2. Although the superiority of the AUCs of the proposed method and other methods differed by case, that of the proposed method was higher than those of the others in many cases, regardless of the data. In a few cases
where LDA outperformed the proposed method, the pre-specified numbers of topics were 10 or 20. However, if we increased the pre-specified number of topics, the AUCs of the proposed method were higher than those of LDA. Further, when HDSP was compared with LDA, there was a tendency for the AUCs of LDA to be higher when the pre-specified number of topics was low, but lower when the pre-specified number of topics was high.

Table 3 shows the number of topics with significant proportions for any subject and the mean of the proportions. The values between parentheses represent the mean of the proportions. In many cases, the means of the proportions were large, and it is evident that the significant topics accounted for a large percentage of topics in a subject. Additionally, the numbers were relatively stable for the proposed model, and the numbers were relatively smaller than LDA and HDSP. For LDA and HDSP, the numbers tended to increase according to the increase in the pre-specified number of topics.

| Data          | Topics                           | Method       | 10  | 20  | 30  | 40  | 50  |
|---------------|----------------------------------|--------------|-----|-----|-----|-----|-----|
| Pregnant data | The largest topics               | LDA          | 10(0.56) | 20(0.47) | 25(0.43) | 35(0.44) | 42(0.48) |
|               |                                  | HDSP         | 10(0.77) | 16(0.72) | 15(0.72) | 16(0.72) | 18(0.71) |
|               |                                  | Proposed model | 3(0.82) | 5(0.63) | 3(0.66) | 4(0.66) | 4(0.70) |
| Smoking data  | The largest or second largest topics | LDA          | 10(0.77) | 20(0.69) | 30(0.62) | 39(0.64) | 50(0.67) |
|               |                                  | HDSP         | 10(0.91) | 19(0.87) | 24(0.85) | 29(0.86) | 32(0.85) |
|               |                                  | Proposed model | 8(0.97) | 6(0.89) | 6(0.90) | 6(0.91) | 9(0.89) |
|                | Smoking data                     | LDA          | 8(0.86) | 16(0.80) | 24(0.79) | 22(0.74) | 20(0.76) |
|               |                                  | HDSP         | 9(0.29) | 16(0.23) | 15(0.23) | 17(0.23) | 19(0.21) |
| Smoking data  | The largest or second largest topics | Proposed model | 6(0.82) | 7(0.77) | 9(0.76) | 7(0.79) | 7(0.43) |
|               |                                  | LDA          | 10(0.97) | 19(0.94) | 29(0.93) | 32(0.93) | 40(0.91) |
| Smoking data  | The largest or second largest topics | HDSP         | 10(0.49) | 19(0.38) | 22(0.37) | 28(0.37) | 26(0.35) |
| Smoking data  | The largest or second largest topics | Proposed model | 10(0.95) | 12(0.92) | 14(0.91) | 14(0.93) | 9(0.63) |

4. Discussion

Regarding the result of AUCs, in many cases, the proposed method was superior to LDA and HDSP. One reason is thought to be that by generating topic distribution based on attributes, the topics became more associated with the attributes than those of LDA. Further, it is thought that, by employing the dependent Dirichlet process using the stick-breaking process, more topics were generated in which the proportions depended on the values of the attributes than those of HDSP.

Regarding the number of topics, as Table 3 shows, greater numbers of topics were assigned large topic proportions with an increase in the pre-specified number of topics for LDA and HDSP. However, the reason for using topic models is that they could summarize multivariate data into smaller numbers of topics. As such, interpreting the results of these models may be difficult due to interpreting an increased number of topics if the pre-specified number of topics is increased. Further, the reason for using Bayesian nonparametric model is that we could automatically decide the number of topics from data. The results showed that HDSP did not automatically decide the number of topics, and it is difficult to decide an appropriate number of topics based on the data. As Table 3 shows, the number of topics with the largest proportion for any subject did not change significantly by the pre-specified number of topics for the proposed model, suggesting that only proportions of topics that were minimally essential for data became large in the proposed model.

The proposed method can also be used for classifying each subject into an enterotype, as well as extracting microbiome communities. Enterotypes are often used for classifying subjects to a few types based on the composition of bacterial species [25]. Enterotypes are often determined by cluster analysis methods, such as the mixture model. In this case, we have to pre-specified the number of types [26]. It is difficult to decide an appropriate number of types from data, and a method to automatically decide the number of types has not been proposed. As Table 3 shows, the number of topics that showed the largest proportions for any subject was unchanged by the pre-specified number of topics for the proposed model. Based on these topics, we could classify subjects into enterotypes by taking into account the attributes.

The limitation of this study is that we evaluated the methods with only two sets of microbiome data. In the future, it is important to evaluate the methods using more varied data. Finally, it is thought that the proposed method can be applied to other data, such as text data or other metagenomics data. Therefore, it might be meaningful to evaluate the model using other kinds of data.

5. Conclusion

We proposed a Bayesian nonparametric topic model for microbiome data and evaluated the method using actual microbiome data. We could extract microbial topics that were more associated with subject attributes and also automatically decide the number of topics from the data.
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