Abstract—Fine-grained geometry, captured by aggregation of point features in local regions, is crucial for object recognition and scene understanding in point clouds. Nevertheless, existing preeminent point cloud backbones usually incorporate max/average pooling for local feature aggregation, which largely ignores points’ positional distribution, leading to inadequate assembling of fine-grained structures. To mitigate this bottleneck, we present an efficient alternative to max pooling, Position Adaptive Pooling (PAPooling), that explicitly models spatial relations among local points using a novel graph representation, and aggregates features in a position adaptive manner, enabling position-sensitive representation of aggregated features. Specifically, PAPooling consists of two key steps, Graph Construction and Feature Aggregation, respectively in charge of constructing a graph with edges linking the center point with every neighboring point in a local region to map their relative positional information to channel-wise attentive weights, and adaptively aggregating local point features based on the generated weights through Graph Convolution Network (GCN). PAPooling is simple yet effective, and flexible enough to be ready to use for different popular backbones like PointNet++ and DGCNN, as a plug-and-play operator. Extensive experiments on various tasks ranging from 3D shape classification, part segmentation to scene segmentation well demonstrate that PAPooling can significantly improve predictive accuracy, while with minimal extra computational overhead. Code will be released.

Index Terms—Point Cloud, point-based network, feature aggregation operation, geometric structures, graph convolution network, plug-and-play operator

I. INTRODUCTION

With the advance of 3D acquisition technology, sensors like 3D scanner and LiDAR have become increasingly common and accessible. 3D point clouds obtained by these sensors provide rich geometric, shape and scale information, and play a crucial role in the field of robots [1], [2], autonomous driving [3], virtual and augmented reality [4], [5] increasingly. However, in view of its inherent sparsity, irregularity and disorder characteristics, how to extract fine-grained geometry underlying point clouds that is crucial to accurate object recognition and precise scene understanding still remains a key but challenging problem.
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Recently, deep learning approaches have made remarkable progress in processing point cloud data [6]–[11], among which PointNet [6], a pioneering work of point-based model, directly works on irregular and disordered points without projection or voxelization and thus achieves ideal accuracy-speed trade-off. Since then, many advanced point-based models have emerged, e.g., PointNet++ [7] and DGCNN [11], which become the mainstream frameworks in handling point clouds.

Significantly, feature aggregation operation, which integrates embedded features of points in a local region into an abstracted local feature descriptor, serves as a key operation in learning local geometry for point-based models. While conventional aggregation operations like max or average pooling ignore positional distribution of points, leading to inadequate awareness of fine-grained geometry. As depicted in Fig.1(a), the aggregated local feature from max pooling (the right circle) is completely occupied by the single point feature with the strongest response (the left darkest circle), while the relative positional information among points is simply lacking.

To mitigate this issue, inspired by the fact that a graph is superior in modeling relationships amongst nodes, we consider the feasibility of transferring points in a local region into the form of graph, with edges encoding the spatial relations amongst points. As such, local geometric relationship can be well retained to facilitate feature aggregation in a position-sensitive manner. Following the above motivation, we originally present innovative Position Adaptive Aggregation,
PAPooling, a unique plug-and-play pooling operation based on graph representation.

We decompose the process of PAPooling into two steps: i) *Graph Construction* that transforms points in a local region into a graph by linking the center and its neighboring points and by taking their relative positional information as edge features, which are further embedded into channel-wise attentive weights through Graph Convolution Network (GCN) \[12\]; 2) *Feature Aggregation* that computes local feature descriptor as a weighted sum of the point features at all nodes using the generated per-channel weights. Hence, PAPooling mitigates the problem that conventional feature aggregation easily loses fine-grained geometric structures in an ingenious way. As demonstrated in Fig.1 (b), point features from different positions (the left circles) contribute to the aggregated feature (the right circle) with different degrees depending to their relative positions to the center. By incorporating PAPooling into existing preeminent point-based models, fine-grained local geometry can be well preserved to learn densely contextual representation for point cloud processing.

We verify the effectiveness of PAPooling based on various popular point-based models on three challenging tasks, i.e., 3D shape classification (ModelNet40 \[13\]), part segmentation (ShapeNet \[14\]), and semantic segmentation (S3DIS \[15\]). To investigate the effect of pooling operation, we simply replace max pooling in backbones like PointNet++ \[4\] and DGCNN \[11\] with PAPooling, without changing other network configurations. Experimental results show that our method improves the performance of PointNet++ by 2.0% on ModelNet40, and improves the baseline of DGCNN by 1.5% on ShapeNet and 4.2% on S3DIS, while introducing minimal computational cost.

To sum up, the contributions of this work are as follows:

- We propose a Point-to-Graph mechanism to preserve fine-grained local geometry by taking advantage of the best relation modeling characteristics of graph representation, paving a new way to aggregating point features in a position adaptive fashion.
- We present a plug-and-play feature aggregation operation, PAPooling, which is simple yet effective, and flexible enough to be incorporated into popular point-based models to lift their representational learning capability for point cloud processing.
- PAPooling achieves competing performance on various challenging benchmark datasets.

II. RELATED WORK

A. View-based and voxel-based methods

To replicate the success of neural networks on 2D-CNN, view-based and voxel-based methods are proposed to process raw point cloud \[16\]. View-based methods convert 3D point cloud data into a set of 2D images from various angles, then use deep learning to deal with these projected multi-view pictures \[17\]–\[20\]. They often fine tune a pre-trained image-based architecture for accurate recognition. However, 3D objects are self-occluded, which will cause certain information loss. To retain the information of raw point cloud as much as possible, voxel-based methods quantize 3D space and map points into regular voxels, then making point cloud convoluted with three-dimensional meshes \[21\]–\[23\], e.g., Voxnet \[21\]. However, volumetric representation will introduce important geometric information loss due to quantization of different levels, and voxelization usually brings extra storage and calculation costs. Advanced adaptive methods such as k-d trees \[24\] and octrees \[22\], \[25\] reduce the memory and computational cost of 3D CNN, while still suffering from the trade-off between the quantization and the computational efficiency. Yet, both the two streams require to preprocess the input point cloud and may damage the geometric information.

B. Point-based methods

Due to its irregular format and permutation invariance problem, how to process unstructured representation is one of the greatest challenges to point cloud analysis. PointNet \[6\] is the pioneering point-based method working on irregular and disordered points, via point-wise 1 × 1 Multi-Layer Perceptrons (MLPs) \[26\] followed by a global max pooling layer to aggregate information.

Inspired by PointNet, follow-up works have explored the point-based methods to various directions. PointNet++ \[7\] proposes a hierarchical structure by applying PointNet to local areas, showing the properties of local areas improve deep learning on 3D point clouds indeed. A-Conv \[27\] presents a novel annular convolution operator which can well capture the local neighborhood geometry of each point by specifying the ring-shaped structures and directions in the computation. Gird-GCN \[28\] presents an innovative data structuring strategy Coverage-Aware Grid Query (CAGQ), improving spatial coverage while reducing the theoretical time complexity. PointConv \[29\] reweights the convolution kernel by the density of points, able to fully approximating the 3D continuous convolution on any set of 3D points. PointCNN \[30\] leverages spatially-local correlation in data represented densely in grids, learns an X-transformation from the input points and then applies element-wise product and sum operations of the typical convolution operator on the X-transformed features. By means of this generalization of typical CNNs, PointCNN learns features from point clouds well. DGCNN \[11\] is an excellent architecture that exploits local geometric structures by constructing a local neighborhood graph, inspiring a new stream for processing point cloud. PAPooling \[31\], a position adaptive convolution operator with dynamic kernel assembling for point cloud processing, extracts the spatial information of point cloud.

C. Feature aggregation in point cloud

Feature aggregation is an important component of architectures designed for point cloud, playing a key role for point cloud similar to convolution kernel for image pixels. How to develop effective feature aggregation operators is a key task of point representation analysis. Recently, much effort has been made for effective local feature aggregation. Point2Sequence \[32\] and A-SCN \[33\] introduce point attention mechanism \[34\] in the use of recurrent neural network.
(RNN [35]) based encoder-decoder structure, highlighting the importance of different area scales. DGCNN [11] proposes EdgeConv module to exploiting relations between key points and their feature-space neighbors, obtaining much more fine-grained features after aggregation layers. Recent literature, there exists some works attaching to designing novel feature aggregation operators to directly substitute max/average pooling. RandLA-Net [36] originally introduces attention mechanism [34] to pooling layer and proposes Attentive Pooling, generating informative feature vectors instead of using max pooling to hard integrate the neighbouring features. PosPool [39] simply combines the relative position and point feature by element-wise multiplication without learnable weights, performs well on benchmarks.

Attentive Pooling [38] is a suggestive try for aggregation operator, while using shared weights for weighted summation, unable to realize the full potential of attention mechanism [34]. PosPool [39] is a simple yet effective method, while lacks the sufficient leverage of position. By contrast, our work designs modules corresponding to shortcut above and performs better in learning contextual shape-aware representation in feature aggregation process.

III. Methods

In this section, we first revisit common feature aggregation operation in point clouds. Then we introduce our Position Adaptive Pooling (PAPooling) and illustrate how to apply PAPooling to existing popular backbones as a plug-and-play end-to-end learnable layer and a originally designed pipeline. Finally, we compare PAPooling with prior relevant works.

A. Review of conventional aggregation operation

In point clouds, dominant backbones such as PointNet++ [7] and DGCNN [11] involve three essential strides: first splitting a raw point cloud into some local regions by a sampling method such as farthest point sampling (FPS) algorithm and a method of selecting neighboring points such as K-nearest neighbours (KNN) query or ball query, in the purpose of characterizing the original point cloud space by these key points, then extracting the corresponding feature of each selected local region by multi-layer perceptrons (MLPs) [26], and finally aggregating all separate local region features into a global representation by means of simple max/average pooling.

Farthest point sampling (FPS) is widely used in many point cloud frameworks, as it can generate a relatively uniform sampled points. Therefore, their neighbors can cover all input point clouds as much as possible. Given \( N \) points in a point cloud \( \mathcal{P} = \{ p_i \mid i = 1, \ldots, N \} \in \mathbb{R}^{N \times 3} \), the output of Sampling and Grouping module is \( \mathcal{F} = \{ f_i \mid i = 1, \ldots, N_p \} \in \mathbb{R}^{N_p \times K \times 3} \), where \( N_p \) and \( K \) are artificial setting numbers respectively representing the number of key points in a point cloud and the number of neighboring points surrounding each key point, and \( 3 \) meaning the 3-dim coordinates. Following a multi-layer perceptrons (MLPs) [26] layer, point-to-point relations in the local region can be captured and the output feature map of \( \mathcal{F} \) can be denote as \( \mathcal{G} = \{ g_i \mid i = 1, \ldots, N_p \} \in \mathbb{R}^{N_p \times K \times C} \), where \( C \) is the number of output feature channels after MLPs. Eventually these individual local features can be well concatenated via a feature aggregation operator.

Max pooling is a well-established operation with a wide range of usage in various areas. More significantly, it is the most commonly-used aggregation operator for point sets due to its superiority in addressing the irregularity and disorderliness of point clouds. In a local region \( \mathcal{G} = \{ g_i \mid i = 1, \ldots, N_p \} \in \mathbb{R}^{N_p \times K \times C} \) of point cloud, there are many neighboring points \( \mathcal{P} = \{ p_j \mid j = 1, \ldots, K \} \in \mathbb{R}^{K \times C} \) surrounding \( i \)-th local region \( g_i \). \( N_p \) means the number of local regions in point clouds and \( K \) means the number of surrounding points in each local region. For \( i \)-th local region \( g_i \), the generalized max pooling can be formulated as:

\[
O(g_i) = \max_{j=1,2,\ldots,K} (p_j)
\]

where \( o_i = O(g_i) \in \mathbb{R}^{1 \times C} \) denotes \( i \)-th local region feature after max pooling and \( O = \{ o_i \mid i = 1, \ldots, N_p \} \in \mathbb{R}^{N_p \times C} \) denotes global region features aggregated by max pooling.

Just as shown in Fig.2(a), there are \( K \) unaggregated features in a feature channel of local region \( I_i \). Through a feature aggregation like max pooling, only the most prominent feature can be retained, just like the \( O_i \) shown in the figure.

Max pooling enlarges the receptive field while inevitably introducing information loss such as follows: i) Feature’s position information is completely lost after this step even though the convolution operation keeps them, because max pooling only retains the unique maximum value and ignores the position information; ii) When some strong features appear repeatedly, max pooling can only keep a maximum value, and will lose other sub-strong features.

B. Graph-based position-aware feature aggregation

Max pooling only recklessly retains the most distinctive features in a channel while ignoring the other relatively weak features in the channel and the intrinsic connections between them, impairing the contextual relation-aware representation learning. To address the shortcomings, we design Position Adaptive Pooling (PAPooling) alternative to max pooling, a brand new feature aggregation operator that leverages spatial distribution of point cloud via an innovative graph representation. As shown in Fig.2(b), PAPooling comprises two essential modules, Graph Construction and Feature Aggregation, separately in charge of constructing a spatial saliency graph and aggregating features according to the graph, allowing the entire network well aggregate features adaptively, thus achieving fine-grained structure assembling.
Fig. 2. Overview of architecture of PAPooling. (a) shows the traditional feature aggregation operation in point clouds. (b) illustrates the workflow of our PAPooling, including two important modules, Graph Construction and Feature Aggregation. The first module, Graph Construction, is designed to take position features ($dx$, $dy$, $dz$ and Euclidean Distance) to construct a spatial saliency graph of great fine-grained local geometric information, with channel-wise weights in its edges. The second module, Feature Aggregation module, is proposed to adjust features according to the channel-wise weights in the edges of graph and then converge the adjusted features in a method similar to Graph Convolution Network (GCN).

1) Graph Construction: Considering the points in each local region are connected weakly in the spatial domain and graph is an excellent structure for representing the interconnections between nodes, we transfer all the points in a local region and their connections into a form of graph, where points correspond to nodes and interactions to edges.

The overview of Graph Construction is shown in Fig. 2 b). The key step of constructing the graph is to generate opposite edges between nodes by modeling interactions between points. We consider the spatial distribution extremely important resource, with superior performance in characterizing relationship between points. Spatial information will be represented in the form of relative positions as follows:

$$ (x_i, x'_j) = \arg\max_{j=1,2,...,K} ((x_i - x'_j) \oplus | x_i - x'_j |) $$

(2)

where $x_i$ and $x'_j$ ($j = 1, 2, ..., K$) respectively represents coordinates of center point and its K neighboring points in $i-th$ local region, $\oplus$ denotes the concatenation operator and $| |$ means calculating the Euclidean distance.

To construct a spatial saliency graph with generalized high-dimensional spatial information, we leverage relative positions with powerful attention mechanism to automatically learn important local features. Particularly in $i-th$ region, we customize a two-layer perception network to encode the relative positions for the purpose of augmenting the neighbouring point features, which is defined as:

$$ e_i = \alpha(\phi_2(ReLU(\phi_1(x_i, x'_j)))). $$

(3)

$E = \{e_i | i = 1, ..., N\} \in \mathbb{R}^{N \times K \times C}$ is the weight matrix in spatial saliency graph consisting of channel-wise attentive coefficients acting on unaggregated features. $\phi_m (m = 1, 2)$ indicates the parameters of multi-layer perceptrons (MLPs) and $\alpha$ refers to Softmax normalization operator. Softmax ensures the values derived from Equation (3) lie in range $(0, 1)$ and guarantees that each feature will be modified with a probability, with higher scores implying stronger relations between the input features and the weight matrix. Numbers of encoders $\phi$ and different normalization functions effect the ability to learn local structures. (See discussions in Section IV - D). Specifically, local region of point cloud is a special graph that only has edges between the center node and its neighboring nodes, without connections between neighboring nodes inside.

2) Feature Aggregation: For the specificity of graph, accordingly we propose a graph-aggregation structure similar to Graph Convolution Networks (GCN) and adopt the high-order polynomial to model multi-scale interactions between nodes formulated as:

$$ X^{out} = \sigma(\sum_{m=1}^{M} w_m \tilde{E}_m X^{in}), $$

(4)

$X^{in} \in \mathbb{R}^{C \times K \times 1}$ and $X^{out} \in \mathbb{R}^{C \times 1 \times 1}$ are the input and output features in a local region, corresponding to $I_i$ and $O_i$ in Feature Aggregation module in Fig. 2 (b). $C$ is channels features, and $K$ denotes the number of nodes neighboring the
center point in each local region. \( m \) and \( M \) are the polynomial order and total number of orders, denoting numbers of center nodes with neighboring nodes. \( w_m \) is a trainable weight for the order \( m \), \( E_m \in \mathbb{R}^{C \times 1 \times K} \) is the normalized matrix of graph constructed by Graph Construction, denotes the learnable parameter matrix for \( m \)-th order, \( \sigma \) is the activation function. Specifically, \( M \) is 1 in the graph we constructed. Due to the particularity of point clouds that there exists a center point in a local region, constructed graph is very special that only has edges between the center node and its neighboring nodes, without connections between neighboring nodes inside.

Through constructing this saliency graph and further performing saliency polymerization, our method can be able to reassemble feature converging process in a data-driven manner. With this dynamic constructing graph strategy, model gains ability of better aggregating geometry information and enriching the representation power of point cloud.

C. Implementation into point-based models

Dynamic position adaptive feature aggregation is a plug-and-play layer. It is a simple yet efficient method and generic enough to be applied in various point based models by simply replacing conventional max pooling.

There are many different point cloud networks, yet most of them can be considered as different variants of the classical point based networks. To assess the effectiveness of PA Pooling and minimize the impact from complicated network architectures, we choose two classical network backbones PointNet++ [7] and DGCNN [11] as our baseline network architectures.

As mentioned before, PA Pooling is utilized to replace the max pooling of the feature aggregation operators in PointNet++ and DGCNN. In addition, we only made minor adjustments to the network structure. In PointNet++, we retain the MLPs [26] and FeaturePropagation layer, but replace the max pooling with our PA Pooling. In DGCNN, we retain the Edgeconv operator, but replace the max pooling and average pooling with our PA Pooling. In brief, we make little changes to the structure of backbone, only change the way of feature aggregation, replacing max pooling or average pooling with PA Pooling. Except for the only layer change in network architecture, the other training strategies are exactly the same as baselineworks. The comparison is apple to apple.

D. Comparison with Prior Works

1) Comparison with RandLA-Net [38]: RandLA-Net designs an Computing Attention Scores to learn a unique attention score and associate them with features to generate an informative feature vector. However, the operator uses simple weighted summation methods to exploit the weights, which is limited in realizing the potential of these attentive weights. Our PA Pooling, nevertheless, utilizes Graph Convolution Network (GCN) to combine weights from graph and obtain better performance in learn local local geometric information.

2) Comparison with PosPool [39]: PosPool proposes a deep residual architecture [40] for point cloud and strives to design a simple pooling way. It simply multiplies the relative position and features, lacking further leverage of geometric information. Whereas, PA Pooling extracts high-level geometric information and aggregates features in a novel graph representation, preserving fine-grained local geometry.

\[
\begin{array}{|c|c|c|}
\hline
\text{Method} & \text{Input} & \text{Acc(\%)} \\
\hline
\text{MVCNN} [16] & \text{multi-view} & 90.1 \\
\text{OctNet} [22] & \text{hybrid grid octree} & 86.5 \\
\text{Pointwise CNN} [41] & 1K points & 86.1 \\
\text{PointNet} [6] & 1K points & 89.2 \\
\text{PCNN} [42] & 1K points & 92.3 \\
\text{PointCNN} [30] & 1K points & 92.5 \\
\text{PointWeb} [43] & 1K points-normal & 92.3 \\
\text{PointConv} [19] & 1K points-normal & 92.5 \\
\text{RS-CNN} w/o vot. [57] & 1K points & 92.4 \\
\text{RS-CNN} w vot. [57] & 1K points & 93.6 \\
\text{KPCConv} [6] & 1K points & 92.9 \\
\text{DensePoint} [10] & 1K points & 93.2 \\
\text{Point2Node} [27] & 1K points & 93.0 \\
\text{FPCConv} [9] & 1K points & 92.5 \\
\text{PosPool} [39] & 5k points & 93.2 \\
\text{PAConv w/o vot.} [31] & 1K points & 93.6 \\
\text{PAConv w vot.} [31] & 1K points & 93.9 \\
\text{PointNet++ [7]} & 1K points & 90.7 \\
\text{Ours(*PointNet++ w/o vot.)} & 1K points & 92.7 (\text{2.0} \uparrow) \\
\text{DGCNN [11]} & 1K points & 92.9 \\
\text{Ours(*DGCNN) w/o vot.} & 1K points & 93.2 (\text{0.3} \uparrow) \\
\hline
\end{array}
\]

TABLE I

CLASSIFICATION ACCURACY ON ModelNet40. *PointNet++ and +DGCNN respectively denote using PointNet++ and DGCNN as the backbones. "VOT." INDICATES MULTI-SCALE INFERENCE. PA PooLing obviously improves the performance of baseline and DGCNN embedded with PA Pooling surpasses other methods.

IV. Experiments

To evaluate the behavior of PA Pooling, we conduct comprehensive experiments on tasks of object classification, shape part segmentation and indoor scene segmentation. First we describe our baseline network architectures and corresponding implementations for these tasks, and then extend into networks embedded with our proposed PA Pooling. Further, we conduct extensive ablation studies to verify the effectiveness of PA Pooling in detail.

A. Object Classification

Dataset First we evaluate our model on ModelNet40 [13] for object classification. It consists of 3D meshed models from 40 categories, with 9843 training models and 2468 testing models.

Implementation Details Here we choose PointNet++ [7] and DGCNN [11] as our baseline. In PointNet++, we set training batch size to 24 and epochs to 200. We use Adam optimizer, set learning rate to 0.001 and decay rate to 0.0001. In DGCNN, we set training batch size to 32 and epochs to 250. We train the model by SGD optimizer with momentum of 0.9, set learning rate to 0.1 and decay rate to 0.0001.

Result Table I shows the results for the classification task. PA Pooling significantly improves the classification accuracy with 2.0% on PointNet++ and 0.3% on DGCNN. Especially, the
DGCNN [11] as our baseline. In PointNet++, we set training batch size to 32 and epochs to 200. We train the model by SGD optimizer with momentum of 0.9, set learning rate to 0.1 and decay rate to 0.0001.

**Result** Table II lists the instance average and class average mean Inter-over-Union (mIoU). PAPooling lifts performance of PointNet++ on class mIoU (↑ 0.3%) and instance mIoU (↑ 0.2%). Notably, PAPooling lifts the performance of DGCNN on both class mIoU (↑ 2.3%) and instance mIoU (↑ 0.9%). Embedded with PAPooling, DGCNN performs 83.5% inCls. mIoU and 85.6% in Ins. mIoU, better than many well-known models, with much lower computational efficiency.

Fig. 3 visualizes ground truth and segmentation results of our method. As we can see from figure, our method has outstanding performance in shape part segmentation task.

**C. Indoor Scene Segmentation**

**Dataset** Large-scale indoor scene segmentation is a challenging task. To further assess our method, we employ our PAPooling in Stanford 3D Indoor Space (S3DIS) [15] dataset, which includes 271 rooms in 6 areas. 273 million points are scanned from 3 different buildings, and each point is annotated with one semantic label from 13 classes.

**Implementation Details** We choose PointNet++ [7] and DGCNN [11] as our baseline. In PointNet++, we set training batch size to 16 and epochs to 250. We use Adam optimizer, set learning rate to 0.001 and decay rate to 0.0001. In DGCNN, we set training batch size to 32 and epochs to 200. We train the model by SGD optimizer with momentum of 0.9, set learning rate to 0.1 and decay rate to 0.0001.

**Result** Table II lists the instance average and class average mean Inter-over-Union (mIoU). PAPooling lifts performance of PointNet++ on class mIoU (↑ 0.3%) and instance mIoU (↑ 0.2%). Notably, PAPooling lifts the performance of DGCNN on both class mIoU (↑ 2.3%) and instance mIoU (↑ 0.9%). Embedded with PAPooling, DGCNN performs 83.5% inCls. mIoU and 85.6% in Ins. mIoU, better than many well-known models, with much lower computational efficiency.

The visualization of indoor scene segmentation results are shown in Fig. 4. As we can see from the figure, embedded with our method, DGCNN performs well on S3DIS dataset. At the boundary of objects, our method is obviously superior to baseline, effectively verifies that our method can capture fine-grained geometric information.

**D. Ablation Studies**

To better comprehend PAPooling, we conduct ablation studies on Objection Classification on ModelNet40 dataset.

1) **Weights of different neighboring points:** To better understand the inner mechanism of Graph Construction and explore how much contribution each point makes in a local region, we decide to visualize the weights in edges of graph. For convenience, we omit the edges of graph, but leave only nodes. We draw these nodes with green of different brightness, the brightness of nodes is related to the weight, bright nodes have high value of weights and dark nodes have low value of weights. Here we visualize a local region with 64 neighboring points from 9 different channels to compare the accuracy achieved by DGCNN+PAPooling is 93.2%, which outperforms many backbones. Unlike other backbones that use voting to get higher performance, we didn’t take voting and still get good result. The results without voting better reflects the performance gained purely from model designs and show the effectiveness of our PAPooling.

**Speed** Notably, the memory footprint of PointNet++ is 3567MB and that of PointNet++ embedded with PAPooling is 5900MB, and the inference time for one picture in PointNet++ is 0.54s and that of PointNet++ embedded PAPooling is 0.57s, which demonstrates that PAPooling is efficient, with very minimal computational overhead.

**B. Shape Part Segmentation**

**Dataset** Our method is also evaluated on ShapeNet Part [14] for shape part segmentation. It contains 16881 shapes with 16 categories and is labeled in 50 parts where each shape has 2-5 parts. 2048 points are sampled from each shape and each point is annotated with a part label.

**Implementation Details** We choose PointNet++ [7] and DGCNN [11] as our baseline. In PointNet++, we set training...
Fig. 4. Visualization of semantic segmentation results on S3DIS Area-5. The first row shows original scene inputs, the second row shows the ground truth annotations, and the third and the last row respectively shows the scenes segmented by DGCNN and our method. Each column denotes a scene in S3DIS Area-5.

| Method            | mIoU(%) |
|-------------------|---------|
| PointNet [6]      | 41.1    |
| SegCloud [47]     | 48.9    |
| TangentConv [48]  | 52.6    |
| PointCNN [50]     | 57.3    |
| ParamConv [59]    | 58.3    |
| SPG [50]          | 58.0    |
| PointConv [43]    | 60.2    |
| PCNN [42]         | 58.2    |
| FPCConv [9]       | 62.8    |
| Point2Node [44]   | 62.9    |
| KPConv rigid [8]  | 65.4    |
| KPConv deform [8] | 67.1    |
| PosPool [39]      | 66.7    |
| PointNet++        | 53.5    |
| Ours(*PointNet++) | 54.5(1.0 ↑) |
| DGCNN [11]        | 56.1    |
| Ours(*DGCNN)      | 60.3(4.2 ↑) |

| TABLE III |
|-----------|
| 3D SEMANTIC SEGMENTATION RESULTS ON S3DIS DATASET, *POINTNET++ AND *DGCNN RESPECTIVELY DENOTE USING POINTNET++ AND DGCNN AS THE BACKBONES. |

3) The number of encoders in Graph Construction: We further conduct experiments to figure out the influence of the number of encoders in Graph Construction. As shown in Fig[6] when the number of encoders increases, according results don’t increase consistently and model achieves the highest accuracy when the number is 2, which indicates that simple design of Graph Construction can achieve ideal results. This definitely demonstrates the power of our proposed approach. Finally, we achieve the best and most stable performance when
enriching the representation power of point cloud. Extensive experiments and ablation studies illustrate the effectiveness of our PAPooling.
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