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The study of approximate matching in the Massively Parallel Computations (MPC) model has recently seen a burst of breakthroughs. Despite this progress, we still have a limited understanding of maximal matching which is one of the central problems of parallel and distributed computing. All known MPC algorithms for maximal matching either take polylogarithmic time which is considered inefficient, or require a strictly super-linear space of $n^{1+\Omega(1)}$ per machine.

In this work, we close this gap by providing a novel analysis of an extremely simple algorithm, which is a variant of an algorithm conjectured to work by Czumaj, Lacki, Madry, Mitrovic, Onak, and Sankowski [15]. The algorithm edge-samples the graph, randomly partitions the vertices, and finds a random greedy maximal matching within each partition. We show that this algorithm drastically reduces the vertex degrees. This, among other results, leads to an $O(\log\log \Delta)$ round algorithm for maximal matching with $O(n)$ space (or even mildly sublinear in $n$ using standard techniques).

As an immediate corollary, we get a 2 approximate minimum vertex cover in essentially the same rounds and space, which is the optimal approximation factor under standard assumptions. We also get an improved $O(\log\log \Delta)$ round algorithm for $1+\epsilon$ approximate matching. All these results can also be implemented in the congested clique model in the same number of rounds.
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1 INTRODUCTION

The success of modern parallel frameworks such as MapReduce [16], Hadoop [35], or Spark [37] has led to an active line of research for understanding the true computational power of such systems. The Massively Parallel Computations (MPC) model provides a clean abstraction of these
frameworks and has become the standard theoretical model for this purpose (see Section 2.2 for the model).

In this work, we consider the maximal matching problem in the MPC model. It is one of the most fundamental graph problems in parallel and distributed computing with far-reaching practical and theoretical implications. The study of maximal matching can be traced back to PRAM algorithms of the 1980s [2, 24, 30] and has been studied in various computational models since then.

In the MPC model, maximal matching is particularly important; an algorithm for it directly gives rise to algorithms for $1 + \varepsilon$ approximate maximum matching, $2 + \varepsilon$ approximate maximum weighted matching, and $2$ approximate minimum vertex cover with essentially the same number of rounds and space. Each of these problems has been studied on its own [1, 4–6, 12, 15, 20, 33].

**Known bounds.** For many graph problems, including maximal matching, there are $O(\log n)$ round MPC algorithms coming from straightforward simulation of PRAM algorithms [2, 24, 30]. This can be improved to $O(\sqrt{\log \Delta})$ rounds via simulation of distributed LOCAL algorithms [22]. The main goal, however, is to obtain significantly faster (i.e., subpolylogarithmic round) algorithms by further utilizing MPC’s additional powers.

Currently, the only known such algorithm for maximal matching is that of Lattanzi et al. [27] which requires $O(1/\delta)$ rounds using $O(n^{1+\delta})$ space. Their algorithm’s round complexity, however, blows up back to $O(\log n)$ as soon as memory becomes $O(n)$. In comparison, due to a breakthrough of Czumaj, Lacki, Madry, Mitrović, Onak, and Sankowski [15], we have algorithms for $1 + \varepsilon$ approximate matching that take $O(\log \log n)$ rounds using $O(n)$ space [5, 15, 20]. Unfortunately, this progress on approximate matching offers no help for maximal matching or related problems. In fact, these algorithms also require up to $\Omega(\log n)$ rounds to maintain maximality.

We also mention an MPC algorithm of Ghaffari, Gouleakis, Konrad, Mitrović, and Rubinfeld [21] to obtain a maximal independent set (MIS) of a graph in $O(\log \log n)$ rounds using $\tilde{O}(n)$ space per machine. This algorithm could be applied to the line graph of $G$, which has $m$ vertices, but it would then require $\tilde{O}(m)$ space per machine—significantly larger than the desired bound $O(n)$.

**Our contribution.** In this article, we give MPC algorithms for maximal matching that are exponentially faster than the state-of-the-art (we describe our precise results in Section 1.1). We achieve this by providing a novel analysis of an extremely simple and natural algorithm: namely, the algorithm edge-samples the graph, randomly partitions the vertices into disjoint subsets, and finds a greedy maximal matching within the induced subgraph of each partition. (See Algorithm 1 in Section 3 for formal details.) It then commits the edges of this greedy matchings to the final output, thereby simplifying the residual graph.

This partitioning is useful since each induced subgraph can be sent to a different machine. Czumaj et al. [15] had conjectured that a variant of this algorithm might work and left its analysis as one of their main open problems:

“Finally, we suspect that there is a simpler algorithm for the problem [...] by simply greedily matching high-degree vertices on induced subgraphs [...] in every phase. Unfortunately, we do not know how to analyze this kind of approach.” [15]

We are not able to show that the simple process proposed by Czumaj et al. [15] would work directly. However, we show something almost as powerful: the process significantly reduces the total number of edges of the residual graph in expectation. By adding a few post-processing steps

---

1A more detailed variant of the algorithm was also described in the following TCS+ talk by Artur Czumaj (starts from 1:03:23): https://youtu.be/eq0jwAnJu9c?ti=3803
(see Algorithm 2 in Section 5 later), we can ensure that the maximum degree of the residual graph gets reduced significantly and with high probability.

We summarize our results and their implications in Section 1.1 and give a high-level overview of the analysis in Section 1.2.

### 1.1 Main Results

**Theorem 1 (Main Result).** Given a graph $G$ with $n$ vertices, and $m$ edges and max degree $\Delta$, there is a randomized MPC algorithm to compute a maximal matching that

1. takes $O(\log \log \Delta)$ rounds using $O(n)$ space per machine,
2. or takes $O(\log \frac{1}{\delta})$ rounds using $O(n^{1+\delta})$ space per machine, for any parameter $\delta \in (0, 1)$.

The algorithm succeeds w.e.h.p. and requires an optimal total space of $O(m)$.

---

$^a$We say an event occurs with exponentially high probability (w.e.h.p.) if it occurs with probability $1 - e^{-n\Omega(1)}$.

Theorem 1 part (1) provides the first subpolylogarithmic round MPC algorithm for maximal matching that does not require super-linear space in $n$. In fact, it improves exponentially over the prior algorithms in this regime \([22, 27, 30]\). Furthermore, Theorem 1 part (2) exponentially improves over Lattanzi et al.’s algorithm \([27]\) which requires $O(1/\delta)$ rounds using $O(n^{1+\delta})$ space.

**Theorem 2.** Given a graph $G$ with $n$ vertices and $m$ edges and max degree $\Delta$, there is an MPC algorithm to compute a maximal matching in $O(\log \log \Delta + \log \log \log n)$ rounds and $n/2^{\Omega(\sqrt{\log n})}$ space per machine. The algorithm succeeds w.e.h.p. and uses total space $O(m + n^{1+\gamma})$ for any constant $\gamma > 0$.

Theorem 2 further improves the space per machine to mildly sublinear with the same round complexity (ignoring the lower terms). Note that the $n/2^{\Omega(\sqrt{\log n})}$ space usage here goes below the $n/$polylog $n$ space that has commonly been considered for problems such as approximate matching \([5, 15, 20]\) and graph connectivity \([8]\).

**Other implications.** It is well-known that the set of matched vertices in a maximal matching is a 2-approximation of minimum vertex cover. It is also closely connected to problems of maximum matching. As such, our results can be applied to these and a few other related problems.

**Corollary 1.1.** All algorithms of Theorems 1 and 2 can be applied to the 2-approximate minimum vertex cover problem as well.

The problem of whether an approximate vertex cover can be found faster in MPC with $O(n)$ space was first asked by Czumaj et al. \([15]\). Subsequent works showed that indeed $O(\log \log n)$ algorithms are achievable and the approximation factor has been improved from $O(\log n)$ to $O(1)$ to $2 + \varepsilon$ \([4, 5, 20]\). Note that, under the Unique Games Conjecture, Corollary 1.1 gives the optimal approximation ratio for polynomial-time algorithms \([26]\).

**Corollary 1.2.** For any arbitrary constant $\varepsilon > 0$, Theorem 1 can be used to give algorithms for $1 + \varepsilon$ approximate matching and $2 + \varepsilon$ approximate maximum weighted matching in asymptotically the same number of rounds and space.

---

$^a$It is a standard assumption in MPC algorithms that each machine should run a polynomial-time algorithm (see \([3, 25]\)). If we remove this assumption, it may be possible to improve the approximation ratio for vertex cover.
The reduction from maximal matching (and in fact, any $O(1)$ approximate matching) to $1 + \epsilon$ approximate matching is due to McGregor [31] (see [5]) and the reduction to $2 + \epsilon$ approximate weighted matching is due to Lotker et al. [29] (see [15]). We also note that if the space is $\tilde{O}(n)$, then our algorithm can be used in a framework of Gamlath et al. [18] to get an $O(\log \log \Delta)$ round algorithm for $1 + \epsilon$ approximate maximum weighted matching. Corollary 1.2 also strengthens the round-complexity of the results in [5, 15, 20] from $O(\log n \log \log n)$ to $O(\log \log \Delta)$ using $O(n)$ space.5

Finally, there is a close connection between the MPC model and congested clique model [13, 28], leading to the following results:

**Corollary 1.3.** Theorem 1 directly gives an $O(\log \log \Delta)$ round algorithm for maximal matching in the congested clique model. It also leads to $O(\log \log \Delta)$ round congested clique algorithms for $2$-approximate vertex cover, $1 + \epsilon$ approximate maximum matching, and $2 + \epsilon$ approximate maximum weighted matching by known reductions.

The problem of maximal matching in the congested clique model was first posed by Ghaffari [19], with a $O(\sqrt{\log \Delta})$-round algorithm appearing in Ghaffari and Uitto [22]. Corollary 1.3 exponentially improves over this bound.

**Recent developments.** After the conference version of the present article, Assadi, Liu, and Tarjan [7] used our result to give an $O(1/\epsilon^2 \cdot \log n)$-round MPC algorithm for $1 + \epsilon$ approximate matching in bipartite graphs, and similarly Fischer, Mitrović, and Uitto [17] used it to give an $O(\text{poly}(1/\epsilon) \cdot c \cdot \log n)$-round MPC algorithm for $1 + \epsilon$ approximate matching in general graphs. These improve the $\epsilon$-dependency of the previous $(1/\epsilon)^{O(1/\epsilon)} \log n$ round algorithm for general graphs based on McGregor’s reduction [31]. Note that, for this purpose, it is essential to obtain a maximal matching as in Theorem 1.

### 1.2 High Level Technical Overview

As discussed above, if the space per machine is $n^{1+\Omega(1)}$, then we already know how to find a maximal matching efficiently [27]. Such previous algorithms use ideas such as edge-sampling the graph into a single machine [1, 12, 27], and these require $\Omega(\log n)$ rounds if the space is $O(n)$. Vertex partitioning [5, 10, 15, 20, 25], which in the context of matching was first used by [15], helps to make use of multiple machines. The general idea is to randomly partition the vertices and each machine can separately find a matching in the induced subgraph of a partition.

Algorithms in this framework may make different choices for the internal matching algorithm on these induced subgraphs [5, 15, 20]. **Greedy maximal matching** is one of the simplest matching algorithms: it iterates over each edge according to some given ordering $\pi$, and adds it to the matching if none of its incident edges are part of the matching so far. In other words, it is the lexicographically-first MIS of the line graph of $G$. This matching turns out to have several desirable structural properties that make it a perfect candidate for this purpose.

**The algorithm.** Our main algorithm, which is formalized as Algorithm 1, uses three randomization steps, all of which are necessary for the analysis:

- An ordering $\pi$ over the edges is chosen uniformly at random.
- Each edge of the graph is sampled independently with some probability $p$.
- The vertex set $V$ is randomly partitioned into disjoint subsets $V_1, \ldots, V_k$.

---

5The algorithms of [5, 15, 20] appear to still require $\Omega(\log \log n)$ rounds even for $\Delta = \text{polylog} n$ since they switch to an $O(\log \log n)$ round algorithm at this threshold. Corollary 1.2; however, gives an $O(\log \log \log n)$ round algorithm on such graphs.
After these steps, we put the edge-sampled induced subgraph of each $V_i$ into machine $i$ and compute a greedy maximal matching $M_i$ according to ordering $\pi$. The parameters $p, k$ are chosen to ensure that the induced subgraphs fit the memory of a machine. Observe that $M = \bigcup_{i \in [k]} M_i$ is a valid matching since the partitions are vertex-disjoint.

The analysis outline. The key to our results, and the technical core of our article, is to show that if we commit $M$ to the final maximal matching, then the degree of most vertices drops to $\Delta^{1-\Omega(1)}$ in the residual graph.

For a vertex $v$ and partition $i \in [k]$, let $Z_{v, i}$ denote the number of neighbors of $v$ in partition $i$ that are not matched in greedy matching $M_i$. So either $v$ is matched or its remaining degree in the residual graph becomes $\sum_{i \in [k]} Z_{v, i}$. Our degree reduction guarantee boils down to showing a concentration bound on the random variable $Z_{v, i}$.

Let us first outline how a concentration bound on $Z_{v, i}$ can be helpful. Suppose that, wishfully thinking, we have $Z_{v, i} = (1 \pm o(1))\mathbb{E}[Z_{v, i}]$ for all $i$. By symmetry of the partitions, $\mathbb{E}[Z_{v, i}] = \mathbb{E}[Z_{v, 1}]$ for each $i$. This means that all random variables $Z_{v, 1}, \ldots, Z_{v, k}$ take on the same values ignoring the lower terms. If $\mathbb{E}[Z_{v, 1}]$ is small enough that $k \cdot \mathbb{E}[Z_{v, 1}] \prec \Delta^{1-\Omega(1)}$, this gives the desired bound on the residual degree of $v$. Otherwise, if $\mathbb{E}[Z_{v, 1}]$ is large, then $v$ would have many edges available in its own partition; the greedy matching would then be likely to choose one of these edges and so $v$ would itself be matched.

Unfortunately, there are two severe roadblocks to showing such concentration bounds. First, $Z_{v, i}$ is a rather complicated function of the underlying random variables. In general, concentration bounds obtained by Azuma’s or other “dimension dependent” inequalities are not suitable for our purposes, as these would give bounds on the order of $Z_{v, 1} = \mathbb{E}[Z_{v, 1}] \pm O(\sqrt{n})$, which is useless when $\Delta$ is much smaller than $n$. Recall that Chernoff-Hoeffding bounds, which are dimension-independent, apply to sums of independent random variables.

The second roadblock is that we cannot even bound the variance of $Z_{v, i}$ for an arbitrary vertex $v$. The bounds we will develop are based on analysis of a random query process, for which we can only bound the average over all vertices $v$.

To handle both of these issues, we focus on an easier goal: instead of showing that the maximum degree of the residual graph is reduced, we only show that the average degree is reduced. This allows us to average out both types of fluctuation (within a vertex and across vertices). For this, instead of an exponential concentration bound, it suffices to use a weaker bound in terms of the variance of $Z_{v, i}$. We use a method known as the Efron–Stein inequality (see Proposition 2.1); this is not among the standard tools used in theoretical computer science, and we hope this example shows that it can be useful in the analysis of randomized algorithms.

How greedy maximal matching helps. Our proof relies on a number of unique properties of the random greedy maximal matching algorithm:

1. If we run greedy maximal matching on an edge-sampled subgraph of a graph, the maximum degree in the residual graph drops significantly.
2. The set of matched vertices in the greedy maximal matching changes by a constant number of elements if a single vertex or edge is modified.
3. If an edge ordering is chosen randomly, then determining whether an edge $e$ belongs to the greedy maximal matching requires “looking back” at just $O(d)$ other edges on average, where $d$ is the average degree of the line graph.

We formalize these properties in Section 2.4. Note that Property 1 was the only property used in the maximal matching algorithm of Lattanzi et al. [27]. Property 3 was originally developed in the
context of sublinear time algorithms for approximate maximum matching. To our knowledge, it was first formalized by Nguyen and Onak [32], with a precise bound we use shown by Yoshida et al. [36]. It is remarkable that this methodology can be applied to concentration bounds.

2 PRELIMINARIES

2.1 Notation

For any integer \( k \), we let \([k]\) denote the set \( \{1, \ldots, k\} \). For a graph \( G = (V, E) \) and vertex set \( V' \subseteq V \), we let \( G[V'] \) denote the induced subgraph on \( V' \). For a vertex \( v \), we define the neighborhood \( N(v) \) to be the set of vertices \( u \) with \( \{u, v\} \in E \).

An edge subset \( M \subseteq E \) is a matching if no two edges in \( M \) share an endpoint. A matching \( M \) of a graph \( G \) is a maximal matching if it is not possible to add any other edge of \( G \) to \( M \). When it is clear from the context, we abuse notation to use \( M \) for the vertex set of matching \( M \); in particular, we write \( G[V \setminus M] \) for the graph obtained by removing every vertex of \( M \) from \( G \).

For any vertex \( v \in V \) and a matching \( M \), we define the residual degree \( rdeg_M(v) \) to be zero if \( v \in M \), and, otherwise, \( rdeg_M(v) = \deg_{G[V \setminus M]}(v) \). Finally, we define the match-status of vertex \( v \) according to matching \( M \) to be the indicator for the event that \( v \in M \).

2.2 The MPC Model

The MPC model was first introduced by Karloff et al. [25] and further refined by [3, 11, 11, 23]. An input of size \( N \) is initially distributed among \( M \) machines, each with a local space of size \( S \). Computation proceeds in synchronous rounds in which each machine can perform an arbitrary local computation on its data and can send messages to other machines. The messages are delivered at the start of the next round. Furthermore, the total messages sent or received by each machine in each round should not exceed its memory.

We desire algorithms that use a sublinear space per machine (i.e., \( S = N^{1-O(1)} \)) and only enough total space to store the input (i.e., \( S \cdot M = O(N) \)). For graph problems, the edges of an input graph \( G = (V, E) \) with \( n := |V| \) and \( m := |E| \) are initially distributed arbitrarily among the machines, meaning that \( N = \Theta(m) \) words (or \( \Theta(m \log n) \) bits). We mainly consider the regime of MPC with space per machine of \( S = \Theta(n) \) words.

2.3 Concentration Inequalities

We will use two main concentration inequalities: the Efron–Stein inequality and the bounded differences inequality. These both concern functions with certain types of Lipschitz properties.

Proposition 2.1 (Efron–Stein Inequality [34]). Fix an arbitrary function \( f : \{0, 1\}^n \rightarrow \mathbb{R} \) and let \( X_1, \ldots, X_n \) and \( X_1', \ldots, X_n' \) be \( 2n \) i.i.d. Bernoulli random variables. For \( \tilde{X} := (X_1, \ldots, X_n) \) and \( \tilde{X}^{(i)} := (X_1, \ldots, X_{i-1}, X'_i, X_{i+1}, \ldots, X_n) \), we have

\[
\text{Var}(f(\tilde{X})) \leq \frac{1}{2} \cdot \mathbb{E} \left[ \sum_{i=1}^{n} \left( f(\tilde{X}) - f(\tilde{X}^{(i)}) \right)^2 \right].
\]

We use the following form of the bounded differences inequality (which is a special case of McDiarmid’s inequality):

Proposition 2.2 (Bounded Differences Inequality). Let \( f : X_1 \times \ldots \times X_k \rightarrow \mathbb{R} \) be a function on \( k \) variables, such that changing any coordinate \( x_i \) changes the function value \( f(x_1, \ldots, x_k) \) by at most \( \lambda \). For a vector \( \tilde{X} = (X_1, \ldots, X_k) \) of \( k \) independent (not necessarily identically distributed or
binary) random variables and for any $t \geq 0$ we have
\[
\Pr\left(f(\tilde{X}) \geq \mathbb{E}[f(\tilde{X})] + t\right) \leq \exp\left(-\frac{2t^2}{k\lambda^2}\right).
\]
In particular, w.e.h.p. there holds $f(\tilde{X}) \leq \mathbb{E}[f(\tilde{X})] + \lambda n^{0.01}\sqrt{k}$.

### 2.4 Sequential Greedy Maximal Matching

As described in Section 1.2, a maximal matching can be found by a sequential greedy algorithm:

**Definition 2.3 (Greedy Maximal Matching).** Given a graph $G = (V, E)$ and an ordering $\pi$ over the edges $E$, the greedy maximal matching algorithm processes the edges in the order of $\pi$ and adds each edge $e$ to the matching if none of its incident edges have joined the matching so far. We denote the resulting maximal matching by $\text{GreedyMM}(G, \pi)$.

We say that $e$ has higher priority than $e'$ if $\pi(e) < \pi(e')$, that is, $e$ is processed before $e'$. It is often convenient in this context to generate the permutation $\pi$ by choosing a random function $\rho : E \to [0, 1]$, and then sorting in order of $\rho$. We write $\text{GreedyMM}(G, \rho)$ in this case as shorthand for $\text{GreedyMM}(G, \pi)$ where $\pi$ is the permutation associated to $\rho$.

This greedy maximal matching has a number of nice properties that play a critical role in the analysis of our algorithm; proofs appear in Appendix A.

The first property is that running the greedy matching on an edge-sampled subgraph will significantly reduce the degree of the residual graph.

**Lemma 2.4.** Fix a graph $G = (V, E)$ and a permutation $\pi$ over $E$. Suppose we form an edge-set $L \subseteq E$ by sampling each edge with some given probability $\rho \in (0, 1]$. Let $G' = (V, L)$ be the resulting subgraph and let $M := \text{GreedyMM}(G', \pi)$. Then for any vertex $v$ and any parameter $\beta > 0$, we have $\Pr(\text{rdeg}_M(v) \geq \beta/\rho) \leq e^{-\beta}$.

The second useful property is that modifying a single vertex or edge of $G$ does not change the set of matched vertices too much. Note that the set of edges in the matching can change significantly.

**Lemma 2.5.** Fix a graph $G = (V, E)$ and a mapping $\rho : E \to [0, 1]$.

1. If graph $G'$ is derived by removing a vertex of $G$, then there are at most two vertices whose match-status differs in $\text{GreedyMM}(G, \rho)$ and $\text{GreedyMM}(G', \rho)$.
2. If graph $G'$ is derived by removing an edge of $G$, then there are at most two vertices whose match-status differs in $\text{GreedyMM}(G, \rho)$ and $\text{GreedyMM}(G', \rho)$.
3. If $\rho'$ is derived by changing a single entry of $\rho$, then there are at most two vertices whose match-status differs in $\text{GreedyMM}(G, \rho)$ and $\text{GreedyMM}(G, \rho')$.

The third property can be summarized as stating that the presence of any given edge $e$ appearing in $M$ can be determined from a relatively small number of other edges. More precisely, we consider the following query-based method which we refer to as the “edge oracle” $\mathcal{EO}_\pi(e)$ to determine whether $e$ appears in $\text{GreedyMM}(G, \pi)$:

\[
\mathcal{EO}_\pi(e) : \text{A query-process to determine whether } e \in \text{GreedyMM}(G, \pi).
\]

Let $e_1, \ldots, e_d$ be the incident edges to $e$ in $G$ sorted such that $\pi(e_1) < \pi(e_2) < \cdots < \pi(e_d)$. For $i = 1, \ldots, d$

\[
\text{if } \pi(e_i) < \pi(e) \text{ then } \text{if } \mathcal{EO}_\pi(e_i) = \text{YES} \text{ then return } \text{NO}
\]

return \text{YES}
It is clear that $e \in \text{GreedyMM}(G, \pi)$ if and only if $EO_{\pi}(e) = \text{YES}$. Translating a result of Yoshida et al. [36] for MIS into our context gives:

**Proposition 2.6 ([36]).** Fix a graph $G = (V, E)$ with $m$ edges and $r$ pairs of intersecting edges. For each edge $e \in E$, let $A(e)$ be the number of (recursive) calls to $EO_{\pi}$ generated by running $EO_{\pi}(e)$, including the original call to $EO_{\pi}(e)$ itself. If $\pi$ is drawn uniformly at random from permutations on $m$ elements, then $E[\sum_{e \in E} A(e)] \leq m + r$.

### 3 ROADMAP

As discussed in Section 1.2, the key to proving Theorem 1 and Theorem 2 is an algorithm to reduce the graph degree by a polynomial factor. The precise statement of this lemma is as follows:

**Lemma 3.1 (Degree Reduction).** There is an $O(1)$ round MPC algorithm to produce a matching $M$, with the following behavior w.e.h.p.: it uses $O(n/\Delta^{\Omega(1)})$ space per machine and $O(m + n)$ space in total, and the residual graph $G[V \setminus M]$ has maximum degree $\Delta^{1-\Omega(1)}$.

The degree reduction algorithm of Lemma 3.1 can immediately be used to prove Theorem 1.

**Proof of Theorem 1, assuming Lemma 3.1.** The algorithm consists of $r$ iterations that each commits some edges to the final maximal matching using Lemma 3.1. Let $\Delta_i$ denote the maximum degree after $i$ iterations. In each iteration $i$, we reduce $\Delta_i$ to $\Delta_{i+1} \leq \Delta_i^{1-\alpha}$ for some constant $\alpha$. So $\Delta_r \leq \Delta^{1-\alpha^r}$. In particular, for $r = O(\log \log \Delta)$, the residual graph at the end has degree $O(1)$; we can store it on a single machine with $O(n)$ space, and compute its maximal matching. Similarly, for $r = \Theta(\log(1/\delta))$, the residual graph at the end has degree $n^\delta$, and we can compute its maximal matching on a single machine with $O(n^{1+\delta})$ space.

By combining our algorithm with a known technique for simulating LOCAL algorithms, we also immediately get Theorem 2 which reduces the space per machine to $n/2^\Omega(\sqrt{\log n})$.

**Proof of Theorem 2, assuming Lemma 3.1.** Let $\gamma$ be a given arbitrary constant. For $\Delta \geq 2\sqrt{\log n}$, the degree reduction algorithm of Lemma 3.1 uses a space per machine of $O(n/\Delta^{\Omega(1)}) \leq n/2^\Omega(\sqrt{\log n})$. If we apply it for $O(\log \log \Delta)$ iterations, we can reduce to a residual graph $G'$ with maximum degree $\Delta' \leq 2\sqrt{\log n}$ w.e.h.p. while using $n/2^\Omega(\sqrt{\log n})$ space per machine. (If $\Delta \leq 2\sqrt{\log n}$ originally, then simply set $G' = G$.)

At this point, we switch to a different algorithm: we simulate the LOCAL maximal matching algorithm [9] which has round complexity $t = O(\log \Delta' + \text{polyloglog} n)$ on $G'$ and has success probability $1 - 1/\text{poly}(n)$. In the language of [14], this is a state-congested LOCAL algorithm; the blind coordination lemma of [14] states that such an algorithm can be simulated in the MPC model in $O(\frac{t}{\log \sqrt{\Delta}} + \log t) = O(\log \log \Delta + \log \log \log n)$ rounds and $n^{1+\Omega(1)}$ space per machine and $n^{1+\gamma/2}$ total space, exclusive of the space needed to store $G'$ itself.

To amplify the success probability to w.e.h.p., we run $n^{\gamma/2}$ separate independent executions in parallel. This brings the total space (aside from the storage of $G'$) up to $n^{1+\gamma}$.

The core of our analysis in proving Lemma 3.1 lies in showing that the following Algorithm 1 significantly reduces the number of edges of $G$. Throughout, we define parameters:

$$p := \Delta^{-0.77}, \quad k := \Delta^{0.12}$$

For simplicity, throughout we write $G_i$ for the graph $G[V_i]$ and $G^L_i$ for $G^L[V_i]$. We let $L_i$ be the set of edges $(u, v) \in L$ with $u, v \in V_i$; that is, $L_i$ is the edge-set of $G^L_i$.

The following result summarizes Algorithm 1:
Algorithm 1.

**Input:** A graph $G = (V, E)$ with maximum degree $\Delta$.

**Output:** A matching $M$ in $G$.

1. **Permutation:** Choose a permutation $\pi$ uniformly at random over the edges in $E$.
2. **Edge-sampling:** Let $G^k = (V, L)$ be an edge-sampled subgraph of $G$ where each edge in $E$ is sampled independently with probability $p$.
3. **Vertex partitioning:** Choose a function $\chi : V \rightarrow [k]$ uniformly at random and form associated vertex partition $V_1, \ldots, V_k$ where $V_i = \{v : \chi(v) = i\}$.
4. Each machine $i \in [k]$ receives the graph $G^k[V_i]$ and finds the greedy maximal matching $M_i := \text{GreedyMM}(G^k[V_i], \pi)$.
5. Return matching $M := \bigcup_{i=1}^{k} M_i$.

**Lemma 3.2.** Algorithm 1 has the following desirable behavior:

1. W.e.h.p., it uses $O(n / \Delta^{\Omega(1)})$ space per machine.
2. W.e.h.p., it uses $O(n + m / \Delta^{\Omega(1)})$ space in total (aside from storing the original input graph.)
3. The expected number of edges in the residual graph is at most $O(n\Delta^{0.89})$.

The first two parts of Lemma 3.2 are straightforward consequences of the randomization.

**Proof of Lemma 3.2** Part 1 and 2. First, by a straightforward Chernoff bound, we have $|V_i| = \Theta(n/k)$ w.e.h.p. for all $i \in [k]$; here note that $\mathbb{E}[V_i] = n/k = n/\Delta^{0.12} \geq \text{poly}(n)$.

We next claim that $|L_i| \leq O(n\Delta/pk^2)$ for all $i$. For, consider random variable $Y_i = |L_i|$. For each vertex $v$, an incident edge $e = \{u, v\}$ will belong to $L_i$ if $e$ is sampled in $L$ and vertex $u$ also belongs to $V_i$. So the expected number of neighbors of $v$ in $G^k_i$ is at most $\Delta\Delta/p = \Delta^{0.11}$. If $\Delta \geq n^{0.1}$, then a simple Chernoff bound shows that the number of neighbors of each vertex $v$ in each $G^k_i$ is concentrated around $O(\Delta/pk)$ w.e.h.p. Combined with the bound on $|V_i|$, this implies that $Y_i \leq O(n/k) \cdot O(\Delta/pk) = O(n\Delta/pk^2)$ w.e.h.p.

Otherwise, if $\Delta < n^{0.1}$, then observe that $Y_i$ can be regarded as a function of the vertex partition $\chi$ and the edge set $L$. There are $O(n/\Delta)$ such random variables, and each of these changes $Y_i$ by at most $\Delta$. Also $\mathbb{E}[Y_i] \leq n\Delta/pk^2 = n\Delta^{-0.01}$. Therefore, by Proposition 2.2, w.e.h.p., we have $Y_i \leq \mathbb{E}[Y_i] + \Delta \cdot n^{0.01} \cdot \sqrt{\text{poly}(n/\Delta)}$; as $\Delta \leq n^{-1}$ this implies that $Y_i \leq O(n\Delta/pk^2)$ w.e.h.p.

So each machine $i$ requires space of $|V_i| = O(n/k) = O(n\Delta^{-0.12})$ for its vertices and $|L_i| = O(n\Delta/pk^2) = O(n\Delta^{-0.01})$ for its edges. To show the bound on total space usage, note that the total edge count of all the graphs $G^k_i$ is at most $|L|$, since each edge lives on at most one machine. We have $\mathbb{E}[|L|] = mp$ so a straightforward Chernoff bound gives $|L| \leq O(mp + n) = O(m\Delta^{-0.77} + n)$ w.e.h.p. Furthermore, storing the vertex partition $\chi$ requires only $O(n)$ total space.

The third part of Lemma 3.2 is the hard part; we show it next in Section 4. In Section 5, we add a few post-processing steps after Algorithm 1 which give Lemma 3.1.

4 **Proof of Lemma 3.2** Part 3

For any vertex $v \in V$ and any $i \in [k]$, we consider the random variable

$$Z_{v,i} := |V_i \cap N_{G[V \setminus M]}(v)|,$$

that is, the number of neighbors of $v$ which are unmatched in $G_i$. Here $v$ does not necessarily belong to $V_i$. In particular, if $v$ is not matched in $M$, we have $\text{rdeg}_M(v) = Z_{v,1} + \cdots + Z_{v,k}$. We
further define the related random variable $Z'_v$ as

$$Z'_v := \begin{cases} Z_{v, \chi(v)} & \text{if } v \notin M \\ 0 & \text{if } v \in M, \end{cases}$$

which is equivalent to the residual degree of $v$ in its own partition.

The key to analyzing Algorithm 1, as sketched in Section 1.2, is to show that for most vertices $v$, the values $Z_{v,i}$ are nearly equal across all indices $i$. The following claims make this precise.

**Claim 4.1.** For any vertex $v$ and any parameter $\beta \geq 0$, we have $\Pr(Z'_v \geq \beta/p) \leq e^{-\beta}$.

**Proof.** We claim this bound holds, even after conditioning on random variables $\chi$ and $\pi$. For, suppose that $\chi(v) = i$. Here $M_i$ is formed by performing independent edge sampling on $G[V_i]$ and then taking the greedy maximal matching. Thus by Lemma 2.4, the probability that $v \notin M_i$ and $v$ has more than $\beta/p$ unmatched neighbors in $G_i$ is at most $e^{-\beta}$. \(\square\)

**Claim 4.2.** For any vertex $v$, suppose we condition on the random variables $\pi, L$, and we define the related random variable

$$\sigma_{v|\pi, L} = \sqrt{\text{Var}(Z_{v,1} | \pi, L)}.$$ 

Then for any parameter $\alpha > 0$, we have

$$\Pr(\text{rdeg}_M(v) > kZ'_v + ak) \leq O\left(\frac{k\sigma_{v|\pi, L}^2}{\alpha^2}\right),$$

where all probabilities are taken with respect to the remaining random variable $\chi$.

**Proof.** Write $\sigma = \sigma_{v|\pi, L}$ and $\mu = \mathbb{E}[Z_{v,1}]$ for brevity; by symmetry of the partitions, we have $\text{Var}(Z_{v,i}) = \sigma^2$ and $\mathbb{E}[Z_{v,i}] = \mu$ for any index $i$. Chebyshev’s inequality immediately gives

$$\Pr(|Z_{v,i} - \mu| > \alpha/2) \leq O(\sigma^2/\alpha^2).$$

By a union bound over all indices $i \in [k]$, there is a probability of at least $1 - O(k\sigma^2/\alpha^2)$ that $|Z_{v,i} - \mu| \leq \alpha/2$ for all $i$. Now suppose this event has occurred. If $v$ is matched, then $\text{rdeg}_M(v) = Z'_v = 0$ and clearly $\text{rdeg}_M(v) \leq kZ'_v + ak$. Otherwise, $\text{rdeg}_M(v) = Z_{v,1} + \cdots + Z_{v,k} \leq k\mu + k\alpha/2$ and $Z'_v = Z_{v, \chi(v)} \geq \mu - \alpha/2$, and so $\text{rdeg}_M(v) - kZ'_v \leq (k\mu + k\alpha/2) - k(\mu - \alpha/2) = k\alpha$ as desired. \(\square\)

We can combine these two estimates in the following elegant result:

**Lemma 4.3.** For a vertex $v$, there holds

$$\mathbb{E}[	ext{rdeg}_M(v)] \leq O\left(k/p + k^{3/2}\mathbb{E}[\sigma_{v|\pi, L}]\right),$$

where expectations are taken over all random variables $\pi, L, \chi$.

**Proof.** Write $\sigma = \sigma_{v|\pi, L}$ for brevity. If we condition on a fixed $\pi, L$, then using integration by parts, we get:

$$\mathbb{E}[	ext{rdeg}_M(v) | \pi, L] \leq k\mathbb{E}[Z'_v | \pi, L] + k^{3/2}\sigma + \int_{x = k^{3/2}\sigma}^{\infty} \Pr(\text{rdeg}_M(v) \geq kZ'_v + x | \pi, L) \, dx.$$ 

We can apply Claim 4.2 with respect to $\alpha = x/k$, getting

$$\int_{x = k^{3/2}\sigma}^{\infty} \Pr(\text{rdeg}_M(v) \geq kZ'_v + x | \pi, L) \, dx \leq \int_{x = k^{3/2}\sigma}^{\infty} O(k^3 x^{-2} \sigma^2) \, dx = O(k^{3/2}\sigma).$$ 

Integrating over the random variables $\pi, L$ then gives:

$$\mathbb{E}[	ext{rdeg}_M(v)] \leq k\mathbb{E}[Z'_v] + O(k^{3/2}\mathbb{E}[\pi, L][\sigma]).$$
To compute $\mathbb{E}[Z'_v]$, we again use integration by parts and apply Claim 4.2 to get
\[
\mathbb{E}[Z'_v] = \int_0^\infty \Pr(Z'_v \geq x) \, dx \leq \int_0^\infty e^{-x^p} \, dx = 1/p.
\]

### 4.1 Analysis of the Variance

In light of Lemma 4.3, we need to bound the variance of $Z_{v,1}$ as a function of the vertex partition $\chi$. So let us assume that $L$ and $\pi$ have been fixed, and $Z_{v,1}$ is a function of $\chi$ alone, or more precisely, a function of the set of vertices in partition $V_1$. Define a vector $\tilde{x}$ by setting $x_u = 1$ if $\chi(v) = 1$, and $x_u = 0$, otherwise; we may write $Z_{v,1}(\tilde{x})$ to emphasize that $Z_{v,1}$ is merely a function of $\tilde{x}$. Observe that $\tilde{x}$ is a vector of $n$ i.i.d. Bernoulli-$\frac{1}{k}$ random variables. To use the Efron–Stein inequality for bounding the variance, we have to upper bound the right-hand-side of inequality
\[
\sigma^2_{v|\pi,L} \leq \frac{1}{2} \mathbb{E}_{\tilde{x}} \left[ \sum_{w \in V} (Z_{v,1}(\tilde{x}) - Z_{v,1}(\tilde{x}^w))^2 \right],
\]
where $\tilde{x}^w$ is obtained by replacing the value of $x_w$ in $\tilde{x}$ with $x'_w$, which is drawn independently from the same distribution. In other words, the $w$ summand of Equation (1) corresponds to the effect of repartitioning vertex $w$ on the value of $Z_{v,1}$.

As a starting point, we note a Lipschitz property coming from the greedy maximal matching.

**Claim 4.4 (Lipschitz Property).** There holds $(Z_{v,1}(\tilde{x}) - Z_{v,1}(\tilde{x}^w))^2 \leq 4.$

**Proof.** Let $V_1$ and $V'_1$ denote the vertex partitions due to $\tilde{x}$ and $\tilde{x}^w$, respectively, i.e., $V_1 = \{u \mid x_u = 1\}$ and $V'_1 = \{u \mid x'_u = 1\}$. These partitions differ in at most one vertex, namely, $w$. Correspondingly, define $M_1 := \text{GreedyMM}(G[V_1], \pi)$ and $M'_1 := \text{GreedyMM}(G[V'_1], \pi)$. By Lemma 2.5 part 1, there are at most two vertices in $V$ whose match-status differs between $M_1$ and $M'_1$. \qed

Note that $\Pr(\tilde{x} \neq \tilde{x}^w) \leq 2/k$. Thus, Claim 4.4 gives $\mathbb{E}[(Z_{v,1} - Z_{v,1}(\tilde{x}^w))^2] \leq 8/k$, and Equation (1) in turn implies $\mathbb{E}[	ext{Var}(Z_{v,1})] \leq 4n/k$. To get a tighter bound independent of $n$, we analyze a type of “query process” to determine $Z_{v,1}$ while only examining a subset of the entries of $\tilde{x}$.

**The query process.** We can use a recursive query process, which we denote by $EO_{\pi}(e, \tilde{x})$, to determine whether a given edge $e$ belongs to the matching $M_1(\tilde{x})$—here we emphasize that $\pi, L$ should be regarded as fixed. This is very similar to the edge oracle for greedy matching discussed in Section 2.4, except that instead of querying edges, it queries the entries of the vector $\tilde{x}$.

\[
\text{EO}_{\pi}(e, \tilde{x}): \text{A query-process to determine whether } e \in M_1(\tilde{x}).
\]

Let $e = \{u, v\}$. Query $x_u$ and $x_v$; if $x_u = 0$ or $x_v = 0$, then return NO. Let $e_1, \ldots, e_d$ be the incident edges to $e$ in $G^L$ sorted as $\pi(e_1) < \pi(e_2) < \cdots < \pi(e_d)$. For $i = 1, \ldots, d$ do
- if $\pi(e_i) < \pi(e)$ then
  - if $\text{EO}_{\pi}(e_j, \tilde{x}) = \text{YES}$ then return NO
return YES

We also define a degree oracle $DO_{\pi}(v, \tilde{x})$ to determine the value of $Z_{v,1}(\tilde{x})$. This checks whether each neighbor $u$ of $v$ appears in $V_1$ and is matched, which in turn requires checking whether every edge incident to $u$ appears in matching of $G^L[V_1]$.
\begin{align*}
& \mathcal{DO}_π(v, x): \text{A query process to determine the value of } Z_{v,1}(x). \\
& \quad c \leftarrow 0 \\
& \quad \text{for all vertices } u \in N_G(v) \text{ do} \\
& \quad \quad \text{Query } x_u. \\
& \quad \quad \text{if } x_u = 1 \text{ then} \\
& \quad \quad \quad \text{Execute } \mathcal{EO}_π(\{u, w\}, x) \text{ for all vertices } w \in N_{G^l}(u). \\
& \quad \quad \quad \text{if } \mathcal{EO}_π(\{u, w\}, x) = \text{NO for all such vertices } w \text{ then } c \leftarrow c + 1 \triangleright u \text{ is unmatched in } M_1 \\
& \quad \text{return } c
\end{align*}

We now analyze the query complexity \( B(v) \) of the oracle \( \mathcal{DO}_π \), i.e., the number of indices in \( x \) that are queried when running \( \mathcal{DO}_π(v) \).

\textbf{Claim 4.5.} For fixed \( \pi, L \) we have \( \sigma^2_{v|\pi, L} \leq 2B(v) \).

\textbf{Proof.} By definition, the value of \( Z_{v,1}(x) \) can be uniquely determined by revealing the indices of \( x \) queried by \( \mathcal{DO}_π(v, x) \). So changing other indices \( w \) of \( x \) cannot affect \( Z_{v,1} \) and hence \( Z_{v,1}(x) = Z_{v,1}(\bar{x}^{(w)}) \) for such \( w \). There are \( B(v) \) indices queried by \( v \); for each such index \( w \), Claim 4.4 gives
\[
\sum_{w \in V} (Z_{v,1}(x) - Z_{v,1}(\bar{x}^{(w)}))^2 \leq 4
\]
Overall, we get \[
\sum_{w \in V} (Z_{v,1}(x) - Z_{v,1}(\bar{x}^{(w)}))^2 \leq 4B(v).
\]
By the Efron–Stein inequality (1) this immediately implies \( \sigma^2_{v|\pi, L} \leq 2B(v) \). \( \square \)

To bound \( B(v) \), let us first define \( A_1(e) \) for an edge \( e \in L_1 \) to be the number of edges in \( L_1 \) on which the edge oracle is called (recursively) in the course of running \( \mathcal{EO}_π(e, \bar{x}) \); this includes edge \( e \) itself. We similarly define \( A_1(v) \) to be the number of edges in \( L_1 \) that are queried in the course of running \( \mathcal{DO}_π(v) \). Note that when running \( \mathcal{EO}_π(e, \bar{x}) \) or \( \mathcal{DO}_π(v) \), only edges in \( L_1 \) can generate new recursive calls; other edges are checked, but immediately discarded.

\textbf{Claim 4.6.} For any vertex \( v \), we have \( \mathbb{E}[B(v)] \leq O(\Delta^2 p + \mathbb{E}[A_1(v)]\Delta p) \), where both expectations are taken over \( \chi, L, \) and \( \pi \).

\textbf{Proof.} First, \( \mathcal{DO}_π(v, x) \) will query each vertex \( u \in N_G(v) \), and if \( u \in G_1 \) it will then query all vertices \( w \in N_{G^l}(u) \). Thus, there are at most \( \sum_{u \in N_G(v)} (1 + \deg_{G^l}(u)) \) queried vertices directly produced in \( \mathcal{DO}_π(v, x) \). This has expectation at most \( \Delta(1 + \Delta p) \), which is \( O(\Delta^2 p) \) since \( \Delta p \geq 1 \).

Next, let us count the queries produced recursively through calls to \( \mathcal{EO}_π(e, \bar{x}) \). Let \( J \) denote the set of edges in \( L_1 \) queried during execution of \( \mathcal{DO}_π(v) \), where \( |J| = A_1(v) \) by definition. Suppose we condition on the random variables \( \chi, L_1 \) and \( \pi \); this determines the set \( J \). The only randomness remaining is to determine whether each edge \( e \in G_2 \cup \cdots \cup G_k \) goes into \( L \).

For each edge \( e = \{u, w\} \in J \), the execution of \( \mathcal{EO}_π(e, \bar{x}) \) calls \( \mathcal{EO}_π(f, \bar{x}) \) for edges \( f \in L \\setminus L_1 \) which touch \( e \); each of these will query two vertices, but the query process will not proceed further when they are discovered to lie outside \( L_1 \). So \( e \) incurs \( 2(\deg_{G_2 \cup L_1}(u) + \deg_{G_2 \cup L_1}(w)) \) additional queries, which has an expectation of at most \( 4\Delta p \).

Thus for fixed \( \chi, L_1, \pi \), the expected number of resulting queries is \( |J|(1 + 4\Delta p) \). Integrating over \( \chi, L_1, \pi \), and noting that \( \Delta p \geq 1 \), gives the claimed bound. \( \square \)

\textbf{Claim 4.7.} We have \( \mathbb{E}[\sum_{e \in L_1} A_1(e)] \leq O(n\Delta p / k^2 + n\Delta^2 p^2 / k^3) \) where the expectation is taken over \( \chi, L, \) and \( \pi \).
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Proof. Let us first suppose that \( L \) and \( \chi \) are fixed, and so \( G_L \) is fixed as well. The only randomness remaining is the permutation \( \pi \). We are only interested in edges of \( L_1 \), so the edges outside \( L_1 \) have no effect on the behavior of \( EO_{\pi} \). Thus, \( A_1(e) \) is precisely the query complexity of \( e \) for a greedy matching of \( G_L \) under a random permutation \( \pi \). By Proposition 2.6, we have:

\[
\mathbb{E}_\pi \left[ \sum_{e \in L_1} A_1(e) \mid L, \chi \right] \leq |L_1| + |R_1|,
\]

where \( R_1 \) is the set of intersecting edge pairs in \( G_L \). Integrating over random variables \( L \) and \( \chi \) gives:

\[
\mathbb{E} \left[ \sum_{e \in L_1} A_1(e) \right] \leq \mathbb{E}[|L_1| + |R_1|].
\]

Each edge \( e \in E \) goes into \( L_1 \) with probability \( p/k^2 \), so \( \mathbb{E}[|L_1|] = mp/k^2 \). Likewise, \( G \) has at most \( m\Delta/2 \) pairs of intersecting edges and each of these survives to \( R_1 \) with probability \( p^2/k^3 \). So, \( \mathbb{E}[|R_1|] \leq m\Delta p^2/k^3 \). Finally, we observe that \( m \leq n\Delta \).

We now can bound the average value of \( B(v) \).

Claim 4.8. We have \( \frac{1}{n} \mathbb{E}[\sum_{v \in V} B(v)] \leq O(\Delta^4 p^3/k^3 + \Delta^3 p^2/k^2 + \Delta^2 p) \) where the expectation is taken over \( \chi, L, \pi \).

Proof. For any vertex \( v \), observe that

\[
A_1(v) = \sum_{u \in N(v), \pi N(u)} A_1([u, w]).
\]

Summing over \( v \in V \), we get:

\[
\sum_{v \in V} A_1(v) = \sum_{[u, w] \in L_1} A_1([u, w]) \left( \sum_{v \in N(u)} 1 + \sum_{v \in N(w)} 1 \right) \leq 2\Delta \sum_{e \in L_1} A_1(e).
\]

Taking expectations and applying Claim 4.7, we, therefore, have

\[
\mathbb{E} \left[ \sum_{v \in V} A_1(v) \right] \leq 2\Delta \mathbb{E} \left[ \sum_{e \in L_1} A_1(e) \right] \leq O(n\Delta^2 p/k^2 + n\Delta^3 p^2/k^3).
\]

Next applying Claim 4.6 gives

\[
\mathbb{E} \left[ \sum_{v \in V} B(v) \right] \leq O(\Delta p \mathbb{E} \left[ \sum_{v \in V} A_1(v) \right] + n\Delta^2 p) \leq O(n\Delta^3 p^2/k^2 + n\Delta^4 p^3/k^3 + n\Delta^2 p). \]

Finally, we combine everything to get our bound on the average expected residual degree

Claim 4.9. We have \( \frac{1}{n} \sum_{v \in V} \mathbb{E}[\text{rdeg}_M(v)] \leq O(k/p + \Delta^2 p^{3/2} + \Delta^3 k^{1/2} p + \Delta k^{3/2} p^{1/2}) \) where expectations are taken over \( \chi, L, \pi \).

Proof. We can sum over vertices \( v \in V \) and apply Lemma 4.3 to get

\[
\sum_{v \in V} \mathbb{E}[\text{rdeg}_M(v)] \leq \sum_{v \in V} O(k/p + k^{3/2} \mathbb{E}_{\pi, L} [\sigma_v | \pi, L]).
\]

By Claim 4.5, we have \( \sigma^2_{v | \pi, L} \leq 2B(v) \) for fixed \( \pi, L \). Taking expectations over \( \pi, L \) gives:

\[
\sum_{v \in V} \mathbb{E}[\text{rdeg}_M(v)] \leq O(nk/p + k^{3/2} \sum_{v \in V} \mathbb{E}[\sqrt{B(v)}]).
\]
By Jensen’s inequality, we have $\mathbb{E}[\sqrt{B(v)}] \leq \sqrt{\mathbb{E}[B(v)]}$ for any vertex $v$. Again by Jensen’s inequality, we have

$$\frac{1}{n} \sum_{v \in V} \sqrt{\mathbb{E}[B(v)]} \leq \sqrt{\frac{1}{n} \sum_{v \in V} \mathbb{E}[B(v)]}.$$ 

Claim 4.8 gives an upper bound on the sum $\frac{1}{n} \sum_v \mathbb{E}[B(v)]$; after collecting terms, this gives the claimed result.

Plugging in the values $p, k$ gives $\sum_{v \in V} \mathbb{E}[rdeg_M(v)] \leq O(n\Delta^{0.89})$. This concludes the proof of Lemma 3.2 part (3).

5 PUTTING EVERYTHING TOGETHER

To finish Lemma 3.1, we need to remove all the remaining high-degree vertices, not just a (large) fraction of them. Algorithm 2 handles these clean-up steps, with some additional implementation details discussed below.

**Algorithm 2.**

(1) Generate a matching $M$ such that the residual graph has at most $n\Delta^{0.9}$ edges (see below)

(2) Sample each edge of $E$ with probability $q = \Delta^{-0.91}$ and let $L$ be the set of sampled edges.

(3) Put $G' = (V \setminus M, L)$ in machine 1, choose an arbitrary permutation $\pi$ over its edges and return matching $M' := \text{GreedyMM}(G', \pi)$.

(4) Let $U$ be the set of vertices $u$ with $rdeg_{M \cup M'}(u) \geq \Delta^{0.92}$, and let $F$ be the set of edges with at least one endpoint in $U$.

(5) Put $G'' = (V \setminus (M \cup M'), F)$ in machine 1, and choose an arbitrary maximal matching $M''$ of $G''$.

(6) Return matching $M \cup M' \cup M''$.

**Claim 5.1.** Step (1) of Algorithm 2 can be implemented to succeed w.e.h.p. using $O(n/\Delta^{\Omega(1)})$ space per machine and $O(m + n)$ total space.

**Proof.** We assume the original graph has $m \geq n\Delta^{0.9}$ edges as, otherwise, there is nothing to do. We also assume that $n, \Delta$ are larger than any needed constants; if not, the entire graph can be put on a single machine in $O(n)$ space and maximal matching (or any other problem) can be solved trivially in a single round.

Now consider running Algorithm 1 to generate a matching $M$, and let $X$ be the number of edges in the residual graph. Lemma 1 has shown that $\mathbb{E}[X] \leq O(n\Delta^{0.89}) \leq n\Delta^{0.9}/2$ for large enough $\Delta$, and so we need to show concentration for $X$. There are two cases depending on the size of $\Delta$.

**Case 1:** $\Delta > n^{0.1}$. Markov’s inequality applied to $X$ gives $\Pr[X > n\Delta^{0.9}] \leq 1/2$. We can run $t = n^a$ parallel iterations of Algorithm 1 for some constant $a > 0$, generating matchings $M_1, \ldots, M_t$. Since they are independent, there is a probability of at least $1 - 2^{-t} = 1 - e^{-\Omega(n)}$ that at least one matching $M_i$ has $X < n\Delta^{0.9}$ as desired. Each application of Algorithm 1 separately uses $O(n + m/\Delta^{\Omega(1)})$ space. Therefore, the $t$ iterations in total use $O(n^{1+a} + n^a m/\Delta^{\Omega(1)})$ space. Since $\Delta > n^{0.1}$ and $m \geq n\Delta^{0.9}$, this is $O(m)$ for sufficiently small constant $a$.

**Case 2:** $\Delta < n^{0.1}$. We can regard $X$ as being determined by $O(n\Delta)$ random variables, namely, $\rho, \chi, L$. By Lemma 2.5, modifying each entry of $\rho, \chi$, or $L$ only changes the match-status of $O(1)$
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vertices. Each such vertex, in turn, has only Δ neighbors, which are the only vertices whose degree in G[V \ M] is changed. Thus, changing each of the underlying random variables can only change X by O(Δ^2). By Proposition 2.2, therefore, w.e.h.p. we have

\[ X \leq \mathbb{E}[X] + O(Δ^2)n^{0.01} \sqrt{nΔ} \leq nΔ^{0.9}/2 + O(n^{0.51}Δ^{2.5}). \]

As Δ ≤ n^{-0.1}, this is at most nΔ^{0.9} for large enough n. □

**Claim 5.2.** The vertex set U at step (4) satisfies |U| ≤ O(n/Δ^{1.01}) w.e.h.p.

**Proof.** By Lemma 2.4 with β = Δ^{0.01}, any vertex v has

\[ \Pr(\text{rdeg}_{M \cup M'}(v) \geq Δ^{0.92}) \leq e^{-Δ^{0.01}}. \]

So, letting Y = |U|, we have \[ \mathbb{E}[Y] \leq ne^{-Δ^{0.01}}. \] If Δ > n^{-0.1}, this already implies by Markov’s inequality that Y < 1 w.e.h.p. Otherwise, if Δ < n^{-0.1}, then we use the bounded differences inequality. Here, Y can be regarded as a function of nΔ random variables, namely, the membership of each edge in L. By Lemma 2.5, each edge affects the match-status of O(1) vertices, and hence can change Y by at most O(Δ). By Proposition 2.2, we therefore have w.e.h.p.

\[ Y \leq \mathbb{E}[Y] + O(Δ \sqrt{nΔ \cdot n^{0.01}}) \leq ne^{-Δ^{0.01}} + O(Δ^{1.5}n^{0.51}). \]

By our assumption that Δ ≤ n^{-0.1}, this is O(n/Δ^{1.01}). □

**Claim 5.3.** Algorithm 2 uses O(n/Δ^{Ω(1)}) space per machine and total space O(m + n) w.e.h.p. At the end of the process, the maximum degree of G[V \ (M \cup M' \cup M'')] is at most Δ^{0.92}.

**Proof.** Claim 5.1 shows these bounds hold for step (1). For step (3), the graph G[V \ M] has at most nΔ^{0.9} edges, so \[ \mathbb{E}[|L|] \leq nΔ^{0.9}q \leq O(n/Δ^{0.01}); \] then a simple Chernoff bound shows |L| ≤ O(n/Δ^{0.01}) w.e.h.p, so G’ can be stored on a single machine. For step (5), observe that |F| ≤ |U|·Δ ≤ O(n/Δ^{0.01}) by Claim 5.2; thus, again G'' can be stored onto a single machine.

Since M'' is a maximal matching of G'', all remaining vertices of G[V \ (M \cup M' \cup M'')] must have degree at most Δ^{0.92}. □

In particular, Algorithm 2 satisfies the claim of Lemma 3.1.

**APPENDIX**

**A USEFUL PROPERTIES OF SEQUENTIAL GREEDY MAXIMAL MATCHING**

We show here the properties of the sequential greedy maximal matching used in the article.

**Proof of Lemma 2.4.** Consider the following equivalent method of generating M. We iterate over the edges in E in the order of π. Upon visiting an edge e, if one of its incident edges belongs to M, we call it irrelevant and discard it. Otherwise, we draw a Bernoulli-p random variable X_e; if X_e = 1, we call e lucky and add it to M, otherwise, we call e unlucky.

If v is matched in M, then rdeg_M(v) = 0. Otherwise, all of its remaining edges in G[V \ M] should have been unlucky. That is, every time we encounter an edge e in this process, it must have been irrelevant or we must have chosen X_e = 0. Furthermore, in order to get rdeg_M(v) > β/p, there must remain at least β/p edges which are not irrelevant. During this process, the probability that all such edges are marked unlucky is at most \((1 - p)^{β/p} \leq e^{-β} \). □

**Proof of Lemma 2.5.** We start with the proof of the first part. Suppose that G’ is obtained by removing some vertex v from G. Let M := GreedyMM(G, p) and M’ := GreedyMM(G’, p) and let D := M’ \ M denote the symmetric difference of M and M’, i.e., D = (M \ M’) ∪ (M’ \ M). Note that
the match-status of a vertex differs in $M$ and $M'$ if and only if its degree in $D$ is one. Therefore, it suffices to show that there are at most two such vertices in $D$.

We claim that $D$ has at most one connected component (apart from isolated vertices). For the sake of contradiction, suppose $D$ has some non-trivial component $C$ which does not include vertex $v$. Let $e$ be the edge in $C$ with the highest priority, and suppose that $e \in M, e \notin M'$ (the case where $e \in M'$ is similar). Here $e \in G'$ since $v$ is not an endpoint of edge $e$. So by definition of the greedy matching, there must be some edge $f \in M'$ connected to $e$ with higher priority. However, since $e \in M$, it must be that $f \notin M$ and hence $f \in M \oplus M'$. So $f \in C$, contradicting our choice of $e$.

Now $D$ is composed of the edges of two matchings, so its unique component is either a path or a cycle. The latter has no vertex of degree one and the former has two; proving part 1 of Lemma 2.5.

The other two parts of Lemma 2.5 follow from a similar argument. If an edge $e$ is removed from $G$ or its entry in $\rho$ is changed, then again the symmetric difference $M \oplus M'$ of the matchings would contain only one connected component which has to contain $e$. Since this component is a cycle or a path, there are at most two vertices whose match-status differs in the two matchings.

**Proof of Proposition 2.6.** Let $H$ be the line graph of $G$, so $H$ has $m$ vertices and $r$ edges. Also, $E_\pi[A(e)]$ is the expected query complexity of the greedy MIS of $H$ under a random permutation. The result [36, Theorem 2.1] bounds the average value of $A(e)$ in terms of vertex and edge counts of $H$ as $\frac{1}{m} \sum_{e \in E} A(e) \leq 1 + \frac{r}{m}$. We obtain the stated result by multiplying through by $m$. □
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