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Abstract
The weighted Tower of Hanoi is a new generalization of the classical Tower of Hanoi problem, where a move of a disc between two pegs \( i \) and \( j \) is weighted by a positive real \( w_{ij} \geq 0 \). This new problem generalizes the concept of finding the minimum number of moves to solve the Tower of Hanoi, to find a sequence of moves with the minimum total cost. We present an optimal dynamic algorithm to solve the weighted Tower of Hanoi problem, we also establish some properties of this problem, as well as its relation with the Tower of Hanoi variants that are based on move restriction.
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1 Introduction
The Tower of Hanoi puzzle was introduced to the world by Edward Lucas in 1884 [10], since then those interested in the puzzle have created new variants in order to raise its difficulty level and to study it more, sometimes by increasing the number of pegs [4, 6, 12] or considering an arbitrary initial and final states [8] (which can be considered as a generalization) and at other times, by forbidding certain movements of discs between certain pegs [2,11,12] (which is a kind of restriction of the problem), while others have chosen to allow the discs to be placed on top of smaller discs [13] (which is considered a relaxation of the problem). For more on the Tower of Hanoi problem, we point the interested reader to [8].

The original Lucas's Tower of Hanoi problem is stated as follows: Consider three pegs, source peg, intermediate peg and destination peg; and \( n \in \mathbb{N}_0 \) discs of distinct diameters. Initially, all discs are stacked on the first peg (the source) ordered by their diameters, with the smallest one on top and the largest one on the bottom. The goal is to transfer the \( n \) discs to the third peg (the destination) using the minimum number of moves, and respecting the following rules:

(i) at each step only one disc can be moved;
(ii) the disc moved must be a topmost disc;
(iii) a disc cannot reside on a smaller one.

Solving the problem requires exactly \( 2^n - 1 \) moves, which can be shown to be optimal [8]. However, there has been continued interest in the problem from several viewpoints and not just the minimum number of moves.

The Tower of Hanoi has its applications in many fields such as didactic of mathematics, psychology, industry and logistics. The Tower of Hanoi and its variants are used to introduce the concept of mathematical induction to students in computer science, and discrete mathematics.
The Tower of Hanoi is a model commonly used in cognitive psychology and neuropsychology to study and examine problem-solving skills which can be tested by calculating moves and strategies while predicting possible outcomes, we refer to [2, 5, 9] for more information about the Tower of Hanoi applications in psychology. The Tower of Hanoi puzzle can be used to model a class of logistic problems which called Pile problems [7], in [11] authors discussed the application of Towers of Hanoi in logistics management and in Pile problems in particular. However, the Tower of Hanoi can be seen as a scheduling problem, where the hand playing with discs is a machine or a crane in a big harbor and discs are the containers in the harbor. Only three zones in the harbor are used to stack containers which represents the three pegs, the crane move the containers from a zone to another while respecting the rules (i−iiii) of the Tower of Hanoi, where the discs in this case are the containers of different sizes. Given an initial state of the containers in harbor, the crane is asked to move containers to reach another state while minimizing the number of moves of containers between the three zones, this problem is an optimization problem.

In order to expand research on the Tower of Hanoi problem we present in this paper a new optimization problem which is a new generalization of the Tower of Hanoi problem that has never been considered before in the literature, in which the movements of the discs between the pegs are weighted using a definite weighting function of the set of pegs in the set of positive reals $\mathbb{R}^+$, which makes the problem less trivial than the classical version of the problem. We call this new problem by the weighted Tower of Hanoi, this optimization problem models the harbor problem mentioned before more effectively, because it is more realistic to assume that a movement of a container from a zone to another have a cost, so the goal here is to minimize the total cost and not the number of moves.

2 Description of the problem

Consider the same elements as the original Tower of Hanoi problem, three pegs $i$, $j$ and $k$, and a set of $n \in \mathbb{N}_0$ discs of different diameters, and the same (i) – (iiii) rules of the classical version. In this new problem, a move from peg $i$ to peg $j$ is weighted by a cost $w_{ij} \in \mathbb{R}^+$, where the objective is to transfer the tower of the $n$ discs from the source peg to the destination peg by minimizing the total cost (sum of costs) of the moves used in the solution.

The following digraph is called the weighted movement digraph, where the vertices represent the pegs and the weighted arcs are the movements between pegs with their costs.

![Figure 1: The weighted movement digraph](image)

It is easy to see that the optimal solution is not necessarily unique, for example, if we take the costs as follows $w_{13} = w_{12} + w_{23}$ then the problem of transferring a tower of a single disc $n = 1$ located on peg 1 towards peg 3, have two optimal solutions with the same cost $w_{13} = w_{12} + w_{23}$, but they differ by the
number of moves, one solution solves the problem using one move, while the other solves it using two moves.

This last remark gives rise to a new question, what is the solution that costs the minimum and solves the problem using the minimum number of moves? In this case, the problem becomes a bi-objective optimization problem, in which the two objectives are the minimization of cost and moves at the same time.

In the next section we present an optimal algorithm that solves the problem by giving the priority to the minimum total cost where it searches among solutions with the minimum total cost the one that have the minimum number of moves.

3 A recursive formula for the optimal total cost and an optimal algorithm

Let \( C_{n}^{i,j} \) be the total cost of the optimal solution(s) of a weighted Tower of Hanoi with \( n \) discs where \( i \) is the source peg and \( j \) the destination peg with \( i, j \in \{1, 2, 3\}, i \neq j \) and \( k = 6 - i - j \) is the intermediate peg.

The total cost \( C_{n}^{i,j} \) of the optimal solution(s) can be calculated recursively in terms of the number of discs \( n \), the recursion formula is given as follows.

**Theorem 1.** For all \( n \in \mathbb{N} \), and \( i, j \) and \( k \) are respectively the source, destination and intermediate pegs,

\[
C_{n}^{i,j} = \begin{cases} 
\min\{w_{ij}, w_{ik} + w_{kj}\} & \text{if } n = 1, \\
\min\{C_{n-1}^{i,k} + C_{n-1}^{k,j} + w_{ij}, 2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj}\} & \text{otherwise.}
\end{cases}
\]

(1)

Note that for the trivial case \( n = 0 \) we have \( C_{0}^{i,j} = 0 \).

**Proof.** Using induction on the number of discs \( n \in \mathbb{N} \), we present the following proof.

Consider \( n \) discs, the source and destination pegs are \( i \) and \( j \) respectively, which implies that \( k = 6 - i - j \) is the intermediate peg, the objective is to find a recursive formula for \( C_{n}^{i,j} \).

For \( n = 1 \), we have two candidate solutions, which are either to move the unique disc from peg \( i \) directly to peg \( j \) with a cost \( w_{ij} \) or to move it first to the intermediate peg \( k \) then to peg \( j \) with a total costs equal to \( w_{ik} + w_{kj} \), then we have \( C_{1}^{i,j} = \min\{w_{ij}, w_{ik} + w_{kj}\} \).

Induction hypothesis, suppose that the optimal solutions of any weighted Tower of Hanoi having at most \( k < n \) discs, have a cost equal to \( C_{k}^{i,j} \), then show that the weighted Tower of Hanoi with \( n \) discs have optimal solutions with total cost equals to \( C_{n}^{i,j} \).

To solve this problem with more than one disc, we have to find a way to move the biggest disc that have a diameter equal to \( n \). To do this, we have two ways, the first way is to move the biggest disc directly from source peg \( i \) to the destination peg \( j \) by transferring the \( (n - 1) \) smaller discs to the intermediate peg \( k \), then when the biggest disc is on the destination peg, the smaller \( (n - 1) \) discs can be transferred from intermediate peg \( k \) to destination peg \( j \), this solution costs \( C_{n-1}^{i,k} + C_{n-1}^{k,j} + w_{ij} \) according to the induction hypothesis. The second way is to move the biggest disc from source peg \( i \) to intermediate peg \( k \) and then to destination peg \( j \) by transferring the \( (n - 1) \) smaller discs from source peg \( i \) to destination peg \( j \) which allows the biggest peg to be transferred from source peg \( i \) to intermediate peg \( k \), and then transferring them (the \( n - 1 \) smaller discs) from destination peg \( j \) to source peg \( i \), which liberate the destination peg \( j \) so that the biggest disc can be moved there, and finally moving the \( (n - 1) \) smaller discs from source peg \( i \) to destination peg \( j \), this solution costs according to induction hypothesis \( 2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj} \).

The choice between these two solutions depends on which one costs less, hence the optimal solution(s) have a cost equal to \( C_{n}^{i,j} = \min\{C_{n-1}^{i,k} + C_{n-1}^{k,j} + w_{ij}, 2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj}\} \).
The proof of Theorem 1 can be used to construct a recursive optimal algorithm to solve the weighted Tower of Hanoi problem efficiently, the algorithm is presented below.

**Algorithm 1 The Weighted Tower of Hanoi dynamic programming algorithm**

1: procedure WTHD($n, i, j$)
2:  \[ k := 6 - i - j \]
3:  if $n = 1$ then
4:     if $w_{ij} \leq w_{ik} + w_{kj}$ then
5:         move disc $d_n$ from peg $i$ to peg $j$;
6:     else
7:         move disc $d_n$ from peg $i$ to peg $k$;
8:         move disc $d_n$ from peg $k$ to peg $j$;
9:     end if
10:  else
11:     if $C_{i,k}^{i,k} + C_{n-1}^{k,j} + w_{ij} \leq 2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj}$ then
12:         WTHD($n - 1, i, k$);
13:         move disc $d_n$ from peg $i$ to peg $j$;
14:     else
15:         WTHD($n - 1, i, j$);
16:         move disc $d_n$ from peg $i$ to peg $k$;
17:         WTHD($n - 1, j, i$);
18:         move disc $d_n$ from peg $k$ to peg $j$;
19:         WTHD($n - 1, i, j$);
20:     end if
21: end if
22: end procedure

**Corollary 1.** The optimal solution provided by the WTHD algorithm has the minimum number of moves among the optimal solutions.

**Proof.** Whenever having the situation $w_{ij} = w_{ik} + w_{kj}$, it is clear that choosing to move the disc from peg $i$ to peg $j$ directly will generate fewer moves than choosing to move it from peg $i$ to peg $k$ then to peg $j$. The same thing in the situation where $C_{n-1}^{i,k} + C_{n-1}^{k,j} + w_{ij} = 2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj}$, choosing to move discs according to the left side of the equality will generate less number of moves, because the left side corresponds to moving the biggest disc directly from source peg to destination peg using only one move rather than moving it through intermediate peg as corresponds to the right side of the equality where two moves are used to move the biggest disc to destination peg. Whatever the situation, algorithm WTHD always takes the choice with the least number of moves and this is due to the use of the comparison operator $\leq$ when comparing between $w_{ij}$ and $w_{ik} + w_{kj}$, and between $C_{n-1}^{i,k} + C_{n-1}^{k,j} + w_{ij}$ and $2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj}$.

Let $u_{n}^{i,j}$ be the number of moves of an optimal solution of the WTH with $n$ discs, then we have the following result.

**Proposition 1.** For all $n \geq 0$

\[ 2^n - 1 \leq u_{n}^{i,j} \leq 3^n - 1. \]

**Proof.** It is known that the shortest and the longest solution in terms of number of moves are the solutions corresponding to the classical Tower of Hanoi and linear variant of the Tower of Hanoi respectively [8], so
it suffices to notice that any solution of this problem must have a number of moves between the number of
of moves of these two solutions, which are $2^n - 1$ and $3^n - 1$ respectively.

Let $v_n$ denote the number of sub-problems needed to be solved by algorithm WTHD to solve the
weighted Tower of Hanoi of $n$ discs with two arbitrary source and destination pegs. According to relation
1 to calculate $C_{n}^{i,j}$ we need to calculate four sub-problems $C_{n-1}^{i,j}, C_{n-1}^{i,k}, C_{n-1}^{j,i}$ and $C_{n-1}^{k,j}$. Figure 2 shows
the structure of search tree when applying relation 1.

**Proposition 2.** For all $n \geq 3$ we have

$$v_n = 6^{n-2} + 4,$$

and $v_0 = 0$, $v_1 = 1$ and $v_2 = 4$.

**Proof.** It is clear that $v_0 = 0$ and $v_1 = 1$, for case $n = 2$, for any source and destination pegs $i$ and $j$ we have

$$C_2^{i,j} = \min\{C_1^{i,k} + C_1^{k,j} + w_{ij}, 2C_2^{i,j} + C_1^{j,i} + w_{ik} + w_{kj}\}$$

which means that four sub-problems needed to be evaluated which are $C_1^{i,j}$, $C_1^{i,k}$, $C_1^{j,i}$ and $C_1^{k,j}$, hence $v_2 = 4$. For $n \geq 3$ we have

$$C_n^{i,j} = \min\{C_{n-1}^{i,k} + C_{n-1}^{k,j} + w_{ij}, 2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj}\},$$
In total we have 4 sub-problems of order \( n - 1 \), \( C_{n-1}^{i,j} \), \( C_{n-1}^{i,k} \), \( C_{n-1}^{j,i} \) and \( C_{n-1}^{k,j} \) and six sub-problems of order \( n - 2 \) which are \( C_{n-2}^{i,j} \), \( C_{n-2}^{i,k} \), \( C_{n-2}^{j,i} \), \( C_{n-2}^{j,k} \), \( C_{n-2}^{k,i} \) and \( C_{n-2}^{k,j} \). To calculate the 6 sub-problems of order \( h \) we need to evaluate all the 6 possible sub-problems of order \( h - 1 \) for all \( 2 \leq h \leq n - 2 \). Therefore we have \( 6^{n-2} \) subproblems of order \( h \) with \( 1 \leq h \leq n - 2 \) in addition to the 4 sub-problems of order \( n - 1 \). Hence in total we have \( v_n = 6^{n-2} + 4 \).

This last result allows us to find the time complexity of the recursive algorithm WTHD.

**Corollary 2.** The WTHD algorithm solves an instance of the WTH problem on \( n \) discs in a time complexity \( \mathcal{O}(6^{n-2}) \).

**Proof.** It is a direct result of Proposition 2.

Here we list some direct results of Theorem 1 for symmetry reasons we have the following result which is more or less easy to see.

**Corollary 3.** If \( w_{ij} = w_{ji} \) for all \( i, j \in \{1, 2, 3\} \), then

\[
C_n^{i,j} = C_n^{j,i} = \begin{cases} 
\min\{w_{ij}, w_{ik} + w_{kj}\} & \text{si } n = 1, \\
\min\{C_{n-1}^{i,k} + C_{n-1}^{j,i} + w_{ij}, 3C_{n-1}^{i,j} + w_{ik} + w_{kj}\} & \text{else.}
\end{cases}
\tag{3}
\]

As we mentioned before in this paper, the classical Tower of Hanoi has a solution with \( 2^n - 1 \) moves, which is the minimum number of moves needed to transfer a whole tower of \( n \) discs from a peg to another according to rules (i - iii). Using this fact, we find the following result.

**Corollary 4.** If \( w_{ij} = x \in \mathbb{R} \) for all \( i, j \in \{1, 2, 3\} \), then

\[
C_n^{i,j} = (2^n - 1)x.
\]

**Proof.** When all weights are equal, the problem becomes the minimization of the number of moves, and we know that the minimum number of moves to solve a Tower of Hanoi on \( n \) discs is equal to \( 2^n - 1 \).

**Example 1.** Consider a weighted Tower of Hanoi weighted problem, the associated weights are given in the matrix below

\[
(w_{ij})_{1 \leq i, j \leq 3} = \begin{pmatrix}
0 & 3 & 15 \\
8 & 0 & 2 \\
5 & 6 & 0
\end{pmatrix}.
\]

The objective is to transfer a tower of \( n = 3 \) discs from peg \( i = 1 \) to peg \( j = 3 \) while minimizing the total cost. For all \( n \geq 0 \) we denote \( L_{n}^{i,j} = C_{n-1}^{i,k} + C_{n-1}^{k,j} + w_{ij} \) and \( R_{n}^{i,j} = 2C_{n-1}^{i,j} + C_{n-1}^{j,i} + w_{ik} + w_{kj} \). The dynamic Table 7 shows the steps that the dynamic recursive relation 7 takes to find the optimal value for \( C_{3}^{i,j} \). The values with * are optimal in accordance with the corresponding source and destination pegs while the red color corresponds to the selected sub-problems used to evaluate \( C_{3}^{i,j} \).
Table 1: The progress of calculating the total cost

| n | \(L_n^{1,2}\) | \(D_n^{1,2}\) | \(L_n^{1,3}\) | \(R_n^{1,3}\) | \(L_n^{2,1}\) | \(R_n^{2,1}\) | \(L_n^{2,3}\) | \(R_n^{2,3}\) | \(L_n^{3,1}\) | \(L_n^{3,2}\) | \(R_n^{3,2}\) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 3* | 21 | 15 | 5* | 8 | 7* | 2* | 23 | 5* | 14 | 6* | 8 |
| 2 | 14* | 34 | 20* | 20* | 15* | 24 | 14* | 33 | 18* | 29 | 14* | 22 |
| 3 | 37* | 64 | 43* | 63 | 40* | 51 | 37* | 65 | 34* | 70 | 38* | 50 |

So the optimal cost to transfer a tower of \(n = 3\) discs from peg 1 to peg 3 is \(C_{3,1}^{1,3} = 43\) where

\[
43 = 14 + 14 + 15 = C_{2,1}^{2,3} + C_{2,3}^{2,3} + w_{1,3}
\]
\[
= (5 + 6 + 3) + (7 + 5 + 2) + 15 = (C_{1,1}^{1,3} + C_{1,2}^{3,2} + w_{1,2}) + (C_{1,1}^{2,1} + C_{1,3}^{1,3} + w_{2,3}) + w_{1,3}.
\]

4 The relationship to variants with restricted disc moves

Variants with restricted disc moves consists of forbidding some transitions between certain pegs, for example, moves between pegs 1 and 3 are forbidden, which implies that the only moves allowed are those between adjacent pegs (if the pegs are aligned from the peg 1 to peg 3), this variant is called the Linear Tower of Hanoi. For more information, see chapter 8 in [8].

It is proven that the only solvable variants based on disc movement restrictions are those having a strongly connected movement digraph, which consists of three vertices that represent the three pegs, and an arc from vertex \(u\) to vertex \(v\) exists if and only if moves from peg \(u\) to peg \(v\) are allowed, Figure 3 shows the only five strongly connected digraphs on three vertices. These are the only solvable variants that are based on restricting disc movements on three pegs.

![Strongly connected digraphs on three vertices](image-url)
Sapir in [11], proposed an algorithm that solves any such variant in a minimum number of moves. By carefully choosing the weights on arcs, we can design a class of WTH instances that corresponds to one of the five variants in such a way that these instances have an optimal solution that respects the restriction of disc moves of the corresponding variant; Which implies that algorithm WTHD can be used to solve any variant with restricted disc moves.

Let \( X \in \{ \overrightarrow{K}_3, \overrightarrow{L}_3, \overrightarrow{C}_3, \overrightarrow{K}_3-, \overrightarrow{C}_3+ \} \) be a variant of the Tower of Hanoi with restricted disc moves and \( A(X) \) its digraph movement. To forbid movements from peg \( i \) to peg \( j \), it suffices to choose \( w_{ij} \) large enough so that the algorithm WTHD never chooses to move a disc from peg \( i \) to peg \( j \). As the expression "large enough" is very relative, we expand our study to search about the minimum value that can be given to \( w_{ij} \) so that there is at least one optimal solution without any disc movement from peg \( i \) to peg \( j \). As a first observation, it is clear that it is always sufficient to choose \( w_{ij} = \infty \) so that the optimal solution(s) does not admit movements from peg \( i \) to peg \( j \) simply because \( \infty \) is always large enough.

The following lemma characterize the condition that must be fulfilled so that an instance of the WTH problem has an optimal solution with no disc moves from certain peg to another.

**Lemma 1.** A WTH instance of \( n \) discs, has no optimal solution with movements of discs from peg \( i \) to peg \( j \) if and only if

\[
\begin{align*}
    w_{ij} &> w_{ik} + w_{kj} + \max \{ 0, 2C^{i,j}_{n-1} + C^{j,i}_{n-1} - C^{i,k}_{n-1} - C^{k,j}_{n-1} \}, \quad \text{and} \\
    C^{i,j}_{n} &= 2C^{i,j}_{n-1} + C^{j,i}_{n-1} + w_{ik} + w_{kj}.
\end{align*}
\]

**Proof.** If no optimal solution has a disc movement from peg \( i \) to peg \( j \) then the solution provided by Algorithm WTHD has also no disc movement from peg \( i \) to peg \( j \) which implies \( w_{ij} > w_{ik} + w_{kj} \) and

\[
    C^{i,k}_{n-1} + C^{k,j}_{n-1} + w_{ij} > 2C^{i,j}_{n-1} + C^{j,i}_{n-1} + w_{ik} + w_{kj}.
\]

Thus,

\[
    C^{i,j}_{n} = 2C^{i,j}_{n-1} + C^{j,i}_{n-1} + w_{ik} + w_{kj}
\]

\[
    w_{ij} > \max \{ w_{ik} + w_{kj}, 2C^{i,j}_{n-1} + C^{j,i}_{n-1} + w_{ik} + w_{kj} - C^{i,k}_{n-1} - C^{k,j}_{n-1} \}.
\]

In the other side if

\[
    w_{ij} > w_{ik} + w_{kj} + \max \{ 0, 2C^{i,j}_{n-1} + C^{j,i}_{n-1} - C^{i,k}_{n-1} - C^{k,j}_{n-1} \}, \quad \text{and} \\
    C^{i,j}_{n} &= 2C^{i,j}_{n-1} + C^{j,i}_{n-1} + w_{ik} + w_{kj}.
\]

We obtain

\[
    w_{ij} > w_{ik} + w_{kj}, \quad \text{and}
\]

\[
    C^{i,k}_{n-1} + C^{k,j}_{n-1} + w_{ij} < 2C^{i,j}_{n-1} + C^{j,i}_{n-1} + w_{ik} + w_{kj}.
\]

Therefor, Algorithm WTHD will never choose to move a disc from peg \( i \) to peg \( j \). Hence no optimal solution will have a disc move from peg \( i \) to peg \( j \). \( \square \)

The next theorem is a generalization of Lemma 1, it characterizes a class of WTH instances that correspond to one of the five variants with restricted disc moves, i.e. for each variant \( X \in \{ \overrightarrow{K}_3, \overrightarrow{L}_3, \overrightarrow{C}_3, \overrightarrow{K}_3-, \overrightarrow{C}_3+ \} \) it gives the characteristics of the weights \((w_{ij})_{1 \leq i,j \leq n} \) so that at least one optimal solution is of the same type as the solution of variant \( X \).
Theorem 2. Let \( X \) be a variant of the Tower of Hanoi with restricted disc moves, and \( D = (V(D), A(D)) \in \{ \vec{K}_3, \vec{L}_3, \vec{C}_3, \vec{K}_3, \vec{C}_3 \} \) its movement digraph. An instance of the WTH has an optimal solution corresponds to the restriction on disc moves of variant \( X \) if and only if for all \( (i, j) \notin A(D), i \neq j \), we have
\[
 w_{ij} > w_{ik} + w_{kj} + \max\{0, 2C_{n-1}^{i,j} + C_{n-1}^{i,k} - C_{n-1}^{k,j}\},
\]
and \( C_n^{i,j} = 2C_{n-1}^{i,j} + C_{n-1}^{i,k} + w_{ik} + w_{kj} \).

Proof. For each \( (i, j) \notin A(D), i \neq j \), we do the same reasoning as the previous proof. \( \square \)

We present bellow two direct results of Theorem 2 which are Corollaries 5 and 6 that characterize the class of WTH instances in which the optimal solution respects the restrictions on disc moves of the linear variant and the cyclic variant respectively.

Corollary 5. An instance of the WTH, accepts the linear variant solution as an optimal solution if and only if
\[
 w_{13} > w_{12} + w_{23} + \max\{0, 2C_{n-1}^{1,3} + C_{n-1}^{3,1} - C_{n-1}^{1,2} - C_{n-1}^{2,3}\}
\]
and
\[
 w_{31} > w_{32} + w_{21} + \max\{0, 2C_{n-1}^{3,1} + C_{n-1}^{1,3} - C_{n-1}^{3,2} - C_{n-1}^{2,1}\}.
\]

Corollary 6. An instance of the WTH, accepts the cyclic variant solution as an optimal solution if and only if
\[
 w_{13} > w_{12} + w_{23} + \max\{0, 2C_{n-1}^{1,3} + C_{n-1}^{3,1} - C_{n-1}^{1,2} - C_{n-1}^{2,3}\},
\]
\[
 w_{32} > w_{31} + w_{12} + \max\{0, 2C_{n-1}^{3,2} + C_{n-1}^{2,3} - C_{n-1}^{3,1} - C_{n-1}^{1,3}\},
\]
\[
 w_{21} > w_{23} + w_{31} + \max\{0, 2C_{n-1}^{2,1} + C_{n-1}^{1,2} - C_{n-1}^{2,3} - C_{n-1}^{3,1}\}.
\]

5 Conclusion

A new generalization of the Tower of Hanoi puzzle was presented in this paper, in this generalization the moves between pegs are weighted and the objective is to solve the puzzle while minimizing the total cost. The special thing about this new generalization is that it generalize the concept of the minimum number of moves in the classical Tower of Hanoi so that each move is measured using a positive weight. We gave a recursive formula of the total cost in terms of the number of discs, also we introduced an optimal algorithm to solve this new optimization problem using dynamic programming. We established also the relationship between the weighted Tower of Hanoi and its variants with restricted disc moves. Furthermore, due to the complexity time of the recursive algorithm proposed in this paper, one could think about using heuristics and meta-heuristics to solve the WTH problem.
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