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We investigate the persistence of spectral gaps of one-dimensional frustration free quantum lattice systems under weak perturbations and with open boundary conditions. Assuming that the interactions of the system satisfy a form of local topological quantum order, we prove explicit lower bounds on the ground state spectral gap and higher gaps for spin and fermion chains. By adapting previous methods using the spectral flow, we analyze the bulk and edge dependence of lower bounds on spectral gaps. Published by AIP Publishing. https://doi.org/10.1063/1.5036751
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I. INTRODUCTION

An important result in the study of gapped ground state phases of quantum lattice systems (with or without topological order) is the stability of the spectral gap(s) under uniformly small extensive perturbations. The stability property implies that the gapped phases are full-dimensional regions in the space of Hamiltonians free of phase transitions.\textsuperscript{1} In recent years, such results were obtained in increasing generality.\textsuperscript{2,3,5,7,8,16–18} Our goal here is to extend the existing results applicable in one dimension to Hamiltonians with the so-called “open” boundary conditions, meaning that we consider systems defined on intervals \([a,b] \subset \mathbb{Z}\) and not on a cycle \(\mathbb{Z}/(n\mathbb{Z})\). Specifically, this implies that the neighborhoods of the boundary points \(a\) and \(b\) may be treated differently than the bulk. There are physical and mathematical situations where one is naturally led to considering open boundary conditions. For example, in the series of recent studies by Ogata,\textsuperscript{13–15} clarifying the crucial role of boundary states in the classification of quantum spin chains with matrix product ground states required the study of systems with open boundary conditions. Another situation of interest to us is the application of results for quantum spin chains to fermion models in one dimension by making use of the Jordan-Wigner transformation, which in the finite system setup only works well with open boundary conditions. In this way, we obtain explicit bounds on the spectral gaps in the spectrum of perturbed spin and even fermion chains with one or more frustration free ground states that satisfy a local topological order condition. This complements previous results that prove stability of gapped fermion systems by other approaches.\textsuperscript{5,12}

II. SETTING AND MAIN RESULT

A. Notations

Denote by \((\mathbb{Z}, | \cdot |)\) the metric graph of integers. Let \(P_f(X)\) denote the finite subsets of \(X \subset \mathbb{Z}\). We will use \(\Lambda\) to refer exclusively to nonempty, finite intervals of the form
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\[ [a, b] = \{ n \in \mathbb{N} : a \leq n \leq b \}. \text{ Let } b_\Lambda(x, n) = \{ m \in \Lambda : |x - m| \leq n \} \text{ denote the restriction of a metric ball to the interval. For each } x \in \Lambda, \text{ denote by } r_x \text{ and } R_x \text{ the following distances to the boundary:} \]
\[
r_x = \min \{ x - a, b - x \}, \quad R_x = \max \{ x - a, b - x \}.
\]
Equation (2.1)

Although \( r_x \) and \( R_x \) depend on the interval \([a, b] \), we omit this dependence from the notation since we will always fix a finite volume \([a, b] \) throughout our arguments.

In the following, we will consider both spin systems and fermion systems on the one-dimensional lattice. Without difficulty, we could also treat systems that include both types of degrees of freedom, but for simplicity of the notations, we will not consider such systems in this paper. It is also possible to consider inhomogeneous systems for which the number of spin or fermion states depends on the site. In order to present the main ideas without overly burdensome notation, we will only consider homogeneous systems in the note.

The algebra of observables of the finite system in \( \Lambda \), of either spins or fermions, will be denoted by \( \mathfrak{A}_\Lambda \). If we want to specify that we are specifically considering spins or fermions, we will use the notation \( \mathfrak{A}_\Lambda^s \) or \( \mathfrak{A}_\Lambda^f \), respectively. These algebras, and the associated Hilbert space they are represented on, are defined as follows:

For spin systems, we have
\[
\mathfrak{A}_\Lambda^s = M_d(\mathbb{C})^{\otimes |\Lambda|}, \quad \mathfrak{h}_\Lambda = (\mathbb{C}^d)^{\otimes |\Lambda|},
\]
where \( d \) is the dimension of the Hilbert space of a single spin, i.e., \( d = 2^S + 1 \).

For fermions, \( \mathfrak{A}_\Lambda^f \) denotes the \( C^* \)-algebra generated by \( \{ a(x), a^*(x) : x \in \Lambda \} \), the annihilation and creation operators defining a representation of the Canonical Anticommutation Relations (CAR) on the antisymmetric Fock space \( \mathfrak{F}_\Lambda = \mathfrak{F}(\ell^2(\Lambda)) \). The dimension of \( \mathfrak{F}_\Lambda \) is \( 2^{|\Lambda|} \) and \( \mathfrak{A}_\Lambda^f \) is \( * \)-isomorphic to the matrix algebra \( M_{2^{|\Lambda|}}(\mathbb{C}) \).

Given an exhaustive net of CAR or spin algebras \( \{ \mathfrak{A}_\Lambda : \Lambda \in P_f(\mathbb{Z}) \} \), the inductive limit \( \mathfrak{A}_\mathbb{Z} \), the \( d^\infty \) UHF algebra, is obtained by norm completion,
\[
\mathfrak{A}_\mathbb{Z} = \bigcup_{\Lambda \in P_f(\mathbb{Z})} \mathfrak{A}_\Lambda.
\]
This algebra is often referred to as the quasi-local algebra, and \( \mathfrak{A}_{\text{loc}} = \bigcup \mathfrak{A}_\Lambda \) is referred as the local algebra.

Define by \( N_X = \sum_{x \in X} a^*(x)a(x) \) the number operator for \( X \in P_f(\mathbb{Z}) \), and define the parity automorphism by
\[
\rho_\Lambda(A) = \exp(i\pi N_\Lambda)A \exp(i\pi N_\Lambda).
\]
Equation (2.2)

Say that \( A \in \mathfrak{A}_\Lambda^f \) is even if \( \rho_\Lambda(A) = A \) and odd if \( \rho_\Lambda(A) = -A \). The observable \( A \) is even if and only if it commutes with the local symmetry operator \( \exp(i\pi N_\Lambda) \), which is if and only if \( A \) is the sum of even monomials in the generating set \( \{ a(x), a^*(x) : x \in \Lambda \} \). Unlike the odd observables, the even observables form a \( * \)-subalgebra of \( \mathfrak{A}_\Lambda^f \), which we denote by \( \mathfrak{A}_\Lambda^+ \).

### B. Assumptions

Let \( I \) be a subinterval of \( \mathbb{Z} \), not necessarily finite. An interaction on \( I \) is a function \( \Phi : P_f(I) \to \mathfrak{A}_{\text{loc}} \) such that \( \Phi(X) = \Phi(X)^* \in \mathfrak{A}_X \) for all \( X \in P_f(I) \). The corresponding local Hamiltonian of the finite system on \( \Lambda \subset I \) is \( H_\Lambda = \sum_{X \subset \Lambda} \Phi(X) \). Say that \( \Phi \) is non-negative if \( \Phi(X) \geq 0 \) for all \( X \in P_f(I) \). Say that \( \Phi \) is an even interaction of the CAR algebra if \( \Phi(X) \in \mathfrak{A}_X^+ \).

The interactions in our perturbative setup will satisfy the following assumptions. First, let \( \eta : P_f(\mathbb{Z}) \to \mathfrak{A}_{\text{loc}} \) be a non-negative interaction with distinguished local Hamiltonians \( H_\Lambda \). We will refer to \( \eta \) as the unperturbed interaction. We assume that \( \eta \) has the following properties:

i. **Finite range**: There exists \( R > 0 \) such that \( \text{diam}(X) > R \) implies \( \eta(X) = 0 \).
ii. **Uniformly bounded**: There exists \( M > 0 \) such that for all \( X \in P_f(\mathbb{Z}) \), \( \| \eta(X) \| < M \).
iii. **Frustration free**: For all intervals \( \Lambda \in P_f(\mathbb{Z}) \), \( \ker(H_\Lambda) \supseteq \{ 0 \} \).
iv. **Uniformly locally gapped:** There exists \( \gamma_0 > 0 \) such that for all intervals \([a, b] \in \mathcal{P}_{f}(\mathbb{Z}), \) with \( b - a \geq R, \) \( \gamma_0 \) is lower bound a for non-zero eigenvalues of \( H_{[a, b]} \).

v. **Local topological quantum order (LTQO)** of the ground state projectors.

The concept of LTQO was introduced in Ref. 2. We will need to adapt the definition to take into account parity and boundary conditions, which we do in Sec. II C.

Next, we consider the perturbations. To allow edge effects, we will consider perturbations given in terms of a family of interactions on intervals. For each \( \Lambda, \) let \( \Phi^{\Lambda} : \mathcal{P}_{f}(\Lambda) \to \mathfrak{A}_{\text{loc}} \) be an interaction on the interval, and denote by \( [\Phi] \) the collection of these perturbative interactions,

\[
[\Phi] = \left\{ \Phi^{\Lambda} : \Lambda \in \mathcal{P}_{f}(\mathbb{Z}) \right\}.
\]

The perturbed Hamiltonians have the form

\[
H_{\Lambda}(\varepsilon) = \sum_{x \in \Lambda} \eta(x) + \varepsilon \Phi^{\Lambda}(x), \quad \varepsilon \in [0, 1],
\]

and while the Hamiltonians depend on the interval \( \Lambda, \) lower bounds on gaps in the spectrum will be uniform in the volume.

Our main assumption on the interactions \( \Phi^{\Lambda} \) in \( [\Phi] \) is that \( \Phi^{\Lambda}(X) \) decays rapidly with the diameter of \( X. \) To make this precise, we use \( \mathcal{F}-\text{functions} \) and provide explicit bounds in terms of the \( \mathcal{F}-\text{norm}. \) The definition and properties of \( \mathcal{F}-\text{functions} \) and \( \mathcal{F}-\text{norm} \) can be found in the Appendix. In our argument, we will use functions of the form

\[
F(x) = e^{-h(x)}F^{b}(x),
\]

\[
F^{b}(x) = \frac{L}{(1 + cx)^{\kappa}},
\]

where \( \kappa > 2 \) and \( L, c > 0. \) The function \( h : [0, \infty) \to [0, \infty) \) is a monotone increasing, subadditive weight function. At times, it will be necessary to precompose \( F \) with a transformation \( \tau : [0, \infty) \to \mathbb{R}, \) and so we will take as convention \( F \circ \tau(x) = F(0) \) for \( \tau(x) < 0. \) We will denote by \( \| \|_{\mathcal{F}} \) the extended norm \((A1)\) induced by \( F. \)

Using \( \mathcal{F}-\text{function terminology}, \) we assume for the perturbations:

i. **Fast decay:** There exists an \( \mathcal{F}-\text{function} \) \( F(r) = e^{-h_{b}(r)}L(1 + cx)^{-\kappa}, \) for \( L, c > 0 \) and \( \kappa > 2, \) such that \( \sup_{\Lambda} \| \Phi^{\Lambda} \|_{\mathcal{F}} < \infty. \)

ii. **Metric ball support:** For all \( \Lambda, \) \( \Phi^{\Lambda}(X) \neq 0 \) implies \( X = b_{\Lambda}(z, n) \) for some \( z \in \Lambda \) and \( n \in \mathbb{N}. \)

The assumption that \( \Phi^{\Lambda} \) is supported on metric balls is not restrictive since a finite-volume Hamiltonian of any fast-decaying interaction can be rewritten as the finite-volume Hamiltonian of a balled interaction with comparable decay (c.f. the Appendix of Ref. 18).

### C. Local topological quantum order

Consider the unperturbed interaction \( \eta \) and its local Hamiltonians. Denote by \( P_{\Lambda} \) the orthogonal projection onto \( \ker(H_{\Lambda}) \), and define the state

\[
\omega_{\Lambda}(A) = \frac{1}{\text{tr}(P_{\Lambda}A)} \text{tr}(P_{\Lambda}A), \quad A \in \mathfrak{A}_{\Lambda}.
\]

**Definition.** The unperturbed interaction \( \eta \) satisfies local topological quantum order if there exists a monotone function \( \Omega : [0, \infty) \to [0, \infty), \) decreasing to 0, such that for all \( x \in \Lambda \) and \( n, k \in \mathbb{N} \) satisfying \( 0 \leq k \leq r_{x} \) and \( k \leq n \leq R_{x}, \) the following bound holds:

\[
\forall A \in \mathfrak{A}_{b_{\Lambda}(x, k)} : \| P_{b_{\Lambda}(x, k)}(A - \omega_{\Lambda}(A))P_{b_{\Lambda}(x, k)} \| \leq \Omega(z_{x}(n) - k)\|A\|,
\]

where \( z_{x} : \mathbb{N} \to \mathbb{N} \) is the cutoff function defined in terms of distance to the boundary of \( \Lambda \) \((2.1)\),

\[
z_{x}(m) = \begin{cases} 
m & \text{if } m \leq r_{x} \\
r_{x} & \text{else.}
\end{cases}
\]
If $\eta : P_f(\mathbb{Z}) \to \mathfrak{X}_\text{loc}^+$ is an even interaction and (2.6) holds for the restricted class of observables $A \in \mathfrak{X}_{\text{loc}}^+$, then we will say that $\eta$ has $\mathbb{Z}_2$-LTQO.

For example, the AKLT interaction with either periodic or open boundary conditions has LTQO with $\Omega(r) = (1/3)^r$. The interaction defined in (5.1) has $\mathbb{Z}_2$-LTQO with $\Omega(r) = 0$ for $r$ greater than a cutoff $D > 0$ defined by the interaction parameters, and $\Omega(x) = 2$ otherwise (Proposition 5.4).

### D. The main result

For any finite interval $\Lambda$, we consider the local Hamiltonian $H_\Lambda(\epsilon)$ given in (2.4). There exist continuous functions $\lambda_1, \ldots, \lambda_N : [0, 1] \to \mathbb{R}$ such that for all $\epsilon \in [0, 1]$, $\{\lambda_1(\epsilon), \ldots, \lambda_N(\epsilon)\}$ are the eigenvalues of $H_\Lambda(\epsilon)$. We partition $\text{sp}(H_\Lambda(\epsilon))$ into two disjoint regions, an upper and a lower part of the spectrum, and call the minimum distance between these two sets the spectral gap above the ground state or the spectral gap.

$$\gamma(H_\Lambda(\epsilon)) = \min \left\{ \lambda - \mu : \lambda \in \text{sp}_{1,\Lambda}(\epsilon), \mu \in \text{sp}_{0,\Lambda}(\epsilon) \right\}.$$ (2.8)

For a class of sufficiently small perturbations, the main result of this paper establishes a lower bound for the size of the spectral gap which does not depend on $\Lambda$, under the assumptions that $\eta$ has LTQO, the interactions in $[\Phi]$, from (2.3), decay sufficiently fast and, in the case of fermions, that the interactions are even. The spectrum may have other gaps which can be defined similarly in terms of eigenvalue splitting, and we also prove an estimate showing how these gaps persist under weak perturbations. To state these results, we define several constants that characterize the effect of the perturbation and the presence of edge effects.

The effect of perturbations near the boundary of $\Lambda$ is, in general, different and stronger than far away from the boundary. As a consequence, our stability result for open chains features a distance parameter $D \geq 0$, in terms of which we distinguish sites near and far away from the boundary. In Sec. III, we write each $\Phi^\Lambda$ as the sum of an interaction $\Phi^D(\Lambda)$, with a local Hamiltonian $\Phi^D_\Lambda$ supported at the $D$-boundary, and a bulk interaction $\Phi^\int(\Lambda)$. Define the following two finite constants quantifying the strength of the bulk and edge perturbations, respectively:

$$M = \sup_\Lambda \left\{ \|\Phi^\int(\Lambda)\|_F : \text{diam}(\Lambda) > \max\{2D, R\} \right\},$$

$$M_D = \sup_\Lambda \left\{ \|\Phi^D_\Lambda\| : \text{diam}(\Lambda) > \max\{2D, R\} \right\}.$$ (2.9)

Then, for constant,

$$m = \left( \sum_{|n| \geq 3} 20C(3|n| + 2) \left[ \Omega \left( \frac{|n| - 1}{2} \right) \right] \right)^{1/2} + F_0 \left( \left| \frac{|n| - 3}{2} \right| \right)$$

$$+ C \left( \sum_{n \notin \mathbb{Z}} \Omega \left( \left| \frac{n}{2} \right| \right) + 2F_0 \left( \left| \frac{n}{2} \right| \right) + 8 \right) (\|\eta\|_F + M_D),$$

where $F_0(x) = F(b/18 - x - 3/2)$, we are able to prove the following theorem.

**Theorem 3.11** (Ground state gap stability for spin chains). Suppose $\eta : P_f(\mathbb{Z}) \to \mathfrak{X}_\text{loc}^+$ has LTQO with $\Omega(n) \leq n^{-v}$, for $v > 4$, and there exist $K > 0, s \in (0, 1]$ such that $h_0$ satisfies $h_0(r) \geq Kr^s$. Then there exists $\epsilon(\gamma_0) > 0$ such that $0 \leq \epsilon < \epsilon(\gamma_0)$ and $\text{diam}(\Lambda) > \max\{2D, R\}$ imply

$$\gamma(H_\Lambda(\epsilon)) \geq \gamma_0 - (m + 2M_D)\epsilon > 0.$$ (3.1)

The constant $\epsilon(\gamma_0)$ can be taken as

$$\epsilon(\gamma_0) = \min \left\{ \frac{1}{m + 2M_D} \right\}. $$

As a consequence, if we assume that $\eta : P_f(\mathbb{Z}) \to \mathfrak{X}_\text{loc}^+$ has $\mathbb{Z}_2$-LTQO, and $\Omega$ and $\Phi^\Lambda : P_f(\Lambda) \to \mathfrak{X}_\Lambda^+$ have the same decay assumptions as in Theorem 3.11, we are able to prove:
Theorem 4.4. There exist $\epsilon'(\gamma_0) > 0$ and constant $m_D'$ such that $0 \leq \epsilon < \epsilon'(\gamma_0)$ and $\text{diam}(\Lambda) > \max\{2D, R\}$ implies
\[
\gamma(\mathcal{H}_\Lambda(\epsilon)) \geq \gamma_0 - m_D' \epsilon > 0.
\]
The constants $m_D'$ and $\epsilon'(\gamma_0)$ can be explicitly determined by the constants $m, M_D,$ and $\epsilon(\gamma_0)$.

The proofs of Theorems 3.11 and 4.4 rely on a relative form bound argument. We remark that the proof will depend strongly on the fact that the size of the boundary of $\Lambda$ can be bounded independently of the size of $\Lambda$ itself. This is special about one-dimensional systems. The stability of the gap in higher dimensions requires a careful analysis of the locality of perturbations$^{11}$ and more complicated assumptions.

Additionally, due to the relative form bound, the hypotheses for a stable ground state spectral gap also imply general stability of the spectrum. Precisely, we prove the following statement about the persistence of higher spectral gaps. In the statement, $J_1, J_2, J_3$ refer to Eqs. (3.12) and (3.15).

Proposition 3.12. Let $T, \gamma > 0$, and denote $\text{res}(\mathcal{H}_\Lambda) = \mathbb{C} \setminus \text{sp}(\mathcal{H}_\Lambda)$. Suppose $\eta, [\Phi]$ satisfy the hypotheses of Theorem 3.11. There exists $\epsilon(\gamma, T) > 0$ such that for sufficiently large $\Lambda$ and $0 \leq \epsilon < \epsilon(\gamma, T)$, if $\nu, \mu \in \text{sp}(\mathcal{H}_\Lambda)$ with $(\nu, \mu) \in \text{res}(\mathcal{H}_\Lambda) \cap [0, T]$ and $\mu - \nu > \gamma$, then the gap between $\nu$ and $\mu$ is stable. Precisely, if we denote
\[
\gamma(\nu, \mu, \epsilon) = \min\{\lambda(\epsilon) \in \text{sp}(\mathcal{H}_\Lambda(\epsilon)) : \lambda(0) \geq \mu\} - \max\{\lambda(\epsilon) \in \text{sp}(\mathcal{H}_\Lambda(\epsilon)) : \lambda(0) \leq \nu\},
\]
then
\[
\gamma(\nu, \mu, \epsilon) \geq (1 - p\epsilon)\gamma - 2(q + pT + M_D)\epsilon > 0
\]
for $0 \leq \epsilon < \epsilon(\gamma, T)$ and $p, q$ defined as
\[
p = \frac{3}{\gamma_0} J_1(\|\eta\|_F + M_{\text{Int}}), \quad q = |C(J_3 + 4) + J_2|(\|\eta\|_F + M_{\text{Int}}).
\]

III. STABILITY OF SPECTRAL GAP IN SPIN CHAINS

A. Perturbations at the boundary

Here, we make the distinction between a perturbation near the boundary and in the bulk. In this section, unless otherwise noted, we fix an interval $\Lambda = [a, b]$ and let $\Phi$ denote the interaction $\Phi(\Lambda)$, with a local Hamiltonian $\Phi(\Lambda) = \sum_{x \in \Lambda} \Phi(x)$.

Let $D \in \mathbb{N}$ define a uniform distance parameter, and denote by $\text{Int}_D(\Lambda)$ the relative interior $[a + D, b - D]$. The piece of the perturbation associated with $x \in \Lambda$ is $\Phi_x = \sum_{n=1}^{R_x} \Phi(b_\Lambda(x, n))$, and the whole perturbation is split by the relative interior, $\Phi(\Lambda) = \Phi^D(\Lambda) + \Phi^{\text{Int}}(\Lambda)$, where
\[
\Phi^D(\Lambda) = \sum_{x \in \Lambda \setminus \text{Int}_D(\Lambda)} \Phi_x, \quad \Phi^{\text{Int}}(\Lambda) = \sum_{x \in \text{Int}_D(\Lambda)} \Phi_x
\]
are the edge and bulk perturbations, respectively. Let $\Phi^D(\Lambda), \Phi^{\text{Int}}(\Lambda) : P_I(\Lambda) \rightarrow \mathfrak{F}_\Lambda'$ denote the corresponding local interactions.

If $x \in \text{Int}_D(\Lambda)$, then $n \geq r_x$ implies $\|\Phi(b_\Lambda(x, n))\| \leq \|\Phi\|_F F(D)$, and so even though the bulk perturbative interaction contains terms which extend to the boundary, their contribution to the total perturbation is relatively small as a function of $D$.

Since the Hamiltonian $H_\Lambda + \epsilon \Phi$ is close in the operator norm to the bulk-perturbed Hamiltonian, it will suffice to prove ground state spectral gap stability for $H_\Lambda + \epsilon \Phi^{\text{Int}}$. To do this, we will use a unitary decomposition method depending on spectral flow. First proved in Ref. 8, our present formulation of the following theorem using $\mathcal{F}$-functions comes from Ref. 18.

B. Spectral flow decomposition

Let $\Psi : P_I(\Lambda) \rightarrow \mathfrak{A}^{\text{loc}}$ be an arbitrary interaction, $\Lambda \subset I$, and suppose $\gamma \in (0, \gamma_0)$. Let $\epsilon_\Lambda > 0$ be such that $0 \leq \epsilon < \epsilon_\Lambda$ implies $\gamma(H_\Lambda(\epsilon)) \geq \gamma$, where $H_\Lambda(\epsilon) = H_\Lambda + \epsilon \Psi_\Lambda$. We may take $\epsilon_\Lambda$ to be maximal. Because $\gamma(H_\Lambda(\epsilon))$ is bounded below by $\gamma$ and $\epsilon \Psi_\Lambda$ is uniformly bounded on $[0, \epsilon_\Lambda]$, we may construct the spectral flow (also known as quasi-adiabatic evolution) $\alpha : [0, \epsilon_\Lambda] \rightarrow \mathfrak{A}_\Lambda^{\text{loc}}$, whose
quasi-local properties are extensively discussed in Refs. 1 and 6. Briefly summarizing, there exists a norm-continuous family $U(\epsilon)$ of unitaries such that, if $P(\epsilon)$ denotes the orthogonal projection onto the kernel of $H(\epsilon)$,

$$
\alpha_{\epsilon}(A) = U(\epsilon)^* A U(\epsilon) \quad \text{and} \quad P(\epsilon) = U(\epsilon) P(0) U(\epsilon)^*.
$$

(3.1)

The unitaries are the solution to $-i \frac{d}{d\epsilon} U(\epsilon) = D(\epsilon) U(\epsilon)$ with $U(0) = 1$, where the generator $D(\epsilon)$ is given by

$$
D(\epsilon) = \int_{-\infty}^{\infty} w(\gamma(t)) \int_{0}^{t} e^{i H(\epsilon)(s)} \Psi_{s} e^{-i H(\epsilon)(t)} ds \, dt
$$

(3.2)

for a weight function $w_{\gamma(t)} \in L^1$ with compactly supported Fourier transform (see Lemma 2.3 in Ref. 1). Since the quasi-local properties of its generator are made clear by the expression (3.2), the spectral flow automorphism transforms the perturbed Hamiltonian $H(\epsilon)$ into a unitarily equivalent finite-volume Hamiltonian of a well-behaved, local interaction. Identifying this local interaction is the content of the unitary decomposition theorem:

**Theorem 3.1.** Suppose $\Psi: P_{1}(I) \to \mathfrak{A}'_{\text{loc}}$ satisfies a finite $\cal F$-norm for $F$ and $h_{\varphi}(r) \geq K r^t$ for some $K > 0$ and $t \in (0, 1)$. Then for all $0 \leq \epsilon \leq \epsilon_{A}$,

i. there exists an interaction $\Phi^{1}(\epsilon): P_{1}(\Lambda) \to 2^{\mathfrak{A}_{\Lambda}}$ such that $\alpha_{\epsilon}(H(\epsilon)) = H_{\Lambda} + \Phi^{1}(\epsilon)$, and

ii. $\Phi^{1}(\epsilon)$ is supported on the metric balls of $\Lambda$, that is,

$$
\Phi^{1}_{\Lambda}(\epsilon) = \sum_{x \in \Lambda} \Phi^{1}_{x}(\epsilon),
$$

where $\Phi^{1}_{x}(\epsilon) = \sum_{n=1}^{R_{x}} \Phi^{1}(b(\Lambda),\epsilon)$ and each $\Phi^{1}(b(\Lambda),\epsilon) \in 2^{\mathfrak{A}_{b(\Lambda)}}$. Furthermore, for all $x \in \Lambda$, $[P(\epsilon), \Phi^{1}_{x}(\epsilon)] = 0$.

There exists a constant $C > 0$, depending on the uniform bound $M$, range $R$, uniform gap $\gamma_{0}$, and decay parameters $K$ and $t$, such that

$$
\|\Phi^{1}(\epsilon)\|_{F_{\epsilon}} \leq C \epsilon \|\eta\|_{F_{\epsilon}} + \|\Psi\|_{F_{\epsilon}},
$$

where $F_{\epsilon}$ is an $\cal F$-function depending on $K, t, \gamma$ such that $F_{\varphi}(r)$ decays faster than any polynomial in $r$.

**Proof.** This reformulated statement of the original decomposition theorem found in Ref. 8 is proved in Theorem 6.3.4 in Ref. 18, and so we record here only the precise form of $F_{\varphi}$. Define

$$
\mu(r) = \begin{cases} 
(\epsilon/k)^{k} & \text{if } r \leq \epsilon \\
\rho/(\log r)^{k} & \text{else } r > \epsilon.
\end{cases}
$$

(3.3)

Define $\mathcal{K}_{0} = \min\{K, 2/7\}$, and denote by $\nu_{\varphi}$ the Lieb-Robinson velocity for the Heisenberg dynamics generated by the interaction $\Psi$. Denote $\bar{\mu}(r) = \mu(27r/27)$ and

$$
G_{\varphi}(r) = e^{r \mathcal{L}^{\mu_{\varphi}} h_{\varphi}(r)} F_{\varphi}(r).
$$

Then the $\cal F$-function in the statement of the theorem is given by

$$
F_{\varphi}(r) = \begin{cases} 
G_{\varphi}(0) & \text{if } r \leq 18R + 27 \\
G_{\varphi}(r/18 - R - 3/2) & \text{else } r > 18R + 27.
\end{cases}
$$

(3.4)

For the remainder of this section, let $U(\epsilon)$, $\alpha_{\epsilon}$, and $\Phi^{1}(\epsilon)$ be from an application of Theorem 3.1 when $\Psi$ is the bulk perturbative interaction $\Phi^{\text{Int}}_{\Lambda}$ with a local Hamiltonian $\Phi^{\text{Int}}_{\Lambda}$.

**Lemma 3.2.** The local operator $\Phi^{1}(\epsilon)$ can be rewritten as

$$
\Phi^{1}(\epsilon) = \Phi^{2}(\epsilon) + \Phi^{3}(\epsilon) + \omega_{\Lambda}(\Phi^{1}(\epsilon)) + \mathcal{R}(\epsilon)
$$

(3.5)
for terms defined by

$$\tilde{\Phi}^1(\varepsilon) = \sum_{x \in \text{Int}_2(\Lambda)} \Phi^1_x(\varepsilon),$$

$$\Phi^2(\varepsilon) = (1 - P)(\tilde{\Phi}^1(\varepsilon) - \omega_\Lambda(\Phi^1(\varepsilon))) \Omega(1 - P),$$

$$\Phi^1(\varepsilon) = P(\tilde{\Phi}^1(\varepsilon) - \omega_\Lambda(\Phi^1(\varepsilon))) P,$$

$$\mathcal{R}(\varepsilon) = \Phi^1_x(\varepsilon) + \Phi^1_m(\varepsilon) + \Phi^1_R(\varepsilon).$$

Proof. This follows from a direct calculation using the fact that $[\Phi^1(\varepsilon), P] = 0$. \hfill \Box

The reason for separating the boundary terms $\mathcal{R}(\varepsilon)$ from the rest of the transformed perturbation is for notational convenience since the following argument will use the fact that $|r_c/2| > 0$ for $x \in \text{Int}_2(\Lambda)$.

C. Relative form boundedness of perturbations

The argument for relative form boundedness of the transformed perturbation $\Phi^1(\varepsilon)$ will depend on the following two elementary lemmas.

Lemma 3.3. Suppose $x \in \Lambda$. For any $1 \leq m \leq r_x$,

$$\|P(\Phi^1_x(\varepsilon) - \omega_\Lambda(\Phi^1_x(\varepsilon))) P\| \leq \|\Phi^1_x(\varepsilon)\| \Omega(r_x - m) + 2F_\varepsilon(m).$$

Proof. Denote $A - \omega_\Lambda(A) = A_0$ and $b_k(x, n) = b_k(n)$, for brevity. For $0 \leq m \leq r_x$, by linearity of $\omega_\Lambda$,

$$P(\Phi^1_x(\varepsilon))_0 P = \sum_{k=1}^{R_x} P \Phi^1(b_k(k), \varepsilon) P_0 + \sum_{k=m+1}^{R_x} P \Phi^1(b_k(k), \varepsilon) P_0.$$

We bound the two summands separately. The right summand is bounded by Proposition A.1,

$$\sum_{k=m+1}^{R_x} \|P \Phi^1(b_k(k), \varepsilon) P_0\| \leq 2\|\Phi^1(\varepsilon)\|_{F_\varepsilon} F_\varepsilon(m).$$

The left summand is bounded by local topological quantum order and the $J$-norm,

$$\sum_{k=1}^{m} \|P \Phi^1(b_k(k), \varepsilon) P_0\| \leq \sum_{k=1}^{m} \Omega(r_x - k) \|\Phi^1(b_k(k), \varepsilon)\|$$

$$\leq \Omega(r_x - m) \|\Phi^1(\varepsilon)\|_{F_\varepsilon}.$$

Combining these bounds proves the lemma. \hfill \Box

The next lemma uses the cutoff function $z_\varepsilon$ defined in Sec. 3C, Eq. (2.7).

Lemma 3.4. Suppose $x \in \text{Int}_2(\Lambda)$. If $1 \leq m \leq r_x$ and $m \leq n \leq R_x$, then

$$\left\|\sum_{k=1}^{m} \Phi^1(b_k(k), \varepsilon) P_{b_k(n)} \right\| \leq \|\Phi^1(\varepsilon)\|_{F_\varepsilon} \left[5\Omega(z_\varepsilon(n) - m)^{1/2} + 4F_\varepsilon(m)\right].$$

Proof. Suppose $A \in \mathfrak{A}_{b_k(n)}$. The $C^\ast$-identity and LTQO imply

$$\left\|\|AP_{b_k(n)}\| - \|AP\|\right\|^2 \leq \left\|\|AP_{b_k(n)}\| - \|AP\|^2\right\| \leq 2\|A\|^2 \Omega(z_\varepsilon(n) - m).$$

In the case $A = \sum_{k=1}^{m} \Phi^1(b_k(k), \varepsilon) P_{b_k(n)}$, the above bound and Proposition A.1 imply

$$\|AP_{b_k(n)}\| \leq 4\|\Phi^1(\varepsilon)\|_{F_\varepsilon} \Omega(z_\varepsilon(n) - m)^{1/2} + \|AP\|^2$$

for the right-hand side above and $2\|\Phi^1(\varepsilon)\|_{F_\varepsilon} R_x$ for the left-hand side. \hfill \Box
By Theorem 3.1, $\Phi^1_\varepsilon(e)$ commutes with $P$. So, using Lemma 3.3, we get

$$||AP|| \leq ||P\Phi^1_\varepsilon(e)P|| + 2 \sum_{k=m+1}^{R_1} ||\Phi^1(b_x(k), e)||$$

$$\leq ||\Phi^1_\varepsilon||_{x_P} \left[ \Omega(r_x - m) + 4F_\varepsilon(m) \right].$$

Proposition 3.6 uses a finite resolution of identity $\{E^x_n\}$ defined at each site $x \in \text{Int}_2(\Lambda)$ by

$$E^x_n = \begin{cases} 
\mathbb{1} - P_{b_x(1)} & \text{if } n = 1 \\
P_{b_x(n-1)} - P_{b_x(n)} & \text{if } 1 < n \leq r_x \\
P_{b_x(r_x)} - P & \text{if } n = r_x + 1 \\
P & \text{else } n = r_x + 2.
\end{cases}$$

Lemma 3.5. The family $\{E^x_n\}$ has the properties

1. $\sum_{k=1}^{r_x+2} E^x_k = 1$ and $\sum_{k=1}^{m} E^x_k = \begin{cases} 
1 & \text{if } 1 \leq m \leq r_x \\
1 - P & \text{if } m = r_x + 1,
\end{cases}$

2. $P_{b_x(k)}E^x_k = 0$ for $k \leq r_x$.

Proof. We only comment that the second property follows from the frustration free assumption on $\eta$. \qed

Proposition 3.6. Let $x \in \text{Int}_2(\Lambda)$ and $0 \preceq e \preceq \varepsilon(\Lambda)$. There exist local operators $\Theta^x_\varepsilon(n, e)$, for $3 \leq n \leq r_x$, and operator $\Theta^x_\varepsilon(e)$ such that

$$\Phi^x_\varepsilon(e)_0 = \sum_{n=3}^{r_x} \sum_{b_x} \Theta^x_\varepsilon(n, e) + \Theta^x_\varepsilon(e).$$

Furthermore, $P_{b_x(n)}\Theta^x_\varepsilon(n, e) = 0$, and $\Theta^x_\varepsilon(n, e)$ and $\Theta^x_\varepsilon(e)$ decay rapidly,

$$||\Theta^x_\varepsilon(n, e)|| \leq 20||\Phi^1_\varepsilon||_{x_P} \left[ \Omega \left( \frac{n - 1}{2} \right)^{\frac{1}{2}} + F_\varepsilon \left( \frac{n - 3}{2} \right) \right],$$

$$||\Theta^x_\varepsilon(e)|| \leq 20||\Phi^1_\varepsilon||_{x_P} \left[ \Omega \left( \frac{r_x - 1}{2} \right)^{\frac{1}{2}} + F_\varepsilon \left( \frac{r_x - 3}{2} \right) \right].$$

Proof. Fix $x \in (a, b)$ and $e \in [0, \varepsilon(\Lambda)]$. Abbreviate $Q = 1 - P$ and $\Phi^1_x = \Phi^1(b_x(k), e)_0$, i.e.,

$$\Phi^1_\varepsilon(e)_0 = \sum_{k=1}^{R_x} Q \Phi^1_x Q.$$

Define a “cutoff” parameter $n_x = \left[ \frac{x}{2} \right]$ and split $\Phi^1_x(e)_0$ into two sums,

$$\Phi^1_x(e)_0 = \sum_{k=1}^{n_x} Q \Phi^1_x Q + \sum_{k=n_x+1}^{R_x} Q \Phi^1_x Q. \quad (3.6)$$

The tail $\mu^x_n = \sum_{k=n_x+1}^{R_x} Q \Phi^1_x Q$ can be bounded above in operator norm by using LTQO, so we turn our attention to the other summand. Denote by $Q_{b_x(i)}$ the complement projection $\mathbb{1} - P_{b_x(i)}$. Using the resolution $\{E^x_n\}$ at $x$, we rewrite $Q \Phi^1_x Q$ for all $1 \leq k \leq n_x$ as

$$Q \Phi^1_x Q = Q_{b_x(2k)} \Phi^1_x Q_{b_x(2k)} + \sum_{n=2k+1}^{r_x+1} E^x_n \Phi^1_x \left( \sum_{m=1}^{n-1} E^x_m \right) + \left( \sum_{m=1}^{n} E^x_m \right) \Phi^1_x E^x_n. \quad (3.7)$$
Define the following terms to organize the summands in (3.7):
\[ v_{\alpha}^s(k) = E_{\alpha+1} \Phi_k^1 Q_{b_{\alpha}(r_{\alpha})} + \Phi_k^1 E_{\alpha+1}, \quad \theta_{\beta}^s(n, k) = E_{\alpha} \Phi_k^1 Q_{b_{\beta}(n-1)} + Q_{b_{\beta}(n)} \Phi_k^1 E_{\alpha}, \]
\[ \tau_{\beta}^s(2k) = Q_{b_{\beta}(2k)} \Phi_k^1 Q_{b_{\beta}(2k)}, \]
so that
\[ Q \Phi_k^1 Q = v_{\alpha}^s(k) + \tau_{\beta}^s(2k) + \sum_{n=2k+1}^{r_{\beta}} \theta_{\beta}^s(n, k). \]
For convenience, extend \( \tau_{\beta}^s(m) \) to previously undefined \( m \) by declaring \( \tau_{\beta}^s(m) = 0 \). The derivation of the \( \Theta_{\beta}^s(\alpha, n), \Theta_{\alpha}^s(\alpha) \) operators will result from an interchange of order for the summation of terms in (3.3) over \( n \) and \( k \). The following definition for \( \Theta_{\beta}^s(n, \epsilon) \) accounts for the parity of \( r_{\alpha} \),
\[ \forall 3 \leq n < r_{\alpha} : \Theta_{\beta}^s(n, \epsilon) = \left[ \sum_{k=1}^{\frac{n}{2}} \theta_{\beta}^s(n, k) \right] + \tau_{\beta}^s(n), \]
\[ \Theta_{\beta}^s(r_{\alpha}, \epsilon) = \sum_{k=1}^{\frac{r_{\alpha}}{2}} \theta_{\beta}^s(r_{\alpha}, k) + \tau_{\beta}^s(r_{\alpha}). \]
Then
\[ Q \Phi_k^1(\epsilon) Q = \sum_{k=1}^{R_1} Q \Phi_k^1 Q = \sum_{n=1}^{r_{\alpha}} \Theta_{\beta}^s(n, \epsilon) + \Theta_{\alpha}^s(\epsilon), \]
where \( \Theta_{\beta}^s(\epsilon) = \mu_{\beta}^s + \sum_{k=1}^{n_{\beta}} v_{\alpha}^s(k) \). Next, the frustration free property of \( H_{\epsilon} \) implies that \( \ker(H_{b_{\beta}(n)}) \subset \ker(H_{b_{\beta}(n-1)}) \), and so
\[ \forall 3 \leq n < r_{\alpha} : P_{b_{\beta}(n)} \Theta_{\beta}^s(n, \epsilon) = \Theta_{\beta}^s(n, \epsilon) P_{b_{\beta}(n)} = 0. \quad (3.8) \]
Furthermore, we have the following bounds on operator norm, for all \( x \in \text{Int}_2(\Lambda) \) and \( 3 \leq n < r_{\alpha} \), by Lemma 3.4 and Proposition A.1,
\[ \| \Theta_{\beta}^s(n, \epsilon) \| \leq \| \left( \sum_{k=1}^{\frac{n}{2}} \Phi_k^1 \right)^* E_{n} \| + \| \sum_{k=1}^{\frac{n}{2}} \Phi_k^1 E_{n} \| + \| \tau_{\beta}^s(n) \| \]
\[ \leq 20 \| \Phi^1(\epsilon) \|_{r_{\epsilon}} \left[ \Omega \left( \frac{n-1}{2} \right) \right] + F_{\epsilon} \left( \frac{n-3}{2} \right) \right]. \quad (3.9) \]
\[ \max \left\{ \| \Theta_{\beta}^s(r_{\alpha}, \epsilon) \|, \| \Theta_{\alpha}^s(\epsilon) \| \right\} \leq 20 \| \Phi^1(\epsilon) \|_{r_{\epsilon}} \left[ \Omega \left( \frac{r_{\alpha}-1}{2} \right) \right] + F_{\epsilon} \left( \frac{r_{\alpha}-3}{2} \right) \right]. \]
\[ \square \]
Now, we define several quantities which will appear in the derivation of the form bound. Note that the weight function \( e^{\epsilon \Phi^1_{\alpha}(\epsilon)} \) of \( F_{\epsilon} \) is bounded above by 1 on its domain. So any expression in \( F_{\epsilon} \) is bounded above by the corresponding sum using the shifted base \( \mathcal{F} \)-function
\[ F_0(r) = F^\theta(r/18 - R - 3/2) \]
from (2.5) and (3.4). Define
\[ \kappa(n, \epsilon) = 20 C \epsilon (\| \eta \|_{r_{\epsilon}} + \| \Phi^\text{Int}(\Lambda) \|_{r_{\epsilon}}) \left[ \Omega \left( \frac{n-1}{2} \right) \right] + F_0 \left( \frac{n-3}{2} \right) \right]. \quad (3.10) \]
\[ \kappa(n, \epsilon) \]
do not depend on either \( \Lambda \) or the lower bound \( \gamma \) on the instantaneous gap, and the inequalities from (3.9) are rewritten as
\[ \| \Theta_{\beta}^s(n, \epsilon) \| \leq \kappa(n, \epsilon), \quad \| \Theta_{\alpha}^s(\epsilon) \| \leq \kappa(r_{\alpha}, \epsilon). \]
Last, we see by the assumed decay of \( \Omega \) that the following sums are finite:
\[ J_1 = \sum_{n \in \mathbb{Z}} 20 C |n| [\Omega(|n| - 1)/2]^{1/2} + F_0(|n| - 3)/2), \]
\[ J_2 = \sum_{n \in \mathbb{Z}} 20 C \Omega(|n| - 1)/2]^{1/2} + F_0(|n| - 3)/2). \quad (3.12) \]
The following argument for concluding form boundedness is essentially due to Ref. 8, modified to work with the boundary terms introduced by Proposition 3.6. We divide a large part of the Hamiltonian with respect to a convenient partition of Int2(Λ). For \( n \in \mathbb{N} \), define the relation \( x \sim_\Lambda y \) if and only if \( x - y \in (2n + 1)\mathbb{Z} \). Index each of the parts \( \Lambda^i_\Lambda \) of Int2(Λ)/\( \sim_\Lambda \) by a representative \( i \in I(n) \subset \text{Int}_2(\Lambda) \). Note that the cardinality of \( I(n) \) is roughly bounded above by 3n. The corresponding parts of the Hamiltonian are defined by

\[
H^i_n = \sum_{x \in \Lambda^i_\Lambda} H^{i}_{b_x(n)}, \quad \Phi^i_n = \sum_{x \in \Lambda^i_\Lambda} \Theta^i_{b_x(n)}(n, \varepsilon).
\]

By definition of the \( \Theta^i_{b_x(n)}(n, \varepsilon) \) operators, \( \Phi^i(\varepsilon) = \sum_n \Phi^i_n \). In order to compare \( H^i_n \) to \( \Phi^i_n \), we use a resolution of identity from Ref. 8, whose properties we record here.

**Lemma 3.7.** For a configuration \( \sigma : \Lambda^i_\Lambda \to \{0, 1\} \), define the projection \( S^i_n(\sigma) = \prod_{x \in \Lambda^i_\Lambda} \sigma_x Q^{b_x(n)} + (1 - \sigma_x)P^{n} \). Then

1. \( \sum_{\sigma : \Lambda^i_\Lambda \to \{0, 1\}} S^i_n(\sigma) = 1 \),
2. \( S^i_n(\sigma)S^i_n(\sigma') = \delta_{\sigma, \sigma'}S^i_n(\sigma) \),
3. for all \( x \in \Lambda^i_\Lambda \), \( [\Theta^i_{b_x(n)}(n, \varepsilon), S^i_n(\sigma)] = 0 \).

**Proof:** These properties follow immediately from the fact that \( P^{n} \Theta^i_{b_x(n)}(n, \varepsilon) = 0 \) and that \( x \sim_\Lambda y \) implies \( b_x(n) \cap b_y(n) = \emptyset \).

**Proposition 3.8.** Suppose \( \text{diam}(\Lambda) > \max\{4, R\} \). There exist constants \( \delta, \beta > 0 \), dependent on \( \|\Phi^\text{Int}(\Lambda)\|_F \) such that \( 0 \leq \varepsilon \leq \varepsilon_\Lambda \) implies, for all \( v \in S_\Lambda \),

\[
|\langle v, \Phi^i(\varepsilon)v \rangle| \leq \delta \varepsilon \|v\|^2 + \beta \varepsilon \langle v, H_\Lambda v \rangle.
\]

Precisely, we may choose

\[
\delta = J_2(||\eta||_F + ||\Phi^\text{Int}(\Lambda)||_F) \quad \text{and} \quad \beta = \frac{3}{\gamma_0} J_1(||\eta||_F + ||\Phi^\text{Int}(\Lambda)||_F).
\]

**Proof:** Denote \( d_\Lambda = \text{diam}(\Lambda) \). For any \( x \in \text{Int}_2(\Lambda) \), if \( u > r_x \), say that \( \Theta^i_{b_x(n)}(n, \varepsilon) = 0 \). Suppose \( u \in S_\Lambda \). Then by Proposition 3.6,

\[
|\langle u, \Phi^i(\varepsilon)u \rangle| \leq |\langle u, \sum_{n=3}^{d_\Lambda} \sum_{i \in I(n)} \Phi^i_n u \rangle| + \sum_{x \in \text{Int}_2(\Lambda)} \kappa(r_x, \varepsilon) \|u\|^2.
\]

The second term \( \sum_{x \in \text{Int}_2(\Lambda)} \kappa(r_x, \varepsilon) \) is bounded above by the constants in (3.12), so we focus on the first summand. Since \( [\Phi^i_n, S^i_n(\sigma)] = 0 \),

\[
|\langle u, \sum_{n=3}^{d_\Lambda} \sum_{i \in I(n)} \Phi^i_n u \rangle| \leq \sum_{n=3}^{d_\Lambda} |\langle u, \sum_{i \in I(n)} \Phi^i_n \sum_{\sigma \in I(n)} S^i_n(\sigma)u \rangle| \leq \sum_{n=3}^{d_\Lambda} \sum_{i \in I(n)} \sum_{\sigma \in I(n)} \sum_{x \in \Lambda^i_\Lambda} \|S^i_n(\sigma)\| \|\Theta^i_{b_x(n)}(n, \varepsilon)\| \langle u, S^i_n(\sigma)u \rangle \]

\[
\leq \sum_{n=3}^{d_\Lambda} \sum_{i \in I(n)} \sum_{x \in \Lambda^i_\Lambda} \frac{\kappa(n, \varepsilon)}{\gamma_0} \sum_{\sigma \in I(n)} \sum_{x \in \Lambda^i_\Lambda} \gamma_0 \|u, S^i_n(\sigma)u \rangle \]

\[
= \sum_{n=3}^{d_\Lambda} \sum_{i \in I(n)} \frac{\kappa(n, \varepsilon)}{\gamma_0} \sum_{x \in \Lambda^i_\Lambda} \langle u, \gamma_0 Q^{b_x(n)}u \rangle \]

\[
\leq \sum_{n=3}^{d_\Lambda} \frac{3n\kappa(n, \varepsilon)}{\gamma_0} \langle u, H_\Lambda u \rangle.
\]
Hence
\[ |\langle u, \Phi^2(\varepsilon)u \rangle| \leq \sum_{x \in \text{Int}_2(\Lambda)} \kappa(r_x, \varepsilon) \|u\|^2 + \sum_{n=1}^{d_\Lambda} \frac{3n \kappa(n, \varepsilon)}{\gamma_0} \|\langle u, H_{\Lambda}u \rangle\| \]
\[ \leq J_2(\|\eta\|_F + \|\Phi^{\text{int}}(\Lambda)\|_F)\|u\|^2 + \frac{3}{\gamma_0} J_1(\|\eta\|_F + \|\Phi^{\text{int}}(\Lambda)\|_F)\varepsilon \langle u, H_{\Lambda}u \rangle. \]

\[ \square \]

**Corollary 3.9.** There exists a constant $\alpha$, dependent on $\|\Phi^{\text{int}}(\Lambda)\|_F$, such that $0 \leq \varepsilon \leq \varepsilon_\Lambda$ and $\text{diam}(\Lambda) > \max\{4, R\}$ imply
\[ \forall u \in \delta_\Lambda : \|\langle u, (\Phi^2(\varepsilon) + \Phi^3(\varepsilon) + \mathcal{R}(\varepsilon))u \rangle\| \leq \alpha \|u\|^2 + \beta \varepsilon \langle u, H_{\Lambda}u \rangle. \]

Precisely, we may take $\alpha = C(\|\eta\|_F + \|\Phi^{\text{int}}(\Lambda)\|_F)\lfloor J_5 + 4 \rfloor + \delta$.

**Proof.** Suppose $x \in \text{Int}_2(\Lambda)$. Set $m = \lfloor \frac{\varepsilon}{2} \rfloor$ in an application of Lemma 3.3 to show
\[ \|P(\Phi^1(\varepsilon))_0P\| \leq \|\Phi^1(\varepsilon)\|_{F_\varphi} \|\Omega(r_x/2) + 2F_{\varphi}(\lfloor r_x/2 \rfloor)\|. \]

But by the decay of $\Omega$ and $F_0$, we have that the following sum is finite:
\[ J_3 = \sum_{\lfloor z/2 \rfloor} \Omega(\lfloor z/2 \rfloor), \]

And, summing over $x \in \text{Int}_2(\Lambda)$,
\[ \|\Phi^1(\varepsilon)\| \leq \sum_{x \in \text{Int}_2(\Lambda)} \|P(\Phi^1(\varepsilon))_0P\| \leq \|\Phi^1(\varepsilon)\|_{F_\varphi} J_3. \]

Next, it is straightforward to apply Proposition A.1 to $\mathcal{R}(\varepsilon)$ to get an upper bound on the norm,
\[ \|\mathcal{R}(\varepsilon)\| \leq 4\|\Phi^1(\varepsilon)\|_{F_\varphi}. \]

\[ \square \]

Until now, all estimates have been expressed using a local bound $\|\Phi^{\text{int}}(\Lambda)\|_F$ on the strength of the bulk perturbation for fixed $\Lambda$. In order to obtain volume independent lower bounds on the spectral gap, we use the following uniform quantity:
\[ M_{\text{int}} = \sup_{\Lambda} \left\{ \|\Phi^{\text{int}}(\Lambda)\|_F : \text{diam}(\Lambda) > \max\{2D, R\} \right\}. \]

**Proposition 3.10.** There exist $\varepsilon_{\text{int}} > 0$ and constant $m > 0$ such that $0 \leq \varepsilon < \varepsilon_{\text{int}}$ and $\text{diam}(\Lambda) > \{4, R\}$ imply
\[ \gamma(H_{\Lambda} + \varepsilon \Phi^{\text{int}}) \geq \gamma_0 - m \varepsilon > 0. \]

The constants $\varepsilon_{\text{int}}$ and $m$ can be taken as the following expressions:
\[ m = \left( 3J_1 + 2J_2 + C(J_3 + 8) \right) (\|\eta\|_F + M_{\text{int}}), \]
\[ \varepsilon_{\text{int}} = \min \left\{ 1, \frac{\gamma_0}{m} \right\}. \]

**Proof.** Let $\gamma \in (0, \gamma_0)$. For fixed $\Lambda$ with $\text{diam}(\Lambda) > \max\{4, R\}$, there exists $\varepsilon_\Lambda > 0$ such that for all $0 \leq \varepsilon \leq \varepsilon_\Lambda$, $\gamma(H_{\Lambda} + \varepsilon \Phi^{\text{int}}) \geq \gamma$. By continuity of the eigenvalue functions, we may assume that $\varepsilon_\Lambda$ is maximal, i.e., either $\varepsilon_\Lambda = 1$ or there exists $\varepsilon > 0$ such that for all $\mu \in (\varepsilon_\Lambda, \varepsilon_\Lambda + \varepsilon)$, $\gamma(H_{\Lambda} + \mu \Phi^{\text{int}}) < \gamma$. Since the gap does not close on $[0, \varepsilon_\Lambda]$, we use the spectral flow decomposition (3.5) to transform $H_{\Lambda} + \varepsilon \Phi^{\text{int}}$ by unitaries and a shift in the spectrum,
\[ \alpha_\Lambda(H_{\Lambda} + \varepsilon \Phi^{\text{int}}(\mu)) - \omega_\Lambda(\Phi^1(\varepsilon(\mu))) = H_{\Lambda} + \Phi^2(\varepsilon) + \Phi^3(\varepsilon) + \mathcal{R}(\varepsilon). \]

But by Corollary 3.9, if $\varepsilon \leq \varepsilon_\Lambda$, then $\Phi(\varepsilon) = \Phi^2(\varepsilon) + \Phi^3(\varepsilon) + \mathcal{R}(\varepsilon)$ is $H_{\Lambda}$-bounded. Now, by the relation $P(\varepsilon) = U(\varepsilon)P(0)U(\varepsilon)^* \in (3.1)$, the span of the eigenvectors to the $0$-group of $H_{\Lambda} + \Phi(\varepsilon)$ is
exactly \( \ker(H_\Lambda) \). So, if \( \lambda \) is in the 0-group, which we will denote by \( \text{sp}(0, \varepsilon) \), then there exists a unit norm \( u \in \ker(H_\Lambda) \) such that
\[
|\lambda| = |(u, (H_\Lambda + \Phi(\varepsilon)u)| \leq \alpha \varepsilon.
\] (3.16)

Next, define \( \varepsilon_1 > 0 \) as the solution to \( h(\varepsilon) = \gamma \), where \( h \) is defined as
\[
h(\varepsilon) = (1 - \beta \varepsilon) \gamma_0 - \delta \varepsilon - 4C \varepsilon(\|\eta\|_F + M_{\text{int}}) - \alpha \varepsilon.
\]
Set \( \varepsilon_\gamma = \min\{\varepsilon_1, 1\} \). Combining (3.16) and Corollary 3.9, we see that if \( 0 \leq \varepsilon < \min\{\varepsilon_\gamma, \varepsilon_\Lambda\} \), then
\[
\gamma(H_\Lambda(\varepsilon)) = \min_{\nu \in \ker(H_\Lambda)^\perp} \langle \nu, [H_\Lambda + \Phi^2(\varepsilon) + R(\varepsilon)]\nu \rangle - \max \text{sp}(0, \varepsilon)
\geq h(\varepsilon)
> \gamma.
\]

By maximality, either \( \varepsilon_\Lambda = 1 \) or \( \gamma(H_\Lambda + \varepsilon \Phi_A^\text{int}) = \gamma \). Hence \( \varepsilon_\gamma \leq \varepsilon_\Lambda \) necessarily and \( \gamma(H_\Lambda + \varepsilon \Phi_A^\text{int}) \geq h(\varepsilon) > \gamma \) for all \( \varepsilon < \varepsilon_\gamma \). But now, \( \gamma \) was arbitrarily smaller than \( \gamma_0 \). Set
\[
\varepsilon_{\text{int}} = \sup\{\varepsilon_\gamma : \gamma \in (0, \gamma_0)\}.
\]
Evidently \( \varepsilon_{\text{int}} \) does not depend on \( \Lambda \), and if \( 0 \leq \varepsilon < \varepsilon_{\text{int}} \), then
\[
\gamma(H_\Lambda + \varepsilon \Phi_A^\text{int}) \geq h(\varepsilon) = \gamma_0 - m \varepsilon > 0,
\]
where the constant
\[
m = (3J_1 + 2J_2 + C(J_3 + 8))(\|\eta\|_F + M_{\text{int}})
\]
comes from rewriting the lower bound \( h(\varepsilon) \) as a linear equation of \( \varepsilon \).

Denote by \( M_D \) the following finite uniform bound on the strength of the edge perturbations:
\[
M_D = \sup_{\Lambda} \{\|\Phi_D^\Lambda\| : \text{diam}(\Lambda) > \max\{2D, R\}\}.
\]
We remark that \( M_{\text{int}} \) and \( m \) are defined in terms of \( F \)-function decay, while \( M_D \) is defined in terms of the operator norm.

**Theorem 3.11** (Ground state gap stability for spin chains). Suppose \( \eta : P_I(\mathbb{Z}) \to \Xi^F_{\text{loc}} \) has LTQO with \( \Omega(n) \leq n^{-v} \), for \( v > 4 \), and there exist \( K > 0 \), \( s \in (0, 1] \) such that \( h_0 \) satisfies \( h_0(s) \geq Kr^s \). Then there exists \( \varepsilon(\gamma_0) > 0 \) such that \( 0 \leq \varepsilon < \varepsilon(\gamma_0) \) and \( \text{diam}(\Lambda) > \max\{2D, R\} \) imply
\[
\gamma(H_\Lambda(\varepsilon)) \geq \gamma_0 - (m + 2M_D)s > 0.
\]
The constant \( \varepsilon(\gamma_0) \) can be taken as
\[
\varepsilon(\gamma_0) = \min\left\{1, \frac{\gamma_0}{m + 2M_D}\right\}.
\] (3.17)

**Proof.** Considering \( \varepsilon \Phi_A^D \) as a perturbation of \( H + \varepsilon \Phi_A^\text{int} \), the spectrum of \( H + \varepsilon \Phi_A^D + \varepsilon \Phi_A^\text{int} \) must be contained in the compact neighborhood,
\[
\mathcal{O}_\Lambda(\varepsilon) = \left\{ r \in \mathbb{R} : d(r, \text{sp}(H + \varepsilon \Phi_A^\text{int})) \leq \|\varepsilon \Phi_A^D\| \right\}.
\]
That is,
\[
\gamma(H_\Lambda(\varepsilon)) \geq \gamma(H_\Lambda + \varepsilon \Phi_A^\text{int}) - 2\|\varepsilon \Phi_A^D\| \geq \gamma_0 - (m + 2M_D)s.
\]

Since the stability theorem guarantees a \( \Lambda \)-independent neighborhood of 0 where a relative form bound of the perturbation will hold, we can also conclude the stability of spectral gaps which are located higher in the spectrum.
Proposition 3.12. Let $T, \gamma > 0$, and denote $\text{res}(H_\Lambda) = \mathbb{C} \setminus \text{sp}(H_\Lambda)$. Suppose $\eta, [\Phi]$ satisfy the hypotheses of Theorem 3.11. There exists $s(\gamma, T) > 0$ such that for sufficiently large $\Lambda$ and $0 \leq \varepsilon < s(\gamma, T)$, if $\nu, \mu \in \text{sp}(H_\Lambda)$ with $(\nu, \mu) \subset \text{res}(H_\Lambda) \cap [0, T]$ and $\mu - \nu > \gamma$, then the gap between $\nu$ and $\mu$ is stable. Precisely, if we denote

$$\gamma(\nu, \mu, \varepsilon) = \min\{\lambda(\varepsilon) \in \text{sp}(H(\Lambda)) : \lambda(0) \geq \mu\} - \max\{\lambda(\varepsilon) \in \text{sp}(H(\Lambda)) : \lambda(0) \leq \nu\},$$

then

$$\gamma(\nu, \mu, \varepsilon) \geq (1 - p\varepsilon)\gamma - 2(q + pT + M_D)\varepsilon > 0$$

for $p, q$ defined by

$$p = \frac{3}{\gamma_0} J_1(||\eta||_F + M_\text{int}), \quad q = (||\eta||_F + M_\text{int})(C(J_3 + 4) + J_2). \quad (3.18)$$

Proof. Let $\Phi(\varepsilon)$ be defined as in Proposition 3.10, for $0 \leq \varepsilon < \varepsilon_\text{int}$. By Proposition 3.9, for all $u \in \mathcal{S}_\Lambda$,

$$|\langle u, \Phi(\varepsilon)u \rangle| \leq p\varepsilon \langle u, H_\Lambda u \rangle + q\varepsilon ||u||^2.$$

Let $z = \frac{\varepsilon + \mu}{2}$ and denote $R_{\xi}(e') = (\xi - H - \Phi(e'))^{-1}$, with $R_\xi = R_\xi(0)$. Let $U$ denote the polar unitary such that $R_z = U|R_z|$. Since $R_z$ is self-adjoint, $|R_z|U^* = U|R_z|$, and so for unit norm $u$,

$$\sup_{||u||=1} |\langle u, R_z^{1/2}U^*\Phi(e')R_z^{1/2}u \rangle| \leq ||R_z^{1/2}\Phi(e')||R_z^{1/2}||$$

$$\leq \sup_{||u||=1} \left[ q\varepsilon ||R_z^{1/2}v||^2 + p\varepsilon \langle v, H_\Lambda R_z\rangle \right]. \quad (3.19)$$

That is, for sufficiently small $\varepsilon$,

$$||R_z^{1/2}U^*\Phi(e')R_z^{1/2}|| \leq q\varepsilon ||R_z|| + p\varepsilon (1 + ||z||) ||R_z|| < 1,$$

and by the expansion

$$R_z(e')^{-1} = U|z - H|^{1/2}(1 - |R_z^{1/2}U^*\Phi(e')R_z^{1/2}|z - H|^{1/2},$$

we derive the lower bound

$$d(z, \text{sp}(H_\Lambda + \Phi(e))) \geq (1 - p\varepsilon)\gamma - 2(q + pT)\varepsilon.$$

Hence for sufficiently small $\varepsilon$, independently of sufficiently large $\Lambda$,

$$\gamma(\nu, \mu, \varepsilon) \geq (1 - p\varepsilon)\gamma - 2(q + pT + M_D)\varepsilon > 0.$$

$\square$

D. The thermodynamic limit

So far, we have studied finite spin chains and shown that, under a set of general assumptions, the group of eigenvalues continuously connected to the ground state energy of a finite frustration-free Hamiltonian remains separated by a gap from the rest of the spectrum, uniformly in the length of the chain and as long as the perturbations are not too large. We now want to show that the states associated with this group of eigenvalues all converge to a ground state of the model in the thermodynamic limit. The lower bound for the gap of finite chains is then also a lower bound for the gap above those ground states of the infinite chain.

For concreteness, we consider Hamiltonians of the form (2.4), where $\eta$ satisfies the assumption set out in Sec. II B, and $[\Phi] = \{\Phi^\Lambda \mid \Lambda \in \mathcal{P}_f(\mathbb{Z})\}$ is a family of perturbations given in terms of interactions $\Phi, \Phi^\mu \in \mathcal{B}_F$ and a few parameters that define the boundary conditions. Specifically, consider intervals $\Lambda \subset \mathbb{Z}$ of the form $[-a, b], a, b \geq 0$, and for any $D \geq 0$, let $\text{Int}_D(\Lambda) = [-a + D, b - D]$. Let $\delta$ denote the triple of parameters $(D_1, D_2, s), D_1, D_2 \geq 0, s \in [0, 1]$, and consider

$$H^\delta(\nu) = \sum_{X \subset \Lambda} \eta(X) + \nu \left( \sum_{X \subset \Lambda \setminus D_1} \Phi(X) + s \sum_{X \subset (\Lambda \setminus \Lambda_{D_2})} \Phi^\delta(X) \right). \quad (3.20)$$
This form of the Hamiltonian covers a broad range of perturbations and boundary conditions. The dynamics generated by \( H^A_\varepsilon(e) \) is the one-parameter group of automorphism \( \tau^A_\varepsilon(t) \).

As explained in Subsection 2 of the Appendix, if we take, for example, \( \Lambda_n = [a_n, b_n] \), \( s_n \in [0, 1] \) arbitrary, and \( D_{1,n}, D_{2,n} \) such that \( \min(a_n, b_n) = \max(D_{1,n}, D_{2,n}) \to \infty \), then there is a strongly continuous group of automorphisms \( \tau^f, t \in \mathbb{R} \) on \( \mathcal{A}_n \) such that
\[
\lim_{n \to \infty} \| H^\Lambda_n(t) (A) - \tau^f(A) \| = 0, \quad \text{for all } A \in \mathcal{A}_n.
\] (3.21)

If we take \( \varepsilon \in [0, \varepsilon(\gamma_0)) \), with \( \varepsilon(\gamma_0) \) as in Theorem 3.11, we have a uniform gap separating the lower portion of the spectrum of \( H^\Lambda_\varepsilon_0(e) \), denoted by \( \text{sp}_0(\Lambda_n, (e)) \) in (2.8), and the rest of the spectrum. The following results provide an estimate of \( \text{diam}(\text{sp}_0(\Lambda_n, (e))) \). For simplicity, let \( \Lambda_n = [-n, n] \) for the remainder of the section.

**Lemma 3.13.** In the assumptions of above, choose \( s_n = 0 \) and put \( D_{1,n} = D_n \). Then, there exists a function \( G : [0, \infty) \to [0, \infty) \) which decreases to 0 as \( n \) tends to infinity and, for large enough \( n \),
\[
\text{diam}(\text{sp}_0(\Lambda_n, (e))) \leq eG(D_n).
\]
Precisely, we may take
\[
G(r) = 8 \sum_{k = [r/2]}^\infty \tilde{F}(k/2) + C(M_{\text{int}} + \| \eta \|_F)(\Omega(k/2) + F_0([k/2]))
\]
where \( \tilde{F} \) is an \( \mathcal{F} \)-function depending on \( \| \eta \|_F \) and \( M_{\text{int}} \).

**Proof.** Suppose \( n \) is sufficiently large so that \( \frac{1}{4}[D_n/2] > R \), the range of the interaction \( \eta \). By the spectral flow decomposition in (3.5),
\[
\text{diam}(\text{sp}_0(\Lambda_n, (e))) \leq 2\| \Phi^1(\varepsilon_0)P \|
\]
\[
= 2\| \sum_{x \in \Lambda_n} [\Phi^1(\varepsilon_0)P : x \in \Lambda_n] \|
\]
\[
\leq 2(A + B)
\]
for \( A, B \) defined by complementary regions of the interval \( \Lambda_n = [-n, n] \),
\[
A = \sum_{x \in \Lambda_n} [\| \Phi^1(\varepsilon_0)P \| : \forall x \in \Lambda_n : -n + [D_n/2] \leq x \leq n - [D_n/2]]
\]
\[
B = \sum_{x \in \Lambda_n} [\| \Phi^1(\varepsilon_0)P \| : \forall x \in \Lambda_n : -n \leq x < -n + [D_n/2] \text{ or } n - [D_n/2] < x \leq n]
\]
By applying LTQO and \( \mathcal{F} \)-norm bounds,
\[
\| A \| \leq 4C(M_{\text{int}} + \| \eta \|_F) \sum_{k = [D_n/2]}^\infty [\Omega(k/2) + F_0([k/2])]
\]
where \( F_0 \) is the shifted base \( \mathcal{F} \)-function from (3.10). For the norm bound on \( B \), let \( \Delta_{X(k)} \) denote the partial trace difference operators from the Proof of Theorem 3.1 (c.f. Theorem 6.3.4 in Ref. 18), defined with respect to an enlargement of \( X \subset \Lambda_n \). Suppose \( -n \leq x < -n + [D_n/2] \) or \( n - [D_n/2] < x \leq n \). Denote \( d_k(n) = d(x, \text{Int}_{\Lambda_n}(\Lambda_n)) \). By the locality assumption on \( \Phi^\Lambda_0 \) and the fact that \( d_k(n)/2 > R \), if \( k \leq [d_k(n)/2] \), then, in the notation of the Proof of Theorem 3.1,
\[
\Phi^1(b_k(k), \varepsilon) = \Delta_{b_k(k)}((\alpha_x - \text{id}) \circ \mathcal{F}_{w_{y_{0,x}}}(h_k)),
\]
and so
\[
\| \Phi^1(\varepsilon_0)P \| \leq \| \sum_{k = [d_k(n)/2] + 1}^{[d_k(n)/2]} \Phi^1(b_k(k), \varepsilon_0)P \|
\]
\[
\leq \| [\alpha_x - \text{id}] \circ \mathcal{F}_{w_{y_{0,x}}}(h_k) \| + 2C(M_{\text{int}} + \| \eta \|_F)eF_0([d_k(n)/2])
\]
Using the quasi-locality of the generator \( iD_\varepsilon \) of the spectral flow unitaries,
\[
(\alpha^\Lambda_\varepsilon_x - \text{id}) \circ \mathcal{F}_{w_{y_{0,x}}}(h_k) = \int_0^\infty \text{id}^\Lambda_\varepsilon (|D(s), \sum_{k = 1}^{[d_k(n)/2]} \Delta_{b_k(k)}(\mathcal{F}_{w_{y_{0,x}}}(h_k))) ds,
\]
and there exists an $F$-function $\tilde{F}$, independent of $\Lambda_n$, such that

$$2\|((x^{\Lambda_n} - \text{id}) \circ F_{\omega_{n,k}^\Lambda}(h_n))\| \leq \varepsilon \tilde{F}(\|d_k(n)/2\|).$$

Hence

$$\|B\| \leq \sum_{k=\lfloor \text{dr}_1/2 \rfloor}^{\infty} \varepsilon \tilde{F}(k/2) + 2C(M_{\text{int}} + \|\eta\|_F)\varepsilon F_0(k/2).$$

Let $\mathcal{G}(r) = 8 \sum_{k=\lfloor r/2 \rfloor}^{\infty} \tilde{F}(k/2) + C(M_{\text{int}} + \|\eta\|_F)[\Omega(k/2) + F_0([k/2])]$. Then

$$\text{diam}(sp_{0,A_n}(\varepsilon)) \leq \varepsilon \mathcal{G}(D_n).$$

$\square$

Let $P_n(\varepsilon)$ denote the spectral projection of $H_{\Lambda_n}^{\partial_k}(\varepsilon)$ associated with the isolated portion of the spectrum $sp_{0,A_n}(\varepsilon)$ and define the set of states of $\mathfrak{A}^{\Lambda_n}_{\text{loc}}$, $S_{\varepsilon}(n)$, with support in the range of $P_n(\varepsilon)$,

$$S_{\varepsilon}(n) = \{\omega \mid \omega \text{ is a state on } \mathfrak{A}^{\Lambda_n}_{\text{loc}} \text{ with } \omega(P_n(\varepsilon)) = 1\}.$$

We now consider the thermodynamic limits of these states,

$$\mathcal{S}(\varepsilon) = \{\omega \text{ state on } \mathfrak{A}^{\Lambda}_{\text{loc}} \mid \exists(\eta_k) \text{ increasing and } \omega_k \in S_{\varepsilon}(n) \text{ s.t. } \lim_{k} \omega_k(A) = \omega(A), \forall A \in \mathfrak{A}^{\Lambda}_{\text{loc}}\}.$$

Lemma 3.14. Let $c_\varepsilon(n) = \text{diam}(sp_{0,A_n}(\varepsilon))$. Then

(i) for all $\omega \in S_{\varepsilon}(n)$ and $A \in \mathfrak{A}^{\Lambda}_{\text{loc}}$, we have

$$\text{Re} \omega(A^*[H_{\Lambda_n}^{\partial_k}(\varepsilon),A]) \geq -c_\varepsilon(n)||A||^2, \text{ and } \left|\text{Im} \omega(A^*[H_{\Lambda_n}^{\partial_k}(\varepsilon),A])\right| \leq c_\varepsilon(n)||A||^2.$$

(ii) If $s_n = 0$ and $D_{1,n}$ is such that $\lim_{n \rightarrow \infty} D_{1,n} = \infty$, then, for all $\omega \in S_{\varepsilon}(n)$ and $A \in \mathfrak{A}^{\Lambda}_{\text{loc}}$, we have

$$\lim_{n \rightarrow \infty} \omega(A^*[H_{\Lambda_n}^{\partial_k}(\varepsilon),A]) \geq 0.$$

Proof. The proof of (i) is elementary and the proof of (ii) follows by noting that the additional assumptions imply that the sequence $[H_{\Lambda_n}^{\partial_k}(\varepsilon),A]$ converges in norm and that $\lim c_\varepsilon(n) = 0$ by Lemma 3.13. $\square$

In other words, the conditions of part (ii) of the lemma imply that the states in $S_{\varepsilon}(n)$ converge to ground states of the infinite system. In Subsection 2 of the Appendix, it is explained that the spectral flow automorphisms, like the time evolution of the system, converge to the same limit regardless of the choice of boundary condition $\partial_n$. Since we have the relation $P_n(0) = \alpha_{\varepsilon}^{\Lambda_n,\partial_k}(P_n(\varepsilon))$, we also have

$$S_{\varepsilon}(n) = S_{\varepsilon}(0) \circ \alpha_{\varepsilon}^{\Lambda_n,\partial_k},$$

and as an easy consequence of the convergence (see Ref. 1, Lemma 5.6), we then also have

$$S_{\varepsilon}(n) \circ \alpha_{\varepsilon} .$$

Since the same $\alpha_{\varepsilon}$ relates limiting states regardless of the boundary conditions, for example, with a constant sequence $\partial_n = \partial$, for any $n$, these limiting states must be the same and, hence, also ground states of the infinite systems defined by the dynamics $\tau_t$. The same conclusion then holds for the lower bound on the spectral gap above these ground states (see Ref. 10 for the details).

IV. STABILITY OF SPECTRAL GAP IN FERMION CHAINS

A. Quasi-local maps

Suppose $\mathfrak{A}_\Lambda$ is a local algebra of observables which is $*$-isomorphic to $\mathfrak{A}^{\Lambda}_{\text{loc}}$. Let $\phi : \mathfrak{A}_\Lambda \rightarrow \mathfrak{A}^{\Lambda}_{\text{loc}}$ denote a possible $*$-isomorphism. Given a local Hamiltonian $H_{\Lambda}$ in $\mathfrak{A}_\Lambda$, $\phi$ unitarily transforms $H_{\Lambda}$ into
a Hamiltonian $H^\Lambda_A = \phi(H_A)$ of the spin algebra. Using an exhaustive family of conditional expectations \{\theta_X : X_i \subset X_{i+1}\}, $H^\Lambda_A$ can again be realized as the sum of local operators through a telescoping sum,

$$\forall B \in \mathfrak{A}_\Lambda : \phi(B) = \theta_X(\phi(B)) + \sum_{j=1}^{N-1} \theta_{X_{j+1}}(\phi(B)) - \theta_X(\phi(B)).$$

The Proof of Theorem 3.1 uses this method of decomposition in the setting where $\phi$ is a quasi-local $*$-automorphism, and the $\theta_X$ are normalized partial trace over increasing metric balls $X_j = b_\epsilon(j)$. The quasi-locality property, defined below, guarantees that the transformed local interaction will have decay comparable to that of the original interaction.

In this section, we prove the stability of the spectral gap for even Hamiltonians in the CAR algebra of fermions satisfying $Z_2$-LTQO. To do this, we will use the Jordan-Wigner isomorphism to transform even fermion interactions into spin interactions in a way that respects the parity symmetry.

**Definition.** Let $\Lambda \in P_f(\mathbb{Z})$ be a nonempty interval. A linear map $\alpha : \mathfrak{A}_\Lambda^\Lambda \rightarrow \mathfrak{A}_\Lambda^\Lambda$ is quasi-local if there exist constants $C > 0$, $p \in \mathbb{N}$ and a decay function $g : [0, \infty) \rightarrow [0, \infty)$ such that if $X, Y \subset \Lambda$ are disjoint subsets, then for all $A \in \mathfrak{A}_X$ and $B \in \mathfrak{A}_Y$, the following bounds hold:

$$||\alpha(A)|| \leq C|X|^p||A||, \quad ||\alpha(A), B|| \leq C||A||||B||X^p g(d(X, Y)).$$

(4.1)

**Example.** The local Heisenberg dynamics $\tau^\Lambda : U \in \mathbb{R} \rightarrow \text{Aut}(\mathfrak{A}_\Lambda)$ generated by an interaction $\Psi$ with a finite $F$-norm is a collection of quasi-local maps parametrized by $t$. Let $F$ be an $F$-function such that $||\Psi||_F < \infty$, and denote by $v_F$ the Lieb-Robinson velocity. There exists a constant $C_F > 0$ such that for $X, Y \subset P_f(\Lambda)$ disjoint sets and $A \in \mathfrak{A}_X, B \in \mathfrak{A}_Y$, the following Lieb-Robinson bound holds:

$$||[\tau^\Lambda_t(A), B]|| \leq C_F(e^{sv_F|t|} - 1)||A||||B|| \sum_{x \in X, y \in Y} F(|x - y|).$$

But by properties of the $F$-function,

$$\sum_{x \in X, y \in Y} F(|x - y|) \leq |X|\sup_{y \in \mathbb{Z}} \left\{ \sum_{x \in \mathbb{Z} : |x - y| \geq d(X, Y)} F(|x - y|) : x \in \mathbb{Z} \right\} < \infty.$$

So take $C_t = C_F(e^{sv_F} - 1), p_t = 1$, and

$$g_t(n) = \sup_{y \in \mathbb{Z}} \left\{ \sum_{x \in \mathbb{Z} : |x - y| \geq n} F(|x - y|) : x \in \mathbb{Z} \right\}.$$

In particular, the spectral flow automorphism $a^\Lambda: [0, e_A] \rightarrow \text{Aut}(\mathfrak{A}_\Lambda)$ is quasi-local.$^1$

Last, we specify the normalized partial trace maps. Let

$$X(n) = \{ z \in \Lambda : \exists x \in X, |z - x| \leq n \}$$

denote an enlargement of $X \in P_f(\Lambda)$. Denote the normalized partial trace of the state space over $\Lambda \setminus X(n)$ by

$$\theta_{X(n)} = \frac{1}{\dim \mathfrak{A}_\Lambda \setminus X(n)} \text{tr}_{\mathfrak{A}_\Lambda \setminus X(n)}.$$

For convention, we will take the trace over $\mathfrak{B}_\delta$ as the identity map. Then define, for all $A \in \mathfrak{A}_\Lambda$,

$$\Delta_{X(0)}(A) = \theta_{X(0)}(A), \quad \Delta_{X(n)}(A) = \theta_{X(n)}(A) - \theta_{X(n-1)}(A).$$

**B. Transformation of even fermion interactions**

Recall, we denote by $\mathfrak{A}_\Lambda^+ \subset \mathfrak{A}_\Lambda^t$, the even operators of the CAR algebra over $\Lambda$. We say that $\beta \in \text{Aut}(\mathfrak{A}_\Lambda)$ is even if it preserves the parity. Even interactions are defined similarly. We also denote $S^+ = (\sigma^1 \pm i\sigma^2)$. The following definition is the well-known Jordan-Wigner transformation, which gives a $C^*$-isomorphism of CAR and spin algebras.
Definition. Consider the case $\mathfrak{A}_\Lambda^t = M_2(\mathbb{C})$. Let $\theta_\Lambda : \mathfrak{A}_\Lambda^t \to \mathfrak{A}_\Lambda^t$ denote the Jordan-Wigner map defined by
\[
a(x) \mapsto \exp \left( -i \pi \sum_{j \in \Lambda} S^z_j S^+_j \right) S^z_x, \quad a^*(x) \mapsto \exp \left( i \pi \sum_{j \in \Lambda} S^z_j S^-_j \right) S^z_x.
\]
The Jordan-Wigner transformation extends the notion of parity to the spin 1/2 algebra. We say that $A \in \mathfrak{A}_\Lambda^t$ is even if $\theta_\Lambda^{-1}(A) \in \mathfrak{A}_\Lambda^t$.

Proposition 4.1. Let $X \subset \Lambda$ be any subinterval.

1. If $A \in \mathfrak{A}_X^t$, then $\theta_\Lambda(A) \in \mathfrak{A}_X^t$.
2. If $\alpha : \mathfrak{A}_\Lambda^t \to \mathfrak{A}_\Lambda^t$ is an even quasi-local map, then $\Delta_{X(\infty)} \circ \alpha$ is also even.

Proof. Suppose $A$ is a monomial $ca^d(x_1) \cdots a^d(x_{2n})$. By the CAR, we may assume $x_j \leq x_{j+1}$. A direct computation shows that the first part of the lemma holds for the even monomials which generate $\mathfrak{A}_X^t$,
\[
\theta_\Lambda(A) = c \prod_{k=2}^{2n} S^x_{x_k} S^y_{x_k} \exp \left( \pm i \pi \sum_{j=x_k}^{x_{k-1}} S^z_j S^+_j \right) \in \mathfrak{A}_X^t.
\]

Next, we show that the partial trace is an even map. For any $x \in \Lambda$, define the following four unitary operators:
\[
u_x(0)^{\dagger} = 1, \quad \nu_x(1)^{\dagger} = \sigma^x_x, \quad \nu_x(2)^{\dagger} = i \sigma^y_x, \quad \nu_x(3)^{\dagger} = \sigma^z_x.
\]

Now, let $Z \subset \Lambda$ and $B \otimes C \in \mathfrak{A}_Z^t \otimes \mathfrak{A}_{\Lambda \setminus Z}^t$. Denote by $I_{\Lambda \setminus Z}$ the set of finite sequences $I : \Lambda \setminus Z \to \{0, 1, 2, 3\}$. Define
\[
u(t) = \prod_{z \in Z} \nu_z(t_{\nu_z}).
\]

Using elementary properties of trace and locality in the spin algebra,
\[
\frac{1}{\dim(\mathfrak{S}_{\Lambda \setminus Z})} B \otimes \text{tr}(C) I = \frac{1}{4^{\vert \Lambda \setminus Z \vert}} \sum_{I \in I_{\Lambda \setminus Z}} u(I)^{\dagger} [B \otimes C|u(I) \in \mathfrak{A}_Z^t. \tag{4.2}
\]

The relation in (4.2) uniquely defines the partial trace; hence,
\[
\theta_Z(I) = \frac{1}{4^{\vert \Lambda \setminus Z \vert}} \sum_{I \in I_{\Lambda \setminus Z}} u(I)^{\dagger} [Iu(I).
\]

The second part of the lemma follows from this formula. \hfill \Box

In the following, we will assume the interactions are supported on intervals:

Definition. An interaction $\Phi$ is supported on intervals if $\Phi(X) \neq 0$ only if $X = [a, b]$ for some $a, b \in \mathbb{Z}$.

Any interaction can be “regrouped” into one with interval support, and while the methods to do this are neither new nor canonical, we record here a simple way without changing the local Hamiltonians, at the expense of rate of decay.

Proposition 4.2. Suppose $I \subset \mathbb{Z}$ is an interval and $\Psi : P_I(I) \to \mathfrak{A}_{\text{loc}}$ is an interaction. Then there exists an interaction $\Phi : P_I(I) \to \mathfrak{A}_{\text{loc}}$, supported on intervals, such that for all finite intervals $\Lambda \subset I$, the local Hamiltonians are equal,
\[
\Phi_\Lambda = \sum_{X \subset \Lambda} \Phi(X) = \Psi_\Lambda.
\]

If $\Psi$ is an unperturbed interaction with uniform bound $M$, range $R$, and local gap $\gamma_0$, then so is $\Phi$, with uniform bound $2^R M$ and the same range and local gap.
Furthermore, if \( \| \Psi \|_F < \infty \), where \( F \) is the \( F \)-function in (A2), and \( h(r) \geq Kr^s \) for some \( K > 0 \) and \( s \in (0, 1] \), then \( \| \Phi \|_G \leq \| \Psi \|_F \) for the \( F \)-function defined by

\[
G(r) = e^{-\frac{1}{2}h(r)} \frac{C_\Phi}{(1 + cr)^2},
\]

\[
C_\Phi = L \sum_{n=1}^{\infty} ne^{-\frac{1}{2}h(n)}.
\]

Proof. If \( I \subseteq \mathbb{Z} \), then we may extend \( \Psi \) to \( \Psi(Z) = 0 \) for \( Z \not\in I \), and by construction, \( \Phi \) defined in terms of the extension will restrict to an interaction on \( I \). So we may assume \( I = \mathbb{Z} \). We will define \( \Phi \) by induction on the diameter \( n \) of intervals \( [k, k + n] \). When \( n = 0, 1 \), define

\[
\Phi([x]) = \Psi([x]) \text{ and } \Phi([x, x + 1]) = \Psi([x, x + 1]).
\]

For larger \( n \), define

\[
\Phi([k, k + n]) = \sum_{X \subseteq [k, k + n]} \{ \Psi(X) : X \subset [k, k + n], \text{diam}(X) = n \}.
\]

By construction, \( \Phi_A = \Psi_A \). Now, suppose \( \Phi \) is an unperturbed interaction with constants \( M, R, y_0 \). Since \( \Phi_{h_A(x,n)}^N = \Psi_{h_A(x,n)}^N \) for all \( x \) and \( n \), \( \Phi \) and \( \Psi \) have the same local gap. Similarly, it is clear that \( \Phi \) and \( \Psi \) have the same range \( R \), and if \( \text{diam}([a, b]) \leq R \),

\[
\| \Phi([a, b]) \| \leq 2^R M.
\]

Now, suppose \( \Phi \) is some interaction, not necessarily finite range, with \( \| \Phi \|_F \). For fixed \( k \in \mathbb{Z} \) and \( n \geq 0 \), by Proposition A.1,

\[
\| \Phi([k, k + n]) \| \leq \sum_{X \in P_f(\mathbb{Z})_{k, k+n \in X}} \| \Psi(X) \| \leq \| \Psi \|_F F(n).
\]

So for \( x, y \in \mathbb{Z} \),

\[
\sum_{k,n \atop x,y \in [k,k+n]} \| \Phi([k, k + n]) \| = \sum_{n \geq |x-y| \atop x,y \in [k,k+n]} \| \Phi([k, k + n]) \|
\]

\[
\leq \sum_{n \geq |x-y| \atop x,y \in [k,k+n]} \| \Psi \|_F F(n)
\]

\[
\leq \| \Psi \|_F \sum_{n \geq |x-y|} (n + 1 - |x - y|) e^{\frac{h(n)}{2}} \frac{L}{(1 + cn)^2}
\]

\[
\leq \| \Psi \|_F \left( \sum_{n=1}^{\infty} ne^{-\frac{1}{2}h(n)} \right) e^{\frac{1}{2}h(|x-y|)} \frac{L}{(1 + c|x - y|)^2}.
\]

That is,

\[
\| \Phi \|_G = \sup_{x,y \in \mathbb{Z}} \left( \sum_{X \in P_f(\mathbb{Z})_{x,y \in X}} \frac{\| \Phi(X) \|}{G(|x-y|)} \right) \leq \| \Psi \|_F.
\]

\( \square \)

Proposition 4.3. Suppose \( \Psi : P_I(\mathbb{Z}) \to \mathfrak{H}^f_{\text{loc}} \) is an even interaction supported on intervals. Then there exists an even interaction \( \Phi : P_I(\mathbb{Z}) \to \mathfrak{H}^f_{\text{loc}} \), such that for any \( \Lambda \subset I \),

\[
\vartheta_{\Lambda}(\Psi_{\Lambda}) = \Phi_{\Lambda}.
\]

If \( \Psi \) satisfies a finite \( F \)-norm for some \( F \) of the form (A2), then so does \( \Phi \). If \( \Psi \) is an unperturbed interaction, then so is \( \Phi \) for the same constants.
Proof. For $\Lambda_0 \subset \Lambda$, let $\iota_{\Lambda_0, \Lambda}$ denote the inclusion $\mathfrak{A}_{\Lambda_0}^f \hookrightarrow \mathfrak{A}_{\Lambda}^f$. If $A \in \mathfrak{A}_{\Lambda_0}^f$, then by expanding in an even generating set of monomials, we see

$$\iota_{\Lambda_0, \Lambda} \circ \vartheta_{\Lambda_0}(A) = \vartheta_{\Lambda} \circ \iota_{\Lambda_0, \Lambda}(A).$$

So there exists an injective $*$-morphism $\vartheta : \bigcup \mathfrak{A}_{\Lambda}^f \to \mathfrak{A}_{\Lambda_0}^f$, which extends every $\vartheta_{\Lambda}$, from which we define $\Phi(X) = \vartheta(\Psi(X))$. By Proposition 4.1, this is a well-defined interaction which is also supported on intervals. Evidently $\Phi$ is an even interaction; i.e., $\vartheta^{-1}(\Phi(X))$ is even for any $X$.

$\vartheta$ is isometric, and for the $F$-function $F$,

$$\|\Psi\|_F = \sup_{x, y : x, y \in X} \|\vartheta(\Psi(X))\|_{F(|x-y|)} = \|\Phi\|_F.$$ 

Now suppose $\Psi$ is an unperturbed interaction. Then evidently $\Phi$ is uniformly bounded. $\Phi$ is frustration free and uniformly locally gapped since, for any $\Lambda$, there exists a unitary $Q_{\Lambda} : S_{\Lambda} \to S_{\Lambda}$ such that for $A \in \mathfrak{A}_{\Lambda}^f$,

$$\vartheta(A) = \vartheta_{\Lambda}(A) = Q_{\Lambda}AQ_{\Lambda}.$$ 

Since $\vartheta$ is an isometry which preserves support for even observables, and $Q_{\Lambda}$ is unitary, $\Phi$ has the same uniform bound, range, and local gap as $\Psi$. $\square$

Theorem 4.4 (Ground state gap stability for fermion chains). There exist $\varepsilon_{\gamma_0} > 0$ and constant $m_{\gamma_0}'$ such that $0 \leq \varepsilon < \varepsilon_{\gamma_0}'$ and $\text{diam}(\Lambda) > \max\{2D, R\}$ imply

$$\gamma(H_{\Lambda}(\varepsilon)) \geq \gamma_0 - m_{\gamma_0}' \varepsilon > 0.$$ 

The constants $m_{\gamma_0}'$ and $\varepsilon_{\gamma_0}'$ can be explicitly determined by the expressions in (3.17).

Proof. By Proposition 4.2, we assume that $\eta$ and $\Phi^\Lambda = \Phi$ are supported on intervals. Proposition 4.3 implies the existence of spin interactions $\eta^S$ and $\Phi^S$ with the same uniform bound, range, local gap $\gamma_0$, and decay.

Let $\gamma \in (0, \gamma_0)$ and $D \in \mathbb{N}$ be a chosen distance from the boundary, uniform in the volume, and consider fixed $\Lambda$ with sufficiently large diameter. By Theorem 3.1, the spectral flow decomposes the local Hamiltonian $H_{\Lambda}(\varepsilon)$ of $\eta^S + \varepsilon \Phi^S$,

$$\alpha^\Lambda_\gamma(H_{\Lambda} + \varepsilon\Phi_{\Lambda}) = H_{\Lambda} + \sum_{x \in \Lambda} \Phi^1_{\varepsilon}(\varepsilon) + \Phi^2(\varepsilon) + \Phi^3(\varepsilon) + \mathcal{R}(\varepsilon) + \omega_{\Lambda}(\Phi^1(\varepsilon)).$$

Since $\vartheta_{\Lambda}$ is implemented by some unitary, $\eta^S$ has $\mathbb{Z}_2$-LTQO for the same decay function $\Omega$. So to apply the norm boundedness argument in Sec. III, it suffices to argue that $\Phi^1(b_{\Lambda}(x, n), \varepsilon)$ is even.

But the Proof of Theorem 3.1 in Ref. 18 guarantees the existence of even interactions $\Psi_i : P_{\gamma}(\Lambda) \to \mathfrak{A}_{\Lambda}^f$, $i = 1, 2, 3$, and quasi-local maps $K^{(\varepsilon)} : \mathfrak{A}_{\Lambda}^f \to \mathfrak{A}_{\Lambda}^f$ such that

$$\Phi^1(b_{\Lambda}(x, n), \varepsilon) = \Delta_{b_{\Lambda}(x,n)} \circ K^{(\varepsilon)}_{1}(\Psi_{1}(\{x\})) + \sum_{k=1}^n \varepsilon \Delta_{b_{\Lambda}(x,n)} \circ K^{(\varepsilon)}_{2}(\Psi_{2}(b_{\Lambda}(x, k)))$$

$$+ \Delta_{b_{\Lambda}(x,n)} \circ K^{(\varepsilon)}_{3}(\Psi_{3}(b_{\Lambda}(x, k))).$$

The $K^{(\varepsilon)}_{i}$ are defined in terms of the spectral flow automorphism and are also even maps. Hence, by Lemma 4.1, $\Phi^1(b_{\Lambda}(x, n), \varepsilon)$ must also be even since the even observables form a subalgebra. $\square$

V. EXAMPLE OF EVEN HAMILTONIAN SATISFYING STABILITY HYPOTHESES

Here we describe an example of an interaction of the CAR algebra which satisfies the stability hypotheses of Theorem 3.11. Let $X = \{f_i : i \in B\}$ and $Y = \{g_j : j \in B\}$ be two collections of vectors in $\ell^2(\mathbb{Z})$ such that
(i) $\mathcal{X} \cup \mathcal{Y}$ is an orthonormal basis for $\ell^2(\mathbb{Z})$;
(ii) there exist $R \geq 0$ and collections $\{x_i : i \in \mathcal{B}\}, \{y_j : j \in \mathcal{B}\}$ such that for all $i, j$,

$$\text{supp}(f_i) \subset b(x_i, R), \quad \text{supp}(g_j) \subset b(y_j, R),$$

$$i \neq j \text{ implies } b(x_i, R) \cap b(x_j, R) = \emptyset = b(y_i, R) \cap b(y_j, R).$$

Furthermore, denote $\mathcal{X}_W = \{f_i : \text{supp}(f_i) \subset W\}$ and $\mathcal{Y}_W = \{g_j : \text{supp}(g_j) \subset W\}$. We will also assume the following:
(iii) There exists a diameter $N_0$ such that for all intervals $\Lambda$, $\text{diam}(\Lambda) > N_0$ implies $\mathcal{X}_\Lambda \neq \emptyset$ and $\mathcal{Y}_\Lambda \neq \emptyset$.

**Definition.** Let $\eta : P_f(\mathbb{Z}) \to \mathfrak{A}_{\text{loc}}^f$ be the finite-range interaction defined by

$$\eta(b(x_i, R)) = 1 - a^*(f_i)a(f_i), \quad \eta(b(y_j, R)) = a^*(g_j)a(g_j). \quad (5.1)$$

**Lemma 5.1.** Suppose $\Lambda$ is an interval such that $\text{diam}(\Lambda) > N_0$. Then $H_\Lambda$ is non-negative, uniformly gapped, and frustration free.

**Proof.** Let $(f_1, \ldots, f_{n_\Lambda})$ and $(g_m, \ldots, g_{m_\Lambda})$ be the collections of vectors whose support is contained in $\Lambda$. If necessary, complete the list to an orthonormal basis of $\ell^2(\Lambda)$ with $(h_1, \ldots, h_p)$, $p = |\Lambda| - n_\Lambda - m_\Lambda$. Evidently $H_\Lambda$ is uniformly gapped and non-negative. So we prove that

$$\text{ker}(H_\Lambda) = \text{span}(\psi_X : X \subset [1, p]),$$

where we define

$$\phi_\Lambda = f_{n_\Lambda} \wedge \cdots \wedge f_{n_\Lambda}, \quad \xi_X = \bigwedge\{h_i : i \in X \subset [1, p]\}, \quad \psi_X = \phi_\Lambda \wedge \xi_X.$$

By calculation, $\psi_X \in \text{ker}(H_\Lambda)$ for any $X \subset [1, p]$. But each term of the interaction $H_\Lambda$ is a projection, the complement projection of some $a^*(f_i)a(f_i)$. So $H_\Lambda \psi = 0$ implies $\psi \in \text{ran}(a^*(f_i)a(f_i))$ for each $i = n_1, \ldots, n_\Lambda$. □

Next, we show that the number of auxiliary orthonormal basis vectors $h_i$ needed to complete $\mathcal{X}_\Lambda$ and $\mathcal{Y}_\Lambda$ to a basis of $\ell^2(\Lambda)$ is uniformly bounded in $\Lambda$, and that each $h_i$ has support contained toward the edge of $\Lambda$.

**Lemma 5.2.** Suppose $\text{diam}(\Lambda) > N_0$. Let $\mathcal{Z}(\Lambda) = \{h_1^{(\Lambda)}, \ldots, h_n^{(\Lambda)}\}$, $n = n(\Lambda)$, be a basis for the complement of $\text{span}(\mathcal{X}_\Lambda \cup \mathcal{Y}_\Lambda)$ in $\ell^2(\Lambda)$. Then

i. for each $i \in [1, n]$, $\text{supp}(h_i^{(\Lambda)}) \subset \Lambda \setminus \text{Int}_{3R}(\Lambda)$;

ii. $|\mathcal{Z}(\Lambda)| \leq 6R$

**Proof.** Let $(\xi_k)$ denote the orthonormal basis from $\mathcal{X}_\Lambda \cup \mathcal{Y}_\Lambda$. Suppose $\text{supp}(f) \subset \text{Int}_{3R}(\Lambda)$. Then $x_i \notin \Lambda$ implies $\text{supp}(f_i) \cap \text{supp}(f) = \emptyset$, that is, $\langle f_i, f \rangle = 0$ (respectively, $y_j$ and $\langle g_j, f \rangle = 0$). Hence

$$f = \sum \langle f_k, f \rangle \xi_k = \sum \langle \xi, f \rangle \xi.$$

Hence $f \in \text{span}(\mathcal{X}_\Lambda \cup \mathcal{Y}_\Lambda)$. Now, a basis of the orthogonal complement of $\ell^2(\text{Int}_{3R}(\Lambda))$ in $\ell^2(\Lambda)$ is necessarily supported on $\Lambda \setminus \text{Int}_{3R}(\Lambda)$, proving (1). Additionally, the dimension of $\ell^2(\Lambda \setminus \text{Int}_{3R}(\Lambda))$ is an upper bound for $|\mathcal{Z}(\Lambda)|$, which proves (2). □

This lemma has an immediate corollary:

**Corollary 5.3.** Let $\mathfrak{A}(\mathcal{W})$ denote the $C^*$-subalgebra of $\mathfrak{A}_\mathbb{Z}^f$ generated by the operators $a^*(f), a(f)$ such that $f \in \mathcal{W} \subset \ell^2(\mathbb{Z})$. Then for all intervals $\Lambda$ with diameter larger than $6R$,

$$\mathfrak{A}_{\text{Int}_{3R}(\Lambda)} \subset \mathfrak{A}(\mathcal{X}_\Lambda \cup \mathcal{Y}_\Lambda).$$
To conclude this section, we prove that the interaction defined in (5.1) satisfies $\mathbb{Z}_2$-LTQO. Denote $D = \max\{N_0, 3R\}$. Recall that if $n \geq D$ then $H_{b_X(n)}$ is non-negative and frustration free with kernel indexed by $Z(b_X(n, n))$.

Define the step-function $\Omega$: $[0, \infty) \to [0, \infty)$ by

$$
\Omega(x) = \begin{cases} 
0 & \text{if } x \geq D \\
2 & \text{otherwise}.
\end{cases}
$$

**Proposition 5.4.** Suppose $\text{diam}(\Lambda) > 2D$, and let $x \in \Lambda$, and $(n, k) \in \mathbb{N}^2$ be such that $0 \leq k \leq r_x$, $k \leq n \leq R_x$. Let $P_n$ denote the projection onto $H_{b_A(n, n)}$. Then for all $A \in \mathcal{B}_D^{b_A(x, x)^{\dagger}}$,

$$
\|P_n(A - \omega_A(A))P_n\| \leq \Omega(z_x(n) - k)\|A\|.
$$

**Proof.** We handle the two cases of $n$ when $\text{diam}(b_A(x, n)) \geq N_0$ or $\text{diam}(b_A(x, n)) < N_0$. Suppose the former. Now, there are two subcases for $k$: either $b_A(x, k) \not\subset \text{Int}_D(b_A(x, n))$ or $b_A(x, k)$ is contained in that interior.

Suppose $b_A(x, k) \subset \text{Int}_D(b_A(x, n))$. Then $z_x(n) - k \geq D$, necessarily. Denote

$$
\mathcal{X}_{b_A(x, n)} = \mathcal{X}_n = \{f_1, \ldots, f_{3M}\}, \quad \mathcal{Z}(b_A(x, n)) = \mathcal{Z}(n) = \{h_1, \ldots, h_p\}
$$

Let $\phi_X^n = f_1 \wedge \cdots \wedge f_{3M} \wedge h_1 \wedge \cdots \wedge h_p$ be a generic unit norm basis vector of the kernel, indexed by $X \subset \mathcal{Z}(n)$. A calculation shows

$$
\|P_n(A - \omega_A(A))P_n\| \leq 6R \sup_{X \subset \mathcal{Z}(n)} |\langle \phi_X^n, A\phi_X^n \rangle - \omega_A(A)| + 26R \sup_{X \subset \mathcal{Z}(n)} |\langle \phi_X^n, A\phi_Y^n \rangle|.
$$

But by the theory of quasi-free states and Corollary 5.3,

$$
\sup_{X \subset \mathcal{Z}(n)} |\langle \phi_X^n, A\phi_X^n \rangle - \omega_A(A)| = \sup_{X \subset \mathcal{Z}(n)} |\langle \phi_X^n, A\phi_Y^n \rangle| = 0.
$$

Now suppose $b_A(x, k)$ is not contained in the $D$-interior of $b_A(x, n)$. This implies $z_x(n) - k < D$. And by the trivial commutator bound,

$$
\|P_n(A - \omega_A(A))P_n\| \leq 2\|A\| = \Omega(z_x(n) - k)\|A\|.
$$

Last, suppose $\text{diam}(b_A(x, n)) < N_0$. Then $n - k \leq n < N_0 \leq D$. Hence $z_x(n) - k < D$ as well, and the trivial bound agrees with $\Omega$. Conclude that $H_A$ satisfies LTQO for $\Omega$. \hfill \Box
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**APPENDIX: DETAILS ABOUT $\mathcal{F}$-FUNCTIONS AND SPECTRAL FLOW**

1. $\mathcal{F}$-functions and decay of interactions

In addition to LTQO, a critical assumption for our spectral gap stability argument is rapid decay of the perturbations in $[\Phi]$. We choose to describe this decay through $\mathcal{F}$-functions, which have several useful properties, one of which define an extended norm on the real vector space of interactions.

**Definition.** A function $F$: $[0, \infty) \to [0, \infty)$ is an $\mathcal{F}$-function for $(\mathbb{Z}, | \cdot |)$ if

i. $\|F\| = \sum_{x \in \mathbb{Z}} F(x) < \infty$;

ii. there exists $C_F > 0$ such that for all $x, y \in \mathbb{Z}$,

$$
\sum_{z \in \mathbb{Z}} F(|x - z|)F(|z - y|) \leq C_F F(|x - y|).
$$
Furthermore, if $\Phi$ is an interaction, then the $F$-norm of $\Phi$ (with respect to $F$) is defined as

$$||\Phi||_F = \sup \left\{ \sum_{Z \in P_f(Z)} \frac{||\Phi(Z)||}{F(|x - y|)} : x, y \in Z \right\} \in [0, \infty].$$ \hspace{1cm} (A1)

Example. Suppose $h: [0, \infty) \to [0, \infty)$ is a monotone increasing, subadditive function and $\kappa > 2$. The following function $F$ defines an $F$-function,

$$F(r) = e^{-h(r)} \frac{L}{(1 + cr)^\kappa}, \quad L, c > 0.$$ \hspace{1cm} (A2)

The $F$-function in (A2) and following properties will be used extensively in the proof of spectral gap stability.

Proposition A.1. Suppose $\Phi$ is an interaction with finite $F$-norm for some $F$. Then

1. for any collection $Z_1 \subset Z_2 \subset \cdots \subset Z_N$, $\sum_{k=1}^{N} ||\Phi(Z_k)|| \leq ||\Phi||_F F(\text{diam}(Z_1));$

2. if $\eta$ is a uniformly bounded, finite range interaction, then $||\eta||_F < \infty$ and $||\eta + \Phi||_F < \infty$.

Proof. Let $\text{diam}(Z_1) = n$, and choose $x, y \in Z_1$ such that $|x - y| = n$. Then

$$\sum_{k=1}^{N} ||\Phi(Z_k)|| \leq \sum_{X \in P_f(Z) \atop x, y \in X} ||\Phi(X)|| \leq ||\Phi||_F F(n).$$

Now, denote the range of $\eta$ by $R$ and uniform bound by $M$. Suppose $x, y \in Z$. If $Z \in P_f(Z)$ contains $x$, $y$, and $\Phi(Z) \neq 0$, then $Z \subset b(x, R) \cap b(y, R)$. Hence

$$\sum_{X \in P_f(Z) \atop x, y \in X} ||\eta(X)|| \leq 2^{3R} M.$$

Then $||\eta + \Phi||_F < \infty$ by the triangle inequality. \hfill $\Box$

2. Thermodynamic limit of the spectral flow

There are standard results giving conditions on an interaction $\Phi$ under which the finite-volume dynamics defined by

$$\tau_{s,t}^{\Phi, \Lambda}(A) = U(s, t)^* A U(s, t), A \in \mathfrak{A}_\Lambda,$$

with

$$H_\Lambda(s) = \sum_{X \in \Lambda} \Phi(X, s)$$

and

$$\frac{d}{ds} U(s, t) = i H_\Lambda(s) U(s, t), U(t, t) = 1, s, t \in I \subset \mathbb{R},$$

converges to a strongly continuous co-cycle of automorphism, $\tau_{s,t}^\Phi$, of the algebra of quasi-local observables $\mathfrak{A}_\Gamma$, which is defined as the norm completion of the (strictly) local observables given by

$$\mathfrak{A}^{\text{loc}}_\Gamma = \bigcup_{\Lambda \in P_f(\Gamma)} \mathfrak{A}_\Lambda.$$
One sufficient condition is that $\Phi(\cdot, t)$ is a continuous curve taking values in the space $B_F$, where $F$ defines an $F$-norm, $\|\cdot\|_F$ on interactions as in Subsection 1 of the Appendix. For any compact interval $I$, we can define the space $B_F(I)$ as the set of all such continuous curves, and for $\Phi \in B_F(I)$, the function

$$\|\Phi\|_F(t) = \sup_{x,y \in I} \frac{1}{F(d(x,y))} \sum_{x,y \in X} \|\Phi(X, \cdot)\|(t)$$

is continuous and bounded. Strong convergence of the automorphisms here means that

$$\lim_{\Lambda \to \Gamma} \|\tau^{\Lambda, \Phi}(A) - \tau^{\Phi}(A)\| = 0, \text{ for all } A \in \mathcal{A}_I^{\text{loc}}.$$

The limit is taken over any sequence of $\Lambda_n \in \mathcal{P}(\Gamma)$ increasing to $\Gamma$ and the limiting dynamics is independent of the choice of sequence.

One can also show that the dynamics depends continuously on the interaction $\Phi$ in the following sense:

$$\|\tau^{\Lambda, \Phi}(A) - \tau^{\Phi}(A)\| \leq \frac{2\|A\|}{C_F} \|X\| e^{2\min(I_{s,t}(\Phi))} I_{s,t}(\Phi - \Psi).$$

which holds for all $A \in \mathcal{A}_X$ and $s, t \in I$, and where, for $\Phi \in B_F(I)$, and $s, t \in I$, the quantity $I_{s,t}(\Phi)$ is defined by

$$I_{s,t}(\Phi) = C_F \int_{\min(I_{s,t})}^{\max(I_{s,t})} \|\Phi(r)\|_F dr.$$

It is often important to include in the definition of the finite-volume Hamiltonian $H^F_\Lambda$ terms that correspond to a particular boundary condition. Such terms affect the ground states and equilibrium states of the system, including in the thermodynamic limit but, in general, do not affect the infinite-volume dynamics. In order to express this freedom in the interactions defining the finite-volume dynamics that lead to the same thermodynamic limit, we use another, weaker, notion of convergence of interactions interaction $\Phi$ introduced in Ref. 9, where it is called local convergence in $F$-norm.

**Definition.** Let $(\Gamma, d, \mathcal{A}_\Gamma)$ be a quantum lattice system, $F$ be an $F$-function for $(\Gamma, d)$, and $I \subset \mathbb{R}$ be an interval. We say that a sequence of interactions $\{\Phi_n\}_{n \geq 1}$ converges locally in $F$-norm to $\Phi$ such that

(i) $\Phi_n \in B_F(I)$ for all $n \geq 1$,

(ii) $\Phi \in B_F(I)$, and

(iii) for any $\Lambda \in \mathcal{P}(\Gamma)$ and each $[a, b] \subset I$, one has

$$\lim_{n \to \infty} \int_a^b \|\phi_n - \Phi\|_F(t) dt = 0.$$

In this appendix, we want to apply this notion to the spectral flow generated by perturbations of the form (2.4) and its thermodynamic limit.

The spectral flow $\alpha^\Lambda, \phi$ for the curve of Hamiltonians $H^F_\Lambda(\phi)$, $\phi \in [0, \epsilon]$, defined in (3.20), also depends on a parameter $\gamma > 0$. This parameter is assumed to be a lower bound for the gap of interest in the spectrum of $H^F_\Lambda(\phi)$ in the stability argument, but this assumption is not needed for the construction of $\alpha^\Lambda, \phi$. The automorphisms $\alpha^\Lambda, \phi$ are generated by the self-adjoint operators $D^\phi_\Lambda(\phi)$, defined by

$$D^\phi_\Lambda(\phi) = \sum_{X \in \Lambda_\phi} \Phi(X) + s \sum_{X \in (\Lambda_\phi, A_\phi)} \Phi(X),$$

where the map $K^\Lambda, \phi : \mathcal{A}_\Lambda \to \mathcal{A}_\Lambda$ is given by

$$K^\Lambda, \phi(A) = \int_{-\infty}^{\infty} H^F_\phi(\phi) W_\phi(t) dt.$$
Note that $K^{A,\phi}$ is defined as a linear map, but it depends itself on $H^A_0(\epsilon)$ and therefore $D^A_\phi(\epsilon)$ depends non-linearly on the perturbation. In Ref. 9 [Sec. V D], a detailed study of transformations of the form $K^{A,\phi}$ is performed. The following proposition follows directly from applying the more general results in that work to the situation here.

**Proposition A.2** (Ref. 9). There exists an $F$-function $\tilde{F}$ of the form (A2) and interactions $\Psi^{A,\phi} \in B_F([0, \epsilon_0])$ such that

$$D^A_\phi(\epsilon) = \sum_{X \subset \Lambda} \Psi^{A,\phi}(X, \epsilon).$$

Furthermore, there exists an interaction $\Psi \in B_F([0, \epsilon_0])$ such that for any sequences $\Lambda_n = [a_n, b_n] \subset \mathbb{Z}$, $\partial_\psi = (D_{1,n}, D_{2,n}, s_n)$, the interactions $\Psi^{\Lambda_n, \partial_\psi}$ have uniformly bounded $\tilde{F}$-norm and converge locally in $\tilde{F}$-norm to $\Psi$.

As a consequence, we can apply the following theorem from Ref. 9 to the sequences of interactions $\Psi^{\Lambda_n, \partial_\psi}$.

**Theorem A.3** (Ref. 9, Theorem 3.8). Let $(\Phi_n)_{n \geq 1}$ be a sequence of time-dependent interactions on $\Gamma$ with $\Phi_n$ converging locally in the $F$-norm to $\Phi$ with respect to $F$. Suppose that for every $[a, b] \subset I$,

$$\sup_{n \geq 1} \int_a^b \|\Phi_n\|_F(t) \, dt < \infty.$$  \hspace{1cm} (A9)

Then for any $X \in \mathcal{P}_0(\Gamma)$,

$$\lim_{n \to \infty} \|\tau^\Phi_{t_n}(A) - \tau^\Phi_{t}(A)\| = 0$$ \hspace{1cm} (A10)

for all $A \in \mathcal{A}_X$ and each $s, t \in I$. Moreover, the convergence is uniform for $s, t$ in compact intervals.

Now, consider a sequence $\Lambda_n = [a_n, b_n] \subset \mathbb{Z}$, $\partial_\psi = (D_{1,n}, D_{2,n}, s_n)$. As the result of applying Proposition A.2 and Theorem A.3, we obtain the strong convergence of the finite-volume spectral flow automorphism generated by $\Psi^{\Lambda_n, \partial_\psi}$ to one and the same spectral flow for the infinite chain: for $\epsilon \in [0, 1]$,

$$\lim_{n \to \infty} \alpha^{\Lambda_n, \partial_\psi}_\epsilon(A) = \alpha_\epsilon(A), \quad \text{for all } A \in \mathcal{A}^\text{loc}_{\tilde{F}}.$$ \hspace{1cm} (A11)