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Abstract

In this article, we propose a Frozen Gaussian Sampling (FGS) algorithm for simulating nonadiabatic quantum dynamics at metal surfaces with a continuous spectrum. This method consists of a Monte-Carlo algorithm for sampling the initial wave packets on the phase space and a surface-hopping type stochastic time propagation scheme for the wave packets. We prove that to reach a certain accuracy threshold, the sample size required is independent of both the semiclassical parameter $\varepsilon$ and the number of metal orbitals $N$, which makes it one of the most promising methods to study the nonadiabatic dynamics. The algorithm and its convergence properties are also validated numerically. Furthermore, we carry out numerical experiments including exploring the nuclei dynamics, electron transfer and finite-temperature effects, and demonstrate that our method captures the physics which cannot be captured by classical surface hopping trajectories.
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1. Introduction

Quantum dynamics of atomic systems are well known to exhibit multiscale structures, where the nuclei are much heavier than the electrons and therefore move much slower. The widely-used Born-Oppenheimer (BO)
approximation [1] is proposed based on such a scale-separation structure, where one regards the nuclei as classical particles, and ignore the couplings between different electronic states. The latter treatment is also termed the adiabatic assumption [2].

On the one hand, the BO approximation of the Schrödinger equation, unfortunately, breaks down dramatically in many scenarios since the adiabatic assumptions are often violated [3, 4, 5]. On the other hand, the Schrödinger equation, as a high-dimensional model for quantum dynamics, can not be solved in a brute-force way because of the curse of dimensionality. Therefore, how to efficiently calculate dynamics in the non-adiabatic regime is a central topic in chemistry and material science. In order to tackle these issues, various methods based on mixed quantum-classical dynamics [6, 7, 8, 9, 10] have been developed to simulate non-adiabatic quantum dynamics.

Molecule-metal interfaces are of particular interest since it is related to many different phenomenon in experimental chemistry, such as chemisorption [11], electrochemistry [12], heterogeneous catalysis [13] and molecular junctions [14]. The breakdown of BO approximations at metal surfaces leads to theoretical study of many interesting physical phenomenon: such as electronic friction [15, 16], electron transfer [17] and energy transfer [18]. The well-known Newns-Anderson model [11], or the Anderson-Holstein model [19], is widely used to model nonadiabatic quantum dynamics at metal surfaces [16, 20]. In the first quantization, this model could be written as the following Schrödinger equation system:

\[
\begin{align*}
\varepsilon \partial_t u_0(t, x) &= -\frac{\varepsilon^2}{2} \Delta u_0(t, x) + U_0(x) u_0(t, x) + \varepsilon \sum_{k=1}^{N} h V(E_k, x) u_k(t, x), \\
\varepsilon \partial_t u_k(t, x) &= -\frac{\varepsilon^2}{2} \Delta u_k(t, x) + (U_1(x) + E_k) u_k(t, x) + \varepsilon V(E_k, x) u_0(t, x),
\end{align*}
\]

\[ x \in \mathbb{R}^m, \quad t \in \mathbb{R}, \quad k = 1, \cdots, N. \tag{1.1} \]

with initial value

\[
\begin{align*}
u_0(0, x) &= u_0^{\text{in}}(x), \\
u_k(0, x) &= 0, \quad k = 1, \cdots, N.
\end{align*}
\]

We will discuss the derivation and details of (1.1) in section 2. For now, let us emphasize its major difficulties as of numerical simulations. On the one hand, there is a non-dimensional parameter \( \varepsilon \) presumed to be very small, therefore this model is exactly in the regime of semiclassical dynamics [21, 22]. The solution is highly oscillatory both in space and time [21]. On
the other hand, we need to solve an \((N + 1) \times (N + 1)\) matrix Schrödinger equation system, where \(N\) comes from discretizing the continuum band of metal, and \(N\) needs to be large enough in order to capture the physics of continuum band emerging from condensed phases of matter. We need a reasonable algorithm whose cost doesn’t scale dramatically as \(\varepsilon \to 0\) and \(N \to \infty\). Methods based on direct discretization of spatial freedom, such as time-splitting spectral methods \([23]\), is not ideal since its cost scales (at least) \(O(1/\varepsilon^{1+m})\) \((m\) is the dimension of spatial coordinates\) as \(\varepsilon \to 0\) and (at least) \(O(N)\) as \(N \to \infty\).

In scientific literature \([20]\), there are generally two kinds of numerical schemes to calculate nonadiabatic quantum dynamics at metal surfaces: Ehrenfest dynamics \([24]\) (possibly with electronic friction \([15]\)) and surface hopping methods \([25]\). With or without electronic friction, Ehrenfest dynamics are in fact a mean-field approximation of the coupled electron–nuclear system, therefore is not valid when strong nonadiabatic dynamics occur \([26]\). Independent Electron Surface Hopping (IESH) \([25]\), as the surface hopping method specifically designed for metal surfaces, is proposed within the same spirit of Tully’s original surface hopping method \([27]\). There are many variants of surface hopping methods in literature, most of which lack a rigorous mathematical foundation and numerical analysis. In \([28]\), the authors provide a Frozen Gaussian Approximation with surface hopping (FGA-SH) method along with a rigorous mathematical justification for \(O(\varepsilon)\) accuracy. However, its generalization to simulating metal surfaces demands proper treatment of a large number of bands with a particular coupling structure, thus such an investigation poses non-trivial challenges in terms of algorithm design and numerical analysis.

In this article, we propose a Frozen Gaussian Sampling (FGS) algorithm for simulating nonadiabatic quantum dynamics at metal surfaces. Based on a stochastic approximation of the Frozen Gaussian representation of the Schrödinger equation system, the wave packets to be sampled incorporate randomness from both the initial state and from the stochastic evolution. We rigorously prove and numerically validate that the sample size required by the FGS algorithm is independent from both the number of metal orbitals \(N\) and the semiclassical parameter \(\varepsilon\). From this sense, FGS as an asymptotic method to the semiclassical Schrödinger equation system is superior to the direct application of other existing asymptotic schemes, such as the WKB methods \([29]\), Landau-Zener transition asymptotic methods \([30, 31]\) and various wave packet based asymptotic methods \([32, 33, 34, 35]\). A by-product is we are able to prove that the computational cost of FGS algorithm in finite-band systems \([28]\) is also essentially independent of the
semiclassical parameter $\varepsilon$. What’s more, using numerical experiments, we demonstrate that the FGS method can capture information of observables that are intrinsically quantum, in the sense that such information can not be captured by classical surface hopping trajectories.

The article is organized as followed. In section 2 we give an introduction of the Anderson-Holstein model (Newns-Anderson model) and its nondimensionalization, along with its discretization on the continuous spectrum. In section 3 we present our algorithm for simulating nonadiabatic dynamics at metal surfaces. After reviewing Frozen Gaussian representation for one-level system in section 3.1 we derive the integral representation of the approximate solution based on the surface hopping ansatz in section 3.2. Based on its stochastic interpretation in section 3.3 we present the Frozen Gaussian Sampling algorithm in section 3.4. In section 4 we carry out the numerical analysis of our method, indicating that the cost of this stochastic method is independent of both $\varepsilon$ and $N$ (See Theorem 4.1). Finally, we provide extensive numerical experiments to illustrate the numerical advantages of our method and some explorations of this model in section 5.

2. Quantum dynamics of nuclei at metal surfaces

The quantum dynamics of nuclei at metal surfaces are described by the Newns-Anderson model \cite{11}, also known as the Anderson-Holstein model \cite{19}, which is a special kind of Anderson impurity model: the electronic ground state of the molecule is treated as the system orbital, while the metal electronic orbitals are treated as bath orbitals. The energies of metal electronic orbitals form a continuous spectrum $[\mathcal{E}_a, \mathcal{E}_b]$. The model Hamiltonian is usually written in the following second quantization form:

\[ H = \frac{\hat{p}^2}{2m_n} + U_1(\hat{x}) + h(\hat{x})\hat{d}^\dagger \hat{d} + \int_{\mathcal{E}_a}^{\mathcal{E}_b} (\mathcal{E} - \mu) \hat{c}_\mathcal{E}^\dagger \hat{c}_\mathcal{E} d\mathcal{E} + \int_{\mathcal{E}_a}^{\mathcal{E}_b} \left( V(\mathcal{E}, \hat{x}) \hat{c}_\mathcal{E}^\dagger \hat{d} + \nabla(\mathcal{E}, \hat{x}) \hat{d}^\dagger \hat{c}_\mathcal{E} \right) d\mathcal{E}. \]  

(2.1)

Here $\hat{p}$ is the momentum operator, $\hat{x}$ is the position operator, $m_n$ is the mass of the nuclei, $U_1(\hat{x})$ is the nuclear potential for the neutral molecule, $U_1(\hat{x}) + h(\hat{x})$ is the nuclear potential for the charged molecule, $\mu$ is the chemical potential. And, $\hat{d}$ and $\hat{d}^\dagger$ are the annihilation and creation operators for the electronic ground state of the molecule, $\hat{c}_\mathcal{E}$ and $\hat{c}_\mathcal{E}^\dagger$ are the annihilation and creation operators for metal electronic orbitals with energy level $\mathcal{E} \in [\mathcal{E}_a, \mathcal{E}_b]$, $V(\mathcal{E}, \hat{x})$ describes the coupling between the molecule and metal orbitals, and $\nabla(\mathcal{E}, \hat{x})$ means the complex conjugate of $V(\mathcal{E}, \hat{x})$. 


Now let us demonstrate the non-dimensionalization of this model. Let $\ell$ be the characteristic length scale and $E$ be the characteristic energy scale, we introduce the dimensionless parameter $\varepsilon$, which is referred to as the semiclassical parameter:

$$\varepsilon = \frac{\hbar}{\ell \sqrt{mE}}. \tag{2.2}$$

Let $E_V$ be the characteristic scale of molecule-metal coupling energy, we are ready to perform the following rescaling (similar as in [36]):

$$x = \ell \tilde{x}, \quad t = \sqrt{\frac{m\ell^2}{E}} \tilde{t}, \quad \mathcal{E} = E \tilde{\mathcal{E}}, \quad \mu = E \tilde{\mu},$$

$$\tilde{U}_1(\tilde{x}) = \frac{U_1(x)}{E}, \quad \tilde{h}(\tilde{x}) = \frac{h(x)}{E}, \quad \tilde{V}(\tilde{\mathcal{E}}, \tilde{x}) = \frac{V(\mathcal{E}, x)}{E_V}, \quad \tilde{H} = E \tilde{H}_{\text{non}}. \tag{2.3}$$

And particularly, we choose the regime $E_V = \varepsilon E$, and the corresponding non-dimensionalized Hamiltonian is

$$\tilde{H}_{\text{non}} = -\frac{\varepsilon^2}{2} \nabla_{\tilde{x}}^2 + \tilde{U}_1(\tilde{x}) + \tilde{h}(\tilde{x}) \hat{d}^\dagger \hat{d}$$

$$+ \int_{\tilde{\mathcal{E}}_a} (\tilde{\mathcal{E}} - \tilde{\mu}) \hat{c}^\dagger_{\tilde{\mathcal{E}}} \hat{c}_{\tilde{\mathcal{E}}} d\tilde{\mathcal{E}} + \varepsilon \int_{\tilde{\mathcal{E}}_a} \left( \tilde{V}(\tilde{\mathcal{E}}, \tilde{x}) \hat{c}^\dagger_{\tilde{\mathcal{E}}} \hat{d} + \tilde{V}(\mathcal{E}, \tilde{x}) \hat{d}^\dagger \hat{c}_{\mathcal{E}} \right) d\mathcal{E}. \tag{2.4}$$

We can see that the coupling between the molecule and metal electronic orbitals is chosen to be $O(\varepsilon)$. By the scientific literature [17, 16], this scenario can be interpreted as the weak-coupling regime of nonadiabatic dynamics at metal surfaces. However, even though the coupling is considered to be weak, since the Hamiltonian has a multiscale structure, such an $O(\varepsilon)$ coupling still causes an $O(1)$ change in the density of states. As a matter of fact, in the adiabatic representation, the coupling between different levels is also formally $O(\varepsilon)$, see [28].

In this article, our starting point is to rewrite $\tilde{H}_{\text{non}}$ in the first quantization. Let $x \in \mathbb{R}^m$ represents the nuclei degrees of freedom, and let $U_0(x) = U_1(x) + h(x)$ denote the nuclear potential for the charged molecule, and recall that $U_1(x)$ represents the nuclear potential for the neutral molecule. The above model is described by the following Schrödinger equation system:

$$\begin{cases}
 i\varepsilon \partial_t \psi_0(t, x) = -\frac{\varepsilon^2}{2} \Delta \psi_0(t, x) + U_0(x) \psi_0(t, x) + \varepsilon \int_{\tilde{\mathcal{E}}_a} d\mathcal{E} V(\mathcal{E}, x) \psi_1(t, \mathcal{E}, x),
 i\varepsilon \partial_t \psi_1(t, \mathcal{E}, x) = -\frac{\varepsilon^2}{2} \Delta \psi_1(t, \mathcal{E}, x) + (U_1(x) + \mathcal{E}) \psi_1(t, \mathcal{E}, x) + \varepsilon \tilde{V}(\mathcal{E}, x) \psi_0(t, x).
\end{cases} \tag{2.5}$$
We have dropped the “tilde” and without loss of generality we assume \( \mu = 0 \) for simplification. Here \( \psi_0(t, x) \in L^2(\mathbb{R}^m) \) represents the nuclei wave function when the independent electron propagates into the molecule and therefore the molecule is charged, while \( \psi_1(t, \mathcal{E}, x) \in L^2([\mathcal{E}_a, \mathcal{E}_b] \times \mathbb{R}^m) \) represents the nuclei wave function when the molecule is neutral and the electron is in the metal orbital with energy \( \mathcal{E} \). \( \psi_0(t, x) \) and \( \psi_1(t, \mathcal{E}, x) \) satisfy the following normalization condition (also known as, mass conservation):

\[
1 = m(t) = \int_{\mathbb{R}^m} \left( |\psi_0(t, x)|^2 + \int_{\mathcal{E}_a}^{\mathcal{E}_b} |\psi_1(t, \mathcal{E}, x)|^2 \, d\mathcal{E} \right) \, dx, \quad \forall t \geq 0. \tag{2.6}
\]

We remark that in this work we are considering a closed quantum system. This is exactly the viewpoint of Newn’s pioneering work \cite{11}. In some scientific literature \cite{37, 20}, the setup of metal surfaces are open quantum systems, where one focus only on the molecule orbital (the orbital corresponding to \( \psi_0 \)) and treat the metal orbitals (the orbitals corresponding to \( \psi_1 \)) as heat baths with Boltzmann distribution. We would like to emphasize that even in the closed-system treatment, the nonadiabatic features of quantum dynamics have already arisen. In other words, one do not need the open quantum system and canonical ensemble assumption to encounter nonadiabatic quantum dynamics at metal surfaces. We leave the open quantum system treatment of metal surfaces to future work.

The energy \( E(t) \) of the above system \eqref{2.5} is defined as:

\[
E(t) = \int_{\mathbb{R}^m} \left( \frac{\varepsilon^2}{2} |\nabla_x \psi_0(t, x)|^2 + U_0(x) |\psi_0(t, x)|^2 \right) \, dx \\
+ \int_{\mathbb{R}^m} \int_{\mathcal{E}_a}^{\mathcal{E}_b} \left( \frac{\varepsilon^2}{2} |\nabla_x \psi_1(t, \mathcal{E}, x)|^2 + (U_1(x) + \mathcal{E}) |\psi_1(t, \mathcal{E}, x)|^2 \right) \, d\mathcal{E} \, dx \\
+ \varepsilon \int_{\mathbb{R}^m} \int_{\mathcal{E}_a}^{\mathcal{E}_b} \left( \bar{\psi}_0(t, x) V(x, \mathcal{E}) \psi_1(t, \mathcal{E}, x) + \psi_0(t, x) \nabla \cdot (\mathcal{E}, x) \bar{\psi}_1(t, \mathcal{E}, x) \right) \, d\mathcal{E} \, dx. \tag{2.7}
\]

It’s standard to verify that \eqref{2.5} satisfies the energy conservation: \( E(t) = E(0) \) for any \( t \geq 0 \).

For simplicity, we assume at the initial state the molecule is charged, and thus the electron is in the adsorbate orbital. In other words, we consider the following initial condition:

\[
\psi_0(0, x) = \psi_0^{\text{in}}(x), \quad \psi_1(0, \mathcal{E}, x) = 0. \tag{2.8}
\]

However, since \eqref{2.5} is a linear equation system, the results in this article are applicable to any initial conditions.
A typical treatment of (2.5) is to discretize the electronic continuum spectrum \([E_a, E_b]\) into \(N\) separate orbitals. Then we obtain the discrete Anderson-Holstein model, which is a commonly used model to investigate surface hopping at molecule-metal surfaces in scientific literature (for example, see [25, 37, 20]). For the sake of simplicity, we use the following equidistant discretization throughout this article:

\[
E_k = E_a + \left( i - \frac{1}{2} \right) h, \quad h = \frac{1}{N}(E_b - E_a), \quad k = 1, \ldots, N. \quad (2.9)
\]

Note that the generalization to any non-equidistant discretization is trivial.

Let

\[
u_0(t, x) = \psi_0(t, x), \quad u_k(t, x) = \psi_1(t, E_k, x), \quad k = 1, \ldots, N.
\]

Then we can write down the Anderson-Holstein model for \(\{u_k(t, x)\}_{k=0}^N\), which we have already presented in section 4

\[
\begin{cases}
i\varepsilon\partial_t u_0(t, x) = -\frac{\varepsilon^2}{2} \Delta u_0(t, x) + U_0(x)u_0(t, x) + \varepsilon \sum_{k=1}^{N} hV(E_k, x)u_k(t, x), \\
i\varepsilon\partial_t u_k(t, x) = -\frac{\varepsilon^2}{2} \Delta u_k(t, x) + (U_1(x) + E_k)u_k(t, x) + \varepsilon \nabla(E_k, x)u_0(t, x).
\end{cases}
\]

with initial value

\[
u_0(0, x) = \nu_0^{in}(x), \quad u_k(0, x) = 0, \quad k = 1, \ldots, N.
\]

Then for the systems of \(\{u_k(t, x)\}_{k=0}^N\), the total mass is defined as

\[
m_N(t) = \int_{\mathbb{R}^m} \left( |u_0(t, x)|^2 + \varepsilon \sum_{k=1}^{N} |u_k(t, x)|^2 \right) \, dx. \quad (2.10)
\]

Here the index \(N\) in \(m_N(t)\) represents that the metal continuum in this model is discretized into \(N\) orbitals. Similarly, we can define the system energy \(E_N(t)\):

\[
E_N(t) = \int_{\mathbb{R}^m} \frac{\varepsilon^2}{2} |\nabla x u_0|^2 + U_0(x) |u_0|^2 + \varepsilon \sum_{k=1}^{N} \left( \frac{\varepsilon^2}{2} |\nabla x u_k|^2 + (U_1(x) + E_k) |u_k|^2 \right) \, dx
\]

\[
+ \varepsilon \int_{\mathbb{R}^m} h \sum_{k=1}^{N} \left( V(E_k, x)\bar{u}_0(t, x)u_k(t, x) + \nabla(E_k, x)u_0(t, x)\bar{u}_k(t, x) \right) \, dx.
\]

(2.11)
It’s also straightforward to verify that solutions to (1.1) satisfy the conservation of mass and energy:

\[ m_N(t) = m_N(0), \quad E_N(t) = E_N(0), \quad \forall t \geq 0. \quad (2.12) \]

Dynamics (1.1) could be regarded as a \((N+1)\)-level semiclassical Schrödinger equation system. As we have mentioned in section 1, our goal is to design an algorithm for (1.1), whose computational cost does not essentially depend on both the semiclassical parameter \(\varepsilon\) and the number of metal orbitals \(N\).

### 3. Algorithm

In this section, we introduce the Frozen Gaussian Sampling (FGS) algorithm for the system (1.1).

#### 3.1. Review of Frozen Gaussian representation for one-level system

Before dealing with the multi-level system (1.1), we first give a brief review of the Frozen Gaussian representation for a one-level system. Consider the following semiclassical Schrödinger equation:

\[ i\varepsilon \frac{\partial}{\partial t} u(t, x) = -\frac{\varepsilon^2}{2} \Delta u(t, x) + U(x)u(t, x), \quad u(0, x) = u_{\text{in}}(x). \quad (3.1) \]

It is known that the Frozen Gaussian approximation of (3.1) is an approximation derived from asymptotic analysis with \(O(\varepsilon)\) error \([38]\). It is based on an integral representation of Frozen Gaussian wave packets on phase space:

\[ u_{\text{FG}}(t, x) = \frac{1}{(2\pi\varepsilon)^{2m}} \int_{\mathbb{R}^{2m}} A(t, q, p)e^{i\Theta(t, x, q, p)} dq dp. \quad (3.2) \]

where the phase function \(\Theta\) is

\[ \Theta(t, x, q, p) = S(t, q, p) + P(t, q, p) \cdot (x - Q(t, q, p)) + \frac{i}{2} |x - Q(t, q, p)|^2. \quad (3.3) \]

The evolution of \((Q(t, q, p), P(t, q, p))\) is governed by the Hamiltonian flow with \((q, p)\) as its initial value:

\[ \frac{d}{dt} Q = \partial_p h(Q, P), \quad Q(0, q, p) = q. \quad (3.4) \]

\[ \frac{d}{dt} P = -\partial_q h(Q, P), \quad P(0, q, p) = p. \]
where \( h(q, p) = \frac{1}{2}|p|^2 + U(q) \) is the classical Hamiltonian. The dynamics of the action \( S(t, q, p) \) and amplitude \( A(t, q, p) \) are

\[
\frac{d}{dt} S(t, q, p) = \frac{1}{2}|p|^2 - U(Q), \quad S(0, q, p) = 0. \tag{3.5}
\]

\[
\frac{d}{dt} A(t, q, p) = \frac{A}{2} \text{tr} \left( Z^{-1} \left( \partial_z P - i \partial_z Q \nabla_2^2 U(Q) \right) \right),
A(0, q, p) = 2^{\frac{m}{2}} \int_{\mathbb{R}^m} u_{\text{in}}(y) e^{\frac{i}{\varepsilon} \left( -p \cdot (y - q) + \frac{1}{2}|y - q|^2 \right)} dy. \tag{3.6}
\]

Here we use the short hand notation:

\[
\partial_z = \partial_q - i \partial_p \quad \text{and} \quad Z = \partial_z (Q + iP). \tag{3.7}
\]

We emphasize here that the initial condition \( u_{\text{in}} \) has already been encoded into \( A(0, q, p) \).

The above Frozen Gaussian dynamics are derived using asymptotic matching \([38, 33]\). The Frozen Gaussian representation for the initial value \( u_{\text{in}} \) has the following property, which we quote directly from \([38]\):

**Theorem 3.1.** For \( u \in L^2(\mathbb{R}^m) \), we have the following decomposition

\[
u_{\text{in}}(x) = \frac{1}{(2\pi \varepsilon)^{\frac{3m}{2}}} \int_{\mathbb{R}^{2m}} A(0, q, p) e^{i\Theta(0, x, q, p)} dq dp, \quad u_{\text{FG}}(t, \cdot) = A(t, q, p) e^{i\Theta(t, x, q, p)} dq dp, \tag{3.8}
\]

where \( A(0, q, p) \) is given as in (3.6).

And, for the Frozen Gaussian representation (3.2) of the one-level semiclassical dynamics (3.1), we have the following error estimate \([38, 33]\):

**Theorem 3.2.** Let \( u(t, x) \) be the exact solution for the one-level semiclassical dynamics (3.1). Assume that \( U(x) \in C^\infty(\mathbb{R}^m) \). For any \( t > 0 \), we have the following \( L^2 \) error estimate for the Frozen Gaussian representation (3.2)

\[
\| u_{\text{FG}}(t, \cdot) - u(t, \cdot) \|_{L^2} \leq C_m(t) \varepsilon \| u_{\text{in}}(\cdot) \|_{L^2}, \tag{3.9}
\]

where \( C_m(t) \) is a constant independent of \( \varepsilon \).

### 3.2. Integral representation based on the surface hopping ansatz

The integral representation of the solution of (1.1) is based on the following surface hopping ansatz: (as illustrated in Figure 1)

- A wave packet starts from the molecule orbital.
• While the wave packet is on the molecule orbital, it might hop onto one of the metal surfaces; while the wave packet is on one of the metal surfaces, it might hop back onto the molecule orbital. No hopping between different metal surfaces is allowed.

• When the wave packet hasn’t hopped out of the current energy surface, it would propagate subject to the dynamics specified by the current energy surface.

Figure 1: Illustration of the surface hopping ansatz: \( k_1, k_2, k_3 \in \{1, 2, \cdots, N\} \) represents the indices of the metal orbitals that the wave packet has hopped onto. \( u_{0}^{(0)} \) represents the wave packet that hasn’t ever hopped; \( u_{k_1}^{(1)} \) represents the wave packet that has hopped once and is on the \( k_1 \)-th metal surface; \( u_{0,k_1}^{(2)} \) represents the wave packet that has hopped twice and was on the \( k_1 \)-th metal surface before the second jump; \( u_{k_2,k_1}^{(3)} \) represents the wave packet that has hopped three times, is currently on the \( k_2 \)-th metal surface and was on the \( k_1 \)-th metal surfaces in history. The meaning of \( u_{0,k_{2,1}}^{(4)} \) and \( u_{k_3,k_{2,1}}^{(5)} \) could be determined similarly.

The hopping probability and the detailed wave packet dynamics will be specified later. For now, let us introduce some notations. Let \( k_1 \in \{1, 2, \cdots, N\} \) be the index of the metal orbital that the wave packet is on when it is the first time for the wave packet to ever hop onto the metal surfaces. In the same way, we can define \( k_2, k_3, \cdots \). The wave packet on the molecule orbital is denoted as

\[
u_{0,k_{1:1}}, \quad n = 0, 1, 2, \cdots, \quad k_1, k_2, \cdots, k_n \in \{1, 2, \cdots, N\},
\]
where the superscript $2n$ indicates the times that the wave packet has already jumped (which must be an even integer since the wave packet has to hop out and back to be on the molecule orbital), the subscript 0 means that the wave packet is currently on the molecule orbital, and $k_{n:1}$ is the short hand notation for $k_1,k_2,\cdots,k_n$, which documents the indices of all metal orbitals that this wave packet has ever jumped onto. Similarly, the wave packet on the metal surfaces are denoted as

$$u_{k,k_{n:1}}^{(2n+1)}, \quad n = 0, 1, 2, \cdots, \quad k,k_1,k_2,\cdots,k_n \in \{1,2,\cdots,N\},$$

where the superscript is still the hopping times (an odd integer) and the subscript is the current metal orbital index $k$ and the historical metal orbitals indices $k_{n:1}$. The wave packets could be written in the following unified formulation:

$$u_{k,k_{[\nu/2]:1}}^{(\nu)}, \quad \nu = 0, 1, 2, \cdots, \quad k,k_1,k_2,\cdots,k_n \in \{1,2,\cdots,N\},$$

where $k = 0$ when $\nu$ is even, which means the wave packet is on the molecule orbital, and $k \in \{1,\cdots,N\}$ when $\nu$ is odd, which means that the wave packet is on the $k$-th metal surface. Later, when we introduce other quantities of the wave packet, we will use the same index system.

Now we are ready to present the surface hopping ansatz of the wavefunction:

$$u_{0,FG}(t,x) = u_0^{(0)}(t,x) + \sum_{k_1=1}^{N} u_{0,k_1}^{(2)}(t,x) + \sum_{k_1,k_2=1}^{N} u_{0,k_{2:1}}^{(4)}(t,x) + \cdots,$$

$$u_{k,FG}(t,x) = u_k^{(1)}(t,x) + \sum_{k_1=1}^{N} u_{k,k_1}^{(3)}(t,x) + \sum_{k_1,k_2=1}^{N} u_{k,k_{2:1}}^{(5)}(t,x) + \cdots, \quad k = 1 : N.$$  \hspace{1cm} (3.10)

Since $u_0^{(0)}(t,x)$ represents the wave packet that only propagates on $U_0$ and hasn’t switched to the metal surfaces, it is thus given by the same ansatz as in one-level system:

$$u_0^{(0)}(t,x) = \frac{1}{(2\pi\varepsilon)^{3m/2}} \int A_0^{(0)}(t,z_0) \exp \left( \frac{i}{\varepsilon} \Theta_0^{(0)}(t,z_0,x) \right) dz_0. \quad (3.11)$$

Here $z_0 = (q_0,p_0)$, and

$$\Theta_0^{(0)}(t,x,q,p) = S_0^{(0)}(t,q,p) + P_0^{(0)}(t,q,p) \cdot (x - Q_0^{(0)}(t,q,p)) + \frac{i}{2} |x - Q_0^{(0)}(t,q,p)|^2,$$  \hspace{1cm} (3.12)
and the dynamics of $Q_0^{(0)}, P_0^{(0)}, A_0^{(0)}, S_0^{(0)}$ will be specified below.

For $\nu > 0$, let us denote $T_{\nu;1} = (t_0, \ldots, t_{\nu})$ as a sequence of times in decreasing order:

$$t_0 = 0 \leq t_1 \leq t_2 \leq \cdots \leq t_{\nu} \leq t = t_{\nu+1}.$$  

And now we are ready to introduce our ansatz for $\nu = 2n$ and $\nu = 2n + 1$:

$$u_{0,k,n,1}^{(2n)}(t,x) = \frac{1}{(2\pi\varepsilon)^{3n/2}} \int dz_0 \int_0^t dt_0 \int_0^{t_2} dt_0 \cdots \int_0^{t_2} dt_1 \left( \prod_{j=1}^{n} \left( h\tau_{k,j,k_{j-1},1}^{(2j-1)}(T_{2j-1;1}, z_0) \tau_{0,kj,1}^{(2j)}(T_{2j;1}, z_0) \right) \right) \times A_{0,k,n,1}^{(2n)}(t,T_{2n;1}, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_{0,k,n,1}^{(2n)}(t,T_{2n;1}, z_0, x) \right).$$

(3.13)

$$u_{k,k,n,1}^{(2n+1)}(t,x) = \frac{1}{(2\pi\varepsilon)^{3n/2}} \int dz_0 \int_0^t dt_0 \int_0^{t_2} dt_0 \cdots \int_0^{t_2} dt_1 \left( \prod_{j=1}^{n} \left( h\tau_{k,j,k_{j-1},1}^{(2j-1)}(T_{2j-1;1}, z_0) \tau_{0,kj,1}^{(2j)}(T_{2j;1}, z_0) \right) \right) \times A_{k,k,n,1}^{(2n+1)}(t,T_{2n+1;1}, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_{k,k,n,1}^{(2n+1)}(t,T_{2n+1;1}, z_0, x) \right).$$

(3.14)

Here $h = (\mathcal{E}_b - \mathcal{E}_a)/N$. For both $\nu = 2n$ and $\nu = 2n + 1$, we have

$$\Theta_{k,k,[\nu/2],1}^{(\nu)}(t,T_{\nu;1}, z_0, x) = S_{k,k,[\nu/2],1}^{(\nu)}(t,T_{\nu;1}, z_0) + \frac{i}{2} \left| x - Q_{k,k,[\nu/2],1}^{(\nu)}(t,T_{\nu;1}, z_0) \right|^2 + P_{k,k,[\nu/2],1}^{(\nu)}(t,T_{\nu;1}, z_0) \cdot \left( x - Q_{k,k,[\nu/2],1}^{(\nu)}(t,T_{\nu;1}, z_0) \right).$$

(3.15)

Compared with the Frozen Gaussian representation for one-level system [5,2], the above ansatz includes the integration over all possible jumping times, while the parameters $\tau_{k,k,[\nu/2],1}^{(\nu)}$ accounting for these jumps are to be determined.

Based on the ansatz, we can determine the dynamics of $S_{k,k,[\nu/2],1}^{(\nu)}, P_{k,k,[\nu/2],1}^{(\nu)}, Q_{k,k,[\nu/2],1}^{(\nu)}, A_{k,k,[\nu/2],1}^{(\nu)},$ and the value of $\tau_{k,k,[\nu/2],1}^{(\nu)}$. The detailed derivation is
based on the asymptotic matching, and is stated in Appendix A. The dynamics of \( S^{(\nu)}_{k,k,[\nu/2]:1} \), \( P^{(\nu)}_{k,k,[\nu/2]:1} \), \( Q^{(\nu)}_{k,k,[\nu/2]:1} \), and \( A^{(\nu)}_{k,k,[\nu/2]:1} \) for \( t \in [t_\nu, t_{\nu+1}] \) are

\[
\frac{d}{dt} Q^{(\nu)}_{k,k,[\nu/2]:1} = P^{(\nu)}_{k,k,[\nu/2]:1},
\]
\[
\frac{d}{dt} P^{(\nu)}_{k,k,[\nu/2]:1} = -\nabla Q \bar{U}(t, Q^{(\nu)}_{k,k,[\nu/2]:1}),
\]
\[
\frac{d}{dt} S^{(\nu)}_{k,k,[\nu/2]:1} = \frac{1}{2} \left( P^{(\nu)}_{k,k,[\nu/2]:1} \right)^2 - \bar{U}(t, Q^{(\nu)}_{k,k,[\nu/2]:1}),
\]
\[
\frac{d}{dt} A^{(\nu)}_{k,k,[\nu/2]:1} = \frac{1}{2} A^{(\nu)}_{k,k,[\nu/2]:1} \text{tr} \left( (Z^{(\nu)})^{-1} \frac{\partial^2 P^{(\nu)}_{k,k,[\nu/2]:1}}{\partial z} - i \frac{\partial Q^{(\nu)}_{k,k,[\nu/2]:1}}{\partial z} \nabla Q \bar{U}(t, Q^{(\nu)}_{k,k,[\nu/2]:1}) \right),
\]

(3.16)

where

\[
\bar{U}(t, Q) = \begin{cases} 
  U_0(Q), & t \in [t_{2j}, t_{2j+1}], \\
  U_1(Q) + E_{k,j}, & t \in [t_{2j-1}, t_{2j}], 
\end{cases}
\]

(3.17)

and the initial value of time interval \([0, t_1]\) is

\[
Q_0^{(\nu)}(0, z_0) = q, \quad P_0^{(\nu)}(0, z_0) = q, \quad S_0^{(\nu)}(0, z_0) = 0,
\]

(3.18)

\[
A_0^{(\nu)}(0, z_0) = 2\pi \int_{\mathbb{R}^m} u_{0,n}(y) e^{\frac{i}{4}(-p(y-q)+\frac{1}{4}|y-q|^2)} dy.
\]

(3.19)

and the initial value on time interval \([t_\nu, t_{\nu+1}]\) is chosen to makes sure all of them are continuous functions.

\[
Q^{(\nu+1)}_{k,k,[\nu+1/2]:1}(t_{\nu+1}, T_{\nu+1}:1, z_0) = Q^{(\nu)}_{k,k,[\nu/2]:1}(t_{\nu+1}, T_{\nu:1}, z_0),
\]
\[
P^{(\nu+1)}_{k,k,[\nu+1/2]:1}(t_{\nu+1}, T_{\nu+1}:1, z_0) = P^{(\nu)}_{k,k,[\nu/2]:1}(t_{\nu+1}, T_{\nu:1}, z_0),
\]
\[
S^{(\nu+1)}_{k,k,[\nu+1/2]:1}(t_{\nu+1}, T_{\nu+1}:1, z_0) = S^{(\nu)}_{k,k,[\nu/2]:1}(t_{\nu+1}, T_{\nu:1}, z_0),
\]
\[
A^{(\nu+1)}_{k,k,[\nu+1/2]:1}(t_{\nu+1}, T_{\nu+1}:1, z_0) = A^{(\nu)}_{k,k,[\nu/2]:1}(t_{\nu+1}, T_{\nu:1}, z_0).
\]

(3.20)

Now the only thing left to be specified is \( \tau_{\nu}^{(\nu)} \). The detailed derivation of \( \tau_{\nu} \) could also be seen in appendix A. We have

\[
\tau^{(2n)}_{0,k_{n+1}}(t, T_{2n-1}:1, z_0) = -i V \left( \mathcal{E}_{k_n}, Q^{(2n-1)}_{k_{n+1},k_{n-1}:1}(t, T_{2n-1}:1, z_0) \right),
\]
\[
\tau^{(2n+1)}_{0,k_{n+1}}(t, T_{2n+1}:1, z_0) = -i \left( \mathcal{V}(\mathcal{E}_{k_n}, Q^{(2n)}_{0,k_{n+1}:1}(t, T_{2n+1}:1, z_0)) \right).
\]

(3.21)

We refer to \( \tau^{(\nu)}_{k,k,[\nu/2]:1} \) as the hopping coefficient associated with the \( k \)-th level, and we will see in section 3.3 that \( \tau^{(\nu)}_{k,k,[\nu/2]:1} \) is used to define the hopping rate onto or away from the \( k \)-th level in the jump process that we will construct.
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3.3. Stochastic interpretation

In order to implement the Frozen Gaussian representation with an efficient algorithm, we introduce its stochastic interpretation. We will construct a stochastic process $\tilde{z}_t$, such that the above integral representation could be represented as taking expectations over all the path $\tilde{z}_t$.

The stochastic process $\tilde{z}_t = (z_t, l_t)$ is defined on the extended phase space $\mathbb{R}^{2m} \times \{0, 1, \cdots , N\}$. Here $l_t \in \{0, 1, \cdots , N\}$ represents the energy surface that the trajectory is currently on at time $t$. The evolution of $z_t$ is determined by the energy surface specified by $l_t$:

$$dz_t = \begin{cases} (p_t, -\nabla_q U_0(q_t)) dt, & l_t = 0, \\ (p_t, -\nabla_q U_1(q_t)) dt, & l_t = 1, \cdots , N. \end{cases} \quad (3.22)$$

Here we take advantage of the fact that $\nabla_q (U_1(q) + E_k) = \nabla_q U_1(q)$ since $E_k$ is a constant. $z_t$ is coupled with $l_t$, which follows a jump process, with the following infinitesimal transition rate:

$$\mathbb{P} (l_{t+\delta t} = k' \mid l_t = k, z_t = z) = \delta_{kk'} + \lambda_{kk'}(z) \delta t + o(\delta t), \quad (3.23)$$

where

$$\lambda_{kk'}(z) = \begin{cases} h |V(E_k, q_t)|, & k = 0, k' = 1, \cdots , N \\ |V(E_k, q_t)|, & k = 0, k' = 1, \cdots , N \\ -|V(E_k, q_t)|, & k = 1, \cdots , N \end{cases}, \quad (3.24)$$

and

$$\lambda(z) = \begin{pmatrix} \lambda_{00}(z) & \lambda_{01}(z) & \cdots & \lambda_{0N}(z) \\ \lambda_{10}(z) & \lambda_{11}(z) & \cdots & \lambda_{1N}(z) \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_{N0}(z) & \lambda_{N1}(z) & \cdots & \lambda_{NN}(z) \end{pmatrix}$$

$$= \begin{pmatrix} -h \sum_{k=1}^{N} |V(E_k, q_t)| & h |V(E_1, q_t)| & \cdots & h |V(E_N, q_t)| \\ |V(E_1, q_t)| & -|V(E_1, q_t)| & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ |V(E_N, q_t)| & 0 & \cdots & -|V(E_N, q_t)| \end{pmatrix}. \quad (3.25)$$
With $\lambda(z)$, we can write down now the forward Kolmogorov equation specified by the above hopping strategy

$$
\frac{\partial}{\partial t}\rho_k(t, z) + \{h_k, \rho_k(t, z)\} = \sum_{m=0}^{N} \lambda_{mk}(z)\rho_k(t, z),
$$
(3.26)

where $\rho_k(t, z)$ represents the phase space density function of the $k$-th level, and $\{ \cdot \}$ is the Poisson bracket:

$$
\{h, F\} = \partial_p h \cdot \partial_q F - \partial_q h \cdot \partial_p F.
$$

Note that we have

$$
\tau_{k,k+1}(\nu) = \begin{vmatrix} V(E_k, Q_{\nu/2}) \end{vmatrix}.
$$

For $\nu = 2n + 1$, let us define $\tilde{\lambda}_{k,n+1}^{(2n+1)}(t, T_{2n+1}, z_0)$ for future purpose:

$$
\tilde{\lambda}_{k,n+1}^{(2n+1)}(t, T_{2n+1}, z_0) = h \begin{vmatrix} \tau_{k,k+1}^{(2n+1)}(t, T_{2n+1}, z_0) \end{vmatrix}.
$$
(3.27)

Let $P_{2n}(t, z_0)$ be the probability that there is $2n$ jumps in $[0, t]$. Let $P_{2n+1}(t, k, z_0)$ be the probability that there is $(2n + 1)$ jumps in $[0, t]$ and $l_t = k$. By definition, we have

$$
1 = \sum_{n=0}^{\infty} P_{2n}(t, z_0) + \sum_{n=0}^{\infty} \sum_{k=1}^{N} P_{2n+1}(t, k, z_0).
$$
(3.28)

By the properties of jumping process, we have

$$
P_{2n}(t, z_0) = \sum_{k_1, \cdots, k_n=1}^{N} \int \cdots \int_{[0,t]^{2n}} dt_{2n} \cdots dt_1 \rho_{0,k_n}^{(2n)}(T_{2n+1}, z_0) \Theta(0 < t_1 < \cdots < t_{2n} < t),
$$
(3.29)

$$
P_{2n+1}(t, k, z_0) = \sum_{k_1, \cdots, k_n,k=1}^{N} \int \cdots \int_{[0,t]^{2n+1}} dt_{2n+1} \cdots dt_1 \rho_{k,k+1}^{(2n+1)}(T_{2n+1}, z_0) \Theta(0 < t_1 < \cdots < t_{2n+1+1} < t).
$$
(3.30)
where

\[
\rho_{0,k,n_1}(T_{2n+1}, z_0) = \prod_{j=0}^{n} \left( \exp \left( - \int_{t_{2j}}^{t_{2j+1}} ds_{2j+1} \lambda_{k,n_1}^{(2n+1)}(s_{2j+1}, T_{2n+1}, z_0) \right) \right)
\]

and

\[
\rho_{k,k,n_1}(T_{2n+1}, z_0) = h \left\| - \frac{\partial^{(2n+1)}}{\partial t_{2n+1}} \left( T_{2n+1}, z_0 \right) \right\|
\]

Based on these, we have:

\[
u_{0,k,n_1}^{(2n)}(t, x) = \frac{1}{(2\pi \varepsilon)^{3n/2}} \int dz_0 \int_0^t dt_{2n} \int_0^{t_{2n}} \cdots \int_0^{t_2} dt_1 \rho_{0,k,n_1}^{(2n)}(T_{2n+1})
\]

\[
\times A_{0,k,n_1}^{(2n)}(t, T_{2n+1}, z_0) \exp \left( \int \frac{\partial}{\partial z} \Gamma^{(2n)}_{0,k,n_1}(t, T_{2n+1}) \right)
\]

\[
u_{k,k,n_1}^{(2n+1)}(t, x) = \frac{1}{(2\pi \varepsilon)^{3(n+1)/2}} \frac{1}{h} \int dz_0 \int_0^t dt_{2n+1} \int_0^{t_{2n+1}} \cdots \int_0^{t_2} dt_1 \rho_{k,k,n_1}^{(2n+1)}(T_{2n+1})
\]

\[
\times A_{k,k,n_1}^{(2n+1)}(t, T_{2n+1+1}, z_0) \exp \left( \int \frac{\partial}{\partial z} \Gamma^{(2n+1)}_{k,k,n_1}(t, T_{2n+1+1}) \right)
\]

where

\[
\Gamma_{0,k,n_1}^{(2n)}(t, T_{2n+1}, z_0) = \prod_{j=0}^{n} \left( \exp \left( \int_{t_{2j}}^{t_{2j+1}} ds_{2j+1} \lambda_{k,n_1}^{(2n+1)}(s_{2j+1}, T_{2n+1}, z_0) \right) \right)
\]

\[
\times \prod_{j=1}^{n} \frac{\tau_{k,j,k_{j-1},1}^{(2j-1)}(T_{2j-1}, z_0)}{\tau_{0,k,j_{j-1},1}^{(2j-1)}(T_{2j-1}, z_0)} \exp \left( \int_{t_{2j}}^{t_{2j+1}} \frac{\partial}{\partial s_{2j}} \left( T_{2j}, z_0 \right) ds_{2j} \right)
\]

### (3.31)

### (3.32)

### (3.33)

### (3.34)

### (3.35)
\[ \Gamma_{k,n;1}^{(2n+1)}(t, T_{2n+1}; z_0) = \prod_{j=0}^{n} \left( \exp \left( \int_{t_j}^{t_{j+1}} ds_{2j+1} \lambda_{k,n;1}^{(2n+1)}(s_{2j+1}, T_{2n+1}; z_0) \right) \right) \]
\[ \times \exp \left( \int_{t_{2n+1}}^{t} \tau_{k,n;1}^{(2n+2)}(s, T_{2j-1}) ds \right) \times \frac{\tau_{k,n;1}^{(2n+1)}(T_{2n+1})}{\tau_{k,n;1}^{(2n+1)}(T_{2n+1})} \]
\[ \times \prod_{j=1}^{n} \frac{\tau_{k,j,j-1;1}^{(2j-1)}(T_{2j-1}) \tau_{0,k,j;1}^{(2j)}(T_{2j})}{\tau_{k,j,j-1;1}^{(2j-1)}(T_{2j-1}) \tau_{0,k,j;1}^{(2j)}(T_{2j})} \exp \left( \int_{t_{2j-1}}^{t_{2j}} \tau_{0,k,j;1}^{(2j)}(s_{2j}, T_{2j-1}) ds_{2j} \right) \right). \] (3.36)

Finally, we are ready to present the Frozen Gaussian representation as an average over stochastic path. Let
\[ U(t, x) = \begin{pmatrix} u_0(t, x) \\ u_1(t, x) \\ \vdots \\ u_N(t, x) \end{pmatrix}, \] (3.37)

And let \( U_{FG}(t, x) \) be the Frozen Gaussian representation of \( U(t, x) \). Rewriting (3.33), (3.34) with (3.35) and (3.36), we have
\[ U_{FG}(t, x) = E_{\bar{z}_t}(\Lambda(t, x; \bar{z}_t)), \] (3.38)

where
\[ \Lambda(t, x; \bar{z}_t) = W(t, x; \bar{z}_t)\mathbb{V}^{(k)}, \] (3.39)
\[ W(t, x; \bar{z}_t) = \frac{1}{(2\pi)^{3m/2}} \frac{1}{\pi(z_0)} A_{k,k;2j;1}^{(\nu)} \exp \left( \frac{i}{\pi} \Theta_{k,k;2j;1}^{(\nu)} \right) \Gamma_{k,k;2j;1}^{(\nu)}. \] (3.40)

Here \( k \) is the index of surface that the wave packet is currently on, \( \pi(z_0) \) is the probability density that \( z_0 \) is sampled from, and \( \mathbb{V}^{(\nu)} \) is an \((N+1) \times 1\) vector, its \( j \)-th component is \((j = 0, 1, \cdots, N)\)
\[ \mathbb{V}_{j}^{(\nu)} = \begin{cases} 1 \delta_{0j}, & \nu \text{ is even}, \\ h \delta_{k;j}, & \nu \text{ is odd}. \end{cases} \] (3.41)

Note that \( \Lambda(t, x; \bar{z}_t) \) is a \((N+1)\)-dimensional vector-valued function and \( W(t, x; \bar{z}_t) \) is a scalar-valued function.

We emphasize that \( \Lambda(t, x; \bar{z}_t) \) could be viewed as a functional of the stochastic trajectory \( \bar{z}_t \). As a result, according to (3.38), the wavefunction \( U_{FG} \) is in fact the average of \( \Lambda(t, x; \bar{z}_t) \) (3.39) over the stochastic path \( \bar{z}_t \). From an algorithmic perspective, the sampling of the stochastic path \( \bar{z}_t \) is
achieved by first sampling its initial value $z_0 \sim \pi(z)$ and then a stochastic evolution subject to the Hamiltonian flow (3.22) and the jump process (3.23).

**Remark 3.3.** Later We’ll use $\Lambda_k(t, x; \tilde{z}_t)$ to represent the $k$-th component of $\Lambda$ for $k = 0, 1, \cdots, N$. We will also use $U_{k,FG}(t, x)$ to represent the $k$-th component of $U_{FG}(t, x)$ for $k = 0, 1, \cdots, N$.

### 3.4. FGS Algorithm

Based on the stochastic interpretation (3.38), we are able to construct the Frozen Gaussian Sampling (FGS) algorithm, as illustrated in Figure 2.

![Figure 2: Schematics of Frozen Gaussian Sampling algorithm for metal surfaces](image)

After drawing $M$ independent initial wave packets by a properly chosen phase space distribution, each wavepacket evolves subject to the Hamiltonian flow (3.22) and hops between energy surfaces following the jump process (3.23). Then at time $t$, we can reconstruct the solution for system (1.1) with the average of $M$ wave packets:

$$ U_{FG}(t, x) \approx \frac{1}{M} \sum_{j=1}^{M} \Lambda(j) \left( t, x; \tilde{z}_t^{(j)} \right). \quad (3.42) $$

Here the superscript $(j)$ indicates the $j$-th wavepacket that we have sampled. We summarize these procedures in the following Algorithm 1.

We can also calculate time-dependent physical observables. We would like to emphasize that this could be done without the reconstruction of wavefunctions. Consider a physical observable $\hat{O}$, which corresponds to a compact operator on $L^2(\mathbb{R}^m, \mathbb{C}^{N+1})$, we have

$$ \hat{O}(t) = \frac{1}{M^2} \sum_{j,j'=1}^{M} \left( \Lambda(j) \left( t, x; \tilde{z}_t^{(j)} \right) \right) \hat{O} \left( \Lambda(j') \left( t, x; \tilde{z}_t^{(j')} \right) \right). \quad (3.43) $$
Algorithm 1 Frozen Gaussian Sampling algorithm for nonadiabatic quantum dynamics at metal surfaces

1: Initial Sampling: generate $M$ i.i.d samples $\{z_0^{(j)}\}_{j=1}^M$ according to the distribution $\pi$, and then calculate the corresponding $A_0^{(0)}(0, z_0^{(j)})$ using equation (3.19).

2: Trajectory evolving: for each $j = 1, \cdots, M$, with $z_0^{(j)}$ and $A_0^{(0)}(0, z_0^{(j)})$, calculate $A_{k_{\nu_j}|2:1}^{(\nu_j)}$, $P_{k_{\nu_j}|2:1}^{(\nu_j)}$, $Q_{k_{\nu_j}|2:1}^{(\nu_j)}$ and $S_{k_{\nu_j}|2:1}^{(\nu_j)}$ using (3.16), and then calculate $\Theta_{k_{\nu_j}|2}^{(\nu_j)}$ using (3.15) and $\Gamma_{k_{\nu_j}|2}^{(\nu_j)}$ using (3.23) and (3.26).

3: Wavefunction constructing: calculate $\frac{1}{\sqrt{M}} \sum_{j=1}^M \Lambda_j(t, x, \tilde{z}_t^{(j)})$, where the wave packet $\Lambda^{(j)}$ is constructed using (3.39).

It should be noted that since $\Lambda^{(j)}(t, x, \tilde{z}_t^{(j)})$ has the frozen Gaussian form, therefore for a wide class of observables, the integral in the double sum can be evaluated analytically or approximately by Gaussian integral formulas.

We often consider the Gaussian type initial conditions, where the initial value $u_{0,\text{in}}$ is a Gaussian wave packet:

$$u_{0,\text{in}}(x) = \left( \prod_{j=1}^m a_j \right)^{\frac{1}{4}} (\pi \varepsilon)^{-\frac{m}{4}} \exp\left( \frac{i}{\varepsilon} \tilde{p} \cdot (x - \tilde{q}) \right) \exp\left( -\sum_{j=1}^m \frac{a_j}{2\varepsilon} (x_j - \tilde{q}_j)^2 \right).$$

(3.44)

Here $\tilde{p}, \tilde{q} \in \mathbb{R}^m$ and $a_j (1 \leq j \leq m)$ are positive. In this case, we have

$$A_0^{(0)}(0, q, p) = 2^m (\pi \varepsilon)^{\frac{m}{4}} \prod_{j=1}^m \left( \frac{\sqrt{a_j}}{1 + a_j} \right)^{\frac{1}{2}} \exp\left( \frac{-(\tilde{p}_j - p_j)^2 + a_j \tilde{q}_j^2}{2(1 + a_j) \varepsilon} \right) \times \exp\left( \frac{i(a_j \tilde{q}_j + q_j)(\tilde{p}_j - p_j)}{(1 + a_j) \varepsilon} + \frac{i(p_j q_j - \tilde{p}_j \tilde{q}_j)}{\varepsilon} \right),$$

(3.45)

A suitable initial sampling distribution for Gaussian wave packet is

$$\pi(q, p) = \frac{A_0^{(0)}(0, q, p)}{\int_{\mathbb{R}^{2m}} dq dp |A_0^{(0)}(0, q, p)|}.$$  

(3.46)
therefore we have
\[
\pi(q,p) = (2\pi\varepsilon)^{-m} \prod_{j=1}^{m} \left( \frac{\sqrt{a_j}}{1 + a_j} \right) \exp \left( -\sum_{j=1}^{m} \frac{(\tilde{p}_j - p_j)^2 + a_j (\tilde{q}_j - q_j)^2}{2(1 + a_j)\varepsilon} \right).
\]

(3.47)

It is clear that \(\pi\) is a Gaussian distribution and is extremely easy to sample. In other words, we have the initial condition for (3.26):
\[
\rho_0(0,q,p) = \pi(q,p), \quad \rho_k(0,q,p) = 0, \quad k = 1, \cdots, N.
\]

(3.48)

For other initial condition, we refer to [39] for a broad discussion on proper choices of the initial sampling measure.

4. Analysis

In this section, we present the numerical analysis of FGS. We focus on the case of Gaussian initial data (3.44).

4.1. Main result

After sampling \(M\) wave packets to approximate \(U_{FG}\), the sampling error should be evaluated using the following weighted \(L^2\) error:
\[
\mathbf{e}_N \left( \left\{ \tilde{z}_t^{(j)} \right\}_{j=1}^{M} \right) = \left\| R_N \left( \frac{1}{M} \sum_{j=1}^{M} A^{(j)}(t,x;\tilde{z}_t^{(j)}) - U_{FG}(t,x) \right) \right\|_{L^2(\mathbb{R}^m,\mathbb{C}^{N+1})},
\]

(4.1)

where \(R_N\) is the following \((N + 1) \times (N + 1)\) weight matrix:
\[
R_N = \text{diag}(1, h, h, \cdots, h).
\]

(4.2)

We adopt the weighted \(L^2\) error (4.1) due to the fact that the \((N + 1)\)-level Schrödinger equation system is obtained by discretizing the continuum spectrum. In other words, the \(h\) in the weighted matrix should be understood as a numerical integration along the energy spectrum \([E_a, E_b]\).

Since FGS is a stochastic method, its numerical error should be evaluated as the following mean square error
\[
\text{Err}_M(t,N) = \left[ \mathbb{E} \left( \left\{ \tilde{z}_t^{(j)} \right\}_{j=1}^{M} \right)^2 \right]^{\frac{1}{2}},
\]

(4.3)
where $L^2(\mathbb{R}^m, \mathbb{C}^{N+1})$ is the $(N+1)$-dimensional-valued $L^2$-space on $\mathbb{R}^m$. In fact, since all $z_0^{(j)}$ are sampled independently, we have

$$\text{Err}_M(t, N) = \frac{1}{\sqrt{M}} \text{Err}_1(t, N). \quad (4.4)$$

To proceed with the error estimate, we make the following assumption on the potential functions:

**Assumption 1.** Each energy surface $U_k(q) \in C^\infty(\mathbb{R}^m), k \in \{0, 1\}$ and satisfies the following subquadratic condition:

$$\sup_{q \in \mathbb{R}^m} |\partial_\alpha U_k(q)| \leq C_E, \quad \forall |\alpha| = 2. \quad (4.5)$$

If $U_k(q)$ depends on $\varepsilon$, we require the inequality to hold uniformly for all $\varepsilon$.

Our main numerical analysis result is that:

**Theorem 4.1.** For system (1.1) with initial value (3.44), let $M$ be the sample size. With assumption 2, the sampling error $\text{Err}_M(t, N)$ of the FGS algorithm (Algorithm 1) satisfies the following inequality:

$$\text{Err}_M(t, N) \leq \frac{1}{\sqrt{M}} K(t) \prod_{j=1}^{m} \left( \frac{1 + a_j}{\sqrt{\alpha_j}} \right)^{\frac{1}{2}}, \quad (4.6)$$

where $K(t)$ is independent of both the semiclassical parameter $\varepsilon$ and the number of metal orbitals $N$.

This theorem indicates that the sample size required by the FGS algorithm does not increase when $N$ gets larger. In fact, recall (3.39) and (3.40), we observe that

$$\text{Err}_1(t, N) = \left( \mathbb{E}_{\tilde{z}_t} \left( \|R_N(\Lambda(t,x;\tilde{z}_t) - U_{\text{FG}}(t,x))\|^2_{L^2(\mathbb{R}^m, \mathbb{C}^{N+1})} \right) \right)^{\frac{1}{2}} \leq \left( \mathbb{E}_{\tilde{z}_t} \left( \|R_N(\Lambda(t,x;\tilde{z}_t))\|^2_{L^2(\mathbb{R}^m, \mathbb{C}^{N+1})} \right) \right)^{\frac{1}{2}} \quad (4.7)$$

Then along with (4.4), it suffices to only prove the following result:

$$f(\tilde{z}_t) = \|W(t,x,z_0)\|^2_{L^2(\mathbb{R}^m)}. \quad (4.8)$$
Theorem 4.2. With the same assumptions in Theorem 4.1, we have the following inequality:

$$E_\tilde{z}_t (f(\tilde{z}_t)) \leq (K(t))^2 \prod_{j=1}^{m} \left( 1 + \frac{a_j}{\sqrt{a_j}} \right),$$  \hspace{1cm} (4.9)

where $K(t)$ is independent of both the semiclassical parameter $\varepsilon$ and the number of metal orbitals $N$.

4.2. Proof of Theorem 4.2

We first introduce a lemma that gives an upper bound for $|\Gamma_{k,\nu/2;1}^{(\nu)} (t, T_{\nu;1})|$:

Lemma 4.1 (Upper bound for $\Gamma_{k,\nu/2;1}^{(\nu)} (t, T_{\nu;1}, z_0)$). Let $C = \max(1, E_b - E_a)$, $M_0 = \max_{E \in \mathcal{E}_a, \mathcal{E}_b} |V(E)|$. we have

$$|\Gamma_{k,\nu/2;1}^{(\nu)} (t, T_{\nu;1}, z_0)| \leq \exp(CM_0 t),$$  \hspace{1cm} (4.10)

for any $\nu \geq 0$, any $k, \nu/2;1 \in \{0, 1, \ldots, N\}$, any $z_0 \in \mathbb{R}^{2m}$ and any $0 < t_1 < \cdots < t_{\nu} < t$.

Proof. From (3.27), we can see that $|\tau_{k,\nu/2;1}^{(\nu)}| \leq M_0$ and according to (3.27), $\lambda_{k,1}^{(2n+1)} (t, T_{2n+1}, z_0) \leq (E_b - E_a)M_0$. Therefore, $|\tau_{k,\nu/2;1}^{(\nu)}| \leq CM_0, |\lambda_{k,1}^{(2n+1)}| \leq CM_0$. For $\nu$ being odd, according to (3.36), we have

$$|\Gamma_{k,\nu/2;1}^{(\nu+1)} (t, T_{2n+1:1}, z_0)| = \prod_{j=0}^{n} \exp \left( \int_{t_{2j+1}}^{t} \lambda_{k,1}^{(2n+1)} (s_{2j+1}, T_{2n+1}, z_0) \, ds_{2j+1} \right) \times \prod_{j=1}^{n} \exp \left( \int_{t_{2j+1}}^{t} \lambda_{k,1}^{(2n+1)} (s_{2j+1}, T_{2n+1}, z_0) \, ds_{2j+1} \right) \leq \prod_{j=0}^{n} \exp \left( \int_{t_{2j+1}}^{t} CM_0 \, ds_{2j+1} \right) \exp \left( \int_{t_{2n+1}}^{t} CM_0 \, ds \right) \prod_{j=1}^{n} \exp \left( \int_{t_{2j-1}}^{t} CM_0 \, ds_j \right) \leq \exp(CM_0 t).$$  \hspace{1cm} (4.11)

For $\nu$ being even, based on (3.35), we can prove the same result in a similar way as in (4.11).

Using lemma 4.1, we can give an upper bound of $E_\tilde{z}_t (f(\tilde{z}_t))$:  \hspace{1cm} \Box
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Lemma 4.2. With the same assumptions in Theorem 4.1, we have the following inequality:

\[
\mathbb{E}_{z_t}(f(z_t)) \leq \exp(2CM_0t) \frac{1}{(2\pi \varepsilon)^{3m}} \int dz_0 \frac{1}{\pi(z_0)} \mathbb{E}_{z_t|z_0} \left( \frac{1}{A_{k, k_{[\nu/2];1}}^{(\nu)}(t, T_{\nu}; z_0)} \right) \left( |A_{k, k_{[\nu/2];1}}^{(\nu)}(t, T_{\nu}; z_0)|^2 \right),
\]

where \( C, M_0 \) is defined in the same way as in lemma 4.1.

Proof. With (4.39) and lemma 4.1 we have

\[
|W(t, x, z_0)|^2 = \frac{1}{(2\pi \varepsilon)^{3m}} |A_{k, k_{[\nu/2];1}}^{(\nu)}(x, z_0)|^2 \exp \left( \frac{|x - Q_{k, k_{[\nu/2];1}}^{(\nu)}|}{\varepsilon} \right) \left| F_{k, k_{[\nu/2];1}}^{(\nu)} \right|^2
\]

where \( A_{k, k_{[\nu/2];1}}^{(\nu)}(x, z_0) \) is defined the same way as in lemma 4.1.

\[
\leq \frac{1}{(2\pi \varepsilon)^{3m}} \frac{1}{\pi(z_0)} \left( |A_{k, k_{[\nu/2];1}}^{(\nu)}(x, z_0)|^2 \right) \exp \left( \frac{|x - Q_{k, k_{[\nu/2];1}}^{(\nu)}|}{\varepsilon} \right) \exp(2CM_0t).
\]

Since \( \int_{\mathbb{R}^m} \exp(-|x - Q_{k, k_{[\nu/2];1}}^{(\nu)}|^2/\varepsilon) \, dx = (2\pi \varepsilon)^{m/2} \), we have

\[
\mathbb{E}_{z_t}(f(z_t)) = \mathbb{E}_{z_t} \left( \int_{\mathbb{R}^m} |W(t, x, z_0)|^2 \, dx \right)
\leq \exp(2CM_0t) \frac{1}{(2\pi \varepsilon)^{3m/2}} \mathbb{E}_{z_t} \left( \frac{1}{\pi(z_0)^2} \left( |A_{k, k_{[\nu/2];1}}^{(\nu)}(x, z_0)|^2 \right) \right)
\leq \exp(2CM_0t) \frac{1}{(2\pi \varepsilon)^{3m/2}} \mathbb{E}_{z_t|z_0} \left( \frac{1}{\pi(z_0)^2} \mathbb{E}_{z_t|z_0} \left( \frac{1}{A_{k, k_{[\nu/2];1}}^{(\nu)}(x, z_0)} \right) \right)
\leq \exp(2CM_0t) \frac{1}{(2\pi \varepsilon)^{3m/2}} \mathbb{E}_{z_t|z_0} \left( \frac{1}{\pi(z_0)^2} \mathbb{E}_{z_t|z_0} \left( \frac{1}{A_{k, k_{[\nu/2];1}}^{(\nu)}(x, z_0)} \right) \right).
\]

Now, with the following lemma, we can finally prove Theorem 4.2.

Lemma 4.3. Given time \( t \), with assumption 4.1 for any \( \nu \geq 0 \), any \( k, k_{[\nu/2];1} \in \{0, 1, \ldots, N\} \), any \( z_0 \in \mathbb{R}^{2m} \) and any \( 0 < t_1 < \cdots < t_\nu < t \), there exist \( G(t) \) such that

\[
\frac{|A_{k, k_{[\nu/2];1}}^{(\nu)}(t, T_{\nu}; z_0)|}{|A_0^{(0)}(0, z_0)|} \leq G(t),
\]

where \( G(t) \) is independent of \( N \) and \( \varepsilon \).
The proof of lemma 4.3 is described later. Let us first demonstrate how to use lemma 4.3 to prove Theorem 4.2.

Proof of Theorem 4.2 using lemma 4.3. With lemma 4.2 and lemma 4.3, we have:

\[
E_{\tilde{z}}(f(\tilde{z})) \leq \frac{\exp(2CM_0 t)}{(2\pi \varepsilon)^{5m/2}} \int dz_0 \frac{1}{\pi(z_0)} E_{\tilde{z}|z_0} \left( |A^{(v)}_{k,k,[\nu/2]}(z)|^2 \right)
\]

(4.16)

Recall that \( \pi(z_0) = \frac{|A^{(0)}_0(0,z_0)|}{\int |A^{(0)}_0(0,z_0)| dz_0} \), let \( K(t) = \exp(CM_0 t)G(t) \), then

\[
E_{\tilde{z}}(f(\tilde{z})) \leq \frac{K(t)^2}{(2\pi \varepsilon)^{5m/2}} \int dz_0 \frac{|A^{(0)}_0(0,z_0)|^2}{\pi(z_0)} = \frac{\left( \int |A^{(0)}_0(0,z_0)| \right)^2}{(2\pi \varepsilon)^{5m/2}}.
\]

(4.17)

Since

\[
\int_{\mathbb{R}^{2m}} |A^{(0)}_0(0,z_0)| dz_0 = 2^{2m}(\pi \varepsilon)^{5m/2} \prod_{j=1}^{m} \left( \frac{1 + a_j}{\sqrt{a_j}} \right)^{m/2},
\]

then we have

\[
E_{\tilde{z}}(f(\tilde{z})) \leq 2 \frac{3m}{2} \left( K(t) \right)^2 \prod_{j=1}^{m} \left( \frac{1 + a_j}{\sqrt{a_j}} \right).
\]

(4.18)

Note that using (4.4) and (4.7), Theorem 4.2 immediately yields Theorem 4.1.

4.3. Proof of lemma 4.3

Now we only need to provide a proof for lemma 4.3.

Note that the dynamics of \( Q^{(v)}_{k,k,[\nu/2]:1} (t, T_{\nu:1}, z_0) \) and \( P^{(v)}_{k,k,[\nu/2]:1} (t, T_{\nu:1}, z_0) \) doesn’t depend on the value of \( k \) and \( k_{[\nu/2]:1} \). This can be seen in (3.22) where we take advantage of the fact that \( U_k(x) \) only differs from each other by a constant for \( k = 1, \ldots, N \). In other words, the Hamiltonian flow only depends on the hopping time \( T_{\nu:1} = \{t_\nu, \ldots, t_1\} \). We denote the map on the phase space from initial time 0 to time \( s \) by \( \kappa_{s,T_{\nu:1}} (s \in [0, t]) \):

\[
\kappa_{s,T_{\nu:1}} : \mathbb{R}^{2m} \rightarrow \mathbb{R}^{2m} \\
(q, p) \mapsto (Q^{\kappa_{s,T_{\nu:1}}}(q, p), P^{\kappa_{s,T_{\nu:1}}}(q, p)).
\]

(4.19)
such that
\[
\begin{align*}
(Q^{κ, T_{j:1}}(q, p), P^{κ, T_{j:1}}(q, p)) = & \begin{cases} 
(Q^{0}(t, q, p), P^{0}(t, q, p)), & t \leq t_1 \\
(Q^{j}(t, T_{j:1}, q, p), P^{j}(t, T_{j:1}, q, p)), & t \in [t_j, t_{j+1}], j \in \{1, \ldots, ν\} \\
(Q^{ν}(t, T_{ν:1}, q, p), P^{ν}(t, T_{ν:1}, q, p)), & t \geq t_ν 
\end{cases}
\end{align*}
\]

Here we omit the subscript \( k, k[ν/2]:1 \) for \( Q^{ν} \) and \( P^{ν} \).

For a transformation \( κ \) on the phase space \( \mathbb{R}^{2m} \), we can define its Jacobian matrix as
\[
J^{κ}(q, p) = \begin{pmatrix}
(∂_q Q^{κ})^T (q, p) & (∂_p Q^{κ})^T (q, p) \\
(∂_q P^{κ})^T (q, p) & (∂_p P^{κ})^T (q, p)
\end{pmatrix}.
\]

We also define
\[
Z^{κ}(q, p) = ∂_z (Q^{κ}(q, p) + iP^{κ}(q, p)), \quad ∂_z = ∂_q - i∂_p.
\]

Let us quote the following lemma from [28, 33] that states the property of the Hamiltonian flow:

**Lemma 4.4.** Given \( t > 0 \), with assumption \( □ \) for any \( ν \) and any \( T_{ν:1} \), the associated map \( κ_{t, T_{ν:1}} \) and \( J^{κ_{t, T_{ν:1}}}(q, p) \), \( Z^{κ_{t, T_{ν:1}}}(q, p) \) has the following properties:

1. \( κ_{t, T_{ν:1}} \) is a canonical transformation, i.e.
\[
(J^{κ_{t, T_{ν:1}}})^T \begin{pmatrix}
0 & I_m \\
-I_m & 0
\end{pmatrix} J^{κ_{t, T_{ν:1}}} = \begin{pmatrix}
0 & I_m \\
-I_m & 0
\end{pmatrix},
\]

Here \( I_m \) is the \( m \times m \) identity matrix.

2. For any \( k \in \mathbb{N} \), there exists a constant \( C_k \) such that
\[
\sup_{(q, p) ∈ \mathbb{R}^{2m}} \max_{|α_q| + |α_p| ≤ k} |∂_q^{α_q} ∂_p^{α_p} [J^{κ_{t, T_{ν:1}}}(q, p)]| ≤ C_k(t),
\]

\( C_k(t) \) is dependent on \( U_0 \) and \( U_1 \).

3. \( Z^{κ_{t, T_{ν:1}}} \) is an invertible \( m \times m \) matrix, and for any \( k \in \mathbb{N} \), there exists a constant \( C_k \) such that
\[
\sup_{(q, p) ∈ K} \max_{|α_q| + |α_p| ≤ k} |∂_q^{α_q} ∂_p^{α_p} [(Z^{κ_{t, T_{j:1}}}(q, p))^{-1}]| ≤ C_k(t),
\]

\( C_k(t) \) is dependent on \( U_0 \) and \( U_1 \).
Since $\kappa$ doesn’t depend on the value of $k_{[\nu/2]:1}$, therefore the value of
$C_k(t)$ in lemma 4.4 doesn’t depend on $N$ at all.

Based on this lemma we are ready to give a proof for lemma 4.3.

Proof of lemma 4.3. Recall that on $[t_\nu, t_{\nu+1}]$, we have

$$ \frac{d}{dt} A_{k,k_{[\nu/2]:1}}^{(\nu)} = \frac{1}{2} A_{k,k_{[\nu/2]:1}}^{(\nu)} \text{tr} \left( \left(Z^{(\nu)}\right)^{-1} \left( \partial_z P_{k_{[\nu/2]:1}}^{(\nu)} - i \partial_z Q_{k_{[\nu/2]:1}}^{(\nu)} \nabla^2 \tilde{U} \right) \right), $$

where

$$ \tilde{U}(t,Q) = \begin{cases} U_0(Q), & t \in [t_{2j}, t_{2j+1}] \\ U_1(Q) + \varepsilon_{k_j}, & t \in [t_{2j-1}, t_{2j}] \end{cases}. $$

Therefore on $[t_\nu, t_{\nu+1}]$, we have

$$ \frac{d}{dt} \left| A_{k,k_{[\nu/2]:1}}^{(\nu)} \right| \leq \frac{1}{2} \left| A_{k,k_{[\nu/2]:1}}^{(\nu)} \right| \text{tr} \left( \left(Z^{(\nu)}\right)^{-1} \left( \partial_z P_{k_{[\nu/2]:1}}^{(\nu)} - i \partial_z Q_{k_{[\nu/2]:1}}^{(\nu)} \nabla^2 \tilde{U} \right) \right). $$

According to assumption 1 and lemma 4.4, the right hand side could be uniformly bounded for $[0, t]$ by a constant $\gamma(t)$ which doesn’t depend on $N$ and $\varepsilon$. Then according to Gronwall’s inequality, let $G(t) = \exp(\gamma(t))$, we have

$$ \frac{d}{dt} \left| A_{k,k_{[\nu/2]:1}}^{(\nu)} \right| \leq \frac{1}{2} \left| A_{k,k_{[\nu/2]:1}}^{(\nu)} \right| \gamma(t) \Rightarrow \left| A_{k,k_{[\nu/2]:1}}^{(\nu)} \right| \leq G(t). $$

4.4. Discussions

With the above analysis, we have established that to reach a certain accuracy, the sample size required by the FGS algorithm depends neither on the number of metal orbitals $N$ nor on the semiclassical parameter $\varepsilon$. This is the most important advantage of the FGS algorithm. We will also numerically validate this property in section 5.

The numerical analysis of the surface hopping ansatz is inspired by the numerical analysis of one-level Frozen Gaussian Sampling [39]. However, in one-level system, there is no surface hopping, therefore the trajectory becomes deterministic if its initial value has been specified. As a result, the error control of the propagating scheme is much simpler.

Our result, however, indicates that the hopping between energy surfaces doesn’t induce additional sampling errors. To the best of our knowledge, this
is the first rigorous mathematical analysis that prove this particular feature of surface hopping algorithms, which gives an explanation to why surface hopping methods have been found to be efficient even in the semi-classical limit.

Furthermore, we have proved the above result in the context of surface hopping at molecule-metal surface. A similar analysis could be applied to surface hopping on two band systems (or any finite band systems) [28, 40], where the authors have already observed numerically that the computational cost is essentially independent of the semiclassical parameter ε.

5. Numerical Results

In this section, we present numerical experiments to verify the accuracy and convergence properties of our method. We also numerically explore the Anderson-Holstein model to show that our method can capture the information of the quantum observables that classical trajectories fail to capture.

In the following experiments, we solve equation system (1.1) with the following initial value:

\[
\begin{align*}
    u_0(0, x) &= (\pi \varepsilon)^{-1/4} \exp \left( -\frac{(x - q_0)^2}{2\varepsilon} \right) \exp \left( \frac{ip_0(x - q_0)}{\varepsilon} \right), \\
    u_k(0, x) &= 0, \quad k = 1, 2, \cdots, N.
\end{align*}
\] (5.1)

The initial condition corresponds to a wave packet localized at \( q = q_0 \) with momentum \( p = p_0 \) in the molecule orbital. We numerically solve all the time-evolution ODEs (3.16) using the fourth order Runge-Kutta scheme with the time step \( \Delta t = 0.01 \). Without loss of generality, we take \( \mathcal{E}_a = 0, \mathcal{E}_b = 1 \) unless specified otherwise.

5.1. Accuracy and convergence test

The goals of this subsection are two-fold: on the one hand, we aim to verify the accuracy of the FGS algorithm, using the numerical solution obtained by time-splitting spectral method [23] as the reference solution. On the other hand, we demonstrate the efficiency of the FGS algorithm, by showing that the sample size required to reach a certain error threshold is independent of both the number of metal orbitals \( N \) and the semi-classical parameter \( \varepsilon \). Besides, the half order convergence of the FGS algorithm with respect to the sample size is observed.
Let us first consider the following example where $U_0$ and $U_1$ are harmonic potentials. This is the scenario that are widely used in the modeling of nonadiabatic dynamics at metal surfaces \cite{36,20,16}.

Example 1 (harmonic oscillators). Let

\[ U_0(x) = \frac{x^2}{2}, \quad U_1(x) = \frac{x^2}{2} + 0.1x + 0.1, \]
\[ q_0 = -1.5, \quad p_0 = 2, \quad V(x) = 1. \]

Let us first demonstrate the accuracy of the FGS algorithm. In Figure 4, with $M = 20000$ sampled wave packets, we present the real part of the reconstructed wave functions $u_0(t,x)$ at the molecule orbital, and $u_1(t,x)$ at one of the metal orbitals, with $\varepsilon = \frac{1}{64}$, $N = 16$ and $t = 1$. We can see that the reconstructed wavefunction has a very high precision.

Now let us further investigate the sampling error of the FGS algorithm and numerically validate that it does not depend on $\varepsilon$ and $N$. We compare the $L^2$ sampling errors of FGS algorithm under two sets of scenarios: (1) fix a large enough number of orbitals $N = 256$, let $\varepsilon = 1/32, 1/64, 1/128$; (2) fix a small enough semiclassical parameter $\varepsilon = \frac{1}{64}$, let $N = 16, 64, 256$. The sampling errors of these two comparisons are listed in table \ref{table1}. We can see that to reach the same precision, the number of wave packets that we need in the FGS algorithm is independent of both $\varepsilon$ and $N$. Furthermore, a log-scale plot of the sampling error is available in Figure 5, which verifies that the convergence order of our stochastic method is indeed $\frac{1}{2}$.
Figure 4: (Example 1): The real part of wave functions \( u_0(t, x) \) (left) and \( u_1(t, x) \) (right) for \( t = 1 \) with \( N = 16 \) and \( \varepsilon = \frac{1}{64} \). The red line corresponds to FGS (sample size \( M = 20000 \)) and the blue line corresponds to the time-splitting spectral method.

| Example 1 \((N = 256)\) | \(\varepsilon = 1/32\) | \(\varepsilon = 1/64\) | \(\varepsilon = 1/128\) |
|---|---|---|---|
| \(M = 3200\) | 1.64e-01 | 1.52e-01 | 1.55e-01 |
| \(M = 6400\) | 1.11e-01 | 1.15e-01 | 1.11e-01 |
| \(M = 12800\) | 8.00e-02 | 7.75e-02 | 7.59e-02 |
| \(M = 25600\) | 5.55e-02 | 5.52e-02 | 5.38e-02 |
| \(M = 51200\) | 4.08e-02 | 4.05e-02 | 4.00e-02 |

| Example 1 \((\varepsilon = 1/64)\) | \(N = 16\) | \(N = 64\) | \(N = 256\) |
|---|---|---|---|
| \(M = 3200\) | 1.53e-01 | 1.59e-01 | 1.52e-01 |
| \(M = 6400\) | 1.10e-01 | 1.10e-01 | 1.15e-01 |
| \(M = 12800\) | 8.39e-02 | 8.11e-02 | 7.75e-02 |
| \(M = 25600\) | 5.39e-02 | 5.54e-02 | 5.52e-02 |
| \(M = 51200\) | 4.01e-02 | 4.00e-02 | 4.05e-02 |

Table 1: (Example 1) The \(L^2\) errors of wave functions (at \( t = 1.5 \)) for \( \varepsilon = \frac{1}{32}, \frac{1}{64}, \frac{1}{128} \) versus various sample size \( M \) with fixed \( N = 256 \) (top) and for \( N = 16, 64, 256 \) versus various sample size \( M \) with fixed \( \varepsilon = \frac{1}{64} \) (bottom).

Next, we move on to more complicated examples. Let us consider the extended coupling with reflection (example 2) and the inhomogeneous transition (example 3). The extended coupling with reflection has been one of
the most challenging test cases for surface hopping algorithm since Tully’s pioneering work \cite{27}, while the inhomogeneous transition is widely used to incorporate generic coupling between molecule and metal orbitals \cite{16, 20}.

**Example 2 (extended coupling with reflection)** Let

\[
U_0(x) = \arctan(10x) + \frac{\pi}{2}, \quad U_1(x) = -U_0(x),
\]

\[
q_0 = -1.5, \quad p_0 = 2, \quad V(\mathcal{E}, x) = 1.
\]

**Example 3 (inhomogeneous transition)** Let

\[
U_0(x) = 0, \quad U_1(x) = -0.1 \exp(-0.28x^2) + 0.05,
\]

\[
q_0 = -2.5, \quad p_0 = 2, \quad V(\mathcal{E}, x) = \exp(-0.06x^2).
\]

The real part of the reconstructed wave function \(u_0(t, x)\) of these two examples is presented in Figure 6. In example 2, the wave packet is initialized with the center placed at \(q_0 = -1.5\) and is set to travel to the right, and gets reflected back to the left. In example 3, the jumping intensity peaks around the origin and decays rapidly away from the center. These features make the computation much more difficult than that in example 1. Nonetheless, we can still see that the reconstructed wave functions in Figure 6 have pretty high precision.

Let us examine the convergence property of FGS algorithm once again using example 2, similar as what we did in example 1. The comparison
of sampling errors is listed in table 2. We can still see that the sampling error is independent of both \( N \) and \( \varepsilon \). A log-scale plot of the sampling error Figure 7 demonstrates its half-order convergence with respect to the number of sampled wavepackets \( M \).

![Figure 6: Left (Example 2): The real part of \( u_0(t, x) \) at \( t = 1.4 \) with \( \varepsilon = 0.04, N = 5, M = 16000 \). Right (Example 3): The real part of \( u_0(t, x) \) at \( t = 1 \) with \( \varepsilon = 1/16, N = 5, M = 10000 \).](image)

| Example 2 (\( N = 256 \)) | \( \varepsilon = 1/32 \) | \( \varepsilon = 1/64 \) | \( \varepsilon = 1/128 \) |
|---------------------------|-----------------|-----------------|-----------------|
| \( M = 3200 \)            | 2.70e-01        | 7.50e-01        | 9.82e-01        |
| \( M = 6400 \)            | 2.20e-01        | 1.96e-01        | 1.87e-01        |
| \( M = 12800 \)           | 1.38e-01        | 1.35e-01        | 1.27e-01        |
| \( M = 25600 \)           | 1.00e-01        | 9.79e-02        | 8.92e-02        |
| \( M = 51200 \)           | 7.21e-02        | 6.81e-02        | 6.41e-02        |

| Example 2 (\( \varepsilon = 1/64 \)) | \( N = 16 \) | \( N = 64 \) | \( N = 256 \) |
|--------------------------------------|-----|-----|-----|
| \( M = 3200 \)                      | 2.66e-01 | 2.68e-01 | 7.50e-01 |
| \( M = 6400 \)                      | 1.92e-01 | 1.93e-01 | 1.96e-01 |
| \( M = 12800 \)                     | 1.39e-01 | 1.37e-01 | 1.34e-01 |
| \( M = 25600 \)                     | 9.46e-02 | 9.47e-02 | 9.79e-02 |
| \( M = 51200 \)                     | 6.73e-02 | 6.72e-02 | 6.81e-02 |

Table 2: (Example 2) The \( L^2 \) error (at \( t = 1.5 \)) for various \( \varepsilon = \frac{1}{32}, \frac{1}{64}, \frac{1}{128} \) versus various sample size \( M \) with fixed \( N = 256 \) (top) and for various \( N = 16, 64, 256 \) versus various sample size \( M \) with fixed \( \varepsilon = \frac{1}{64} \) (bottom).
5.2. Numerical explorations

With the FGS algorithm, we are now ready to explore further on the nonadiabatic dynamics at metal surfaces. On the one hand, we would like to emphasize that our method is superior to the classical trajectories surface hopping methods by showing that the quantum observables of the nonadiabatic dynamics cannot be fully captured by the ensemble average of classical trajectories. On the other hand, we use FGS algorithm to explore the physics of metal surfaces, such as the transition rates with different energy gaps and the finite temperature effect.

5.2.1. Quantum observables v.s. classical ensemble average

Let \( \hat{O} \in L^2(\mathbb{R}^m, \mathbb{C}^{N+1}) \) be the quantum observable associated with the classical quantity \( O(q, p) \). Based on the FGS algorithm, the expectation value of the quantum observable is

\[
\langle \hat{O} \rangle_q(t; \epsilon) = \int \hat{u}_0(t, x) \hat{O} u_0(t, x) + \frac{1}{N} \left( \sum_{k=1}^{N} \hat{u}_k(t, x) \hat{O} u_k(t, x) \right) dx,
\]

(5.2)

However, using the classical trajectories sampled from \( \tilde{z}_t \) (5.22), we can also calculate the classical ensemble average of \( O(q, p) \):

\[
\langle O \rangle_c(t) = \int O(q, p) \pi_t(q, p) dq dp,
\]

(5.3)
where \( \pi_t(q,p) \) is the distribution at time \( t \) determined by the initial condition \( \pi(q,p) \) and the stochastic evolution (3.22). In practice, we have

\[
\langle O \rangle_c(t) \approx \frac{1}{M} \sum_{i=1}^{M} O(q_i, p_i),
\]

(5.4)

Note that in the FGS algorithm, the classical trajectory does not depend on \( \varepsilon \). In other words, the classical ensemble average is independent of \( \varepsilon \), while the expectation valquantum observable definitely depends on \( \varepsilon \). One might expect that when \( \varepsilon \to 0 \), \( \langle \hat{O} \rangle_q(t;\varepsilon) \) would converge to \( \langle O \rangle_c(t) \), which is the motivation of many surface hopping methods. However, we demonstrate below that this is not true.

Let us consider \( \hat{O} \) to be the nuclear position \( \hat{x} \). Following (5.2) and (5.3), we can calculate the quantum expectation \( \langle \hat{x} \rangle_q(t;\varepsilon) \) ( \( \varepsilon \) is taken to be \( 1/2, 1/4, 1/8, 1/16, 1/32 \) and \( 1/64 \)) and the classical average \( \langle x \rangle_c(t) \) in example 1. The result is shown in Figure 8.

![Figure 8: The comparison of classical average \( \langle x \rangle_c(t) \) (dash line) and quantum expectation \( \langle \hat{x} \rangle_q(t;\varepsilon) \) (solid line) (\( \varepsilon = 1/2, 1/4, 1/8, 1/16, 1/32 \) and \( 1/64 \)) of the nuclear position in example 1. One can see that as \( \varepsilon \to 0 \), \( \langle \hat{x} \rangle_q(t;\varepsilon) \) does not converge to \( \langle x \rangle_c(t) \).](image)

One can clearly see that as \( \varepsilon \to 0 \), \( \langle \hat{x} \rangle_q(t;\varepsilon) \) does not converge to \( \langle x \rangle_c(t) \). This means that the classical trajectories can not capture all the physics of the system and one must rely on a quantum-level method, such as FGS algorithm to capture this information. Formally speaking, the FGS method tracks the phase information of each wave packet, and the superposition of those wave packets yields a subtle cancellation which the ensemble of classical trajectories can not provide.
5.2.2. Electron transfer and finite temperature effect

Now, let us numerically explore the physics of Anderson-Holstein model with more specified setting. Let us first simulate the electron transfer at metal surfaces using example 3. The transition rate at \( t = 0.5 \), calculated by both FGS and the time-splitting scheme, are shown in Figure 9 with various \( \mathcal{E}_a = 0, \frac{1}{32}, \frac{1}{16}, \frac{1}{8}, \frac{1}{4} \) but fixing \( \mathcal{E}_b - \mathcal{E}_a = 1 \). We remark that \( \mathcal{E}_a \) can be interpreted as the energy gap between the molecule orbital and the metal orbitals. As \( \mathcal{E}_a \) decreases, the energy gap gets smaller, and then it’s easier for electrons to transfer between energy surfaces, and therefore the system has a higher hopping rate. This is indeed reflected in Figure 9.

![Figure 9: Transition rates at \( t = 0.5 \) in example 3 with \( \varepsilon = \frac{1}{16}, N = 16, V(\mathcal{E}, x) = 5 \), sample size \( M = 120000 \) and various \( \mathcal{E}_a = 0, \frac{1}{32}, \frac{1}{16}, \frac{1}{8}, \frac{1}{4} \). The blue circle corresponds to FGS and the red asterisk corresponds to the time-splitting spectral method.](image)

However, according to (3.22), we can see that different metal orbital energies do not affect the classical trajectories, but only contribute to the quantum phases in the wave function. In other words, the change of transition rate with different energy band gaps are fundamentally rooted in the cancellation of the phase of the wave packet. This is also a truly quantum effect that can not be captured by classical trajectories.

We are also able to efficiently simulate the finite temperature effect at metal surfaces [16], by letting the coupling potential \( V(\mathcal{E}, x) \) be a Fermi-Dirac distribution:
Example 4. (Finite temperature effect)

\[ U_0(x) = 0, \quad U_1(x) = -0.1 \exp (-0.28x^2) + 0.05, \]
\[ p_0 = 2, \quad q_0 = -2.5, \quad V(\mathcal{E}, x) = \frac{8}{1 + \exp (\beta \mathcal{E})}. \]

Here \( \beta \) is the inverse temperature. For different values of \( \beta \) (\( \beta = 1, 16 \)), we plot the real part of the reconstructed wave functions \( u_0(t, x) \) of the molecule orbital at \( t = 0.5 \) (with \( \varepsilon = 1/16, N = 16 \)) in Figure 10. We can see that the FGS algorithm can efficiently simulate both low and high temperature scenarios at metal surfaces.

![Figure 10: The real part of wave function \( u_0(t, x) \) for \( t = 0.5 \) in example 4 with sample number \( M = 50000, \varepsilon = \frac{1}{16}, N = 16, \beta = 1 \) (left) and \( \beta = 16 \) (right), the red line corresponds to FGA and the blue line corresponds to time-splitting spectral method.]

From a physical point of view, a higher temperature (i.e. a smaller \( \beta \)) induces more electron transfer. This is indeed observed in Figure 10: a smaller \( \beta \) corresponds to a larger amplitude of the wave function at the molecule orbital, which indicates that there is less electron transfer.

6. Conclusions and Discussions

In this work, we have developed a Frozen Gaussian Sampling (FGS) method for efficiently simulating nonadiabatic quantum dynamics at metal surfaces. The key advantage is that its computational cost is essentially independent of both the semi-classical parameter \( \varepsilon \) and the number of metal orbitals \( N \). To our best knowledge, we have provided the first rigorous
mathematical proof that surface hopping strategies do not induce additional sampling errors.

The FGS algorithm provides various new possibilities for studying nonadiabatic dynamics at metal surfaces. For example, we are modeling the metal surfaces as a closed quantum system in this work. However, the metal surfaces are often viewed as an open quantum system coupled with multiple baths subject to the Boltzmann distribution [20, 16]. The strategy of the FGS could, in theory, be generalized towards the open system setting. What’s more, nonadiabatic dynamics in the strong-coupling regime is very challenging to simulate. This has been discussed in [41] for the two-level spin-boson model, but it is still unclear whether there exists a generic approach for all strong-coupling models. These are left for future research.

Appendix A. Derivation of the method

Recall that

$$\begin{cases}
    i\varepsilon \partial_t u_0(t, x) = -\frac{\varepsilon^2}{2} \Delta u_0(t, x) + U_0(x) u_0(t, x) + \varepsilon \sum_{k=1}^{N} hV(\mathcal{E}_k, x) u_k(t, x), \\
    i\varepsilon \partial_t u_k(t, x) = -\frac{\varepsilon^2}{2} \Delta u_k(t, x) + (U_1(x) + \mathcal{E}_k) u_k(t, x) + \varepsilon \sqrt{V(\mathcal{E}_k, x) u_0(t, x)}, \quad k = 1 : N.
\end{cases}$$

and our ansatz

$$u_{0,\text{FG}}(t, x) = u^{(0)}_0(t, x) + \sum_{k_1=1}^{N} u^{(2)}_{0,k_1}(t, x) + \cdots,$$

$$u_{k,\text{FG}}(t, x) = \sum_{k=1}^{N} u^{(1)}_k(t, x) + \sum_{k_1=1}^{N} u^{(3)}_{k,k_1}(t, x) + \cdots, \quad k = 1, \cdots, N.$$

The ansatz for $u^{(0)}_0(t, x)$ is

$$u^{(0)}_0(t, x) = \frac{1}{(2\pi \varepsilon)^{3m/2}} \int d^3z_0 \int_0^t dt_1 A_0^{(0)}(t, z_0) \exp \left( \frac{i}{\varepsilon} \Theta^{(0)}_0(t, z_0, x) \right) dz_0. \quad (A.1)$$

The ansatz for $u^{(1)}_k(t, x)$ is

$$u^{(1)}_k(t, x) = \frac{1}{(2\pi \varepsilon)^{3m/2}} \int d^3z_0 \int_0^t dt_1 \tau^{(1)}_k(t_1, z_0) \times \bar{A}_k^{(1)}(t, t_1, z_0) \exp \left( \frac{i}{\varepsilon} \Theta^{(1)}_k(t, t_1, z_0, x) \right). \quad (A.2)$$
We have
\[
\begin{align*}
\imath \varepsilon \partial_t u_k^{(1)} (t, x) + \frac{\varepsilon^2}{2} \Delta u_k^{(1)} (t, x) & - (U_1 (x) + \mathcal{E}_k) u_k^{(1)} (t, x) \\
= & \frac{\varepsilon}{(2\pi \varepsilon)^{3m/2}} \int dz_0 \tau_k^{(1)} (t, z_0) \times A_k^{(1)} (t, t, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_k^{(1)} (t, t, z_0, x) \right).
\end{align*}
\] (A.3)

With comparison to the equation for \( u_k \), we actually want to match the following term:
\[
\begin{align*}
i \varepsilon \nabla (t, x) & + \frac{\varepsilon^2}{2} \Delta u_k^{(1)} (t, x) - (U_1 (x) + \mathcal{E}_k) u_k^{(1)} (t, x) = \varepsilon \nabla (\mathcal{E}_k, x) u_0^{(0)} (t, x),
\end{align*}
\] i.e.
\[
\begin{align*}
& i \int dz_0 \tau_k^{(1)} (t, z_0) \times A_k^{(1)} (t, t, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_k^{(1)} (t, t, z_0, x) \right) \\
= & \nabla (\mathcal{E}_k, x) \int A_0^{(0)} (t, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_0^{(0)} (t, z_0, x) \right) \, dz_0.
\end{align*}
\] (A.4)

Therefore, we let
\[
A_k^{(1)} (t, t, z_0) = A_0^{(0)} (t, z_0), \quad \Theta_k^{(1)} (t, t, z_0) = \Theta_0^{(0)} (t, z_0),
\]
and we let
\[
\tau_k^{(1)} (t, z_0) = -i \nabla (\mathcal{E}_0^{(0)}, z_0),
\]
where we use \( \nabla (\mathcal{E}_k, x) \) to approximate \( \nabla (\mathcal{E}_k, x) \). This approximation could be justified using Taylor’s expansion, and it is rigorously proved in [28] that it only introduces an \( O(\varepsilon) \) error.

Now let’s turn to the ansatz for \( u_0^{(2)} \)
\[
u_{0, k_1}^{(2)} (t, x) = \frac{1}{(2\pi \varepsilon)^{3m/2}} \int dz_0 \int_0^t dt_2 \int_0^{t_2} dt_1 h\tau_k^{(1)} (t_1, z_0) \tau_k^{(2)} (t_2, t_1, z_0) A_{0, k_1}^{(2)} (t, t_2, t_1, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_{0, k_1}^{(2)} (t, t_2, t_1, z_0, x) \right).
\] (A.6)

Plugging in this ansatz into the equation for \( u_0 \), we identify the term needs to be matched:
\[
i \int dz_0 \int_0^t dt_1 h\tau_k^{(1)} (t_1, z_0) \tau_k^{(2)} (t, t_1, z_0) A_{0, k_1}^{(2)} (t, t_2, t_1, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_{0, k_1}^{(2)} (t, t_2, t_1, z_0, x) \right)
= \varepsilon h \nabla (\mathcal{E}_k, x) \int dz_0 \int_0^t dt_1 \tau_k^{(1)} (t, z_0) \times A_{k_1}^{(1)} (t, t_1, z_0) \exp \left( \frac{i}{\varepsilon} \Theta_{k_1}^{(1)} (t, t_1, z_0, x) \right).
\] (A.7)
Therefore, we let
\[ A_{0,k_1}^{(2)}(t,t,t_1,z_0) = A_{k_1}^{(1)}(t,t_1,z_0), \quad \Theta_{0,k_1}^{(2)}(t,t,t_1,z_0) = \Theta_{k_1}^{(1)}(t,t_1,z_0), \]
and we let
\[ \tau_{k_1}^{(2)}(t,z_0) = -iV(\mathcal{E}_k,Q_{k_1}^{(1)}). \]
where we use \( V(\mathcal{E}_k,Q_{k_1}^{(1)}) \) to approximate \( V(\mathcal{E}_k,x) \). This approximation again only introduces an \( O(\varepsilon) \) error.

Carrying on this process, we arrive at the dynamics (3.16), the initial value (3.18) to (3.20), and the hopping coefficient (3.21). Its mathematical justification could be done by the exact same semiclassical analysis in [28], of which we omit the details here.
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