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Supersonic interacting flows occurring in phenomena such as protostellar jets give rise to strong shocks, and have been demonstrated in several laboratory experiments. To study such colliding flows, we use the AstroBEAR AMR code to conduct hydrodynamic simulations in three dimensions. We introduce variations in the flow parameters of density, velocity, and cross sectional radius of the colliding flows in order to study the propagation and conical shape of the bow shock formed by collisions between two, not necessarily symmetric, hypersonic flows. We find that the motion of the interaction region is driven by imbalances in ram pressure between the two flows, while the conical structure of the bow shock is a result of shocked lateral outflows (SLOs) being deflected from the horizontal when the flows are of differing cross-section.

I. INTRODUCTION

Radiative shocks occur in a variety of settings, such as High Energy Density Plasma (HEDP), protostellar jet, supernova explosion, gamma ray bursts, and active galactic nuclei. Over the years several efforts have been made to study these phenomena in the laboratory. Despite large differences in physical scale, results obtained in the laboratory can be used to understand phenomena in the astrophysical setting, thanks to the use of dimensionless parameters. Experiments at Imperial College London have produced single flows using a pulsed-power generator to drive radial wire arrays and radial foils, similar experiments have also been performed at Cornell University. Collimation of these flows was driven by toroidal magnetic fields in a manner consistent with the “Magnetic Tower” mode. Extending this work, Suzuki-Vidal et al. found that the presence of an ambient medium results in the formation of a shock, driven by ablation of halo plasma.

While astronomical shocks are generally produced via time-variations in velocity, a similar effect can be obtained in a laboratory setting by creating a collision between two supersonic flows. Suzuki-Vidal et al. conducted such an experiment, images of which are shown in figure 1. Among the results of that study are the emergence of small scale structures behind a conical bow shock, which was observed to propagate in a downward direction.

When two flows collide, an interaction region forms, with the jet shocks becoming the boundaries. This region usually consists of a cooling region, in which gas cools from post-shock temperature $T_s$ immediately behind the jet shocks to a lower temperature further behind the shock. After passing through the cooling region, gas reaches its final post-cooling temperature and is deposited onto the cold slab, where densities are highest (see figure 1), some shocked material gets ejected laterally by the high pressures throughout the interaction region, producing shocked lateral outflows (SLOs).

In our previous paper we began a series of simulations in an effort to study colliding radiative flows like those of Suzuki-Vidal et al. In that paper we used hydrodynamic simulations with an analytic form of radiative cooling, focusing our attention on instabilities in an effort to explain the origin of small scale structures. While Suzuki-Vidal et al. had suggested that the Field instability was a source of structure, we did not see any evidence of this mode present in the case of analytic cooling. Instead, long-term evolution was found to be dominated by the bending modes characteristic of the nonlinear thin shell instability (NTSI), which could be triggered either by sufficiently short cooling lengths or by oscillations resulting from the radiative shock instability.

In this paper, we continue to investigate the results of Suzuki-Vidal et al. by extending the results of Markwick et al. Here we shift our focus away from instabilities (which were discussed in significant depth in Markwick et al.) to a study of flow parameter variation, allowing us to better understand the conical shape and downward propagation of the bow shock and lateral outflows. We will continue to focus solely on hydrodynamic simulations, but the analytic cooling curve previously used will be replaced with a more realistic cooling function; this will be described in further detail in section 1. Our approach of continuing to remain in the radiative hydrodynamic case for now will eventually allow us to have a better understanding of the magnetic case.
by providing a reference for comparison.

This paper is organized as follows: In Section II we discuss the model system, the selected cooling function, and simulation parameters. In section III, we present the results of the simulations. Section IV will include a discussion of motion of the interaction region, properties of the cold slab, and deflection of the SLOs.

II. METHODS AND MODEL

The simulations in this study were conducted using AstroBEAR\textsuperscript{20,21,22}, which is a massively parallelized adaptive mesh refinement (AMR) code that includes a variety of multiphysics solvers, such as magnetic resistivity, radiative transport, self-gravity, heat conduction, and ionization dynamics. Our study uses only the hydro solvers with an energy source term associated with the radiative cooling. Thus our governing equations are:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 \quad (1)
\]

\[
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v}) = -\nabla p \quad (2)
\]

\[
\frac{\partial E}{\partial t} + \nabla \cdot ((E + p)\mathbf{v}) = -n^2 \Lambda(n, T) \quad (3)
\]

where \(\rho\) is the mass density, \(n\) is the number density of nuclei, \(\mathbf{v}\) is the fluid velocity, \(p\) is the thermal pressure, and \(E = \frac{1}{\gamma-1}p + \frac{1}{2}\rho v^2\) is the combined internal and kinetic energies. \(n^2 \Lambda(n, T)\) is a cooling function, which gives the energy loss per unit volume.

While in\textsuperscript{16} we used an analytic cooling function of the form \(\Lambda(T) = \alpha \left(\frac{T}{T_0}\right)^\beta\), in this paper we use a more realistic cooling function. Such a cooling function introduces variation in the slope \(\frac{d \log \Lambda}{d \log T}\), which is important to both the radiative shock instability and to the Field instability. The specific function \(\Lambda(n, T)\) we used was chosen in attempt to provide correspondence with the experiments of Suzuki-Vidal \textit{et al.}\textsuperscript{14} and is plotted in figure 2. This function was calculated using ABAKO/RAPCAL\textsuperscript{23,24}. The required atomic data were obtained using FAC\textsuperscript{25}, while the resulting function was parameterized in terms of density and temperature using PARPRA\textsuperscript{26}. Cooling is strongest at high temperatures and lower densities; as a fluid cools, \(\Lambda(n, T)\) decreases until a local minimum is encountered at a temperature on the order of 10 eV. Cooling then increases again as temperature continues to decrease, but this effect is reduced at higher densities.

Similarly to Markwick \textit{et al.}\textsuperscript{13}, we drove two cylindrical jets, one from the top and bottom \(z\)-boundaries respectively. For the first run, both jets had densities of \(3.0 \times 10^{18}\) particles per \(\text{cm}^3\), speeds of 70.0 km s\(^{-1}\), temperature of 720 K, and cross sectional radii of 1.5 mm. The ambient medium density was \(1 \times 10^{18}\) particles per \(\text{cm}^3\) at a temperature of 4320 K. Extrapolated boundary conditions were used in all directions.

Runs were conducted in a 6.4mm cubic space, and consisted of the reference run described above and nine other runs in which jet parameters were varied as follows (summarised in table I). For the first two runs, we changed the density of the bottom jet to \(2 \times 10^{18}\) and \(1 \times 10^{18}\) particles per \(\text{cm}^3\), respectively; for third and fourth runs, the radius of the bottom jet was varied to 2.0 and 1.0 mm, and the density was varied to \(2.69 \times 10^{18}\) and \(6.75 \times 10^{18}\) particles per \(\text{cm}^3\) such that the mass of the jets remained unaltered. For the fifth and sixth runs, the radius of the bottom jet was varied to 2.0 and 1.0 mm, but this time the density of the jet was reverted to the original value. Finally, the seventh and eighth runs varied velocities of the top and bottom jets to 80 and 60 km s\(^{-1}\) respectively; these values were chosen to match the experiments in Suzuki-Vidal \textit{et al.}\textsuperscript{14}. The seventh run retained the densities of the reference run, while the eighth run used densities of \(2.63 \times 10^{18}\) and \(3.50 \times 10^{18}\) so that the jets were of equal
TABLE I: Densities, velocities, and radii of jets in the first set of runs. For each pair of numbers, the first describes the top jet while the second describes the bottom jet.

| Run | $n_{jet}$ ($10^{18}$ cm$^{-3}$) | $v_{jet}$ (km s$^{-1}$) | $r_{jet}$ (mm) | Figures |
|-----|--------------------------------|-------------------------|----------------|---------|
| 0   | 3.00/3.00                      | 70/70                   | 1.5 / 1.5      | 3-6     |
| 1   | 3.00/2.00                      | 70/70                   | 1.5 / 1.5      | 4       |
| 2   | 3.00/1.00                      | 70/70                   | 1.5 / 1.5      | 4       |
| 3   | 3.00/1.69                      | 70/70                   | 1.5 / 2.0      | 5       |
| 4   | 3.00/6.75                      | 70/70                   | 1.5 / 1.0      | 5       |
| 5   | 3.00/3.00                      | 70/70                   | 1.5 / 2.0      | 6       |
| 6   | 3.00/3.00                      | 80/60                   | 1.5 / 1.0      | 6       |
| 7   | 3.00/3.00                      | 80/60                   | 1.5 / 1.5      | 7       |
| 8   | 2.63/3.50                      | 80/60                   | 1.5 / 1.5      | 7       |
| 9   | 2.30/4.08                      | 80/60                   | 1.5 / 1.5      | 7,8     |

momentum density, and the ninth run used densities of $2.30 \times 10^{18}$ and $4.08 \times 10^{18}$ so that the jets were of equal momentum flux.

III. RESULTS

We will first examine the reference run (run 0 in table I), shown in figure 3. This run shows a collision between two identical jets, similar to those studied in Markwick et al.\textsuperscript{16} but now using the complex cooling curve described in section II. As gas crosses the jet shock and enters the interaction region, the density increases from $3 \times 10^{18}$ cm$^{-3}$ to $1.2 \times 10^{19}$ cm$^{-3}$. The density varies as the gas cools but remains at the same order of magnitude throughout the cooling region, but is seen to be as high as $2.5 \times 10^{21}$ cm$^{-3}$ in the cold slab. As gas exits the interaction region through the sides and into the shocked lateral outflows, densities drop to a value of order $1 \times 10^{18}$ cm$^{-3}$ and lower as gas begins to mix into the ambient medium. At later times clumps are observed to form in the cold slab, though the origin of these is uncertain given that the cold slab is not well resolved at just a few cells (10$^{-3}$ cm) in width. Since the jets are identical, the interaction region remains stationary and shows two identical jet shocks; while the shocks exhibit some curvature, no conical structure is observed. The shocked lateral outflows flow primarily horizontally even though some material leaks from the top and bottom of the SLOs.

Next, we examine cases in which the density of the bottom jet is varied, while the density of the top jet is fixed at $1.0 \times 10^{18}$ particles per cm$^3$. Figure 4 shows jets with densities $3.0 \times 10^{18}$, $2.0 \times 10^{18}$, and $1.0 \times 10^{18}$ particles per cm$^3$. As the density of the jets becomes imbalanced, the interaction region no longer remains in place, with the velocity of the interaction region in this case being proportional to the density imbalance. Lateral outflows are seen to be nearly horizontal. Clump formation in the cold slab begins much sooner in collisions with a density imbalance; while the details of smaller structures are beyond the scope of this paper, we conjecture that this is the result of asymmetry exacerbating the formation of perturbations within the cold slab.

Increasing the imbalance further does not significantly change the onset of clump formation. These clumps merge with each other as time progresses, though the regions of cold slab between these clumps is once again not well resolved. Study of the the long term behaviour of these clumps is also limited by the interaction region hitting the wall after a relatively short amount of time.

Next, we examine cases in which the density of the bottom jet is again varied, this time varying the radius of the bottom jet as $r \propto \rho^{\frac{1}{2}}$ so that the total mass flux through a horizontal slice remains fixed. Figure 5 shows jets with densities $1.69 \times 10^{18}$, $3.0 \times 10^{18}$, and $6.75 \times 10^{18}$
particles per cm$^3$ and radii 2.0, 1.5, and 1.0 mm. The jet with the smaller radius, having a higher density, drives the motion of the interaction region. As with the previous set, an imbalance of density also results in formation of clumps within the cold slab at earlier times, with these clumps again merging into fewer but larger clumps as time progresses. Since the jets are of differing radii, the SLOs are no longer horizontal, instead bending away from the jet of larger radius.

We next examine cases of equal speed jets for which the radius of the bottom jet is varied at fixed density. Figure 6 shows jets with radii 2.0, 1.5, and 1.0 mm. For equal velocities and equal opposing jet densities, ram pressure is balanced and the interaction region remains at a fixed location. As with density imbalances, an imbalance of radius alone appears to be sufficient to promote earlier clump formation, though in the case with a 1.5 mm jet colliding with a 1.0 mm jet the merging of clumps appears to be inhibited.

Since the speeds and densities are balanced and the interaction region never approaches a wall, these cases can be observed for longer times. After material ejected in the initial collision flies away, a lateral outflow remains. When the jets differ in size, the direction of the SLO occurs at an angle to the horizontal plane and points away from the larger jet. The exact angle increases with the ratio \( \left( \frac{r^2}{r^2} \right) \), where \( r_+ \) and \( r_- \) are the radii of the larger and smaller jet respectively, and is explored in section IV D. The interaction region also exhibits curvature, bending away from the larger flow.

Lastly, we examine effects of changing the jet velocity. While previous scenarios used a velocity of 70 km s$^{-1}$, the final set of runs uses velocities of 80 km s$^{-1}$ for the top jet and 60 km s$^{-1}$ for the bottom jet. Figure 7 shows three simulations with these velocities. The first case shows two jets of equal density; here the imbalance of velocity results in the interaction region moving with a velocity of \( \sim 10 \) km s$^{-1}$ after collision. The second case shows two jets of equal momentum density (and thus equal mass flux); the velocity of the interaction region is significantly reduced, but motion still occurs as a result of ram pressure imbalance. Both of these runs exhibit clumping behaviour similar to that of the runs with a density imbalance. The final case shows two jets of equal
ram pressure. The interaction region now remains stationary. While clumping behaviour is initially similar to the other two cases, clump mergers in this case produce a full cold slab spanning the entire radius of the jet. At later times (figure 8), this cold slab is broken apart by the nonlinear thin shell instability, similar to the cases examined in Markwick et al. 16.

IV. DISCUSSION

A. Motion of the Interaction Region

As seen in figures 4, 5, and 7, the interaction region has a nonzero velocity unless the ram pressure $\rho v^2$ is equal for both the top and bottom jet. Otherwise, it moves away from the jet with higher ram pressure with velocity $V$. In a reference frame comoving with $V$, the momentum flux entering the interaction region from one jet must balance the momentum flux entering from the other jet. This constraint can be expressed as

$$\rho_1 (v_1 - V)^2 + p_1 = \rho_2 (v_2 - V)^2 + p_2$$  \hspace{1cm} (4)$$

where positive velocities indicate the downward direction; $v_2$ is therefore negative. We shall also neglect the thermal pressure difference $p_1 - p_2$.

The requirement that both jets flow into the interaction region produces the constraint $v_2 < V < v_1$. Taking the square root of equation (4), subject to this constraint gives us

$$\sqrt{\rho_1} (v_1 - V) = \sqrt{\rho_2} (V - v_2)$$  \hspace{1cm} (5)$$

which can be solved for $V$:

$$V = \frac{v_1 \sqrt{\rho_1} + v_2 \sqrt{\rho_2}}{\sqrt{\rho_1} + \sqrt{\rho_2}}$$  \hspace{1cm} (6)$$

We will now examine this result in the context of figures 4-7. Velocities can be measured as follows: the location of the cold slab, lower jet shock, and upper jet...
FIG. 8: Run 9 from table I, at intervals of 200 ns. Density is plotted in the left column, while the right column shows a plot of temperature. At later times the Nonlinear Thin Shell Instability can be observed.

We can connect this prediction to the experiments of Suzuki-Vidal et al., in which the jet velocities were measured to be $v_1 = 80 \pm 10 \text{ km s}^{-1}$ and $v_2 = -60 \pm 10 \text{ km s}^{-1}$. Substantial uncertainties ($\sim 60\%$) were noted for measurements of density, but in any case the ratio $\rho_1 / \rho_2$ was within an order of magnitude of unity. If equation 4 is instead solved for $\rho_1 / \rho_2$ we find

$$\frac{\rho_1}{\rho_2} = \left(\frac{v_2 - V}{v_1 - V}\right)^2$$

(7)

The bow shock velocity is stated to be $40 \pm 10 \text{ km s}^{-1}$, so the density ratio evaluates to $\rho_1 / \rho_2 = 6.25 \pm 4.38$; this on the higher end of what is in agreement with the measurements presented in Suzuki-Vidal et al.

Another useful quantity to compute for collisions between flows of unequal ram pressure is the Mach number in the centre-of-mass frame. In this paper we define Mach number to be $M^2 = \frac{v^2}{\gamma p}$, and $M_1$ and $M_2$ to be the Mach numbers for top and bottom flows in the laboratory frame. When combined with equation 6 this definition gives us

$$M^2 = \frac{\rho_1 (v_1 - V)^2}{\gamma p_1} = \frac{\rho_1}{\gamma p_1} \left(v_1 - \sqrt{\rho_1 + \rho_2}\right)^2$$

(8)

for the centre-of-mass frame (note that Mach numbers must be equal when ram pressures balance). This simplifies to

$$M^2 = \frac{\rho_1 \rho_2}{\gamma p_1} \left(\frac{v_1 - v_2}{\sqrt{\rho_1 + \rho_2}}\right)^2$$

(9)

which, assuming $v_2 < 0 < v_1$, can be further simplified to

$$M = \frac{M_1 \sqrt{\rho_2} + M_2 \sqrt{\rho_1}}{\sqrt{\rho_2} + \sqrt{\rho_1}}$$

(10)

Note that while $v_2$ is assumed to be negative, we always define the Mach number to be positive. Note that while

| Run | $n_1$ | $n_2$ | $v_1$ | $v_2$ | $V$ (eq 6) | $V$ (measured) |
|-----|-------|-------|-------|-------|------------|---------------|
| 0   | 3.00  | 3.00  | 70    | 70    | 0          | 0             |
| 1   | 3.00  | 2.00  | 70    | 70    | 7.07       | 6             |
| 2   | 3.00  | 1.00  | 70    | 70    | 18.8       | 17            |
| 3   | 3.00  | 1.69  | 70    | 70    | 9.97       | 9             |
| 4   | 3.00  | 6.75  | 70    | 70    | -14.0      | -12           |
| 5   | 3.00  | 3.00  | 70    | 70    | 0          | 0             |
| 6   | 3.00  | 3.00  | 70    | 70    | 0          | 0             |
| 7   | 3.00  | 3.00  | 80    | 60    | 10.0       | 9             |
| 8   | 2.63  | 3.50  | 80    | 60    | 5.0        | 5             |
| 9   | 2.30  | 4.08  | 80    | 60    | 0          | 0             |

TABLE II: Densities and velocities of the jets in each run, along with the estimated (equation 6) and observed value for the interaction region velocity $V$. All velocities are given in km s$^{-1}$ and densities are given in $10^{18} \text{ cm}^{-3}$.
the interaction region velocity is an average weighed by the square roots of densities, the Mach number is an average weighted by the square roots of inverse densities.

**B. Cold Slab in One Dimension**

We now begin our examination of shocked lateral outflow by considering a scenario with no outflow: the growth of the cold slab for a flow colliding with a wall in one dimension. In subsequent sections, these results will be useful in the development of a three-dimensional model.

Define \( \rho_i, v_i, \) and \( T_i \) to be the initial pre-shock density, velocity, and temperature; also define \( \rho_f, v_f, \) and \( T_f \) to be the same values for material in the cold slab. Velocities are specified in a “shock” frame (see figure 9), in which the front (i.e. the side closer to the shock) of the cold slab remains stationary. Any growth of the slab appears in this frame as the far side of the slab moving further away from the shock.

Let \( h \) be the height of the cold slab and \( m = \rho_f h A \) be the mass of the cold slab within area \( A \). Mass continuity tells us that \( \frac{dm}{dt} \) is equal to the incoming mass flux \( \rho_i v_i \) times the area \( A \), so

\[
\rho_f v_f A = \rho_f A \frac{dh}{dt} + A h \frac{d\rho_f}{dt}
\]

which can be solved for \( \frac{dh}{dt} \)

\[
\frac{dh}{dt} = v_f - \frac{h}{\rho_f} \frac{d\rho_f}{dt}
\]

Going forward we shall assume that \( \rho_f \) reaches a constant value once \( h \) reaches an appreciable length, allowing us to neglect the \( \frac{h}{\rho_f} \frac{d\rho_f}{dt} \) term; we therefore conclude that the rate of growth of the slab is equal to the velocity of fluid flow within the slab. With no way for material to exit the slab, the slab will grow indefinitely.

We now establish a relation between the preshock and cold slab states. Conservation of momentum requires that

\[
\rho_i v_i^2 + p_i = \rho_f v_f^2 + p_f
\]

Using mass continuity \( \rho_i v_i = \rho_f v_f \) gives

\[
v_f \left( v_i^2 + \frac{p_i}{\rho_i} \right) = v_i \left( v_f^2 + \frac{p_f}{\rho_f} \right)
\]

Under the assumption of an isothermal shock \( \left( \frac{p_f}{\rho_f} = \frac{p_i}{\rho_i} \right) \), this has two solutions: \( v_f = v_i \) (preshock), and \( v_f = \frac{p_i}{\rho_i v_i} \) (cold slab). For the latter solution mass continuity then gives

\[
\rho_f = \frac{\rho_i v_i}{v_f} = \frac{\rho_i v_i^2}{p_i}
\]

Since the Mach number in the shock frame is defined as \( M^2 = \frac{\rho_i v_i^2}{\gamma p_i} \), we can express the state of the cold slab as

\[
\frac{\rho_f}{\rho_i} = \frac{p_f}{p_i} = \frac{v_i}{v_f} = \gamma M^2.
\]

We can apply this result to estimate the density of the cold slab in our simulations; we will do this for run 0. The density of the incoming flow is \( 3 \times 10^{18} \) cm\(^{-3} \) while the incoming pressure is \( 2.98 \times 10^5 \) erg cm\(^{-3} \). Using a mass of 1 amu, we find a sound speed of 3.15 km s\(^{-1} \), which for a jet velocity of 70 km s\(^{-1} \) gives us a Mach number of 22. This gives us a cold slab density of \( 2.4 \times 10^{21} \) cm\(^{-3} \), which is in good agreement with what is observed in our simulations.

Before moving on to three dimensions, we briefly discuss this problem in the “lab” frame, which is useful to
consider for a flow running into a stationary wall. If we return to figure 9 we see that in this frame the far side of the cold slab remains stationary while the shock moves away from the wall. We therefore define \( \rho' = \rho_i - \rho_f \) and \( M' = \frac{v'}{v_i} \) as the preshock velocity and Mach number in this frame. Using this, we find that equation 10 becomes

\[
\frac{\rho_f}{\rho_i} = \frac{\rho_f}{\rho_i} = \frac{v_f}{v_i} + 1 = \gamma M'^2 \left(1 + \frac{v_f}{v_i}^2\right) \tag{17}
\]

the solution of which is given by

\[
\frac{v_f}{v_i} = \sqrt{\frac{1}{\gamma M'^2} - \frac{1}{2}} \tag{18a}
\]

and

\[
\frac{\rho_f}{\rho_i} = \gamma M'^2 \left[\frac{1}{2} + \sqrt{\frac{1}{\gamma M'^2} - \frac{1}{2}}\right] + 1. \tag{18b}
\]

These expressions can also be derived by considering conservation laws in the lab frame, noting that the mass of any region enclosing the shock increases over time.

C. Cold Slab for Cylindrical flows

We now wish to extend the model developed in the previous section to a cylindrical model in which gas is permitted to escape laterally. Our primary aim in this section is to use mass conservation to estimate the size of the cold slab. Although some gas also escapes from the sides of the cooling regions without ever reaching the cold slab, the cooling region accounts for just 10% of the mass of the interaction despite being around 90% of the volume. We therefore make the approximation that the mass of the SLO originates entirely from the cold slab. A more accurate calculation could be done by dividing the cooling region into layers and computing the SLO for each layer.

Let \( r_- \) be the radius of the incoming flow (the reason for labelling as minus will become apparent in the next section). Assume \( h \) is the height of our cylinder, and that mass flows into the cylinder from both the top and bottom and out the sides. The outgoing mass flux is equal to \( \rho_h(2\pi r_0 h)v_\perp \), so equations 11 and 12 become

\[
\rho_f v_f (2\pi r_-^2) - \rho_h v_\perp (2\pi r_- h) = \rho_f (2\pi r_-^2) \frac{dh}{dt} + \pi r_-^2 h \frac{d\rho_f}{dt} \tag{19a}
\]

\[
\frac{dh}{dt} = 2v_f - \frac{h}{\rho_f} \frac{d\rho_f}{dt} - \frac{\rho_h (2\pi r_- h)}{\rho_f (2\pi r_-)} v_\perp. \tag{19b}
\]

In equilibrium this gives an expression for the SLO velocity

\[
v_\perp = \frac{\rho_f v_f r_-}{\rho_h h}. \tag{20}
\]

Let us begin by guessing that \( \rho_h = \rho_f \). We will also assume that \( v_\perp \) is equal to the sound speed (which must equal that of the incoming flows). This is justifiable both theoretically and by observation of our simulations (see figure 10). We therefore find

\[
\frac{v_i}{M} = \frac{v_f}{r_-} \tag{21}
\]

Since the slab has no net growth we can use equation 16 for \( \frac{v_i}{r_-} \). Solving for \( \frac{h}{r_-} \) therefore gives us

\[
\frac{h}{r_-} = \frac{1}{\gamma M} \tag{22}
\]

The actual ratio may be slightly smaller as a result of aforementioned small amount of mass leaking laterally out of the cooling region. The jets in our simulations have \( \gamma = \frac{\gamma}{2} \) and \( M \sim 20 \) so this factor should be approximately 0.03. For a jet of radius 1.5 mm the size of the cold slab would be just 0.045 mm, which is comparable to what we observe. We must note however that such a length corresponds to less than 4 cells on the grid at the highest level of refinement, so numerical errors are likely to be significant.

D. Deflection Angle for Jets with Different Radii

Finally, we shall examine the deflection angle for SLOs produced by jets with different radii. We will assume that the jets are of equal density and velocity. Under these assumptions, the deflection angle can be approximated...
as the collision between the SLO of a system of identical jets with radius \( r_- \) (the radius of the smaller jet), and an incoming flow from the larger jet between \( r_- \) and \( r_+ \) (the radius of the larger jet).

Define angle \( \theta \) to be the angle of deflection, relative to the surface normal to the incoming flows of density \( \rho_i \), speed, \( v_i \), and pressure \( p_i \) (see figure 11). Define area \( A_{\text{SLO}} \) as the area of some surface which is normal to the SLO and covers the extent of the SLO through angle \( d\varphi \) about the jet axis. Let the SLO be characterized by \( \rho_{\text{SLO}} \), \( v_{\text{SLO}} \), and \( p_{\text{SLO}} \); note that the SLO subscript denotes material in the deflected SLO, while an \( h \) subscript describes a horizontal SLO. The outgoing horizontal and vertical momentum fluxes must therefore be

\[
F_x = (\rho_{\text{SLO}} v_{\text{SLO}}^2 + p_{\text{SLO}}) A_{\text{SLO}} \cos \theta \, d\varphi \quad (23a)
\]

\[
F_y = (\rho_{\text{SLO}} v_{\text{SLO}}^2 + p_{\text{SLO}}) A_{\text{SLO}} \sin \theta \, d\varphi \quad (23b)
\]

We now express the horizontal momentum flux leaving the interaction region in terms if the incoming quantities. The SLO from the collision within the inner radius can be characterized as having density \( \rho_h = \rho_f = \gamma M^2 \rho_i \) and velocity \( v_\perp = \sqrt{\frac{2p_i}{\rho_i}} \) (see equation 16 and the discussion in section IV C). The pressure \( p_h \) can be estimated using conservation of energy within the cold slab (which features no cooling).

\[
\left[ \frac{\gamma p_f v_f^2}{\gamma - 1} + \frac{\rho_f v_f^2}{2} \right] (2\pi r_-^2) = \left[ \frac{\gamma p_h v_\perp^2}{\gamma - 1} + \frac{\rho_h v_\perp^2}{2} \right] (2\pi r_- h)
\]

(24)

Note that we use \( v_f \) (the state of material entering the cold slab) instead of \( v_i \) as we are only considering energy flux in and out of the cold slab rather than the interaction. Expressing \( \rho_i \) and \( v_\perp \) in terms of \( \rho_f, p_f, \) and \( M \) allows us to solve for \( p_h \)

\[
p_h = \left[ \frac{3 - \gamma}{2} + \frac{\gamma - 1}{2 \gamma^2 M^2} \right] p_f
\]

(25)

Therefore in the limit of high Mach number, the horizontal momentum flux produced by the cold slab is equal to

\[
F_x^h = (\rho_h v_\perp^2 + p_h)(r_- h \, d\varphi) \approx M p_i \left( \frac{3 + \gamma}{2} \right) (r_-^2 \, d\varphi)
\]

(26)

While neglecting the cooling region is sufficient when considering mass flux, the high pressures found in the cooling region also contribute significantly to the momentum flux. We can however continue to ignore the kinetic term \( \rho_f v_f^2 \) as this term approaches a constant in the limit of high Mach number and thus accounts for less than one percent of the momentum flux for collisions with \( M \sim 20 \). We shall approximate the pressure within the cooling region to be equal to the immediate postshock pressure; this pressure within the cooling region should exceed this, but by a factor of less than \( \frac{3+1}{2} \) (assuming pressure in the cooling region never exceeds that of the cold slab). We therefore conclude that a lower bound for the contribution of the cooling region to the momentum flux is given by

\[
F_x^L = \rho_{\text{ps}} (2r_- L \, d\varphi) = \frac{4\gamma M^2 \xi}{\gamma + 1} p_i (r_-^2 \, d\varphi)
\]

(27)

where \( L \) is the (vertical) size of the cooling region and \( \xi = \frac{r_-}{r_+} \). In Markwick et al.\textsuperscript{16} we showed how to calculate \( L \) for a power-law cooling function as an improvement of the approximation given in Chevalier and Imamura\textsuperscript{20}, and a similar approach can be used for a more complex function. While performing such a calculation is necessary if one wishes to predict the outflow angle without running a simulation, when comparing analytical predictions to simulation results we will instead take the approach of measuring \( L \) from the simulation results.

In the vertical direction, the incoming jet flux is

\[
F_y = (\rho_i v_i^2 + p_i) \left( \frac{r_+^2 - r_-^2}{2} \right) \, d\varphi = (\gamma M^2 + 1) p_i \left( \frac{r_+^2 - r_-^2}{2} \right) \, d\varphi
\]

(28)

Using equations 23 we can deduce \( \tan \theta = \frac{F_x}{F_y} \); combining this with equations 26 - 28 allows us to estimate the deflection angle:

\[
\tan \theta = \left[ \frac{(\gamma + 1) (\gamma M^2 + 1)}{8 \gamma \xi M^2 + (\gamma + 1) (\gamma + 3) M} \right] \frac{r_+^2 - r_-^2}{r_-^2}
\]

(29)
We now compare equation (29) to our simulations. Using \( \gamma = \frac{5}{3} \), \( M = 20 \), \( L = 0.4 \text{ mm} \), \( r_- = 1.0 \text{ mm} \) and \( r_+ = 1.5 \text{ mm} \), we find \( \tan \theta = 0.93 \) or \( \theta = 39^\circ \); this is confirmed by the 600 ns frame of figure 6 which shows a deflection angle of \( \theta = 41^\circ \). Meanwhile, if we use \( r_- = 1.5 \text{ mm} \) and \( r_+ = 2.0 \text{ mm} \) we find \( \tan \theta = 0.73 \) or \( \theta = 39^\circ \), with the measured angle being 36°.

To further test equation (29), we ran an additional set of simulations. These simulations were similar to run 6 (see figure 5, but the radius of the top jet varied between values of 1.0 mm, 1.5 mm, 2.0 mm, and 2.5 mm; these runs were also conducted at lower resolution than the other runs. Using the 1.0 mm case we estimate \( \xi = 0.3 \), and for each subsequent run we took four measurements of deflection angle, shown in magenta in figure 12. We find that equation (29) was very accurate for the 1.5 mm case, but sorely overestimates for \( r_+ \geq 2 \). An improved result may be obtained by considering the curvature in the region between \( r_- \) and \( r_+ \), as equation (29) is best suited to the limit where that region is small.

### E. Conclusions

In this paper we have continued our studies of colliding flows. While in Markwick et al. [16] we used identical flows and an analytic cooling model to isolate the effects of instabilities, in this paper we used a more realistic cooling function and variation of flow parameters; this was done in part to bring our simulations closer to the experiments of Suzuki-Vidal et al. [13] while still remaining the hydrodynamic regime. Our simulations suggest explanations for two important features of the bow shock. First, for flows of differing density or velocity, the interaction region (and thus a shock which bounds it) moves at a speed given by equation (6). Second, we find that the conical shape of the bow shock arises from a mismatch in the cross-sectional radii of the flows, with the shocked lateral outflows being deflected away from the jet of larger radius. All of the simulations in these first two papers have been conducted in the hydrodynamic limit. While this is useful for isolating various aspects of the underlying physics, magnetic fields are likely to be significant in both laboratory and astrophysical flows, and are thus a worthwhile inclusion in future papers on the subject. Effects relating to optical depth may also be worth exploring, particularly in connection to laboratory contexts.
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