Optimal circular dichroism sensing with quantum light: Multi-parameter estimation approach
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The measurement of circular dichroism (CD) has widely been exploited to distinguish the different enantiomers of chiral structures. It has been applied to natural materials (e.g. molecules) as well as to artificial materials (e.g. nanophotonic structures). However, especially for chiral molecules the signal level is very low and increasing the signal-to-noise ratio is of paramount importance to either shorten the necessary measurement time or to lower the minimum detectable molecule concentration. As one solution to this problem, we propose here to use quantum states of light in CD sensing to reduce the noise below the shot noise limit that is encountered when using coherent states of light. Through a multi-parameter estimation approach, we identify the ultimate quantum limit to precision of CD sensing, allowing for general schemes including additional ancillary modes. We show that the ultimate quantum limit can be achieved by various optimal schemes. It includes not only Fock state input in direct sensing configuration but also twin-beam input in ancilla-assisted sensing configuration, for both of which photon number resolving detection needs to be performed as the optimal measurement setting. These optimal schemes offer a significant quantum enhancement even in the presence of additional system loss. The optimality of a practical scheme using a twin-beam state in direct sensing configuration is also investigated in details as a nearly optimal scheme for CD sensing when the actual CD signal is very small. Alternative schemes involving single-photon sources and detectors are also proposed. This work paves the way for further investigations of quantum metrological techniques in chirality sensing.

I. INTRODUCTION

Measuring the optical response of media that consist of either chiral molecules [1,2] or chiral nanophotonic structures [3–5] is of great importance in various scientific fields, from fundamentals to applications [6,7]. The chiral properties of a medium or a structure cause an asymmetric optical response upon illumination with either left- (LCP, or L) or right-handed circularly polarized light (RCP, or R). The optical response can be explained by an electric–magnetic coupling in the induced optical response, leading to effects such as circular dichroism (CD) and optical rotation [8,9]. While the former expresses the difference in absorption between LCP and RCP, the latter expresses a different phase accumulation upon propagation, leading to the rotation of the plane of linear polarization of light beam.

Particularly, the measurement of the CD signal has been widely used in various fields over the last few decades due to the simplicity of the measurement scheme combined with the rich information contained in the CD signal [1,2]. From the outcomes of CD measurement, relevant sample parameters under study may be estimated and we call this process CD sensing. However, despite the great importance of CD measurement, the CD signal is usually very weak (~ 10^{-3} to 10^{-5} relative absorbance for chiral molecules) in realistic scenarios [10]. It is a nonlocal optical effect of the lowest order and only happens for molecules with broken inversion symmetry. Since the spatial extent of most molecules with respect to the incident field is negligibly small, the overall effect is rather tiny. When measuring it, one often struggles against the noise level, just similar to the case of gravitational wave detectors [11,12]. This limits the usefulness of CD spectroscopy to cases where molecules are present either in high concentrations or in large volumes [13,14], so that it is possible to accumulate enough signal.

An obvious solution to the problem would be to increase the intensity of light that is incident on the analyte. However, this is not always an option due to optical damage that may occur in some situations [15–18]. Hence, one needs to look for alternative means to improve the sensing performance while keeping the incident power in the low-intensity regime. Also, for a fixed light source that is used in the measurements, the signal level in the CD measurements can be enhanced by using supporting photonic nanostructures [19–28] or optical cavities [29].

A fundamentally different approach would be to use quantum states of light for sensing chiral properties of molecules. Quantum sensing schemes, in general, can reduce the noise below the shot-noise limit and consequently improve the signal-to-noise ratio. For example, optical activity and optical rotatory dispersion of sucrose solution have been measured using single photons [30] and polarization-entangled states [31], respectively. Both experimental studies clearly demonstrated the quantum enhancement in the estimation precision, i.e., sub-shot-noise limited sensing performance has been observed. Although schemes using quantum light emerge as a tool for ultimate sensing technology from diverse perspectives [32–34], sub-shot-noise limited quantum schemes for CD sensing have not yet been studied.

In this work, we identify and investigate optimal CD sensing schemes that exploit quantum states of light consistent with any given energy constraint. For generality, we allow for ancilla-assisted sensing schemes, where entanglement between signal modes (i.e., LCP and RCP modes) and ancillary modes can play a role. To assess the CD sensing per-
formance of various schemes in a comparable manner, we use multi-parameter estimation theory. The lower bound to the estimation uncertainty is defined using quantum Fisher information matrix (QFIM) and is called quantum Cramér-Rao (QCR) bound. This allows to set the classical benchmark (CB) in CD sensing with a coherent state of light provided the optimal measurement is chosen. We then derive the ultimate quantum limit (UQL) to QCR bound that requires both the optimal quantum input state and the optimal measurement. It is shown that even in realistic situations with additional system loss, the UQL always exhibits quantum enhancement in comparison with the CB. We show that the UQL can be achieved using Fock state input with photon number resolving detection (PNRD), for which ancillary modes are unnecessary. It is shown that using twin-beams as an input can also achieve the UQL in ancilla-assisted scheme, for which PNRD needs to be performed in both the signal and ancillary modes. Interestingly, the twin-beam state input is shown to be advantageous even in a direct sensing scheme that analyzes only the signal modes, in which no ancillary modes are used. The latter scheme provides a practical setting that achieves nearly ultimate QCR bound when losses are balanced at a moderate level and the difference in absorption between LCP and RCP modes is very small. Note that such a case applies to most CD sensing scenarios.

II. THEORETICAL MODELLING

A. Circular dichroism sensing

Illuminating a chiral medium with either LCP or RCP light results in transmission (T), reflection (R), and absorption (A) into the individual polarization modes. The intensity ratios are denoted by $T_{jk}$, $R_{jk}$, and $A_k$ for $j, k \in \{L, R\}$, with the constraint $\sum_j(T_{jk} + R_{jk} + A_k) = 1$, where the subscript $k (j)$ denotes the input (output) polarization. Apart from absorbance CD that can be quantified by the differential absorption, i.e., $A_L - A_R$, various alternative quantities can be measured to quantify the CD. A typical example would be transmission CD (TCD) defined as $T_{LL} - T_{RR}$ [35] or reflection CD defined as $R_{LL} - R_{RR}$ [36]. A polarization conversion in transmission or reflection may also occur, i.e., $T_{jk} \neq 0$ and $R_{jk} \neq 0$ for $j \neq k$, when the three-fold rotational symmetry does not hold with respect to the direction of incidence [37]. It finally causes circular conversion dichroism, i.e., $T_{LR} \neq T_{RL}$ [38].

In this work, not just for practical relevance with respect to realistic molecular samples or metamaterials that are typically considered, but also to eliminate the linear birefringence leading to unwanted polarization conversion, we focus on chiral media that preserve the four-fold rotational symmetry, for which $T_{jk} = 0$ for $j \neq k$ and $R_{jj} = 0$ for all $j$ [39-42]. When illuminating media with a four-fold symmetry at normal incidence, the reciprocity further imposes $R_{LR} = R_{RL}$ [8] [43]. Consequently, we have $T_{LL} - T_{RR} = A_R - A_L$, and the intensity difference of the transmitted LCP ($I_L$) and RCP ($I_R$) becomes the key quantity of interest to be measured in usual CD measurement as illustrated in Fig. 1(a). Note that this is not a restrictive scenario but generally valid in usual scenarios when chiral molecules in solution are randomly oriented relative to the incident field. Considering a more general type of measurement that does not directly yield a parameter value under study, we use an estimator to estimate the quantity of TCD, defined as $\Gamma_- = T_L - T_R$, where $T_j \equiv T_{jj}$.

For the quantum mechanical description of CD or TCD sensing, let us consider, for generality, an ancilla-assisted scheme as shown in Fig. 1(b). The scheme consists of the two signal modes $\hat{a}_L$ and $\hat{a}_R$ that correspond to LCP and RCP modes, respectively and arbitrary number of ancillary modes. Such a general setup allows to consider correlated input states among the signal modes and ancillary modes, when necessary. The transmission of each signal mode is described by a beam splitter with transmittance $T_{L(R)}$. An extra loss that occurs outside an analyte (e.g., non-unity channel transmission or detection efficiency) can also be described by another beam splitter with transmittance $T_{L(R)}$ [44]. For calculation of the output state, the two consecutive beam splitters in each signal mode can be treated as a single beam splitter, but the transmissions $T_j$ and $\eta_j$ have to be kept separate because only the parameters $T_j$ are of interest in sensing while the factors $\eta_j$ degrade the sensing performance. We also assume that the ancilla modes are lossless, which can be held in a controlled manner in many scenarios. The associated input-output relation for the signal mode $j \in \{L, R\}$ is written as

$$\hat{a}_j \rightarrow \sqrt{T_j} \eta_j \hat{a}_j + \sqrt{(1 - T_j)} \hat{b}_j + \sqrt{(1 - \eta_j)(1 - T_j)} \hat{c}_j,$$

(1)

where $\hat{b}_j$ and $\hat{c}_j$ are virtual input modes associated with the chiral medium and the system loss respectively. Equation (1) is applied to the two signal modes of the total input state $|\Psi_in\rangle$ containing ancillary modes. The resultant output state $|\Psi_out\rangle$ is measured using a chosen quantum measurement, yielding the outcomes $m$. From these, the TCD parameter $\Gamma_-$ is estimated. This is the general CD sensing scheme we aim to investigate in this work.

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{(a) TCD is experimentally obtained by measuring the intensity difference of the transmitted LCP ($I_L$) and RCP ($I_R$) upon propagation through a chiral medium. (b) The ancilla-assisted CD sensing scheme is modeled quantum mechanically by the two signal modes corresponding to LCP and RCP and arbitrary ancillary modes that may be entangled with the signal modes. Beam splitters with transmittances $T_{L(R)}$ and $\eta_{L(R)}$ express the impact of the measurement device in each mode: $T_j$ addresses the transmittance of each polarization mode through a chiral medium, whereas $\eta_j$ addresses extra loss of each mode such as non-unity channel transmission and detection efficiency of a detector.}
\end{figure}
B. Quantum multiparameter estimation theory

The precision of CD sensing, a figure of merit which we consider in this work, can be formulated via quantum multiparameter estimation theory [45, 46]. Consider an arbitrary pure state \(|\psi_n\rangle\) as an input and suppose that the two transmittance parameters, \(T = (T_L, T_R)^T\), shall be estimated by an unbiased estimator from the measurement results \(m\) that have been drawn from a conditional probability \(p(m|T)\). In this case, one can find that the \(2 \times 2\) covariance matrix \(\text{Cov}(T) = \langle (T - \langle T \rangle)(T - \langle T \rangle)^T \rangle\) obeys

\[
\text{Cov}(T) \geq \frac{F^{-1}}{\nu},
\]

where \(\nu\) is the number of measurements being repeated and \(F\) is the Fisher information matrix (FIM) defined as

\[
F = \begin{pmatrix} F_{LL} & F_{LR} \\ F_{RL} & F_{RR} \end{pmatrix},
\]

where the matrix elements are written as

\[
F_{jk} = \sum_m \frac{\partial p(m|T)}{\partial T_j} \frac{\partial p(m|T)}{\partial T_k},
\]

where \(j, k \in \{R, L\}\). The lower bound in Eq. (2) is called Cramér-Rao (CR) bound and can always be saturated by a maximum likelihood method in the limit of large \(\nu\) [49]. The CR bound can be further reduced via optimization of a measurement setting, leading to

\[
\text{Cov}(T) \geq \frac{F^{-1}}{\nu} \geq \frac{H^{-1}}{\nu},
\]

where \(H\) denotes the QFIM defined by

\[
H_{jk} = \text{Tr} \left[ \hat{L}_j \hat{L}_k + \frac{\hat{L}_k \hat{L}_j}{2} \right],
\]

with \(\hat{L}_j\) being a symmetric logarithmic derivative (SLD) operator associated with mode \(j\) [50]. It is a solution of the equation

\[
\frac{\partial \hat{\rho}}{\partial T_j} = \frac{1}{2} \left( \hat{\rho} \hat{L}_j + \hat{L}_j \hat{\rho} \right)
\]

for the parameter-encoded output state \(\hat{\rho}_T\). Here, \(F^{-1}\) and \(H^{-1}\) are understood as the inverse on their support if the matrices are singular, i.e., not invertible [51]. Since the independent SLD operators \(\hat{L}_L\) and \(\hat{L}_R\) commute, the optimal measurement setting can be constructed over the common eigenbasis of the commuting SLD operators [52]. Thus, the lower bound in Eq. (5), called QCR bound, is saturable in CD sensing [53].

Decomposing the state into the diagonalized bases, i.e., \(\hat{\rho}_T = \sum_n p_n |\psi_n\rangle \langle \psi_n|\) with \(\langle \psi_n|\psi_m\rangle = \delta_{n,m}\), one can write the SLD operator as

\[
\hat{L}_j = \sum_n \frac{\partial p_n}{p_n} |\psi_n\rangle \langle \psi_n| + 2 \sum_{n \neq m} \frac{p_n - p_m}{p_n + p_m} |\psi_m\rangle \langle \partial \psi_n| \psi_n\rangle \langle \psi_m|, \]

where summation runs over \(n, m\) for which \(p_n + p_m \neq 0\) and \(\partial_j \equiv \partial/\partial T_j\) for \(j \in \{L, R\}\). Particularly when \(\partial_j \psi_n = 0\), the SLD operator \(\hat{L}_j\) of Eq. (8) becomes

\[
\sum_n (p_n)^{-1} (\partial_j p_n) |\psi_n\rangle \langle \psi_n|,
\]

for which the bases \(\{|\psi_n\rangle\}\) constitute the set of the optimal measurement bases [49].

An alternative way to find the QFIM is to use the relation between Bures distance \(D_B^2\) [50, 54, 55], quantum fidelity \(F\) [56, 57], and QFIM. In our case, the QFIM \(H_{jk}\) is related to the Bures distance \(D_B^2\) for the infinitesimally close states \(\hat{\rho}_T\) and \(\hat{\rho}_{T + \Delta T}\). It can be written as [46]

\[
\sum_{j,k \in \{L,R\}} H_{jk} dT_j dT_k = 4D_B^2(\hat{\rho}_T, \hat{\rho}_{T + \Delta T}),
\]

where the Bures distance can be written in terms of quantum fidelity as

\[
D_B^2(\hat{\rho}_T, \hat{\rho}_{T + \Delta T}) = 2 \left[ 1 - \sqrt{F(\hat{\rho}_T, \hat{\rho}_{T + \Delta T})} \right]
\]

and the quantum fidelity is defined as

\[
F(\hat{\rho}_T, \hat{\rho}_{T + \Delta T}) = \left( \text{Tr} \sqrt{\hat{\rho}_T \hat{\rho}_{T + \Delta T} \sqrt{\hat{\rho}_T}} \right)^2.
\]

Thus, the calculation of quantum fidelity leads to the calculation of QFIM.

The matrix inequality of Eq. (5) reads

\[
n^T \text{Cov}(T)n \geq \frac{n^T F^{-1} n}{\nu} \geq \frac{n^T H^{-1} n}{\nu},
\]

for an arbitrary two-dimensional real vector \(n\) [58]. This applies when a global parameter \(\Gamma = \sum_j n_j T_j\), defined as a linear combination of multiple parameters, is estimated [59–63]. For CD sensing, \(\Gamma = n^T T\) with \(n = (1, -1)\), so we write \(n^T \text{Cov}(T)n \equiv \text{Var}(\Gamma)\). From now on, let us drop \(\nu\) as it appears everywhere.

In the next sections, we use the QCR bound to investigate the lower bounds to the estimation uncertainty or equivalently, the precision of CD sensing for various input states of light. Individual cases are compared with the UQL which we shall derive below. One can see then what kinds of quantum states can achieve the UQL with and without assistance of ancillary modes. Furthermore, the QCR bounds and the UQL are also compared with the CR bounds for a particular measurement setting we choose depending on the input state considered. This constitutes an explicit specification of the measurement achieving the UQL.

III. QUANTUM CRAMÉR-RAO BOUND

A. Classical benchmark

To derive for referential purposes the optimal QCR bound that is obtainable by using only classical light, let us consider a product of coherent states as an input state in Fig. 1(b), i.e., \(|\alpha_L\rangle|\alpha_R\rangle = D_L(\alpha_L)D_R(\alpha_R)|0\rangle|0\rangle\) in a direct sensing configuration for simplicity, but without loss of generality. The coherent states are characterized by the average photon number \(N_j = |\alpha_j|^2\) and the displacement operators are represented...
by \( \hat{D}_j(\alpha_j) = \exp[\alpha \hat{a}_j^\dagger - \alpha^* \hat{a}_j] \). Applying the input-output relation of Eq. (1), the output state can be written as

\[
|\Psi_{\text{out}}\rangle_{\text{coh}} = |\alpha_R^{(\text{out})}\rangle_{\alpha_R^{(\text{out})}}
\]  
(13)

with \( \alpha_j^{(\text{out})} = \sqrt{\eta_j T_j} \alpha_j \). For such a pure output state, the QFIM of Eq. (6) can be calculated via [48, 52, 60]

\[
H_{jk} = \frac{1}{2}\langle \Psi_{\text{out}} | \{ \hat{L}_j \hat{L}_k + \hat{L}_k \hat{L}_j \} | \Psi_{\text{out}} \rangle,
\]

where the SLD operator \( \hat{L}_j \) can be written for a pure state \( |\Psi_{\text{out}}\rangle \) as

\[
\hat{L}_j = 2 \hat{a}_j |\Psi_{\text{out}}\rangle \langle \Psi_{\text{out}} |.
\]

(15)

Through some algebraic calculation (see Appendix A for details), one can find that the QFIM for \( T \) with a coherent state input is diagonalized and written as

\[
H_{\text{coh}} = \text{diag} \left( \frac{\eta_j N_j}{T_L}, \frac{\eta_j N_R}{T_R} \right).
\]

(16)

It is clear that \( H_{\text{coh}} \to 0 \) as \( \eta_{L,R} \to 0 \). By substituting \( H_{\text{coh}} \) to Eq. (12), the QCR bound to the estimation uncertainty of \( \Gamma_- \) can thus be written as

\[
\text{Var}(\Gamma_-)_{\text{coh}} = \frac{T_L}{\eta_L N_L} + \frac{T_R}{\eta_R N_R}.
\]

(17)

Defining the ratio \( r = N_L / N_{\text{tot}} \) for the total average intensity in the signal modes \( N_{\text{tot}} = N_L + N_R \), which we find throughout this work as a constraint, we find that the optimal ratio can be written as

\[
r_{\text{opt}} = \frac{1}{1 + \frac{\eta_L T_L}{\eta_R T_R}}.
\]

(18)

for which the QCR bound of Eq. (17) is minimized and thus reads

\[
\text{Var}(\Gamma_-)_{\text{coh}}^{\text{opt}} = \frac{1}{N_{\text{tot}}} \left( \frac{T_L}{\eta_L} + \frac{T_R}{\eta_R} \right)^2.
\]

(19)

The optimal ratio \( r_{\text{opt}} \) of Eq. (18) is presented in Fig. 2(a) as a function of \( \eta_{L,R} T_R / \eta_R T_L \) in log scale, while shown in Fig. 2(b) as a function of \( T_L \) and \( T_R \) in log scale for balanced losses, i.e., \( \eta_L = \eta_R \). They clearly show that more energy needs to be injected into a more lossy signal mode to keep the optimal intensity balance between the signal modes, written as

\[
N_L : N_R = \sqrt{\frac{T_L}{\eta_L}} : \sqrt{\frac{T_R}{\eta_R}}.
\]

(20)

In most cases, the difference in transmission between LCP and RCP light is extremely small and in good approximation it can be assumed that they are close to equal, i.e., \( T_j = T_k \).

Provided losses are balanced \( \eta_j = \eta_k \), the same amount of energies, i.e., \( N_L = N_R \), would be to a very good approximation, the optimal choice in a classical sensing scheme, for which \( \text{Var}(\Gamma_-)_{\text{coh}}^{\text{opt}} = 4T / \eta N_{\text{tot}} \) with \( T \equiv T_{L,R} \) and \( \eta \equiv \eta_{L,R} \).

In cases where the two transmittances cannot be assumed to be equal, our findings can be combined with an adaptive scheme [64, 65]. There, the input energies between LCP and RCP modes are adjusted in real-time, based on a prior information about the parameter being updated over repetition of the measurement.

One could consider an ancilla-assisted configuration with classically correlated coherent state input that can be written as

\[
\hat{\rho}_{\text{coh}} = \int \rho(\alpha_L, \alpha_R, \alpha_A) |\alpha_L, \alpha_R, \alpha_A\rangle \langle \alpha_L, \alpha_R, \alpha_A| \text{d} \alpha_L \text{d} \alpha_R \text{d} \alpha_A,
\]

(21)

with \( \text{Tr}[\hat{\rho}_{\text{coh}}] = N_j \). Applying the convexity of the QFIM [66], one can prove that the QCR bound to be obtained for the input of Eq. (21) is always equal to or greater than the CB of Eq. (19).

Therefore, neither ancillary modes nor classical correlation are useful here.

### B. Ultimate quantum limit

Let us now derive the UQL on the estimation uncertainty of the TCD parameter \( \Gamma_- \). When \( \eta_{L,R} = 1 \), the maximum QFIM for two intensity parameters \( (T_L, T_R) \), optimized over all input states, has been found in Ref. [67] and can be written as

\[
H_{\text{max}} = \text{diag} \left( \frac{N_L}{T_L(1 - T_L)}, \frac{N_R}{T_R(1 - T_R)} \right).
\]

(22)

It has been shown that the QCR bound associated with \( H_{\text{max}}^{\text{lossless}} \) can be achieved in general by so-called number-diagonal signal states in ancilla-assisted scheme [67] or by Fock state input without ancilla modes when \( N_L \) and \( N_R \) are integers [68].

In the presence of loss (i.e., \( \eta_{L,R} \neq 1 \)), the SLD operators \( \hat{L}_j \) for Eq. (22) is modified to \( \hat{S}_j \), written as (see Appendix B for details)

\[
\hat{S}_j = \eta_j \hat{L}_j,
\]

(23)

for \( j \in \{L, R\} \). This leads \( H_{\text{max}}^{\text{lossless}} \) of Eq. (22) to be written as

\[
H_{\text{max}} = \text{diag} \left( \frac{\eta_j N_j}{T_j(1 - \eta_j T_j)}, \frac{\eta_j N_R}{T_R(1 - \eta_R T_R)} \right).
\]

(24)
This is the maximum QFIM for two intensity parameters \((T_L, T_R)\) in the presence of loss. It is clear that \(\mathbf{H}_{\text{max}} \rightarrow 0\) as \(\eta_{LR} \rightarrow 0\).

The UQL to the estimation uncertainty \(\text{Var}(\Gamma_\text{opt})\) can be readily obtained by substituting Eq. (24) into Eq. (12), resulting in

\[
\text{Var}(\Gamma_-)_{\text{UQL}} = \frac{T_L(1 - \eta_L T_L)}{\eta_L N_L} + \frac{T_R(1 - \eta_R T_R)}{\eta_R N_R}. \tag{25}
\]

This is the UQL to the estimation uncertainty or equivalently the precision of CD sensing for arbitrarily given \(N_L\) and \(N_R\). The SLD operator \(\hat{L}_-\) for the parameter \(\Gamma_-\) is obtained by using Eq. (7) and

\[
\frac{\partial \rho_T}{\partial t} = \frac{1}{2} \left( \hat{L}_- \rho_T + \rho_T \hat{L}_- \right). \tag{26}
\]

It can thus be shown to be

\[
\hat{L}_- = \frac{1}{2} \left( \hat{S}_L - \hat{S}_R \right). \tag{27}
\]

One can easily show that the optimal ratio \(r_{\text{opt}}\) that minimizes \(\text{Var}(\Gamma_-)_{\text{UQL}}\) of Eq. (25) can be written as

\[
r_{\text{opt}} = \frac{1}{1 + \sqrt{\frac{\eta_L N_L}{\eta_R N_R}}}. \tag{28}
\]

for which

\[
\text{Var}(\Gamma_-)_{\text{UQL}}^{\text{opt}} = \frac{1}{N_{\text{tot}}} \left( \frac{T_L(1 - \eta_L T_L)}{\eta_L} + \frac{T_R(1 - \eta_R T_R)}{\eta_R} \right)^2. \tag{29}
\]

This is the UQL to the precision of CD sensing for the optimal ratio between \(N_L\) and \(N_R\). It is obtained by the optimal input whose signal modes satisfying the optimal intensity ratio of Eq. (28) and the optimal measurement setting. The UQL applies to both cases with and without ancillary modes. Furthermore, the optimal schemes for scenarios without excess loss found in Ref. [67] can be used to reach the UQL of Eq. (29) in lossy scenarios.

Comparing the UQL of Eq. (29) with the CB of Eq. (19), one can see that the quantum enhancement is achieved by the factors of \((1 - \eta_L T_L)\) and \((1 - \eta_R T_R)\) in the numerator of the respective terms, but diminishes with loss, i.e., as \(\eta_{LR} \rightarrow 0\). Note that both QCR bounds of Eqs. (19) and (29) scale with \(N_{\text{tot}}\), i.e., following the shot-noise scaling in terms of the total energy \(N_{\text{tot}}\), as in the single loss parameter estimation case [68]. The optimal ratio \(r_{\text{opt}}\) of Eq. (28) exhibits the same behavior as shown in Figs. 4a and b, but with \(\eta_L T_L(1 - \eta_R T_R)\eta_L T_L(1 - \eta_L T_L)\) and \(x_j = T_j(1 - \eta_j T_j)\) for \(j = L, R\), respectively. The optimal ratio \(r_{\text{opt}}\) can also be understood as the optimal balance of the average intensities between the LCP and RCP modes, written as

\[
N_L : N_R = \sqrt{\frac{T_L(1 - \eta_L T_L)}{\eta_L}} : \frac{T_R(1 - \eta_R T_R)}{\eta_R}. \tag{30}
\]

Again, in most cases, \(T_j \approx T_k\) and \(\eta_j \approx \eta_k\), so the same amount of energies, i.e., \(N_L = N_R\), would be the optimal choice in the ultimate CD sensing scheme, for which \(\text{Var}(\Gamma_-)_{\text{UQL}}^{\text{opt}} = 4T(1 - \eta T)^5 N_{\text{tot}}\) with \(T = T_{LR}\) and \(\eta \equiv \eta_{LR}\). In this case, the quantum enhancement of the UQL as compared to the CB can be quantified by the ratio defined as

\[
\frac{\text{Var}(\Gamma_-)_{\text{UQL}}^{\text{opt}}}{\text{Var}(\Gamma_-)_{\text{opt}}} = \frac{1}{1 - \eta T}. \tag{31}
\]

Note that this enhancement factor diverges as \(\eta T \rightarrow 1\), so the infinite-fold enhancement can be in principle achieved or a huge quantum enhancement can be exploited in well-controlled situations. The enhancement is degraded as \(\eta\) decreases in lossy cases, e.g., the maximal enhancement is only two-fold for \(\eta = 0.5\). The enhancement factor is presented in Fig. 3a as a function of transmittance \(T\) for \(\eta = 1, 0.8, \) and 0.5. It clearly shows that the quantum enhancement is sensitive to the loss parameter \(\eta\), so reducing the loss in a sensing setup is crucial to increase the quantum enhancement for a given \(T_L \approx T_R = T\) in CD sensing. We, nevertheless, stress that the quantum enhancement factor is always greater than unity unless either \(\eta\) or \(T\) is zero. Figure 3b shows an overall quantum enhancement in terms of arbitrary \(T_L\) and \(T_R\) for balanced loss \(\eta = 0.8\) chosen as an example.

### C. Fock state input

We now show that the Fock state input \(|N_L\rangle|N_R\rangle\) without using ancillary modes can achieve the UQL. Through the beam splitter transformation of Eq. (1), the output state can be written as

\[
\rho_{\text{Fock}} = \sum_{m_L, m_R} p(m_L, m_R | T) |m_L, m_R\rangle \langle m_L, m_R|, \tag{32}
\]

where

\[
p(m_L, m_R | T) = \prod_{j=L,R} \left( \frac{N_j}{m_j} \right) (\eta_j T_j)^m (1 - \eta_j T_j)^{N_j - m}. \tag{33}
\]

With this, one can show that the QFIM is equal to \(\mathbf{H}_{\text{max}}\) of Eq. (24), finally achieving the UQL of Eq. (29) when the photon numbers \(N_L\) and \(N_R\) follow the optimal ratio of Eq. (30).
Therefore, Fock state input $|N_L⟩|N_R⟩$ is the optimal state to reach the UQL to the precision in CD sensing. The UQL is inversely proportional to the total average photon number $N_{tot}$, so it is recommended to increase the total intensity of an input state while keeping the optimal ratio of Eq. (30). However, large Fock states with $N_j ≥ 1$ cannot be readily generated with current technology [69–71]. As shown in Ref. [65], an alternative way is to use $N_j$ single-photons [72–74], which also leads to the UQL on the precision of CD sensing.

### D. Twin-beam input

Another useful quantum source of light is the so-called twin-beam. They have widely been used in many applications including quantum imaging [75], quantum illumination [76–79], and quantum sensing [80] due to the strong photon number correlation [81–84]. The twin-beam state can be generated from a spontaneous parametric down conversion process [85–87] and is formally written as the two-mode squeezed vacuum (TMSV) state, $|\text{TMSV}⟩ = S_2(\xi,\theta)|00⟩$ with the two-mode squeezing operator $S_2(\xi,\theta) = \exp[\xi^∗a^†b – \xi a^†b^†]|00⟩$ for $\xi = re^{i\theta}$ with $(r,\theta) ∈ \mathbb{R}$. As shown below, such TMSV states or twin-beams can be used for CD sensing in two ways.

First, let us consider CD sensing scheme using two TMSV states $|\text{TMSV}⟩ \otimes |\text{TMSV}⟩$ in an ancilla-assisted configuration. Let us assume that the respective signal modes of the TSMV states are sent to LCP and RCP mode, while their respective ancillary modes are held losslessly. Such a setting has been shown to achieve the QFIM of Eq. (22) for $(T_L, T_R)$ in the absence of additional loss [69]. The analysis in Section IIIB implies that the same setting can be used to achieve the UQL of Eq. (29) when the average intensities of the signal states of the two TMSV states satisfy the optimal ratio of Eq. (30). Therefore, the twin-beam input is the optimal state to reach the UQL to the precision in CD sensing in an ancilla-assisted configuration. One can find other optimal states in ancilla-assisted scheme according to the analysis in Ref. [67].

A second way to use the TMSV state input is to inject the two modes of a single TMSV state into LCP and RCP modes, respectively. Note that ancillary modes are not considered in such direct sensing scheme and $N_L = N_R = \sinh^2 r \equiv N$ is an intrinsic feature of the twin-beam state. The output state $\hat{\rho}_T$ can be obtained by using the input-output relation of Eq. (1) for the input state $|\text{TMSV}⟩$. In this particular case, analytical calculation of the QFIM using SLD operators is tricky, so we use the quantum fidelity of Eq. (11) that can be calculated more easily using a closed expression [88–89]. Leaving all the technical details to Appendix C, we finally have the QFIM written as

$$H_{jj} = \frac{\chi_{jj}p_jN}{T_j(1 - \eta_jT_j)},$$  

$$H_{jk} = \frac{-\eta_j\eta_kN(N + 1)}{1 + \eta_jT_j(1 - \eta_kT_k)N + \eta_kT_k(1 - \eta_jT_j)N},$$

with

$$\chi_{jj} = \frac{1 - \eta_jT_j(1 - \eta_jT_j) + \eta_jT_j(1 - \eta_jT_j)N}{1 + \eta_jT_j(1 - \eta_jT_j)N + \eta_jT_j(1 - \eta_jT_j)N}. \tag{36}$$

where $j \neq k \in \{L, R\}$, $j = R$ if $j = L$, and vice versa.

In comparison with the QFIM of Eq. (24), the diagonal element $H_{jj}$ of Eq. (34) contains the additional factor $\chi_{jj}$ coming from the correlation between the signal modes. One can show that $0 ≤ \chi_{jk} ≤ 1$ holds, where the upper bound is reached when $\eta_jT_j = 0$ or $\eta_kT_k = 1$, while the lower bound is obtained when $\eta_jT_j = 1$ and $\eta_kT_k = 0$. The QCR bound for the estimation uncertainty $\text{Var}(\Gamma_\text{TMSV})$ can thus be written in terms of Eqs. (34) and (35) as

$$\text{Var}(\Gamma_\text{TMSV}) = \frac{H_{LL} + H_{RR} + H_{LR} + H_{RL}}{H_{LL}H_{RR} - H_{LR}H_{RL}}. \tag{37}$$

It can be easily shown that the use of a TMSV state input in direct sensing scheme cannot achieve the UQL to the precision of CD sensing. However, one can find that the QCR bound $\text{Var}(\Gamma_\text{TMSV})$ of Eq. (37) becomes similar to the UQL at some regimes of parameters, which we elaborate on in more details below.

For comparison of $\text{Var}(\Gamma_\text{TMSV})$ with the other cases, let us set $N_{tot} = 2N = 2$ and $\eta_L = \eta_R = 0.8$ as example without loss of generality. In Fig. 4(a), we show the quantum enhancement $\text{Var}(\Gamma_\text{TMSV})^\text{opt}/\text{Var}(\Gamma_\text{TMSV})$ limited to only the presented region. Such a beneficial region depends on the values of $N$ and $\eta_L(\eta_R)$, but in a particular region of interest for CD sensing, i.e., when $T_L ≈ T_R$, the enhancement is always present and significant. More interestingly and clearly, it can be shown that $\text{Var}(\Gamma_\text{TMSV}) = \text{Var}(\Gamma_\text{TMSV})^\text{opt}$ holds up to the first-order in $\delta T$ for $T_R = T_L + \delta T$ when losses are equally balanced $\eta_L = \eta_R$. Such a feature is evidently shown in Figs. 4(a) and (b) around the region where $T_L ≈ T_R$. This indicates that in most cases when $T_L$ and $T_R$ can be assumed in good approximation as equal, one can use the direct sensing scheme with the TMSV state input as a practical scheme. The use of TMSV state input also promises quantum enhancement for any value of $T ≡ T_L = T_R$, as already shown in Fig. 3. This is an important finding as it opens a practical path towards exploiting of practical quantum resources in realistic CD sensing.

It is worth discussing the role of the average photon number $N$ in $\text{Var}(\Gamma_\text{TMSV})$. A noticeable behavior is revealed in the limit of large $N$. Both $\text{Var}(\Gamma_\text{UQL})^\text{opt}$ and $\text{Var}(\Gamma_\text{coh})^\text{opt}$ ap-

![FIG. 4. (a) Quantum enhancement $\text{Var}(\Gamma_\text{TMSV})^\text{opt}/\text{Var}(\Gamma_\text{TMSV})$ in terms of $T_L$ and $T_R$ for balanced losses $\eta = 0.8$. (b) The normalized difference between $\text{Var}(\Gamma_\text{TMSV})$ and $\text{Var}(\Gamma_\text{UQL})^\text{opt}$ for $\eta = 0.8$. Here, $N_{tot} = 2$ is assumed as an example.](image-url)
proach zero as $N \to \infty$, whereas $\text{Var}(\Gamma_-)_{\text{TMSV}}$ becomes

$$\text{Var}(\Gamma_-)_{\text{TMSV}}|_{N \to \infty} = \frac{(T_L - T_R)^2(1 - \eta_R T_L)(1 - \eta_L T_R)}{1 + \eta_R T_L(1 - \eta_R T_R) + \eta_L T_R(1 - \eta_L T_L)}.$$  

(38)

This implies that the use of the TMSV state input outperforms the CB only when $T_L \approx T_R$ or $N$ is small. In other words, as $N$ is reduced, the beneficial region in Fig. 4(c) becomes wider, but never covers the entire region. This means that no quantum enhancement is obtained when either $T_L$ or $T_R$ is too small even in the limit $N \to 0$. Such a region is of course not of much interest for CD sensing, but could be significant for other applications.

E. Signal-to-noise ratio

For an estimator of $\hat{\Gamma}_-$, one can define the signal-to-noise ratio of an estimate $\Gamma_-$ as

$$\text{SNR} = \frac{(\hat{\Gamma}_-)^2}{\text{Var}(\Gamma_-)},$$  

(39)

where $(\hat{\Gamma}_-)^2 = \Gamma_-^2$ for an unbiased estimator. Using Eq. (12), one can easily show that for a given input state the SNR is upper bounded as

$$\text{SNR} \leq \frac{\Gamma_-^2}{\text{Var}(\Gamma_-)_{\text{QCR}}},$$  

(40)

where $\text{Var}(\Gamma_-)_{\text{QCR}}$ is the QCR bound to $\text{Var}(\Gamma_-)$. This shows that the upper bound of SNR becomes higher by increasing $\Gamma_-$ while decreasing $\text{Var}(\Gamma_-)_{\text{QCR}}$. In other words, precise sensing with small $\text{Var}(\Gamma_-)_{\text{QCR}}$ yields high SNR, but its inverse does not hold. This implies that assessment of CD sensing in terms of SNR does not guarantee precise estimation of CD or TCD parameter. The equality in Eq. (40) can be saturated when the optimal measurement setting and the optimal estimator are used for a given state. A similar SNR inequality for a single parameter estimation has also been discussed in Ref. 48.

IV. MEASUREMENTS ACHIEVING THE ULTIMATE QUANTUM LIMIT

Let us now consider particular measurement settings to examine if the CR bound reaches the QCR bound for individual cases. In this work we employ direct detection measurements at each output port in Fig. 1(b), which measures the intensities of the transmitted signal modes through a chiral medium and ancillary modes having been kept unaltered. In particular, a PNRD measurement yields the multi-dimensional photon number distribution for the measurement outcomes $m$ drawn from the underlying conditional probability $p(m_{L}, m_{R}|T)$.

A. Coherent state input

For a coherent state input in a direct sensing configuration, the output state is given as Eq. (13) and the probability distribution of detecting $m_{L}$ and $m_{R}$ photons at the respective output ports is written as

$$p(m_{L}, m_{R}|T) = \prod_{j=L,R} e^{-\eta_j T_j N_j} \frac{(\eta_j T_j N_j)^{m_j}}{m_j!}.$$  

(41)

Using Eq. 4, one can show that the FIM with Eq. 41 is the same as the QFIM of Eq. 16, implying that the PNRD is the optimal measurement setting to reach the optimal classical bound of Eq. 17 when $N_L$ and $N_R$ are arbitrary chosen or the CB of Eq. 19 when the optimal ratio between $N_L$ and $N_R$ is chosen.

B. Fock state input

For a Fock state input without ancillary modes, the output state of Eq. (33) is diagonalized over the photon number states $\{|m_{L}, m_{R}\rangle\}$. It is clear that the diagonalized basis is independent of the parameter $T$, so the second term in Eq. (8) vanishes and consequently the FIM of Eq. (4) is the same as the QFIM of Eq. (24). This indicates that the PNRD offers the optimal measurement setting for the case using Fock state inputs. The optimality of the PNRD can also be proved from the fact that the eigenstates of the corresponding SLD operator are the photon number states $\{|m_{L}, m_{R}\}$ [48, 90].

When multiple single photons are used [68] instead of large Fock states that are yet unavailable with current technology [72–74], we can use, instead of PNRD, single-photon detectors which are a well-established technology [91]. This achieves the UQL.

C. Twin-beam input

When using twin-beams in ancilla-assisted scheme, the QFIM of Eq. (22) has been shown to be achievable by performing PNRD in all the four modes, i.e., two signal and two ancillary modes [67]. As explained previously, such optimality of the measurement scheme also carries over to the measurement of CD in the presence of loss, consequently achieving the UQL.

To reach the same bound, one can use $M = N/n$ copies of weakly squeezed TMSVs with the average photon number of $n \ll 1$ on each mode and perform direct detection on each two-mode output state [67]. Apart from placing less demands on high squeezing required in the twin-beam, weak fields with $n \ll 1$ allow us to perform, instead of PNRD, single-photon detection [91].

For direct sensing scheme with a TMSV state input, the output state is a mixed state and not diagonalized over the photon number states. The photon number distribution of the output state is given as

$$p(m_{L}, m_{R}|T) = \sum_{n=0}^{\infty} \frac{N^n}{(N+1)^{n+1}} \prod_{j=L,R} f_j(n),$$  

(42)

where $f_j(n) = \binom{n}{m_j}(\eta_j T_j)^{m_j}(1 - \eta_j T_j)^{n-m_j}$. In this case, we numerically calculate the $F$ of Eq. (4), which gives rise to the CR bound. The latter is compared with the QCR
bound $\text{Var}(\Gamma_-)_{\text{TMSV}}$ and the UQL $\text{Var}(\Gamma_-)_{\text{UQL}}$ for balanced losses $\eta = 0.8$ chosen as an example. They are shown in Figs. 5(a) and (b), respectively. The CR bound is not generally the same as the QCR bound $\text{Var}(\Gamma_-)_{\text{TMSV}}$, but they become extremely similar when $T_L$ and $T_R$ are close to each other, as shown in Fig. 5(a). This indicates that the CR bound can also be similar the UQL $\text{Var}(\Gamma_-)_{\text{UQL}}$ in the region where $T_L \approx T_R$. The latter behavior is evident in Fig. 5(b). Essentially, one can show that the CR bound becomes exactly the same as the other two bounds when $T_L = T_R$. This means that one can use the direct sensing scheme with the twin-beam state input and PNRD as a practically optimal scheme for CD sensing when $T_L \approx T_R$ can be assumed and losses are balanced.

V. CONCLUSION

We have obtained the UQL on the precision of CD sensing and identified the optimal CD sensing schemes to achieve it. With the optimal schemes studied in this work, a significant quantum enhancement has been shown to be achievable even in the presence of loss. For most samples of chiral media being analyzed by CD measurement, the difference between the transmittance parameters $T_L$ and $T_R$ is very small. For such usual cases, we have proposed a practical CD sensing scheme to reach nearly the UQL, which requires only to use the twin-beam state as an input and to perform PNRD at the two signal modes.

The formalism we have used in this work can be immediately applied to linear dichroism sensing [43, 44] or magnetic CD [45, 46]. The role of entanglement would be more significant when polarization conversion starts to be involved [47, 48], which was not considered in this work. The CD usually occurs in units of a single photon, which enabled us to model CD by linear beam splitters. However, it may occur in units of two photons, called two-photon CD (TPCD) [49, 50]. The latter needs to be modeled by non-linear beam splitters, where transmission takes place in units of two photons. It would be interesting to study optimal TPCD sensing schemes with quantum light. CD sensing with plasmonic chiral structures are often studied [97, 98], for which the technique studied in this work can cooperate with the recently developed quantum plasmonic sensing techniques [98, 100].

ACKNOWLEDGMENTS

C.L. thanks Xavier Garcia-Santiago for useful discussion. This work was partially supported by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germanys Excellence Strategy via the Excellence Cluster 3D Matter Made to Order (EXC-2082/1 390761711) and by the VIRTMAT project at KIT. R.N. and M.G. are supported by the National Research Foundation Singapore (NRF-NRFF2016-02); NRF Singapore and L’Agence Nationale de la Recherche Joint Project (NRF2017-NRFANR004 VanQuTe); Singapore Ministry of Education (MOE2019-T1-002-015); FQXi (FQXi-RFP-IPW-1903).

APPENDIX

Appendix A: QFIM for a coherent state input

The QFIM of Eq. (14) can be rewritten as

$$H_{jk} = 4 \text{Re} \left( \langle \partial_j \Psi_{\text{out}} | \partial_k \Psi_{\text{out}} \rangle - \langle \partial_j \Psi_{\text{out}} | \Psi_{\text{out}} \rangle \langle \Psi_{\text{out}} | \partial_k \Psi_{\text{out}} \rangle \right).$$

(A1)

For the output state of Eq. (13), the derivative is written by

$$\langle \partial_j \Psi_{\text{out}} \rangle = \sqrt{\frac{\eta_j}{4T_j}} (\alpha_j \delta_j^* - \alpha_j^* \delta_j) | \Psi_{\text{out}} \rangle,$$

(A2)

causing that the second term of Eq. (A1) vanishes for all $j, k$. The first term, on the other hand, is shown to be written as

$$H_{jk} = \eta_j N_j \delta_{jk},$$

(A3)

where $\delta_{jk}$ denotes the Kronecker delta. Thus, we have $H$ of Eq. (16) in the main text.

Appendix B: SLD operators

The QFIM of Eq. (22) can be understood as the UQL to estimation of the total transmittance $T_j$ of individual modes, for which the SLD operators are written as

$$\frac{\partial \hat{\rho}}{\partial T_j} = \frac{1}{2} \left( \hat{\rho} \hat{L}_j + \hat{L}_j \hat{\rho} \right).$$

(B1)

Decomposing the total transmittance $T_j = \eta_j T_j$, one can find the SLD operators $\hat{S}_j$ for estimation of $T_j$ as follows.

$$\frac{\partial \hat{\rho}}{\partial T_j} = \frac{\partial T_j}{\partial T_j} \frac{\partial T_j}{\partial \hat{S}_j} \eta_j = \frac{1}{2} \left( \hat{\rho} \hat{S}_j + \hat{S}_j \hat{\rho} \right).$$

(B2)
where $\hat{S}_j = \eta_j \hat{L}_j$. Therefore, we have the QFIM written as

$$H_{jk} = \frac{1}{2} \text{Tr}[\rho (\hat{S}_k \hat{S}_j + \hat{S}_j \hat{S}_k)] = \frac{\eta_j N_j}{T_j (1 - \gamma_j T_j)} \delta_{jk},$$

where $\delta_{jk}$ denotes the Kronecker delta. Thus, we have $H_{\text{max}}$ of Eq. (24) in the main text and this is the modified UQL to estimation of $T_j$ in the presence of loss.

**Appendix C: Quantum fidelity**

For a TMSV state input, the output state $\rho_T$ can be characterized by only the second-order moments, i.e., the covariance matrix $V$ [101, 102]. Using the analytical form of quantum fidelity that has been found for covariance matrices [88, 89], one can readily calculate the quantum fidelity for the TMSV state input.

The covariance matrix $V$ is defined by $V_{jk} = \text{Tr}[\rho_T (\hat{Q}_j - d_j, \hat{Q}_k - d_k)/2]$, where $\{\hat{A}, \hat{B}\} \equiv \hat{A}\hat{B} + \hat{B}\hat{A}$ and $d_j = \text{Tr}[\rho_T \hat{Q}_j]$. Here, $\hat{Q}$ denotes a quadrature operator vector for a two-mode continuous variable quantum system and written as $\hat{Q} = (\hat{x}_1, \hat{p}_1, \hat{x}_2, \hat{p}_2)^T$ satisfying the canonical commutation relation, $[\hat{Q}_j, \hat{Q}_k] = i\Omega_{jk}$, where $\Omega = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \otimes I_2$ and $I_n$ is the $n \times n$ identity matrix.

For the output state $\rho_T$ for the TMSV state input, it can be shown that $d = (0, 0, 0, 0)^T$, while

$$V(T) = \begin{pmatrix} v_1 & 0 & -v_3 & 0 \\ 0 & v_1 & 0 & v_3 \\ -v_3 & 0 & v_2 & 0 \\ 0 & v_3 & 0 & v_2 \end{pmatrix}$$

where

$$v_1 = \frac{1}{2} + \gamma_k T_L \sin^2 r,$$

$$v_2 = \frac{1}{2} + \gamma_k T_R \sin^2 r,$$

$$v_3 = \frac{1}{2} \sqrt{\gamma_k \gamma_R T_L T_R \sin 2r},$$

where $\gamma = \text{det}(V_1 + V_2)$, $\gamma = 16 \text{det}(\Omega V_1 \Omega V_2 - \mathbb{I}_4)/4$, $\lambda = 16 \text{det}(V_1 + i\Omega/2)\text{det}(V_2 + i\Omega/2)$.

Upon with the above formalism and analytical form of the quantum fidelity, one can thus derive the QFIM of Eqs. (34) and (35) in the main text.
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