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We present an alternative route to investigate quantum forces in a cavity, for both a free scalar field and a free fermionic field. Considering a generalized Matsubara procedure, we compute the quantum pressure on the boundaries of a compactified space in a thermal bath. Also, considering both periodic and antiperiodic boundary conditions in the cavity, we discuss the attractive or repulsive character of the quantum forces. Our results highlight the relevance and interdisciplinarity of the generalized Matsubara procedure as a theoretical platform to manage quantum phenomena in nontrivial topologies.

I. INTRODUCTION

Quantum forces emerge as a macroscopic manifestation of the existence of quantum vacuum fluctuations. Perhaps, the so-called Casimir forces, originally described as the attraction of two conducting, neutral plates in a vacuum, induced by changes in the zero-point energy of the electromagnetic field [1], represent the most popularized among them (see Refs. [2–11] for more details on theoretical and experimental aspects of the Casimir Physics).

The understanding of the sign of the Casimir force, that is, whether it is attractive or repulsive, plays a significant role in the specialized literature. In the initially studied models, the force was purely attractive, and this was suggested as one critical aspect of the stability of matter. However, later on, this was discarded because the force turns out to be repulsive in spherical geometry, as shown by Ref. [49]. Over the last decades, many studies indicated that the sign of the Casimir force is related to the choice of boundary conditions rather than the physical model under investigation (for an extensive list of references see Refs. [50, 51]).

In the past decades, one suggested path to investigate nontrivial topologies is to employ the methodology of quantum field theories on toroidal topologies [38, 40]. This method allows us to study both thermal and finite-size effects on a wide range of applications: spontaneous symmetry breaking [12], second-order phase transitions in superconducting films, wires, and grains [13–15], finite-size effects in the presence of magnetic fields, finite chemical potential in first-order phase transitions [16], the Casimir effect [17–28] and related phenomena [29–31] and other quantum effects [32–34].

From finite-temperature field theory, it is well-known that one way to introduce thermal effects is to consider the imaginary-time Matsubara formalism. As the name suggests, we impose that the dimension related to imaginary time (Wick-rotated variable, so we are in Euclidean ‘space-time’ instead of Minkowski space-time) has a finite extension $\beta = 1/T$, with a periodic (antiperiodic) boundary condition for bosons (fermions) as imposed by the KMS condition [38]. This procedure was later on extended by Birrell and Ford [36] to describe field theories in spaces with finite geometries and has been generalized to what came to be known as quantum field theories on toroidal topologies [12, 34, 37–40]. This procedure can also be called a generalized Matsubara formalism.

In general, this technique consists in considering quantum field defined on $D$ Euclidean dimensions with $d$ of them $(1 \leq d \leq D)$ compactified with a characteristic length. The compactification is introduced through the imposition of boundary conditions on the components of the fields. One of these dimensions is compactified in a circumference of length $\beta = 1/T$ and the boundary conditions are restricted by the KMS condition to be periodic or antiperiodic, depending on the statistics of the field. The compactified spatial dimensions are restricted to a characteristic length $L_i$ ($i = 1, \ldots, d – 1$) and can be interpreted as boundaries of the Euclidean space. In the special case where we impose periodic boundary conditions the topology of the space is of the type $(S^1)^d \times \mathbb{R}^{D-d}$ [38, 40].

Here, we propose an alternative method to obtain quantum forces in nontrivial topologies, by employing the generalized Matsubara formalism. We start with the so-called “local formulation”, introduced in [41], in which the pressure is associated with the $(3,3)$-component of the energy-momentum tensor. Then we employ a general formalism of field theories on toroidal spaces as in Ref. [40]. This methodology, valid for several simultaneously compactified dimensions follows the method originally used by Elizalde and Romeo [42, 43] for the computation of the Casimir energy. The generalization to an arbitrary number of compactified dimensions is useful, for instance, for thermal field theories with a finite spatial extension. For example, a unified approach for Casimir cavities in a thermal bath requires that both imaginary-time dimension and a spatial one are compactified.

We stress that during this paper our computation with the toroidal formalism implements by construction periodic and/or antiperiodic boundary conditions. For the imaginary time (circumference of length $\beta = 1/T$) we use periodic boundary conditions for bosons and antiperiodic boundary conditions for fermions. While for the third spatial coordinate (circumference of length $L$) we can em-
ploy both. Moreover, we can obtain results from other boundary conditions using the information from periodic ones \cite{40,52}. For instance, the pressure for Dirichlet boundary conditions (much studied in the literature) for parallel planes at distance \(a\) (Ref. \cite{41}) is recovered from the pressure for periodic boundary conditions for parallel planes at a distance \(L = 2a\).

The paper is organized as follows. In the next section, we link the quantum pressure to the vacuum expectation value of the energy-momentum tensor for both a scalar and fermionic field in \(D\) dimensions of the Euclidean space. In subsection II A we use the point-splitting technique and rewrite the energy-momentum tensor in terms of the free scalar propagator in Fourier space. In subsection II B we obtain a corresponding expression for the quantum pressure in a cavity (when one of the spatial dimensions is compactified with a finite extension). The computation of the quantum vacuum pressure follows a path similar to that of the Elizalde–Romeo method \cite{42}, leading to a well-known result from the literature. In section III we compute the Casimir pressure in a cavity in the presence of a thermal bath. This can also be compared with results found in the literature obtained from other techniques. We also exhibit, see Fig. 4, the leading to a well-known result from the literature. In section IV we repeat the computation for a fermionic model and also obtain a cross-over between an attractive and a repulsive scenario. In section V we present our final comments. Throughout this paper, we consider \(h = c = k_B = 1\).

II. A SCALAR FIELD MODEL

A. Energy-momentum tensor for scalar fields

We start by writing the Euclidean Lagrangian for both a free scalar field and a free fermionic field in a \(D\)-dimensional space,

\[ \mathcal{L}^\text{scalar}_E = \frac{1}{2} (\partial_{\mu} \phi)^2 + \frac{1}{2} m^2 \phi^2, \]

\[ \mathcal{L}^\text{fermion}_E = \partial_{\mu} \bar{\psi} \gamma^{\mu} \psi + m \bar{\psi} \psi, \]

where \(m\) is the mass of the quanta of the field. To simplify notation we use the same mass for both the scalar and the fermionic fields. With the help of the point-splitting technique, the vacuum expectation value of the canonical energy-momentum tensor \(T_{\mu\nu}\) can be written as \cite{40},

\[ T_{\mu\nu} = \langle 0 | T_{\mu\nu} | 0 \rangle \]

\[ = \lim_{x' \to x} \mathcal{O}^\text{scalar}_{\mu\nu}(x, x') \langle 0 | T \{ \phi(x) \phi(x') \} | 0 \rangle, \]

\[ T_{\mu\nu}^\text{fermion} = \]

\[ \langle 0 | T \bar{\psi}(x) \gamma^\mu \psi(x') \{ x, x' \} | 0 \rangle, \]

where \(T\) denotes the time-ordered product of field operators, \(\text{tr}\) is a trace over the internal indices of the spinor, and \(\mathcal{O}_{\mu\nu}(x, x')\) is a differential operator given by \cite{40},

\[ \mathcal{O}^\text{scalar}_{\mu\nu}(x, x') = \partial_{\mu} \partial'_{\nu} - \frac{1}{2} \delta_{\mu\nu} (\partial_{\sigma} \partial'_{\sigma} + m^2), \]

\[ = \frac{1}{4} (\gamma^E_{\mu} \partial_{\nu} - \partial_{\mu} \gamma^E_{\nu}) + \gamma^E_{\mu} (\partial'_{\mu} - \partial_{\mu}), \]

where \(\partial_{\mu}\) and \(\partial'_{\mu}\) are derivatives acting on \(x^\mu\) and \(x'^\mu\), respectively. \(\delta_{\mu\nu}\) represents the components of the metric tensor of the Euclidean space (Kronecker delta) and \(\gamma^E_{\mu}\) are the Euclidean Dirac matrices \cite{47}. Defining the Euclidean Green function of the scalar field as \(G(x - x') = \langle 0 | T \phi(x) \phi(x') | 0 \rangle\), we obtain

\[ T_{\mu\nu}^\text{scalar} = \lim_{x' \to x} \mathcal{O}^\text{scalar}_{\mu\nu}(x, x') G(x - x'). \]

Considering the Fourier integral of the Euclidean Green function in momentum space,

\[ G(x - x') = \int_{-\infty}^{\infty} \frac{d^D k}{(2\pi)^D} \frac{1}{k^2 + m^2} e^{ik(x - x')}, \]

where \(k\) and \(x\) are \(D\)-dimensional vectors, we are able to rewrite the vacuum expectation value of the energy-momentum tensor in Eq. (4) as

\[ T_{\mu\nu} = \int_{-\infty}^{\infty} \frac{d^D k}{(2\pi)^D} \left[ \frac{k_{\mu} k_{\nu}}{k^2 + m^2} - \frac{1}{2} \delta_{\mu\nu} \right]. \]

In the fermionic scenario we define the Euclidean Green function as \(S(x - x') = \langle 0 | T \bar{\psi}(x) \gamma^\mu \psi(x') \{ x, x' \} | 0 \rangle\). Which can be written in terms of the Green function for the scalar field,

\[ S(x - x') = (\gamma^E_{\mu} \partial^x + m) G(x - x'), \]

therefore we obtain that the vacuum expectation value for the fermionic energy-momentum tensor is

\[ T_{\mu\nu}^\text{fermion} = \int_{-\infty}^{\infty} \frac{d^D k}{(2\pi)^D} \left[ \frac{N k_{\mu} k_{\nu}}{k^2 + m^2} \right]. \]

Here we used that \(\text{tr} (\gamma^E_{\mu} \gamma^E_{\nu}) = (1/2) \text{tr} \gamma^E_{\mu} \gamma^E_{\nu} = (1/2) \delta_{\mu\nu} \text{trI} = N \delta_{\mu\nu}\), where \(N = 2^{D/2}\) is the size of the gamma matrix.

It is sufficient to consider the 33-component of the energy-momentum tensor to obtain the quantum force per unit area resulting from a topological constraint imposed by periodic boundary conditions on the field at the parallel planes (taken as infinite planes) separated by a fixed distance \(L\) in the \(x_3\)-direction. From Eq. (6) and Eq. (8), it is straightforward to write the bulk expression

\[ T_{33}^\text{scalar} = \frac{1}{2} \int_{-\infty}^{\infty} \frac{d^D k}{(2\pi)^D} \left[ \frac{k_3^2 - (k_3^2 + m^2)}{k_3^2 + k_1^2 + m^2} \right]. \]
\[ \tau_{33} = 2^{1/D/2} \int_{-\infty}^{\infty} \frac{d^Dk}{(2\pi)^D} \left[ \frac{k^2}{k^2 + k^2_\perp + m^2} \right], \]  

where \( k^2 = k^2_\parallel + k^2_\perp \), and \( k_\perp \) refers to the \((D - 1)\)-dimensional vector component orthogonal to the 3-direction in Fourier space.

### B. Quantum vacuum pressure in toroidal space - scalar field

In this section, we investigate the Casimir pressure for the particular case of just one compactified spatial dimension \((d = 1)\). We restrict ourselves to the scalar scenario and discuss the fermionic model in Sec. IV. Let us call \( \tau_{33,c} \) the response of vacuum fluctuations on the plates, viewed as a topological constraint. We perform this using the compactification of just one spatial dimension. To obtain the Casimir pressure that acts on the boundary of the compactified space, we shall use the generalized Matsubara formalism, which is the original contribution of the present manuscript. Basically, in the general case, the technique consists of the replacement of integrals in momentum space by sums, namely,

\[ \int \frac{dk_j}{2\pi} \to \frac{1}{L_j} \sum_{n_j = -\infty}^{+\infty} \]

where the index \( j \) assumes the values \( j = 1, 2, \ldots, D - 1 \), the momentum coordinate \( k_j \) exhibits discrete values,

\[ k_j = k_{n_j} = \frac{2\pi n_j}{L_j} + \frac{\theta_j \pi}{L_j}, \]

and \( L_j \) refer to the finite extension of each of the \( j \) spatial dimensions (compactification of \( D - 1 \) spatial coordinates). The parameter \( \theta_j \) allows us to consider both periodic \( (\theta_j = 0) \) or antiperiodic \( (\theta_j = 1) \) boundary conditions in space. For practical purposes, let us compactify just the \( x_3 \)-component of the vector \( x \). With these ideas in mind, the generalized Matsubara formalism enables us to substitute the bulk expression of Eq. (9a) with the following one:

\[ \tau_{33,c} = \frac{1}{2L} \sum_{n=-\infty}^{+\infty} \int_{-\infty}^{\infty} \frac{d^{D-1}k_\perp}{(2\pi)^{D-1}} \left[ \frac{k^2_{n,\perp} - (k^2_{\parallel} + m^2)}{k^2_{n,\perp} + k^2_{\parallel} + m^2} \right]. \]

Using well-known results from dimensional regularization techniques, we have

\[ \int_{-\infty}^{\infty} \frac{d^Dk}{(2\pi)^D} \frac{k^2}{[k^2 + b^2]^s} = \frac{1}{(4\pi)^{D/2}} \frac{\Gamma(s - D/2)}{\Gamma(s)} \times \left( \frac{1}{b^2} \right)^{s - D/2}, \]

so that we obtain

\[ \tau_{33,c} = \left\{ f_s(\nu, L) \right\} \sum_{n=-\infty}^{+\infty} \left\{ \left( \frac{a(n + \theta/2)^2 - c^2}{a(n + \theta/2)^2 + c^2} \right)^{\nu} \right. \]

where \( a = L^{-2}, c = m/2\pi, \nu = s - (D - 1)/2, \) and \( f_s(\nu, L) \) a function given by

\[ f_s(\nu, L) = \frac{1}{2L} \frac{1}{(4\pi)^{s-\nu}} \left( \frac{1}{(2\pi)^{2(\nu-1)}} \frac{1}{\Gamma(s)} \right). \]

Adding and subtracting the term \( c^2 \Gamma(\nu) \) to the numerator of the first term on the right-hand side of Eq. (13), we obtain

\[ \tau_{33,c} = \left\{ f_s(\nu, L) \right\} \left( \frac{1}{2L} \frac{1}{(4\pi)^{s-\nu}} \left( \frac{1}{(2\pi)^{2(\nu-1)}} \Gamma(s) \right) \right), \]

where we have used the relation \( \Gamma(\nu) = (\nu - 1) \Gamma(\nu - 1) \). Recalling the general definition of the multidimensional Epstein–Hurwitz zeta function \([42, 44–46]\),

\[ Z_d^2(\nu; a: \theta) = \sum_{n_1, \ldots, n_d = -\infty}^{+\infty} \left( c^2 + \sum_{i=1}^{d} a_i(n_i + \theta_i/2)^2 \right)^{-\nu} \]

In the particular case of one-dimensional compactification \((d = 1)\), the above formula simplifies to

\[ Z_1^2(\nu; a: \theta) = \sum_{n=-\infty}^{+\infty} \left( a(n + \theta/2)^2 + c^2 \right)^{-\nu}. \]

Substituting the previous expression into Eq. (15), the pressure can then be rewritten as

\[ \tau_{33,c} = \left\{ f_s(\nu, L) \right\} \left( \frac{2(\nu - s - 1)}{a(n + \theta/2)^2 + c^2} \right) \sum_{n=-\infty}^{+\infty} \left( \frac{2(\nu - s - 1)}{a(n + \theta/2)^2 + c^2} \right)^{\nu-1} \]

where we have used the relation \( \Gamma(\nu) = (\nu - 1) \Gamma(\nu - 1) \). Recalling the general definition of the multidimensional Epstein–Hurwitz zeta function \([42, 44–46]\),

\[ Z_d^2(\nu; a: \theta) = \sum_{n_1, \ldots, n_d = -\infty}^{+\infty} \left( c^2 + \sum_{i=1}^{d} a_i(n_i + \theta_i/2)^2 \right)^{-\nu} \]

In the particular case of one-dimensional compactification \((d = 1)\), the above formula simplifies to

\[ Z_1^2(\nu; a: \theta) = \sum_{n=-\infty}^{+\infty} \left( a(n + \theta/2)^2 + c^2 \right)^{-\nu}. \]

Substituting the previous expression into Eq. (15), the pressure can then be rewritten as

\[ \tau_{33,c} = \left\{ f_s(\nu, L) \right\} \left[ \frac{2(\nu - s - 1)}{a(n + \theta/2)^2 + c^2} \right] \sum_{n=-\infty}^{+\infty} \left( \frac{2(\nu - s - 1)}{a(n + \theta/2)^2 + c^2} \right)^{\nu-1} \]

Following Ref. [12], these zeta functions can be evaluated on the whole complex plane by means of an analytic continuation along lines similar to those described in Refs.
\[ Z_d^2 (\nu, \mathbf{a}; \theta) = \frac{2\pi^d}{\sqrt{a_1 \cdots a_d}} \Gamma (\nu) \left[ \frac{1}{2\nu - d} \Gamma (\nu - \frac{d}{2}) + 2 \sum_{j=1}^{d} \frac{\pi n_j}{\sqrt{a_j}} \cos (\theta_j \pi n_j) \times K_{\nu - \frac{d}{2}} \left( 2 \pi c \sqrt{a_j} \right) + \cdots \right] + \sum_{n_1, \ldots, n_d=1}^{\infty} \frac{\pi n}{c \sqrt{a}} \cos (\theta \pi n) K_{\nu - \frac{d}{2}} \left( 2 \pi c \sqrt{a} \right) \sum_{i=1}^{d} \frac{n_i^2}{a_i} , \right] \tag{19} \]

where \( K_{\nu} (z) \) denotes modified Bessel functions of the second kind. For \( d = 1 \), the analytical continuation above is reduced to

\[ Z_1^2 (\nu; a; \theta) = \frac{2\pi}{\sqrt{a}} \Gamma (\nu) \left[ \frac{1}{2\nu - 1} \Gamma (\nu - \frac{1}{2}) + 2 \sum_{n=1}^{\infty} \frac{\pi n}{c \sqrt{a}} \cos (\theta \pi n) K_{\nu - \frac{1}{2}} \left( 2 \pi c \sqrt{a} \right) \right] . \tag{20} \]

After some algebraic manipulations, we notice the presence of terms which are independent of the variable \( L \), and for this reason are considered unphysical. Neglecting these terms, we can show that

\[ T^{\text{scalar}}_{33,c} \left( \frac{m}{2\pi L} \right) [1 - D] \sum_{n=1}^{\infty} \frac{\cos (\theta \pi n) K_{\nu - 1} (mnL)}{n^2} \right] . \tag{21} \]

The formula above corresponds to a general expression for the Casimir pressure exerted by the vacuum fluctuations on the boundaries of the compactified manifold formed of two parallel planes separated by a length \( L \). The result presented in Eq. (21) is the quantum vacuum pressure for a massive scalar field submitted to periodic boundary conditions in \( D \) dimensions and agrees with Refs. [3, 48].

For a 4-dimensional Euclidean space, we obtain

\[ T^{\text{scalar}}_{33,c} (L, m) = -\frac{m^2}{2\pi^2 L^2} \left[ 3 \sum_{n=1}^{\infty} \frac{\cos (\theta \pi n)}{n^2} K_2 (mnL) + mL \sum_{n=1}^{\infty} \frac{\cos (\theta \pi n)}{n} K_1 (mnL) \right] . \tag{22} \]

From the following asymptotic formula of the Bessel function,

\[ K_{\nu} (z) \approx 2^{\nu - 1} z^{-\nu} \Gamma (\nu), \tag{23} \]

[42–46] leading to

\[ Z_d^2 (\nu; a; \theta) = \frac{2\pi^d}{\sqrt{a_1 \cdots a_d}} \Gamma (\nu) \left[ \frac{1}{2\nu - d} \Gamma (\nu - \frac{d}{2}) + 2 \sum_{j=1}^{d} \frac{\pi n_j}{\sqrt{a_j}} \cos (\theta_j \pi n_j) \times K_{\nu - \frac{d}{2}} \left( 2 \pi c \sqrt{a_j} \right) + \cdots \right] + \sum_{n_1, \ldots, n_d=1}^{\infty} \frac{\pi n}{c \sqrt{a}} \cos (\theta \pi n) K_{\nu - \frac{d}{2}} \left( 2 \pi c \sqrt{a} \right) \sum_{i=1}^{d} \frac{n_i^2}{a_i} , \]

evaluated for small values of its argument \( (z \sim 0) \) and \( \text{Re}(\nu) > 0 \), we obtain the small-mass limit Casimir pressure \( (mL \ll 1) \) assuming periodic boundary conditions \( (\theta = 0) \)

\[ T^{\text{scalar}}_{33,c} (L, 0) = -\frac{\pi^2}{30L^4} \left( \frac{m}{2\pi L} \right)^2 \sum_{n=1}^{\infty} \frac{\cos (\theta \pi n) K_{\nu - 1} (mnL)}{n^2} \right] . \tag{21} \]

FIG. 1. Casimir force as a function of the dimensionless product \( mL \). Thick gray curve if the full expression, Eq (22) and the black dotted curve is the asymptotic formula for \( mL \ll 1 \), Eq. (23). The Casimir force is always attractive in this scenario.

An interesting comment is that the corresponding negative Casimir pressure between two infinitely parallel planes, when one imposes to the massless scalar field Dirichlet boundary conditions, that is, \( \phi(x_3 = 0) = \phi(x_3 = L) = 0 \), is immediately recovered when the plane separation distance \( a \) is equal to the half circumference length \( L \) of the space dimension under compactification.

Furthermore, if we assume that we can build an antiperiodic boundary condition for one spatial direction, we get, instead of Eq. (24), the scenario (with \( \theta = 1 \),

\[ T^{\text{scalar}}_{33,c} (L, 0) = -\frac{7\pi^2}{240L^4} \left( \frac{m}{2\pi L} \right)^2 \sum_{n=1}^{\infty} \frac{\cos (\theta \pi n) K_{\nu - 1} (mnL)}{n^2} \right] . \tag{21} \]

where the Casimir force is repulsive instead of attractive. This flip from an attractive force to a repulsive force is due to the change in boundary conditions from periodic to antiperiodic (see Ref. [50] and references therein). From a purely hypothetical point of view, one can notice that fine-tuning the parameter \( \theta \) can smoothly change the strength of the Casimir force and then change its sign. One scenario where this could be justified is when considering a complex scalar field coupled to a constant gauge field along the restricted spatial direction, as discussed in Ref. [35] and references therein.
III. THERMAL CASIMIR PRESSURE - SCALAR FIELD

In this section, thermal and boundary effects are treated simultaneously through the generalized Matsubara prescription. We then consider a D-dimensional space with a double compactification \((d = 2)\) of the Euclidean space corresponding to a compactified spatial dimension with length \(L\) and a compactification of the imaginary-time dimension with length \(\beta\). In other words, we take the simultaneous compactification of both the \(x_0\) and \(x_3\) coordinates of the 4-vector \(x\).

Following the same steps as in the previous sections, the stress tensor component \(T_{33,c}\) given by Eq. (9a) now becomes

\[
T_{33,c}^{\text{scalar}} = \frac{1}{2\beta L} \int_{-\infty}^{\infty} \frac{dD-2k_1}{(2\pi)^D-2} \frac{k_2^2 + k_2^2 - (k_2^2 + m^2)}{k_2 + k_2^2 + k_2^2 + m^2} \Gamma (\nu).
\]

Using dimensional regularization, Eqs. (11) and (12), the previous formula is rewritten as

\[
T_{33,c}^{\text{scalar}} = \left\{ f_s (\nu, \beta, L) \times \sum_{n_1, n_2 = -\infty}^{+\infty} \frac{a_1 (n_1 + \theta_1/2)^2 - a_2 n_2^2 - c^2}{a_1 (n_1 + \theta_1/2)^2 + a_2 n_2^2 + c^2} \Gamma (\nu) - \frac{2\pi c}{c^2} \sum_{n_1, n_2 = -\infty}^{+\infty} \frac{(s - \nu) \Gamma (\nu - 1)}{a_1 (n_1 + \theta_1/2)^2 + a_2 n_2^2 + c^2} \right\}_{s=1},
\]

where \(a_1 = L^{-2}, a_2 = \beta^{-2}, c = m/2\pi, \nu = s - (D - 2)/2,\) and \(f_s (\nu, \beta, L)\) is a function given by

\[
f_s (\nu, \beta, L) = \frac{1}{2\beta L} \frac{1}{(4\pi)^{s-2}} \frac{1}{(2\pi)^{2(\nu-1)}} \Gamma (s).
\]

As before, \(\theta_1\) is a parameter that controls whether we have periodic \((\theta_1 = 0)\) or antiperiodic \((\theta_1 = 1)\) boundary conditions in the spatial direction. Notice that \(\theta_2\) is absent in the expression because the boundary condition in the imaginary time is restricted, due to the KMS condition [38], to be periodic \((\theta_2 = 0)\) for bosons. Adding and subtracting the term \((a_2 n_2^2 + c^2) \Gamma (\nu)\) in the numerator of the first term on the right-hand side of Eq. (27), we obtain

\[
T_{33,c}^{\text{scalar}} = \left\{ f_s (\nu, \beta, L) \Gamma (\nu - 1) \left[ (2\nu - s - 1) Z_2^{\rho^2} (\nu - 1; a_1, a_2; \theta_1) - 2\nu (\nu - 1) Z_2^{\rho^2} (\nu; a_1, a_2; \theta_1) \right] \right\}_{s=1},
\]

where we have used the definition of the two-dimensional Epstein–Hurwitz zeta function, \(Z_2^{\rho^2} (\nu; a_1, a_2; \theta_1),\) obtained from Eq. (16) for \(d = 2.\) From Eq. (19), we get for \(d = 2\)

\[
Z_2^{\rho^2} (\nu; a_1, a_2) = \frac{2\pi}{\sqrt{a_1 a_2}} \Gamma (\nu) \left\{ \frac{1}{\sqrt{2\nu (\nu - 1)}} + \frac{1}{\sqrt{2\nu (\nu - 1)}} \right\}_{s=1}
\]

Substituting Eq. (30) in Eq. (29), splitting \(T_{33,c}^{\text{scalar}}\) into three terms, \(T_{33,c}^{\text{scalar}} = T_{n_1}^{\text{scalar}} + T_{n_2}^{\text{scalar}} + T_{n_1 n_2}^{\text{scalar}},\) after removing nonphysical terms, we have

\[
T_{n_1}^{\text{scalar}} = \frac{4\pi}{\sqrt{a_1 a_2}} f_s (\nu, \beta, L) \left[ (2\nu - s - 2) \sum_{n_1=1}^{\infty} \left( \frac{\pi n_1}{\sqrt{a_1}} \right)^{\nu - 2} \cos (\theta_1 \pi n_1) \right]_{s=1},
\]

which corresponds to the contribution to the Casimir pressure due to vacuum fluctuations only. Using the definition (28), for \(a_1 = L^{-2}, a_2 = \beta^{-2}, c = m/2\pi, \nu = s - (D - 2)/2,\) the result obtained for Eq. (21), shown in the previous section, is recovered.

Also,

\[
T_{n_2}^{\text{scalar}} = \frac{4\pi}{\sqrt{a_1 a_2}} f_s (\nu, \beta, L) \left[ (2\nu - s - 2) \times \sum_{n_2=1}^{\infty} \left( \frac{\pi n_2}{\sqrt{a_2}} \right)^{\nu - 2} \cos (\theta_1 \pi n_1) \right]_{s=1},
\]

\[
T_{n_1 n_2}^{\text{scalar}} = \frac{4\pi}{\sqrt{a_1 a_2}} f_s (\nu, \beta, L) \left[ (2\nu - s - 2) \times \sum_{n_1, n_2=1}^{\infty} \left( \frac{\pi n_1}{\sqrt{a_1}} \right)^{\nu - 2} \cos (\theta_1 \pi n_1) \right]_{s=1},
\]
yields

\[ T_{n2}^{\text{scalar}} (\beta, m) = 2 \left( \frac{m}{2\pi \beta} \right)^{\frac{D}{2}} \sum_{n_2 = 1}^{\infty} \left( \frac{1}{n_2} \right)^{\frac{D}{2}} K_{\frac{D}{2}} (m \beta n_2), \]

which is the Casimir force formula due exclusively to the thermal fluctuations. The final form of Eq. (33) was obtained by means of the useful recurrence formula for Bessel functions,

\[ K_{\alpha - 1} (z) - K_{\alpha + 1} (z) = \frac{2\alpha}{z} K_{\alpha} (z). \]  

For \( D = 4 \), we find

\[ T_{n2}^{\text{scalar}} (\beta, m) = \left( \frac{m^2}{2\pi^2 \beta^2} \right) \sum_{n_2 = 1}^{\infty} \left( \frac{1}{n_2} \right)^2 K_2 (m \beta n_2). \]

Using Eq. (23), we obtain the small-mass limit for the purely thermal Casimir pressure \((m \beta \ll 1)\)

\[ T_{n2}^{\text{scalar}} (\beta, 0) = \frac{\pi^2}{90 \beta^4}, \]

which is in accordance with the well-known Stefan-Boltzmann thermal radiation pressure result. This is a finite positive force per unit area which is more intense than vacuum radiation Casimir pressure for low values of \(\beta\) (high-temperature or classical limit).

Finally, the formula

\[ T_{n1n2}^{\text{scalar}} = \frac{8\pi}{\sqrt{a_1 a_2}} f_\nu (\nu, \beta, \nu) \times \left\{ (2\nu - s - 2) \sum_{n_1, n_2 = 1}^{\infty} \left( \frac{\pi}{c} \right) \left( \frac{n_1^2}{a_1} + \frac{n_2^2}{a_2} \right)^{\nu - 2} \times \cos(\theta_1 \pi n_1) K_{\nu - 2} \right. \]

\[ \left. \left( 2\pi c \sqrt{\frac{n_1^2}{a_1} + \frac{n_2^2}{a_2}} \right) \times (1 - D) \frac{n_1^2 L^2 + n_2^2 \beta^2}{n_1^2 L^2 + n_2^2 \beta^2} \cos(\theta_1 \pi n_1) \times K_{\frac{D}{2}} \left( m \sqrt{n_1^2 L^2 + n_2^2 \beta^2} \right) \right\}, \]

gives the corrections to the Casimir pressure in a compact space in the presence of a massive scalar field in a thermal bath at temperature \(1/\beta\). In order to obtain the final form of the above expression, we have used the recurrence formula given by Eq. (34). Considering \( D = 4 \), we get

\[ T_{n1n2}^{\text{scalar}} (L, \beta, m) = - \left( \frac{m}{\pi} \right)^{\frac{D}{2}} \sum_{n_1, n_2 = 1}^{\infty} \left( 3n_1^2 L^2 - n_2^2 \beta^2 \right)^2 \times \cos(\theta_1 \pi n_1) K_2 \left( m \sqrt{n_1^2 L^2 + n_2^2 \beta^2} \right) \times \cos(\theta_1 \pi n_1) \times K_1 \left( m \sqrt{n_1^2 L^2 + n_2^2 \beta^2} \right) \]

which is valid for arbitrary values of \(m, L\) and \(\beta\). Using Eq. (23), we can show that in the small-mass case it reduces to

\[ T_{n1n2}^{\text{scalar}} (L, \beta, 0) = - \frac{2\pi^2}{\sqrt{a_1 a_2}} \sum_{n_1, n_2 = 1}^{\infty} \cos(\theta_1 \pi n_1) \frac{3n_1^2 L^2 - n_2^2 \beta^2}{(n_1^2 L^2 + n_2^2 \beta^2)^2}, \]

where we have disregarded terms of \(O (m^2)\). The corresponding expression for Dirichlet boundary conditions can be obtained by substituting \(L = 2a\).

Now we can go back and show asymptotic formula for \(T_{33,c}\) in the small-mass scenario making use of the expressions for \(T_{n1}\) (Eq. (22)), \(T_{n2}\) (Eq. (36)) and \(T_{n1n2}\) (Eq. (40)). For periodic boundary conditions in space the small-mass limit of the Casimir force is

\[ T_{33,c}^{\text{scalar}} (L, \beta, 0) = - \frac{\pi^2}{30 L^4} + \frac{\pi^2}{90 \beta^4} \sum_{n_1, n_2 = 1}^{\infty} \frac{3n_1^2 L^2 - n_2^2 \beta^2}{(n_1^2 L^2 + n_2^2 \beta^2)^3}. \]

Notice that while the vacuum fluctuation between the plates produces an attractive behavior, the thermal fluctuation produces a repulsive behavior that tries to compensate it. Let us rewrite it introducing dimensionless
function $g(\xi)$, where $\xi = L/\beta = LT$,

$$T_{33,c}^{\text{scalar}}(L, \beta, 0) = -\frac{\pi^2}{30LT} g_{\theta=0}^{\text{scalar}}(L/\beta). \quad (42)$$

In our scenario the expression for $g(\xi)$ is

$$g_{\theta=0}^{\text{scalar}}(\xi) = 1 - \frac{\xi^4}{3} + \frac{60}{\pi^4} \sum_{n_1, n_2=1}^{\infty} \frac{3n_1^2 - n_2^2/\xi^2}{(n_1^2 + n_2^2/\xi^2)^3}. \quad (43)$$

and its behavior is exhibited in Fig. 2 for small values of $\xi$. It is evident that as the parameter $\xi$ increase the value of the function $g$ gets smaller and at some particular value $\xi \approx 1.52$ it changes sign. That is, the effective Casimir forces – considering the vacuum and thermal contribution – became repulsive instead of attractive. We show the behavior of the force in Fig. 3 for different choices of the heat bath temperature ($T = 0.1, 1.0, 1.3$). This illustrates that a change in behavior from an attractive to a repulsive force occurs at some characteristic length and that the higher the temperature, the smaller the cavity size at which this occurs. The flip in the Casimir force occurs for the particular value of $T \approx 1.52/L$, meaning that the required heat bath temperature to turn the effective force repulsive depends on the characteristic length $L$ of the system under study. Back into SI units, $LT \approx 1.52hc/k_B = 3.49 \times 10^{12}\text{fm} \cdot \text{K} = 300/k_B \text{fm} \cdot \text{MeV}$. Meaning that to a cavity around the typical size of a meson (1 fm) the temperature at which the Casimir force vanishes is around $3.49 \times 10^{12}\text{K}$ (or $300\text{MeV}$). To illustrate, we exhibit the ‘phase diagram’ for the scalar field under periodic boundary conditions, the filled region indicates an attractive force and the unfilled region indicates a repulsive force, see Fig. 4.

In the scenario with antiperiodic boundary condition the small-mass limit of the Casimir force is, instead of Eq. (41), given by

$$T_{33,c}^{\text{scalar}}(L, \beta, 0) = \frac{7\pi^2}{240L^2} \theta_{\theta=1}(L/\beta), \quad (44)$$

where the expression for $\theta_{\theta=1}^{\text{scalar}}(\xi)$ is

$$\theta_{\theta=1}^{\text{scalar}}(\xi) = 1 + \frac{8\xi^4}{21} - \frac{480}{7\pi^4} \sum_{n_1, n_2=1}^{\infty} (-1)^n \frac{3n_1^2 - n_2^2/\xi^2}{(n_1^2 + n_2^2/\xi^2)^3}. \quad (45)$$

For antiperiodic boundary condition the Casimir force is already repulsive, and the contribution from the dimensionless function $g(\xi)$ is positive (the double sum is not enough to flip the sign). Meaning that it stays a repulsive force regardless of the thermal contribution. This is expected, the contribution for the increase in the heat bath is not to “flip” the sign of the Casimir force, but instead to introduce a repulsive behavior. If the boundary conditions already imposes a repulsive force, the increase in temperature is only able to intensify it.

IV. THERMAL CASIMIR PRESSURE - FERMIONIC FIELD

The procedure to compute the quantum vacuum pressure for fermions is similar to what we just exhibited for scalar fields as can be noticed comparing Eq. (9b) and Eq. (9a). If we follow the path from Sec. II B the bulk expression Eq. (9b) is changed into

$$T_{33,c}^{\text{fermion}} = \frac{1}{2L} \sum_{n=-\infty}^{+\infty} \int_{-\infty}^{\infty} \frac{d^Dk}{(2\pi)^D} \left[ k_n^2 + k_{\perp}^2 + m^2 \right]. \quad (46)$$
Then, we integrate over the orthogonal momenta $k_\perp$ and use the general definition of the multidimensional Epstein-Hurwitz zeta function

$$\zeta_{33,c}^{\text{fermion}} = 2^{1+[D/2]} \left\{ f_s (\nu, L) \Gamma (\nu) \right. \times \left. \left[ Z_1^2 (\nu - 1; a; \theta) - c^2 Z_1^2 (\nu; a; \theta) \right] \right\}_{s=1} \quad (47)$$

Afterwards, we extend the zeta function to the whole complex plane and obtain the expression for the pressure in a cavity (one restricted spatial dimension) for a $D$ dimensional Euclidian space-time,

$$\zeta_{33,c}^{\text{fermion}} = 2^{1+[D/2]} \left( \frac{m}{2\pi L} \right)^{\frac{D}{2}} \left[ 1 - D \right] \sum_{n=1}^{\infty} \frac{\cos(\theta \pi n)K_{D/2} (mnL)}{n^{D/2}} \right. \left. - mL \sum_{n=1}^{\infty} \frac{\cos(\theta \pi n)K_{D/2-1} (mnL)}{n^{D/2-1}} \right]. \quad (48)$$

The asymptotic expression in the small-mass limit $(mL \ll 1)$ is

$$\zeta_{33,c}^{\text{fermion}} (L, 0) \sim -\frac{2\pi^2}{15L^4}, \quad \theta = 0; \quad (49a)$$

$$\zeta_{33,c}^{\text{fermion}} (L, 0) \sim \frac{7\pi^2}{60L^4}, \quad \theta = 1. \quad (49b)$$

Showing that the pressure for the fermionic field behaves just like the scalar scenario if we consider the same boundary conditions. Indeed, if we compare the pressure in a cavity of size $L$ assuming the general case of $D$ dimensions, the ratio between the pressure for a fermionic field, Eq. (48), and the pressure for a scalar field, Eq. (21), is just number independent of any characteristics of the model,

$$\frac{\zeta_{33,c}^{\text{fermion}}}{\zeta_{33,c}^{\text{scalar}}} = 2^{1+[D/2]}, \quad (50)$$

This result suggests, once again, that the choice of boundary conditions is more significant than the nature of the quantum field when we deal with Casimir forces.

The scenario discussed in Sec. III, where thermal and boundary effects are considered, is a bit different from the scalar field. This occurs because the choice of boundary condition in the imaginary-time direction is restricted by the KMS condition. Therefore, we might expect from the beginning some difference between fermions, which use antiperiodic boundary conditions, and bosons, which use periodic boundary conditions.

In the fermionic scenario, the expression from Eq. (27)

$$\zeta_{33,c}^{\text{fermion}} = \left\{ 2^{1+[D/2]} f_s (\nu, \beta, L) \Gamma (\nu) \times \right. \left. \sum_{n_1,n_2=-\infty}^{+\infty} a_1 (n_1 + \theta_1/2)^2 + a_2 (n_2 + 1/2)^2 + c^2 \right\}_{s=1} \quad (51)$$

becomes

$$\zeta_{33,c}^{\text{fermion}} = \left\{ 2^{1+[D/2]} f_s (\nu, \beta, L) \Gamma (\nu) \times \right. \left. \sum_{n_1, n_2 = -\infty}^{+\infty} a_1 (n_1 + \theta_1/2)^2 + a_2 (n_2 + 1/2)^2 + c^2 \right\}_{s=1}, \quad (52)$$

After

$$\zeta_{33,c}^{\text{scalar}} = \left\{ 2^{1+[D/2]} f_s (\nu, \beta, L) \Gamma (\nu) \times \right. \left. \left[ Z_2^2 (\nu - 1; a_1, a_2; \theta_1, 1/2) - c^2 Z_2^2 (\nu; a_1, a_2; \theta_1, 1/2) \right] \right\}_{s=1}, \quad (53a)$$

If we compare this expression with Eq. (52) we see that the only difference (for $s = 1$) is a global multiplicative factor $2^{1+[D/2]}$ and the fact that $\theta_2 = 1/2$, meaning the presence of the antiperiodic boundary condition for the imaginary-time direction. Following the same decomposition as the previous section, that is,

$$\zeta_{33,c}^{\text{fermion}} = \zeta_{n_1}^{\text{fermion}} + \zeta_{n_2}^{\text{fermion}} + \zeta_{n_3}^{\text{fermion}}$$

$$\zeta_{33,c}^{\text{fermion}} = \left\{ 2^{1+[D/2]} f_s (\nu, \beta, L) \Gamma (\nu) \times \right. \left. \sum_{n_2=1}^{\infty} (-1)^{n_2} K_{\nu} (m\beta n_2) \right\}_{s=1}, \quad (53b)$$

$$\zeta_{33,c}^{\text{fermion}} = 2^{2+[D/2]} \left( \frac{m}{2\pi \beta} \right)^{\frac{D}{2}} \sum_{n_1,n_2=1}^{\infty} (-1)^{n_2} K_{\frac{D}{2}} (m\beta n_2) \right.$$  

$$\times \left. \left[ (1 - D) \frac{n_1^2 L^2 + n_2^2 \beta^2}{(n_1^2 L^2 + n_2^2 \beta^2)^{\frac{D}{2}+1}} \cos(\theta_1 \pi n_1) \right. \right.$$  

$$\times \left. K_{\frac{D}{2}} \left( m \sqrt{n_1^2 L^2 + n_2^2 \beta^2} \right) \right.$$  

$$\left. - m \sum_{n_1, n_2 = 1}^{\infty} (-1)^{n_2} \frac{n_1^2 L^2 + n_2^2 \beta^2}{(n_1^2 L^2 + n_2^2 \beta^2)^{\frac{D}{2}+1}} \cos(\theta_1 \pi n_1) K_{\frac{D}{2}-1} \right.$$

$$\times \left. \left( m \sqrt{n_1^2 L^2 + n_2^2 \beta^2} \right) \right], \quad (53c)$$
In the small-mass limit and taking periodic boundary conditions in space this simplifies to

$$\tau_{33,c}^{\text{fermionic}}(L, \beta, 0) = -\frac{2\pi^2}{15L^3} g_{\theta=0}^{\text{fermionic}}(LT). \quad (54a)$$

$$g_{\theta=0}^{\text{fermionic}}(\xi) = 1 + \frac{7\xi^4}{24} + \frac{60}{\pi^2} \sum_{n_1,n_2=1}^{\infty} (-1)^{n_2} \frac{3n_1^2 - n_2^2/\xi^2}{(n_1^2 + n_2^2/\xi^2)^3} \quad (54b)$$

While for antiperiodic boundary conditions in space this becomes

$$\tau_{33,c}^{\text{fermionic}}(L, \beta, 0) = \frac{7\pi^2}{60L^3} g_{\theta=1}^{\text{fermionic}}(LT). \quad (54c)$$

$$g_{\theta=1}^{\text{fermionic}}(\xi) = 1 - \frac{\xi^4}{3} - \frac{480}{7\pi^2} \sum_{n_1,n_2=1}^{\infty} (-1)^{n_1+n_2} \frac{3n_1^2 - n_2^2/\xi^2}{(n_1^2 + n_2^2/\xi^2)^3} \quad (54d)$$

The Casimir force for fermions in a cavity at a thermal bath is attractive, as expected, for periodic boundary conditions in space. We must remark that the thermal contribution does not produce any compensation as we observed for the scalar scenario. That is, regardless of the temperature the force is expected to stay attractive. However, when we assume antiperiodic boundary conditions in space the Casimir force produced by the quantum vacuum starts as repulsive (just as we observe for scalar fields) and the increase in temperature helps to turn it back into an attractive force. This flip in the sign of the force is due to the change in the sign of the function $g(\xi)$ as we can see in Fig. 5. The higher the temperature $T$, the smaller the cavity size $L$ one requires to flip the sign of the force, see Fig. 6.

Notice that the characteristic point the the Casimir force vanishes occurs at $L \approx 1.21/T$. Or, back into SI units, $LT \approx 1.21hc/k_B = 2.77 \times 10^{12}\text{fm} \cdot \text{K} = 239/k_B\text{fm} \cdot \text{MeV}$. Meaning that to a cavity around the typical size of a meson (1 fm) the temperature at which the Casimir force vanishes is around $2.77 \times 10^{12}\text{K}$ or $239\text{MeV})$. We illustrate the ‘phase diagram’ for fermionic field under antiperiodic boundary condition in Fig. 7.

V. FINAL REMARKS

Our results tell us that:

1. fermions with periodic boundary conditions (b.c.), are always subject to attractive quantum forces;
2. bosons with antiperiodic b.c. always are subject to repulsive quantum forces;
3. bosons with period b.c. are subject to attractive forces at small distances or low temperatures and repulsive at large distances or high temperatures. This means that there is an ‘equilibrium configuration point’ at $LT \approx (300/k_B)\text{MeV} \cdot \text{fm} \approx 3.49\text{mm-K}$ where the force vanishes; however, this point is unstable: Any small deviation makes the system collapse or expand;
4. fermions with antiperiodic b.c. feel an attractive force at large distances or low temperatures and a repulsive one at small distances or high temperatures. This means that we have again an ‘equilibrium point’ (at $LT \approx (239/k_B)\text{MeV} \cdot \text{fm} \approx 2.77\text{mm} \cdot \text{K}$), but this time this point is stable.

In the present work, we propose an alternative way to investigate and compute quantum forces in the context of field theories in nontrivial topologies. In particular, employing the generalized Matsubara formalism, we recover the so-called Casimir pressure considering a massive scalar field in a compact space in thermal equilibrium.

The usual attractive response of quantum and thermal fluctuations is obtained and our results are in accordance with those found in the literature. One may notice that all thermal contributions to the Casimir pressure, given by $\mathcal{T}_{02}^{\text{scalar}}$ and $\mathcal{T}_{n1n2}^{\text{scalar}}$, vanish in the zero-temperature ($\beta \to \infty$) limit, remaining the pure dependence on the distance $L$ between plates, which has the well-known $L^{-4}$ dependence in the small-$L$ limit for a four-dimensional space. Also, the bulk limit $L \to \infty$ reduces all expressions in $D = 4$ to the Stefan–Boltzmann law $\beta^{-4}$.

A rather peculiar aspect of the generalized Matsubara formalism is related to the renormalization of the expressions. Usually, in the Casimir context, the divergent terms are taken care of by subtraction of the bulk integral, without compactifications (see [40]). Here, there is no need to do so, as was also remarked by Elizalde and Romeo [42, 43]. It is sufficient to obtain correct physical expressions to renormalize them by subtracting the divergent term of the expansion of the Epstein–Hurwitz zeta functions $Z^2_4$, as it does not depend on the physical parameters $L$ or $\beta$.

We also remark that the expression we obtain from the field theory in toroidal spaces formalism, which conveys periodic boundary conditions in the compactified dimensions, leads to corresponding ones for the Dirichlet conditions, by substituting $L = 2\pi$. The $D = 4$ small-$L$ limit of the Casimir pressure in the nonthermal case, given by Eq. (21) becomes $\mathcal{T}_{33} = -\pi^2/480a^4$ in the Dirichlet case for a quantum scalar field. For an electromagnetic field, we have then twice that value, $\mathcal{T}_{33} = -\pi^2/240a^4$, due to its two degrees of freedom. These are compatible with the original Casimir results.

In summary, our results are in accordance with those found in the literature, obtained from other techniques, and also illustrate the relevance and interdisciplinarity of the generalized Matsubara procedures as a theoretical platform to deal with quantum phenomena in nontrivial topologies.
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