Single-cell data clustering based on sparse optimization and low-rank matrix factorization
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Abstract

Unsupervised clustering is a fundamental step of single-cell RNA-sequencing (scRNA-seq) data analysis. This issue has inspired several clustering methods to classify cells in scRNA-seq data. However, accurate prediction of the cell clusters remains a substantial challenge. In this study, we propose a new algorithm for scRNA-seq data clustering based on Sparse Optimization and low-rank matrix factorization (scSO). We applied our scSO algorithm to analyze multiple benchmark datasets and showed that the cluster number predicted by scSO was close to the number of reference cell types and that most cells were correctly classified. Our scSO algorithm is available at https://github.com/QuKunLab/scSO. Overall, this study demonstrates a potent cell clustering approach that can help researchers distinguish cell types in single-scRNA-seq data.
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Introduction

Single-cell RNA-sequencing (scRNA-seq) technology has been widely used in many biological investigations, including the elucidation of cell subtype heterogeneity (Zeisel et al. 2015; Goolam et al. 2016), construction of gene regulatory networks (Darmanis et al. 2015), profiling of cell development and differentiation (Deng et al. 2014; Liu et al. 2017), and depiction of disease in an immunoresponsive environment (Guo et al. 2018; Zhang et al. 2018). The analysis of scRNA-seq data contains, but is not limited to, quality control (Chen et al. 2016), data normalization (Cole et al. 2019), unsupervised clustering (Kiselev et al. 2017; Wang et al. 2017; Wolf et al. 2018; Yang and Wang 2020), trajectory construction (Wolf et al. 2019), and differentially expressed gene identification (Soneson and Robinson 2018). As a fundamental step of scRNA-seq data analysis, cell clustering determines the results of subsequent downstream analyses to a certain extent, but is often inaccurate and misconstrues analyses. In recent years, various clustering methods emerged to address this problem, and they have been widely used in single-cell data analysis (Kiselev et al. 2019). For example, in Seurat (Butler et al. 2018; Stuart et al. 2019), Butler and Stuart et al. employed K-nearest-neighbor graphs to obtain cell–cell similarity and used the community detection algorithm to cluster cells. To estimate cell-cell correlation, Wang et al. (2017) proposed a multi-kernel learning method in SIMLR, and Kiselev et al. (2017) presented a consensus clustering algorithm in SC3. However, the clustering accuracy of the currently established algorithms is limited, and as such, algorithms need to be further improved for the accurate prediction of cell clusters (Kiselev et al. 2019).

In this work, by assuming that the expression vectors of cells in the same cluster are approximately linearly correlated, we proposed the use of Sparse Nonnegative Matrix Factorization (SNMF) and a Gaussian mixture model (GMM) to calculate cell–cell similarity. After assembling the cell–cell similarity matrix, we introduced a novel, unsupervised algorithm to predict cell clusters based on spectral methods and sparse optimization techniques (see Materials and Methods). As shown by our experimental results derived from 12 benchmark datasets whose cell types have been biologically verified (Yan et al. 2013; Biase et al. 2014; Deng et al. 2014; Pollen et al. 2014; Treutlein et al. 2014; Klein et al. 2015; Kolodziejczyk et al. 2015; Usoskin et al. 2015; Zeisel et al. 2015; Baron et al. 2016; Goolam et al. 2016; Li et al. 2017), the clustering accuracy of our scRNA-seq data clustering based on Sparse Optimization and low-rank matrix factorization (scSO) method outperforms the previously established, state-of-the-art single-cell clustering methods. Furthermore, our scSO algorithm can be used to generate a visual representation of cell–cell similarity (see Figure 4).
Materials and methods

Methods

As an input, scSO takes an expression matrix $A$ whose element $A_{ij}$ represents the expression of the $i$th gene in the $j$th cell. There are four elementary procedures in scSO, including preprocessing, SNMF dimensionality reduction, cell-to-cell similarity matrix construction, and unsupervised clustering based on sparse optimization. The pipeline is illustrated in Figure 1. For the convenience of other researchers, we have uploaded scSO to GitHub (https://github.com/QiKunLab/scSO).

Preprocessing: The preprocessing procedure includes two steps. In the paper of SC3 method (Kiselev et al. 2017), Kiselev et al. pointed out that the ubiquitous genes and rare genes usually cannot help clustering, and filtering out these genes can significantly improve the efficiency of calculations. Moreover, in other recently published studies, researchers also removed ubiquitous genes in the preprocessing stage (Gan et al. 2018, 2020; Vans et al. 2019; Lu et al. 2020; Ye et al. 2020). Therefore, we first removed genes that were not detected in any cell (uncaptured genes), and genes detected in all cells (ubiquitous genes). Second, the genes used for classification were filtered by their average expression among cells. We defined a function $f(\tau)$, as:

$$f(\tau) = \begin{cases} 1, & \tau \in [\tau_l, \tau_u] \\ 0, & \text{otherwise} \end{cases}$$

to determine whether the $i$th gene should be considered for cluster analysis, where $\tau = \frac{1}{n} \sum_{j=1}^{n} A_{ij}$ is the average expression of the $i$th gene in all cells. We set $\tau_l = 0.1\mu$ and $\tau_u = 8.5\mu$ for all datasets tested in this article, where $\mu = \frac{1}{n} \sum_{j=1}^{n} \tau_j$, and retain the genes with $f(\tau) = 1$. Finally, the scSO algorithm normalizes the total expression of each cell to 10,000, and updates the expression values by performing a logarithmic translation on them that is, $A_{ij} = \log_{10} \left( \frac{10000 \times A_{ij}}{\sum_j A_{ij} + 1} \right)$.

SNMF dimensionality reduction: We used SNMF for dimensionality reduction [a detailed introduction to NMF can refer to (Kim and Park 2007)] that is,

$$\min_{W,H;\alpha} \| A - WH \|^2_F + \alpha \sum_{i=1}^{m} \| H(:,i) \|^2_F + \beta \sum_{j=1}^{n} \| W(:,j) \|^2_F \tag{1}$$

where $W(:,j)$ is the $j$th row of $W$ and $H(:,i)$ is the $i$th column of $H$, and $\alpha$ and $\beta$ are nonnegative tuning parameters. $W$ and $H$ are the basis matrix and coefficient matrix of $A$, respectively. Each column of $H$ is a low-dimensional representation of the corresponding cell. Because the model (1) is a convex problem after fixing $W$ or $H$, it can be solved by the alternating iteration algorithm. The detailed process is described in Supplementary Note S1.

Constructing the cell-to-cell similarity matrix: After obtaining the low-dimensional expression matrix $H$ of cells, we used the GMM (Supplementary Note S2) to fit the distribution of cells in space spanned by $W$. We adopted the MATLAB function fitgmdist() to build the GMM ($P(x) = \sum_{k=1}^{K} \pi_k N(x; \mu_k, \Sigma_k)$), and then calculated the probability that the $i$th cell belongs to the $j$th component through Bayes’ rule [i.e., $\gamma(i) = \frac{\pi_k N(x; \mu_k, \Sigma_k)}{\sum_l \pi_l N(x; \mu_l, \Sigma_l)}$]. Finally, the similarity matrix $S$ can be derived by calculating the probability that any two cells belong to the same component that is, $S = \gamma \gamma^T$, here $\gamma = (\gamma(i,j))$.

Unsupervised clustering based on sparse optimization: Assuming that a dataset $A$ can be divided into $c$ clusters ($C_1$, $C_2$, $C_3$, ..., $C_c$), and the perfect similarity matrix should be:

$$S_{pq} = \begin{cases} 1, & \text{if } p,q \in C_i \\ 0, & \text{otherwise} \end{cases} \quad (p,q = 1 \sim n).$$

The zero eigenvalue of $L = D - S$ here, $D = \text{diag}(d_1, d_2, ..., d_n)$ and $d_i = \sum_{j=1}^{n} S_{ij}$ has multiplicity $c$, and its eigenspace is spanned by the indicator vectors $1_{C_1}, 1_{C_2}, ..., 1_{C_c}$.

Figure 1 A conceptual overview of the scSO workflow.
optimization. The result of clustering generated by the piecewise constant vector.

Figure 2

b of a vectorwise constants is the number of cell clusters. 

constant approximate of "perfect" (Supplementary Note S3). Thus, we calculated the piecewise constant approximation of vector \( \mathbf{u} \) as an initial guess

\[
\mathbf{u} = \cdots = u_i^* = u_i^1 = \cdots = u_i^k = \cdots = u_i^* = \mathbf{u}_n^*,
\]

the entries of \( \mathbf{u} \) with the same values belong to the same class and they can be used to segment \( \mathbf{C} \) into \( \mathbf{c} \) classes.

After obtaining the similarity matrix \( \mathbf{S} = [\mathbf{S}]_{n \times n} \) (see previous section), we constructed the Laplacian matrix \( \mathbf{L} = \mathbf{D} - \mathbf{S} \), and computed the eigenvalues \( l_1 \leq l_2 \leq \cdots \leq l_n \) and the eigenvector \( \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_n \) of \( \mathbf{L} \). It is easy to show that \( \mathbf{L} \) is positive semidefinite. Because the similarity matrix \( \mathbf{S} \) generated from previous section contains noise, the minimum eigenvalue \( l_{\min} \) of \( \mathbf{L} \) is not exactly zero, and the multiplicity \( l_{\min} \) is usually equal to 1. However, the vector \( \mathbf{l} = (l_1, l_2, \ldots, l_n) \) is a piecewise constant vector if \( \mathbf{S} \) is "perfect" (Supplementary Note S3). Thus, we calculated the piecewise constant approximation of \( \mathbf{I} \) as \( \mathbf{I} \) and defined the multiplicity of eigenvalue zero (termed \( c \)) as the number of the minimum elements in \( \mathbf{I} \). As shown in Supplementary Figure S1, \( \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_n \) cannot separate zygote, two-, and three-cell, but the center of \( \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_n \) can distinguish them well. Therefore, we used the center of \( \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_n \) as an initial guess \( \mathbf{u} \) of cell clustering (blue points in Figure 2A).

After obtaining the \( \mathbf{u} \), scSO takes the following process to predict cell clusters: (1) sort the elements of \( \mathbf{u} \) in ascending order to obtain \( \mathbf{u} \) (blue points in Figure 2A); (2) calculate the piecewise constant approximate \( \mathbf{u} \) of \( \mathbf{u} \) to remove noise (solid red line in Figure 2B); (3) group cells corresponding to a piecewise constant (i.e., a step in Figure 2C) into a cluster, and the number of piecewise constants is the number of cell clusters.

In this work, we obtain the piecewise constant approximation of a vector \( \mathbf{b} \) by the weighted sparse optimization model (Tong et al. 2020) that is:

\[
\min_{\mathbf{x}, \mathbf{z}} [(1 - \lambda) ||\mathbf{b} - \mathbf{x}\|^2 + \lambda ||\mathbf{z}\|^1], \text{s.t. } \mathbf{Dx} = \mathbf{z}
\]

where the entries of \( \mathbf{b} \) are sorted in ascending order, \( \mathbf{x} \) is the piecewise constant approximation of \( \mathbf{b} \), \( \lambda \in (0, 1) \) is the balance parameter, and \( \mathbf{D}_{(n-1)\times n} \) is a sparse matrix. All entries of \( \mathbf{D} \) are zeros, except for \( \mathbf{D}_{ji} = -1 \) and \( \mathbf{D}_{j,i+1} = 1 \). As the model (2) is a convex quadratic programming problem, we solved it by the convex optimization package CVXPY (https://www.cvxpy.org/; Diamond and Boyd 2016; Agrawal et al. 2018).

Parameters for other tools

Seurat (version 3.0.0) was downloaded from https://github.com/satijalab/seurat/. For all datasets in the paper, Seurat was performed with default parameters. Specially, we set the number of neighbors to 20, the cluster resolution to 0.8, and used the ScoreJackStraw function and 0.05 (the bound of \( p \)-value) to determine the number of principal components. Scany (version 1.4.0) was downloaded from https://github.com/theislab/scany.

In addition to using \( n_{\text{pcs}} = 20 \) in the function \( \text{pp.neighbors}() \), we ran Scany with default parameters (\( n\text{neighbors} = 15 \) and resolution = 1.0). (3) We downloaded SC3 (version 1.10.1) from https://github.com/hemberg-lab/SC3. SC3 was run with default parameters, for example, \( \text{gene.filter} = \text{FALSE}, \text{pct.dropout.min} = 10, \text{pct.dropout.max} = 90, \text{d.region.min} = 0.04, \) and \( \text{d.region.max} = 0.07 \). (4) SIMLR (version 1.8.1) was downloaded from https://github.com/BatzoglouLabSU/SIMLR. We use the default parameters to perform SIMLR except that we set \( k_k = 30 \) in the SIMLR_large_scale() function and used \( \text{NUMC} = 2:15 \) to calculate the number of clusters.

Data availability

There is no new data associated with this article. Published datasets used in this study: nine datasets are available at GEO with the accession numbers: GSE36552 (Yan et al. 2013), GSE57249 (Biase et al. 2014), GSE45719 (Deng et al. 2014), GSE65525 (Klein et al. 2015), GSE60361 (Zeisel et al. 2015), GSE81861 (Rca; Li et al. 2017), GSE52583 (Treutlein et al. 2014), GSE48133 (Baron et al. 2016), and GSE59739 (Usoskin et al. 2015); the rest of three datasets can be available with the accession number: E-MTAB-2600 (Kolodziejczyk et al. 2015), E-MTAB-3321 (Goolam et al. 2016), and SRP041736 (Pollen et al. 2014) (Supplementary Table S1). Supplementary Figures S1–4, Supplementary Tables S1 and S2, and Gene_filter are available with the accession number: E-MTAB-2600 (Kolodziejczyk et al. 2015), E-MTAB-3321 (Goolam et al. 2016), and SRP041736 (Pollen et al. 2014).

Results

To assess the performance of scSO, we applied our approach to 12 benchmark scRNA-seq datasets (Yan et al. 2013; Biase et al. 2014; Deng et al. 2014; Pollen et al. 2014; Treutlein et al. 2014; Klein et al. 2014; Deng et al. 2014) and all results in this article are obtained by using python version of scSO.
Among 12 benchmark datasets, the cells in Biase (Biase et al. 2014), Yan (Yan et al. 2013), Goolam (Goolam et al. 2016), and Deng (Deng et al. 2014) came from different cell stages (those cell types represent different cell stages), and the cells in Kolodziejczyk (Kolodziejczyk et al. 2015) and Pollen (Pollen et al. 2014) were generated under different experimental conditions (those cell labels represent different experimental conditions). Kiselev et al. (2017) believed that these cell labels in the six datasets have high-confidence and call them “gold standard” data. The other six datasets (such as the Zeisel (Zeisel et al. 2015) dataset) are considered as “silver standard” data. Their cell types were assigned by computational methods and experimentally verified by differential expressed mark genes of each cell group. Those benchmark datasets also were used in other recent studies (Kiselev et al. 2017, Qi et al. 2020).

Currently there are >50 single-cell clustering algorithms (Zappia et al. 2018); however, the recently published benchmark article from Briefings in Bioinformatics (Qi et al. 2020), Qi et al. tested five representative clustering methods (SC3, SNRN-Cliq, SINCERA, SEurat, and pcaReduce) of the most advanced scRNA-seq tools currently available through 12 public benchmark datasets and showed that SC3 had the highest clustering accuracy under default parameters, while Seurat performed well in the mixture control experiment reported by the recently published benchmark article in Nature Methods (Tian et al. 2019) Tian et al. believed that RaceD3, Seurat, clusterExperiment, RCA, and SC3 were representative, and tested them in their mixture control experiment. Scanpy is a widely used python packages for single-cell analysis (Li et al. 2020a,b). SIMLR measures the cell–cell similarity based on a multi-kernel learning method, which is a representative method in single-cell clustering algorithms (Kiselev et al. 2019). Therefore, we only compared our algorithm with SC3, Scanpy, Seurat, and SIMLR. To ensure that comparisons between algorithms were based on the same criteria, we used the same gene-filtering and normalization steps for all these algorithms.

We used the following three metrics to quantify the performance of scSO in predicting the number of cell types: (1) the difference between the predicted and reference cell type numbers of each dataset ($\Delta_m = N_{pred,m} - N_{ref,m}$ for dataset $m$), (2) the Pearson correlation coefficient between the predicted and reference cell type numbers ($P_{corr} = corr(N_{pred}, N_{ref})$), and (3) the number of datasets with $\Delta_m$ less than or equal to 2 ($N_{\leq 2}$). Specifically, $\Delta_m$ represents the error of the predicted number of cell types, and the average $\Delta_m$ of the prediction results of scSO on the 12 datasets was 1.58, which was the lowest of the 5 methods (Figure 3A). For the $P_{corr}$ parameter that represents the prediction accuracy of the cell type number, the scSO result was 0.79, and the results of SC3, Scanpy, Seurat, and SIMLR were 0.41, 0.51, 0.47, and 0.23, respectively (Figure 3B). Moreover, $N_{\leq 2}$ indicates the number of datasets for which the cell type number was accurately predicted, and the $N_{\leq 2}$ for the scSO results was 10, whereas for the other four methods $N_{\leq 2}$ were 6 (SC3), 5 (Scanpy), 4 (Seurat), and 6 (SIMLR; Figure 3C).

To further evaluate the clustering performance of scSO, we calculated the adjusted rand index (ARI; Kiselev et al. 2017; Huang et al. 2018) between its clustering results and reference labels of cells. A higher ARI value indicates higher consistency between the clustering result and the reported cell types of each dataset. In the scSO clustering results of all the 12 datasets, the ARI values of 8 datasets were greater than or equal to 0.8 (Figure 3D). On the contrary, in the clustering results of SC3, the ARI values of three datasets were greater than 0.8, which was the second-highest among all the five methods (The results of different ARI thresholds can refer to Supplementary Table S2). We also tested these state-of-the-art methods with their filtering and normalization processes, which did not significantly change their performance on these datasets (Supplementary Figure S2).

Specifically, scSO classified all the oligodendrocytes in the Zeisel dataset (Zeisel et al. 2015) into one cell cluster, and the d0 mouse embryonic stem cells in the Klein dataset. In contrast, the other four methods divided these cell types into multiple subclusters, and the subclusters classified by different methods were not identical (Supplementary Figure S3).

Furthermore, we used scSO to sort cells by its corresponding element in $u$ (the eigenvector corresponding to zero eigenvalue, Figure 4). The cells with the same height belong to one cluster, and the height of a “step” indicates the difference between two clusters. The $u$ can be used to visualize the similarity between cells. Also, the users can tune the balance parameter $\lambda$ to adjust cluster number, according to the heights of “steps” in $u$, to obtain a better clustering result.

## Discussion

In this article, we propose a new clustering algorithm, scSO, to classify cell types from scRNA-seq data. In the construction of the scSO algorithm, we assumed that the gene expression of cells of the same type was approximately linearly correlated, and we adopted NMF method and GMM to construct the similarity matrix. Then, a new spectral clustering algorithm based on sparse optimization (scSO) was proposed to predict the final cell clusters. The eigenvector that we used to obtain cell identity (Figure 4) can be used to visualize the cell–cell similarity determined by scSO. Finally, we applied scSO to 12 benchmark datasets to assess its performance. Our results indicate that scSO outperformed other state-of-the-art methods in terms of clustering accuracy, implying its advantage in processing single-cell sequencing data.

In scSO, there are several parameters for setting, such as the gene filtering parameter $\eta$, the number of reduced dimensions $r$ in NMF, the number of clusters and covariance structure in GMM and the balance parameter $\lambda$ in the piecewise constant approximation. All these parameters are set as default values in this study. The gene filtering parameter $\eta$ is used to screen out the genes that do not contribute to scSO clustering. For all the datasets shown in Figure 3, we empirically set $\eta_1 = 0.1\nu$ and $\eta_2 = 8.5\nu$, where $\nu$ is the average expression of all the genes. Experiments show that such setting outperforms other gene filtering methods. For the $r$ of gene expression matrix, we use a heuristic algorithm to automatically estimate $r$ in scSO. The heuristic algorithm is based on the observation that the ratios $\frac{\Delta_i}{\min(m, n)}$ of singular values ($\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_{\min(m, n)}$), has a large jump at $i = r$, and $\sigma_{r+1}$ is small (Hu et al. 2020). For the covariance structure for GMM, since the $r$ features obtained by SNMF are approximately linearly independent, we set the covariance matrix structure to be diagonal for the 12 benchmark datasets. For the number of clusters in GMM, under the assumption that cells of different types are approximately linearly independent, and in order to better fit the distribution of cells in the low-dimensional space, the number of clusters in GMM should not be less than $r$. Meanwhile, in order to avoid over-fitting caused by setting the cluster number in GMM to be too large, the number of clusters should be close to $r$. We found that $r + 1$ is a good choice for the number of clusters of GMM by experiment. For the balance parameter $\lambda$, we tested the performance of scSO with different $\lambda$. 
Figure 3 Performance of scSO on 12 benchmark datasets. (A) Difference ($|n_p - n_r|)$ between the reference and predicted cell type numbers. Center line, median; box limits, upper and lower quartiles; whiskers, $1.5 \times$ interquartile range. (B) Pearson correlation coefficient between the reference and predicted cell type numbers. (C) A table listing the reference cell type numbers reported by the data source papers, and the predicted cell type numbers generated by different methods. (D) ARI values between the reference cell types and predicted cell clusters. Bar, average ARI; Dots, ARI values for multiple runs. SC3 and SIMLR were performed 50 times for each dataset.

Figure 4 Eigenvector $u$ generated by scSO for Kolodziejczyk’s and Usoskin’s datasets. Each point denotes a cell, and colors denote cell types. “lif,” “2i,” and “a2i” represent single-cell RNA-sequencing of Mouse embryonic stem cells (mESCs) cultured under three different conditions (Usoskin et al. 2015). PEP, NP, NF, and TH are the abbreviations for peptidergic nociceptor, non-peptidergic nociceptor, neurofilament, and tyrosine hydroxylase, respectively (Kolodziejczyk et al. 2015).
through 12 benchmark datasets (Supplementary Figure S4). The results show that for $\lambda$ values between 0.15 and 0.2, the ARI values of the scSO were stable (except the ARI values of Klein data near $\lambda = 0.172$), which implies scSO is robust to $\lambda$ (Supplementary Figure S4). Therefore, we set $\lambda = 0.15$ as the default value.

Regarding future work, there are three possible directions to improve the clustering effect of scSO. First, to reduce the number of free parameters in scSO, we can try to use a hierarchical version of the Expectation–Maximization algorithm to automatically estimate the number of cell clusters in the future version of scSO. Second, recent studies (Huang et al. 2018, Hu et al. 2020) indicated that using an appropriate imputation method for single-cell data can improve the profiling of cell types. As such, we will progress that using an appropriate imputation method for single-cell data can improve the method of measuring the similarity among cells to make scSO more robust for batch effects.
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