Non-Gaussianities in models of inflation with large and negative entropic masses
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Abstract. Models of inflation where the entropic directions have large and negative masses $|m_s| \gg H$ can be well described by a single-field EFT with an imaginary sound speed $c_s$. Among other features, they predict an exponential enhancement of the spectrum of scalar perturbations which however is not inherited by non-Gaussianities. In this work, I complete the calculation of the trispectrum in this EFT by considering the contributions from the contact interaction and the exchange diagram. While for most shapes the trispectrum is approximately constant, I find that for certain configurations where all the momenta collapse to a line the trispectrum is proportional to $(m_s/H)^5$ for the contact interaction and to $(m_s/H)^6$ for the exchange diagram, as anticipated by previous work. I also discuss the UV sensitivity of the results and argue why the EFT provides a good order of magnitude estimate. In the end, I confront the different predictions for the scalar spectrum against observations. In models where the entropic mass is proportional to a positive power of the slow-roll parameter $\epsilon$, like in hyperinflation, the spectrum grows on small scales and becomes constrained by the overproduction of primordial black holes. Imposing such constraint jointly with the correct amplitude and spectral tilt at CMB scales excludes a large set of potentials. Only those where the spectral tilt is controlled by $m_s\epsilon_2/H \sim \mathcal{O}(-0.01)$, where $\epsilon_2 = \dot{\epsilon}/(\epsilon H)$ is the second slow-roll parameter, are likely observationally viable. Finally, the constraints on the bispectrum generically impose $|c_s m_s|/H \lesssim 10^{-20}$ while those on the trispectrum give a weaker bound when using the constraints on $g_{NL}^4$ as a proxy. For hyperinflation the bispectrum bound translates into $\eta_{\perp} \lesssim 11$ where $\eta_{\perp}$ is the turning rate in field-space.
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1 Introduction

In the inflationary paradigm, what protects the inflaton from large radiative corrections and a new naturalness problem? Symmetries are naturally good mass protectors and have been thoroughly explored, for example, in the case of shift symmetries [1–3]. However, the latest observational data does not seem to point in that direction, at least for the minimal scenarios [4]. Moreover, the symmetry breaking scale generating such Goldstone boson tends to be (super) Planckian thus raising concerns about large gravitational corrections (see [5] for a recent discussion).

Another interesting possibility is to have a dynamical mechanism where multi-field effects counteract the rolling of the inflaton thus effectively allowing for inflation in steeper potentials. In that regard, considerable attention has been given to multi-fields models with a strongly non-geodesic motion (see [6–10] for a few examples). In particular, more recently it has been noted that even when the field space has a negative curvature $R_{fs}$, of which hyperbolic geometries are prototypical examples [10–21], new slow-roll attractors in the inflationary trajectory are still possible to find. In these attractors, which have been
argued to belong all to the same class \[19\], the initially spectator field is typically displaced from its minimum and there is a fast turning rate in field-space. Parallelly to this discussion, it is known that for any two-field system the quadratic action for perturbations assumes a very simple form where the shift symmetric adiabatic curvature perturbation, \(\zeta\), couples derivatively to the entropic degree of freedom whose effective mass is controlled by \[22\]

\[
m^2_s = V_{ss} + H^2(\epsilon R_{fs} M_p^2 - \eta_{sL}),
\]

(1.1)

where \(V\) is the multi-field potential and \(\eta_{sL} = -V_s/(H\dot{\phi})\) controls the bending of the trajectory in field-space. The covariant derivatives are taken with respect to the field-space metric and the subscript \(s\) denotes the entropic direction. As usual, when the entropic direction is massive it can be integrated out yielding a single-field effective field theory (EFT) with a reduced speed of sound \[23–25\]. However, recently it has been pointed out that even if \(m_s^2\) is large and negative, \(-m_s^2/H^2 \gg 1\), the entropic direction can still be integrated out using its equation of motion \[14\]. The resulting theory, valid for wavelengths smaller than \(|m_s|\), is still a single-field EFT but with an imaginary sound speed controlled by \(c_{sL}^{-2} = 1+4\eta_{sL}^2 H^2/m_s^2 < 0\). Remarkably, even if \(\eta_s^2 \gg 1\) dominates the effective mass \(m_s\) making it large and negative, the theory is still stable because on superhorizon scales the effective entropic mass is instead \(m_s^2 + 4\eta_{sL}^2 H^2 > 0\). The consequences though are rather non-trivial. The temporary negative mass causes an exponential growth of \(\zeta\) for modes in the window \(H \lesssim k/a \lesssim |m_s|\), similarly to what happens in the context of axial couplings to gauge fields during inflation \[26–29\].

Non-Gaussianities are another feature of the models described by such EFT. Interestingly, they do not inherit the exponential growth but instead a polynomial dependence on \(m_s/H\). This has been shown for the 3-point function \[30\] and also for higher-order correlators \[31, 32\]. Namely, while for most shapes the non-Gaussian parameters are constant in the \(m_s \gg H\) limit, for certain shapes approaching the collapsing limit, where all momenta in the correlator collapse to a line (see figure 1), the time integrals become dominated by the UV cutoff with a leading power-law dependence of \(\alpha^3\) in the bispectrum, and \(\alpha^6\) in the trispectrum where \(\alpha \equiv |c_s m_s|/H\) \[30, 32\]. The peak on flattened shapes and its UV sensitivity are typical of theories with excited initial states \[33, 34\]. It shows that to find a precise result for such shapes one necessarily needs to consider the full multi-field system. However, as I will discuss later on, if the theory quickly approaches that of approximately massless and weakly coupled scalar fields for scales above the cutoff, the UV contribution will be strongly suppressed thus validating the order of magnitude estimation within the EFT.

In this work, I will complete the trispectrum computation by evaluating the contributions from the contact interaction and the exchange diagram (see figure 2). So far only one term of the exchange diagram has been computed \[32\]. I find results consistent with what has been found in the literature, i.e., that the exchange diagram is the dominant contribution to the trispectrum and that it peaks on shapes where all the momenta are collinear. Afterwards, I will collect the different predictions of these models for the spectrum of scalar perturbations: amplitude, spectral tilt and non-Gaussianity; and confront them against observations. In some cases, I will make quantitative assessments on the observational viability of the theory while in other the model dependence only allows for qualitative statements.

The paper is organized as follows. In section 2 I give the basic ingredients of the EFT with imaginary sound speed. In section 3 I look at the non-Gaussianities, first, by revisiting the bispectrum in section 3.1 and then by evaluating the trispectrum in section 3.2. In section 4 I use observations to place constraints on the models. Auxiliary and intermediate
expressions are presented in the appendix. Namely, appendix A briefly discusses 2 rapid-
turn attractor models, appendix B presents the interaction Hamiltonians and section C a few
expressions related to the trispectrum including the results for the equilateral shape.

2 Basics of the model

The models under discussion are those where the entropic direction\(^1\) has an effective mass \(m^2_s\)
which is large and negative, \(-m^2_s/H^2 \equiv \alpha^2/|c_s|^2 \gg 1\). In such cases, one can use the single-
field EFT with imaginary sound speed to compute non-Gaussianities [30]. In this section, I
review the basic features of the EFT and set the notation for the following sections.

To see why the EFT is a good description let me consider a model with 2 fields \(\phi_1, \phi_2\)
described by the Lagrangian

\[
L = -\frac{1}{2} G_{\mu\nu} \partial\phi^\mu \partial\phi^\nu - V, \tag{2.1}
\]

where \(G_{\mu\nu}(\phi_1, \phi_2)\) is the field-space metric and \(V(\phi_1, \phi_2)\) the potential energy. Both
\(G_{\mu\nu}\) and \(V\) are chosen such that the background is in slow-roll, either the standard slow-roll attractor
or a different one. Remarkably, at the level of perturbations, the Lagrangian at quadratic
order is generically given by [22]

\[
L = -\epsilon M^2_p (\partial\zeta)^2 - \frac{1}{2} (\partial\sigma)^2 - \frac{1}{2} m^2_s \sigma^2 - 2 \dot{\sigma} \dot{\eta}_\perp \sigma \zeta, \tag{2.2}
\]

where \(\zeta\) is the adiabatic curvature perturbation, \(\dot{\phi} = (G_{\mu\nu} \partial^\mu \partial^\nu)^{1/2}\) is the background velocity
in the adiabatic direction and \(\sigma\) the entropic field, i.e. the perturbation orthogonal to the
background trajectory. The Lagrangian in eq. (2.2) is characterized by 3 parameters: the
slow-roll parameter \(\epsilon = -\dot{H}^2/H^2\), the effective entropic mass \(m_s\) defined in eq. (1.1) and \(\eta_\perp\).
As usual, when \(|m_s^2| \gg H^2\) one can integrate out \(\sigma\) and define an EFT for modes below the
cutoff \(k/a \lesssim |m_s|\). Namely, for those modes, the equation of motion for \(\sigma\) reads

\[
\sigma \simeq -\frac{\dot{\sigma} \eta_\perp}{m^2_s} \zeta. \tag{2.3}
\]

Substituting this equality in eq. (2.2) then yields the single-field EFT [13, 30]

\[
L = \epsilon M^2_p \left[ \frac{\zeta^2}{c^2_{\perp}} + k^2 \zeta^2 \right], \tag{2.4}
\]

where \(c_{\perp} = 1 + 4\eta_\perp^2 H^2/m^2_s\) is the effective speed of sound. If \(m^2_s + 4\eta_\perp^2 H^2 > 0\) the entropic
direction decays on superhorizon scales thus ensuring the stability of the system. However,
the effective speed of sound becomes imaginary, \(c^2_{\perp} < 0\), leading to an exponential growth
in the time interval \(H \lesssim |c_s| k/a \lesssim |m_s|\). This can be seen more explicitly by solving the
equation of motion for \(\zeta\) in the constant \(c^2_{\perp}\) approximation which yields\(^2\) [30]

\[
\zeta_k(\tau) = \frac{\beta e^{2x}}{k^{3/2}} \left[ -f(k, \tau) + pe^{i\psi - 2x} g(k, \tau) \right] \tag{2.5}
\]

\(^1\)These statements can be generalized to a system with several entropic directions as long as they are all
large and negative [18].

\(^2\)Note that I added an extra (-) sign compared to the solution in [30] in order to make the real and imaginary
parts of \(\zeta\) positive on superhorizon scales.
where \( f \) and \( g \) are real functions given by
\[
f(k, \tau) = e^{k|c_s|\tau}(k|c_s|\tau - 1), \quad g(k, \tau) = -f(k, -\tau),
\]
and \( x, \beta, \rho, \psi \) are real parameters that need to be computed in the full theory which I assume to be approximately scale-invariant. On super horizon scales, for \( \rho e^{-2x} \ll 1 \) the power spectrum is basically determined by the first term in eq. (2.5)
\[
P_\zeta \simeq \frac{\beta^2 e^{2x}}{2\pi^2}.
\]
By imposing the Wronskian condition on the solution in eq. (2.5) one further finds the relation [30]
\[
\beta^2 \rho \sin(\psi) = \frac{\pi^2}{2} P_{\zeta,0},
\]
where \( P_{\zeta,0} = H^2/(8\pi^2 \epsilon|c_s| M_p^2) \) is the power spectrum in standard single-field inflation. Fortunately, the leading contributions to non-Gaussianities in the large \( x \) limit are proportional to powers of \( \beta^2 \rho \sin(\psi) \). Therefore, the results will only depend only on \( \alpha \) and \( |c_s| \). In light of that, and without loss of generality, I fix \( \rho = 1, \psi = \pi/2 \) and use instead
\[
\zeta_k(\tau) = \sqrt{\frac{2\pi^2 P_\zeta}{k^3}} [-f(k, \tau) + ie^{-2x}g(k, \tau)]
\]
with \( P_\zeta = P_{\zeta,0} e^{2x}/2 \). The parameter \( x \) cannot be computed within the EFT. However, if all fields become approximately massless and weakly coupled on scales smaller than the cutoff \( |c_s|k/a \lesssim |m_s| \), one expects to recover plane wave solutions at those scales and so to have \( x \sim \alpha \). Nevertheless, the precise relation between \( x, \alpha \) and \( c_s \) will depend on the model. For example, in the case of rapid-turn attractors (see appendix A), numerical and analytical studies have shown that \( x \simeq (2 - \sqrt{3 + \xi})\pi \eta_\perp/2 \) and \( |c_s| = \sqrt{1 - \xi}/(3 + \xi) \) for \( \xi < 1 \) [12, 31]. In particular, for hyperinflation \( c_s^2 = \xi = -1 \) [11].

Before proceeding to the computation of non-Gaussianities it is useful to introduce the variable \( \tilde{\zeta} \) defined as
\[
\tilde{\zeta} = \frac{\zeta}{\sqrt{\pi^2 P_{\zeta,0}}}, \quad \left\langle \tilde{\zeta}_k \tilde{\zeta}_q \right\rangle = \frac{2P_\zeta}{P_{\zeta,0} k^3} \delta^{(3)}(k + q),
\]
which allows to directly extract the relevant quantities from the mode functions and from the interaction Hamiltonian. In particular note that on superhorizon scales
\[
\text{Re} \left[ \tilde{\zeta}_k(0) \right] = \sqrt{\frac{2P_\zeta}{P_{\zeta,0} k^3}}, \quad \text{Im} \left[ \tilde{\zeta}_k(0) \right] = \sqrt{\frac{P_{\zeta,0}}{2P_\zeta k^3}}.
\]

3 Non-Gaussianities

The shape and size of non-Gaussianities are intrinsic characteristics of a given inflationary model. Interestingly, in the context of the EFT described in the previous section it has been shown that the non-Gaussian parameters have a polynomial, rather than exponential, dependence on \( m_s \) in the \( |m_s| \gg H \) limit, or equivalently, when \( x, \alpha \gg 1^3 \) [30–32]. Moreover,\(^3\) I will always work in this limit throughout this section. The subleading corrections in \( x \) are suppressed by \( e^{-2x} \) while the subleading terms in \( \alpha \) are suppressed by \( \alpha^{-1} \).

\(^3\)
they peak in shapes where all the momenta collapse to a line (see figure 1). This characteristic, typical of theories with excited initial states [33, 34], is easy to understand by looking at the time integrals in the in-in formalism. More concretely, the n-point function is given by [35, 36]

$$
\langle \zeta^n(\tau) \rangle = \sum_{k=0}^{\infty} i^k \int_{-\infty}^{\infty} d\tau_1 a(\tau_1) \cdots \int_{-\infty}^{\tau_k} d\tau_k a(\tau_k) \langle [H_I(\tau_k) \cdots [H_I(\tau_1), \zeta^n(\tau)] \cdots] \rangle ,
$$

(3.1)

where $H_I$ is the interaction Hamiltonian. As the dynamic is effectively described by a single-field model of inflation, the interactions will be the same as those derived in the context of the EFT of single-field inflation [23].

After inserting the UV cutoff of the EFT, the time integrals become of the form

$$
\mathcal{F}[n, p] \equiv \int_0^\alpha dy y^n \exp [-py] = -p^{-1-n} \Gamma [n + 1, py] \bigg|_{y=0}^{y=\alpha}
$$

(3.2)

where $\Gamma[n, x]$ is the incomplete Gamma function, $n > -1$ and $p > 0$ is a function of the different momenta. The integrand peaks at $y_{\text{max}} = n/p$. Therefore, there are basically two distinct classes of shapes:

- (near)-collapsed shapes where $p \ll n/\alpha$: UV sensitive;
- other shapes: UV and IR finite.

The UV sensitivity is not necessarily dramatic. If the theory behaves approximately as a weakly coupled system of massless fields for scales above the cutoff, $k/a > |m_s|$, as it is likely the case (see eq. (2.2)), the mode functions will quickly be well described by rapidly oscillating plane waves. The oscillatory behavior will then strongly suppress the contribution of the UV to the integrals. Therefore, the results here presented for those shapes can still be trusted at the order of magnitude level. The fact that the non-Gaussianity peaks at that collapsed shapes is insensitive to this discussion.

In the next sections, I will compute the non-Gaussianities for a generic shape and then particularize the results for the equilateral ($k_1 = k$) and flattened ($k_1 = k_2 + k_3$ for the bispectrum and $k_1 = k_2 + k_3 + k_4$ for the trispectrum) configurations as representative shapes of those two classes.

### 3.1 Bispectrum

I start by reviewing the bispectrum computation [30, 32]. In Fourier space the 3-point function can generically be written as

$$
\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \rangle = (2\pi)^{-3/2} \delta^{(3)}(k_1 + k_2 + k_3) B(k_1, k_2, k_3) ,
$$

(3.3)

$$
B(k_1, k_2, k_3) = (2\pi)^4 \frac{S(k_1, k_2, k_3)}{(k_1 k_2 k_3)^2} P^2 \zeta ,
$$

(3.4)
where $B(k_1, k_2, k_3)$ is the bispectrum and I have defined the shape function $S(k_1, k_2, k_3)$ for later convenience. For $n = 3$, the first term in eq. (3.1) is

$$
\langle \zeta^3(\tau) \rangle = i \int_{-\infty}^{\tau} d\tau_1 a(\tau_1) \langle [H_{1,3}(\tau_1), \zeta^3(\tau)] \rangle = -2 \int_{-\infty}^{\tau} d\tau_1 a(\tau_1) \text{Im} \left[ \langle H_{1,3}(\tau_1) \zeta^3(\tau) \rangle \right],
$$

(3.5)

where $H_{1,3}$ is the interaction Hamiltonian of cubic order given in eq. (B.1). The fact that only the imaginary part contributes is crucial to tame the exponential growth of non-Gaussianities [31, 37]. A similar thing happens in the 4-point function.

I am interested in the late time limit, $\tau \to 0$. Then, after Fourier transforming the fields using eq. (B.3), performing the Wick contractions, changing variable to $\zeta$ using eq. (2.10) and using eqs. (B.4) and (2.11) the 3-point function becomes

$$
\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \rangle' \simeq -2i \left( \frac{\pi^2 P_{\zeta,0}}{k_1 k_2 k_3} \right)^{3/2} \frac{\langle 2P_{\zeta} \rangle^{3/2}}{\langle P_{\zeta,0} \rangle} \text{Im} \left[ \frac{A}{|c_s|^2} \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} + (k_1 \cdot k_2) \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \right] - 3 \left( \frac{2P_{\zeta}}{P_{\zeta,0}} \right)^{1/2} \text{Re} \left[ \frac{A}{|c_s|^2} \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} + (k_1 \cdot k_2) \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \right] + 5 \text{ perm.}
$$

(3.6)

The factor of 3 in the last term comes from the 3 different options to chose the imaginary part of the external legs and the minus sign from the complex conjugation. The prime in the correlator denotes that the momentum conserving delta function was suppressed.

Now I can evaluate the integrals using the mode functions in eq. (2.5). The EFT is only valid for modes below the cutoff. Therefore, the time integrals are cutted off at $-k_{\text{max}} \tau_{\text{UV}} |c_s| = \alpha$ where $k_{\text{max}}$ is the largest momentum in the correlator. The results agree with those found in [30] and show that bispectrum peaks in flattened shapes and is proportional to $\alpha^3$.

### 3.1.1 Terms in $\zeta^3$

As mentioned before, the imaginary part ensures that the result is proportional to $e^{4x}$ thus making the 3-point function proportional to $P_\zeta^2$ in the $x \gg 1$ limit. In terms of $y = -k_1 |c_s| \tau$, the terms in $\zeta^3$ in eq. (3.6) simplify to

$$
\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \rangle' \simeq -(2\pi)^{3/2} \frac{P_\zeta^2}{(k_1 k_2 k_3)^3} \left( \frac{1}{|c_s|^2} \right)^{1/2} \int_{-\infty}^{\infty} \frac{dy}{y} \left[ (g_{k_1 f_{k_2 f_{k_3}}}, 2 \text{ perm.}) + 3f'_{k_1 f_{k_2 f_{k_3}}} \right],
$$

(3.7)

where I have used eqs. (B.5) and (2.11). After evaluating the integrals and using eq. (3.2) the shape function in eq. (3.4) becomes

$$
S(k_1, k_2, k_3)_{\zeta^3} = -3 \frac{A}{8 |c_s|^3} \left( \frac{1}{|c_s|^2} \right)^{1/2} \frac{1}{k_1 k_2 k_3} \left[ \frac{k_1 k_2 k_3 |c_s|^3}{k_1} \right] F[3, p] + 2 \text{ perm.} - 3 F[3, p_t],
$$

(3.8)

where $p = (-k_1 + k_2 + k_3)/k_1$ and $p_t = (k_1 + k_2 + k_3)/k_1$. As anticipated in the beginning of the section, there are essentially two distinct classes of shapes. For the dominant shapes, near the flattened limit $\alpha \rho \ll 1$ (cf. figure 1), it gives

$$
S(k_1, k_2, k_3)_{\zeta^3}^{\text{near-flat}} = \frac{A}{8} \left( \frac{1}{|c_s|^2} \right)^{1/2} \frac{k_2 k_3}{k_1^3} \alpha^3 \left[ 1 - \frac{3}{4} \rho \alpha + O(\rho \alpha^2) \right].
$$

(3.9)

---

Footnote 4: I will assume $k_1$ to be the largest momenta throughout the paper apart from section 3.2.2 where I choose $k_4$ instead.
Note that the 2 permutations did not contribute to leading order in \( \alpha \). For example, for \( k_1/2 = k_2 = k_3 = k \) it yields

\[
S(2k, k, k)_{\zeta' } \simeq \frac{A}{32} \left( \frac{1}{|c_4'|^2} + 1 \right) \alpha^3 .
\] (3.10)

For the remaining shapes the result converges in the \( \alpha \gg 1 \) limit yielding

\[
S(k_1, k_2, k_3)_{\zeta' }^{\text{non-flat}} \simeq -\frac{3}{4} A \left( \frac{1}{|c_4'|^2} + 1 \right) \frac{1}{k_1 k_2 k_3} \left[ -\left( \frac{k_2^2 k_3^2}{k_1} \frac{1}{p^3} + 2 \text{ perm.} \right) + \frac{3}{p_1^3} \right] .
\] (3.11)

In particular, in the equilateral limit \( k_1 = k_2 = k_3 \) it gives

\[
S(k, k, k)_{\zeta' } \simeq \frac{13}{6} A \left( \frac{1}{|c_4'|^2} + 1 \right) .
\] (3.12)

3.1.2 Terms in \( \zeta' (\partial \zeta)^2 \)

Regarding the terms in \( \zeta' (\partial \zeta)^2 \) in eq. (3.6), after using eq. (2.5), I get that

\[
\langle \zeta_k \zeta_k \zeta_k \rangle_{\zeta' (\partial \zeta)^2} \simeq - (2\pi)^{5/2} \frac{P_0^2}{(k_1 k_2 k_3)^3} \left( \frac{1}{|c_4'|^2} + 1 \right) \left( \frac{k_1 \cdot k_2}{16 |c_4'|} \right) \left[ \int_0^1 \frac{dy}{y} \left[ g_{k_1} f_{k_2} f_{k_3}' + 2 \text{ perm.} \right] + 3 f_{k_1} f_{k_2} f_{k_3}' \right] + 5 \text{ perm.}
\] (3.13)

The shape function in this case given by

\[
S(k_1, k_2, k_3)_{\zeta' (\partial \zeta)^2} =
\]

\[
= -\left( \frac{k_1 \cdot k_2}{16} \right) \left( \frac{1}{|c_4'|^2} + 1 \right) \frac{1}{k_1 k_2 k_3} \left[ \left( \frac{k_3^2}{k_1^2} \right) (k_1 F[1, p] + (k_2 - k_1) F[2, p] - k_2 F[3, p]) 
\]

\[
+ 2 \text{ perm.} \right) - \frac{3 k_3^2}{k_1^2} (k_2 F[3, p_t] + (k_2 + k_1) F[2, p_t] + k_1 F[1, p_t]) \right] + 5 \text{ perm.}
\] (3.14)

For near-flattened shapes, \( p \alpha \ll 1 \), in the large-\( \alpha \) limit it simplifies to

\[
S(k_1, k_2, k_3)_{\zeta' (\partial \zeta)^2} \simeq \frac{- \left( k_1 \cdot k_2 \right) \left( \frac{1}{|c_4'|^2} + 1 \right) \alpha^3 \frac{k_3^3}{k_1^3} \left[ 1 - \frac{3}{4} p \alpha + \mathcal{O}(p \alpha)^2 \right] + 5 \text{ perm.}
\] (3.15)

In such configuration \( k_1 \cdot k_2 = -k_1 k_2 \) and \( k_2 \cdot k_3 = k_3 k_2 \) which implies that

\[
S(2k, k, k)_{\zeta' (\partial \zeta)^2} \simeq \left( \frac{1}{|c_4'|^2} + 1 \right) \frac{\alpha^3}{32} .
\] (3.16)

For other shapes, it gives instead

\[
S(k_1, k_2, k_3)_{\zeta' (\partial \zeta)^2} = \frac{\left( k_1 \cdot k_2 \right)}{16} \left( \frac{1}{|c_4'|^2} + 1 \right) \frac{1}{k_1 k_2 k_3} \left[ \left( \frac{k_3^2}{k_1^2 p^3} \right) (k_1 (p-1)p + k_2 (p-2)) 
\]

\[
+ 2 \text{ perm.} \right) - \frac{3 k_3^2}{k_1^2 p_t^3} (k_1 p_t (p_t + 1) + k_2 (p_t + 2)) \right] + 5 \text{ perm.}
\] (3.17)

which, in the equilateral limit, reduces to

\[
S(k, k, k) = \frac{-5}{24} \left( \frac{1}{|c_4'|^2} + 1 \right).
\] (3.18)
Figure 2. Contributions to the 4-point function: exchange diagram and contact interaction.

3.2 Trispectrum

The next step is to compute the contribution to the trispectrum from the two diagrams in figure 2. The results will share many similarities with the bispectrum calculation: they peak in shapes where all the momenta are (anti-)collinear, which in the case of the exchange diagram does not correspond solely to the $k_1 \rightarrow k_2 + k_3 + k_4$ limit, and the remaining shapes are UV and IR convergent in the $\alpha \gg 1$ limit. Moreover, I find that the contribution from the leading flattened shapes scale as $\alpha^6$ for the exchange diagram, in agreement with [32], and so dominates over the contact interaction where they scale as $\alpha^5$. This can be easily understood from the time integrals in the in-in formalism which in the flattened limit read $\left(\int_0^\infty y^2 dy\right)^2$ for the exchange diagram and $\int_0^\infty y^4 dy$ for the contact term.

The two diagrams in figure 2 correspond to the first two corrections in the in-in expansion and are given by

$$\langle \zeta^4(\tau) \rangle_{\text{conn.}} \approx i \int_{-\infty}^\tau d\tau_1 a(\tau_1) \langle [H_{I,4}(\tau_1), \zeta^4(\tau)] \rangle - \int_{-\infty}^\tau d\tau_1 a(\tau_1) \int_{-\infty}^{\tau_1} d\tau_2 a(\tau_2) \langle [H_{I,3}(\tau_2), [H_{I,3}(\tau_1), \zeta^4(\tau)]] \rangle$$

$$\equiv \langle \zeta^4(\tau) \rangle_{c,1} + \langle \zeta^4(\tau) \rangle_{c,2} \tag{3.19}$$

where $H_{I,4}$ is the interaction Hamiltonian of quartic order given in eq. (B.8). In Fourier space the 4-point function is generically given by

$$\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \zeta_{k_4} \rangle_{\text{conn.}} = \frac{(2\pi)^3 P_\zeta^3}{|c_s|^2} T(k_1, k_2, k_3, k_4) \delta^{(3)} \left( \sum_i k_i \right) \tag{3.20}$$

The goal now is to calculate $T$ from the different contributions.

3.2.1 Quartic interaction

We start by computing $\langle \zeta^4(\tau) \rangle_{c,1}$, the contact interaction. Using eqs. (B.3) and (2.10) the correlator becomes

$$\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \zeta_{k_4} \rangle_{c,1} = -2(2\pi^2 P_\zeta) \int_{-\infty}^\tau d\tau_1 a(\tau_1) \text{Im} \langle [H_{I,4}(\tau_1), (\zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \zeta_{k_4})_{\tau}] \rangle \tag{3.21}$$

Just like in the bispectrum, the imaginary part is crucial to tame exponential growth of non-Gaussianities. Now I perform the Wick contractions and separate the integrand in two terms depending on whether I take the real or imaginary part of the external legs. After using eqs. (2.11), (3.20) and inserting the interaction Hamiltonian in eq. (B.9) the trispectrum becomes

$$T(k_1, k_2, k_3, k_4) = \frac{1}{32|c_s|^2} \left( \frac{1}{|c_s|^2} + 1 \right) \frac{1}{(k_1 k_2 k_3 k_4)^{3/4}} \sum_{i=1}^3 I_i(k_1, k_2, k_3, k_4), \tag{3.22}$$
where

\begin{align}
I_1(k_1, k_2, k_3, k_4) & \simeq 24 B \int_0^1 \frac{dy}{y - k_1|c_s|} \left[ - \left[ g_{k_1} f_{k_2} f_{k_3} f_{k_4} + 3 \text{ perm.} \right] - f_{k_1} f_{k_2} f_{k_3} f_{k_4} \right] \, , \quad (3.23) \\
I_2(k_1, k_2, k_3, k_4) & \simeq -4 C (\mathbf{k}_1 \cdot \mathbf{k}_2) \int_0^1 \frac{dy}{y - k_1|c_s|} \left[ - \left[ g_{k_1} f_{k_2} f_{k_3} f_{k_4} + 3 \text{ perm.} \right] - f_{k_1} f_{k_2} f_{k_3} f_{k_4} \right] + 5 \text{ perm.} \, , \quad (3.24) \\
I_3(k_1, k_2, k_3, k_4) & \simeq |c_s|^2 (\mathbf{k}_1 \cdot \mathbf{k}_2) (\mathbf{k}_3 \cdot \mathbf{k}_4) \int_0^1 \frac{dy}{y - k_1|c_s|} \left[ - \left[ g_{k_1} f_{k_2} f_{k_3} f_{k_4} + 3 \text{ perm.} \right] - f_{k_1} f_{k_2} f_{k_3} f_{k_4} \right] + 5 \text{ perm.} \quad (3.25)
\end{align}

In the last step, I inserted the mode functions in eq. (2.5), changed the time variable to $y = -k_1|c_s|$ and inserted the EFT cutoff in the time integral assuming $k_1$ to be the largest momenta.

Terms in $\zeta'^4$. Using eqs. (3.2) and (2.9) the integral in eq. (3.23) simplifies to

\begin{equation}
I_1(k_1, k_2, k_3, k_4) = -24 B |c_s|^3 \frac{(k_2 k_3 k_4)^2}{k_1^2} \left[ \mathcal{F}[4, qy] + 3 \text{ perm.} - \mathcal{F}[4, qy] \right] \, , \quad (3.26)
\end{equation}

where $q \equiv (-k_1 + k_2 + k_3 + k_4)/k_1$ and $q_t = (k_1 + k_2 + k_3 + k_4)/k_1$. The 3 permutations are similar, up to the appropriate redefinition of $q$. However, they do not contribute to the flattened limit, $q \ll 1/\alpha$, to leading order in $\alpha$ which reads

\begin{equation}
I_1^{\text{linear-flat}}(k_1, k_2, k_3, k_4) = 24 B |c_s|^3 \frac{(k_2 k_3 k_4)^2}{k_1^2} \left( \frac{1}{5} - \frac{1}{6} q \alpha + O(q \alpha)^2 \right) \, , \quad (3.27)
\end{equation}

and for $k_1/3 = k_2 = k_3 = k_4 = k$ yields the trispectrum

\begin{equation}
\mathcal{T}_1(3k, k, k) = \frac{B |c_s|^2}{180 \cdot 3^{3/4}} \left( \frac{1}{|c_s|^4} + 1 \right) \alpha^5 \quad (3.28)
\end{equation}

The remaining shapes are UV and IR convergent in the $\alpha \gg 1$ limit and given by

\begin{equation}
I_1^{\text{non-flat}}(k_1, k_2, k_3, k_4) = 24^2 B |c_s|^3 \left[ (k_2 k_3 k_4)^2 \frac{1}{k_1 q_5^5} + 3 \text{ perm.} - \frac{(k_2 k_3 k_4)^2}{k_1^2 q_5^2} \right] \, . \quad (3.29)
\end{equation}

In particular, for equilateral shapes

\begin{equation}
\mathcal{T}_1(k, k, k) = \frac{855}{512} B |c_s|^2 \, . \quad (3.30)
\end{equation}

Terms in $\zeta'^2(\partial \zeta)^2$. Following steps similar to those of above, $I_2$ in eq. (3.24) evaluates to

\begin{equation}
I_2(k_1, k_2, k_3, k_4) = -4C |c_s| (\mathbf{k}_1 \cdot \mathbf{k}_2) \frac{(k_3 k_4)^2}{k_1^2} \times \left[ [k_2 \mathcal{F}[4, qy] + (k_1 - k_2) \mathcal{F}[3, qy] - k_1 \mathcal{F}[2, qy]] + 3 \text{ perm.} \right] \\
+ [k_2 \mathcal{F}[4, qy] + (k_1 + k_2) \mathcal{F}[3, qy] + k_1 \mathcal{F}[2, qy]] + 5 \text{ perm.} \quad (3.31)
\end{equation}
In the flattened limit, \( q \ll 1/\alpha \), the leading terms are

\[
\mathcal{T}_2^{\text{near-flat}}(k_1, k_2, k_3, k_4) = 4C|c_s| \times \\
\frac{k_2 k_4}{60 k_1^3} \alpha^3 \left(5(k_3 + k_4)(3\alpha - 4) + 4k_2(3\alpha^2 - 5)\right) + 5 \text{ perm.} + \mathcal{O}(q\alpha). \tag{3.32}
\]

When \( q \to 0 \) all momenta are collinear apart from \( k_1 \) which is anti-collinear. Therefore, for \( \alpha \gg 1 \) the trispectrum is given by

\[
\mathcal{T}_2(3k, k, k) = -\frac{C}{180 \cdot 3^{3/4}} \left(\frac{1}{|c_s^2|} + 1\right) \alpha^5. \tag{3.33}
\]

For other shapes, in the \( \alpha \gg 1 \) limit, I get instead

\[
\mathcal{T}_2^{\text{non-flat}}(k_1, k_2, k_3, k_4) = -8(k_1 \cdot k_2) C|c_s| k_3^2 k_4^2 k_1^4 \left[\frac{1}{q^3} ((k_1(q - 3)q + 3k_2(q - 4)) + 3 \text{ perm.} - \frac{1}{q^4} (k_1 q_t (q_t + 3) + 3k_2 (q_t + 4)) \right] + 5 \text{ perm.}. \tag{3.34}
\]

Terms in \( (\partial \zeta)^4 \). Finally I look at \( \mathcal{I}_3 \) in eq. (3.25). After inserting the mode functions in eq. (2.5) it reads

\[
\mathcal{I}_3(k_1, k_2, k_3, k_4) = |c_s| \frac{(k_1 \cdot k_2)(k_3 \cdot k_4)}{k_1^4} \int_0^y dy \left[(y - 1)(k_2 y + k_1) (k_3 y + k_1) (k_4 y + k_1) e^{-qy} + 3 \text{ perm.} + \frac{1}{k_1^4|c_s|} (y + 1)(k_2 y + k_1) (k_3 y + k_1) (k_4 y + k_1) e^{-qy} \right] + 5 \text{ perm.}. \tag{3.35}
\]

The expression in terms of the function \( \mathcal{F} \) defined in eq. (3.2) is long and not very informative so I give it in eq. (C.1). In the near-flattened limit, and for \( \alpha \gg 1 \), it gives

\[
\mathcal{I}_3^{\text{near-flat}}(k_1, k_2, k_3, k_4) \approx -\frac{1}{5} |c_s| \alpha^5 \frac{k_2 k_3 k_4}{k_1^4} [(k_1 \cdot k_2)(k_3 \cdot k_4) + 5 \text{ perm.}] + \mathcal{O}(q\alpha), \tag{3.36}
\]

and yields the trispectrum

\[
\mathcal{T}_3(3k, k, k) = -\frac{1}{720 \cdot 3^{3/4}} \left(\frac{1}{|c_s^2|} + 1\right) \alpha^5. \tag{3.37}
\]

For other shapes I get instead the result in eq. (C.2).

To sum up, the contributions to the trispectrum from the contact interaction peak in the flattened shape, proportionally to \( \alpha^5 \), while other shapes are \( \alpha \)-independent in the large-\( \alpha \) limit.

**3.2.2 Cubic interaction**

Finally, I pass to the main contribution to the trispectrum, the term \( \langle \zeta^4(\tau) \rangle \) in eq. (3.19) corresponding to the exchange diagram in figure 2. I start by expanding the integrand into

\[
\langle \left[ \hat{H}_I(\tau_2), \left[ \hat{H}_I(\tau_1), \zeta^4(\tau) \right] \right] \rangle = 2 \Re \langle \hat{H}_I(\tau_2) \hat{H}_I(\tau_1) \zeta^4(\tau) - \hat{H}_I(\tau_2) \zeta^4(\tau) \hat{H}_I(\tau_1) \rangle. \tag{3.38}
\]
Then, after changing from $\zeta$ to $\tilde{\zeta}$ using eq. (2.10) and inserting the cubic Hamiltonian in eq. (B.4) the 4-point function is given, in Fourier space, by
\[
\langle \zeta_{k_1}\zeta_{k_2}\zeta_{k_3}\zeta_{k_4}\rangle_{c,2} = -2\hbar^2 \left(\pi^2 P_{c,0}\right)^2 \int_{-\infty}^{\tau} d\tau_1 \int_{-\infty}^{\tau_1} d\tau_2 \Re \left\langle \tilde{H}_{1,3}(\tau_2) \left(\tilde{H}_{1,3}(\tau_1) \left(\tilde{\zeta}_{k_1}\tilde{\zeta}_{k_2}\tilde{\zeta}_{k_3}\tilde{\zeta}_{k_4}\right)^* - \left(\tilde{\zeta}_{k_1}\tilde{\zeta}_{k_2}\tilde{\zeta}_{k_3}\tilde{\zeta}_{k_4}\right) \tilde{H}_{1,3}(\tau_1)\right)\right\rangle .
\tag{3.39}
\]
Each $\tilde{H}_{1,3}$ contains two distinct terms so there are 4 different combinations. I define the functions $\mathcal{K}_i$ associated with each of those terms as
\[
\langle \zeta_{k_1}\zeta_{k_2}\zeta_{k_3}\zeta_{k_4}\rangle_{c,2} = -\frac{1}{2^6 |c_s|^2} \frac{(2\pi)^3 P_{c}^3}{(k_1 k_2 k_3 k_4)^3/2} \delta^{(3)} \left(\sum_{i=1}^{4} k_i\right) \sum_{i=1}^{4} \mathcal{K}_i
\tag{3.40}
\]
where $P_{c}/2$ was factored out for convenience. The trispectrum in eq. (3.20) is then related to $\mathcal{K}_1$ by
\[
\mathcal{T}(k_1, k_2, k_3, k_4) = -\frac{1}{2^6 |c_s|^2} \frac{1}{(k_1 k_2 k_3 k_4)^3/2} \sum_{i=1}^{4} \mathcal{K}_i(k_1, k_2, k_3, k_4).\tag{3.41}
\]
The function $\mathcal{K}_1$ is associated with two insertions of $\tilde{H}_{3,2}$, defined in eq. (B.4), and it is given by
\[
\mathcal{K}_1(k_1, k_2, k_3, k_4) = -2 \times 2 \times (3 \times 3 \times 4) \left(\frac{A}{|c_s|^2}\right)^2 (k_1 k_2 k_3 k_4)^3 e^{-6x} \int_{-\infty}^{\tau} d\tau_1 \int_{-\infty}^{\tau_1} d\tau_2 \int_{-\infty}^{\tau_2} d\tau_3 \left(\tilde{\zeta}_{k_1,\tau_1} \tilde{\zeta}_{k_2,\tau_2} \tilde{\zeta}_{k_3,\tau_3} \right) \left(\tilde{\zeta}_{k_4,\tau}\right) + 5 \text{ perm.}
\tag{3.42}
\]
where $k_{12} = k_1 + k_2$. Some of the pre-factors are shared by the several $\mathcal{K}_i$ so I explain here their origin. The factor $3 \times 3 \times 4$ comes from permutations within the first vertex times permutations within the second vertex and permutations $1 \leftrightarrow 2, 3 \leftrightarrow 4$ in the external legs.\(^5\)

The two factors of 2 come from picking one of the imaginary parts and to compensate the factor of 1/2 which I factored out in eq. (3.40). The $\mathcal{K}_2$ term is associated with one insertion of each vertex, $\tilde{H}_{3,1}$ and $\tilde{H}_{3,2}$, and is given by
\[
\mathcal{K}_2(k_1, k_2, k_3, k_4) = -4 \times (3 \times 4) \left(\frac{A}{|c_s|^2}\right)^3 (k_1 k_2 k_3 k_4)^3 e^{-6x} \int_{-\infty}^{\tau} d\tau_1 \int_{-\infty}^{\tau_1} d\tau_2 \int_{-\infty}^{\tau_2} d\tau_3 \left(\tilde{\zeta}_{k_1,\tau_1} \tilde{\zeta}_{k_2,\tau_2} \tilde{\zeta}_{k_3,\tau_3} \right) \left(\tilde{\zeta}_{k_4,\tau}\right) + 5 \text{ perm.}
\tag{3.43}
\]
$\mathcal{K}_3$ is similar to $\mathcal{K}_2$ but with the vertices in the opposite order
\[
\mathcal{K}_3(k_1, k_2, k_3, k_4) = -4 \times (3 \times 4) \left(\frac{A}{|c_s|^2}\right)^3 (k_1 k_2 k_3 k_4)^3 e^{-6x} \int_{-\infty}^{\tau} d\tau_1 \int_{-\infty}^{\tau_1} d\tau_2 \int_{-\infty}^{\tau_2} d\tau_3 \left(\tilde{\zeta}_{k_1,\tau_1} \tilde{\zeta}_{k_2,\tau_2} \tilde{\zeta}_{k_3,\tau_3} \right) \left(\tilde{\zeta}_{k_4,\tau}\right) + 5 \text{ perm.}
\tag{3.44}
\]
\(^5\)The previous expression, jointly with eq. (3.41) agrees with eq. (21) of [32].
Finally, $K_4$ is associated with two insertions of $\hat{H}_{3,1}$ and given by

$$K_4(k_1, k_2, k_3, k_4) = -4 \times 4 \left(k_1k_2k_3k_4\right)^3 e^{-6x} \int_{-\infty}^{\tau} \frac{d\tau_1}{\tau_1} \int_{-\infty}^{\tau_1} \frac{d\tau_2}{\tau_2} \operatorname{Im} \left[ (k_1 \cdot k_2) \left( \tilde{\zeta}_{k_1,\tau_2} \tilde{\zeta}_{k_2} \right) \times \tilde{\zeta}_{k_3,\tau_1} \right] \operatorname{Im} \left[ (k_3 \cdot k_4) \left( \tilde{\zeta}_{k_3} \right) \times \tilde{\zeta}_{k_4} \right]$$

Similarly to the previous sections, the time integrals are of the form

$$\int d\tau_1 \tau_1^n e^{(k_1+k_2-k_1)\tau_1} \int d\tau_2 \tau_2^m e^{(k_3+k_4-k_3)\tau_2}$$

and become UV dominated when the exponent becomes smaller than $1/\alpha$. However, this time such shapes are not only those in the flattened limit, $k_4 \to k_1 + k_2 + k_3$, but also other collapsed shapes where all momenta are still (anti-)collinear. Nevertheless, as all such shapes give similar results I will again choose the flattened limit as representative.

In the previous sections, I have assumed $k_1$ to be the largest momenta and introduce the UV cutoff in the variable $y = -k_1 \tau |c_s|$. For convenience, I assume in this subsection $k_4$ to be the largest momenta and define instead $z = -k_4 \tau |c_s|$.

**Terms in $K_1$.** Let me start by the terms in $K_1$ which are the most symmetric. After inserting the mode functions in eqs. (2.5) and (2.9) I get in the large $x$ limit

$$K_1(k_1, k_2, k_3, k_4) = -144 \left( \frac{A}{|c_s|^2} \right)^2 \frac{k_2^2 k_3^2 k_1^2 |c_s|^6}{k_1^4} \int_0^1 d\alpha \int_0^{z_1} d\alpha_2 \int_0^{z_2} d\alpha_3 \int_0^{z_3} d\alpha_4 \times$$

$$\left( e^{2\alpha_2 z_1 + \alpha_1 z_2 - 2} + e^{2\alpha_2 z_1} - 2 \right) \times$$

$$\left( e^{2\alpha_2 z_2 + \alpha_1 z_3} + e^{2\alpha_2 z_3} - 2 \right)$$

where $p_1 \equiv (k_1 + k_2 + k_1)/k_4$ and $p_2 \equiv (k_3 + k_4 + k_1)/k_4$. The leading shapes are those such that $p_1, p_2 \to 0$ simultaneously. As mentioned above, such shapes correspond to limits where the quadrilateral formed by the 4 momenta collapses. I look at the shape $k_1 = k_2 = k_3 = k_4/3 = k$ as representative. In that case, $k_{12} = 2k$ (figure 1) and in large-$\alpha$ limit it gives

$$K_1^{\text{flat}}(k, k, k, 3k) = -3 \times 144 \left( \frac{A}{|c_s|^2} \right)^2 \frac{\alpha^6 |c_s|^6 k^3}{729},$$

where the last factor of three comes from the fact that only the permutations of the external legs where $\tilde{\zeta}_{k_4}$ is in the innermost commutator contribute to the leading order in $\alpha$. Plugging the factors in eq. (3.41) the trispectrum becomes

$$T_1^{\text{flat}}(k, k, k, 3k) = - \frac{1}{2^{9/3} |c_s|^2 k^3} \left( \frac{1}{|c_s|^2} + 1 \right)^2 K_1^{\text{flat}}(k, k, k, 3k)$$

$$\simeq \frac{A^2}{864 \cdot 3^{5/4} \alpha^6} \left( \frac{1}{|c_s|^2} + 1 \right)^2.$$

This result differs by a factor of $-3$ compared to the result obtained in [32]. In figure 3 I show that the large-$\alpha$ expression is indeed a good approximation for the full result.
Figure 3. Contribution of $K_1$ to the trispectrum, in the flattened shape and as a function of $\alpha$. I plot the full expression and compare it with the large-$\alpha$ approximation.

For the equilateral shape, $k_1 = k_2 = k_3 = k_4 = k$, the result converges in the UV. The large-$\alpha$ approximation yields in that case

$$K_1^{\text{equi}}(k,k,k,k) = -2 \cdot 144 \left( \frac{A}{c_s^2} \right)^2 b_{12} k^3 |c_s|^6 \times$$

$$\left( \frac{4}{b_{12}^6} + \frac{4}{(b_{12} + 2)^6} - \frac{8}{b_{12}^3 (b_{12} + 2)^3} b_{12} \frac{93 b_{12}^4 - 1048 b_{12}^2 + 3600}{64 (4 - b_{12}^2)^3} \right) + 5 \text{ perm.} \quad (3.50)$$

where $b_{ij} = k_{ij}/k_4$ ranges between zero and two. The approximation above breaks down when $b_{12}, b_{13}, b_{14} \to 0, 2$ which is expected because it corresponds to the (anti-)collinear limits. This can be seen more clearly on the right plot of figure 4 where the trispectrum in the equilateral shape is compared with the large-$\alpha$ approximation.

The remaining 5 permutations correspond to changes in the external legs which amount to swap $b_{12}$ by the remaining 5 possibilities. However, due to momentum conservation there are only 2 independent combinations ($b_{12}, b_{14}$) because $b_{12} = b_{34}, b_{13} = b_{24}, b_{14} = b_{23}$ and

$$k_{13} = \sqrt{k_1^2 + k_2^2 + k_3^2 + k_4^2 - k_{12}^2 - k_{14}^2}. \quad (3.51)$$

In terms of $T$ the equilateral shape yields

$$T_1^{\text{equi}}(k,k,k,k) = - \left( \frac{1}{|c_s^2|} + 1 \right)^2 \frac{1}{2^9 k^3 |c_s|^2} K_1^{\text{equi}}(k,k,k,k). \quad (3.52)$$

In figure 4 I plot the results as a function of $\alpha$ and $b_{12}$. As already mentioned, when $b_{12}$ or $b_{14}$ approach the (anti-)collinear limit the results approach those for the collapsed shapes where the trispectrum grows with $\alpha$. 
Terms in $\mathcal{K}_2$ and $\mathcal{K}_3$. Inserting the mode functions in eqs. (3.43) and (3.44) yields

$$
\mathcal{K}_2(k_1, k_2, k_3, k_4) = 48 A |c_s|^2 \int_0^\infty \frac{dz_1}{z_1} \int_0^\infty \frac{dz_2}{z_2} \left[ (k_1 \cdot k_2) z_1 z_2 \frac{k_1 k_2 k_4^2}{k_1^4} e^{-\left(k_1 z_2 + k_2 z_1\right)} \times \left(e^{\frac{2k_4 z_1}{k_4}} + e^{2z_1} - 2\right) \left((k_2 z_2 + k_4) \left(e^{\frac{2k_4 z_2}{k_4}} (k_2 z_2 - k_4) + \left(e^{\frac{2k_4 z_2}{k_4}} - e^{\frac{2k_1 z_2}{k_4}} + 2\right) (k_1 z_2 + k_4)\right) - e^{\frac{2k_2 z_2}{k_4}} (k_1 z_2 + k_4) (k_4 - k_2 z_2)\right] + 2 \text{ perm.} \right] + 5 \text{ perm.},
$$

$$
\mathcal{K}_3(k_1, k_2, k_3, k_4) = 48 A |c_s|^2 \int_0^\infty \frac{dz_1}{z_1} \int_0^\infty \frac{dz_2}{z_2} \left[ (k_1 \cdot k_2) z_1 z_2 \frac{k_1 k_2 k_4^2}{k_1^4} e^{-\left(k_1 z_2 + k_2 z_1\right)} \times \left(e^{\frac{2k_4 z_1}{k_4}} (k_1 z_2 + k_4) (k_4 - k_2 z_1) + (k_2 z_2 + k_4) \left(e^{\frac{2k_4 z_2}{k_4}} (k_4 - k_1 z_1) - 2(k_1 z_1 + k_4)\right)\right) \times \left(-e^{\frac{2k_1 z_1}{k_4}} + e^{\frac{2k_2 z_1}{k_4}} + e^{\frac{2k_2 z_2}{k_4}} + e^{2z_2} - 2\right) + 2 \text{ perm.} \right] + 5 \text{ perm.},
$$

In the flattened configuration, $k_1 = k_2 = k_3 = k_4/3$, I again find that only the terms where $\zeta_k$ is in the innermost commutator grow as $\alpha^6$. Among the 9 remaining permutations there are 2 distinct scalar products in $\mathcal{K}_2$: $k_1 \cdot (-k_{12}) = -2k^2 + 5 \text{ perm.}$, $k_1 \cdot k_2 = k^2 + 2 \text{ perm}$. In the case of $\mathcal{K}_3$ there are 3 distinct cases: $k_1 \cdot (-k_{14}) = 2k^2$, $k_1 \cdot k_4 = 3k^2$, $k_4 \cdot (-k_{14}) = -6k^2$, each with 3 permutations $k_1 \rightarrow \{k_2, k_3\}$. After taking that into account one finds

$$
\mathcal{K}_2^{\text{flat}}(k, k, k, 3k) = -\frac{80}{81} \left(\frac{A}{|c_s|}\right)^6 |c_s|^4 k^3,
$$

$$
\mathcal{K}_3^{\text{flat}}(k, k, k, 3k) = -\frac{176}{81} \left(\frac{A}{|c_s|}\right)^6 |c_s|^4 k^3.
$$
The large-\( \alpha \) approximation is again accurate and yields the trispectrum

\[
T_{\text{cross}}^{\text{flat}}(k,k,3k) = - \frac{1}{2^9 k^3 3^{3/4} |c_s|^2} K_2^\text{flat}(k,k,3k) + K_3^\text{flat}(k,k,3k) + A_\alpha^6 \frac{1}{162 \cdot 3^{3/4}} \left( \frac{1}{|c_s|^2} + 1 \right)^2.
\] (3.57)

In the equilateral limit, \( k_1 = k_2 = k_3 = k_4 = k \), among the 18 permutations 12 involve scalar products of \( k_i \cdot (-k_{ij}) \) while the other 6 involve terms of the form \( k_i \cdot k_j \). Nevertheless, because of momentum conservation, there are only 3 different angles. Therefore, the terms in \( k_i \cdot (-k_{ij}) \) repeat 4 times while the ones on \( k_i \cdot k_j \) repeat twice. The final expressions in the large-\( \alpha \) limit are not very illuminating so I present them in eqs. (C.5) and (C.6) of the appendix. In figure 5 I plot \( T_2^{\text{equi}} + T_3^{\text{equi}} \) and compare it with the large-\( \alpha \) approximations. Similarly to \( K_4^{\text{equi}} \), in the collinear limit, \( b_{12} \rightarrow \{0,2\} \), the trispectrum grows with \( \alpha \).

**Terms in \( K_4 \).** Finally I evaluate the terms in \( K_4 \). The expression for the integral in eq. (3.45) after inserting the mode functions is long so I give it in eq. (C.8) and only discuss here the flattened and equilateral shapes. In the flattened case, \( k_1 = k_2 = k_3 = k_4/3 \), among the leading 27 terms where \( k_4 \) is in the innermost commutator there are 6 different combinations:

\[
\begin{align*}
(k_1 \cdot (-k_{12}))(k_3 \cdot k_{12}) &= -4k^4 \\
(k_1 \cdot (-k_{12}))(k_3 \cdot k_{14}) &= 6k^4 + 5 \text{ perm.} \\
(k_1 \cdot (-k_{12}))(k_{12} \cdot k_{14}) &= 12k^4
\end{align*}
\]

After summing the different contributions, the trispectrum in the flattened limit reads

\[
T_4^{\text{flat}}(k,k,3k) = \frac{55}{7776 \cdot 3^{3/4}} \alpha^6 \left( \frac{1}{|c_s|^2} + 1 \right)^2.
\] (3.58)
In the equilateral case, $k_1 = k_2 = k_3 = k_4$, there are 12 different combinations corresponding to:

\[
\begin{align*}
2(k_1 \cdot k_2)(k_3 \cdot k_4) &= 2k^4 \cos(\theta_{12})^2 \\
4(k_1 \cdot (-k_{12}))(k_3 \cdot k_4) &= -4k^4 \cos(\theta_{12})(1 + \cos(\theta_{12})) \\
4(k_1 \cdot k_2)(k_3 \cdot k_{12}) &= -4k^4 \cos(\theta_{12})(1 + \cos(\theta_{12})) \\
8(k_1 \cdot (-k_{12}))(k_3 \cdot k_{12}) &= 8k^4(1 + \cos(\theta_{12})(1 + \cos(\theta_{12})) + 2 \text{ perm.}
\end{align*}
\]

I give the full expression for the trispectrum in the equilateral shape, $\mathcal{T}_{\text{equi}}^4$, in eq. (C.8) and plot it in figure 6. The behavior is qualitatively similar to that of $\mathcal{T}_{1,2,3}^\text{equi}$.

To summarize, all contributions of the exchange diagram to the trispectrum peak on certain collapsed shapes, the leading ones proportionally to $\alpha^6$, while other configurations give an $\alpha$-independent contribution in the large-$\alpha$ limit.

4 Observational constraints

After having collected and derived a few predictions for the spectrum of scalar perturbations, I can now use the latest observational data to constraint the models described by the EFT with imaginary sound speed, i.e. models where the entropic directions have a large and negative effective mass.

The parameter $x$, appearing in the mode functions in eq. (2.5), controls the amplitude and tilt of the power spectrum, while $\alpha$ controls the EFT cutoff and the size of the non-Gaussianities. Although these two parameters are related they might not be equal as it is clear from the case of rapid-turn attractors where $x = \alpha \pi (\sqrt{1 + |c_s|^2} - 1)/(2|c_s|^2)$ (see appendix A). Therefore, constraints on the power spectrum only restrict $x$ while non-Gaussian constraints only affect $\alpha$. 

Figure 6. Equilateral trispectrum, $\mathcal{T}_{\text{equi}}^4$, as a function of: (left plot) $\alpha$ for 2 different values of $b_{14}$, (right plot) $b_{12}$ for two different values of $\alpha$. I also compare the full expressions with the large-$\alpha$ approximation. I fixed $|c_s^2| = 1, A = 1$ in both plots.
4.1 Power spectrum and spectral index

The amplitude and tilt of the scalar power spectrum at CMB scales are measured to be \( P_{\zeta}^{\text{obs}} = 2.2 \times 10^{-9}, n_s^{\text{obs}} = 0.965 \) [4]. On small scales, the spectrum is further constrained by the overproduction of primordial black holes (PBH) [38]

\[
P_{\zeta} \lesssim P_{\zeta}^{\text{PBH}} \sim 10^{-3} - 10^{-2}.
\]

In the EFT described in section 2 the scalar power spectrum for \( x \gg 1 \) is approximately given by eqs. (2.7) and (2.8) [11, 14]. If the \( k \)-dependence of \( \rho \) and \( \psi \) is much milder than that of \( e^{2x} \), as it tends to be the case, then the spectral tilt is essentially controlled by \( x \), namely,

\[
n_s - 1 \simeq -2\epsilon - \epsilon_2 + 2 \frac{\dot{x}}{H}.
\]

Moreover, in such cases the spectral index is given, for \( x \gg 1 \), by

\[
n_s - 1 \simeq -2\epsilon + 2nx\epsilon_2.
\]

This requirement jointly with eq. (4.3) strongly constraints the background dynamics. For example, in the case of hyperinflation [11] where \( n = 1/2 \), eq. (4.3) translates, using eqs. (A.2) and (A.6), into a constraint on the field-space curvature \( L \)

\[
\frac{M_p}{L} \lesssim \frac{1}{(2 - \sqrt{2})\sqrt{2\pi}(1 - \sqrt{\epsilon_{\text{CMB}}} \epsilon_{\text{CMB}})} \log \left( \frac{P_{\zeta}^{\text{PBH}}}{P_{\zeta}^{\text{CMB}} P_{\zeta}^{\text{obs}}} \right). 
\]

More generally, if \( x \propto e^n \) then from eqs. (4.3) and (4.4) models such that at CMB scales:

1. \( \epsilon \lesssim -xe_2 \) (e.g. polynomial potentials) are excluded as they lead to a blue scalar spectrum.
2. \( \epsilon \simeq 0.02 \gg 2nx\epsilon_2 \) (e.g. exponential potentials) are generically outside the region of validity, \( x \gg 1 \), unless \( n \ll 1 \), because \( x \lesssim 8.5 \times 0.02^n \).
3. \( \epsilon \ll 1, nx\epsilon_2 \simeq \mathcal{O}(-0.01) \) (e.g. hilltop-like potentials) are still viable. In this case, by fine-tuning the initial conditions it is possible to satisfy all the constraints.

4.2 Non-Gaussianities

In this section, I translate the observational constraints on the bispectrum and trispectrum into constraints on \( \alpha \). The constraints apply to all models described by the EFT in section 2. How those constraints affect the parameters of the UV model will then vary in each case. In the end I particularize to the case rapid-turn attractors described in appendix A [11, 19]. Note that the results for the bi and trispectrum in the collapsed limits should only be trusted at the order of magnitude level because of their UV sensitivity, as discussed in the beginning of section 3.
Bispectrum. I start by the bispectrum where a detailed study has been performed in [30, 32]. Here I review those results and make a direct comparison with the observational constraints to get a constraint $\alpha$.

The bispectrum constraints are given in terms of $B_\Phi(k_1, k_2, k_3) = (3/5)^3 B(k_1, k_2, k_3)$ where $\Phi = 3/5\zeta$ is the Newtonian potential. Two characteristic templates are the equilateral and orthogonal respectively given by

$$B_\Phi^{\text{equil}}(k_1, k_2, k_3) =$$

$$6\Delta^2_{\Phi} f_{\text{NL}}^{\text{equil}} \left[ -\frac{1}{(k_1 k_2)^3} - \frac{1}{(k_2 k_3)^3} - \frac{1}{(k_3 k_1)^3} - \frac{2}{(k_1 k_2 k_3)^2} + \left[ \frac{1}{k_1 k_2^2 k_3^2} + 5 \text{ perms.} \right] \right],$$

$$B_\Phi^{\text{orth}}(k_1, k_2, k_3) =$$

$$6\Delta^2_{\Phi} f_{\text{NL}}^{\text{orth}} \left[ -\frac{3}{(k_1 k_2)^3} - \frac{3}{(k_2 k_3)^3} - \frac{3}{(k_3 k_1)^3} - \frac{8}{(k_1 k_2 k_3)^2} + \left[ \frac{3}{k_1 k_2^2 k_3^2} + 5 \text{ perms.} \right] \right],$$

where $\Delta_\Phi = (3\sqrt{2\pi/5})^2 P_\zeta$. When confronting the predictions with the observational data, optimally, one should construct a template dedicated to the scenario under scrutiny. However, as it was shown in [30, 39] the orthogonal template is strongly correlated with the bispectrum generated in this model for large $\alpha$. Therefore, I can use the observational constraint $f_{\text{NL}}^{\text{ortho}} = -38 \pm 24$ (68 % CL) [40] to place constraints on $\alpha$. More concretely, using eqs. (3.4), (3.10) and (3.16) and the fact that in the flattened limit $B_\Phi^{\text{orth}}(2k, k, k) = -3\Delta^2_{\Phi} f_{\text{NL}}^{\text{ortho}}/k^6$ one finds that

$$f_{\text{NL}}^{\text{ortho}} \simeq -\frac{5}{288} (A + 1) \left( \frac{1}{|c_s^2|} + 1 \right) \alpha^3. \quad (4.10)$$

The parameters $A$ and $c_s$ depend on the microphysics of each model. However, unless $A$ is close to $-1$, the absolute value of $f_{\text{NL}}$ is roughly bounded from below and essentially depends on $\alpha$. Thus, imposing the 2$\sigma$ constraint $-86 < f_{\text{NL}}^{\text{ortho}} < 10$ [40] one finds

$$-8 \lesssim \alpha (A + 1)^{1/3} \left( \frac{1}{|c_s^2|} + 1 \right)^{1/3} \lesssim 17. \quad (4.11)$$

For rapid-turn models one can translate, using eq. (A.3), the constraint on $\alpha$ into a constraint on $\eta_\perp$ yielding

$$-4 \lesssim \eta_\perp \left| c_s \right|^{2/3} (A + 1)^{1/3} \left( \left| \frac{1}{c_s^2} \right| + 1 \right)^{1/6} \lesssim 9, \quad (4.12)$$

which, in the particular case of hyperinflation, $A \simeq -1/3$, $|c_s^2| = 1$ [17, 32], imposes $\eta_\perp \lesssim 11$.

Trispectrum. In section 3.2 I derived the contributions to the trispectrum from the contact interaction and the exchange diagram in figure 2. I derived the general expressions and then focused on two particular shapes: the equilateral, $k_1 = k_2 = k_3 = k_4 = k$, and the flattened, $k_1 = k_2 = k_3 = k_4/3 = k$. In this section, I focus on the flattened as it the representative of the leading contributions, and derive consequent constraints on $\alpha$.

From the contact term eqs. (3.28), (3.33) and (3.37) give the trispectrum

$$T^{\text{flat contact}}_{\text{contact}} = \frac{\alpha^5}{180 \cdot 37/4} \left( \frac{1}{\left| c_s^2 \right|} + 1 \right) \left( B |c_s|^2 - C + \frac{1}{4} \right), \quad (4.13)$$
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while from the exchange diagram eqs. (3.49), (3.57) and (3.58) yield

$$\mathcal{T}_{\text{exchange}}^{\text{flat}} = \frac{\alpha^6}{162 \cdot 3^{3/4}} \left( \frac{1}{|c_6^2|} + 1 \right) \left( \frac{3}{16} A^2 + A + \frac{55}{48} \right).$$

(4.14)

The current observational constraints are given in terms of parameters associated with local and contact interactions. At 68% CL they read \(^6\) \cite{40}

$$g_{\text{NL}}^{\text{local}} = (-5.8 \pm 6.5) \times 10^4, \quad g_{\text{NL}}^{\delta^4} = (-0.8 \pm 1.9) \times 10^6,$$

(4.15)

$$g_{\text{NL}}^{(\partial \sigma)^4} = (-3.9 \pm 3.9) \times 10^5.$$  

(4.16)

Contributions to local non-Gaussianities are typically small in these models due to the decay of the isocurvature mode on superhorizon scales. Therefore, I disregard \(g_{\text{NL}}^{\text{local}}\) and focus instead on \(g_{\text{NL}}^{\delta^4}\) and \(g_{\text{NL}}^{(\partial \sigma)^4}\) which are defined through \cite{41}

$$\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \zeta_{k_4} \rangle' = (2\pi)^3 \frac{221184}{25} g_{\text{NL}}^{\delta^4} \frac{1}{k_1 k_2 k_3 k_4 K^4}$$

(4.17)

$$\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \zeta_{k_4} \rangle' = (2\pi)^3 \frac{165888}{2575} \frac{\partial (\partial \sigma)^4}{\partial \zeta} \frac{1}{k_1 k_2 k_3 k_4 K^4} \left( 2K^4 - 2K^2 \Sigma k_i^2 + K \sum k_i^2 + 12k_1 k_2 k_3 k_4 \right) \times$$

$$\left[ \left( k_1 \cdot k_2 \right) \left( k_3 \cdot k_4 \right) + 2 \text{ perm.} \right] ,$$

(4.18)

where \(K = \sum_i k_i\) and the prime in the correlator denotes that the delta function was suppressed. \(^7\) Unfortunately, these templates are not optimized for contributions from exchanged diagrams which tend to be subdominant, contrarily to what happens in the models studied here. In light of that, I will first constraint \(\alpha\) using the contribution to the trispectrum associated with \(g_{\text{NL}}^{\delta^4}, (\partial \sigma)^4\). Afterwards, I use the same constraint on \(g_{\text{NL}}^{(\partial \sigma)^4}\) as a proxy to constrain the exchange diagram. Namely, by imposing the \(2\sigma\) constraint on \(g_{\text{NL}}^{\delta^4}\) in eq. (4.15) as a benchmark \(^8\) I find, using eq. (4.13), that

$$\frac{675}{275 \cdot 3^{3/4}} \left| \mathcal{T}_{\text{near-flat}}^{\text{flat}} \right| \lesssim 5 \times 10^6 \Rightarrow \alpha \lesssim 98 \left( B |c_4|^2 - C + \frac{1}{4} \right)^{-1/5}.$$ 

(4.19)

Repeating the same steps for the contribution from the exchange diagram in eq. (4.14), bearing in mind the caveats mentioned above, yields

$$\alpha \lesssim 34.4 \left[ \left( \frac{1}{|c_6^2|} + 1 \right) \left( \frac{3}{16} A^2 + A + \frac{55}{48} \right) \right]^{-1/6}.$$ 

(4.20)

By comparing eqs. (4.19), (4.20) with eq. (4.11), I conclude that for \(A, B, C, c_6 \sim \mathcal{O}(1)\) the bispectrum currently provides the strongest constraints.

---

\(^6\)For \(g_{\text{NL}}^{\delta^4}, (\partial \sigma)^4\) I used the constraint in the first line of table 24 of \cite{40}.

\(^7\)Note that I use a different Fourier convention and so the correlator differs by a factor of \((2\pi)^3\) compared to the notation in \cite{40}.

\(^8\)Using instead the constraint on \(g_{\text{NL}}^{(\partial \sigma)^4}\) gives similar results.
5 Conclusion

In this work, I studied inflationary models described by a single-field EFT with an imaginary speed of sound [14]. Such EFT arises when the effective entropic mass(es), $m_s$, are large and negative. Models where the field-space metric is hyperbolic and a large turning rate in field-space counterbalances the instability are among the interesting examples [10–21]. Slow-roll inflation is then still possible, even in steeper potentials, albeit in a different attractor. The spectrum of scalar perturbations also has interesting new features. Its amplitude is enhanced by $\sim e^{2x}$ where $x$ is closely related to $m_s/H$ [14, 30]. Interestingly, non-Gaussian parameters only have a polynomial dependence on $m_s/H$ [30–32].

In section 3 I extended the discussion of non-Gaussianities in these models. First, I reviewed the bispectrum calculation in section 3.1. Then, in section 3.2 I completed the trispectrum calculation by computing contributions from both the contact interaction and the exchange diagram in figure 2. So far only one term had been computed [32]. I found that for most shapes the bi and trispectrum are constant in the limit $\alpha = |c_s m_s|/H \gg 1$. However, for some configurations where all momenta collapse to a line (e.g. the flattened shapes in figure 1) the time integrals become dominated by the UV cutoff and proportional to $\alpha^3$ in the bispectrum (eqs. (3.10), (3.16)). In the trispectrum, the dominant contribution, proportional to $\alpha^6$ (eq. (4.14)), comes from the exchange diagram while the contact interaction gives a contribution proportional to $\alpha^5$ (eq. (4.13)), as anticipated in [32]. When overlapping, the results found in this work agree quantitatively and qualitatively with the literature. Only the contribution to the trispectrum in eq. (3.49) differs by a factor of $-3$ from the result found in [32]. The UV sensitivity for the flattened shapes is typical of theories with excited initial states [33, 34] and implies that a precise calculation of non-Gaussianities is only achievable in the full multi-field system. Nevertheless, as I argued in section 3, if the fields quickly approach the massless and weakly coupled limit for scales above the cutoff, which is typically the case, they will be described by plane waves whose rapid oscillations exponentially suppress the contribution above the cutoff. Therefore, the results for the flattened shapes within the EFT still provide good order of magnitude estimates. It would be interesting to estimate the precision of the EFT by including the first corrections from the entropic direction. This is, however, beyond the scope of this paper.

Finally, in section 4 I confronted the different predictions for the spectrum of scalar perturbations against observations. I pointed out that if $x$ is proportional to some positive power of the slow-roll parameter $\epsilon$, as in the case of the rapid-turn attractors like hyperinflation [11] or sidetracked inflation [14], the spectrum grows exponentially on small scales and so might overproduce primordial black holes. This provides a strong constraint for scenarios where the spectral index is controlled by $\epsilon$. For example, for hyperinflation, the combination of a red spectral tilt at CMB scales with the PBH constraint excludes exponential and polynomial-like potentials.

I then used the observational constraints on non-Gaussianities [40] to constrain the EFT parameter $\alpha$. For the bispectrum, I used the constraint on $f^\text{ortho}_{NL}$ whose template has been shown to strongly correlate with the bispectrum in this model [30, 42]. I found in eq. (4.11) the constraint on $\alpha$ and in eq. (4.12) I translated it in terms of the parameter $\eta_\perp$ which controls the turning-rate in field space in rapid-turn attractors. For hyperinflation, I found that $\eta_\perp \lesssim 11$ which strongly constraints the model. Regarding the trispectrum, I used the constraints on the parameters $g^4_{NL}$, $g^{(\partial \sigma)^4}_{NL}$ [40] to constraint the contribution generated from the contact interaction, eq. (4.19), and from the exchange diagram, eq. (4.20). For the
exchange diagram, which is the dominant contribution for large $\alpha$, a dedicated analysis is required as none of the associated templates is expected to be a good fit. Still, I used the same constraints as a proxy. In both cases, I found that the constraints on $\alpha$ from the trispectrum are weaker than that coming from the bispectrum. However, a dedicated analysis is required to make more definite statements.

To conclude, I derived different constraints on the models described by the EFT with imaginary sound speed. Generically, I found that although constrained these models are still observationally viable if the parameter controlling the effective mass is roughly in the window $\alpha \lesssim 10^{-20}$. Furthermore, if the parameter $x$ is proportional to a positive power of $\epsilon$ the only viable models are likely those where the spectral tilt is controlled by $2\dot{\epsilon}/H \simeq O(-0.01)$, like in hill-top potentials.
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A Rapid-turn attractors

A negatively curved field-space metric can potentially destabilize the inflationary trajectory [10–21]. This instability can, however, be counterbalanced by a large angular velocity in field-space thus allowing for inflation in a new attractor solution. Recently, it has been argued that all such models, characterized by $\eta_{\perp}$, follow the same rapid-turn attractor 9 [19]. The large turning rate effectively generates a large and negative mass,

$$ m_s^2 = (\xi - 1)\eta_{\perp}^2 H^2, \quad (A.1) $$

for the entropic direction. This direction can then be integrated out leading to the single-field EFT described in section 2 with [31]

$$ x \simeq (2 - \sqrt{3 + \xi})\pi\eta_{\perp}/2, \quad |c_s| = \sqrt{(1 - \xi)/(3 + \xi)}, \quad (A.2) $$

where $\xi < 1$. Similarly, one can also relate the cutoff of the theory, parametrized by $\alpha = |c_s m_s|/H$, with $x$ and $\eta_{\perp}$:

$$ x = \alpha \pi(\sqrt{1 + |c_s|^2} - 1)/(2|c_s|^2), \quad \alpha = 2|c_s|^2 \eta_{\perp}/\sqrt{1 + |c_s|^2}. \quad (A.3) $$

Below I briefly present two examples of such attractors with hyperbolic geometries: hyperinflation [11] and sidetracked inflation [14].

- **Hyperinflation**: it is described by the Lagrangian [11]

$$ \mathcal{L} = -\frac{1}{2} (\partial \phi)^2 - \frac{1}{2} \sin^2(\phi/L) (\partial \psi)^2 - V(\phi), \quad (A.4) $$

The new attractor solution is characterized by

$$ \dot{\phi} = -3H L, \quad \psi \sinh \frac{\phi}{L} = \sqrt{L \partial_{\phi} V - (3HL)^2} \equiv \eta_{\perp} LH \quad (A.5) $$

9In the notation of [19] the dimensionless turn-rate in field space is defined as $\omega$. 
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with slow parameters given in the large $\eta_\perp$ limit by
\begin{equation}
\epsilon = - \frac{\dot{H}}{H^2} \simeq \frac{1}{2} \eta_\perp^2 \left( \frac{L}{M_p} \right)^2, \quad 
\epsilon_2 = \frac{\dot{\epsilon}}{\epsilon H} \simeq 3L \left( \frac{V_\phi}{V} - \frac{V_{\phi\phi}}{V} \right). \tag{A.6}
\end{equation}
with $\eta_\perp L \ll M_p$. It is then clear that inflation can unfold in steeper potentials. The effective entropic mass is in this case $m^2_s = -2\eta_\perp^2 H^2$. Therefore, for $\eta_\perp \gg 1$ the perturbations can be described by the EFT of section 2. The power spectrum is given by eq. (4.2) with $2\rho \sin \psi = 1$ while the spectral tilt is given by $[12]
\begin{equation}
n_s - 1 = -2\epsilon - \epsilon_2 + x\epsilon_2. \tag{A.7}
\end{equation}

\subsection*{• Sidetracked inflation:}
the system is characterized by the Lagrangian [14]
\begin{equation}
\mathcal{L} = -\frac{1}{2} \left( 1 + \frac{2\psi^2}{M^2} \right) \left( \partial \phi \right)^2 - \sqrt{2} \frac{\psi}{M} \partial \phi \partial \psi - \left( \partial \psi \right)^2 - V(\phi, \psi), \tag{A.8}
\end{equation}
where $V(\phi, \psi) = V_1(\phi) + m^2 \psi^2/2$ and $m \gg H$. In the attractor solution $\psi \sim H$ and the entropic mass is
\begin{equation}
m^2_s \simeq \frac{12 m \psi^2}{H} \frac{\psi^2}{M^2} \frac{\text{sign}(V, \phi)}{\eta_\perp}. \tag{A.9}
\end{equation}
Therefore, if $V' < 0$ then $|m_s|/H \gg 1$ and the theory can be described by the EFT with imaginary sound speed given by $c^2_s \simeq 3H/(2m) \text{sign}(V, \phi)$.

\section{Interaction Hamiltonians}
As we discussed in the previous sections the system under discussion can be well described by a single field EFT. Therefore, to leading order in the slow-roll parameters the system will inherit the interactions derived in the context of the EFT of single-field inflation [23, 30].

\subsection*{B.1 Cubic order}
The interaction Hamiltonian of cubic order to leading order in slow-roll and derivatives is given by [23]
\begin{equation}
H_{I,3}(\tau) = - \int d^3x \frac{eM^2_{Pl}}{H} \left( \frac{1}{c_s^2} - 1 \right) \left[ c'(\nabla \zeta)^2 + \frac{A}{c_s^2} \zeta^3 \right]. \tag{B.1}
\end{equation}
For two-field models within the validity of the EFT, $A$ is given by [17]
\begin{equation}
A = \frac{1}{2} \left( 1 + c_s^2 \right) + \frac{2}{3} \left( 1 + 2c_s^2 \right) \frac{\epsilon H^2 M^2_{Pl} R_{fs}}{m^2_s} - \frac{1}{6} \left( 1 - c_s^2 \right) \left( \frac{\kappa V_{ssss}}{m^2_s} + \frac{\kappa \epsilon H^2 M^2_{Pl} R_{fs,s}}{m^2_s} \right). \tag{B.2}
\end{equation}
where $\kappa = \sqrt{2}\epsilon M_p/\eta_\perp$. For hyperinflation $A \simeq -1/3$ [17]. After Fourier transforming the fields according to
\begin{equation}
\zeta(x) = \int \frac{d^3k}{(2\pi)^{3/2}} e^{ikx} \left[ a_k \zeta_k + a^\dagger_{-k} \zeta^*_k \right], \quad \left[ a_k, a^\dagger_q \right] = \delta^{(3)}(k - q), \tag{B.3}
\end{equation}
where $a, a^\dagger$ are the creation and annihilation operators and using $a \simeq -1/(\tau H)$, $P_{\zeta,0} = H^2/(8\pi^2|c_s|\epsilon M_p^2)$ and eq. (2.10), the interaction Hamiltonian becomes of the form

$$H_{I,3}(\tau) = \frac{h}{a} \left( \tilde{H}_{3,1} + \tilde{H}_{3,2} \right),$$

where

$$h \equiv \left( \frac{1}{|c_s^2|} + 1 \right) \frac{1}{8|c_s|} \sqrt{\frac{P_{\zeta,0}}{8\pi}},$$

$$\tilde{H}_{3,1} = \frac{(k_1 \cdot k_2)}{\tau} \int \left( \prod_{i=1}^{3} d^3k_i \right) \delta^{(3)}(k_1 + k_2 + k_3) \zeta_{k_1}^\dagger \zeta_{k_2}^\dagger \zeta_{k_3},$$

$$\tilde{H}_{3,2} = \frac{A}{\tau^2|c_s^2|} \int \left( \prod_{i=1}^{3} d^3k_i \right) \delta^{(3)}(k_1 + k_2 + k_3) \zeta_{k_1} \zeta_{k_2}^\dagger \zeta_{k_3}^\dagger,$$

and I used the fact that $c_s^2 < 0$.

### B.2 Quartic order

Up to 4-derivatives and to lowest order in the slow-roll parameters the interaction Hamiltonian to fourth order has the form [34]\footnote{Note that there is a factor of $a$ different from [34] because here the Hamiltonian is in conformal time.}

$$H_{I,4}(\tau) = \frac{1}{a} \int \frac{d^3x}{H^2} \left[ -\mu + 9 \frac{\lambda^2}{\Sigma} \right] \zeta'^4 + 3 \lambda c_s^2 - \Sigma (1 - c_s^2) \right) (\partial\zeta')^2 \zeta'^2 - \frac{c_s^2}{4} \Sigma (c_s^2 - 1) (\partial\zeta')^4 \right],$$

where $\Sigma = M_p^2 H^2 \epsilon / c_s^2$ [43]. The terms in $\lambda$ and $\mu$ need to be derived from the full multi-field system as they cannot be determined uniquely from background quantities and the speed of sound. I leave the coefficients of those terms $B,C$ undetermined and define the Hamiltonian as

$$H_{I,4}(\tau) = \frac{1}{a} \int d^3x \left( \frac{1}{c_s^2} - 1 \right) \frac{\epsilon M_p^2}{H^2} \left[ B \zeta'^4 + C \left( \zeta'^2 - \frac{c_s^2}{4} \right) \right].$$

In Fourier space, and in terms of $\zeta$ defined in eq. (2.10), the Hamiltonian becomes

$$H_{I,4}(\tau) = \frac{1}{a} \left( \frac{1}{c_s^2} - 1 \right) \frac{P_{\zeta,0}}{32(2\pi)|c_s|} \int \left( \prod_{i=1}^{4} d^3k_i \right) \delta^{(3)} \left( \sum_{i=1}^{4} k_i \right) \times$$

$$\times \left[ B \zeta_{k_1}^\dagger \zeta_{k_2} \zeta_{k_3}^\dagger \zeta_{k_4} - C \left( (k_1 \cdot k_2) \zeta_{k_1}^\dagger \zeta_{k_2} \zeta_{k_3}^\dagger \zeta_{k_4} - \frac{c_s^2}{4} (k_1 \cdot k_2) (k_3 \cdot k_4) \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \zeta_{k_4} \right),

$$

$$\equiv \frac{1}{a} \left( \frac{1}{c_s^2} - 1 \right) \frac{P_{\zeta,0}}{32(2\pi)|c_s|} \int \left( \prod_{i=1}^{4} d^3k_i \right) \delta^{(3)} \left( \sum_{i=1}^{4} k_i \right) \times \sum_{i=1}^{3} \tilde{H}_{4,i}.$$
C.1 Contact interaction: contributions from $I_3$

The first expression is the result of the integral in eq. (3.35)

$$I_3(k_1, k_2, k_3, k_4) = \frac{c_s}{k_1^4} \left( k_1 \cdot k_2 \right) \left( k_3 \cdot k_4 \right) \times$$

\[
\begin{aligned}
&\left[ -k_3^2 \mathcal{F}[0, p_1] - k_3^2 p_1 \mathcal{F}[1, p_1] + (k_1 (k_2 + k_3 + k_4) - k_3 k_4 - k_2 (k_3 + k_4)) k_1 \mathcal{F}[2, p_1] + \\
&+ (k_2 k_3 k_4 + k_1 (k_3 k_4 + k_2 (k_3 + k_4))) \mathcal{F}[3, p_1] + k_2 k_3 k_4 \mathcal{F}[4, p_1] \right] + 3 \text{ perm.} + \\
&+ k_1^3 \mathcal{F}[0, q_1] + k_1^3 q_1 \mathcal{F}[1, q_1] + (k_3 k_4 + k_2 (k_3 + k_4) + k_1 (k_2 + k_3 + k_4)) k_1 \mathcal{F}[2, q_1] + \\
&+ (k_2 k_3 k_4 + k_1 (k_3 k_4 + k_2 (k_3 + k_4))) \mathcal{F}[3, q_1] + k_2 k_3 k_4 \mathcal{F}[4, q_1] \right] + 5 \text{ perm.}
\end{aligned}
\]

For shapes far from the flattened limit and for $\alpha \gg 1$ it becomes

$$I_3^{\text{non-flat}}(k_1, k_2, k_3, k_4) = \frac{c_s}{k_1^4} \left( k_1 \cdot k_2 \right) \left( k_3 \cdot k_4 \right) \times$$

\[
\begin{aligned}
&\left[ \frac{1}{p_1^2} (k_1^2 (p_1 - 1) p_1^3 + 6 k_2 k_3 k_4 (p_1 - 4) + (k_2 + k_3 + k_4) (p_1 - 2) p_1^2 k_1^2 + \\
&+ 2 (k_3 k_4 + k_2 (k_3 + k_4)) k_1 (p_1 - 3) p_1) + 3 \text{ perm.} \right] - \\
&- \frac{1}{q_1^2} (k_1 q_1 (k_1 q_1 (q_1 + 1) + k_4 (q_1 + 2)) + k_3 (k_1 q_1 (q_1 + 2) + 2 k_4 (q_1 + 3))) + \\
&+ k_2 (k_1 q_1 (q_1 + 2) + 2 k_4 (q_1 + 3)) + 2 k_3 (k_1 q_1 (q_1 + 3) + 3 k_4 (q_1 + 4))) \right] \right) + 5 \text{ perm.}
\end{aligned}
\]

C.2 Exchanged diagram: equilateral limits

In the equilateral limit, $k_1 = k_2 = k_3 = k_4$, the different contributions to the trispectrum in the large-$\alpha$ limit are given by

$$T_i^{\text{equi}} = - \left( \frac{1}{c_s^2} + 1 \right)^2 \frac{1}{k^3 2^9 |c_s|^2} \mathcal{K}_i^{\text{equi}},$$

where

\[
\begin{aligned}
\mathcal{K}_1^{\text{equi}}(k, k, k, k) &= -4 \times 144 \left( \frac{A}{c_s^2} \right)^2 b_{12} k^3 |c_s|^6 \times \\
&\left( \frac{4}{b_{12}^6} + \frac{4}{(b_{12} + 2)^6} - \frac{8}{b_{12}^4 (b_{12} + 2)^2} - \frac{9 b_{12}^4 - 104 b_{12}^2 + 3600}{64 (4 - b_{12}^2)^3} \right) + (b_{12} \leftrightarrow \{b_{14}, b_{13}\}),
\end{aligned}
\]

\[
\mathcal{K}_2^{\text{equi}}(k, k, k, k) = \frac{3}{2} \left( \frac{A}{c_s^2} \right)^2 \left( \frac{k^3 |c_s|^4}{b_{12}^2 (b_{12} + 1)^4 (b_{12} + 2)^6} \right) \\
\left( 262144 + 141792 b_{12} + 2867200 b_{12}^2 + 1548288 b_{12}^3 - 289968 b_{12}^4 - 4988928 b_{12}^5 - 1304064 b_{12} + \\
2437632 b_{12}^2 + 1527552 b_{12}^3 - 494976 b_{12}^4 - 407520 b_{12}^5 + 573312 b_{12}^6 + 920192 b_{12}^7 + 543296 b_{12}^8 + \\
43904 b_{12}^9 - 130766 b_{12}^{10} - 67973 b_{12}^{11} - 4424 b_{12}^{12} + 211 b_{12}^{13} + 21 b_{12}^{14} + 6394 b_{12}^{15} + b_{12} \leftrightarrow \{b_{14}, b_{13}\},
\end{aligned}
\]
\[ \mathcal{K}^\text{equi}_3(k, k, k) = \frac{3}{2} \frac{A}{|c_s|^2} \frac{k^4 |c_s|^4}{(b_{12} - 2)^3 b_{12}^5 (b_{12} + 1)^5 (b_{12} + 2)^6} \]  
\[ \quad \left(-262144 - 1441792b_{12} - 2375680b_{12}^2 + 565248b_{12}^3 + 5849088b_{12}^4 + 5480448b_{12}^5 - 443904b_{12}^6 - 3396096b_{12}^7 - 13800966b_{12}^8 + 782976b_{12}^9 + 973344b_{12}^{10} + 585216b_{12}^{11} + 409408b_{12}^{12} + 218368b_{12}^{13} + 77b_{12}^{20} + 770b_{12}^{19} + 2342b_{12}^{18} - 1528b_{12}^{17} - 24475b_{12}^{16} - 47218b_{12}^{15} + 19168b_{12}^{14} + b_{12} \leftrightarrow \{b_{14}, b_{13}\} \right) \]  
\[ \mathcal{K}^\text{equi}_4(k, k, k) = \frac{16 |c_s|^2 k^3}{(b_{12} - 2)^3 b_{12}^5 (b_{12} + 1)^5 (b_{12} + 2)^6} \]  
\[ \left(-524288 - 786432b_{12} + 1048576b_{12}^2 + 2490368b_{12}^3 + 196608b_{12}^4 - 2555904b_{12}^5 - 1449984b_{12}^6 + 1046016b_{12}^7 + 732416b_{12}^8 - 767104b_{12}^9 + 5168006b_{12}^{10} + 469152b_{12}^{11} + 478064b_{12}^{12} + 51656b_{12}^{13} - 435b_{12}^{14} + 3214b_{12}^{15} + 2984b_{12}^{16} - 32840b_{12}^{17} + 89780b_{12}^{18} + b_{12} \leftrightarrow \{b_{14}, b_{13}\} \right). \]

For completeness I also give the integral form of \( \mathcal{K}_4 \) after inserting the mode functions in eq. (3.45)

\[
\int_0^1 dz_1 \int_0^{z_1} dz_2 \int_0^{z_2} dz_3 \left[ (k_{12} \cdot k_{23}) \left( k_{34} \right) \right] (1 + p_{221}) + 2 \text{ perm.} + \text{ 5 perm.} \]
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