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Abstract—Event cameras are ideal for object tracking applications due to their ability to capture fast-moving objects while mitigating latency and data redundancy. Existing event-based clustering and feature tracking approaches for surveillance and object detection work well in the majority of cases, but fall short in a maritime environment. Our application of maritime vessel detection and tracking requires a process that can identify features and output a confidence score representing the likelihood that the feature was produced by a vessel, which may trigger a subsequent alert or activate a classification system. However, the maritime environment presents unique challenges such as the tendency of waves to produce the majority of events, demanding the majority of computational processing and producing false positive detections. By filtering redundant events and analyzing the movement of each event cluster, we can identify and track vessels while ignoring shorter lived and erratic features such as those produced by waves.

1. Introduction

Event cameras (also known as silicon retinas, neuro-morphic cameras, or dynamic vision sensors) [1], [2] are a newer type of digital camera that capture only local changes in intensity rather than capturing a whole frame for every set interval. Since event cameras capture sparse information, they present several advantages for imagery such as increased power efficiency and reduced data bandwidth (see Figure 1b). Furthermore, since each pixel operates asynchronously, event-based sensors can capture and process movement without being restricted to a set frame rate, making these sensors ideal for tracking high-speed movement and a good choice for object tracking applications [3].

When tackling the problem of detecting and tracking vessels in a maritime environment, unique challenges arise for event cameras. In particular, in a rough sea state the visible waves often produce many times more events than the vessels we are interested in tracking. In this paper, we demonstrate an approach for time-constrained maritime object detection. We do this by distinguishing the clusters collected from events produced by waves from the clusters collected from events produced by vessels while minimizing the processing power spent on waves.

Our approach combines noise filtering and clustering in a computationally efficient and parallelizable system which identifies clusters that are likely to be produced by events from a vessel or other object of interest. The movement patterns of these clusters are then analyzed over time to develop a confidence value corresponding to the likelihood that a particular cluster is produced by a vessel or other object of interest.

The following sections provide a breakdown of the state of the art, our methodology, and a demonstration of our methodology on maritime event data collections made from a DAVIS346red camera.

2. Background

The authors recognize that while an event camera will capture less redundant information than a conventional frame-based camera, there is still more information than required for identifying and tracking objects. Rodríguez-Gómez, Juan Pablo, et al. recognized this phenomena and randomly sampled a percentage of incoming events across the entire field of view [4]. However, by dividing the field of view into partitions, as in our method, one can limit events processed in especially event-dense areas while still processing a high percentage of events from isolated objects.

Stoffregen and Kleeman presented an event-based approach to optical flow estimation and segmentation that isolates objects and tracks their motion [5]. However, this implementation does not run in real-time and collects events into groups based on flow vector rather than spatio-temporal proximity. In the maritime domain, objects of interest would be grouped together with some of the dynamic background, making them more difficult to isolate.

Mitrokhin et al. also presented a deep learning approach to motion estimation from event data [6], but the approach required GPU acceleration to run in real-time, significantly increasing the power consumption required. We provide a solution that can run in real-time on a single-core CPU and can be further accelerated with threading or an FPGA implementation due to its simplicity and highly parallel and localized nature.

Lastly, Benosman et al. presented a computationally efficient event-based optical flow estimation [7], but Benosman’s approach does not isolate or identify different objects.
in the scene, leaving that as an additional step. For the maritime domain application, distinguishing different objects is the primary goal, so these prior methods do not provide an ideal solution.

3. Architecture

The overall system is organized as illustrated in Figure 2. Each event read from the event camera has a corresponding position \((x, y)\), timestamp \(t\), and polarity \(p\). For our purposes we will not take polarity into account, but \(t\) and \((x, y)\) will be passed to the Partitioning module. The system is designed to operate asynchronously and concurrently to the maximum extent possible, with a fixed amount of memory and processing demand.

3.1. Partitioning

By dividing the field of view into partitions our methods can limit events processed in especially event-dense areas while still processing a high percentage of events from isolated objects. To do this, the image field is divided into \(m \times n\) partitions, where \(n\) is the number of vertical divisions and \(m\) is the number of horizontal divisions. An example partitioning of an event frame can be found in Figure 3. Each event is passed to an appropriate Event Handling instance corresponding to the partition in which it falls, according to the value of \((x, y)\).

3.2. Event Handling

Each Event Handling instance has a set time per event \(\tau_e\) allocated for processing, such that if another event arrives while an event is currently being processed, the incoming event will be ignored and discarded. This allows the rate of events processed to be strictly limited to reduce processing demand.

Each event is first passed through a temporal filter. The top of the Event Buffer at \((x, y)\) is read to obtain the timestamp of the most recent buffered event at that location. If the timestamp is within \(\tau_t\) of \(t\), then the incoming event will be discarded. Otherwise, the event is passed to the noise filter.

The noise filter counts the buffered events in the spatio-temporal neighborhood as illustrated in Figure 4. The spatio-temporal neighborhood consists of all buffered events from pixels immediately adjacent to \((x, y)\) and occurring within a certain time threshold of \(t\). Events that fall within the filter threshold \(\tau_f\) of \(t\) are counted, producing \(n_e\), the number of adjacent events. The set of adjacent clusters \(A\) is assembled from clusters assigned to neighboring events within the clustering threshold \(\tau_c\) of \(t\). If \(n_e > 4\), then the event passes the filter and will be considered for clustering. This last condition ensures that the events which are considered for clustering have temporal persistence, thereby acting as a temporal filter.

To assign the event to an appropriate cluster, first the adjacent clusters \(A\) are sorted by age. The event will be assigned to the oldest adjacent cluster whose centroid is within \(d\) pixels of \((x, y)\) by Manhattan distance. If there are no adjacent clusters with centroids within range, then a new cluster will be created consisting of only \(\{e\}\).

3.3. Buffer Flushing

Periodically, events older than both \(\tau_f\) and \(\tau_c\) are flushed from the Event Buffer, and the affected clusters in the Cluster Buffer are updated. This maintains a current event count and accurate centroid position for each cluster.

3.4. Cluster Sorting

Periodically, all clusters in the Cluster Buffer are sorted by the number of buffered events belonging to each cluster.
Figure 2. An illustration of the overall system architecture. Events are input from the event camera sequentially, then passed to the Partitioning module, where they are sorted by location and assigned to an Event Handling instance. Each Event Handling instance interfaces with the Event Buffer and Cluster Buffer to perform concurrent noise filtering and clustering. The Buffer Flushing module periodically clears expired events from the Event Buffer and updates the Cluster Buffer accordingly. The Cluster Sorting module prioritizes each cluster and assigns the highest priority clusters to be tracked by Cluster Tracking instances. Finally, each Cluster Tracking instance tracks and analyzes the movement characteristics of its assigned cluster and outputs a Detection with a corresponding location, bounding box, and confidence value. The Partitioning and Event Handling modules operate on a per-event basis as each input event is read. The Event Buffer and Cluster Buffer are memory modules that can be written to and read from by other modules. The Buffer Flushing, Cluster Sorting, and Cluster Tracking modules operate periodically.

Clusters with a higher number of events are ranked higher, and clusters with zero events are considered inactive and ineligible for tracking. Sorting is performed using the C++ standard library, with a time complexity of $O(N \log(N))$, where $N$ is the maximum number of clusters. [8].

### 3.5. Cluster Tracking

Each Cluster Tracking instance is assigned a cluster of decreasing priority as determined by the Cluster Sorting module. Once a cluster is assigned to a Cluster Tracking instance, it will be tracked until its size has reached zero. While each cluster is being tracked, its centroid position will be recorded periodically. Samples are retained for $T_v$ microseconds. To calculate $v$, or the long-term velocity, the oldest centroid position $c_v$ is compared with the current centroid position $c$ and divided by $T_v$ as shown in Equation 1. Similarly, the short-term velocity $u$ is calculated using $c_u$, a recorded centroid position $T_u$ microseconds in the past, as shown in Equation 2.

$$v = \frac{c - c_v}{T_v}$$

$$u = \frac{c - c_u}{T_u}$$

### 3.6. Detection

To characterize the motion of each tracked cluster, we periodically compare the long-term and short-term velocities $v$ and $u$ using two distinct ratios which are used to add to or subtract from a persistent stability score $s$. On every timestep, $s$ is increased by the difference ratio $r$, calculated in Equation 3. Equation 3 places the difference between the two in the denominator so that as the difference between $v$ and $u$ decreases, the value of $r$ increases. $\epsilon$ is set to a small value to prevent division by zero in the event that $v = u$. This causes the stability $s$ to increase sharply for clusters that hold a steady velocity for even a short amount of time, while still allowing it to accumulate for objects that hold a nearly steady velocity over a longer period.
exhibiting erratic motion, as illustrated in Figure 5.

motion, and tends to go negative (effectively 0) for clusters exhibiting consistent stable motion, as a receiver-operator curve. Over time, the confidence value tends to go to 1 for clusters exhibiting consistent stable motion, as a receiver-operator curve. Over time, the confidence value tends to go negative (effectively 0) for clusters exhibiting erratic motion, as illustrated in Figure 5.

$$w = 1 - e^{-s}$$  \hspace{1cm} (6)

Finally, for each detection we produce a confidence score $w$ from $s$ using an exponential function as shown in Equation 6. The confidence $w$ ranges from 0 to 1 and is therefore suitable for use with standard computer vision metrics such as a receiver-operator curve. Over time, the confidence value tends to go to 1 for clusters exhibiting consistent stable motion, and tends to go negative (effectively 0) for clusters exhibiting erratic motion, as illustrated in Figure 5.

4. Experimentation

We illustrate our methodology on maritime data collected using a DAVIS346red camera. Ground truth annotations were applied manually to each frame using the Computer Vision Annotation Tool (CVAT). Annotations with very few corresponding events were marked 'difficult' and ignored by subsequent steps. Data was collected on three separate occasions of boats moving through a harbor under different conditions. Collection 1 consists of 4 captures totaling 84 seconds with a stationary camera and high sea state. Collection 2 consists of 4 captures totaling 53 seconds with a camera placed on the deck of a moving boat at a high sea state. Collection 3 consists of 7 captures totaling 235 seconds with a stationary camera at long range and a low sea state.

We selected $m = 4$ and $n = 4$ for 16 total partitions based on the typical size on vessels in the field of view, so that the majority of events belonging to objects of interest would be processed, while some of the events in the background areas would be ignored to save processing time. $\tau_c$ was set to 50 microseconds, which proved to be sufficient time to process the majority of events given the number of partitions and input event rate. $\tau_v$ was set to 100 milliseconds, which proved sufficient to prevent hot pixels from maintaining their own clusters without any correlated events. $\tau_f$ and $\tau_c$ were both set to 200 milliseconds for the sake of simplicity, which seemed to provide a decent balance between filtering out noise and collecting all events from objects of interest into consistent clusters. Maximum cluster size $d$ was chosen to be 30 pixels, since that corresponded to the typical size of vessels in our data. Long term velocity period $T_v$ was 3 seconds, and short term velocity period $T_w$ was 2 seconds. These time intervals provided a good balance between responsiveness and stability. Optimizing these parameters to fit other hardware and data constraints is left for future work. In this paper, we limit such optimization to a single parameter, namely the scaling factor $c_a$, for which we evaluate the performance of our approach on each collection over a range of values, as shown in Figure 6.

For each ground truth target on every frame, the detection with the highest confidence that intersects its bounding box was considered to match and added as a true positive. Any additional detection intersecting a ground truth bounding box was ignored. Detections not intersecting any ground truth bounding box were considered to match and added as a true positive. If a ground truth target were added as a false positive, and false negatives were considered over a range of confidence thresholds to construct a receiver-operator curve, with the area under the curve used to quantify the effectiveness of our approach. Optimal curves for each data collection can be found in Figure 7.
5. Conclusion

Our findings indicate that the multi-stage filtering and clustering strategy is successful at ignoring the majority of the spurious events caused by wave movements. The cluster analysis and movement-based confidence scores further refine the detection results by removing shorter-lived and erratic event clusters such as those produced by waves. In summary, the presented algorithm is effective at identifying moving man-made objects in the maritime domain while keeping the computational load to a minimum, making it well-suited for edge-ready applications.

Future work will focus on developing an FPGA implementation to speed up event data processing. The parameters and methods in this work are optimized to require minimal processing resources, given our specific dataset and hardware constraints. This may not be optimal for other hardware configurations and future data collections. Therefore, automating optimal parameter selection and increased parallelization to handle data collected using higher resolution event imagers are other directions of interest for future research.
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