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Abstract

Numerous signals in relevant signal processing applications can be modeled as a sum of complex exponentials. Each exponential term entails a particular property of the modeled physical system, and it is possible to define families of signals that are associated with the complex exponentials. In this paper, we formulate a classification problem for this guiding principle and we propose a data processing strategy. In particular, we exploit the information obtained from the analytical model by combining it with data-driven learning techniques. As a result, we obtain a classification strategy that is robust under modeling uncertainties and experimental perturbations. To assess the performance of the new scheme, we test it with experimental data obtained from the scattering response of targets illuminated with an impulse radio ultra-wideband radar.
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I. INTRODUCTION

Classification problems are of utmost relevance in the signal processing domain [1]. When using time-domain signals, one assumes that the observed signal belongs to one of a finite number of classes. The actual class is unknown to the observer, and his/her task is to assign one while minimizing the possibility of being mistaken. Nevertheless, the classification process demands an appropriate structure to model the observed signal.

One of the most versatile parametric models used in signal processing is the sum of complex exponentials, which is simple yet ubiquitous. Specialists in very different fields such as Ultra WideBand (UWB) radar systems [2], [3], time-resolved spectroscopy [4], musical signals [5], and electromagnetic scattering [6], [7] use sums of exponentials to describe their experimental observations. Generally, each term in the sum of exponentials models a characteristic of the observed signal, and a particular
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combination of complex exponential terms may be associated with a signal type. For example, magnetic resonance time-domain signals show spectral lines modeled as exponentially damped sinusoids. When performing material classification within this setup, the problem calls for estimation of the terms in a sum of complex exponentials. Another application is the use of electromagnetic waves for non-invasive and remote detection and sensing applications. According to the singularity expansion method (SEM) [8], the transient electromagnetic scattered response of complex targets is dominated by damped sinusoids. These are complex natural resonances (CNR) that only depend on the fundamental properties of the target: material composition, electrical properties, size, and shape. Then the set of CNRs represents the target signature. As such, target identification is performed by appropriate estimation of the CNRs [9].

Both examples above illustrate situations where classification problems were built after time-domain observations of sums of complex exponentials. In this paper, we will tackle this general problem and propose a classification strategy for it. The celebrated Bayesian decision theory, as well as the maximum likelihood principle, are the usual paths to address the classification problem. Nonetheless, they both rely on a priori information that is not always available to the observer. For example, in [10], for the particular case of UWB radar signals, the authors used a Generalized Likelihood Ratio Test (GLRT) to solve the problem. However, to pose this solution, they have assumed that the CNRs were known or identifiable with no uncertainty.

Super-resolution spectral estimation techniques were used in [11] for signal identification. In particular, the authors acquire the signals representing the scattered fields obtained from targets illuminated by UWB signals. Their principal strategy was to exploit the signal model structure that is a superposition of damped exponentials. However, the worked examples did not include experiments where the complex exponentials remained clustered in a small region, which is a problem for the spectral estimation algorithm. Although several high-resolution spectral estimation techniques are widely available, accurate identification of damped resonances is still a challenge in practice. Then, to solve the classification problem, we require to consider some ambiguity in the signal model.

Machine learning techniques have become quite popular to solve classification problems. Part of their power lies in their ability to build complex models from a set of observations or training examples. However, the observation structure is decisive in the classification performance. The focus of this work is to explore appropriate data pre-processing strategies for solving the classification problem when observing sums of complex exponentials. In particular, we propose a model-based feature-building procedure that combines the information from the analytical model with data-driven learning techniques. To test our strategy, we will use a UWB radar to perform target classification for its composition. Learning techniques have been used already for target identification using UWB radars [12]. The results are encouraging, but
the approach is solely data-driven, and there is no indication of how this could be generalized to other types of measurements.

In this work, we use the complex natural frequencies associated with the signals to perform classification. While this approach has already been studied in the literature, it has been applied when the natural frequencies were distinct. This is the case of perfectly conducting targets illuminated by radio signals [13]. A different example is presented in [14], where the authors use natural resonances to identify the presence of breast cancer. Also, in [15], the authors proposed a method for classifying dielectric targets using natural frequencies, where results were validated by classification of four different target sizes. However, in this case, one of the natural resonances was inversely proportional to the target size.

In this paper, we introduce a processing strategy that proceeds in three steps. The first one solves a spectral estimation problem where the model order and the complex natural frequencies are extracted. This step is performed for a collection of labeled signals, where the label corresponds to the signal class. The second step arranges the estimated natural frequencies to define a feature vector representing the signal. In the third step, we train a classifier using the feature vectors. In this work, we chose to work with a support vector machine. This is a simple nonlinear classification structure that is robust to outliers and has good performance even when the number of training samples is low [16]. We test our framework on numerical examples but also experimental measurements. In particular, we consider the challenging problem of classifying targets based exclusively in their composition. For this, we consider targets of indistinguishable shapes but composed of different materials. Nonetheless, we show that the proposed approach yields superior classification performance compared with the use of the time-domain signals directly. In Section II, we introduce the signal model and pose the classification problem that we will address. When doing so, we formulate the processing strategy that motivates this paper. We continue in Section III by discussing some results to illustrate the performance of the proposed scheme. Finally, in Section IV, we elaborate some concluding remarks.

II. CLASSIFICATION PROBLEM

A. Problem Statement

Consider signals $x(t)$ described by a sum of complex exponentials:

$$x(t) = \sum_{i=1}^{N} \alpha_i z_i^t, \quad t = 1, 2, \ldots, T,$$

(1)

where the scalars $z_i \in \mathbb{C}$ are called the complex natural resonances (CNRs) or natural frequencies, and $\alpha_i \in \mathbb{C}$ are the residues. We build a family of signals by considering small variations of the natural
frequencies and the residues, i.e.,
\[ F(z_1, \cdots, z_N) = \left\{ x : \mathbb{N} \to \mathbb{C} : x(t) = \sum_{i=1}^{N} \alpha_i z_i^t, \alpha_i \in \mathcal{B}, z_i \in \mathcal{Z}_i \subset \mathbb{C}, i = 1, \cdots, N \right\}. \]  (2)

We say that the complex subset \( \mathcal{Z}_i \) is a resonance region, which characterizes the uncertainty on each \( z_i \). For instance, in a radar application, the family \( F \) is associated with a particular target. The resonance regions account for the possible deviations that copies of the same target may show, and the set \( \mathcal{B} \) where the residues lie may be associated with different look angles for the target.

Suppose that we have \( P \) families that satisfy (2), where the \( p \)-th family is characterized by \( N_p \) natural frequencies \( z_{1,p}, \cdots, z_{N_p,p} \). To simplify the notation, we denote \( F_p(z_{1,p}, \cdots, z_{N_p,p}) \) as \( F_p \). We assume that, although the number of classes is known, the number of natural frequencies \( N_p \) for each class and their resonance regions \( \mathcal{Z}_{i,p} \) are unknown.

We define a noisy observation as
\[ y(t) = x(t) + w(t), \quad t = 1, \cdots, T, \]  (3)
where \( x(t) \) belongs to one of the \( F_p \) classes and \( w(t) \) is a perturbation signal. For simplicity, let us define the vector
\[ y = [y(1), \ldots, y(T)] \in \mathbb{C}^T, \]  (4)
which corresponds to a noisy observation. To extract the relevant information which characterizes each class, a labeled set of observations \( \{(y^{(l)}, \rho^{(l)})\}_{l=1}^{L} \) is available, where \( \rho^{(l)} \in \{1, \cdots, P\} \), and \( y^{(l)} \) correspond to noisy observations like in (4). The problem at hand can be summarized as follows:

**Problem statement:** Given a finite set of labeled noisy observations \( \{(y^{(l)}, \rho^{(l)})\}_{l=1}^{L} \), where \( \rho^{(l)} \in \{1, \cdots, P\} \), design an algorithm for classifying a new observation \( y \) into one of the \( P \) classes.

**B. Overview of the proposed solution**

A straightforward approach to solve the classification problem would be to use the time signals directly since they contain implicit information about each class. The downsides to this approach are that time signals can have a large number of samples, leading to an unnecessarily high-dimensional problem. Moreover, they are susceptible to perturbations that can hide the underlying signal model. A more robust approach can be developed by extracting the resonance information given by each \( z_i \) in (1) and classifying a signal directly by using its natural frequencies, which are the base distinctive elements for each class. Since these elements are known only through the training samples, a spectral estimation procedure must be employed. There are many spectral estimation algorithms that are specifically tailored to line spectra and are robust against perturbations [17]. However, when \( N_p \) is unknown, different noisy vectors \( y_p \)
from the same class $p$ may lead to different sets of natural frequencies, possibly of different sizes. A key element is to find an appropriate representation that summarizes the spectral information of the observation and at the same time, enables comparing different observations among them. With the above problem in mind, we first outline the proposed solution that will be formalized in the next section. The main steps are as follows:

1) For each sample $y^{(l)}$ in the training set, the number and the values of the appropriate natural frequencies are estimated. This involves a spectral estimation procedure that returns a set of natural frequencies. We obtain $L$ complex sets of possibly different sizes.

2) We define a map that relates each complex set found above with an $M$-dimensional complex vector. To obtain $M$, we partition the complex plane into $M$ regions. For that, we consider the union of all the sets of natural frequencies, and we group them into $M$ clusters by using an appropriate clustering algorithm. This problem is not a trivial one, since it entails selecting a proper number of regions and determining which natural frequencies from each observation belong to each region. Observe that here the clustering procedure only identifies regions of interest that contain a few natural frequencies from at least one sample in the training set, it is not performing signal classification. After determining $M$, we proceed to map each set of natural frequencies obtained for each training signal $y^{(l)}$ to a vector in $\mathbb{C}^M$. Insofar, the training data is composed of labeled $M$-dimension complex. A dimensionality reduction scheme is also implemented during the training session to retain only the most informative regions.

3) Finally a classifier is trained using the labeled $M$-dimensional vectors obtained before.

C. Preprocessing

The essence of our proposal is to preprocess the training data to obtain a suitable structure for the classification procedure. As a first step, each signal in the training set is processed individually to obtain its spectral information. For that, we appeal to techniques based on subspace methods as in [18]. In the sequel, we outline the procedure for a single signal in the training set. To simplify the notation, we drop the subindex indicating the class of the observation.

Let $y$ be a noisy observation of $x(t) = \sum_{i=1}^{N} \alpha_i z_i^t$. The problem is to estimate $N$ and the natural frequencies $z_i, i = 1, \cdots, N$. To cope with noise and uncertainties in $N$, we use optimization techniques that rely on Kronecker’s theorem for Hankel operators. Let $H(x) \in \mathbb{C}^{K \times N}$ represent the Hankel matrix built from the sampled signal $x(1), \cdots, x(T)$, where $T = K + N$. When $N$ is known, Kronecker’s theorem states that $\text{rank}(H(x)) = N$. However, $x(t)$ is only acquired through noisy observations $y(t)$. 
Then, a suitable denoising procedure is to solve the following optimization problem

\[
\min_{A, \hat{y}} \mathcal{I}_N(A) + \sum_{j=1}^{K+N} |y(j) - \hat{y}(j)|
\]  

(5)  
s.t. \quad A = \mathbf{H}(\hat{y}),

where \( \mathcal{I}_N(A) \) is a threshold function associated with the set \( \{A : \text{rank}(A) \leq N\} \) [19]. Now using \( \hat{y}(t) \) we resort to a high resolution spectral estimation technique, such as ESPRIT to obtain the natural frequencies \( z_i, i = 1, \cdots, N \).

Since \( N \) is unknown, model order selection techniques should be performed first, resulting in an estimation \( \hat{N} \). A sensible technique known as ESTER (ESTimation ERror) [20] computes an upper bound on the estimation error obtained with ESPRIT and selects the model order that minimizes such bound. A related approach, known as SAMOS (Subspace-based Automatic Model Order Selection), was introduced in [21]. However, it has been observed that both techniques have poor performance in noisy environments. On the other hand, using a hard threshold as in [22] to truncate the Hankel matrix \( \mathbf{H}(y) \) tends to overestimate the model order when the SNR is high. In this work, we have used a combined scheme, as the one presented in [23], where a constrained optimization problem is posed with the function used in ESTER (or SAMOS).

The spectral estimation procedure transforms a noisy observation \( y \) into a set of estimated natural frequencies \( \{\hat{z}_y\}_{i=1}^{\hat{N}} \), where \( \hat{N} \) is the estimated model order. To compare two signals, we would like to consider their corresponding sets of natural frequencies. However, natural frequencies are complex numbers that cannot be sorted easily, complicating the task of pairing the natural frequencies to perform the comparison. An alternative, is to map each complex natural frequency to a high dimension vector space and to perform the comparison there.

Let the union of all the sets of natural frequencies obtained for all the training vectors \( y^{(1)}, \ldots, y^{(L)} \), be \( Z = \{\hat{z}^{(1)}_1, \ldots, \hat{z}^{(1)}_{N(1)}, \ldots, \hat{z}^{(L)}_1, \ldots, \hat{z}^{(L)}_{N(L)}\} \subset \mathbb{C} \). In general, the natural frequencies \( \hat{z}^{(j)}_i \) tend to be concentrated on some regions in the complex plane. Our goal is to identify those regions to define a finite partition of the complex plane. For that, we propose to apply a clustering procedure on \( Z \). In particular, we use an agglomerative clustering scheme with complete linkage and Euclidean distance [24]. This is a handy technique that does not require previous knowledge of the number of clusters, and it does not make assumptions on the statistical properties of the data, such as Gaussian distribution or equal standard deviation among clusters.

The procedure starts by considering that each natural frequency is in a cluster of its own. There are
\( Q = \sum_{i=1}^{L} \hat{N}^{(i)} \) initial clusters. The distance between two clusters \( c_i \) and \( c_j \) is

\[
d(c_i, c_j) = \max_{\hat{z}_l \in c_i, \hat{z}_m \in c_j} |\hat{z}_l - \hat{z}_m|.
\] (6)

At each step, the clusters with minimum distance are merged into a single cluster, and the cluster set is updated. Let \( C_{k-1} \) be the cluster set at iteration \( k - 1 \). Then, \( C_k \) is obtained as:

\[
C_k = C_{k-1} \setminus c^1_k \cup c^2_k \cup c_{\text{new}},
\] (7)

where \( c^1_k, c^2_k = \arg \min_{c_i, c_j} d(c_i, c_j) \) and \( c_{\text{new}} = c^1_k \cup c^2_k \). The process is repeated until \( d(c^1_k, c^2_k) > d_{th} \), for all \( i, j \). After finishing the clustering process, there are \( M \leq Q \) clusters that define a partition of the complex plane. Now, we proceed to map the set of estimated natural frequencies \( \hat{z} \) to a vector in \( \tilde{v} \in \mathbb{C}^M \).

For that, we compute the \( k \)-th element of \( \tilde{v} \) by averaging the elements of \( \hat{z} \) found in the \( k \)-th region of the \( M \)-partition of \( \mathbb{C} \). If \( \hat{z} \) does not have any resonance in the \( k \)-th region, then \( \tilde{v}(k) = 0 \). Notice that when applying this operation to the training data, we map sets of different cardinality, \( \hat{z}^{(1)}, \ldots, \hat{z}^{(L)} \), into vectors that lie on the same space \( \mathbb{C}^M \). The vector \( \tilde{v} \in \mathbb{C}^M \) is the feature vector.

### D. Classifier

After preprocessing the training data, we obtain a set of features \( \{\tilde{v}^{(l)}\}_{l=1}^{L} \). To reduce the problem dimensionality, we select the most explicative features for the classification problem. We propose to use a univariate test, namely the Kruskal-Wallis test, on each feature to quantify its relevance. This is a non-parametric rank test, which tests, for each feature, the null hypothesis that all \( P \) classes have a common mean [25]. Higher values of the associated statistic build greater evidence against the null hypothesis, which implies more informative features. We keep the \( c\% \) more representative features, where the value of \( c \) is a hyperparameter of the model.

After the feature selection, the training set results \( \{ (v^{(l)}, \rho^{(l)}) \}_{l=1}^{L} \), where \( v^{(l)} \in \mathbb{C}^c \) is a feature vector and \( \rho^{(l)} \) its corresponding label. We build a \( P \)-ary classifier using this training data. For that, we work with Support Vector Machines (SVM). The advantages of these classifiers are twofold: on one hand, they allow for nonlinear classification when we use nonlinear kernels; on the other hand, they perform well under small training set size, even when the number of samples is lower than the number of features. In addition, SVMs are robust to outliers and present good generalization performance [16]. To use SVMs with real inputs, we concatenate real and imaginary parts of \( v^{(l)} \) in the training set. Fig. 1 shows a block diagram for the classification strategy already described. Each block has some hyperparameters that are selected for optimal performance during the training process.
III. RESULTS

In this section we present the performance of the proposed classification strategy. We start by analyzing synthetic data inspired in real data. Afterwards, we analyze the results of the classification strategy applied to experimental measurements. In both cases, we compare the results obtained with the proposed method against the more traditional approach of using the time-domain signals \( y \) as input to the classifiers. For this, we simply train the SVM using the training set \( \{(y^{(l)}, \rho^{(l)})\}_{l=1}^{L} \). Since we were working with complex signals, the input to this SVM was \([\text{Re}\{y^{(l)}\}, \text{Im}\{y^{(l)}\}]\), where \( \text{Re}\{y^{(l)}\} \) and \( \text{Im}\{y^{(l)}\} \) are the real and imaginary parts of \( y^{(l)} \). The SVM input is \( 2T \)-long.

In the sequel, we shall refer to the proposed classification strategy based on natural frequencies as NF and the one processing the time-domain signals directly as TD. To characterize performance of each classification strategy we consider two metrics computed over a set of test samples of size \( S \) \( \{(y^{(s)}, \rho^{(s)})\}_{s=1}^{S}, \rho^{(s)} = 1, \ldots, P \}_{s=1}^{S} \). When considering the \( s \)-th test sample, we say that \( \rho^{(s)} \) is its label or the actual class of the sample, and \( \hat{\rho}^{(s)} \) the predicted one. One error metric is the error rate, which is the ratio of incorrectly classified instances to the total number of test samples

\[
\varepsilon = \frac{\sum_{s=1}^{S} 1\{\hat{\rho}^{(s)} \neq \rho^{(s)}\}}{S}
\]

A second metric is the confusion matrix, whose \( i,j \)-element represents the percentage of instances belonging to the \( i \)-the class that were misclassified as belonging to class \( j \)

\[
E_{ij} = \frac{\sum_{s=1}^{S} 1\{\rho^{(s)} = j, \rho^{(s)} = i\}}{\sum_{s=1}^{S} 1\{\rho^{(s)} = i\}} \times 100\%.
\]

A. Synthetic data

In this subsection we study the performance of the proposed classification approach when applied to synthetic data. The noiseless signals followed the model described in (1). For each class of signals as in (2), we simulated several elements that were used for training and later for testing. In particular, we defined two families \( \mathcal{F}_p, p = 1, 2 \) where the center of each resonance region \( Z_{i,p} \) are the nominal
Fig. 2: Natural frequencies defining $\mathcal{F}_1$ and $\mathcal{F}_2$.

frequencies $z_1 = [0.1275 - 0.9075j, 0.44 - 0.16j, 0.97 + 0.02j, 0.57 + 0.79j, -0.19 + 0.94j]$, and $z_2 = [0.13 - 0.92j, 0.44 - 0.88j, 0.95 - 0.17j, 0.93 + 0.02j, 0.53 + 0.78j, -0.19 + 0.91j]$ as it is shown in Fig 2. We set $T = 180$.

The corresponding residues for each element of a family were obtained by sampling $\alpha_i$ from a complex Gaussian distribution with mean 0.5 and standard deviation $\sigma_\alpha$. Each observation $y$ is obtained by adding white noise sampled from a zero-mean circularly symmetric complex normal distribution with variance $\sigma_w^2$. By varying $\sigma_w^2$, we change the measured signal-to-noise ratio (SNR). We simulated three scenarios:

1) We use the nominal natural frequencies and fix the uncertainty on the residues by considering a fixed value of $\sigma_\alpha^2$. In particular, we have used $\sigma_\alpha^2 = 1$. We vary $\sigma_w^2$ to achieve different values for SNR.

2) Once more, we use the nominal natural frequencies, but now we select $\sigma_w^2$ to fix the value of the SNR=10dB. We vary the sets $B_p$ by sampling from distributions with increasing variance $\sigma_\alpha^2$.

3) In this scenario, we analyze the uncertainties on the natural frequencies. For that, we fix $\sigma_w^2$ and $\sigma_\alpha^2$, and add perturbations to the natural resonances, which were generated from a complex circularly symmetric normal distribution with zero-mean and variance $\sigma_z^2$. We have used $\sigma_\alpha = 1$, and $\sigma_w$ was selected so SNR = 10dB.

For each scenario and each value of ($\sigma_\alpha$, SNR, $\sigma_z$), we created three sets of signals for each family for training, while considering 1000 different sets for validation. Fig. 3 shows $|y^{(k)}|$ when SNR=10dB, $\sigma_\alpha^2 = 1$ and the natural frequencies $z_1$ and $z_2$ are unperturbed. We notice that variations among the same
family are comparable to variations between families.

First, we analyze the preprocessing procedure for given values for $\sigma_\alpha^2$, $\sigma_w^2$ and using the nominal natural frequencies. Fig. 4 shows the estimated and true resonances in the training set along with the partition in $M$ regions obtained for the complex plane. In this case, the termination threshold for the clustering algorithm was $d_{th} = 0.03$, which was the optimal value found via cross-validation. Using this threshold, we obtained a partition of size $M = 9$. After performing the feature selection step, we kept the regions associated with the most representative features, which are shown as striped regions in Fig. 4. We managed to reduce almost by half the number of training features. This shows a significant reduction in the number of inputs to the classifier: while we only need five regions (10 features) to train the SVM under the NF strategy, the corresponding time signal consists of $T = 180$ points (360 features).

Table I shows the error and confusion matrix of both strategies for the same scenario. As anticipated, the time-domain approach has poor performance since it cannot differentiate between variations among
TABLE I: Comparison of performance on synthetic data when SNR = 10dB, $\sigma_\alpha = 1$ and nominal natural frequencies.

| Strategy | $\varepsilon$ | $E$ |
|----------|---------------|-----|
| NF       | 0.073         | $F_1$ $F_2$ |
|          |               | 90.1% 9.9% |
|          |               | 4.6% 95.4% |
| TD       | 0.331         | $F_1$ $F_2$ |
|          |               | 60.4% 39.6% |
|          |               | 26.5% 73.5% |

Fig. 4: Partition of the complex plane when using SNR=10dB, $\sigma_\alpha^2 = 1$ and nominal natural frequencies. Striped regions are those kept after feature selection process. Grey dots are the estimated natural frequencies, while black crosses and triangles are the the values of $F_1$ and $F_2$ respectively.

The same family from those arising among classes. Figure 5 shows the error obtained for scenario 1) for different values of SNR [dB], for both the NF and TD strategies. We observe that for all tested SNR levels the classification performance based on natural frequencies is significantly better than the one based on time-domain signals. Additionally, we see a significant improvement as the SNR increases for the NF classifier, which does not happen under the TD approach. The TD strategy relies heavily on the values of the residues associated with each natural frequency in model (2). Variations in residues lead to sensible disparities of the time-domain signals within the same family, as we can see in Fig. 3. Consequently, the
classifier has poor performance when separating families. Therefore an increase in the SNR does very little in decreasing the error. However, by extracting the natural frequencies, the NF strategy becomes independent of the residues. Moreover, an increase in the SNR results in a more accurate estimation of the resonances, improving the error of the classifier.

![Graph showing classification error versus SNR](image)

**Fig. 5:** Classification error for scenario 1).

We analyze scenario 2) in Figure 6. Here, we have varied the sets \( B_p \) by sequentially increasing the variance of the distribution from which the residues are sampled. For sufficiently low variance both classifiers attain zero error. When the sets \( B_p \) are small, the residues associated with a natural frequency are quite similar among different realizations of the signals \( y \), making all time-domain signals from the same class very close to each other. By eliminating the variations associated with the residues, even the TD approach achieves no classification error on the test set when SNR=10dB. As \( \sigma^2_{\alpha} \) increases, signals from the same family start to differentiate more from one another, hitting on the classification performance. However, these variations affect much harder the TD strategy compared with the NF strategy. While TD strategy deteriorates its performance, the classification error in the NF strategy remains close to 0.1 even for large values of \( \sigma^2_{\alpha} \).

Finally, Fig. 7 compares the performance of both classifiers for the third scenario. As the value of \( \sigma^2_z \) increases, so does the size of the regions \( Z_i \) in (2). In this case, the performance of both classifiers drops as perturbations increase. This is expected since natural frequencies from both families were purposely chosen close to each other and, as the resonance regions widens, the overlap between them increases. However, for values of \( \sigma_z \) below 0.1 the proposed method presents a significant improvement with respect to the TD classifier. The rapid increase in the error is a result of the overlapping of the resonance regions. By construction, both classes have natural frequencies that are close. The minimum and maximum
distances between frequencies are 0.016 and 0.06. This fact explains why we see a deterioration of the performance when the uncertainty $\sigma_z$ goes above 0.01. At this uncertainty level, some of the natural frequencies of the two classes overlap for certain realizations. Moreover, when $\sigma_z$ is larger than 0.1, the overlapping occurs with a high probability for all the natural resonances. As a result, the scheme loses its prediction ability.

**B. Experimental measurements**

In this section we test the performance of the proposed approach when dealing with experimental data. For that we have considered scattering signals from a target illuminated with microwave signals in an experiment similar to [26]. The main goal was to classify targets that have the same shape and size, but different material composition. Each target was illuminated by an UWB electromagnetic pulse and
the resulting scattering signal was collected by the receiving antenna. When a target is hit by a signal
whose spectrum lies in its resonance region, i.e. the wavelength of the incident pulse is on the order of
the dimension of the target, the scattering response is the superposition of two signals: one due to direct
reflections from the target, called early time, and another one due to a resonance phenomena, called late
time [8]. This resonance phenomena is determined by the natural frequencies, which depend solely on
the material composition, shape, and size of the target. There exists a unique set of natural resonances for
each distinct target. According to the Singularity expansion method (SEM) [8], the resonance phenomena,
can be modeled as a sum of damped exponentials, as in (2), thus making our approach suitable [14],
[27].

For the proposed experiment, we considered a classification problem among plastic bottles containing
three different liquids: alcohol (98%), tap water, and brine, obtained by diluting 35gr of salt in 500ml of
water. The liquids were poured in identical containers, with a volume of 500ml. Notice that all the targets
have the same shape, weight, and color because all the liquids are transparent. The only differences lie in
the composition of the liquids. Traditional approaches based on target image or weight would not work
in this case.

We have used the X4M06 Radar Development kit that is based on the X4 UWB system-on-chip by
Novelda [28]. This platform emits pulses with a bandwidth of 1.5GHz at a central frequency \( f_c = 8.748 \text{GHz} \), and receives the scattered response. The captured pass-band response is sampled by the
system at an equivalent-time sampling frequency \( f_s = 23.328 \text{GS/s} \) and downconverted in the PC to
obtain the complex baseband equivalent signal. To improve the signal-to-noise ratio, the platform transmits
numerous pulses and then averages the scattered response over multiple transmissions to mitigate random
interference and noise.

To diversify the training set, we took several measurements of the scattered response on each target.
Targets were located on 9 positions and the scattered signals from each target were collected for each
position. For that, we located the targets along a line parallel to the antennas at a distance of 40cm.
On this line, we chose 9 different points separated by 5cm each. Additionally, we oriented each target
vertically and horizontally (Fig. 8). For each position and orientation, we took 10 measurements of the
scattered response. We denote by \( s(t) \) the signal returned by the Xethru, which has a fixed length of
\( T = 1497 \) samples. This scattered signal is:

\[
s(t) = x(t) + w(t) + d(t), \quad t = 1, \ldots, T,
\]

where \( x(t) \) is the true scattered response, \( w(t) \) is noise and radio frequency interference from the
environment and \( d(t) \) is due to antenna cross-coupling and clutter in general. Assuming that the noise
and interference in $w(t)$ are stationary in the duration of the transmissions, they are mitigated by the internal averaging process that the transceiver module performs. On the other hand, the disturbance $d(t)$ is persistent and is not mitigated by averaging. Moreover, this disturbance does not have a linear interaction with the scattered response of the target. However, one could take an additional measurement with no target present and extract its natural frequencies, which will be associated with reflections from objects of the background. These resonances are also present in the scattering measured from each target, and most of them are discarded in the feature selection stage, as shown in Fig. 10.

Fig. 9 shows the signals received by the Xethru for each target located at 40cm of the antennas and vertically aligned. This figure depicts the antenna coupling signal, which appears to be the same across all measurements, and the beginning of the late time response. Notice that for this specific scenario the time-domain responses of the targets filled with water and brine show little difference, while alcohol appears to be easily distinguishable from the other two targets. However this observation is not valid for all measurement setups since signal amplitudes and shapes occurring from different positions and orientations vary widely for the same target, making the classification even more challenging.

To apply model (1), we discarded the early time response, and kept the late time response only. By analysing the different captured signals, we determined that the late time began 7 samples after the first peak of the absolute value of the baseband signal. This value was obtained considering the time needed for the incident pulse to pass through the target [13]. Since we considered 9 positions for the target, with 2 possible orientations and recorded 10 different samples, or measurements, of each target at each location, we had a total of 540 labeled noisy observations. These signals were split into training and a testing sets at random, 70% for training and 30% for testing.
We trained two classifiers, one using the NF approach and another one with the TD approach. For fairness we used the same train/test split for both approaches. For the TD strategy, we used the baseband time-domain signals up to 5ns, concatenating real and imaginary parts as described on synthetic data. The second classifier trained under the NF strategy, used the following hyperparameters $d_{th} = 0.03$, $C = 0.95$, and a polynomial kernel of degree 2 for the SVM.

Figure 10 shows the natural frequencies extracted from the training data set. Points with a black edge correspond to features discarded in the feature selection stage of the training algorithm. Additionally, grey points correspond to the natural frequencies found when no target was present, which could be associated with the disturbance signal $d(t)$ in (8). Notice that most of those are associated with discarded features.

The reported performance of the NF and TD classifiers was calculated over the test set. Table II summarizes the results for both classifiers. We see that in both cases, alcohol is better classified than the other two substances. However, the overall performance of the ND classifier is two orders of magnitude better than the TD classifier. Moreover, the TD classifier confuses brine with alcohol in 40% of the test samples, while the ND classifier has a perfect score for the same test samples.

Additionally, the training features of the NF method were stored in a sparse matrix, since each target has natural frequencies located in a few clusters. By exploiting sparsity, we benefit from more efficient data storage, which is an added advantage of the proposed classification strategy. Also, we observe a reduction in the number of features. After feature selection, only 103 clusters (206 features) were kept, while the time-domain approach used 117 sample points (234 features).
Fig. 10: Estimated natural frequencies from the training set. Points with a black edge represent the natural frequencies discarded in the feature selection stage. Light grey points correspond to the resonances obtained when no target is present.

| Strategy | ε | E            |
|----------|---|--------------|
| NF       | 0.02 | Water 95.2% Alcohol 4.8% Brine 0%  |
|          |     | Water 1.7% Alcohol 98.3% Brine 0% |
|          |     | Water 0% Alcohol 0% Brine 100%    |
| TD       | 0.34 | Water 50% Alcohol 32.3% Brine 17.7% |
|          |     | Water 0% Alcohol 89.7% Brine 10.3% |
|          |     | Water 0% Alcohol 40% Brine 60%     |

TABLE II: Comparison of performance of the classifiers.

IV. CONCLUDING REMARKS

We presented a new signal classification strategy when the signals are modeled as a sum of complex exponentials. We did this by combining a model-based analysis with data-based learning techniques. Exploiting the analytical model, we utilized the complex natural frequencies as descriptors of each class.
Then, we transformed the natural frequencies into characteristics suitable for the classification problem by using statistical data analysis. This signal processing step resulted in a reduction of the dimensionality of the problem as an added benefit. Finally, machine learning techniques performed the classification process.

We tested the classification method with synthetic signals as well as a real-world problem, namely the classification between different materials using their the scattered responses when illuminated with UWB pulses. We observed a significant improvement in classification performance for all the tests when we confronted our approach with time-domain classification. Moreover, we showed that the overall procedure is robust to multiple uncertainties that arise in the model. For instance, the procedure proposed in this paper tolerates uncertainties in the model order and variations in the residues associated with each natural resonance. In this way, our classification strategy is a suitable candidate for challenging classification problems where imperfect model information or measurement disturbances may hinder the performance of traditional classification methods.
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