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Abstract—Internet of Things (IoT) domains are characterized by continuous streams of data originating from diverse, geographically distributed sensors. Sensor/network failures that result in data stream interruptions is a major challenge in applying ML techniques to IoT domains. Unfortunately, the performance of many ML applications quickly degrades when faced with data incompleteness. With the aim of building robust IoT-coupled ML applications, this paper proposes SECOE — a unique, proactive approach for alleviating potentially simultaneous sensor failures. The fundamental idea behind SECOE is to create a carefully chosen ensemble of ML models in which each model is trained assuming a set of failed sensors. SECOE includes a novel technique to minimize the number of models in the ensemble by harnessing the correlations among sensors. We demonstrate the efficacy of the SECOE approach through a series of experiments involving two distinct datasets.
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I. INTRODUCTION

The Internet of Things (IoT) paradigm is transforming many domains of human endeavor, such as agriculture, healthcare, physical infrastructure management, manufacturing, and transportation [1]. IoT domains are characterized by high-velocity data streams originating from diverse devices. This provides the opportunity to build innovative Big Data applications by constructing models that harness historical and current data, thereby gaining valuable insights that facilitate better decision-making. In this context, there is significant research interest in applying machine learning (ML) techniques for IoT domains. Indeed, many ML applications have already been built for IoT data.

However, IoT environments possess several unique characteristics that pose significant challenges for building effective ML-based applications. One such challenge is the possibility of sudden and unexpected interruption of data streams due to IoT-sensor or communication failures resulting in inference-time data incompleteness. In face of such failures, ML applications are required to make inferences based on incomplete/partial data. Unfortunately, many ML algorithms fail when faced with inference-time data incompleteness in the sense that their performance degrades drastically even when a small fraction of sensors fail.

Our research aims to design ML-based techniques that are robust against sensor/network failure-induced inference-time data incompleteness. Several previous researchers have worked on overcoming missing data of sensors [2, 3, 4, 5, 6]. Most of the existing techniques focus on effective imputation techniques to fill the missing values of failed sensors. These imputation-based strategies, however, are not effective when faced with simultaneous failures of multiple sensors because they often suffer from the out-of-distribution (OOD) problem, where the new record produced by applying imputation deviates highly from the model’s training data distribution.

Towards enhancing the robustness of ML-coupled IoT systems, this paper presents SECOE — a novel approach to proactively alleviate sensor failure-induced inference-time data incompleteness. SECOE is fundamentally distinct from imputation-based approaches. The basic idea of SECOE is to create an ensemble [7] of ML models in which each model is specifically trained with an incomplete dataset representing a set of failed sensors. In other words, specific sensor feeds are omitted from training sets in anticipation of potential failures of corresponding sensors during inference time.

In designing SECOE, this paper makes the following unique technical contributions. First, we present the architecture of SECOE that includes novel techniques for ensemble creation and inference-time optimization, thereby demonstrating how the ensemble techniques can be harnessed for mitigating sensor failures in IoT systems. Second, to improve training and inference efficiency, we present an algorithm that minimizes the sub-models in the ensemble. Our technique forms sensor groups based on inherent correlations among sensors in an IoT system. Furthermore, we present, Random-Selection, an alternate simple strategy for ensemble creation that randomly omits a set of sensors when training sub-models. Third, we study the advantages and limitations of SECOE through experimentation of our system. We use two distinct datasets for our experimental study. Our study shows that SECOE is highly effective in overcoming sensor failure-induced data incompleteness.

The rest of the paper is organized as follows. The implementation details of SECOE are described in Section II, followed by Section III, in which we demonstrate the conducted experiments and results. Finally, we conclude in Section IV.
II. SENSOR CORRELATION-BASED ENSEMBLE (SECOE)

A. Overview

The main objective of the presented approach in this paper is to reduce the impact of sensor failures on the performance of IoT ML-based applications during inference time. Our method leverages an ensemble of a few sub-models each trained on a distinct subset of sensors formed based on the correlation of sensors in the IoT system. We use the correlation between sensors to minimize the number of models and build sub-models that perform similarly to the base model, which is a model trained using the entire IoT sensors data of the system.

Fig. 1 shows an overview of the training architecture of our method. Initially, our method groups the correlated sensors together, producing different groups of correlated sensors. Then, after computing the minimum number of sub-models (MinM), for instance, four sub-models, our method forms the features for each sub-model by selecting a distinct ~50% of sensors from each correlated group. The sub-model features created will then be used to build the sub-models along with the base model. The sensors included in each model’s features correspond to ~50% of the total sensors of the IoT system. Our method guarantees that for each sensor x in the IoT system, there exists at least one suitable sub-model trained using a subset of sensors that includes some correlated sensors to sensor x, excluding sensor x. Thus, during inference-time, if a sensor x fails, then the prediction accuracy of the IoT application is maintained via an ensemble of the suitable sub-models or at least one of the sub-models.

The following subsections describe the architecture of our approach in more detail.

B. Forming Correlated Groups

The correlation between sensors is the key factor of our approach. We have only considered the positive Pearson correlation measurement from 0 to 1 scale when forming the groups of correlated sensors. We have categorized the coefficient interpretations into four categories, which are strong, moderate, weak, and very weak correlation. The coefficient correlation value ranges are 0.76-1.0, 0.50-0.75, 0.25-0.50, 0.10-0.25 for the above-mentioned categories, respectively. Each sensor is grouped with its highly correlated sensor. Note that a correlated group Gi could contain correlated sensors with different coefficient interpretations.

C. Selecting Sensors and Building the Sub-models

We implemented an algorithm called Sensors Selection for Sub-Models (SSMs). Selecting sensors for each sub-model is based on SSMs. Each sub-model’s features can have a different 50% of the sensors from each correlated group Gi. If the size of a Gi is an odd number, then we select sensors for each sub-model equal to the nearest integer to 50% of the total sensors in such a Gi (i.e., No. of sensors in Gi is 7, then sensors that would be selected for each sub-model from such a Gi is 4). For reliability, a sensor must be included in at least one sub-model and excluded from another sub-model.

As a result, when up to almost 50% of sensors from each correlated group Gi fail, our proactive solution still provides a sub-model, trained on the remaining 50% of sensors (free-of-failure), that could make a real-time prediction with high accuracy using the correlated sensors to the ones that have failed. Furthermore, in case of the failure of many sensors concurrently, leading to the necessity of imputing the missing values of such sensors, the number of imputations is minimized by at least ~50% less than the base model.

SSMs algorithm requires two arguments: lists of the correlated groups CG and the size of the largest correlated group L. First, SSMs, using (1), finds the minimum number of the sub-models (MinM). Equation (1) finds MinM in the case of the percentage of sensors that would be selected from each Gi is set to 50%. MinM satisfies these two conditions: (a) Each sensor from each Gi is at least included in one sub-model, and (b) Each sensor is at least excluded from one sub-model.

\[
\text{MinM} = \begin{cases} \text{round}(50\%*L)+1, & \text{if } L \text{ is even.} \\ \text{round}(50\%*L), & \text{otherwise.} \end{cases}
\]  

(1)

The above two conditions guarantee that if any sensor x from the IoT system fails, there is a sub-model, trained without sensor x, to make a real-time prediction.

Second, SSMs, for each sub-model, selects the leftmost sensors from each Gi, equals to ~50% of sensors in Gi, then it shifts each Gi to the left by 1. This step ensures that sensors that will be picked for the next sub-model differ from those selected for the previous sub-model. As illustrated in Fig. 2, if we have a correlated group Gi as [H, B, D, A, G], SSMs will select the leftmost three sensors ([H, B, D]) from Gi for the first sub-model, then shift Gi to the left by 1. Next, for the second sub-model, SSMs will choose the leftmost three sensors ([B, D, A])

![Fig. 1 Architecture of the training phase.](image)

![Fig. 2 Example of selection of sensors from two correlated groups.](image)
from $G_t$ after being shifted. This procedure is repeated for the following sub-models. Finally, after iterating over every $G_t$, SSMs outputs the model features $MF_j$ for each sub-model. The resulted features for each sub-model is approximately 50% of the entire IoT sensors.

**D. Accuracy Optimization**

To optimize the performance of the IoT ML-based system during the presence of sensor failures, whenever records are received from sensors for prediction, they would be fed to the most suitable sub-model, the model that is trained on the subset of sensors that contains the least matched number of the failed sensors. The final prediction is their majority voting (ensemble) if there are several suitable sub-models. However, in some cases in which only two suitable models exist, the model with the highest training accuracy will be chosen for prediction. Note that the base model handles the prediction in the case of no failure of sensors. See Fig. 3.

**III. EVALUATION**

We evaluate our method on two datasets from the UCI repository [9]: (1) Dry-Beans and (2) Wall-Following Robot Navigation. Dry-Beans contains more than 13K samples forming 16 dry beans’ geometric features to classify the bean into one of 7 species. We slightly preprocessed the Dry-Beans dataset. More specifically, we rescaled the features of the training dataset by subtracting the mean and dividing all values by the standard deviation of the training samples. The second dataset, Wall-Following Robot Navigation, comes with different versions having 2, 4, and 24 attributes corresponding to numerical ultrasound sensors’ readings collected from sensors embedded on a SCITOS G5 robot navigating in a room following the wall in a clockwise direction. We used the version that contains 24 attributes. This version has more than 5K instances, through which the movement of the robot is predicted into one of 4 classes: move-forward, slight-right-turn, sharp-right turn, or slight-left-turn. In our experiments, we examine SECOE when all models are Multi-Layer Perceptron (MLPs) [8] trained on 85% of the dataset size and tested on the remaining 15%. To show the effectiveness of our SECOE, we compare SECOE with two other approaches. The first one is the base model. The second approach is Random-Selection, an approach we have created similar to ours. Instead of using correlation of sensors, Random-Selection randomly selects 50% of sensors from the entire sensors of the IoT system for each sub-model. We evaluate each approach based on its classification accuracy of the testing set. For simplicity, in all experiments, we utilize the Mean Imputation technique to replace the missing sensors’ values with the Mean values of their records across the training set. All models are built using the default parameters defined by the “Scikit-Learn” python library [10]. A detailed experimental study with additional ML algorithms can be found in [11].

**A. Performance of Models**

In this subsection, we illustrate the performance of all models when there are no sensor failures. The $MinM$ that SECOE produced is four sub-models for both datasets. Fig. 4 demonstrates the classification accuracy of the sub-models of both SECOE and Random-Selection and the base model on the two datasets: Dry-Beans and Wall-Following Robot Navigation. Although they are built using ~50% of the sensors from the dataset, most of the sub-models by SECOE are comparable to the base model in terms of test accuracy. In contrast, some Random-Selection sub-models perform poorly; more specifically, sub-model-1 and sub-model-3 on Wall-Following Robot Navigation dataset.

Choosing from the dataset a subset of sensors that contains the important sensors, which are the sensors that have a high impact on the model classification accuracy, is essential to make
the ML model performs well. Since Random-Selection randomly selects sensors for each sub-model, some important sensors or their correlated ones were ignored (not included in any sub-model), producing weak-performed models. SECOE offers well-performed sub-models built using the important sensors or ~50% of its correlated ones.

B. Static Sensor Failure Evaluation

To show the importance of SECOE, we created several test cases in which specific sensors were statically chosen as the simulated failed sensors. More specifically, a different number of sensors were chosen from each correlated group, equating to a maximum of 50% of the sensors in each group. Each test case corresponds to a different percentage of simultaneous sensor failures, from 5% up to 50%. In this experiment, for each test case, there are suitable sub-models or at least one suitable sub-model, free of sensors’ failure, trained on the correlated sensors to the failed sensors. Fig. 5 demonstrates the results of the test case scenarios for each dataset. As can be seen in Fig. 5, the test accuracy of the base model drops sharply when the percentage of failed sensors is 30% or more. At the highest percentage of sensor failures, SECOE maintains the accuracy at 90.84% and 84.98%, which are 77.49% and 94.42% more than what has been achieved by the base model on the Dry-Beans and Wall-Following Robot Navigation datasets, respectively. Such a dramatic drop in the base model’s accuracy is due to the OOD problem caused by imputing many missing values of the failed sensors. Substantially, SECOE minimizes the percentage of imputation to 0% compared to the base model. These results confirm the intuition behind SECOE: by using a few sub-models built carefully using correlation of sensors, we can achieve high classification accuracy even though up to 50% of sensors fail without the necessity of imputing the missing values of these sensors.

C. Random Sensor Failure Evaluation

To precisely examine our approach, we have mimicked real-world scenarios by simulating several test cases where sensors failed concurrently at random. We compare our SECOE with the Random-Selection and base model approaches under seven different fractions of failed sensors, ranging from 5% to 60%. Fig. 6 shows, for all datasets, the average test accuracy of 10 iterations per test case. The results indicate that SECOE outperforms the base model and Random-Selection. When less than 30% of sensors fail on both datasets, the base model exhibits performance close to our SECOE. However, its performance decreases severely when the failure rate of sensors is above 30% on both datasets. More specifically, when 60% of sensors fail, the accuracy of the base model reaches 56.83%, and 51.79% on the Dry-Beans and Wall-Following Robot Navigation datasets, respectively. These results are 13.10% and 9.57% less than what our SECOE has obtained on the two datasets, respectively. In SECOE, since each sub-model is trained on a distinct ~50% of the entire IoT sensors from the dataset, it minimizes the number of imputations of the missing sensors’ values by at least ~50% less than the base model.

Fig. 5 Test accuracy with a 95% confidence interval of SECOE versus the base model during the failure of sensors on each dataset.

Fig. 6 Mean test Accuracy of SECOE, Random-Selection, and Base model during random failure of sensors on each dataset.
Therefore, when more than 30% of the sensors in the system fail, the ensemble of sub-models by SECOE obtains better classification accuracy than the base model. On the other hand, due to its random selection of sensors, Random-Selection gets the lowest average accuracy in every simulated test case on the Dry-Beans dataset. However, on the Wall-Following Robot Navigation dataset, Random-Selection has similar performance to the base model when the percentage of failed sensors is 30% or above.

From analyzing these results, we can draw the conclusion that using the correlation of sensors to build an ensemble of sub-models alleviates the impact of concurrent sensor failures. To further enhance the performance of SECOE, we suggest that future research should investigate the performance of SECOE utilizing alternative imputation algorithms that take sensor “features” correlation into account when calculating the missing value of a sensor.

IV. CONCLUSION

In this paper, to make IoT-coupled ML systems robust against simultaneous sensor failures, we introduced SECOE, an ensemble of sub-models, each constructed utilizing distinct subsets of sensors obtained through a method that employs sensor correlation. In addition, we created a Random-Selection technique for comparison purposes. A series of empirical studies carried out have proven the intuition behind SECOE. At various percentages of simulated concurrent missing sensor data streams, SECOE enabled the IoT ML-based system to produce accurate real-time predictions without having to fill in the missing sensor readings. When 40-50% of sensors simultaneously failed, SECOE produced classification accuracies that were substantially better than the base model by 77.49% and 94.42% on the two datasets, respectively. In other scenarios in which SECOE was examined when sensors were failing randomly and imputation of their values was required, SECOE achieved a noticeably higher classification accuracy than the base model and Random-Selection. Furthermore, SECOE reduced the imputation of missing sensor data streams by at least 50% less than the base model.
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