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Abstract

In class-incremental learning, a model continuously learns from a sequential data stream in which new classes are introduced. There are two main challenges in class-incremental learning: catastrophic forgetting and capacity saturation. In this work, we focus on capacity saturation where a learner is unable to achieve good generalization due to its limited capacity. To understand how to increase model capacity, we present the continual architecture design problem where at any given step, a continual learner needs to adapt its architecture to achieve a good balance between performance, computational cost and memory limitations. To address this problem, we propose Continual Neural Architecture Search (CNAS) which takes advantage of the sequential nature of class-incremental learning to efficiently identify strong architectures. CNAS consists of a task network for image classification and a reinforcement learning agent as the meta-controller for architecture adaptation. We also accelerate learning by transferring weights from the previous learning step thus saving a large amount of computational resources. We evaluate CNAS on the CIFAR-100 dataset in several incremental learning scenarios with limited computational power (1 GPU). We empirically demonstrate that CNAS can mitigate capacity saturation and achieve performances comparable with full architecture search while being at least one order of magnitude more efficient.
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1. Introduction

Many modern machine learning tasks are incremental in nature. For example, a product classification system might continuously encounter novel product categories over time. However, traditional classification models are designed such that after the training phase, no new classes can be added. In this work, we examine the key question of how to adapt the capabilities of existing models to learn novel concepts.

Continual learning, or lifelong learning [1] is the ability to acquire new knowledge while retaining previously learned experiences. Learning algorithms in that setting are referred to as continual learners. There are two main challenges for any continual learner: catastrophic forgetting and capacity saturation. First, catastrophic forgetting is where learning new information interferes with previously acquired knowledge [2], that is, the learner forgets how to perform old tasks when new ones are learned. In the continual learning literature, a limitation on the storage of past data is often enforced [3–8], and preventing catastrophic forgetting while having limited access to past data is the main focus of existing approaches.

Second, continual learners are also susceptible to the phenomenon of capacity saturation, where a fixed-capacity neural network is used to learn an indefinitely long sequence of tasks thus limiting its ability to generalize to newer tasks [9, 10]. There is limited literature discussing the problem of capacity saturation. To decouple the effect of capacity saturation from catastrophic forgetting, we examine a scenario where all past examples are used for future training and the impact of forgetting is minimized. This scenario is motivated by many modern applications where the memory required for preserving data samples is a minor
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concern when compared to performance and computational efficiency. We also experiment
with settings where the storage capacity is limited to various degrees.

In a practical setting, a continual learning must consider a constant three-way trade-off
as seen in Figure 1 (right). As a continual learner is expected to be tested on a growing
number of tasks, it is important to be efficient in (i) computational cost, (ii) size of the
neural network (as well as memory or storage of past samples) and (iii) performance. To
address the capacity saturation problem with the above trade-off in mind, we introduce the
continual architecture design problem where at any given step, the learner must optimize its
performance on all seen classes by selecting the most competitive neural architecture while
being computationally efficient and respecting any given memory constraint. To address
this problem, we propose Continual Neural Architecture Search (CNAS). CNAS consists of
three parts: a task network for solving the classification task, a deep reinforcement learning
based meta-controller for adaptively exploring the architecture search space and a heuristic
function for deciding when to expand the continual learner. Each time new data arrives, the
meta-controller generates candidate architectures that can be obtained using Net2Net [11]
transformations of the current task network. The decision of whether to expand the current
architecture is based on the performance of all the candidate architectures on a held-out
dataset. This process allows the network structure to adaptively evolve in reaction to arrival
of new classes or to other changes in the data distribution. By leveraging the Net2Net
transfer learning technique, CNAS achieves significant computational savings as well as
shortening the training time. In addition, the use of the reinforcement learning controller
can dynamically adjust the architecture search space and restrict unnecessary expansions.

The autonomous nature of CNAS makes it an autoML approach [12, 13], offering an
efficient and off-the-shelf learning system that avoids the tedious and costly task of manually
selecting the correct neural architecture at each time step. As the observed dataset becomes
more complex or includes examples from multiple training distributions, manually designing
the architecture for a continual learner is not only time-consuming but also increasingly
difficult. Therefore, reducing human intervention is a natural progression to develop robust
and self-sufficient continual learners.

Summary of our contributions:

- As one of the first works to study capacity saturation, we empirically show that
capacity saturation can have a strong detrimental impact on model performance
when data from new classes are introduced.
- We introduce the continual architecture design problem, where at any given step, a
continual learner needs to adapt its architecture to achieve a good trade-off between
performance, computational efficiency and memory constraints.
- We propose a novel method, CNAS, which efficiently and adaptively increases the
capacity of the continual learner as more tasks are introduced. CNAS takes ad-
vantage of transfer learning and reinforcement learning techniques to reuse trained
weights and constrain the search space to achieve high computational savings.
- Our experiments on the CIFAR-100 dataset [14] show that CNAS constitutes a
sound and promising approach to various class-incremental learning scenarios. In
particular, CNAS achieves competitive performances when compared to a full ar-
chitecture search while being orders of magnitude more efficient.

Reproducibility: The code is available at https://github.com/shenyangHuang/CapacitySaturation.

2. Related Work

Lopez-Paz and Ranzato [15] defined the goal of continual learning as learning a predictor
\( f : X \times T \rightarrow Y \) where \( T \) refers to a set of task descriptors. This setting is known as
task-incremental learning and the classical experimental setting uses an image classification dataset such as CIFAR100 [14] or MNIST [16] that is separated into $N$ tasks (each containing $k$ categories) [3, 6, 15]. In this work, we study class-incremental learning where no task descriptor is provided. Different continual learning settings are illustrated in Figure 1(left).

Chaudhry et al. [17] reported that a simple method which jointly trains on both examples from the current task as well as examples stored in a small episodic memory outperforms many continual learning methods. To study how CNAS performs under limited storage of past samples, we adapt the above experience replay (ER) method into the CNAS framework. In addition, CNAS can be easily adapted for many existing method designed specifically for solving catastrophic forgetting such as iCaRL [4].

Table 1 summarizes many recent continual learning approaches and how they address capacity saturation. In particular, approaches based on a fixed neural network structure [3, 4, 17] are prone to capacity saturation. Other approaches such as [5, 6, 18] only grows the architecture in width thus not leveraging the representational power that comes with increased network depth. In comparison to other methods in Table 1, CNAS is able to adapt the network structure in both width and depth, making it possible to efficiently address the capacity saturation problem. In addition, [5, 6, 18] only addressed capacity saturation in the task-incremental learning setting while CNAS is designed for the more challenging class-incremental learning setting.

Techniques for automatically designing deep neural networks using reinforcement learning (RL) agents have shown promising results. Methods such as Neural Architecture Search (NAS) [19] and Efficient Architecture Search (EAS) [20] use a policy gradient approach called REINFORCE [21], allowing for high flexibility in the policy network design. EAS further proposes to use Net2Net [11] transformations to initialize sampled architectures, thus achieving huge computational savings. In contrast with EAS, CNAS aims to solve the continual architecture design problem where the neural architecture should evolve naturally as the classification task increases in difficulty.
3. Preliminaries: Continual Learning

3.1. Class-incremental Learning

In the class-incremental learning setting, a model learns continuously from a sequential data stream in which new classes occur [4]. At any time step, the learner is required to perform multi-class classification for all classes observed so far. Formally, the goal of class-incremental learning is to learn, at each time step $T$, a classifier $f: \mathcal{X} \rightarrow \mathcal{Y}$ given the aggregation of the datasets seen up to now ($D_1, D_2, \cdots, D_T$), where each dataset $D_t = \{(x_1, y_1), \cdots, (x_n, y_n)\} \subset \mathcal{X} \times \mathcal{Y}$. Here, $\mathcal{X}$ is the input space and $\mathcal{Y} \subseteq \mathbb{N}$ is the set of categories. At each time step $t$, new classes can be introduced into the training data. Denoting by $\mathcal{Y}_t = \{y_i \mid (x_i, y_i) \in D_t\} \subset \mathcal{Y}$ the set of classes present in $D_t$, we assume that each dataset $D_t$ is identically and independently drawn from the distribution $D_{|Y \in \mathcal{Y}_t}$ where $\mathcal{D}$ is an unknown distribution over $\mathcal{X} \times \mathcal{Y}$ and $\mathcal{D}_{|Y \in \mathcal{Y}_t}$ denotes that $\mathcal{D}$ is conditioned on labels belonging to $\mathcal{Y}_t$. In this setting, the learning objective at time $t$ corresponds to identifying an hypothesis $f_t$ that minimizes the risk over the classes seen so far:

$$f_t = \arg \min_f \mathbb{E}_{(X,Y) \sim D_{|Y \in \mathcal{Y}_1 \cup \cdots \cup \mathcal{Y}_t}} \mathcal{L}(f(X), Y),$$

(3.1)

where $\mathcal{L}$ is a loss function penalizing prediction errors over the random variables $(f(X), Y)$. The common scenario for class-incremental learning is the one where $k$ new classes are introduced at each time step which we refer to as $k$-class incremental learning. Similar to [4], after receiving a batch of data from $k$ new classes, the model calls an update routine to update its internal knowledge.

In accordance with the learning objective defined in Eq. (3.1), a natural metric to evaluate the performance of a model at test time is the average incremental accuracy introduced in [4]. The average incremental accuracy at time step $t$ is the test accuracy of the model $f_t$ on the part of the test data consisting only of the classes seen up to time $t$:

$$\text{Average Incremental Accuracy} = \frac{1}{C} \sum_{i=1}^{C} R_i,$$

(3.2)

where $C = |\mathcal{Y}_1 \cup \cdots \cup \mathcal{Y}_t|$ is the total number of classes seen until time $t$ and $R_i$ is the test accuracy of the model $f_t$ on category $i$ discriminating from $C$ classes.

3.2. Continual Architecture Design

In this work, we define continual architecture search as the setting where, at each time step $t$, the continual learner must select the best neural architecture for classifying all classes seen so far. We impose a constraint with practical settings in mind: the initial architecture at $t = 1$ is selected based on the initial dataset $D_1$ only. Continual architecture search is concerned with hyperparameter optimization on a growing dataset while architecture search is traditionally conducted on a fixed training distribution. This difference implies that the architecture search space is continually growing thus making exhaustive search methods (such as grid search) intractable from a computational standpoint. More concretely, one should consider the trade-off outlined in Figure 1(right). As a continual learner is always acquiring new knowledge, the previously used architecture and learned weights should be transferable to the next time step, otherwise the computational cost and memory requirement could be unbounded. In this work, CNAS takes advantage of the sequential nature of class-incremental learning by (i) limiting the architecture search space by considering the structure of the task network from the previous step as a starting point and (ii) using Net2Net techniques to rapidly transfer weights from the previous step.
4. Continual Neural Architecture Search (CNAS)

In this section, we present our proposed method: Continual Neural Architecture Search (CNAS). At any given time step \( t \), CNAS provides a deep neural network with trained weights that is able to classify all observed categories so far. There are three components: a task network, a meta-controller and a heuristic function.

The task network performs classification for all observed classes and is implemented as a standard deep neural network with convolution (CNN) \(^{22}\), maxpooling, dropout \(^{23}\) and fully-connected layers. At each time step, the number of neurons in the last layer of the task network is equal to the number of observed classes \( C \), and through the softmax activation function, each output neuron predicts the conditional probability of a category given the input. In class-incremental learning, new neurons are added to the output layer each time new categories appear (these neurons are initialized with a zero-mean normal distribution for the weight matrix and zero for the bias term).

The meta-controller is specialized in generating an architecture search policy to sample new candidate architectures for the task network when new classes arrive. The controller is designed to be a deep reinforcement learning agent. The role of the meta-controller is only to guide the architecture sampling process, by selecting promising architectures to try out based on experiences gathered from previous time steps. The selection of the best architecture out of the sampled ones is based on a validation set. This can be seen as a one-step ahead planning guided by the meta-controller to explore good candidates.

Lastly, the heuristic function considers the validation performance of all the sampled architectures and decides if an expansion is beneficial in the current step. Preventing unnecessary expansions will reduce the computational time in subsequent steps as well as increase the parameter efficiency of the task network.

4.1. Training Procedure

Algorithm 1 describes the training procedure for CNAS when a new dataset arrives. The task network is first trained with a combined dataset of new samples and samples stored in memory and is then used as the starting point for \( \text{ArchSearch} \) (Algorithm 2). \( \text{ArchSearch} \) then outputs the validation accuracies of all the sampled architectures and the best performing candidate architecture. \( \text{HeuristicFunc} \) (Algorithm 3) then decides if expanding the current task network is beneficial based on the validation performance differences between the sampled candidate architectures and the existing architecture. If no expansion is needed, the current architecture is kept, otherwise the best performing sampled architecture becomes the new task network structure. This new task network is then further trained on the available data to ensure it has converged. The number of candidate architectures that
Algorithm 2: CNAS ArchSearch

**Hyper-parameter:** Sample size $n$. Epoch limit $l$.

**Input:** Dataset $D_{Y \in Y_1 \cup \ldots \cup Y_t}$. Current architecture $\beta_{t-1}$.

**Output:** Best performing architecture $\beta_\ast$. List of validation accuracy of sampled architectures $V_{\text{sampled}}$.

for $i = 1, \ldots, n$ do
    Generate candidate architecture $\hat{\beta}^i$ from RL agent ;
    Initialize $\hat{\beta}^i$ by weights from $\beta_{t-1}$ using Net2Net;
    Train $\hat{\beta}^i$ for $l$ epochs with $D_{Y \in Y_1 \cup \ldots \cup Y_t}$;
    Append validation accuracy $\hat{v}_i$ of $\hat{\beta}^i$ to $V_{\text{sampled}}$ ;
end

Update RL agent with all $(\hat{\beta}^i, \hat{v}_i)$ pairs;

// Return the candidate architecture with best accuracy:

Let $\beta_\ast = \hat{\beta}^j$ where $j = \arg \max_{i=1, \ldots, n} \{ \hat{v}_i \}$ ;
Return $(\beta_\ast, V_{\text{sampled}})$ ;

Algorithm 3: CNAS HeuristicFunc

**Input:** Current architecture $\beta_{t-1}$. Best performing sampled architecture $\beta_\ast$.

Performance of current architecture $v_{t-1}$. Performance of sampled architectures $V_{\text{sampled}}$.

**Output:** New task network architecture $\beta_t$

// Calculate number of negative improvements:

$N_{\text{negative}} = |\{ v \in V_{\text{sampled}} | v < v_{t-1} \}|$

if $N_{\text{negative}} < \frac{|V_{\text{sampled}}|}{2}$ and mean($V_{\text{sampled}}$) $> v_{t-1}$
    Return $\beta_\ast$ ; // Architecture is expanded.
else
    Return $\beta_{t-1}$ ; // No expansion.
end

can be sampled per time step is a hyper-parameter of our algorithm and it controls the trade-off between computational complexity and exploration depth.

One could greedily expand the continual learner at each time step (i.e. always set $\beta_t$ to $\beta_\ast$ in Algorithm 1). However, such strategy would lead to rapid over-parametrization thus causing increased computational cost as well as additional memory space required to store a large model. To avoid such greedy expansion, the heuristic function (HeuristicFunc, see Algorithm 3) is designed to evaluate the benefit of expansion based on the difference in validation performance between all sampled architectures and the existing architecture. If capacity saturation occurs, it is important to expand the architecture and the added capacity will result in performance gain. However, when only a small portion of expanded structures shows gains in performance then it is likely that these improvements are due to the randomness in network training and architecture expansion is not required.

4.2. Net2Net Transformations

To save the computational cost of training each sampled architecture from scratch, we use a transfer learning technique called Net2Net [11]. Net2Net enables a rapid transfer of information from one neural network to another by expanding/creating fully-connected and
convolutional layers using two types of operations. Net2WiderNet operations replace a given layer by a wider one (more units for fully-connected layers or more filters for convolutional layers) while preserving the function computed by the network. Net2DeeperNet operations insert a new layer that is initialized as an identity mapping between two existing layers, thus preserving the function computed by the neural network. More formally, Net2DeeperNet replaces a layer \( h^{(i)} = \phi(W^{(i)}h^{(i-1)}) \) with two layers \( h^{(i)} = \phi(I\phi(W^{(i)}h^{(i-1)})) \) where \( I \) is the identity matrix. However, the last equality is true only if the activation function \( \phi \) is such that \( \phi(I\phi(v)) = \phi(v) \) for all vectors \( v \), which holds for the rectified linear activation (ReLU). Therefore, we use ReLU activation for all hidden layers.

Net2WiderNet and Net2DeeperNet operations can be applied sequentially to grow the original network in both width and depth. In this way, any architecture that is strictly larger than the original can preserve the function computed by the original network. This allows CNAS to use a trained network as a starting point for architecture search and quickly initialize new larger architectures. By using Net2Net, the capacity of the task network can be expanded efficiently and dynamically for better performance as new data become available. Further details regarding Net2Net transformations are provided in the original paper [11].

5. Reinforcement Learning Agent

We use the policy gradient method REINFORCE [21] and design two independent policy networks for respectively taking Net2WiderNet and Net2DeeperNet actions, with the simplifying assumption that they are independent.

We describe continual architecture design as an RL problem: at each step, an agent observes the current state \( s_t \) of the environment and samples actions (=network transformations) \( a_t \) according to a stochastic policy \( \pi(a_t|s_t) \). For each sampled action, it observes a reward signal \( r_t \), which is used along with a step size \( \alpha \) to improve the policy for future time steps. For computational efficiency, a fixed number of architectures is sampled at each time step using the RL agent. The planning horizon is limited to one time step. Limiting the horizon acts as a complexity control method [24] and results in only optimizing for the current distribution. The REINFORCE algorithm is simplified to:

\[
\theta \leftarrow \theta + \alpha r_t \nabla \ln \pi(a_t|s_t, \theta) \tag{5.1}
\]

where \( \theta \) represents the parameters of the policy networks for Net2WiderNet and Net2DeeperNet.

The architecture search for each time step is summarized in Algorithm 2. Any sampled architecture is trained for at most \( l \) epochs using early stopping. Due to the benefit of weight transfer through Net2Net transformations, sampled architectures only require training for a low number of epochs in practice.

5.1. Policy Networks

The policy networks for Net2WiderNet and Net2DeeperNet, referred to as wider actor and deeper actor respectively, are identical in design as seen in Figure 2, but trained independently. Encoding the task network’s architecture in details into the state \( s_t \) might be of little use to the RL agent as such states are almost never repeated (since the architecture is continuously expanding). Therefore, we only include the number of convolutional layers and the number of fully-connected layers of the task network in \( s_t \) (denoted by \( A_{conv} \) and \( A_{fc} \) respectively). Moreover, to measure the disparity between the current training distribution \( D_t \) and the previous one \( D_{t-1} \), the difference in validation accuracy of the task network on these two distributions is included in the state space (denoted by \( V_{diff} \)). Lastly, the number of new classes received by the continual learner at the current time step is also added (denoted by \( N_{new} \)).
The wider and deeper actors decide the number of widen and deepen transformations to take respectively, and are implemented as multilayer perceptrons. Both the input and hidden layers have ReLU activations while the output layer of the actor networks has a softmax activation. The \(i\)-th output neuron corresponds to the probability of taking \((i - 1)\) transformations and the first neuron always represents not taking any transformation. The predicted probability is then used as input to a categorical distribution out of which actions are selected. In this way, with the same input state space, the number of transformations selected by the actor networks is stochastic.

5.2. Reward Design

To best decide the number of transformations needed for each time step, we design a reward function based on the performance of the newly transformed architecture, compared to the existing one (measured with average incremental accuracy from Equation 3.2). We consider the difference in validation accuracy between the original architecture and the sampled architecture, \(r_t = v' - v_{t-1}\). Here \(r_t\) is the reward signal given to the agent at time step \(t\) after deciding on the number of Net2Net transformations while \(v'\) and \(v_{t-1}\) respectively stands for the validation accuracy of the sampled architecture and of the original architecture on the current dataset after training. Therefore, any architecture that performs worse than the original will provide a negative reward signal while a better architecture will yield a positive one. To obtain better reward signals for learning, the rewards are normalized into \([-1,1]\) range within all architectures sampled at time \(t\). Lastly, we add an entropy term to the reward function in order to improve policy optimization [25].

6. Experiments

In this section, we conduct experiments to evaluate CNAS in various incremental learning settings. We repeat each experiment three times with different random seeds and report the standard deviation with error bars.

**Dataset** We split both the training set and test set of CIFAR-100 by class labels. The CIFAR-100 dataset contains a total of 60,000 images across 100 classes. In our experiments, each class is further split into 450 images as training set, 50 images as validation set and 100 images as test set. When a new class is introduced, all corresponding test data will start to be used for the calculation of average incremental accuracy. The arrival order of the classes is based on the default labels given by the CIFAR-100 dataset. Each experiment starts with some initial classes (known as the base knowledge and considered as the dataset for time step 0). When the memory size of a continual learner is constrained, the same number of examples as the memory size is set aside for early stopping and architecture selection.

**Methods** We compare CNAS and its variants with the following baselines:

1. **CNAS all data**: CNAS with a rehearsal of all previously seen data.
Figure 3. Average Incremental Accuracy (left) and number of parameters (right) for the capacity saturation experiment. CNAS can mitigate capacity saturation to a large extent by adaptively growing the current architecture based on observed data.

(2) CNAS memory $k$: CNAS with $k$ number of past samples allowed in memory. We follow the same training procedure as ER [17].

(3) SA all data: a continual learner using the starting architecture of CNAS as a static architecture and weights are carried over from one step to another while training is conducted using all past data.

(4) SA memory $k$: a continual learner with $k$ number of past samples allowed in memory. This is the same as ER [17].

(5) full archSearch: models obtained by completing a full architecture search on 200 randomly sampled convolutional architectures. We only conduct search using the initial 10 classes, 20 classes and 30 classes respectively and identify the best candidate architectures. We only include three data points as these experiment are computationally expensive to complete.

Note that for all methods, new neurons are added to the output layer each time new categories appear (as discussed in Section 4).

**Implementation** All models are trained using the ADAM [26] optimizer with a learning rate of $10^{-4}$ and other parameters set to default values. Training with all past data is conducted with mini-batch size 128 and training with ER [17] is conducted with mini-batch size 16. The task network is trained until convergence (with early stopping) both before and after the architecture search at each time step. Both the wider and deeper actors are implemented as a multilayer perceptron with 2 hidden layers, each having 128 neurons. The learning rate for RL agent is 0.001 and the entropy regularization term is multiplied by 0.01.

### 6.1. Capacity Saturation

To empirically understand the capacity saturation problem, we select a starting architecture with a small number of parameters and compare it with the best architecture found through full architecture search on the initial 10 classes. In this experiment, CNAS samples 20 architectures at each time step and can take at most 3 Net2WiderNet and 3 Net2DeeperNet actions. The continual learners start with a base knowledge of two image classes and then incrementally learns two new classes at each time step.

In Figure 3(left), “SA all data/small arch)” (resp. “SA all data/large arch)” corresponds to the continual learner using the small starting architecture (resp. the starting architecture found by full architecture search) as a static architecture. Even when the effect of catastrophic forgetting is minimized through full rehearsal, capacity saturation has a direct impact on the performance of the model especially as more classes are introduced. CNAS starts with the same small architecture but is able to mitigate capacity saturation to a large extent and exhibit greatly improved performances as compared to “SA all data/small arch). Figure 3(right) shows that CNAS adaptively expands the architecture based on current data thus performing closer to “SA all data/large arch” than “SA all data/small arch).
6.2. k-class incremental

We compare the performances of CNAS and SA in k-class incremental learning experiments on CIFAR-100 for \( k = 2 \) and \( k = 10 \). For 2-class incremental learning, CNAS samples 20 architectures at each time step and can take at most 3 Net2WiderNet and 3 Net2DeeperNet actions. For 10-class incremental learning, 50 architectures are sampled at each time step and at most 10 Net2WiderNet and 5 Net2DeeperNet transformations can be taken. Both experiments start with a base knowledge of 10 classes and the initial architecture is selected through a full architecture search.

From Figure 4, we can see that when all past data is available, CNAS performs slightly better than SA in terms of average incremental accuracy and even achieves comparable performance to full architecture search. In Figure 4, there are steps where CNAS chooses not to expand and maintains its architecture as the heuristics function ensures that only beneficial expansions are taken.

When enough memory is available, CNAS performs better than SA as there are more validation samples available for selecting architectures. Figure 4 shows that the effect of catastrophic forgetting becomes more severe as memory size decreases. Capacity saturation might have less impact on performance as many neurons are under-utilized due to forgetting.

**Computational Time** For all experiment, a single TITAN Xp GPU is used and we report the average process time. Figure 6 shows the cumulative computational time in 10-class incremental experiment and 2-class incremental experiment. CNAS’s computational cost grows significantly slower than full architecture search. Based on the observed trend, using full search at each step is at least one order of magnitude more computationally expensive than CNAS after learning 100 classes. This difference in efficiency is more drastic when there are more time steps such as in 2-class incremental learning. We also observe that compute time is longer as more memory space is available (more samples in training).

7. Discussion

As seen from Section 6, capacity saturation can have a negative impact on model performance. In particular, in applications where parameter efficiency is essential, it is important
to solve the continual architecture design problem and identify the most efficient architecture with the best possible performance. From Figure 3 (right), CNAS expands the number of model parameters to approximately match the one found by full architecture search.

CNAS requires very few hyper-parameters to be effective. The starting architecture of CNAS is optimized on the base knowledge (training data at time step 0). The number of sampled architectures and the maximum number of Net2Net transformations are selected based on the available computational resources. Given a larger search space and more sampled architectures, CNAS is likely to find stronger models.

CNAS avoids greedily picking the architecture with the best validation performance, which can quickly lead to overparametrized models. The validation accuracy of any sampled architecture is not only determined by the effectiveness of the architecture but also affected by the stochasticity of parameters optimization. As limited past examples are reused, the lack of diversity in validation samples also increases the variance of validation accuracy.

8. Conclusion

In this paper, we studied capacity saturation in class-incremental learning and introduced the continual architecture design problem which requires expanding architectures to avoid capacity saturation. To tackle this problem, we proposed CNAS, an efficient and economical autoML approach for continual learning. CNAS (i) reuses trained weights through Net2Net, (ii) implements an RL meta-controller to adjust the architecture space and (iii) uses a heuristic function to decide when to expand the architecture. We demonstrate that CNAS can mitigate capacity saturation to a large extent. In addition, when all past data is available, we show that CNAS achieves comparable performance to a full architecture search while being at least one order of magnitude more computationally efficient.
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