Asteroseismology of main-sequence F stars with \textit{Kepler}: overcoming short mode lifetimes
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ABSTRACT

Asteroseismology is a powerful way of determining stellar parameters and properties of stars like the Sun. However, main-sequence F-type stars exhibit short mode lifetimes relative to their oscillation frequency, resulting in overlapping radial and quadrupole modes. The goal of this paper is to use the blended modes for asteroseismology in place of the individual separable modes. We used a peak-bagging method to measure the centroids of radial-quadrupole pairs for 66 stars from the \textit{Kepler} LEGACY sample, as well as $\theta$ Cyg, HD 49933, HD 181420, and Procyon. We used the relative quadrupole-mode visibility to estimate a theoretical centroid frequency from a grid of stellar oscillation models. The observed centroids were matched to the modelled centroids with empirical surface correction to calculate stellar parameters. We find that the stellar parameters returned using this approach agree with the results using individual mode frequencies for stars, where those are available. We conclude that the unresolved centroid frequencies can be used to perform asteroseismology with an accuracy similar to that based on individual mode frequencies.
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1 INTRODUCTION

The stellar light curves produced from the \textit{Kepler} mission (Koch et al. 2010; Borucki et al. 2010) have given an unprecedented insight into the physical properties of solar-like oscillating stars. A number of studies have analysed \textit{Kepler} light curves and shown that ensemble analysis of main-sequence solar-like oscillators is possible (e.g. Appourchaux et al. 2012; Metcalfe et al. 2014; Lund et al. 2017; Silva Aguirre et al. 2017). Future space photometric missions, as well as ground-based spectroscopic observations, will increase the number of possible targets. This paper aims to approach one of the most challenging types of solar-like oscillators, the main-sequence F stars. These stars have large line widths, which makes mode identification difficult (see White et al. 2012, and references therein).

The oscillation frequencies of solar-like main-sequence stars approximately follow an asymptotic relation (see Shibahashi 1979; Tassoul 1980):

$$\nu_{n,l} \approx \Delta \nu (n + l/2 + \epsilon) + \delta \nu_{0,l},$$

where $\Delta \nu$ is the large separation, $n$ is the radial order, $l$ is the angular degree, $\epsilon$ is a dimensionless offset, and $\delta \nu_{0,l}$ is the small frequency separation between modes of different angular degree with respect to the radial modes. Even in the absence of rotational splitting (e.g. Gizon & Solanki 2003) radial and quadrupole modes cannot be resolved if the $\delta \nu_{0,2}$ small separation is similar in frequency to the mode line widths. The full-width at half-maximum (FWHM) of the mode is dependent on the damping and is given by

$$\Gamma = \frac{1}{\pi \tau},$$

where $\tau$ is the mode lifetime. Solar-like oscillators in which the radial and quadrupole modes cannot easily be resolved are known as ‘F-like’, while unambiguous stars are called ‘simple’ (see Appourchaux et al. 2012). Fig. 1 shows two examples of échelle diagrams.

Due to the unresolved radial and quadrupole modes in F stars, the possibility of accurate asteroseismology is limited. Bedding et al. (2010) led a multi-site campaign to observe the F4.5 star Procyon and identified oscillation modes in the power spectrum. They suggested that the mode centroids could still be used to do useful asteroseismology. The CoRoT space telescope (Auvergne et al. 2009) also observed a number of F stars including HD 49933 (HR 2530), but unresolved modes hindered analysis (see Appourchaux et al. 2008; Benomar et al. 2009).

The high-quality \textit{Kepler} data has since been used to observe individual mode frequencies on some F stars. Guzik et al. (2016) measured the oscillation frequencies and compare them to stellar models for the brightest F star in the \textit{Kepler} field, $\theta$ Cygni, using 2 quarters of data. Lund et al. (2017) also reported individual frequencies of 22 main-sequence F-like stars included in their so-called LEGACY sample. However, the blended modes make it difficult to
be confident that radial and quadrupole modes have been measured
realiably in all cases.

We investigate ways to analyse solar-like oscillating F type
stars using stellar light curves. The goal of this paper is to confirm
the suggestion by Bedding et al. (2010) that the unresolved $l=0,2$
pairs of modes can be useful for asteroseismology. Using the Kepler
LEGACY stars, we extract the centroid frequencies from modified
power spectra (‘simple’ stars made ‘F-like’) and calculate stellar
and surface correction parameters using the approach of Compton
et al. (2018). We also revisit a number of non-LEGACY F stars,
namely Procyon, HD 49933, HD 181420, and $\theta$ Cyg, using the
same methodology to further test the viability of the centroids as
seismic probes.

2 DATA

The bulk of our sample was taken from the Kepler LEGACY sample
(Lund et al. 2017; Silva Aguirre et al. 2017), which consisted of
22 main-sequence F-like and 44 simple stars that had at least 12
months of short cadence data. Fig. 2 shows their distribution in
the H-R diagram. The boundary between simple and F-like is not
quite clearly defined in Fig. 2. However, there appear to be well
defined boundaries, shown in Fig. 3, when comparing the $\delta\nu_{b,2}$
small separation to the mode line width $\Gamma$ (with the exception of
Procyon, see Bedding et al. 2010), as well as the the quality factor
defined by:

$$Q_{\text{max}} = \frac{\nu_{\text{max}}}{\Gamma_{\text{max}}},$$

Figure 1. The upper panels shows the power spectra échelle diagrams of two Kepler stars, classified as ‘simple’ (a, KIC 7510397) and ‘F-like’ (b, KIC 3632418). The greyscale contour represents the Gaussian smoothed (FWHM=0.1$\Delta\nu$) power. The ridges of the $l=0,1,2$ modes are represented by the red, green, and blue lines, respectively. The purple line indicates the centroid of the unresolved $l=0,2$ modes. The dashed orange line is the midpoint in frequency between sequential $l=0$ (a) or $l=even$ (b) radial orders. The lower panels are the collapsed power sum of the upper panels. The red dotted lines represent the value of $\Delta\nu(\epsilon - 1)$ for each star.

Figure 2. Hertzsprung-Russell (H-R) diagram of the LEGACY stars (circles), four other stars in our sample (grey diamonds), and the Sun (⊙). The open and closed circles represent simple and F-like LEGACY stars, respectively. The solid black lines represent the model tracks calculated by Compton et al. (2018). The black dash-dotted line indicate the approximate location of the zero-age main sequence. The red dashed line is the cooler boundary to the classical instability strip (see Saio & Gautschy 1998).
where \( v_{\text{max}} \) is the frequency of maximum power and \( \Gamma_{\text{max}} \) is the mode line width at \( v_{\text{max}} \).

The power spectra for the LEGACY sample were obtained from the Kepler Asteroseismic Science Operations Center (KASOC; Handberg & Lund 2014). In general, temperatures and metallicities were adopted from the Stellar Parameters Classification (SPC) tool (see Buchhave et al. 2012). For a small number of stars, temperatures and metallicities were from one of the following: Ramírez et al. (2009); Huber et al. (2013); Casagrande et al. (2014); Chaplin et al. (2014); Pinsonneault et al. (2012) (see Table 1 from Lund et al. 2017, for details). We considered different effective temperatures of two of the LEGACY stars compared to Lund et al. (2017) (see Compton et al. 2018, for additional details). Our analysis also included four other F stars: the Kepler target \( \theta \) Cyg, the CoRoT targets HD 49933 and HD 181420, and Procyon. For Procyon we considered both mode identification scenarios.

For \( \theta \) Cyg, Guzik et al. (2016) extracted the light curve using a custom aperture, and calculated the mode frequencies using Quarters 6 and 8. In our calculation we considered all available Kepler Quarters (Q6, 8, 12 – 17). We noticed a clear difference in quality between various data releases of the same quarter. Therefore, the data for each quarter was taken from the Kepler data releases which provided the highest oscillation signal-to-noise. Additionally, a manual inspection of each quarter lead to the removal of a number of segments that had greater rms scatter than the rest of light curve. Therefore, the first and last 20 days of Q6, the last 20 days of Q12, and the entire Q16 were excluded in the final light curve of \( \theta \) Cyg.

Two F stars observed by CoRoT, HD 49933 and HD 181420, were included in this work. HD 49933 is one of the few stars to have an observed oscillation spectrum from ground-based data (Mosser et al. 2005). Appourchaux et al. (2008) calculated the mode frequencies from a 60 day CoRoT light curve of HD 49933, however, their analysis favoured what is now believed to be the incorrect mode classification scenario. This was rectified by Benomar et al. (2009), who reanalysed a 180 day light curve of HD 49933 and determined the correct angular degree classification. It has since been one of the most studied F stars in asteroseismology (e.g. Kallinger et al. 2010; Salabert et al. 2011; Mazumdar et al. 2012; Liu et al. 2014). HD 181420 has also been studied a number of times (see Barban et al. 2009; Gaulme et al. 2009; Ozel et al. 2013; Hekker & Ball 2014). For the analysis of HD 181420, neither scenario was clearly preferred based on the fit of the models to the observed data. However, the correct mode classification has since been clarified (see Bedding & Kjeldsen 2010; White et al. 2012).

The final star we considered, Procyon, was the first star to have an observed power excess due to the solar-like oscillations, other than the Sun (Brown et al. 1991). The oscillations of Procyon have been observed a number of other times (e.g. Martić et al. 1999; Bruntt et al. 2005; Huber et al. 2011), but all these studies were unable to resolve individual mode frequencies. We considered data of Procyon from a three week ground-based multi-site campaign (see Arendt et al. 2008; Bedding et al. 2010). Bedding et al. (2010) extracted individual mode frequencies from the observed radial velocity data and noted an ambiguity in the mode identification, with a preference for Scenario B over Scenario A. White et al. (2012) used the relationship between \( \epsilon \) and \( T_{\text{eff}} \) to suggest that Scenario B provided the preferred mode classification. However, Guenther et al. (2014) matched their stellar models more consistently with Scenario A. Note that, Procyon is orbited by a white dwarf in a wide binary, therefore, the mass is well constrained (e.g., see Girard et al. 2000; Liebert et al. 2013; Bond et al. 2015).

### 3 Methodology

For each star, the background noise was corrected from the observed power spectrum. The centroid frequencies for the even- and odd-degree ridges were extracted using an MCMC peak-bagging routine. We modified and extended the approach by Compton et al. (2018) to calculate the asteroseismic and stellar parameters using the centroid frequencies.

#### 3.1 Background correction

The noise profile was estimated by minimising \( \chi^2 \) with 2 degrees of freedom between a two-termed Harvey function (see Harvey et al. 1993; Karoff 2008) plus a white noise offset and the entire observed power spectrum, given by:

\[
\mathcal{H} = \mathcal{W} + 4 \sum_{i=2}^{N} \frac{\Gamma_{i} \tau_{i}}{1 + (2 \pi v_{i} \tau_{i})^2 + (2 \pi v_{i})^4},
\]

where \( \mathcal{W} \) is a white noise constant parameter, and \( \Gamma_{i} \) and \( \tau_{i} \) are the two components for each term in the function. The power spectrum was then divided by the fitted noise profile to determine the background corrected power spectrum. As an example, Fig. 4 shows the raw and corrected power-spectrum of \( \theta \) Cyg, as well as the fitted noise model and its components.

#### 3.2 Centroid fitting

To make a comparison with methods using individual frequencies, we used the same set of modes that were originally extracted from these stars. Therefore, we only considered the radial orders for the even- and odd-degree centroids where the \( l=0 \) and \( l=1 \) modes, respectively, were measured by their respective sources. For example, Guzik et al. (2016) reported 39 radial and dipole modes in \( \theta \) Cyg, therefore we extracted 39 centroid frequencies from the power spectrum.

To increase our sample of stars with unresolved \( l=0 \), two pairs, we degraded the power spectra of the simple stars to simulate F-like stars. Each power spectrum was convolved with a Gaussian kernel with a FWHM of 0.1\( \Delta \nu \), which approximately corresponds to the minimum width (highest quality factor) of the F-like stars in the LEGACY sample, shown in Fig. 3. To be consistent, every F-like star was also treated with this smoothing process.

Each mode centroid was measured using a Markov Chain Monte Carlo (MCMC) routine that sampled a one-dimensional Lorentzian function, given by:

\[
L_{n,l}(\nu) = \frac{A \left( \frac{1}{\Gamma} \right)^2}{(\nu - \nu_{n,l})^2 + \left( \frac{1}{\Gamma} \right)^2} + 1,
\]

where \( A \) is the height of the mode, \( \nu_{n,l} \) is the centroid frequency at radial order \( n \) and angular degree \( l \) (either even \( l = 0 \) or odd \( l = 1 \)), and \( \Gamma \) is the line width FWHM. Note that the +1 term in Eq. 5 represents the average level of the noise contribution after background correction.

We assumed that the smoothed power spectrum stills follows the statistics of a \( \chi^2 \) with 2 degrees of freedom. The logarithm of the likelihood function (see Duvall & Harvey 1986; Anderson et al. 1990; Toutain & Appourchaux 1994) is the sum of the log probabilities across all frequency bins \( \nu_{i} \), given by:

\[
\ln \mathcal{L}(n, l) = - \sum_{i} \ln L_{n,l}(\nu_{i}) + I_{n,l}(\nu_{i}),
\]
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where $P$ is the power of the observed spectrum after smoothing and background correction.

Priors were imposed on the free parameters to ensure that they sampled the correct parameter space. Amplitude and line width were trivially bound with uniform priors, $0 < A < \text{max}(P)$ and $0 < \Gamma < \Delta \nu / 2$, respectively. A simplified version of the asymptotic relation, Eq. 1, was used to bound the centroid frequency

$$\frac{\nu_{n,l} - \left( n + \epsilon + \frac{l}{2} \right)}{\Delta \nu} < \frac{1}{2}$$

We neglected rotational splitting of the non-radial modes, since the contribution the non-zero azimuthal components would alter mode profile symmetrically and not affect the centroid frequency.

The values of $\Delta \nu$ and $\epsilon$ used in our analysis were taken from the same publications as their respective mode frequencies. For completeness, we note that the values for $\Delta \nu$ and $\epsilon$, for use in Eq. 7, can be measured from the power spectrum without the knowledge of individually resolved frequencies. $\Delta \nu$ can be found using an autocorrelation of the power spectrum (e.g. Huber et al. 2009), and $\epsilon$ can be estimated by solving the asymptotic relation using $\Delta \nu$ and a few individual centroid frequencies. Note that the uncertainty of $\epsilon$ can be large ($\pm 25\%$) because of the wide frequency range of Eq. 7. The only requirement is that the frequency range is narrow enough to include power from either the radial or dipole mode, and not both.

We used the affine invariant MCMC code *emcee*, written by Foreman-Mackey et al. (2013), to sample Eq. 6, which included three free parameters: $\nu$, $A$, and $\Gamma$. We used 200 chains, each sampled 1000 times and initialized at a uniformly distributed value within the parameter space described by the aforementioned priors. Once the sampling was completed, the first 100 samples were discarded to remove some of the burn-in. The median of each sample was used as the final estimation of each parameter. The uncertainty of each parameter was given by the interval spanning 68.27% of the highest probability density.

### 3.3 Model fitting

We used a similar model fitting technique to that outlined by Compton et al. (2018). The same model grid, calculated using MESA (revision 9793, Paxton et al. 2011, 2013, 2015) and GYRE (Townsend & Teitler 2013), was used as the basis of our stellar models. The inverse-cubic surface correction (Ball & Gizon 2014) was used to empirically correct the mode frequencies for near surface effects.

**Figure 3.** Two measures of how well the modes are resolved, as a function of effective temperature. (a) The ratio between the $\delta \nu_{n,2}$ and $\Gamma$. (b) The quality factor $Q$ against effective temperature for the sample. The symbols are the values at $\nu_{\text{max}}$ calculated using values of $\Gamma_{\text{max}}$ published in their respective papers (see text for details). The symbol shape and colouring are the same as in Fig 2. The vertical grey lines indicate the range of ordinates using the mode linewidths and frequencies of radial modes for each star. For $\theta$ Cyg and Procyon, individual mode linewidths were not reported and the uncertainty range of $\Gamma_{\text{max}}$ was used instead. The black dotted line indicates a boundary between the simple and F-like stars ($\delta \nu_{n,2}/\Gamma_{\text{max}}=1.66$, and $Q=455$).

**Figure 4.** Oscillation power spectrum of $\theta$ Cyg. The grey distribution is the raw power spectrum, and the red line is a Gaussian smoothed version with a FWHM=0.1$\Delta \nu$. The black vertical dotted lines in the top panel (a) indicate the region of the observable oscillations and the frequency range of the lower panel (b). The green solid lines represent the components of the background noise fit defined in Eq. 4, and the blue dashed line is the sum of the components $H$. The lower panel (b) shows a close-up of the oscillation modes in the power spectrum after background correction.
This included a homology scale factor \( r \) to the mode frequencies (see Kjeldsen et al. 2008b) to increases the robustness of the fit.

To match the observed data to the models, we adopted the same assumption on the centroid frequency as Bedding et al. (2010). That is, we assumed there was a negligible contribution of power from the \( l=3 \) modes, and took the odd-degree centroid as the dipole-mode frequencies. The even-ridge centroid frequencies were modelled as a linear combination of the underlying frequencies:

\[
\nu_{n,\text{even}} = \eta \nu_{n,0} + (1 - \eta) \nu_{n-1,2},
\]

where \( \eta \) is the weight of the radial-mode contribution, which is primarily dependent on the power ratios of the corresponding modes. We assumed that the power distribution for each individual mode was symmetrical in frequency. Hence, for a pair of adjacent \( l=0 \) and 2 modes \( \eta \) can be described as a function of mode visibility:

\[
\eta \approx \frac{1}{V_2^2 + 1},
\]

where \( V_2 \) is the visibility ratio between the radial and quadrupole modes.

Bedding et al. (2010) suggested a value of \( \eta = 0.66 \) for a star like Procyon if it were observed with \( \text{Kepler} \), based on the results by Kjeldsen et al. (2008a). Furthermore, Ballot et al. (2011) calculated theoretical non-radial visibility ratios for the \( \text{Kepler} \) bandpass considering a range of stellar parameters. They found a narrow range of possible visibility ratios for main-sequence solar-like oscillators. To avoid increasing the dimensionality of our grid, we considered a constant visibility ratio for our analysis. We calculated \( \eta \) by comparing the individual mode frequencies from each \( \text{Kepler} \) legacy star with the corresponding even-degree unresolved centroid frequencies \( \nu_{n,\text{even}} \) using a linear regression of a rearranged version of Eq. 8:

\[
\nu_{n,\text{even}} - \nu_{n-1,2} \approx \eta(\nu_{n,0} - \nu_{n-1,2}).
\]

That is, we compared the offset between the even-ridge centroid and published \( l=2 \) frequency for each mode with the \( \delta \nu_{0,2} \) small separation. The results, shown in Fig. 5, show a strong correlation between the two sides of Eq. 10. Most of the outlier even-ridge centroid frequencies originate from the simple stars, seen in Fig. 5, where there is no ambiguity in mode identification and the frequency can be accurately measured. This is primarily the result of our peak-bagging method failing to accurately measure the centroid frequency, particularly for stars with low signal-to-noise modes.

We found that the contribution of the radial mode to the centroid frequencies \( \eta = 0.628 \pm 0.003 \) was less than expected from theory. This value was used to estimate a theoretical centroid frequency when fitting the observed centroid frequencies to the stellar models (see Sec. 4). Additionally, the value of \( \eta \) did not change significantly when we fit the modes from simple and F-like stars separately (blue and red lines in Fig. 5). Furthermore, the value of \( \eta \) needs only to be as precise as the uncertainty of the mode frequencies. We found in our analysis that using slightly different values of \( \eta \) (such as \( \eta = 0.701 \) suggested by Bedding et al. 2010) produced insignificantly different results.

While we used a constant value of \( \eta \) throughout this analysis, an exception was made for Procyon, because radial velocity data (the data source for this star) produces different mode visibilities. We adopted the value of \( \eta = 0.49 \) suggested by Bedding et al. (2010) based on the work by Kjeldsen et al. (2008a) for Procyon.

The remainder of our method follows the Compton et al. (2018) approach to return the stellar parameters for each of the stars in the sample. This included the application of surface correction when fitting the measured centroid and model frequencies. We assumed that there is a negligible difference between the surface correction of centroid frequencies compared to that of the underlying mode frequencies.

4 RESULTS

We split the results into four subsections. Firstly, we continue analysing the results from the centroid peak-bagging. Next we compare the stellar and surface correction parameters returned from the ridge centroid method to the results based on individual frequencies. Thirdly, we present a series of results on the centroid analysis to further show how the ridge centroid can be used. Finally, we discuss the four non-LEGACY stars.

4.1 Peak-bagging results

To check the validity of our peak-bagging analysis we compared the dipole modes, measured by Lund et al. (2017), with the odd-ridge centroid frequencies, which we assumed to be equivalent. Fig. 6 shows the frequency difference as a function of dipole-mode frequency divided by the stars’ corresponding value of \( \nu_{\text{max}} \). Modes with a strong disagreement were manually inspected and found to have low signal-to-noise, putting them under a detectable threshold for our peak-bagging method. Modes from the simple stars were more likely to disagree than the F-like stars because the artificial broadening of the modes had a greater impact on their power spectra. The outlier modes, including the ones seen in Fig. 5, were included in further analysis.

We also compared the frequency uncertainties with those calculated by Lund et al. (2017), shown in Fig. 7. As expected, the effect of smoothing the power spectra inflates the frequency uncertainties. In general, the uncertainties between the two peak-bagging methods correlate well for the F-like stars. A number of modes have

---

**Figure 5.** Differences between the measured even-degree centroid frequency and \( l=2 \) frequencies against the \( \delta \nu_{0,2} \) small frequency separation, for each mode in the LEGACY sample. The white and grey colouring denotes the simple and F-like stars, respectively. The individual \( l=0 \) and 2 where taken from Lund et al. (2017). The solid purple, dashed red, and dotted blue are the fits to data with Eq. 10 using all, the F-like, and the simple stars, respectively.
uncertainties many times above the LEGACY value, which suggests the fit did not converge for these modes. The modes with large frequency uncertainties are, once again, dominated by the simple stars.

4.2 Mode visibility analysis

We estimated quadrupole-mode visibilities for each star using the centroid frequencies relative to the underlying l=0, 2 frequencies. This required fitting Eq. 10 to find \( \eta \) and converting to a visibility using Eq. 9 for each star. We compared these values to the visibilities calculated by Lund et al. (2017), shown in Fig. 8. There is a good correlation between the two sets of values, particularly for the modes with higher-amplitude modes.

Our chosen of \( \eta \) was similar to theoretical values calculated using limb-darkening models (see Ballot et al. 2011), but the visibilities of the individual stars, shown in Fig. 8, mostly lie outside of the range predicted by Ballot et al. (2011). Lund et al. (2017) gave a number of reasons for this discrepancy which also apply to our work. They also suggested not to assume a fixed visibility in peak-bagging exercises. However, treating \( \eta \) as a free parameter would be equivalent to adding a constant term to the surface correction, which would likely cause over-fitting. Creating a function that generated \( \eta \) based on fundamental stellar parameters may be possible. However, as mentioned by Lund et al. (2017), the mode visibilities correlate poorly with the fundamental stellar parameters. Therefore, we assumed a constant value of \( \eta \) based on the fit of Eq. 10 to the LEGACY stars, shown in Fig. 5. In general, this assumption held better for the stars with smaller \( \delta \nu \), that is, the F stars.

Note that our value of \( \eta \) was based on the LEGACY frequencies, therefore, we expected correlation between \( \eta \) and \( \bar{V} \), shown in Fig 8. The visibilities calculated by Lund et al. (2017) were based on the relative heights of the modes, whereas ours were calculated under the assumption that the power distribution of the modes was symmetrical. However, the work by Benomar et al. (2018) may suggest that this assumption is poor, particularly for the higher frequency modes in a given star. An asymmetric mode will shift the ridge centroid relative to the skewness of the asymmetry. Benomar et al. (2018) did not consider the asymmetry of the modes in F-like stars, where the modes could not be resolved. It should be possible to look for asymmetry in the odd-ridge because the contribution in power should be dominated by the dipole mode.

4.3 Stellar and surface correction analysis

Fig. 9 shows the absolute differences for the mass, radius, age, and relative surface correction at \( \nu_{\text{max}} \) between results based on the ridge centroids and those based on the individual frequencies using the Compton et al. (2018) approach. Our analysis includes both scenarios for Procyon. In general, the methods produced similar results for most stars.

The variance of the differences is similar to the analysis by Compton et al. (2018), where we compared them the BASTA pipeline (Silva Aguirre et al. 2015) (see Fig. 4 of Compton et al. 2018). In general, the mass is slightly underestimated for the ridge centroid method, particularly for the simple stars. The calculated stellar ages agree well for the F-like stars between the two methods. In general, the ages of the simple stars are overestimated, up to a factor of \( \sim 2 \), and are less precise overall.

There is a clear difference between the surface correction parameters for the two sets of results. In general, the F-like stars have a smaller correction under the ridge centroid method, while many of the simple stars have a larger magnitude of correction. This makes the relative surface correction at \( \nu_{\text{max}}, \nu_{\text{corr}}(\nu_{\text{max}})/\nu_{\text{max}} \), more of a constant across the sample of stars compared the results found by Compton et al. (2018).

4.4 Small separation analysis

We constructed the standard small separation diagrams (often referred to as C-D diagrams; Christensen-Dalsgaard 2004), shown in Fig. 10. We introduce a new variant that makes use of the small ‘even-odd’ separation, \( \delta \nu_{\text{even},\text{odd}} \) (see Bedding et al. 2010). The equations of the three small separations are:

\[
\begin{align*}
\delta \nu_{0,2} &= \nu_{n,0} - \nu_{n-1,2}, \\
\delta \nu_{0,1} &= \frac{1}{2} (\nu_{n,0} + \nu_{n+1,0}) - \nu_{n,1}, \\
\delta \nu_{\text{even},\text{odd}} &= \frac{1}{2} (\nu_{n,\text{even}} + \nu_{n+1,\text{even}}) - \nu_{n,\text{odd}}.
\end{align*}
\]

The small separations can be calculated from the frequency splittings of the ridges shown in Fig. 1. For \( \delta \nu_{0,2} \) and \( \delta \nu_{0,1} \) we used the individual mode frequencies from the literature, and for \( \delta \nu_{\text{even},\text{odd}} \) we used the centroid frequencies from this work.

Considering the model tracks in Fig. 10, regions where the tracks are spread widely show where that small separation is a good indicator of age. Note that stars evolve from right to left along the tracks. The details of the tracks depend on the chosen value of \( \eta \) but do not vary significantly over a range of \( \eta \) values. The \( \delta \nu_{0,2} \) small separation is known to be a good indicator of age for stars with a wide range of masses. However, it becomes a worse indicator for more evolved stars. The \( \delta \nu_{0,1} \) small separation is a fair indicator for some values of \( \Delta \nu \) but not others. The \( \delta \nu_{\text{even},\text{odd}} \) small separation gives a poor indication of age early in the main-sequence, but for more evolved main-sequence stars it becomes a better indicator of age.
even \frac{1}{\eta} - 1 - \frac{1}{\eta} \delta \nu_{0,2} + \eta_3 \delta \nu_{1,3}, \tag{14}

where \eta_3 is the contribution from the l=3 mode in the odd ridge centroid. \eta_3 can be estimated using the mode visibility of the l=3 mode. Kjeldsen et al. (2008a) calculated a value for \eta_3 of 0.01 for the Kepler bandpass and 0.11 for radial velocity measurements of Procyon. We neglected the contribution of the l=3 mode for the stars observed using photometry. For simplicity, we also assumed no contribution of the l=3 mode for Procyon, mainly because we did not calculate modes of angular degree higher than l=2 for the grid of models. However, the frequency shift due to the l=3 mode for the radial velocity data is approximately 0.5–1\mu Hz, depending on the magnitude of the \delta \nu_{1,3} small separation. l=3 modes were not explicitly published for Procyon Scenario A, therefore, \delta \nu_{1,3} was not calculated for either ridge identifications.

The comparison of the centroid frequency to the small separation frequencies using Eq. 14 is shown in Fig. 11. This suggests that the small ridge separation is a good indicator of stellar age for more evolved main-sequence stars. Note that the clear outlier in the bottom right of Fig. 11 is the simple star KIC 8424992. Only seven radial orders of modes were used for this star, which is significantly less than the average number.

### 4.5 \theta Cyg

The asteroseismic analysis of \theta Cyg by Guzik et al. (2016) used two short-cadence Kepler Quarters. We applied the Compton et al. (2018) approach using the mode frequencies published by Guzik et al. (2016), which returned similar stellar parameters. The ridge centroid analysis returns a mass (1.37±0.02 M\odot) and radius (1.50±0.01 R\odot) that agree with the independent analysis by White et al. (2013) (1.37±0.04 M\odot and 1.48±0.02 R\odot).

Compton et al. (2018) showed that the surface correction can be used as a diagnostic to determine whether the model is a good
Figure 9. Comparison of the mass (a), radius (b), age (c), and relative surface correction at \( \nu_{\text{max}} \) (d), for the stars in our sample. We plot the absolute differences between the results (using the approach of Compton et al. 2018) from the measured centroid frequencies and using the individual frequencies from their respectively published literature. Differences are plotted as a function of the latter. The symbols denote simple LEGACY stars (circles), F-like LEGACY stars (triangles), the non-LEGACY stars (diamonds), Procyon Scenario A (square), and Procyon Scenario B (star). The colour represents the observed effective temperature of each star, shown in panel (b). The dashed line is the weighted mean of each distribution. The dotted lines is the interval spanning 68.27% (one sigma) of the data.

4.6 Procyon

For Procyon, Fig. 9 does not show significant differences in modelled stellar parameters between the ridge centroid and individual frequencies with the Compton et al. (2018) approach. However, the stellar parameters of Procyon disagree with the values from the literature (e.g. Girard et al. 2000; Liebert et al. 2013; Guenther et al. 2014; Bond et al. 2015). For example, the calculated stellar mass of Procyon Scenario A using the ridge centroid method was estimated at \( 1.53 \pm 0.01 \, M_\odot \), whereas the Hubble Space Telescope astrometry of Procyon has shown the mass of \( 1.478 \pm 0.012 \, M_\odot \) (Bond et al. 2015). For Procyon Scenario B, the values of stellar mass were similar to the literature, but the radius (1.98 \( \pm 0.01 \, R_\odot \)) disagrees with the radius measured by Aufdenberg et al. (2005) using high-precision interferometry (2.031 \( \pm 0.013 \, R_\odot \)). For both scenarios, the surface correction at \( \nu_{\text{max}} \) does not agree with the values calculated with similar F-type stars.

One explanation is that Procyon is close to the terminal-age main-sequence, as evident by its position in Fig. 2 (\( L_\sim 7 \, L_\odot \)).
for samples like this. Specifically chosen to not contain mixed modes, hence, stars with the possible mixed mode at 446 Hz (Bedding et al. 2010) was found to not be resolved. Finally, we discuss the results of the centroid frequency method applied to Procyon by Guenther et al. (2014), who modelled diffusion and convective overshoot, but disagrees with white et al. (2012), who showed that Scenario B fit better to the $\epsilon - T_{\text{eff}}$ relation. Upcoming TESS observations (Ricker et al. 2015) will hopefully give a definitive answer to the mode identification problem.

### 4.7 HD 49933 and HD 181420

Finally, we discuss the results of the centroid frequency method applied to the two CoRoT stars. The model fit to centroid frequencies of HD 49933 returned similar results to the individual frequencies measured by Benomar et al. (2009) under the Compton et al. (2018) approach. For both methods, the radius agrees with the independent analyses by Kallinger et al. (2010) and Liu et al. (2014), both estimated a mass of $-1.3 M_\odot$ but neglected quadrupole modes in their analysis. Note that Gruberbauer et al. (2009) and Kallinger et al. (2010) found no evidence of $l=2$ modes in the power spectrum of HD 49933. Therefore, the centroid frequency method appears to be a more robust method of calculating fundamental stellar parameters when the $l=0$ and 2 modes cannot be resolved.

For HD 181420, the underlying frequencies (see Barban et al. 2009; Gaulme et al. 2009) performed better than the ridge centroid frequencies with the Compton et al. (2018) approach. The ridge centroid method produces a slightly underestimated stellar mass with a large uncertainty ($1.27 \pm 0.07 M_\odot$) compared to other independent methods.
analyses (1.3 – 1.45 M⊙, see Hekker & Ball 2014). Additionally, the magnitude of the relative surface correction at $v_{\text{max}}$ is more reasonable from the individual mode frequencies ($-4.2 \pm 3.3 \cdot 10^{-3}$) than the ridge centroid frequencies ($3.8 \pm 3.2 \cdot 10^{-3}$), primarily because the former is negative.

5 CONCLUSIONS

We calculated the odd- and even-degree centroid frequencies for 66 LEGACY stars, θ1 Cyg, HD 49933, HD 181420, and Procyon. We implemented a MCMC routine to measure the centroid frequencies of ‘F-like’ and artificially degraded ‘simple’ stars. The centroid frequencies were fitted to a grid of stellar models using a modified Compton et al. (2018) approach. The surface correction and stellar parameters, calculated using the centroid frequencies, agreed with the individual frequencies for all F-like stars and most simple stars, from the analysis by Compton et al. (2018) and other published literature. However, the centroid frequency method fails when the observed or modelled data contains mixed modes, therefore care must be taken for stars near the terminal-age main-sequence.

Procyon Scenario A was affected by quadrupole mixed modes and were able to find a model that fit well to Procyon Scenario A by only considering $l=0$ and 1 modes published by Bedding et al. (2010). The resulting stellar parameters agreed with the literature. In contrast, the fundamental stellar parameters returned for Procyon Scenario B strongly disagreed with the literature. Furthermore, the calculated surface correction for Procyon Scenario B was an extreme outlier compared to every other star in our sample. Therefore, we suggest that Procyon Scenario A is the correct mode identification. For the other non-LEGACY F stars in our sample, we saw generally positive results when using the centroid frequency method.

We introduced the $\delta_{\text{even,odd}}$ small separation using the odd- and even-degree ridge centroid frequencies, and found that it is a good indicator for age for evolved main-sequence stars. When fitting modelled oscillation frequencies to observed data, we encourage using the centroid frequencies when the $l=0,2$ modes cannot be resolved. This allows some of the power of asteroseismology to be applied to F stars, despite their short mode lifetimes.
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