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ABSTRACT

The room temperature ferromagnetic phase of the cubic antiperovskite Mn$_3$ZnC is suggested from first-principles calculation to be a nodal line Weyl semimetal. Features in the electronic structure that are the hallmark of a nodal line Weyl state—a large density of linear band crossings near the Fermi level—can also be interpreted as signatures of a structural and/or magnetic instability. Indeed, it is known that Mn$_3$ZnC undergoes transitions upon cooling from a paramagnetic to a cubic ferromagnetic state under ambient conditions and then further into a noncollinear ferrimagnetic tetragonal phase at a temperature between 250 K and 200 K. The existence of Weyl nodes and their destruction via structural and magnetic ordering are likely to be relevant to a range of magnetostructurally coupled materials.

© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5129689

I. INTRODUCTION

Antiperovskite carbides are a family of materials with the cubic perovskite structure and formula $X_2BC$ where $X$ is the least electronegative element in the formula and C is carbon (see Fig. 1). Related carbides have a long history in metallurgical research, associated with the larger family of so-called MAX phases. Several members of the family such as Co$_5$AlC$_2$ have been explored for applications in structural alloys and Mn$_3$SnC$_2$ and carbon-doped Mn$_3$ZnN$_5$ exhibit negative thermal expansion effects. Some antiperovskite carbides are also of interest for their functionality. Mn$_3$GaC is known to display giant magnetoresistance and N$_2$MgC is an 8 K superconductor, the latter rationalized by first principles calculations as being associated with a flat band (FB) with large density of states (DOS) near the Fermi level.

More recently, the larger class of antiperovskites has been explored due to the prediction of topological electronic states. The Ca$_3$PbO and Ca$_3$BiN families include Dirac semimetals—with materials with a graphene-like linear-band crossing, or Dirac cone, near the Fermi level—as well as topological insulators with a bulk band gap and metallic surface states. Magnetization and resistivity data in two recent studies on Sr$_3$PbO and Sr$_3$SnO provide preliminary evidence for Dirac transport and low-temperature superconductivity, respectively. The Cu$_3$PdN family is predicted to include nodal line semimetals, in which Dirac crossings persist over an extended region, a line, rather than a single point in the Brillouin zone. Nodal line semimetals can host a unique class of drum-head topological surface states with $k$-vectors connecting all the Dirac nodes on the nodal ring in the Brillouin zone. However, as is common in predicted nodal line compounds, the relatively large spin-orbit coupling (SOC) due to the heavy Pd atom in Cu$_3$PdN partially gaps the nodal line, preventing the realization of a true nodal line semimetal.

The topic of this letter is Mn$_3$ZnC, a material that has been explored since the 1950s due to its interesting magnetic transitions. In a series of studies, Butters and Myers, Brockhouse and Myers, and Swanson and Friedberg provided early characterization of these transitions, which include a paramagnetic (PM) to ferromagnetic (FM) transition with reported Curie temperatures $T_C$ of 350 K $< T_C < 500$ K and antiferromagnetic ordering with reported Neél...
temperatures $215 \, K < T_N < 233 \, K$. In the 1970s, Fruchart and colleagues solved the magnetic structures via neutron diffraction, determining the [001] ferromagnetic room temperature structure and more complex noncollinear low temperature structure shown in Fig. 1. The magnetic moments, localized on the Zn site, are approximately 1.3 $\mu_B$ in the ferromagnetic state and 2.7 $\mu_B$ and 1.6 $\mu_B$ in the noncollinear, antiferromagnetically coupled and collinear, ferromagnetically aligned layers of the low temperature structure, respectively. The low magnetic moments suggest that the magnetism is fairly itinerant in this system relative to most Zn magnetic materials. In the 1980s, the transition shifts in Mn$_2$ZnC were studied under large applied magnetic fields and pressures.

Theoretical attempts to explain the magnetic transitions in Mn$_2$ZnC have focused on the presence of a large Fermi level flat band. In 1975, Jardin and Labbé proposed that the main bonding interactions in this system originate from Mn $d_xz$, $d_yz$, and $C\, p$ orbitals and generated a tight-bonding model with sharp peaks in the density of states. Should the Fermi level lie at one of these peaks, the ferromagnetic to paramagnetic transition could be explained by Stoner exchange and the low temperature structural distortion by a Jahn-Teller-like energetic benefit accrued through further reducing the density of states near the Fermi level. Non-spin polarized density of states calculations reported later indeed found a large spike in the density of states just above the calculated Fermi level. This work was extended with density of states calculations on both the spin-polarized, ferromagnetic and noncollinear, ferrimagnetic structures, demonstrating that spin polarization opens up a pseudogap at the Fermi-level in the ferromagnetic phase, consistent with a Stoner exchange mechanism, and that a wider gap opens just below $E_F$ in the ferrimagnetic state.

Here, we use first principles calculations to show that the cubic ferromagnetic phase of Mn$_2$ZnC that is stable at room temperature is a nodal line Weyl semimetal. Although Weyl nodes are common in ferromagnetic metals, including bcc Fe, to-date studies on Weyl nodal lines are more of a rarity: the first experimental work toward verification of a Weyl nodal line has recently been completed for the Heusler compound MnCo$_2$Ga. In Mn$_2$ZnC, we present a computational bonding analysis that provides qualitative explanations for the magnetic transitions that create and destroy this delicate Weyl ferromagnet phase. Motivated by interest in the Weyl nodes and their potential role in magnetostructural instabilities, we experimentally revisit the transitions in this material via magnetoentropic mapping, which is a sensitive probe for low energy and metamagnetic reordering.

II. METHODS

A. Computational

Density functional theory simulations were completed in VASP and WIEN2k using the Perdew, Burke, Ernzerhof functional with projector-augmented waves and linear augmented plane waves + local orbitals, respectively. PAW potentials for VASP were selected based on version 5.2 recommendations. All calculations described in the text were performed in VASP except for the band irreps assignments of Fig. 3(c), which were completed using the irreps subprogram of WIEN2k. A $17 \times 17 \times 17$ Gamma centered $k$-mesh was employed for electronic structure simulations of the ferromagnetic phase. These calculations are well-converged for much lower density $k$-meshes, but high $k$-mesh density is desirable for accurate Wannier function fitting; an $8 \times 8 \times 8$ mesh was used for relaxation steps. Calculations for the expanded low temperature tetragonal cell were performed using a $5 \times 5 \times 4$ Gamma centered $k$-mesh for relaxation and self-consistent steps and a $7 \times 7 \times 5$ mesh for the density of states. The plane wave energy cutoff for VASP and the plane-wave expansion parameter, RKMAX, for WIEN2k were set to values better than 500 eV and 8.0, respectively. Tetrahedral smearing with Blöchl corrections was used for relaxations and self-consistent calculations. Structures were relaxed in VASP via the conjugate gradient descent algorithm with an energy

![FIG. 1. Reported crystal and magnetic structures of Mn$_2$ZnC. Mn$_2$ZnC undergoes transitions from paramagnetic (PM) to ferromagnetic (FM) states in the cubic antiperovskite structure with $T_F = 420 \, K$. A lower temperature antiferromagnetic transition with $T_N = 219 \, K$ is associated with noncollinear ferrimagnetic ordering in a tetragonal structure.](image-url)
convergence cutoff of $10^{-4}$ eV. Subsequent self-consistent static calculations and non-self-consistent electronic structure calculations were performed using VASP and WIEN2k with energy convergence better than $10^{-3}$ eV. The surface states of Mn$_2$ZnC were determined by projecting our VASP calculations onto maximally localized Wannier functions using Wannier90, starting from initial projectors corresponding to valence orbitals (Mn d; Zn s, p, d; C p; with a frozen fitting window $E_F \pm 2$ eV), constructing a tight-binding model from these localized Wannier functions, and finally using the Wannier Tools package to calculate the Green’s function spectrum. The VASP simulations input into Wannier90 were performed with noncollinear spins on a nonsymmetrized $k$-mesh with and without SOC. The Mn magnetic moments in these simulations were constrained to point along [001]. Fine $k$-mesh mapping of the Weyl node locations in the 3D Brillouin zone was also performed on this tight-binding model. Berry curvature was determined using the Wannier90 KSLICE module. The band structure of Fig. 5 was unfolded using BandUP. Orbital projections, density of states, and crystal orbital Hamiltonian populations (COHPs) for the high temperature phase were determined using LOBSTER. The density of states and orbital projections for the low temperature structure are reported using default VASP projections as LOBSTER does not support noncollinear magnetism. A postprocess Gaussian smoothing with standard deviation 0.2 eV was applied to all calculated density of states and COHPs. Structures are visualized with VESTA.

B. Experimental

Samples of Mn$_3$ZnC were produced by a two-step solid-state synthesis, following a previous report, starting from stoichiometric quantities of Mn (Fisher Scientific, 99.95%), Zn (Strem Chemicals, 99.9%), and C (Alfa Aesar, 99%) and adding 7 Mass % Zn during the second mixing step. Additional Zn was included to decrease the Mn/Zn ratio of the final material toward 3. Wavelength-dispersive X-ray fluorescence measurements performed on a Rigaku ZSX Primus IV suggest that the composition is close to Mn$_{3.16}$Zn$_{0.84}$C. Magnetic measurements were performed on a Quantum Design MPMS3 operating under vibrating sample magnetometer mode. High temperature measurements ($T > 400$ K) including the PM-FM transition utilized the oven heater stick attachment option while lower temperature measurements used a standard brass sample holder. The magnetization curve in Fig. 1 was generated by measuring magnetization at fields of 1 T, 0.1 T, and above 300 K, respectively, and normalizing the high temperature magnetization curve such that there was no discontinuity at 300 K. $\partial M / \partial T$ and $\Delta M$ curves are calculated using methods reported previously. Additional experimental details, including our attempts to develop an original microwave synthesis route for this and related antiperovskite carbides, are provided in the supplementary material.

III. RESULTS

We first consider the density of states (DOS) for the cubic, ferromagnetic phase of Mn$_3$ZnC, as shown in Fig. 2. We consider only Mn d states because other orbital contributions are small near the Fermi level (see the supplementary material). From Fig. 2(a), we can see that the DOS is relatively large at the Fermi level and that there is a large DOS peak just above this level. This is consistent with the hypothesized Stoner exchange mechanism for the ferromagnetism in this material. Indeed, in the spin-polarized calculation, Fig. 2(b), we find that the onset of ferromagnetism eliminates this DOS peak, reducing the Fermi-level DOS. The mechanism appears to be somewhat distinct from that originally proposed by Jardin and Labbé, however, as the near-Fermi level DOS peak in the non-spin-polarized calculation originates from Mn $d_{xy}$ states, rather than $d_{xz}/d_{yz}$ states. Here, we consider the local symmetry of the Mn d orbitals in terms of the cell coordinates (this is the preference in prior literature). From this perspective, we find that the $d_{xz}/d_{yz}$ orbitals are equivalent and point from one Mn toward its Mn neighbors and are involved in strong Mn-Mn bonding and some Mn-C bonding. $d_{z^2}$ and $d_{xy}$ orbitals have lobes pointing from Mn toward C and Zn atoms and are expected to be important in Mn-C and Mn-Zn bonding, respectively. Finally, $d_{x^2-y^2}$ orbitals point directly
toward no other atom and are expected to be more weakly involved in bonding.

The proposed picture of a simple ferromagnetic distortion is further complicated when we consider these bonding interactions via the crystal orbital Hamiltonian population (COHP), a quantity derived from wave function overlap that is negative for bonding and positive for antibonding interactions. In a normal ferromagnet, such as iron, the COHP shows significant antibonding at the Fermi level. By splitting the spin populations, the normal ferromagnet is able to stabilize and fill a greater number of bonding states near the Fermi level, and relatively few antibonding states. The $d_{xy}$ orbitals, however, are not expected to be strongly (anti)bonding; the COHP, Fig. 2(c), confirms the relatively weak strength of Mn-Zn interactions in this energy region. Rather than elimination of a sharp antibonding peak due to the $d_{xy}$ states, the spin-polarization appears to be stabilized by two effects: first, the reduction of the antibonding states just below the Fermi level and, second, the development of Mn-Zn bonding states originating from the originally weakly bonding $d_{xy}$ band, Fig. 2(d). In the end, rather than a magnetic metal with a large number of bonding states at the Fermi level, we are left with a semimetal that has nonbonding character near $E_F$. Examining the COHP immediately about the Fermi level [Fig. 2(d), inset], we find that the Mn-Zn interactions are bonding and the Mn-C interactions are antibonding. The Mn-Mn COHP displays a subtle cross-over from antibonding to bonding at the Fermi level. Such a Fermi level COHP crossover is typical of antiferromagnetic metals, although it usually involves bonding states below the Fermi level and antibonding states immediately above. In analog to the simple tight-binding chain model of $1s$ orbitals, which forms a metal with a completely filled bonding band that can support a symmetry breaking lattice displacement of the atoms with a resulting bandgap, the Peierls distortion, the bonding in Mn$_2$ZnC appears susceptible to symmetry breaking via both physical lattice distortion and antiferromagnetic ordering, either of which could distinguish the Mn sites and generate an electronic gap.

This ferromagnetic semimetal phase becomes much more interesting when we consider the electronic band structure in Fig. 3, which reveals several Weyl nodes. Figure 3(a) depicts the bulk cubic Brillouin zone. Figure 3(b) presents the spin-polarized band structure with orange majority bands and blue minority bands. Five features of interest are labeled. First, despite the gapping of the density of states at the Fermi level, a flat band, FB, persists along $\Gamma$-$X$ right at the Fermi level. Along $X$-$M$ and $M$-$\Gamma$, we find linear band crossings, Weyl nodes, labeled $W_1$ and $W_2$. On either

![FIG. 3. Bulk band structure and Weyl crossings. (a) High-symmetry points in the bulk Brillouin zone and (100)/(001) surface-projected Brillouin zone. (b) Spin-polarized band structure showing a flat-band in the majority states and four types of near-Fermi level Weyl crossing. (c) Close-up band structure with bands colored by irreducible representation. ([d]–[f]) Schematics of Weyl surfaces in the 3D Brillouin zone. (d) 3D view without SOC. (e) (100) view without SOC. (f) (100) view with SOC. In the absence of SOC, nodal loops are displayed around $M$ (orange) and 3D nodal surfaces around $R$ (blue). With magnetization along [001], SOC gaps the nodal surfaces and many of the nodal loops, leaving behind $k_z =$ 0 nodal loops and isolated $W_1$ nodes.](https://example.com/image)
side of the \( R \) point, we also find linear band crossings just above the Fermi level involving both the majority and minority bands. The Weyl nodes on either side of \( R \) are labeled \( W_1 \) and \( W_2 \). Note, however, that there are actually several Weyl nodes on either side of \( R \), and this labeling is a reduction for the sake of simplicity.

The colors of the bands in Fig. 3(c) depict the irreducible representations (irreps) of bands involved in the Weyl crossings. A band crossing is protected against gapping if the irreps of the two crossing bands are different; this represents orthogonality of the electronic states generating these bands. In the absence of spin-orbit coupling (SOC), we can consider this system in the paramagnetic space group (\( Pm\overline{3}m \), No. 221). The point group of the \( k \)-vectors along \( X-M, M-I, \) and \( R-X \) is \( C_{2v} \), and along \( \Gamma-R \) the point group is \( C_{3v} \). The \( Z_1 \) and \( Z_2 \) irreps differ in their symmetry with respect to \( C_2 \) rotation and the mirror operation \( \sigma_v \), indicating that the \( W_1 \) node is protected by these operations. The \( \Sigma_1 \) and \( \Sigma_2 \) irreps differ with respect to \( C_2 \) rotation and the mirror reflection \( \sigma_v \). The \( W_1 \) nodes involve crossings of \( S_2, S_1, S_1 \) bands. The nearest Weyl crossings to the Fermi level along \( \Gamma-R \) and \( R-X \) actually involve bands with the same irrep, \( A_{1g}, \) and \( A_{1u} \), respectively. However, these crossings have bands of orthogonal spinor character, as can be seen when comparing with Fig. 3(b). When SOC is incorporated in the simulation, we must consider the coupling of the magnetic moment to the lattice as well as major/minor/mid spin mixing interactions. Spin mixing gaps of the lowest energy \( W_1, W_2 \) crossings, and the breaking of \( C_2 \) and mirror symmetries along \( R-X \) gaps the \( W_4 \) Weyl nodes. The \( W_1, W_2 \) Weyl crossings due to \( A_{1g}, A_{1u} \) crossings, meanwhile, are left untouched by SOC. When considering the \( k_z = 0 \) Brillouin zone plane, which in the non-SOC calculation had been equivalent, however, both nodes are not preserved. Viewing the \( W_1 \) and \( W_2 \) nodes, on the \( k_z = 0 \) plane, we find that two of the four \( W_1 \) nodes and all four of the \( W_2 \) nodes gap out (see the supplementary material for additional details on the effect of SOC). In all cases, the magnitude of the SOC gaps in this material is relatively small due to its low-mass 3d electrons.

Mapping the Weyl nodes in the 3D Brillouin zone, we find that the Weyl nodes in this system are not isolated points, but instead nodal lines and surfaces as depicted in Figs. 3(d) and 3(e). The \( W_1 \) and \( W_2 \) nodes are part of a nodal line about the \( M \) point whereas the lowest energy \( W_3 \) and \( W_4 \) nodes form a 3D connected surface about the \( R \) point. Because of the large number of \( W_3, W_4 \) Weyl crossings, additional \( W_{3,4} \) nodal surfaces may exist which have not been considered. In general, although individual band crossings and nodal lines can be protected, there are no symmetries that can fully protect a 3D nodal surface in the presence of SOC.\(^{2,23}\) The nodal surfaces depicted in Figs. 3(d) and 3(e) about \( R \) are no exception. Because these surfaces result from the crossing of bands of opposite spinor character, and SOC allows spin-channel mixing, these nodal surfaces gap out, and the nodal surface is no longer realized in the final electronic structure after SOC has been incorporated. We find that some of the \( M \) nodal lines, however, are protected. The nodal loops on the \( k_z = 0 \) plane are protected against gapping, while the nodal loops on the \( k_x, k_y = 0 \) planes gap, leaving only isolated Weyl crossings on the \( X-M \) lines. This results in the spin-orbit-gapped configuration shown in Fig. 3(f).

The protection of the \( M \) nodal lines is a direct result of the mirror symmetry in the cubic antiperovskite structure. While we have already shown that a combination of \( C_2 \) and mirror symmetries protects the band crossings along the \( \Gamma-M \) and \( M-X \) high symmetry lines, recomputing the irreps along a generic path through the loop with point group \( C_2 \) shows the band crossings to be protected by \( C_2 \), which is equivalent to a mirror. The \( M \) nodal lines on the \( k_z = 0 \) plane are preserved under SOC because the [001]-oriented collinear magnetic moment does not break mirror symmetry on this plane. Likewise, the \( M \) nodal lines on the \( k_x, k_y = 0 \) planes gap because the magnetic moment does break the mirror symmetry on these planes—except at the \( W_1 \) nodes where the nodal line is tangent to the \( k_z = 0 \) plane and perpendicular to the [001]-magnetic moment.

These nodal lines are similar to those described in a theoretical tight-binding model of \( Ca_3\text{P}_2 \) with imposed spin and previously predicted in alloys of the real material \( ZrCoSn \) (also under [001] magnetization).\(^{24}\) Due to the soft ferromagnetism and readily reorientable magnetization in \( ZrCoSn \), it was proposed that the effective number of Weyl nodes can be tuned by changing the applied field direction. Mn\(_2\)ZnC also appears to be a soft ferromagnet and could exhibit similar tunability.

Now that the existence of a protected \( k_z = 0 \) nodeloop has been established, we might expect to see drumhead surface states connecting between the nodes of this loop on the [001] surface of the material. Figure 4 characterizes the Weyl nodes and their surface states. Weyl nodes can be described as sources and sinks of a quantity called the Berry curvature or Berry flux, defined as

\[
\nabla_k \times \langle \psi_k | i \hat{\delta}_k \psi_k \rangle,
\]

where \( \psi_k \) represents the Bloch wave function.\(^{25}\) Low energy electronic excitations analogous to quantum Hall surface states, Fermi arcs, are topologically protected between Weyl nodes emitting and collecting Berry flux.\(^{26}\) Figure 4(a) shows the magnitude of the Berry flux in the \( k_z = 0 \) plane at an energy level near the \( W_1 \) nodes, highlighting large Berry flux concentration at the nodes. Figures 4(b) and 4(c) present the Weyl surface states projected on a [001] surface. We can see bright surface bands connecting between two \( W_1 \) nodes and between two \( W_{3,4} \) nodes. [Note, following Fig. 3(a), that the \( R-M \) and \( X-M \) lines are projected onto the \( \overline{M} \) and \( X \) points when flattening the cubic Brillouin zone along \( k_z \).] The energy level of the \( W_2 \) nodes is overlaid in teal. In Fig. 4(c), we can see a Fermi surface cut taken at the \( W_2 \) energy level with \( W_2 \) nodes clearly visible along \( \overline{M}-\overline{X} \). Fermi arcs emitting from the \( W_2 \) points can be seen to connect to \( W_2 \) nodes in the neighboring Brillouin zone due to the periodic boundary conditions. The \( M-\overline{X} \) line in Fig. 4(b) corresponds to the edges of the plot in Fig. 4(c). Comparing between Figs. 4(b) and 4(c), we see that the surface states connecting the \( W_1 \) nodes are identical to the surface states connecting the \( W_2 \) nodes; there is indeed a drumhead surface state connecting \( W_1, W_2 \), and the other nodes on the nodal line about the \( M \) point.

In general, materials with electronic structure features like those in Fig. 3(b)—generate flat bands and near-Fermi level band crossings—and especially semimetals with a large concentration of Weyl crossings like this nodal-loop compound, often distort at low temperatures. The energy-lowering transitions that tend to break such nodes are frequently referenced to the idealized models of Peierls or Jahn-Teller distortions. The well-established experimental fact is that a symmetry-breaking low-temperature distortion does
activate in this material, involving both a tetragonal stretch of the atomic positions and a magnetic reorientation of the spins with partial antiferromagnetic coupling (Fig. 1).

The density of states of the low temperature structure provides valuable insight for the origin of the low temperature phase. Figure 5 shows the DOS and band structure of the tetragonal low temperature structure with fully noncollinear spins and associated antiferromagnetic coupling. A large pseudogap is seen to open up in this case, as would be expected from the description of the antiferromagnetic ordering as a Peierls-like symmetry breaking. We also considered simulations with the tetragonal low temperature structure with no spin polarization and collinear, ferromagnetic polarization. However, because the tetragonal distortion is fairly small, the density of states for these phases exhibit only minor changes with respect to those of Fig. 2. Furthermore, when allowed to relax, the non-spin polarized and collinear spin polarized structures relax into the cubic structure. This analysis suggests that though both are coupled, it is probably the new magnetic ordering, rather than tetragonal distortion alone, which drives the transition.

The relationship between the new magnetic ordering and potential electronic instabilities, flat bands and Weyl nodes, can be examined via the band structure of the low temperature phase in Fig. 5. In order to provide a direct comparison to the band structure and Weyl nodes of the ferromagnetic phase in Fig. 3, we have unfolded the bands of the low temperature cell into a Brillouin zone corresponding to that of the low temperature cubic primitive cell. We see that, in the low temperature structure, the flat band and several of the Weyl nodes have disappeared. The DOS pseudogap can be seen in the relatively empty region of the band structure about 0.2 eV below the Fermi level. Despite the formation of the pseudogap, a few Weyl nodes remain at the calculated Fermi level. Part of the discrepancy between our simulation and the expectation for the stabilization of a pseudogap at the Fermi level likely results from electron deficiency in the real material. As early as Butters and Myers’ first study, Mn3ZnC was found to have varying composition and magnetic properties with nominal Mn:Zn ratios greater than 3. The Mn:Zn ratio of our best sample, measured by wavelength-dispersive X-ray fluorescence, was close to 3.76, which, in a rigid band approximation, would result in a deficiency of 0.8 electrons per primitive cubic cell and a Fermi level near the exact center of the pseudogap. We expect that the true
Mn:Zn ratio in our samples lies somewhere between the idealized value of 3.00 and the measured value of 3.76; while samples of this material appear pure in laboratory X-ray diffraction, synchrotron X-ray diffraction suggests that small nonmagnetic impurities of carbides Mn$_5$C$_2$ and Mn$_7$C$_3$ as well as MnO (which orders antiferromagnetically, but far lower in temperature than the transitions discussed here) may be present in addition to the majority Mn$_3$ZnC phase.$^{25}$

Motivated by interest in these electronic structure changes associated with magnetostructurally coupled transitions, we performed experimental magnetoentropic characterization of both the high and low temperature transitions. Figure 6(a) presents magnetization data measured across the paramagnetic to ferromagnetic transition, which takes place near 420 K in our sample. While magnetization has been measured in older studies, to the best of our knowledge, no studies of the sharp, low field magnetization curves for either of the two magnetic transitions have been previously reported. Figure 6(b) shows the partial derivative, $\frac{\partial M}{\partial T}$, of these magnetization curves, displaying a large transition peak at low fields that reduces in magnitude and broadens as the field is increased. Figure 6(c) shows the magnetic entropy change, $\Delta S_M$, across the transition. The magnitude of $\Delta S_M$ is a direct probe of the magnetostructural coupling strength in this compound.$^{26}$ The peak $\Delta S_M$ value is significant but not anomalous, suggesting medium magnetostructural coupling strength in this compound. Negative $\Delta S_M$ transitions are typical of the magnetocaloric effect seen in paramagnetic to ferromagnetic transitions in many magnetic materials. Characterization of the antiferromagnetic ordering transition in (d)–(f) is consistent with this finding. This transition is qualitatively similar in that it is sharp for low applied field, broad at high field, and has $\Delta S_M$ values with approximately the same magnitude of $\approx 0.1$ J kg$^{-1}$ K$^{-1}$. The positive sign of $\Delta S_M$ is typical of the inverse magnetocaloric effect seen at many antiferromagnetic ordering transitions.

**FIG. 6.** Magnetoentropic mapping of the PM-FM and FM-NCL transitions. (a) Line plots of the magnetization, (b) magnetization derivative ($\frac{\partial M}{\partial T}$), and (c) magnetic entropy change ($\Delta S_M$) taken under varying magnetic field are shown across the paramagnetic to ferromagnetic transition that occurs at approximately 420 K in our sample. (d)–(f) provide similar plots for the FM-NCL transition ($\approx 219$ K). Lines in [(b) and (e)] and [(c) and (f)] are offset by 0.1 and 0.01 units, respectively, for visual clarity.
IV. CONCLUSIONS

We have shown electronic structure simulations predicting that the room temperature phase of Mn$_3$ZnC is an exotic Weyl nodal line semimetal with nodal loops, isolated Weyl nodes, and drumhead surface states. The magnetic and electronic characterizations of the two transitions in this material that create and destroy this phase, meanwhile, appear relatively conventional. The upper transition can be explained by the reduction of near-Fermi level antibonding states and strengthening of Mn-Zn bonding, while the lower transition can be explained by the need to break symmetry and open a gap by expanding the unit cell to allow for antiferromagnetic ordering. An electronic Peierls distortion through antiferromagnetic ordering can allow for spin population energy shifts and the formation of a pseudogap that remove flatbands and Weyl nodes near the Fermi level. Despite the significant pseudogap, we found that a limited number of Weyl nodes still persist near the Fermi level in the low-temperature structure. However, even a small electron deficiency, expected based on the tendency toward Zn deficiency in experimental work, moves the Fermi level into the pseudogap of the low temperature structure.

There is interest at present in the Peierls-like structural distortions and phonon resonances associated with Weyl nodes. The finding of Weyl nodal lines in Mn$_2$ZnC, a classic magnetic transition material, suggests that Weyl instability may play a role in a much wider range of magnetostructurally coupled materials. Many other magnetic materials that have a low temperature antiferromagnetic ordering likely transition through a semimetal state with near-Fermi level Weyl nodes. In fact, prototypical itinerant antiferromagnet chromium itself, the material for which the electronic Peierls instability concept was coined, hosts Fermi level Dirac crossings in non-spin polarized calculations, some of which are preserved in its transition to a low temperature antiferromagnetic ordering. One major distinction between Mn$_2$ZnC and conventional antiferromagnetic materials is the reversed Peierls-like bonding structure with antibonding states below the Fermi level, nonbonding states at $E_F$, and bonding states just above. This reversed bonding structure is indicative of band inversion and could prove a useful hallmark in the search for topologically interesting magnets.

In addition to the bonding analysis we have presented to explain the structural transitions, important future work will focus on rigorously disentangling the relationship between Weyl nodes, flat bands, and phonon-mediated instabilities in Mn$_2$ZnC and related semimetals. There is incredible potential for nesting in the Fermi surface of Mn$_2$ZnC; the flat-bands alone, which perfectly bisect the Brillouin zone in $k_x$, $k_y$, $k_z$ directions, provide maximal nesting at the calculated Fermi level in any supercell scheme as well as the tantalizing prospect of coupling flat-band-related correlation effects to Weyl physics. We urge caution. Just as flat band degeneracies in density functional theory are not a guarantee of interesting correlation effects in experiment, substantial evidence suggests that calculations of Fermi surface nesting are insufficient to prescriptively predict charge density waves, spin density waves, and other lattice incommensurate instabilities. An important first step has been provided by a recent study on (TaSe)$_2$I, which relates the characteristic $q$-spacings of the Weyl nodes, peaks in the electronic susceptibility, and charge-density wave-modulation vectors observed in experimental X-ray measurements.

Overall, our results suggest that compounds which display Weyl-like features in idealized high-symmetry structures may actually undergo transitions to more complex ground states than initially supposed.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional experimental and computational details including discussion of the effects of spin-orbit coupling on the electronic structure.
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