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Abstract

Over a million species face extinction, urging the need for conservation policies that maximize the protection of biodiversity to sustain its manifold contributions to people. Here we present a novel framework for spatial conservation prioritization based on reinforcement learning that consistently outperforms available state-of-the-art software using simulated and empirical data. Our methodology, CAPTAIN (Conservation Area Prioritization Through Artificial INtelligence), quantifies the trade-off between the costs and benefits of area and biodiversity protection, allowing the exploration of multiple biodiversity metrics. Under a limited budget, our model protects substantially more species from extinction than areas selected randomly or naively (such as based on species richness). CAPTAIN achieves substantially better solutions with empirical data than alternative software, meeting conservation targets more reliably and generating more interpretable prioritization maps. Regular biodiversity monitoring, even with a degree of inaccuracy characteristic of citizen science surveys, substantially improves biodiversity outcomes. Artificial intelligence holds great promise for improving the conservation and sustainable use of biological and ecosystem values in a rapidly changing and resourcelimited world.
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Introduction

Biodiversity is the variety of all life on Earth, from genes through to populations, species, functions and ecosystems. Alongside its own intrinsic value and ecological roles, biodiversity provides us with clean water, pollination, building materials, clothing, food and medicine, among many other physical and cultural contributions that species make to ecosystem services and people’s lives\(^1\,2\). The contradiction is that our endeavours to maximize short-term benefits have become unsustainable, depleting biodiversity and threatening the life-sustaining foundations of humanity in the long-run\(^3\) (Supplementary Box 1). This can help explain why, despite the risks, we are living in an age of mass extinction\(^4\,5\). The imperative to feed and house massively growing human populations – with an estimated 2.4 billion more people by 2050 – together with increasing disruptions from climate change, will put tremendous pressure on the world’s last remaining native ecosystems and the species they contain. Since not a single of the 20 Aichi biodiversity targets agreed by 196 nations for the period 2011–2020 has been fully met\(^6\), there is now an urgent need to design more realistic and effective policies for a sustainable future\(^7\) that help deliver the conservation targets under the post-2020 Global Biodiversity Framework – the focus of the 15\(^{th}\) Conference of the Parties in 2022 (https://www.cbd.int/).

There have been several theoretical and practical frameworks underlying biological conservation since the 1960s\(^8\). The field was initially focused on the conservation of nature for itself, without human interference, but gradually incorporated the bidirectional links to people – recognizing our ubiquitous influence on nature, and the multi-faceted contributions we derive from it, including the sustainable use of species\(^1\,8\,9\). Throughout this progress, a critical step has been the identification of priority areas for targeted protection, restoration planning, impact avoidance and loss minimization – triggering the development of the field of spatial conservation prioritization or systematic conservation planning\(^10\,16\). While humans and wild species are increasingly sharing the same space\(^17\), the preservation of largely intact nature remains critical for safeguarding many species and ecosystems, such as tropical rainforests.

Several tools and algorithms have been designed to facilitate systematic conservation planning\(^18\). They often allow the exploration and optimization of trade-offs between variables, something not readily available in Geographic Information Systems\(^19\), which can lead to substantial economic, social and environmental gains\(^20\). While the initial focus has been on maximizing the protection of species while minimizing costs, additional parameters can sometimes be modelled, such as species rarity and threat, total protected area and evolutionary diversity\(^18\,21\,22\). The most widely used method so far, Marxan\(^23\) seeks to identify a set of protected areas that collectively allow particular conservation targets to be met under minimal costs, using a simulated annealing optimization algorithm.
its usefulness and popularity, Marxan and similar methods\(^{18}\) are designed to optimize a one-time policy, do not directly incorporate changes through time, and assume a single initial gathering of biodiversity and cost data (although temporal aspects can be explored by manually updating and re-running the models, under various targets\(^{24}\)). In addition, the optimized conservation planning does not explicitly incorporate climate change, variation in anthropogenic pressure (although varying threat probabilities are dealt with in recent software extensions of Marxan\(^{25,26}\)), or species-specific sensitivities to such changes.

Here we tackle the challenge of optimizing biodiversity protection in a complex and rapidly evolving world by harnessing the power of artificial intelligence (AI). We develop an entirely novel tool for systematic conservation planning (Fig. 1) that optimizes a conservation policy based on static or dynamic biodiversity monitoring towards user defined targets (such as minimizing species loss) and within the constraints of a limited financial budget. We use it to explore – through simulations and empirical analyses – multiple previously identified trade-offs in real-world conservation, and to evaluate the impact of data gathering on specific outcomes\(^{27}\). We also explore the impact of species-specific sensitivity to geographically varying local disturbances (e.g., as a consequence of new roads, mining, trawling or other forms of unsustainable economic activity with negative impacts on natural ecosystems) and climate change (overall temperature increases, as well as short-term variations to reflect extreme weather events). We name our framework CAPTAIN (Conservation Area Prioritization Through Artificial INtelligence).

Within AI, we implement a reinforcement learning (RL) framework based on a spatially explicit simulation of biodiversity and its evolution through time in response to anthropogenic pressure and climate change. The RL algorithm is designed to find an optimal balance between data generation (learning from the current state of a system, also termed ‘exploration’) and action (called ‘exploitation’ – the effect of which is quantified by the outcome, also termed ‘reward’). Our platform enables us to assess the influence of model assumptions on the reward, mimicking the use of counterfactual analyses\(^{22}\). CAPTAIN can optimize a static policy, where all the budget is spent at once, or (more in line with its primary objective) a conservation policy that develops over time, thus being particularly suitable for designing policies and testing their short- and long-term effects. Actions are decided based on the state of the system through a neural network, whose parameters are estimated within the RL framework to maximize the reward. Once a model is trained through RL, it can be used to identify conservation priorities in space and time using simulated or empirical data.

Although AI solutions have been previously proposed and to some extent are already used in conservation science\(^{28,29}\), to our knowledge RL has only been advocated\(^{30}\) but not yet implemented in practical conservation tools. In particular, CAPTAIN aims to tackle multi-dimensional problems of loss minimization considered by techniques such as stochastic dynamic programming but proven thus far intractable for large systems\(^{13}\). It thus fills an important space of conservation in a dynamic world\(^{31}\), characterized by heterogeneous and often unpredictable habitat loss\(^{14}\) which require iterative and regular conservation interventions.
We use CAPTAIN to address the following questions: i) What role does data gathering strategy play for effective conservation? ii) What trade-offs exist depending on the optimized variable, such as species richness, economic value or total area protected? iii) What can the simulation framework reveal in terms of winners and losers – i.e., which traits characterize the species and areas protected over time? and iv) How does our framework perform compared with the state-of-the-art model for conservation planning Marxan? Finally, we demonstrate the usefulness of our framework and direct applicability of models trained through RL to an empirical dataset of endemic trees of Madagascar.

Results

Impact of data gathering strategy

We find that Full Recurrent Monitoring (where the system is monitored at each time step, including species presence and abundance) results in the smallest species loss: it succeeds in protecting on average 26% more species than a random protection policy (Fig. 2a; Supplementary Table 3). A very similar outcome (24.9% improvement) is generated by the Citizen science Recurrent Monitoring strategy (where only presence/absence of species are recorded in each cell) with a degree of error characteristic of citizen science efforts (Fig. 2b; see Methods). These two monitoring strategies outperform a Full Initial Monitoring with no error, which only saves from extinction an average of 20% more species than a random policy (Fig. 2c; Supplementary Table 3).

To thoroughly explore the parameter space of simulations, each system was initialized with different species composition and distributions and different anthropogenic pressure and climate change patterns (Supplementary Figs. 1–4). Because of this stochasticity, the reliability of the protection policies in relation to species loss varies across simulations. The policies based on Full Recurrent Monitoring and Citizen science Recurrent Monitoring are the most reliable, outperforming the baseline random policy in 97.2% of the simulations. Both those policies are more reliable than the Full Initial Monitoring, which in addition to protecting fewer species on average (Fig. 2) also results in a slightly lower reliability of the outcome, outperforming the random policy in 91.2% of the simulations.

Optimization trade-offs

The policy objective, which determines the optimality criterion in our RL framework, significantly influences the outcome of the simulations. A policy minimizing the loss species based on their commercial value (such as timber price) tends to sacrifice more species in order to prioritize the protection of fewer, highly valuable ones. This policy, while efficiently reducing the loss of cumulative value, decreases species losses decrease by only 10.9% compared with the random baseline (Supplementary Table 3). Thus, a policy targeting exclusively the preservation of species with high economic value may have a strongly negative impact on the total protected species richness, phylogenetic diversity and even amount of protected area, compared with a policy minimizing species loss (Fig. 3a).

A policy that maximizes protected area results in a 27.6% increase in number of protected cells, by selecting those cheapest to buy; however, it leads to substantial losses in species
numbers, value and phylogenetic diversity, which are considerably worse than the random baseline, by resulting in 13.6% more species losses on average (Supplementary Table 3). The decreased performance in terms of preventing extinctions is even more pronounced when compared with a policy minimizing species loss (Fig. 3b).

As expected, the reliability for optimizations on economic value and total protected area is high for the respective policy objectives, but result in highly inconsistent outcomes in terms of preventing species extinctions, with biodiversity losses not significantly different from those of the random baseline policy (Supplementary Table 3).

**Winners and losers**

Focusing on the policy developed under Full Recurrent Monitoring and optimized on reducing species loss, we explored the properties of species that survived in comparison with those that went extinct, despite optimal area protection. Species that went extinct are characterized by relatively small initial range, small populations and intermediate or low resilience to disturbance (Fig. 4a). In contrast, species that survived have either low resilience but widespread ranges and high population sizes, or high resilience with small ranges and population sizes.

We further assessed what characterize the grid cells that are selected for protection by the optimized policy. The cumulative number of species included in these cells is significantly higher than the cumulative species richness across a random set of cells of equal area (Fig. 4b). Thus, the model learns to protect a diversity of species assemblages to minimize species loss. Interestingly, the cells selected for protection did not include only areas with the highest species richness (Fig. 4c).

**Benchmarking through simulations**

We evaluated our simulation framework by comparing its performance in optimizing policies against the current state-of-the-art tool for conservation prioritization, Marxan\(^\text{23}\). The methods differ conceptually in that, while CAPTAIN is explicitly designed to minimize loss (e.g., local species extinction) within the constraints of a limited budget, Marxan’s default algorithms minimize the cost of reaching a conservation target (e.g., protecting at least 10% of all species ranges). Additionally, Marxan is typically used to optimize the placement of protected units in a single step, while CAPTAIN places the protection units across different time steps.

To compare the two models, we set up all Marxan analyses with an explicit budget constraint, following other tailored implementations\(^\text{15,33}\) (see Methods). In a first comparison, we tested a protection policy in which all protection units (within a predefined budget) are established in one step. To this end, we trained an additional model in CAPTAIN based on a Full Initial Monitoring and on a policy in which all budget for protection is spent in one step. The analysis of 250 simulations shows that CAPTAIN outperforms Marxan in 64% of the cases with an average improvement in terms of prevented species loss of 9.2% (Fig. 5).
In a second comparison, we used CAPTAIN with Full Recurrent Monitoring and allowed the establishment of a single protection unit per time step for both programs (see Methods). Under this setting, our model outperforms Marxan in 77.2% of the simulations with an average reduction of species loss of 18.5% (Fig. 5).

**Empirical applications**

To demonstrate the applicability of our framework and its scalability to large real-world tasks, we analyzed a Madagascar biodiversity dataset recently used in a systematic conservation planning experiment\(^3^4\) under Marxan\(^2^3\). The dataset included 22,394 protection units (5 x 5 km) and presence-absence data for 1,517 endemic tree species. The cost of area protection was set proportional to anthropogenic disturbance across cells, as in the original publication\(^3^4\) (see Methods for more details; Supplementary Fig. 5).

We analyzed the data assuming a Full Initial Monitoring in a static setting where all protection units were placed in one step. We limited the budget to an amount that allows the protection of at most 10% of the units (or fewer if expensive units are chosen) and set the target of preserving at least 10% of the species’ potential range within protected units. We repeated the Marxan analyses with a Boundary Length Multiplier (which penalizes the placement of many isolated protection units in favour of larger contiguous areas; BLM = 0.1 as in\(^3^4\) and without it (BLM = 0 for comparability to CAPTAIN that does not include that feature).

The solutions found in CAPTAIN consistently outperform those obtained from Marxan. Within the budget constraints, CAPTAIN solutions meet the target of protecting 10% of the range for all species in 68% of the replicates, while only up to 2% of the Marxan results reach that target (Supplementary Table 4). Additionally, in CAPTAIN a median of 22% of each species range is found within protected units, thus well above the set target of 10% and the 14% median protected range achieved with Marxan (Fig. 6c-d, Supplementary Fig. 6c-d). Importantly, CAPTAIN is able to identify priority areas for conservation at higher and therefore more interpretable spatial resolution (Fig. 6b, Supplementary Fig. 6b).

**Discussion**

We presented a new framework to optimize dynamic conservation policies using reinforcement learning and evaluate their biodiversity outcome through simulations.

**Data gathering and monitoring**

Our finding that even simple data (presence/absence of species) is sufficient to inform effective policies (Fig. 2, Supplementary Table 3) is noteworthy because the information it requires is already available for many regions and taxonomic groups, and could be further complemented by modern technologies such as remote sensing and environmental DNA, and for accessible locations also citizen science\(^3^5\) in cost-efficient ways (Supplementary Box 2).

The reason why single biodiversity assessments and area protection are often suboptimal is that they ignore the temporal dynamics caused by disturbances, population and range changes – all of which are likely to change through time in real-world situations. While
some systems may remain largely static over decades (e.g., tree species in old-growth forests), others may change drastically (e.g., alpine meadows or shallow-sea communities, where species shift their ranges rapidly in response to climatic and anthropogenic pressures); all such parameters can be tuned in our simulated system and accounted for in training the models through RL. Since current methodologies for systematic conservation planning are static – relying on a similar initial data gathering as modelled here – this means their recommendations for area protection may be less reliable.

Optimization trade-offs

Our results indicate clear trade-offs, meaning that optimizing one value can be at the cost of another (Fig. 3, Supplementary Table 3). In particular, our finding that maximizing total protected area can lead to substantial species loss is of urgent relevance, given that total protected area has been at the core of previous international targets for biodiversity (such as Aichi; https://www.cbd.int/sp/targets), and remains a key focus under the new post-2020 Global Biodiversity Framework under the Convention on Biological Diversity. Focusing on quantity (area protected) rather than quality (actual biodiversity protected) could inadvertently support political pressure for ‘residual’ reservation36,37 – the selection of new protected areas on land and at sea that are unsuitable for extractive activities, which may reduce costs and risks for conflicts but are likely suboptimal for biodiversity conservation. Our trade-off analyses imply that economic value and total protected area should not be used as surrogates for biodiversity protection.

Learning from the models

Examination of our results reveals that, perhaps contrary to intuition, protected areas should not be primarily chosen based on high species richness (a ‘naive’ conservation target; Fig. 4). Instead, these simulations indicate that protected cells should span a range of areas with intermediate to high species richness, reflecting known differences among ecosystems or across environmental gradients. Such selection is more likely to increase protection complementarity for multiple species, a key factor incorporated by our software and some others10,23,38.

Applications and prospects

Our successful benchmarking against random, naive, and Marxan-optimized solutions indicate that CAPTAIN has potential as a useful tool for informing on-the-ground decisions by landowners and policymakers. Models trained through simulations in CAPTAIN can be readily applied to available empirical datasets.

In our experiments, CAPTAIN solutions outperform Marxan, even when based on the same input data, as in the example of Malagasy trees. Our simulations show that further improvement is expected when additional data describing the state of the system is used, and when the protection policy is developed over time, rather than in a single step. These findings indicate that our AI parametric approach can i) more efficiently use the available information of species distribution and ii) more easily integrate multidimensional and time-varying biodiversity data. As the number of standardized high-resolution biological datasets is increasing (e.g.,39), thanks to new and cost-effective monitoring technologies
(Supplementary Box 2), our approach offers a future-proof tool for research, conservation and sustainable use of natural resources. Our model can be easily expanded and adapted to almost any empirical dataset and to incorporate additional variables, such as functional diversity and more sophisticated measures of economic value. Similarly, the flexibility of our AI approach allows for the design of custom policy objectives, such as optimizing carbon sequestration and storage.

In contrast to many short-lived decisions by governments, the selection of which areas in a country’s territory should be protected will have long-term repercussions. Protecting the right areas, or developing sustainable models of using biodiversity without putting species at risk, will help safeguard natural assets and their contributions for the future. Choosing suboptimal areas for protection, by contrast, could not only waste public funding but also lead to the loss of species, phylogenetic diversity, socio-economic value and ecological functions. AI techniques should not replace human judgment, and ultimately investment decisions will be based on more than just the parameters implemented in our models, including careful consideration of people’s manifold interactions with nature\textsuperscript{1,8}. It is also crucial to recognize the importance of ensuring the right conditions required for effective conservation of protected areas in the long term\textsuperscript{40,41}. However, it is now time to acknowledge that the sheer complexity of socio-biological systems, multiplied by the increasing disturbances in a changing world, cannot be fully grasped by the human mind. As we progress in what many are calling the most decisive decade for nature\textsuperscript{9,42}, we must take advantage of powerful tools that help us steward the planet’s remaining ecosystems in sustainable ways – for the benefit of people and all life on Earth.

**Methods**

**A biodiversity simulation framework**

We developed a simulation framework modelling biodiversity loss to optimize and validate conservation policies (in this context, decisions about data gathering and area protection across a landscape) using a reinforcement learning algorithm. We implemented a spatially explicit individual-based simulation to assess future biodiversity changes based on natural processes of mortality, replacement, and dispersal. Our framework also incorporates anthropogenic processes such as habitat modifications, selective removal of a species, rapid climate change, and existing conservation efforts. The simulation can include thousands of species and millions of individuals and track population sizes and species distributions and how they are affected by anthropogenic activity and climate change (for a detailed description of the model and its parameters see Supplementary Methods and Supplementary Table 1).

In our model, anthropogenic disturbance has the effect of altering the natural mortality rates on a species-specific level, which depends on the sensitivity of the species. It also affects the total number of individuals (the carrying capacity) of any species that can inhabit a spatial unit. Because sensitivity to disturbance differs among species, the relative abundance of species in each cell changes after adding disturbance and upon reaching the new equilibrium. The effect of climate change is modelled as locally affecting the mortality of individuals based on species-specific climatic tolerances. As a result, more tolerant or
warmer-adapted species will tend to replace sensitive species in a warming environment, thus inducing range shifts, contraction, or expansion across species depending on their climatic tolerance and dispersal ability.

We use time-forward simulations of biodiversity in time and space, with increasing anthropogenic disturbance through time to optimize conservation policies and assess their performance. Along with a representation of the natural and anthropogenic evolution of the system, our framework includes an agent (i.e., the policy maker) taking two types of actions: 1) monitoring, which provides information about the current state of biodiversity of the system, and 2) protecting, which uses that information to select areas for protection from anthropogenic disturbance. The monitoring policy defines the level of detail and temporal resolution of biodiversity surveys. At a minimal level, these include species lists for each cell, whereas more detailed surveys provide counts of population sizes for each species. The protection policy is informed by the results of monitoring and selects protected areas in which further anthropogenic disturbance is maintained at an arbitrarily low value (Fig. 1). Because the total number of areas that can be protected is limited by a finite budget, we use a reinforcement learning algorithm to optimize how to perform the protect actions based on the information provided by monitoring, such that it minimizes species loss or other criteria depending on the policy.

We provide a full description of the simulation system in the Supplementary Methods. In the sections below we present the optimization algorithm, describe the experiments carried out to validate our framework, and demonstrate its use with an empirical dataset.

Conservation planning within a reinforcement learning framework

We use reinforcement learning to optimize a conservation policy under a pre-defined policy objective (e.g., to minimize the loss of biodiversity or maximize the extent of protected area). The CAPTAIN framework includes a space of actions, namely monitoring and protecting, that are optimized to maximize a reward $R$. The reward defines the optimality criterion of the simulation and can be quantified as the cumulative value of species that do not go extinct throughout the time frame evaluated in the simulation. If the value is set equal across all species, the reinforcement learning algorithm will minimize overall species extinctions. However, different definitions of value can be used to minimize loss based on evolutionary distinctiveness of species (e.g., minimizing phylogenetic diversity loss), or their ecosystem or economic value. Alternatively, the reward can be set equal to the amount of protected area, in which case the RL algorithm maximizes the number of cells protected from disturbance, regardless of which species occur there. The amount of area that can be protected through the protecting action is determined by a budget $B_t$ and by the cost of protection $C_t$, which can vary across cells and through time.

The granularity of monitoring and protection actions is based on spatial units that may include one or more cells and which we define as the protection units. In our system, protection units are adjacent, non-overlapping areas of equal size (Fig. 1), which can be protected at a cost that cumulates the costs of all cells included in the unit.
The monitoring action collects information within each protection unit about the state of the system, which includes species abundances and geographic distribution,

\[ S_t = \{H_t, D_t, F_t, T_t, C_t, P_t, B_t\} \]  

(1)

We define as feature extraction the result of a function \( X(S_t) \), which returns for each protection unit a set of features summarizing the state of the system in the unit. The number and selection of features (Supplementary Table 2) depends on the monitoring policy (\( \pi_X \)), which is decided a priori in the simulation. A predefined monitoring policy also determines the temporal frequency of this action throughout the simulation, e.g. only at the first time step or repeated at each time step. The features extracted for each unit represent the input upon which a protect action can take place, if the budget allows for it, following a protection policy \( \pi_Y \). These features (listed in Supplementary Table 2) include the number of species which are not already protected in other units, the number of rare species, and the cost of the unit relative to the remaining budget. Different subsets of these features are used depending on the monitoring policy and on the optimality criterion of the protection policy (\( \pi_Y \)).

We do not assume species-specific sensitivities to disturbance (\( d_s, f_s \)) to be known features, since a precise estimation of these parameters in an empirical case would require targeted experiments, which we consider unfeasible across a large number of species. Instead, species-specific sensitivities can be learned from the system through the observation of changes in relative abundances of species (\( x_3 \) in Supplementary Table 2). The features tested across different policies are specified in the subsection Experiments below and in the Supplementary Methods.

The protect action selects a protection unit, and resets the disturbance in the included cells to an arbitrarily low level. A protected unit is also immune from future anthropogenic disturbance increases, while protection does not prevent climate change in the unit. The model can include a buffer area along the perimeter of a protected unit, in which the level of protection is lower compared to the centre, to mimic the generally negative edge effects in protected areas (e.g., higher vulnerability to extreme weather). While protecting a disturbed area theoretically allows it to return to its initial biodiversity levels, population growth and species composition of the protected area will still be controlled by the death-replacement-dispersal processes described above, as well as the state of neighbouring areas. Thus, protecting an area that has already undergone biodiversity loss may not result in the restoration of its original biodiversity levels.

The protect action has a cost determined by the cumulative cost of all cells in the selected protection unit. The cost of protection can be set equal across all cells and constant thorough time. Alternatively, it can be defined as a function of the current level of anthropogenic disturbance in the cell. The cost of each protection action is taken from a predetermined finite budget and a unit can be protected only if the remaining budget allows it.
Policy definition and optimization algorithm

We frame the optimization problem as a stochastic control problem where the state of the system $S_t$ evolves through time as described in the section above (see also Supplementary Methods), but it is also influenced by a set of discrete actions determined by the protection policy $\pi_Y$. The protection policy is a probabilistic policy: for a given set of policy parameters and an input state, the policy outputs an array of probabilities associated to all possible protect actions. While optimizing the model we extract actions according to the probabilities produced by the policy to make sure that we explore the space of actions. When we run experiments with a fixed policy instead, we choose the action with highest probability. The input state is transformed by the feature extraction function $X(S_t)$ defined by the monitoring policy and the features are mapped to a probability through a neural network with architecture described below.

In our simulations we fix $\pi_X$, thus pre-defining the frequency of monitoring (e.g. at each time step or only at the first time step) and the amount of information produced by $X(S_t)$ and we optimize $\pi_Y$, which determines how to best use the available budget to maximize the reward. Each action has cost, defined by the function $\text{Cost}(A, S_t)$, which here we set to a constant for monitoring and equal across all monitoring policies. The cost of the protect action is instead set to the cumulative cost of all cells in the selected protection unit. In the simulations presented here, unless otherwise specified, the protection policy can only add one protected unit at each time step, if the budget allows, i.e. if $\text{Cost}(Y, S_t) < B_t$.

The protection policy is parametrized as a feed forward neural network with a hidden layer using a ReLU activation function (Eq. 3) and an output layer using a softMax function (Eq. 5). The input of the neural network is a matrix of $J$ features extracted through the most recent monitoring across $U$ protection units. The output, of size $U$, is a vector of probabilities which provides the basis to select a unit for protection. The hidden layer $h^{(1)}$ is a matrix $J \times L_1$

$$h^{(1)}_{nl1} = g\left(\sum_j x_{nj} W^{(1)}_{fj1}\right)$$

(2)

where

$$g(x) = \max(0, x)$$

(3)

is the ReLU activation function and the matrix $W^{(1)}$ is the matrix of coefficients we are optimizing. Additional hidden layers can be added to the model between the input and the output layer. The output layer takes the $h^{(1)}$ as input and gives an $N$ vector as output:

$$h^{(2)}_n = \sigma\left(\sum_{l1} h^{(1)}_{nl1} W^{(2)}_{l1}\right)$$

(4)

with $\sigma$ a softMax function.
\[ \sigma(x) = \frac{\exp(x_i)}{\sum_j \exp(x_j)} \]  

We interpret the output vector of \( N \) variables as the probability of protecting the cell \( n \).

This architecture implements parameter sharing across all protection units when connecting the input nodes to the hidden layer; this reduces the dimensionality of the problem at the cost of losing some spatial information, which we encode in the feature extraction function. The natural next step would be to use a convolutional layer to discover relevant shape and space features instead of using a feature extraction function. To define a baseline for comparisons in the experiments described below, we also define a random protect policy, \( \pi \), which sets a uniform probability to protect units that have not yet been protected. This policy does not include any trainable parameter and relies on feature \( x_6 \) (an indicator variable for protected units) to randomly select the proposed unit for protection.

The optimization algorithm implemented in CAPTAIN optimizes the parameters of a neural network such that they maximize the expected reward resulting from the protect actions. To this aim, we implemented combination of standard algorithms, using a genetic strategies algorithm\(^44\) and incorporating aspects of classical Policy Gradient methods such as an Advantage function\(^45\). Specifically, our algorithm is an implementation of the Parallelized Evolution Strategies\(^44\), in which two phases are repeated across several iterations (hereafter: epochs) until convergence. In the first phase the policy parameters are randomly perturbed and then evaluated by running one full episode of the environment, i.e. a full simulation with the system evolving for a predefined number of steps. In the second phase the results from different runs are combined and the parameters updated following a stochastic gradient estimate\(^44\). We perform several runs in parallel on different workers (e.g. CPUs) and aggregate the results before updating the parameters. To improve the convergence we follow the standard approach used in policy optimization algorithms\(^45\), where the parameter update is linked to an advantage function \( A \) as opposed to the return alone (Eq. 6). Our advantage function measures the improvement of the running reward (weighted average of rewards across different epochs) with respect to the last reward. Thus, our algorithm optimizes a policy without the need to compute gradients and allowing for easy parallelization. Each epoch in our algorithm works as:

\begin{verbatim}
for every worker \( p \) do
    \( \epsilon_p \leftarrow N(0, \sigma) \) with diagonal covariance and dimension \( W + M \)
    for \( t = 1, \ldots, T \) do
        \( R_t \leftarrow R_{t-1} + r(\theta + \epsilon_p) \)
    end for
end for

\( R \leftarrow \) average of \( R_T \) across workers
\end{verbatim}
\[ \begin{align*}
R_e & \leftarrow \alpha R + (1 - \alpha)R_{e-1} \\
& \text{for every coefficient } \theta \text{ in } W + M \text{ do} \\
\theta & \leftarrow \theta + \lambda A(R_e, R_T, \epsilon) \\
& \text{end for}
\end{align*} \]

where \( R \) is the cumulative reward over \( T \) time steps, \( \lambda = 0.1 \) is a learning rate, and \( A \) is an advantage function defined as the average of final reward increments with respect to the running average reward \( R_e \) on every worker \( p \) weighted by the corresponding noise \( \epsilon_p \):

\[
A(R_e, R_T, \epsilon) = \frac{1}{P} \sum_p (R_e - R_T^p) \epsilon_p.
\]

(6)

**Experiments**

We used our CAPTAIN framework to explore the properties of our model and the effect of different policies through simulations. Specifically, we ran three sets of experiments. The first set aimed at assessing the effectiveness of different policies optimized to minimize species loss, based on different monitoring strategies. We ran a second set of simulations to determine how policies optimized to minimize value loss or maximize the amount of protected area may impact species loss. Finally, we compared the performance of CAPTAIN models against that of a state-of-the-art method for conservation planning (Marxan\textsuperscript{25}).

A detailed description of the settings we used in our experiments is provided in the Supplementary Methods. Additionally, all scripts used to run CAPTAIN and Marxan analyses are provided as Supplementary information.

**Analysis of Madagascar endemic tree diversity**

We analyzed a recently published\textsuperscript{34} dataset of 1,517 tree species endemic to Madagascar, for which presence-absence data had been approximated through species distribution models across 22,394 units of 5 × 5 km spanning the entire country (Supplementary Fig. 5a). Their analyses included a spatial quantification of threats affecting the local conservation of species and assumed the cost of each protection unit as proportional to its level of threat (Supplementary Fig. 5b), similarly to how our CAPTAIN framework models protection costs as proportional to anthropogenic disturbance.

We re-analyzed these data within a limited budget allowing for a maximum of 10% of the units with the lowest cost to be protected (i.e. 2,239 units). This figure can actually be lower if the optimized solution includes units with higher cost. We did not include temporal dynamics in our analysis, instead choosing to simply monitor the system once to generate the features used by CAPTAIN and Marxan to place the protected units. Since the dataset did not include abundance data, the features only included species presence/absence information in each unit and the cost of the unit. Since the presence of a species in the input data represents a theoretical expectation based on species distribution modeling, it does not consider the fact that strong anthropogenic pressure on a unit (e.g., clearing a forest) might result in the local disappearance of some of the species. We therefore considered the
potential effect of disturbance in the monitoring step. Specifically, in the absence of more detailed data about the actual presence or absence of species, we initialized the sensitivity of each species to anthropogenic disturbance as $d_s \sim \mathcal{U}(0, 1)$ and we modelled the presence of a species ($s$) in a unit ($c$) as a random draw from a binomial distribution with a parameter set equal to $p_{sc} = 1 - d_s \times D^c$, where $D^c \in [0, 1]$ is the disturbance (or “threat” sensu Carrasco et al.\cite{34}) in the unit. Under this approach, most of the species expected to live in a unit are considered to be present if the unit is undisturbed. Conversely, many (especially sensitive) species are assumed to be absent from units with high anthropogenic disturbance. This resampled diversity was used for feature extraction in the monitoring steps (Fig. 1c) While this approach is an approximation of how species might respond to anthropogenic pressure, the use of additional empirical data on species specific sensitivity to disturbance can provide a more realistic input in the CAPTAIN analysis.

We repeated this random resampling 50 times and analyzed the resulting biodiversity data in CAPTAIN using the One-time protection model, trained through simulations in the experiments described in the previous section and in the Supplementary Methods. We note that it is possible, and perhaps desirable, in principle to train a new model specifically for this empirical dataset or at least fine-tune an model pre-trained through simulations (a technique known as transfer learning), for instance using historical time series and future projections of land use and climate change. Yet, our experiment shows that even a model trained solely using simulated datasets can be successfully applied to empirical data. Following Carrasco et al.\cite{34}, we set as the target of our policy to protect at least 10% of each species range. To achieve this in CAPTAIN we modified the monitoring action such that a species is counted as protected only when at least 10% of its range falls within already protected units. We ran the CAPTAIN analysis for a single step, which in which all protection units are established.

We analyzed the same resampled datasets using Marxan with the initial budget used in the CAPTAIN analyses and under two configurations. First we used a boundary length multiplier ($BLM = 0.1$), to penalize the establishment of non adjacent protected units following the settings used in Carrasco et al.\cite{38}. After some testing, as suggested in Marxan’s manual\cite{46}, we set penalties on exceeding the budget, such that the cost of the optimized results indeed does not exceed the total budget ($THRESHPEN1 = 500$, $THRESHPEN2 = 10$). For each resampled dataset we ran 100 optimizations (with settings: $NUMTNS = 1,000,000$; $STARTTEMP = -1$; $NUMTEMP = 10000$) and used the best among them as the final result. Second, since the boundary length multiplier adds a constraint that does not have a direct equivalent in the CAPTAIN model, we also repeated the analyses without it ($BLM = 0$) for comparison.

To assess the performance of CAPTAIN and compare it with that of Marxan, we computed the fraction of replicates in which the target was met for all species, the average number of species for which the target was missed, and the number of protected units (Supplementary Table 4). We also calculated the fraction of each species range included in protected units to compare it with the target of 10% (Fig. 6c-d; Supplementary Fig. 6c-d). Finally, we
calculated the frequency at which each unit was selected for protection across the 50 resampled datasets as a measure of its relative importance (priority) in the conservation plan.
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Fig. 1 | The CAPTAIN reinforcement learning framework

a, A simulated system – which could be the equivalent to a country state, an island or a large coral reef – consists of a number of cells, each with a number of individuals of various species. Once a protection unit is identified and protected, its human-driven disturbance (e.g., forest loggings or sea trawling) will immediately reduce to an arbitrarily low level, except for the well-known edge effect\(^3\) characterized by intermediate levels of disturbance. All simulation settings are provided with initial default values but are fully customizable (see Supplementary Tables 1–2). Simulated systems evolve through time (b), and are used to optimize a conservation policy using RL (c). After training the model, the optimized policy can be used to evaluate the model performance based on simulated or empirical data. In empirical, the simulated system is replaced with available biodiversity and disturbance data. b-c, Analysis flowchart integrating simulations and AI modules to maximize selected outcomes (e.g., species richness). b, System evolution between two points in time, in relation to six variables: species richness, population density, economic value, phylogenetic diversity, anthropogenic disturbance, climate and species-rank abundance (see www.captain-
project.net for a time-lapse video depicting these and additional variables. Biodiversity features (species presence per protection unit at a minimum, plus their abundance under Full Monitoring schemes as defined here; see Methods and Supplementary Box 2 for advances in data-gathering approaches) are extracted from the system at regular steps, which are then fed into a neural network that learns from the system’s evolution to identify conservation policies that maximize a reward, such as protection of the maximum species diversity within a fixed budget.
Fig. 2 |. Impact of monitoring strategies on biodiversity protection

a-c, Outcome of policies designed to minimize species loss based on different monitoring strategies: a, Full Recurrent Monitoring (of species presence and abundance at each time step); b, Citizen science Recurrent Monitoring (limited to species presence/absence with some error at each time step); c, Full Initial Monitoring (species presence and abundance only at initial time). The blue polygons show the reduced loss of species, total protected area, accumulated species values and phylogenetic diversity between a random protection policy (grey shaded area) and models optimized by CAPTAIN. All results are averaged across 250 simulations, with more details shown in Supplementary Table 3. Each simulation was based on the same budget and resolution of the protection units (5x5 cells) but differed in their initial natural system (species distributions, abundances, tolerances, phylogenetic relationships) and in the dynamics of climate change and disturbance patterns.
Fig. 3 | Trade-offs in conservation outcomes in relation to policy objectives

The plots show the outcome (averaged across 250 simulations) of different policy objectives based on Full Recurrent Monitoring. The policies were designed to  

a, minimize value loss and  
b, maximize the amount of protected area. The radial axis shows the percentage change compared with the baseline random policy, while the dashed grey polygons show the outcome of a policy with Full Recurrent Monitoring optimized to minimize biodiversity loss (Fig. 2a).
Fig. 4 | Summary statistics for one simulation optimized to reduce species loss and informed through Full Recurrent Monitoring

a, Living or surviving (blue circles) and locally extinct (red circles) species after a simulation of 30 time-steps with increasing disturbance and climate change. The X and Y axes show the initial range size and population size of the species (log10 transformed) and the size of the circles is proportional to the resilience of each species to anthropogenic disturbance and climate change, with smaller circles representing more sensitive species.

b, Cumulative number of species encompassed in the ten protected units (5x5 cells) selected based on a policy optimized to minimize species loss. The grey density plot shows the expected distribution from 10,000 random draws, the purple shaded area shows the expected distribution when protected units are selected ‘naively’ (here, randomly chosen among the top 20 most diverse ones), while the dashed red line indicates the number of species included in the units selected by the optimized CAPTAIN policy, which is higher than in all the random draws. The optimized policy learned to maximize the total number of species included in protected units, thus accounting for their complementarity. Note that fewer species survived (421) in this simulation compared to how many were included in protected areas (447). This discrepancy is due to the effect of climate change, in which area protection does not play a role (Supplementary Animation 1).

c, Species richness across the 100 protection units included in the area (blue), ten of which were selected to be protected (orange). The plot shows that the protection policy does not exclusively target units with the highest diversity.
Fig. 5 | Benchmarking of CAPTAIN through simulations

The violin plots show the distribution of species loss outcomes across 250 simulations run under different monitoring policies based on the CAPTAIN framework developed here and on Marxan\textsuperscript{23}. Species loss is expressed as a percentage of the total initial number of species in the simulated systems. See text for details of the analyses.
Fig. 6 | Empirical validation of CAPTAIN.
The maps show a ranking of priority areas for protection across Madagascar based on the distribution of endemic trees based on a limited budget allowing for up to 10% of protected area overall. The color scale is proportional to the relative importance of each protected unit measured as the frequency at which it was included in the optimized solution. a, protection units identified through Marxan optimizations (with BLM = 0.1, as in Carrasco et al.34); b, equivalent CAPTAIN results based on a Full Initial Monitoring policy; c–d, histograms of the fraction of species ranges included in the protected units calculated for each species. The red dashed lines indicate the 10% threshold set as the target of the policy. Orange bars show species whose protection did not meet the target.