EXISTENCE OF PROPAGATORS FOR TIME DEPENDENT COULOMB-LIKE POTENTIALS
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ABSTRACT. We prove existence of propagators for a time dependent Schrödinger equation with a new class of softened Coulomb potentials, which we allow to be time dependent, in the context of time dependent density functional theory. We compute explicitly the Fourier transform of these new potentials, and provide an alternative proof for the Fourier transform of the Coulomb potential using distribution theory. Finally we show the new potentials are dilatation analytic, and so the spectrum of the corresponding Hamiltonian can be fully characterized.

1. Introduction

The classical Coulomb potential \(V(x) = |x|^{-1}\) for \(x \in \mathbb{R}^3\) is one of the most fundamental potentials in electronic structure theory since it describes the interaction between electron and proton for the Hydrogen atom. It can easily be extended to many electron systems by considering the electron repulsion term

\[\sum_{j<k} \frac{1}{|x_j - x_k|}.\]

The difficulty surrounding this potential in practice is its singular behavior at the origin. In the past, the singularity has been smoothed out by multiplying by a \(C^\infty\)
radial function. One can then recover the classical Coulomb potential as a limiting case of the smoothed out potentials. Motivated by the Runge-Gross Theorem [13] in Time Dependent Density Functional Theory (TDDFT) where singular time dependent potentials naturally arise, we study a new class of smoothed out Coulomb potentials that “behave well” at the origin. Namely, these potentials are $C^\infty$ radial functions whose derivatives of every order vanish at the origin. Such a property should be satisfied by a potential if one hopes to prove a Runge-Gross type theorem (see Section 2), at least via the existing proof techniques.

We employ time dependent perturbation theory to obtain existence of propagators. This is not a new method; rather, its mathematical foundations can be found in the seminal work [14, and has numerous applications (such as computing radiative lifetimes of excited states of various atoms). By using this technique we allow the nuclei to move in time, which is where the explicit time dependence for us arises. Additionally, time dependent perturbation theory arises in density functional theory [10, Chapter 10], for instance to derive better approximations of certain exchange correlation functionals; thus there is a natural connection between the two. A nice review of the fundamentals of TDDFT can be found in [9].

Furthermore, the propagator we construct to prove existence of solutions to an appropriate Schrödinger equation is done by using the so-called Dyson series. We find this quite practical, as this series can be used to calculate various transition probabilities. Additionally, our propagator is constructed in such a way so that the wavefunction stays in the domain of the quantum harmonic oscillator for all positive time.

A number of recent results address singular potentials, both time independent and time dependent, but their singular nature often causes tremendous difficulty. For instance, propagators are constructed in [20] for a time dependent Schrödinger equation via Strichartz estimates, but with particles subject to external fields. These results unfortunately do not include the time dependent potentials studied here. It is our hope that through the potentials introduced in this article, more rigorous analysis (spectral analysis of the time dependent Hamiltonian, regularity and smoothing properties of the propagators, etc.) can be done in the context of TDDFT, with an eye of improving the classical Runge-Gross Theorem.

The outline of this article is as follows. In Section 2 we give the necessary background and introduce the new class of potentials in (2.8). Then in Section 3 we state and prove the main theorem for the Hydrogen atom. This is extended in a natural way to a $N$ particle, $M$ nuclei setting in Section 4. In Section 5 we compute the Fourier transform of the new potential, and show that in an appropriate limit one recovers the Fourier transform of the classical Coulomb potential. Finally, in Section 6 we show that the new class of potentials introduced here are dilatation analytic, and so the spectrum of the corresponding Hamiltonian can be completely characterized.
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2. Background and Setup

For a general non-relativistic $N$ particle system, the measure $dx = dx_1 \cdots dx_N$ will always denote Lebesgue measure in $\mathbb{R}^{3N}$ since we take $x_j \in \mathbb{R}^3$ for $1 \leq j \leq N$. We frequently write $x = (x_1, ..., x_n)$ as a general element of $\mathbb{R}^n$. Recall that for $1 \leq p < \infty$,

$$L^p(\mathbb{R}^{3N}) = \left\{ \psi : \left( \int_{\mathbb{R}^{3N}} |\psi(x_1, .., x_N)|^p dx \right)^{1/p} < +\infty \right\}.$$  

The space of square integrable functions on $\mathbb{R}^{3N}$ is $L^2(\mathbb{R}^{3N})$.

If $1 \leq p, q \leq \infty$, a function $f$ is said to belong to $L^p(\mathbb{R}^{3N}) + L^q(\mathbb{R}^{3N})$ if there exists $f_1 \in L^p(\mathbb{R}^{3N})$ and $f_2 \in L^q(\mathbb{R}^{3N})$ such that $f = f_1 + f_2$. Recall that $L^\infty(\Omega)$ denotes the set of functions on some space $\Omega$ which are bounded almost everywhere. We denote by $B_r(x)$ the ball centered at $x$ of radius $r$ in $\mathbb{R}^n$, i.e. $B_r(x) = \{ y \in \mathbb{R}^n : |y - x| < r \}$. A function $V$ is said to belong to the class $C^k$ if all $k$ space derivatives of $V$ exist and are continuous. Given a function $V \in L^2(\mathbb{R}^{3N})$, any derivative of $V$ must be understood in the sense of distributions (see Section 5.1 for more details).

We will also need the notion of the domain of an operator. To this end, suppose $H$ is a Hilbert space. An unbounded operator $A$ is an operator defined on a subset $\mathcal{D}(A) \subset H$ called its domain. In general $\mathcal{D}(A) \neq H$. In fact, it is well known that $\mathcal{D}(A) = H$ if and only if $A$ is bounded. In the quantum mechanical setting that follows, the operator $A$ will generally be a Hamiltonian, which most of the time is unbounded, so its domain needs to be specified. The adjoint of an unbounded operator is well-defined, provided its domain is dense in the Hilbert space. In particular, $A : \mathcal{D}(A) \subset H \rightarrow H$ is said to be self-adjoint provided $\mathcal{D}(A) = \mathcal{D}(A^*)$, where $A^*$ is the adjoint of $A$. Further, $[A, B]$ denotes the commutator of two operators $A, B$ whenever this makes sense: $[A, B] \psi = A(B \psi) - B(A \psi)$.

Finally, recall that a bounded, linear operator $U(t)$ on a Hilbert space $H$ is said to be unitary provided $U(t)U(t)^* = U(t)^*U(t) = I$, where $U(t)^*$ denotes the adjoint of $U(t)$, and $I$ denotes the identity on $H$.

2.1. Density Functional Theory. Consider a general $N$ particle (Fermion or Boson) system, with $M$ nuclei, and with Hamiltonian$^\dagger$

\begin{equation}
H_V(t) := \sum_{j=1}^{N} -\Delta x_j + V_0(x_j) + V(x_j, t) + \sum_{j<k} F(x_j - x_k),
\end{equation}

\begin{itemize}
\item[$\dagger$] For us this will always be with respect to Lebesgue measure.
\item[$\ddagger$] We use atomic units, so that $e^2 = \hbar = m = 1$ so distances are measured in Bohrs and energies in Hartrees.
\end{itemize}
where
\[ \Delta_{x_j} := \frac{\partial^2}{\partial x_{j1}^2} + \frac{\partial^2}{\partial x_{j2}^2} + \frac{\partial^2}{\partial x_{j3}^2} \]
is the Laplacian (kinetic energy operator) acting on particle \( j \), and \( V_0(x_j) \) is a fixed external potential. The function \( F \) is the interaction term between electrons \( j \) and \( k \). Corresponding to \( H_V(t) \) is the time dependent Schrödinger equation
\[
\begin{cases}
\frac{\partial \psi(X, t)}{\partial t} = -iH_V \psi(X, t) \\
\psi(X, 0) = \psi_0(X).
\end{cases}
\]  
(2.2)

Here, \( X = (x_1, ..., x_N) \) and each \( x_j \in \mathbb{R}^3 \). To emphasize our focus on singular potentials, we shall take the fixed external potential to be Coulomb, namely,
\[ V_0(x_j) = -\frac{1}{|x_j|}. \]  
(2.3)

Without the time dependent external potential we write
\[ H_0 = \sum_{j=1}^{N} -\Delta_{x_j} + V_0(x_j) = \sum_{j=1}^{N} -\Delta_{x_j} - \frac{1}{|x_j|} + \sum_{j<k} F(x_j - x_k) \]  
(2.4)

so that the full time dependent Hamiltonian \( H_V(t) \) can be written as a time dependent perturbation of \( H_0 \):
\[ H_V(t) = H_0 + V(t), \]  
(2.5)

where \( V(t) \) denotes multiplication by \( V(x_j, t) \). We focus here on the Hydrogen atom: when \( N = M = 1 \) and \( F \equiv 0 \). In this case the free Hamiltonian is
\[ H_0 = -\Delta - \frac{1}{|x|} \]  
(2.6)

and the full Hamiltonian is
\[ H_V = H_0 + V(x, t) \]  
(2.7)

for some external, time dependent, potential. By the Kato-Rellich Theorem\(^\dagger\) we have that \( H_0 \) is self-adjoint on \( \mathcal{D}(-\Delta) \). The density \( n(x, t) \) of the \( N \) particle solution of \( (2.2) \) is defined\(^\S\) by
\[ n(x, t) = N \int_{\mathbb{R}^{3(N-1)}} |\psi(x, x_2, ..., x_N, t)|^2 dx_2...dx_N. \]

We recall here the classical Runge-Gross uniqueness theorem, which serves as motivation:
\(^\dagger\)See e.g. Theorem X.15 in [11].
\(^\S\)We are ignoring spin coordinates here.
Theorem 2.1 ([13]). Let \( V_j(x,t) \) for \( j = 1, 2 \) be two time analytic potentials, and let \( \psi_j(X,t) \) denote the corresponding solutions of (2.2) with the same initial data \( \psi_0 \). Suppose the \( \psi_j \) are also time analytic. If \( n_1(x,t) = n_2(x,t) \) for all \( t \in [0, t_{\text{max}}) \) and all \( x \in \mathbb{R}^3 \), then
\[
V_1(x,t) = V_2(x,t) + C(t).
\]

A current issue with Theorem 2.1 is the applicability to Coulombic systems, which are of interest in practice. For this reason, we undertake the task of smoothing out a Coulomb potential by introducing a decaying exponential term of the form \( e^{-c/|x|} \) for some constant \( c \). This is done in such a way so as to obtain the classical Coulomb potential in the limit as the parameter \( c \) goes to zero. However, in order to begin such an analysis, one needs to prove existence of continuously differentiable solutions to (2.2) with such softened potentials. The first goal of this article is to construct such solutions via a convergent Neumann series known as the Dyson series.

We treat the nucleus as a classical particle, and allow it to move along a trajectory described by \( r(t) \). To this end, we smooth out the classical Coulomb potential and introduce the potential
\[
V_p(x) = \frac{e^{-c/|x|}}{|x|}
\]
for \( x \in \mathbb{R}^3 \) and \( C > 0 \) a small (arbitrary) constant.

There is a subtle difference between the potentials \( V_p(x) \) and other previously studied softened potentials, such as the Yukawa potentials \( V_Y(x) \) [21] defined by
\[
V_Y(x) = \alpha^2 e^{-c|x|} / |x|,
\]
which can be seen by analyzing their behavior at the origin as well as at infinity. Since the limit of the potentials \( V_p \) and all derivatives of \( V_p \) approach 0 as \( x \) approaches the origin, \( V_p \) and all derivatives have a removable discontinuity at the origin (see Figure 1). So \( V_p \) can be extended to a smooth function on the whole real line, while the Yukawa potentials cannot since they have an infinite discontinuity at the origin. In particular, the partial derivatives of the Yukawa potentials are not bounded. Also, the potentials \( V_p \) have a singularity at infinity, as they are not integrable far from the origin, while the Yukawa potentials are integrable away from the origin in any \( L^p \) space. On the other hand, the Yukawa potentials were shown to be the potential for the strong force between nucleons, and have a very clear physical interpretation. A quick eigenvalue analysis reveals that \( V_Y(x) \) are eigenfunctions of a general radial momentum operator
\[
P = -i\hbar \frac{1}{f(r)} \frac{\partial}{\partial r} f(r)
\]
Figure 1. Plots of the function $V_P(x)$ for various values of the constant $C$.

for appropriate $f(r)$, while the potentials $V_P(x)$ are eigenfunctions of the operator

$$P_1 = r \frac{\partial}{\partial r} r$$

with eigenvalue $C$. We recall next a result which implies that the Yukawa potentials are not smooth enough to be studied in the context of Theorem 2.1.

**Theorem 2.2** (Theorem 5, [4]). Let $V(r)$ be a radial, $C^\infty$ potential that at the origin satisfies

$$\frac{d^k V}{dr^k}(0) = 0 \quad \forall \, k \geq 1.$$

(2.9)

Then the original Runge-Gross method applies.

We should point out what it means exactly to say that this method applies. If (2.9) holds, then the potential $V$ preserves the domain of $H_0^k$ for $k \geq 1$, i.e.

$$\mathcal{D}(H_V^k) = \mathcal{D}(H_0^k) \quad \forall \, k \geq 1$$

In general, since $H_V^k$ will be unbounded, $H_V^k$ needs to be understood in the sense of the functional calculus [12]. The domain preservation means then that one can prove a Runge-Gross uniqueness theorem for the Hydrogen atom ($N = 1$). Notice that the classical Coulomb potential does not satisfy (2.9); hence the need for a smoothed out variant of the classical Coulomb potential.

Now, we immediately see that the Runge-Gross method will not apply with Yukawa potentials. Indeed, we find

$$\frac{dV_Y}{dr} = -e^{-cr}(1 + cr)$$

which does not vanish at the origin, since $c > 0$.

---

\[\text{[Without loss of generality we set } \alpha = 1.\]
However, by induction we have that (2.9) holds for the potentials $V_P(x)$. Thus by Theorem 2.2 we have that

$$\mathcal{D}(H_{V_P}^k) = \mathcal{D}(H_0^k) \quad \forall \ k \geq 1$$

This in particular implies that if we take $V_0(x) = V_P(x)$ (rather than $V_0$ given by (2.3)) and $V(x, t)$ a smooth external potential, then by [4, Theorem 3], a Runge-Gross uniqueness result holds in this setting. However, this is not necessarily the case if $V_0$ is given by (2.3).

To this end, we allow for such singular fixed potentials $V_0$, and we introduce the time dependence into the potentials $V_P(x)$ by setting

$$(2.10) \quad V(x, t) = V_P(x - r(t)).$$

A similar setup of Wüller [19] gives existence of solutions to (2.2) for certain singular time dependent potentials, provided the $N$ particle system is such that $N - 1$ particles can be treated classically, and the last particle quantum mechanically. Our next section is devoted to solving the same equation with external potential given by (2.10).

3. Existence of Solutions for $V_P$

Our main theorem for the Hydrogen atom is:

**Theorem 3.1.** Consider the Hamiltonian (2.7) with $H_0$ given by (2.6) and the external potential given by

$$V(x, t) = V_P(x - r(t)) = e^{-C/|x - r(t)|}$$

with $r(t)$ continuous. Then, there exists a solution to the Schrödinger equation (2.2) with $N = 1$ given by a unitary propagator $U(t, s)$, such that the solution $\psi(t) = U(t, s)\psi_0$ is continuously differentiable in $L^2(\mathbb{R}^3)$ for all $\psi_0 \in \mathcal{D}(H_0) \cap \mathcal{D}(x^2)$ and such that $\psi(t) \in \mathcal{D}(H_0) \cap \mathcal{D}(x^2)$ for $t > 0$.

We mention here that the condition that $\psi_0 \in \mathcal{D}(x^2)$ is not unnatural; rather, most ground state wavefunctions in practice will satisfy this condition inherently. For instance, the ground state wavefunction of Hydrogen is

$$\psi_a(r) = ae^{-r}, \quad r = |x| = \sqrt{x^2 + y^2 + z^2}$$

for some constant $a$. Then we clearly have $\psi_a \in L^2(\mathbb{R}^3)$ but we also have $r^2\psi_a \in L^2(\mathbb{R}^3)$. This can be verified directly by computing the integral in spherical coordinates.

Additionally, only continuity of the nuclear trajectory is required in Theorem 3.1. Hence the path does not need even to be differentiable.
3.1. **Proof of Theorem 3.1.** We will use the following Theorem (which can be found in [17]) to prove Theorem 3.1. First note that

\[ \mathcal{D}(H_0) = \{ \psi \in L^2(\mathbb{R}^3) : \Delta \psi \in L^2(\mathbb{R}^3) \}. \]

Note that in the previous example of the Hydrogen atom, it can be verified directly that \( \psi_a \in \mathcal{D}(H_0) \).

**Theorem 3.2 ([17]).** Let \( \{ V(t) \}_{t \in [0,T]} \) be a family of bounded functions from \( \mathbb{R}^3 \to \mathbb{R} \) such that:

1. \( V(t) \mathcal{D}(H_0) \subset \mathcal{D}(H_0) \) for all \( t \);
2. \( V(t) \) is strongly continuous as a multiplication operator in \( L^2(\mathbb{R}^3) \);
3. For all \( \psi_0 \in Y \), the function \( t \mapsto [H_0, V(t)]\psi_0 \) is continuous in \( L^2(\mathbb{R}^3) \) where \( Y = (\mathcal{D}(H_0 + x^2), \| \cdot \|_Y) \) with \( \| \psi \|_Y^2 = \| (H_0 + x^2)\psi \|^2 + \| \psi \|^2 \).

Then, there exists a unitary propagator \( U(t,s) : Y \to Y \) such that \( \psi_s(t) = U(t,s)\psi_0 \) is continuously differentiable in \( L^2(\mathbb{R}^3) \) for all \( \psi_0 \in Y \) with

\[ \frac{\partial U(t,s)\psi_0}{\partial t} = -iV(t)U(t,s)\psi_0. \]

The propagator from the above theorem is constructed using the so-called Dyson series [11, Theorem X.69]

\[ U(t,s)\phi = 1 + \sum_{j=1}^{\infty} (-i)^j \int_s^t \int_s^{t_1} \cdots \int_s^{t_{j-1}} H(t) \cdots H(t_j)\phi dt_j \cdots dt_1 \]

We proceed now to the

**Proof of Theorem 3.1.** We show that the family \( V(t) \) defined by

\[(V(t))[x] := V_P(x - r(t))\]

satisfies the requirements of the previous theorem. For this it is enough to show that \( V_P : \mathbb{R}^3 \to \mathbb{R} \) is bounded, \( \partial_j V_P \in L^\infty(\mathbb{R}^3) \) for \( 1 \leq j \leq 3 \), and

\[ \Delta V_P \in L^2(\mathbb{R}^3) + L^\infty(\mathbb{R}^3) \]

in the sense of distributions. We check that the derivatives of \( V_P(x) \) with respect to \( x_j \) for \( j = 1,2,3 \) are bounded. First,

\[ \frac{\partial}{\partial x_j} \frac{1}{|x|^3} = \frac{x_j}{|x|^3}. \]

Next, for all \( C > 0 \),

\[ \frac{\partial V_P(x)}{\partial x_j} = \frac{C x_j}{|x|^4} - \frac{e^{-c/|x|} x_j}{|x|^3}. \]

Both summands are in \( L^\infty(\mathbb{R}^3) \) because they are continuous, equal 0 at the origin, and decay to 0 as \( |x| \) tends to \( \infty \). For this reason we also have that \( V_P \in L^\infty(\mathbb{R}^3) \).

\[ \text{See the Lemma on pg. 169 in [19], or just verify directly.} \]
To compute the Laplacian, we simply take one more derivative to what was computed above:

\[
\frac{\partial}{\partial x_j} e^{-C/|x|} \left( \frac{C x_j}{|x|^3} + \frac{x_i}{|x|^2} \right)
\]

\[
= e^{-C/|x|} \left( \frac{C x_j}{|x|^4} + \frac{x_i}{|x|^3} \right) \frac{C x_j}{|x|^2} + e^{-C/|x|} \left( \frac{1}{|x|^2} + \frac{C}{|x|^3} - \frac{2x_j^2}{|x|^4} - \frac{3C x_j^2}{|x|^5} \right)
\]

After summing over \( j \), we see \( \Delta V_p(x) \) is equal to

\[
e^{-C/|x|} \left( \frac{2}{|x|^3} + \frac{2C}{|x|^4} + \frac{C^2}{|x|^5} \right)
\]

Notice that this can be written as a sum of three functions in \( L^2(\mathbb{R}^3) \), since \( |x|^\beta \) is square integrable in \( \mathbb{R}^3 \setminus B_1(0) \) for all \( \beta < -3/2 \), and because \( |x|^\beta e^{-C/|x|} \) is bounded on \( B_1(0) \) for all \( \beta \in \mathbb{R} \).

\[\Box\]

**Remark 3.3.** We point out here the classical result of Kato in [7], which provides another (less constructive) method to establish existence of solutions. This method relies on the Kato-Rellich Theorem, which in one form says that if two operators \( A \) and \( B \) are such that \( A \) is self-adjoint and \( B \) is symmetric and \( A - \text{bounded with bound strictly less than one,} \)

then \( A + B \) is self-adjoint on \( \mathcal{D}(A) \). Recall that \( B \) is said to be \( A \)-bounded with bound \( a \) if for all \( \phi \in \mathcal{D}(A) \), there holds

\[||B\phi|| \leq a||A\phi|| + b||\phi||\]

for some \( b \in \mathbb{R} \). We apply this theorem with the Hamiltonian \( H_V(t) = H_0 + V(t) \) by taking

\( A = -\Delta \) and \( B = V_0(x) - V(x, t) \) with \( V_0 \) given by (2.3) and \( V(x, t) \) given by (2.10). Since \( V(x, t) \) is bounded, we conclude that \( V_0(x) - V(x, t) \) is \( -\Delta \)-bounded with bound strictly smaller than one, and thus

\[\mathcal{D}(H_V(t)) = \mathcal{D}(-\Delta - V_0(x) + V(x, t)) = \mathcal{D}(-\Delta)\]

is in particular independent of time. Then by [7, Theorem 3], a continuously differentiable solution of (2.2) for \( N = 1 \) can be found. However, it is unclear via this result if the solution would remain in the domain of the quantum harmonic oscillator for positive times.

4. A general \( N \) particle System

The setup of the \( N \) particle, \( M \) nuclei problem is as follows. We take

\[
(4.12) V_p(x, t) := -\sum_{m=1}^{M} \frac{Z_m e^{-C/|x_i - r_m(t)|}}{|x_i - r_m(t)|}
\]

**Note that since \( L^2(\mathbb{R}^3) \) is a Banach space, the sum of three \( L^2(\mathbb{R}) \) functions certainly belongs to \( L^2(\mathbb{R}^3) \).**
where $Z_m > 0$ denotes the charge of nucleus $m$, and $x_j \in \mathbb{R}^3$ denotes the position of electron $j$, for $1 \leq j \leq N$. The underlying Hamiltonian takes the form

\[(4.13) \quad H_V(t) = \sum_{j=1}^{N} -\Delta x_j - \frac{1}{|x_j|} + \sum_{1 \leq j < k \leq N} \frac{1}{|x_j - x_k|} - \sum_{m=1}^{M} Z_m W(X - r_m(t))\]

where

$$W(X) = W(x_1, ..., x_N) = \sum_{j=1}^{N} e^{-C/|x_j|}.$$ 

and the term $\sum_{j \neq k} |x_j - x_k|^{-1}$ is the Coulomb interaction between electrons. By Kato’s Theorem \[11, \text{Theorem X.16}\], we have that $H_0$ is essentially self-adjoint on $C_0^\infty(\mathbb{R}^N)$. That is, $H_0$ is densely defined, symmetric, and its closure $\overline{H_0}$ is self-adjoint. We denote the self-adjoint extension again by $H_0$.

In this case we consider the family of operators $\{V(t)\}_{t \in [0, T]}$ such that each $V(t) : \mathbb{R}^{3N} \to \mathbb{R}$ are given by

$$[V(t)](X) = [V(t)](x_1, ..., x_N) = -\sum_{j=1}^{N} \sum_{m=1}^{M} \frac{Z_m e^{-C/|x_j - r_m(t)|}}{|x_j - r_m(t)|}.$$ 

We will show that the family $\{V(t)\}$, as before, satisfies the requirements of Theorem 3.2 now in $\mathbb{R}^{3N}$. It is a straightforward generalization of the proof of Theorem 3.1 that items (1) and (2) hold in $\mathbb{R}^{3N}$. One has to be careful about item (3) in this theorem, however. Instead of considering $\mathcal{D}(H_0 + x^2) = \mathcal{D}(H_0) \cap \mathcal{D}(x^2)$, we have to consider now a general $N$ dimensional quantum harmonic oscillator Hamiltonian $H_0 + \sum_{j=1}^{N} x_j^2$. This has domain

$$\mathcal{D} \left( H_0 + \sum_{j=1}^{N} x_j^2 \right) = \mathcal{D}(H_0) \cap \mathcal{D} \left( \sum_{j=1}^{N} x_j^2 \right) = \mathcal{D}(H_0) \cap \left( \bigcap_{j=1}^{N} \mathcal{D}(x_j^2) \right).$$

This $N$ dimensional quantum harmonic oscillator Hamiltonian, a key tool used in the proof of Theorem 3.2, is self-adjoint on $\mathcal{D}(H_0) = L^2(\mathbb{R}^{3N})$. Thus we have:

**Theorem 4.1.** Consider the Hamiltonian (4.13) as above with potential given by (4.12). Then there exists a solution to the $N$ particle Schrödinger equation (2.2) given by a unitary propagator $U(t, s)$, such that the solution $\psi(t) = U(t, s)\psi_0$ is continuously differentiable in $L^2(\mathbb{R}^{3N})$ for all $\psi_0 \in \mathcal{D}(H_0) \cap \left( \bigcap_{j=1}^{N} \mathcal{D}(x_j^2) \right)$ and such that $\psi(t) \in \mathcal{D}(H_0)$ for $t > 0$.

We end this section by taking a specific ground state wavefunction as we did with the Hydrogen atom. Consider the instance the Helium atom ($N = 2$), which has ground state wavefunction of the form

$$\psi_{He}(r_1, r_2) = k \cdot e^{-(r_1 + r_2)} , \quad r_j = \sqrt{x_j^2 + y_j^2 + z_j^2}, \quad j = 1, 2.$$
for some constant \( k \). Then the operator \( H_0 = -\Delta_1 - \Delta_2 \) where the \( \Delta_j \) denotes the Laplacian acting on particle \( j \). Then,

\[
\mathcal{D}(H_0) = \mathcal{D}(-\Delta_1 - \Delta_2) = \mathcal{D}(-\Delta_1) \cap \mathcal{D}(-\Delta_2)
\]

As in the case of the Hydrogen atom, we see that \( \psi_{He} \in L^2(\mathbb{R}^6) \) which we identify with \( L^2(\mathbb{R}^3) \otimes L^2(\mathbb{R}^3) \). In particular, \( \psi_{He} \in \mathcal{D}(H_0) \cap \mathcal{D}(r_1) \cap \mathcal{D}(r_2) \).

5. Fourier Analysis

In this section we give a rigorous analysis of the Fourier transform of \( V_P \), and show that in the limit as the parameter \( C \) approaches zero, we recover the Fourier transform of the Coulomb potential. This is frequently done with the potentials \( V_Y \), but here we prove it can be done with \( V_P \) as well.

We view the potential \( V_P \) not as a function but as a distribution. Since \( V_P \notin L^1(\mathbb{R}^3) \), we take the Fourier transform as defined on the space of tempered distributions. We discuss this in detail next.

5.1. Fourier Transform and Distributions. Recall that a multi-index \( \alpha \in \mathbb{R}^3 \) is a vector \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \) where each \( \alpha_j \in \mathbb{Z}_+ \). The length of \( \alpha \) is \( |\alpha| = \alpha_1 + \alpha_2 + \alpha_3 \).

Then, given a multi-index \( \alpha \), we can define

\[
D^{\alpha} f := \frac{\partial^{|\alpha|}}{\partial x^{\alpha_1} \partial y^{\alpha_2} \partial z^{\alpha_3}} f
\]

for a differentiable function \( f = f(x, y, z) \). Also, for a vector \( x = (x_1, ..., x_n) \in \mathbb{R}^n \) and a multi-index \( \alpha \), we define \( x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n} \). Furthermore, the support of a function \( f \) is the closure of the set of points where \( f \) does not vanish.

We will define the Fourier transform on a subset of distributions, and for this we need the following definitions.

**Definition 5.1.** Let \( \Omega \subset \mathbb{R}^3 \) be an open set. A linear functional \( u : C^\infty_0(\Omega) \to \mathbb{C} \) is called a distribution if for every compact set \( K \subset \Omega \), there exists \( C \geq 0 \) and a positive integer \( N \) such that

\[
|\int u \phi dx| \leq C \sum_{|\alpha| \leq N} \sup_{x \in \Omega} |\partial^\alpha \phi|
\]

for all \( \phi \in C^\infty_0(\Omega) \) whose support lies in \( K \). The space of distributions on \( \Omega \) is denoted \( \mathcal{D}'(\Omega) \).

**Definition 5.2.** A function \( \phi \in C^\infty(\mathbb{R}^3) \) is called rapidly decreasing if

\[
\sup_{x \in \mathbb{R}^3} |x^\alpha \partial^\beta \phi| < \infty
\]

for all multi-indices \( \alpha, \beta \). The space of such functions is denoted \( \mathcal{S}(\mathbb{R}^3) \).

In particular, a sequence \( \{\phi_j\}_j \in \mathcal{S}(\mathbb{R}^3) \) is said to converge to zero in \( \mathcal{S}(\mathbb{R}^3) \) if

\[
||\phi_j||_{\alpha, \beta} := \sup_x | x^\alpha \partial^\beta \phi | \to 0
\]
as \( j \to \infty \) for all \( \alpha, \beta \). Now, the dual of \( \mathcal{S}(\mathbb{R}^3) \) is the collection of all continuous linear functionals on \( \mathcal{S}(\mathbb{R}^3) \). This space is denoted \( \mathcal{S}'(\mathbb{R}^3) \), and it is on this space we define the Fourier transform (the members of this space are called tempered distributions).

If \( u \in L^1(\mathbb{R}^3) \) then its classical Fourier transform \( \hat{u}(\xi) \) can be viewed as an element of \( \mathcal{S}'(\mathbb{R}^3) \) (see [5, Theorem 8.1.3]). Using this we can define the Fourier transform on \( \mathcal{S}'(\mathbb{R}^3) \) as follows.

**Definition 5.3.** The Fourier transform of \( u \in \mathcal{S}'(\mathbb{R}^3) \) is the distribution \( \hat{u} \in \mathcal{S}'(\mathbb{R}^3) \) defined by

\[
\int \hat{u}(\xi)\phi(\xi)d\xi = \int u(y)\phi(y)dy, \quad \phi \in \mathcal{S}(\mathbb{R}^3)
\]

The fact that the Fourier transform makes sense on \( \mathcal{S}(\mathbb{R}^3) \) follows from [5, Theorem 8.2.3]. Finally, if \( u \in L^1(\mathbb{R}^3) \), then its distributional Fourier transform agrees with its “classical” Fourier transform.

**5.2. Computing the Fourier Transform.** We can compute explicitly the Fourier transform of \( V_P \), but in taking the limit as \( C \to 0 \), we need to understand this in the distributional sense.

To this end we employ the radial Fourier transform, which can be defined using the Bessel function \( J_\nu(t) \), defined by

\[
J_\nu(t) := \frac{t^\nu}{(2\pi)^{1/2}T_{\nu+1}} \int_0^{\pi} e^{-it\cos(\theta)} \sin(\theta)^{2\nu} d\theta, \quad \nu \in \mathbb{R}
\]

where \( \omega_n \) denotes the area of the unit sphere \( S^n \). Now, the Fourier transform of a radial function \( F = F(r) \) in \( \mathbb{R}^3 \) is given by [16]

\[
\hat{F}(\xi) = 2 \int_0^\infty \frac{\sin(2\pi r|\xi|)}{|\xi|} rF(r)dr
\]

This representation relies on the fact that

\[
J_{1/2}(t) = \frac{t^{1/2}}{\sqrt{2\pi}} \cdot \frac{2\sin(t)}{t}
\]

Now, since \( V_P \notin L^1(\mathbb{R}^3) \), to employ the classical Fourier transform we introduce the function

\[
V^k_P(\xi) := \frac{e^{-C/|\xi|}}{|\xi|} e^{ik|\xi|}, \quad k < 0
\]

Then the function \( V^k_P \in L^1(\mathbb{R}^3) \) so we can take its Fourier transform using (5.14). Indeed,

\[
\hat{V}^k_P(\xi) = 2 \int_0^\infty \frac{\sin(2\pi r|\xi|)}{|\xi|} e^{-Cr} e^{ikr} dr
\]
Next we write \( \sin(2\pi r|\xi|) = \text{Im}(e^{2\pi i r|\xi|}) \) to get

\[
\hat{V}_p^k(\xi) = \text{Im}\left(\frac{2}{|\xi|} \int_0^\infty e^{2\pi i r|\xi|} e^{-C/r} e^{iC} dr\right)
\]

To calculate the integral above, we appeal to [6, Equation (2.11)], which says

\[
2\left(\frac{a}{b}\right)^{1/2} K_1(2\sqrt{ab}) = \int_0^\infty \exp(-a/r - br) dr
\]

where \( K_1(z) \) denotes the modified Bessel function of the first kind, given by [1]

\[
K_1(z) = \lim_{\alpha \to 1} \pi \frac{I_{-\alpha}(z)}{\sin(\alpha \pi)} - I_{\alpha}(z)
\]

where

\[
I_\nu(z) = \sum_{k=0}^\infty \frac{1}{\Gamma(\nu + 1 + k)} \left(\frac{z}{2}\right)^{\nu + 2k}
\]

So, using (5.15) with \( a = C \) and \( b = -2\pi i|\xi| - k \) we obtain

\[
\hat{V}_p^k(\xi) = \frac{2}{|\xi|} \text{Im}\left(\frac{2K_1\left(\sqrt{C(k + 2\pi i|\xi|)}\right)}{\sqrt{\frac{k + 2\pi i|\xi|}{C}}}\right)
\]

By continuity we then have

\[
\lim_{k \to 0} V_p^k(\xi) = \frac{2}{|\xi|} \text{Im}\left(\frac{2K_1\left(\sqrt{-2\pi iC|\xi|}\right)}{\sqrt{-2\pi i|\xi|}}\right)
\]

Since \( \lim_{k \to 0} \hat{V}_p^k(\xi) = \hat{V}_p(\xi) \) in the sense of distributions, we conclude that the Fourier transform of \( V_p \) (as a tempered distribution) is

\[
\hat{V}_p(\xi) = \frac{2}{|\xi|} \text{Im}\left(\frac{2K_1\left(\sqrt{-2\pi iC|\xi|}\right)}{\sqrt{-2\pi i|\xi|}}\right)
\]

Finally, we claim that

\[
\lim_{C \to 0} \hat{V}_p(\xi) = \frac{2}{|\xi|} \frac{i}{2\pi|\xi|}
\]

Assuming the claim, using that \( \hat{V}_p \) converges to the Fourier transform of the Coulomb potential in the sense of distributions, we recover the expected Fourier transform of the Coulomb potential. So it remains to show (5.17). From [1]
Equation 9.6.9, we have that $K_1(w) \sim w^{-1}$ as $w \to 0$, which means that for $C \to 0$ we have

$$K_1\left(\sqrt{-2\pi iC|\xi|}\right) \sim \frac{1}{\sqrt{-2\pi iC|\xi|}}$$

This in particular implies that

$$\widehat{V}_P(\xi) \to \frac{2}{|\xi|} \Im C_0 i$$

for some constant $C_0$. Then taking the imaginary part gives the desired result.

6. Spectral Properties of the Hamiltonian with Potential $V_P$

To characterize the spectrum of the Hamiltonian with potential $V_P$, it is useful to consider the dilatation transformation $r \mapsto e^{i\theta}r$ for $\theta > 0$. This map rotates the coordinates of the Hamiltonian into the complex $r$ plane. This is useful because the spectra of such Hamiltonians is well understood.

Following [14], we define the following class of operators on $L^2(\mathbb{R}^3)$. First, denote by $u(\theta)$ the one parameter family of dilatations on $L^2(\mathbb{R}^3)$ given by

$$(u(\theta)f)(|x|) := e^{3\theta/2}f(e^{\theta}|x|), \quad \theta \in \mathbb{R}$$

The factor $e^{3\theta/2}$ is introduced to make the operator unitary. Notice that the kinetic energy $-\Delta$ transforms very nicely under $u$:

$$u(\theta)(-\Delta) u(\theta)^{-1} = e^{-2\theta}(-\Delta)$$

which implies that $u(\theta)(-\Delta)u(\theta)^{-1}$ has analytic continuation to complex $\theta$. The idea behind dilatation analytic potentials is to allow this result to remain true if a potential is added to the kinetic energy operator.

Further, let $\mathcal{H}$ denote the Hilbert space $L^2(\mathbb{R}^6, d^6x)$.

**Definition 6.1.** Let $\alpha \in \mathbb{R}_+$. We say an unbounded operator $V$, defined on $L^2(\mathbb{R}^3)$, belongs to the class $C_\alpha$, if:

1. $\mathcal{D}(V) = \mathcal{D}(-\Delta)$ on $L^2(\mathbb{R}^3)$, and $V$ is symmetric;
2. The induced operator $V : H^2 := \mathcal{D}(-\Delta) \to \mathcal{H}$ is bounded and compact;
3. The operators $V(\theta) : H^2 \to \mathcal{H}$ defined by $V(\theta) = u(\theta)Vu(\theta)^{-1}$ for $\theta \in \mathbb{R}$ have an analytic continuation to the strip $\{\theta : |\Im(\theta)| < \alpha\}$.

where $H^k$ denotes the standard Sobolev space of order $k$, for $k \in \mathbb{Z}$, on $\mathbb{R}^3$.

The point of introducing this class of potentials is that the spectrum of such operators is explicitly known [3]. We state the result of Balslev and Combes for a general $N$ electron system. To this end let $U(\theta)$ be the group of dilatations on $\mathbb{R}^{3(N-1)}$ given by

$$(U(\theta)f)(x) := e^{3(N-1)\theta/2}f(e^{\theta}x)$$
For the $N$ electron Hamiltonian $H$ define $H(\theta) := U(\theta)HU(\theta)^{-1}$. Write the potential $V = \sum_{j<k} V_{jk}(x_j - x_k)$. Denote by $D = \{D_1, \ldots, D_k\}$ a decomposition of $\{0, 1, \ldots, N - 1\}$ into $k \geq 2$ groups. That is, $D_i \cap D_j = \emptyset$ if $i \neq j$ and

$$
\bigcup_{i=1}^{k} D_i = \{0, 1, \ldots, N - 1\}
$$

Let $H_i$ denote the Hamiltonian for the group $D_i$, i.e $H_i = -\Delta_i + V_i$, where $V_i$ is the set of interactions between electrons in group $D_i$. A bound state energy $E_1 + \ldots + E_k$ with $E_i$ eigen-energy of $H_i$ will be called a $k$-body threshold. The family of all of these will be denoted $\Sigma$; a similar analysis can be done with $H(\theta)$. Denote the family of thresholds of $H(\theta)$ by $\Sigma(\theta)$. The result of Balslev and Combes then says:

**Theorem 6.2** ([3]). Assuming each $V_{jk} \in C_{\alpha}$, the spectrum of $H(\theta)$ is given explicitly as:

1. $\{z + e^{-2\theta} x : x \in \mathbb{R}, \forall z \in \Sigma(\theta)\}$;
2. A set of isolated points $\sigma_i$ of the spectrum, which are eigenvalues with finite multiplicity.

Additionally, the real eigenvalues and thresholds of $H(\theta)$ are exactly those of $H$. All non-real eigenvalues and thresholds of $H(\theta)$ lie in the sector

$\{z : 0 > \arg(z - \Sigma_{\min}) < -2 \Im(\theta)\}$

where $\Sigma_{\min} = \inf\{y : y \in \Sigma \cap \mathbb{R}\}$.

Finally, the complex eigenvalues and thresholds of $H(\theta)$ that are isolated from other parts of the essential spectrum of $H(\theta)$ are in the spectrum of $H(\theta')$ if the imaginary part of $\theta'$ is close enough to the imaginary part of $\theta$.

In particular, the class $C_{\alpha}$ is large enough to contain the classical Coulomb potential $1/r$ and the Yukawa potential. In fact, it was shown in [14] that these potentials actually belong to form analogs of $C_{\alpha}$, denoted $\mathcal{F}_{\alpha}$. In particular, $r^{-1} \in \mathcal{F}_\infty$ and $V_Y \in \mathcal{F}_{\pi/2}$. However, by replacing perturbation theory of “Type A” with perturbation theory of “Type B” (in the sense of Kato [8]), all results for $C_{\alpha}$ hold for $\mathcal{F}_{\alpha}$.

To show that $V_\rho$ are indeed dilatation analytic, we appeal to the following useful characterization of such potentials.

**Theorem 6.3** ([2]). Let $\alpha \in \mathbb{R}_+$ and denote $S_{\alpha} = \{re^{\phi} : 0 < r < \infty, -\alpha < \phi < \alpha\}$. If $\nu(\xi)$ is an analytic function on $S_{\alpha}$ satisfying

1. $\sup_{-\alpha + \epsilon \leq \phi \leq -\alpha - \epsilon} \int_0^1 |\nu(re^{i\phi})|^2 r^2 dr < \infty$

2. $\sup_{-\alpha + \epsilon \leq \phi \leq -\alpha - \epsilon} \sup_{1 \leq r \leq \infty} |\nu(re^{i\phi})| < \infty$

for every $\epsilon > 0$, then the multiplication operator $V$ corresponding to the function $\nu$ is dilatation analytic in $S_{\alpha}$.

From this it was shown in [15] that for a radial potential it’s actually enough to check the following:
(I) $V(r)$ has an analytic extension to the sector $|\arg(r)| < \alpha$

(II) $$\lim_{r \to \infty} \frac{|V(r)|}{|\arg(r)| < \beta} = 0 \quad \forall \beta < \alpha$$

(III) $$\lim_{r \to 0} r^{2-\epsilon}|V(r)| = 0 \quad \text{for some } \epsilon > 0 \text{ and all } \beta < \alpha$$

Item (I) holds with $\alpha = \pi/2$ by a classical result of Whitney [18], and the other two items follow easily by definition of $V_P(r)$ (one can take $\epsilon = 1/2$ for (III)).

**Remark 6.4.** One can do a much more in depth eigenvalue analysis of Hamiltonians with $V_P(x)$ than what we’ve done here. In particular, since the spectrum and eigenvalues for Coulombic Hamiltonians are well known, one can studying the limiting case (as the parameter $C \to 0$) of the eigenvalues of our Hamiltonians to Coulombic ones. This could be useful for example in doing resonance calculations for the Helium atom, for which one expects to observe some sort of “anomalies” in Auger processes [14]. The width of such an anomaly, called a resonance, can be calculated in terms of the eigenvalues of the Hamiltonian. In particular, viewing $V_P$ as a perturbation of $H_0$, it would be interesting to see if an eigenvalue can be turned into a resonance; we have not yet pursued this direction.

7. Conclusion and Outlook

We have introduced a new class of softened Coulomb potentials $V_P(x)$ and shown existence of solutions to a time dependent Schrödinger equation for a general $N$ particle, $M$ nuclei problem with such potentials. We also found explicitly the Fourier transform of these potentials, and used this to give an alternative rigorous derivation of the Fourier transform of the Coulomb potential. Finally we showed that the potentials are dilatation analytic, and so the spectrum of the Hamiltonian can be understood completely. The next step is to use the potentials to aid in the development of a more general Runge-Gross Theorem. In particular, by showing that a Runge-Gross type theorem holds for $V_P$, one can study the limit (in an appropriate sense) as the parameter $C \to 0$ to recover the Coulomb potential in this context. This will be done in future work. A more thorough eigenvalues analysis of Hamiltonians with perturbations $V_P$ will also be done, as discussed in the previous section.
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