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Abstract. Automated anatomical labeling plays an essential role in the effort of developing a computer-aided diagnosing system for coronary artery diseases. The large variation between individuals, presence of vascular stenosis or blockages, and possible image degradations makes the problem extremely challenging. In this paper, we propose a hybrid approach that combines the strength of traditional rule-based methods and recent deep learning methods, ensuring interpretability and consistency of the labeling process while being capable of learning parameters in a data-driven scheme. Our method is composed of two major components. First, we present our method of artery tree building from possibly noisy initial segmentation. The proposed algorithm links missing vessel segments while reducing noise, resulting in a complete and clean centerline based artery tree representation. Next, our labeling algorithm combining gated graph convolutional network (GGCN) and logical rules is elaborated. Experiments have demonstrated encouraging results both for completeness of artery tree building and accuracy of anatomical artery labeling.

1. Introduction
Coronary computed tomography angiography (CCTA) is a widely used imaging modality for diagnosing coronary artery diseases (CADs), providing detailed information about the anatomy of the coronary arteries. In practice, radiologists and physicians report pathological areas along with their anatomical locations, following established medical guidelines (E.g. the guidelines developed by the Society of Cardiovascular Computed Tomography (SCCT) [1] or the American Heart Association (AHA) [2]). For a computer-aided diagnosis system, such a capability of correctly identifying anatomical locations would also be essential. On one hand, it facilitates the diagnostic process for radiologists and cardiologists. On the other hand, the information is necessary for a number of subsequent applications, including automatic medical report generation and visualization.

In this work, we follow the SCCT guideline [1] for anatomical labeling of the coronary arteries. The coronary arteries are composed of two major parts, i.e., the left and right sub-trees, both originating from the aorta. The left sub-tree usually consists of three main arteries, i.e. left main (LM) artery, left anterior descending (LAD) artery and left circumflex (LCX) artery. Multiple side branches may derive from the main arteries, e.g. left ramus-intermedius (RI), obtuse margin (OM) from LAD, and diagonal artery (D) from LCX. The main artery of the right sub-tree is the right coronary artery (RCA), with common side branches such as right posterior lateral branches (R-PLB) and right posterior descending artery (R-PDA) [3,4].

Existing works have tackled the problem in different ways. Earlier works solve the problem by registration techniques or by manually defined logical rules. [5,6] first identify the main arteries (LM,
LCX, LAD, RCA) by registering the main branches to a pre-built atlas model, and then side branches are labeled and refined by manually defined rules. These methods are vulnerable to large individual variations, and have been validated only on relatively small datasets (less than 100 samples). Recent works have approached the problem utilizing deep learning methods. [7] proposed TreeLab-Net, utilizing multi-layer perceptron networks to encode features of vessel segments, and further exploits bidirectional tree-LSTM [8] to aggregate and pass information through the artery tree. The very recent work of Yang et al. [9] proposed to use graph convolutional network (GCN) to pass information across the artery tree. While deep learning methods has demonstrated clearly superior performance, challenges still remain: Annotating the ground truth requires tedious labor from experienced physicians, rendering the ground truth acquisition process time-consuming and expensive. Besides, the dependencies between anatomical labels, which are essential for consistent labeling, are not explicitly enforced.

In this paper, we present a hybrid method that combines the advantages of rule-based methods and deep learning methods to solve the above-mentioned problems. First, we present our method of artery tree building from possibly noisy initial segmentation. Aiming at a complete and noise-reduced artery tree, our proposed algorithm efficiently links missing vessel segments while reducing noise. Next, our labeling algorithm combining gated graph convolutional network (GGCN) and logical rules is detailed. Experiments have demonstrated encouraging results both for completeness of artery tree building and accuracy of anatomical artery labeling.

In summary, the contributions of this paper are as follows:
- We propose a hybrid method for anatomical labeling, combining the advantages of traditional rule-based methods and deep learning methods. It ensures interpretability and consistency of the labeling process, while enabling parameter learning in a data-driven scheme.
- We develop a complete and robust pipeline. Starting from possibly noisy segmentation, our method first robustly builds a centerline-based artery tree representation, and then graph convolutional network combined with logical rules is utilized for consistent, robust branch labeling.
- We collected a large dataset consisting of 350 patients, and demonstrate state-of-the-art performance.

2. Methodology
In this paper, we assume that the segmentation of the coronary arteries has been obtained by existing methods, e.g. the tubular structure segmentation method of [10]. First, our tree tracing process robustly identifies the artery tree topological structure from the segmentation result. Next, we combine graph convolutional network and logical-based rules to label the anatomical artery tree.

2.1. Artery Tree Tracing
In this section, we present our method of building structured artery trees given the initial segmentation result. Our method is capable to cope with possibly noisy or partially broken segmentation. Stated succinctly, our artery tree tracing method is composed of three steps: centerline extraction, tree tracing, isolated vessel linkage and noise removal. Fig. 1 demonstrates the overall process.

Centerline Extraction. We first extract the centerlines utilizing the thinning-based method of [11]. The centerlines are ensured to preserve the connectivity of the original segmentation, but when the input segmentation is non-perfect, the results can be noisy, non-smooth, and may contain bogus branches or loops.

Tree tracing. The extracted centerlines are in the form of unstructured point cloud, and in this step, the point cloud is processed to build a structured artery tree. First, the starting points of the left and right sub-trees are identified. Utilizing the fact that the aorta and the artery vessels drastically differ in radius and size, morphological opening on a down-sampled mask eliminates the relatively thin artery vessels and preserves the aorta. Centerline points closest to the aorta are identified as starting point candidates and are used as roots for tree tracing. Next, the artery tree is built by graph traversal through the point cloud. Bogus connectivities are detected by heuristic rules (e.g. thick vessels joined
by a very thin, short vessel, and by setting large traversal penalties to these points, loops caused by bogus connectivities can be correctly broken into trees. In Fig. 1, b) shows intermediate results of centerline extraction and tree tracing, d) shows an example of loop ambiguity revolving (magenta box).

**Isolated vessel linkage and noise removal.** In real world applications, various factors including vessel blockage (occlusion), motion artifacts, veins close to arteries, etc., cause broken vessel segments and bogus branches. The possibly broken vessel segments could be identified by detecting vessel segment ends in proximity, and linked by line segments.

Figure 1. Artery tree building.

This figure demonstrates the process of our artery tree building algorithm. a) The input segmentation mask. b) The initially extracted centerlines and artery trees. c) The final artery tree after post-processing. d) Zoomed in views of highlighted areas in c), in each colored box, the results before and after our hybrid processing algorithm are compared. The red and green boxes show results of tree linkage, the magenta box shows our algorithm resolves loops, and the blue box shows elimination of bogus branches. Best viewed in color.

However, the naïve linkage doesn’t respect natural shapes of arteries nor image information, and may result in problems in subsequent applications such as CPR image generation. Instead, we dump information from the segmentation network. We add a prediction branch, parallel to the segmentation-prediction branch, to predict a signed distance map (SDM) inside the segmentation. During training, the SDM can be readily computed by applying distance transform on the ground truth segmentation, and during inference, the local maximums of the SDM corresponds to the centerline of the vessel. The graph traversing weight from p to q is defined by scaling and inverting SDM values: \( w(p,q) = 1 - \frac{SDM(q)}{\max(SDM)} \). The broken vessel segments can then be connected by shortest path tracing in a similar manner of the Dijkstra’s algorithm.

The bogus branches are eliminated by branches with small sizes, to avoid eliminating true branches with small sizes, we also check whether the branch is visible from the main artery centerline, i.e. whether the straight lines connecting branch ending and a range of points on the main artery centerline
are all in the segmentation mask. Fig. 1c shows our final tree tracing result and Fig. 1d shows a closer view. Fig. 2 shows the CPR view [12] of the SDM of one vessel.

![Figure 2. Signed Distance Map of one vessel in CPR view, larger SDM values visualized by red color.](image)

### 2.2. Hybrid GCN Representation Learning and Rule-based Refinement

In this section, we present our method combining residual gated graph convolutional network and logical rule-based refinement. The residual gated graph convolutional network [13] is defined as follows:

$$h_i^{t+1} = f_{GCNN}^t(h_i, \{h_j^t : j \rightarrow i\}) + h_i^t = ReLU \left( U^t h_i^t + V^t \sum_{j \rightarrow i} h_j^t \right) + h_i^t$$  

(1)

Where $h_i^t$ denotes the representation vector for graph node $i$ at layer $t$. $f_{GCNN}^t$ denotes the nonlinear transform function, aggregating information from all neighbouring nodes of $i$, denoted as $\{h_j^t : j \rightarrow i\}$. $U^t$ and $V^t$ are the parameter matrices to be learned. In our GCN learning framework, a node is defined for each vessel segment from the artery tree. More specifically, a segment is the centerline extracted between two bifurcations. We used features similar to [7] and [9], including the relative angles between the parent segment and two child branches, and the directions extracted at the beginning, middle and ending of the vessel segment. Our GCN is composed of 4 layers with a hidden unit size of 128.

**Rule-based Refinement.** The predictions made by the deep network may be inconsistent regarding the dependencies between anatomical labels. We solve the problem by enforcing syntactic rules as a refinement method. At each node of the artery tree, the probability of the parent-child derivation (e.g. LM $\rightarrow$ LAD|LCX) is utilized as a prior term, and the predictions made by the network acts as likelihoods. The parent-child derivation with the largest posterior is chosen as the final labeling. Using this scheme, the unlikely or impossible derivations (e.g. LAD $\rightarrow$ LAD|OM) is effectively down-weighted or eliminated. A more sophisticated dynamic programming-based algorithm is possible to arrive at a tree labeling with globally optimal posterior probability, however, our greedy algorithm works well in practice. Fig. 3 shows an example of our labeling algorithm.

### 3. Experiments

Unfortunately, there is no publicly available dataset in this field, as pointed out in [7,9], and existing works evaluated their method only on private datasets. To systematically validate the performance of our method, we have collected a dataset of 350 patients. The ground truth segmentation and vessel segment anatomical labeling are annotated by physicians.

We measure the performance of our artery tree building algorithm in terms of completeness, accuracy and F1 score. Given the initial segmentation, the artery trees extracted by our method or baselines are compared to the artery tree extracted by thinning and tracing the ground truth segmentation. We calculate completeness as the percentage of ground truth artery tree points for which at least one traced artery tree point is within a distance of $\tau=1$ voxel. Similarly, we calculate accuracy as the percentage of traced artery tree points for which at least one ground truth point is within a distance of $\tau=1$ voxel.
Figure 3. Anatomical Labeling of Coronary Arteries.
This figure shows the final result of our anatomical labeling algorithm. Best viewed in color.
The result is shown in Table 1. It’s evident that our method significantly improves the completeness and the overall artery tree building result.

Table 1. Quantitative results of artery tree building.

|                              | Completeness | Accuracy | F1 Score |
|------------------------------|--------------|----------|----------|
| Our method                   | 0.863        | 0.825    | 0.844    |
| Thinning-based method [11]   | 0.610        | 0.822    | 0.700    |

Our labeling algorithm is evaluated as follows: Among all the 350 samples, 50 is reserved as test set, and 300 samples are used to train our method. We use five-fold cross-validation strategy to train our model and select the one with the best average F1 score for testing. For comparison, we implemented AdaBoost as the baseline. The quantitative results of our method are listed in Table 2, and our method clearly outperforms the baseline.

Table 2. Quantitative results of anatomical labeling.

| Label | Our method | AdaBoost |
|-------|------------|----------|
|       | Precision  | Recall   | F1      | Precision  | Recall   | F1      |
| LM    | 1.000      | 1.000    | 1.000   | 0.900      | 0.920    | 0.910   |
| LAD   | 0.972      | 0.966    | 0.969   | 0.872      | 0.854    | 0.863   |
| LCX   | 0.935      | 0.947    | 0.941   | 0.847      | 0.822    | 0.834   |
| RCA   | 0.951      | 0.977    | 0.964   | 0.883      | 0.906    | 0.894   |
| D     | 0.894      | 0.913    | 0.903   | 0.788      | 0.830    | 0.808   |
| OM    | 0.836      | 0.869    | 0.852   | 0.766      | 0.722    | 0.743   |
| LPLB  | 0.948      | 0.634    | 0.760   | 0.753      | 0.221    | 0.342   |
| RPDA  | 0.893      | 0.902    | 0.897   | 0.778      | 0.852    | 0.813   |
| RPLB  | 0.910      | 0.923    | 0.916   | 0.760      | 0.613    | 0.679   |
| Average | 0.927    | 0.903    | 0.911   | 0.816      | 0.749    | 0.765   |

4. Discussion
In this paper, we propose a hybrid approach to anatomical labeling of coronary arteries for CCTA images. Our method combines the advantages of traditional rule-based method and deep learning methods, ensuring interpretability and consistent labeling, while allowing for data-driven parameter
learning. Our method is composed of two major parts: centerline-based artery tree building, and GCN-Rule based anatomical labeling. Experiments have shown superior performance for both components of our methods. Currently, end-to-end training is not viable for our method. In our future work, this would be an interesting direction to investigate.
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