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Abstract—Tensor train (TT) format is a common approach for computationally efficient work with multidimensional arrays, vectors, matrices, and discretized functions in a wide range of applications, including computational mathematics and machine learning. In this work, we propose a new algorithm for TT-tensor optimization, which leads to very accurate approximations for the minimum and maximum tensor element. The method consists in sequential tensor multiplications of the TT-cores with an intelligent selection of candidates for the optimum. We propose the probabilistic interpretation of the method, and make estimates on its complexity and convergence. We perform extensive numerical experiments with random tensors and various multivariable benchmark functions with the number of input dimensions up to 100. Our approach generates a solution close to the exact optimum for all model problems, while the running time is no more than 50 seconds on a regular laptop.
Tensor Train (TT) Format [1] is a powerful paradigm for multidimensional arrays (tensors). An arbitrary tensor can be transformed into a TT-decomposition, which is a compact (low-rank) parametric representation. The TT-decomposition can be constructed by robust existing algorithms from an explicit tensor (that is, a complete array stored in the memory of a computing device), implicit tensor (i.e., a tensor given as some computational procedure for calculating any its element), or even random training dataset. TT-format has been successfully applied in a wide range of applications [2], including compression and acceleration of deep neural networks, image and video processing, solution of differential equations, etc. However, to date, there is no stable approach for TT-tensor optimization, and in this work we propose a new algorithm optima_tt, which leads to very accurate approximations for the minimum and maximum value of the given TT-tensor. To summarize, our main contributions are the following:

- We develop the new method optima_tt for optimization of the TT-tensors based on the sequential multiplications of the TT-cores with an intelligent selection of candidates for the optimum.
- We establish a connection of the optima_tt with the probabilistic approach, and we prove estimates for the complexity and convergence of the method.
- We implement the proposed algorithms as a part of a publicly available python package.
- We check the efficiency and stability of the optima_tt on a wide range of model problems, including multivariable benchmarks and random TT-tensors.

Background

A tensor $y \in \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_d}$ is said to be in the TT-format [1], if its elements are represented by the following formula

$$y[n_1, n_2, \ldots, n_d] = \sum_{r_1=1}^{R_1} \sum_{r_2=1}^{R_2} \cdots \sum_{r_{d-1}=1}^{R_{d-1}} \mathcal{G}_1[1, n_1, r_1] \mathcal{G}_2[r_1, n_2, r_2] \cdots \mathcal{G}_{d-1}[r_{d-2}, n_{d-1}, r_{d-1}] \mathcal{G}_d[r_{d-1}, n_d, 1],$$

where $(n_1, n_2, \ldots, n_d)$ is a multi-index ($n_i = 1, 2, \ldots, N_i$ for $i = 1, 2, \ldots, d$), integers $R_0, R_1, \ldots, R_d$ (with convention $R_0 = R_d = 1$) are named TT-ranks, and three-dimensional tensors $\mathcal{G}_i \in \mathbb{R}^{R_{i-1} \times N_i \times R_i}$ $(i = 1, 2, \ldots, d)$ are named TT-cores. The TT-decomposition (1) allows to represent a tensor or a discretized multivariable function in a compact and descriptive low-parameter form, which is linear in dimension $d$ (see illustration on Figure 1), i.e., it has less than $d \cdot \max_{i=1,\ldots,d} (N_i R_i^2)$ parameters.

Many useful algorithms (e.g., addition, multiplication, solution of linear systems, convolution, integration, etc.) have corresponding equivalents in the TT-format. The complexity of these algorithms turns out to be polynomial in dimension and mode size if the TT-ranks are bounded. It makes TT-decomposition extremely popular in a wide range of applications, including computational mathematics and machine learning.

---

1. The proposed approach is implemented within the software product teneva, which is available from https://github.com/AndreiChertkov/teneva.
2. The program code with numerical examples, given in this work, is publicly available in the repository https://github.com/AndreiChertkov/teneva_research_optima_tt.

---

A tensor is just a multidimensional array with a number of dimensions $d$ ($d \geq 1$). A two-dimensional tensor ($d = 2$) is a matrix, and when $d = 1$ it is a vector. For scalars we use normal font ($a, b, c, \ldots$), we denote vectors with bold letters ($\mathbf{a}, \mathbf{b}, \mathbf{c}, \ldots$), we use upper case letters ($A, B, C, \ldots$) for matrices, and calligraphic upper case letters ($\mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots$) for tensors with $d > 2$. The $(n_1, n_2, \ldots, n_d)$-th entry of a $d$-dimensional tensor $\mathbf{y} \in \mathbb{R}^{N_1 \times N_2 \times \cdots \times N_d}$ is denoted by $\mathbf{y}[n_1, n_2, \ldots, n_d]$, where $n_k = 1, 2, \ldots, N_k$ ($k = 1, 2, \ldots, d$), and $N_k$ is a size of the $k$-th mode. The mode-$k$ slice of such tensor is denoted by $\mathbf{y}\left[n_1, \ldots, n_{k-1}, n_{k+1}, \ldots, n_d\right]$, and it is a vector of the length $N_k$.  
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The TT-approximation for a given tensor or discretized multivariable function may be built by efficient numerical methods, e.g., TT-SVD [1], TT-ALS [3], and TT-cross [4]. In this work, we do not discuss these methods in detail, but we assume that the TT-approximation is available, and we pose the problem of optimizing the corresponding TT-tensor. A detailed description of the TT-format and related algorithms are given in works [1], [2]. For further presentation, we need only four operations, namely, element-wise sum (tt_add(·, ·)) and difference (tt_diff(·, ·)), orthogonalization (tt_orth(·)), and explicit construction of the constant tensor (tt_const((N_1, N_2, ..., N_d), v)). We formulate them in the Appendix in the form of corresponding lemmas.

**MAIN IDEA**

The problem considered in this paper is to find the maximum and minimum elements of the tensor given in the TT-format. In this section, we provide a motivation and general description of the proposed method for optimizing TT-tensors as well as the algorithms computation complexities. The basic idea behind our algorithm is that we treat the values of the tensor under consideration as values of probability density function of some vector random variable $\xi = (\xi_1, ..., \xi_d)$, where $\xi_i \in \{1, 2, ..., N_i\}$. To avoid negative values, we square the tensor element-wise: $p(n_1, ..., n_d) = C (\gamma[n_1, ..., n_d])^2$ for all $n_k = 1, 2, ..., N_k$ ($k = 1, 2, ..., d$), where $p$ is the probability distribution of $\xi$ and $C$ is a normalization constant. In this formulation, the task of finding the maximum modulo element in the tensor $\gamma$ is equivalent to finding the most probable value of $\xi$.

The algorithm for sampling form the given TT-tensor, which is treated as a probability distribution, is described in [5]. While the algorithm from this paper is running, the components of the vector $\xi$ from the corresponding marginal distributions are sequentially sampled. Our idea is to modernise this algorithm so that at each step we take the most likely $K$ values. Thus, our algorithm is deterministic. The basic idea is that since we take the most likely components of a
Let us take a closer look at how this algorithm works. First, consider the sampling process of a random variable whose probability density is given by the tensor $\mathbf{P}$. Here $\mathbf{P} = \mathbf{y} \circ \mathbf{y}$, where $\circ$ denotes element-wise (Hadamard) product of tensors. The sampling of the random variable $\xi$ can be done as a series of consistent samplings of univariate random variables

$$
\xi_i \sim p_i(\xi_i \mid \xi_1, \ldots, \xi_i-1),
$$

since any random variable can be represented as a product of marginal-conditional probabilities

$$
p(\xi_1, \ldots, \xi_d) = p_1(\xi_1)p_2(\xi_2 \mid \xi_1) \times \ldots \times p_d(\xi_d \mid \xi_1, \ldots, \xi_{d-1}).
$$

If in the $l$-th sampling step we obtained
elements \( \{\xi_1, \ldots, \xi_{l-1}\} \), then the marginal distribution function \( p_i \) is given by the following expression

\[
p_i(\xi_i | \xi_1, \ldots, \xi_{l-1}) = \sum_{n_{i+1}=1}^{N_{i+1}} \cdots \sum_{n_d=1}^{N_d} p(\xi_1, \ldots, \xi_{l-1}, \xi_i, n_{i+1}, n_{i+2}, \ldots, n_d).
\] (4)

So, if we can calculate this sums effectively, we can easy sample from the given distribution. The idea that makes it possible for our method to work effectively is presented in the following theorem.

**Theorem 1:**

Let \( \mathcal{Y} \) be a tensor with the TT-representation given by definition (1). Let the TT-cores of this representation are orthogonalised with use of \texttt{tt\_orth} so that all but the first cores meet the relationship (17). Then the result of the convolution of this tensor with itself by the last \( l \) indices \((0 < l < d)\) is given by the following explicit expression

\[
\sum_{n_{d-l+1}=1}^{N_{d-l+1}} \cdots \sum_{n_d=1}^{N_d} \mathcal{Y}[n_1, \ldots, n_d] \cdot \mathcal{Y}[n_1, \ldots, n_d] = \sum_{i=1}^{N_l} \left\| \mathcal{g}_i[1, n_1, \ldots, n_d] \right\|^2.
\] (5)

The proof of this Theorem is in Appendix. Thus, the convolution procedure (i.e. the calculation of marginal probabilities) is reduced to several consecutive matrix-vector products without the explicit summation. Now, with \( K \) already selected sub-indices at each \( j \)-th step, we find \( K \cdot N_j \) new probabilities, and from them we choose \( K \) maximum probabilities.

**Description of the main algorithm**

First, consider the problem of finding the maximum modulo element in the given TT-tensor \( \mathcal{Y} \in \mathbb{R}^{N_1 \times N_2 \times \ldots \times N_d} \). We describe the corresponding method \texttt{optima\_tt\_max} in Algorithm 1, and provide a schematic graphical illustration in Figure 2. In the algorithm, we use the function \texttt{reshape}, which changes the dimension and mode sizes of the passed multidimensional array according to the provided new array shape. We use the function \texttt{stack}, which concatenates two matrices \( A_1 \in \mathbb{R}^{N \times M_1} \) and \( A_2 \in \mathbb{R}^{N \times M_2} \) into one long matrix \( A \in \mathbb{R}^{N \times (M_1 + M_2)} \). As a \texttt{top_k}, we denote a function that returns a list of \( K \) matrix row numbers in descending order of their norms, i.e., for the matrix \( A \in \mathbb{R}^{N_1 \times N_2} \) it returns the vector \( i \in \mathbb{N}^K \), where \( i[j] \) corresponds to the number of the row that has a \( j \)-th largest norm \((j = 1, 2, \ldots, K)\). Note that if \( K \geq N_1 \), then \texttt{top_k} will return the numbers of all rows in descending order of norms.

The orthogonalization of TT-cores \( \mathcal{G}_i \in \mathbb{R}^{R_{i-1} \times N_i \times R_i} \) \((i = d, d-1, \ldots, 2)\) is performed before the main iterations. As a result, all TT-cores to the right of any \( i \)-th TT-core \((i = 1, 2, \ldots, d-1)\) are orthogonalised. Then we successively multiply the unfoldings of TT-cores in pairs from left to right and choose \( K \) \((K \geq 1)\) rows from the result that have the maximum value of the norm. We separately store the corresponding selected indexes in the set \( I \), and when the last TT-core is processed, the multi-index in the first row of \( I \) will correspond to the approximated maximum modulo element of the TT-tensor \( \mathcal{Y} \). Note that the full set of multi-indices \( I \) corresponds to the approximated “top-K” maximum modulo values in the tensor.

The following theorem provides a rigorous justification for the correspondence between the described Algorithm and the mathematical formulation of taking the \( K \) most probable components of the vector random variable \( \xi \) as previously described (the proof is presented in Appendix).
Algorithm 1 Method optima_tt_max for TT-tensor maximization.

**Data:** \(d\)-dimensional TT-tensor \(y \in \mathbb{R}^{N_1 \times N_2 \times \ldots \times N_d}\), presented as a list of \(d\) TT-cores \(\{g_1, g_2, \ldots, g_d\}\) \(g_i \in \mathbb{R}^{R_{i-1} \times N_i, R_i}\) for \(i = 1, 2, \ldots, d\); number of selected candidates for each TT-core \(K\).

**Result:** multi-index \(i_{\text{max}} \in \mathbb{N}^d\) for \(y\) which relates to the maximum modulo element.

```
1 tt_orth(y)
2 Q = g_1[:, :, \ldots, :]
3 l = [1, 2, \ldots, N_1]'
4 ind = top_k(Q, K) \in \mathbb{N}^K
5 Q = Q[ind, :]
6 l = l[ind, :]
7 for i = 2 to d do
8     P = reshape(g_i, (R_{i-1}, N_i, R_i))
9     Q = Q @ P
10    l = stack(l, reshape(Q, (K, N_i, R_i)))
11    ind = top_k(Q, K) \in \mathbb{N}^K
12    Q = Q[ind, :]
13    l = l[ind, :]
14 end
15 return l[1, :, \ldots, :]
```

Theorem 2:
For the given tensor \(y\) in TT-format, Algorithm 1 represents the implementation of the proposed approach based on the probabilistic interpretation \(P = y \odot \mathbb{P}\), which keeps most likely \(K\) indices of the tensor \(P\) on each step.

Finding both minimum and maximum

A simple approach for finding both minimum and maximum values of the given TT-tensor can be formulated based on the optima_tt_max. The proposed optimization method optima_tt is presented in Algorithm 2. First, we find the item with the maximum modulo value \((i_{\text{max}}, y_{\text{max}})\) by optima_tt_max method. Depending on the structure of the tensor, this may be the maximum or minimum element. Then we subtract the constant TT-tensor \(\mathbb{D}\) equal to \(y_{\text{max}}\) from the original tensor \(y\), i.e., we calculate the tensor \(\mathcal{E} = y \odot \mathbb{D}\) in the TT-format, where \(\odot\) denotes element-wise subtraction. Note that the second extreme value of the tensor \(y\) is the maximum modulo element of the tensor \(\mathcal{E}\). Therefore, we can apply the optima_tt_max method to the tensor \(\mathcal{E}\) and obtain the item \((i_{\text{min}}, y_{\text{min}})\). Finally, we determine which of the two obtained items is the minimum and which is the maximum by the comparison of values \(y_{\text{min}}\) and \(y_{\text{max}}\).

**Complexity of the Algorithm**
We can easily obtain the computational complexity of the proposed optimization approaches optima_tt_max and optima_tt. The corresponding estimate is given in the following theorem.

Theorem 3:
The computational complexity of the optima_tt_max method from Algorithm 1 and of the optima_tt method from Algorithm 2 is
\[
O \left( d \cdot K \cdot N \cdot R^2 \right),
\]
where $d$ is a tensor dimension, $K$ is a number of selected candidates for each TT-core, $N$ and $R$ are the typical mode size and TT-rank, respectively.

Proof:
According to Algorithm 1, we $(d - 1)$ times multiply the matrices of the size $K \times R$ and $R \times (N \cdot R)$, and the related complexity estimate is exactly (6). We also $d$ times calculate the row norms for the $(K \cdot N) \times R$ matrices, and this operation has complexity estimate $O(d \cdot K \cdot R)$, which is negligible compared to (6). All operations described in Algorithm 2 also have low complexity compared to (6).

ACCURACY OF THE ALGORITHM

The following theorem and its corollaries show what kind of error we get with our method in the worst case.

Theorem 4:
Let $\tilde{i} = [\tilde{i}_1, \ldots, \tilde{i}_d]$ be the multi-index that was found by approximate search by Algorithm 1 with $K = 1$, let $\mathcal{P} = \mathcal{Y} \odot \mathcal{Y}$ and $i^* = [i_1^*, \ldots, i_d^*] = \arg\max_{i} \mathcal{P}[i]$. Then

$$\mathcal{P}[\tilde{i}_1, \ldots, \tilde{i}_d] \geq \prod_{i=2}^{d} \frac{1}{N_i} \mathcal{P}[i_1^*, \ldots, i_d^*]. \quad (7)$$

Proof:
Denote the tensor obtained from the given $d$-dimensional tensor $\mathcal{Y}$ by summing over the last $l$ indices ($1 \leq l \leq d$) by $\mathcal{Y}_{\oplus l}$, i.e.,

$$\mathcal{Y}_{\oplus l}[n_1, \ldots, n_{d-l}] = \sum_{n_{d-l+1}=1}^{N_{d-l+1}} \cdots \sum_{n_d=1}^{N_d} \mathcal{Y}[n_1, \ldots, n_d]. \quad (8)$$

In the first iteration, Algorithm 1 chooses index $\tilde{i}_1$, which delivers the maximum of the tensor $\mathcal{P}_{\oplus d-1}$, therefore

$$\mathcal{P}_{\oplus d-1}[\tilde{i}_1] \geq \mathcal{P}_{\oplus d-1}[i_1^*]. \quad (9)$$

Similarly, on the $j$-th step, Algorithm 1 chooses index $\tilde{i}_j$, which delivers the maximum of the tensor $\mathcal{P}_{\oplus d-j}[\tilde{i}_1, \ldots, \tilde{i}_{d-j}, i]$, considered as a (discrete) function of the last argument $i$, thus

$$\mathcal{P}_{\oplus d-j}[\tilde{i}_1, \ldots, \tilde{i}_{d-j}] \geq \frac{1}{N_j} \sum_{i=1}^{N_j} \mathcal{P}_{\oplus d-j}[\tilde{i}_1, \ldots, \tilde{i}_{d-j}, i] = \frac{1}{N_j} \mathcal{P}_{\oplus d-j+1}[\tilde{i}_1, \ldots, \tilde{i}_{d-j}]. \quad (10)$$

Considering the chain of inequalities derived from the last relation by varying $j$ from 1 to $d$, and using inequality (9), we obtain

$$\mathcal{P}[\tilde{i}_1, \ldots, \tilde{i}_d] \geq \prod_{i=2}^{d} \frac{1}{N_i} \mathcal{P}[i_1^*, \ldots, i_d^*]. \quad (11)$$

Finally, note that since all elements of the tensor $\mathcal{P}$ are non-negative, and $\mathcal{P}[i_1^*, \ldots, i_d^*]$ is a summand of $\mathcal{P}_{\oplus d-1}[i_1^*]$, we have

$$\mathcal{P}_{\oplus d-1}[i_1^*] \geq \mathcal{P}[i_1^*, \ldots, i_d^*]. \quad (12)$$

which finishes the proof.

Corollary 5:
In the notation of the Theorem 4, let us construct a tensor $\mathcal{Y}_j$ from the tensor $\mathcal{Y}$ in which first $j$ indices are combined: $\mathcal{Y}_j[i_1, \ldots, i_j, i_{j+1}, \ldots, i_d] = \mathcal{Y}[i_1, \ldots, i_d]$. The line above the indices denotes the sequence number of this multi-index in the sequence of multi-indexes ordered lexicographically.
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This method gives an increase in accuracy of $N_2 \cdots N_j$ times in the worst-case scenario.

Note that once we have a TT-representation of a tensor, it is easy to construct a TT-representation of the tensor obtained from this one by combining the first $j$ indices. The elements of the first core $\tilde{G}_1$ of such representation are written as

$$
\tilde{G}_1(1, \overline{i_1i_2\cdots i_j}, \alpha) = 
\sum_{\alpha_2=1}^{r_2} \cdots \sum_{\alpha_j=1}^{r_j} \mathcal{G}_1(1, i_1, \alpha_1) \times \mathcal{G}_2(\alpha_2, i_2, \alpha_2) \cdots \mathcal{G}_j(\alpha_{j-1}, i_j, \alpha). 
$$

However, this representation may require high memory consumption.

Now consider the accuracy estimates of Algorithm 1 for the case where $K > 1$. Let $K \geq N_1 N_2 \cdots N_j$ for some $j$, $1 < j < d$. Then on the iteration with number $j+1$, Algorithm 1 seeks for the maximum $K$ elements among all combination of the indices $\{i_1, \ldots, i_j\}$. This situation is equivalent to the case where these indices are combined into a single index. We have estimation (14) for such a case. Thus the following corollary is true.

**Corollary 6:**

In the notation of Theorem 4, let $K > 1$ and let $j$ be the index such that

$$
\prod_{i=1}^{j-1} N_i \leq K < \prod_{i=1}^{j} N_i. 
$$

Then the inequality (14) holds.

**Proof:**

To complete the proof, we need to verify the inequality similar to (10) for the case $K > 1$. One can easily done this by a slight modification of the reasoning given in the proof of Theorem 4.

Note that in the case where $K < N_1$, the worst-case algorithm gives the same result as it would if it was run at $K = 1$. However, in real numerical experiments with random tensors, we have observed both an improvement in the result (including the case $K < N_1$) and, in rare cases, a deterioration compared to the case $K = 1$.

**NUMERICAL EXPERIMENTS**

To check the accuracy and demonstrate the capabilities of the proposed optimization method optima_tt, we carried out three series of numerical experiments. First, we consider the optimization task for various random tensors in the TT-format. Then we apply our approach for 10 analytical benchmark functions that are widely used for the evaluation of optimization algorithms. In both cases, we consider a relatively small dimension ($d \leq 6$) and mode size ($n \leq 20$), which makes it possible to estimate the accuracy of optima_tt by comparing the result with the exact value of the optimum obtained by the simple brute-force method.

Then we consider a complex optimization problem for 5 different 100-dimensional benchmark functions on a fine grid ($N = 2^{10}$), for which it is possible to explicitly construct the TT-cores. To check the accuracy of the optima_tt in this case, we use the known location of the global minimum
We obtained high accuracy of the result in our experiments\(^4\) (in several cases the optimum was found exactly), while the computation time was no more than 40 seconds for 100-dimensional functions. All calculations were carried out on a regular laptop.

Random TT-tensors of small dimensions

For each value of dimension \(d\) and TT-rank \(r\), we perform the following steps 100 times and report the maximum absolute error:

1) Select different random sizes \(N_1, N_2, \ldots, N_d\) ranging from 5 to 20 for all modes of \(d\)-dimensional tensor.
2) Generate the random \(d\)-dimensional TT-tensor \(Y \in \mathbb{R}^{N_1 \times N_2 \times \ldots \times N_d}\) with TT-rank equals \(r\) (we use the standard Gaussian distribution to initialize the TT-cores of the random TT-tensor).

\(^4\)In all numerical experiments, we choose \(K = 100\) (number of selected row numbers in descending order of their norm for all unfolding matrices) for the reliability and stability of the algorithm. The dependence of the accuracy of the result on the value of the \(K\) is illustrated in Figure 3.

3) Run \texttt{optima\_tt} algorithm for the TT-tensor \(Y\) and obtain the approximation to its minimum \((y_{\min})\) and maximum \((y_{\max})\) values.
4) Transform the TT-tensor \(Y\) to the full format and find its exact minimum \((y_{\min}^{(\text{real})})\) and maximum \((y_{\max}^{(\text{real})})\) values by simple brute-force method.
5) Calculate the absolute errors \(e_{\min} = |y_{\min} - y_{\min}^{(\text{real})}|\) and \(e_{\max} = |y_{\max} - y_{\max}^{(\text{real})}|\) to check the accuracy of the result.

The computation results for \(d = 4, 5, 6\) and \(r = 1, 2, 3, 4, 5\) are presented in Table 1. For all the cases, the maximum absolute error is not higher than \(10^{-12}\), while the average time of one run was about 0.02 sec.

Additionally, we conduct the experiment to evaluate the dependence of the result on the value of the parameter \(K\). We generate \(10^4\) random \(6\)-dimensional TT-tensors with mode size 16 and TT-rank 3. The histogram in Figure 3 shows the distribution of the ratio of found value over true maximal element, i.e., \(|y_{\max}^{(\text{real})}/y_{\max}|\). We present the distributions for \(K = 1, 10, 25\). Even with \(K = 1\), we have in most cases a fairly accurate result, however, increasing the parameter value removes the corresponding rare cases of a large error.

Model functions of small dimensions

In this series of experiments, we consider 10 popular benchmark functions [6] for the \(6\)-dimensional case. For each benchmark \(f\), we perform the following steps:

1) Set the Chebyshev grid with \(N_1 = N_2 = \ldots = N_d = 16\) for function discretization.
2) Build the TT-tensor \(Y \in \mathbb{R}^{N_1 \times N_2 \times \ldots \times N_d}\), which approximates the discretized function \(f\), by TT-cross method and calculate the average TT-rank \(r\) of \(Y\).

Next, we carry out the same steps 3, 4, 5 as for
Table 1: The accuracy of the proposed method for random TT-tensors

| Dimension | TT-rank | Error for $y_{\text{min}}$ | Error for $y_{\text{max}}$ |
|-----------|---------|-----------------------------|-----------------------------|
| 4         | 1       | 0                           | 0                           |
|           | 2       | 7.11e-15                    | 2.84e-14                    |
|           | 3       | 1.42e-14                    | 1.42e-14                    |
|           | 4       | 2.84e-14                    | 2.84e-14                    |
|           | 5       | 2.84e-14                    | 4.26e-14                    |
| 5         | 1       | 0                           | 0                           |
|           | 2       | 8.53e-14                    | 5.68e-14                    |
|           | 3       | 5.68e-14                    | 5.68e-14                    |
|           | 4       | 2.27e-13                    | 1.14e-13                    |
|           | 5       | 1.71e-13                    | 1.14e-13                    |
| 6         | 1       | 0                           | 0                           |
|           | 2       | 1.14e-13                    | 5.68e-14                    |
|           | 3       | 2.27e-13                    | 2.27e-13                    |
|           | 4       | 4.55e-13                    | 6.82e-13                    |
|           | 5       | 4.55e-13                    | 6.82e-13                    |

Table 2: The accuracy of the proposed method for 6-dimensional analytic functions

| Function     | TT-rank | Error for $y_{\text{min}}$ | Error for $y_{\text{max}}$ |
|--------------|---------|-----------------------------|-----------------------------|
| Ackley       | 11.6    | 7.11e-15                    | 0                           |
| Alpine       | 3.0     | 8.88e-16                    | 0                           |
| Dixon        | 5.4     | 2.02e-11                    | 0                           |
| Exponential  | 4.8     | 0                           | 2.78e-17                    |
| Grienwank    | 11.3    | 1.26e-13                    | 0                           |
| Michalewicz  | 3.5     | 1.33e-15                    | 5.90e-17                    |
| Qing         | 4.4     | 8.38e-06                    | 1.22e-04                    |
| Rastrigin    | 4.1     | 0                           | 0                           |
| Schaffer     | 12.0    | 1.78e-15                    | 4.44e-16                    |
| Schwefel     | 2.8     | 2.84e-14                    | 0                           |

the case of random TT-tensors. The computation results are presented in Table 2. For almost all cases, the absolute error is not higher than $10^{-10}$, while the average time of one run of the optimization algorithm was about 0.2 sec.

Multidimensional model functions

Some of the benchmarks used in the previous experiment have a fairly simple analytic form (despite the very complex structure of the optima), and it is possible to explicitly construct the TT-cores for them. Therefore, to analyze the performance of the algorithm in the essentially multidimensional case ($d = 100$), we perform the following steps for Exponential, Grienwank, Qing, Rastrigin, and Schwefel function:

1) Set the Chebyshev grid with $N_1 = N_2 = \ldots = N_d = 2^{10}$ for function discretization (we select very fine grid to ensure that the minimum of the tensor is close to the real minimum of the function).

2) Build the TT-tensor $\mathcal{Y} \in \mathbb{R}^{N_1 \times N_2 \times \ldots \times N_d}$, which approximates the discretized function, using the corresponding explicit representa-
Table 3: The accuracy of the proposed method for 100-dimensional analytic functions

| Function   | TT-rank | Error for $y_{\text{min}}$ | Time, sec. |
|------------|---------|----------------------------|------------|
| Exponential| 1.0     | 0                          | 35.5       |
| Griewank   | 3.0     | 4.50e-14                   | 41.0       |
| Qing       | 2.0     | 0                          | 37.2       |
| Rastrigin  | 2.0     | 2.27e-13                   | 36.7       |
| Schwefel   | 2.0     | 0                          | 38.0       |

3) Run \texttt{optima}\_\texttt{tt} algorithm for the TT-tensor $\mathcal{Y}$ and obtain the approximation to its minimum value ($y_{\text{min}}$).

4) Find the expected minimum value of the TT-tensor $y_{\text{min}}^{(\text{tens})} = \mathcal{Y}[i_{\text{min}}^{(\text{tens})}]$, where $i_{\text{min}}^{(\text{tens})}$ is the closest multi-index of the tensor to the known exact global minimum $x_{\text{min}}^{(\text{real})}$ of the function.

5) Calculate the absolute error $e_{\text{min}} = |y_{\text{min}} - y_{\text{min}}^{(\text{tens})}|$ to check the accuracy.

The computation results are presented in Table 3. For all cases, the absolute error is not higher than $3 \cdot 10^{-13}$, and for three functions, we have obtained the exact value of the optimum, while the average time of one run was about 40 sec.

RELATED WORK

Recently, TT-approach has been actively used in the direction of multivariable functions optimization, which is close to the TT-tensor optimization problem. An iterative method based on the maximum volume approach is proposed in [7], [8]. Submatrices of the maximum volume (i.e., submatrices having the maximum modulus of the determinant) are computed for successive unfoldings of the tensor, and then the search for the optimum is carried out among the elements of these submatrices. The authors applied this approach to the problem of optimizing the weights of neural networks in the framework of reinforcement learning problems and to the quadratic unconstrained binary optimization problem. Similar optimization approach was also considered in [9] with practical applications of the method for optimizing the housings of electronic devices, and in [10] for optimizing the movement in space of robotic arms. We also note work [11], which considers an optimization method based on the iterative power algorithm in terms of the quantized version of the TT-decomposition (i.e., QTT-decomposition).

DISCUSSION

The theoretical evaluation of the performance of the \texttt{tt-optima} given in Theorem 4 states that the found approximate maximum can be exponentially smaller than the real maximum, and the parameter $K$ only additively reduces the effective dimensionality of the tensor in which the search is performed. Note that the accuracy estimate given by Theorem 4 is strict: there are examples where our algorithm returns the value for which inequality (7) turns into an equality. However, in practice, as shown in our experiments, this does not happen and the algorithm works very efficiently, often finding the exact maximum in the problems under study. In practice, such approaches are widespread in some problems and show their efficiency, such as beamsearch in NLP [12], so the theoretical formulation of function properties under which the algorithm is efficient is an important future work. Thus, we
hope that in practical applications our algorithm will be effective.

We can specify several heuristics as ways to increase accuracy. First, it is possible to combine several first indices, thus reducing the dimensionality, as described in Corollary 5.

Secondly, we can change the order in which the indices are passed. The proof of the Theorem 4 heavily relies on the fact that the tensor dimensions are enumerated in a certain order, but the TT-structure allows us to consider dimensions in any order, and even to choose the order at runtime. Exploring possible modifications to the algorithm that would lead to better results in practice and possibly better theoretical estimates is also an important possible extension of the work. In a practical implementation of the algorithm we make two passes, namely from one end of the TT-tensor and from the other end, and then choose the best one.

Third, it is possible to store as the TT-representation of the tensor $Y$ not the function which is to be maximized itself, but some transformation of it. In paper [11] it is proposed to raise the function to the $p$-th power for some $p$. Other transformations can be proposed, that would “pull out” the maximum, e.g., taking an exponent. In the course of the algorithm, we have already used natural squaring, as we worked with a tensor $P$ instead of a tensor $Y$. Thus, from the factor in inequality (7) for the tensor $P$ we actually have to extract the root to obtain the ratio for the maximum for the desired tensor $Y$. As our future work, we point out the application of efficient algorithms for application of some monotonic transformations to the TT-tensor in conjunction with our algorithm.

In addition, note that increasing the parameter $K$ in the algorithm, as experiments with random tensors show, does not lead to a significant increase in accuracy. As can be seen from Fig. 3, a value of $K = 10$ is already sufficient for acceptable accuracy.

CONCLUSION

We presented a new method for optimizing TT-tensors with assessment of its complexity and convergence, and we demonstrated its effectiveness for a number of model problems. Our method allows a wide range of practical applications in the field of global optimization of multivariate functions and multidimensional data arrays.

The main advantage of our method is its high speed: it works in a single pass over the tensor train, performing several matrix-vector multiplications at each step, which can be paralleled. We emphasize that the complexity of our method grows linearly with the dimensionality $d$ of the input tensor, so we deal with the curse of dimensionality.
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APPENDIX

Basic properties of the TT-decomposition

We formulate below the operations in the TT-format, which we used in the main text, in the form of corresponding lemmas.

Lemma 1:

Consider two tensors $Y^{(1)} \in \mathbb{R}^{N_1 \times \ldots \times N_d}$ and $Y^{(2)} \in \mathbb{R}^{N_1 \times \ldots \times N_d}$ of the same size, represented in the TT-format with TT-cores $G^{(1)}_i \in \mathbb{R}^{R^{(1)}_{i-1} \times N_i \times R^{(1)}_i}$ and $G^{(2)}_i \in \mathbb{R}^{R^{(2)}_{i-1} \times N_i \times R^{(2)}_i}$ ($i = 1, 2, \ldots, d$), respectively. Then their element-wise sum $Y = Y^{(1)} \oplus Y^{(2)} \in \mathbb{R}^{N_1 \times \ldots \times N_d}$ can be represented in the TT-format with TT-cores $G_i \in \mathbb{R}$.
We denote such constant TT-tensor as
\[ G \]

to differ the orthogonalization operation to its TT-cores
presented in the TT-format with TT-cores
should be identically zero tensors). We denote this operation as
\[ \text{tt_add}(\cdot, \cdot) \].

We denote this operation as \( \text{tt_add}(\cdot, \cdot) \). Note that
the TT-ranks of the result are
\[ R_0 = 1, R_i = R_i^{(1)} + R_i^{(2)} (i = 1, 2, \ldots, d - 1), R_d = 1. \]

The element-wise difference \( Y = \mathcal{G}_1 \ominus \mathcal{G}_2 \in \mathbb{R}^{N_1 \times \cdots \times N_d} \) may be computed in the similar way, if the last TT-core in \( \mathcal{G}_2 \) is multiplied by \(-1\), i.e., \( \mathcal{G}_d^{(2)} \leftarrow (-1) \cdot \mathcal{G}_d^{(2)} \). We denote this operation as \( \text{tt_diff}(\cdot, \cdot) \).

Lemma 2:
A tensor \( Y \in \mathbb{R}^{N_1 \times \cdots \times N_d} \) whose elements are all identically equal to a given number \( v \), can be represented in the TT-format with TT-cores of unit rank \( \mathcal{G}_i \in \mathbb{R}^{1 \times N_i \times 1} (i = 1, 2, \ldots, d) \) equal to
\[ \mathcal{G}_i[1, :, 1] = \left( \sqrt{v} \ . \ . \ . \sqrt{v} \right), \]
\[ \mathcal{G}_d[1, :, 1] = \left( \sqrt{v} \ . \ . \ . \sqrt{v} \right) \cdot \text{sign}(v), \]
for \( i = 1, 2, \ldots, d - 1 \) (if \( |v| = 0 \), then all TT-cores should be identically zero tensors).

We denote such constant TT-tensor as \( \text{tt_const}(\langle N_1, \ldots, N_d \rangle, v) \).

Lemma 3:
Consider a tensor \( Y \in \mathbb{R}^{N_1 \times \cdots \times N_d} \), represented in the TT-format with TT-cores \( \mathcal{G}_i \in \mathbb{R}^{R_{i-1} \times N_i \times R_i} (i = 1, 2, \ldots, d) \). If we apply the orthogonalization operation to its TT-cores according to Algorithm 3, then the following relations will hold for the updated tensor TT-cores
\[ \sum_{j=1}^{N_i} \left( \mathcal{G}_i[1, j, :] \right)^T \mathcal{G}_i[1, j, :] = I_{R_{i-1}}, \] (17)
for all \( i = 2, 3, \ldots, d \), where \( I_{R_{i-1}} \) is a unit diagonal matrix of the size \( R_{i-1} \times R_{i-1} \).

We denote this in-place operation as \( \text{tt_orth}(\cdot) \).

Proof of the Theorem 1
Recall that we need to prove the following relationship:
\[ \mathcal{P}_i[n_1, \ldots, n_{d-1}] = \sum_{n_{d-1} = 1}^{N_{d-1}} \cdots \sum_{n_d = 1}^{N_d} Y[n_1, \ldots, n_{d-1}] Y[n_1, \ldots, n_d]. \] (18)
Substituting the representation of the tensor \( Y \) in the TT-format (1) into the last expression, we
obtain
\[
\mathcal{P}_l[n_1, \ldots, n_{d-l}] = \sum_{n_{d-l+1}=1}^{N_{d-l+1}} \cdots \sum_{n_{d-1}=1}^{N_{d-1}} \mathcal{G}_1[1, n_1, :] \mathcal{G}_2[1, n_2, :] \cdots \mathcal{G}_{d-1}[1, n_{d-1}, :]
\]
\[
\sum_{n_d} \mathcal{G}_d[1, n_d, :] \mathcal{T} \mathcal{G}_d[1, n_d, :] \mathcal{T} \mathcal{G}_1[1, n_1, :]. \quad (19)
\]

Given the orthogonality of the matrix \( \mathcal{G}_d[1, n_d, :] \) in the sense of (17), we can remove them from the last relation, since they become a unit matrix

\[
\mathcal{P}_l[n_1, \ldots, n_{d-l}] = \sum_{n_{d-l+1}=1}^{N_{d-l+1}} \cdots \sum_{n_{d-1}=1}^{N_{d-1}} \mathcal{G}_1[1, n_1, :] \mathcal{G}_2[1, n_2, :] \cdots \mathcal{G}_{d-1}[1, n_{d-1}, :]
\]
\[
\mathcal{G}_d[1, n_d, :] \mathcal{T} \mathcal{G}_d[1, n_d, :] \mathcal{T} \mathcal{G}_1[1, n_1, :]. \quad (20)
\]

Similarly, applying the orthogonality condition to matrices \( \mathcal{G}_d[1, n_d, :] \) for \( i = 1, 2, \ldots, d \), we finally obtain

\[
\mathcal{P}_l[n_1, \ldots, n_{d-l}] = \mathcal{G}_1[1, n_1, :] \mathcal{G}_2[1, n_2, :] \cdots \mathcal{G}_{d-1}[1, n_{d-1}, :]
\]
\[
\mathcal{G}_d[1, n_d, :] \mathcal{T} \mathcal{G}_d[1, n_d, :] \mathcal{T} \mathcal{G}_1[1, n_1, :]. \quad (21)
\]

Thus, the convenience of representing a TT-tensor in orthogonalized form in the context of our method is that we can simply branch off the TT-cores by the indices of which we convolve the tensor with itself.

Proof of Theorem 2

Note that marginal distributions (3) are expressed in terms of the overall distribution density function \( p(\xi_1, \ldots, \xi_d) \) through the sums over the remaining arguments:

\[
p_i(\xi_i | \xi_1, \ldots, \xi_{i-1}) = \sum_{\xi_{i+1}=1}^{N_{i+1}} \cdots \sum_{\xi_d=1}^{N_d} p(\xi_1, \ldots, \xi_d), \quad (22)
\]

for \( i = 1, 2, \ldots, d \). We assume that the variables \( \xi_1, \ldots, \xi_{i-1} \) are already found and fixed, and the variable \( \xi_i \) is to be found at the current step.

Let \( C = \mathcal{P}_{\oplus d} \) be the sum of all elements of tensor \( \mathcal{P} \), i.e., normalization constant. In the line 2 of Algorithm 1 norms of the rows of the matrix \( Q \) are exactly the marginal distribution of the first coordinate up to normalization constant due to the orthogonality condition (21)

\[
\|Q[l, :]\|_2^2 = \mathcal{P}_{\oplus (d-1)}[l] = C p_1(l). \quad (23)
\]

Next, if we selected some index \( \xi_1 \), we then can directly obtain the TT-cores \( \{\mathcal{G}_i[1, n, :]\}_{i=1}^{d-1} \) of the \((d - 1)\)-dimensional TT-tensor \( \mathcal{P}(1) \), which corresponds to the conditional distribution \( p'(\xi_2, \xi_3, \ldots, \xi_d | \xi_1) \)

\[
\mathcal{P}(1)[\xi_2, \xi_3, \ldots, \xi_d] = \mathcal{P}[\xi_1, \xi_2, \xi_3, \ldots, \xi_d],
\]
\[
\mathcal{G}_1[1, n, :] = \mathcal{G}_1[1, \xi_1, :] \mathcal{G}_2[1, n, :]
\]
\[
\text{for } n = 1, 2, \ldots, N_1,
\]
\[
\mathcal{G}_i = \mathcal{G}_{i+1}, \quad \text{for } i = 2, 3, \ldots, d-1. \quad (24)
\]

In the line 9 of Algorithm 1, the matrix multiplication corresponding to the construction of the new first TT-core is performed.

Note that the obtained TT-decomposition is also orthogonal, since all but the first TT-cores coincide with those of the orthogonal TT-decomposition of the tensor \( \mathcal{P} \). Thus, a relation similar to (23) is also true for this decomposition, and we can sequentially apply the described procedure. Namely, in the line 16 of Algorithm 1 squared norm of the rows of the matrix \( Q \) corresponds to marginal distribution of the \( i \)-th
variable $\xi_i$, conditioned with the already chosen variables:

$$
\left\| Q((j - 1)K + l, :) \right\|_2^2 = \mathcal{P}_{\Xi(d-i)} \left[ I[j, 1], I[j, 2], \ldots, I[j, i - 1], I[j, i - 1], P_{i+1} \right] = C' p_i(l | I[j, 1], I[j, 2], \ldots, I[j, i - 1]).
$$

(25)

with corresponding normalization constant $C' = \mathcal{P}_{\Xi(d-i+1)} \left[ I[j, 1], \ldots, I[j, i-1] \right]$. We continue with these iterations until we reach the last core, after which we choose only the single best multi-index. This completes the proof.
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