TORUS MANIFOLDS IN EQUIVARIANT COMPLEX BORDISM
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Abstract. We restrict geometric tangential equivariant complex $T^n$-bordism to torus manifolds and provide a complete combinatorial description of the appropriate non-commutative ring. We discover, using equivariant $K$-theory characteristic numbers, that the information encoded in the oriented torus graph associated to a stably complex torus manifold completely describes its equivariant bordism class. We also consider the role of omnioriented quasitoric manifolds in this description.

1. Introduction

Bordism is a well known equivalence relation on compact manifolds of the same dimension, using the notion of boundary, whose importance was revealed by René Thom in the 1950s when he showed that bordism groups could be computed using homotopy theory. Thom’s work was concerned with what we now call unoriented bordism, where two closed $n$-dimensional manifolds, $M$ and $N$, are bordant if there is a compact $(n+1)$-manifold whose boundary is the disjoint union $M \sqcup N$. The bordism class of a manifold $[M] \in \Omega^n_\Omega$ is completely determined by its Stiefel-Whitney characteristic numbers. The set of bordism classes forms an abelian group $\Omega^n_\Omega$ for which addition is induced by disjoint union and the identity is represented by the empty manifold. Cartesian product of manifolds induces a product structure and we obtain a graded ring $\Omega^n_\Omega := \bigoplus_{n \geq 0} \Omega^n_\Omega$. Thom computes this to be isomorphic to a $\mathbb{Z}/2$-polynomial algebra by showing that it is isomorphic to the homotopy groups of the Thom spectrum $MO$, defined by considering the Thom spaces of the tautological bundles that classify real vector bundles. This is achieved by considering the Pontryagin-Thom construction, which provides us with a map $\Omega^n_\Omega \to MO_\ast$, and finding an inverse using transversality arguments.

Independently, Milnor and Novikov gave a complex variant of bordism using the Thom spectrum $MU$, defined by considering the Thom spaces of the tautological bundles that classify complex vector bundles. It was shown that $MU$ represents bordism classes of stably complex manifolds, which admit a complex structure on the direct sum of their tangent bundle and a trivial bundle of sufficiently large rank. Complex bordism classes are completely determined by their Chern characteristic numbers, and constitute a graded ring $\Omega^c_\Omega$. Transversality, as in the unoriented case, provides us with an isomorphism of $\Omega^c_\Omega$ with the homotopy groups of $MU$, which is known to be a polynomial algebra over $\mathbb{Z}$. Every spectrum provides us with a homology and cohomology theory and the complex Thom spectrum $MU$ is universal among complex-orientable cohomology theories.

In an attempt to further the study of transformation groups, Conner and Floyd [7] define an equivariant version of geometric bordism. This is, by analogy with
the non-equivariant case, an equivalence relation on compact (stably complex) \( G \)-manifolds, for a compact Lie group \( G \), which results in graded rings \( \Omega_*^{O,G} \) and \( \Omega_*^{U,G} \). An equivariant version of Thom spectra was given by tom Dieck \[10\] resulting in the \( G \)-spectra \( MO_G \) and \( MU_G \). It is still possible to define maps \( \Omega_*^{O,G} \to MO_*^G \) and \( \Omega_*^{U,G} \to MU_*^G \) using the Pontryagin-Thom construction, but unfortunately, for non-trivial \( G \), transversality does not extend to the equivariant case. Therefore, we do not obtain an isomorphism between the rings defined geometrically and the homotopy groups of the equivariant Thom spectra.

We will concentrate on equivariant complex bordism with respect to the torus \( T^k := (S^1)^k \), for some \( k \geq 1 \). This has been proven to be important thanks to the work of tom Dieck \[10\] and Löffler \[19\] who show that the Pontryagin-Thom map above is injective in this case. Also \( MU_A \), for a compact abelian Lie group \( A \), is known to be universal among \( A \)-equivariant complex-orientable theories; see \[8\].

Goresky, Kottwitz and MacPherson \[14\] studied a particular class of almost complex manifolds with effective torus actions. They associated a labelled graph to each manifold using its fixed point data and showed that this combinatorial data was enough to calculate the equivariant cohomology of the manifold. Rosu \[25\] was also able to give a description, using this combinatorial data, of the equivariant \( K \)-theory (with complex coefficients) of the manifold. Our aim is to show that this data is also what we need to determine the bordism class of the manifold although we will widen the class of manifolds, and consequently alter the labelled graphs, in question by looking at stably complex manifolds with effective torus actions.

In this paper we will only be concerned with the case of half-dimensional torus actions, that is, even-dimensional manifolds \( M^{2n} \) with effective \( T^n \)-actions. This will imply that the only fixed points that appear are isolated fixed points. The GKM-theory of these particular manifolds was studied in depth in \[23\] where the graphs were given the name torus graphs. We will show how we can find the equivariant versions of characteristic numbers from the torus graphs and classify those that can appear.

A special class of such manifolds are known as omnioriented quasitoric manifolds (see Section \[5\]). They were first defined in \[11\] as topological versions of toric varieties and are central objects in the study of the topology of torus actions. Their attraction is the ability to completely encode them in terms of combinatorial data. Buchstaber and Ray in \[2\] prove that every (non-equivariant) complex bordism class of dimension > 2 contains an omnioriented quasitoric manifold. This paper is the beginning of an attempt to to prove the equivariant version of this theorem, that is, that an omnioriented quasitoric manifold is contained in every equivariant complex bordism class with suitable dimensions.

There are real versions of quasitoric manifolds known as small covers, where we have nice \((\mathbb{Z}/2)^n\)-actions on manifolds \( M^n \). Lü and Tan in \[20\] show that a small cover is contained in every \((\mathbb{Z}/2)^n\)-equivariant unoriented bordism class of dimension \( n \). This paper could then be considered as an attempt at a complex version of their paper and we extend many of their techniques to this case.

We begin in Section \[2\] by looking at manifolds \( M^{2n} \) with an effective \( T^n \)-action. These are known as torus manifolds and we are interested in those that admit a stably complex structure. We then consider torus graphs, first discussed in \[23\], which are combinatorial objects associated to torus manifolds; oriented versions are associated to those torus manifolds with a stably complex structure. We assign
to these an exterior polynomial, and define a boundary operator that completely characterises such polynomials.

In Section 3 we give an introduction to geometric equivariant complex bordism and the technique of restricting to fixed point data. We then consider the case of bordism classes that contain manifolds with only isolated fixed points and study the universal toric genus of [5] and the pullback squares of Hanke [15] to obtain a fixed point formula.

Section 4 brings the previous material together to show that every exterior polynomial coming from an oriented torus graph is the fixed point data for some equivariant bordism class. This gives our restricted bordism ring a completely combinatorial structure and the exterior polynomials may be thought of as equivariant characteristic ‘numbers’.

In Section 5 we give a brief introduction to omnioriented quasitoric manifolds and define a ring of quasitoric pairs that completely encodes omnioriented quasitoric manifolds. We then consider whether this particular class of stably complex torus manifolds could generate all the bordism classes, give an affirmative answer in low dimensions and discuss problems that arise in higher dimensions.

1.1. Preliminaries. Let \( G \) be a compact Lie group. For a good exposition on equivariant algebraic topology, including the definitions of \( G \)-bundle, \( G \)-homotopy etc., we refer the reader to the classical text [22]. Suppose \( \xi \) is a real \( 2n \)-plane \( G \)-bundle.

**Definition 1.1.** A complex \( G \)-structure on \( \xi \) is a \( G \)-map

\[
J : E(\xi) \to E(\xi),
\]
satisfying \( J^2 = -1 \). Two complex structures are equivalent if they are \( G \)-homotopic through complex \( G \)-structures.

Note that equivalence classes of complex \( G \)-structures are in one-to-one correspondence with \( G \)-homotopy classes of bundle maps \( \xi \to \Gamma^n_G \), where

\[
\gamma^n_G : EU_G(n) \to BU_G(n)
\]
is the universal complex \( n \)-plane \( G \)-bundle which we regard as a real \( 2n \)-plane \( G \)-bundle.

**Definition 1.2.** A tangentially stably complex \( G \)-manifold \( M \) is a compact \( G \)-manifold with a complex \( G \)-structure on

\[
\tau(M) \oplus \mathbb{R}^k,
\]
for some \( k \), where the trivial bundle \( \mathbb{R}^k \) has trivial \( G \)-action. Two such structures are defined to be equivalent, if after stabilisation with further \( \mathbb{C} \)-summands (equipped with trivial \( G \)-actions on the fibres), the induced complex \( G \)-structures are equivalent.

An important property of these objects that we will use is given in the following well-known proposition:

**Proposition 1.3** (See [6]). Suppose \( M \) is a tangentially stably complex \( G \)-manifold. Then each component of the fixed point set \( M^G \) is a tangentially stably complex \( G \)-manifold and its normal bundle in \( M \) is a complex \( G \)-bundle.
Proof. Suppose we have a complex $G$-structure on $\tau(M) \oplus \mathbb{R}^k$, for some $k$. Observe that $\tau(M^G) = (\tau(M)|_{M^G})^G$ as real vector bundles. Then

$$\zeta := (\tau(M) \oplus \mathbb{R}^k)|_{M^G} = \tau(M)|_{M^G} \oplus \mathbb{R}^k = \tau(M^G) \oplus \nu(M^G, M) \oplus \mathbb{R}^k.$$ 

Since $\zeta^G = \tau(M^G) \oplus \mathbb{R}^k$, we have that $(\zeta^G)^\perp = \nu(M^G, M)$ is a complex $G$-bundle. □

Remark 1.4. If we were to stabilise the tangent bundle with respect to all complex $G$-representations, as opposed to just the trivial ones, then Proposition 1.3 would not hold; we would only be able to say that the normal bundles to fixed sets would be stably complex. The same would be true if we were to define a theory using the stable normal bundle instead of the stable tangent bundle.

We will use the following important fact about $G$-bundles over a trivial $G$-space:

**Proposition 1.5** ([26, Proposition 2.2]). Let $\xi$ be a complex $G$-bundle over a compact space $X$ that has trivial $G$-action. Then $\xi$ decomposes as the direct sum

$$\xi \equiv \bigoplus_V \xi_V,$$

where $V$ runs over irreducible $G$-representations and $\xi_V \equiv \hat{\xi} \otimes V$ for some non-equivariant complex vector bundle $\hat{\xi}$ over $X$.

If a tangentially stably complex $G$-manifold $M$ has an isolated fixed point $p$, then, by Proposition 1.3, $M$ is even dimensional and the tangent space $T_pM$ is a complex $G$-representation. Since $M$ has a canonical orientation coming from its stably complex structure, this induces an orientation on $T_pM$. Therefore $T_pM$ has two orientations: one coming from its complex structure, and the other from the orientation of $M$.

We define the **sign** of an isolated fixed point as in [21, 4]:

**Definition 1.6.** For each isolated fixed point $p$ of a tangentially stably complex $G$-manifold, the **sign of $p$** is given by

$$\sigma(p) := \begin{cases} +1, & \text{if the two orientations coincide;} \\ -1, & \text{if the two orientations differ.} \end{cases}$$

Note that $\sigma(p)$ agrees with the induced orientation on $p$ as a stably complex manifold in its own right and that for an almost complex manifold $\sigma(p) = +1$ for all isolated fixed points $p \in M$.
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2. **Stably Complex Torus Manifolds**

In this section we study what we call **stably complex torus manifolds**. Masuda studied these in [21] in which he called them “unitary toric manifolds”. We give them a different name to avoid confusion with compact non-singular toric varieties and quasitoric manifolds, which have been called toric manifolds in the literature.
Much of this section may be considered as an extension of the ideas of Lü and Tan [20, §§3,4] to the complex case.

**Definition 2.1.** A **torus manifold** is a $2n$-dimensional smooth compact manifold $M$ with an effective smooth $T^n$-action whose fixed point set is non-empty.

Note that for a manifold $M^{2n}$ with an effective $T^n$-action the fixed point set $M^{T^n}$ is necessarily finite. So for a torus manifold there are only isolated fixed points.

**Definition 2.2.** A **stably complex torus manifold** $M^{2n}$ is a tangentially stably complex $T^n$-manifold whose $T^n$-action also satisfies the conditions of being a torus manifold, that is, the $T^n$-action is effective and has a non-empty fixed point set.

Following the work in [21] we define a **characteristic submanifold** of a stably complex torus manifold to be a closed connected codimension 2 submanifold that is a fixed point set component of a certain circle subgroup of $T^n$ that contains at least one $T^n$-fixed point. Compactness ensures that for a stably complex torus manifold $M$ there are only a finite number of characteristic submanifolds. Let $M_i$ be the characteristic submanifolds of $M$, $\nu_i$ be their normal bundles in $M$ and let $T_i$ be the circle subgroup which fixes $M_i$ pointwise. For $p \in M^{T^n}$ we set

$$I(p) := \{i \mid p \in M_i\}.$$  

Then

$$T_p M \cong \bigoplus_{i \in I(p)} \nu_i|_p$$

as complex $T^n$-modules. This shows that $I(p)$ consists of exactly $n$ elements. Let $V_i(p) \in \text{Hom}(T^n, S^1) \cong \mathbb{Z}^n$ be the irreducible complex $T^n$-representation associated to each $\nu_i|_p$. Using the fact that the $T^n$-action is effective Masuda obtained the following result:

**Lemma 2.3** ([21, Lemma 1.3]). The following conditions hold for each $p \in M^{T^n}$:

1. The set $\{V_i(p) \mid i \in I(p)\}$ forms a basis of $\text{Hom}(T^n, S^1)$.
2. Let $j \in I(p)$. Then $\text{Res}_{T_j}(V_i(p)) \neq 0$ if and only if $j = i$, where $\text{Res}_{T_j}$ denotes the restriction map from $\text{Hom}(T^n, S^1)$ to $\text{Hom}(T_j, S^1)$.
3. If $p$ and $q$ are points in $M_i$, the $\text{Res}_{T_i}(V_i(p)) = \text{Res}_{T_i}(V_i(q))$.

We now consider combinatorial objects called torus graphs and look at the torus graphs that are obtained from stably complex torus manifolds. We then go on to define an exterior polynomial associated to each such torus graph and a boundary operator which characterises those exterior polynomials that arise in this fashion.

**2.1. Torus Graphs.** Torus graphs were first introduced in [23] as combinatorial objects used to study simplicial posets and to calculate the equivariant cohomology of equivariantly formal torus manifolds by analogy with the way that the GKM graphs of [14] and [12] deal with GKM manifolds. Lü and Tan study a mod 2 version of these torus graphs in [20].

Suppose $\Gamma$ is an $n$-valent connected graph with $n \geq 1$. Let $V(\Gamma)$ denote the set of vertices of $\Gamma$ and $E(\Gamma)$ the set of oriented edges of $\Gamma$, that is, each edge of $\Gamma$ appears twice in $E(\Gamma)$—once for each possible orientation. Let $i(e)$ and $t(e)$ be the
initial and terminal vertices of an edge $e \in \mathcal{E}(\Gamma)$ respectively, and $\bar{e}$ be the edge $e$ with its opposite orientation. For $p \in V(\Gamma)$ set
\[
\mathcal{E}(\Gamma)_p := \{ e \in \mathcal{E}(\Gamma) \mid i(e) = p \}.
\]

**Definition 2.4.** A torus axial function is a map
\[
\alpha: \mathcal{E}(\Gamma) \to \text{Hom}(T^n, S^1) \cong \mathbb{Z}^n,
\]
satisfying the following conditions:

1. $\alpha(\bar{e}) = \pm \alpha(e)$;
2. elements of
\[
\alpha(\mathcal{E}(\Gamma)_p) := \{ \alpha(e) \in \text{Hom}(T^n, S^1) \mid i(e) = p \}
\]
form a basis of $\mathbb{Z}^n$;
3. $\alpha(\mathcal{E}(\Gamma)_i(e)) \equiv \alpha(\mathcal{E}(\Gamma)_i(\bar{e})) \mod \alpha(e)$, for any $e \in \mathcal{E}(\Gamma)$.

**Remark 2.5.** Note that a torus axial function is different from the axial function for GKM-graphs as defined in [12], which requires that $\alpha(\bar{e}) = -\alpha(e)$ as well as that the elements of $\alpha(\mathcal{E}(\Gamma)_p)$ need only be pairwise linearly independent.

**Definition 2.6.** A torus graph is a pair $(\Gamma, \alpha)$ consisting of an $n$-valent graph $\Gamma$ with a torus axial function $\alpha$.

**Example 2.7** ([23, p.463]). Let $M^{2n}$ be a torus manifold. Let $\Sigma_M$ denote the set of 2-dimensional submanifolds of $M$ each of which is fixed pointwise by a codimension one subtorus of $T^n$. Then every $S \in \Sigma_M$ is diffeomorphic to a sphere, contains exactly two $T^n$-fixed points, and is a connected component of the intersection of some $n-1$ characteristic submanifolds. Define a regular $n$-valent graph $\Gamma_M$ whose vertex set is $M^{T^n}$ and identify the edges of $\Gamma_M$ with the spheres from $\Sigma_M$. The summands in (2.1) correspond to the oriented edges of $\Gamma_M$ having $p$ as the initial point. We assign $V_i(p)$ to the oriented edge corresponding to $\nu_i|_p$. This gives a function
\[
\alpha_M: \mathcal{E}(\Gamma_M) \to \text{Hom}(T^n, S^1).
\]
It is not difficult to see that $\alpha_M$ satisfies the three conditions of being a torus axial function.

**Example 2.8** ([23, p.463]). By suspending the coordinatewise $T^n$-action on $S^{2n-1}$, for $n > 1$, we obtain the torus manifold $S^{2n}$. The torus graphs of these torus manifolds have only two vertices and the axial function assigns the basis elements $t_1, \ldots, t_n \in \text{Hom}(T^n, S^1)$ to the $n$ edges regardless of the orientation due to the condition given by Definition 2.4(3). We draw the graph below in the case that $n = 3$.

Note that these are not GKM-graphs as in [12] as the condition $\alpha(\bar{e}) = -\alpha(e)$ is not satisfied.
Definition 2.9. An orientation of a torus graph \((\Gamma, \alpha)\) is an assignment 
\[
\sigma : \mathcal{V}(\Gamma) \rightarrow \{\pm 1\},
\]
satisfying 
\[
\sigma(i(e))\alpha(e) = -\sigma(i(\bar{e}))\alpha(\bar{e}), \quad \text{for every } e \in \mathcal{E}(\Gamma).
\]

Example 2.10 ([23, p.476]).

(1) Not all torus graphs are orientable. Take the complete graph on four vertices \(v_1, v_2, v_3, v_4\). Choose a basis \(t_1, t_2, t_3 \in \text{Hom}(T^3, S^1)\) and define an axial function by setting 
\[
\alpha(v_1v_2) = \alpha(v_3v_4) = t_1, \quad \alpha(v_1v_3) = \alpha(v_2v_4) = t_2, \quad \alpha(v_1v_4) = \alpha(v_2v_3) = t_3,
\]
and \(\alpha(\bar{e}) = \alpha(e)\) for any oriented edge \(e\). A direct check shows that this torus graph is not orientable.

(2) A \(T^n\)-invariant almost complex structure on a torus manifold \(M^{2n}\) induces orientations on \(M\) and on its characteristic submanifolds. The associated torus axial function satisfies \(\alpha_M(\bar{e}) = -\alpha_M(e)\) for any oriented edge \(e\). In this case we may take \(\sigma(p) = +1\) for every \(p \in \mathcal{V}(\Gamma_M)\).

Proposition 2.11. The torus graph of a stably complex torus manifold is orientable.

Proof. Any stably complex torus manifold \(M\) is a tangentially stably complex \(T^n\)-manifold so set \(\sigma(p), \text{ for } p \in M^{2n} = \mathcal{V}(\Gamma_M),\) to agree with the definition of the sign of an isolated fixed point of a tangentially stably complex \(T^n\)-manifold as in Definition [1.6]. The condition for the torus graph to be orientable is then satisfied.

\(\square\)

Example 2.12. The torus graph of the torus manifold \(S^{2n}\), of Example 2.8, can be oriented by giving opposite signs to the two fixed points.

2.2. Torus Polynomials. We begin by defining the free exterior algebra, on a set \(S\), over a commutative ring \(R\). This can be thought of as the non-commutative analogue of a polynomial ring.

Definition 2.13. The free \(R\)-algebra \(R\langle S \rangle\), on \(S\), is the free \(R\)-module with basis consisting of all finite words over \(S\). This becomes an \(R\)-algebra by defining multiplication as concatenation of basis elements.

Let \(S = \{X_i \mid i \in I\}\). Then it is clear that each element of \(R\langle S \rangle\) can be uniquely written in the form:

\[
\sum_{i_1, \ldots, i_k \in I} a_{i_1, \ldots, i_k} X_{i_1} \cdots X_{i_k},
\]

where \(a_{i_1, \ldots, i_k}\) are elements of \(R\), of which all but finitely many are non-zero. Unlike an actual polynomial ring the variables do not commute, i.e. \(X_1X_2 \) does not equal \(X_2X_1\).

Definition 2.14. The free exterior \(R\)-algebra \(\Lambda(S)\) on \(S\) is the quotient algebra 
\[
\Lambda(S) := R\langle S \rangle/I,
\]
where \(I\) is the ideal generated by all words of the form \(X_iX_i\) and expressions of the form \(X_iX_j + X_jX_i\), for \(X_i, X_j \in S\). The exterior product \(\wedge\) of two elements is defined as \(X_i \wedge X_j = X_iX_j \mod I\).
The $k^{th}$ exterior power, denoted $\Lambda^k(S)$, is the subspace of $\Lambda(S)$ spanned by elements of the form

$$X_1 \wedge X_2 \wedge \cdots \wedge X_k$$

and we obtain a graded structure:

$$\Lambda(S) = \Lambda^0(S) \oplus \Lambda^1(S) \oplus \cdots,$$

where $(\Lambda^k(S)) \wedge (\Lambda^p(S)) \subset \Lambda^{k+p}(S)$.

We will always refer to each element in $\Lambda(S)$ in terms of a representative in $R \langle S \rangle$ and assume that it is written as a sum of basis elements as in (2.2).

**Definition 2.15.** Let $J_n$ denote the set of non-trivial irreducible $T^n$-representations, that is, non-trivial elements of $\text{Hom}(T^n, S^1)$.

We have that $J_n \cong \mathbb{Z}^n \setminus \{0\}$. Consider the free exterior algebra $\Lambda(J_n)$, over $\mathbb{Z}$.

**Definition 2.16.** We call an exterior polynomial in $\Lambda^n(J_n)$ faithful if the indeterminates from each monomial form a basis of $\mathbb{Z}^n$.

Suppose $(\Gamma, \alpha, \sigma)$ is an oriented torus graph. For a vertex $p$ we order the basis elements

$$\alpha(E_p) = \{\alpha(e_1), \ldots, \alpha(e_n)\}$$

so that

(2.3) $\det[\alpha(e_1) \cdots \alpha(e_n)] = \sigma(p)$,

where $[\alpha(e_1) \cdots \alpha(e_n)]$ is the integral $(n \times n)$-matrix formed by taking the $i^{th}$ column to be the vector $\alpha(e_i) \in \mathbb{Z}^n$. This defines a faithful exterior monomial

$$\mu_p = \alpha(e_1) \wedge \cdots \wedge \alpha(e_n) \in \Lambda^n(J_n),$$

for every vertex $p$ of $\Gamma$. Note that this monomial is independent of the ordering chosen above.

**Remark 2.17.** In the case $n = 1$ there is only one ordering of $\alpha(E_p)$ since it contains a single element $\alpha(e)$. In this case we define

$$\mu_p :\begin{cases} +\alpha(e), & \text{if } \det[\alpha(e)] = \sigma(p); \\ -\alpha(e), & \text{if } \det[\alpha(e)] \neq \sigma(p). \end{cases}$$

**Definition 2.18.** The torus polynomial of an oriented torus graph $(\Gamma, \alpha)$ is defined to be the faithful exterior polynomial

$$g(\Gamma, \alpha) := \sum_{p \in \nu(\Gamma)} \mu_p \in \Lambda^n(J_n).$$

**Example 2.19.** Combining Examples 2.8 and 2.12 we see that the spheres $S^{2n}$ have zero torus polynomial because the two monomials coming from the two vertices cancel as they have opposite sign.

We define an equivalence relation on the set of oriented torus graphs by saying that for two torus graphs $(\Gamma_1, \alpha_1)$ and $(\Gamma_2, \alpha_2)$ are equivalent if and only if $g(\Gamma_1, \alpha_1) = g(\Gamma_2, \alpha_2)$, and denote the set of equivalence classes by $G(n)$. On $G(n)$ we define addition to be disjoint union and so form an abelian group where the zero element is given by the class of any torus graph with zero torus polynomial, or equivalently, the empty graph.
We then have a monomorphism of abelian groups
\[ g: G(n) \longrightarrow \Lambda^n(J_n) \]
given by taking the torus polynomial of an oriented torus graph.

**Definition 2.20.** An oriented torus graph \((\Gamma, \alpha)\) with non-zero torus polynomial is said to be prime if the number of monomials in \(g(\Gamma, \alpha)\) is equal to the number of vertices of \(\Gamma\).

**Lemma 2.21.** Each non-zero class of \(G(n)\) contains a prime torus graph as its representative.

**Proof.** Let \((\Gamma, \alpha, \sigma)\) be an oriented torus graph with \(g(\Gamma, \alpha) \neq 0\) and assume that \((\Gamma, \alpha)\) is not prime. Then there must be two vertices \(p\) and \(q\) such that \(\mu_p + \mu_q = 0\). Notice that this can happen only if \(\sigma(p) \neq \sigma(q)\). We can now form a new torus graph by removing the two vertices \(p\) and \(q\) and gluing the \(n\) edges \(E_p = \{e_1, \ldots, e_n\}\) with \(p\) removed to the \(n\) edges \(E_q = \{e'_1, \ldots, e'_n\}\) with \(q\) removed in such a way that \(e_p'\) will be glued to \(e'_q\) whenever \(\alpha(e_p') = \alpha(e'_q)\). The resulting graph \((\Gamma', \alpha')\) will be a torus graph with two fewer vertices than \((\Gamma, \alpha)\), such that \((\Gamma', \alpha') \sim (\Gamma, \alpha)\). Since \(\Gamma\) is finite this procedure will terminate and we will obtain a prime torus graph. \(\square\)

**Remark 2.22.** If we have two oriented torus graphs \((\Gamma_1, \alpha_1)\) and \((\Gamma_2, \alpha_2)\) with vertices \(p_1 \in V(\Gamma_1)\) and \(p_2 \in V(\Gamma_2)\) such that \(\mu_{p_1} + \mu_{p_2} = 0\), then we can form the connected sum \((\Gamma_1, \alpha_1) \#_{p_1, p_2} (\Gamma_2, \alpha_2)\) in a similar fashion to the proof above and we obtain the following formula:
\[ g((\Gamma_1, \alpha_1) \#_{p_1, p_2} (\Gamma_2, \alpha_2)) = g(\Gamma_1, \alpha_1) + g(\Gamma_2, \alpha_2) \in \Lambda^n(J_n). \]

2.3. **A Boundary Operator.** We can see that both \(\text{Hom}(T^n, S^1)\) and \(\text{Hom}(S^1, T^n)\) are isomorphic to \(\mathbb{Z}^n\) and are dual by the pairing
\[ \langle \cdot, \cdot \rangle : \text{Hom}(S^1, T^n) \times \text{Hom}(T^n, S^1) \longrightarrow \text{Hom}(S^1, S^1) \cong \mathbb{Z}, \]
defined by composition of homomorphisms, that is, \(\langle \rho, \xi \rangle = \xi \circ \rho\).

Similarly to Definition 2.15 we define \(J^*_n\) to be the set of non-trivial elements of \(\text{Hom}(S^1, T^n) \cong \mathbb{Z}^n\). For each faithful exterior polynomial \(h \in \Lambda^n(J_n)\) we can obtain a dual polynomial \(h^* \in \Lambda^*(J^*_n)\). This is defined by taking each monomial of \(h\), which forms a basis of \(\text{Hom}(T^n, S^1) \cong \mathbb{Z}^n\), and considering the dual basis, elements of which belong in \(\text{Hom}(S^1, T^n) \cong \mathbb{Z}^n\), which gives us a faithful exterior monomial in \(\Lambda^*(J^*_n)\). In terms of matrices, if \(A\) is the invertible matrix associated to a monomial in \(h\), then the corresponding monomial in \(h^*\) will be associated to the transpose of the inverse of \(A\) and we set
\[ A^*: = (A^{-1})^T. \]

Notice that we have the relation: \((AB)^* = A^*B^*\).

We now define a chain complex \((\Lambda^k(J^*_n), d_k)\) as follows:
for each monomial \(s_1 \wedge \cdots \wedge s_k \in \Lambda^k(J^*_n)\), with all \(s_i \in J^*_n\),
\[ d_k(s_1 \wedge \cdots \wedge s_k) := \begin{cases} \sum_{i=1}^k (-1)^{i+1} s_1 \wedge \cdots \wedge s_{i-1} \wedge \hat{s}_i \wedge s_{i+1} \wedge \cdots \wedge s_k, & \text{if } k > 1; \\ 1 & \text{if } k = 1. \end{cases} \]
and \(d_0(1) = 0\), where \(\hat{s}_i\) denotes that \(s_i\) is deleted. It is easy to see that \(d^2 = 0\).
Lemma 2.23. The sequence
\[ \cdots \to \Lambda^{i+1}(J_n^*) \xrightarrow{d_{i+1}} \Lambda^i(J_n^*) \xrightarrow{d_i} \Lambda^{i-1}(J_n^*) \xrightarrow{d_{i-1}} \cdots \xrightarrow{d_1} \Lambda^0(J_n^*) \xrightarrow{d_0} 0 \]
is exact.

Proof. We only need to show that Ker $d_i \subseteq \text{Im } d_{i+1}$, for $i \geq 0$. Let $h \in \text{Ker } d_i$ and take $H = t \wedge h$ for some $t \in J_n^*$ such that $t$ is not an indeterminate of any monomial of $h$. Then $d_{i+1}(H) = h - t \wedge d_i(h) = h$. \qed

Remark 2.24. As Lü and Tan in [20] Remark 7] explain, although it is easy to see how we could define a similar boundary operator $d'$ on $\Lambda(J_n)$, for a faithful polynomial $h \in \Lambda^n(J_n)$, if $d(h^*) = 0$, then generally $d'(h)$ does not equal zero.

Theorem 2.25. Let $h \in \Lambda^n(J_n)$ be a faithful polynomial. Then $h = g(\Gamma, \alpha)$ is the torus polynomial of an oriented torus graph if and only if $d(h^*) = 0$.

Proof. ($\Rightarrow$) Suppose $h = g(\Gamma, \alpha)$ for some oriented torus graph $(\Gamma, \alpha)$. We write
\[ h = \sum_{p \in \mathbb{V}} \mu_p \text{ and } h^* = \sum_{p \in \mathbb{V}} \mu_p^*, \]
where $\mu_p^*$ is the dual monomial of $\mu_p$, and each monomial can be written as
\[ \mu_p = \alpha(e_1) \wedge \cdots \wedge \alpha(e_n) \text{ and } \mu_p^* = \alpha^*(e_1) \wedge \cdots \wedge \alpha^*(e_n), \]
where $\alpha^*(e_i) \in J_n^*$, for $1 \leq i \leq n$.

Then for an edge $e_i \in \mathcal{E}_p$ define
\[ (\mu^*_p)e_i = (-1)^{i+1} \alpha^*(e_1) \wedge \cdots \wedge \alpha^*(e_i) \wedge \cdots \wedge \alpha^*(e_n) \in \Lambda^{n-1}(J_n^*), \]
for $1 \leq i \leq n$. Notice that
\[ d(h^*) = \sum_{p \in \mathbb{V}} \sum_{e_i \in \mathcal{E}_p} (\mu^*_p)e_i. \tag{2.7} \]
We will show that for an edge $e$ with $i(e) = p$ and $t(e) = q$ we have
\[ (\mu^*_p)e + (\mu^*_q)e = 0, \tag{2.8} \]
which will imply that $d(h^*) = 0$ by (2.7).

For $n \geq 2$ we can always write
\[ \mu_p = \alpha(e) \wedge \alpha(e_2) \wedge \cdots \wedge \alpha(e_n) \text{ and } -\mu_q = \alpha(e) \wedge \alpha(e'_2) \wedge \cdots \wedge \alpha(e'_n). \]

We know that $\alpha(e) = \pm \alpha(e)$ depending on the sign of $p$ and $q$ by Definition 2.29. We also have that $\alpha(e'_i) = \alpha(e_{j_i}) + k_i \alpha(e)$, for some $k_i \in \mathbb{Z}$, $2 \leq i \leq n$, by Definition 2.43. So, letting $\{e_1, \ldots, e_n\}$ denote the standard basis of $\mathbb{Z}^n$, we can write
\[ [\alpha(e) \alpha(e'_2) \cdots \alpha(e'_n)] = [\alpha(e) \alpha(e_2) \cdots \alpha(e_n)][\pm e_1 k_2 e_1 + e_2 \cdots k_n e_1 + e_n], \]
as $(n \times n)$-integral matrices and by taking determinants and using Definition 2.29 we have that
\[ \det[\pm e_1 k_2 e_1 + e_2 \cdots k_n e_1 + e_n] = \pm 1, \]
since $\sigma(p) = \mp \sigma(q)$. Taking duals (see (2.9)) and, without loss of generality, we have,
\[ [\alpha^*(e) \alpha^*(e'_2) \cdots \alpha^*(e'_n)] = [\alpha^*(e) \alpha^*(e_2) \cdots \alpha^*(e_n)][\pm e_1 k_2 e_1 + e_2 \cdots k_n e_1 + e_n]^* = [\alpha^*(e) \alpha^*(e_2) \cdots \alpha^*(e_n)][e e_2 \cdots e_n]. \]
where $e = \pm e_1 \mp k_2 e_2 \mp \cdots \mp k_n e_n$. Therefore
\[
-\mu_q^* = \alpha^*(\bar{e}) \wedge \alpha^*(e'_2) \wedge \cdots \wedge \alpha^*(e'_n) = \alpha^*(\bar{e}) \wedge \alpha^*(e_2) \wedge \cdots \wedge \alpha^*(e_n).
\]
This implies that $-(\mu_q^*)_k = (\mu_n^*)_e$, which proves the statement in this case.

In the special case that $n = 1$, a direct check shows that the result holds.

$(\Leftarrow)$ We write
\[
h = \sum_{i=1}^m s_i = \sum_{i=1}^m t_{i,1} \wedge \cdots \wedge t_{i,n} \quad \text{and} \quad h^* = \sum_{i=1}^m s_i = \sum_{i=1}^m s_{i,1} \wedge \cdots \wedge s_{i,n},
\]
where $t_i^* = s_i$. Define
\[
[s_i]_j = (-1)^j s_{i,1} \wedge \cdots \wedge s_{i,j} \wedge \cdots \wedge s_{i,n} \in \Lambda^{n-1}(J_n^*),
\]
for $1 \leq i \leq m$ and $1 \leq j \leq n$. Notice that we can now write
\[
d(h^*) = \sum_{i=1}^m \sum_{j=1}^n [s_i]_j = 0.
\]

We now construct an oriented torus graph. Take $m$ points $p_1, \ldots, p_m$ as vertices and label them by $s_1, \ldots, s_m$, respectively. For each vertex $p_i$ make a bouquet around $p_i$ of $n$ segments and label them by $[s_1], \ldots, [s_n]$. Since $h^*$ is faithful and $d(h^*) = 0$ we have that
\[
[s_i]_j + [s_k]_l = 0,
\]
for some $k \neq i$, with $1 \leq j, l \leq n$. We now join these segments to obtain an $n$-valent graph with labelled oriented edges. We relabel these edges in the following fashion:
\[
[s_i]_j \mapsto t_{i,j} \in \text{Hom}(T^n, S^1),
\]
to define a map $\alpha : \mathcal{E}(\Gamma) \to \text{Hom}(T^n, S^1)$. We now check that the conditions of being a torus graph are satisfied. It is obvious that $\alpha(\mathcal{E}_{p_i})$ is a basis for each vertex $p_i$ as $h$ is faithful. Suppose we have an edge $e$ such that $i(e) = p_i$ and $t(e) = p_k$. This implies that $s_i$ and $s_k$ agree on $(n-1)$-elements and satisfy (2.9) for some $j, l$. Without loss of generality, for $n \geq 2$, we can write
\[
s_i = \phi \wedge \eta_2 \wedge \cdots \wedge \eta_n \quad \text{and} \quad -s_k = \psi \wedge \eta_2 \wedge \cdots \wedge \eta_n.
\]
Since $s_i$ is faithful we can write
\[
\psi = c_1 \phi + c_2 \eta_2 + \cdots + c_n \eta_n,
\]
for some $c_1, \ldots, c_n \in \mathbb{Z}$. By setting $e = (c_1, \ldots, c_n)$ we can write
\[
[\psi \eta_2 \cdots \eta_n] = [\phi \eta_2 \cdots \eta_n][e \ e_2 \cdots e_n].
\]
Note that $c_1 = \pm 1$. So
\[
[\psi \eta_2 \cdots \eta_n]^* = [\phi \eta_2 \cdots \eta_n]^*[e \ e_2 \cdots e_n]^* = [\phi \eta_2 \cdots \eta_n]^*[c_1 e_1 k_2 e_1 + e_2 \cdots k_n e_1 + e_n],
\]
where $k_j = -c_1 c_j$. By writing
\[
[\phi \eta_2 \cdots \eta_n]^* = [\alpha(e) \alpha(e_2) \cdots \alpha(e_n)],
\]
we see that
\[
[\psi \eta_2 \cdots \eta_n]^* = [c_1 \alpha(e) k_2 \alpha(e) + \alpha(e_2) \cdots k_n \alpha(e) + \alpha(e_n)]
\]
= $[\alpha(\bar{e}) \alpha(e'_2) \cdots \alpha(e'_n)]$.
It is easy to see that the other conditions of being a torus graph follows from this observation. Finally we need to check the orientation condition as stated in Definition 2.9. We set 
\[ \sigma(p_i) = -\det[s_i]. \]
We have that
\[ \sigma(p_i) = -\det[\psi \eta_2 \cdots \eta_n] = -c_1 \det[\phi \eta_2 \cdots \eta_n] = -c_1 \sigma(p_i). \]
Therefore, \( \sigma(p_i) = \sigma(p_k) \) if and only if \( c_1 = -1 \), which implies that \( \alpha(\bar{e}) = -\alpha(e) \).
Similarly, \( \sigma(p_i) = -\sigma(p_k) \) if and only if \( c_1 = +1 \), which implies that \( \alpha(\bar{e}) = \alpha(e) \).
We then get that \( h = g(\Gamma, \alpha) \).
It is easy to check that this is true for \( n = 1 \) as well.

**Definition 2.26.** Let \( K_n \) denote the abelian group of all faithful exterior polynomials \( h \in \Lambda^n(J_n) \) such that \( d(h^*) = 0 \).

**Corollary 2.27.** We have the following isomorphism of abelian groups
\[ G(n) \cong K_n. \]

**Proof.** By Theorem 2.25 the image of the homomorphism \( g \), see (2.4), is \( K_n \). By construction the kernel of \( g \) is trivial and so we have the required isomorphism. \( \square \)

### 3. Equivariant Complex Bordism

We introduce a bordism theory related to tangentially stably complex \( G \)-manifolds, for a compact Lie group \( G \), and consider the normal data around fixed point sets. We restrict our attention to classes containing tangentially stably complex \( T^n \)-manifolds that have a finite fixed point set, discuss the universal toric genus of \( [5] \) and extend the pullback square of Hanke \( [15] \).

**Definition 3.1.** For a \( G \)-space \( X \) the bordism groups of tangentially stably complex \( G \)-manifolds, denoted by \( \Omega_{U}^{U:G}(X) \), are \( G \)-bordism classes of singular tangentially stably complex \( G \)-manifolds \( M^m \to X \).

The coefficients of this theory
\[ \Omega_{U}^{U:G}(pt.) := \bigoplus_{m \geq 0} \Omega_{U}^{U:G}(pt.) \]
are equipped with a ring structure induced by the diagonal \( G \)-action on the cartesian product of two \( G \)-manifolds.

#### 3.1. Restriction to Fixed Point Data.
Restricting to fixed point data allows us to use non-equivariant techniques in equivariant topology. We now consider this approach for equivariant bordism which was originally studied by Conner and Floyd \( [7] \) with tom Dieck \( [10] \), Sinha \( [27] \) and Hanke \( [15] \) providing further work. We use Hattori’s \( [16] \) notation and viewpoint.

**Definition 3.2.** Let \( \mathcal{F}_{U}^{G} \) denote the bordism ring of pairs \( (X, \nu) \), where \( X \) is a stably complex manifold and \( \nu \) is a complex \( G \)-bundle over \( X \) without trivial irreducible factors in the fibres.

By restricting to normal data around the fixed point set we obtain a homomorphism
\[ \varphi_{\Omega}: \Omega_{U}^{U:G} \to \mathcal{F}_{U}^{G} \]
given by
\[ \varphi_\Omega[M] = [M^G, \nu(M^G, M)] \]
\[ = \sum_{F \subset M^G, F \text{ connected}} [F, \nu(F, M)]. \]

When working with the torus it turns out this map is extremely important as:

**Theorem 3.3** ([17]). If \( G = T^n \), then \( \varphi_\Omega \) is a monomorphism.

We will now focus all our attention on the case when \( G = T^n \).

**Definition 3.4.** Let \( Z U : T^n \rightarrow \Omega U : T^n \) denote the subring of \( \Omega U : T^n \) given by elements that can be represented by a tangentially stably complex \( T^n \)-manifold where the fixed point set is finite.

We will now study \( \varphi_\Omega \) when restricted to \( Z U : T^n \). Recall that \( J_n \) denotes the set of non-trivial irreducible \( T^n \)-representations. Then for each fixed point \( p \in M T^n \) we may write

\[ (3.1) \quad \nu(\{p\}, M) \cong T_p M = V_1(p) \oplus \cdots \oplus V_m(p), \]

where the dimension of \( M \) is \( 2m \) and \( V_1(p), \ldots, V_m(p) \in J_n \). Then \( \varphi_\Omega \) restricted to \( Z U : T^n \), which we call \( \varphi_Z \), can be written as

\[ \varphi_Z : Z U : T^n \longrightarrow Z[J_n] \]
\[ [M] \longrightarrow \sum_{p \in M T^n} \sigma(p) \prod_{i=1}^m V_i(p), \]

where the sign of \( p, \sigma(p) \), is as in Definition 1.6.

**Proposition 3.5.** The commutative diagram

\[ \begin{array}{ccc}
Z U : T^n & \longrightarrow & \Omega U : T^n \\
\varphi_Z \downarrow & & \varphi_\Omega \downarrow \\
Z[J_n] & \longrightarrow & F : T^n
\end{array} \]

has all maps injective and is a pullback square.

**Proof.** We need to check that given an element \( x \in \Omega U : T^n \) such that \( \varphi_\Omega(x) \subset \bar{i}(Z[J_n]) \), we can represent \( x \) by a tangentially stably complex \( T^n \)-manifold whose fixed point set contains no components of positive dimension.

Suppose that \( M^m \) is a tangentially stably complex \( T^n \)-manifold, that represents \( x \), such that \( M T^n \) contains a connected component \( F \) of positive dimension. We may write the normal bundle \( \nu(F, M) \), of complex dimension \( d \) say, as

\[ (3.2) \quad \nu(F, M) = (E_1 \otimes V_1) \oplus \cdots \oplus (E_j \otimes V_j) \]
due to Proposition 1.6. Since \( \varphi_\Omega(x) \subset \bar{i}(Z[J_n]) \), this implies that \( [F] = 0 \in \Omega U : T^n \).

Therefore, there exists a stably complex manifold \( W \) (with trivial \( G \)-action) such that \( \partial W = F \) and there is a \( T^n \)-bundle \( \xi \) over \( W \) that can be written as

\[ \xi = (\tilde{E}_1 \otimes V_1) \oplus \cdots \oplus (\tilde{E}_j \otimes V_j), \]
such that \( \tilde{E}_i |_F \cong E_i \), for \( 1 \leq i \leq j \).
We consider the total space \( D(\xi) \) of the disc bundle as a manifold with boundary and write its tangent bundle as

\[
\tau(D(\xi)) \cong p^*\tau(W) \oplus p^*\xi,
\]

where \( p: D(\xi) \to W \) is the projection map. We therefore have a tangentially stably complex \( T^n \)-structure on \( D(\xi) \) coming from the complex \( T^n \)-structure of \( \xi \) and the fact that \( W \) is a stably complex \( T^n \)-manifold.

We similarly have that, for a tubular neighbourhood \( N(F) \cong D(\nu(F,M)) \) of \( F \) in \( M \),

\[
\tau(M)|_{N(F)} \cong p^*\tau(F) \oplus p^*\nu(F,M)
\]

for the restriction of \( p \) to \( F \).

Therefore, we may identify \( D(p,M) \subset B \) with \( N(F) \subset M \hat{=} t \cup M' \). Thus \( M' \) also represents \( x \) in \( \Omega^*_mT^n \) and its fixed point set has one less component of positive dimension, that is

\[
(M')^n = M^n \setminus \{ F \}.
\]

If there are other connected components of positive dimension in \( (M')^n \) we repeat this procedure until there are no components of positive dimension and obtain a representative of \( x \) of the required type. \( \square \)

3.2. Universal Toric Genus. We discuss a natural multiplicative transformation

\[
\Phi: \Omega^U_{m} \to MU^*(BT^n),
\]

where the image is the non-equivariant complex cobordism of \( BT^n \). The homomorphism \( \Phi \) was first introduced by tom Dieck in [10], studied further in [19, 16, 27, 15] and most recently in [5], where the results of Toric Topology were brought to bear. It was in [5, §2] that it was called the universal toric genus in its relation to equivariant extensions of Hirzebruch genera. It can be defined as follows: let \( \pi_M: M^m \to * \) be the unique projection and consider applying the Borel construction to obtain the smooth fibre bundle

\[
1 \times T^n \pi_M: ET^n \times T^n M \to BT^n.
\]

Then by the work of Quillen [24] there exists a Gysin homomorphism that gives us a map

\[
(1 \times T^n \pi_M)_*: MU^*((ET^n \times T^n M)_+) \to MU^*-m(BT^n),
\]

and we define the universal toric genus as

\[
\Phi(M^m) := (1 \times T^n \pi_M)_* 1 \in MU^{-m}(BT^n).
\]

Remark 3.6. The universal toric genus factors through homotopical equivariant cobordism \( MU^*_{eq} \), first defined in [10], via an equivariant version of the Pontryagin-Thom construction. For more details see [5, §2] and [9, §3].

Let \( S \subset MU^*(BT^n) \) be the multiplicative set generated by Euler classes \( e(V) \in MU^2(BT^n) \) of bundles

\[
ET^n \times T^n V \to BT^n,
\]
for $V \in J_n$. We then obtain the following commutative diagram

\[
\begin{array}{ccc}
\Omega^U T^n & \overset{\Phi}{\longrightarrow} & MU^* (BT^n_+) \\
\downarrow{\varphi_U} & & \downarrow{\varphi_{MU}} \\
\pi^U T^n & \overset{S^{-1} \Phi}{\longrightarrow} & S^{-1} MU^* (BT^n_+) \\
\end{array}
\]

where $S^{-1} MU^* (BT^n_+)$ is the localisation, $\varphi_{MU}$ the canonical homomorphism and

\[
S^{-1} \Phi [X, \nu] := \frac{(1 \times T^n) \pi_X)_* 1_{\nu} \cdot c(V_1) \cdots c(V_J)_*}{e(V_1) \cdots e(V_J)},
\]

where we write $\nu = (E_1 \otimes V_1) \oplus \cdots \oplus (E_J \otimes V_J)$ as in (3.2). Note that $\varphi_{MU}$ is injective as $S$ does not contain any zero divisors. We now give the following result of Hanke:

**Theorem 3.7** ([15, Theorem 2]). The commutative square (3.3) has all maps injective and is a pullback square of $MU_*$-algebras.

By considering the restriction of $\Omega^U T^n$ to the subring $\mathbb{Z}^U T^n$ we obtain the commutative square

\[
\begin{array}{ccc}
\mathbb{Z}^U T^n & \overset{\Phi \circ \iota}{\longrightarrow} & MU^* (BT^n_+) \\
\downarrow{\varphi_\mathcal{Z}} & & \downarrow{\varphi_{MU}} \\
\mathbb{Z}[J_n] & \overset{S^{-1} \Phi \circ \iota}{\longrightarrow} & S^{-1} MU^* (BT^n_+) \\
\end{array}
\]

which is a pullback square by Proposition 3.5 and Theorem 3.7. This then gives us the following fixed point formula:

\[
(\Phi \circ \iota)[M^{2m}] = \sum_{p \in MT^n} \sigma(p) \frac{1}{\prod_{i=1}^{m} e(V_i(p))} \in MU^* (BT^n_+).
\]

4. **Equivariant K-Theory Characteristic Numbers**

In this section we prove that there is an isomorphism between $\mathbb{Z}^U T^n$ and $K_n$, the abelian group of faithful exterior polynomials $h \in \Lambda^n(J_n)$ such that $d(h^*) = 0$. This uses equivariant $K$-theory characteristic numbers and what we have previously discussed.

We follow the introduction to this subject given by Hattori in [10]. We have a product structure on the set of isomorphism classes of irreducible $T^n$-representations, given by tensor product, and we can identify $K^*(BT^n_+)$ with the ring of all (possibly infinite) sums $\sum m_k V_k$, where $m_k \in \mathbb{Z}$ and $V_k \in \text{Hom}(T^n, S^1)$.

**Definition 4.1.** Let $\mathcal{K}$ be the kernel of the augmentation

\[
d: K^*(BT^n_+) \longrightarrow \mathbb{Z}.
\]

\[
\sum m_k V_k \mapsto \sum m_k.
\]

Let $\mathbf{t} = (t_1, t_2, \ldots)$ be a sequence of indeterminates and $V$ a $T^n$-representation. Define

\[
\gamma_t (V - \dim V) := \prod_{i=1}^{\dim V} (1 + t_1 (V_i - 1) + t_2 (V_i - 1)^2 + \cdots)
\]
in $K^*(BT^*_+)\{t\}$, where $V = \bigoplus_{i=1}^{\dim V} V_i$. Naturally, $\gamma_t$ extends to a map

$$\gamma_t: K \longrightarrow K^*(BT^*_+)\{t\}$$

such that

$$\gamma_t(x + y) = \gamma_t(x) \gamma_t(y).$$

Let $S \subset K^*(BT^*_+)$ denote the multiplicative subset generated by the $K$-theory Euler classes

$$\lambda_{-1}(V) = \sum_{i \geq 0} (-1)^i \lambda^i(V)$$

of the bundles $ET^n \times_T V \to BT^n$, for $V \in \mathcal{J}_n$.

We now extend the commutative square (3.3) to the right using a Boardman homomorphism. That is, we have a natural transformation of multiplicative cohomology theories

$$B: MU^*(BT^*_+) \longrightarrow K^*(BT^*_+)\{t\}$$

uniquely characterised by the formula

$$(4.1) \quad B(e(V)) = \lambda_{-1}(V)(\gamma_t(V - 1))^{-1}$$

for $V$ a non-trivial irreducible $T^n$-representation and $e(V) \in MU^2(BT^*_+)$ the Euler class of the bundle $ET^n \times_T V \to BT^n$. Hattori proves the following:

**Theorem 4.2** ([10]). The commutative square

$$\begin{array}{c}
\Omega^U:T^n \\ \varphi_t \downarrow \\
\mathcal{F}^T \\
\varphi_K \\
K^*(BT^*_+)\{t\} \\
\end{array}$$

has all maps injective and is a pullback square.

The coefficients of $(B \circ \Phi)[M]$ are known as *equivariant K-theory characteristic numbers* for $M$.

By defining $\Psi$ to be the composition of $B \circ \Phi$ with the inclusion $\iota: Z^U:T^n \to \Omega^U:T^n$, Proposition 3.5 tells us that

$$(4.2) \quad \begin{array}{c}
Z^U:T^n \\
\varphi_Z \downarrow \\
\mathbb{Z}[\mathcal{J}_n] \\
\varphi_K \\
S^{-1}K^*(BT^*_+)\{t\} \\
\end{array}$$

is a pullback square with all maps injective and, by using (3.4) and (4.1), we obtain a formula

$$\Psi[M^{2m}] = \sum_{p \in M^{T^n}} \sigma(p) \prod_{i=1}^m \frac{\gamma_t(V_i(p) - 1)}{1 - V_i(p)}$$

where we write $T_p M = V_1(p) \oplus \cdots \oplus V_m(p)$, for $p \in M^{T^n}$. 
4.1. The Torus Manifold Case. We now restrict our attention to the case where \( m = n \). Recalling Theorem 2.25 notice that we have a map

\[
\tilde{g} : Z_{2n}^{U : T^n} \to K_n,
\]

where \( \tilde{g}[M] := g(\Gamma_M, \alpha_M) \), that is the torus polynomial of the oriented torus graph associated to the stably complex torus manifold \( M \). This can be seen to be well-defined by considering the commutative diagram

\[
\begin{array}{cccc}
Z_{2n}^{U : T^n} & \xrightarrow{\tilde{g}} & K_n & \xrightarrow{\varphi_Z} & Z[J_n] \\
\downarrow{f} & & \downarrow{\varphi_K} & & \downarrow{S^{-1}\varphi} \\
Z[J_n] & & & \xrightarrow{S^{-1}\Psi} & S^{-1}K^*(BT^n_+)\llbracket t \rrbracket
\end{array}
\]

where \( f(s_1 \cdots s_n) := \det[s_1 \cdots s_n]s_1 \cdots s_n \) for a faithful monomial \( s_1 \cdots s_n \in \Lambda^n(J_n) \). It also follows that \( \tilde{g} \) is monic as \( \varphi_Z \) is. We now consider the following diagram in our bid to show that \( \tilde{g} \) is an isomorphism:

\[
\begin{array}{cccc}
Z_{2n}^{U : T^n} & \xrightarrow{\tilde{g}} & K^*(BT^n_+)\llbracket t \rrbracket & \\
\downarrow{\Psi} & & \downarrow{\varphi_K} & \\
Z[J_n] & \xrightarrow{S^{-1}\Psi} & S^{-1}K^*(BT^n_+)\llbracket t \rrbracket & \end{array}
\]

Let \( h \in K_n \). Then by Theorem 2.25 there is an oriented \( n \)-torus graph \( (\Gamma, \alpha, \sigma) \) such that \( h = g(\Gamma, \alpha) \). We can write

\[
h = \sum_{p \in V(\Gamma)} \alpha(e_p^n) \wedge \cdots \wedge \alpha(e_p^n),
\]

where we order \( E(\Gamma)_p = \{e_1^p, \ldots, e_n^p\} \) so that \( \det[\alpha(e_1^p) \cdots \alpha(e_n^p)] = \sigma(p) \). We then have that

\[
f(h) = \sum_{p \in V(\Gamma)} \sigma(p) \prod_{i=1}^n \alpha(e_i^p) \in Z[J_n]
\]

and

\[
(S^{-1}\Psi \circ f)(h) = \sum_{p \in V(\Gamma)} \sigma(p) \prod_{i=1}^n \frac{\gamma_i(\alpha(e_i^p) - 1)}{1 - \alpha(e_i^p)} \in S^{-1}K^*(BT^n_+)\llbracket t \rrbracket.
\]

The following theorem tells us that any exterior polynomial \( f(h) \) coming from an oriented torus graph, as in (4.6), is in the image of \( \varphi_Z \). The proof is an adaption of [13, Theorem 1.1] from GKM-graphs to torus graphs.

**Theorem 4.3.** Every polynomial \( h \in K_n \) satisfies

\[
(S^{-1}\Psi \circ f)(h) \in K^*(BT^n_+)\llbracket t \rrbracket.
\]

**Proof.** Let \( \alpha_1, \ldots, \alpha_N \) be elements of \( \text{Hom}(T^n, S^1) \) such that for every \( e \in E(\Gamma) \), there exists a unique \( k \in \{1, \ldots, N\} \), such that \( \alpha(e) \) is a multiple of \( \alpha_k \). If
\[ m_1\alpha_1, \ldots, m_s\alpha_1 \text{ are all the occurrences of multiples of } \alpha_1 \text{ among all weights, let } M_1 := \text{lcm}(m_1, \ldots, m_s). \] Similarly define \( M_2, \ldots, M_n \). Then
\[
(S^{-1} \Psi \circ f)(h) = \frac{l}{\prod_{j=1}^{N}(1 - M_j\alpha_j)},
\]
with \( l \in K^*(BT_+^n)[t] \). We will show that \((1 - M_1\alpha_1)\) divides \( l \) in \( K^*(BT_+^n)[t] \).

We divide the vertices of \( \Gamma \) into two.

1. Let \( V_1 \) be the subset that contains the vertices \( p \in V(\Gamma) \) for which \( \alpha(e^p_i) \) is not a multiple of \( \alpha_1 \), for \( 1 \leq i \leq n \).
2. Let \( V_2 := V(\Gamma) \setminus V_1 \).

The part of (4.7) that corresponds to vertices in \( V_1 \) is then of the form
\[
\sum_{p \in V_1} \sigma(p) \prod_{i=1}^{n} \frac{\gamma_t(\alpha(e^p_i) - 1)}{1 - \alpha(e^p_i)} = \frac{l_1}{\prod_{j=2}^{N}(1 - M_j\alpha_j)}
\]
with \( l_1 \in K^*(BT_+^n)[t] \).

If \( p \in V_2 \), then there exists an edge \( e \) with \( i(e) = p \) such that \( \alpha(e) = m\alpha_1 \), with \( m \in \mathbb{Z} \setminus \{0\} \). Note that there is exactly one edge in \( E(\Gamma)_p \) with this property. Let \( q = t(e) \). Since \( \alpha(\bar{e}) = \pm \alpha(e) \in \text{Hom}(T^n, S^1) \) we have that \( q \in V_2 \). So the vertices in \( V_2 \) can be grouped in pairs \((p = i(e), q = t(e))\) with \( \alpha(e) \) a multiple of \( \alpha_1 \).

Write
\[
E(\Gamma)_p = \{e^p_1, \ldots, e^p_n\} \quad \text{and} \quad E(\Gamma)_q = \{e^q_1, \ldots, e^q_n\}
\]
such that \( e = e^p_1, \bar{e} = e^q_1 \) and \( \alpha(e^p_i) \equiv \alpha(e^q_i) \mod \alpha(e) \), for \( 2 \leq i \leq n \). We then have that
\[
1 - \alpha(e^p_i) \equiv 1 - \alpha(e^q_i) \mod 1 - \alpha(e) \in K^*(BT_+^n),
\]
and
\[
\gamma_t(\alpha(e^p_i) - 1) \equiv \gamma_t(\alpha(e^q_i) - 1) \mod 1 - \alpha(e) \in K^*(BT_+^n)[t].
\]
Setting
\[
f_p = \prod_{i=1}^{n} \gamma_t(\alpha(e^p_i) - 1) \quad \text{and} \quad f_q = \prod_{i=1}^{n} \gamma_t(\alpha(e^q_i) - 1),
\]
we deduce that
\[
f_q \equiv f_p \mod 1 - \alpha(e).
\]
The part of (4.7) corresponding to \( p \) and \( q \) is
\[
\sigma(p) \frac{f_p}{\prod_{i=1}^{n}(1 - \alpha(e^p_i))} + \sigma(q) \frac{f_q}{\prod_{i=1}^{n}(1 - \alpha(e^q_i))}.
\]

**Case 1.** Suppose \( \sigma(p) = \sigma(q) \). This implies that \( \alpha(e) = -\alpha(\bar{e}) \in \text{Hom}(T^n, S^1) \) and (4.11) can be expressed as
\[
\sigma(p) \frac{f_p}{\prod_{i=2}^{n}(1 - \alpha(e^p_i))} - \alpha(e) f_q \prod_{i=2}^{n}(1 - \alpha(e^q_i))
\]
\[
(1 - \alpha(e)) \prod_{i=2}^{n}(1 - \alpha(e^q_i))(1 - \alpha(e^q_i)).
\]
Then the congruences (4.9) and (4.10) imply that \( 1 - \alpha(e) \) divides the numerator of (4.12).
Case 2. Suppose $\sigma(p) \neq \sigma(q)$. This implies that $\alpha(e) = \alpha(\bar{e}) \in \text{Hom}(T^n, S^1)$ and (4.11) can be expressed as

$$\sigma(p) \prod_{i=2}^{n} (1 - \alpha(e_i^p)) = \prod_{i=2}^{n} (1 - \alpha(e_i^q)).$$

Then the congruences (4.9) and (4.10) imply that $(1 - \alpha(e))$ divides the numerator of (4.13).

We can therefore deduce that (4.11) can be written as

$$\frac{l_{pq}}{\prod_{j=2}^{n} (1 - M_j\alpha_j)}$$

with $l_{pq} \in K^*(BT^n_+)[t]$. Therefore,

$$\sum_{p \in V_2} \sigma(p) \prod_{i=1}^{n} \frac{\gamma_i(\alpha(e_i^p)) - 1}{1 - \alpha(e_i^p)} = \frac{l_2}{\prod_{j=2}^{n} (1 - M_j\alpha_j)}$$

with $l_2 \in K^*(BT^n_+)[t]$. Adding (4.8) and (4.14) we obtain

$$(S^{-1}\Psi \circ f)(h) = \frac{l}{\prod_{i=1}^{n} (1 - M_i\alpha_i)} = \frac{l_1 + l_2}{\prod_{j=2}^{n} (1 - M_j\alpha_j)}$$

with $l_1 + l_2 \in K^*(BT^n_+)[t]$; hence $(1 - M_1\alpha_1)$ divides $l$. The same argument can be used to show that each $(1 - M_j\alpha_j)$ divides $h$. The proof now follows from the following lemma:

**Lemma 4.4** (**TZ** Lemma 4.2). If $P \in K^*(BT^n_+)$ and $\beta_1, \ldots, \beta_n$ are linearly independent weights such that $(1 - \beta_j)$ divides $P$ for all $j = 1, \ldots, n$, then

$$(1 - \beta_1) \cdots (1 - \beta_n) \text{ divides } P.$$

We can now deduce:

**Corollary 4.5.** The homomorphism of abelian groups

$$\tilde{g} : \mathbb{Z}_{2n}^{U:T^n} \longrightarrow K_n$$

is an isomorphism, for all $n \geq 0$.

**Proof.** We know that $\tilde{g}$ is injective as $\varphi_Z$ is, see (4.13). By Theorem 4.3

$$(S^{-1}\Psi \circ f)(h) \in K^*(BT^n_+)[t],$$

for every $h \in K_n$, and since (4.2) is a pullback square we have that $h \in \tilde{g}(\mathbb{Z}_{2n}^{U:T^n})$. Therefore, $\tilde{g}$ is surjective.

Define the graded ring

$$\Xi_* := \bigoplus_{n \geq 0} \mathbb{Z}_{2n}^{U:T^n},$$

where the multiplication is given by $[M_1^{2n_1}] \cdot [M_2^{2n_2}] = [M_1^{2n_1} \times M_2^{2n_2}]$ in a natural way such that the $T^{n_1+n_2} = T^{n_1} \times T^{n_2}$-action is given by

$$(t_1, t_2, (x_1, x_2)) \mapsto (t_1x_1, t_2x_2),$$

for $x_i \in M_i$ and $t_i \in T^{n_i}$. We note that this multiplication depends on the ordering of the cartesian product of $M^{n_1}$ with $T^{n_1}$-action and $M^{n_2}$ with $T^{n_2}$-action. The
$T^{n_1+n_2}$-action on $M_2^{2n_1} \times M_2^{2n_2}$ and $M_2^{2n_2} \times M_2^{2n_1}$ are not equivariantly bordant, except when $[M_1^{2n_1}] = [M_2^{2n_2}]$, but differ up to an automorphism of $T^{n_1+n_2}$. We therefore obtain that $\Xi_\ast$ is a non-commutative graded ring with unit given by a point.

Similarly, let

$$K_\ast := \bigoplus_{n \geq 0} K_n$$

with the obvious product structure and observe that this too is a non-commutative graded ring with unit. Following from Corollary 4.5 we see that:

**Theorem 4.6.** The homomorphism of non-commutative graded rings

$$\tilde{g} : \Xi_\ast \to K_\ast$$

is an isomorphism.

Notice that a non-zero exterior polynomial $h \in K_n$ must have at least $n + 1$ monomials since $d(h^*) = 0$. This immediately leads to the following result:

**Corollary 4.7.** As a strict lower bound, $n + 1$ is the minimum number of fixed points for a non-bounding stably complex torus manifold of dimension $2n$.

**Proof.** A non-bounding stably complex torus manifold $M^{2n}$ gives a non-zero element in $Z^{2n}_T$ whose image under $\tilde{g}$ is a non-zero exterior polynomial $h \in K_n$. Since the minimum number of monomials $h$ can have is $n + 1$ we have that $M$ has at least $n + 1$ fixed points. □

## 5. Omnioriented Quasitoric Manifolds

Davis and Januszkiewicz [11] defined what are now known as quasitoric manifolds in an attempt to find a topological analogue to toric varieties. They did not insist these be smooth manifolds but it has been shown, see [1], that they do always admit a smooth structure. We therefore use the following as our working definition:

**Definition 5.1.** A quasitoric manifold is an even-dimensional smooth closed manifold $M^{2n}$ with a locally standard smooth $T^n$-action such that the orbit space is a simple polytope $P$.

Each quasitoric manifold determines a characteristic map $\lambda$ on $P$, which sends the facets $F_j$ of $P$ onto non-trivial elements of $\text{Hom}(S^1, T^n)$, unique up to sign, such that the $n$ facets of $P$ meeting at a vertex are mapped to a basis of $\text{Hom}(S^1, T^n) \cong \mathbb{Z}^n$. We think of the pair $(P, \lambda)$ as the combinatorial data associated to the quasitoric manifold $M$. Davis and Januszkiewicz [11] showed that given a pair $(P, \lambda)$ of a simple polytope $P$ and a characteristic map $\lambda$, satisfying the above condition, we can construct a quasitoric manifold $M(P, \lambda)$ with $(P, \lambda)$ as its combinatorial data.

We now give a brief exposition on the relationship between quasitoric manifolds and their combinatorial data. A more in-depth discussion can be found in [4].

### 5.1. Quasitoric Pairs.

An $n$-dimensional convex polytope $P$ is the bounded intersection of $m$ irredundant half-spaces in $\mathbb{R}^n$. The bounding hyperplanes $H_1, \ldots, H_m$ intersect $P$ in its facets (codimension-one faces) $F_1, \ldots, F_m$, and $P$ is called simple if each vertex is the intersection of exactly $n$ facets. Two polytopes are combinatorially equivalent if their face posets are isomorphic and we call the corresponding equivalence classes combinatorial polytopes.
Associated to each combinatorial simple \( n \)-polytope \( P \), with \( m \) facets, is an \((n + m)\)-dimensional smooth equivariantly framed \( T^m \)-manifold \( Z_P \) called the moment-angle manifold associated to \( P \). It can be defined as the pullback

\[
\begin{array}{ccc}
Z_P & \xrightarrow{i_Z} & \mathbb{C}^m \\
\downarrow & & \downarrow \\
P & \xrightarrow{i_P} & \mathbb{R}^m
\end{array}
\]

(5.1)

where \( i_P \) is the canonical affine embedding which maps a point of \( P \) to its \( m \)-vector of distances from the hyperplanes \( H_1, \ldots, H_m \) and

\[
\rho(z_1, \ldots, z_m) := (|z_1|^2, \ldots, |z_m|^2).
\]

The vertical maps are projections onto the \( T^m \)-orbit spaces and \( i_Z \) is an equivariant embedding. Since \( Z_P \) can be expressed as the complete intersection of \( m - n \) real quadratic hypersurfaces in \( \mathbb{C}^m \), see [4], it is smooth and equivariantly framed so we have a \( T^m \)-equivariant isomorphism

\[
\tau(Z_P) \oplus \nu(i_Z) \cong Z_P \times \mathbb{C}^m.
\]

**Definition 5.2.** A quasitoric pair \( (P, \Lambda) \) consists of a combinatorial oriented simple \( n \)-polytope \( P \) and an integral \((n \times m)\)-matrix \( \Lambda \) whose columns \( \lambda_i \) satisfy

\[
\det(\lambda_{i_1} \cdots \lambda_{i_n}) = \pm 1, \quad \text{whenever} \quad F_{i_1} \cap \cdots \cap F_{i_n} \text{ is a vertex of } P.
\]

We define an equivalence class on quasitoric pairs whereby \((P_1, \Lambda_1)\) is equivalent to \((P_2, \Lambda_2)\) if and only if \( P_1 = P_2 \) and there exists an \((m \times m)\)-permutation matrix \( \Sigma \) such that \( \Lambda_1 = \Lambda_2 \Sigma \); the matrix \( \Sigma \) may be thought of as allowing for a reordering of the facets of \( P \).

From a quasitoric pair \((P^n, \Lambda)\) we can construct a quasitoric manifold \( M^{2n} = M(P, \Lambda) \) in the following manner: consider \( \Lambda \) as an epimorphism \( \Lambda: T^n \to T^n \), whose kernel we write as \( K(\Lambda) \), which is isomorphic to \( T^{n-m} \) by Condition (\( \ast \)), and acts smoothly and freely on \( Z_P \). Therefore, the orbit space

\[
M^{2n} = M(P, \Lambda) := Z_P / K(\Lambda)
\]

is a \( 2n \)-dimensional smooth manifold with a smooth action of the quotient \( n \)-torus \( T^n \cong T^m / K(\Lambda) \) whose orbit space is \( P \). Davis and Januszkiewicz [11] show that the action is locally standard. We also have a canonical orientation of \( M \) induced by the orientation of \( P \).

By factoring out the decomposition \( [5,2] \) the quasitoric manifold \( M = M(P, \Lambda) \) also has a canonical tangentially stably complex \( T^n \)-structure

\[
\tau(M) \oplus \mathbb{R}^{2(m-n)} \cong \rho_1 \oplus \cdots \oplus \rho_m,
\]

where \( \rho_i \) is the complex line bundle defined by the projection

\[
Z_P \times K(\Lambda) \stackrel{\pi_i}{\longrightarrow} M
\]

associated to the action of \( K(\Lambda) \) on the \( i \)th coordinate subspace.

The characteristic submanifolds \( M_i = \pi^{-1}(F_i) \subset M \), \( 1 \leq i \leq m \), have orientable normal bundles \( \nu_i \) that are isomorphic to \( \rho_i|_{M_i} \) and \( \rho_i \) is trivial over \( M \setminus M_i \). Therefore, the orientations underlying the complex structures on the bundles \( \rho_i \) induce orientations on the characteristic submanifolds \( M_i \).
Definition 5.3. An omniorientation of a quasitoric manifold $M$ is a choice of orientations for $M$ and the characteristic submanifolds $M_1, \ldots, M_m$.

Thus, from a quasitoric pair $(P, \Lambda)$ we can construct an omnioriented quasitoric manifold that has a canonical tangentially stably complex $T^n$-structure.

Now consider an omnioriented quasitoric manifold $M^{2n}$. By definition there is a smooth projection $\pi: M \to P$ onto a simple $n$-polytope $P = P(M)$ which is oriented by the underlying orientation of $M$. The orientation of the facial submanifolds $M_i = \pi^{-1}(F_i)$, for the facets $F_1, \ldots, F_m$ of $P$, have their normal bundles oriented by the omniorientation of $M$. The isotropy subcircles $T_i \leq T^n$, $1 \leq i \leq m$, are oriented and therefore specify $m$ vectors in $\mathbb{Z}^n$, which form the columns of an $(n \times m)$-matrix $\Lambda(M)$ that satisfies Condition $(\ast)$. So the pair $(P(M), \Lambda(M))$ is a quasitoric pair. The omnioriented quasitoric manifold $\mathcal{M}(P(M), \Lambda(M))$ is equivariantly diffeomorphic to $M$ and the quasitoric pair associated to $\mathcal{M}(P, \Lambda)$ is $(P, \Lambda)$ itself unless the facets have been labelled in a different order in which case we can apply an $(m \times m)$-permutation matrix $\Sigma$ to $\Lambda$ and recall that $(P, \Lambda)$ is equivalent to $(P, \Lambda\Sigma)$.

We therefore obtain

Corollary 5.4. There is a bijection between the set of quasitoric pairs and the set of omnioriented quasitoric manifolds.

5.2. Ring of Quasitoric Pairs. Suppose we are given two quasitoric pairs $(P_1^{\mu_1}, \lambda_1)$ and $(P_2^{\mu_2}, \lambda_2)$, where

$$\mathcal{F}(P_1) = \{F_1, \ldots, F_{m_1}\} \quad \text{and} \quad \mathcal{F}(P_2) = \{F'_1, \ldots, F'_{m_2}\}.$$

We define a product $(P_1, \lambda_1) \times (P_2, \lambda_2) := (P_1 \times P_2, \lambda_1 \times \lambda_2)$, where the characteristic map is defined as

$$(\lambda_1 \times \lambda_2)(F_1 \times P_2) = (\lambda_1(F_1), 0, \ldots, 0) \quad \text{and} \quad (\lambda_1 \times \lambda_2)(P_1 \times F'_2) = (0, \ldots, 0, \lambda_2(F'_2)).$$

Definition 5.5. We denote the free abelian group generated by all quasitoric pairs by $\mathbb{Q}_\ast$, where we may interpret $+$ as disjoint union and grade $\mathbb{Q}_\ast$ by the dimension of the polytope. The multiplication depends on the ordering of $P_1 \times P_2$ so $\mathbb{Q}_\ast$ forms a graded non-commutative ring.

We have a homomorphism of non-commutative graded rings

$$\mathcal{M}: \mathbb{Q}_\ast \longrightarrow \Xi_\ast,$$

by constructing the omnioriented quasitoric manifold associated to a quasitoric pair. This is clearly not injective as can be shown by considering any bounding pair. For example, consider the quasitoric pair $(\Delta^1, \lambda)$, where $\mathcal{F}(\Delta^1) = \{D_1, D_2\}$, such that $\lambda(D_1) = \lambda(D_2)$. The sign of the two vertices of $\Delta^1$, which are also the facets, are then distinct and the torus polynomial of the oriented torus graph related to $(\Delta^1, \lambda)$ is zero. Therefore, $\mathcal{M}(\Delta^1, \lambda) = 0 \in \Xi_1$.

Suppose $(P, \lambda) \in \mathbb{Q}_\ast$. For each vertex $v \in P$ define the ordered set

$$\mathcal{F}(P)_v = \{F_{v_1}, \ldots, F_{v_n}\}$$

to be the facets in $\mathcal{F}(P)$ such that $v = F_{v_1} \cap \cdots \cap F_{v_n}$ and that the inward pointing normals of the $F_{v_i}$ form a positive basis in the standard orientation of $\mathbb{R}^n$. In [5]
Remark 5.17 it is shown that
\begin{equation}
\det[\lambda(F_{v_1}) \cdots \lambda(F_{v_n})] = \sigma(v),
\end{equation}
where \(\sigma(v)\) is the sign of \(v\) as defined in Definition 1.6.

**Definition 5.6.** The quasitoric polynomial of the quasitoric pair \((P, \lambda)\) is the faithful exterior polynomial

\[
g(P, \lambda) = \sum_{v \in P} \lambda(F(P)_v) \in \Lambda^n(J^*_n),
\]
where \(\lambda(F(P)_v) := \lambda(F_{v_1}) \wedge \cdots \wedge \lambda(F_{v_n})\).

The torus graph \((\Gamma_M, \alpha_M)\) of a quasitoric manifold \(M = \mathcal{M}(P, \lambda)\) is given by the 1-skeleton of \(P\) with axial function \(\alpha_M\) given by

\[
[\alpha_M(e_{v_1}) \cdots \alpha_M(e_{v_n})] = [\lambda(F_{v_1}) \cdots \lambda(F_{v_n})]^*,
\]
using the notation of (2.6), where \(e_{v_i}\) is the unique edge of \(P\) such that \(F_{v_i} \cap e_{v_i} = v\).

We can therefore deduce that the torus polynomial \(g(\Gamma_M, \alpha_M)\) of the oriented torus graph coming from \(M = \mathcal{M}(P, \lambda)\) is dual to the quasitoric polynomial of \((P, \lambda)\), that is

\begin{equation}
g(\Gamma_M, \alpha_M) = (g(P, \lambda))^*.
\end{equation}

**Corollary 5.7.** For every quasitoric pair \((P, \lambda)\), we have

\[
d(g(P, \lambda)) = 0.
\]

**Proof.** This follows directly from Theorem 2.25 and (5.6). \(\square\)

**Definition 5.8.** Let \(\mathfrak{g}_n\) denote the abelian group of all faithful exterior polynomials \(h \in \Lambda^n(J^*_n)\) such that \(d(h) = 0\).

**Remark 5.9.** As for (4.3), we may regard \(g\) as a homomorphism

\begin{equation}
g: Q_n \rightarrow \mathfrak{g}_n
\end{equation}

by taking the quasitoric polynomial of a quasitoric pair.

**Definition 5.10.** Let \((P, \lambda) \in \mathcal{Q}_k\), for some \(1 \leq k < n\). An \(n\)-quasitoric polynomial \(\iota(g(P, \lambda))\) is the image of \(g(P, \lambda)\) under a monomorphism \(\iota: \text{Hom}(S^1, T^k) \rightarrow \text{Hom}(S^1, T^n)\).

Given two quasitoric pairs \((P^{n_1}, \lambda_1)\) and \((P^{n_2}, \lambda_2)\) using the two monomorphisms

\[
\begin{align*}
\mathbb{Z}^{n_1} &\cong \text{Hom}(S^1, T^{n_1}) \xrightarrow{\iota_1} \text{Hom}(S^1, T^{n_1+n_2}) \cong \mathbb{Z}^{n_1+n_2} \\
\mathbb{Z}^{n_2} &\cong \text{Hom}(S^1, T^{n_2}) \xrightarrow{\iota_2} \text{Hom}(S^1, T^{n_1+n_2}) \cong \mathbb{Z}^{n_1+n_2}
\end{align*}
\]

thought of as inclusion of the first \(n_1\) factors and last \(n_2\) factors respectively, we obtain two \((n_1 + n_2)\)-quasitoric polynomials \(\iota_1(g(P_1^{n_1}, \lambda_1))\) and \(\iota_2(g(P_2^{n_2}, \lambda_2))\). It is easy to see that:

**Lemma 5.11.** We have a product formula:

\[
g(P_1^{n_1} \times P_2^{n_2}, \lambda_1 \times \lambda_2) = \iota_1(g(P_1^{n_1}, \lambda_1))\iota_2(g(P_2^{n_2}, \lambda_2)).
\]
We can now use several results to construct a commutative diagram of non-commutative graded rings. By taking
\[ K_* := \bigoplus_{n \geq 0} K_n \cong R_* := \bigoplus_{n \geq 0} \mathfrak{R}_n \]
we obtain isomorphic non-commutative graded rings. We obtain the following commutative diagram of non-commutative graded rings
\[ \begin{array}{ccc}
Q_* & \xrightarrow{\mathcal{M}} & \Xi_* \\
\downarrow{\theta} & & \downarrow{\tilde{g}} \\
\mathfrak{R}_* & \cong & K_*
\end{array} \]
using (5.3), (4.3) and Remark 5.9. Since, by Theorem 4.6, \( \tilde{g} \) is an isomorphism we have that \( \Xi_* \cong \mathfrak{R}_* \) and the following commutative diagram of non-commutative rings:
\[ \begin{array}{ccc}
Q_* & \xrightarrow{\mathcal{M}} & \Xi_* \\
\downarrow{\theta} & & \downarrow{\cong} \\
\mathfrak{R}_* & \cong & K_*
\end{array} \]

The study the homomorphism \( \mathcal{M} \) is therefore equivalent to the study of \( \theta \). We know that \( \mathcal{M} \) and \( \theta \) are not monomorphisms and are interested whether or not these homomorphisms are epimorphisms and will use this section to investigate this matter.

Given a non-zero polynomial \( h \in \Lambda^k(J_n^*) \), for \( k > 0 \), we write \( h \) uniquely as a finite sum of monomials
\[ h = h_1 + \cdots + h_r. \]
If \( d(h) = 0 \), then it may be possible to split the monomials up so we can form two non-zero polynomials \( f_1 = \sum_{i \in A} h_i \) and \( f_2 = \sum_{i \in B} h_i \) such that \( A \cup B = \{1, \ldots, r\} \), \( A \cap B = \emptyset \) and \( d(f_1) = 0 = d(f_2) \).

**Definition 5.12.** Given a non-zero polynomial \( h \in \Lambda^k(J_n^*) \), for \( k > 0 \), such that \( d(h) = 0 \), then \( h \) is disconnected if we can split its monomials as \( h = f_1 + f_2 \) such that
\[ d(f_1) = 0 = d(f_2), \]
where \( f_1, f_2 \neq 0 \). If this is not possible, then \( h \) is connected.

**Example 5.13.** For indeterminates \( s_i \in J_n^* \), we give the following examples:
1. \( h = s_1 \land s_2 + s_2 \land s_3 + s_3 \land s_1 \) is connected.
2. \( h = s_1 - s_2 + s_3 - s_4 \) is disconnected.

We will now consider the surjectivity of \( \mathcal{M} \) for low dimensional cases.
The 1-dimensional Case. Any connected polynomial $h \in \mathfrak{A}_1$ consists of the two elements $t, \bar{t} \in J_1^*$ that form a basis of Hom$(\mathbb{S}^1, T^n)$ and is of the form $\pm (t - \bar{t})$. This can easily be seen to be the quasitoric polynomial of $p$, where $t, \bar{t}$, elements $h$ disjoint copies of $n$.

Therefore every $h \in \mathfrak{A}_1$ is of the form $n(t - \bar{t})$, for some $n \in \mathbb{Z}$, and is the image of $n$ disjoint copies of $(\Delta^1, \lambda_+)$, if $n$ is positive, or $n$ disjoint copies of $(\Delta^1, \lambda_-)$, if $n$ is negative. We therefore have:

**Corollary 5.14.** The homomorphism of abelian groups

$$\mathcal{M}: Q_1 \to \Xi_1$$

is surjective.

In [28] it was shown how to take the connected sum of two simple $n$-polytopes $P$ and $Q$ at distinguished vertices, $v$ and $w$ respectively, to obtain another simple $n$-polytope $P\#_{v,w}Q$. Informally, we “cut off” $v$ from $P$ and $w$ from $Q$ and then, after a projective transformation, “glue” the rest of $P$ to the rest of $Q$ along the two new simplex facets to obtain $P\#_{v,w}Q$. If we have two quasitoric pairs $(P, \lambda)$ and $(Q, \eta)$, with vertices $v \in P$ and $w \in Q$ such that

$$\lambda(F(P)v) + \eta(F(Q)w) = 0,$$

which implies that $\sigma(v) \neq \sigma(w)$, then we can then form the quasitoric pair

$$(P\#_{v,w}Q, \lambda\#\eta).$$

This has the property that

$$(5.10) \quad \mathcal{M}(P\#_{v,w}Q, \lambda\#\eta) = \mathcal{M}(P, \lambda) + \mathcal{M}(Q, \eta),$$

in $\Xi_n$, which is an equation of bordism classes. In this section we will exhibit this operation.

**Definition 5.15.** The vertex figure of an $n$-polytope $P$ at a vertex $v$ is the $(n - 1)$-polytope

$$P/v := P \cap H_v,$$

where $H_v$ is a hyperplane that isolates the single vertex $v \in P$ and no other.

As shown in [28] Proposition 2.4] the combinatorial type of $P/v$ is independent of the choice of $H_v$.

**Proposition 5.16 ([28] Proposition 2.16)).** A polytope $P$ is a simple polytope if and only if $P/v$ is a simplex, for all vertices $v \in P$.

For a polytope $P$ we will write $m(P)$ to be the number of facets of $P$, and $v(P)$ to be the number of vertices of $P$. We assume the dimensions of our polytopes to be $\geq 2$ for now, and we will discuss the 1-dimensional case afterwards. We embed the standard $(n - 1)$-simplex $\Delta^{n-1}$ in the subspace $\{x \in \mathbb{R}^n \mid x_1 = 0\}$ and construct the polyhedral template $\Gamma^n$ by taking the cartesian product with the first coordinate axis. So $\Gamma^n$ is the intersection of $n$ half spaces in $\mathbb{R}^n$ and we denote its facets by $G_i$ which have the form $\mathbb{R} \times D_1$, for $1 \leq i \leq n$, where

$$F(\Delta^{n-1}) = \{D_1, \ldots, D_n\}.$$
Suppose we have simple polytopes $P^n$ and $Q^n$ with distinguished vertices $v \in P$ and $w \in Q$. We write
\[ v = E_1 \cap \cdots \cap E_n \quad \text{and} \quad w = F_1 \cap \cdots \cap F_n, \]
and
\[ C_v = \mathcal{F}(P) \setminus \{E_1, \ldots, E_n\} \quad \text{and} \quad C_w = \mathcal{F}(Q) \setminus \{F_1, \ldots, F_n\}. \]
We now suppose that $P$ is embedded in $\mathbb{R}^n$ such that $v$ is at $(1, 0, \ldots, 0)$ and that its vertex figure is mapped to $\Delta^{n-1} = \Gamma^n \cap \{x_1 = 0\}$. Therefore, the hyperplanes defining the facets in $C_v$ lie in the negative half of $\mathbb{R}^n$, that is the set $\{x | x_1 \leq 0\}$.

We now apply the projective transformation
\[ \pi_1(x) = \frac{x}{1-x_1} \]
to $P$. This sends $v$ to $+\infty$ and the hyperplane defining $E_i$ to the hyperplane defining $G_i$ (without loss of generality), for $1 \leq i \leq n$. We similarly embed $Q$ such that $w$ is at $(-1, 0, \ldots, 0)$ and the hyperplanes defining $C_w$ lie in the positive half of $\mathbb{R}^n$.

We then apply the projective transformation
\[ \pi_2(x) = \frac{x}{1+x_1} \]
to $Q$, which sends $w$ to $-\infty$ and the hyperplane defining $F_i$ to the hyperplane defining $G_i$, for $1 \leq i \leq n$.

**Definition 5.17.** The connected sum $P \#_{v,w} Q$ of $P$ at $v$ and $Q$ at $w$ is the simple polytope determined by all the hyperplanes that define $C_v, C_w$ and $G_i$, for $1 \leq i \leq n$.

This is only defined up to combinatorial equivalence and obviously depends on the vertices that we choose and possibly the orderings for $E_i$ and $F_i$.

We now identify the facets $\pi_1(E_i)$ with $\pi_2(F_i)$ and call it $G_i$, for $1 \leq i \leq n$. We can write
\[ \mathcal{F}(P \#_{v,w} Q) = C_v \cup \{G_i | 1 \leq i \leq n\} \cup C_w. \]
We also have
\[ m(P \#_{v,w} Q) = m(P) + m(Q) - n \quad \text{and} \quad v(P \#_{v,w} Q) = v(P) + v(Q) - 2, \]
as $n$ facets of $P$ are identified with $n$ facets of $Q$ and we lose the two vertices $v$ and $w$.

**Example 5.18.** The connected sum $\Delta^n \#_{v,w} Q^n$, where the symmetry of the $n$-simplex $\Delta^n$ ensures that the result is independent of the choice of $v$, is equivalent to adding an extra hyperplane $H_w$ into the defining set for $Q$ that isolates the vertex $w$ but no other vertex. This can be seen by observing that the projective transformation $\pi_1$ sends $\Delta^n$ to $\Gamma^n$, truncated in its negative half by a single hyperplane. So we may think of the connected sum at a vertex of a simple polytope $Q$ with a simplex as “chopping off a vertex” of $Q$.

Suppose we have two quasitoric pairs $(P, \lambda)$ and $(Q, \eta)$ with distinguished vertices $v \in P$ and $w \in Q$ such that
\[ \lambda(\mathcal{F}(P)_v) + \eta(\mathcal{F}(Q)_w) = 0. \]
This implies that, as unordered sets,
\[ \{\lambda(E_1), \ldots, \lambda(E_n)\} = \{\eta(F_1), \ldots, \eta(F_n)\}, \]
where \( v = E_1 \cap \cdots \cap E_n \) and \( w = F_1 \cap \cdots \cap F_n \), and that
\[
(5.14) \quad \sigma(v) \neq \sigma(w).
\]
Once we have embedded \( P \) in \( \mathbb{R}^n \) as described above, that is, mapping \( v \) to \((1,0,\ldots,0)\) and its vertex figure \( P/v \) to \( \Delta^{n-1} = \Gamma^n \cap \{x_1 = 0\} \), then we can induce a labelling on the facets of \( \Delta^{n-1} \) by labelling \( D_i \in \mathcal{F}(\Delta^{n-1}) \) with \( \lambda(E_i) \), for \( 1 \leq i \leq n \). We now embed \( Q \) in \( \mathbb{R}^n \) mapping \( w \) to \((-1,0,\ldots,0)\) and \( Q/w \) to \( \Delta^{n-1} = \Gamma^n \cap \{x_1 = 0\} \). By \((5.12)\), we may choose a permutation of the facets \( F_i \) such that the induced labelling on \( \Delta^{n-1} \) by \( Q/w \) agrees with the labelling induced by \( P/v \); that is
\[
\lambda(E_i) = \eta(F_i), \quad \text{for } 1 \leq i \leq n.
\]
This can be seen geometrically as the vertex \( w \), with the labelling on the facets \( F_1, \ldots, F_n \) given by \( \eta \), is locally the reflection in \( \{x_1 = 0\} \) of the vertex \( v \), with the labelling on the facets \( E_1, \ldots, E_n \) given by the \( \lambda \). It can easily be seen that this would not be possible if \((5.13)\) held but \((5.14)\) did not as we would not have this local reflection.

We can now form the connected sum of quasitoric pairs
\[
(P,\lambda)\#_{v,w}(Q,\eta) := (P\#_{v,w}Q,\lambda\#\eta)
\]
where the characteristic function \( \lambda\#\eta \) is defined as
\[
\lambda\#\eta(F) = \begin{cases} 
\lambda(F), & \text{for } F \in C_v; \\
\lambda(F) = \eta(F), & \text{for } F = G_i, \quad 1 \leq i \leq n; \\
\eta(F), & \text{for } F \in C_w.
\end{cases}
\]

**Lemma 5.19.** We have the following formula for the quasitoric polynomial of a connected sum of quasitoric pairs:
\[
g(P\#_{v,w}Q,\lambda\#\eta) = g(P,\lambda) + g(Q,\eta) \in \Lambda^n(J^*_n).
\]
*Proof.* Using \((5.12)\) we have
\[
g(P\#_{v,w}Q,\lambda\#\eta) = (g(P,\lambda) - \lambda(\mathcal{F}(P)_v)) + (g(Q,\eta) - \eta(\mathcal{F}(Q)_w))
= g(P,\lambda) + g(Q,\eta).
\]

We can now prove the following formula which tells us, like in non-equivariant bordism, that taking connected sums is equivalent to disjoint unions.

**Corollary 5.20.** The following holds:
\[
\mathcal{M}(P\#_{v,w}Q,\lambda\#\eta) = \mathcal{M}(P,\lambda) + \mathcal{M}(Q,\eta)
\]
in \( \Xi_n \).
*Proof.* This follows directly from \((5.6)\), \((5.8)\) and Lemma \(5.19\). □

**Remark 5.21** (1-Dimensional Case). A combinatorial simple 1-dimensional polytope is equivalent to \( \Delta^1 \). This is a special case as now the vertices are also the facets. We can still form the connected sum of polytopes to obtain \( \Delta^1\#_{v,w}\Delta^1 = \Delta^1 \), where
\[
\mathcal{F}(\Delta^1\#_{v,w}\Delta^1) = C_v \cup C_w.
\]
If we have two quasitoric pairs \((\Delta^1,\lambda)\) and \((\Delta^1,\eta)\) such that
\[
\lambda(\mathcal{F}(\Delta^1)_v) + \eta(\mathcal{F}(\Delta^1)_w) = 0,
\]
for vertices $v, w$, then we can form the connected sum of quasitoric pairs as above and we obtain
\[(\Delta^1, \lambda)\#_{v, w}(\Delta^1, \eta) = (\Delta^1, \lambda\#_{v, w}\eta),\]
where the characteristic function is now given by
\[\lambda\#\eta(F) = \begin{cases} 
\lambda(F), & \text{for } F \in C_v; \\
\eta(F), & \text{for } F \in C_w.
\end{cases}\]
The formula of Corollary 5.20 obviously still holds in this case.

We now prove a proposition which, for $n \geq 2$, allows us to take two quasitoric pairs $(P_1^n, \lambda_1)$ and $(P_2^n, \lambda_2)$ and form a quasitoric pair $(P, \lambda)$ such that
\[g(P, \lambda) = g(P_1^n, \lambda_1) + g(P_2^n, \lambda_2).\]

**Proposition 5.22.** Suppose $h_1$ and $h_2$ are the quasitoric polynomials of quasitoric pairs $(P_1^n, \lambda_1)$ and $(P_2^n, \lambda_2)$ respectively, for $n > 1$. Then $h_1 + h_2$ is the quasitoric polynomial of a quasitoric pair.

**Proof.** If there are vertices $v_1 \in P_1$ and $v_2 \in P_2$ such that
\[\lambda_1(F(P_1)_{v_1}) = s_1 \land s_2 \land \cdots \land s_n \quad \text{and} \quad \lambda_2(F(P_2)_{v_2}) = -s_1 \land s_2 \land \cdots \land s_n\]
which implies
\[(5.15) \quad \lambda_1(F(P_1)_{v_1}) + \lambda_2(F(P_2)_{v_2}) = 0,
\]
then we can form the connected sum of $(P_1, \lambda_1)$ and $(P_2, \lambda_2)$ at $v_1$ and $v_2$ to obtain the quasitoric pair $(P_1 \#_{v_1, v_2} P_2, \lambda)$, where
\[g(P_1 \#_{v_1, v_2} P_2, \lambda) = g(P_1, \lambda_1) + g(P_2, \lambda_2).
\]
Therefore, $h_1 + h_2$ is the quasitoric polynomial of $(P_1 \#_{v_1, v_2} P_2, \lambda)$.

Now suppose there are no such vertices satisfying (5.15). If $h_1$ contains a monomial $s_1 \land s_2 \land \cdots \land s_n$ but $h_2$ contains a monomial $-\hat{s}_1 \land s_2 \land \cdots \land s_n$, then there must be vertices $v_1 \in P_1$ and $v_2 \in P_2$ such that
\[\lambda_1(F(P_1)_{v_1}) = s_1 \land s_2 \land \cdots \land s_n \quad \text{and} \quad \lambda_2(F(P_2)_{v_2}) = -\hat{s}_1 \land s_2 \land \cdots \land s_n.
\]
Consider the quasitoric pair $(Q, \eta)$, where $Q = \Delta^1 \times \Delta^{n-1} \subset \mathbb{R}^1 \times \mathbb{R}^{n-1}$ with the characteristic function
\[\eta(F) = \begin{cases} 
\hat{s}_1, & F = \{0\} \times \Delta^{n-1}; \\
s_1, & F = \{1\} \times \Delta^{n-1}; \\
s_{i+1}, & F = \Delta^1 \times D_i, \text{ for } 1 \leq i < n; \\
s_1, & F = \Delta^1 \times D_n,
\end{cases}\]
where $F(\Delta^{n-1}) = \{D_1, \ldots, D_n\}$ and $s := s_2 + \cdots + s_n \in \mathbb{Z}^n$, which represents an element of $J^*_\#$. Then define the quasitoric pair $(Q, \tilde{\eta})$ where the characteristic function is given by
\[\tilde{\eta}(F) = \begin{cases} 
\hat{s}_1, & F = \{0\} \times \Delta^{n-1}; \\
s_1, & F = \{1\} \times \Delta^{n-1}; \\
s_{i+1}, & F = \Delta^1 \times D_i, \text{ for } 1 \leq i < n; \\
s_1, & F = \Delta^1 \times D_n.
\end{cases}\]
Notice that
\[(5.16) \quad g(Q, \eta) + g(Q, \tilde{\eta}) = 0\]
as the pairs $(Q, \eta)$ and $(Q, \tilde{\eta})$ have the same base polytope and the same indeterminates labelling its facets but with opposite orientations. So we can form the connected sum
\[(W, \beta) := (Q, \eta)\#_{q, \tilde{q}}(Q, \tilde{\eta})\]
at vertices $q$ and $\tilde{q}$ such that
\[\eta(F(Q)_q) + \tilde{\eta}(F(Q)_{\tilde{q}}) = 0.\]
We assume that the monomials $\eta(F(Q)_q)$ and $\tilde{\eta}(F(Q)_{\tilde{q}})$ are made up of the indeterminates $s_1, s_3, \ldots, s_n, g$. 

It is easy to see that we have vertices $u_1, u_2 \in W$ such that
\[\lambda_1(F(P_1)_{v_1}) + \beta(F(W)_{u_1}) = 0 = \lambda_2(F(P_2)_{v_2}) + \beta(F(W)_{u_2}).\]
So we can form the connected sum
\[(P_1, \lambda_1)\#_{v_1, u_1}(W, \beta)\#_{u_2, v_2}(P_2, \lambda_2).\]
This has quasi-toric polynomial equal to
\[g(P_1, \lambda_1) + g(W, \beta) + g(P_2, \lambda_2) = h_1 + g(W, \beta) + h_2\]
by Lemma 5.19. By (5.16) and (5.17), the quasi-toric polynomial $h$ is the quasitoric polynomial of a quasitoric pair.

We have therefore shown that if we have a monomial of $h_1$ and a monomial of $h_2$, that differ by a single indeterminate, we can find a quasitoric pair whose quasi-toric polynomial is $h_1 + h_2$. We now consider the situation where there are no monomials of $h_1$ that have any indeterminates in common with any monomial of $h_2$. Our course of action will be to take a monomial of $h_1$ and perform the connected sum operation of $(P_1, \lambda_1)$ with $n$ bounding pairs such that, after each connected sum, there will be a monomial of the resulting quasi-toric polynomial that has one more indeterminate in common with a monomial of $h_2$.

Suppose $h_1$ contains a monomial $s_1 \land s_2 \land \cdots \land s_n$ and $h_2$ contains a monomial $-\tilde{s}_1 \land \tilde{s}_2 \land \cdots \land \tilde{s}_n$, where $s_i \neq \tilde{s}_j$ for any $1 \leq i, j \leq n$. From what we have shown above we can obtain a quasi-toric pair $(P_1, \lambda_1)\#_{v_1, u_1}(W, \beta_1)$ such that there is a vertex $p_1$ with associated monomial $\tilde{s}_1 \land s_2 \land \cdots \land s_n$. In the same way as above we construct quasi-toric pairs $(Q, \eta_2)$ and $(Q, \tilde{\eta}_2)$ such that
\[
\eta_2(F) = \begin{cases} 
\tilde{s}_2, & F = \{0\} \times \Delta^{n-1}; \\
s_2, & F = \{1\} \times \Delta^{n-1}; \\
\tilde{s}_1, & F = \Delta^1 \times D_1; \\
s_{i+1}, & F = \Delta^1 \times D_i, \text{ for } 2 \leq i < n; \\
g_2, & F = \Delta^1 \times D_n,
\end{cases}
\]
where $g_2 := \tilde{s}_1 + s_3 + \cdots + s_n \in \mathbb{Z}^n$. Similarly we define
\[
\tilde{\eta}_2(F) = \begin{cases} 
\tilde{s}_2, & F = \{0\} \times \Delta^{n-1}; \\
s_2, & F = \{1\} \times \Delta^{n-1}; \\
\tilde{s}_1, & F = \Delta^1 \times D_1; \\
s_{i+1}, & F = \Delta^1 \times D_i, \text{ for } 2 \leq i < n; \\
g_2, & F = \Delta^1 \times D_n.
\end{cases}
\]
Obviously,
\[g(Q, \eta_2) + g(Q, \tilde{\eta}_2) = 0\]
and we define

\[(W, \beta_2) := (Q, \eta_2) \#_{q_2}^{-1} (Q', \tilde{\eta}_2)\]

taking the connect sum at vertices that have associated monomials containing the indeterminates \(s_2, s_3, \ldots, s_n, s_{q_2}\).

The pair \((W, \beta_2)\) has a vertex \(p'_1\) with associated monomial \(-\tilde{s}_1 \wedge s_2 \wedge \cdots \wedge s_n\). We can therefore take the connect sum

\[(P_1, \lambda_1) \#_{v_1, u_1} (W, \beta_1) \#_{p_1, p'_1} (W, \beta_2),\]

which has a vertex \(p_2\) with associated monomial \(\tilde{s}_1 \wedge \tilde{s}_2 \wedge s_3 \wedge \cdots \wedge s_n\).

Continuing this procedure, we can further construct a series of quasitoric pairs \((W, \beta_3), \ldots, (W, \beta_n)\), all with zero quasitoric polynomial, so that we can finally obtain a quasitoric pair

\[(P_1, \lambda_1) \#_{v_1, u_1} (W, \beta_1) \#_{p_1, p'_1} (W, \beta_2) \#_{p_2, p'_2} \cdots \#_{p_{n-1}, p'_{n-1}} (W, \beta_n),\]

such that there is a vertex \(p_n\) with associated monomial \(\tilde{s}_1 \wedge \tilde{s}_2 \wedge \cdots \wedge \tilde{s}_n\). We can therefore perform the connected sum operation of this quasitoric pair with \((P_2, \lambda_2)\) to obtain a quasitoric pair \((P, \lambda)\) such that

\[g(P, \lambda) = g(P_1, \lambda_1) + g(P_2, \lambda_2) = h_1 + h_2.\]

The 2-dimensional Case. A connected polynomial \(h \in \mathcal{R}_2\) is of the form

\[h = s_1 \wedge s_2 \wedge s_2 + s_3 + \cdots + s_{n-1} \wedge s_n + s_n \wedge s_1,\]

where \(s_i \in J_n^*\), for \(1 \leq i \leq n\), and \(s_i \neq s_j, \) for \(i \neq j\). Note that for \(h\) to be non-zero, \(n\) must be greater than 2. If we take an \(n\)-sided polygon \(P \subset \mathbb{R}^2\) and label its facets, in a clockwise direction, by \(s_1, \ldots, s_n\), then we have a quasitoric pair whose quasitoric polynomial is \(h\).

Therefore, if we take any non-zero polynomial \(h \in \mathcal{R}\) and decompose it into connected parts \(h = h_1 + \cdots + h_s\), for each \(h_i\) we have a quasitoric pair \((P_i, \lambda_i)\) and

\[g((P_1, \lambda_1) + \cdots + (P_s, \lambda_s)) = h.\]

By Proposition 5.22, we know that there is a quasitoric pair \((P, \lambda)\) such that \(g(P, \lambda) = h\). We therefore have

**Corollary 5.23.** The homomorphism of abelian groups

\[\mathcal{M}: \mathcal{Q}_2 \rightarrow \mathbb{Z}_2\]

is surjective and, in particular, for each \(x \in \mathbb{Z}_2\), there exists a quasitoric pair \((P, \lambda)\) such that \(\mathcal{M}(P, \lambda) = x\).

The 3-dimensional Case. The boundary of a simple \(n\)-polytope is homeomorphic to an \((n-1)\)-sphere. Since connected closed 1-dimensional manifolds are 1-spheres we have no problem in the lower dimensional cases.

Take a simplicial triangulation \(K\) of a closed surface that is not a sphere, a torus say, and choose a vector in \(\mathbb{Z}^3\) for each vertex in such a way that the three vectors associated to the vertices of any 2-simplex form a basis. We can then define an exterior polynomial \(h\) by consistently orienting the simplicies and taking the exterior product of the vectors that form a basis of a 2-simplex and summing over all the 2-simplicies. Then \(h\) will be faithful and will satisfy \(d(h) = 0\), so \(h\) will be an element of \(\mathcal{R}_3\). For \(\mathcal{M}: \mathcal{Q}_3 \rightarrow \mathbb{Z}_3\) to be surjective we will need that \(h\) is the
quasitoric polynomial of a quasitoric pair \((P, \lambda)\); but the geometric realisation of \(K\) is not a sphere. This can be resolved in certain cases as shown in the following example.

**Example 5.24.** Consider the following triangulation of the torus where the outer edges are identified in the normal fashion:

```
  0  1
 3  2
 0  1
```

We associate to each vertex an element \(s_i \in \chi_f^3\), for \(0 \leq i \leq 3\), with \(s_i \neq s_j\) for \(i \neq j\), such that three vertices corresponding to a 2-simplex form a basis of \(\mathbb{Z}^3\). Orienting all the 2-simplicies clockwise gives us the following polynomial associated to this simplicial triangulation

\[
h = 2(s_0 \wedge s_1 \wedge s_2 + s_1 \wedge s_3 \wedge s_2 + s_0 \wedge s_3 \wedge s_1 + s_0 \wedge s_2 \wedge s_3) \in \mathcal{R}_3.
\]

This can be seen to be the quasitoric polynomial of two disjoint copies of \((\Delta^3, \delta)\), where \(\delta(D_i) = s_i\), for \(0 \leq i \leq 3\). By Proposition 5.22 we then know that there is a quasitoric pair \((P, \lambda)\) such that \(g(P, \lambda) = h\).

We now present the following similar example for which we do not have a solution in general as of yet.

**Example 5.25.** Consider the following triangulation of the torus:

```
  0  1  2  0
 3  6  5  3
 4  8  7  4
 0  1  2  0
```

The associated polynomial can be written as

\[
h = s_0 \wedge (s_1 \wedge s_3 + s_3 \wedge s_6 + s_6 \wedge s_2 + s_2 \wedge s_4 + s_4 \wedge s_7 + s_7 \wedge s_1)
+ s_5 \wedge (s_1 \wedge s_2 + s_2 \wedge s_6 + s_6 \wedge s_7 + s_7 \wedge s_4 + s_4 \wedge s_3 + s_3 \wedge s_1)
+ s_8 \wedge (s_1 \wedge s_7 + s_7 \wedge s_6 + s_6 \wedge s_3 + s_3 \wedge s_4 + s_4 \wedge s_2 + s_2 \wedge s_1) \in \mathcal{R}_3.
\]

The polynomials inside the brackets can be seen to be associated to hexagons \(P_6\) as in the 2-dimensional case. We take three pairs \((P_6 \times I, \lambda_i)\), for \(i = 1, 2, 3\), where the labelling on the facets of the hexagonal prisms of the form \(F \times I\) is induced by
the labelling on the hexagons and the labelling on the end facets is given by

$$\lambda_i(P_6 \times \{0\}) = \begin{cases} 
  s_0, & i = 1; \\
  s_5, & i = 2; \\
  s_8, & i = 3,
\end{cases}$$

and

$$\lambda_i(P_6 \times \{1\}) = t, \quad \text{for } i=1,2,3,$$

for some $t \in J^*_3$. The sum of the polynomials associated to these three pairs is then equal to $h$. The problem is that these three pairs are not necessarily quasitoric pairs as they do not necessarily satisfy Condition (\$). We need to find a $t$ such that at each of the three ends $P_6 \times \{1\}$ we have a basis associated to each vertex. We do not have a proof yet that a $t$ exists in general but all attempts at finding an example where a $t$ does not exist have failed.

We end with the following conjecture:

**Conjecture 5.26.** The homomorphism

$$\mathcal{M} : Q_* \longrightarrow \Xi_*$$

is surjective.
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