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Abstract

This paper presents a complete topological navigation system for a resource-constrained mobile robot like Pepper, based on image memory and the teach-and-repeat paradigm. Image memory is constructed from a set of reference images that are acquired during a prior mapping phase and arranged topologically. A* search is used to find the optimal path between the current location and the destination. The images from the robot’s RGB camera are used to localize within the topological graph, and an Image-Based Visual Servoing (IBVS) control scheme drives the robot to the next node in the graph. Depth images update a local egocentric occupancy grid, and another IBVS controller navigates local free-space. The output of the two IBVS controllers is fused to form the final control command for the robot. We demonstrate real-time navigation for the Pepper robot in an indoor open-plan office environment without the need for accurate mapping and localization. Our core navigation module can run completely onboard the robot (which has quite limited computing capabilities) at 5 Hz without requiring any external computing resources. We have successfully performed navigation trials over 15 days, visiting more than 50 destinations and traveling more than 1200m with a success rate of over 80%. We discuss remaining challenges and openly share our software.
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1 Introduction

Navigation is a fundamental problem in mobile robotics. For a mobile robot to be autonomous, it should be able to navigate in the environment on its own. For navigation to be successful and robust, the robot must also be able to avoid collision. Vision has become a mainstream sensor for mobile robot navigation [6, 19]. Classical approaches to the visual navigation problem rely on the geometry of the environment and use metric techniques such as 3D pose estimation as in simultaneous localization and mapping (SLAM) methods [12, 20, 38]. Navigation then involves regulation of the error between the current localization and the specified trajectory that the robot has to follow in metric space. An alternative approach is to use appearance-based techniques that work directly in the sensor space and do not require explicit representation of the environment in the metric space. In such navigation, the error signal is measured directly in the images and mapped to actuator commands. The environment in such cases is represented topologically [4, 11, 14, 25, 30].

This paper is focused on navigation for robots like Pepper (Fig. 1a), which do not have sophisticated sensors or sufficient onboard computing power to perform accurate metric localization and navigation. The work of [33] has demonstrated indoor navigation with the Pepper robot by fusing data from the robot’s point lasers and depth camera, but that method still requires a 2D metric map and external computational resources. Simple image-based navigation for the Pepper was demonstrated in [3] using point and line features, but the computation was done remotely and the navigation lacks collision avoidance. Our goal is to
perform reliable and robust navigation of the Pepper robot with just onboard processing using the image memory that the robot has obtained during its supervised (human guided) teaching phase as shown in Fig. 4. Image memory consists of reference images organized in a directed graph. Navigation is performed based on these reference images and can be considered a form of visual teach-and-repeat [10, 13]. Works in visual teach-and-repeat like [3–5, 11, 14, 17, 25, 30, 36] have shown that accurate mapping and localization are not mandatory for visual navigation. Direct methods like [5, 11, 25] compare entire images between teach and repeat runs, but they are less robust to large image shifts and appearance change in the scene. The recent deep learning-based teach-and-repeat navigation such as [7, 34] are not suitable to run onboard in the resource-constrained platform like ours. The point-based features have been used in outdoor navigation such as [14, 17, 30, 36]. The performance of these methods drops significantly because of windows, wiry structures, reflections and repetitions, and limited texture in indoor scenarios, which causes point-based features to perform poorly indoor [26]. Furthermore, these methods are computationally intensive too. The methods such as [4, 20, 31, 38] showed that line segments are good features for indoor navigation. Furthermore, line segments are more robust to moderate appearance changes, occlusions and motion blur than the points. We have chosen [4] as our starting point because it is robust enough for the indoor environment while also being sufficiently computationally light-weight to run onboard. However, [4] lacks obstacle avoidance and thus does not guarantee that the robot will always move with appropriate clearance from obstacles such as walls and furniture. This capability is essential for the safety of the robot, and for any humans in the vicinity. The robot frequently got stuck when it moved through the narrow corridors using only [4]. Since this navigation method does not rely on a global 3D model of the environment, a compatible obstacle avoidance approach should be model-free and not rely on accurate pose estimation.

The works of [23, 24] are model-free obstacle avoidance methods, but they still rely on accurate pose estimation of the robot. Redundancy-based schemes to avoid obstacles are presented in [9, 15], [15] have used ultrasound, while [9] have used a laser to detect the obstacles and control the pan-angle of the camera to maintain visibility of the features. These methods are able to avoid static and moving obstacles during navigation. However, for robots like Pepper with sensors in the head, which should face forward in the direction of motion for safety, the pan angle cannot be controlled. Velocity space methods like the Dynamic Window Approach (DWA) by [16] and its variants such as [2, 29] use constrained optimization in the velocity space to avoid the obstacles and generate smooth trajectory. However, DWA requires careful parameter tuning and may fail to travel through narrow spaces [27]. A complete humanoid navigation scheme based on image memory with obstacle avoidance has been proposed for the Nao robot by [13]. Their obstacle avoidance is used for path planning, peripheral avoidance of unexpected static objects, and to step over small obstacles. In our case, the wheeled Pepper robot is constrained to drive around, rather than step over, obstacles.

Our contribution is a complete method for indoor navigation (mapping, path planning, localization using a topological graph, collision avoidance and motion control) of a mobile robot like Pepper, which has limited onboard computing power, and low cost and average quality navigation sensors. The previous work [4] consist of image-based navigation only along a single sequence of reference images. There was no collision avoidance and path planning over a topological graph. We extend the previous work to include obstacle avoidance and topological path planning in a computationally efficient manner, which can run on the Pepper robot. First, we extend the earlier image-based
navigation to work with a topological graph. Then, we develop a lightweight free-space navigation using the depth camera. Finally, we propose the fusion of control commands from the image-based navigation module and the free-space navigation module that ensures the robot moves freely to the destination without collision or becoming stuck along the path. Navigation does not require a metric map, only a sequence of RGB images arranged in a topological graph. The path planning is performed using A* search [21] over the topological graph. The navigation task is the fusion of goal-directed navigation based on image memory, and collision-free navigation based on the depth camera. We have demonstrated this approach, running completely onboard without external processing, on the wheeled humanoid Pepper robot. We have demonstrated operations over 15 days and provide detailed performance data. The complete software is open-sourced.1

The next section describes the complete framework for mapping and navigation. The key details from the previous work [4] are also included for completeness. Section 3 presents some experimental results in different indoor scenarios, which demonstrate the validity of the proposed navigation scheme. Finally, some concluding remarks and remaining challenges are reported in Section 4.

2 Mapping and Navigation Framework

Pepper (Fig. 1a) is a popular humanoid robot developed by [32]. It is equipped with two RGB cameras and one depth camera in its head, and an omni-directional base that enables it to move freely in any direction. Each RGB camera provides a resolution up to 2560 × 1920 at 1 frame per second (fps) or 640×480 at 30 fps. We use the upper camera because it looks ahead rather than at the floor (Fig. 1b). The robot also has three laser rangefinders located at the base of the robot as shown in Fig. 2a. Each laser sensor provides only 15 points across its horizontal field-of-view (FOV) of 60°, and the sensors are non-overlapping. All of these factors make the laser sensors unsuitable as the sole sensor for obstacle avoidance or SLAM. However, the robot is equipped with one ASUS Xtion depth sensor (Fig. 2b) that is located behind its eyes. It provides image resolution up to 320 × 240 at 20 fps and has a horizontal FOV of 58° and vertical FOV of 45° with a working range from 40cm to 8m. The depth sensor data is noisy, but we have shown it is sufficient for our purpose of avoiding collision. The robot has a 1.91 GHz ATOM E3845 processor and 4 GB RAM [32], which is shared with its internal processes. In summary, the Pepper robot has a good mobility base but limited sensing and computational capabilities.

For our navigation purpose, the Pepper robot is considered as a non-holonomic mobile robot of unicycle type equipped with a fixed perspective camera. The intrinsic parameters of the camera are constant and coarsely known. During navigation, it is assumed that the robot is initially inside the mapped environment. In the proposed method, we use the top RGB camera to perform the image-based navigation that defines the path the robot has to follow, while the depth camera is used for local collision avoidance. The control commands from both modules are fused together to derive the final velocity command for the base.

2.1 Mapping

During mapping or teaching (Fig. 3), the robot is moved in the navigation environment under human supervision. The robot is led by the hand as shown in Fig. 4, which we have programmed to act as a joystick. Images of the environment are captured as the robot moves and are stored as a teaching sequence. From this teaching sequence, a small subset of images is selected, which is known as the image memory. This image memory consists of reference images that represent particular locations in the environment. The selected reference images are organized.

---

1The source code is available on https://github.com/qcr/pepper_navigation.git
in an adjacency graph, which gives the topological representation of the environment. The reference images are selected automatically, whereas creating the top-level topological map involves some manual interventions as discussed in Section 2.1.2. The mapping process is shown in Fig. 3.

2.1.1 Reference Images Selection

The reference images are automatically selected such that they are sufficiently different from the adjacent reference images. Differences are determined from a similarity metric, which depends upon local geometric features. We choose line segment features, and the similarity metric is obtained from feature matching/tracking. In indoor environments, line segments are abundant. In addition to this, line segments are more robust to partial occlusions and some change in the illumination, and more resilient to motion blur [26, 38] than points. The tracking of points fails often due to varying illumination level and motion blur. Also, line segments in the image can be detected [1, 35] and matched [37] accurately in real-time. These are the main reasons for motivation to use line segments as visual landmarks in this work.

Let $I^c$ be the currently acquired image, $I^a$ be the image acquired just before $I^c$, and $I^r$ be the most recent reference image. The features detected in $I^r$ are matched over $I^c$ with outlier rejection. If $m$ is a positive integer and $I^r \neq I^a$ a new reference is selected when

$$\tilde{F}_3(I^r, I^a, I^c) < m.$$  (1)

The metric $\tilde{F}_3(\cdots) \in \mathbb{N}$ is the number of features matched between three views as in [3, 4]. We obtain $n$ reference images $I^1, I^2, I^3, \ldots, I^n$, which are the image memory for navigation. In this work, the method proposed in [4] has been used to track lines, which is based on three-view line matching with outlier rejection based on RANSAC and trifocal tensor estimation [22]. More details about reference image selection from the teaching sequence are provided in [4].

Instead of choosing a reference image every fixed distance using odometry, we have used the approach mentioned above to ensure that there are enough reference images in the case of turns and systematic variation in illumination. There is rapid displacement of line segments when turning, whereas variation in illumination may result in poor performance in line segments matching. Our approach ensures that there are at least $m$ matched line segments between the reference images, which is critically important for good localization and smooth control. In all our experiments, we have used $m = 20$. 

Fig. 3 Mapping: Reference images selection and creation of the topological graph

Fig. 4 Acquiring images of the environment for mapping
2.1.2 Creation of Topological Graph

From the obtained image memory, the topological graph is created. The nodes and edges are defined by the user. The nodes are defined based on the higher-level semantics relevant to human users, for example, destination points like someone’s room, robotics lab etc. The edges comprise a sequence of reference images in the adjacency graph. A pair of nodes are connected by two edges: one representing the path in a forward direction and the other representing the path in the opposite direction as shown in Fig. 5. The link between reference images in adjacent edges is done automatically based on feature matching, which is essential for smooth motion when the robot moves from one edge to another.

Let us consider a directed topological graph $G$ that has $p$ nodes and $q$ edges. Let the nodes be represented by $N_1, N_2, ..., N_p$ and the edge connecting start node $N_i$ and end node $N_j$ be represented by $E_{ij}$. The edge $E_{ji}$ represents the travel in the opposite direction with start node $N_j$ and end node $N_i$ (Fig. 5). The cost of the edge is set to be the number of reference images on that edge, which is a proxy for distance.

2.2 Navigation

Navigation involves path planning and localization in the topological graph, collision avoidance and motion control. Based on the robot’s current location in the topological graph and defined destination, path planning outputs the list of reference images in the optimal path (Fig. 6). This list of the sparse reference images represents the reference path for navigation. Once path planning is complete, successive localization, collision avoidance and motion control run concurrently as the robot navigates from start to destination. During navigation, it is assumed that the robot is initially inside the mapped environment.

2.2.1 Localization in the Topological Graph

The very first step in navigation is to localize globally in the topological graph. The current image is compared with the entire image memory to determine the current edge. In this work, we have used the number of matched line segments between the views as a similarity metric [4]. If $S_L(\cdot)$ is a
two-view based similarity metric, then \( I^R_k \) is the best match in the image memory as

\[
k = \arg\max_{p \in \{1\ldots n\}} \left\{ \delta_2 \left( I^c, I^R_p \right) \right\}. \tag{2}
\]

In (2), if there are two or more reference images with an extremely good match with \( I^c \), we can simply check with the next reference image to eliminate the false matches. Such cases may occur in a region where there are few matching line segments. Each image can belong to only one edge. If \( I^R_k \) is localized in the edge \( E_{ij} \), the robot’s initial location is somewhere between start node \( N_i \) and end node \( N_j \). Let \( N_f \) be the node that is at the end of the edge in the direction the robot is facing and \( N_b \) be the node at the end of the edge behind the robot. We define, \( N_f = N_j \) and \( N_b = N_i \), which are used in the next section.

### 2.2.2 Optimum Path Selection in the Graph using A*

Based on the current location and defined destination, the optimal path is selected using A* search on the graph. Let \( N_S \) be the start node at one of the two ends of the current edge and \( N_D \) be the destination node. This destination node \( N_D \) is either selected by human or selected randomly in experiments. We perform two A* searches from \( N_S \) to \( N_D \), first with \( N_S = N_f \) and the second with \( N_S = N_b \). After that, we choose the path with the lowest cost as the optimal path. If the optimal path is for \( N_S = N_b \), the robot is rotated by \( 180^o \) before the actual navigation commences. After that, we prepend the other node (which is at the end of the current edge behind the robot) in the optimum path so as to ensure the robot’s current edge is always in the optimal path. We represent the final list of nodes in the optimum path as \( \mathcal{N} \).

### 2.2.3 Selection of Reference Images in the Optimum Path

The reference image sequence \( \{I^R\} \) for the entire path, defined by the list of nodes \( \mathcal{N} \), is extracted from the image memory. For example, if \( \mathcal{N} = (N_S, N_a, N_b, N_D) \), we extract the reference images from edges \( E_{Sa}, E_{ab}, \) and \( E_{bD} \). Such reference image sequence visually represents the path from source to destination. Let \( I^R \) has \( I \) reference images. Then \( I^R = (I^R_1, I^R_2, \ldots, I^R_L) \), where \( I^R_1, I^R_2, \ldots, I^R_L \) are individual reference images in the optimum path. Once we have \( I^R \), we can perform image-based navigation as in [3, 4, 14].

### 2.2.4 Navigation Towards the Goal

Before the actual navigation commences, the robot is rotated by \( 180^o \) if it is not facing along the direction of the optimal path. This rotation information is obtained from Algorithm 1.

---

**Algorithm 1**: Selection of the optimal path using A* search algorithm.

**INPUTS:**

\( G \): Topological Graph.

\( N_f, N_b \): end nodes of edge containing current position.

\( N_D \): Destination node.

**OUTPUT:**

\( \mathcal{N} \): list of nodes of the optimum path.

\( Rotate180 \): flag to indicate whether robot has to perform initial \( 180^o \) turn.

Let \([P, C]=AstarSearch(G, N_S, N_D)\), where \( P \) is a list of nodes for optimal path from \( N_S \) to \( N_D \) in graph \( G \) and \( C \) is the total path cost.

\([P_f, C_f]=AstarSearch(G, N_f, N_D)\)

\([P_b, C_b]=AstarSearch(G, N_b, N_D)\)

If \( C_f > C_b \)

\( \mathcal{N} = (N_f, P_b) \)

\( Rotate180 = TRUE \)

Else

\( \mathcal{N} = (N_b, P_f) \)

\( Rotate180 = FALSE \)

Note: The node is appended in front of the optimal path so as to make sure the robot’s current edge is always in the optimal path.

If there are only two nodes in the optimal path, \( \mathcal{N} = (N_S, N_D) \).

The navigation task is further divided into three subtasks: image-based navigation, obstacle/collision avoidance, and fusion of control. Figures 7 and 8 presents an overview of navigation towards the goal.

**a) Image-based Navigation** The objective of the image-based navigation is to localize in the reference image sequence and generate the appropriate control command to reach towards the goal. The localization, in this case, is to find the adjacent reference images that best match the current view. In Fig. 9, \( I^c \) is the current view of the robot. The position of \( I^c \) in the graph is between reference images \( I^R_k \) and \( I^R_{k+1} \), where \( I^R_k \) is the previous reference image and \( I^R_{k+1} \) is the next reference image. For smooth control and successive localization, we also use the second-next reference image \( I^R_{k+2} \). The best matches are obtained from feature matching. Correct localization is essential for successful navigation. We need to perform two types of localization:
i) **Global Localization in the Optimum Path** The current view is compared with all the reference images in the optimum path obtained from A* to find the best pair of adjacent reference images. This localization is always performed at the beginning of navigation, and during navigation to recover the robot if it is temporarily lost. The position of \( I^c \) in the optimal path is bracketed by a pair of reference images \( (I_k, I_{k+1}) \), which is obtained from

\[
k = \arg \max_{i \in 1 \cdots l-1} \left\{ \tilde{s}_3 \left( I^R_k, I^c, I^R_{k+1} \right) \right\}.
\]  

(3)

ii) **Successive Localization** This localization takes advantage of the adjacency relationship between the reference images on the optimum path. Once we have global localization, further localizations can be performed by comparing only a few reference images in the neighborhood. The current image \( (I^c) \) is compared with three reference images: \( I^R_k, I^R_{k+1}, I^R_{k+2} \) (Fig. 9). Reference image switching \( (k \leftarrow k+1) \) occurs when \( I^R_{k+1} \) precedes \( I^c \) i.e. when either of two criteria is fulfilled

\[
\tilde{s}_3 \left( I^c, I^R_k, I^R_{k+2} \right) > \tilde{s}_3 \left( I^R_k, I^c, I^R_{k+1} \right), \text{ or}
\]

\[
\tilde{s}_2 \left( I^c, I^R_{k+1} \right) > \tilde{s}_2 \left( I^R_k, I^c \right) \text{ and } \tilde{s}_2 \left( I^R_{k+1}, I^R_{k+2} \right) > \tilde{s}_2 \left( I^c, I^R_k \right).
\]  

(4)

The second criterion is useful when there are few three-view correspondences, which may occur with sharp turns in corridors that have little texture.

The robot is said to be at the goal destination when no further switching of reference images is possible. In other words, navigation stops when \( I^R_{k+1} = I^R_l \), where \( I^R_l \) is the last reference image in the optimum path.

---

**Fig. 7** Global Localization in the optimum path. The output of this localization is the reference images that matched best with the current view.

**Fig. 8** Navigation: Image-based localization in the optimal path (Section 2.2.4), collision avoidance using depth camera (Section 2.2.4) and computation of forward and rotational velocities. The reference image sequence of the optimum path is obtained as discussed in Section 2.2.3.
Feature Selection and Control For image-based navigation, we have used the method described in [4] using line segment features with some minor modifications. We use the Edge Drawing Lines (EDLines) detector [1] and the line matching method proposed by [37] respectively to detect and match the line segments. These algorithms are chosen because of their high accuracy and fast computation that is sufficient for reliable real time navigation.

Figure 10 shows an instance of line segments matching in three views. The selection of the reference images, localization on the topological graph and control of the robot is based on the matching of the line segments as discussed in [4]. We have selected this method rather than [3] for computational reasons. On the Pepper platform, [4] is able to run at 8Hz, while [3] can only run at 2 Hz.

During navigation, the robot qualitatively follows the taught path defined by the reference image sequence. The forward velocity is kept constant and reduced to a smaller value when turning. The rotational velocity is derived using the reference images and the current image via an image-based visual-servoing (IBVS) control law [8] described below.

Let us define a vector of visual features (line segments) as \( s \), the camera velocity expressed in camera frame as

\[
\mathbf{v}_c = (v_x, v_y, v_z, \omega_x, \omega_y, \omega_z)^T,
\]

where \( v \) is the linear velocity and \( \omega \) is the rotational velocity around the given axes. The velocity of \( s \) can be related via an interaction matrix \( \mathbf{J}_s \) [8] to \( \mathbf{u}_c \) as

\[
\dot{s} = \mathbf{J}_s \mathbf{u}_c.
\]

For the considered unicycle-like robot (Fig. 11a), \( \mathbf{u}_c \) can be expressed in terms of robot velocity \( \mathbf{u} = (v_r, \omega_r)^T \) as

\[
\mathbf{u}_c = (-\delta \omega_r, 0, v_r, 0, -\omega_r, 0)^T,
\]

where \( \delta \) is the distance between the camera center and the robot center of rotation, \( v_r \) is the forward velocity and \( \omega_r \) is the rotational velocity of the robot. Now, from (6) and (7), we obtain

\[
\dot{s} = \mathbf{J}_e v_r + \mathbf{J}_\omega \omega_r.
\]

where \( \mathbf{J}_e \) and \( \mathbf{J}_\omega \) are the Jacobians associated with \( v_r \) and \( \omega_r \) respectively. In practice, \( \mathbf{J}_\omega \) and \( \mathbf{J}_e \) have to be estimated or approximated because of unknown feature depth [8]. Let them be represented by \( \hat{\mathbf{J}}_\omega \) and \( \hat{\mathbf{J}}_e \). In order to drive \( s \) to its desired value \( s^* \), we set \( v_r \) as constant and control \( \omega_r \) as

\[
\omega_r = -\hat{\mathbf{J}}_\omega^+ \left( \lambda (s - s^*) + \hat{\mathbf{J}}_e v_r \right),
\]

where \( \lambda \) is a positive gain, \( \hat{\mathbf{J}}_\omega^+ \) is the pseudo-inverse of \( \hat{\mathbf{J}}_\omega \) and \( (s - s^*) \) is the error [8]. Since we only control \( \omega_r \), only one feature derived from all line segments is sufficient.

The feature \( s \) is scalar, the average of the x-coordinates of the points of intersection of the \( m \) matched lines and their respective normal from the origin as in [4]. We represent the line on which the line segments lie in polar form as

\[
X \cos \theta + Y \sin \theta - \rho = 0
\]

as shown in Fig. 11b, and \( X = \rho \cos \theta \) gives the x-coordinate of the point. Hence,

\[
s = \bar{X} = \frac{1}{m} \sum_{i=1}^{m} \rho_i \cos \theta_i.
\]

The interaction matrix for line segments has been derived in [4] and it takes the form

\[
\hat{J}_{IL} \succeq 0, \quad \hat{J}_{oL} \succeq \frac{1}{m} \sum_{i=1}^{m} \left( \cos^2 \theta_i - \rho_i^2 \cos(2\theta_i) \right),
\]

where \( (\rho_i, \theta_i) \) are the line parameters (as shown in Fig. 11b) of the matched lines between \( I^c \) and \( I_{k+1}^R \), and \( \hat{J}_{IL} \) and \( \hat{J}_{oL} \) are the approximated Jacobians for translational velocity.

![Feature Selection and Control](Image)

**Fig. 9** Localization in the optimal path. The location of the current image \( I^c \) is between the reference images \( I_k^R \) and \( I_{k+1}^R \).
Creation of 2D Occupancy Grid Map

The depth camera provides an image of resolution 320 × 240 at 20 fps. The intrinsic parameters [22] of the depth camera are obtained from the depth camera calibration². We first take a horizontal central band of the depth image, 75 pixels high, as shown in Fig. 12b. This ensures that we can see most of the obstacles in the FOV of the robot while eliminating most of the clutter of the floor and ceiling plane shown in Fig. 12. Next, we convert the depth image into a local 2D grid map in the robot’s frame of reference. The 2D grid map is obtained by projecting the depth image onto the horizontal plane passing through the center of the RGB camera. In Fig. 12c, it is shown by blue points. Objects that are near to the robot may be missed because the working range of depth camera starts from 40cm. Therefore, we always remember obstacles that were previously observed until they pass behind the robot. In order to keep these obstacles in the local grid map, we use odometry to transform their positions (if within 2.5m of the robot) from the previous grid map to the current one. In Fig. 12c, this is shown by green points. The accuracy of the odometry in this range is sufficient for our purpose.

From the local 2D grid map, we created a low-resolution local occupancy grid map of size 4 × 80. The horizontal width of each grid cell is 0.1m. The first row corresponds to objects in the range 0 − 0.5m, the second row corresponds to range 0.5 − 1.5m, the third row to 1.5 − 2.5m and last row to 2.5 − 4m. In Fig. 12c, these rows are shown by white, cyan, yellow and purple bars respectively. We do not consider objects beyond 4m. The first row belongs to the region that is not in the current field of view of the depth camera. Objects in this region are remembered from the previous views. The choice of this grid configuration is sufficient for our indoor setting with corridors and free-space. Algorithm 2 presents the details of creating a 2D grid map from the depth image. Algorithm 3 describes creation of the occupancy grid from the 2D grid map (Fig. 14).

²http://wiki.ros.org/pepper/Tutorials/Calibration

and rotational velocity respectively. This IBVS system has global asymptotic stability as discussed in [3].

In order to smooth the rapid steering actions when switching between reference images, a feed-forward command is also added to \( \omega_r \). The feed-forward term is based on shared lines of \( I^c \) with \( I_{k+2}^R \). Let \( s_c, s_{k+1}^c \) and \( s_{k+2}^c \) be the computed feature (10) of \( I^c, I_{k+1}^R \) and \( I_{k+2}^R \) respectively. Then, the error term w.r.t \( I_{k+1}^R \) is \( s_c - s_{k+1}^c \) and w.r.t \( I_{k+2}^R \) is \( s_c - s_{k+2}^c \).

The final expression for the rotational velocity can be computed as

\[
\omega_r = -\frac{\lambda}{J_{ol}} \Big( h_1(s_c - s_{k+1}^c) + h_2(s_c - s_{k+2}^c) \Big), \tag{12}
\]

where \( h_1 \) and \( h_2 \) are positive weights such that \( h_1 + h_2 = 1 \). \( J_{ol} \) is calculated using the line parameters of the shared lines among \( I^c \), \( I_{k+1}^R \) and \( I_{k+2}^R \) in \( I^c \). Let \( n(I_k, I_y) \) be the number of lines matched between the images \( I_k \) and \( I_y \). Unlike using a fixed value as in [4], we calculate \( h_1 \) and \( h_2 \) automatically based on the number of lines matched with the current image as

\[
h_1 = \frac{n(I^c, I_{k+1}^R)}{n(I^c, I_{k+1}^R) + n(I^c, I_{k+2}^R)}, \quad h_2 = \frac{n(I^c, I_{k+2}^R)}{n(I^c, I_{k+1}^R) + n(I^c, I_{k+2}^R)}, \tag{13}
\]

which assigns higher weight dynamically to the reference image that is closer to \( I^c \) leading to smoother control around switching.

b) Obstacle / Collision Avoidance using Depth Sensor

We use the depth camera and a local 2D occupancy grid map, which we search for a collision-free path. IBVS controller navigates in local free-space.

The depth camera provides an image of a perspective camera (blue) with its optical axis perpendicular to the axis of robot rotation, and a representation of line in polar form [4].
Algorithm 2 2D grid map in the current robot frame of reference using depth image, previous grid and odometry.

INPUTS:
- \( f_x, f_y, u_x, u_y : f_x \) and \( f_y \) are the focal length and \((u_x, u_y)\) is the principal point of the depth camera in pixels (Intrinsic Parameters).
- \( t_x, t_y, t_z \): translation from depth to top RGB camera.
- \( d_x, d_y, d_0 \): 2D transformation from current frame to previous frame based on odometry.
- \( I^d \): current depth image. Pixels where depth cannot be computed have the value NaN.
- \( h \): scan height = 75 pixels.
- \( prev\_grid \): 2D grid map of previous frame,
- \( gd \): maximum depth considered in \( prev\_grid \) for transformation into current grid map = 2.5m.

OUTPUT:
- \( grid\_map \): 2D grid map in the current frame.

# grid\_map in the current frame from the current depth image.
Set all positions in grid\_map as FREE.

For each pixel \( i \) in row \( j \) DO
If \( I^d(j, i) \) is not NaN calculate
- \( x = \text{round} \left( \frac{x_p}{f_x} I^d(j, i) + t_x \right) \)
- \( z = \text{round} \left( \frac{z_p}{f_z} I^d(j, i) + t_z \right) \)
grid\_map(z, x) = OCCUPIED.

# transformation of obstacles from previous to current frame
For each occupied cell \((z_p, x_p)\) of grid\_map in the range of \( z_p \in (0 \rightarrow D_z) \) DO
- \( x = \text{round} \left( x_p \cos(d_0) - z_p \sin(d_0) + d_x \right) \)
- \( z = \text{round} \left( x_p \sin(d_0) + z_p \cos(d_0) + d_z \right) \)
If \( z > 0 \) grid\_map(z, x) = OCCUPIED.

Algorithm 3 Occupancy grid from 2D grid map.

INPUTS:
- \( grid\_map \): Current 2D Grid Map.
- \( D_x \): size of grid cell in X (in our case 10 cm).
- \( D_z = [D_z_1, D_z_2, D_z_3, D_z_4] = [1, 1.5, 2.5, 4] \): depth values (in Z direction) used to create low-resolution occupancy grid.

OUTPUT:
- \( occup\_grid \): Occupancy grid (in our case it is of size \( 4 \times 80 \)).

Set all elements in occup\_grid to FREE.
For each occupied cell \((z_p, x_p)\) of grid\_map in the range of \( z_p \in (0 \rightarrow D_z) \) DO
- \( x \): position of \( x_p \) in occupancy grid as integer number.
If \( z_p \in (0, D_z_1) \) occup\_grid(0, x) = OCCUPIED
If \( z_p \in (D_z_1, D_z_2) \) occup\_grid(1, x) = OCCUPIED
occup\_grid(2, x) = OCCUPIED *
occup\_grid(3, x) = OCCUPIED *
If \( z_p \in (D_z_2, D_z_3) \) occup\_grid(2, x) = OCCUPIED
occup\_grid(3, x) = OCCUPIED *
If \( z_p \in (D_z_3, D_z_4) \) occup\_grid(3, x) = OCCUPIED

* Note: If cell at \( x \) is occupied at a nearer row, set it occupied in all farther rows at \( x \). This is done to simplify the free-space detection at each row (Algorithm 4).
Algorithm 4 Computation of position of drivable-space.

**INPUTS:**
- *occup_grid*: Occupancy grid (in our case it is of size $4 \times 80$).
- *W_r*: width of the robot in the grid cell (in the unit of grid cells).

**OUTPUTS:**
- $f_i$: position of the center of the nearest drivable free-space in each row of *occup_grid*. In our case, it is $4 \times 1$ vector (Fig. 14c).
- $ds$: flag indicates the particular grid cell is drivable. In our case, it is $4 \times 1$ vector.

**FOR** each row $i$ in *occup_grid* from farthest to closest **DO**

# First search for drivable free-space around the center
- Set $ds(i) =$ TRUE
- Set center of row as origin
- Compute the number of FREE grid cells between the origin and the first OCCUPIED grid in both sides. Let them be $nL$ (for left side) and $nR$ (for right side) as shown in Fig. 13.

**IF** $(nL + nR) \geq W_r$ **THEN**
- Drivable free-space found around the center (Fig. 14a)
  - IF $\left(\frac{nL - Wr}{2} \text{ and } \frac{nL + Wr}{2} \right)$ $f_s(i) = 0$ **#** move straight
  - IF $\left(\frac{nL - Wr}{2} \text{ and } \frac{nL + Wr}{2} \right)$ $f_s(i) = \left(\frac{nL - Wr}{2} \text{ and } nR \right) \#$ turn left
  - IF $\left(\frac{nL - Wr}{2} \text{ and } \frac{W_r - nL}{2} \right)$ $f_s(i) = -\left(\frac{W_r - nL}{2} \right) \#$ turn right
  - ELSE $f_s(i) = nL - nR$ **#** turn according to $f_s$

**ELSE** # when $(nL + nR < W_r)$
- # Check for drivable free-space on either side (Fig. 14b-c) **and** select the nearest one from the origin if it exists.
- # Compute the number of OCCUPIED grid cells between the last FREE grid and next FREE grid cell in each side. Let them be $oL$ (for left side) and $oR$ (for right side) as shown in Fig. 13.

**IF** $(oR > thres \text{ and } oL > thres)$ **THEN** # large obstacle in front
- Set $ds(i) =$ FALSE

**ELSE** # Compute the number of FREE grid cells after the last OCCUPIED grid cell counted in each side. Let them be $nL'$ (for left side) and $nR'$ (for right side) as shown in Fig. 13.

**IF** $(nR' < W_r \text{ and } nL' < W_r)$ **THEN**
- Set $ds(i) =$ FALSE

**ELSE**
- Let $f_r = \left(\frac{W_r}{2} + oR\right)$ and $f_L = \left(\frac{W_r}{2} + oL\right)$
  - IF $(nR' \geq W_r)$ $f_s(i) = f_r$
  - IF $(nL' \geq W_r)$ $f_s(i) = f_L$
  - IF $i$ is the farthest grid or $ds(i + 1) =$ FALSE
    - IF $(oR < oL \text{ and } nL > W_r)$ $f_s(i) = f_r$
    - IF $(oR \geq oL \text{ and } nR > W_r)$ $f_s(i) = f_L$
  - **ELSE**
    - IF $(f_r \text{ and } f_s(i + 1) \text{ have same sign})$ $f_s(i) = f_L$
    - **ELSE** $f_s(i) = f_r$

Control Command for Free-space Navigation  For deriving the robot’s rotational velocity, we consider that a row in the occupancy grid cell is drivable if there are free adjacent grid cells in the horizontal direction whose width is at least the width of the base of the robot (Fig. 13). The computation of free-space is done by searching for the nearest drivable free-space in each row of the occupancy grid map from its center as described in Algorithm 4. The output of Algorithm 4 is the position of the center of drivable free-space for each row in the occupancy grid map and information about whether the particular grid cell is drivable. These centers are transformed back into the image space so as to compute the rotational velocity for each center based on IBVS. The calculation of the rotational velocity is explained below.

From [8] and (7), the interaction matrix ($L_\chi$) of the normalized image plane point $(x, y)$ that relates its velocity to robot velocity $(v_r, \omega_r)$ is

$$L_\chi = \left[ \frac{x}{Z} - \left(\frac{1}{2} + 1 + x^2\right) \right] = \begin{bmatrix} J_{vp} & J_{\omega p} \end{bmatrix},$$

where $Z$ is the depth of the point and $J_{vp}$ and $J_{\omega p}$ are the Jacobians for translational velocity and rotational velocity respectively. We can approximate Jacobians for the case $\delta \ll Z$ as follows

$$\hat{J}_{vp} = \frac{x}{Z} \text{ and } \hat{J}_{\omega p} = 1 + x^2.$$  (15)

In order to drive robot to the center of free-space, from (9) and (15), we obtain

$$\omega_r = -\frac{\lambda(x - 0) + \frac{s}{2} v_r}{1 + x^2},$$

where $s = x$ and $s^* = 0$. The final rotational velocity is computed by a weighted average of the velocities corresponding to the two farthermost drivable grid cells as described in Algorithm 5. We have used selective weighting for the smooth motion of the robot that was determined experimentally. This configuration is sufficient to avoid collision with lateral and frontal obstacles in the path. The weights chosen for our experiments are presented in Algorithm 5.

c) Fusion of Control  During navigation, the robot has two control commands: from the line-segment based navigation module, and from the free-space navigation module. The Pepper robot cannot turn its head while moving, a limitation in its internal controller, the head will always face straight ahead. Hence, we cannot fuse both control commands as in [9], where the pan angle of the camera was also controlled during obstacle avoidance. If $\omega_{rL}$ is the rotational velocity obtained from line-segment navigation as in (12), $v^*_r$ and $\omega^*_r$ are the forward and the rotational velocity obtained from free-space navigation as discussed in Algorithm 5, and $d$ is the mean depth of the 2D grid cells discussed in Algorithm
Fig. 13 Robot occupancy grid. Drivable-space in the row of occupancy grid a when there is free-space in front of the robot and b when there is an obstacle in front of the robot. The white blob represents the robot’s body. The symbol ⊗ in b represents the case where the free-space is not large enough for the robot to move forward. c Occupancy grid map with drivable-space. (Ref. Algorithm 4). The red dot represents the origin. The colored bars in c are the rows of the occupancy grid map. The colored dots in each row represents the nearest free space from the origin in each row through which the robot can pass safely. \( f_s(x) \) is position of the center of the nearest drivable free-space in row \( x \). These positions in each row are used to compute rotational velocity in Algorithm 5.

\[
v_r = \begin{cases} 
0 & \text{if } v_r^* = 0 \\
v_r & \text{elsewhere}
\end{cases}
\]
\[
\omega_r = \begin{cases} 
0 & \text{if } v_r^* = 0 \\
H \omega_r^* + (1 - H) \omega_r & \text{elsewhere}
\end{cases}
\]  
where \( H \) is defined as
\[
H = \begin{cases} 
0.5 & \text{if } |\omega_r^*| < 0.01 \text{ or } |\omega_L^*| > 0.15 \\
1 & \text{elsewhere}
\end{cases}
\]

The velocity commands from (17) ensure that the robot moves towards the destination with enough clearance from the obstacles to avoid collision. \( \omega_r^* \) in (18) is calculated from common matched lines among the reference images \( I_k^R, I_{k+1}^R, \text{ and } I_{k+2}^R \). From \( \omega_r^* \), we can know whether the navigation path between the current reference images is straight or not. \( H \) is set to zero when the free-space navigation tells the robot to continue straight or when the robot is commanded to perform turning by the line-based navigation. We have to stop free-space navigation while turning because of the limited FOV of the depth camera, which cannot see the space in advance before turning. In such a case, the robot will stop if there is a potential collision detected by the Pepper robot’s own internal safety module.

3 Experimental Results

The image resolution in the experiments was 320 × 240 pixels. Throughout the experiment, the head pitch and roll angles of the Pepper were kept constant (same as that used in the mapping phase). Image acquisition and motion commands used the NaoQi API [32].

First, we performed experiments to validate the free-space navigation using the depth sensor, and image-based navigation with collision avoidance. Finally, a long-duration experiment with the entire topological navigation system was performed in an open-plan office environment. We have also included a supplementary video with this manuscript, which demonstrates the qualitative measure of the robustness of our method.

3.1 Navigation in Free-space with only Collision Avoidance

In this experiment, the Pepper robot is allowed to move freely in the corridor finding drivable-space as discussed.
Algorithm 5 Computation of rotational velocity based on drivable free-space.

INPUTS:
- \( f_s \): center of the drivable free-space, which is a 4x1 vector corresponding to each row in the occupancy grid map (white dots in Fig. 13c).
- \( ds \): flag indicates the particular grid cell is drivable. In our case, it is \( 4 \times 1 \) vector.
- \( D_t = [D_{z1}, D_{z2}, D_{z3}, D_{z4}] = [0.25, 1, 2, 3.25] \): nominated depth value associated with the rows of occupancy grid map.
- \( D_x \): resolution of grid in x-direction (in our case 0.1m).
- \( v_r \): forward velocity of the robot.

OUTPUTS:
- \( \omega^*_r \): rotational velocity required to move in free-space avoiding collision.
- \( v_{rd} \): forward velocity of robot.
- \( d \): mean depth of the occupancy grid. It is used to calculate final \( \omega_r \).

FOR \( i = 0 \rightarrow 3 \) from nearest to farthest grid row DO

\[
x = f_s[i] D_t[i] / D_x \text{ # visual feature in image space}
\]

\[
\omega[i] = -\frac{(x - o) + v_{rd}}{1 + x^2} \text{ # From (16)}.
\]

\[
\omega^*_r = \begin{cases} 
0 & \text{if } ds(1) = \text{FALSE or } ds(0) = \text{FALSE} \\
0.4\omega[0] + 0.6\omega[1] & \text{if } ds(2) = \text{FALSE} \\
0.5\omega[1] + 0.5\omega[2] & \text{if } ds(3) = \text{FALSE} \\
0.6\omega[2] + 0.4\omega[3] & \text{elsewhere}. 
\end{cases}
\]

\[
v_{rd} = \begin{cases} 
0 & \text{if } ds(1) = \text{FALSE or } ds(0) = \text{FALSE} \\
v_r & \text{elsewhere}.
\end{cases}
\]

\[
d = \begin{cases} 
0.6D_{z2} + 0.4D_{z1} & \text{if } ds(2) = \text{FALSE} \\
0.5D_{z3} + 0.5D_{z2} & \text{if } ds(3) = \text{FALSE} \\
0.6D_{z4} + 0.4D_{z3} & \text{elsewhere}. 
\end{cases}
\]

Note: if \( ds(1) = \text{FALSE or } ds(0) = \text{FALSE} \), we have to stop the robot because the obstacle will be close to the robot. \( d \) is used in the fusion of control as discussed in (17) - (18).

in Section 2.2.4 with the base forward velocity of 0.18m/s. In the first experiment as shown in Fig. 15, the robot automatically found the drivable free-space avoiding collision with people and the door and successfully entered into the room and stopped when it could not move further.

In the second experiment as shown in Fig. 16, the robot is moving straight along a corridor of length 35m avoiding collision with the walls and furniture, and stopped after entering into the room at the end. Some snapshots from the navigation are presented in Figs. 15a and 16a. In Figs. 15b and 16b, the peaks in the graph shows that the robot is turning in the direction of drivable free-space.

3.2 Image-based Navigation with Collision Avoidance

This navigation process is divided into teaching the path and online navigation. The teaching step involves showing the Pepper robot around the navigation path by holding the robot’s hand as shown in Fig. 4. During this process, the robot stores the images as it moves. The selection of the reference images is done offline from this image sequence as discussed in Section 2.1.1. The navigation path consists of 119 reference images selected from the sequence of 1700 images representing the two laps of the corridor path of 42m as shown in Fig. 17. During navigation, the forward velocity was set to 0.18m/s and reduced to 0.06m/s when turning, or stopped when a collision-free path is not available as given by (17). Rotational velocity was controlled by the navigation algorithm (17). The turnings are automatically detected by observing the commanded rotational velocity. The threshold we have chosen for this is 0.1rad/s. Figure 18 shows the localization in the image memory of the optimal path at the start and the end of the navigation. Figure 19a shows images acquired during navigation. Figure 19b shows the commanded rotational velocity. The plot in green is the output from the free-space navigation module, whereas the plot in black is the fused rotational velocity command.

3.3 Navigation in the Topological Graph

Navigation in the topological graph is the extension of the navigation performed above. First, we created a topological graph. The initial step in the navigation is path-planning, which outputs a sequence of reference images from source to destination of the optimal path. Once we have these reference images, the navigation process from source to destination is the same as in Section 3.2. In the experiments, the base linear velocity was set to 0.18m/s and reduced to 0.06m/s when turning or stopped when a collision-free path is not available as given by (17). We have also performed successful navigation for different base linear velocities ranging from 0.05m/s to 0.25m/s.

In this work, we are interested in goal-oriented navigation, i.e. robot successfully reaching the goal. The most appropriate measure for a robot that performs a task is how well it performs the task. The task or mission we set for
the robot is obstacle-free navigation between waypoints. Therefore, we have used mission success over many missions as an end-to-end performance of our embedded visual navigation system.

### 3.3.1 Creation of Topological Graph

First, we drive the robot around by holding its hand and capturing images. The navigation environment is an open-plan office environment with many internal glass windows and doors. We captured images in the mid-afternoon with most of the lights turned on. The area has many external windows that let in direct sunlight. The reference images are selected from the acquired sequence automatically as discussed in Section 2.1.1. Altogether, our navigation path consists of 451 reference images distributed over the 150m path. The concentration of reference images is highest around the turnings and regions where the illumination varies quickly. Some of the reference images are shown in Fig. 20. We consider 8 top-level nodes in the environment, connected by 11 bidirectional edges as shown in Fig. 21. Each edge is associated with two sets of reference images for traveling in opposite directions. A semi-manual approach is used to allocate reference images to edges. Thus, reference image collection is manual, reference image selection is automatic, and creating the topological data-structure is semi-automatic.

### 3.3.2 Navigation in the Graph

Once we have the topological graph, we can perform navigation. The first step is global localization in the topological graph. In Fig. 22a, the robot is localized in between the nodes $N_b$ and $N_f$ in the edge $E_{bf}$ shown in cyan. The robot is facing towards node $N_f$. The destination node we have selected is $N_D$ that is shown in blue. Once we have an initial location and destination, we performed A* search to obtain the optimal path for
navigation. The optimal path is shown in red in Fig. 22b. The start node \((N_S)\) is shown in green and the destination node \((N_D)\) is shown in blue. The optimal path consists of nodes \(N_S, N_I\) and \(N_D\) in sequential order. The reference images of the edges \(E_{SI}\) and \(E_{ID}\) (shown in red) are sequentially extracted from the image memory. Once we have the set of reference images, we performed navigation as discussed in Section 3.2. Some images for navigation are shown in Fig. 23.

Figure 24 shows an instance of navigation where the robot has to initially turn \(180^\circ\) to navigate the optimal path. The robot’s initial location is in the cyan edge \(E_{bf}\) with the robot facing from node \(N_b\) to \(N_f\), whereas the destination node \((N_D)\) is shown in blue (Fig. 24a). The chosen optimal path consists of edges \(E_{SI}\) and \(E_{ID}\) in sequential order with start node \(N_S\) and destination node \(N_D\) (Fig. 24b). The direction of \(E_{bf}\) and \(E_{SI}\) is just opposite (Fig. 24). Therefore, the robot turned \(180^\circ\) at the beginning of navigation in order to face towards the optimal path shown by red arrows in Fig. 24b.

Some images during navigation in the environment are shown in Fig. 25. We performed a long-term test of continuous navigation while avoiding collisions. Once the robot reached the destination, we randomly selected a new one. This navigation was conducted over 15 days visiting more than 50 destination nodes and traveling more than \(1200m\) with a success rate over 80%. We consider the navigation as a success if the robot successfully reaches the final destination. The navigation was performed in a busy open-plan environment with people passing by, displacement of the objects and furniture, changing illumination, shadows due to sunlight etc. Our navigation framework is robust in the presence of occlusion, blurring, and illumination changes.

The most common failure mode was the robot becoming lost. This occurred when the robot was unable to find the
Fig. 17 Some reference images from the navigation path

correct reference images due to large occlusions, or drastic changes in the illumination compared to mapping time due to switching off lights or changes in the ambient light from outside. These conditions result in poor performance of the line matching, especially in low textured places. Furthermore, the depth image also becomes noisy in the presence of bright sunlight causing the poor performance of the free-space navigation. Despite these limitations, our approach is still able to perform useful navigation in the indoor environment.

Our proposed navigation system is able to run on the onboard CPU. The global localization in the topological graph (Section 2.2.1) took around 14.5s, which involves matching the line segments of the current image with that of 451 reference images in the graph. The image-based navigation took 59ms (89ms when there is reference image switching) on average. The mean time taken by free-space navigation was 35ms. The navigation loop (from acquisition to generate final command) took 112ms (153ms when there is reference image switching) on average.

Our goal is to develop a navigation system that can run robustly real-time onboard in the Pepper robot, which has limited onboard computing power and average quality sensors for navigation. These limitations of our platform

Fig. 18 Localization in the image memory of the optimal path at the start and the end of navigation
Fig. 19  a Some images acquired during navigation and b commanded rotational velocity
limit meaningful comparisons against available solutions in the literature. We are not able to run monocular ORB SLAM [28] in real-time onboard. Furthermore, the tracking of points fails too soon often due to varying illumination level and motion blur, which breaks standard Visual SLAM algorithms using the point features. However, the line segment detection and matching algorithm that we have used is robust enough to handle this situation to run in
real-time. The work of [33] requires a 2D metric map and external computational resources. The recent deep learning-based teach-and-repeat navigation such as [7] is not suitable to run onboard in the resource-constrained platform like ours.

4 Discussions and Limitations

The presented results show the viability of our approach. The free-space navigation complemented the image-based navigation so that the robot moves with sufficient clearance.

Fig. 21  Topological Map of our environment

Fig. 22  a Start edge (in cyan) and destination node (in blue). The robot is facing in the direction of the node in cyan. b Retrieval of the reference images in the optimal path (red) from source (green) to destination (blue)
from walls and furniture. This is necessary for safe and continuous smooth motion. Even with the limited capabilities of the sensors on the Pepper robot, we are able to demonstrate navigation based on a teach-and-repeat paradigm. Our core navigation module can run real-time on a robot with quite limited processing power and memory. In all the experiments, we have set the posture of the robot at the beginning and fixed head pitch and roll angles to 0. During navigation, only the base velocity has been controlled. The balancing of the body and limbs during navigation is done by the robot’s internal software, which sometimes causes the robot to lean its body. Our method is able to cope with this leaning.

The mapping process is intuitive and straightforward: holding the hand of Pepper robot and leading the robot around a path as shown in Fig. 4, then creating image memory offline. The image memory required for the navigation consists of just a few selected reference images of the path. In fact, the detected line segments with their descriptors are sufficient. Hence, image memory is very compact in our case. Once this image memory has been created, we organize it as a topological graph. Once we
Some images during the navigation in the topological graph

have a topological map, we can perform navigation using the RGB and depth cameras. The line-based navigation can be easily interchanged with point features, combinations of both, or other similar image-based navigation methods such as [3, 5, 30].

Our approach for topological navigation can be easily implemented in the indoor environment. The topological graph is simple and flexible. It can be easily extended because adding new nodes and edges only require reference images of the new path and its link with the current graph.
We can also easily change the reference images of particular edges to incorporate significant changes in the appearance of the specific locations in the environment.

Our experiments have shown that reliable navigation can be performed without a global 3D map. The integration of image-based navigation with free-space navigation ensures that the robot avoids collisions and moves with appropriate clearance from obstacles such as walls and furniture. The robot is able to move along a narrow corridor without becoming stuck, which was a frequent problem using only [4].

However, our approach has some limitations. The free-space navigation performs poorly in the presence of bright sunlight due to increased noise in the depth image. The performance of line segment matching algorithm is the limiting factor for image-based navigation. The line matching algorithm that we have used is quite robust for typical indoor environments that have sufficient texture. It is robust enough to handle motion blur, moderate occlusions and some change in the illumination. The line matching algorithm’s poor performance is due to the drastic change in lighting from the mapping time, low texture in the scene, or very large occlusions that block most of the scene. Most of the failure cases in our experiments come from this poor performance of the line matching algorithm or noisy depth image due to bright sunlight in the path. Using multiple features as in [3, 30] can increase the robustness of the image-based navigation. However, the computing power of our platform limits our capacity to use these methods. Furthermore, the Bag-of-Words approach using line segments similar to [18] can be easily incorporated for the global localization to increase the robustness to aliasing if required.

Another limitation is that we stop free-space navigation when the Pepper robot is making a sharp turn so as to maintain the desired FOV of the RGB camera due to our requirement to keep the head fixed while the robot is moving. In this case, we rely on the robot’s internal safety module that uses laser and sonar sensors to stop it in case of possible collisions. Nevertheless, our free-space navigation is modular and can be easily integrated with methods similar to [3, 30]. During navigation, the robot stops if it could not find drivable free-space. The other unexpected and dangerous collisions are handled by the robot’s internal safety module that uses lasers, sonars, and touch. This internal safety module will stop the robot and overrides any other motion commands until the robot is out of danger.

Since Pepper is a social robot, it can interact with people. In fact, it is designed to do so. The navigation can take advantage of this social context. Whenever the robot is unable to recover from being lost, it could ask people for help to guide it towards its next goal as shown in Fig. 4.

Once the robot re-localizes in the graph when it is being rescued, it can continue navigation on its own. In future, adding this capability increases the robustness of navigation in social scenarios.

5 Conclusions

We have presented a complete framework for indoor topological navigation with collision avoidance for a robot like Pepper. We have demonstrated that robust and useful navigation can be performed using the proposed framework without 3D maps or 3D pose estimation. Our core navigation module is computationally light-weight enough to run onboard. The method is general enough to be used for any non-holonomic wheeled robot with RGB and depth cameras.

In this work, we have considered the Pepper robot as a non-holonomic robot; however, it is capable of moving in a lateral direction. Incorporating this motion capability and using probabilistic filters to estimate the final control velocity from the obtained rotational velocity to make the motion smoother will enable future improvements. Such filtering will help to overcome uncertainties in the navigation caused by the poor performance of feature matching or tracking algorithms, such as due to low scene texture. In future, Pepper, being a social robot, could ask for human support to drive it to a known location when it is lost, continuing the navigation as soon as it re-localizes in the image memory. This can be a future challenge to improve the navigation robustness of robots like Pepper in busy and complex social contexts. Furthermore, exploring the robust vision that can handle different lighting conditions will be future work.
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