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Abstract

Deepfake is one notorious application of deep learning research, leading to massive amounts of video content on social media ridden with malicious intent. Therefore detecting deepfake videos has emerged as one of the most pressing challenges in AI research. Most state-of-the-art deepfake solutions are based on black-box models that process videos frame-by-frame for inference, and they do not consider temporal dynamics, which are key for detecting and explaining deepfake videos by humans. To this end, we propose Dynamic Prototype Network (DPNet) – a simple, interpretable, yet effective solution that leverages dynamic representations (i.e., prototypes) to explain deepfake visual dynamics. Experiment results show that the explanations of DPNet provide better overlap with the ground truth than state-of-the-art methods with comparable prediction performance. Furthermore, we formulate temporal logic specifications based on these prototypes to check the compliance of our model to desired temporal behaviors.

1 Introduction

While artificial intelligence (AI) plays a major role in revolutionizing many industries, it has also been used to generate and spread malicious misinformation. In this context, Deepfake videos – which can be utilized to alter the identity of a person in a video – have emerged as perhaps the most sinister form of misinformation, posing a significant threat to communities around the world [49, 8, 19, 21, 46, 48]. As deepfakes become pervasive, ascertaining the trustworthiness of a video and making a determination of its authenticity becomes critical.

To address this challenge, a series of excellent work has been conducted on detecting deepfakes [47, 31, 1, 38]. While they have achieved good progress towards the prediction task to a certain extent, there is still significant room for improvement. First, even though existing work focus on the authentication problem, very few of them address the interpretability issue. That is, explaining why a model predicts a certain video as real or fake, which can be crucial for maintaining trustworthy content dissemination. Second, humans detect a deepfake video by examining the unnatural dynamics caused by the distortions induced by the generation model [24, 37, 59]. Yet most state-of-the-art deepfake detection techniques analyze a potential video frame-by-frame, and have not explored these temporal dynamics [35, 38]. As a result, there is a need for an interpretable deepfake detection technique which considers temporal dynamics and at the same time gives insight into the temporal inconsistencies in deepfake videos.

To this end, we propose DPNet – an interpretable prototype-based neural network that captures dynamic features, such as unnatural movements and temporal artifacts, and uses them to explain why a particular prediction was made. Specifically, DPNet works by first learning the prototypical representations of the temporal inconsistencies within the latent space, utilizing spatial-temporal
information from the inputs. Then, it makes predictions based on the similarities between the dynamics of a test video and the small set of learned dynamic prototypes. Lastly, the dynamic prototypes are then intermittently projected to the closest representative video patch from the training dataset, yielding an immediate human-understandable interpretation of the learned prototypes.

The primary advantages of DPNet are as follows:

- **Faithful explanations via case-based reasoning**: DPNet follows a case-based reasoning approach that utilizes previously learned dynamics - as evidence (i.e., cases) - to tackle a new unseen testing video. This helps the model to explain why a certain prediction was made, in a way that is reflective of the network’s underlying reasoning process.

- **Visual dynamic explanations**: DPNet provides explanations in the form of visual dynamics, via the learned prototypes, that are principled, accessible, and easy for humans to understand.

- **Temporal logic specifications**: DPNet automatically learns the dynamic prototypes, which can be used to formulate temporal logic specifications that check the robustness of the model and verify whether it conforms to desired temporal behaviors.

2 Related Work

**Deepfake detection**: A prominent line of work for deepfake detection focuses on hand-crafting facial features from the video, such as eye color and missing reflections [31], 3D head poses [54], and facial movements [2, 6]. However, these approaches do not scale well to larger and more sophisticated deepfakes. To address this problem, researchers propose to leverage advances in image detection via convolutional neural networks (CNNs) and process the deepfakes frame-by-frame. Examples include spatial pyramid pooling module to detect resolution-inconsistent facial artifacts [27], applying mesoscopic features [1], ImageNet-based [12] model XceptionNet [38] (which achieved state-of-the-art results by fine-tuning on deepfake datasets), and variants of Capsule Networks [35, 34]. All these methods process deepfake videos frame-by-frame and do not consider temporal dynamics in the videos. However, it is known that humans detect a deepfake video by examining the unnatural dynamics caused by the distortions induced by the generation model [24, 37, 59]. Even though several attempts have been made to explore multi-modal and temporal information in deepfakes (e.g., two-stream CNNs [58], recurrent neural networks [39], and inter-frame dissimilarities using optical flow [4]), their performance is inferior to that of frame-based methods.

**Interpretable neural networks**: One popular approach to explaining deep neural networks is *post hoc* analysis via gradient and perturbation-based methods [42, 55, 5, 41, 44, 40, 33, 13, 53]; however, they do not simplify the inherently complex underlying architectures. Instead, another line of research tries to build networks that are interpretable by design, with a built-in to self-explain. The advantage of this approach is that the interpretability is presented via units of explanation — general concepts and not necessarily raw inputs. This can be seen in the work of [3] for basis concept learning and [23, 26, 32] for case-based reasoning and prototype learning. Chen et al. [11] proposed learning prototypes for image classification to make predictions based on similarity to class-specific image patches. However, this type of interpretability has not been brought to video classification to leverage the rich temporal information within videos.
Although deep learning-based video classification models have been developed for video understanding [57, 29, 57, 51, 16], there is much to be desired in terms of interpretability, especially when compared to intrinsically interpretable models. In contrast, our proposed approach directly captures temporal artifacts in deepfakes as dynamic prototypes and uses them as visual explanations to explain predictions, which is specifically important for deepfake detection.

**Safety verification:** Neural networks (NN), in general, cannot provide any guarantees regarding model safety, leading to critical failures, one being adversarial examples [45, 17]. The importance of safety verification, especially in critical domains such as healthcare or autonomous driving, was highlighted when the discovery of such attacks prompted many lines of work in robust verification in ML [25, 22, 18, 20, 52, 10, 30]. To further reason about safety and robustness in time, temporal logic has been broadly in previous work [7, 36, 43, 15], and recent work in using temporal logic to verify time-series and NN-based perception system have shown promises [50, 13]. The dynamic prototypes from our interpretable models provide a convenient vehicle for us to formulate temporal logic specifications for videos and reveal valuable insights into the model’s compliance to desired temporal behaviors.

### 3 Dynamic Prototype Network

We introduce our Dynamical Prototype Network (DPNet), the loss function, and the training procedure in this section. In addition, we highlight the steps that our network took to predict a new video, and how those exact steps can be interpreted in a human-friendly way.

#### 3.1 DPNet architecture

The proposed architecture is shown in Figure 2. Formally, let \( V = \{(v_i, y_i)\}_{i=1}^{N} \) be the video dataset, where \( v_i \) be a deepfake video sequence of length \( T_v \), and \( y_i \in \{0, 1\} \) is the label for fake and real. As shown here, DPNet consists of four components: the feature encoder \( f \), the prototype layer \( p \), the fully-connected layer \( w \), and the robustness temporal logic checker.

**Feature encoder** \( f(\cdot) \): The feature encoder \( f \) encodes a processed video input \( x_i \in \mathbb{R}^{224 \times 224 \times S} \) into a hidden representation \( z \in \mathbb{R}^{H \times W \times C} \). Here the input \( x_i \) to the encoder \( f \) is formed by stacking one RGB frame with precomputed optical flow fields between several consecutive frames, yielding \( S \) channels (Figure 2a). We let the input to the DPNet be a fixed-length \( T < T_v \), and randomly selected the initial starting frame for \( x_i \). This allows us to explicitly describe the motion of facial features between video frames, while simultaneously presenting the RGB pixel information to the network. Furthermore, since the optical flow fields can also be viewed as image channels, they are well suited for image-based convolutional networks. The feature encoder \( f \) outputs a convolutional tensor \( z = f(x_i) \) of shape \((H, W, C)\) that is forwarded to the prototype layer.

**Prototype layer** \( p(\cdot) \): The network learns \( m \) prototype vectors \( p_1, p_2, \ldots, p_m \) of shape \((1, 1, C)\) in the latent space, each corresponds to a dynamic prototype in the architecture; see section 3.2.1 for the learning procedure. The prototype layer \( p \) computes the squared \( \ell_2 \) distance between the prototype vectors \( p_j \) and each patch \((r(1, 1, C))\) of the encoded input \( z \). Thus generating \( m \) distance maps of shape \((H, W)\). The shape of the prototype vectors is chosen to represent the smallest dynamic patch within the encoded input \( z \).

Formally, in Figure 2b, the prototype layer \( p \) computes \( m \) similarity scores:

\[
p(z) = [p_1(z), p_2(z), \ldots, p_m(z)]^T
\]
where, the similarity score between a prototype \( p_j \) and \( z \), denoted as \( p_j(\cdot) \) is given by

\[
p_j(z) = \max_{z' \in \text{patches}(z)} \frac{1}{1 + \|z' - p_j\|^2}
\]

(2)

**Fully-connected layer** \( w(\cdot) \): This layer computes weighted sums of similarity scores, \( a = W p(z) \), where \( W \in \mathbb{R}^{K \times m} \) are the weights, and \( K \) denotes the number of classes (\( K = 2 \) for DPNet). We then use a softmax layer to compute the predicted probability as follows,

\[
\hat{y}_i = \frac{\exp(a_i)}{\sum_{j=1}^{K} \exp(a_j)}
\]

(3)

Note that, we allocate \( m_k \) prototypes for each class \( k \in \{0, 1\} \) s.t. \( \sum_k m_k = m \). In other words, every class is represented by \( m_k \) prototypes in the final model.

**Verification of dynamic prototypes via temporal logic**: Our DPNet architecture allows for the usage of formal methods to verify the robustness of our model. Given the direct computational path from \( f \) to \( p \) to \( w \), we can verify whether the learned prototypes satisfy some desired temporal behaviors. Here, we used Timed Quality Temporal Logic (TQTL) similar to [13], but instead, we consider each video as a *data stream* with each frame as a *time-step*. We hereby give a brief summary of the TQTL language, and the specifications we used to verify our model.

**Timed Quality Temporal Logic.** The set of TQTL formulas \( \phi \) over a finite set of Boolean-value predicates \( Q \) over attributes of prototypes, a finite set of time variables \( (V_t) \), and a finite set of prototype indexes \( (V_p) \) is inductively defined according to the following grammar:

\[
\phi ::= \text{true} \mid \neg \phi \mid \phi \lor \phi \mid \exists_t \phi \mid \forall_t \phi \mid \exists_{t',p} \phi \mid \forall_{t',p} \phi
\]

(4)

where \( \pi \in Q \), and \( \phi_1 \) and \( \phi_2 \) are valid TQTL formulas. \( \pi \) has the form \( \pi = \phi(t_{1 \ldots m}, p_{1 \ldots m}) \sim C \), where \( \sim \) is a comparison operator, i.e. \( \sim \in \{<, \leq, >, \geq, =, \neq\} \), and \( C \in \mathbb{R} \). For example, the predicate for "the similarity of prototype \( p_1 \) to an input at time step 2 is greater than 0.9" is \( f(t_2, id_1) > 0.9 \). We hereby use \( S(\cdot) \) to denote the prototype similarity score.

In the grammar above, \( x, y \in V_t, n \in \mathbb{N}, p_i \in V_p \), and \( U \) is the "until" operator. The time constraints of TQTL are represented in the form of \( x < y + n \). The freeze time quantifier \( x.\phi \) assigns the current time to a variable variable \( x \) before processing the subformula \( \phi \). The quantifiers \( \exists \) and \( \forall \) respectively existentially and universally quantify over the prototype IDs in a given frame. In addition, we use three additional operators: (\( \psi \) Implies \( \phi \) \( \psi \rightarrow \phi \equiv \neg \psi \lor \phi \), (Eventually \( \psi \) \( \Diamond \psi \equiv \text{true} \lor \psi \), and (Always \( \psi \) \( \Box \psi \equiv \neg \Diamond \neg \psi \). The semantics of TQTL can be find in the Appendix B.

**Specifications.** We verify that if our model predicts fake for a testing video \( V \), throughout the video, there exists a clip at time \( t \) where a prototype \( p_k \in P_{\text{fake}} \) is most similar to it compared to all prototypes of the real class \( p_j \in P_{\text{real}} \) for all time \( 0 \leq t' \leq T_V \). This verifies the existence of a key frame that our prototypes "see" fake strongly. The formula \( \phi_{1, \text{key-frame}} \) denotes this specification:

\[
\phi_{1, \text{key-frame}} = \Diamond(t.\exists_{t'} ? t, \text{Class}(V) = \text{fake(real)} \land p_k \in P_{\text{fake(real)}} \rightarrow \Box(t'.(0 < t^1 \land t' < T_V)) \rightarrow \forall t. p_j \in P_{\text{real(fake)}} \land S(t, p_k) > S(t', p_j)))
\]

Moreover, we specify that if a prototype is *non-relevant*, its similarity to a frame should be consistently low across. An example of this safety specification is that a prototype representing a fake temporal artifact should not be highly activated in a real video at any time. We specify this notion below, where numerical values are *user-specified thresholds* that control the strictness of the specification:

\[
\phi_{2, \text{non-relevance}} = \neg \Box(t. \forall t. \text{Class}(V) = \text{fake(real)} \land p_i \in P_{\text{real(fake)}} \rightarrow S(t, p_i) < 0.4 \land \Box(t'.(t \leq t' \land t' \leq t + 5) \rightarrow |S(t', p_i) - S(t, p_i)| < 0.1))
\]

**3.2 Training procedure**

We aim to learn meaningful latent representation which ensures that the prototype vectors \( a \) are close to the input video patches (*fidelity*), b) of different classes are well-separated (*Separability*), and c) are interpretable by humans (*grounded*). We leverage previous works to incorporate appropriate loss functions to enforce these [3, 27]. Furthermore, we also introduce a *diversity* loss term to ensure that prototypes of the same class are non-overlapping. Specifically, we jointly optimize the feature encoder \( f \) along with the prototype vectors \( p_1, p_2, \ldots, p_m \) in the prototype layer \( p \) to minimize the the cross-entropy loss on training set while regularizing for the desiderata.
3.2.1 Loss function

Let $\mathcal{D} = \{ (x_i, y_i) \}_{i=1}^N$ be our training dataset, where $x_i$ is our stacked input extracted from video $v_i$.

**Full objective.** For hyperparameters $\lambda_c, \lambda_s$, and $\lambda_d$, our overall objective function that we wish to minimize is given by

$$
\mathcal{L}(\mathcal{D}; \theta) = CE(\mathcal{D}; \theta) + \lambda_c R_{clus}(\mathcal{D}; \theta) + \lambda_s R_{sep}(\mathcal{D}; \theta) + \lambda_d R_{div}(\mathcal{D}; \theta)
$$

where $CE(\cdot)$, $R_{clus}(\cdot)$, and $R_{sep}(\cdot)$ are the cross-entropy loss, clustering loss, and separation loss, respectively. Here, $\theta$ are the trainable parameters for the feature encoder $f$ and the prototype layer $p$.

The cross-entropy loss here imposes prediction accuracy and is given by

$$
CE(D; \theta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} -I[y_i = k] \log(\hat{y}_k).
$$

The clustering loss $R_{clus}$ minimizes the squared $\ell_2$ distance between some latent patch within a training image and its closest prototype vector from that class, and is given by

$$
R_{clus}(\mathcal{D}; \mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_m) = \frac{1}{N} \sum_{i=1}^{N} \min_{\mathbf{p}_j \in \mathbf{P}_{y_i}} \min_{z \in \text{patches}(x_i)} \| z - \mathbf{p}_j \|^2,
$$

where $\mathbf{P}_{y_i}$ is the set of prototype vectors allocated to the class $y_i$. The separation loss $R_{sep}$ encourages every patch of a training image to stay away from the prototypes not of its own class.

$$
R_{sep}(\mathcal{D}; \mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_m) = -\frac{1}{N} \sum_{i=1}^{N} \min_{\mathbf{p}_j \in \mathbf{P}_{y_i} \setminus \mathbf{p}_i} \min_{z \in \text{patches}(x_i)} \| z - \mathbf{p}_j \|^2.
$$

Similar loss functions have also been used in [11, 32].

**Diversity loss:** We propose a cosine similarity-based regularization term which penalizes prototype vectors of the same class for overlapping with each other, given by

$$
R_{div}(\mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_m) = \sum_{k=1}^{K} \sum_{i \neq j} \max(0, \cos(\mathbf{p}_i, \mathbf{p}_j) - s_{max}),
$$

where $\cos(a, b) = \frac{a^\top b}{\|a\|\|b\|}$ for vectors $a$ and $b$ is the cosine similarity, and $s_{max}$ is a hyperparameter for the maximum similarity allowed. This cosine similarity-based loss considers the angle between the prototype vectors regardless of their length. Hence, it allows us to penalize the similarity between the prototypes up to a threshold, leading to diverse and more expressive representations.

3.2.2 Prototype projection and grounding

To achieve grounding, while training we intersperse the following projection step after every few epochs. Specifically, we project the prototype vectors to actual video patches from training videos that contain those dynamics as follows,

$$
\mathbf{p}_j \leftarrow \arg\min_{z' \in \text{patches}(f(x_i))} \| z' - \mathbf{p}_j \|_2 \forall i \text{ s.t. } y_i = k,
$$

for all prototype vectors of class $k$, i.e. $\mathbf{p}_j \in \mathbf{P}_k$. This step projects each prototype vector of a given class to the closest latent representation of a training video patch that is also from that same class. As a result, the prediction of a test video is made based on the similarities it has with the learned prototype vectors. Consequently, the test prediction is grounded on the training videos.

4 Evaluation

We discuss our evaluations of DPNet on benchmark deepfake datasets for prediction performance, model interpretation, and robustness to temporal logic specifications.

4.1 Experimental settings

| Dataset                      | Real Video | Fake Video | Avg. FPS | Release Date |
|------------------------------|------------|------------|----------|--------------|
| FaceForensics++ (FF++)       | 1000       | 1000       | 26.7     | 2019.01      |
| DeepFakeDetection (DFD)      | 363        | 3068       | 24.0     | 2019.09      |

We use two benchmark deepfake datasets: FaceForensics++ (FF++) [38] and the Google/Jigsaw Deepfake Detection dataset (DFD) [14]. Both FF++ and DFD are large-scale and contain manipulated
Figure 3: The reasoning process of the DPNet. The prediction for each class is based on the evidence between the dynamics of the input and a small set of dynamic prototypes. Best view as GIFs (See C).

Figure 4: Left column depicts the different classes of temporal artifacts and unnatural movements found by DPNet across both DFD and FF++ datasets. Best view as GIFs (See C). The right column shows the effect of diversity regularization (9) on prototype similarity scores across test videos.

and natural images of human faces (Table 1). Both datasets provide ground truth manipulation masks showing what part of the face was manipulated. We use a standard preprocessing technique that extracts frames and crops out facial areas from each video [56]. During DPNet training phases, the input is formed by stacking 1 RGB frame followed by 8 pre-computed optical flow fields that are uniformly separated. The input registers a temporal signature of roughly 1s for each dataset, which should be sufficient to capture salient deepfake artifacts. DPNet uses a pre-trained ResNet101 as a backbone network. Since our input contains temporal frames, we also perform cross-modality pre-training. The encoder $f$ and prototypes $p$ were trained with learning rates of $1e^{-4}$ and $1e^{-5}$ respectively. From cross-validation, $\lambda_c, \lambda_s, \lambda_d$ are set to $(0.8, -0.8, 5.0)$. $m_k = 20$, and prototype vectors are randomly initialized. Further details of experiment settings are provided in Appendix A.

4.2 Comparison with state-of-the-art methods

In Table 2, we present the performance of DPNet on FF++ and DFD, as well as baselines that do not have interpretable interpretations or temporal aspects. For binary classification, we report both the accuracy, and more importantly the AUC. DPNet achieves 0.988 AUC on FF++ and 95.00% accuracy,
Table 2: Test Accuracy and AUC on DFD and FF++ of DPNet and other baselines. Prototype overlap percentage with ground truth manipulation masks are also provided in column 5. The - entries denote numbers not reported in prior work, or non-applicability to the metric.

| Dataset | Method                     | Binary Accuracy (%) | AUC (%) | Overlap (%) |
|---------|----------------------------|---------------------|---------|-------------|
| FF++    | Two-Stream (Zhou et al. 2017, [58]) | -                   | ≃ 70.01 | -           |
|         | Multi-Task Learning (Nguyen et al. 2019, [34]) | -                   | 76.30   | -           |
|         | MesoNet (Afcha et al. 2018, [1]) | ≃ 93.00             | -       | -           |
|         | Capsule (Nguyen et al. 2019, [35]) | 93.11               | 96.60   | -           |
|         | Xception (Rossler et al. 2019, [38]) | ≃ 97.00             | 99.70   | -           |
|         | ProtoPNet (Chen et al. 2019, [11]) | 92.00               | 96.22   | 83.67       |
|         | DPNet, 40p (Ours)            | 95.00               | 98.75   | 94.82       |
|         | DPNet, 80p (Ours)            | 96.25               | 98.20   | 92.99       |
| DFD     | ProtoPNet (Chen et al. 2019, [11]) | 92.99               | 95.78   | 64.60       |
|         | DPNet, 40p (Ours)            | 91.83               | 91.33   | 72.88       |
|         | DPNet, 80p (Ours)            | 90.37               | 92.22   | 79.29       |

which is on par with existing state-of-the-art of 0.996 and 95.73% AUC achieved by ExceptionNet. Note that ExceptionNet does not provide any form of intrinsic interpretability. Importantly, DPNet outperforms ProtoPNet [11] by 0.025 in AUC and 3% in accuracy, while the interpretation of DPNet’s prototypes aligns much closer with ground truths. We provide two settings with doubling number of prototypes ($m = 40, 80$) per class. We also note that DPNet underperforms ProtoPNet in predictive performance for DFD, but the gain in ground truth overlap percentage indicates that perhaps ProtoPNet utilized background features that correlate with training labels but are not truly discriminating.

Quantitative interpretation metric. We measure the interpretations against available ground truth to determine what percentage each of the prototype’s prototypical patch overlaps with the ground truth masks. Intuitively, each prototype looks at a prototypical patch within the input region and uses those patches to make a prediction. Hence, we want to see how much each prototype actually looks at our region of interest (the manipulated region). We use a state-of-the-art attribution method, Integrated Gradients [44], to retrieve the pixel importance of each input with respect to the similarity score of a prototype vector $p_j$. We compute the overlap of the 95th percentile importance map $I_j$, where values less than the threshold are set as 0, and 1 otherwise, with the binary mask of the manipulated region $M$. Formally, each prototype computes a prototype percentage overlap (PPO): 

$$PPO_j = \frac{|I_j \cap M|}{|I_j|}$$  \hspace{1cm} (11)

Figure 5: Evaluation of the network’s explanations over ground truths. The $PPO_j$ score is averaged for the top 10 most similar prototypes across the entire validation set, yielding our final $PPO$ score for each of the models.

Analysis. As seen in Table 2, DPNet outperforms ProtoPNet by at least 8 points across both datasets. The added temporal information allows DPNet to capture important dynamics that cannot be learned in other baseline methods that only process videos frame-by-frame. Not only do the prototypes in our proposed approach focus more on the regions of interest, but the interpretations that we get from these prototypes are more accessible and easier for humans to understand. Figure 4 visualize some of the learned prototypes demonstrating unnatural movements and behaviors captured by DPNet.

Moreover, given the case-based reasoning nature of the network, it is easy to understand how each similar prototype vector contributes to the final prediction. The final layer allows users to read off the importance of each prototype to a testing image. Attention models, on the other hand, do not follow case-based reasoning. It is possible to use posthoc analysis to get ‘prototypes’ like ours from convolutional filters, but these are not faithful to the computation. DPNet’s prototype vectors actually participate in calculating the similarity scores combined in the final layer, which makes it more understandable. Overall, although there exists some accuracy gap between DPNet and state-of-the-arts, the added interpretability over videos instead of images brings richer explanations that are easy for a layperson to understand, especially in this case of deepfakes.
4.3 Visualization and interpretation of learned prototypes

We visualize the prototypes by taking the attribution with respect to each prototype similarity score. During the training steps, while projecting, we kept track of the original training clip that is closest in latent space to each prototype. Hence, during testing, we can visualize the prototypes that are most similar to the testing videos.

Figure 3 visually represents how our network makes predictions based on examining the dynamics within the video and comparing that against the learned dynamics prototype. Figure 4 presents classes of temporal artifacts captured by DPNet within the learned prototypes. One class of artifacts features heavy discoloration Fig. 4a, which is already interpretable as images, but changes of discoloration over time added interpretability. Other classes which feature more subtle discoloration or movement Fig. 4b,c are harder to interpret with just one image, especially ones that feature subtle facial jitterings and unnatural oscillations Fig. 4d. Hence, providing explanations that are dynamic overtime stays faithful to the learned dynamic prototypes while increasing interpretability for end users. Combined with the interpretable structure of the network, one can easily understand which temporal artifacts are under scrutiny within an input deepfake video.

4.4 Temporal specifications over learned prototypes

We checked the robustness of DPNet and interpretable baselines against our temporal specifications specified in Table 3. Overall, both approaches satisfy the \( \phi_1 \), _key_frame_ specification up to high percentage, with DPNet performing slightly better, especially with the _fake_ traces. This indicates that with high-probability, we can find a discriminative prototype within the video that is most relevant in explaining why a video is real or fake. On the other hand, the models perform poorly with the stringent specification \( \phi_2 \), _non_relevance_, which requires non-relevant prototypes to both stay low and not change at all over time. Since DPNet utilized temporal information via optical flows, this is a stricter specification to enforce as flows can change drastically across consecutive frames, hence the lower percentage of satisfying traces. We experiment by relaxing the consecutive "next 5 frames" non-changing constraint, \( \phi_3 \), _non_relevant,relaxed_, which now only enforce non-relevant prototype similarities to be low. The flexibility of temporal logic along with interpretable model allows end-users to specify and enforce certain desiderata in their detection framework. This further increases fairness, interpretability, and utilities of these frameworks.

5 Discussion and Conclusion

**Summary** We introduce DPNet – an interpretable deepfake detection technique which leverages (and gives insight into) the temporal dynamics to determine if a given video is real or a deepfake. In addition to the prototype-based interpretations, we draw motivations from the temporal logic specifications in formal methods to design robustness metrics to analyze the decision-making process of the underlying model. Our prototype layer along with the specifications can be used with other deep fake detection models to interpret them and can be of independent interest.

**Limitations and Future Work** Incorporating temporal logic specifications provides a rich avenue for future work on interpretability. To this end, it will be advantageous to learn the specifications instead of designing them. This, however, is non-trivial and remains an open challenge in the literature as prior work revolves around rule-mining via reducing to the boolean satisfiability problem [9]. As a result, the present work shows one way to add logic-based interpretability via formal methods.

**Conclusion** The primary goal of transparency is to provide users with the tools and context to enable them to make an informed decision. Another essential piece is to build trust into the decisions. To this end, this present work aims to explain, in a human interpretable form and by logic specifications, as to why and a determination was made, providing a safeguard against the misinformation spread via deepfakes.
**Broader Impact**

There is a growing need to use automatic deepfake detection models to detect and combat deepfakes. However, a reliance on deepfake detectors places enormous trust on these models. This work aims to help justify this trust by improving the interpretability of deepfake detection. In addition to model interpretability, this work offers insights into what parts of deepfake videos can be used to discern deepfakes, which may inform people how to detect deepfakes themselves. The risk of this work is that its insights may ultimately be used to improve deepfake generators. Although improvements in deepfake detection and generation may become a vicious cycle, this should not hinder research on explaining deepfake detectors. For example, are already discussions on using deepfake detectors to protect the videos of world leaders [2]. Model interpretations strengthen the accountability of deepfake detectors. Our work takes a step towards exposing this problem and encourages future research in explaining deepfake detectors.
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Appendix

A Experimental Settings

In this section, we discuss the experimental settings for our evaluations of DPNet on large-scale deepfake datasets such as FaceForensics++ and Google’s DeepFakeDetection.

Datasets. The FaceForensics++ (FF++) dataset [38] is a subset of deepfake videos from the Technical University of Munich and University Federico II of Naples’ FaceForensics benchmark consisting of 1000 original video sequences sourced from YouTube and 1000 synthetic videos generated using faceswap. All videos in FF++ mostly contain a trackable frontal face and manipulation masks are also provided for synthetically generated videos.

The Google/Jigsaw DeepFake detection (DFD) [14] dataset consists of 3,068 deepfake videos generated based on 363 original videos of 28 consented individuals of various ages, genders, and ethnic groups. Pairs of actors were selected randomly and deep neural networks swapped the face of one actor onto the head of another. The specific deep neural network synthesis model is not disclosed, but manipulation masks are also provided in this dataset. The statistics for these datasets are provided in the paper and below.

| Dataset               | Real       | Fake       | Avg. FPS | Release Date |
|-----------------------|------------|------------|----------|--------------|
|                       | Video      | Frame      | Video    | Frame        |              |
| FaceForensics++       | 1000       | 509.9k     | 1000     | 509.9k       | 26.7         | 2019.01      |
| DeepFakeDetection     | 363        | 315.4k     | 3068     | 2242.7k      | 24.0         | 2019.09      |

Table 4: Basic information for both FaceForensics++ and DeepFakeDetection datasets. [28]

Pre-processing. We use the standard data pre-processing techniques for deepfakes and videos, i.e. separating the frames from videos and cropping out facial areas using a face detection algorithm MCTNN [56] instead of using the full-frame. When cropping faces, we use a face margin of 0.5-0.7 to get a full cropping of the head, and also use the detected boundaries to crop the mask videos. Consecutive cropped frames are processed in OpenCV to calculate the dense optical flows.

Training details. During training, each input is formed by stacking 1 RGB frame with 8 pre-computed optical flow fields starting from that RGB frame, stacking every 3 frames apart. Given the FPS of the two datasets, FF++ and DFD, this registers a temporal signature of roughly 1.0s. The initial input frame is randomly selected from the video each iteration. The selection process gives our input dataloader a pseudo-augmentation aspect so the network does not overfit to any particular segment of a video, but besides this, we do not use any other form of video data augmentations.

We used a pre-trained ResNet101 as the backbone of our architecture. However, given the shape of our input, we also need to perform cross modality pre-training to initialize the weights of the first convolutional layer, i.e we average the weights across the RGB channels and replicate this average by the channel number of temporal network input [51]. Our network parameters $\theta$ are trained using Adam, with a learning rate of $1e^{-4}$ for $f_p$ and $1e^{-3}$ for $p_t$. We use a small number of prototypes to represent facial features, hence we chose $m_k = 20$. The learning rate decays by a factor of 0.5 every 10 epochs and the networks were trained for 150 epochs. We chosen our lambdas during cross-validation and set $\lambda_c, \lambda_s, \lambda_d$ to be $(0.8, -0.8, 5.0)$. The values $\lambda_c, \lambda_s$ are chosen from $(.4, -.4), (.6, -.6), (.8, -.8)$ and $(1,-1)$. The value of $\lambda_d$ is chosen from $(1, 10)$.

Validation details. During validation, our model can perform frame-wise evaluation of the frames in a video and aggregate the results. We follow the testing scheme of previous video detection work [51] and sample 25 RGB frames and optical flows stack evenly spaced across deepfake videos. We combine the logits using an aggregation function (sum or avg). This can be understood as combining the similarity evidence between the learned prototypes and the testing video across clips in the video.

B TQTL Semantics

For completeness, we detailed the semantics for TQTL for evaluating a specification, similar to the work by Dokhanchi et al. [13]. Consider the data stream $D, i \in \mathbb{N}$ is the index of current frame, $\pi \in P$, $\phi, \phi_1, \phi_2 \in TQTL$ and evaluation function $\epsilon : V_\pi \cup V_p \rightarrow \mathbb{N}$, which is the environment over
the time and prototype variables. The quality value of formula \( \phi \) with respect to \( D \) at frame \( i \) with evaluation \( \epsilon \) is recursively assigned as follows:

\[
\begin{align*}
\llbracket T \rrbracket(D, i, \epsilon) &:= +\infty \\
\llbracket \pi \rrbracket(D, i, \epsilon) &:= \llbracket f_\pi(\{j_1, \ldots, j_m, id_1, \ldots, id_n\}) \sim \epsilon \rrbracket(D, i, \epsilon) \\
\llbracket x, \phi \rrbracket(D, i, \epsilon) &:= \llbracket \phi \rrbracket(D, i, \epsilon[x \leftarrow i]) \\
\llbracket \exists id@x, \phi \rrbracket(D, i, \epsilon) &:= \max_{k \in \mathcal{P}} (\llbracket \phi \rrbracket(D, i, \epsilon[id \leftarrow k])) \\
\llbracket x \leq y + n \rrbracket(D, i, \epsilon) &:= \begin{cases} +\infty & \text{if } \epsilon(x) \leq \epsilon(y) + n \\ -\infty & \text{otherwise} \end{cases} \\
\llbracket \neg \phi \rrbracket(D, i, \epsilon) &:= -\llbracket \phi \rrbracket(D, i, \epsilon) \\
\llbracket \phi_1 \lor \phi_2 \rrbracket(D, i, \epsilon) &:= \max (\llbracket \phi_1 \rrbracket(D, i, \epsilon), \llbracket \phi_2 \rrbracket(D, i, \epsilon)) \\
\llbracket \phi_1 \land \phi_2 \rrbracket(D, i, \epsilon) &:= \max_{i \leq j} \left( \min \left( \llbracket \phi_2 \rrbracket(D, j, \epsilon), \min_{i \leq k < j} \llbracket \phi_1 \rrbracket(D, k, \epsilon) \right) \right)
\end{align*}
\]

We say that \( D \) satisfies \( \phi (D \models \phi) \) iff \( \llbracket \phi \rrbracket(D, 0, \epsilon_0) > 0 \), where \( \epsilon_0 \) is the initial environment. On the other hand, a data stream \( D' \) does not satisfy a TQTL formula \( \phi (D' \not\models \phi) \) iff \( \llbracket \phi \rrbracket(D, 0, \epsilon_0) \leq 0 \).

The quantifier \( \exists id@x \) is the maximum operation on the quality values of formula \( \llbracket \phi \rrbracket \) corresponding to the prototypes IDs at frame \( x \).

C  GIFs & Code

For the following visualizations and figures in the main paper, we have included the corresponding gifs in folders within the supplementary materials. The authors are committed to publicly release code as open source for reproducibility for the camera-ready deadline.

D  Additional Visualizations

D.1  More examples of prototypes and classes of temporal artifacts learned

Figure 6: Different classes of temporal artifacts and unnatural movements found by DPNet across both DFD and FF++ datasets. Top block are fake prototypes and bottom are real prototypes. a) heavy discolouration, b) subtle discolouration, c) subtle disappearance, d) unnatural movement, e) combined eye-mouth movement, and f) head movement. Best view as GIFs.
D.2 More examples of how DPNet classify a video

(a) Top 1 activated fake prototype for this image: 6 (0.893945105059771)
Top 2 activated fake prototypes for this image: 36 (1.174305600000071)
Top 3 activated fake prototypes for this image: 8 (0.89129541746113)
Cumulative score: 0.838593120368756

(b) Top 1 activated fake prototype for this image: 6 (1.924834950831000)
Top 2 activated fake prototypes for this image: 36 (1.174305600000071)
Top 3 activated fake prototypes for this image: 8 (0.89129541746113)
Cumulative score: 0.423076152505742
Figure 7: More examples of how DPNet classify a video. (a) and (b) are deepfakes, and (c) is genuine. Best view as GIFs. The prediction for each class is based on the evidence between the dynamics of the input and a small set of dynamic prototypes.