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ABSTRACT. We study the equivalence between infinitesimal Torelli theorem for smooth hypersurfaces in rational homogeneous varieties with Picard number one and the theory of generalized Massey products. This equivalence shows that the differential of the period map vanishes on an infinitesimal deformation if and only if certain twisted differential forms are elements of the Jacobian ideal of the hypersurface. We also prove an infinitesimal Torelli theorem result for smooth hypersurfaces in log parallelizable varieties.

1. INTRODUCTION

Let $V \subset \mathbb{P}^n$ be a smooth hypersurface defined by a homogeneous polynomial $F$ of degree $d$. Denote by $S$ the polynomial ring in $n+1$ variables and by $\mathcal{J}$ the Jacobian ideal of $F$, that is the ideal of $S$ generated by the partial derivatives of $F$. The Jacobian ring is by definition the quotient $R = S/\mathcal{J}$ and it is naturally graded.

Griffiths in \cite{Griff} showed that the graded pieces of the ring $R$ give all the pieces of the Hodge structure of $V$. Furthermore, the piece of degree $d$ gives exactly the space of infinitesimal deformations of $V$. Using this results he proved that the infinitesimal Torelli problem for projective hypersurfaces is reduced to the study of the injectivity of suitable maps given by polynomial multiplication.

This idea was later developed by Green in \cite{Gr1} to deal with the general case of smooth sufficiently ample hypersurfaces of a smooth projective variety. Green introduced the notions of pseudo-Jacobian ideal and of pseudo-Jacobian ring and developed an approach to the problem extending the one by Griffiths. In this paper Green was able to solve the infinitesimal and generic Torelli problem for smooth sufficiently ample hypersurfaces.

Now take a smooth projective variety $Y$ with $\text{Pic}(Y) = [H] \cdot \mathbb{Z}$ where $H$ is an effective divisor. Hence for any effective divisor $X \subset Y$ there exists a unique $d \in \mathbb{N}_{\geq 0}$ such that $X$ is an element of the linear system $|dH|$. Thus a natural problem is to concretely specify the ampleness condition required by Green and find the minimum $d \in \mathbb{N}$ such that the differential of the period map $d\mathcal{P}_X$ is injective for $X$ a smooth element of $|dH|$.

In \cite{RZ2} and \cite{RZ3} an interesting equivalence between this problem and the theory of Massey products is developed in the case of $Y$ a projective space and $Y$ a Grassmannian variety respectively. In this paper we generalize these results for the case $Y$ rational homogeneous variety of Picard number one.
Let us briefly recall the notion of generalized Massey product, more details of the general theory are discussed in Section 4; see also the therein quoted bibliography. Denote by $O_Y(1)$ the ample generator of Pic($Y$) and by $O_Y(a) = O_Y(1)^{\otimes a}$ its twist by an integer $a$ and take an infinitesimal deformation $\xi \in H^1(X, T_X)$ of $X$. If $X = (\tau = 0)$, $\tau \in H^0(Y, O_Y(d))$, any infinitesimal deformation is induced by a local family $X + tR = 0$ where $R \in H^0(Y, O_Y(d))$; see: Proposition 5.3. We twist by $O$ an infinitesimal deformation is induced by a local family $X \rightarrow O$. The important point is that to check this condition is equivalent to check if $\xi$ which induces the deformation $\xi \in H^1(X, T_X)$ to obtain

\begin{equation}
0 \rightarrow O_X(2) \rightarrow \Omega^1_X(2)|_X \rightarrow \Omega^1_X(2) \rightarrow 0.
\end{equation}

Now take $n = \dim X$ and a generic $n + 1$-dimensional vector space $W < H^0(X, \Omega^1_X(2))$ contained in the kernel of the cup-product homomorphism $\delta: H^0(X, \Omega^1_X(2)) \rightarrow H^1(X, O_X(2))$ and denote by $\lambda^i W$ the image of $\bigwedge^i W$ through the natural homomorphism $\lambda^i: \bigwedge^i H^0(X, \Omega^1_X(2)) \rightarrow H^0(X, \bigwedge^i(\Omega^1_X(2)))$.

Let $B := \langle \eta_1, \ldots, \eta_{n+1} \rangle$ be a basis of $W$ and $s_1, \ldots, s_{n+1} \in H^0(X, \Omega^1_X(2)|_X)$ liftings of, respectively, $\eta_1, \ldots, \eta_{n+1}$, then the map

\[ \Lambda^{n+1}: \bigwedge H^0(X, \Omega^1_X(2)|_X) \rightarrow H^0(X, \det(\Omega^1_X(2)|_X)) \]

gives the twisted differential form $\Omega := \Lambda^{n+1}(s_1 \wedge s_2 \wedge \ldots \wedge s_{n+1}) \in H^0(X, \det(\Omega^1_X(2)|_X))$ which is called generalized adjoint form or Massey product associated to $\xi$, $W$, and $B$. On the other hand we can also consider the $n+1$ global forms $\omega_i := \lambda^i(\eta_1 \wedge \ldots \wedge \eta_{i-1} \wedge \hat{\eta}_i \wedge \eta_{i+1} \wedge \ldots \wedge \eta_{n+1}) \in \lambda^nW$.

By Sequence (1.1), $\det(\Omega^1_X(2)) \otimes O_X(2) = \det(\Omega^1_X(2)|_X)$, and we can construct an obvious homomorphism:

\begin{equation}
H^0(X, O_X(2)) \otimes \lambda^n W \rightarrow H^0(X, \det(\Omega^1_X(2)|_X)).
\end{equation}

The Generalized Adjoint Theorem, see [4.4], fully characterizes the condition of $\Omega$ being in the image of this map, that is

\[ \Omega \in \text{Im } (H^0(X, O_X(2)) \otimes \lambda^n W \rightarrow H^0(X, \det(\Omega^1_X(2)|_X)). \]

The important point is that to check this condition is equivalent to check if $dP_X(\xi) = 0$.

More deeply, we can construct an explicit space of generalized adjoint forms associated to $\xi$ in the following way. First we lift the sections $\eta_i$'s from $H^0(X, \Omega^1_X(2))$ to $H^0(Y, \Omega^1_Y(2))$, then we take the wedge product to obtain a twisted volume form $\tilde{\Omega}$ independent from $\xi$, such that $\tilde{\Omega} \in H^0(Y, \Omega^N_Y(2N))$, where $N = \dim Y$. Finally by taking the form $R \in H^0(Y, O_Y(d))$ which induces the deformation $\xi$, we consider the class $R \cdot \tilde{\Omega} \in H^0(Y, \Omega^{N}(2N + d))$ which by adjunction restricts to $\Omega \in H^0(X, \Omega^{N-1}_X(2N)) = H^0(X, \det(\Omega^1_X(2)) \otimes O_X(2))$. The following theorem highlights the aforementioned equivalence between infinitesimal Torelli problem and Massey products.

\textbf{Theorem [A].} Let $Y$ one of the rational homogeneous varieties in Table 2 and $X = (\tau = 0)$ a smooth hypersurface of degree $d \geq 3$, except the cases $Y = Q^3$, $d = 3$ and $Y = (D_3, \alpha_2)$, $d = 3$. The following are equivalent

\begin{itemize}
  \item[i)] the differential of the period map $dP_X$ is zero on the infinitesimal deformation $\xi$ induced by $R \in H^0(Y, O_Y(d))$;
  \item[ii)] $R$ is an element of the pseudo-Jacobi ideal $I_d$;
\end{itemize}
iii) for a generic $\xi$-Massey product $\Omega$ it holds
\[ \Omega \in \text{Im} H^0(X, O_X(2)) \otimes \lambda^n W \to H^0(X, \Omega^{N-1}_X(2N)); \]

iv) if $\tilde{\Omega} \in H^0(Y, \Omega^N_Y(2N))$ restricts to a generalized Massey product then $R\tilde{\Omega} \in J_{2N-k(Y)}$.

See Theorem 7.6. We point out that this results extends the one of [RZ3] and even in the case of Grassmannians provides a better bound for the degree $d$ of the hypersurface $X$. As in [RZ2], [RZ3], we focus on hypersurfaces because the infinitesimal Torelli is known to fail if the codimension is $\geq 2$, see [CZ].

Since in [RZ2] we study the case of smooth hypersurfaces in projective spaces, another interesting generalization that can be undertaken is the study of smooth hypersurfaces in toric varieties and, more in general, of smooth hypersurfaces in log parallelizable varieties. This is what we do in Section 8.

Recall that a log parallelizable variety is given by a pair $(X, D)$ where $X$ is a smooth variety and $D$ is a reduced normal crossing divisor in $X$ such that the logarithmic tangent sheaf $T_X(-\log D)$ is the direct sum of copies of $O_X$.

In this section we start by fixing some vanishing results, in particular the analogue of the vanishing theorem of Bott-Steenbrink-Danilov [BC, Theorem 7.1]. Then we prove the infinitesimal Torelli theorem for certain hypersurfaces in log parallelizable varieties, see Theorem 8.6.

**Theorem [B].** Take an ample line bundle $L$ on $X$, $\dim X = n$, and $Z$ a smooth element in the linear system $|L|$. Assume that $\Omega^n_X \otimes L$ is ample and that
\[ H^0(X, \Omega^n_X \otimes L) \otimes H^0(X, \Omega^n_X \otimes L^{n-1}) \to H^0(X, \Omega^n_X \otimes \Omega^n_X \otimes L^n) \]
is surjective. Then the infinitesimal Torelli theorem holds for $Z$.

This paper is organized as follows. In Section 2 and 3 we review the theory of rational homogeneous varieties, in particular the Generalized Borel-Weyl Theorem 2.2 and we give some important results on the twisted cotangent sheaves $\Omega^p(a)$. These results are essential to apply the theory of generalized Massey products which is recalled in Section 4. In Section 5 we review the notions of pseudo-Jacobian ideal and ring originally introduced by Green. Finally in Sections 6 and 7 we show why 2 is the correct twist to consider in Sequence (1.1) and we put everything together to obtain Theorem [A]. In Section 8 we study the hypersurfaces of log-parallelizable varieties and we prove Theorem [B].

**2. Rational homogeneous varieties with Picard number 1**

In this section we briefly review the theory of rational homogeneous varieties while we fix the notation. For representation theory and Lie algebras we refer to [FH] and [H], see also [O] for some notes on rational homogeneous varieties.

A classical theorem of Borel and Remmert [BR] asserts that a homogeneous projective complex manifold is a direct product of an abelian variety by a rational homogeneous space. The latter can be described as a quotient $G/P$, where $G$ is a semi-simple algebraic group and $P$ a parabolic subgroup. Moreover such rational homogeneous space can be decomposed as
\[ G/P = G_1/P_1 \times \cdots \times G_k/P_k \]
where the $G_i$ are simple algebraic groups and $P_i < G_i$ are parabolic subgroups.
As customary we will denote by $\mathfrak{g}$ the Lie algebra associated to an algebraic group $G$, that is $\mathfrak{g} = T_e G$, and by $\text{ad}: \mathfrak{g} \to \text{End}(\mathfrak{g})$ its adjoint representation, defined via the Lie bracket by $\text{ad}(x)(y) = [x, y]$. The Killing form on $\mathfrak{g}$ is then $K(x, y) = \text{tr}(\text{ad}(x) \circ \text{ad}(y))$.

Let $\mathfrak{h}$ be the Cartan subalgebra of $\mathfrak{g}$ and recall that an element $\alpha$ in its dual $\mathfrak{h}^*$ is called a root if

$$\mathfrak{g}_\alpha = \{x \in \mathfrak{g} \mid \text{ad}(h)(x) = \alpha(h)x \quad \forall h \in \mathfrak{h}\}$$

is non trivial. In this case it is well known that $\mathfrak{g}_\alpha$ is a 1-dimensional subspace of $\mathfrak{g}$. The set of roots is usually denoted by $\Phi$ and one has the Cartan decomposition of $\mathfrak{g}$

$$\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_\alpha.$$

Choosing an hyperplane not containing any root, we identify a decomposition $\Phi = \Phi^+ \cup \Phi^-$ into positive and negative roots. An element of $\Phi^+$ is called a simple root if it cannot be written as the sum of two elements of $\Phi^+$, denote by $\Delta = \{\alpha_1, \ldots, \alpha_t\}$ a set of simple roots for $\mathfrak{g}$. Every root $\alpha \in \Phi$ is a linear combination of elements of $\Delta$ with integer coefficients which are either all non-negative or all non-positive.

Since the Killing form $K$ is nondegenerate, it gives an isomorphism $\mathfrak{h} \cong \mathfrak{h}^*$ and also induces a nondegenerate form on $\mathfrak{h}^*$ which we will denote using simple parenthesis $(\alpha, \beta)$. This form is positive definite on the real span of the roots $\mathfrak{h}_R$: it is known that at most two root lengths occur in $\Phi$, hence we will speak of long roots and short roots. We also denote by $\mathcal{W}$ be the Weyl group of $\mathfrak{g}$ generated by the reflections $\sigma_\alpha$, with respect to the hyperplane orthogonal to $\alpha \in \Phi$. The fundamental Weyl chamber $\mathcal{C}$ is the convex set

$$\mathcal{C} = \{\lambda \in \mathfrak{h}^*_R \mid (\lambda, \alpha) > 0 \quad \forall \alpha \in \Delta\}.$$

Given a representation $V$ of $\mathfrak{g}$, $\lambda \in \mathfrak{h}^*$ is called a weight if the subspace $V_\lambda = \{v \in V \mid h \cdot v = \lambda(h)v, \forall h \in \mathfrak{h}\}$ is non trivial. Weights have many important properties, in particular they form the group of weights

$$\Lambda = \{\lambda \in \mathfrak{h}^*_R \mid \langle \lambda, \alpha \rangle := 2(\lambda, \alpha)/(\alpha, \alpha) \in \mathbb{Z} \quad \forall \alpha \in \Phi\}.$$

This is a lattice generated by the fundamental weights $\lambda_1, \ldots, \lambda_l$ defined by the property that $\langle \lambda_i, \alpha_j \rangle = \delta_{ij}$. A weight $\lambda$ is dominant if $\langle \lambda, \alpha_i \rangle \geq 0$ for every $\alpha_i \in \Delta$, equivalently $\lambda$ is a combination with non-negative integers of the fundamental weights. The weight

$$\delta = \sum_{i=1}^l \lambda_i = \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha$$

is dominant and satisfies $\langle \delta, \alpha_i \rangle = 1$ for every $\alpha_i$. The lattice $\Lambda$ is partially ordered: $\lambda_1 > \lambda_2$ if $\lambda_1 - \lambda_2$ is a sum of positive roots, hence for every representation of $\mathfrak{g}$, it make sense to consider its highest and lowest weights. If such a representation is irreducible, the highest and lowest weight are unique and they uniquely identify the representation (up to isomorphism).

Now consider again a semi-simple group $G$. Every parabolic subgroup is identified, up to conjugation, by a subset of the simple roots, $\Sigma \subset \Delta$. The cardinality of this subset $\Sigma$ determines the rank of the Picard group of $G/P$ and since in this paper we are interested in varieties with $\text{Pic} \cong \mathbb{Z}$, it will be enough consider varieties $G/P$ where $G$ is a simple group and $P$ is a parabolic subgroup generated by only one simple root. Hence we recall that all the simple Lie algebras are classically known and fall in four families $A_n, B_n, C_n, D_n$ with five exceptions.
Now the subgroup $P$ is constructed in the following way. Take $\alpha_r, 1 \leq r \leq l$, a simple root and define these three sets:

\begin{align}
\Phi_1 &= \{ \alpha \in \Phi \mid \alpha = \sum_{i=1}^{l} n_i \alpha_i, \ n_r = 0 \}, \\
\Phi(n^+) &= \{ \alpha \in \Phi^+ \mid \alpha = \sum_{i=1}^{l} n_i \alpha_i, \ n_r > 0 \}, \\
\Phi(n) &= \Phi_1 \cup \Phi(n^+) 
\end{align}

From these and the Cartan decomposition we obtain three subalgebras of $\mathfrak{g}$:

\begin{align}
\mathfrak{g}_1 &= \mathfrak{h} \oplus \bigoplus_{\alpha \in \Phi_1} \mathfrak{g}_\alpha, \\
\mathfrak{n}^+ &= \bigoplus_{\alpha \in \Phi(n^+)} \mathfrak{g}_\alpha, \\
\mathfrak{n} &= \mathfrak{h} \oplus \bigoplus_{\alpha \in \Phi(n)} \mathfrak{g}_\alpha
\end{align}
In particular \( n \) is the subalgebra which corresponds to the parabolic subgroup \( P \), that is \( T_P P = n \).

Since all the rational homogeneous varieties with \( \text{Pic} \cong \mathbb{Z} \) are constructed in this way, in this paper every variety will be associated to a pair \((g, \alpha_r)\). Note that different pairs can still produce isomorphic varieties.

As an important example we have the irreducible Hermitian symmetric spaces of compact type which in turn contain well known classes like Grassmannians \((A_l, \alpha_r)\) and Quadric hypersurfaces \((B_l, \alpha_1)\) and \((D_l, \alpha_1)\).

We finish this section with some important results on homogeneous vector bundles. Homogeneous vector bundles are constructed in the following way: take \( \rho: P \to \text{GL}(V) \) a representation of \( P \), then the associated bundle \( E_\rho \) is given by the quotient of \( G \times V \) by the following action of \( P \):

\[
(g, v) \mapsto (gp, \rho(p^{-1})v).
\]

We will say that \( E_\rho \) is irreducible if \( \rho \) is an irreducible representation. It is known, see [K, Page 89], that there is a one to one correspondence between irreducible representations of \( P \) and irreducible representations of \( g_1 \) with lowest weight \( -\lambda \), where \( \lambda \) is in the sublattice \( \Lambda_1 = \{ \lambda \in \Lambda \mid (\lambda, \alpha_i) \geq 0, \forall i \neq r \} \). Hence every irreducible vector bundle will be denoted by \( E_{-\lambda} \) to highlight its corresponding lowest weight.

**Definition 2.1.** A weight \( \lambda \in \Lambda \) is called
- **singular** if \( (\lambda, \alpha) = 0 \) for some \( \alpha \in \Phi \)
- **regular with index \( p \)** if it is not singular and there exist exactly \( p \) roots \( \alpha \in \Phi^+ \) with \( (\lambda, \alpha) < 0 \).

The following theorem, originally proved by Bott in [B] and then generalized by Kostant in [Kos], is fundamental to compute the cohomology of irreducible homogeneous vector bundle.

**Theorem 2.2 (Generalized Borel-Weil).** Let \( E_{-\lambda} \) an irreducible homogeneous vector bundle as above. Then

1. if the weight \( \lambda + \delta \) is singular, \( H^q(G/P, E_{-\lambda}) = 0 \) for all \( q \)
2. if the weight \( \lambda + \delta \) is regular of index \( p \), \( H^q(G/P, E_{-\lambda}) = 0 \) for \( q \neq p \) and \( H^p(G/P, E_{-\lambda}) \) is an irreducible \( G \)-module with lowest weight \( -\mu \). Here \( \mu \) is the uniquely determined element of the closure of the fundamental Weyl chamber such that \( \mu + \delta \) is congruent to \( \lambda + \delta \) under the Weyl group.

**Remark 2.3.** In particular if \( \lambda + \delta \) is regular of index 0, \( \lambda \) is dominant, therefore \( H^0(G/P, E_{-\lambda}) \) is the irreducible module of lowest weight \( -\lambda \), which we will denote by \( G_{-\lambda} \).

The dimension of such representations can be computed using the Weyl formula [H, Page 139]

\[
\dim G_{-\lambda} = \prod_{\alpha \in \Phi^+} \frac{(\lambda + \delta, \alpha)}{(\delta, \alpha)} = \prod_{\alpha \in \Phi^+} \frac{\langle \lambda + \delta, \alpha \rangle}{\langle \delta, \alpha \rangle}.
\]

### 3. The Cotangent sheaf and its twists

In this section we study the cotangent sheaf \( \Omega^1_{G/P} \) and its twists. From now on we will denote \( G/P \) simply by \( Y \); as seen before it is given by a pair \((g, \alpha_r)\). Denote by \( \mathcal{O}_Y(1) \) the
ample generator of $\text{Pic}(Y)$ and by $\mathcal{O}_Y(a) = \mathcal{O}_Y(1)^{\otimes a}$ its twist by an integer $a$. Note that $\mathcal{O}_Y(1)$ is induced by the irreducible representation of $P$ with lowest weight $-\lambda_r$, hence $\mathcal{O}_Y(a)$ has lowest weight $-a\lambda_r$.

It is well known that the tangent sheaf of $Y$ is a homogeneous bundle and the representation of $P$ associated to this bundle comes from the adjoint representation: $P \to \text{GL}(\mathfrak{g}/\mathfrak{n})$. Hence we can identify the cotangent bundle with the $P$-module $\mathfrak{n}^+$ and, more generally, the sheaf $\Omega_Y^p$ of $p$-forms on $Y$ will be defined by the module $\bigwedge^p \mathfrak{n}^+$.

The problem with these modules is that they are not irreducible in general and therefore we cannot apply directly the Generalized Borel-Weil Theorem \[2,2\] when we need to compute cohomology. In the case of irreducible Hermitian symmetric spaces of compact type, the modules $\bigwedge^p \mathfrak{n}^+$ are at least completely reducible and their decomposition is given by Kostant in [Kos, Corollary 8.2], so it is still possible to apply the Borel-Weil theorem to their direct summands.

In the general case however they are not even completely reducible and the idea of how to deal with them is given in [K[1]. Konno in his works introduces a filtration of the modules $\bigwedge^p \mathfrak{n}^+$ as follows: for every positive integer $i$, define $F^i \bigwedge^p \mathfrak{n}^+$ the linear subspace of $\bigwedge^p \mathfrak{n}^+$ spanned by vectors whose weights are $\lambda = \sum_{j=1}^i n_j \alpha_j$ with $n_r \geq i$. It is known that for two roots $\alpha$ and $\beta$

$$[\mathfrak{g}_\alpha, \mathfrak{g}_\beta] = \begin{cases} \mathfrak{g}_{\alpha + \beta} & \text{if } \alpha + \beta \text{ is a root} \\ 0 & \text{otherwise} \end{cases}$$

hence it is not difficult to see that $F^i \bigwedge^p \mathfrak{n}^+$ is invariant under the adjoint action and if we set

$$G^i \bigwedge^p \mathfrak{n}^+ := F^i \bigwedge^p \mathfrak{n}^+ / F^{i+1} \bigwedge^p \mathfrak{n}^+$$

this is a completely reducible $P$-module and as a $\mathfrak{g}_1$-module it can be identified with the subspace of $\bigwedge^p \mathfrak{n}^+$ spanned by the vectors whose weight satisfies $n_r = i$. We use the notation $G^i \Omega_Y^p$ to indicate the homogeneous vector bundle induced by $G^i \bigwedge^p \mathfrak{n}^+$. From this filtration we get a spectral sequence with the following properties, see [K, Proposition 2.2.2]

**Proposition 3.1.** There is a spectral sequence

$$(3.1) \quad E_1^{i,q-i} = H^q(Y, G^i \Omega_Y^p(a)) \Rightarrow H^q(Y, \Omega_Y^p(a))$$

where $G^i \Omega_Y^p(a) = G^i \Omega_Y^p \otimes \mathcal{O}_Y(a)$.

If the irreducible decomposition of $G^i \bigwedge^p \mathfrak{n}^+$ is

$$G^i \bigwedge^p \mathfrak{n}^+ = \bigoplus_j E_{-\mu_{ij}}$$

with $E_{-\mu_{ij}}$ irreducible with lowest weight $-\mu_{ij}$, then $-\mu_{ij}$ is a sum of $p$ distinct roots in $\Phi(\mathfrak{n}^+)$ and $n_r = i$. Moreover if $E_{-\mu_{ij}} \otimes \mathcal{O}_Y(a) = E_{-(\mu_{ij} + a\lambda_r)}$ is the irreducible homogeneous vector bundle with lowest weight $-(\mu_{ij} + a\lambda_r)$ we have

$$(3.2) \quad H^q(Y, G^i \Omega_Y^p(a)) = \bigoplus_j H^q(Y, E_{-(\mu_{ij} + a\lambda_r)}).$$

Using this spectral sequence we can give a first estimate on the cohomology $h^0(Y, \Omega_Y^p(a))$

**Corollary 3.2.** $h^0(Y, \Omega_Y^p(a)) \leq \sum_{i} h^0(Y, G^i \Omega_Y^p(a))$
However we can get a more precise result on $h^0(Y, \Omega^1_Y(a))$. In this case in fact the modules $G^\mathfrak{g}_{\mathfrak{g}^+}$ are irreducible and Konno in [K1, Table 3] gives a list of their lowest weights. We recall in Table 2 this list for convenience. Note that some of the pairs $(\mathfrak{g}, \alpha_r)$ are omitted due to existing isomorphisms $(\mathfrak{g}, \alpha_r) \cong (\mathfrak{g}', \alpha_{r'})$.

**Remark 3.3.** Note that the weights listed in Table 2 are of two kinds:

1. $G^4\mathfrak{n}^+$ has always lowest weight $\alpha_r$
(2) $G^n n^+, i \geq 2$, has always lowest weight $\lambda_r - \lambda'$ or $2\lambda_r - \lambda'$ where $\lambda'$ is a sum of fundamental weights which does not contain $\lambda_r$.

Since we want to apply the Generalized Borel Weil to the twists $G^i \Omega^1_Y(a)$, $a \geq 1$, all the weights of Table 2 will be changed by $-a\lambda_r$ and we get:

**Lemma 3.4.** The weights

(1) $-\alpha_r + a\lambda_r + \delta$ are singular if $a = 1$ and regular of index 0 if $a > 1$

(2) $-\lambda_r + \lambda' + a\lambda_r + \delta$ are regular of index 0

(3) $-2\lambda_r + \lambda' + a\lambda_r + \delta$ are singular if $a = 1$ and regular of index 0 if $a > 1$

**Proof.** This is a simple computation on the bilinear form $(,)$. Recall that $(\lambda_i, \alpha_j) = \delta_{ij}$ and $(\lambda_i, \alpha_j) = \delta_{ij}(\alpha_j, \alpha_j)/2$ and that $\delta = \sum \lambda_i$. For every simple root $\alpha_j$ we have

$$(-\alpha_r + a\lambda_r + \delta, \alpha_j) = -(\alpha_r, \alpha_j) + a(\lambda_r, \alpha_j) + (\delta, \alpha_j) = \begin{cases} (a - 1)/2(\alpha_r, \alpha_r) & \text{if } r = j \\ -(\alpha_r, \alpha_j) + (\lambda_j, \alpha_j) & \text{if } r \neq j \end{cases}$$

Since it is well known that $(\alpha_r, \alpha_j) \leq 0$ for $\alpha_r, \alpha_j$ distinct simple roots, the case $r \neq j$ is always positive. If $a > 1$ also the $r = j$ case is positive, hence we have that the weight is regular of index 0. On the other hand if $a = 1$, $(-\alpha_r + a\lambda_r + \delta, \alpha_r) = 0$ hence the weight is singular.

In the case of $-\lambda_r + \lambda' + a\lambda_r + \delta$ we have

$$(-\lambda_r + \lambda' + a\lambda_r + \delta, \alpha_j) = (a\lambda_r + \lambda''_j, \alpha_j) = \begin{cases} a(\lambda_r, \alpha_r) & \text{if } r = j \\ (\lambda''_j, \alpha_j) & \text{if } r \neq j \end{cases}$$

which is always positive and shows that $-\lambda_r + \lambda' + a\lambda_r + \delta$ is regular of index 0.

Lastly in the case of $-2\lambda_r + \lambda' + a\lambda_r + \delta$ we have

$$(-2\lambda_r + \lambda' + a\lambda_r + \delta, \alpha_j) = ((a - 1)\lambda_r + \lambda''_j, \alpha_j) = \begin{cases} (a - 1)(\lambda_r, \alpha_r) & \text{if } r = j \\ (\lambda''_j, \alpha_j) & \text{if } r \neq j \end{cases}$$

and the weight is regular of index 0 if $a > 1$ while if $a = 1$ it is singular because $(-2\lambda_r + \lambda' + a\lambda_r + \delta, \alpha_r) = 0$.

This analysis of the weights combined with the Borel-Weil Theorem gives

**Proposition 3.5.** $h^0(Y, \Omega^1_Y(a)) = \sum_i h^0(Y, G^i \Omega^1_Y(a))$ for all $a \geq 1$.

**Proof.** By the Borel-Weil Theorem [22] and Lemma 3.4 we have that $H^q(Y, G^i \Omega^1_Y(a)) = 0$ for $q > 0$. Hence in the first page of the spectral sequence of Proposition 3.1 $E_1^{i,q-i} = 0$ if $q > 0$ and the only non-zero pieces are $E_1^{i,-i}$. All the differentials of this spectral sequence are also zero, therefore $H^0(Y, G^i \Omega^1_Y(a)) = E_1^{i,-i} = E_2^{i,-i} = \cdots = E_\infty^{i,-i}$ and the thesis immediately follows. □

4. REVIEW OF THE GENERALIZED ADJOINT THEORY

The theory of adjoint forms was introduced in [CP] and [PZ] and later developed and applied in [Ra], [PR], [CNP], [G-A], [BGN], [RZ1], and recently [CRZ]. The basic idea is to study global 1-forms and n-forms of a complex smooth variety of dimension $n$ to get some information on its infinitesimal deformations. Even if the variety is regular, that is there are no global 1-forms, this theory can be generalized and applied, see [RZ2], [RZ3]. This is the generalization that we need in this paper, hence we will recall the basic construction. Since adjoint forms are
also called Massey products, see [PT], [RZ4], in this paper we stick mostly with the second denomination to avoid possible confusion with the adjoint representation of a Lie algebra $\mathfrak{g}$.

Let $X$ and $\xi$ be respectively a smooth compact complex variety of dimension $m$ and a class $\xi \in \text{Ext}^1(\mathcal{F}, \mathcal{L})$ where $\mathcal{F}$ and $\mathcal{L}$ are two locally free sheaves on $X$ of rank $n$ and $1$ respectively. Then the extension class $\xi$ gives a rank $n + 1$ vector bundle $\mathcal{E}$ on $X$ which fits in an exact sequence:

\begin{equation}
0 \to \mathcal{L} \to \mathcal{E} \to \mathcal{F} \to 0.
\end{equation}

By taking the highest wedge product of (4.1), the determinant sheaf $\det \mathcal{F} := \bigwedge^n \mathcal{F}$ fits into the exact sequence:

\begin{equation}
0 \to \bigwedge^{n-1} \mathcal{F} \otimes \mathcal{L} \to \bigwedge^n \mathcal{E} \to \det \mathcal{F} \to 0,
\end{equation}

which still corresponds to $\xi$ via the isomorphisms $\text{Ext}^1(\mathcal{F}, \mathcal{L}) \cong \text{Ext}^1(\det \mathcal{F}, \bigwedge^{n-1} \mathcal{F} \otimes \mathcal{L}) \cong H^1(X, \mathcal{F}^\vee \otimes \mathcal{L})$.

A natural problem is to find conditions on the behaviour of the global sections of the involved vector bundles in order to have the splitting of (4.1). From now on, assume that the connecting homomorphism $\delta_\xi: H^0(X, \mathcal{F}) \to H^1(X, \mathcal{L})$ has a kernel of dimension sufficiently high. More precisely assume that there exists a subspace $W \subset \ker \delta_\xi$ of dimension $n + 1$. Choose a basis $\mathcal{B} := \{\eta_1, \ldots, \eta_{n+1}\}$ of $W$. By definition we can take liftings $s_1, \ldots, s_{n+1} \in H^0(X, \mathcal{E})$ of the sections $\eta_1, \ldots, \eta_{n+1}$. If we consider the natural map

\begin{equation}
\Lambda^n: \bigwedge^n H^0(X, \mathcal{E}) \to H^0(X, \bigwedge^n \mathcal{E})
\end{equation}

we can define the sections

\begin{equation}
\Omega_i := \Lambda^n(s_1 \wedge \ldots \wedge \widehat{s_i} \wedge \ldots \wedge s_{n+1})
\end{equation}

for $i = 1, \ldots, n + 1$. Denote by $\omega_i$, for $i = 1, \ldots, n + 1$, the corresponding sections in $H^0(X, \det \mathcal{F})$. By commutativity between evaluation of wedge product and restriction it easily follows that $\omega_i = \lambda^n(\eta_1 \wedge \ldots \wedge \widehat{\eta_i} \wedge \ldots \wedge \eta_{n+1})$, where $\lambda^n$ is the natural morphism

\begin{equation}
\lambda^n: \bigwedge^n H^0(X, \mathcal{F}) \to H^0(X, \det \mathcal{F}).
\end{equation}

**Definition 4.1.** We denote by $\lambda^n W$ the subspace of $H^0(X, \det \mathcal{F})$ generated by $\omega_1, \ldots, \omega_{n+1}$. If $\lambda^n W$ is nontrivial we call $D_W$ the fixed divisor of the induced sublinear system $|\lambda^n W| \subset \mathbb{P}(H^0(X, \det \mathcal{F}))$ and $Z_W$ the base locus of its moving part $|M_W| \subset \mathbb{P}(H^0(X, \det \mathcal{F}(-D_W)))$.

**Definition 4.2.** The form $\Omega \in H^0(X, \det \mathcal{E})$ corresponding to $s_1 \wedge \ldots \wedge s_{n+1}$ via

\begin{equation}
\Lambda^{n+1}: \bigwedge^{n+1} H^0(X, \mathcal{E}) \to H^0(X, \det \mathcal{E})
\end{equation}

is called *generalized adjoint form* or *Massey product associated to* $W$.

**Remark 4.3.** This section vanishes on $D_W$ and $Z_W$, that is $\Omega$ in the image of the natural injection $\det \mathcal{E}(-D_W) \otimes \mathcal{I}_{Z_W} \to \det \mathcal{E}$. 
The basic idea is that, in a split exact sequence, generalized Massey products as $\Omega$ do not add any information which is not already given by the top forms $\omega_i \in H^0(X, \det \mathcal{F}), i = 1, \ldots, n + 1$. Conversely, what can we say about the exact sequence if generalized Massey product do not add any information? More precisely, since $\det(\mathcal{E}) = \det(\mathcal{F}) \otimes \mathcal{L}$, we will focus on the condition
\begin{equation}
\Omega \in \operatorname{Im}(H^0(X, \mathcal{L}) \otimes \lambda^n W \rightarrow H^0(X, \det \mathcal{E})).
\end{equation}

By \cite{RZ2} Theorem [A] and Theorem [B] we have:

**Theorem 4.4.** Let $\Omega \in H^0(X, \det \mathcal{E})$ be a generalized Massey product associated to $W$ as above. If $\Omega \in \operatorname{Im}(H^0(X, \mathcal{L}) \otimes \lambda^n W \rightarrow H^0(X, \det \mathcal{E}))$ then $\xi \in \ker(H^1(X, \mathcal{F}^\vee \otimes \mathcal{L}) \rightarrow H^1(X, \mathcal{F}^\vee \otimes \mathcal{L}(D_W)))$. Vice versa if $H^0(X, \mathcal{L}) \cong H^0(X, \mathcal{L}(D_W))$ and if $\xi \in \ker(H^1(X, \mathcal{F}^\vee \otimes \mathcal{L}) \rightarrow H^1(X, \mathcal{F}^\vee \otimes \mathcal{L}(D_W)))$, then $\Omega \in \operatorname{Im}(H^0(X, \mathcal{L}) \otimes \lambda^n W \rightarrow H^0(X, \det \mathcal{E}))$.

**Remark 4.5.** Note that if $D_W = 0$ the above theorem is a criterion for the vanishing of $\xi$ and the splitting of Sequence (4.1).

To put things in perspective, in this paper the variety $X$ is a smooth member of the linear system $|\mathcal{O}_X(d)|$ and from now on we will assume that $Y$ is not a projective space, since this case has already been covered in \cite{RZ2}, and that $\dim Y \geq 3$ because the case of $X$ smooth curve is also well known. We also assume that the degree of $X$ is $d \geq 3$. The class $\xi$ that we want to study is an infinitesimal deformation $\xi \in \operatorname{Ext}^1(\Omega^1_X, \mathcal{O}_X) \cong H^1(X, \mathcal{T}_X)$. This infinitesimal deformation gives an exact sequence
\begin{equation}
0 \rightarrow \mathcal{O}_X \rightarrow \Omega^1_X|_X \rightarrow \Omega^1_X \rightarrow 0
\end{equation}
but we can not study this sequence directly using the theory of Massey products because the sheaf $\Omega^1_X$ does not have in general global sections, whereas we need at least $\dim X + 1$. The idea is of course to twist this sequence by $\mathcal{O}_X(a)$ with $a$ a sufficiently large integer such that
\[ h^0(X, \Omega^1_X(a)) \geq \dim X + 1. \]
After doing this we obtain the sequence
\begin{equation}
0 \rightarrow \mathcal{O}_X(a) \rightarrow \Omega^1_X(a)|_X \rightarrow \Omega^1_X(a) \rightarrow 0
\end{equation}
which still associated to $\xi$ via the isomorphism $\operatorname{Ext}^1(\Omega^1_X, \mathcal{O}_X) \cong \operatorname{Ext}^1(\Omega^1_X(a), \mathcal{O}_X(a))$ and therefore it has the same effectiveness for the purpose of studying $\xi$.

Once this is done we are in the setting required to apply Theorem 4.4, in fact note that every subspace $W \subset H^0(X, \Omega^1_X(a))$ is also automatically in $\ker \delta_\xi$ by the following easy

**Proposition 4.6.** The cohomology map $\delta_\xi: H^0(X, \Omega^1_X(a)) \rightarrow H^1(X, \mathcal{O}_X(a))$ is the null map, that is $H^0(X, \Omega^1_X(a)) = \ker \delta_\xi$.

**Proof.** This is easy because $H^1(X, \mathcal{O}_X(a))$ vanishes. In fact by the exact sequence defining $X$
\[ 0 \rightarrow \mathcal{O}_Y(-d) \rightarrow \mathcal{O}_Y \rightarrow \mathcal{O}_X \rightarrow 0 \]
twisted by $a$ it is enough to show that
\[ h^1(Y, \mathcal{O}_Y(a)) = h^2(Y, \mathcal{O}_Y(a - d)) = 0. \]
These vanishings are known, see for example \cite{K} Theorem 3.1.1].

In Sections 6 we will find an explicit suitable twist $a \in \mathbb{Z}$ which will allow us to carry on this method.
5. The pseudo-Jacobi ring

Recall the following definition from [Gr1]

**Definition 5.1.** We say that a property holds for a sufficiently ample line bundle \( L \) on a projective variety \( X \) if there exists an ample line bundle \( L_0 \) such that the property holds for all \( L \) with \( L \otimes L_0^{-1} \) ample.

Take an \( n \)-dimensional smooth variety \( Y \) and a sufficiently ample line bundle \( L \) on \( Y \). Let \( \tau \in H^0(Y, L) \) be a global section and \( X \) the corresponding divisor \((\tau = 0)\). Assume that \( X \) is smooth.

In this case the usual Jacobian ideal can be replaced by the so called pseudo-Jacobi ideal introduced in [Gr1] and [Gr2].

Given the sheaf \( T_Y \) of regular vector fields, consider the extension

\[
0 \to O_Y \to \Sigma_L \xrightarrow{\tau} T_Y \to 0
\]

with extension class \(-c_1(L) \in H^1(Y, \Omega^1_Y)\). \( \Sigma_L \) is a sheaf of differential operators of order less or equal to 1 on the sections of \( L \). In an open subset of \( Y \) with coordinates \( x_1, \ldots, x_n \) this sheaf is free and is generated by the constant section 1 and the sections \( D_i \), for \( i = 1, \ldots, n \), which operates on the sections of \( L \) by

\[
D_i(f \cdot l) = \frac{\partial f}{\partial x_i} \cdot l
\]

where \( l \) is a trivialization of \( L \). The operators \( D_i \) are sent to \( \frac{\partial}{\partial x_i} \) in \( T_Y \).

In particular to a global section \( \tau \) of \( L \), we can associate a global section \( \widetilde{d\tau} \) of \( L \otimes \Sigma_L^\vee \). If locally \( \tau = f \cdot l \), then \( \widetilde{d\tau} \) is given by

\[
\widetilde{d\tau} = f \cdot l \cdot 1^\vee + \sum_{i=1}^n \frac{\partial f}{\partial x_i} \cdot l \cdot D_i^\vee
\]

where \( \{1^\vee, D_1^\vee, \ldots, D_n^\vee\} \) is a local basis of \( \Sigma_L^\vee \) dual to \( \{1, D_1, \ldots, D_n\} \).

Given a line bundle \( E \), the contraction by \( \widetilde{d\tau} \) gives a map

\[
E \otimes \Sigma_L \otimes L^\vee \to E.
\]

**Definition 5.2.** The pseudo-Jacobi ideal \( J_{E,\tau} \) is the image of the map

\[
H^0(Y, E \otimes \Sigma_L \otimes L^\vee) \to H^0(Y, E).
\]

The quotient \( H^0(Y, E)/J_{E,\tau} \) is denoted by \( R_{E,\tau} \) and is called Pseudo-Jacobian ring.

The \( k \)-graded piece of the usual Jacobian ideal of a homogeneous polynomial \( F \) of degree \( d \) is recovered taking \( L = O_{P^n}(d) \) and \( E = O_{P^n}(k) \). In this case it easy to see that \( \Sigma_L = \bigoplus_{i=1}^{n+1} O_{P^n}(1) \) and sequence (5.1) is the Euler sequence

\[
0 \to O_{P^n} \to \bigoplus_{i=1}^{n+1} O_{P^n}(1) \to T_{P^n} \to 0.
\]

The pseudo-Jacobi ideal \( J_{O_{P^n}(k),F} \subset H^0(P^n, O_{P^n}(k)) \) is generated by \( \frac{\partial F}{\partial x_0}, \ldots, \frac{\partial F}{\partial x_n} \), that is it is the degree \( k \) part of the Jacobian ideal.

So in our case where \( Y = G/P \) and \( X \) is a smooth member of the linear system \( |O_Y(d)| \), we will take \( L = O_Y(d) \) and the section \( \tau \in H^0(Y, O_Y(d)) \) is such that \( X = \text{div}(\tau) \). Since
Pic(Y) = Z, the line bundle $E$ is also identified by an integer $E = \mathcal{O}_Y(s)$ and for simplicity we will denote $J_{E,\tau}$ by $J_s$ and $R_{E,\tau}$ by $R_s$. The ring $R = \bigoplus_{s \geq 0} R_s$ is simply called Jacobian ring of $X$ and $J = \bigoplus_{s \geq 0} J_s$ the associated Jacobian ideal.

Among these rings, the one coming from the choice $E = L = \mathcal{O}_Y(d)$ is of particular interest.

Consider the deformations of $X$ inside of the ambient space $Y$. Exactly as in the case of projective hypersurfaces, such an infinitesimal deformation of $X$ is given by $X + tR = 0$, $t^2 = 0$, where $R \in H^0(Y, \mathcal{O}_Y(d))$.

**Proposition 5.3.** Assume that $Y = (g, \alpha_r)$ and $X$ is a smooth hypersurface of degree $d \geq 3$. We have the identifications

$$R_d \cong H^1(X, T_X) \cong H^1(Y, T_Y(-\log X)) \cong H^0(X, N_{X/Y})/\text{Im } H^0(Y, T_Y).$$

**Proof.** We recall that $T_Y(-\log X)$ is the subsheaf of the tangent sheaf $T_Y$ consisting of those derivations that preserve the ideal sheaf $\mathcal{O}_Y(-X)$ and it fits into the following commutative diagram

$$
\begin{array}{ccccccccc}
0 & \to & T_Y(-X) & \to & T_Y(-\log X) & \to & T_X & \to & 0 \\
| & & | & & | & & | & & |
0 & \to & T_Y(-X) & \to & T_Y & \to & T_Y|_X & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
N_{X/Y} & = & N_{X/Y} & & N_{X/Y} & & 0 & & 0
\end{array}
$$

By [K, Theorem 3.1.1], we have the vanishings $H^1(T_Y) = H^1(T_Y(-X)) = H^2(T_Y(-X)) = 0$ which give isomorphisms $H^1(Y, T_Y(-\log X)) \cong H^0(X, N_{X/Y})/\text{Im } H^0(Y, T_Y)$ and $H^1(X, T_X) \cong H^1(Y, T_Y(-\log X))$. 


The last isomorphism \( R_d \cong H^1(Y, T_Y(-\log X)) \) comes from the diagram

(5.7)

\[
\begin{array}{ccccccccc}
0 & \rightarrow & T_Y(-\log X) & \rightarrow & T_Y & \rightarrow & N_{X/Y} & \rightarrow & 0 \\
\uparrow & & \uparrow & & \uparrow & & \uparrow & & \uparrow \\
0 & \rightarrow & T_Y(-\log X) & \rightarrow & \Sigma & \rightarrow & \tilde{\sigma} & \rightarrow & O_Y(d) & \rightarrow & 0 \\
\uparrow & & \uparrow & & \uparrow & & \uparrow & & \uparrow & & \uparrow \\
O_Y & \rightarrow & O_Y & \rightarrow & 0 & & 0 & & 0 & & 0
\end{array}
\]

By the vanishing \( H^1(T_Y) = H^1(O_Y) = 0 \) (see again [K, Theorem 3.1.1]), we get \( H^1(\Sigma) = 0 \) and therefore the cohomology sequence is exact

\[
H^0(\Sigma) \xrightarrow{\tilde{\sigma}} H^0(O_Y(d)) \rightarrow H^1(T_Y(-\log X)) \rightarrow 0.
\]

\[ \square \]

**Remark 5.4.** Since \( H^1(O_Y) = 0 \) we have \( H^0(N_{X/Y}) \cong H^0(O_Y(d))/\mathbb{C} \), that is all the infinitesimal deformations of \( X \) are inside \( Y \).

It is also standard in this setting (see for example [K, Proposition 9.1.9]) that if \( U_d \) denote the Zariski open subset parametrizing all smooth hypersurfaces of degree \( d \), then there exist an open Aut(\( Y \))-invariant subset \( U_0^d \) such that \( U_0^d / \text{Aut}(Y) \) is smooth. If \( [X] \) is a class of a smooth hypersurface, then the tangent space at \( [X] \) is \( R_d \).

### 6. The Dimension of \( H^0(X, \Omega_X^1(2)) \)

As discussed in Section 4, we want to use the theory of generalized Massey product, but to do so we have to choose an appropriate \( a \in \mathbb{Z} \) such that \( H^0(X, \Omega_X^1(a)) \) has a high enough number of liftable sections. As pointed out in Proposition 4.6 the “liftable” part is not a problem, therefore we only need to find \( a \) such that \( H^0(X, \Omega_X^1(a)) \geq \dim X + 1 \).

Both in the case of smooth hypersurfaces of the projective spaces and of Grassmannians, studied in [RZ2] and in [RZ3] respectively, the choice \( a = 2 \) does the trick. Hence \( a = 2 \) seems the natural starting point to look at.

We will start with the following

**Lemma 6.1.** If \( X \) is a smooth hypersurface of degree \( d \geq 3 \) in \( Y \), \( \dim Y \geq 3 \), then \( H^0(Y, \Omega_Y^1(2)) = H^0(X, \Omega_X^1(2)) \).

**Proof.** We look at the short exact sequences

(6.1) \[
0 \rightarrow \mathcal{O}_X(2 - d) \rightarrow \Omega_Y^1(2)|_X \rightarrow \Omega_X^1(2) \rightarrow 0
\]

and

(6.2) \[
0 \rightarrow \Omega_Y^1(2 - d) \rightarrow \Omega_Y^1(2) \rightarrow \Omega_X^1(2)|_X \rightarrow 0
\]
Using the first we get the isomorphism $H^0(X, \Omega^1_Y(2) |_X) = H^0(X, \Omega^1_X(2))$ since $H^i(O_X(2-d)) = 0$ for $0 \leq i \leq \dim X - 1$ by the sequence $0 \to O_Y(2-2d) \to O_Y(2-d) \to O_X(2-d) \to 0$ and the vanishing of [K] Theorem 3.1.1. In the same fashion from the second we get the isomorphism $H^0(Y, \Omega^1_Y(2)) = H^0(X, \Omega^1_X(2) |_X)$ since $H^i(Y, \Omega^1_Y(2-d)) = 0$ for $0 \leq i \leq \dim X - 1$. \hfill \Box

By this simple Lemma it will be enough to look at the dimension of the spaces $H^0(Y, \Omega^1_Y(2))$ and this will be done using the machinery introduced in Section 3 and in particular in Proposition 3.5.

**Theorem 6.2.** Let $Y$ given by $(g, \alpha_r)$ be one of the varieties in Table 2, $\dim Y \geq 3$, and let $X$ be a smooth hypersurface of degree $d \geq 3$ in $Y$ as above, then $h^0(Y, \Omega^1_Y(2)) = h^0(X, \Omega^1_X(2)) \geq \dim X + 1 = \dim Y$.

**Proof.** Since the computations are often similar, we only show some meaningful cases and simply give an overview of the others. We also show how in some cases we can use classically known cohomological dimensions as $h^0(Y, O_Y(1))$ and $h^0(Y, \Omega^1_Y(1))$.

**Case** $(A_t, \alpha_r)$ with $1 \leq r \leq l$

These are Grassmannian varieties. The result for this class is the content of [RZ3], see also [Sn] Theorem page 169).

**Case** $(B_t, \alpha_1)$$

These are quadric hypersurfaces $Q = Q^N$ in $\mathbb{P}^{N+1}$, $N = 2l - 1$. The result can be easily obtained by a cohomological analysis of the twisted conormal exact sequence $0 \to O_Q \to \Omega^1_{\mathbb{P}^{N+1}}(2)|_Q \to \Omega^1_Q(2) \to 0$.

Using Bott vanishing theorem (see [B]) we get $h^0(\Omega^1_Q(2)) = \binom{N+2}{2}$ and we immediately see that this is greater than $\dim Q = N$.

**Case** $(B_t, \alpha_r)$ with $r = 2, 3$

For this case the computation is very similar to the case $(C_t, \alpha_r)$ that we will explicitly see later. Hence we will omit it here.

**Case** $(B_t, \alpha_r)$ with $4 \leq r \leq l - 1$

Also in this case the dimension can be directly computed, but since Konno in [K1] Table 3] computes the dimension $h^0(Y, \Omega^1_Y(1)) = \binom{2l+1}{r-2}$ and since $h^0(Y, \Omega^1_Y(2)) \geq h^0(Y, \Omega^1_Y(1))$ it is enough to show that $h^0(Y, \Omega^1_Y(1)) \geq \dim Y$. We have that $\dim Y = 2r(l - r) + r(r + 1)/2$ hence the inequality to prove is

$$\binom{2l + 1}{r - 2} \geq 2r(l - r) + r(r + 1)/2.$$

For simplicity we prove that

$$\binom{2l + 1}{r - 2} \geq 2r(l - r) + r(r + 1) = r(2l - r + 1)$$

which of course implies the previous inequality. Developing the binomial coefficient we have

$$\frac{(2l + 1)(2l) \cdots (2l - r + 4)}{(r - 2)!} \geq r(2l - r + 1)$$

and since $2l - r + 4 > 2l - r + 1$ this can be simplified to

$$\frac{(2l + 1)(2l) \cdots (2l - r + 5)}{(r - 2)!} \geq r.$$
Dividing by \( r \) we get
\[
\frac{2l + 1}{r} \cdot \frac{2l}{r - 2} \cdots \frac{2l - r + 5}{r - 3} \cdot \frac{1}{2} \geq 1
\]
By \( r \leq l - 1 \) all the fractions except \( 1/2 \) are strictly greater than 2, completing this case.

*Case \((C_l, \alpha_r)\) with \( 2 \leq r \leq l - 1 \)

Here \( h^0(Y, \Omega^1_Y(1)) = 0 \) hence we have to directly tackle the sheaf \( \Omega^1_Y(2) \).

Let’s briefly recall the root system of \((C_l, \alpha_r)\), see [11] Section 12. Denoting \( \varepsilon_j \) the standard basis of \( E = \mathbb{R}^l \), the vectors \( \pm 2\varepsilon_i \) and \( \pm(\varepsilon_i \pm \varepsilon_j) \), \( i \neq j \), form a root system of \( C_l \) with basis \( \{\varepsilon_1 - \varepsilon_2, \ldots, \varepsilon_{l-1} - \varepsilon_l, 2\varepsilon_l\} \). Hence we will denote \( \alpha_i = \varepsilon_i - \varepsilon_{i+1}, i = 1, \ldots, l - 1 \), and \( \alpha_l = 2\varepsilon_l \).

For convenience we will divide the positive roots into three subsets:

- \( \sum_{k=1}^{j-1} \alpha_k \) with \( i = 1, \ldots, l - 1 \) and \( j > i \) which correspond to \( \varepsilon_i - \varepsilon_j \).
- \( \alpha_l \) and \( 2\sum_{k=1}^{l-1} \alpha_k + \alpha_l \) with \( i = 1, \ldots, l - 1 \) which correspond to \( 2\varepsilon_i \).
- \( \sum_{k=1}^{l-1} \alpha_k + 2\sum_{j=i+1}^{l} \alpha_k + \alpha_l \) with \( i = 1, \ldots, l - 1 \), \( j > i \) which correspond to \( \varepsilon_i + \varepsilon_j \).

We denote these sets by \( A \), \( B \) and \( C \) respectively and we have that \( A \cup B \cup C = \Phi^+ \). Note that the roots of \( A \) and \( C \) are short while the roots of \( B \) are long. It is not difficult to see that we have

\[
\langle \delta, \alpha \rangle = \begin{cases} 
  j - i & \text{if } \alpha \in A \\
  l - i + 1 & \text{if } \alpha \in B \\
  2l - i - j + 2 & \text{if } \alpha \in C 
\end{cases}
\]

By Table 2 and Proposition 3.3 \( h^0(\Omega^1_Y(2)) \) only has two summands, the first corresponding to \( G^1\Omega^1_Y(2) \) with lowest weight \( \alpha_r - 2\lambda_r \) and the second corresponding to \( G^2\Omega^1_Y(2) \) with lowest weight \( 2\lambda_r - 2\lambda_{r-1} - 2\lambda_r = -2\lambda_{r-1} \). Hence it is enough to show that \( h^0(\Omega^1_Y(2)) \geq \dim Y \) for \( i = 1 \) or \( i = 2 \). In this case we will prove that \( h^0(G^2\Omega^1_Y(2)) \geq \dim Y \).

We compute this dimension using the Weyl formula (2.7) and, as a further simplification, we will run the product of this formula not on all \( \alpha \in \Phi^+ \), but just on \( \alpha \in A \), that is

\[
(6.3) \quad \prod_{\alpha \in A} \frac{\langle 2\lambda_{r-1} + \delta, \alpha \rangle}{\langle \delta, \alpha \rangle} = \prod_{\alpha \in A} \frac{2\langle \lambda_{r-1}, \alpha \rangle + \langle \delta, \alpha \rangle}{\langle \delta, \alpha \rangle}
\]

Now if \( \alpha = \sum_{i=1}^{j-1} \alpha_i \) we have that \( \langle \delta, \alpha \rangle = j - i \) and

\[
\langle \lambda_{r-1}, \alpha \rangle = \begin{cases} 
  1 & \text{if } \alpha_{r-1} \text{ appears in } \alpha \\
  0 & \text{otherwise}
\end{cases}
\]

hence the only \( \alpha \in A \) that give a contribution in (6.3) are those with \( i \leq r - 1 \leq j - 1 \). For these roots we have \( \frac{2\langle \lambda_{r-1}, \alpha \rangle + \langle \delta, \alpha \rangle}{\langle \delta, \alpha \rangle} = \frac{2+i-j}{j-i} \) and (6.3) becomes

\[
(6.4) \quad \prod_{\alpha \in A} \frac{2\langle \lambda_{r-1}, \alpha \rangle + \langle \delta, \alpha \rangle}{\langle \delta, \alpha \rangle} = \prod_{i=1}^{r-1} \frac{r-i}{i} = \prod_{i=1}^{r-1} \frac{(2 + r - i)(3 + r - i) \cdots (2 + l - i)}{(r - i)(r + 1 - i) \cdots (l - i)} = \prod_{i=1}^{r-1} \frac{(1 + l - i)(2 + l - i)}{(r - i)(r + 1 - i)} = \frac{(l + 1)(l) \cdots (l - r + 3)}{r!} \frac{(l)(l - 1) \cdots (l - r + 2)}{(r - 1)!}
\]
It remains to prove that this is bigger than the dimension of $Y$ which is $\dim Y = 2r(l - r) + r(r + 1)/2$. It is in fact greater than $2r(l - r) + r(r + 1) = r(2l - r + 1)$, that is

$$\frac{(l + 1)(l) \cdots (l - r + 3)}{r!} \cdot \frac{(l)(l - 1) \cdots (l - r + 2)}{(r - 1)!} \geq r(2l - r + 1).$$

This is equivalent to

$$\frac{(l + 1)(l) \cdots (l - r + 3)}{r!} \cdot \frac{(l)(l - 1) \cdots (l - r + 2)}{(r - 1)!} \geq (2l - r + 1)$$

and, recalling that $r \leq l - 1$, it is not difficult to see that this inequality holds for all $l \geq 3$, maybe with some attention in the case of low $l$.

Case $(C_l, \alpha_l)$

This is the last case of the $C_l$ class. We point out that in this case we are dealing with a Hermitian symmetric space and $\Omega^1_Y(2)$ is irreducible with lowest weight $\alpha_l - 2\lambda_l$.

Hence $h^0(Y, \Omega^1_Y(2))$ is given by

$$(6.5)\prod_{\alpha \in \Phi^+} \frac{\langle -\alpha_l + 2\lambda_l + \delta, \alpha \rangle}{\langle \delta, \alpha \rangle}.$$

We can work as in the previous case and restrict the product on the roots of $A$. Hence if $\alpha \in A$ is $\alpha = \sum_{k=i}^{j-1} \alpha_k$, $i = 1, \ldots, l - 1$ and $j > i$, we have that $\langle \delta, \alpha \rangle = j - i$ as before, $\langle \lambda_l, \alpha \rangle = 0$ and

$$\langle \alpha_l, \alpha \rangle = \begin{cases} -2 & \text{if } \alpha_{l-1} \text{ appears in } \alpha \text{ i.e. } j = l \\ 0 & \text{otherwise} \end{cases}$$

Therefore the only roots giving a contributions are $\alpha = \sum_{k=i}^{l-1} \alpha_k$ and in this case $\frac{\langle -\alpha_l + 2\lambda_l + \delta, \alpha \rangle}{\langle \delta, \alpha \rangle} = \frac{2l + i}{l - 1}$ and (6.5) is

$$\prod_{i=1}^{l-1} \frac{2l + i}{l - 1} = \frac{(l + 1)(l) \cdots 3}{(l - 1)(l - 2) \cdots 1} = \frac{l(l + 1)}{2}.$$

The dimension of our space in this case is also exactly $\frac{(l + 1)}{2}$ hence we are done since proving the equality is enough. Nevertheless note that if we add also the roots of $B$ and $C$ in the computation we will get a strict inequality $h^0(Y, \Omega^1_Y(2)) > \dim Y$.

Case $(D_l, \alpha_l)$

This is a quadric hypersurface $Q^N$ in $\mathbb{P}^{N+1}$ with $N = 2l - 2$. The computations are the same as the case $(B_l, \alpha_1)$.

Case $(D_l, \alpha_r)$ with $4 \leq r \leq l - 1$

Of course it is possible to use the previous general strategy to compute $h^0(Y, \Omega^1_Y(2))$ but as in the case of $(B_l, \alpha_r)$, $4 \leq r \leq l - 1$, it is also possible to note that $h^0(Y, \Omega^1_Y(1))$ is already greater than the dimension. In fact here $h^0(Y, \Omega^1_Y(1)) = \binom{2l}{r-2}$ and $\dim Y = 2r(l - r) + r(r - 1)/2$ (see [K1, Table 3]) and the inequality is very similar to the one seen before.

Case $(D_l, \alpha_r)$ with $r = 3, 4$ and $r = l$

Here we estimate $h^0(Y, \Omega^1_Y(2))$ directly and as before it is convenient to partition the positive roots into subsets of $\Phi^+$. Using the same notation as before, the root system of $(D_l, \alpha_r)$ is given by the vectors $\pm(\varepsilon_i \pm \varepsilon_j)$, $i \neq j$, see [H1 Section 12]. For basis we take $\alpha_i = \varepsilon_i - \varepsilon_{i+1}$, $i = 1, \ldots, l - 1$, and $\alpha_l = \varepsilon_{l-1} + \varepsilon_l$.

This time we divide the positive roots into two subsets:
- $\sum_{k=1}^{l-1} \alpha_k$ with $i = 1, \ldots, l - 1$ and $j > i$ which correspond to $\varepsilon_i - \varepsilon_j$.
- $\alpha_l, \sum_{k=1}^{l-2} \alpha_k + \alpha_l$ and $\sum_{k=1}^{l-2} \alpha_k + \alpha_l + \sum_{k=j}^{l-1} \alpha_k$ with $i = 1, \ldots, l-2, j > i$ which correspond to $\varepsilon_i + \varepsilon_j$.

We denote these sets by $A, B$. Note that the all the roots have the same length and

$$\langle \delta, \alpha \rangle = \begin{cases} j - i & \text{if } \alpha \in A \\ 2l - i - j & \text{if } \alpha \in B. \end{cases}$$

The use of the Weyl formula and the following inequality are very similar to previous cases and they immediately give the result.

**Exceptional cases $E_6, E_7, E_8, F_4, \text{ and } G_2$**

Here the situation is a little easier because the dimensions are explicit and not functions of $r$ and $l$. We can mostly divide all these cases into three subgroups.

**First Group:** $(E_6, \alpha_r)$ with $r = 3, 4,$ $(E_7, \alpha_r)$ with $r = 2, \ldots, 6,$ $(E_8, \alpha_r)$ with $r = 1, \ldots, 7,$ $(F_4, \alpha_r)$ with $r = 2, 3$.

In all these cases $h^0(Y, \Omega^1_Y(1)) > \dim Y$ and as we have seen before this is enough. For these dimension we again refer to [K1, Table 3].

**Second Group:** $(E_6, \alpha_2), (E_7, \alpha_1), (E_8, \alpha_8), (F_4, \alpha_1), (G_2, \alpha_2)$.

By Table [2] note that in all these cases $(\mathfrak{g}, \alpha_r)$ we have that $\lambda_r$ is the lowest weight of one of the $G^i \Omega^1$, hence $\lambda_r - 2\lambda_r = -\lambda_r$ is the lowest weight of the corresponding $G^i \Omega^1$. Since $-\lambda_r$ is also the lowest weight of $\mathcal{O}_Y(1)$ it follows that $h^0(Y, G^i \Omega^1(2)) = h^0(Y, \mathcal{O}(1))$. These dimensions are all known, see for example [K1, Table 1], and they are all greater than $\dim Y$.

**Third Group:** $(E_6, \alpha_1), (E_7, \alpha_7), (E_8, \alpha_8), (F_4, \alpha_4)$.

Here we can only explicitly compute the dimension. The roots are well known, for example see [H, Section 12] or [K, Appendix] for a list. We report the case $(F_4, \alpha_4)$, the other are very similar. The elements of $\Phi$ in $\mathbb{R}^4$ are given by the vectors $\pm \varepsilon_i, \pm(\varepsilon_i \pm \varepsilon_j), i \neq j, \pm \frac{1}{2}(\varepsilon_1 \pm \varepsilon_2 \pm \varepsilon_3 \pm \varepsilon_4)$.

We take $\{\varepsilon_2 - \varepsilon_3, \varepsilon_3 - \varepsilon_4, \varepsilon_4, \frac{1}{2}(\varepsilon_1 - \varepsilon_2 - \varepsilon_3 - \varepsilon_4)\}$ as a basis of simple roots. By Table [2] we see that $G^4 \Omega^1_Y(2)$ has lowest weight $\lambda_4 - 2\lambda_4$ and $G^2 \Omega^1_Y(2)$ has lowest weight $-\lambda_1$. Hence by Weyl formula

$$h^0(Y, G^i \Omega^1_Y(2)) = \prod_{\alpha \in \Phi^+} \frac{\langle -\alpha_4 + 2\lambda_4 + \delta, \alpha \rangle}{\langle \delta, \alpha \rangle} = 273$$

and

$$h^0(Y, G^2 \Omega^1_Y(2)) = \prod_{\alpha \in \Phi^+} \frac{\langle \lambda_1 + \delta, \alpha \rangle}{\langle \delta, \alpha \rangle} = 52$$

hence $h^0(Y, \Omega^1_Y(2)) = 325 > \dim Y = 15$.

7. **Infinitesimal Torelli and Massey Product**

In this section we finally put together the theory of infinitesimal Torelli theorem and Massey products. As anticipated in the previous sections, we take $X$ an $(N - 1)$-dimensional variety which is a smooth member of the linear system $|\mathcal{O}_Y(d)|$, $d \geq 3$, and a class $\xi$ giving an infinitesimal deformation $\xi \in \text{Ext}^1(\Omega_X^1, \mathcal{O}_X) \cong H^1(X, T_X)$

$$0 \to \mathcal{O}_X \to \Omega_X^1|_X \to \Omega_X^1 \to 0.$$
By Theorem 6.2 and Proposition 4.6 we now that if we twist this sequence by $O_X(2)$

$$0 \to O_X(2) \to \Omega^1_X(2)|_X \to \Omega^1_X(2) \to 0$$

we have that $h^0(X, \Omega^1_X(2)) \geq \dim X + 1 = N$ and all the global sections of $H^0(X, \Omega^1_X(2))$ are liftable to $H^0(X, \Omega^1_X(2)|_X)$. The key point is considering, together with (7.1), the conormal exact sequence

$$0 \to O_X(-d) \to \Omega^1_X|_X \to \Omega^1_X \to 0$$

also twisted by $O_X(2)$. These sequences give the diagram

(7.4)

```
\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & O_X(2) & \Omega^1_X(2)|_X & \Omega^1_X(2) & 0 & 0 & 0 \\
& \uparrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow \\
0 & O_X(2) & G & \Omega^1_X(2)|_X & 0 & 0 & 0 \\
& \uparrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow \\
O_X(2 - a) & \equiv & O_X(2 - d) & 0 & 0 & 0 & 0 \\
& \uparrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
```

By Proposition 5.3 our deformation $\xi$ comes from an element $R \in H^0(Y, O_Y(d))$, hence the middle horizontal sequence completing diagram (7.4) is associated to the zero element of $H^1(X, T_Y|_X)$. Therefore we have the splitting of the second row and we can find a diagonal splitting

$$\phi: \Omega^1_Y(2)|_X \to \Omega^1_X(2)|_X.$$

Since $\det(\Omega^1_X(2)|_X) \cong \Omega^{N-1}_X(2N - d)$ and $\det(\Omega^1_Y(2)|_X) \cong \Omega^{N-1}_X(2N)$, it is not difficult to see that $\phi$ at the level of global top forms induces a map

$$\phi^n: H^0(X, \Omega^{N-1}_X(2N - d)) \to H^0(X, \Omega^{N-1}_X(2N))$$

given by multiplication with the section $R|_X \in H^0(X, O_X(d))$, see [RZ3, Proposition 5.2.1].

Now since $H^1(O_X(2 - d))$ vanishes, all the global sections in $H^0(X, \Omega^1_X(2))$ can be lifted not only to $H^0(X, \Omega^1_X(2)|_X)$ but also to $H^0(Y, \Omega^1_Y(2)|_X)$.

Consider $\dim X + 1 = N$ global sections $\eta_1, \ldots, \eta_N \in H^0(X, \Omega^1_X(2))$ which have unique liftings $s_1, \ldots, s_N \in H^0(X, \Omega^1_Y(2)|_X)$. Call $\bar{\Omega} \in H^0(X, \Omega^{N-1}_X(2N - d))$ the generalized Massey product corresponding to $s_1 \wedge \cdots \wedge s_N$. If we take $s_1 := \phi(s_1), \ldots, s_N := \phi(s_N) \in H^0(X, \Omega^1_Y(2)|_X)$, we have that the generalized Massey product $\tilde{\Omega} \in H^0(X, \det(\Omega^1_Y(2)|_X)) = H^0(X, \Omega^{N-1}_X(2N))$ corresponding to $s_1 \wedge \cdots \wedge s_N$ is $\Omega = \bar{\Omega} \cdot R$. We point out that $\bar{\Omega}$ does not depend on the deformation $\xi$, while $\Omega$ obviously does.

**Theorem 7.1.** Assume that $W = \langle \eta_1, \ldots, \eta_N \rangle$ is a generic subspace in $H^0(X, \Omega^1_X(2))$ with $\lambda^N W \neq 0$. Then $R$ is in the pseudo-Jacobi ideal $J_d$ if and only if the Massey product $\Omega$ is in the image of $H^0(X, O_X(2)) \otimes \lambda^N W \to H^0(X, \Omega^{N-1}_X(2N))$. 

Proof. First we recall that $\Omega^1_Y(2)$ is generated by its global sections, see for example [Sn] Page 165]. Hence it follows by [PZ, Proposition 3.1.6] that the fixed divisor $D_W$ is zero for generic $W$. Under this condition, Theorem 4.4 gives an equivalence; see also Remark 4.5. Thus if

$$\Omega \in \text{Im} \ H^0(X, \mathcal{O}_X(2)) \otimes \lambda^N W \to H^0(X, \Omega_X^{N-1}(2N))$$

then $\xi \in \ker(H^1(X, \mathcal{T}_X) \to H^1(X, \mathcal{T}_X(D_W)))$, that is $\xi = 0$ since $D_W = 0$. Hence $R$ is zero in $R_d$, that is $R \in J_d$.

Conversely if $R$ is in the pseudo-Jacobi ideal, then the deformation $\xi$ is zero. In particular $\xi \in \ker(H^1(X, \mathcal{T}_X) \to H^1(X, \mathcal{T}_X(D_W)))$ and since $D_W = 0$ by the converse in Theorem 4.4 it follows $\Omega \in \text{Im} \ H^0(X, \mathcal{O}_X(2)) \otimes \lambda^N W \to H^0(X, \Omega_X^{N-1}(2N))$.

We recall the following two results of Konno [K]. The first is a version of Macaulay’s Theorem, see [K, Theorem 6.3.2]. Denote by $\sigma$ the integer $\sigma = (N + 1)d - 2k(Y)$ where $k(Y)$ is defined by $K_Y = \mathcal{O}_Y(-k(Y))$.

Theorem 7.2. Let $Y$ one of the spaces in Table 2 and let $R = \bigoplus_{a \geq 0} R_a$ be the Jacobian ring of a smooth hypersurface of degree $d \geq 3$. Then, $R_\sigma \cong \mathbb{C}$. Furthermore for each integer $a$ such that $0 \leq a \leq d$, consider the natural duality pairing

$$(7.5) \quad R_a \otimes R_{\sigma-a} \to R_\sigma \cong \mathbb{C}$$

This pairing induces an exact sequence $0 \to R_{\sigma-a} \to R^\vee_a$ except the following cases

- $Y = Q^N$: $(d,a) = (d,d - 2), (3,2), (3,3), (4,4),$
- $Y = (A_5, \alpha_2), (E_6, \alpha_1)$: $(d,a) = (3,3),$
- $Y = (C_3, \alpha_2), (F_4, \alpha_4)$: $(d,a) = (d,d - 1), (3,3),$
- $Y = (C_l, \alpha_2); l \geq 4$: $(d,a) = (d,d - 1)$. 

Furthermore, it induces an exact sequence $R_{\sigma-a} \to R^\vee_a \to 0$ except when $Y = Q^3$ and $(d,a) = (3,3)$.

The second result is the infinitesimal Torelli theorem, see [K, Theorem 9.2.6].

Theorem 7.3 (Infinitesimal Torelli theorem). Let $Y$ one of the spaces in Table 2 and $X$ a smooth hypersurface of degree $d \geq 3$. Then the infinitesimal period map is injective.

Twisted forms provide a natural setting to apply the Generalized Adjoint Theory. Indeed $H^0(Y, \det(\Omega^1_Y(m)))$ is an irreducible representation and since, for every $m \geq 2$, $\Omega^1_Y(m)$ is globally generated, we have easily that any element of $H^0(Y, \det(\Omega^1_Y(m)))$ is actually obtainable as a $\mathbb{C}$-linear combination of totally decomposable forms. More precisely we have, in the case $m = 2$:

Proposition 7.4. The natural map induced by the wedge product

$$(7.6) \quad \bigwedge^N H^0(X, \Omega^1_Y(2)|_X) \to H^0(X, \det(\Omega^1_Y(2)|_X))$$

is surjective.

Proof. If $Y$ is given by $(g, \alpha_v)$, we know that $\det(\Omega^1_Y(2)) \cong \mathcal{O}_Y(-k(Y) + 2N)$ is irreducible with lowest weight $(k(Y) - 2N)\lambda_v$. By Borel-Weil theorem, $H^0(Y, \det(\Omega^1_Y(2)))$ is also an irreducible representation.
We have already noticed that \( \Omega^1_Y(2) \) is globally generated by its global sections, hence the natural homomorphism
\[
(7.7) \quad \bigwedge^N H^0(Y, \Omega^1_Y(2)) \to H^0(Y, \det(\Omega^1_Y(2)))
\]
is non zero and hence it is surjective by Schur’s Lemma.

By Lemma 6.1 we know that \( H^0(Y, \Omega^1_Y(2)) \cong H^0(X, \Omega^1_Y(2)|_X) \). Hence the claim follows if we show that \( H^0(Y, \det(\Omega^1_Y(2))) \to H^0(X, \det(\Omega^1_Y(2)|_X)) \) is surjective. Indeed this follows by the exact sequence
\[
(7.8) \quad 0 \to \Omega^N_Y(2N - d) \to \Omega^1_Y(2N) \to \Omega^N_Y(2N)|_X \to 0
\]
and the vanishing of \( H^1(Y, \Omega^N_Y(2N - d)) \) (cf. [K, Theorem 3.1.1]).

We link the global forms of \( \Omega^N_Y(2N) \), which are objects coming from the ambient variety \( Y \), to the infinitesimal deformations of \( X \subset Y \) contained in pseudo-Jacobi ideal \( J_d \).

**Lemma 7.5.** Let \( Y \) one of the spaces in Table 2 and \( X = (\tau = 0) \) a smooth hypersurface of degree \( d \geq 3 \), except the cases \( Y = Q^3 \), \( d = 3 \) and \( Y = (D_3, \alpha_2) \), \( d = 3 \). Then the infinitesimal deformation \( R \) is in the pseudo-Jacobi ideal \( J_d \) if and only if \( R\tilde{\Omega} \in J_{2N-k(Y)+d} \) for every section \( \tilde{\Omega} \in H^0(Y, \Omega^N_Y(2N)) \) which restricts to a generalized Massey product relative to the vertical exact sequence of diagram (7.4)
\[
0 \to \mathcal{O}_Y(2 - d) \to \Omega^1_Y(2)|_X \to \Omega^1_X(2) \to 0
\]

**Proof.** Note that a generalized Massey product of this sequence is in fact an element of
\[
H^0(X, (\Omega^N_Y(2N))|_X) = H^0(X, \Omega^N_X(2N - d)).
\]

We want to apply the Macaulay’s theorem 7.2. We only know that \( R\tilde{\Omega} \in J_{2N-k(Y)+d} \) for \( \tilde{\Omega} \in H^0(Y, \Omega^N_Y(2N)) \) which restricts to a generalized adjoint but this is in fact enough to have
\[
R \cdot H^0(Y, \Omega^N_Y(2N)) \subset J_{2N-k(Y)+d}.
\]

In fact consider the restriction sequence
\[
0 \to \Omega^N_Y(2N - d) \to \Omega^N_Y(2N) \to \Omega^N_Y(2N)|_X \to 0.
\]
As we have seen in the proof of Proposition 7.4
\[
0 \to H^0(Y, \Omega^N_Y(2N - d)) \to H^0(Y, \Omega^N_Y(2N)) \to H^0(X, \Omega^N_Y(2N)|_X) \to 0
\]
is exact. By the same proposition we can also assume that all the sections of \( H^0(X, \Omega^N_Y(2N)|_X) \) are in fact linear combinations of generalized Massey products. Hence our hypothesis that \( R\tilde{\Omega} \in J_{2N-k(Y)+d} \) for every section \( \tilde{\Omega} \in H^0(Y, \Omega^N_Y(2N)) \) as above, together with the fact that the map
\[
H^0(Y, \Omega^N_Y(2N - d)) \to H^0(Y, \Omega^N_Y(2N))
\]
is given by the multiplication by \( \tau \), which is an element of the pseudo-Jacobi ideal, implies that
\[
R \cdot H^0(Y, \Omega^N_Y(2N)) \subset J_{2N-k(Y)+d}.
\]

Now we apply Macaulay’s theorem 7.2 to deduce that \( R \) is in the pseudo-Jacobi ideal. It is enough to show that
\[
(7.9) \quad R_{dN-2N-k(Y)} \otimes R_{2N-k(Y)} \to R_{dN-2k(Y)}
\]
is surjective. In fact if this is the case we have that \( R \cdot R_{dN-2k(Y)} = 0 \) and by the surjectivity of \( R_{dN-2k(Y)} \rightarrow R_d' \) of Theorem [7.2] we conclude that \( R = 0 \) in \( R_d \), that is \( R \in \mathcal{J}_d \).

The surjectivity of (7.9) follows from the surjectivity at the level of the \( H^0 \):
\[
H^0(Y, \Omega^N_Y(dN-2N)) \otimes H^0(Y, \Omega^N_Y(2N)) \rightarrow H^0(Y, (\Omega^N_Y)(dN))
\]
which, similarly to the proof of Proposition [7.4] holds by the irreducibility of \( H^0(Y, (\Omega^N_Y)(dN)) \).

The case \( Y = (D_3, \alpha_2) \), \( d = 3 \) is excluded because in this case \( H^0(Y, \Omega^N_Y(dN-2N)) = 0 \).

We conclude with our main theorem which relates the theory of infinitesimal Torelli theorem and Massey products. This is Theorem [A] from the Introduction.

**Theorem 7.6.** Let \( Y \) one of the spaces in Table [2] and \( X = (\tau = 0) \) a smooth hypersurface of degree \( d \geq 3 \), except the cases \( Y = Q^3 \), \( d = 3 \) and \( Y = (D_3, \alpha_2) \), \( d = 3 \). The following are equivalent

i) the differential of the period map \( d\mathcal{P}_X \) is zero on the infinitesimal deformation \( \xi \) induced by \( R \in H^0(Y, \mathcal{O}_Y(d)) \);

ii) \( R \) is an element of the pseudo-Jacobi ideal \( \mathcal{J}_d \);

iii) for a generic \( \xi \)-Massey product \( \Omega \) it holds
\[
\Omega \in \text{Im} \, H^0(X, \mathcal{O}_X(2)) \otimes \lambda^n \mathcal{W} \rightarrow H^0(X, \Omega^{-1}(2N));
\]

iv) if \( \tilde{\Omega} \in H^0(Y, \Omega^N_Y(2N)) \) restricts to a generalized Massey product then \( R\tilde{\Omega} \in \mathcal{J}_{2N-k(Y)+d} \).

**Proof.** i) \( \Leftrightarrow \) ii). Denote by \( d\mathcal{P} \) the differential of the period map. If \( d\mathcal{P}(\xi) = 0 \) then, by Theorem [7.3] \( \xi = 0 \). By Proposition [5.3] this means \( R = 0 \) in \( R_d \), that is \( R \in \mathcal{J}_d \). The converse is trivial by the same Proposition [5.3].

ii) \( \Leftrightarrow \) iii) This is Theorem [7.1].

ii) \( \Leftrightarrow \) iv) This is the content of Lemma [7.5].

\[ \square \]

8. Hypersurfaces in Log Parallelizable Varieties

As we mentioned earlier, in [RZ2] the case of smooth hypersurfaces in projective spaces is studied and then as generalization we have tackled the case of smooth hypersurfaces in Grassmannians in [RZ3] and the case of smooth hypersurfaces in rational homogeneous varieties with Picard number one in this paper. A different road that can be taken starting form the case of projective spaces is the study of smooth hypersurfaces in toric varieties and, more in general, of smooth hypersurfaces in log parallelizable varieties. This is what we will do now.

Consider a pair \((X, D)\) where \( X \) is a smooth variety and \( D \) is a reduced normal crossing divisor in \( X \). That is, \( D \) is an effective divisor locally given on an open set \( U \) by \( z_1 z_2 \cdots z_k = 0 \).

We can define the sheaf \( \Omega^1_X(\log D) \) of logarithmic differentials as the locally free \( \mathcal{O}_X \)-module generated by \( dz_1/z_1, \ldots, dz_k/z_k, dz_{k+1}, \ldots, dz_n \) and its dual \( T_X(-\log D) \) is the subsheaf of the tangent sheaf \( T_X \) consisting of those derivations that preserve the ideal sheaf \( \mathcal{O}_X(-D) \). This is also locally free and locally is generated by \( z_1 \frac{\partial}{\partial z_1}, \ldots, z_k \frac{\partial}{\partial z_k}, \frac{\partial}{\partial z_{k+1}}, \ldots, \frac{\partial}{\partial z_n} \).

Now assume that a connected algebraic group \( G \) acts on \( X \) and preserves \( D \), then from the natural morphism of Lie algebras
\[
g \rightarrow \Gamma(X, T_X)
\]
we have a map of sheaves
\[ \mathcal{O}_X \otimes g \to T_X \]
which factors through a map
\[ \mathcal{O}_X \otimes g \to T_X(-\log D). \]

The variety \( X \) is said \textit{log homogeneous under} \( G \) \textit{with boundary} \( D \) if this map is surjective and \textit{log parallelizable under} \( G \) \textit{with boundary} \( D \) if this map is an isomorphism. Actually if \( X \) is complete, it is log homogeneous (resp. log parallelizable) with boundary \( D \) if and only if the sheaf \( T_X(-\log D) \) is generated by its global sections (resp. is trivial). We then say that \( X \) is log homogeneous (resp. log parallelizable) with boundary \( D \) if this map is an isomorphism. Actually if \( X \) is complete, it is log homogeneous (resp. log parallelizable) with boundary \( D \) if and only if the sheaf \( T_X(-\log D) \) is generated by its global sections (resp. is trivial).

We then say that \( X \) is log homogeneous (resp. log parallelizable) with boundary \( D \) without specifying the group \( G \). For more details on log homogeneous varieties we refer to [Br1], [Br2].

Here we deal with log parallelizable varieties and we recall some useful facts for later use. Take \( X \) a smooth \( n \)-dimensional log parallelizable variety with boundary \( D = \sum_{j=1}^r D_j \). From the fact that \( T_X(-\log D) \) is trivial, we immediately have that
\[ \Omega^n_X(\log D) = \bigwedge^n \Omega_X^1(\log D) = \Omega^n_X(D) \]
is a trivial line bundle and therefore the canonical sheaf is \( \Omega^n_X = \mathcal{O}_X(-D) = \mathcal{O}_X(-\sum_{j=1}^r D_j) \). Furthermore we have the exact sequences given by the residue
\[
\begin{align*}
(8.1) & \quad 0 \to \Omega^n_X^1 \to \Omega^n_X(\log D) \to \bigoplus_j \mathcal{O}_{D_j} \to 0 \\
(8.2) & \quad 0 \to \Omega^n_X^a(\log (D - D_1)) \to \Omega^n_X^a(\log D) \to \Omega^n_{D_1}^{a-1}(\log (D - D_1)|_{D_1}) \to 0 \\
(8.3) & \quad 0 \to \Omega^n_X^a(\log D)(-D_1) \to \Omega^n_X^a(\log (D - D_1)) \to \Omega^n_{D_1}^a(\log (D - D_1)|_{D_1}) \to 0
\end{align*}
\]
which are true for every \( X \) with reduced and normal crossing \( D \) (see [EV, Properties 2.3]) but in our case are considerably simpler because \( \Omega^n_X(\log D) \) is a direct sum of copies of \( \mathcal{O}_X \).

From these sequences we obtain

**Proposition 8.1.** Let \( X \) be an \( n \)-dimensional log parallelizable variety with boundary \( D = \sum_{j=1}^r D_j \). The non-empty partial intersections of boundary divisors,
\[ D_{k_1 \ldots k_m} := D_{k_1} \cap \cdots \cap D_{k_m} \]
are log parallelizable varieties with boundary the restriction of
\[ D^{k_1 \ldots k_m} := \sum_{j \neq k_1, \ldots, k_m} D_j \]
Proof. Consider the case of $D_1$ with boundary $D^1 = D_2 + \cdots + D_r$. By Sequences \eqref{8.2} and \eqref{8.3} with $a = 1$ we immediately have the commutative diagram

\begin{equation}
0 \rightarrow \bigoplus^n O_X(-D_1) \rightarrow \Omega^1_X(\log D^1) \rightarrow \Omega^1_{D_1}(\log D^1|_{D_1}) \rightarrow 0
\end{equation}

\begin{equation}
0 \rightarrow \bigoplus^n O_X(-D_1) \rightarrow \bigoplus^n O_X \rightarrow \bigoplus^n O_{D_1} \rightarrow 0
\end{equation}

\begin{equation}
O_{D_1} \rightarrow O_{D_1} \rightarrow 0
\end{equation}

From this diagram it is clear that $\Omega^1_{D_1}(\log D^1|_{D_1}) \cong \bigoplus^{n-1} O_{D_1}$ is trivial.

The general statement for $D_{k_1,\ldots,k_m}$ and boundary $D^{k_1,\ldots,k_m}$ is obtaining by iteration of this argument. \hfill \Box

Remark 8.2. Note that the canonical sheaf of $D_{k_1,\ldots,k_m}$ is isomorphic to $O_{D_{k_1,\ldots,k_m}}(-D^{k_1,\ldots,k_m})$; this also comes from the adjunction formula.

We recall that toric varieties are an important subclass of log parallelizable varieties and some important cohomological results of toric varieties extend in fact to all log parallelizable varieties. The first one is the following

**Proposition 8.3.** Let $L$ be an ample invertible sheaf on a log parallelizable variety $X$. Then

$H^i(X, L) = 0$

for all $i > 0$.

**Proof.** We work using induction on $n = \dim X$. Consider the exact sequence

\begin{equation}
0 \rightarrow L(-D) \rightarrow L \rightarrow L|_D \rightarrow 0
\end{equation}

Recall that the canonical sheaf of $X$ is $O_X(-D)$ hence $H^i(X, L(-D))$ vanishes for $i > 0$ by Kodaira vanishing.

If $n = 1$ it immediately follows that $H^1(X, L) = 0$.

If $n > 1$ we only have to prove the vanishings of $H^i(D, L|_D)$ which come from the induction hypothesis with some caution on the number of components of the divisor $D$. In fact if $D$ has only one irreducible component this vanishing is immediate by induction because by Proposition \ref{8.1} we have that $D$ is log parallelizable. Otherwise we write $D = D_1 + D^1$ as before and by the exact sequence

\begin{equation}
0 \rightarrow O_{D_1}(-D^1) \rightarrow O_D \rightarrow O_{D^1} \rightarrow 0
\end{equation}

tensored by $L$ we have

\begin{equation}
0 \rightarrow L(-D^1)|_{D_1} \rightarrow L|_D \rightarrow L|_{D^1} \rightarrow 0.
\end{equation}
The vanishing of the higher cohomology of $L(-D^1)|_{D_1}$ comes again by Kodaira vanishing, on the other hand for $L|_{D^1}$ we can iterate the process and reduce again the number of components

$$0 \to L(-D^{1,2})|_{D_2} \to L|_{D^1} \to L|_{D^1,2} \to 0.$$ 

Now note that the vanishing of the higher cohomology of $L(-D^{1,2})|_{D_2}$ is not immediate by Kodaira vanishing because $\mathcal{O}_{D_2}(-D^{1,2})$ is not the canonical sheaf of $D_2$, in fact $\mathcal{O}_{D_2}(-D^2)$ is. Nevertheless by the exact sequence

$$0 \to L(-D^2)|_{D_2} \to L(-D^{1,2})|_{D_2} \to L(-D^{1,2})|_{D_{1,2}} \to 0$$

we see that the higher cohomologies of $L(-D^{1,2})|_{D_2}$ vanish because those of $L(-D^2)|_{D_2}$ and $L(-D^{1,2})|_{D_{1,2}}$ vanish by Kodaira on $D_2$ and $D_{1,2}$ respectively. Hence it is not difficult to see that we can iterate this process until we obtain all the necessary vanishings.

The second important result is the following theorem, which for toric varieties is called the vanishing theorem of Bott-Steenbrink-Danilov [BC, Theorem 7.1]

**Theorem 8.4.** Let $L$ be an ample invertible sheaf on a log parallelizable variety $X$ with boundary $D$, then

$$H^i(X, \Omega^j_X \otimes L) = 0$$

for every $j \geq 0$ and $i > 0$.

**Proof.** Note that the vanishing of $H^i(X, \Omega^j_X(\log D) \otimes L)$ for $j \geq 0$ and $i > 0$ is immediate by Proposition 8.3 because $\Omega^j_X(\log D) \otimes L$ is just a direct sum of copies of $L$. Similarly the vanishing of $H^i(X, \Omega^j_X(\log D) \otimes L^{-1})$ for $j \geq 0$ and $i < N$ follows by Kodaira vanishing theorem.

Now we use decreasing induction on the number of irreducible components of $D$ using Sequence 8.2 tensored by $L^{-1}$. If we denote as before $D^1 = D - D_1$, then the vanishing of

$$H^i(X, \Omega^j_X(\log D^1) \otimes L^{-1})$$

for $j \geq 0$ and $i < N$ follows from the vanishing of $H^{i-1}(D_1, \Omega^{j-1}_{D_1}(\log D^1) \otimes L^{-1}|_{D_1})$ and $H^i(X, \Omega^j_X(\log D) \otimes L^{-1})$ which hold by the previous step.

Continuing to remove components of $D$ at the end we obtain the vanishing of

$$H^i(X, \Omega^j_X \otimes L^{-1})$$

$j \geq 0$ and $i < N$ which by Serre duality gives the thesis.  

In the case of log-homogeneous varieties this vanishing holds for $i > j$, see [Br2].

We end this section with an infinitesimal Torelli result for certain smooth hypersurfaces in log parallelizable varieties. The analogue for hypersurfaces in toric varieties is in [Ik].

Take an ample line bundle $L$ on $X$ and $Z$ a smooth element in the linear system $|L|$. We assume that $\Omega^n_X \otimes L$ is ample and that

$$(8.6) \quad H^0(X, \Omega^n_X \otimes L) \otimes H^0(X, \Omega^n_X \otimes L^{n-1}) \to H^0(X, \Omega^n_X \otimes L^n)$$

is surjective. This second hypothesis is strictly related to the following problem which is, at least for toric varieties, deeply studied:
Problem 8.5. For every $L_1$ and $L_2$ ample line bundles on a smooth projective toric variety $X$ the multiplication map
\begin{equation}
H^0(X, L_1) \otimes H^0(X, L_2) \to H^0(X, L_1 \otimes L_2)
\end{equation}
is surjective.

Fakhruddin [Fa] proved that this question has a positive answer for an ample line bundle $L_1$ and a globally generated line bundle $L_2$ on a smooth toric surface. Moreover it is well known that for an ample line bundle $L$ on a toric variety of dimension $n$, the multiplication map
\begin{equation}
H^0(X, L^m) \otimes H^0(X, L) \to H^0(X, L^{m+1})
\end{equation}
is surjective for $m \geq n - 1$. Hence our second hypothesis is very natural since we assume that $\Omega^n_X \otimes L$ is ample.

Theorem 8.6. Let $Z$ be a smooth element in the linear system $|L|$ with $L$ as above. Then the infinitesimal Torelli theorem holds for $Z$.

Proof. To prove that the infinitesimal Torelli holds for $Z$ it is enough to show that the map
\begin{equation}
H^1(X, T_Z) \to \text{Hom}(H^0(Z, \Omega^{-1}_Z), H^1(Z, \Omega^{-2}_Z))
\end{equation}
is injective. In fact this map is the highest piece of the derivative of the period map, hence if (8.8) is injective, the derivative of the period map is itself injective.

The idea is to prove the surjectivity of the dual of (8.8), which is
\begin{equation}
H^1(Z, \Omega^{-2}_Z)^\vee \otimes H^0(Z, \Omega^{-1}_Z) \to H^1(Z, T_Z)^\vee.
\end{equation}
that is by Serre duality
\begin{equation}
H^{n-2}(Z, \Omega^{-1}_Z) \otimes H^0(Z, \Omega^{-1}_Z) \to H^{n-2}(Z, \Omega^{-1}_Z \otimes \Omega^{-1}_Z)
\end{equation}

First note that from the isomorphism $H^0(X, \Omega^n_X(Z)) \cong H^0(X, \Omega^n_X(\log Z))$ composed with the residue map we obtain a map
\begin{equation}
\phi: H^0(X, \Omega^n_X(Z)) \cong H^0(X, \Omega^n_X(\log Z)) \xrightarrow{\text{Res}} H^0(Z, \Omega^n_Z).
\end{equation}

Now consider the exact sequence
\begin{equation}
0 \to \Omega^2_X(\log Z) \to \Omega^2_X(Z) \to \Omega^4_X(2Z)|_Z \to \Omega^4_X(3Z)|_Z \to \cdots \to \Omega^4_X((n-1)Z)|_Z \to 0
\end{equation}
This gives in cohomology a map
\begin{equation}
H^0(Z, \Omega^n_X((n-1)Z)|_Z) \to H^{n-2}(X, \Omega^2_X(\log Z))
\end{equation}
which composed with restriction and the residue gives
\begin{equation}
\phi': H^0(X, \Omega^n_X((n-1)Z)) \to H^0(Z, \Omega^n_X((n-1)Z)|_Z) \to H^{n-2}(X, \Omega^2_X(\log Z)) \xrightarrow{\text{Res}} H^{n-2}(Z, \Omega^{-1}_Z).
\end{equation}

Taking the tensor product of Sequence (8.11) with the ample line bundle $\Omega^n_X \otimes L$ we obtain the exact sequence
\begin{equation}
0 \to \Omega^2_X((j-2)Z) \otimes \Omega^n_X(Z) \to \Omega^2_X((j-1)Z) \otimes \Omega^n_X(Z) \to \Omega^3_X((j-2)Z)|_Z \otimes \Omega^{n-1}_Z \to \cdots \to \Omega^4_X((n-1)Z)|_Z \otimes \Omega^{n-1}_Z \to 0.
\end{equation}

By Theorem 8.4 and sequence
\begin{equation}
0 \to \Omega^j_X((j-2)Z) \otimes \Omega^n_X(Z) \to \Omega^j_X((j-1)Z) \otimes \Omega^n_X(Z) \to \Omega^j_X((j-1)Z)|_Z \otimes \Omega^{n-1}_Z \to 0
\end{equation}
it is not difficult to see that $H^i(Z, \Omega^i_X((j-1)Z)|_Z \otimes \Omega^{-1}_Z) = 0$ for $i \geq 1$ and since also $H^{n-1}(X, \Omega^2_X(Z) \otimes \Omega^n_X(Z)) = 0$ we have a surjective map

$$H^0(Z, \Omega^n_X((n-1)Z)|_Z \otimes \Omega^{-1}_Z) \to H^{n-2}(X, \Omega^2_X(\log Z) \otimes \Omega^n_X(Z)).$$

(8.13)

By the exact sequence

$$0 \to \Omega^2_X \otimes \Omega^n_X(Z) \to \Omega^2_X(\log Z) \otimes \Omega^n_X(Z) \to \Omega^1_Z \otimes \Omega^{-1}_Z \to 0$$

and the vanishing of $H^{n-1}(X, \Omega^2_X \otimes \Omega^n_X(Z))$ we have that the residue map

$$H^{n-2}(X, \Omega^2_X(\log Z) \otimes \Omega^n_X(Z)) \to H^{n-2}(Z, \Omega^1_Z \otimes \Omega^{-1}_Z)$$

is also surjective.

Finally $H^1(X, \Omega^2_X \otimes \Omega^n_X((n-1)Z)) = 0$ and the restriction

$$H^0(X, \Omega^n_X((n-1)Z) \otimes \Omega^n_X(Z)) \to H^0(Z, \Omega^n_X((n-1)Z)|_Z \otimes \Omega^{-1}_Z)$$

is also surjective.

Hence taking the composition of (8.13) together with the residue and the restriction we have a surjective map

$$\psi: H^0(X, \Omega^n_X \otimes \Omega^n_X(nZ)) \to H^{n-2}(Z, \Omega^1_Z \otimes \Omega^{-1}_Z).$$

We can write the following commutative diagram

$$\begin{array}{ccc}
H^0(X, \Omega^n_X(Z)) \otimes H^0(X, \Omega^n_X((n-1)Z)) & \longrightarrow & H^0(X, \Omega^n_X \otimes \Omega^n_X(nZ)) \\
\downarrow \phi \otimes \phi' & & \downarrow \psi \\
H^0(Z, \Omega^n_Z) \otimes H^{n-2}(Z, \Omega^1_Z) & \longrightarrow & H^{n-2}(Z, \Omega^1_Z \otimes \Omega^{-1}_Z)
\end{array}$$

(8.14)

Since $\psi$ is surjective and the top row is surjective by our hypothesis on $L$ we are done.

□
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