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ABSTRACT

In this technical report, we analyze Legendre decomposition for non-negative tensor in theory and application. In theory, the properties of dual parameters and dually flat manifold in Legendre decomposition are reviewed, and the process of tensor projection and parameter updating is analyzed. In application, a series of verification experiments and clustering experiments with parameters in submanifolds are carried out, hoping to find an effective lower dimensional representation of the input tensor. The experimental results show that the parameters in submanifolds have no ability to be directly represented as low-rank representations. Combined with analysis, we connect Legendre decomposition with neural networks and low-rank representation, and put forward some promising prospects.

1 Introduction to Legendre Decomposition

Matrix and tensor decomposition is the multiplication of a number of smaller matrices or tensors that are approximately disassembled by matrix and tensor. At present, the main matrix decomposition technique has been widely used in computer vision, recommendation system, signal processing and other fields. Currently, standard methods for third-order non-negative tensor decomposition include CP decomposition[1] and Tucker decomposition[2].

It's well known the normal non-negative Tucker and CP tensor decomposition include non-convex optimization and that the global convergence is not guaranteed. One direction is to apply additional assumptions on data, such as a bounded variance, to transform the non-convex optimization problem into a convex one[3, 4].

Legendre decomposition[5] is a new nonnegative tensor decomposition method proposed by Mahito Sugiyama et al. Compared with the existing non-negative tensor decomposition methods, the greatest contribution of Legendre decomposition lies in the transformation of the non-convex optimization problem into a convex manifold space without additional assumptions, which ensures global convergence, and the use of gradient descent can find a unique reconstruction tensor satisfying and the Kullback-Leibler (KL) divergence between the original input matrix is the minimum.

In this paper, we analyze Legendre tensor decomposition in both theory and application. From the perspective of theory, we aim at verifying dual parameters introduced in Legendre tensor decomposition and the properties of Dually flat manifold. From the perspective of application, we verify the ability of the introduced dual parameters to represent
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the semantics of the input tensor and discuss whether there is a correspondence between Legendre decomposition technique and classical neural network structure.

2 Related Work

2.1 Method of Non-Negative CP and Tucker Decomposition

The most fundamental methods in non-negative tensor decomposition lied on non-negative Tucker decomposition[2] and non-negative CP decomposition[1].

For non-negative Tucker decomposition. Given tensor $\mathcal{X} \in \mathbb{R}_{\geq 0}^{n_1 \times n_2 \times n_3}$, then $\mathcal{X} \approx G_{1} \times_{1} U_{2} \times_{2} V_{3} \times_{3} W_{3}$, where $G_{1} \in \mathbb{R}_{\geq 0}^{r_1 \times n_1 \times n_2} \times_{3}$ is the core tensor, $U_{2} \in \mathbb{R}_{\geq 0}^{n_1 \times r_2}$, $V_{3} \in \mathbb{R}_{\geq 0}^{n_2 \times r_2}$ and $W_{3} \in \mathbb{R}_{\geq 0}^{n_3 \times r_3}$ are projection matrices. Thus we have

$$x_{ijk} \approx \sum_{m=1}^{r_1} \sum_{n=1}^{r_2} \sum_{l=1}^{r_3} (g_{mnl} \cdot u_{im} \cdot v_{jn} \cdot w_{kl}).$$

(1)

CP decomposition can be regarded as a special case of Tucker decomposition. The form of CP decomposition is $\mathcal{X} \approx \sum_{p=1}^{r} \lambda_p F(:,p) \circ S(:,p) \circ T(:,p)$, the core tensor $\lambda \in \mathbb{R}_{\geq 0}^{r \times r \times r}$. Also $F \in \mathbb{R}_{\geq 0}^{n_1 \times r}$, $S \in \mathbb{R}_{\geq 0}^{n_2 \times r}$ and $T \in \mathbb{R}_{\geq 0}^{n_3 \times r}$ are factor matrices. We have

$$x_{ijk} \approx \sum_{p=1}^{r} \lambda_p \cdot f_{ip} \cdot s_{jp} \cdot t_{kp}.$$  

(2)

2.2 Dual Coordinates and Dually Flat manifold

Two parameters that can be derived from each other by legendre transformation and mapped one to one are called dual parameters, which is described in detail in information geometry[6]. For a convex function $\psi(\theta)$ of $\theta$, that satisfies:

$$\psi(\theta) = \theta \cdot \eta - \varphi(\eta)$$

$\eta$ and $\theta$ are a set of dual parameters, corresponding to the coordinates of the same point respectively, and each other can be obtained by legendre transformation:

$$\eta = \text{Grad} \psi(\theta), \theta = \text{Grad} \varphi(\eta)$$

Corresponding to the definition of dual parameters in Legendre decomposition, we verify that they are a set of dual parameters:

$$\psi(\theta) = \log \sum_{v \in \Omega} \exp \left( \sum_{u \in \mathcal{B}} \zeta(u,v)\theta(u) \right), \zeta(u,v) = \begin{cases} 1 & \text{if } u \leq v \\ 0 & \text{otherwise} \end{cases}$$

$\psi(\theta)$ is convex since its functions is member of the exponential family, the gradient is calculated by partial derivatives:

$$\partial \psi(\theta) / \partial \theta_w = \eta_w$$

Hence, $(\theta, \eta)$ is a set of dual parameters obtained by Legendre transformation.

A manifold with dual connections can be embed in a dually flat manifold of high dimensions with no limitations. Legendre decomposition builds dual coordinate system $(\theta, \eta)$ on normalized tensor $S$ from input tensor $X$, hence $S$ becomes a dually flat manifold. Similar to the Generalized Pythagorean Theorem in information geometry[6], consider replacing the points $P$, $Q$, and $R$ in $S$ with tensor to form the projection in statistical manifold. The set of all the discrete probability distributions which is transformed from tensor gives a dually flat manifold since any parameterized family of probability distributions over discrete random variables is a curved exponential family.

By proving that $D_{KL}(P, Q)$ is convex in section 2.2 from original paper[5], the paper proves that e-flat submanifold, e-projection, legendre decomposition are all convex.

2.3 Method of Legendre Decomposition

Legendre decomposition[5] is realized as a projection of input tensor onto a submanifold composed of reconstructable tensors.
2.3.1 Definition

Given $X \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ (if concerted to probability mass function, then denotes $X$ as $\mathcal{P}$), the sample space $\Omega \subset [I_1] \times \cdots \times [I_N]$ where $[I_k] = \{1, 2, \ldots, I_k\}$, and a parameter basis $B \subset \Omega \setminus \{(1, 1, \ldots, 1)\}$. Legendre decomposition finds the fully decomposable tensor $Q \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ with a $B$ that minimizes the KL divergence $D_{\text{KL}}(\mathcal{P}, Q) = \sum_{v \in \Omega} p_v \log (p_v / q_v)$.

2.3.2 Algorithm

Legendre decomposition normalizes any non-negative tensor and transforms it into a set of discrete probability distributions with partial order on a statistical manifold. By introducing Legendre dual parameters in information geometry given in Figure 1, the mapping of tensor to dually flat manifold is achieved. The tensor decomposition task in submanifold is the updating and optimization process of parameters and basis. By minimizing the KL divergence between the original tensor and the reconstruction tensor, it guarantees that the Legendre decomposition is convex.

Computing parameters greater than and less than $v$ in the figure is similar to information decomposition[7] upward and downward in the itemset lattice of two patterns, which corresponding to pattern mining and log-linear analysis respectively. A similar definition of parameter is also applied to tensor balancing[8] to prove its duality.

3 Experiments for Validation

3.1 Datasets

In the original paper, two image datasets MNIST[9] and face image dataset from the face database.html and also available from the R rTensor package (https://CRAN.R-project.org/package=rTensor).
3.2 Evaluation Metrics

Following metrics are used to evaluate compared methods of experiments.

**RMSE** evaluates the quality of decomposition by the root mean squared error (RMSE) between the input and the reconstructed tensors.

**Running time** is calculated as the average time from a batch of tensors, the batch is designed manually (e.g. 100).

3.3 Arguments Recap

Recap key arguments used in Legendre decomposition program here to restate the detailed settings for each experiment. The main arguments used include \(-c, -n, -d, -b, -i\).

- Argument \(-c(\text{coresize})\) means the parameter for a decomposition basis. Hence \(N_{\text{par}}\) equals to \(c \cdot N_3\) if the tensor with partial order is three-dimensional.
- Argument \(-n\) means the natural gradient is used.
- Argument \(-d\) means the depth size, which is also equal to the last dimension of the input tensor.
- Argument \(-b\) means type of a decomposition basis (1 means w/o partial order (random), 2 means partial order on \(\beta\)).
- Argument \(-i\) means input file from test0.csv to test9.csv (digits 0-9).

3.4 Decomposition for Each Digits

| Table 1: RMSE statistical experiment (w/o sort) |
| Digit | \(N_{\text{par}}\) | \(N_{\text{iter}}\) | running time | RMSE |
|-------|-----------------|-----------------|--------------|-------|
| 0     | 5054            | 6               | 295.851      | 31.8912 |
| 1     | 5054            | 6               | 295.229      | 14.6909 |
| 2     | 5054            | 5               | 270.418      | 30.3843 |
| 3     | 5054            | 6               | 317.698      | 29.5802 |
| 4     | 5054            | 6               | 479.203      | 26.7226 |
| 5     | 5054            | 6               | 489.082      | 27.9886 |
| 6     | 5054            | 6               | 342.573      | 28.289  |
| 7     | 5054            | 6               | 336.42       | 23.5918 |
| 8     | 5054            | 6               | 318.538      | 30.4651 |
| 9     | 5054            | 6               | 304.977      | 25.8854 |

**RMSE statistical experiment settings:** \(-c:50 -n:\text{natural gradient} -d:100 -b:1 -i:\text{from test0.csv to test9.csv theta:0} \)

**Analysis:** Legendre decomposition statistics of digits 0-9 are given in Table 1. From the table, the digit 1 has the lowest decomposition RMSE, which is consistent with the intuition that the digit 1 is the simplest and easiest to write. The digit 0,1 and 2 has the minimum running time. Since during the decomposition, most of the time of decomposition is saved because the pixel value of most positions in the matrix of digit 1 is 0.

3.5 Initialization Forms

To demonstrate the impact of parameter \((\theta_{v})_{v \in B}\) initialization on tensor reconstruction, we compare all-zero initialization (paper) with the random initialization, the uniform initialization and the gaussian initialization.

**All-zero initialization experiment settings:** \(-c:15, 20, 25, 30, 40, 45, 50 -n:\text{natural gradient} -d:100 -b:1 -i:\text{test8.csv theta:0} \)

**Random distribution experiment settings:** \(-c:15, 20, 25, 30, 35, 40, 45, 50 -n:\text{natural gradient} -d:100 -b:1 -i:\text{test8.csv theta:random (0, max(theta))} \)

**Uniform distribution experiment settings:** \(-c:15, 20, 25, 30, 35, 40, 45, 50 -n:\text{natural gradient} -d:100 -b:1 -i:\text{test8.csv theta:(0, max(theta)) divided by } n_1 \cdot n_2 \cdot n_3 \)

**Gaussian distribution experiment settings:** \(-c:15, 20, 25, 30, 35, 40, 45, 50 -n:\text{natural gradient} -d:100 -b:1 -i:\text{test8.csv theta:} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}, \text{ where } x = (i - 1) \cdot n_2 \cdot n_3 + (j - 1) \cdot n_3 + k - \frac{n_1 \cdot n_2 \cdot n_3}{2} \)
Table 2: All-zero initialization experiment (w/o sort)

| variable | N_par | N_iter | running time | RMSE  |
|----------|-------|--------|--------------|-------|
| 15       | 1554  | 5      | 7.02333      | 36.198|
| 20       | 2054  | 5      | 16.164       | 35.3355|
| 25       | 2554  | 5      | 31.3414      | 34.4837|
| 30       | 3054  | 5      | 54.05        | 33.673 |
| 35       | 3554  | 5      | 85.9133      | 32.9019|
| 40       | 4054  | 5      | 130.025      | 31.997 |
| 45       | 4554  | 6      | 221.035      | 31.2293|
| 50       | 5054  | 6      | 296.163      | 30.4651|

Table 3: Random distribution experiment (w/o sort)

| variable | N_par | N_iter | running time | RMSE  |
|----------|-------|--------|--------------|-------|
| 15       | 1554  | 5      | 7.11238      | 36.198|
| 20       | 2054  | 5      | 17.4566      | 35.3355|
| 25       | 2554  | 5      | 32.2854      | 34.4837|
| 30       | 3054  | 5      | 58.965       | 33.673 |
| 35       | 3554  | 5      | 88.913       | 32.9019|
| 40       | 4054  | 5      | 131.812      | 31.997 |
| 45       | 4554  | 6      | 220.716      | 31.2293|
| 50       | 5054  | 6      | 302.211      | 30.4651|

Table 4: Uniform distribution experiment (w/o sort)

| variable | N_par | N_iter | running time | RMSE  |
|----------|-------|--------|--------------|-------|
| 15       | 1554  | 5      | 6.96107      | 36.198|
| 20       | 2054  | 5      | 16.7065      | 35.3355|
| 25       | 2554  | 5      | 32.1848      | 34.4837|
| 30       | 3054  | 5      | 54.7099      | 33.673 |
| 35       | 3554  | 5      | 86.8046      | 32.9019|
| 40       | 4054  | 5      | 136.108      | 31.997 |
| 45       | 4554  | 6      | 229.096      | 31.2293|
| 50       | 5054  | 6      | 299.731      | 30.4651|

Table 5: Gaussian distribution experiment (w/o sort)

| variable | N_par | N_iter | running time | RMSE  |
|----------|-------|--------|--------------|-------|
| 15       | 1554  | 5      | 7.10355      | 36.198|
| 20       | 2054  | 5      | 17.0781      | 35.3355|
| 25       | 2554  | 5      | 35.0911      | 34.4837|
| 30       | 3054  | 5      | 55.6617      | 33.673 |
| 35       | 3554  | 5      | 88.3894      | 32.9019|
| 40       | 4054  | 5      | 130.677      | 31.997 |
| 45       | 4554  | 6      | 218.843      | 31.2293|
| 50       | 5054  | 6      | 304.596      | 30.4651|

Analysis: Compared with all-zero initialization for $\theta$ from Table 2, three contrastive initialization on tensor reconstruction are given in Table 3, Table 4 and Table 5. From the tables, the different initializations have little impact on running time, and the RMSE of the reconstructed tensor is the same, which verifies that solving Legendre decomposition is convex and the reconstructed tensor is unique and optimal.

3.6 Partial Sort on Decomposition Basis

To demonstrate the impact of partial sort on decomposition basis $\beta$, we enable the w/ partial order mode in the current experiment and compare it with the w/o partial order (random) mode we have been using in the previous experiment.

Table 6: W/ sort experiment

| variable | N_par | N_iter | running time | RMSE  |
|----------|-------|--------|--------------|-------|
| 15       | 1500  | 4      | 5.17718      | 36.6394|
| 20       | 2000  | 4      | 12.2843      | 35.8749|
| 25       | 2500  | 4      | 23.7491      | 35.2418|
| 30       | 3000  | 4      | 40.9128      | 34.5281|
| 35       | 3500  | 4      | 64.934       | 33.8396|
| 40       | 4000  | 4      | 100.498      | 33.246 |
| 45       | 4500  | 4      | 140.251      | 32.5536|
| 50       | 5000  | 4      | 188.182      | 31.7547|

W/ sort experiment settings: -c:15, 20, 25, 30, 35, 40, 45, 50 -n:natural gradient -d:100 -b:2 -i: test8.csv theta:0

Analysis: The two modes random order and partial order on decomposition basis are given in Table 2 and Table 6. From the tables, there are doubts that why w/o sort works better than w/ sort and the random mode can restore the original tensor. In theory, the problem is convex and the reconstruction tensor is optimal only in w/ sort mode, which conflict with the result of using the random mode in the code. For example, the RMSE results from Table 2 to Table 5 indicate that the reconstruction of the tensor is unique for w/o partial sort, whereas it should be unique for w/ partial order from the original paper[5]. We have not yet been able to explain why this happens.
4 Experiments for Investigation

4.1 Datasets

The following experiments on parameter clustering are conducted on MNIST to generate 28x28x10/28x28 tensor data sets using 0-9 digits. Each digit has 100 tensors, so there are 1,000 of them in total. The purpose of the investigation experiment is to verify that if the parameters during Legendre decomposition can perform rank reduction to represent the original tensor as tensor’s low rank representation through parameters clustering. Use rTensor tools to generate tensors.

4.2 Evaluation Metrics

This paper chooses two commonly used clustering evaluation indicators: adjusting mutual information (AMI), and adjusting random index (ARI) on clustering results.

Rand index (RI) is to measure the similarity of two cluster classes. Assuming that the number of samples is N and \( C_n^2 \) is the number of all possible sample pairs, which is defined as follows:

\[
RI = \frac{a + b}{C_n^2}
\]

ARI solves the problem that RI cannot well describe the similarity of randomly assigned cluster class marker vectors, which is defined as follows:

\[
ARI = \frac{RI - E[RI]}{\max(RI) - E[RI]}
\]

AMI is based on the mutual information score of predicted cluster vectors and real cluster vectors to measure their similarity, which is defined as follows:

\[
AMI(U, V) = \frac{MI(U, V) - E\{MI(U, V)\}}{\max\{H(U), H(V)\} - E\{MI(U, V)\}}
\]

4.3 Parameters Clarification

The original input tensor is \( X \), which corresponds to \( S \) in the submanifold space. Each element of the tensor \( S \) is \( s \) and has four main attributes, \( p, \theta, \sum, \text{ and } N_{\text{noneZero}} \).

- The attribute \( p \) holds information about \( s \) restoring \( X \).
  \[
P = X / \sum v x_v
\]

- The attributes \( \theta \) and \( \eta \) are iteration parameters. They are used in the reconstruction process of \( q \) value, and \( p \) is used instead of \( q \) in the state of e-projection.
  \[
  \log q_v = \sum_{u \in \Omega^\epsilon} \zeta(u, v)\theta_u - \psi(\theta) = \sum_{u \in \Omega} \zeta(u, v)\theta_u, \quad \zeta(u, v) = \begin{cases} 
  1 & \text{if } u \leq v \\
  0 & \text{otherwise}
\end{cases}
\]

- The attribute \( \sum \theta \) is a sum of all \( \theta \) in tensor \( S \).
- The attribute \( N_{\text{noneZero}} \) is a count of \( p \) values that are not zero in tensor \( S \).
- In addition, \( \beta \) stores basis positions and a series of \( \hat{\eta} \) values in the calculation. The number of \( \beta \) parameters is equal to \( \text{core\_size} \) times the last dimension of the input tensor. That is, \( \beta \) slices the last dimension of \( X \), and selects \( \text{core\_size} \) basis on each slice.
- \( D_{KL} \) is the target optimization with \( \theta \) and \( \eta \).
  \[
  Q = \arg\min_{R \in S_B} D_{KL}(P, R)
\]

The dimensions of all attributes in \( S \) are the same as those of the original input tensor \( X \).
4.4 Clustering of Image-batch Tensors

4.4.1 Parameters Clustering Settings

The following clustering experiments are conducted on 28x28x10 tensors, k-means is mainly used to verify the clustering experiments. The core_size is set to 50 and cluster is set to 10. The purpose of the experiment 4.4 is to verify whether the statistical characteristic on image-batch tensors has the property of low-rank representation.

4.4.2 Clustering with Different Parameters

For convenience, the following tables describe Digit by $D$ and Class by $C$.

| Table 7: Clustering of $\sum \theta$ and $\sum \eta$ | Table 8: Clustering of $\sum \theta$ and $\sum \eta$ in $\beta$ |
|---|---|
| D0 | D1 | D2 | D3 | D4 | D5 | D6 | D7 | D8 | D9 |
| C0 | 9 | 6 | 3 | 1 | 2 | 4 | 13 | 15 | 13 |
| C1 | 4 | 2 | 5 | 16 | 14 | 10 | 11 | 9 | 11 |
| C2 | 19 | 22 | 13 | 14 | 9 | 16 | 12 | 10 | 14 | 13 |
| C3 | 9 | 11 | 8 | 5 | 4 | 4 | 1 | 4 | 10 | 5 |
| C4 | 19 | 14 | 9 | 21 | 17 | 15 | 18 | 19 | 20 | 13 |
| C5 | 0 | 3 | 0 | 3 | 4 | 4 | 3 | 6 | 2 | 4 |
| C6 | 15 | 12 | 14 | 13 | 17 | 18 | 15 | 6 | 19 | 12 |
| C7 | 15 | 14 | 14 | 7 | 8 | 14 | 14 | 12 | 11 | 10 |
| C8 | 3 | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| C9 | 9 | 12 | 15 | 19 | 20 | 13 | 20 | 18 | 10 | 17 |

The vector shape of the cluster is [1x2,1].

| Table 9: Clustering of $\sum \theta$ and $N_{\text{noneZero}}$ | Table 10: Clustering of $\sum p$ and $N_{\text{noneZero}}$ |
|---|---|
| D0 | D1 | D2 | D3 | D4 | D5 | D6 | D7 | D8 | D9 |
| C0 | 8 | 6 | 23 | 11 | 31 | 5 | 5 | 11 | 13 |
| C1 | 14 | 4 | 21 | 15 | 23 | 17 | 20 | 18 | 15 |
| C2 | 24 | 15 | 2 | 12 | 13 | 19 | 10 | 14 | 9 |
| C3 | 19 | 13 | 2 | 6 | 3 | 7 | 2 | 21 | 13 | 10 |
| C4 | 7 | 13 | 14 | 10 | 12 | 9 | 21 | 9 | 15 | 17 |
| C5 | 5 | 22 | 3 | 8 | 3 | 9 | 8 | 3 | 8 | 2 |
| C6 | 0 | 12 | 0 | 0 | 0 | 0 | 5 | 1 | 0 |
| C7 | 15 | 5 | 21 | 14 | 16 | 27 | 33 | 15 | 19 | 22 |
| C8 | 2 | 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| C9 | 6 | 1 | 14 | 8 | 7 | 1 | 4 | 8 | 5 | 12 |

The vector shape of the cluster is [1x2,1].

| Table 11: Clustering of last $D_{KL}$ | Table 12: The performance of the statistical characteristic clustering on image-batch tensors |
|---|---|
| D0 | D1 | D2 | D3 | D4 | D5 | D6 | D7 | D8 | D9 |
| C0 | 5 | 0 | 8 | 3 | 1 | 2 | 3 | 0 | 3 |
| C1 | 0 | 6 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| C2 | 0 | 36 | 0 | 0 | 1 | 2 | 0 | 10 | 0 | 4 |
| C3 | 1 | 17 | 2 | 3 | 9 | 10 | 2 | 17 | 2 | 6 |
| C4 | 0 | 30 | 0 | 0 | 1 | 0 | 1 | 5 | 1 | 0 |
| C5 | 22 | 0 | 24 | 25 | 20 | 23 | 22 | 17 | 23 | 27 |
| C6 | 25 | 0 | 25 | 24 | 29 | 11 | 29 | 9 | 27 | 18 |
| C7 | 7 | 2 | 18 | 25 | 37 | 28 | 15 | 17 | 19 | 15 |
| C8 | 35 | 0 | 18 | 10 | 6 | 7 | 17 | 13 | 15 | 9 |
| C9 | 5 | 9 | 5 | 8 | 16 | 17 | 11 | 21 | 10 | 20 |

The vector shape of the cluster is [1,1].

The 2D visualization results of the original parameters and the statistical characteristic clustering experiments are shown in Figure 2a to Figure 3a in appendix.

4.4.3 Analysis

Table 12 shows the results of AMI and ARI in each of experiments in Section 4.4.2. The value range is [-1,1], which is optimal when 1 is taken. Judging from the results of the evaluation indicators, the clustering effect of using statistical characteristics such as sum and count on image-batch is relatively poor. The ARI in all groups of experiments is close...
to 0, hence the clustering result is similar to the random generation. The AMI in the first three groups and the last group is only about 0.1, indicating that the clustering effect is extremely inconsistent with the real situation. As can be seen from Figure 2a to Figure 3a, the parameter is almost chaotic and non-separable from the original distribution, which indicates the statistical characteristics on image-batch tensors don’t own the property of low-rank representation.

4.5 Clustering of Single Image Unfolded tensor

4.5.1 Parameters Clustering Settings

The following clustering experiments are conducted on 28x28 tensors, k-means is mainly used to verify the clustering experiments. The core_size is set to 25 and cluster is set to 10. The purpose of the experiment is to verify whether the unfolded feature on single image tensor has the property of low-rank representation.

4.5.2 Clustering with Different Parameters

| Table 13: Clustering of $p$ | Table 14: Clustering of $\theta$ and $\eta$ |
|-----------------------------|------------------------------------------|
| D0 | D1 | D2 | D3 | D4 | D5 | D6 | D7 | D8 | D9 |
| C0 0 | 0 | 1 | 3 | 55 | 3 | 0 | 17 | 4 | 60 |
| C1 4 | 0 | 4 | 89 | 0 | 47 | 0 | 1 | 15 | 1 |
| C2 0 | 0 | 0 | 0 | 23 | 0 | 0 | 73 | 1 | 33 |
| C3 1 | 2 | 84 | 1 | 2 | 0 | 3 | 1 | 2 | 0 |
| C4 0 | 57 | 1 | 0 | 5 | 0 | 0 | 1 | 0 | 1 |
| C5 0 | 38 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| C6 0 | 3 | 6 | 6 | 6 | 8 | 1 | 3 | 76 | 3 |
| C7 0 | 0 | 0 | 0 | 0 | 32 | 0 | 0 | 0 | 0 |
| C8 92 | 0 | 0 | 0 | 5 | 5 | 6 | 5 | 0 | 3 |
| C9 3 | 0 | 4 | 1 | 4 | 5 | 89 | 0 | 0 | 0 |

The vector shape of the cluster is [28x28x1].

| Table 15: Clustering of $\theta$ and $\eta$ in $\beta$ | Table 16: The performance of the unfolded feature clustering on single image tensor |
|-----------------------------|------------------------------------------|
| D0 | D1 | D2 | D3 | D4 | D5 | D6 | D7 | D8 | D9 |
| C0 1 | 11 | 1 | 3 | 3 | 1 | 2 | 6 | 2 | 2 |
| C1 21 | 14 | 18 | 20 | 24 | 16 | 17 | 18 | 18 | 15 |
| C2 0 | 0 | 0 | 0 | 0 | 0 | 1 | 2 | 0 | 1 |
| C3 10 | 10 | 9 | 12 | 14 | 16 | 7 | 8 | 13 | 16 |
| C4 39 | 27 | 30 | 31 | 18 | 19 | 25 | 30 | 39 | 27 |
| C5 0 | 10 | 3 | 0 | 2 | 1 | 2 | 4 | 1 | 3 |
| C6 2 | 5 | 8 | 2 | 9 | 13 | 5 | 3 | 9 |
| C7 27 | 21 | 31 | 32 | 30 | 34 | 37 | 26 | 24 | 27 |
| C8 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| C9 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

The vector shape of the cluster is [50x2,1].

4.5.3 Analysis

By comparing the results of Table 16 with Table 12, the clustering effect is improved to a certain extent. However, this doesn’t mean that these parameters are suitable for low-rank representation tasks. Firstly, the AMI in Table 13 reaches 0.5, and the parameter $p$ used can also be considered as the updated parameter on the submanifold, but the element value of the normalized reconstruction tensor has been saved in the $p$ of the last iteration which cannot be used as a special attribute on the submanifold. Secondly, although the AMI in Table 14 also reached 0.46, the effect is improved more because the digits 0 and 6 have a good separation in the original distribution of parameters, which reduced the difficulty of clustering these digits to some extent. From Figure 4c, it is difficult to distinguish other digits, such as the digits 4, 5 and 9 are almost mixed together. Therefore, the unfolded feature on single image tensor don’t own the property of low-rank representation.

Strangely, the results of Table 15 is so much worse than Table 14 that the parameter distribution in Figure 4e is almost impossible to use directly, which is not intuitive that parameters in $\beta$ should hold more key and effective information than the larger whole.
5 Future Directions

5.1 Connecting with Neural Network

β played a key role in the Legendre decomposition iteration. The θ in β is used to compute p (the reconstructed value), hence β can be regarded as a dimension reducing choice of parameters, where key information locations are stored. In each iteration, the β and p values are updated according to all the values of θ. The number of updated parameters is relatively small, but the input tensor X is eventually restored from p.

\[ q_v = \frac{1}{\exp(\psi(\theta))} \prod_{u \in \downarrow v} \exp(\theta_u), \quad \downarrow v = \{ u \in B | u \leq v \} \]

The Legendre decomposition is more similar to the Dropout mechanism if it corresponds to the structure of the multi-layer perceptron. Dropout is often used in dense fully connected networks as a regularization technique for reducing overfitting in artificial neural networks by preventing complex co-adaptations on training data. For a neural network unit, dropout randomly invalidates a portion of hidden nodes and temporarily discards them from the network according to a certain probability. Therefore, we can use Legendre decomposition instead of dropout’s random selection mechanism. Since dropout is used before each forward propagation, if a certain probability distribution is used to generate probability for each node before each propagation, Legendre decomposition can be used to reconstruct the tensor of probability distribution, and the core hidden layer node can also be selected as the update node of this activation, and the rest nodes can be temporarily deleted.

The other is intuitively related to neural network compression. For the compression of convolutional layer and fully connected layer, the method of low rank factorization can be used to achieve the effect of network compression acceleration. The CNN convolution kernel is a 4D tensor and the fully connected layer is a 2D tensor which may contain a lot of redundancy, so it is suitable to treat the network weight as a full-rank matrix and approximate the matrix with multiple low-rank matrices. Compared with CP decomposition and Tucker decomposition, Legendre decomposition may further reduce the time complexity, since the running time of Legendre decomposition is much less than other methods when the tensor size is small (20^3 ~ 50^3). It should be noted that 1 × 1 convolution cannot be achieved by tensor decomposition, and a great deal of retraining is required to achieve convergence.

In addition, the relationship with boltzmann machine is mentioned in the original paper[5]. By representing boltzmann machine as an undirected graph, the partial order relationship between nodes on the graph is established to form a hasse graph. Therefore Legendre decomposition is a generalization of Boltzmann machine learning in this way which aims to advance machine learning methods by leveraging tensor network representations. The design idea of Legendre decomposition may be more used in the exploration of better representation of spiking neural networks (SNN) since SNN unit fires only when a membrane potential an intrinsic quality of the neuron related to its membrane electrical charge reaches a specific value which is suitable for the expression of the discrete form of tensor.

5.2 Connecting with Other Applications of Low-rank Representations

θ in β can be computed to get reconstruction value p, there is only one exponential family relationship. Intuitively, the value of θ in β contains information about the reconstructed value. However, from the perspective of discrete distribution visualization in the clustering experiment given in Figure 2d and Figure 4f, θ in β did not reach the expectation that it might save the key information of the original input tensor from Section 4.

One of the hypotheses for the experimental results is that the dual parameters (θ, η) are used as the coordinate system on the submanifold, which is far different from the coordinate definition and meaning on Euclidean space, so the mapping relationship between the submanifold space and the standard 3D space coordinates cannot be established directly, and the information on the submanifold is more complex and difficult to use. Therefore, it may not be possible to directly use the information contained in the parameter as a low-dimensional representation of the tensor. Therefore, if we want to obtain an effective low-rank representation through Legendre decomposition, we need to find a special transformation method for the parameter or establish an isomorphism relation with the common manifolds.

If an effective rank reduction method can be found, Legendre decomposition can be used for other applications of low-rank representation. It’s so easy to think about one of tasks is to predict short time series[10] which projects higher-order tensors to compressed core tensors by applying tensor decomposition. In addition, another application that utilizes tensor network to obtain better representations is multi-modal learning[11]. The features of single modes are regarded as low-rank subtensors on each dimension, and the final multi-modal representation is obtained through the fusion of subtensors. Each component of the whole tensor coordinate point corresponds to the information of different modes respectively. If Legendre decomposition is used as a means of tensor fusion, the representation may be more natural in the subspace compared to the 3-fold Cartesian space.
6 Conclusions

By introducing dual parameters in information geometry, the target tensor is transformed into multi-dimensional probability distribution in dually flat manifold, and global convergence is guaranteed by optimizing the KL divergence with the reconstructed tensor. Legendre decomposition combines the restructurable tensor with the information geometry, and obtains the unique decomposition of the given non-negative tensor by optimizing the parameters of the basis with partial order restriction on the submanifold. In addition, the form of dual connection conforms to the exponential family function, which can be combined with the probabilistic graphical model of boltzmann machine to some extent, which is very promising.

We analyze Legendre decomposition in theory and application. In terms of theory, we reviewed the information geometry used and analyzed the processes of tensor projection, the dual parameters upward and downward computing. In terms of application, we have conducted clustering experiments with statistical characteristic based on image-batch tensors and unfolded feature based on single image tensor, aiming to find out parameters with low-rank representation ability. We analyze the results of the clustering experiments, which show that the parameters in the submanifold space are more complex and have no semantic information that can be used directly. Therefore, due to the combination of Legendre decomposition with probabilistic model and the potential ability to select important parameters, we look forward to its future work: the mapping of structural or utility corresponding to Dropout and Boltzmann machine, and application in the field of neural network compression as a new tensor decomposition method. Secondly, for the purpose of seeking low-rank representation in tensor decomposition, the combination of Legendre decomposition with time series analysis and multi-modal learning is much more valuable.
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Appendix I: The Algorithm of Legendre Decomposition

Algorithm 1: Function Legendre Decomposition

1. preprocess($X$); // Convert the input tensor $X$ to $P$
2. makePosetTensor($X, S$); prepareForBeta($S$); // build $S$ from $X$
3. makeBetaCore($S, beta, core\_size, false$); // takes partial order on $S$ and initialize beta from given core\_size
4. initialize($S$); // initialize the $S$ matrix
5. repeat
6. eProject OR grad; // natural gradient or gradient descent
7. computeResidual
8. if residual\_prev > EPSILON AND residual > residual\_prev then
9. return step
10. end if
11. until step $\geq$ repeat\_max

---

Step 1. Input a large number of parameters and carry out a transpose, and the original $(i, j, k)$ become $(k, i, j)$ in the implementation.

Step 2. Select the approximation mode, then enter the header file for Legendre decomposition.

Step 3. Initialize the original matrix, sum all elements in $X$, and divide by sum for normalization.

Step 4. Initialize node matrix $S$.
- $S.p$ is the recorded value within the node, which is used to reconstruct;
- $S.theta$ is $\log(p)$, which is used to compute;
- $S.Nonezero$ records whether $P$ is non-zero.
At the same time, $S(0,0,0)$ is initialized as non-zero and not as a basis.

Step 5. For the initial $S$ node matrix in step 4, calculate the node value (calculate from the maximum end $(i, j, k)$ to $(0, 0, 0)$ during the calculation).

$$\eta_v = \sum_{u \in \uparrow v} q_u = \sum_{u \in \Omega} \zeta(v, u)q_u, \quad \uparrow v = \{u \in \Omega | u \geq v\}$$

It should be emphasized here that the e-projection is selected in this paper, because it generally takes fewer parameters (the decomposition basis is generally a smaller subset). In e-projection, the above equation needs to be modified to directly replace $q_u$ with $p_u$.

Step 6. Prepare for $\beta$, the base selection operation of the decomposition basis (in initialization, $(1, 1, ..., 1)$ is not used as the decomposition basis).

$$\Omega^+ = \Omega \backslash \{(1, 1, ..., 1)\}$$

$P_{tmp}$ is a mark symbol, which represents whether it is in the decomposition basis. Here, there are two modes. The simple mode selects the minimum core\_size non-zero value as the decomposition basis, while the complex mode chooses the decomposition basis by jumping according to the core\_size as the interval.

Step 7. Initialize $\eta$ in $S$. All the real $\eta$ values were calculated beforehand. In addition, the coordinates of $B$ were selected and stored in beta.second, which has not changed.

$$S_P = \{Q \in S | \eta_v = \hat{\eta}_v, \text{for all } v \in A\}$$

Step 7 corresponds to original values $\hat{\eta}$, which is brought into the calculation during iteration.

Step 8. Iteration.
- gradient descent or natural gradient;
- compute $p$, As shown in Figure 1;
- renormalize, repeat step 3;
- compute $\eta$, repeat step 5.
Appendix II: 2D/t-SNE Visualizations with Clustering of Different Parameters

(a) Original of $\sum \theta$ and $\sum \eta$

(b) Clustering of $\sum \theta$ and $\sum \eta$

(c) Original of $\sum \theta$ and $\sum \eta$ in $\beta$

(d) Clustering of $\sum \theta$ and $\sum \eta$ in $\beta$

(e) Original of $\sum \theta$ and $N_{\text{noneZero}}$

(f) Clustering of $\sum \theta$ and $N_{\text{noneZero}}$
(a) Original of $\sum p$ and $N_{\text{noneZero}}$

(b) Clustering of $\sum p$ and $N_{\text{noneZero}}$
