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ABSTRACT. We define a simple dependent type theory and prove that its well-formed types correspond exactly to finite inverse categories.

1. INTRODUCTION

A finite inverse category (fic) is a finite, skeletal category with no non-identity endomorphisms. Fics are interesting from the point of view of dependent type theory because they correspond to collections of dependently-typed data. The basic idea is well-illustrated by the following simple example.

Example 1.1. Consider the following fic

\[ \mathcal{L}_{rg} = \begin{array}{c} I \\ \downarrow \\ A \\ \downarrow \\ O \end{array} \quad \begin{array}{c} c \\ \downarrow \\ d \end{array} \]

subject to the relation \( di = ci \). \( \mathcal{L}_{rg} \) can be thought of as a signature useful for formalizing reflexive graphs. The data in \( \mathcal{L}_{rg} \) corresponds to the following collection of data in dependent type theory, writing \( U \) for a universe of types:

\[
O : U \\
A : O \times O \to U \\
I : (\Sigma (x : O) A(x, x)) \to U
\]

or, equivalently, given the appropriate type constructors, to the type

\[
\Sigma (O : U) (A : O \times O \to U) ((\Sigma (x : O) A(x, x)) \to U)
\]

We can therefore understand fics as a syntax that captures the “nested \( \Sigma \)-types” that one usually refers to as a dependently-typed signature. However, if one wishes to use fics as a syntax in this manner, then one should be able to come up with an inductive process that produces any such fic, similar to how one can describe all first-order signatures as (recursively enumerable) sets of symbols with possibly associated arities, or to how one defines the well-formed terms of a type theory.

In this paper, we carry out this task. To that end we define a certain simple dependent type theory, which manages to produce exactly the dependently-typed...
signatures that correspond to fics. Another way to look at this formal system is that it encodes an (quotient-)inductive-inductive definition of the data type of all fics, similar to what is done in [AK16].

Both perspectives are important: the former allows us to work “externally” in order to define interpretations of fics in dependent type theory (as e.g. described in [Tse16]), whereas the latter allows us to work “internally” and implement such an interpretation inside (extended versions of) type theory, as we intend to do in [WT].

However, this paper is independent of either of these perspectives. Its aim is to simply define the relevant dependent type theory and prove (“externally”) that (a certain class of) well-formed data of this type theory correspond precisely to finite inverse categories as usually defined.

Related Work. The observation that finite inverse categories can play the role of a dependently-typed syntax was perhaps first made by Makkai in his work on First Order Logic With Dependent Sorts (FOLDS) [Mak95], with Cartmell’s work [Car86] as an important precursor. The connection between FOLDS and MLTT/HoTT has been pursued in several places, e.g. in [Tse16, Tse17, ANS14] and pursuing connections of this sort are the primary motivation for our work here. In particular, we should single out Palmgren’s work in [Pal16] where he develops a general notion of dependently-typed first-order logic, independent from our own, connecting some special cases to FOLDS, and thereby to fics. In particular, to the extent that his Theorems 4.1 and 4.3 overlap with our own Theorem 3.15, he should certainly be given priority, although we arrived at our results independently (and for seemingly independent reasons). Finite inverse categories can also be understood as special cases of Reedy categories, and so in that form they have been related to homotopy (type) theory, as explained for example in [Shu15].

Outline. In Section 2, we define the syntax and rules of the type theory $TT_{Sig}$. In Section 3 we prove that the well-formed signatures of $TT_{Sig}$ correspond exactly to finite inverse categories as usually defined (Theorem 3.15).
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2. The Theory $TT_{Sig}$

We work in an extensional set theory, e.g. ZF. We fix (countably infinite, disjoint) sets $Var$ of variables and $SN$ of sort names. We reserve the symbol = for equality between elements of these sets, their combinations and equivalence classes. We will also assume that $Var$ and $SN$ are equipped with some mechanism that allows us to produce, given any finite subset, a fresh variable not in that subset. This can be achieved e.g. by regarding $Var$ and $SN$ as nominal sets in the sense of [Pit13].

Definition 2.1 (Syntax of $TT_{Sig}$). The grammar of $TT_{Sig}$ consists of signatures, contexts, substitutions and variables and sorts, defined as follows:
\(\Psi, \Phi \ ::= \text{Signatures}
\begin{align*}
\text{empty signature} \\
\Psi, A : \Gamma \text{ signature extension}
\end{align*}
\(\Gamma, \Delta \ ::= \text{Contexts}
\begin{align*}
\text{empty context} \\
\Gamma, x : X \text{ context extension}
\end{align*}
\(\sigma, \tau, \delta \ ::= \text{Substitutions}
\begin{align*}
\epsilon \text{ empty substitution} \\
\sigma, t \text{ substitution extension}
\end{align*}
\(t \ ::= \text{Variables}
\begin{align*}
x \in \text{Var}
\end{align*}
\(X \ ::= \text{Sorts}
\begin{align*}
A \sigma \in SN
\end{align*}

**Remark 2.2.** If one wants to take the point of view that what we are defining here is a (non-standard) kind of dependent type theory, then our “variables” are the terms and our “sorts” are the types of this type theory.

**Notation.** We will generally denote a substitution \((\ldots ((\sigma, x), y), \ldots, z)\) as \((\sigma, x, y, z)\) and when all variables are explicit simply as a list of variables \((x, y, \ldots, z)\).

**Definition 2.3 (Judgments of \(TT_{Sig}\)).** We have the following forms of judgment built out of our grammar, displayed together with their intended meaning:

\[
\begin{align*}
\Psi \vdash & \quad \text{“} \Psi \text{ is a well-formed signature} \text{”} \\
\Psi; \Gamma \vdash & \quad \text{“} \Gamma \text{ is a well-formed context in signature } \Psi \text{”} \\
\Psi; \Gamma \vdash X & \quad \text{“} X \text{ is a sort in context } \Gamma \text{ and signature } \Psi \text{”} \\
\Psi; \Gamma \vdash t : X & \quad \text{“} t \text{ is a term of type } X \text{ in context } \Gamma \text{ and signature } \Psi \text{”} \\
\Psi \vdash \sigma : \Gamma \Rightarrow \Delta & \quad \text{“} \sigma \text{ is a context morphism from } \Gamma \text{ to } \Delta \text{ in signature } \Psi \text{”} \\
\Psi \equiv \Phi & \quad \text{“} \Psi \text{ and } \Phi \text{ are equivalent signatures} \text{”} \\
\Gamma \equiv \Delta & \quad \text{“} \Gamma \text{ and } \Delta \text{ are equivalent contexts} \text{”}
\end{align*}
\]

**Remark 2.4.** The judgment \(\Psi; \Gamma \vdash X\) is our only “typing” judgment. Its intended meaning is that the sort \(X\) is a well-formed type (in some universe \(U\)).

**Notation.** We use the following notation for stating fact about our (raw) syntax:

- \(A \notin \Psi\) iff \(A\) has not previously been bound in \(\Psi\)
- \(x \notin \Gamma\) iff \(x\) has not previously been bound in \(\Gamma\)
- \(A \# \Gamma\) iff \(A\) is fresh for the context \(\Gamma\)
- \(x \# X\) iff \(x\) is fresh for the sort \(X\)
- \((A : \Delta) \in \Psi\) if \(A : \Delta\) is an element of the list \(\Psi\)
- \((x : X) \in \Gamma\) if \(x : X\) is an element of the list \(\Gamma\)

**Remark 2.5.** The distinction between \# and \(\notin\) is essential, since \# invariant with respect to \(\alpha\)-equivalence of expressions, whereas \(\notin\) is not.
Definition 2.6 (Rules of $TT_{Sig}$). The rules of $TT_{Sig}$ are as follows, grouped according the form of the judgment in their conclusion:

- **Well-Formed Signatures**
  \[ \Psi \vdash \quad \text{SIG\_EMPTY} \]
  \[ \Psi, \emptyset \vdash \quad \text{SIG\_EXT} \]
  \[ \Psi, \Gamma \vdash \quad \text{SIG\_EXT} \]

- **Well-Formed Contexts**
  \[ \Psi ; \emptyset \vdash \quad \text{CTX\_EMPTY} \]
  \[ \Psi ; \emptyset \vdash \quad \text{CTX\_EXT} \]
  \[ \Psi ; \emptyset \vdash \quad \text{CTX\_EXT} \]

- **Substitutions**
  \[ \Psi \vdash \quad \text{SUB\_EMPTY} \]
  \[ \Psi \vdash \quad \text{SUB\_EXT} \]
  \[ \Psi ; \emptyset \vdash \quad \text{SUB\_EXT} \]

- **Term-in-Sort**
  \[ (x : X) \in \Gamma \quad \Psi ; \emptyset \vdash \quad \text{TYPE\_VAR} \]

- **Well-Formed Sort**
  \[ (A : \Delta) \in \Psi \quad \Psi \vdash \quad \text{TYPE\_SORT} \]

- **Congruence on Contexts**
  \[ x \not\equiv Y \quad y \not\equiv X \quad \Gamma, x : X, y : Y, \Delta \equiv \Gamma, y : Y, x : X, \Delta \quad \text{CTX\_SWAP} \]
  \[ \Gamma \equiv \Gamma \quad \text{CTX\_REFL} \]
  \[ \Delta \equiv \Gamma \quad \text{CTX\_SYM} \]
\[\Gamma \equiv \Delta \quad \Delta \equiv \Lambda\]
\[\Gamma \equiv \Lambda\]  
\[\text{CTX\_TRANS}\]

\[\Psi \equiv \Phi\]  
\[\text{Congruence on Signatures}\]

\[A \# \Delta \quad B \# \Gamma\]
\[\Psi : \Gamma, B : \Delta, \Phi \equiv \Psi, B : \Delta, A : \Gamma, \Phi\]
\[\text{SIG\_SWAP}\]

\[\Psi \equiv \Psi\]  
\[\text{SIG\_REFL}\]

\[\Psi \equiv \Phi\]
\[\Phi \equiv \Psi\]
\[\text{SIG\_SYM}\]

\[\Psi \equiv \Phi\]
\[\Phi \equiv \Xi\]
\[\Psi \equiv \Xi\]
\[\text{SIG\_TRANS}\]

In order for the symbol \(\sigma(X)\) in rule \text{sub\_ext} to make sense we require the following auxiliary definitions, carried out simultaneously with the derivation of well-formed contexts and substitutions, and mutually one to the other.

**Definition 2.7 (Variables in a context).** We define a function \(| - |\) simultaneously with the definition of well-formed contexts in \(TT_{Sig}\) as follows:

\[\bullet \quad | \bullet | =_{df} \emptyset\]
\[| \Gamma, x : X | =_{df} | \Gamma | \Pi \{ x \}\]

**Definition 2.8 (Substitution as a function).** We define for every well-formed substitution \(\sigma : \Gamma \Rightarrow \Delta\), a function \([\sigma] : |\Delta| \rightarrow |\Gamma|\) by induction on \(\sigma\) as follows:

\[\bullet \quad [\epsilon] \text{ is the unique arrow } \emptyset \rightarrow |\Gamma|\]
\[\bullet \quad \text{Assuming } [\sigma] \text{ has been defined for } \sigma : \Gamma \Rightarrow \Delta \text{ we define:}\]
\[\[\sigma, z\] : |\Delta, x : X | \rightarrow | \Gamma |\]
\[\[\sigma, z\](y) = \begin{cases} 
[\sigma](y) & \text{if } y \in |\Delta| \\
 z & \text{if } y = x 
\end{cases}\]

**Definition 2.9 (Composition).** Given well-formed substitutions \(\sigma : \Gamma \Rightarrow \Delta\) and \(\tau : \Delta \Rightarrow \Sigma\) we define their composite \(\sigma \cdot \tau\) (diagrammatic ordering!) by case analysis as follows:

\[\bullet \quad \sigma \cdot \epsilon =_{df} \epsilon\]
\[\bullet \quad \sigma \cdot (\tau, z) =_{df} (\sigma \cdot \tau), [\sigma](z)\]

With these definition we define the action of substitutions on well-formed sorts, as it appears in the rule \text{sub\_ext}.

**Definition 2.10.** \(\sigma(A \tau) =_{df} A \sigma \cdot \tau\)

The following lemmas will be useful to us.
Lemma 2.11. \([\sigma \cdot \tau] = [\tau] \circ [\sigma]\)

Proof. Immediate by induction on the structure of \(\tau\). \(\square\)

Lemma 2.12. For any derivable \(\Psi \vdash \sigma : \Gamma \Rightarrow \Delta, \Psi \vdash \tau : \Delta \Rightarrow \Sigma\), if \((A: \Sigma) \in \Psi\) and \((y: A \tau) \in \Delta\) then we have \(([\tau](y): A \sigma \cdot \tau) \in \Gamma\).

Proof. Since \((y: A \sigma) \in \Delta\), then \(\Gamma \vdash [\tau](y): (A \sigma \cdot \tau)\) which, on the assumption that everything is well-formed, is only the case if \(([\tau](y): A \sigma \cdot \tau) \in \Gamma\). \(\square\)

We want to regard the derivable signatures and contexts of \(TT_{Sig}\) only up to \(\alpha\)-equivalence, which means that we want to regard two signatures (resp. contexts) that differ only in the consistent renaming of the variables that have been introduced in their derivation tree at every binding instance of a variable. This can be achieved in a number of ways, e.g. by regarding \(Var\) and \(SN\) as nominal sets, and we will assume that we have one such way of expressing such a notion of \(\alpha\)-equivalence.

Definition 2.13. Two derivable signatures \(\Psi, \Phi\) (resp. contexts \(\Gamma, \Delta\)) are congruent if \(\Psi \equiv \Phi\) (resp. \(\Gamma \equiv \Delta\)) is derivable. We say that \(\Psi\) is isomorphic to \(\Phi\) if \(\Psi\) and \(\Phi\) are either congruent or \(\alpha\)-equivalent, and similarly for contexts. We write \([\Phi]\) or \([\Gamma]\) for the isomorphism class of a signature \(\Phi\) or a context \(\Gamma\).

We write \(Con\) for the set of isomorphism classes of well-formed contexts of \(TT_{Sig}\):

\[Con = \text{df} \{[\Gamma] \mid \Psi; \Gamma \vdash \text{is derivable in } TT_{Sig}\}\]

We write \(Sig\) for the set of isomorphism classes of well-formed signatures of \(TT_{Sig}\):

\[Sig = \text{df} \{[\Psi] \mid \Psi \vdash \text{is derivable in } TT_{Sig}\}\]

Remark 2.14. We will refer to elements of \(Sig\) and \(Con\) through representatives of the isomorphism classes that comprise them, as is customary.

3. \(TT_{Sig}\) signatures as finite inverse categories

Definition 3.1. A finite inverse category is a category \(\mathcal{L}\) such that

1. \(|\text{mor}\mathcal{L}|\) is finite.
2. \(\mathcal{L}\) has no non-identity endomorphisms.
3. \(\mathcal{L}\) is skeletal.

We write \(FIC\) for the set of all isomorphism classes of finite inverse categories (i.e. the objects of a chosen skeleton of the category of finite inverse categories). We denote by \(\emptyset\) the empty finite inverse category.

We now want to prove that the elements of \(Sig\) correspond exactly to finite inverse categories. We illustrate the basic idea behind the correspondence between \(Sig\) and \(FIC\) with an example.

Example 3.2. Let \(\mathcal{L}_{rg}\) be the fic from Example 1.1. Its corresponding signature (in the sense of \(TT_{Sig}\)) is given by

\[\Psi_{rg} = \text{df} \ O: \bullet, A: (c: O, d: O), I: (x: O, i: A(x, x))\]
Intuitively, the names $O, A, I$ correspond to the objects of $\mathcal{L}_{rg}$, the variables $c, d, i$ the arrows of $\mathcal{L}_{rg}$ and the substitution $(x, x): (x: O) \Rightarrow (c: O, d: O)$ encodes the relation $di = ci$ in $\mathcal{L}_{rg}$ by thinking of $x$ as representing the composites $di$ and $ci$ (which are equal). We can then show that $\Psi_{rg}$ is derivable, i.e. that $\Psi_{rg}$ is indeed an element of $\text{Sig}$. Similarly, we want to argue that any $\Psi \in \text{Sig}$ gives rise to afic whose objects are given by the sort names in $\Psi$, arrows by the variables in $\Psi$ and relations (if any) by the substitutions attached to sorts in $\Psi$.

**Notation.** For $L \in \text{FIC}$ and $K \in \text{ob } L$ and $f: K \rightarrow K'$ we write $K_f$ for $K'$. We write $K \downarrow L$ for the total cosieve on $K$ in $L$, i.e. the set of all non-identity maps with $K$ as their domain.

We now define certain useful functions that allow us to extract out of the derivation trees for well-formed signatures certain information about the variables in them.

**Definition 3.3.** We define a function $| - |: \mathit{Con} \times SN \rightarrow \mathcal{P}(\mathit{Var})$ simultaneously with the definition of well-formed contexts in $TT_{\text{Sig}}$ as follows:

\[
| \bullet |_x = \emptyset \\
| \Gamma, y: Y |_x = \begin{cases} 
| \Gamma |_x & \text{if } X \neq Y \\
| \Gamma |_x \cup \{y\} & \text{if } X = Y
\end{cases}
\]

**Definition 3.4.** For every derivable expression $\Psi; \Gamma \vdash \Delta$, and for all $(A: \Delta) \in \Psi$ we define a partial function $\text{proj}_{\Psi, \Gamma, A, \Delta}(-): |\Delta| \times |\Gamma| \rightarrow |\Gamma|$ simultaneously with the definition of well-formed signatures and with the definition of $| - |$, as follows:

\[
\text{proj}_{\Psi, \Gamma, A, \Delta}(y) = \begin{cases} 
\llbracket \sigma \rrbracket(x) & \text{if } (y: A\sigma) \in \Gamma \text{ for } \sigma: \Gamma \Rightarrow \Delta \\
\text{fail} & \text{if otherwise}
\end{cases}
\]

**Notation.** We will omit superscripts and write simply $\text{proj}_x(y)$.

**Example 3.5.** Consider the signature $\Psi_{rg}$ from Example 3.2 and using the same notation as there let $\Delta = \text{df } c: O, d: O$ and $\Gamma = \text{df } x: O, i: A(x, x)$. Then we have $|\Delta| = \{c, d\}$ and $|\Gamma| = \{x, i\}$ and the substitution $(x, x)$ is given by the function $\llbracket (x, x) \rrbracket$ which sends both $c$ and $d$ to $x$. Then we have $\text{proj}_c(i) = \llbracket (x, x) \rrbracket(c) = x$ and $\text{proj}_d(i) = \llbracket (x, x) \rrbracket(d) = x$. This means that the “dependency of $i$ at position $c$ (resp. $d$) is $x$” which is exactly the intended meaning.

**Lemma 3.6.** Let $\Psi; \Delta, \Psi; \Gamma, \Psi; \Sigma$ be derivable, $\sigma: \Gamma \Rightarrow \Delta, \tau: \Sigma \Rightarrow \Gamma$ be substitutions, $(A: \Delta) \in \Psi$ and $(y: A\sigma) \in \Gamma$, $(z: A\sigma \cdot \tau) \in \Sigma$. Then $\text{proj}_{\text{proj}_x(y)}(z)$ and $\text{proj}_x(\text{proj}_y(z))$ are defined and

\[
\text{proj}_{\text{proj}_x(y)}(z) = \text{proj}_x(\text{proj}_y(z))
\]
Proof. That \( \text{proj}_{\text{proj}_y(y)}(z) \) and \( \text{proj}_x(\text{proj}_y(z)) \) are defined is immediate from the assumption of the derivability of the given judgments. Hence, we have:

\[
\text{proj}_x(\text{proj}_y(z)) = \text{proj}_x([\tau](y)) = \text{proj}_x(\{\tau\}(x)) = \text{proj}_{\text{proj}_y(y)}(z)
\]

(Lemma 2.12)

(Lemma 2.11)

(\(z: A \sigma \cdot \tau\))

(\(y: A \sigma\))

\(\square\)

Remark 3.7. Lemma 3.6 expresses the “associativity” of \(\text{proj}_{(\cdot)}(\cdot)\) and we will use this property crucially in order to define an associative composition operation on the fic we will extract from a well-formed signature.

We are now ready to construct functions between \(\text{FIC}\) and \(\text{Sig}\) and prove that they are inverse to each other. It is helpful for these constructions to fix the following convention, which allows us to freely switch between symbols for objects and arrows of a fic and symbols for sorts and variables in \(\text{TT}_{\text{Sig}}\).

**Convention.** We let \(\text{FIC}\) be the set of isomorphism classes of finite inverse categories \(\mathcal{L}\) such that \(\text{ob}\ \mathcal{L} \subset \text{SN}\) and the non-identity morphisms in \(\mathcal{L}\) are a subset of \(\text{Var}\). Furthermore, we assume fixed a formal symbol \(1\) such that all the identity morphisms for an object \(K\) in a fic are given by \(1_K\).

**Definition 3.8.** For any \(L \in \text{FIC}\) we will assume fixed a partial order \(<_o\) on \(\text{ob}\ \mathcal{L}\) such that \(\exists f: K' \rightarrow K \Rightarrow K <_o K'\), and for any \(K \in \text{ob}\ \mathcal{L}\) a partial order \(<_m\) in \(K \downarrow \mathcal{L}\) such that \(h = g \circ f \Rightarrow f <_m h\).

**Remark 3.9.** Since both sets on which orders are defined in Definition 3.8 are finite, such orders will always exist.

**Definition 3.10.** Let \(L \in \text{FIC}\) and \(K \in \text{ob}\ \mathcal{L}\). Let \(f_1, \ldots, f_n\) be the ordered morphisms in \(K \downarrow \mathcal{L}\) and for each \(i = 1, \ldots, n\) let \(p_{i1}, \ldots, p_{im_i}\) be the ordered morphisms in \(K_{f_i} \downarrow \mathcal{L}\). We then define

\[
T_K = \text{df} (f_1: K_{f_1}(p_{11}f_1, \ldots, p_{1m_1}f_1), \ldots, f_n: K_{f_n}(p_{n1}f_n, \ldots, p_{nm_n}f_n))
\]

where the ordering is of the kind described in Definition 3.8, and the \((p_{i1}f_i, \ldots, p_{im_if_i})\) are (lists of variables representing) substitutions.

**Problem 3.11.** To construct a function \(R: \text{Sig} \rightarrow \text{FIC}\).

**Construction 3.12.** We proceed by induction on the derivations of signatures \(\Psi\). If \(\Psi \equiv \bullet\) then we define \(R(\bullet) = \text{df} \emptyset\). Now assume \(R(\Psi)\) is defined and let \(\Phi \equiv \Psi, K: \Gamma\). We will define a finite inverse category \(R(\Phi)\) as follows:

- \(\text{ob} R(\Phi) = \text{ob} R(\Psi) \cup \{K\}\)
• Let $f \in R(\Phi)(X, Y)$ and $g \in R(\Phi)(Y, Z)$. We define the composition $g \circ f \in R(\Phi)(X, Z)$ as follows:

$$g \circ f = \begin{cases} g \circ_{R(\Psi)} f & \text{if } X, Y, Z \neq K \\ g & \text{if } f = 1_K \\ \text{proj}_g(f) & \text{if } X = K, Y, Z \neq K \end{cases}$$

where $\circ_{R(\Psi)}$ is the composition operation of the category $R(\Psi)$ and $g$ in $\text{proj}_g(f)$ is identified with the variable from which it has been defined (in $R(\Psi)$).

The laws for identity have been taken care of by stipulation and associativity follows from Lemma 3.6. $R(\Phi)$ is clearly a finite category since $R(\Psi)$ is one, and it remains an inverse category since the only non-identity arrows that have been added to $R(\Phi)$ have codomain $K$. So we are done.

**Problem 3.13.** To construct a function $S$: $\text{FIC} \to \text{Sig}$. 

**Construction 3.14.** Let $\mathcal{L}$ be a FIC. We proceed by induction on $<_o$ and $<_m$ to define a derivable signature expression consisting of a list of expressions $s(K_1), \ldots, s(K_n)$ where $K_1 <_o K_2 \ldots <_o K_n \in \text{ob } \mathcal{L}$ and set $S(\mathcal{L}) = s(K_1), \ldots, s(K_n)$. If $\text{ob } \mathcal{L} = \emptyset$ then $S(\mathcal{L}) = \bullet$. If $\text{ob } \mathcal{L} \neq \emptyset$ then take $K = K_m \in \text{ob } \mathcal{L}$ and assume that $s(K_j)$ is defined for all $j < m$ such that $S = s(K_1), \ldots, s(K_{m-1})$ is derivable. If $K \downarrow \mathcal{L} = \emptyset$ then we set $s(K) = K \cdot \bullet$. Noting that $K \neq S$ since only $K_j$ for $j < m$ appear in $S$ by definition, we have the following derivation:

$$\frac{S \vdash}{S; \bullet \vdash K \neq S} \quad \text{CTXEMPTY}$$

$$\frac{S; \bullet \vdash}{\text{SIGEXT}}$$

On the other hand, if $K \downarrow \mathcal{L} \neq \emptyset$ then let $K_1, \ldots, K_m$ be such that $\exists f \in \mathcal{L}(K, K_i)$ such that $f = gh \Rightarrow g = f$ or $h = f$. Since for each $i$ we have $K_i <_o K$ we can assume that $s(K_i)$ has been defined and that $S = s(K_1), \ldots, s(K_m)$ is derivable, and we set $s(K) = T_K$. It now remains to check that $S, K; T_K$ is derivable. We proceed by $<_m$-induction on the context $T_K$ which contains as variables exactly the elements of $K \downarrow \mathcal{L}$. So take some $f: K \rightarrow K'$ in $K \downarrow \mathcal{L}$ and assume that the context $\Gamma$ containing all $g <_m f$ has been derived, which in particular means that $K': T_{K'}$ is in $S$. Write $p_1, \ldots, p_k$ for the arrows in $K' \downarrow \mathcal{L}$ and write $T_{K'}$ for the context $T_{K'}$ with the last declared variable removed, i.e. such that

$$T_{K'} = T_{K'}^{-}, p_k: K_{p_k}(s_1p_k, \ldots, s_lp_k)$$
where \( s_1, \ldots, s_l \) are the (ordered) arrows in the cosieve \( K_{p_k} \downarrow \mathcal{L} \). Then we have

\[
\begin{align*}
S \vdash (p_1 f, \ldots, p_{k-1} f) &: \Gamma \Rightarrow T_{K_k}^- \\
(K': T_{K_k'}) \in S &; S \vdash (p_1 f, \ldots, p_k f) : \Gamma \Rightarrow T_{K_k}, p_k : K_{p_k} (s_1 p_k f, \ldots, s_l p_k f) \\
& \quad \text{SUB_EXT} \\
& \quad \text{TYPE_SORT}
\end{align*}
\]

But now note that by the inductive assumption, since \( p_k f <_m f \) we have that \( \Gamma \) will contain \( p_k f : K_{p_k} (s_1 p_k f, \ldots, s_l p_k f) \) and hence \( S; \Gamma \vdash p_k f : K_{p_k} (s_1 p_k f, \ldots, s_l p_k f) \) is derivable (by \text{TYPE_VAR}). On the other hand, \( T_{K_k}^- \) is a context smaller than \( T_K \) and therefore by induction on \( k \) we can show that \( S \vdash (p_1 f, \ldots, p_{k-1} f) : \Gamma \Rightarrow T_{K_k'}^- \), by repeating the argument given above.

**Theorem 3.15.** \( R \) and \( S \) define a bijection \( \text{Sig} \simeq \text{FIC} \).

**Proof.** We proceed by induction to show that both \( SR : \text{Sig} \to \text{Sig} \) and \( SR : \text{FIC} \to \text{FIC} \) are equal to the identity.

Clearly, \( SR(\bullet) \equiv \bullet \) and \( RS(\emptyset) = \emptyset \).

Now assume that \( SR(\Psi) \equiv \Psi \) and consider \( \Phi = \text{df} \Psi, K : \Gamma \). Then by Construction 3.14 (and using the same notation as there) we have

\[
SR(\Phi) \equiv s(R(\Psi)_1), \ldots, s(R(\Psi)_m), K : T_K
\]

where \( R(\Psi)_i \) are the objects of \( R(\Psi) \), ordered in the usual way. But by the inductive hypothesis we have \( \Psi \equiv S(R(\Psi)) \equiv s(R(\Psi)_1), \ldots, s(R(\Psi)_m) \) and so it remains to check that \( \Gamma \equiv T_K \). But note that by definition, \( T_K \) is simply the total cosieve on \( K \), and since \( K \), as an object of \( R(\Phi) \), is exactly the codomain of (the arrows represented by) the variables in \( \Gamma \), we get that \( T_K \equiv \Gamma \).

On the other hand, let \( \mathcal{L} \in \text{FIC} \), \( K_1, \ldots, K_m \) its objects, ordered by \( <_o \). We proceed by induction on \( m \) (i.e. on \( <_o \)), writing \( \mathcal{L}' \) for the full subcategory of \( \mathcal{L} \) consisting only of the objects \( K_i \) with \( i < m \). By Construction 3.14 we have \( S(\mathcal{L}) \equiv s(K_1), \ldots, s(K_m) \) and therefore

\[
RS(\mathcal{L}) = R(s(K_1), \ldots, s(K_m))
\]

\[
= R(s(K_1), \ldots, s(K_{m-1})), K_m : T_{K_m}
\]

So on the assumption that \( R(s(K_1), \ldots, s(K_{m-1})) = \mathcal{L}' \) we have:

- \( \text{ob} \ RS(\mathcal{L}) = \text{ob} \ RS(\mathcal{L}') \amalg \{ K \} = \text{ob} \mathcal{L} \)
- \[
RS(\mathcal{L})(X, Y) = \begin{cases} 
\text{mor} RS(\mathcal{L}')(X, Y) = \mathcal{L}'(X, Y) & \text{if } X, Y \neq K \\
1_K & \text{if } X = Y = K \\
\emptyset & \text{if } Y = K, X \neq K \\
\vert T_{K_m} \vert Y = \mathcal{L}(K, Y) & \text{if } X = K, Y \neq K
\end{cases}
\]

Hence, \( RS(\mathcal{L})(X, Y) = \mathcal{L}(X, Y) \).
\[ g \circ_{RS(L)} f = \begin{cases} g \circ_{RS(L')} f = g \circ_{L'} f & \text{if } X, Y, Z \neq K \\ g & \text{if } f = 1_K \\ \text{proj}_g(f) & \text{if } X = K, Y, Z \neq K \end{cases} \]

This means exactly that \( RS(L) = L \) and we are done. \( \square \)
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