SPECTRUM OF THE LAPLACIAN ON A DOMAIN PERTURBED BY SMALL RESONATORS
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ABSTRACT. It is widely known that the spectrum of the Dirichlet Laplacian is stable under small perturbations of a domain, while in the case of the Neumann or mixed boundary conditions the spectrum may abruptly change. In this work we discuss an example of such a domain perturbation. Let \( \Omega \) be a (not necessarily bounded) domain in \( \mathbb{R}^n \). We perturb it to \( \Omega_\varepsilon = \Omega \setminus \bigcup_{k=1}^{m} S_{k,\varepsilon} \), where \( S_{k,\varepsilon} \) are closed surfaces with small suitably scaled holes (“windows”) through which the bounded domains enclosed by these surfaces (“resonators”) are connected to the outer domain. When \( \varepsilon \) goes to zero, the resonators shrink to points. We prove that in the limit \( \varepsilon \to 0 \) the spectrum of the Laplacian on \( \Omega_\varepsilon \) with the Neumann boundary conditions on \( S_{k,\varepsilon} \) and the Dirichlet boundary conditions on the outer boundary converges to the union of the spectrum of the Dirichlet Laplacian on \( \Omega \) and the numbers \( \gamma_k, k = 1, \ldots, m \), being equal 1/4 times the limit of the ratio between the capacity of the \( k \)th window and the volume of the \( k \)th resonator. We obtain an estimate on the rate of this convergence with respect to the Hausdorff-type metrics. Also, an application of this result is presented: we construct an unbounded waveguide-like domain with inserted resonators such that the eigenvalues of the Laplacian on this domain lying below the essential spectrum threshold do coincide with prescribed numbers.

1. INTRODUCTION

In this section we provide the background motivating us to examine the present problem; then we sketch the main results. At the end we give an overview of existing literature concerning PDEs on domains with small resonators.

1.1. Motivations. In what follows, if \( \Omega \) is a domain (i.e., a connected and open set) in \( \mathbb{R}^n \), we denote by \( -\Delta^D_\Omega \) and \( -\Delta^N_\Omega \) the Dirichlet and the Neumann Laplacians on \( \Omega \), respectively. Also, if \( A \) is a self-adjoint operator with purely discrete spectrum bounded from below and accumulating at \( \infty \), we denote by \( \lambda_k(A) \) its \( k \)th eigenvalue; as usual the eigenvalues are arranged in the ascending order and repeated according to their multiplicities.

It is known that the spectrum of the Dirichlet Laplacian is stable under small perturbations of a domain (see, e.g., [35, Theorem 1.5] for a precise statement). The situation becomes more subtle for the Laplacian with the Neumann or mixed boundary conditions.
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The example below demonstrating this goes back to the Courant-Hilbert monograph [12]; later it was elaborated in more details by Arrieta, Hale and Han in [4]. Let Ω be a bounded domain in \( \mathbb{R}^n, n \geq 2 \). We perturb it to a domain \( \Omega_{\varepsilon} \) by attaching a small resonator (in Remark 1.1 we will explain why such a name is reasonable) – the union of a bounded open set \( B_{\varepsilon} \) of the diameter \( \varepsilon \) and a narrow passage \( P_{\varepsilon} \) of the length \( \varepsilon \) and the cross-section diameter \( O(\varepsilon^a) \); see Figure 1.1 Since \( \Omega_{\varepsilon} \) and \( \Omega \) differs only in a \( O(\varepsilon) \)-neighbourhood of some point on \( \partial \Omega \), the first naive guess is that the \( k \)th eigenvalues of the Laplacians on \( \Omega_{\varepsilon} \) and \( \Omega \) are close as \( \varepsilon \ll 1 \). This is indeed true for the Dirichlet case: it is not hard to show¹ that

\[
\forall k \in \mathbb{N} : \quad \lambda_k(-\Delta_{\Omega_{\varepsilon}}) \to \lambda_k(-\Delta_{\Omega}) \quad \text{as} \quad \varepsilon \to 0,
\]

while, for the Neumann eigenvalues this property fails: one has \( \lambda_1(-\Delta_{\Omega_{\varepsilon}}^N) = 0 \), and for the next eigenvalues the following result holds if \( a > \frac{n+1}{n-1} \) [4, Theorems 4.1,4.2]:

\[
\forall k \in \mathbb{N} \setminus \{1\} : \quad \lambda_k(-\Delta_{\Omega_{\varepsilon}}^N) \to \lambda_{k-1}(-\Delta_{\Omega}^N) \quad \text{as} \quad \varepsilon \to 0,
\]

in particular, \( \lambda_2(-\Delta_{\Omega_{\varepsilon}}^N) \to 0 \) as \( \varepsilon \to 0 \).

¹One can prove (1.1) using [36, Theorem 1.5] and the fact that \( \Omega_{\varepsilon} \) converges metrically to \( \Omega \).
on $\partial S_{\varepsilon}$ and the Dirichlet conditions on $\partial \Omega$. It was shown in [38] that, if $B_{\varepsilon}$ and $P_{\varepsilon}$ are appropriately scaled, one has

$$\lambda_1(A_{\varepsilon}) \to \gamma, \quad \lambda_k(A_{\varepsilon}) \to \lambda_{k-1}(-\Delta^D_{\Omega}), \quad k \in \mathbb{N} \setminus \{1\} \quad \text{as } \varepsilon \to 0,$$

where

$$\gamma := \lim_{\varepsilon \to 0} \frac{A_{\varepsilon}}{L_{\varepsilon} V_{\varepsilon}}; \tag{1.2}$$

the result is obtained under the assumption that $\Omega$ is small enough in order to get

$$\gamma < \lambda_1(-\Delta^D_{\Omega}). \tag{1.3}$$

The proof in [38] relies on variational methods. An important ingredient is a well-known result for compact self-adjoint operators claiming that the existence of approximate eigenfunctions implies the existence of nearby eigenvalues; in [38] this result is applied for the resolvents of $A_{\varepsilon}$ and $-\Delta^D_{\Omega}$.

Our goal is to extend and complement the results obtained in [38] to resonators separated from the outer domain by a closed surface with a tiny windows. In the two next subsections we sketch the main results of this work.

![Figure 1.3. Brass spherical Helmholtz resonator from around 1890-1900.](https://example.com/figure1.3.jpg)

Photograph by brian0918. License: CC BY-SA 2.5

**Remark 1.1.** The reason for using the name “resonator” for these domain perturbations is that their geometry resembles the well-known *Helmholtz resonators* – acoustic devices consisting of a resonator volume being connected by a thin channel to the outer space (Figure 1.3). The Helmholtz resonator is characterized by a resonance frequency $\omega_{\text{res}}$ which can be calculated by a widely known asymptotic formula

$$\omega_{\text{res}} \approx C \sqrt{\frac{A}{LV}}.$$

Here $C$ is the speed of sound, $V$ is the resonator volume, $L$ is the channel length and $A$ is the channel cross section area. Apparently, Schweizer’s work [38] provides the first mathematically rigorous derivation of the resonator frequency formula.
1.2. Sketch of the main convergence results. Let $\Omega$ be a (not necessarily bounded) domain in $\mathbb{R}^n$, $n \geq 2$. Let $m \in \mathbb{N}$. Let $\varepsilon$ and $d_{k,\varepsilon}$, $k = 1, \ldots, m$ be small positive parameters such that $d_{k,\varepsilon} = o(\varepsilon)$ as $\varepsilon \to 0$. We introduce the sets

$$S_{k,\varepsilon} = \partial B_{k,\varepsilon} \setminus D_{k,\varepsilon}.$$ 

Here $B_{k,\varepsilon}$ ("resonator") is a subset of $\Omega$ such that $B_{k,\varepsilon} \cong \varepsilon B_k$, where $B_k \subset \mathbb{R}^n$ is a bounded domain, $D_{k,\varepsilon}$ ("window") is a subset of $\partial B_{k,\varepsilon}$ such that $D_{k,\varepsilon} \cong d_{k,\varepsilon} D_k$, where $D_k$ is a bounded set on an $(n-1)$-dimensional hyperplane. One has few other technical assumptions on the geometry of the above sets, whose description we postpone to Section 2. Removing the sets $S_{k,\varepsilon}$ from $\Omega$ we get the domain (Figure 1.4)

$$\Omega_\varepsilon = \Omega \setminus \left( \bigcup_{k=1}^{m} S_{k,\varepsilon} \right).$$

![Figure 1.4. The domain $\Omega_\varepsilon$; here $m = 2$](image)

We denote by $A_\varepsilon$ the Laplacian on $\Omega_\varepsilon$ subject to the Dirichlet conditions on $\partial \Omega$ and the Neumann conditions on $S_{k,\varepsilon}$. Assume that for each $k \in \{1, \ldots, m\}$ the limit

$$\gamma_k := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \text{cap}(D_{k,\varepsilon})$$

exists and is finite; here $\text{cap}(D_{k,\varepsilon})$ and $|B_{k,\varepsilon}|$ stand for the capacity of $D_{k,\varepsilon}$ and the volume of $B_{k,\varepsilon}$, respectively. Further, in the Hilbert space $L^2(\Omega) \oplus \mathbb{C}^m$ we introduce the operator $A$ via

$$A = (-\Delta_D^\Omega) \oplus \Gamma,$$

where $\Gamma : \mathbb{C}^m \to \mathbb{C}^m$ is a diagonal matrix with the numbers $\gamma_k$, $k \in \mathbb{M}$, standing on the main diagonal. Evidently, one has

$$\sigma(A) = \sigma(-\Delta_D^\Omega) \cup \{\gamma_k, k = 1, \ldots, m\}.$$

Our main result reads as follows.

**Theorem.** The spectrum of $A_\varepsilon$ converges to the spectrum of $A$ in the Hausdorff sense as $\varepsilon \to 0$, i.e.

- $\forall \lambda \in \sigma(A)$ there exists a family $(\lambda_\varepsilon)_{\varepsilon > 0}$ with $\lambda_\varepsilon \in \sigma(A_\varepsilon)$ such that $\lambda_\varepsilon \to \lambda$ as $\varepsilon \to 0$, and
- $\forall \lambda \in \mathbb{R} \setminus \sigma(A)$ there exists $\delta > 0$ such that $\sigma(A_\varepsilon) \cap (\lambda - \delta, \lambda + \delta) = \emptyset$ for small enough $\varepsilon$.  

We derive an estimate on the rate of this convergence with respect to the Hausdorff metrics (see (2.18)). If the domain \( \Omega \) is bounded, we get
\[
\forall k \in \mathbb{N} : \lambda_k(A_\varepsilon) \to \lambda_k(A) \text{ as } \varepsilon \to 0.
\]
We also demonstrate the convergence of eigenfunctions. The precise results are formulated in Section 2 - see Theorem 2.4, 2.5 and Corollary 2.8.

Note that, unlike [38] (cf. (1.3)), we put no restrictions on the location of the numbers \( \gamma_k \). Also note that the type of the boundary conditions on the external boundary of \( \Omega_\varepsilon \) (i.e., on \( \partial \Omega \)) is not essential in our analysis, see Remark 2.9 at the end of Section 2 for more details.

1.3. Application: a waveguide with prescribed eigenvalues. It is an interesting and long-standing topic of spectral theory – the design of domains with prescribed spectral properties. For example, in the celebrated paper [14] Y. Colin de Verdière constructed a bounded domain \( \Omega \) such that the first \( m \) non-zero eigenvalues of the Neumann Laplacian on \( \Omega \) coincide with \( m \) predefined pairwise distinct positive numbers. In [20] Hempel, Seco and Simon constructed a bounded domain such that the essential spectrum of the Neumann Laplacian on \( \Omega \) coincides with the predefined closed set \( S \); in the case \( 0 \in S \) the domain \( \Omega \) looks like a chain of “rooms” and “passages”. This result was further elaborated by Hempel, Kriecherbauer and Plankensteiner in [19], where also a prescribed bounded part of the discrete spectrum was realized; the designed domain has a “comb” structure. We refer to the recent overview [5] for more references on the construction of Laplacians (and other self-adjoint operators) with the predefined (or partly predefined) spectrum.

We are aimed to contribute to the above topic taking advantage of the convergence results we sketched in the previous subsection. These results suggest that by inserting small resonators one can create new eigenvalues having nothing in common with the eigenvalues of the Laplacian on the unperturbed domain. Moreover, it is easy to see that by a proper choice of the parameters \( d_{k,\varepsilon} \) characterizing the windows sizes, one can make these new eigenvalue convergent (\( \varepsilon \to 0 \)) to predefined numbers. It turns out that one can achieve even more – the precise coincidence of these new eigenvalues with prescribed numbers (for fixed small enough \( \varepsilon \)). To fix the ideas, we discuss an example demonstrating how to do this.

Let the unperturbed domain be the straight unbounded tube (waveguide). It is known that the spectrum of the Dirichlet Laplacian on such a domain coincides with \([\Lambda', \infty)\), where \( \Lambda' > 0 \) is the smallest eigenvalue of the Dirichlet Laplacian on the tube cross-section. We perturb \( \Omega \) by narrowing the tube in some bounded part and then by inserting \( m \) resonators within this narrowed part (see Figure 1.5 – here \( \tilde{\Omega}_\varepsilon \) is a narrowed part with resonators, and \( \Omega^\pm \) are semi-infinite straight tubes). Such a perturbation does not change the essential spectrum, but may produce discrete eigenvalues below \( \Lambda' \). We prove that the resonators actually can be chosen in such way that these eigenvalues do coincide with prescribed numbers. The
role of the narrowing is to guaranteed that only $m$ eigenvalues appear below $\Lambda'$, and no further eigenvalues emerge in the vicinity of $\Lambda'$. The precise result is formulated in Section 5 – see Theorem 5.1. The proof is based on the multi-dimensional version of the intermediate value theorem established in [19]. One of the key-points of the proof is the monotonicity of eigenvalues of $A_\epsilon$ with respect to the parameters $d_{k,\epsilon}$ characterizing the sizes of the windows $D_{k,\epsilon}$. This is an advantage of the resonators we treat in this work comparing to the resonators as on Figures 1.1 and 1.2 for which the monotonicity of eigenvalues (with respect to any of the involved geometrical parameters) is not at all obvious.

1.4. Methods. As it was already mentioned, we do not assume the boundedness of $\Omega$, whence the resolvents of $A_\epsilon$ and $A$ are non-compact operators in general. Therefore, we cannot rely on the methods used in [38]. Instead, our proofs utilize the abstract results for studying the convergence of operators in varying Hilbert spaces developed in [28,34,35]. In Section 3 we formulate Theorem 3.1 which is essentially the combination of these abstract results; for the reader’s convenience we recall these results in Appendix A and demonstrate how they imply Theorem 3.1 in Appendix B. The proof of the main results is given in Section 4. Our main task is to show that $A_\epsilon$ and $A$ satisfy the assumptions of the aforementioned abstract Theorem 3.1, which requires to construct suitable identification operators between the Hilbert spaces $L^2(\Omega_\epsilon)$ and $L^2(\Omega) \oplus \mathbb{C}^m$, as well as between the energetic spaces associated with the quadratic form generating operators $A_\epsilon$ and $A$.

1.5. Further literature on domains with resonators. At the end of this section we give a brief overview of existing literature concerning differential equations on domains perturbed via small resonators. Note that in some other works the authors, instead of “resonators”, use the names “traps” or “accumulators”.

The interest in PDEs in domains with small resonators arose in the early 90th in connection with homogenization theory. It was observed that homogenizing Neumann problems in a domain perforated by a lot of small resonators one arrives on peculiar effective problems on an unperturbed domain. The first result was obtained by Khruslov in [29], where the linear heat equation was considered. The effective equation in [29] contains a non-local in time term (model with memory). In the subsequent papers [7,8,30,33] non-linear PDEs were examined. For more details we refer to the monograph [32].

One can also address another kind of homogenization problems, when resonators are not distributed inside a domain, but are attached along (a part of) its boundary. We considered such a problem in [9], where homogenization of the Neumann spectral problem for the (weighted) Laplacian was studied. The obtained effective problem contains spectral parameter both in the equation and the boundary conditions.

The remarkable applications of models with resonators is that they can be used to design materials with astonishing non-standard properties – the so-called meta-materials. Meta-materials consist of small components, and, even though the single component demonstrates “standard” behaviour, the meta-material behaves effectively in a way that is not known from ordinary materials. Lamacz and Schweizer [31] studied acoustic properties of a medium partly filled by small resonators as on Figure 1.2; the mathematical model is the Helmholtz equation $-\Delta u_\epsilon = \omega^2 u_\epsilon$ subject to the Neumann conditions on the resonators boundary (sound hard walls). The obtained effective equation reads $-\nabla \cdot (A^* \nabla u) = \omega^2 \Lambda(\omega) u$ with $A^* \gg 0$ and a frequency dependent coefficient $\Lambda(\omega)$ (dispersive medium).
This coefficient can have negative values for some ranges of the frequency $\omega$, and it also blows up when $\omega$ approaches the resonance frequency of a single resonator (cf. [38]).

Of course, Helmholtz-type resonators are not the only possible components for the design of meta-materials. One can also use, for example, wire structures (see, e.g., [18]), split rings structures (see, e.g., [6]) or their mix. We refer to the overview [39] for more details and further references on this topic.

Finally, resonators constitute a good tool for opening of gaps in the spectrum of periodic differential operators. Recall that the spectrum of periodic self-adjoint differential operators has the form of a locally finite union of compact intervals (bands). An open interval on $\mathbb{R}$ is called a gap if it has an empty intersection with the spectrum, but its endpoints belong to it. The band structure of the spectrum suggests that gaps may exist in principle, but, in general, the presence of gaps is not guaranteed: two spectral bands may overlap, and then the corresponding gap disappears. Existence of spectral gaps are of primary interest because of various applications, for example in physics of photonic crystals – see, e.g., [15] for more details. It was proven in [24, 25] that the Neumann Laplacian on $\mathbb{R}^n$ with $m$ families of periodically distributed resonators has at least $m$ spectral gaps; their location and lengths of can be controlled by a suitable choice of the resonators sizes. Close results for waveguide-like domains with periodically attached resonators were obtained in [10].

2. Setting of the problem and main results

Let $\rho_k, k \in \mathbb{N} \setminus \{1\}$. In the following, $x' = (x^1, \ldots, x^{n-1})$ and $x = (x', x^n)$ stand for the Cartesian coordinates in $\mathbb{R}^{n-1}$ and $\mathbb{R}^n$, respectively. For $r > 0$ and $z \in \mathbb{R}^n$ we denote

$$\mathcal{B}(r, z) := \{x \in \mathbb{R}^n : |x - z| < r\}.$$ 

Let $\Omega$ be a (not necessarily bounded) domain in $\mathbb{R}^n$, $n \geq 2$. Let $m \in \mathbb{N}$. We set $\mathbb{M} := \{1, \ldots, m\}$.

Let $B_k, k \in \mathbb{M}$ be bounded Lipschitz domains in $\mathbb{R}^n$. We assume that there exist positive numbers $\rho_k, k \in \mathbb{M}$ such that

$$\forall k \in \mathbb{M} : \mathcal{B}(\rho_k, 0) \cap B_k = \mathcal{B}(\rho_k, 0) \cap \{x = (x', x^n) \in \mathbb{R}^n : x^n < 0\},$$

whence, in particular, the boundary of $B_k$ is flat in the $\rho_k$-neighbourhood of the origin. Further, let $\bar{D}_k, k \in \mathbb{M}$ be bounded Lipschitz domains in $\mathbb{R}^{n-1}$, and

$$D_k := \left\{x = (x', x^n) \in \mathbb{R}^n : x' \in \bar{D}_k, x^n = 0\right\}.$$ 

We assume that

$$\ell_k < \rho_k.$$ 

In particular, it follows from (2.1), (2.3) that $D_k \subset \partial B_k$.

Let $\varepsilon > 0$ be a small parameter. Let $d_{k, \varepsilon}, k \in \mathbb{M}$ be positive numbers satisfying

$$d_{k, \varepsilon} < \varepsilon.$$ 

Below we specify $d_{k, \varepsilon}$ more precisely, see (2.14). Let $z_k, k \in \mathbb{M}$ be pairwise distinct points in $\Omega$. For $k \in \mathbb{M}$ we define

$$B_{k, \varepsilon} := \varepsilon B_k + z_k, \quad D_{k, \varepsilon} := d_{k, \varepsilon} D_k + z_k.$$
Due to (2.1), (2.3), (2.4) we have $D_{k,\varepsilon} \subset \partial B_{k,\varepsilon}$, and one has (see also Figure 4.1 in Section 4):

\begin{equation}
B(\rho_k \varepsilon, z_k) \cap B_{k,\varepsilon} = B(\rho_k \varepsilon, z_k) \cap \{x = (x', x^n) \in \mathbb{R}^n : x^n < z_k^n\},
\end{equation}

where $z_k^n$ stands for the $x^n$-coordinate of $z_k$. We assume that $\varepsilon$ is sufficiently small so that

\begin{equation}
\overline{B_{k,\varepsilon}} \subset \Omega \quad \text{and} \quad \overline{B_{k,\varepsilon}} \cap \overline{B_{\ell,\varepsilon}} = \emptyset \text{ if } k \neq \ell.
\end{equation}

Finally, we define the domain $\Omega_\varepsilon$ (see Figure 1.4) by

\begin{equation}
\Omega_\varepsilon := \Omega \setminus \left( \bigcup_{k \in \mathcal{M}} S_{k,\varepsilon} \right), \quad \text{where} \quad S_{k,\varepsilon} := \partial B_{k,\varepsilon} \setminus D_{k,\varepsilon}.
\end{equation}

Now, we impose extra conditions on the sizes of the windows $D_{k,\varepsilon}$. We assume that for each $k \in \mathcal{M}$ the following limit exists and is finite:

\begin{equation}
\gamma_k := \lim_{\varepsilon \to 0} \gamma_{k,\varepsilon}, \quad \text{where} \quad \gamma_{k,\varepsilon} := \frac{\text{cap}(D_{k,\varepsilon})}{4|B_{k,\varepsilon}|}.
\end{equation}

Here $|B_{k,\varepsilon}|$ stands for the volume of the domain $B_{k,\varepsilon}$, and $\text{cap}(D_{k,\varepsilon})$ stands for the capacity of the set $D_{k,\varepsilon}$; the latter one is defined via

\begin{equation}
\text{cap}(D_{k,\varepsilon}) = \begin{cases} \|\nabla H_{k,\varepsilon}\|_{L^2(\mathbb{R}^n)}^2, & n \geq 3, \\ \|\nabla H_{k,\varepsilon}\|_{L^2(\mathbb{S}(1,z_k))}^2, & n = 2, \end{cases}
\end{equation}

where $H_{k,\varepsilon}(x)$ is the solution to the problem

\begin{equation}
\begin{cases}
\Delta H(x) = 0, & x \in \mathbb{R}^n \setminus \overline{D_{k,\varepsilon}}, \\
H = 1, & x \in \partial D_{k,\varepsilon} = \overline{D_{k,\varepsilon}}, \\
H \to 0, & |x| \to \infty,
\end{cases}
\end{equation}

if $n \geq 3$, or to the problem

\begin{equation}
\begin{cases}
\Delta H(x) = 0, & x \in \mathbb{B}(1,z_k) \setminus \overline{D_{k,\varepsilon}}, \\
H = 1, & x \in \partial D_{k,\varepsilon} = \overline{D_{k,\varepsilon}}, \\
H = 0, & x \in \partial \mathbb{B}(1,z_k),
\end{cases}
\end{equation}

if $n = 2$; here we assume that $\varepsilon$ is sufficiently small in order to have $\overline{D_{k,\varepsilon}} \subset \mathbb{B}(1,z_k)$. Note that the capacity of $D_{k,\varepsilon}$ is positive despite its Lebesgue measure is zero.

One has the following asymptotics in the two-dimensional case \cite[Lemma 3.3]{16}:

\begin{equation}
\text{cap}(D_{k,\varepsilon}) = 2\pi|\ln d_{k,\varepsilon}|^{-1}(1 + o(1)) \text{ with } \lim_{\varepsilon \to 0} o(\varepsilon) = 0, \quad n = 2,
\end{equation}

while in higher dimensions, by using simple re-scaling arguments, we get

\begin{equation}
\text{cap}(D_{k,\varepsilon}) = (d_{k,\varepsilon})^{n-2}\text{cap}(D_k), \quad n \geq 3.
\end{equation}

It follows from (2.8), (2.12), (2.13) that

\begin{equation}
d_{k,\varepsilon} = C_\varepsilon \varepsilon^{n-2} \text{ if } n \geq 3 \quad \text{ and } \quad |\ln d_{k,\varepsilon}|^{-1} = C_\varepsilon \varepsilon^2 \text{ if } n = 2,
\end{equation}

where $C_\varepsilon = O(1)$ as $\varepsilon \to 0$.

To define the Laplace operator on $\Omega_\varepsilon$ subject to the Neumann boundary conditions on $\cup_{k \in \mathcal{M}} S_{k,\varepsilon}$ and the Dirichlet boundary conditions on $\partial \Omega$, we need an appropriate space, which we denote $H^1_{0,\partial \Omega}(\Omega_\varepsilon)$. We define it as the closure in $H^1$ norm of the set consisting of

\begin{equation}
\left. \right|
\begin{cases}
\Delta u = f, & x \in \Omega_\varepsilon, \\
u = \gamma, & x \in \partial \Omega.
\end{cases}
\end{equation}
functions from $H^1(\Omega_\varepsilon)$ vanishing in a neighborhood of $\partial \Omega$. If $\partial \Omega$ is sufficiently regular, one has

$$H^1_{0,\partial \Omega}(\Omega_\varepsilon) = \left\{ u \in H^1(\Omega_\varepsilon) : u|_{\partial \Omega} = 0 \right\},$$

where $u|_{\partial \Omega}$ is understood in the sense of traces.

Now, we can introduce the operator $A_\varepsilon$. In the Hilbert space $L^2(\Omega_\varepsilon)$ we define the sesquilinear form $a_\varepsilon$ by

$$a_\varepsilon[u, v] = \int_{\Omega_\varepsilon} \nabla u \cdot \nabla v \, dx, \quad \text{dom}(a_\varepsilon) = H^1_{0,\partial \Omega}(\Omega_\varepsilon).$$

The form $a_\varepsilon$ is densely defined in $L^2(\Omega)$, nonnegative, and closed. By the first representation theorem (see, e.g., [23, Chapter 6, Theorem 2.1]) there is a unique nonnegative self-adjoint operator $A_\varepsilon$ in $L^2(\Omega)$ associated with $a_\varepsilon$, i.e., $\text{dom}(A_\varepsilon) \subset \text{dom}(a_\varepsilon)$ and

$$(A_\varepsilon u, v)_{L^2(\Omega)} = a_\varepsilon[u, v], \quad \forall u \in \text{dom}(A_\varepsilon), \ v \in \text{dom}(a_\varepsilon).$$

Further, we define the limiting operator $A$. In the following, for $f \in L^2(\Omega) \oplus C^m$ we denote its $L^2(\Omega)$ and $C^m$ components by $f_0$ and $(f_k)_{k \in M}$, respectively. We define the sesquilinear form $a$ in $L^2(\Omega) \oplus C^m$ by

$$a[f, g] = \int_{\Omega} \nabla f_0 \cdot \nabla g_0 \, dx + \sum_{k \in M} \gamma_k f_k g_k, \quad \text{dom}(a) = H^1_0(\Omega) \times C^m.$$  

This form is densely defined in $L^2(\Omega) \oplus C^m$, nonnegative, and closed. We denote by $A$ the nonnegative self-adjoint operator in $L^2(\Omega) \oplus C^m$ associated with $a$. It is easy to see that

$$(\text{dom}(a))' = (-\Delta_\Omega^0) \cup \Gamma' \quad \text{and} \quad \sigma(a) = \sigma(-\Delta_\Omega^0) \cup \{ \gamma_k, k \in M \},$$

where $\Gamma : C^m \to C^m$ acts on $f = (f_k)_{k=1}^m \in C^m$ by

$$(\Gamma f)_k = \gamma_k f_k, \ k \in M.$$ 

Our aim is to show that $\sigma(A_\varepsilon)$ converges to $\sigma(A)$ in a suitable sense as $\varepsilon \to 0$.

Recall that for closed sets $X, Y \subset \mathbb{R}$ the Hausdorff distance $d_H(X, Y)$ is given by

$$d_H(X, Y) := \max \left\{ \sup_{x \in X} \inf_{y \in Y} |x - y|, \sup_{y \in Y} \inf_{x \in X} |y - x| \right\}.$$ 

The notion of convergence provided by this metric is too restrictive for our purposes, since the convergence of $\sigma(A_\varepsilon)$ to $\sigma(A)$ in the metric $d_H(\cdot, \cdot)$ would mean that $\sigma(A_\varepsilon)$ and $\sigma(A)$ look nearly the same uniformly in the whole of $[0, \infty)$ – a situation which is usually not guaranteed even if $A_\varepsilon$ converges to $A$ in a (kind of) the norm resolvent topology. Therefore, it is convenient to introduce the new metric $\tilde{d}_H(\cdot, \cdot)$ via

$$\tilde{d}_H(X, Y) := d_H((1+X)^{-1}, (1+Y)^{-1}), \ X, Y \subset [0, \infty),$$

where $(1+X)^{-1} := \{(1+x)^{-1} : x \in X\}$, $(1+Y)^{-1} := \{(1+y)^{-1} : y \in Y\}$. With respect to this metric two spectra can be close even if they differ significantly at high energies.

To clarify the statement $\tilde{d}_H(X_\varepsilon, X) \to 0$ we introduce the following definition.

**Definition 2.1.** Let $X_\varepsilon, X \in \mathbb{R}$. One says that

- $X_\varepsilon$ converges from inside to $X$ (we denote $X_\varepsilon \nearrow X$) if for any $x \in X$ there exists a family $(x_\varepsilon)_{\varepsilon > 0}$ with $x_\varepsilon \in X_\varepsilon$ such that $x_\varepsilon \to x$ as $\varepsilon \to 0$;
• $X_\varepsilon$ converges from outside to $X$ (we denote $X_\varepsilon \searrow X$) if for any $x \in \mathbb{R} \setminus X$ there exist $\delta > 0$ such that $X_\varepsilon \cap (x - \delta, x + \delta) = \emptyset$ for sufficiently small $\varepsilon$.
• $X_\varepsilon$ converges to $X$ (we denote $X_\varepsilon \nearrow X$) if simultaneously $X_\varepsilon \nearrow X$ and $X_\varepsilon \searrow X$.

**Remark 2.2.** It is easy to see that $X_\varepsilon \searrow X$ iff for any sequence $(x_{\varepsilon k})_{k \in \mathbb{N}}$ with $x_{\varepsilon k} \in X_{\varepsilon k}$ converging to some $x \in \mathbb{R}$ as $\varepsilon_k \to 0$, one has $x \in X$.

**Lemma 2.3 ([22, Lemma A.2]).** Let $(X_\varepsilon)_{\varepsilon > 0}$ be a family of closed sets, $X_\varepsilon \subset [0, \infty)$. Let $X \subset [0, \infty)$ be a closed set. Then $d_H(X_\varepsilon, X) \to 0$ if and only if $X_\varepsilon \to X$.

We are now in position to formulate the main convergence results. In what follows, by $C, C_1, C_2, \ldots$ we denote generic positive constants being independent of $\varepsilon$.

**Theorem 2.4.** One has $\sigma(A_\varepsilon) \to \sigma(A)$ as $\varepsilon \to 0$, and the estimate

$$d_H(\sigma(A_\varepsilon), \sigma(A)) \leq \begin{cases} C \sum_{k \in \mathbb{M}} |\gamma_{k,\varepsilon} - \gamma_k| + C\varepsilon, & n \geq 3, \\ C \sum_{k \in \mathbb{M}} |\gamma_{k,\varepsilon} - \gamma_k| + C\varepsilon \ln \varepsilon^{3/2}, & n = 2, \end{cases}$$

holds for sufficiently small $\varepsilon$.

As usual, we denote by $\sigma_{\text{ess}}(\cdot)$ and $\sigma_{\text{disc}}(\cdot)$ the essential and the discrete spectra of a self-adjoint operator. Using standard methods of perturbation theory, one infers that inserting finitely many compact Lipschitz surfaces $S_{k,\varepsilon}$ inside $\Omega$ and posing the Neumann boundary conditions on them, one does not change the essential spectrum of the Laplacian, i.e.

$$\sigma_{\text{ess}}(A_\varepsilon) = \sigma_{\text{ess}}(-\Delta^D_\Omega) = \sigma_{\text{ess}}(A)$$

(the second equality in (2.19) follows from (2.17)). For the discrete spectrum of $A_\varepsilon$ we have the following result.

**Theorem 2.5.** One has $\sigma_{\text{disc}}(A_\varepsilon) \nearrow \sigma_{\text{disc}}(A)$ as $\varepsilon \to 0$. The multiplicity is preserved in the following sense: if $\lambda \in \sigma_{\text{disc}}(A)$ is of multiplicity $\mu$ and $[\lambda - L, \lambda + L] \cap \sigma(A) = \{\lambda\}$ with $L > 0$, then for sufficiently small $\varepsilon$ the spectrum of $A_\varepsilon$ in $[\lambda - L, \lambda + L]$ is purely discrete and the total multiplicity of the $A_\varepsilon$ contained in $[\lambda - L, \lambda + L]$ equals $\mu$.

If, in addition, $\mu = 1$ (i.e. the eigenvalue $\lambda$ is simple), and $\psi = (\psi_0, \psi_1, \ldots, \psi_m)$ with $\psi_0 \in L^2(\Omega)$ and $(\psi_k)_{k \in \mathbb{M}} \subset \mathcal{C}^m$ is the corresponding normalized in $L^2(\Omega) \oplus \mathcal{C}^m$ eigenfunction, then there exists a sequence of normalized in $L^2(\Omega_\varepsilon)$ eigenfunctions $\psi_\varepsilon$ of $A_\varepsilon$ such that

$$||\psi_\varepsilon - \psi_0||^2_{L^2(\Omega_\varepsilon \setminus \bigcup_{k \in \mathbb{M}} B_{k,\varepsilon})} + \sum_{k \in \mathbb{M}} ||\psi_\varepsilon - |B_{k,\varepsilon}|^{-1/2}\psi_k||^2_{L^2(B_{k,\varepsilon})} \to 0.$$

**Remark 2.6.** Let $\lambda$ be a simple eigenvalue of $A$, and let $\lambda_\varepsilon \in \sigma_{\text{disc}}(A_\varepsilon)$ with $\lambda_\varepsilon \to \lambda$ as $\varepsilon \to 0$. The second part of Theorem 2.5 asserts that the normalized eigenfunction, which corresponds to $\lambda_\varepsilon$, concentrates on $L^2(\Omega_\varepsilon \setminus \bigcup_{k \in \mathbb{M}} B_{k,\varepsilon})$ if $\lambda$ is an eigenvalue of $-\Delta^D_\Omega$ and concentrates on $B_{k,\varepsilon}$ if $\lambda = \gamma_k$ for some $k \in \mathbb{M}$.

**Remark 2.7.** If $\Omega$ is a bounded domain, the spectra of $A_\varepsilon$ and $A$ are purely discrete; hence, due to Theorem 2.4, additionally to $\sigma_{\text{disc}}(A_\varepsilon) \nearrow \sigma_{\text{disc}}(A)$ we also have $\sigma_{\text{disc}}(A_\varepsilon) \searrow \sigma_{\text{disc}}(A)$ as $\varepsilon \to 0$. However, if $\Omega$ is unbounded, the latter property does not necessarily hold true: it may happen that there exists a sequence $(\lambda_\varepsilon)_{\varepsilon \in \mathbb{N}}$ with $\lambda_\varepsilon \in \sigma_{\text{disc}}(A_\varepsilon)$ converging to $\lambda_0 \in \sigma_{\text{ess}}(A)$ as $\varepsilon_k \to 0$. In Subsection 4.4 we present an example demonstrating this.
From Theorems 2.4 and 2.5 one can easily get the following corollary.

**Corollary 2.8.** Let $\Omega$ be a bounded domain (consequently, the spectra of $A_\varepsilon$ and $A$ are purely discrete). Then $\forall k \in \mathbb{N}$ one has $\lambda_k(A_\varepsilon) \rightarrow \lambda_k(A)$ as $\varepsilon \rightarrow 0$.

**Remark 2.9.** The choice of the boundary conditions on the external boundary of $\Omega_\varepsilon$ (i.e., on $\partial \Omega$) plays no essential role in our analysis. If one prescribes the Neumann, Robin or mixed boundary conditions, all convergence results (Theorems 2.4, 2.5 and Corollary 2.8) remains the same, but with $-\Delta^D_\Omega$ being replaced by the Laplacian on $\Omega$ subject to the Neumann, Robin or mixed boundary conditions, respectively. Up to a few simple technical details the proofs are similar to the Dirichlet case, and to simplify the presentation we omit them.

**Remark 2.10.** It is interesting to compare our formula (1.4) for the resonance eigenvalues with the one obtained in [38], see (1.2). In both formulae one has the resonator volume in the denominator, while the numerators look very different at first glance. However, it turns out that both numerators can be written in a uniform way in terms of a certain quantity characterizing conductivity of the set through which the resonator is connected to the outer space. Below we briefly explain the idea.

For the sake of simplicity, we consider the case $n = 2$ only. We start from the resonator $B_\varepsilon \cong \varepsilon B$ connected to the outer space through the window

$$D_\varepsilon = \left\{ x = (x^1, x^2) \in \mathbb{R}^2 : |x^1| < d_\varepsilon /2, \ x^2 = 0 \right\}.$$ 

We introduce the domain $O_\varepsilon$ consisting of two unit half-discs coupled via $D_\varepsilon$, namely,

$$O_\varepsilon := O^+ \cup O^- \cup D_\varepsilon,$$

where $O^\pm := \mathcal{B}(1, 0) \cap \left\{ x = (x^1, x^2) \in \mathbb{R}^2 : \pm x^2 > 0 \right\}$, and let $W_\varepsilon$ be a harmonic in $O_\varepsilon$ function satisfying the following condition on $\partial O_\varepsilon$:

$$W_\varepsilon(x) = \pm \frac{1}{2}, \quad x \in \partial O^\pm \text{ with } x^2 \neq 0 \quad \text{(curved parts of } \partial O^\pm),$$

$$\frac{\partial W_\varepsilon}{\partial n_{x^\pm}}(x^\pm) = 0, \quad x \in \partial O^\pm \setminus D_\varepsilon \text{ with } x^2 = 0 \quad \text{(rest of } \partial O_\varepsilon).$$

Then we define the conductivity $\mathcal{C}(D_\varepsilon)$ of the window $D_\varepsilon$ by

$$\mathcal{C}(D_\varepsilon) = \|\nabla W_\varepsilon\|_{L^2(O_\varepsilon)}^2.$$ 

By using the properties (4.41)–(4.43) below one can easily show that

$$W_\varepsilon(x) = \pm \left(1 - H_\varepsilon(x)\right) /2 \text{ for } x \in O^\pm,$$

where $H_\varepsilon$ is the solution to (2.11) (with $D_\varepsilon$ instead of $D_{k,\varepsilon}$ and $z_k = 0$). It follows from (2.9), (2.20), (2.21) that $\mathcal{C}(D_\varepsilon) = \text{cap}(D_\varepsilon) /4$; consequently, the formula for the resonant eigenvalue take the form

$$\gamma = \lim_{\varepsilon \rightarrow 0} \frac{\mathcal{C}(D_\varepsilon)}{|B_\varepsilon|}.$$ 

Now, we turn to the resonator $B_\varepsilon \cong \varepsilon B$, which is connected to the outer space through the channel (see Figure 1.2)

$$P_\varepsilon = \left\{ x = (x^1, x^2) \in \mathbb{R}^2 : |x^1| < A_\varepsilon /2, \ |x^2| \leq L_\varepsilon /2 \right\},$$

We choose the passage length $L_\varepsilon$ and its cross-section diameter $A_\varepsilon$ as in [38]:

$$L_\varepsilon \sim L \varepsilon, \quad A_\varepsilon \sim A \varepsilon^3, \quad A, L > 0.$$
Similarly to (2.20), we define the conductivity \( \mathcal{C}(P_\varepsilon) \) of \( P_\varepsilon \) by
\[
\mathcal{C}(P_\varepsilon) = \| \nabla \tilde{W}_\varepsilon \|_{L^2(\tilde{O}_\varepsilon)}^2,
\]
where the set \( \tilde{O}_\varepsilon \) consists of two unit half-discs connected through \( P_\varepsilon \), namely,
\[
\tilde{O}_\varepsilon = \tilde{O}^+ \cup \tilde{O}^- \cup P_\varepsilon, \quad \tilde{O}^\pm = \{ x = (x^1, x^2) \in \mathbb{R}^2 : (x^1, x^2 \mp L_\varepsilon/2) \in O^\pm \},
\]
and \( \tilde{W}_\varepsilon \) is a harmonic in \( \tilde{O}_\varepsilon \) function being equal to \( \pm \frac{1}{2} \) on the curved part of \( \partial \tilde{O}^\pm \), and the Neumann conditions on the rest of \( \partial \tilde{O}_\varepsilon \). One can prove that under the assumptions (2.23) the following holds true:
\[
\| \nabla \tilde{W}_\varepsilon \|_{L^2(\tilde{O}_\varepsilon)}^2 \sim \| \nabla \tilde{U}_\varepsilon \|_{L^2(\tilde{O}_\varepsilon)}^2 = A_\varepsilon/L_\varepsilon, \quad \text{where} \quad \tilde{U}_\varepsilon(x^1, x^2) := \begin{cases} 
\pm 1/2, & x \in \tilde{O}^\pm, \\
(x^2/L_\varepsilon, x \in P_\varepsilon.
\end{cases}
\]
Hence the formula (1.2) for the resonant eigenvalue also takes the form (2.22), but with \( \mathcal{C}_\varepsilon(P_\varepsilon) \) instead of \( \mathcal{C}_\varepsilon(D_\varepsilon) \).

3. Abstract theorem

Let \( (\mathcal{H}_\varepsilon)_{\varepsilon > 0} \) be a family of Hilbert spaces, \( (\mathcal{A}_\varepsilon)_{\varepsilon > 0} \) be a family of non-negative, self-adjoint, unbounded operators in \( \mathcal{H}_\varepsilon \), \( (a_\varepsilon)_{\varepsilon > 0} \) be a family of associated sesquilinear forms. Also, let \( \mathcal{H} \) be a Hilbert space, \( \mathcal{A} \) be a non-negative, self-adjoint, unbounded operator in \( \mathcal{H} \), and \( a \) be the associated sesquilinear form. Along with \( \mathcal{H}_\varepsilon \) and \( \mathcal{H} \) we define the Hilbert spaces \( \mathcal{H}^1_\varepsilon \) and \( \mathcal{H}^1 \) (energetic space associated with the forms \( a_\varepsilon \) and \( a \) ) via
\[
\mathcal{H}^1_\varepsilon = \text{dom}(a_\varepsilon), \quad \| u \|^2_{\mathcal{H}^1_\varepsilon} = a_\varepsilon[u, u] + \| u \|^2_{\mathcal{H}^1_\varepsilon},
\]
and the Hilbert space \( \mathcal{H}^2 \) via
\[
\mathcal{H}^2 := \text{dom}(\mathcal{A}), \quad \| f \|^2_{\mathcal{H}^2} = \| (\mathcal{A} + \mathcal{I})f \|_{\mathcal{H}}.
\]

The following theorem is a corollary of several abstract results from \([28, 34, 35]\). For the sake of the reader’s convenience we recall these results later in Appendix \( A \) and then in Appendix \( B \) we show how they imply Theorem 3.1.

**Theorem 3.1.** Let \( J_\varepsilon : \mathcal{H} \to \mathcal{H}_\varepsilon, \quad \tilde{J}_\varepsilon : \mathcal{H}_\varepsilon \to \mathcal{H} \) be linear bounded operators satisfying
\[
(u, J_\varepsilon f)_{\mathcal{H}_\varepsilon} - (\tilde{J}_\varepsilon u, f)_{\mathcal{H}} = 0, \quad \forall f \in \mathcal{H}, \; u \in \mathcal{H}_\varepsilon, \tag{3.3}
\]
\[
\| f - \tilde{J}_\varepsilon J_\varepsilon f \|_{\mathcal{H}} \leq \delta_\varepsilon \| f \|_{\mathcal{H}^1}, \quad \forall f \in \mathcal{H}^1, \tag{3.4}
\]
\[
\| u - J_\varepsilon \tilde{J}_\varepsilon u \|_{\mathcal{H}_\varepsilon} \leq \delta_\varepsilon \| u \|_{\mathcal{H}^1}, \quad \forall u \in \mathcal{H}^1_\varepsilon, \tag{3.5}
\]
\[
\| J_\varepsilon f \|_{\mathcal{H}_\varepsilon} \leq 2 \| f \|_{\mathcal{H}}, \quad \forall f \in \mathcal{H}. \tag{3.6}
\]
where \( \delta_\varepsilon \in (0, 1/2] \), \( \delta_\varepsilon \to 0 \) as \( \varepsilon \to 0 \). Furthermore, let \( \Pi^{1}_e : \mathcal{H}^{1} \to \mathcal{H}^{1}_e \), \( \Pi^{1} : \mathcal{H}^{1}_e \to \mathcal{H}^{1} \) be linear operators satisfying

\[
\| \Pi^{1}_e f - J_\varepsilon f \|_{\mathcal{H}_e} \leq \delta_\varepsilon \| f \|_{\mathcal{H}^1}, \quad \forall f \in \mathcal{H}^1, \tag{3.7}
\]

\[
\| \Pi^{1} u - \overline{\Pi}_e u \|_{\mathcal{H}} \leq \delta_\varepsilon \| u \|_{\mathcal{H}_e^1}, \quad \forall u \in \mathcal{H}_e^1, \tag{3.8}
\]

\[
|a_\varepsilon [f, J_\varepsilon u] - a[f, J_\varepsilon u]| \leq \delta_\varepsilon \| f \|_{\mathcal{H}_e^2} \| u \|_{\mathcal{H}_e^1}, \quad \forall f \in \mathcal{H}_e^2, \ u \in \mathcal{H}_e^1. \tag{3.9}
\]

Then the following properties hold true:

(i) \( \sigma(\mathcal{A}_\varepsilon) \to \sigma(\mathcal{A}) \) and \( \sigma_{\text{disc}}(\mathcal{A}_\varepsilon) \nrightarrow \sigma_{\text{disc}}(\mathcal{A}) \) as \( \varepsilon \to 0 \).

(ii) The multiplicity is preserved in the following sense: if \( \lambda \in \sigma_{\text{disc}}(\mathcal{A}) \) is of multiplicity \( \mu \) and \( [\lambda - L, \lambda + L] \cap \sigma(\mathcal{A}) = \{ \lambda \} \) with \( L > 0 \), then for sufficiently small \( \varepsilon \) the spectrum of \( \mathcal{A}_\varepsilon \) in \( [\lambda - L, \lambda + L] \) is purely discrete and the total multiplicity of the eigenvalues of \( \mathcal{A}_\varepsilon \) contained in \( [\lambda - L, \lambda + L] \) equals \( \mu \).

(iii) If, in addition, \( \mu = 1 \) (i.e. the eigenvalue \( \lambda \) is simple), and \( \psi \) is the corresponding normalized in \( \mathcal{H} \) eigenfunction, then there exists a sequence of normalized in \( \mathcal{H}_e \) eigenfunctions \( \psi_\varepsilon \) of \( \mathcal{A}_\varepsilon \) such that \( \| \psi_\varepsilon - J_\varepsilon \psi \|_{\mathcal{H}_e} \to 0 \) as \( \varepsilon \to 0 \).

(iv) One has the estimate \( \tilde{d}_H(\sigma(\mathcal{A}_\varepsilon), \sigma(\mathcal{A})) \leq 10 \delta_\varepsilon \).

4. Proof of the main results

Recall that \( \mathcal{B}(\ell_k, 0) \) is the smallest ball containing \( D_k, (\rho_k)_{k \in \mathcal{M}} \) are positive numbers satisfying \( (2.1), (2.3), (z_k)_{k \in \mathcal{M}} \) are points standing at the definitions of \( B_{k,\varepsilon} \) and \( D_{k,\varepsilon} \). Evidently,

\[
\mathcal{B}(\ell_k d_{k,\varepsilon}, z_k) \text{ is the smallest ball containing } D_{k,\varepsilon}.
\]

Further, we denote

\[
R_k := \frac{1}{2} \min \{ \text{dist}(z_k, \cup_{l \neq k} \{ z_l \}); \text{dist}(z_k, \partial \Omega) \},
\]

\[
\tau_k := \inf \{ \tau > 0 : B_k \cup \mathcal{B}(\rho_k, 0) \subset \mathcal{B}(\tau, 0) \}
\]

\[
= \inf \{ \tau > 0 : B_{k,\varepsilon} \cup \mathcal{B}(\rho_k \varepsilon, z_k) \subset \mathcal{B}(\varepsilon \tau, z_k) \}.
\]

It is easy to see that

\[
\overline{\mathcal{B}(R_k, z_k)} \subset \Omega \quad \text{and} \quad \mathcal{B}(R_k, z_k) \cap \mathcal{B}(R_l, z_l) = \emptyset \text{ if } k \neq l.
\]

We also introduce the sets (below \( z_k^n \) stands for the \( x^n \)-coordinate of \( z_k \))

\[
B_{k,\varepsilon}^+ := \mathcal{B}(\rho_k \varepsilon, z_k) \cap \{ x = (x', x^n) \in \mathbb{R}^n : x^n > z_k^n \},
\]

\[
B_{k,\varepsilon}^- := \mathcal{B}(\rho_k \varepsilon, z_k) \cap \{ x = (x', x^n) \in \mathbb{R}^n : x^n < z_k^n \}.
\]

In the following we assume that \( \varepsilon \in (0, \varepsilon_0] \) with \( \varepsilon_0 > 0 \) satisfying

\[
\varepsilon_0 < \min \left\{ 1, \min_{k \in \mathcal{M}} \frac{R_k}{\tau_k} \right\},
\]

\[
\sup_{\varepsilon \in (0, \varepsilon_0]} C_\varepsilon < \infty,
\]

\[
\sup_{\varepsilon \in (0, \varepsilon_0]} \frac{d_\varepsilon}{\varepsilon} < 1,
\]

\[
|a_\varepsilon [f, J_\varepsilon u] - a[f, J_\varepsilon u]| \leq \delta_\varepsilon \| f \|_{\mathcal{H}_e^2} \| u \|_{\mathcal{H}_e^1}, \quad \forall f \in \mathcal{H}_e^2, \ u \in \mathcal{H}_e^1. \tag{3.9}
\]
where $C_\varepsilon = O(1)$ is a constant standing in (2.14); the existence of $\varepsilon_0$ satisfying (4.7) is guaranteed by (2.14). We also denote

$$\tilde{\tau}_k := \frac{\tau_k \varepsilon_0 + R_k}{2 \varepsilon_0}.$$  

It follows from the definitions of $\ell_k, \rho_k, \tau_k, \tilde{\tau}_k, R_k$, and (2.3), (2.4), (4.5) that

$$\forall k \in M \forall \varepsilon \in (0, \varepsilon_0]: \ell_k d_{k, \varepsilon} < \ell_k \varepsilon < \rho_k \varepsilon \leq \tau_k \varepsilon < \tilde{\tau}_k \varepsilon < R_k.$$  

Note that $\rho_k = \tau_k$ only if $B_{k, \varepsilon} = B_{k, \varepsilon}^-$. The inequalities (4.9) (together with the properties (2.6), (4.1)) are clarified on Figure 4.1.
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**Figure 4.1.** The domain $B_{k, \varepsilon}$ (dark gray color). The part of $\partial B_{k, \varepsilon}$ corresponding to $S_{k, \varepsilon}$ is drawn via solid bold line, the part corresponding to $D_{k, \varepsilon}$ is drawn via dotted line. The light gray half disc of the radius $\rho_k$ corresponds to $B_{k, \varepsilon}^+$; the corresponding lower half disc (its boundary is drawn via solid line) corresponds to $B_{k, \varepsilon}^-$. All circles has their center at $z_k$.

We denote

$$\mathcal{H}_\varepsilon := L^2(\Omega_{\varepsilon}), \quad \mathcal{H} := L^2(\Omega) \oplus C^m.$$  

Recall that $A_{\varepsilon}$ and $A$ are the self-adjoint non-negative operators in $\mathcal{H}_\varepsilon$ and $\mathcal{H}$, respectively, being associated with the forms $a_\varepsilon$ and $a$ defined by (2.15) and (2.16). We introduce the spaces $\mathcal{H}^1, \mathcal{H}^1, \mathcal{H}^2$ as in (3.1) and (3.2), i.e.

$$\mathcal{H}^1_\varepsilon = H^1_0(\Omega_{\varepsilon}), \quad \mathcal{H}^1 = H^1(\Omega) \times C^m,$$

$$\|u\|^2_{\mathcal{H}^1_\varepsilon} = \|u\|^2_{H^1(\Omega_{\varepsilon})}, \quad \|f\|^2_{\mathcal{H}^1} = \|f_0\|^2_{L^2(\Omega)} + \sum_{k \in M} (\gamma_k + 1) |f_k|^2,$$

$$\mathcal{H}^2 = \text{dom}(\Delta^D_\Omega) \times C^m, \quad \|f\|^2_{\mathcal{H}^2} = \|\Delta f_0 + f_0\|^2_{L^2(\Omega)} + \sum_{k \in M} (\gamma_k + 1)^2 |f_k|^2.$$
Hereinafter, \( f_0 \) and \((f_k)_{k \in \mathbb{M}}\) stand, respectively, for \( L^2(\Omega) \) and \( C^m \) components of \( f \in \mathcal{H} \).

Our goal is to construct suitable operators

\[
J : \mathcal{H} \rightarrow \mathcal{H}_\varepsilon, \quad \tilde{J} : \mathcal{H}_\varepsilon \rightarrow \mathcal{H}, \quad J^1 : \mathcal{H}^1 \rightarrow \mathcal{H}^1, \quad \tilde{J}^1 : \mathcal{H}^1_\varepsilon \rightarrow \mathcal{H}^1,
\]
satisfying the assumptions of abstract Theorem 3.1. We introduce the operators \( J_\varepsilon \) and \( \tilde{J}_\varepsilon \) in Subsection 4.1, and summarize their properties in Lemma 4.2. In Subsection 4.2 we define the operators \( J^1_\varepsilon \) and \( \tilde{J}^1_\varepsilon \), whose properties are given in Lemmata 4.5, 4.8, 4.9. The proof of Theorems 2.4, 2.5 is completed in Subsection 4.3.

The following lemma will be frequently used further. We denote

\[
\eta_\varepsilon := \begin{cases} 
\varepsilon^2, & n \geq 3 \\
\varepsilon^2 \ln \varepsilon, & n = 2.
\end{cases}
\]

Recall that \( B_{k,\varepsilon} \cup B_{k,\varepsilon}^+ \subset \mathcal{B}(R_k, z_k) \) (see (4.9) and Figure 4.1).

**Lemma 4.1.** One has

\[
\forall u \in H^1(\mathcal{B}(R_k, z_k)) : \quad \|u\|^2_{L^2(B_{k,\varepsilon} \cup B_{k,\varepsilon}^+)} \leq C \eta_\varepsilon \|u\|^2_{H^1(\mathcal{B}(R_k, z_k))}
\]

**Proof.** Evidently, it is enough to prove (4.10) for \( u \in C^\infty(\mathcal{B}(R_k, z_k)) \). One has:

\[
\|u\|^2_{L^2(B_{k,\varepsilon} \cup B_{k,\varepsilon}^+)} \leq \|u\|^2_{L^2(\mathcal{B}(\tau_\varepsilon, z_k))} + \varepsilon^2 \|\nabla u\|^2_{L^2(\mathcal{B}(\tau_\varepsilon, z_k))},
\]

where the first inequality is due to \( B_{k,\varepsilon} \cup B_{k,\varepsilon}^+ \subset \mathcal{B}(\tau_\varepsilon, z_k) \) (see (4.9) and Figure 4.1), while the second inequality is deduced from the estimate

\[
\|v\|^2_{L^2(\mathcal{B}(\tau_\varepsilon, 0))} \leq (\lambda_1 (-\Delta^R_{\mathcal{B}(\tau_\varepsilon, 0)})^{-1}) \left( \|v\|^2_{L^2(\mathcal{B}(\tau_\varepsilon, z_k)))} + \|\nabla v\|^2_{L^2(\mathcal{B}(\tau_\varepsilon, z_k))} \right)
\]

via the coordinate transformation \( y = (x - z_k)\varepsilon^{-1} \), where \( y \in \mathcal{B}(\tau_\varepsilon, 0), x \in \mathcal{B}(\tau_\varepsilon, z_k) \); here \( \Delta^R_{\mathcal{B}(\tau_\varepsilon, 0)} \) is the Laplacian on \( \mathcal{B}(\tau_\varepsilon, 0) \) subject to the Robin boundary conditions \( \partial_{\nu} u + u = 0 \).

We introduce the spherical coordinate system \((r, \phi) \) in \( \mathcal{B}(R_k, z_k) \setminus \mathcal{B}(\tau_\varepsilon, z_k) \). Here \( r \in [\tau_\varepsilon, R_k] \) stands for the distance to \( z_k \), \( \phi = (\phi_1, \ldots, \phi_{n-1}) \) are the angular coordinates, where \( \phi_j \in [0, \pi] \) for \( j = 1, \ldots, n-2 \), \( \phi_{n-1} \in [0, 2\pi] \). One has

\[
u(\tau_\varepsilon, \phi) = u(r, \phi) - \int_{\tau_\varepsilon}^r \frac{\partial u(r, \phi)}{\partial r} \, dr,
\]

whence

\[
|u(\tau_\varepsilon, \phi)|^2 \leq 2|\nu(\tau_\varepsilon, \phi)|^2 + 2 \left| \int_{\tau_\varepsilon}^r \frac{\partial u(r, \phi)}{\partial r} \, dr \right|^2
\]

\[
\leq 2|\nu(\tau_\varepsilon, \phi)|^2 + 2M_\varepsilon \int_{\tau_\varepsilon}^{R_k} \left| \frac{\partial u(r, \phi)}{\partial r} \right|^2 r^{n-1} \, dr,
\]

where \( M_\varepsilon := \int_{\tau_\varepsilon}^{R_k} r^{1-n} \, dr \). We denote \( N_\varepsilon := \int_{\tau_\varepsilon}^{R_k} r^{n-1} \, dr \). Multiplying (4.12) by \((N_\varepsilon)^{-1}(\tau_\varepsilon)^{n-1} r^{n-1} \prod_{j=1}^{n-2} (\sin \phi_j)^{-1} \)

integrating over \( r \in (\tau_\varepsilon, R_k), \phi_j \in (0, \pi), j = 1, \ldots, n-2, \phi_{n-1} \in (0, 2\pi) \), and taking into
account that the left-hand-side and the integral in the right-hand-side of (4.12) are both independent on \( r \), we get

\[
\int_{S^n} |u(\tau, \epsilon, \phi)|^2 (\tau \epsilon)^{n-1} \, d\phi \leq 2N_\epsilon^{-1}(\tau \epsilon)^{n-1} \int_{\tau \epsilon}^{R_k} \int_{S^n} |u(r, \phi)|^2 r^{n-1} \, d\phi \, dr + 2M_\epsilon(\tau \epsilon)^{n-1} \int_{\tau \epsilon}^{R_k} \int_{S^2} \left| \frac{\partial u(\tau, \phi)}{\partial \tau} \right|^2 \tau^{n-1} \, d\phi \, d\tau.
\]

Here \( d\phi \) stands for \( \prod_{j=1}^{n-2} (\sin \phi_j)^{-1-j} \, d\phi_1 \ldots d\phi_{n-1} \), which is nothing but the surface element on the unit sphere \( S^n \) in \( \mathbb{R}^n \); consequently, \((\tau \epsilon)^{n-1} \, d\phi \) is the surface element on the sphere \( \partial(\mathcal{B}(\tau \epsilon, z_\epsilon)) \), and \( r^{n-1} \, d\phi \, dr \) (or \( \tau^{n-1} \, d\phi \, d\tau \)) is the volume element. Thus, (4.13) is equivalent to

\[
\|u\|_{L^2(\partial(\mathcal{B}(\tau \epsilon, z_\epsilon)))}^2 \leq 2(\tau \epsilon)^{-1} \left( (N_\epsilon)^{-1}\|u\|_{L^2(T_k,\epsilon)}^2 + M_\epsilon \int_{\tau \epsilon}^{R_k} \int_{S^2} \left| \frac{\partial u(\tau, \phi)}{\partial \tau} \right|^2 \tau^{n-1} \, d\phi \, d\tau \right)
\]

\[
\leq 2(\tau \epsilon)^{-1} \left( (N_\epsilon)^{-1}\|u\|_{L^2(T_k,\epsilon)}^2 + M_\epsilon \|\nabla u\|_{L^2(T_k,\epsilon)}^2 \right).
\]

where \( T_{k,\epsilon} := \mathcal{B}(R_k, z_\epsilon) \setminus \mathcal{B}(\tau \epsilon, z_\epsilon) \); the last inequality follows immediately from the fact that in the spherical coordinates \((r, \phi)\) the length of the gradient vector \( \nabla u \) equals \((|\partial_r u|^2 + \ldots)^{1/2} \). One has

\[
M_\epsilon \leq C \epsilon^{-n} \eta_\epsilon, \quad N_\epsilon \geq C > 0
\]

(the first inequality in (4.15) is obtained via straightforward calculations, while the second follows from \( \tau \epsilon \leq \tau \epsilon 0 < R_k \)). Using (4.15), we can extend (4.14) as follows,

\[
\|u\|_{L^2(\partial(\mathcal{B}(\tau \epsilon, z_\epsilon)))}^2 \leq C \left( \epsilon^{n-1}\|u\|_{L^2(T_k,\epsilon)}^2 + \epsilon^{-1} \eta_\epsilon \|\nabla u\|_{L^2(T_k,\epsilon)}^2 \right).
\]

Combining (4.11) and (4.16), and taking into account that

\[
\epsilon \leq C \epsilon^2 \quad \text{with} \quad C = \epsilon_0^{-2}, \quad \epsilon^2 = \eta_\epsilon \quad \text{if} \quad n \geq 3, \quad \epsilon^2 \leq C \eta_\epsilon \quad \text{with} \quad C = |\ln \epsilon_0|^{-1} \quad \text{if} \quad n = 2,
\]

we arrive at the required estimate (4.10). The lemma is proven.

\[\Box\]

4.1. Operators \( J_\epsilon \) and \( \tilde{J}_\epsilon \) and their properties. We denote

\[
\Omega^\text{out}_\epsilon := \Omega \setminus \bigcup_{k \in \mathbb{M}} B_{k,\epsilon},
\]

i.e. \( \Omega_\epsilon = \Omega^\text{out}_\epsilon \cup (\bigcup_{k \in \mathbb{M}} B_{k,\epsilon}) \cup (\bigcup_{k \in \mathbb{M}} D_{k,\epsilon}) \). We define the operator \( J_\epsilon : \mathcal{H} \to \mathcal{H}_\epsilon \) via

\[
(J_\epsilon f)(x) := \begin{cases} f_0(x), & x \in \Omega^\text{out}_\epsilon, \\ |B_{k,\epsilon}|^{-1/2} f_k, & x \in B_{k,\epsilon}, \quad k \in \mathbb{M}, \end{cases}
\]

where \( f = (f_0, f_1, \ldots, f_m) \) with \( f_0 \in L^2(\Omega), (f_k)_{k \in \mathbb{M}} \in \mathbb{C}^m \).

Further, we introduce the operator \( \tilde{J}_\epsilon : \mathcal{H}_\epsilon \to \mathcal{H} \) acting on \( u \in L^2(\Omega_\epsilon) \) as follows:

\[
(\tilde{J}_\epsilon u)_0(x) := \begin{cases} u(x), & x \in \Omega^\text{out}_\epsilon, \\ 0, & x \in \bigcup_{k \in \mathbb{M}} B_{k,\epsilon}, \end{cases}
\]

where \( \tilde{J}_\epsilon : \mathcal{H}_\epsilon \to \mathcal{H} \) is defined by \( \tilde{J}_\epsilon u_k := |B_{k,\epsilon}|^{1/2} \langle u \rangle_{B_{k,\epsilon}}, \quad k \in \mathbb{M}, \)
where \( \langle u \rangle_{B_{k}} \) is the mean value of \( u \) in \( B_{k} \), i.e.
\[
\langle u \rangle_{B_{k}} := |B_{k}|^{-1} \int_{B_{k}} u(x) \, dx.
\]

The above defined operators satisfy the following properties.

**Lemma 4.2.** One has

\[
\begin{align*}
(u, I_{k}f)_{\mathcal{H}} - (\overline{I}_{k}u, f)_{\mathcal{H}} &= 0, & \forall f \in \mathcal{H}, & u \in \mathcal{H}, \\
\|I_{k}f\|_{\mathcal{H}} &\leq \|f\|_{\mathcal{H}}, & \forall f \in \mathcal{H}, \\
\|f - \overline{I}_{k}f\|_{\mathcal{H}} &\leq C\eta_{k}^{1/2} \|f\|_{\mathcal{H}^1}, & \forall f \in \mathcal{H}^1, \\
\|u - \overline{I}_{k}u\|_{\mathcal{H}} &\leq C\epsilon \|u\|_{\mathcal{H}^1}, & \forall u \in \mathcal{H}. 
\end{align*}
\]

**Proof.** Properties (4.18)–(4.19) follow immediately from the definition of \( I_{k}, \overline{I}_{k} \). Furthermore, we have

\[
(\overline{I}_{k}I_{k}f)_{0}(x) = \begin{cases} 
    f_{0}(x), & x \in \Omega_{k}^{\text{out}}, \\
    0, & x \in \bigcup_{k \in \mathbb{M}} B_{k},
\end{cases} \quad (\overline{I}_{k}I_{k}f)_{k} = f_{k}, & k \in \mathbb{M}.
\]

Using (4.22) and Lemma 4.1, we obtain the estimate (4.20):

\[
\|f - \overline{I}_{k}I_{k}f\|_{\mathcal{H}}^{2} = \|f_{0} - (\overline{I}_{k}I_{k}f)_{0}\|_{L^{2}(\Omega)}^{2} + \sum_{k \in \mathbb{M}} \|f_{k} - (\overline{I}_{k}I_{k}f)_{k}\|^{2} \\
= \sum_{k \in \mathbb{M}} \|f_{0}\|_{L^{2}(B_{k})}^{2} \leq C\epsilon \sum_{k \in \mathbb{M}} \|f_{0}\|_{H^{1}(\partial B_{k})}^{2} \\
\leq C\epsilon \|f_{0}\|_{H^{1}(\Omega)}^{2} \leq C\epsilon \|f\|_{H^{1}}^{2}.
\]

Finally, we prove (4.21). For each \( u \in H^{1}(B_{k}) \) one has the Poincaré inequality

\[
\|u - \langle u \rangle_{B_{k}}\|_{\mathcal{H}}^{2} \leq \frac{1}{\lambda_{2}(\mathcal{D}B_{k})} \|\nabla u\|_{L^{2}(B_{k})}^{2} = \frac{\epsilon^{2}}{\lambda_{2}(\mathcal{D}B_{k})} \|\nabla u\|_{L^{2}(B_{k})}^{2}.
\]

(the last equality follows from \( B_{k} \equiv \mathcal{E}B_{k} \)). Using (4.23), we get the estimate (4.21):

\[
\|u - \overline{I}_{k}u\|_{\mathcal{H}}^{2} = \sum_{k \in \mathbb{M}} \|u - \langle u \rangle_{B_{k}}\|_{L^{2}(B_{k})}^{2} \leq C\epsilon^{2} \sum_{k \in \mathbb{M}} \|\nabla u\|_{L^{2}(B_{k})}^{2} \leq C\epsilon^{2} \|u\|_{H^{1}}^{2}.
\]

The lemma is proven. \( \square \)

### 4.2. Operators \( I_{k}^{1} \) and \( \overline{I}_{k}^{1} \) and their properties.

To construct the operator \( \overline{I}_{k}^{1} \), one needs the following auxiliary result.

**Lemma 4.3** (\cite{[1]} Lemma 2.6). Let \( Y \) be a bounded domain in \( \mathbb{R}^{n} \). Let \( Y^{*} \) be a domain in \( \mathbb{R}^{n} \) having Lipschitz boundary at each point of \( \partial Y^{*} \cap Y \). Then there exists a linear operator \( P : H^{1}(Y^{*}) \rightarrow H^{1}(Y) \) such that for each \( u \in H^{1}(Y^{*}) \) one has

\[
P_{u} = u \text{ a.e. in } Y \cap Y^{*},
\]

\[
\|P_{u}\|_{L^{2}(Y)} \leq C_{1} \|u\|_{L^{2}(Y^{*})}, \quad \|\nabla(P_{u})\|_{L^{2}(Y)} \leq C_{2} \|\nabla u\|_{L^{2}(Y^{*})},
\]

where the constants \( C_{1}, C_{2} \) depend only on \( Y \) and \( Y^{*} \).

Owing to the fact that in Lemma 4.3 one has separate estimates for \( u \) and \( \nabla u \), we immediately get the following corollary.
Corollary 4.4. Let $Y, Y^* \subset \mathbb{R}^n$ be as in Lemma 4.3 and $P : H^1(Y^*) \to H^1(Y)$ be the operator satisfying (4.24). Let $Y_\varepsilon := \varepsilon Y + z, Y_{\varepsilon}^* := \varepsilon Y^* + z$, where $\varepsilon > 0, z \in \mathbb{R}^n$. We define the operator

$$P_\varepsilon : H^1(Y_{\varepsilon}^*) \to H^1(Y_\varepsilon), \quad (P_\varepsilon u)(x) = (P\nu)(x - z)e^{-1}, \quad x \in Y_\varepsilon,$$

where $\nu(x) = u(ye + z), y \in Y^*$. Then for each $u \in H^1(Y_\varepsilon)$ one has

$$P_\varepsilon u = u \text{ a.e. in } Y_\varepsilon \cap Y_{\varepsilon}^*, \quad \|P_\varepsilon u\|_{L^2(Y_\varepsilon)} \leq C_1\|u\|_{L^2(Y^*)}, \quad \|\nabla (P_\varepsilon u)\|_{L^2(Y_\varepsilon)} \leq C_2\|\nabla u\|_{L^2(Y^*)},$$

where the constants $C_1, C_2$ are the same constants as in (4.24).

One has $B_{k,\varepsilon} = \varepsilon B_k + z_k$ and $B(\tau_k \varepsilon, z_k) = \varepsilon B(\tau_k, 0) + z_k$ (recall that $\tau_k$ is defined by (4.8)). Since $B_{k,\varepsilon} \subset B(\tau_k, z_k)$ and $\tau_k < \tau_k$, we have $B_{k,\varepsilon} \subset B(\tau_k \varepsilon, z_k)$ (that is, $B(\tau_k \varepsilon, z_k) \setminus B_{k,\varepsilon}$ is an open connected set with Lipschitz boundary). By Corollary 4.4 there exists a linear operator

$$P_{k,\varepsilon} : H^1(B(\tau_k \varepsilon, z_k) \setminus B_{k,\varepsilon}) \to H^1(B(\tau_k \varepsilon, z_k))$$

such that

$$P_{k,\varepsilon} u = u \text{ a.e. in } B(\tau_k \varepsilon, z_k) \setminus B_{k,\varepsilon}, \quad \|P_{k,\varepsilon} u\|_{H^1(B(\tau_k \varepsilon, z_k) \setminus B_{k,\varepsilon}))} \leq C_k\|u\|_{H^1(B(\tau_k \varepsilon, z_k) \setminus B_{k,\varepsilon}))}.$$

Finally, we define the operator $	ilde{J}_\varepsilon^1 : \mathcal{H}^1_{\varepsilon} \to \mathcal{H}^1$ by

$$(\tilde{J}_\varepsilon^1 u)_0(x) := \begin{cases} (P_{k,\varepsilon}(u\chi_{\tilde{B}(\tau_k \varepsilon, z_k) \setminus \tilde{B}_{k,\varepsilon}}))(x), & x \in B(\tau_k \varepsilon, z_k), k \in \mathbb{M}, \\ u(x), & x \in \Omega \setminus (\cup_{k \in \mathbb{M}} B(\tau_k \varepsilon, z_k)). \end{cases}$$

(4.26)

It follows easily from (4.25), (4.2) and the last inequality in (4.9) that $(\tilde{J}_\varepsilon^1 u)_0 \in H^1_0(\Omega)$; thus (4.26) provides a well-defined linear operator $\tilde{J}_\varepsilon^1 : \mathcal{H}^1_{\varepsilon} \to \mathcal{H}^1$ such that

$$(\tilde{J}_\varepsilon^1 u)_0 = u \text{ a.e. on } \Omega_{\text{out}}, \quad \|\tilde{J}_\varepsilon^1 u\|_{H^1(\Omega)} \leq C\|u\|_{H^1(\Omega_{\text{out}})}.$$

(4.27)

Lemma 4.5. One has

$$\|\tilde{J}_\varepsilon^1 u - \tilde{J}_\varepsilon u\|_{\mathcal{H}^1} \leq C\eta_\varepsilon^{1/2}\|u\|_{\mathcal{H}^1_\varepsilon}, \quad \forall u \in \mathcal{H}^1_{\varepsilon}.$$

(4.28)

Proof. Let $u \in \mathcal{H}^1_{\varepsilon}$. Using Lemma 4.1 and (4.27) we get:

$$\|\tilde{J}_\varepsilon^1 u - \tilde{J}_\varepsilon u\|_{\mathcal{H}^1} = \sum_{k \in \mathbb{M}} \|\tilde{J}_\varepsilon^1 u\|_{L^2(B_{k,\varepsilon})}^2 \leq C\eta_\varepsilon \sum_{k \in \mathbb{M}} \|\tilde{J}_\varepsilon^1 u\|_{H^1(\tilde{B}(\tau_k, z_k))}^2 \leq C\eta_\varepsilon \|\tilde{J}_\varepsilon^1 u\|_{H^1(\tilde{B}(\tau_k, z_k))}^2 \leq C\eta_\varepsilon \|\tilde{J}_\varepsilon^1 u\|_{H^1(\Omega_{\text{out}})}^2 \leq C_1 \eta_\varepsilon \|u\|_{\mathcal{H}^1_{\varepsilon}}^2.$$

The lemma is proven.

Now, we introduce the most tricky operator $J_\varepsilon^1 : \mathcal{H}^1 \to \mathcal{H}^1_{\varepsilon}$. Recall that $H_{k,\varepsilon}(x)$ is a solution to the problem (2.10) if $n \geq 3$ or to the problem (2.11) if $n = 2$; in the latter case we extend $H_{k,\varepsilon}(x)$ by 0 to the whole $\mathbb{R}^2$. Recall that the sets $\tilde{B}_{k,\varepsilon}$ are defined by (4.3)–(4.4).
For $f = (f_0, f_1, \ldots, f_m) \in \mathcal{H}^1$ with $f_0 \in H_0^1(\Omega)$ and $f_k \in \mathcal{C}, k \in \mathcal{M}$ we set

\[
(\mathcal{J}^1 f)(x) := \begin{cases}
    f_0(x) - \sum_{k \in \mathcal{M}} \hat{\phi}_{k, \varepsilon}(x) f_0(x) & x \in \Omega_{\varepsilon}^{\text{out}}, \\
    \frac{1}{2} H_k(x) \phi_{k, \varepsilon}(x) |B_{k, \varepsilon}|^{-1/2} f_k & x \in B_{k, \varepsilon}, k \in \mathcal{M}, \\
    \frac{1}{2} |B_{k, \varepsilon}|^{-1/2} f_k & x \in D_{k, \varepsilon}, k \in \mathcal{M}.
\end{cases}
\]  

(4.29)

Here $\hat{\phi}_{k, \varepsilon}$ and $\phi_{k, \varepsilon}$ are cut-off functions defined as follows:

- $\hat{\phi}_{k, \varepsilon}(x) = \begin{cases} 
    1, & |x - z_k| \leq \ell_k d_{k, \varepsilon}, \\
    \frac{G(|x - z_k|) - G(\ell_k \varepsilon)}{G(\ell_k d_{k, \varepsilon}) - G(\ell_k \varepsilon)}, & \ell_k d_{k, \varepsilon} < |x - z_k| < \ell_k \varepsilon, \\
    0, & |x - z_k| \geq \ell_k \varepsilon,
\end{cases}$

where the function $G : (0, \infty) \to \mathcal{R}$ is given by

\[
G(t) := \begin{cases} 
    t^{2-n}, & n \geq 3, \\
    \ln t, & n = 2,
\end{cases}
\]

- $\phi_{k, \varepsilon}(x) = \phi \left( \frac{|x - z_k|}{\varepsilon} \right)$, where $\phi : (0, \infty) \to \mathcal{R}$ is a smooth function satisfying $\phi(t) = 1$ if $t \leq \ell_k$, $\phi(t) = 0$ if $t \geq \rho_k$.

It is easy to see that $(\mathcal{J}^1 f)|_{\Omega_{\varepsilon}^{\text{out}}} \in H^1(\Omega_{\varepsilon}^{\text{out}})$ and $(\mathcal{J}^1 f)|_{B_{k, \varepsilon}} \in H^1(B_{k, \varepsilon})$ for each $k \in \mathcal{M}$. Moreover, the traces of $(\mathcal{J}^1 f)|_{B_{k, \varepsilon}}$ and $(\mathcal{J}^1 f)|_{\Omega_{\varepsilon}^{\text{out}}}$ on $D_{k, \varepsilon}$ coincide – they both equal to the constant $\frac{1}{2} |B_{k, \varepsilon}|^{-1/2} f_k$. Hence $\mathcal{J}^1 f \in H^1(\Omega_{\varepsilon})$. Finally, since $\mathcal{J}^1 f = f_0$ on $\Omega \setminus \bigcup_{k \in \mathcal{M}} \mathcal{B}(R_k, z_k)$, one gets $\mathcal{J}^1 f \in H^1_{0, \partial \Omega_{\varepsilon}(\Omega_{\varepsilon})}$. Thus (4.29) provides a well-defined linear operator from $H^1$ to $H^1_{\varepsilon}$.

To proceed further, we need pointwise estimates on the function $H_{k, \varepsilon}$. Recall that $\mathcal{B}(\ell_k d_{k, \varepsilon}, z_k)$ is the smallest ball containing $D_{k, \varepsilon}$.

**Lemma 4.6 (32, Lemma 2.4).** Let $x \in \mathbb{R}^n \setminus \mathcal{B}(\ell_k d_{k, \varepsilon}, z_k)$ with

\[
\rho(x) = C_0 d_{k, \varepsilon} \text{ if } n \geq 3 \quad \text{and} \quad \rho(x) = \exp(-C_0 |\ln d_{k, \varepsilon}|^{1/2}) \text{ if } n=2,
\]

where $\rho(x) = |x - z_k| - \ell_k d_{k, \varepsilon}$ is the distance from $x$ to $\mathcal{B}(\ell_k d_{k, \varepsilon}, z_k)$, $C_0 > 0$ is a constant. Then

\[
|H_{k, \varepsilon}(x)| \leq C (\frac{d_{k, \varepsilon}}{\rho(x)})^{n-2} |\nabla H_{k, \varepsilon}(x)| \leq C (\frac{d_{k, \varepsilon}}{\rho(x)})^{n-2} \text{ as } n \geq 3,
\]

\[
|H_{k, \varepsilon}(x)| \leq C (\frac{\ln d_{k, \varepsilon}}{\ln \rho(x)})^{-1} |\nabla H_{k, \varepsilon}(x)| \leq C (\frac{\ln d_{k, \varepsilon}}{\rho(x)})^{-1} \text{ as } n = 2,
\]

where $C > 0$ is independent of $d_{k, \varepsilon}$ and $\varepsilon$ (but may depend on $C_0$).

**Remark 4.7.** Let $x \in \mathbb{R}^n$ such that $|x - z_k| \geq \ell_k \varepsilon$; then $x$ satisfies (4.30) with

\[
C_0 = \begin{cases} 
    \ell_k (k^{-1} - 1), & n \geq 3, \\
    \sup_{\varepsilon \in (0, \varepsilon_0]} (C_1^{1/2} |\ln (\ell_k \varepsilon (1 - k))|), & n = 2,
\end{cases}
\]

where $k := \sup_{\varepsilon \in (0, \varepsilon_0]} d_{\varepsilon}^{-1} \varepsilon < 1$ (see (4.7)), $C_1 > 0$ is a constant standing in (2.14) and satisfying $\sup_{\varepsilon \in (0, \varepsilon_0]} C_1 < \infty$ (see (4.6)).
Lemma 4.8. One has
\[
\|J_\varepsilon^1 f - J_\varepsilon f\|_{\mathcal{H}_c} \leq C\eta_\varepsilon^{1/2}\|f\|_{H^1}, \quad \forall f \in H^1.
\]

Proof. Let \(f = (f_0, f_1, \ldots, f_m) \in \mathcal{H}_c^1\) with \(f_0 \in \mathcal{H}_c^1(\Omega), f_k \in \mathcal{C}, k \in \mathcal{M}\). One has
\[
J_\varepsilon^1 f - J_\varepsilon f = \begin{cases}
\sum_{k \in \mathcal{M}} \left( -\frac{1}{2} \phi_{k,\varepsilon}(x) f_0(x) + \frac{1}{2} H_{k,\varepsilon}(x) \phi_{k,\varepsilon}(x) |B_{k,\varepsilon}|^{-1/2} f_k \right), & x \in \Omega_{\varepsilon}^\text{out}, \\
- \frac{1}{2} H_{k,\varepsilon}(x) \phi_{k,\varepsilon}(x) |B_{k,\varepsilon}|^{-1/2} f_k, & x \in B_{k,\varepsilon}, \\
\frac{1}{2} |B_{k,\varepsilon}|^{-1/2} f_k, & x \in D_{k,\varepsilon},
\end{cases}
\]
whence, using \(|\phi_{k,\varepsilon}| \leq C\) and \(|B_{k,\varepsilon}| = \varepsilon^n|B_k|\), we infer the estimate
\[
\|J_\varepsilon^1 f - J_\varepsilon f\|^2_{\mathcal{H}_c} \leq C \sum_{k \in \mathcal{M}} \left[ \|f_0\|^2_{L^2(\mathcal{B}(B_k,\varepsilon))^\varepsilon} + \varepsilon^{-n} \|f_k\|^2_{H^1(\mathcal{B}(\mathcal{B}(\rho_k,\varepsilon), z_k))^\varepsilon} \right].
\]
The first term in the right-hand-side of (4.33) is estimated via Lemma 4.1
\[
\sum_{k \in \mathcal{M}} \|f_0\|^2_{L^2(\mathcal{B}(B_k,\varepsilon)^\varepsilon)} \leq C\eta_\varepsilon \sum_{k \in \mathcal{M}} \|f_0\|^2_{H^1(\mathcal{B}(\mathcal{B}(\rho_k,\varepsilon), z_k))^\varepsilon} \leq C\eta_\varepsilon \|f_0\|^2_{H^1(\Omega)}.
\]
Now, we estimate the second term. One has the following Poincaré inequality
\[
\forall v \in H_0^1(\mathcal{B}(\rho_k,\varepsilon), z_k) : \quad \|v\|^2_{L^2(\mathcal{B}(\rho_k,\varepsilon), z_k)} \leq \frac{\varepsilon^2}{\lambda_1 \left( -\Delta^{LB}_{\mathcal{B}(\rho_k,\varepsilon)} \right)} \|\nabla v\|^2_{L^2(\mathcal{B}(\rho_k,\varepsilon), z_k)}.
\]
Since \(\text{supp}(\phi_{k,\varepsilon}) \subset \mathcal{B}(\rho_k,\varepsilon), z_k)\), one has \(H_{k,\varepsilon} \phi_{k,\varepsilon} \in H_0^1(\mathcal{B}(\rho_k,\varepsilon), z_k)\). Applying (4.35) for \(v := H_{k,\varepsilon} \phi_{k,\varepsilon}\), and then using \(|\phi_{k,\varepsilon}| \leq C, |\nabla \phi_{k,\varepsilon}| \leq C\varepsilon^{-1}\) and (2.9), we obtain
\[
\|H_{k,\varepsilon} \phi_{k,\varepsilon}\|^2_{L^2(\mathcal{B}(\rho_k,\varepsilon), z_k)} \leq C\varepsilon^2 \|\nabla (H_{k,\varepsilon} \phi_{k,\varepsilon})\|^2_{L^2(\mathcal{B}(\rho_k,\varepsilon), z_k)} \\
\leq C_1 \left( \varepsilon^2 \text{cap}(D_{k,\varepsilon}) + \|H_{k,\varepsilon}\|^2_{L^2(\text{supp}(\nabla \phi_{k,\varepsilon}))} \right).
\]
By virtue of (2.12)-(2.14), (4.6) we have
\[
\text{cap}(D_{k,\varepsilon}) \leq C \varepsilon^n.
\]
One has \(\text{supp}(\nabla \phi_{k,\varepsilon}) \subset \mathbb{R}^n \setminus \mathcal{B}(\ell_k,\varepsilon, z_k)\), whence (see Remark 4.7) the estimates (4.31) fulfill for \(x \in \text{supp}(\nabla \phi_{k,\varepsilon})\). Using these estimates, (2.14), (4.6), and \(|\text{supp}(\nabla \phi_{k,\varepsilon})| \leq C\varepsilon^n\), we get
\[
\|H_{k,\varepsilon}\|^2_{L^2(\text{supp}(\nabla \phi_{k,\varepsilon}))} \leq C_1 \varepsilon^{4-n} \cdot \begin{cases}
(d_{k,\varepsilon})^{2n-4}, & n \geq 3 \\
|\ln \varepsilon|^2 \cdot |\ln d_{k,\varepsilon}|^{-2}, & n = 2
\end{cases} \leq C_2 \varepsilon^n \eta_\varepsilon^2.
\]
The estimate (4.32) follows from (4.33), (4.34), (4.36)-(4.38) (in the case \(n = 2\) we also use \(\varepsilon^2 \leq C\eta_\varepsilon, C = |\ln \varepsilon_0|^{-1}\) and \(\eta_\varepsilon < \varepsilon\)). The lemma is proven. \(\square\)

Before to proceed to the last lemma we give several several further properties of the function \(H_{k,\varepsilon}\). Standard elliptic regularity theory yields
\[
H_{k,\varepsilon} \in C^\infty(\mathbb{R}^n \setminus \overline{D_{k,\varepsilon}}) \quad \text{if } n \geq 3 \quad \text{and} \quad H_{k,\varepsilon} \in C^\infty(\mathcal{B}(1, z_k) \setminus \overline{D_{k,\varepsilon}}) \quad \text{if } n = 2.
\]
Evidently, \(H_{k,\varepsilon}\) is symmetric with respect to the hyperplane
\[
\mathcal{S}_k := \left\{ x = (x', x'') \in \mathbb{R}^n : x'' = z_k'' \right\},
\]
i.e.

\[(4.41) \quad H_{k,\varepsilon}(x', z_k^n + \tau) = H_{k,\varepsilon}(x', z_k^n - \tau), \quad \forall \tau > 0.\]

From (4.39), (4.41) we deduce

\[(4.42) \quad \frac{\partial H_{k,\varepsilon}}{\partial x^n}\bigg|_{x^n = z_k^n + 0} = \frac{\partial H_{k,\varepsilon}}{\partial x^n}\bigg|_{x^n = z_k^n - 0} = 0 \text{ on } \mathcal{S}_k \setminus \mathcal{D}_{k,\varepsilon},\]

\[(4.43) \quad \frac{\partial H_{k,\varepsilon}}{\partial x^n}\bigg|_{x^n = z_k^n + 0} = -\frac{\partial H_{k,\varepsilon}}{\partial x^n}\bigg|_{x^n = z_k^n - 0} \quad \text{on } D_{k,\varepsilon}.\]

Finally, using (2.10)–(2.11) and the asymptotics (see Lemma 4.6)

\[(4.44) \quad \int_{\mathcal{D}_{k,\varepsilon}} \|\nabla H_{k,\varepsilon}(x)\|_{L^2(\mathbb{R}^n)^2} \leq C \left( \sum_{k \in \mathcal{M}} |\gamma_{k,\varepsilon} - \gamma_k| + (\eta_{\varepsilon}\varepsilon^{-3/2})^2 \right) \|f\|_{L^2} \|u\|_{H^1}.\]

\[(4.47) \quad \left\| a_\varepsilon[u, J^1 f] - a_{[\tau^1]u, (\tau^1 f)} \right\| \leq C \left( \sum_{k \in \mathcal{M}} |\gamma_{k,\varepsilon} - \gamma_k| + (\eta_{\varepsilon}\varepsilon^{-3/2})^2 \right) \|f\|_{L^2} \|u\|_{H^1}.\]
Estimate of $P_k^e$. Using standard theory of elliptic PDEs (see, e.g., [17]), we infer $\text{dom}(\Delta^D_\Omega) \hookrightarrow H^2(\Sigma')$ for any bounded domain $\Sigma' \subset \subset \Omega$. In particular, there exists $C > 0$ such that

\begin{equation}
\forall h \in \text{dom}(\Delta^D_\Omega) : \quad \| h \|_{H^2(\mathcal{B}(R_k,z_k))} \leq C \| - \Delta h + h \|_{L^2(\Omega)}.
\end{equation}

One has

\begin{equation}
P^e_k = - \sum_{k \in M} \int_{B_{k^+}^e} (\nabla u \cdot \nabla f_0) \phi_{k^+}^e \, dx - \sum_{k \in M \setminus \{p^+_{k^+} := \epsilon \}} \int_{B_{k^+}^e} (\nabla u \cdot \nabla \hat{\phi}^e_{k^+}) f_0 \, dx.
\end{equation}

Using Lemma 4.1 and (4.48), and taking into account that $|\phi_{k^+}^e| \leq C$, we estimate the first integral in (4.49) as follows:

\begin{equation}
|P^e_k| \leq \| \nabla u \|_{L^2(B_{k^+}^e)} \| \nabla f_0 \|_{L^2(B_{k^+}^e)} \leq C \eta^1_{k^+} \| \nabla u \|_{L^2(\Omega)} \| \nabla f_0 \|_{H^1(\mathcal{B}(R_k,z_k))}
\end{equation}

\begin{equation}
\leq C \eta^1_{k^+} \| \nabla u \|_{L^2(\Omega)} \| f_0 \|_{H^1(\mathcal{B}(R_k,z_k))}
\end{equation}

\begin{equation}
\leq C^1 \eta^1_{k^+} \| \nabla u \|_{L^2(\Omega)} - \Delta f_0 + f_0 \|_{L^2(\Omega)} \leq C^1 \eta^1_{k^+} \| u \|_{H^1_0} \| f \|_{H^2}.
\end{equation}

To estimate the second integral in (4.49) we use the generalised Hölder’s inequality:

\begin{equation}
|P^e_k| \leq \| \nabla u \|_{L^2(\Omega)} \| f_0 \|_{L^p(B_{k^+}^e)} \| \nabla \hat{\phi}^e_{k^+} \|_{L^q(B_{k^+}^e)}.
\end{equation}

where $p, q \in [2, \infty]$ with $\frac{1}{p} + \frac{1}{q} = \frac{1}{2}$ are chosen as follows:

\begin{equation}
p = \frac{2n^2}{(n-2)^2}, \quad q = \frac{n^2}{2(n-1)} \quad \text{if} \quad n \geq 3,
\end{equation}

\begin{equation}
p = \infty, \quad q = 2 \quad \text{if} \quad n = 2.
\end{equation}

The Sobolev embedding theorem [2, Theorem 5.4] asserts that the space $L^p(\mathcal{B}(R_k,z_k))$ is embedded continuously into the space $H^2(\mathcal{B}(R_k,z_k))$ provided $p$ satisfies $1 \leq p \leq \frac{2n}{n-2}$ if $n \geq 5$, $1 \leq p < \infty$ if $n = 4$, and $1 \leq p \leq \infty$ if $n = 2, 3$; it is easy to check that $p$ defined by (4.52) falls within the above restrictions. Using this and (4.48), we get

\begin{equation}
\| f_0 \|_{L^p(B_{k^+}^e)} \leq \| f_0 \|_{L^p(\mathcal{B}(R_k,z_k))} \leq C \| f_0 \|_{H^1(\mathcal{B}(R_k,z_k))}
\end{equation}

\begin{equation}
\leq C^1 \| - \Delta f_0 + f_0 \|_{L^2(\Omega)} \leq C^1 \| f \|_{H^2}.
\end{equation}

Furthermore, via direct calculations we obtain

\begin{equation}
\| \nabla \hat{\phi}^e_{k^+} \|_{L^q(B_{k^+}^e)} \leq C \left\{ \begin{array}{ll}
(d \epsilon)^{1-2/n}, & n \geq 3 \\
| \ln d \epsilon |^{-1/2}, & n = 2
\end{array} \right\} \leq C^1 \epsilon
\end{equation}

\begin{equation}
(\text{the last inequality is valid by virtue of (2.14), (4.6)}. \quad \text{It follows from (4.51), (4.53), (4.54) that}
\end{equation}

\begin{equation}
|P^e_k| \leq C^1 \| u \|_{H^1_0} \| f \|_{H^2} \leq C^1 \eta^1_{k^+} \| u \|_{H^1_0} \| f \|_{H^2}.
\end{equation}

Combining (4.50) and (4.55), we finally arrive at the estimate

\begin{equation}
|P^e_k| \leq C \eta^1_{k^+} \| u \|_{H^1_0} \| f \|_{H^2}.
\end{equation}
Estimate of $Q_k^\varepsilon$. One has:

$$|Q_k^\varepsilon|^2 \leq \sum_{k \in M} \|\nabla (\overline{I}_k^\varepsilon u)\|_{L^2(B_{k,\varepsilon})}^2 \sum_{k \in M} \|\nabla f_0\|_{L^2(B_{k,\varepsilon})}^2$$

$$\leq \|\overline{I}_k^\varepsilon u\|_{H^1(\Omega)}^2 \sum_{k \in M} \|\nabla f_0\|_{L^2(B_{k,\varepsilon})}^2.$$  

Due to (4.27), we have

$$\|\overline{I}_k^\varepsilon u\|_{H^1(\Omega)} \leq C\|u\|_{H^2(\Omega_d)} \leq C\|u\|_{H^2_0}.$$  

Lemma 4.1 and (4.48) yield

$$\|\nabla f_0\|_{L^2(B_{k,\varepsilon})}^2 \leq C\eta \|\nabla f_0\|_{H^1(\partial B_{k,\varepsilon}))} \leq C\eta \|f_0\|_{H^2(\partial B_{k,\varepsilon}))} \leq C\eta \|f\|_{H^2}.$$  

Combining (4.57)–(4.59) we get the estimate

$$|Q_k^\varepsilon| \leq C\eta^{1/2}\|u\|_{H^2_0}\|f\|_{H^2}.$$  

Estimate of $R_k^\varepsilon$. Recall that the hyperplane $\mathcal{S}_k$ is defined by (4.40). The cut-off function $\phi_{k,\varepsilon} = \phi(| \cdot - z_k|\varepsilon^{-1}) \in C^\infty(\mathbb{R}^n)$ has the following properties:

$$\frac{\partial \phi_{k,\varepsilon}}{\partial x_n} = 0 \text{ on } \mathcal{S}_k,$$

$$\text{supp}(\phi_{k,\varepsilon}) \subset \overline{B}(\rho_{k,\varepsilon}, z_k), \quad \phi_{k,\varepsilon} = 1 \text{ in a neighbourhood of } D_{k,\varepsilon}.$$  

Then, using (4.42) and (4.61), we obtain via partial integration:

$$\int_{B_{k,\varepsilon}^+} \nabla u \cdot \nabla (H_{k,\varepsilon}\phi_{k,\varepsilon}) \, dx$$

$$= - \int_{B_{k,\varepsilon}} u \cdot \Delta (H_{k,\varepsilon}\phi_{k,\varepsilon}) \, dx - \int_{D_{k,\varepsilon}} u \frac{\partial H_{k,\varepsilon}}{\partial x_n} \bigg|_{x_n = z_n^0 + 0} \, dx'.$$

Similarly, using (4.42) and (4.61), we get

$$\int_{B_{k,\varepsilon}} \nabla u \cdot \nabla (H_{k,\varepsilon}\phi_{k,\varepsilon}) \, dx$$

$$= - \int_{B_{k,\varepsilon}} u \cdot \Delta (H_{k,\varepsilon}\phi_{k,\varepsilon}) \, dx + \int_{D_{k,\varepsilon}} u \frac{\partial H_{k,\varepsilon}}{\partial x_n} \bigg|_{x_n = z_n^0 - 0} \, dx'$$

$$= - \int_{B_{k,\varepsilon}} \langle u - \langle u \rangle_{B_{k,\varepsilon}} \rangle \cdot \Delta (H_{k,\varepsilon}\phi_{k,\varepsilon}) \, dx$$

$$- \langle u \rangle_{B_{k,\varepsilon}} \int_{B_{k,\varepsilon}} \Delta (H_{k,\varepsilon}\phi_{k,\varepsilon}) \, dx + \int_{D_{k,\varepsilon}} u \frac{\partial H_{k,\varepsilon}}{\partial x_n} \bigg|_{x_n = z_n^0 - 0} \, dx'$$

$$= - \int_{B_{k,\varepsilon}} \langle u - \langle u \rangle_{B_{k,\varepsilon}} \rangle \cdot \Delta (H_{k,\varepsilon}\phi_{k,\varepsilon}) \, dx$$

$$- \langle u \rangle_{B_{k,\varepsilon}} \int_{D_{k,\varepsilon}} \frac{\partial H_{k,\varepsilon}}{\partial x_n} \bigg|_{x_n = z_n^0 + 0} \, dx' + \int_{D_{k,\varepsilon}} u \frac{\partial H_{k,\varepsilon}}{\partial x_n} \bigg|_{x_n = z_n^0 - 0} \, dx'.$$
Combining (4.62) and (4.63) and taking into account (4.43) and (4.46), we get the equality

\[
R_k^+ = \sum_{k \in \mathcal{M}} \left( \frac{1}{4} \text{cap}(D_{k,x}) - \gamma_k |B_{k,x}| \right) (u)_{B_{k,x}} |B_{k,x}|^{-1/2} f_k
\]

\[
R_k^{k,1} = \frac{1}{2} \sum_{k \in \mathcal{M}} \left( - \int_{B_{k,x}} u \cdot \Delta (H_{k,x} \phi_{k,x}) \, dx + \int_{B_{k,x}} (u - \langle u \rangle_{B_{k,x}}) \cdot \Delta (H_{k,x} \phi_{k,x}) \, dx \right) |B_{k,x}|^{-1/2} f_k
\]

Due to (2.8) and (4.17), one has \( R_k^{k,1} = (\gamma_k - \gamma_k) (\overline{I}_e u)_{V_k} \), whence, taking into account that \( \| \overline{I}_e u \|_H \leq \| u \|_{\mathcal{H}_e} \) (this follows immediately from (4.18)–(4.19)), we obtain

\[
|R_k^{k,1}| \leq C |\gamma_k - \gamma_k| \cdot \| \overline{I}_e u \|_H \cdot \| f \|_H \leq C_1 |\gamma_k - \gamma_k| \cdot \| u \|_{\mathcal{H}_e} \cdot \| f \|_H
\]

Finally, from (4.64) and (4.69), we conclude

\[
|R_k^+| \leq C \left( \sum_{k \in \mathcal{M}} |\gamma_k - \gamma_k| + \eta_k^{3/2} \right) \| u \|_{\mathcal{H}_e} \| f \|_H.
\]

The required estimate (4.47) follows from (4.56), (4.60), (4.70) (in the case \( n = 2 \) we also use \( \eta_k^{1/2} \leq C \eta_k^{3/2} \)). The lemma is proven.
4.3. **End of proofs of Theorems 2.4 and 2.5.** It follows from (4.18)–(4.21), (4.28), (4.32), (4.47) that conditions (3.3)–(3.9) of Theorem 3.1 hold with

\[ \delta_\varepsilon := C \left( \sum_{k \in M} |\gamma_{k,\varepsilon} - \gamma_k| + (\eta_\varepsilon)^{3/2}\varepsilon^{-2} \right) = \begin{cases} C \sum_{k \in M} |\gamma_{k,\varepsilon} - \gamma_k| + C\varepsilon, & n \geq 3, \\ C \sum_{k \in M} |\gamma_{k,\varepsilon} - \gamma_k| + C\varepsilon |\ln \varepsilon|^{3/2}, & n = 2. \end{cases} \]

(in the case \(n = 2\) we also use \(\varepsilon \leq C\eta_\varepsilon^{3/2}\varepsilon^{-2}\), \(\eta_\varepsilon^{1/2} \leq C\eta_\varepsilon^{3/2}\varepsilon^{-2}\)). Then, by virtue of Theorem 3.1 and the equality

\[ \|\psi - J_\varepsilon\psi\|_{H^1}^2 = \|\psi - \psi_0\|^2_{L^2(\Omega \setminus \cup_{k \in M} B_{\varepsilon k})} + \sum_{k \in M} \|\psi_k - |B_{k,\varepsilon}|^{-1/2}\psi_k\|^2_{L^2(B_{k,\varepsilon})}, \]

we immediately obtain all statements of Theorems 2.4 and 2.5.

4.4. **Absence of outside convergence of discrete spectrum.** In this subsection we present an example showing that the property \(\sigma_{\text{disc}}(A_\varepsilon) \setminus \sigma_{\text{disc}}(A)\) does not always hold true.

Let \(\Omega = \Omega' \times \mathbb{R}\) be a tubular domain with a bounded Lipschitz cross-section \(\Omega' \subset \mathbb{R}^{r-1}\). To simplify presentation, we restrict ourselves to the case \(n \geq 3\). The spectrum of the Dirichlet Laplacian \(-\Delta^D_\Omega\) on \(\Omega\) is purely essential, namely

\[ (4.71) \quad \sigma(-\Delta^D_\Omega) = \sigma_{\text{ess}}(-\Delta^D_\Omega) = [\Lambda', \infty), \]

where \(\Lambda' := \lambda_1(-\Delta^D_\Omega) > 0\). As before, we define the domain \(\Omega_\varepsilon\) by (2.7), (2.5), (2.2) with \(m = 1\) (i.e., only one resonator is inserted), arbitrary sets \(B_1 \subset \mathbb{R}^n\) and \(D_1 \subset \mathbb{R}^{r-1}\) such that (2.1), (2.3) hold, arbitrary \(z_1 \in \Omega\), and \(d_{1,\varepsilon}\) being chosen as follows:

\[ d_{1,\varepsilon} = \left( \frac{4(\Lambda' - \varepsilon^{1/2})|B_1|}{\text{cap}(D_1)} \right)^{\frac{1}{3}} \varepsilon^\frac{n}{3}. \]

With such a choice of \(d_{1,\varepsilon}\) we obtain, using (2.13):

\[ \gamma_{1,\varepsilon} = \Lambda' - \varepsilon^{1/2}, \]

(4.72) consequently, \(\gamma_1 = \Lambda'\).

Let \(A\) be the corresponding limiting operator, see (2.17). From (2.17), (4.71), (4.72) we infer

\[ (4.73) \quad \sigma_{\text{ess}}(A) = [\Lambda', \infty), \quad \sigma_{\text{disc}}(A) = \emptyset. \]

Now, we look closely at the spectrum of \(A_\varepsilon\). From (2.19) and (4.73) we deduce

\[ (4.74) \quad \sigma_{\text{ess}}(A_\varepsilon) = [\Lambda', \infty). \]

Furthermore, one can find such a function \(v_\varepsilon \in \text{dom}(a_\varepsilon)\) that

\[ (4.75) \quad \frac{a_\varepsilon[v_{\varepsilon}, v_{\varepsilon}]}{\|v_{\varepsilon}\|^2_{L^2(\Omega_\varepsilon)}} < \Lambda' \text{ for sufficiently small } \varepsilon. \]

For convenience of presentation, we postpone the construction of \(v_{\varepsilon}\) and the justification of (4.75) to the end of this subsection. Now, using (4.74), (4.75) and the min-max principle (see, e.g., [13, Section 4.5]), we conclude that

\[ (4.76) \quad [0, \Lambda') \cap \sigma_{\text{disc}}(A_\varepsilon) \neq \emptyset \text{ for sufficiently small } \varepsilon. \]

From (4.76) we immediately infer that there exists a sequence \((\lambda_{\varepsilon_k})_{k \in \mathbb{N}}\) with \(\lambda_{\varepsilon_k} \in \sigma_{\text{disc}}(A_{\varepsilon_k})\) converging to some \(\lambda_0 \in [0, \Lambda')\) as \(\varepsilon_k \to 0\). By Theorem 2.4 \(\lambda_0 \in \sigma(A)\). On the other hand
\(\sigma(A) \cap [0, \kappa] = \{\lambda'\}\), whence \(\lambda_0 = \kappa' \in \sigma_{\text{ess}}(A)\), which means (cf. Remark 2.2) that the property \(\sigma_{\text{disc}}(A_k) \backslash \sigma_{\text{disc}}(A)\) does not hold true.

It remains to construct the function \(v_\varepsilon\) satisfying (4.75). We choose it as follows:

\[
v_\varepsilon = \begin{cases} 
\frac{1}{2} |H_{1,\varepsilon}(x)\phi_{1,\varepsilon}(x)| |B_{1,\varepsilon}|^{-1/2}, & x \in \Omega_{\varepsilon}^{\text{out}}, \\
1 - \frac{1}{2} |H_{1,\varepsilon}(x)\phi_{1,\varepsilon}(x)| |B_{1,\varepsilon}|^{-1/2}, & x \in B_{1,\varepsilon}, \\
|B_{1,\varepsilon}|^{-1/2}, & x \in D_{1,\varepsilon}, 
\end{cases}
\]

i.e. \(v_\varepsilon = f_{1,\varepsilon}\), where \(\varepsilon = (0, 1) \in H^1 = H^1_0(\Omega) \times C\). It is easy to see that

\[
a_\varepsilon[v_\varepsilon, v_\varepsilon] = \frac{1}{4} |B_{1,\varepsilon}|^{-1} \|H(1,\varepsilon)\phi_{1,\varepsilon}\|^2_{L^2(R^n)} = \frac{1}{4} |B_{1,\varepsilon}|^{-1} (\text{cap}(D_{1,\varepsilon}) + U_{\varepsilon,1} + U_{\varepsilon,2}),
\]

where

\[
U_{\varepsilon,1} := \|\nabla(H(1,\varepsilon)\phi_{1,\varepsilon} - 1)\|^2_{L^2(R^n)}, \quad U_{\varepsilon,2} := 2(\nabla H_{1,\varepsilon}, \nabla(H_{1,\varepsilon}(\phi_{1,\varepsilon} - 1)))_{L^2(R^n)}.
\]

Taking into account that \(|\phi_{1,\varepsilon}| \leq C\) and \(|\nabla \phi_{1,\varepsilon}| \leq C\varepsilon^{-1}\), we estimate \(U_{1,\varepsilon}\) as follows:

\[
(4.77) \quad \|\nabla(H_{1,\varepsilon}(\phi_{1,\varepsilon} - 1))\|^2_{L^2(R^n)} \leq C \left( \|\nabla H_{1,\varepsilon}\|^2_{L^2(\text{supp}(\phi_{1,\varepsilon} - 1))} + \varepsilon^{-2} \|H_{1,\varepsilon}\|^2_{L^2(\text{supp}(\nabla \phi_{1,\varepsilon}))} \right).
\]

One has (see (4.38); recall that we assume \(n \geq 3\)):

\[
(4.78) \quad \|H_{1,\varepsilon}\|^2_{L^2(\text{supp}(\nabla \phi_{1,\varepsilon}))} \leq C_1 \varepsilon\eta\varepsilon^2 C_1 \varepsilon^{n+4}.
\]

Similarly, using Lemma 4.6 (note that \(\text{supp}(\phi_{1,\varepsilon} - 1) \subset R^n \setminus \mathcal{B}(\varepsilon_1, \varepsilon z_1)\), whence the estimates (4.31) are valid due to Remark 4.7, we get

\[
(4.79) \quad \|\nabla H_{1,\varepsilon}\|^2_{L^2(\text{supp}(\phi_{1,\varepsilon} - 1))} \leq C \varepsilon^{n+2}.
\]

Combining (4.77)–(4.79), we obtain

\[
(4.80) \quad U_{1,\varepsilon} \leq C \varepsilon^{n+2}.
\]

Furthermore, using (4.79) and (4.80), we arrive at the estimate for \(U_{2,\varepsilon}\):

\[
(4.81) \quad |U_{2,\varepsilon}| \leq 2\|\nabla H_{1,\varepsilon}\|_{L^2(\text{supp}(\phi_{1,\varepsilon} - 1))} / \sqrt{U_{1,\varepsilon}} \leq C \varepsilon^{n+2}.
\]

Combining (4.80) and (4.81), we infer

\[
(4.82) \quad a_\varepsilon[v_\varepsilon, v_\varepsilon] = \frac{1}{4} |B_{1,\varepsilon}|^{-1} (\text{cap}(D_{1,\varepsilon}) + O(\varepsilon^{n+2})) = \gamma_{1,\varepsilon} + O(\varepsilon^2) = \lambda' - \varepsilon^{1/2} + O(\varepsilon^2).
\]

Similarly, we derive the asymptotics

\[
(4.83) \quad \|v_\varepsilon\|^2_{H_{\varepsilon}} = 1 + O(\varepsilon).
\]

The required estimate (4.75) follows from (4.82)–(4.83).
5. Waveguide with prescribed eigenvalues

The spectrum of the Dirichlet Laplacian on the straight tubular domain coincides with $[\Lambda', \infty)$, where $\Lambda' > 0$ is the smallest eigenvalue of the Dirichlet Laplacian on the tube cross-section. Let us perturb this tube by narrowing its bounded part and then by inserting $m$ resonators within this narrowed part. Such a perturbation does not change the essential spectrum, but may produce discrete eigenvalues below $\Lambda'$. Our goal is to show that these eigenvalues can be made coinciding with prescribed numbers via a suitable choice of the parameters $d_{k,\varepsilon}$. Below we formulate the problem and the result precisely.

Let $\Omega'$ and $\Omega''$ be bounded Lipschitz domains in $\mathbb{R}^{n-1} (n \geq 2)$ such that $\Omega'' \subset \Omega'$. Let $L > 0$. We introduce the following domains in $\mathbb{R}^{n}$:

$$\tilde{\Omega} := \Omega'' \times (-L, L), \quad \Omega^+ := \Omega' \times (L, \infty), \quad \Omega^- := \Omega' \times (-\infty, -L), \quad S^\pm = \Omega'' \times \{ \pm L \}.$$ 

Further, let $S_{k,\varepsilon} \subset \tilde{\Omega}$, $k \in \mathbb{M} = \{1, \ldots, m\}$ be the sets we introduced in Section 2, namely

$$S_{k,\varepsilon} = (\partial (\varepsilon B_k + z_k)) \setminus (d_{k,\varepsilon} D_k + z_k).$$

Here $\varepsilon > 0$, $(z_k)_{k \in \mathbb{M}}$ are pairwise distinct points in $\tilde{\Omega}$, $(B_k)_{k \in \mathbb{M}}$ and $(D_k)_{k \in \mathbb{M}}$ are sets in $\mathbb{R}^n$ satisfying (2.1)–(2.3), finally, the numbers $(d_{k,\varepsilon})_{k \in \mathbb{M}}$ are specified as follows:

$$d_{k,\varepsilon} = \begin{cases} \frac{d_k \varepsilon^{\frac{n-2}{2}}}{\kappa_{n-2}}, & n \geq 3, \\ \exp \left(-\frac{1}{d_k \varepsilon^{2}}\right), & n = 2, \end{cases}$$

where $d_k$ are positive constants. The parameter $\varepsilon$ is supposed to be sufficiently small in order to have $B_{k,\varepsilon} \subset \tilde{\Omega}$ and $B_{k,\varepsilon} \cap B_{l,\varepsilon} = \emptyset$ if $k \neq l$. We set

$$\tilde{\Omega}_\varepsilon := \tilde{\Omega} \setminus \left( \bigcup_{k \in \mathbb{M}} S_{k,\varepsilon} \right).$$

Finally, we connect $\tilde{\Omega}_\varepsilon$ (via $S^\pm$) with $\Omega^-$ and $\Omega^+$, and arrive at the domain (see Figure 1.5)

$$\Omega_\varepsilon := \Omega^- \cup S^- \cup \tilde{\Omega}_\varepsilon \cup S^+ \cup \Omega^+.$$

We also introduce the set

$$\Omega := \Omega^- \cup S^- \cup \tilde{\Omega} \cup S^+ \cup \Omega^+.$$

As before, $A_\varepsilon$ stands for the operator acting in $L^2(\Omega_\varepsilon)$ and being associated with the sesquilinear form (2.15), i.e. $A_\varepsilon$ is the Laplace operator on $\Omega_\varepsilon$ subject to the Neumann boundary conditions on $\cup_{k \in \mathbb{M}} S_{k,\varepsilon}$ and the Dirichlet boundary conditions on $\partial \Omega$. Using standard methods of perturbation theory one can easily demonstrate that the essential spectrum of $A_\varepsilon$ coincides with the essential spectrum of the Dirichlet Laplacian $-\Delta_{\Omega' \times \mathbb{R}}^D$ on the unperturbed waveguide $\Omega' \times \mathbb{R}$, i.e.

$$\sigma_{\text{ess}}(A_\varepsilon) = \sigma_{\text{ess}}(-\Delta_{\Omega' \times \mathbb{R}}^D) = [\Lambda', \infty), \text{ where } \Lambda' := \lambda_1(-\Delta_{\Omega'}^D).$$

Thus the discrete spectrum of $A_\varepsilon$ (if any) belongs to $[0, \Lambda')$. The theorem below asserts that, under a suitable choice of the constants $d_k$ in (5.1), $\sigma_{\text{disc}}(A_\varepsilon)$ has $m$ simple eigenvalues, which coincide with prescribed numbers. The role of the local narrowing is to guaranteed that there are no further eigenvalues in the vicinity of $\Lambda'$. Note that solely the local
narrowing will not change the spectrum. Indeed, similarly to \((5.2)\), we get
\[
\sigma_{\text{ess}}(-\Delta^D_{\Omega}) = \sigma_{\text{ess}}(-\Delta^D_{\Omega'\times\mathbb{R}}) = [\Lambda', \infty).
\]
Moreover, \(-\Delta^D_{\Omega}\) has no eigenvalues below \(\Lambda'\) (this follows easily from \(\sigma_{\text{disc}}(-\Delta^D_{\Omega'\times\mathbb{R}}) = \emptyset\), \(\Omega \subset \Omega' \times \mathbb{R}\) and the min-max principle).

To formulate the result we introduce the functions \(F_k : \mathbb{R}_+ \to \mathbb{R}_+, k \in \mathbb{M}\), via
\[
F_k(t) = \begin{cases} 
\left( \frac{t - 4|B_k|}{\text{cap}(D_k)} \right)^{\frac{1}{3}}, & n \geq 3, \\
\frac{t - 2|B_k|}{\pi}, & n = 2.
\end{cases}
\]
In the following, in order to emphasize the dependence of \(A_e\) (and its spectrum) on \(d_1, \ldots, d_m\), we will use the notation \(A_{d_1, \ldots, d_m}\) instead of \(A_e\).

**Theorem 5.1.** Let \(\tilde{\gamma}_k, k \in \mathbb{M}\) be arbitrary numbers satisfying
\[
0 < \tilde{\gamma}_1 < \tilde{\gamma}_2 < \cdots < \tilde{\gamma}_m < \Lambda'.
\]
Then for any \(\delta > 0\) there exist \(\varepsilon = \varepsilon(\delta) > 0\) and \(\tilde{d}_k \in (F_k(\tilde{\gamma}_k) - \delta, F_k(\tilde{\gamma}_k) + \delta), k \in \mathbb{M}\) such that
\[
\sigma_{\text{disc}}(A_{\tilde{d}_1, \ldots, \tilde{d}_m}) = \bigcup_{k \in \mathbb{M}} \{\tilde{\gamma}_k\},
\]
and the eigenvalues \(\tilde{\gamma}_k\) are simple.

**Remark 5.2.** The above theorem asserts that \(\tilde{d}_k\) can be indicated “almost explicitly”: they belong to the \(\delta\)-neighbourhoods of the numbers \(F_k(\tilde{\gamma}_k)\), where \(\delta > 0\) can be chosen arbitrary small. Of course, the smaller \(\delta\) is chosen, the smaller \(\varepsilon(\delta)\) will be.

**Proof of Theorem 5.1.** Let us fix \(\delta > 0\). Let us also six sufficiently small \(\eta > 0\) satisfying
\[
(5.3) \quad \forall k \in \mathbb{M} : \quad [\tilde{\gamma}_k - 2\eta, \tilde{\gamma}_k + 2\eta] \subset (0, \Lambda'),
\]
\[
(5.4) \quad \forall k, l \in \mathbb{M}, k \neq l : \quad [\tilde{\gamma}_k - 2\eta, \tilde{\gamma}_k + 2\eta] \cap [\tilde{\gamma}_l - 2\eta, \tilde{\gamma}_l + 2\eta] = \emptyset,
\]
\[
(5.5) \quad \max_{k \in \mathbb{M}} (F_k(\tilde{\gamma}_k + \eta) - F_k(\tilde{\gamma}_k - \eta)) < \delta
\]
(the last property can be achieved since \(F_k, k \in \mathbb{M}\) are continuous functions). We denote
\[
d^{+}_k := F_k(\tilde{\gamma}_k + \eta).
\]
Due to a strict monotonicity of \(F_k\), we have \(0 < d^{+}_k < d^{-}_k\). Finally, we introduce the set
\[
D := \prod_{k=1}^{m} [d^{-}_k, d^{+}_k] \subset \mathbb{R}^m.
\]
By virtue of Theorems 2.4, 2.5 one has for each \((d_1, \ldots, d_m) \in D\):
\[
\sigma(A_{d_1, \ldots, d_m}) \to \sigma(A_{d_1, \ldots, d_m}),
\]
\[
(5.6) \quad \sigma_{\text{disc}}(A_{d_1, \ldots, d_m}) \nearrow \sigma_{\text{disc}}(A_{d_1, \ldots, d_m}) \quad \text{with the multiplicity being preserved}
\]
(in the sense as in Theorem 2.5).

Here \(A_{d_1, \ldots, d_m}\) is an operator in \(L^2(\Omega) \oplus \mathbb{C}^m\) given by
\[
A_{d_1, \ldots, d_m} = (-\Delta^D_{\Omega}) \oplus \text{diag}\{\gamma_1^{d_1}, \ldots, \gamma_m^{d_m}\},
\]
Similarly, there exist intervals of and belong to \( \gamma_k^d \). Moreover, for each \( k \in \mathbb{M} \) one has

\[
\gamma_k^d = F_k^*(d_k),
\]

where \( F_k^* : \mathbb{R}_+ \to \mathbb{R}_+ \) is a strictly increasing function defined by

\[
F_k^*(s) = \begin{cases} 
\frac{s^{n-2} \text{cap}(D_k)}{4|B_k|}, & n \geq 3, \\
\frac{\pi s}{2|B_k|}, & n = 2.
\end{cases}
\]

Observe that \( F_k(F_k^*(s)) = s \) and \( F_k^*(F_k(t)) = t \); we have

\[
\gamma_k^d = \tilde{\gamma}_k - \eta < \gamma_k < \tilde{\gamma}_k + \eta = \gamma_k^d, \quad \gamma_k^d \in [\tilde{\gamma}_k - \eta, \tilde{\gamma}_k + \eta] \quad \text{as} \quad d_k \in [d_k^-, d_k^+].
\]

Lemma 5.3. There exists \( \epsilon' > 0 \) such that for any \( \epsilon \in (0, \epsilon'] \) and \( (d_1, \ldots, d_m) \in D \) the spectrum of \( A^{d_1, \ldots, d_m}_\epsilon \) has the following structure within \( [0, \tilde{\Lambda}] \):

\[
\sigma(A^{d_1, \ldots, d_m}_\epsilon) \cap [0, \tilde{\Lambda}] = \bigcup_{k \in \mathbb{M}} \{ \gamma_{k, \epsilon}^{d_1, \ldots, d_m} \},
\]

where the numbers \( \gamma_{k, \epsilon}^{d_1, \ldots, d_m} \) are simple eigenvalues satisfying

\[
\tilde{\gamma}_k - \frac{3\eta}{2} \leq \gamma_{k, \epsilon}^{d_1, \ldots, d_m} \leq \tilde{\gamma}_k + \frac{3\eta}{2}.
\]

Moreover, for each \( k \in \mathbb{M} \) one has

\[
\gamma_{k, \epsilon}^{d_1^1, \ldots, d_m^1} \ldots \gamma_{k, \epsilon}^{d_1^r, \ldots, d_m^r} \leq \tilde{\gamma}_k < \gamma_{k, \epsilon}^{d_1, \ldots, d_m}.
\]

Proof. Due to (5.3), (5.4), (5.7), the intervals \( [\gamma_k^d - \frac{\eta}{2}, \gamma_k^d + \frac{\eta}{2}] \), \( k \in \mathbb{M} \) are pairwise disjoint and belong to \( (0, \tilde{\Lambda}) \). Hence, by virtue of (5.2) and (5.6), for sufficiently small \( \epsilon \) the spectrum of \( A^{d_1, \ldots, d_m}_\epsilon \) with the interval \( [0, \tilde{\Lambda}] \) consists of \( m \) simple eigenvalues so that in each interval \( [\gamma_k^d - \frac{\eta}{2}, \gamma_k^d + \frac{\eta}{2}] \) one has precisely one eigenvalue: there exist \( \epsilon_0 > 0 \) such that

\[
\sigma(A^{d_1, \ldots, d_m}_\epsilon) \cap [0, \tilde{\Lambda}] = \bigcup_{k \in \mathbb{M}} \{ \gamma_{k, \epsilon} \} \quad \text{for} \quad \epsilon \in (0, \epsilon_0],
\]

where the numbers \( \gamma_{k, \epsilon} \) are simple eigenvalues satisfying

\[
\gamma_{k, \epsilon} \in [\tilde{\gamma}_k - \frac{3\eta}{2}, \tilde{\gamma}_k + \frac{3\eta}{2}].
\]

Similarly, there exist \( \epsilon_+ > 0 \) such that

\[
\sigma(A^{d_1, \ldots, d_m}_\epsilon) \cap [0, \tilde{\Lambda}] = \bigcup_{k \in \mathbb{M}} \{ \gamma_{k, \epsilon}^+ \} \quad \text{for} \quad \epsilon \in (0, \epsilon_+],
\]

where the numbers \( \gamma_{k, \epsilon}^+ \) are simple eigenvalues satisfying

\[
\gamma_{k, \epsilon}^+ \in [\tilde{\gamma}_k - \frac{\eta}{2}, \tilde{\gamma}_k + \frac{3\eta}{2}].
\]
Let $a^{d_1,\ldots,d_m}_\varepsilon$ be the sesquilinear form associated with $A^{d_1,\ldots,d_m}_\varepsilon$. It is easy to see that for any $(d_1,\ldots,d_m) \in \mathcal{D}$, $(d_1,\ldots,d_m) \in \mathcal{D}$ satisfying $d_1^1 \leq d_2^1$, one has
\begin{equation}
\text{dom}(a^{d_1,\ldots,d_m}_\varepsilon) \supset \text{dom}(a^{d_1,\ldots,d_m}_\varepsilon),
\end{equation}
(5.15)
\[ \forall u \in \text{dom}(a^{d_1,\ldots,d_m}_\varepsilon) : a^{d_1,\ldots,d_m}_\varepsilon[u,u] = a^{d_1,\ldots,d_m}_\varepsilon[u,u]. \]

Then, using the min-max principle, we conclude from (5.11)-(5.15) that (5.8)-(5.9) hold for $\varepsilon \leq \min\{\varepsilon_-, \varepsilon_+\}$; moreover, by Theorem 2.4, $\gamma^{d_1,\ldots,d_m}_\varepsilon \rightarrow \gamma^d_k$ as $\varepsilon \rightarrow 0$. In particular, one has
\begin{equation}
\lim_{\varepsilon \rightarrow 0} \gamma_{k,\varepsilon}^{d_1,\ldots,d_m} = \gamma_k^d, \quad \lim_{\varepsilon \rightarrow 0} \gamma_{k,\varepsilon}^{d_1,\ldots,d_m} = \gamma_k^d.
\end{equation}
(5.16)

Due to (5.7) and (5.16) there exists $\varepsilon' \leq \min\{\varepsilon_-, \varepsilon_+\}$ such that (5.10) holds for $\varepsilon \in (0, \varepsilon']$. The lemma is proven.

**Lemma 5.4.** There exists $\tilde{\varepsilon} \in (0, \varepsilon']$ such that $(d_1,\ldots,d_m) \in \mathcal{D}$ and for any $\varepsilon \in (0, \tilde{\varepsilon})$ one has
\begin{equation}
\sigma(A^{d_1,\ldots,d_m}_\varepsilon) \cap (\Lambda', \Lambda) = \emptyset.
\end{equation}
(5.17)

**Proof.** For the proof we use bracketing technique. We represent $L^2(\Omega_\varepsilon)$ as a direct sum
\[ L^2(\Omega_\varepsilon) = L^2(\Omega^-) \oplus L^2(\Omega_\varepsilon) \oplus L^2(\Omega^+). \]

With respect to this space decomposition we introduce the operator
\[ \tilde{A}^{d_1,\ldots,d_m}_\varepsilon = A^- \oplus \tilde{A}^{d_1,\ldots,d_m}_\varepsilon \oplus A^+. \]
where

* the operator $\tilde{A}^{d_1,\ldots,d_m}_\varepsilon$ is associated with the sesquilinear form $\tilde{a}_\varepsilon$ given by
  \[ \tilde{a}_\varepsilon[u,v] = \int_{\Omega_\varepsilon} \nabla u \cdot \nabla v \, dx, \quad \text{dom}(\tilde{a}_\varepsilon) = \{u \in H^1(\Omega_\varepsilon) : u = 0 \text{ on } \partial\Omega'' \times (-L, L)\}. \]
  In other words, $\tilde{A}^{d_1,\ldots,d_m}_\varepsilon$ is the Laplacian on $\tilde{\Omega}$ subject to the Dirichlet boundary conditions on $\partial\Omega'' \times (-L, L)$ and the Neumann boundary conditions on $S^\pm$.
* the operator $A^-$ (respectively, $A^+$) in the Laplace operator on $\Omega^-$ (respectively, on $\Omega^+$) subject to the Neumann boundary conditions on $S^-$ (respectively, on $S^+$), and the Dirichlet boundary conditions on $(\partial\Omega^-) \setminus S^-$ (respectively, on $(\partial\Omega^+) \setminus S^+$).

We denote by $\tilde{A}$ the Laplacian on $\tilde{\Omega}$ subject to the Neumann boundary conditions on $S^\pm$, and the Dirichlet boundary conditions on $\partial\Omega'' \times (-L, L)$. It is easy to see that
\begin{equation}
\inf \sigma(\tilde{A}) = \Lambda'' := \lambda_1(-\Delta^0_{\Omega''}).
\end{equation}
(5.18)
Also, since $\Omega'' \subset \Omega'$, we get (see, e.g, [21], Subsection 1.3.2)
\begin{equation}
\Lambda' < \Lambda''.
\end{equation}
(5.19)

By virtue of Theorems 2.4, 2.5 (taking into account Remark 2.9) we have
\begin{equation}
\sigma(\tilde{A}^{d_1,\ldots,d_m}_\varepsilon) \rightarrow \sigma(A^{d_1,\ldots,d_m}),
\end{equation}
(5.20)
\[ \sigma_{\text{disc}}(\tilde{A}^{d_1,\ldots,d_m}_\varepsilon) \rightarrow \sigma_{\text{disc}}(A^{d_1,\ldots,d_m}) \] with the multiplicity being preserved (in the sense as in Theorem 2.5).

where $\tilde{A}^{d_1,\ldots,d_m}_\varepsilon = \tilde{A} \oplus \text{diag}(\gamma_1^d, \ldots, \gamma_m^d)$. Combining (5.18)-(5.20) and using the same arguments as in the proof of (5.8), we conclude there exists $\tilde{\varepsilon} > 0$ such that $\sigma(\tilde{A}^{d_1,\ldots,d_m}_\varepsilon) \cap [0, \Lambda')$
consists of precisely \( m \) simple eigenvalues provided \( \varepsilon \in (0, \varepsilon_0) \) and \((d_1, \ldots, d_m) \in \mathcal{D}\). Hence, since \( \sigma(A^\pm) = (\Lambda', \infty) \), we infer
\[
(5.21) \quad \sigma(\tilde{A}_{d_1, \ldots, d_m}) \cap [0, \Lambda') \text{ consists of } m \text{ simple eigenvalues }
\]
provided \( \varepsilon \in (0, \varepsilon_0) \) and \((d_1, \ldots, d_m) \in \mathcal{D}\). Finally, we observe that \( \tilde{A}_{d_1, \ldots, d_m} \leq A_{d_1, \ldots, d_m} \) in the form sense. Using this fact and the min-max principle, we conclude from \( (5.21) \) that
\[
\sigma(A_{d_1, \ldots, d_m}) \cap [0, \Lambda') \text{ consists of } at \, m \, \text{eigenvalues }
\]
(with multiplicities taken into account)
for \( \varepsilon \in (0, \varepsilon_0) \), \((d_1, \ldots, d_m) \in \mathcal{D}\). On the other hand (see \( (5.8) \)) \( \sigma(A_{d_1, \ldots, d_m}) \cap [0, \tilde{\Lambda}] \) consists of precisely \( m \) simple eigenvalues for \( \varepsilon \in (0, \varepsilon')\). Hence \( (5.17) \) holds with \( \varepsilon := \min \{ \varepsilon', \varepsilon_0 \} \).

We need the following multi-dimensional version of the intermediate value theorem.

**Lemma 5.5** ([19] Lemma 3.5). Let \( \mathcal{D} = \prod_{k=1}^n [a_k, b_k] \) with \( a_k < b_k \), \( k = 1, \ldots, n \), assume that \( f : \mathcal{D} \to \mathbb{R}^n \) is continuous and each coordinate function \( f_k \) of \( f \) is monotonically increasing in each of its arguments. If \( F_k^- < F_k^+ \), \( k = 1, \ldots, n \), where
\[
F_k^- := f_k(b_1, b_2, \ldots, b_{k-1}, a_k, b_{k+1}, \ldots, b_n),
F_k^+ := f_k(a_1, a_2, \ldots, a_{k-1}, b_k, a_{k+1}, \ldots, b_n),
\]
then for any \( F \in \prod_{k=1}^n [F_k^-, F_k^+] \) there exists \( x \in \mathcal{D} \) such that \( f(x) = F \).

Now, we are ready to finish the proof of Theorem 5.1. Let us fix \( \varepsilon \in (0, \varepsilon_0) \); with this \( \varepsilon \) the properties \( (5.8)-(5.10), (5.17) \) hold true. We introduce \( f = (f_1, \ldots, f_m) : \mathcal{D} \to \mathbb{R}^m \) by
\[
f_k(d_1, \ldots, d_m) = \gamma_{d_1, \ldots, d_m}^k.
\]
By the min-max principle, each \( f_k \) is monotonically increasing in each of its arguments. Moreover, each \( f_k \) depends continuously on \((d_1, \ldots, d_m) \in \mathcal{D}\) (for \( n = 2 \) the proof can be found in [5, Theorem A.1], in the general case the proof is similar). Finally, due to \( (5.10) \), one has for each \( k \in \mathbb{M} \):
\[
f_k(d_1, \ldots, d_k^+, \ldots, d_{k-1}^-, d_{k+1}, \ldots, d_m^+) < \gamma_k < f_k(d_1, \ldots, d_k^-, \ldots, d_{k-1}^+, d_{k+1}, \ldots, d_m^-)
\]
Then, by Lemma 5.5 there exists \((\tilde{d}_1, \ldots, \tilde{d}_m) \in \mathcal{D} \) such that \( f_k(\tilde{d}_1, \ldots, \tilde{d}_m) = \gamma_k, \forall k \in \mathbb{M} \). Thus, taking into account \( (5.2) \) and \( (5.17) \), we arrive at
\[
\sigma_{\text{disc}}(\tilde{A}_{d_1, \ldots, d_m}) = \cup_{k \in \mathbb{M}} \{ \tilde{\gamma}_k \}.
\]
Evidently, all eigenvalues \( \tilde{\gamma}_k \) are simple. Finally, using \( (5.5) \) and taking into account that \( \mathcal{F}_k(\tilde{\gamma}_k) \in [\mathcal{F}_k(\gamma_k - \eta), \mathcal{F}_k(\gamma_k + \eta)] = [d_k^-, d_k^+] \), we get
\[
|\tilde{d}_k - \mathcal{F}_k(\tilde{\gamma}_k)| \leq d_k^+ - d_k^- = \mathcal{F}_k(\gamma_k + \eta) - \mathcal{F}_k(\gamma_k - \eta) < \delta
\]
Theorem 5.1 is proven. \( \square \)
Appendix A. Convergence of operators in varying Hilbert spaces

In this appendix we present an abstract scheme for studying the convergence of operators in varying Hilbert spaces proposed by Post in [34], and further elaborated in the monograph [35]. Initially, this scheme was applied to study convergence of the Laplace-Beltrami operator on “fat” graphs; later it also has shown to be effective to investigate resolvent and spectral convergence in domains with holes [3, 26, 27].

As in Section 3, let \((\mathcal{H}_\varepsilon)_{\varepsilon > 0}\) be a family of Hilbert spaces, \((\mathcal{A}_\varepsilon)_{\varepsilon > 0}\) be a family of non-negative, self-adjoint, unbounded operators in \(\mathcal{H}_\varepsilon\), \((a_\varepsilon)_{\varepsilon > 0}\) be a family of associated sesquilinear forms. Similarly, let \(\mathcal{H}\) be a Hilbert space, \(\mathcal{A}\) be a non-negative, self-adjoint, unbounded operator in \(\mathcal{H}\), \(a\) be the associated sesquilinear form. We define the Hilbert spaces \(\mathcal{H}_\varepsilon^1, \mathcal{H}^1\) and \(\mathcal{H}^2\) by (3.1)–(3.2).

The definition below generalizes the standard notion of norm resolvent convergence to the setting of varying Hilbert spaces.

**Definition A.1** ([35]). We say that \(\mathcal{A}_\varepsilon\) converges to \(\mathcal{A}\) in the generalized norm-resolvent sense \((\mathcal{A}_\varepsilon \overset{\text{g,n,r.e}}{\rightarrow} \mathcal{A})\) as \(\varepsilon \to 0\) if there is a sequence of \((\delta_\varepsilon)_{\varepsilon > 0}\) with \(\delta_\varepsilon \to 0\) and linear bounded operators \(I_\varepsilon: \mathcal{H} \to \mathcal{H}_\varepsilon, \tilde{I}_\varepsilon: \mathcal{H}_\varepsilon \to \mathcal{H}\), satisfying the conditions

\[
\begin{align*}
(A.1) & \quad \| (u, I_\varepsilon f)_{\mathcal{H}_\varepsilon} - (\tilde{I}_\varepsilon u, f)_{\mathcal{H}} \|_{\mathcal{H}_\varepsilon} \leq \delta_\varepsilon \| f \|_{\mathcal{H}} \| u \|_{\mathcal{H}_\varepsilon}, \quad \forall f \in \mathcal{H}, \, u \in \mathcal{H}_\varepsilon, \\
(A.2) & \quad \| f - \tilde{I}_\varepsilon I_\varepsilon f \|_{\mathcal{H}} \leq \delta_\varepsilon \| f \|_{\mathcal{H}_\varepsilon}, \quad \forall f \in \mathcal{H}^1, \\
(A.3) & \quad \| u - I_\varepsilon \tilde{I}_\varepsilon u \|_{\mathcal{H}_\varepsilon} \leq \delta_\varepsilon \| u \|_{\mathcal{H}^1}, \quad \forall u \in \mathcal{H}_\varepsilon^1, \\
(A.4) & \quad \| I_\varepsilon f \|_{\mathcal{H}_\varepsilon} \leq 2 \| f \|_{\mathcal{H}}, \quad \forall f \in \mathcal{H}, \\
(A.5) & \quad \| (\mathcal{A}_\varepsilon + 1)^{-1} I_\varepsilon f - I_\varepsilon (\mathcal{A} + 1)^{-1} f \|_{\mathcal{H}_\varepsilon} \leq \delta_\varepsilon \| f \|_{\mathcal{H}}, \quad \forall f \in \mathcal{H}.
\end{align*}
\]

**Remark A.2.** For the sake of clarity, we formulate Definition A.1 in a slightly different form than the one in [35]. For example, (A.1) is written in [35] in the following equivalent form:

\[
\| I_\varepsilon - (\tilde{I}_\varepsilon)^* \|_{\mathcal{H} \to \mathcal{H}_\varepsilon} \leq \delta_\varepsilon.
\]

In fact, the above definition is a mix of Definitions 4.1.1, 4.2.1, 4.2.3, 4.2.6 from [35].

Classical perturbation theory yields that the norm resolvent convergence of self-adjoint operators in a fixed Hilbert space implies the convergence of their spectra. The theorem below extends this result to the setting of varying Hilbert spaces.

**Theorem A.3** ([35] Theorems 4.3.3 & 4.3.5). Let \(\mathcal{A}_\varepsilon \overset{\text{g.n.r.e}}{\rightarrow} \mathcal{A}\) as \(\varepsilon \to 0\). Then

\[
\sigma(\mathcal{A}_\varepsilon) \to \sigma(\mathcal{A}), \quad \sigma_{\text{disc}}(\mathcal{A}_\varepsilon) \nearrow \sigma_{\text{disc}}(\mathcal{A}) \quad \text{as} \quad \varepsilon \to 0.
\]

The multiplicity is preserved in the following sense: if \(\lambda \in \sigma_{\text{disc}}(\mathcal{A})\) is of multiplicity \(\mu\) and \([\lambda - L, \lambda + L] \cap \sigma(\mathcal{A}) = \{\lambda\}\) with \(L > 0\), then for sufficiently small \(\varepsilon\) the spectrum of \(\mathcal{A}_\varepsilon\) in \([\lambda - L, \lambda + L]\) is purely discrete and the total multiplicity of the eigenvalues of \(\mathcal{A}_\varepsilon\) contained in \([\lambda - L, \lambda + L]\) equals \(\mu\).

If, in addition, \(\mu = 1\) (i.e. the eigenvalue \(\lambda\) is simple), and \(\psi\) is the corresponding normalized in \(\mathcal{H}\) eigenfunction, then there exists a sequence of normalized in \(\mathcal{H}_\varepsilon\) eigenfunctions \(\psi_\varepsilon\) of \(\mathcal{A}_\varepsilon\) such that

\[
\| \psi_\varepsilon - I_\varepsilon \psi \|_{\mathcal{H}_\varepsilon} \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]
For two bounded normal operators $\mathcal{R}_e$ and $\mathcal{R}$ in a fixed Hilbert space $\mathcal{H}$ one has the following estimate \cite[Lemma A.1]{22}:

$$d_H(\sigma(\mathcal{R}_e), \sigma(\mathcal{R})) \leq \|\mathcal{R}_e - \mathcal{R}\|_{\mathcal{H} \to \mathcal{H}}.$$ 

Applying it for the resolvents $\mathcal{R}_e := (A_e + I)^{-1}$ and $\mathcal{R} := (A + I)^{-1}$ of non-negative self-adjoint operators $A_e$, $A$ acting in $\mathcal{H}$ and taking into account that by spectral mapping theorem $d_H(\sigma(A_e), \sigma(A)) = d_H(\sigma(\mathcal{R}_e), \sigma(\mathcal{R}))$, we get

$$\tilde{d}_H(\sigma(A_e), \sigma(A)) \leq \|(A_e + I)^{-1} - (A + I)^{-1}\|_{\mathcal{H} \to \mathcal{H}}.$$ 

The theorem below is an analogue of this result to the setting of varying spaces.

**Theorem A.4** \cite[Theorem 3.4]{28}. Let $J_e: \mathcal{H} \to \mathcal{H}_e$, $\bar{J}_e: \mathcal{H}_e \to \mathcal{H}$ be linear bounded operators satisfying

$$\|\bar{J}_e(A_e + I)^{-1} - (A + I)^{-1}\|_{\mathcal{H}_e \to \mathcal{H}} \leq \tilde{\rho}_e$$

and, moreover,

\begin{align*}
(A.6) & \quad \|f\|_{\tilde{H}_e} \leq \mu_e \|J_ef\|_{\tilde{H}_e}^2 + \nu_e a[f, f], \quad \forall f \in \text{dom}(a), \\
(A.7) & \quad \|u\|_{\tilde{H}_e}^2 \leq \tilde{\mu}_e \|\bar{J}_e u\|_{\tilde{H}_e}^2 + \tilde{\nu}_e a_e[u, u], \quad \forall u \in \text{dom}(a_e)
\end{align*}

for some positive constants $\rho_e, \mu_e, \nu_e, \tilde{\rho}_e, \tilde{\mu}_e, \tilde{\nu}_e$. Then one has

$$\tilde{d}_H(\sigma(A_e), \sigma(A)) \leq \max \left\{ \frac{\nu_e}{2} \sqrt{\frac{\tilde{\mu}_e}{\tau}}, \frac{\nu_e}{2} \sqrt{\frac{\mu_e}{1 - \tau}}, \frac{\nu_e}{2} \sqrt{\frac{\tilde{\mu}_e}{1 - \bar{\tau}}}, \frac{\nu_e}{2} \sqrt{\frac{\tilde{\mu}_e}{1 - \bar{\tau}}} \right\}, \forall \tau, \bar{\tau} \in (0, 1).$$

**Remark A.5.** In fact, in \cite{28} the obtained estimate reads

$$\tilde{d}_H(\sigma(A_e), \sigma(A)) \leq \max \left\{ \rho_e \sqrt{\frac{\mu_e}{\tau}}, \frac{\nu_e}{2} \sqrt{\frac{\mu_e}{1 - \tau}}, \frac{\nu_e}{2} \sqrt{\frac{\tilde{\mu}_e}{1 - \bar{\tau}}} \right\}, \forall \tau, \bar{\tau} \in (0, 1).$$

Minimizing the right-hand-side of (A.9) over $\tau, \bar{\tau} \in (0, 1)$, one gets the estimate (A.8).

**Remark A.6.** We established slightly weaker version of Theorem A.4 in \cite{11}.

**Proposition A.7** \cite[Proposition 3.8]{28}. Let the conditions (A.1) and (A.2) (respectively, (A.1) and (A.3)) be fulfilled with $\delta_e < 2/3$. Then the estimate (A.6) (respectively, estimate (A.7)) is valid with

$$\mu_e = 1 + \frac{4\delta_e}{2 - 3\delta_e}, \quad \nu_e = \frac{\delta_e}{2 - 3\delta_e} \quad \text{(respectively,} \quad \tilde{\mu}_e = 1 + \frac{4\delta_e}{2 - 3\delta_e}, \quad \tilde{\nu}_e = \frac{\delta_e}{2 - 3\delta_e}).$$

The last theorem gives a useful tool to establish the crucial condition (A.5) in the definition of the generalized norm resolvent convergence. It is well-known (see, e.g., \cite[Theorem VI.3.6]{23} or \cite[Theorem VIII.25]{37}) that convergence of sesquilinear forms with common domain implies norm resolvent convergence of the associated operators. The theorem below is as a generalization of this fact to the setting of varying spaces.
Theorem A.8 ([34] Theorem A.5). Let \( I_\varepsilon : H \to H_\varepsilon, \overline{I}_\varepsilon : H_\varepsilon \to H \) be linear bounded operators satisfying (A.1). Furthermore, let \( I_1^\varepsilon : H^1 \to H_1^\varepsilon, \overline{I}_1^\varepsilon : H_1^\varepsilon \to H^1 \) be linear operators satisfying

\[
\|I_1^\varepsilon f - I_\varepsilon f\|_{H_\varepsilon} \leq \delta_\varepsilon \|f\|_{H^1}, \quad \forall f \in H^1, \\
\|\overline{I}_1^\varepsilon u - \overline{I}_\varepsilon u\|_{H} \leq \delta_\varepsilon \|u\|_{H^1}, \quad \forall u \in H_1^\varepsilon,
\]

\[
|a_\varepsilon[u, I_1^\varepsilon f] - a[\overline{I}_1^\varepsilon u, f]| \leq \delta_\varepsilon \|f\|_{H^2} \|u\|_{H_1^\varepsilon}, \quad \forall f \in H^2, \quad u \in H_1^\varepsilon.
\]

Then

\[
\|(A_\varepsilon + I)^{-1} I_\varepsilon - I_\varepsilon (A_\varepsilon + I)^{-1}\|_{H \to H_\varepsilon} \leq 4\delta_\varepsilon.
\]

Remark A.9. Tracing the proof of [34] Theorem A.5] one observes that the estimate (A.13) remains valid if (A.12) is substituted by the weaker condition

\[
|a_\varepsilon[u, I_1^\varepsilon f] - a[\overline{I}_1^\varepsilon u, f]| \leq \delta_\varepsilon \|f\|_{H^2} \|u\|_{H_1^\varepsilon}, \quad \forall f \in H^2, \quad u \in H_1^\varepsilon,
\]

where \( H_1^2 := \text{dom}(A_\varepsilon), \|u\|_{H_1^2} := \|(A_\varepsilon + I) f\|_{H^1} \). Nevertheless, in most of the applications one is able to establish stronger condition (A.12).

**Appendix B. Proof of Theorem 3.1**

Using the above abstract results one can easily prove Theorem 3.1 By virtue of Theorem A.8 assumptions (3.3), (3.7), (3.8), (3.9) imply

\[
\|(A_\varepsilon + I)^{-1} I_\varepsilon - I_\varepsilon (A_\varepsilon + I)^{-1}\|_{H \to H_\varepsilon} \leq 4\delta_\varepsilon,
\]

moreover, since \((A_\varepsilon + I)^{-1} I_\varepsilon - I_\varepsilon (A_\varepsilon + I)^{-1} = I_\varepsilon (A_\varepsilon + I)^{-1} - (A + I)^{-1} I_\varepsilon\) (this equality follows from \( (J_\varepsilon)^* = J_\varepsilon, \) see (3.3)), we also get

\[
\|I_\varepsilon (A_\varepsilon + I)^{-1} - (A + I)^{-1} I_\varepsilon\|_{H_\varepsilon \to H} \leq 4\delta_\varepsilon.
\]

It follows from (3.3)–(3.6), (B.1) that

\[
A_\varepsilon \overset{g,n,r,c}{\longrightarrow} A \text{ as } \varepsilon \to 0,
\]

whence, by virtue of Theorem A.3, we deduce the statements (i)–(iii) of Theorem 3.1 Furthermore, by virtue of Proposition A.7 (3.3)–(3.5) imply the estimates

\[
\|f\|_{H_\varepsilon}^2 \leq 5\|I_\varepsilon f\|_{H_\varepsilon}^2 + 2\delta_\varepsilon a[f, f], \quad \forall f \in \text{dom}(a),
\]

\[
\|u\|_{H_\varepsilon}^2 \leq 5\|\overline{I}_\varepsilon u\|_{H}^2 + 2\delta_\varepsilon a\varepsilon[u, u], \quad \forall u \in \text{dom}(a_\varepsilon)
\]

Here we make use of \( \delta_\varepsilon \leq 1/2 \) leading to the inequalities

\[
\mu_\varepsilon \leq 5, \quad \nu_\varepsilon \leq 2\delta_\varepsilon, \quad \mu_\varepsilon \leq 5, \quad \nu_\varepsilon \leq 2\delta_\varepsilon
\]

for the constants standing in Proposition A.7 By virtue of Theorem A.4 the estimates (B.1), (B.2), (B.4), (B.5) imply the last statement of Theorem 3.1

\[
\tilde{d}_H(\sigma(A_\varepsilon), \sigma(A)) \leq \frac{2\delta_\varepsilon}{2} + \sqrt{\frac{(2\delta_\varepsilon)^2}{4} + 5(4\delta_\varepsilon)^2} = 10\delta_\varepsilon.
\]
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