Abstract—Glaucoma is a serious ocular disorder for which the screening and diagnosis are carried out by the examination of the optic nerve head (ONH). The color fundus image (CFI) is the most common modality used for ocular screening. In CFI, the central region which is the optic disc and the optic cup region within the disc are examined to determine one of the important cues for glaucoma diagnosis called the optic cup-to-disc ratio (CDR). CDR calculation requires accurate segmentation of optic disc and cup. Another important cue for glaucoma progression is the variation of depth in ONH region. In this work, we first propose a deep learning framework to estimate depth from a single fundus image. For the case of monocular retinal depth estimation, we are also plagued by the labelled data insufficiency. To overcome this problem we adopt the technique of pretraining the deep network where, instead of using a denoising autoencoder, we propose a new pretraining scheme called pseudo-depth reconstruction, which serves as a proxy task for retinal depth estimation. Empirically, we show pseudo-depth reconstruction to be a better proxy task than denoising. Our results outperform the existing techniques for depth estimation on the INSPIRE dataset.

To extend the use of depth map for optic disc and cup segmentation, we propose a novel fully convolutional guided network, where, along with the color fundus image the network uses the depth map as a guide. We propose a convolutional block called multimodal feature extraction block to extract and fuse the features of the color image and the guide image. We extensively evaluate the proposed segmentation scheme on three datasets—ORIGA, RIMONEr3 and DRISHTI-GS. The performance of the method is comparable and in many cases, outperforms the most recent state-of-the-art.
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I. INTRODUCTION

Glaucoma is a widely occurring eye disorder and poses a serious threat to vision. It is caused due to an increased intra-ocular pressure near the optic nerve head (ONH) region. The effect of pressure on ONH can be seen using various modalities, one of which is the color fundus imaging. The diagnosis of glaucoma using fundus imaging is based on the examination of ONH, which mainly involves delineation of optic disc-cup boundary and subsequent calculation of morphological information such as optic cup to disc ratio. Glaucoma progression is associated with the loss of optical fibres with a corresponding change in the optic disc (OD). Therefore, the region within the OD called the optic cup (OC) is subsequently enlarged which is called the phenomena of cupping. Hence, OC is characterized by depth [1], [2]. The depth provides an important cue for glaucoma detection as it enables us to visualize the cupping in the optic nerve head region which is the cause for the progression of the disease. But the color fundus image lacks depth information since it is just a 2D projection of a retinal surface. But the explicit measurement of the depth map is only possible through techniques such as stereo imaging or other imaging modalities such as optical coherence tomography (OCT). These techniques are currently not well-suited for large-scale screening on account of their higher costs and limited availability. Hence, depth estimation from a monocular color fundus image is necessary and is also a motivation for this work.

In summary, we propose a deep learning based framework for estimation of depth from a monocular fundus image. The only available retinal dataset for suitable depth estimation is INSPIRE-stereo [3]. It consists of 30 retinal images with OCT-based ground truth depth. But the dataset lacks pixel-wise optic cup and disc annotations which is necessary for the segmentation task. Hence, we train the depth estimation network using INSPIRE-stereo dataset and then employ the trained network to predict depth for other datasets namely ORIGA [4], RIMONEr3 [5], DRISHTI-GS [6], which contain pixel-wise optic disc-cup annotations. We propose a novel guided network that uses the estimated depth as the guide in addition to the color fundus image to aid in optic disc and cup segmentation. Figure 1 depicts the sample results for the prescribed work-flow. In summary, the contributions of this work are as follows

1) We propose a fully convolutional network for depth estimation from a single RGB fundus image and a novel block called Dilated Residual Inception (DRI) for simultaneous multiscale feature extraction.

2) We propose a simple pretraining scheme that provides improved results for depth estimation as compared to
pretraining using denoising autoencoder which also addresses the problem of limited availability of ground truth depth data in the case of retinal imaging.

3) We propose a fully convolutional guided network for the task of semantic segmentation of optic disc and cup. We also propose a multimodal feature extraction block which extracts and fuses image and depth information from two different modalities.

4) We also explore the suitability of conditional random field (CRF) modelling on the image intensity in combination with depth, for refining the segmentation results.

5) We extensively evaluated the proposed methods on three different datasets and have tabulated state of the art results.

II. RELATED WORK

For CDR estimation, a common pipeline employed is the detection of the optic disc (OD) region, followed by Optic disc segmentation and optic cup segmentation.

OD can be seen as a prominent circular region in the fundus images. It is generally brighter compared to the surrounding regions in a fundus image. Because of these characteristics, one of the most common techniques employed is template matching, exemplified in [7] where the Hough Transform is applied on the features extracted from the morphological operations to fit an ellipse or a circle. As an improvement over the template matching based techniques, deformable methods such as Snakes [8] and level-sets [9] apply energy minimization based on handcrafted features. The features are generally based on some form of gradient information and hence sensitive to abnormalities like peripapillary atrophy around the optic disc. Further, they are very sensitive to initialization. There have also been classification-based methods where handcrafted features are extracted from superpixels [10] to classify each superpixel belonging to either OD or background classes. These methods do not tend to be robust as the handcrafted features have some innate limitations.

The level-set method [9] also managed to solve for Optic cup segmentation with features based on pallor information. But again, they don’t tend to be robust in cases that lacked unmarked changes in pallor between the disc and cup. Vessel kinks in the ONH region have been found to be informative [11] for the OC segmentation task. Such vessel bends or kinks are found using wavelet transform or curvature information, and these approaches appear to address a difficult sub problem of accurate vessel bends and kinks detection in the context. Moreover, the consistency of assumptions for the vessel bend to lie on the cup boundary might be data specific.

Depth discontinuity of the retinal surface near the OC region is seen to be an important cue for glaucoma detection. The depth information is either obtained using modalities like OCT or stereo. There have been very few works presented on estimating depth from color fundus image [3], [12], [13] compared to the numerous works presented for depth estimation in generic scenes using deep learning [14]–[16]. The work presented in [3] proposed a method to calculate depth from stereo. In [12], the authors proposed a method for single image depth estimation where they estimate depth from color, shading and also using a coupled sparse dictionary-based supervision method. The individual depth estimates are then combined to give final depth map. In [13], the authors proposed a combination of fast marching based depth estimation that relies on intensity image and supervised depth estimation from cup confidence map, where confidence map is obtained by coarse segmentation of cup. The obtained depth information has been used for Optic cup segmentation in [12] using conditional random fields. Also recently, in [17] authors proposed a method for OD-OC segmentation by using multimodal information. They used hand crafted features for training the classifier.

Very recently, there have been several works based on deep learning for OD and OC segmentation. In [18], the authors proposed a method where convolutional neural networks (CNNs) are used to learn filters in a greedy manner and then used them for feature extraction following which they obtained pixelwise predictions and final segmentation map using graph cut and convex hull transformations. The network contains fully connected layers and they are also not end-to-end, because of the pipeline of different steps involved. In [19], the authors proposed a fully convolutional end-to-end OD-OC segmentation method. Recently, in [20] the authors proposed a multiscale network based on a modified U-net [21] architecture for OD-OC segmentation. They employed polar transformation (PT) on the RGB fundus images and segmentation map, before feeding the images to the network and they finally used inverse PT on the output. State of the art results were reported using PT but the network is not end-to-end. We proposed a framework to first estimate depth from a single retinal image and then used an end-to-end network to perform multimodal fusion of features, i.e., combining depth and color image features.

III. METHODS

A. Depth estimation

The first important task in the proposed pipeline is monocular retinal depth estimation. We proposed a fully convolutional end-to-end network for depth estimation task. As such, single image depth estimation is a challenging task and unavailability of a large depth dataset for retinal images makes it even...
more challenging. Denoising autoencoders [22] have been commonly used as a method for unsupervised pretraining, where the image representations are learned by reconstructing clean images from its corrupted counterparts i.e., given a clean image \( I \), it is corrupted by noise giving \( I_n \), and the representation is learned by the network while minimizing the following \( L_2 \) reconstruction loss:

\[
L_{\text{reconloss}} = \| F(I_n) - I \|_2^2
\]

where \( F(\cdot) \) is the deep network which is to be pretrained. Thus, looking in an alternate way, denoising is used as a proxy task for learning representations. Very recently, there have been lot of works that has explored other ways of self-supervision for learning representations [23], [24]. For retinal image depth estimation, we explored the possibility of a better way of self-supervision. Upon close examination, we found that for a color fundus image \( I_{\text{RGB}} \) with each of the channels individually normalized, the inverted green channel i.e., \( (1 - I_G) \), (where \( I_G \) is the green channel) with the vessels in-painted closely resembles to the depth map Figure. 3. We also experimented with the red and blue channels by performing the same kind of transformations as done for the green channel and found the transformed green channel to be closest to the depth map. We call this transformed green channel image as pseudo-depth image \( I_{PD} \). We learned the representations while minimizing the following reconstruction loss:

\[
L_{\text{reconloss}} = \| F(I_{\text{RGB}}) - I_{PD} \|_2^2
\]

In other words, we learned the representations by reconstructing pseudo-depth image from a color fundus image. This is intended to be a better weight initialization for depth estimation compared to using denoising to learn the representation.

1) Network architecture: The architecture for the fully convolutional network for depth estimation is shown in Fig. 3. The network structure is similar to standard encoder-decoder architectures employed for various tasks. The network consists of special blocks which are inspired from [25] and [26], the details of which are discussed in the subsequent subsection. For encoder part of the network, we used \( 4 \times 4 \) convolution with a stride of 2 followed by batch normalization, leaky ReLU (with slope 0.2) operations for downsampling and double the number of filters after downsampling, but doubling is done only till the number of filters reach 512. This allows us to have a deeper network with relatively less parameters. Also strided convolution is employed instead of regular max-pooling operations to aid in smoother gradient flow. For decoder part of the network, we used feature concatenation operations similar to the original U-net and again used both convolutional and residual blocks. For the first 3 decoding layers, we used dropout with drop rate of 50%. We did a \( 4 \times 4 \) deconvolution operation with stride 2 for upsampling, followed by batch norm and ReLU operations. After the last decoding layer, a \( 1 \times 1 \) convolution is performed to the number of output channels of the map followed by \( \tanh \) activation.

2) Dilated residual inception blocks: The special blocks employed in the main architecture are inspired from inception module [26] and dilated convolution [27]. The inception module proposed in GoogleNet architecture is a method to fuse multi-scale information. The module consists of multiple convolution operations with various kernel size performed in parallel and the result of all convolutions is then concatenated. We propose a modification for this inception module by incorporating dilated convolutions which are known to increase the receptive field exponentially with linear increase in the number of parameters [27]. Deep networks having dilated convolutions have been very recently employed in semantic segmentation [28], [29] reporting an improved performance. Shown in Fig. 4, the proposed inception module has an advantage that it has fewer parameters than the original inception module. Lastly, we also incorporate residual connections [25] since they alleviate the problem of vanishing gradients in deep networks and also help in faster convergence.

3) Loss functions: As our first task, we train a fully convolutional network \( F \) to predict depth from a single RGB fundus image. We solve for depth estimation as a regression problem. It should be noted that the network at this stage is already pretrained using the scheme discussed in the earlier subsection III.A. Here, given an RGB fundus image \( I \) and the
corresponding ground truth depth map $d$, our network learns the mapping $F_{\text{depth}} : I \rightarrow \hat{d}$. As in the case of many regression formulations, we employed the standard $L_2$ loss function.

$$L_2(\hat{d}, d) = \|\hat{d} - d\|_2$$

where $\hat{d}$ is the network output $F_{\text{depth}}(I)$. But since it has been reported that reverse Huber loss (berHu) \[^{30}\] results in improved depth estimation in \[^{16}\], we also experimented with berHu loss $L_{\text{berHu}}$ and also $L_1$ loss ($L_1(\hat{d}, d) = \|\hat{d} - d\|_1$) for completeness. BerHu loss is given by:

$$L_{\text{berHu}}(\hat{d}, d) = \begin{cases} \frac{|\hat{d} - d|}{c} & |\hat{d} - d| \leq c, \\ (|\hat{d} - d| - c)^2 + c^2 & |\hat{d} - d| > c \end{cases}$$

where $c$ is set to $\frac{1}{5} \max_i(|\hat{d}_i - d_i|)$, with $i$ indexing all the images in a batch, i.e., $c$ set to 20% of the maximal per-batch error, similar to \[^{16}\].

**B. Optic disc and cup segmentation**

The second major task in our pipeline is to perform semantic segmentation on optic disc and cup for a given retinal image. In addition to performing semantic segmentation using image features, we propose a scheme to extract depth features along with the image features in a fully convolutional framework setting. The proposed scheme can be employed for feature extraction and fusion from any two modalities and in our case for OD-OC segmentation, we use depth map as the guide image along with RGB fundus image.

1) **Multimodal feature fusion block**: The schematic of multimodal feature fusion block is shown in figure 6. Although, it can handle images of any two different modalities, in the presented work we mainly use RGB image and the depth map. Thus, the network consists of two branches - the depth branch and the image branch. The input to the image branch is either an image or its features and is the same for depth branch. Each of the branches employ special blocks for feature extraction. We experimented with two kinds of special blocks - the simple residual block \[^{19}\], \[^{25}\] and dilated residual inception (DRI) block (Figure. 4). We used two successive special blocks in both the branches and then performed residual pooling where the output of depth branch is added element-wise with the output of image branch. The resultant output is then passed to a $3 \times 3$ Conv-Batchnorm-ReLU block.

2) **Depth Guided Semantic Segmentation Network**: The base architecture for the task of semantic segmentation is similar to the fully convolutional network proposed in \[^{19}\], with a difference that we also experimented with the DRI blocks in place of simple residual blocks. Also, the previous network only takes in color fundus image as input, whereas we propose a scheme to extract both depth features and image features and then fuse them using the multimodal feature extraction block. The schematic of the segmentation network is shown in Fig. 5. The network consists of a main branch with an encoder-decoder architecture similar to \[^{19}\] but consists of an additional encoder part to incorporate the additional depth input. The depth encoder has same structure as the main branch except it consists of six levels as compared to eight levels in main branch. The output features of every alternate level from both the branches is passed through multimodal feature fusion block and the fused output is fed into the next level by using a $4 \times 4$ Conv with stride 2 for downsampling and also the number of filters is doubled. It should be noted that the passing of fused information is done only in the main branch and not in the depth branch. We did not perform fusion at every level following \[^{31}\] where it was shown that the sparse fusion
gave better results than dense fusion. Also, only the features from main branch are passed to the decoder while using long skip connections for feature concatenation from the encoder part of the network to the decoder part. The network is trained with multiclass cross-entropy loss given by:

\[ L_{\text{mce}} = - \sum_c \sum_i y_i \log(x_i) \]  

where \( c \) represents the class index with total of \( C \) classes, \( i \) represents the pixel index with total of \( N \) pixels and \( y_i \) represents ground truth label map and \( x_i \) represents probability map predicted by the network.

3) CRF based Post-processing: We also evaluated the effectiveness of CRF for the post-processing of network predictions. For this case, we do not consider the depth guided network instead we consider the network only with RGB image as the input. With \( f \) as the input image having a size \( N \) and \( x \) as the label vector, the Gibbs energy in a fully connected pairwise CRF model is given by

\[ E(x) = \sum_i \phi_u(x_i) + \sum_{i<j} \phi_p(x_i) \]  

where \( i \) and \( j \) range from 0 to \( N \) and \( \phi_u(x_i) \) is the unary potential which is the output of the network or in other words the negative log of probabilities for all the classes. The FCN forms the unary classifier in our case and the output for each pixel is independent from others. The pairwise potentials \( \phi_p(x_i) \) have the form

\[ \phi_p(x_i) = \mu(x_i, x_j)k(f_i, f_j) \]  

where \( \mu \) is the label compatibility function given by Pott’s model \( \mu(x_i, x_j) = \lvert x_i - x_j \rvert \) and \( k \) is a Gaussian kernel with \( f_i \) and \( f_j \) being feature vectors for pixels \( i \) and \( j \) respectively. Similar to the previous case, we use two kernel potentials. But, in addition to contrast sensitive potentials, we also use depth sensitive potentials.

\[ k(f_i, f_j) = w_1 \exp \left( -\frac{|p_i - p_j|^2}{2\sigma_1^2} - \frac{|I_i - I_j|^2}{2\sigma_2^2} \right) + \]

\[ w_2 \exp \left( -\frac{|p_i - p_j|^2}{2\sigma_2^2} - \frac{|d_i - d_j|^2}{2\sigma_3^2} \right) + \]

\[ w_3 \exp \left( -\frac{|p_i - p_j|^2}{2\sigma_3^2} \right) \]  

where \( p_i, p_j \) denote positions and \( I_i, I_j \) denote image intensity vectors and \( d_i, d_j \) denote depth intensity vectors and \( w_1, w_2, w_3 \) are weight terms.

### IV. EXPERIMENTS AND RESULTS

For the task of depth estimation, we first pretrained the network. For this we collected retinal images from multiple datasets such as INSPIRE-stereo [3], ORIGA [4], RIMONE 5, DRISHTI 6, DRIONS [34] and cropped the region of interest which in our case is the optic nerve-head region. We then standardized all the images individually by subtracting the mean and dividing by standard deviation for each of the color channels. To help alleviate the dataset bias, we enforce the mean and standard deviation of each image to be the one obtained from a canonical image. This ensures that intensity levels of images of various datasets roughly follow the same desired distribution. For comparing pretraining tasks, we experimented with a denoising autoencoder, for which we first created the corrupted and clean image pairs by adding uncorrelated white Gaussian noise to the images collected. We then considered the FCN to be used for depth estimation and trained it to reconstruct the clean image from the corrupted image. For the second case of pretraining, we trained the FCN to reconstruct pseudo-depth image from the color fundus image. Later, while estimating for depth, weights are initialized with the weights learned from either of the pretraining tasks instead of random initialization. For depth estimation, we used the INSPIRE-stereo dataset [3]. It consists of 30 retinal images along with their depths. This is the only publicly available depth dataset for retinal images. We did a five-fold cross validation for this dataset. For the train split we do heavy data augmentation by using flip, zoom, noise jitter and in turn increased the number of images in the train split by ten-fold. We used the network shown in Figure.3 for training and experimented it using all the three loss functions discussed. The results obtained are shown in Fig.7 for qualitative evaluation.

For quantitative evaluation, we use the root mean squared error (RMSE) given by

\[ \text{RMSE} = \sqrt{\sum_i (x_i - \bar{y}_i)^2} \]

and also and correlation coefficient (Corr) \( r \) given by

\[ r(x, y) = \frac{\sum_i (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_i (x_i - \bar{x})^2 \sum_i (y_i - \bar{y})^2}} \]

where \( x \) and \( y \) are estimated depth maps and ground truth depth maps respectively, and \( i \) is the pixel index. The obtained values are tabulated in Table.I for four cases -

- Denoising autoencoder (DA) pretrained network with \( L_2 \) loss function, referred to as DA
- Pseudo-depth (PD) pretrained network with \( L_2 \) loss function, referred to as PD
- Pseudo-depth (PD) pretrained network with reverse Huber (berHu) loss function, referred to as berHu Loss
- Pseudo-depth (PD) pretrained network with \( L_1 \) loss function, referred to as \( L_1 \) Loss

From the Table.I, it can be seen that we achieve significant improvement for depth estimation over the previously proposed methods. Also, the pseudo-depth pretraining method gave much better results when compared to denoising autoencoder based pretraining method. This shows that pseudo-depth

| Method | Corr | Std-Dev | RMSE | Std-Dev |
|--------|------|---------|------|---------|
| Multi-scale stereo [3] | 0.1392 | 0.0879 |
| Dictionary-based [3] | 0.1200 | - |
| Fast marching based [13] | 0.1206 | |
| DA with \( L_2 \) loss | 0.0956 | 0.0265 | 0.0064 | 0.0043 |
| PD with \( L_2 \) loss | 0.9629 | 0.0222 | 0.0059 | 0.0030 |
| PD with berHu Loss | 0.9595 | 0.0232 | 0.0080 | 0.0020 |
| PD with \( L_1 \) Loss | 0.9595 | 0.0241 | 0.0060 | 0.0032 |
reconstruction from color fundus image is a better proxy task for depth estimation. But, contrary to reports performing depth estimation in natural images, the use of reverse Huber(berHu) loss did not improve the depth estimation results in our case. Also depth estimation with $L_1$ loss function seemed to give similar results as the berHu loss function. The reason for getting similar results with different loss function could be attributed to smoother variations in the depth maps of retinal images unlike the depth maps of natural images.

For the task of optic disc and cup segmentation, we used three datasets ORIGA, RIMONEr3 and DRISHTI. The first one contains 650 retinal images along with the pixelwise markings of optic disc and cup. Similar to the work presented in [20] and for the purpose of comparison, we split the dataset with 325 images for testing and the remaining for training. For training, we used standard data augmentation techniques to increase the number of images. We trained the network from scratch and we obtained the final segmentation map by thresholding the output probabilities similar to the work done in [20]. We then applied a convex hull transformation on the segmentation outputs for both cup and disc. The sample outputs for ORIGA dataset are shown in Figure 8 where we show the delineations of the predicted and ground truth optic disc and cup segmentations, tabulated for different experiments. For RIMONE and DRISHTI datasets, we again divided the dataset into two halves, one for training and the other for testing. But given that RIMONEr3 and DRISHTI are smaller datasets, we performed fine-tuning instead of training from scratch, initializing the network with the weights obtained by training for the ORIGA dataset. It should be noted that the guided network requires an additional input- the depth map as guide image. Since none of these three datasets have the depth information, we obtained the depth maps for all the images of these datasets by passing the RGB fundus images through the depth estimation network trained on INSPIRE-stereo dataset. The sample outputs for these datasets are shown in Figure 9.

We used the standard segmentation metrics such as overlap-
Fig. 8. Qualitative results for ORIGA dataset, along with the ground truth. The green and black lines indicate the ground truth segmentation boundaries for optic disc and cup respectively and red and yellow lines indicate the segmentation boundaries for optic disc and cup respectively obtained using various methods.

ping error \( E \) (Eqn.9)) where \( S \) and \( G \) denote the segmented mask and the manual ground truth, balanced accuracy \( A \) (Eqn.10)), where \( Sen \) (Eqn.11) and \( Spe \) (Eqn.12) are the sensitivity and specificity. \( TP \) and \( TN \) denote the number of true positives and true negatives respectively, and \( FP \) and \( FN \) denote the number of false positives and false negatives and dice coefficient \( D \) for quantitative evaluation of segmentation outputs. Since for glaucoma detection, one of the important indicators is the vertical cup to disc ratio (CDR), we also calculated the CDR for our obtained results and computed the absolute CDR error \( \delta E \) given by \(|CDR_{GT} - CDR_O|\) where \( CDR_{GT} \) and \( CDR_O \) are the ground truth and output cup to disc ratios respectively.

\[
E = 1 - \frac{\text{Area}(S \cup G)}{\text{Area}(S \cap G)} \tag{9}
\]
\[
A = \frac{1}{2}(Sen + Spe) \tag{10}
\]
\[
Sen = \frac{TP}{TP + FN} \tag{11}
\]
\[
Spe = \frac{TN}{TN + FP} \tag{12}
\]

We reported the obtained results for the following experiments:

- Network with residual blocks and no depth (ResUnet)
- Network with dilated residual inception blocks and no depth (DRIUnet)
- Network with dilated residual inception blocks with CRF post processing (DRIUnet CRF)
- Depth based network with residual blocks (Depth ResUnet)
- Depth based network with dilated residual inception blocks (Depth DRIUnet)
- Pseudo-depth based network with dilated residual inception blocks (PD DRIUnet)

The quantitative results obtained are tabulated in Table.II. for ORIGA dataset, including performance reported in \( M \) - \( netwithPT \) \cite{20}, a very recent state of the art method, for comparison. We see that all our proposed networks have significantly lesser overlap error for both the cases of optic disc and cup segmentation, when compared to the other state of the art techniques. In terms of scaled accuracy, \( M \) - \( netwithPT \) \cite{20} gives slightly better results for OD segmentation and gives similar results for our best performing network for OC segmentation. The residual blocks and DRI blocks give nearly similar results for OD segmentation but DRI blocks give much better results for OC segmentation. Also, the use of depth has no effect or in some cases degrades the performance of OD segmentation, but is seen to improve the performance of OC segmentation. This seems natural because of the depth discontinuity in the retinal surface while traversing from disc
Fig. 9. Qualitative results for RIMONE and Drishti Datasets, along with the ground truth. The green and black lines indicate the ground truth segmentation boundaries for optic disc and cup respectively and red and yellow lines indicate the segmentation boundaries for optic disc and cup respectively obtained using various methods.

Fig. 10. Area under ROC Curves for ORIGA and RIMONEr3 datasets.
region to the cup region. Also, the CDR error is lower than (in Depth ResUnet case, equal to) the work presented in [20]. Since CDR happens to be one of the important parameters, the proposed networks are promising for improved glaucoma detection. Also, the use of depth based CRF or image based CRF or even combined CRF for post-processing always seemed to give inferior results. A reason for this could be lack of marked transitions in either intensities or depth of retinal images. This shows that multimodal fusion networks are indeed helpful in fusing information from multiple domains rather than just using CRF based post-processing. Finally, as an additional experiment to evaluate the performance of the multimodal fusion network with a different guide image, we employed pseudo-depth image as the guide in place of the depth map. Surprisingly, this gives much better performance when compared to all other experiments. The quantitative results for RIMONE and ORIGA datasets are tabulated in Table. III. Again, the best performing model seems to be the pseudo-depth model.

Additionally, we also performed a binary classification of whether the given retinal image is glaucomatous or not, by a simple thresholding operation on vertical CDR. Retinal images with vertical CDR greater than 0.6 is usually classified as glaucomatous. We do the experimentation on the test set of two datasets - ORIGA and RIMONE. The Drishti dataset lacks sufficient number of images for testing and moreover lacks the ground truth data for glaucoma classification. The receiver operating characteristic (ROC) curves are shown in Figure. [10] for the two datasets and for different experiments. For ORIGA dataset, the lowest achieved area under the curve (AUC) score is 0.8139 for the ResUnet network and for both the cases with depth and without depth. The DRIUnet performs better than ResUnet and both CRF and depth guidance improved the DRIUnet performance for glaucoma classification in terms of AUC. The best performing model is the pseudo-depth model with AUC of 0.8404. The best performing model of the work in [20] achieves an AUC of 0.8508. We believe that our models can achieve similar results simply by increasing the batch size during training (in this work our batch size was only 10 considering the system limitations). Further the authors in [20] use the segmentation outputs to train again for glaucoma classification, while we choose to perform simple thresholding of CDR for glaucoma classification.

V. CONCLUSION

In this work, we proposed for the first time, a deep learning framework for monocular retinal depth estimation. We proposed a fully convolutional network (FCN) architecture for depth estimation and also a novel block called dilated residual inception (DRI) block for simultaneous multiscale feature extraction. To overcome the problem of limited data for depth estimation, we also proposed a new pretraining scheme called pseudo-depth reconstruction specifically for the depth estimation task. The proposed pretraining scheme is empirically shown to give superior results when compared with standard pretraining technique using a denoising autoencoder.

Subsequently, we proposed a multimodal fusion block to extract and fuse features from two different modalities. Then we proposed a fully convolutional guided network that utilizes multimodal fusion block for the task of semantic segmentation. In our case, we used the guided network for optic disc (OD) and optic cup (OC) segmentation for color fundus image with depth map as the guide. The proposed framework can be utilized for any semantic segmentation task and with any two different modalities. Finally, we evaluated the suitability of pseudo-depth image as guide for OD-OC segmentation and it was shown to give superior results compared to using the depth map as the guide, with the depth being estimated from the proposed FCN. This was verified with experiments on three standard datasets.

In future, it would be interesting to further explore other self-supervised learning techniques for representation learning, given the lack of availability of large number of images in the medical imaging domain. Also, availability of a larger dataset for depth estimation and also a dataset with ground truth data for both depth and OD-OC segmentation would help us conclude more concretely on suitability of depth map for OD-OC segmentation task in a FCN framework. Our proposed multimodal network could be extended to use any set of input images that has complimentary information. Specifically, it would be interesting to explore other image modalities (such as OCT used in [17]) with our FCN framework for segmentation.

### TABLE III

Performance of proposed segmentation method on RIMONE and DRISHTI datasets

| Method       | Disc | Cup | \(\delta_E\) |
|--------------|------|-----|--------------|
| RIMONE       |      |     |              |
| ResUnet      | 0.060| 0.974| 0.968        | 0.321| 0.914| 0.863| 0.086 |
| DRIUnet      | 0.060| 0.974| 0.968        | 0.284| 0.925| 0.873| 0.065 |
| DRIUnet CRF  | 0.061| 0.974| 0.968        | 0.285| 0.924| 0.873| 0.066 |
| Depth ResUnet| 0.059| 0.974| 0.960        | 0.299| 0.9353| 0.816| 0.081 |
| Depth DRIUnet| 0.059| 0.975| 0.969        | 0.310| 0.910| 0.874| 0.082 |
| PD DRIUnet   | 0.058| 0.975| 0.970        | 0.284| 0.920| 0.876| 0.066 |
| DRISHTI      |      |     |              |
| ResUnet      | 0.089| 0.968| 0.952        | 0.283| 0.926| 0.813| 0.118 |
| DRIUnet      | 0.074| 0.972| 0.961        | 0.286| 0.932| 0.811| 0.140 |
| DRIUnet CRF  | 0.077| 0.971| 0.960        | 0.270| 0.941| 0.829| 0.132 |
| Depth ResUnet| 0.073| 0.961| 0.974        | 0.268| 0.937| 0.825| 0.129 |
| Depth DRIUnet| 0.068| 0.964| 0.974        | 0.276| 0.936| 0.816| 0.138 |
| PD DRIUnet   | 0.071| 0.972| 0.963        | 0.240| 0.941| 0.848| 0.1045|
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