Bounding the average gate fidelity of composite channels using the unitarity
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Abstract

There is currently a significant need for robust and efficient methods for characterizing quantum devices. While there has been significant progress in this direction, there remains a crucial need to precisely determine the strength and type of errors on individual gate operations, in order to assess and improve control as well as reliably bound the total error in a quantum circuit given some partial information about the errors on the components. In this work, we first provide an optimal bound on the total fidelity of a circuit in terms of component fidelities, which can be efficiently experimentally estimated via randomized benchmarking (RB). We then derive a tighter bound that applies under additional information about the coherence of the error, namely, the unitarity, which can also be estimated via a related experimental protocol. This improved bound smoothly interpolates between the worst-case quadratic and best-case linear scaling for composite error channels. As an application we show how our analysis substantially improves the achievable precision on estimates of the fidelities of individual gates under interleaved RB, enabling greater precision for current experimental methods to assess and tune-up control over quantum gate operations.

1. Introduction

The output of a quantum computer will only be reliable if the total error in the whole computation is sufficiently small. This can be rigorously guaranteed if the error on the individual components (i.e. preparations, measurements and gate operations) is sufficiently small compared to the length of the computation. A very common experimental practice [1–12] for estimating errors on gate operations is randomized benchmarking (RB) of Clifford operations [13, 14]. The experimentally measured infidelities under RB experiments have very recently been shown to give a very precise estimate of the average gate fidelity (hereafter simply the fidelity) of an error channel to the identity

\[ F(\mathcal{E}) := \int d\psi \langle \psi | \mathcal{E}(\psi) | \psi \rangle \tag{1} \]

under very robust and experimentally realistic conditions [15–24], when expressed in a physical operational gauge [20–22, 25] \(^3\), resolving the concern (that RB did not reliably measure a physically meaningful fidelity) raised in [26, 27].

An important practical application of RB is interleaved RB (IRB) [16], a now-standard approach for estimating infidelities on individual gates [1–4, 6, 8–12, 28–39], including gates that collectively generate universality [40–43]. However this approach is subject to a systematic error that can significantly limit the precision of the estimate and often goes unreported—a problem which we address below. As noted above, the average gate fidelity gives only very limited information about the error and error channels with the same fidelity on the component gate operations can lead to dramatically different total error for a circuit composed from these gate operations. For example, the infidelity \( r(\mathcal{E}) = 1 - F(\mathcal{E}) \) grows linearly in the number of gates under

\(^3\) In Dugas et al, the physicality of the gauge is proven for \( d = 2 \), and conjectured otherwise.
purely stochastic errors (that is, errors that can be modeled by classical probabilities over different Pauli operators) and grows quadratically under purely unitary errors (that is, coherent errors due to small calibrations that are common in quantum control) in the limit of small infidelities [10]. However, realistic experimental errors are neither purely stochastic nor purely unitary, but rather some combination of the two. To adequately characterize quantum circuits, which are the result of multiple noisy operations, it is crucial to understand how errors can accumulate given an intermediate level of coherence. In this paper, we study the impact of coherence on the fidelity of circuit constructions. An important application from our work is to provide a dramatic improvement to the achievable precision of IRB, enabling significantly more reliable experimental methods for assessing and tuning the individual gate operations required for quantum computing and other applications.

This paper is organized as follows. We first obtain strictly optimal upper- and lower-bounds on the total infidelity of the circuit for all parameter regimes when only the infidelities of the components are known. These bounds are saturated by unitary channels and so grow quadratically with the number of gates. Moreover, because our bounds are saturated, they cannot be improved without further knowledge about the errors. Because the worst-case growth of the infidelity is achieved by purely unitary channels, intuitively, quantifying how far an error channel is from purely unitary error should enable an improved bound. One such quantity is the unitarity. Thus our second contribution in this work is a proof that the unitarity of the components, which can be estimated using a variant of RB [17, 24, 44] (URB), can be used to obtain a tighter bound on the total infidelity. This information enables a smooth interpolation between the quadratic growth of purely unitary errors and the linear scaling of purely stochastic errors. Including the unitarity to characterize circuits allows to quantitatively reason about an often omitted statement: elementary operations with low infidelity and highly coherent errors can rapidly compose to a worse circuit than a sequence of elementary operations with moderate in:

$$u(\mathcal{E}) = \frac{d}{d-1} \int d\psi \text{Tr} \hat{\mathcal{C}} (\psi - \frac{1}{d})^2,$$

of the components, which can be estimated using a variant of RB [17, 24, 44] (URB), can be used to obtain a tighter bound on the total infidelity. This information enables a smooth interpolation between the quadratic growth of purely unitary errors and the linear scaling of purely stochastic errors. Including the unitarity to characterize circuits allows to quantitatively reason about an often omitted statement: elementary operations with low infidelity and highly coherent errors can rapidly compose to a worse circuit than a sequence of elementary operations with moderate infidelity but highly stochastic errors. Our bounds implicitly quantify how fast this can happen given the infidelity and unitarity of individual components. Our third contribution, noted above, goes the other way: from a composite error $\mathcal{E}_2 e^\mathcal{E}_1$, we bound the fidelity of one of its component $\mathcal{E}_1$. We demonstrate an immediate practical application of this result by providing a dramatically improved bound on the accuracy of the estimates of gate infidelities under interleaved RB [16]. This is done by substituting the estimate of the effective depolarizing constant of the individual interleaved gate $\hat{p} = \hat{p}_{RB}/\hat{p}_{RB}$ by $\hat{p} = \hat{p}_{RB}P_{RB}/\hat{p}_{URB}$, which requires a unitarity RB (URB) experiment. In the experiments reported in [45, 46], our estimator is used to rigorously bound the infidelity of individual quantum gates via equation (42).

2. Noisy quantum processes

Markovian quantum processes can be described by completely-positive and trace-preserving (CPTP) linear maps $\mathcal{E}: \mathbb{D}_d \rightarrow \mathbb{D}_d$, where $\mathbb{D}_d$ is the set of density operators acting on $\mathbb{C}^d$, that is, the set of positive-semidefinite operators with unit trace. We denote quantum channels using single calligraphic capital Roman letters and the composition of channels by multiplication for brevity, so that $A B (\rho) = A [B (\rho)]$. We also denote the composition of $m$ channels $\mathcal{E}_0, \ldots, \mathcal{E}_m$ by $\mathcal{E}_2 \cdots \mathcal{E}_1 = \mathcal{E}_2 \cdots \mathcal{E}_m$.

Abstract quantum channels can be represented in many ways. In this paper, we will use the Kraus operator, $\chi$-matrix and the Liouville (or transfer matrix) representations. The Kraus operator and $\chi$-matrix representations of a quantum channel $\mathcal{E}$ are

$$\mathcal{E}(\rho) = \sum_j A_j \rho A_j^\dagger = d \sum_{k,l} \chi_{k,l} B_k \rho B_l^\dagger,$$

respectively, where the $A_j$ are the Kraus operators, $Z_d = \{0, \ldots, d^2 - 1\}$ and $B = \{ B_0 = 1_d / \sqrt{d}, B_1, \ldots, B_{d^2 -1}\}$ is a trace-orthonormal basis of $\mathbb{C}^{d \times d}$ satisfying $B_k B_l = \text{Tr} B_j B_k B_l = \delta_{kl}$. Note that we include the dimensional factor in the definition of the $\chi$-matrix to be consistent with the standard construction in terms of unnormalized Pauli operators.

The Kraus operators can be expanded as $A_j = \sum_{k \in Z_d} \langle B_k, A_j \rangle B_k$ relative to $B$. Making use of the phase freedom in the Kraus operators (that is, $A_j \rightarrow e^{i \alpha_j} A_j$ gives the same quantum channel), we can set $\langle B_0, A_j \rangle \geq 0$ for all $j$. We can then expand the Kraus operators as

$$A_j = a_j d (\cos (\alpha_j) B_0 + \sin (\alpha_j) \bar{v}_j \cdot \vec{B}),$$

where $a_j d = \langle A_j, A_j \rangle, \vec{B} = (B_0, \ldots, B_{d^2-1}), \bar{v}_j \in \mathbb{C}^{d^2-1}$ with $\| \bar{v}_j \|_2 = 1$, and $\alpha_j$ can be chosen to be in $[0, \frac{\pi}{2}]$ by incorporating any phase into $\bar{v}_j$. Substituting this expansion into the Kraus operator decomposition and equating coefficients with the $\chi$-matrix representation gives
and, in particular

$$\chi^e_{00} = \frac{1}{d^2} \sum_j \left| \text{Tr} A_j \right|^2 = \sum_j a_j \cos^2(\alpha_j).$$

(6)

Applying the trace-preserving constraint with $\langle B_j, B_k \rangle = \delta_{j,k}$ gives

$$1 = \frac{1}{d} \text{Tr} \sum_j A_j^\dagger A_j = \sum_j a_j,$$

(7)

which then implies

$$1 - \chi^e_{00} = \sum_j a_j \sin^2(\alpha_j).$$

(8)

Alternatively, density matrices $\rho$ and effects $E$ (elements of positive-operator-valued measures) can be expanded with respect to $\mathcal{B}$ as $\rho = \sum_j \langle B_j, \rho \rangle B_j$ and $E = \sum_j \langle B_j, E \rangle B_j$. The Liouville representations of $\rho$ and $E$ are the column vector $r \rho$ and row vector $\mathcal{L} \rho = \langle E \rangle$ of the corresponding expansion coefficients. The Born rule is then $\langle E, \rho \rangle = \langle E \rangle \rho$. The Liouville representation of a channel $\mathcal{E}$ is the unique matrix $\mathcal{E}$ such that $\mathcal{E} \rho = \langle \mathcal{E} \rho \rangle$, which can be written as $\mathcal{E} = \sum_j \langle \mathcal{E} (B_j) \rangle B_j$. With $B_0 = 1_d / \sqrt{d}$, the Liouville representation of any CPTP map can be expressed in block form as

$$\mathcal{E} = \begin{pmatrix} 1 & 0 \\ \mathcal{E}_u & \mathcal{E}_d \end{pmatrix},$$

(9)

where $\mathcal{E}_u \in \mathbb{C}^{d^2-1}$ is the non-unital vector and $\mathcal{E}_d \in \mathbb{C}^{d^2-1 \times d^2-1}$ is the unital block. The unitarity and effective depolarizing constant can be written as

$$u(\mathcal{E}) = \frac{\text{Tr} \mathcal{E}_d \mathcal{E}_u^\dagger \mathcal{E}_u \mathcal{E}_d^\dagger}{d^2 - 1} = \frac{||\mathcal{E}_u||^2}{d^2 - 1},$$

$$p(\mathcal{E}) = \frac{\text{Tr} \mathcal{E}_u}{d^2 - 1}$$

(10)

with respect to the Liouville representation [17, 47].

The effective depolarizing constant $p(\mathcal{E})$ and $\chi^e_{00}$ are linear functions of the fidelity that can be more convenient to work with. The relations between the various linear functions of the fidelity used in this paper are tabulated in table 1.

### 3. Composite infidelities in terms of component infidelities

We now prove that unitary error processes lead to the fastest growth in the total infidelity of a circuit. In particular, we obtain strict bounds on the infidelity of a composite error process in terms of the infidelities of the components and show that the bounds are saturated by unitary processes for all even-dimensional systems.

We first obtain a bound on the infidelity of the composition of two channels that strictly improves on the corresponding bound of [47]. We also show that the improved bound is saturated for all values of the relevant variables. Therefore theorem 1 gives the optimal bounds on the infidelity of the composite in terms of only the infidelities of the components, and so obtaining a more precise estimate of the composite infidelity requires further information about the errors. We then obtain an upper bound on the infidelity of the composition of $m$ channels that inherits the tightness of the bound for the composition of two channels.
We present the following bounds in terms of the $\chi$ matrix, though the results can be rewritten in terms of other linear functions of the infidelity using Table 1. For example, consider the composition of $m$ noisy operations $\mathcal{X}_i$ with equal infidelity, that is, $r(\mathcal{X}_i) = r$. Then by Corollary 2 and Table 1, the total infidelity of the composite process is at most

$$r(\mathcal{X}_{1:m}) \leq m^2 r + O(m^4 r^2),$$

which exhibits the expected quadratic scaling with $m$. Moreover, this upper bound is saturated and so cannot be improved without additional information about the errors.

**Theorem 1.** For any two quantum channels $\mathcal{X}$ and $\mathcal{Y}$

$$|\chi_{00}^{\mathcal{X}^\mathcal{Y}} - \chi_{00}^\mathcal{X} \chi_{00}^\mathcal{Y} - (1 - \chi_{00}^\mathcal{X})(1 - \chi_{00}^\mathcal{Y})| \leq 2\sqrt{\chi_{00}^\mathcal{X} \chi_{00}^\mathcal{Y}(1 - \chi_{00}^\mathcal{X})(1 - \chi_{00}^\mathcal{Y})}.$$  \hspace{1cm} (12)

Furthermore, for all even dimensions and all values of $\chi_{00}^\mathcal{X}, \chi_{00}^\mathcal{Y}$ there exists a pair of channels $\mathcal{X}$ and $\mathcal{Y}$ saturating both signs of the above inequality.

**Proof.** Let $\mathcal{X}(\rho) = \sum_j X_j \rho X_j^\dagger$ and $\mathcal{Y}(\rho) = \sum_j Y_j \rho Y_j^\dagger$ be Kraus operator decompositions of $\mathcal{X}$ and $\mathcal{Y}$ respectively. From equation (4), we can expand the Kraus operators as

$$X_j = \sqrt{x_j} d (\cos(\xi_j) B_1 + \sin(\xi_j) \vec{u}_j \cdot \vec{B})$$

$$Y_j = \sqrt{y_j} d (\cos(\theta_j) B_1 + \sin(\theta_j) \vec{v}_j \cdot \vec{B}),$$

where $\vec{u}_j, \vec{v}_j \in \mathbb{C}^{d-1}$ are unit vectors and $\xi_j, \theta_j \in [0, \pi/2]$. Then a Kraus operator decomposition of $\mathcal{X} \mathcal{Y}$ is

$$\mathcal{X} \mathcal{Y}(\rho) = \sum_{j,k} X_j Y_k \rho Y_k^\dagger X_j^\dagger$$

and so, by equation (6)

$$\chi_{00}^{\mathcal{X}^\mathcal{Y}} = \sum_{j,k} x_j y_k \cos(\xi_j) \cos(\theta_k) + \beta_{j,k} \sin(\xi_j) \sin(\theta_k),$$

where $\beta_{j,k} = \vec{u}_j \cdot \vec{v}_k$ and we have chosen the basis $\mathcal{B}$ to be Hermitian so that $\text{Tr} B_j^\dagger B_k = \text{Tr} B_k^\dagger B_k = \delta_{j,k}$. By the triangle and reverse-triangle inequalities

$$|\alpha| - |\gamma| \leq |\alpha + \beta\gamma| \leq |\alpha| + |\gamma|$$

for any $\alpha, \beta, \gamma \in \mathbb{C}$ such that $|\beta| \leq 1$, which then implies

$$||\alpha + \beta\gamma||^2 - |\alpha|^2 - |\gamma|^2 | \leq 2|\alpha\gamma|.$$  \hspace{1cm} (17)

From equations (6) and (8)

$$\sum_{j,k} x_j y_k \cos(\xi_j) \cos(\theta_k) = \chi_{00}^\mathcal{X} \chi_{00}^\mathcal{Y}$$

$$\sum_{j,k} x_j y_k \sin(\xi_j) \sin(\theta_k) = (1 - \chi_{00}^\mathcal{X})(1 - \chi_{00}^\mathcal{Y}),$$

so by equation (17)

$$|\chi_{00}^{\mathcal{X}^\mathcal{Y}} - \chi_{00}^\mathcal{X} \chi_{00}^\mathcal{Y} - (1 - \chi_{00}^\mathcal{X})(1 - \chi_{00}^\mathcal{Y})|$$

$$\leq \sum_{j,k} 2x_j y_k \cos(\xi_j) \cos(\theta_k) \sin(\xi_j) \sin(\theta_k),$$

using $|\beta_{j,k}| \leq 1$ and the non-negativity of the trigonometric functions over $[0, \pi/2]$. Note that the above inequalities are saturated if and only if $\beta_{j,k} = \pm 1$.

By the Cauchy–Schwarz inequality with the fact that all the quantities are non-negative

$$\sum_{j} x_j \sin(\xi_j) \cos(\xi_j) \leq \sqrt{\sum_{j} x_j \sin^2(\xi_j)} \sqrt{\sum_{j} x_j \cos^2(\xi_j)} \leq \sqrt{(1 - \chi_{00}^\mathcal{X})(1 - \chi_{00}^\mathcal{Y})},$$

where the second line follows from equations (6) and (8). Applying this upper bound for $\mathcal{X}$ and the corresponding one for $\mathcal{Y}$ to equation (19) gives the inequality in the theorem.

To see that both signs of the inequality are saturated for all values of $\chi_{00}^\mathcal{X}, \chi_{00}^\mathcal{Y}$ in even dimensions, let $\mathcal{X} = U(\phi) \otimes I_{d/2}$ and $\mathcal{Y} = U(\theta) \otimes I_{d/2}$ where

$$U(\phi) = e^{i\phi}|0\rangle \langle 0| + e^{-i\phi}|1\rangle \langle 1|.$$  \hspace{1cm} (20)

By equation (6), $\chi_{00}^{U(\phi) \otimes I_{d/2}} = \chi_{00}^{U(\phi)} = \cos^2 \phi$. As $\mathcal{X} \mathcal{Y} = U(\phi + \theta) \otimes I_{d/2}$, some trivial trigonometric manipulations give
\[
\chi_0^X - \chi_0^X \chi_0^Y - (1 - \chi_0^X) (1 - \chi_0^Y) = -2 \cos \phi \sin \phi \cos \theta \sin \theta \\
= -2 \sqrt{\chi_0^X \chi_0^Y (1 - \chi_0^X) (1 - \chi_0^Y)} \cdot \text{sign} (\sin 2\phi \sin 2\theta),
\]
which saturates the lower bound if the sign function is positive and the upper bound if it is negative. \(\square\)

**Corollary 2.** For any \(m\) quantum channels \(X_i\) such that

\[
\sum_{i=1}^{m} \arccos \sqrt{\chi_{00}^{X_i}} \leq \frac{\pi}{2},
\]
the \(X_{00}\) element of the composite channel satisfies

\[
\chi_{00}^{X} = \cos \left( \sum_{i=1}^{m} \arccos \sqrt{\chi_{00}^{X_i}} \right).
\]

Furthermore, this bound is saturated for all even dimensions and all values of the \(\chi_{00}^{X_i}\) satisfying equation (22).

**Proof.** We can rewrite the lower bound in equation (12) as

\[
\sqrt{\chi_{00}^{X}} \geq \sqrt{\chi_{00}^{X_i}} - \sqrt{1 - \chi_{00}^{X_i}} \sqrt{1 - \chi_{00}^{X}}.
\]

Writing \(\sqrt{\chi_{00}^{X_i}} = \cos (\arccos \sqrt{\chi_{00}^{X_i}})\) and \(\sqrt{1 - \chi_{00}^{X_i}} = \sin (\arccos \sqrt{\chi_{00}^{X_i}})\) and using standard trigonometric identities, the above becomes

\[
\arccos \sqrt{\chi_{00}^{X_i}} \leq \arccos \sqrt{\chi_{00}^{X_i}} + \arccos \sqrt{\chi_{00}^{X}},
\]

taking note to change the direction of the inequality when taking the \(\arccos\), which follows from equation (22).

By induction, we have

\[
\arccos \left( \sqrt{\chi_{00}^{X_{00}}} \right) \leq \sum_{i=1}^{m} \arccos \left( \sqrt{\chi_{00}^{X_i}} \right)
\]
for any set of \(m\) channels \(X_i\). Taking the cosine and squaring gives the bound in equation (23). The saturation follows directly from the saturation of equation (12). \(\square\)

A way to intuitively think about equation (23) goes as follows: ‘the worst possible fidelity of a composition is obtained through a coherent (unitary) buildup’. Indeed, the trigonometric form of the inequality reflects this coherent nature.

**4. Improved bounds on the infidelity using the unitarity**

The bounds in theorem 1 and corollary 2 are tight for general channels if only the infidelity (or, equivalently, \(\chi_{00}^X\)) is known. In particular, from equation (11), the infidelity increases at most quadratically in \(m\) to lowest order in \(r\). However, the examples that saturate the bounds are all unitary channels. If, on the other hand, the error model is a depolarizing channel \(\Delta\), or a Pauli channel (that is, a channel with a diagonal \(\chi\) matrix with respect to the Pauli basis), then the infidelity increases at most linearly in \(m\) to lowest order, that is

\[
r(X_i) \leq mr + O(m^2 r^2).
\]

The intermediate regime between Pauli errors and unitary errors can be quantified via the unitarity [17]. In particular, we define the (positive) coherence angle to be

\[
\theta(\mathcal{E}) = \arccos \left( p(\mathcal{E}) / \sqrt{u(\mathcal{E})} \right).
\]

As \(u(\mathcal{E}) \leq 1\) with equality if and only if \(\mathcal{E}\) is unitary, \(\theta(\mathcal{E}) \in [0, \arccos (\mathcal{E})]\) and

\[
\theta(\mathcal{E}) = \begin{cases} 
0 & \text{iff } \mathcal{E} \text{ is depolarizing}, \\
O(r) & \text{if } \mathcal{E} \text{ is Pauli}, \\
\arccos (\mathcal{E}) = O(\sqrt{r}) & \text{iff } \mathcal{E} \text{ is unitary}.
\end{cases}
\]

That is, \(\theta(\mathcal{E})\) quantifies the intermediate regime between Pauli and unitary errors for an isolated error process.

We now show that combining the coherence angle and the infidelity enables improved bounds on the growth of the infidelity. For example, for any \(m\) unital channels, or for any \(m\) single qubit operations \(X_i\), with
equal infidelity $r(\mathcal{X}) = r$ and coherence angles $\theta(\mathcal{X}) = \theta$, the total infidelity is at most

$$r(\mathcal{X}^{1:m}) \leq m \left( r - \frac{(d - 1) \theta^2}{2d} \right) + m^2 \frac{(d - 1) \theta^2}{2d}$$

plus higher-order terms in $r$ and $\theta^2$ by equation (35). For Pauli errors, $\theta^2 = O(r^2)$, so we recover equation (28).

Conversely, for unitary errors $(d - 1) \theta^2 = 2d r + O(r^3)$, so we recover equation (11) in such regime. Moreover, the above bound is saturated (to the appropriate order) in even dimensions by channels of the form

$$\mathcal{X} = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ 0 & \gamma \cos \theta(\mathcal{X}) & -\gamma \sin \theta(\mathcal{X}) \\ 0 & \gamma \sin \theta(\mathcal{X}) & \gamma \cos \theta(\mathcal{X}) \end{array} \right] \otimes \mathbb{I}_{d^2/2}.$$  

(32)

These include the unital action of single qubit amplitude damping and dephasing channels combined with a unitary evolution around the dampening/dephasing axis. The unitary factor is parameterized by the coherence angle: $Z_\theta = \exp i2\theta Z$ (hence the ‘coherence’ qualifier). In this sense, the coherence angle portrays the allowed amount of rotation in Bloch space, as opposed to contractions (quantified by $\gamma$, $\lambda$ in our saturation example) due to decoherent effects.

Theorems 3, 4 result from more general matrix inequalities that we prove in appendix. We apply the inequalities to the unital block of the Liouville representation from equation (9), and substitute the expressions for the effective depolarizing constant and the unitarity from equation (10). For theorem 4, we also use results from [48], which state that the maximal singular value of the unital block is upper-bounded by $\sqrt{\frac{d}{2}}$ for general channels and 1 for unital channels.

**Theorem 3.** For any two quantum channels $\mathcal{X}$ and $\mathcal{Y}$

$$\cos[\theta(\mathcal{X}) + \theta(\mathcal{Y})] \leq \frac{p(\mathcal{X},\mathcal{Y})}{u(\mathcal{X},\mathcal{Y})} \leq \cos[\theta(\mathcal{X}) - \theta(\mathcal{Y})].$$

In other words, the leeway in the effective depolarizing constant of a composition $\mathcal{X}\mathcal{Y}$ is limited by constructive and destructive coherent effects. For longer compositions, we have the following.

**Theorem 4.** For any $m$ channels $\mathcal{X}_i$ with $p(\mathcal{X}_i) = p$, $u(\mathcal{X}_i) = u$, the effective depolarizing constant of the composite channel satisfies

$$|p(\mathcal{X}^{1:m}) - p^m| \leq \sqrt{\frac{d}{2}} \left( \frac{m}{2} \right) u \sin^2(\theta).$$

Furthermore, if the $\mathcal{X}_i$ are unital channels, the bound can be improved to

$$|p(\mathcal{X}^{1:m}) - p^m| \leq \left( \frac{m}{2} \right) u \sin^2(\theta).$$

Notice that the binomial factor—which indicates a quadratic behavior in $m$—demonstrates that the effective depolarizing constant of a large composition, $p(\mathcal{X}^{1:m})$, can quickly differ from $p^m$. This difference grows quicker with the coherence angle, which can be tied to coherent effects through equation (32).

The bounds in theorem 3 can be made even tighter if one of the channels is guaranteed to be Pauli.

**Theorem 5.** Consider a Pauli channel $\mathcal{X}$ and any quantum channel $\mathcal{Y}$. Then, the composite infidelity is essentially linear in the individual infidelities $r(\mathcal{X})$ and $r(\mathcal{Y})$:

$$r(\mathcal{X}\mathcal{Y}) = r(\mathcal{X}) + r(\mathcal{Y}) + O(r(\mathcal{X})r(\mathcal{Y})).$$

This bound is to be contrasted with the naive usage of theorem 3:

$$r(\mathcal{X}\mathcal{Y}) = r(\mathcal{X}) + r(\mathcal{Y}) + O(\theta(\mathcal{X})\theta(\mathcal{Y}))$$

(theorem 3)

$$= r(\mathcal{X}) + r(\mathcal{Y}) + O(r(\mathcal{X})\sqrt{r(\mathcal{Y})})$$

(eq. (3)).

The improvement can be easily shown as follow. The infidelity is invariant under unitary conjugation $r(\mathcal{X}\mathcal{Y}) = r(\mathcal{U}\mathcal{X}\mathcal{U}^\dagger)$ or convex combination thereof. In particular, it is invariant under a Pauli twirl. Since $\mathcal{X}$ is a Pauli channel, it commutes with Pauli unitaries, and the twirl gets effectively performed on $\mathcal{Y}$, which
becomes a Pauli channel $\mathcal{J}_{\text{Pauli}}$ with low coherence angle $\theta(\mathcal{J}_{\text{Pauli}}) = O(r(\mathcal{J}))$ (see equation (30)). From there we can apply theorem 3.

Theorems 3, 4 implicitly suggest that using the coherence angle (rather than the infidelity) as the objective function\(^4\) for optimizing operations would strongly tighten eventual assertions about the fidelity of circuit constructions.

5. Application: interleaved RB

The fidelity extracted from standard RB experiments typically characterizes the average error over a gate set $\mathcal{G}$, defined as

$$\mathcal{E} := |\mathcal{G}|^{-1} \sum_{g \in \mathcal{G}} \mathcal{E}_g$$

(37)

However, one might only care about the fidelity $F(\mathcal{E}_h)$ attached to a specific gate of interest $h \in \mathcal{G}$, such as one of the generators required for universal quantum computing. The interleaved RB protocol (IRB)\(^5\) yields a fidelity estimate of $\mathcal{E}_h\mathcal{E}$, the composition between the single gate error and the gate set error, which provides bounds on the desired value $F(\mathcal{E}_h)$. An issue with this approach is that these bounds generally have a wide range, since possible coherent effects cannot be ignored. This issue is illustrated by the results of two simulations of interleaved RB experiments, plotted in figure 1. In both scenarios, the fidelity of the gate error and of the composed gate were fixed at $F(\mathcal{E}_h) = 0.9975$ and $F(\mathcal{E}_h\mathcal{E}) = 0.9960$ respectively, hence leading to the same single gate fidelity estimate. In the first case, the interleaved gate $h$ is unitary with high fidelity ($F(\mathcal{E}_h) = 0.9991$), whereas in the second case the error is depolarizing, with a lower fidelity ($F(\mathcal{E}_h) = 0.9975$). This example illustrates how interleaved RB, without a measure of unitarity, can only provide a loose estimate of the fidelity of an individual gate.

More generally, rearranging the bound in theorem 1 to isolate $\chi_{00}^{Y}$ gives

$$|\chi_{00}^{Y} - \chi_{00}^{X} \chi_{00}^{X} (1 - \chi_{00}^{X})(1 - \chi_{00}^{X})| \leq 2 \sqrt{\chi_{00}^{X} \chi_{00}^{X} (1 - \chi_{00}^{X})(1 - \chi_{00}^{X})}.$$  

(38)

Moreover, this bound cannot be improved without further information. Now suppose that $r(\mathcal{E}_h\mathcal{E}) \approx 2r(\mathcal{E})$, so that the uncertainty of $r(\mathcal{E}_h\mathcal{E})$, obtained via equation (38) and table 1 is

$$\Delta r(\mathcal{E}_h) \approx 4\sqrt{2} r(\mathcal{E}).$$

(39)

While this bound does give an estimate of the infidelity, this estimate is comparable to the following naive estimate that requires no additional experiment. As the fidelity, and hence the infidelity, is a linear function of $\mathcal{E}$ we have

\(^4\) A more stable choice would be $\sin^2(\theta)$.

\(^5\) For the sake of simplicity, we assume that the protocols all provide fidelity estimates defined with respect to the same (or very close) ideal representation of gates.
For any two quantum channels \( E_h \) and \( E \),

\[
p(E_h) = \frac{p(E_h \circ E) - p(E_h) p(E)}{u(E)} \leq 1 - \frac{p(E)}{u(E)} \sqrt{1 - \frac{p(E_h \circ E)^2}{u(E)}}.
\]  

which, since \( r(E) \) is non-negative for any channel \( E \), implies

\[
r(E) \leq \left| \mathcal{G} \right|^{-1} \sum_{g \in \mathcal{G}} r(E_g)
\]

for any \( h \in \mathcal{G} \). (Note also that this bound can be heuristically improved by identifying sets of gates that are expected to have comparable error.) When \( \mathcal{G} \) is chosen to be the 12-element subgroup of the Clifford group that forms a unitary 2-design, the naive bound is, at the very worst, a factor of \( 3 / \sqrt{2} \) worse than the bound from interleaved benchmarking and requires no additional statistical analysis or data collection.

However, if the error channels were guaranteed to be depolarizing, \( F(E_h) \) could be exactly estimated from an interleaved RB experiment. In general, we can use our knowledge of the unitarity of \( E \)—which can be obtained from a URB experiment\(^6\)—to quantify how close the error model is to depolarizing noise. From theorem 3, we then have the following bounds, which can be orders of magnitude tighter as illustrated in figure 2.

**Corollary 6.** For any two quantum channels \( E_h \) and \( E \)

\[
p(E_h) = \frac{p(E_h \circ E) - p(E_h) p(E)}{u(E)} \leq 1 - \frac{p(E)}{u(E)} \sqrt{1 - \frac{p(E_h \circ E)^2}{u(E)}}.
\]  

Notice that this new estimate of \( p(E_h) \) is an amalgam of three experiments: standard RB, IRB and unitarity RB. A recommended experimental practice would be, for instance [46], the following.

- Perform standard RB over the Clifford group. Estimate the resulting decay parameter \( p(E) \), where \( E \) is tied to the average error over the Clifford group.
- Perform unitarity RB over the Clifford group. Estimate the resulting decay parameter, which corresponds to the unitarity \( u(E) \).
- Perform IRB with the Clifford group as randomizing set and \( h \) as ideal gate of interest. Estimate the resulting decay constant \( p(E_h \circ E) \), where \( E_h \) is the error map attached to \( h \).
- Use equation (42) to bound \( p(E_h) \), and use table 1 to convert it to the fidelity (or infidelity).

Recall that in the depolarizing case \( u(E) = p(E)^2 \), for which equation (42) reduces to the familiar equality \( p(E_h) = p(E_h \circ E) / p(E) \). In fact, the equality remains true up to order \( r(E)^2 \) in the more general case of stochastic Pauli errors, as demonstrated in theorem 5. Treating the infidelity as a linear quantity under composition is a very common assumption stemming from a classical probabilistic view of error accumulation. To take another example of a linear manipulation, the infidelity per pulse (or infidelity per primitive gate) is often obtained by implicitly dividing the infidelity of a set of composite gates by the average number of pulses used to generate them. These are not bad estimates only if the error is mostly stochastic. This might be a valid

\(^6\) The current analysis of URB is done under a gate-independent noise approximation.

\(^7\) In the interleaved RB lingo, this relation is often expressed as \( p(E_h) = p_{\text{URB}} / p_{\text{RB}} \), where \( E_h \) is the error attached to the interleaved gate.
presumption since many error mechanisms are naturally stochastic, but is certainly not a trivial one, since coherent effects also commonly arise from faulty control. The present paper offers a means to avoid the often unrealistic stochasticity assumption by explicitly providing a confidence interval based on experimental estimates of the unitarity. To illustrate the idea, in figure 3 we applied our bounds on various experimental results \([1–4, 8–12]\) and varied the value of the unitarity.

6. Summary and outlook

In this paper, we have studied the impact of coherent errors on the fidelity of quantum circuits. We first demonstrate why coherent errors are a serious concern: a coherent composition of unitary quantum channels results in the fastest decay of the fidelity. In this case, the infidelity grows quadratically in the number of gates, in contrast with the linear growth for stochastic Pauli channels. The disparity between these two regimes means that the characterization of the gate fidelities alone only allows to formulate weak statements about the fidelity of more elaborate circuit constructions.

Hence, in order to characterize circuits more precisely, we introduced a coherence angle—which corresponds to a rotation angle on the Bloch space, as opposed to a contraction (see equation (29))—which enables a tighter bound on the total error in a quantum circuit in terms of robustly estimable quantities that smoothly interpolates between the linear and quadratic regimes.

Our new bound can be used upside-down: from the fidelity of a small circuit construction, we can bound the fidelity of one of its elements. As an immediate application, we demonstrated that this bound substantially improves the estimates of individual gate fidelities from interleaved RB, which, in the absence of the improved bound, are comparable to the naive bound obtained by noting that the infidelity from standard RB is the average of the infidelities of the individual gates. The practicality of corollary 6 relies on the implicit assumption that the unitarity obtained from RB as well as the average gate fidelities are resulting from closely related gauges \([20–22]\).

An open problem would be to relax this assumption by connecting more rigorously the interpretations of different RB experiments.
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Appendix. Matrix inequalities on the real field

We define the coherence angle of a matrix \(M \in \mathbb{R}^{d \times d}\) to be

\[
\theta(M) := \arccos \left( \frac{\text{Tr} M}{\sqrt{d} \|M\|_F} \right) \in [0, \pi].
\]  

(A.1)
Theorem 7. For any nonzero $M_1, M_2 \in \mathbb{R}^{d \times d}$

$$\cos[\theta(M_1) + \theta(M_2)] \leq \frac{\Tr M_1 M_2}{\|M_1\|_F \|M_2\|_F} \leq \cos[\theta(M_1) - \theta(M_2)].$$  (A.2)

Moreover, both bounds are saturated for all values of $\|M_1\|_F, \|M_2\|_F, \theta(M_1),$ and $\theta(M_2)$ in even dimensions.

Proof. By the Cauchy–Schwarz inequality

$$|\Tr AB|^2 = \left( \sum_{i,j} A_{ij} B_{ij} \right)^2 \leq \left( \sum_{i,j} A_{ij}^2 \right) \left( \sum_{i,j} B_{ij}^2 \right) = (\Tr A^t A)(\Tr B^t B) = \|A\|_F^2 \|B\|_F^2.$$  (A.3)

Setting $D_i := \frac{\Tr M_i I}{d}$ for $i = 1, 2$

$$\|M_i - D_i\|_F = \|\Tr(M_i^t M_i - M_i^t D_1 - D_1^t M_i + D_1^t D_1)\|_F = \sqrt{\|M_i\|_F^2 - d^{-1}(\Tr M_i)^2} = \|M_i\|_F \sqrt{1 - \cos^2 \theta(M)} = \|M_i\|_F \sin \theta(M)$$  (A.4)

using $\Tr M^t = \Tr M$, which holds for $M \in \mathbb{R}^{d \times d}$. Setting $A = M_1 - D_1$ and $B = M_2 - D_2$ in equation (A.3) and using equation (A.4) gives

$$|\Tr(M_1 - D_1)(M_2 - D_2)| \leq \|M_1\|_F \|M_2\|_F \sin \theta(M_1) \sin \theta(M_2).$$  (A.5)

Using (A.1) on the left-hand side gives

$$|\Tr(M_1 - D_1)(M_2 - D_2)| = |\Tr M_1 M_2 - d^{-1}(\Tr M_1 \Tr M_2)|$$

$$= |\Tr M_1 M_2 - \|M_1\|_F \|M_2\|_F \cos[\theta(M_1)]\cos[\theta(M_2)]|. $$  (A.6)

Combining equations (A.5), (A.6) with the identity $\cos(a \pm b) = \cos(a) \cos(b) \mp \sin(a) \sin(b)$ gives both desired inequalities. For even $d$, the bounds of equation (A.2) are saturated by

$$\frac{\|M_i\|_F}{\sqrt{d}} \begin{pmatrix} \cos \theta(M_i) & -\sin \theta(M_i) \\ \sin \theta(M_i) & \cos \theta(M_i) \end{pmatrix} \otimes I_d.$$

We can generalize the lower bound of equation (A.2) to matrix products $M_{i;m} := M_1 M_2 \cdots M_m$.

Theorem 8. Let $M_1, \ldots, M_m \in \mathbb{R}^{d \times d}$ be such that for all $i$, $\theta(M_i) = \theta$, $\frac{\Tr(M_i)}{d} = p \leq 1$, $\frac{\|M_i\|_F}{d} = u \leq 1$, and $\|M_i\|_2 \leq \sigma_{\text{max}}$. Then

$$\left| \frac{\Tr M_{i;m}}{d} - p^m \right| \leq \sigma_{\text{max}} \left( \frac{1 - mp^{m-1} - (m-1)p^m}{(1-p)^2} \right) u \sin^2(\theta) \leq \sigma_{\text{max}} \left( \frac{m}{2} \right) u \sin^2(\theta).$$  (A.8)

Proof. Let $D := pI_d$, and $M_j = D + \Delta_j$. Using a telescoping expansion twice gives

$$M_{i;m} = D^m = \sum_{i=1}^m M_{i;i-1}(M_i - D) D^{m-i} = \sum_{i=1}^m \left[ D^{i-1} + \sum_{j=1}^{i-1} M_{i;j-1} \Delta_j D^{i-1-j} \right] \Delta_j D^{m-i}. $$  (A.9)

Taking the trace of each side and using $\Tr \Delta_j = 0$ gives

$$\Tr M_{i;m} - dp^m = \sum_{i=1}^m \sum_{j=1}^{i-1} p^{m-j-1} \Tr M_{i;j-1} \Delta_j \Delta_i.$$  (A.10)
Therefore
\[ |\text{Tr} M_{i,m} - dp^m| = \left| \sum_{i=1}^{m} \sum_{j=1}^{i-1} p^{m-j-1} \text{Tr} M_{i,j-1} \Delta_j \Delta_i \right| \]
\[ \leq \sum_{i=1}^{m} \sum_{j=1}^{i-1} p^{m-j-1} |\text{Tr} M_{i,j-1} \Delta_j \Delta_i| \quad (\text{\textit{\Delta} inequality}) \]
\[ \leq \sum_{i=1}^{m} \sum_{j=1}^{i-1} p^{m-j-1} \|M_{i,j-1} \Delta_j\|_F \|\Delta_j\|_F \quad (\text{Cauchy-Schwarz inequality}) \]
\[ \leq \sum_{i=1}^{m} \sum_{j=1}^{i-1} \sigma_{\text{max}} \|\Delta_j\|_F \|\Delta_i\|_F \]
\[ = \sigma_{\text{max}} \sin^2(\theta) \sum_{i=1}^{m} \sum_{j=1}^{i-1} p^{m-j-1}, \]
\[ (A.11) \]
where we used \( \|\Delta_j\|_F = \sqrt{\text{Tr} \sin^2(\theta)} \) on the last line. Let \( S := \sum_{i=1}^{m} \sum_{j=1}^{i-1} p^{m-j-1} = \sum_{i=1}^{m-1} i p^{i-1} \). Using a telescoping expansion leads to
\[ S - pS = -(m-1)p^{m-1} + \sum_{i=0}^{m-2} p^i = \frac{1 - p^{m-1}}{1 - p} = (m-1)p^{m-1}. \]
\[ \implies S = \frac{1 - mp^{m-1} - (m-1)p^m}{(1-p)^2}. \]
\[ (A.12) \]
\( S \) is maximized when \( p = 1 \), in which case it equals \( \binom{m}{2} \).
\[ \square \]
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