Patient education, nudge, and manipulation: defining the ethical conditions of the person-centered model of care
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Abstract: Patient education (PE) is expected to help patients with a chronic disease to manage their lives and give them the possibility of adopting, in an appropriate manner, beneficial changes in health behaviors that are prescribed by their physicians. It is aimed at delineating, agreeing on, and implementing a patient’s personal action plan and is therefore an essential constituent of the person-centered model of care. The aim of this article is to examine the idea that PE may sometimes be a manipulation that is organized for the good of patients in a paternalistic framework. Theoretically, PE differs from manipulation by addressing the reflective intelligence of patients in full light and helping them make autonomous choices. In this article, we examined some analogies between PE and nudge (ie, techniques used to push people to make good choices by organizing their environment). This analysis suggests that PE is not always as transparent and reflective as it is supposed to be and that unmasking these issues may be useful for improving the ethical quality of educational practice that must be performed in a framework of a trusting patient–doctor relationship. Under this condition, PE may sometimes represent a form of persuasion without being accused of patient deception and manipulation: trust is therefore the core of the person-centered model of care.
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Introduction
Patient nonadherence is an obvious obstacle to the quality and safety of care in daily medicine. It reduces the effectiveness of treatments, represents an important cause of hospitalization and mortality, and leads to considerable health expenditures that could otherwise be avoided. The World Health Organization (WHO) claimed that “increasing the effectiveness of interventions on adherence would have a greater impact on the health of the population than any improvement in medical treatments.”1 This suggests that the health authorities recommend improving patients’ adherence as a desirable objective.

According to the WHO, patient education (PE) is an integral part of treatment. It aims to ensure that patients with a chronic disease learn to manage their life and work together with the health care team in the implementation of treatment.2 In terms of therapy, PE provides patients with information, which makes the therapy more efficient and safe. PE may also indirectly improve patients’ adherence, for their best interests, by providing them with an opportunity to better understand the benefits of changes in health behaviors that are recommended by health authorities and prescribed by their physicians. However, it is not because a procedure is aimed at improving
the patients’ welfare that PE is ethically warranted. In other words, in a Kantian perspective, the end never justifies the means. Therefore, it is important to ensure that the laudable wish of improving the patients’ adherence does not use PE as a disguised manipulation organized in a paternalistic framework.

The argument presented herein refers to recent ethical discussions on the concept of nudge, which was popularized by the best seller titled Nudge: Improving Decisions about Health, Wealth and Happiness, written by Thaler and Sunstein, that describes the techniques developed within the framework of public policy to push people to make good choices by organizing their environment. This analysis by analogy may unmask some potentially questionable aspects of PE, thereby deserving due consideration.

The concept of nudge, its mechanisms of action, and ethics

Thaler and Sunstein described nudge as a set of techniques intended to encourage people to change their behavior by using gentleness rather than coercion and the threat of sanctions. Nudge acts by changing the architecture of choice; for example, in a cafeteria, putting fruits and yogurts in the front and junk foods in the back of the food tray. People remain free to choose, but they are nudged toward the right decisions that lead them to do what people within the health care system want them to do. Another well-known example can be found in the toilets of Amsterdam airport, where a false fly is engraved on the bottom of the urinal. This encourages men to aim at the fly, which led to an 80% reduction in cleaning costs. Here again, nudged individuals are free to decide whether or not to aim at the fly; however, numerous individuals do it, which limits cleaning costs and therefore has beneficial consequences for the society.

In their description of nudge, Thaler and Sunstein proposed that it acts at system 1 of thinking, which is fast (using heuristics), effortless, uncontrolled, unconscious, and skilled, rather than at system 2, which is slow, effort demanding, controlled, reflective, and consisting of deliberation. By acting at system 1, nudge does not prohibit the individual from using his or her system 2; it only exploits flaws that are often present in the mechanisms of human decisions. Hansen and Jespersen recently proposed that there are two types of nudges. First, type 1 nudges work by influencing individuals’ behaviors without engaging their reflective thinking. They provide as an example the decrease in the size of plates in a cafeteria that will help reduce the customers’ caloric intake as they will place less food on their plates. Second, in type 2 nudges, the nudge-activated thinking in system 1 triggers the activation of system 2. The fly in the urinal is a typical example of the type 2 nudge:

This nudge aims at capturing the visual search processes continuously performed by automatic thinking. When this happens, the nudge works by attracting reflective attention.

Nudge has been referred to by Thaler and Sunstein as libertarian paternalism as this method organizes choices without force. In principle, the nudges remain free not to perform the action to which they are being compelled. While in medicine, paternalism has a pejorative connotation, this may not be the case in the realm of public policies. As pointed out by Cohen, “the meaning of paternalism is quite dissimilar in public policy or legislation and interpersonal relations.”

Public policy or legislation may refer more toward utilitarian or common good approaches to ethics, while interpersonal relations, characterizing the patient–physician relationship, refer for most ethicists to a Kantian perspective such as that used in the present discussion.

Therefore, due to its growing political importance, there has recently been an important debate on the ethical justification of nudge. If nudge organizes the environment to drive individuals to perform action A while leaving them free to exercise their deliberative capacity (to not perform action A if they do not wish so), it is clear that a crucial condition for the ethical acceptability of nudge is to maintain the capacity of the deliberation of individuals. According to Saghai, agents must remain able to easily resist the influence of nudge: thus, they:

[…] must i) be able to recognize the very existence of this influence, ii) be able to inhibit their triggered propensity to perform action A, and iii) not be in a state where these capabilities are disabled.

Under these conditions and free from undue influences, the freedom of choice of the nudgee remains intact and nudge may then be ethically acceptable.

Manipulation and nudge: the red line

These conditions of the ethical acceptability of nudge are not met in what is commonly called manipulation. According to Hansen and Jespersen, people are manipulated when their perceptions, choices, or behaviors are affected through underhanded deception or abusive tactics. Rubinelli also showed that, in manipulation, there is an intentional deception that remains covert, and this explains the difference between manipulation and persuasion. This distinction between persuasion and...
Manipulation was also demonstrated by Dubov; persuasion is a form of influence where one person intends to produce a change in the behavior or opinions of another by using words to convey information, feelings or reasoning, or a combination thereof, while leaving enough freedom to choose otherwise. However, a victim of manipulation may falsely believe that he or she is acting in accordance to his or her will:

Manipulative strategies are designed to create an illusion of free choice to lure the victim into a decision that would be probably resisted under normal circumstances.9

This difference is important, and it provides an ethical justification of patients’ persuasion in the patient–physician relationship10 even if it seems to be contrasting with the principle11 of respecting the patient’s autonomy. Joule and Beauvois12 also defined manipulation as making people do things that they would not be inclined to do and that they will do thinking that they have made the decision by themselves. Several manipulative techniques can be used such as the foot-in-the-door13 technique and the commitment effect according to which people, once committed to a decision, become resistant to changing their minds.14 By discussing the mechanisms of action of these methods, Joule and Beauvois observed that their efficacy would disappear if they were unmasked.15

This may apply to nudge as well; for Bovens, nudge does work best in the dark.16 As shown earlier,7 a condition of the ethical acceptability of nudge is the possible cognitive access by the nudgee to the attempt to nudge. Therefore, one understands the emphasis on transparency as an ethical criterion for any method aimed at influencing behaviors. For example, it is important that television advertisements are displayed in well-delimited and announced spaces. Thus, Hansen and Jespersen5 distinguished two types of nudges: transparent nudges, where:

The nudgee can reasonably be expected to be able to easily reconstruct the intention behind the nudge and the means by which behavior change is pursued.

And nontransparent nudges, where this is not the case and where the covert intention to deceive is the mark of manipulation. For example, the fly in the urinal is a transparent nudge, while the shrinking of plate sizes aimed at reducing caloric intake is a nontransparent one. On the basis of these considerations, Hansen and Jespersen5 classified nudges into four classes: transparent type 2, transparent type 1, nontransparent type 2, and nontransparent type 1. Their analysis suggested that nontransparent type 1 nudges are particularly questionable as they liken the most to manipulation. Considering the example of the employer who decreases the plate size in the cafeteria, they proposed it is important that:

The choice architect, ie, the employer, actively provides information to employees stating the reasons for and measures by which such steps are taken in order to avoid the accusation of manipulation, providing the possibility for a debate among employees.9

We used a similar approach to analyze the methods used in PE. If we consider that PE is also intended to lead patients to change their behavior,17 in other words to do (for their well-being) things that they would not be spontaneously inclined to do, we immediately see an analogy between PE, on the one hand, and nudge and manipulation, on the other hand. An analysis of PE that is aimed at delineating the criteria making it, as for nudges, distinct from manipulation is therefore warranted. Again, it is not the endpoint of PE that matters. PE aims at improving the patient’s welfare in the same manner that nudges are generally performed for their good. Incidentally, this could also be the case for some instances of manipulation; for example, the foot-in-the-door technique, ie, an overt manipulation has been used to make people accomplish beneficial health objectives such as recruiting teens to enroll in a smoking cessation program, convincing women to accept a gynecologic exam, making people call a taxi after drinking in a bar, or accepting the principle of organ donation.18 Therefore, this article analyzes from an ethical perspective not the endpoint but the methods used in PE.

Principles of PE in a nutshell: involving cognitive and noncognitive aspects of health behaviors

PE works through a learning process that consists of transforming new knowledge, insights, skills, and values into new behaviors.19 The 5As model is useful to describe the basis of the teaching process used to facilitate learning.20 It starts with an Assessment of patient knowledge, beliefs, current behaviors, and needs. The educator then Advises the patient by providing specific information about the health risks and benefits of changes. The patient and educator then Agree to define a list of specific goals, delineating the barriers and developing strategies to address them. The educator Assists the patient to identify personal barriers, strategies, problem-solving techniques, and social and environmental support. Finally, a follow-up plan is Arranged (eg, visits, phone calls, and mailed reminders).
Therefore, PE is aimed at delineating, agreeing on, and implementing a patient’s personal action plan. Philosophically, our actions are caused by reasons,\textsuperscript{21} which comprise mental states such as knowledge, skills, beliefs, emotions (generally triggered by the occurrence of events), and feelings such as pleasure and pain, and particularly desires, that are the real drivers of our actions; moreover, it is essential that we have the necessary resources. This explanatory model of action (Figure 1) that we have developed reflecting on why we take care of ourselves\textsuperscript{22} easily helps explain some causes of nonadherence: the patient does not know what to do, how to do it, is afraid to do it, cannot afford to do it, or does not want to do it. PE works by tackling these different causes of the patients’ inaction.

However, these mechanisms of actions imply that the behavior consisting of treating oneself (or not) according to the doctor’s prescriptions (the so-called adherence or nonadherence to treatment) is driven by both cognitive factors, such as knowledge, skills, and beliefs, and non-cognitive factors such as emotions, pleasure, or pain and desire. This states the possibility that PE – aimed at changing patients’ behaviors – is sometimes performed under a context lacking the transparency and reflectivity conditions that seem, at first glimpse from our analysis of nudge mechanisms and ethics, necessary to warrant its full ethical justification.

**Ethical justification of PE**

**The transparency requirement**

When patients have an appointment with a patient educator, it is likely that they will be ipso facto aware of the fact that they are entering into a PE process. Therefore, PE seems to implicitly represent a transparent procedure. However, this may not be always true for the following reasons: 1) PE is a continuous process involving numerous people, including physicians, nurses, and pharmacists who may want to educate patients without always clearly stating that they aim to influence their behaviors. 2) Even if the content of an educational session is clearly and explicitly defined in advance, the educator may influence the patient’s behavior on an item of therapy that was not initially on the agenda, as the content of the information process cannot be completely described in advance. 3) The influential capacity of the conversation may remain elusive. Educators may say something during the conversation without explicitly realizing that they are actually providing information that will deeply influence the patient’s behavior. This is due to the fact that, as proposed by American philosopher John Searle,\textsuperscript{23} the human mind should be considered a complex network made up of an infinite number of mental states (knowledge, beliefs, emotions, and desires) that he refers to as holism. These mental states differ among people: minds are different, not by their ways of thinking but by the content of what Searle calls intentional mental states, where the word intentional denotes the fact that they have content (for instance, if I believe that it rains, it rains is the content of my belief). 4) Finally, people have direct access, through what is referred to as the first-person authority,\textsuperscript{24} to the content of their own mental states but not to the minds of others, and this opacity of interpersonal relationships explains that deception, ie, manipulation, is possible.

The transparency condition may even be missing for another reason. The very process of PE, as described in the
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5As model, seems to imply transparency as the patient’s personal action plan is decided by agreement (one of the As) between the patient and educator. This agreement can be observed as the endpoint of a discussion between the patient and educator on their respective preferences, ie, on their values in the framework of the deliberative model of patient–physician relationships described by Emanuel and Emanuel. We have previously proposed that PE can be defined as a process that paves an ethical pathway from the informative model (the educator provides the patient with information on his or her disease and treatment) to the interpretative model (the educator assists the patient in clarifying his or her preferences), arriving at the deliberative model (where they exchange views on their respective preferences). In this ethical definition of PE (Figure 2), PE would definitely distinguish from an advice provided in a pure paternalistic framework, where neither information nor exchange possibility is provided to the patient. If the rationale of the decision is hidden, paternalism can use manipulation even for the good of the patient. Through the ethical pathway paved on information, interpretation, and deliberation, PE seems to eschew manipulation.

However, this may not be always the case in the daily practice of PE, as confirmed by the fact that questionnaires are used which inquire, for example, whether patients are:

[...] asked for [their] ideas when [the patient and physician] made a treatment plan (almost never, generally not, sometimes, most of the time, and almost always).

Therefore, the agreement between the patient and educator may be a relative, generic concept that does not particularly encompass all of the aspects of the treatment plan, leaving the possibility that some of them may remain hidden. For example, a patient may agree on the implementation of a basal–bolus insulin regimen without having been clearly informed from the beginning that its full efficacy and safety may require intensive self-monitoring of blood glucose. One may also consider the prescription of glucagon-like peptide (GLP)-1 receptor agonists as a first step of introducing the patient to the use of injectable drugs utilized to facilitate his or her future acceptance of insulin. If these were done intentionally and covertly, proposing the basal–bolus regimen or GLP-1 receptor agonists would represent nothing but typical cases of the use of the foot-in-the-door technique, ie, of manipulation. Rubinelli indicated that manipulation is always intentional and relies on deception, which renders it definitively unethical. In contrast, proposing explicitly a GLP-1 receptor agonist to try before insulin, because it would represent the first experience of an injectable medication, would be ethical from this point of view.

Collectively, these considerations indicate the importance of precisely delineating the content of educational programs and checking with the patient whether he or she appreciates the specific consequences of the decisions on which there is agreement. In France, the law requests that patients provide informed consent to participate in official PE programs authorized by health agencies. This procedure may have the advantage of clearly disclosing that the patients will participate in a process basically aimed at changing their behavior. However, the informed consent procedure may represent an illusion as it usually comprises a general agreement signed a priori that does not specify the content of the

---

**Figure 2** Patient education as an ethical pathway.

**Notes:** How patient education paves the way between the three models (informative, interpretative, and deliberative) of the physician–patient relationship and eschews the paternalistic model. The HCP uses empathy in his or her attempt to clarify the patient’s preferences. He or she uses sympathy when telling the patient about his or her own preferences. Reproduced from Rea G. Patient autonomy in chronic care: solving a paradox. *Patient Prefer Adherence*. 2014;8:15–24.
agreement in advance. It would be fair to ask patients to provide their consent to a prespecified educational program rather than on the general principle of participating in a PE program, where an apparent desire for transparency actually leads to the proposal of something that is nothing but an opaque procedure that may not even be understood by those patients who would benefit the most from PE.

The reflectivity requirement

In the first part of this article, we observed that nudge techniques use psychology to influence human decisions and that Hansen and Jespersen identified two types of nudges: those that act only at the automatic level of thinking to change people’s behaviors (type 1 nudges) and those that change behaviors through influencing cognitive choices (type 2 nudges). Regarding PE, one may guess that it works at the cognitive and reflective system 2. PE is largely based on a discussion of information provided to the patient, which is illustrated by the advice part of the 5As model and by the informative, interpretative, and deliberative steps of the PE-as-an-ethical pathway model (Figure 2). This pathway suggested that PE is based on the cognitive-based definition of person autonomy proposed by Frankfurt and Dworkin, according to which an autonomous person is a being endowed with reflectivity, ie, having second-order mental states (eg, a belief about a belief or a desire about a desire), making it possible to critically evaluate one’s mental states and eventually – on the basis of this reflection – to change his or her mind. In this framework, the very presence of deliberation in the last step of the pathway would warrant the presence of reflectivity in PE, and thereby its ethical justification.

However, here again, there are obviously several breaches in the assumption that PE always works at the cognitive level. First, patients’ cognitions can be biased: due to the uncertainty associated with the result of any action, they do not base their decisions only on pure rational arguments, and we have previously suggested that patient nonadherence may be in some way a manifestation of human irrationality. The content of the patients’ beliefs may be false, influencing their choices in the direction of a suboptimal decision; they may have an aversion for losses that is greater than their attraction for gains; they may prefer a smaller but more immediate reward (eg, tasty but unhealthy foods) to greater long-term benefits (eg, the preservation of health); they may sometimes have a short temporal horizon; their cognition may use powerful mental mechanisms or heuristics that make it possible to reason rapidly but may represent a source of cognitive biases; and finally, they may be under the influence of emotions. If patients’ cognitions are biased as a consequence of some of these effects, the role of PE may be to help patients recognize the existence of a bias and get rid of them. Consider, for example, a patient who is strongly refusing insulin because he or she falsely believes that insulin therapy is incompatible with the practices of Ramadan in which he or she eagerly wants to engage. An explanation of the basal–bolus insulin regimen indicating that it is compatible with religious fasting may help him or her to change his or her mind. In the same manner, as emotions are involved in decision processes (Figure 1), a physician may use emotions to persuade a patient to adopt a healthy behavior. Swindell et al considered the example of a doctor encouraging the patients to anticipate the regret they may feel (toward themselves and their children) if they continue to smoke and then develop lung cancer.

There is another limitation to the reflective requirement ethically justifying PE. In the advice part of the 5As model, PE provides information on pathology and therapy as well as their respective risks. However, the way this information is provided and received may be biased. It often happens that people have difficulties in understanding the concept of the benefit/risk ratio, and they are very sensitive to the frame heuristics. For example, in a fictive setup of decisions regarding cancer therapy, the attractiveness of surgery related to radiation was substantially greater when the problem was framed in terms of the probability of living rather than dying. In the same vein, people are generally more sensitive to relative than absolute risks; thus, for example, doctors who want to persuade a patient to accept a mammography when indicated may take advantage of this bias. Moreover, the way the information is provided is not and cannot be neutral. For example, the number of arguments that people use to make a decision is limited, a concept known as Ockham’s razor. A physician, being aware of this psychological flaw, may therefore first provide the choice that he or she thinks will be the best for the patient. However, there will always be a choice that is provided first. Thus, physicians may influence their patients’ choices without wanting or even recognizing it.

Shaping the patients’ desires and the unavoidability of persuasion in the practice of PE

In general, when care providers implement PE to influence patients to change their behaviors, they do it for the patients’ good in the same vein as nudges decided by public authorities are for the good of the target population. We also mentioned that in some cases, even manipulation can be used for the welfare of the people. Hansen and Jespersen have provided examples of nontransparent type 1 nudges that may be
evaluated as truly paternalistic interventions and that still may be beneficial; consider again, for example, the change in the plate sizes leading to a decrease in the caloric intake of employees eating in a cafeteria.

This article aimed to suggest that these concepts may be relevant to examining the ethics of PE. The generalization of nudge elicited an important ethical debate aimed at clarifying the red line between acceptable and unacceptable forms of nudge, showing the importance of transparency and preserving the possibility for nudgees to resist what may represent an impediment to their autonomy. In the same vein, it is therefore warranted to critically examine the ethics of PE. It is important to point out that while nudge represents a method used by health or political authorities for improving the welfare of populations, PE is a process involving the relationship between health care providers and individual patients. Therefore, PE is ethically more exacting than nudge, maybe because in an interpersonal relationship, the care provider has the direct responsibility of preserving the autonomy of a person whom he or she knows, while the owner of the cafeteria or the manager of the airport toilets will never personally know the people subjected to their nudges.

PE not only provides knowledge but also aims at changing people’s behaviors; in other words, shaping the patient’s desires and beliefs that are the direct drivers of their actions (Figure 1). It happens that the patients’ behaviors are in conflict with their own best interests; nonadherence to a good treatment may be a consequence of numerous psychological flaws leading to what we have referred to as medical irrationality. Thus, the first role of PE may be to help patients remove the biases that push them in a direction that is not in agreement with what they think to be in their best interests; therefore, PE uses persuasion here. Shaw and Elger noted that:

Removing biased interpretation of information is persuasion because the physician is attempting to change the patient’s belief to help the patient make a more rational choice.

The aim of persuasion at removing biases was also noted by Dubov: “persuasion is not deception but rather the art of making the truth apparent.”

However, by aiming at changing the patients’ desires and beliefs, a primary issue emerging from this discussion was the possible intrusive effect of PE that may jeopardize the patient’s autonomy. This is why among the 5 As of the model describing the practice of PE, agreement between the patient and the educator was found to be of paramount importance not only to warrant the outcome of the PE process (the patient will adhere to the personal action plan that is decided) but also to justify it from an ethical point of view. However, we also observed that the value of this agreement may itself be jeopardized by the non-neutral attitude of the educator, who may be pushed to use it for the best interest of the patients through varied techniques of communication taking advantage of the psychological flaws that limit the patients’ rationality, exactly in the same manner that, for beneficial purposes, nudge aims at orienting peoples’ behaviors and choices by more or less transparent and reflectivity-based techniques.

We also observed that a convinced educator may wish to persuade the patient. The use of persuasion may actually be unavoidable, and even ethically justified, but must be controlled. Swindell et al proposed that:

Even if clinicians could extricate their values and avoid influencing their patients, it is by no means clear that doing so would serve their patients’ interests.

They remind us that:

Professional ethics dictate that physicians explicitly counter temptations to take advantage of framing and other decisional approaches to promote goals other than the promotion of their patients’ (or, debatably, society’s) best interests.

They also pointed out that:

A patient’s best interest and goals are determined by the patient and not by the physician. The physician is merely ascertaining them and rebiasing the patient toward them.

This last warning gives its full value to the assessment part of the 5As model of PE and to the interpretative step of the PE-as-an-ethical pathway model (Figure 2). Finally, Dubov also demonstrated that persuasion is acceptable only if the health care provider never exploits the patient’s weaknesses.

Conclusion: trust as the core of the person-centered model of care
We arrive to the main conclusion of this article: shaping an agreement between two partners is possible only in the context of trust, in which the interests of the patient and the healthcare system come together under the concept of “encapsulated interest” developed by Russell Hardin:

I trust you because I think it is in your best interest to take my interests in the relevant matter seriously in the following sense […] You therefore have your own interest in taking my interests into account.

The importance of mutual trust was recognized in a similar way by Shinebourne and Bush; if a certain dose of
paternalism is found in the deliberative model, its imposition may be:

A reflection of what many patients wish for. That is, to have medical care based on mutual trust between doctor and patient with the assumption that as a member of a profession, the doctor will make choices in the best interests of the patient.

Other patients may prefer the principle of shared decision-making based on an exchange about respective preferences and care. Here also, trust is necessary because preferences are values; only in a climate of trust one can exchange regarding values. This ability of the doctor to exchange, ie, to the practice of PE, is a condition of trust, which may be important if one realizes that trust is one of the determinants of the patient’s acceptance of treatment intensification. A study also showed that the physicians’ comprehensive (whole person) knowledge of the patients and those patients’ trust in their physicians were the variables most strongly associated with adherence. Incidentally, this suggests that doctors cannot completely delegate PE to a diabetes educator or to a nurse. This would be detrimental in terms of patients’ adherence. Indeed, the doctors, and not the diabetes educators or the nurses, prescribe the treatment to which patients may or may not adhere according to the trust that they have in their doctor. PE is an integral part of care, which means that care cannot be split into two parts: prescription and PE. PE and care are the same thing; they belong to each other.

Therefore, we propose a model for the patient–physician relationship (Figure 3) linking the 5As model of PE to trust in a dynamic manner. PE, by collecting information (from Assessment) and providing information (Advise) to the patient, actually generates trust. A trusting patient–health care provider relationship will make it possible to obtain an Agreement, which is nothing but the basis of a shared medical decision that in turn reinforces trust. Based on this agreement, the educator will Assist the patient implementing the personal action plan, and they will Arrange together the follow-up necessary for the implementation of PE as an integral part of care.

This model shows how PE can lead to better care, with trust playing a central role. Trust is generated by PE and in turn makes agreement, a part of PE, possible. As indicated by Sagoff:

Trust is the sine qua non of medicine […]. Where there is trust, paternalism is unnecessary, where there is no trust, it is unconscionable.

Trust excludes deception, and this may actually represent its operational definition in the same sense that manipulation is defined by the presence of covert deception. For O’Neill, the obligation for physicians to avoid deception will be expressed:

In refraining from lying, from false promising, from promise breaking, from misrepresentation, from manipulation […]. More positively, it will be expressed through truthful
communication, through care not to mislead, through avoidance of exaggeration, through simplicity and explicitness, through honesty in dealing with others.

However, a trust-based relationship does not exclude persuasion. Therefore, we conclude that, from a Kantian perspective, PE can use different kinds of guidance, including persuasion and nudge-like forms of influence (nudge is a form of influence\(^{50}\)) as a part of the interpersonal patient–doctor interaction at the condition of being exclusively guided by the patient’s best interests and avoiding any form of intentional deception.

In the model shown in Figure 3, both the health care provider and the patient act as persons. PE paves therefore the way to a person-centered model of care. In a companion article,\(^{50}\) we showed why such a model may represent a solution to patients’ nonadherence by taking into account the complexity of patients’ and doctors’ thought. The discussion presented herein shows how to implement this model in an ethical manner, escaping the danger of manipulating patients, which, as shown in this article, is real. This discussion on the ethics of PE demonstrates the need to consider trust as the core of the person-centered care model: trust enables the encounter of the two complex thoughts of patient and doctor.
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