A Simple Way of Simulating Insolation on a Rotating Body with a Commercial Solar Simulator
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Abstract

The surfaces of all solid bodies in the solar system, planets, moons, comets and asteroids, experience short-term temporal variations of solar irradiation which depend on their respective spin rates. These so-called insolation cycles affect temperature variations, climate, photosynthesis in plants, etc. Hence, experimental reproduction of these cycles is important for space analogue simulations. In this short note we describe a simple, low-cost method to simulate diurnal cycles in the laboratory using a type of commercial solar simulator commonly used for experimental investigation in planetary science.
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1 Introduction

No body in the solar system is in a 1:1 spin–orbit coupling with the sun. The resulting diurnal insolation cycle has significant influence on, for example, climatic patterns [1], atmospheric compositions [2, 3], exobase altitudes [4], ionospheric drifts [5], animals [6], plants [7, 8] bacteria [9] or even clinical depression in humans [10, 11]. Particularly in planetary science, the diurnal insolation cycle plays an important role for a large range of processes on most bodies in the solar system: it affects thermal weathering on all solid surfaces [12], dust devils on Mars [13], variations in Europa’s Exosphere [14], haze on Ceres [15], and the Yarkovsky effect on asteroids [16]. Therefore the simulation of diurnal cycles is important in several scientific fields. One way to simulate a diurnal cycle is by using dimmable lamps and various
light filters (see e.g. [17]), an approach often used for biological experiments. [7] described a device that simulates sunlight intensity variations by controlling the voltage supply of a tungsten filament lamp with an external control unit consisting of a timer, a sliding potentiometer, a synchronous motor and a cam. This (non-digital) method is quite accurate for simulating the light intensity curve in terrestrial conditions. However, although tungsten filament (i.e., incandescent) lamps are easily dimmable, their irradiation power density is comparatively low and their light spectra differ significantly from the solar spectrum. In particular, UV-components of the solar radiation as observed in space are lacking in incandescent lamps and hence this method is not suitable for the simulation of diurnal cycles on extra-terrestrial bodies. Many of these bodies have no or only tenuous atmospheres which means that the insolation reaching the surface includes the UV range of the solar spectrum.

The most common way to simulate the full solar spectrum is using xenon short arc lamps. These are, however not as easily dimmable as e.g. incandescent (tungsten filament) lamps. As the power of a xenon short arc lamp can only be controlled within a few 10%, modulation of intensity has to occur in the beam path, ideally in a gradual, continuous way. Controlling the light intensity by using a polariser/analyser pair with a rotation mechanism in front of a xenon short arc lamp can be easily implemented. However, such a setup will not only change the intensity but also the irradiation spectrum. For simulations of planetary environments, the full spectrum of solar radiation is of vital importance. In particular the shorter wavelength range is relevant for, e.g., the Solid State Greenhouse Effect [18] in transparent or translucent ices, or habitability on Mars or exoplanets [19]. Hence, experiments requiring the full spectrum of solar radiation—i.e., those related to physics and chemistry on extra-terrestrial bodies—need to rely on a different method for modulating solar irradiance. For some comet-related experiments a different approach was used to avoid losing parts of the irradiation spectrum. In this case the insulation intensity from a full spectral lamp was changed using a type of step function; [20] increased and decreased irradiance stepwise, with a plateau at maximum irradiance, irradiating at each intensity level for a specific time period to simulate the changing light intensity conditions on a comet. Although this leads to more realistic intensity conditions than constant irradiation, the disadvantage of this approach is the immediate transition from nighttime to a comparatively high level of solar intensity, with neither sunrise nor sunset-like conditions.

In the following short sections, we describe a simple method to simulate the changes in insolation intensity as they arise on the surface of a rotating body in space, as it was implemented in our laboratory.

2 Methods

One of the operational requirements of our original setup was a close approximation of the thermal surface conditions during sunrise and sunset. A technical requirement was ease of implementation and adaptability to a wide range of rotation rates (i.e., day lengths). Limited funding as well as time constraints meant that the method had to rely on laboratory equipment already in situ. Hence, we
relied on a commercial solar simulator whose intensity is varied based on pulse width—or pulsed-duration-modulation (see e.g. [21, 22]). We would like to point out that there is at least one commercial option available to simulate variable solar light intensity: the MOS-100 system by Japanese manufacturer Bunkoukeiki Co., Ltd. can vary light intensity from a fraction of a mW m$^{-2}$ to two solar constants. However, the effective irradiated area of this machine is limited to 10 $\times$ 10 mm, whereas many experiments in planetary science require beam diameters in the dm range. Moreover, the geometry of the MOS-100 system makes it impossible to irradiate cooling devices and/or vacuum chambers beyond a certain size without an additional mirror arrangement. These reasons, along with the substantial impact the purchase of such a machine has on laboratory finances, makes the use of pulse-width modulation an attractive option for simulating varying-intensity solar irradiation.

### 2.1 Equipment

The solar simulator used for the simulation of diurnal variations is a widely used piece of equipment from Solar Light Company. The solar simulator is equipped with a 1000 W xenon short arc lamp (spectral range 290 to 2500 nm) and a 220 V/50–60 Hz power supply. The LS1000-6R-H-AM0 model used is an Air Mass 0 solar simulator with a 6”(152.4 mm), circular horizontal beam with a light intensity of 1400 W/m$^2$ measured in a working plane 6’ (914.4 mm) from the collimator lens. The solar simulator has a mechanical shutter that enables the experimenter to stop irradiation without switching off the lamp. This feature is common in solar simulators, its purpose being a limitation of the number of switching cycles in order to extend the life of the xenon-arc lamp. With the type of solar simulator used in our experiments, the intensity of the irradiation can be varied by either changing the distance between the solar simulator and the working plane (i.e., the object to be irradiated) as power density decreases with distance from the light source, or by adjusting the input power. The former cannot easily be implemented automatically as the size of any laboratory limits the distance between light source and sample. Moreover, moving the entire experimental setup in order to change distance with time poses a substantial mechanical engineering challenge. Moreover, the movement would have to be periodic to simulate a diurnal cycle—and the gradual change from no irradiation to higher levels as experienced on a rotating solar system body during sunrise/sunset would still be a problem. Changing intensity by adjusting input power is limited by the properties of the power supply. For most commercially available solar simulators (except for the MOS-100 system mentioned above), the intensity can be varied between 70 and 100% of full power, although the exact irradiance output corresponding to each power setting has to be determined individually, e.g. by a pyranometer in the working plane. Either way, changing only the above settings will not result in a simulated diurnal cycle since there is always a minimum, rather high, level of intensity, as in the method used by [20]. Hence, sunrise/sunset-like scenarios cannot be simulated.
2.2 Conceptual Solution

The obvious way to simulate a diurnal cycle is to irradiate a sample with a half-sine intensity curve with no irradiation at night time. As pointed out above, using a commercial solar simulator, this cannot be achieved by changing the current supply of the xenon arc lamp because minimum power output is limited to some 70%. The same applies to varying the distance between the solar simulator and the target periodically. Simulating dusk–dawn transitions requires a somewhat more careful approach.

If the focus of artificial insolation experiments is the observation of a material’s response to solar heating, one can make use of the thermal skin effect. As the heat from a surface temperature excursion diffuses into the subsurface, it experiences a damping (and also a lagging) effect. For a cyclical surface temperature $T_0(t)$ of period $P$ the amplitude of the temperature oscillation $T_A$ decreases as

$$T_A(z) = T_0 \exp \left(-\frac{z}{\sqrt{\frac{\pi}{P \kappa}}} \right),$$

(1)

where $\kappa$ is the thermal diffusivity of the material. Short insolation periods $P$ and/or low thermal conductivities $\kappa$ thus effectively result in a low-pass filter for thermal signals as they propagate into the material from the surface. As the temperature at depth will not be affected by short-term variations in solar intensity, a diurnal cycle can be simulated by pulsing insolation intermittently using a mechanical chopper—which is easy enough to implement since commercial solar simulators tend to come equipped with a shutter. A diurnal insolation cycle is subdivided into short time increments of length $\Delta t$ and the effective power can thus be regulated by adjusting the time $\delta t$ during which the shutter is open over each interval $\Delta t$. This approach is effectively an implementation of pulse-width-modulation (PWM) (also known as pulsed-duration-modulation) which is commonly used for generating an analogue signal using a digital source. PWM is applied widely, from power conversion to communications and in PWM the average power delivered by a signal is reduced or increased by clocking it into separated parts. For the application in question, PWM resembles a switch used to turn a heater on and off. The longer the heater is on compared to the period it is turned off, the higher the time-averaged heating output. The temperature of the heated object follows the heat-on/heat-off cycle but changes more slowly due to the thermal inertia of the object.

To simulate a diurnal cycle of period $P$, the irradiation can be controlled by adjusting the solar simulator shutter opening time $0 \leq \delta t \leq \Delta t$ over each $\Delta t$ as follows:

$$\frac{\delta t}{\Delta t} = \begin{cases} 
\sin(2\pi t/P) ; & (N - 1)P < t < (N - \frac{1}{2})P \\
0 ; & (N - \frac{1}{2})P \leq t \leq NP
\end{cases}$$

(2)

$N = 1, 2, 3, \ldots$

So the proportion of the time interval over which the shutter is open, $\delta t/\Delta t$ is modulated as a sine wave during the simulated day whilst the shutter is kept closed during the simulated night.
2.3 Technical Implementation

Obviously, one should choose a $\Delta t \ll P$ as short as possible for accurate results. However, in a bid to avoid complicated mechanical chopper arrangements, one can make use of the external shutter trigger of a commercial solar simulator. The shutter of the LS1000 series solar simulators for example can be operated remotely via a DE-9 connector. In order to limit the number of switching cycles (and thus wear of the shutter mechanism), we considered a $\Delta t$ between 30 s and several minutes to be practical. This figure is also reasonable because most solar system bodies have rotation rates exceeding a few hours. We estimate the shutter opening/closing time to be below 0.1 s range, hence we would not recommend our setup to be used for objects with rotation periods faster than 20–30 min, because the accuracy of $\delta t/\Delta t$, and hence the resulting intensity sine wave will be affected.

Regarding any temperature measurements in the irradiated material, one should also bear in mind that depths up to the order of

$$z \approx \sqrt{\frac{\Delta t \kappa}{\pi}} \tag{3}$$

will be affected by thermal high-frequency noise of the on/off switching of the irradiation. We used a programmable power supply (Rhode & Schwarz HMC8042) connected to a relay which triggers the internal shutter of the LS1000 simulator. The power supply can be fed with a csv table of $\delta t$ values via a USB memory stick. Once at the end of the programmed table, the switching cycle is repeated. It should be noted that, apart from mechanical wear, another lower limit on the $\Delta t$ is imposed by the available memory of the power supply. Hence, the choice of $\Delta t$ involves a careful consideration of trade-offs between insolation period and cycle length, size and type of sample material, power supply memory and total wear permissible. For those reasons, we ended up with values between 30 and 60 s. A schematic sketch of the setup is shown in Fig. 1.

3 Test Cases

We present two test cases that were used to verify our approach. For our first test case, we aimed to create idealised conditions by using a compact sample material into which thermal sensors could be embedded easily with good thermal contact.

3.1 Modelling Clay

In the first test case we irradiated a cylindrical (or, to be more accurate, a slightly conical) sample container with a diameter of 100 mm and a depth of 50 mm with white modelling clay with a light signal representing a diurnal cycle of 6 h length. Modelling clay was used because it is a compact material, can be moulded easily, so that exact positioning of thermal sensors inside the sample can be achieved,
with good thermal contact. The thermal properties of modelling clay (specifically, Van Aken Plasticine) have been measured by [23], giving a thermal diffusivity $\kappa \approx 0.3 \text{ mm}^2 \text{ s}^{-1}$ of the sample material. The constraints of our specific power supply model resulted in a choice of $\Delta t = 43.72 \text{ s}$. This specific value was chosen because it allows for the highest achievable accuracy within the limits given by the power supply whose internal memory was limited to 0.5 kB. Bearing in mind Eq. 3, depths up to some mm can be expected not to be significantly affected by temperature excursions caused by the light switching cycle.

We present the results of this test case in Fig. 2. Pt-100 temperature sensors were embedded at depths 1 mm, 10 mm and 20 mm. The sample is not exposed to insolation at the start of the experiments, hence a new thermal equilibrium needs to be established. This is visible as a gradual increase of the minimum temperature. As expected, the near-surface sensor at a depth of 1 mm is affected by the modulation of the light intensity, although the amplitude of this high-frequency noise is less than 0.2 K at 1 mm depth, which is negligible compared to a peak-to-peak amplitude of 14 K. For opaque materials such as modelling clay it might not be necessary to use a full spectrum solar simulator for all types of investigations, although it is generally recommended to do so for experiments of materials under extraterrestrial conditions. Modelling clay was only chosen as a proxy for the practical reasons pointed out above; after all, the purpose of this study is a proof of concept of pulse width modulation for space experiments.

### 3.2 Artificial Snow

Simulated diurnal insolation cycles are often used to investigate the behaviour of ices on solar system bodies, for example in relation to the Martian polar regions [24] or comets [20]. Here, the accurate reproduction of the temperature evolution at

![Fig. 1 Setup of our method highlighting the simplicity of the approach. The relay switching the solar simulator shutter is operated by a 5 V pulse of varying duration. Opening and closing the shutter leads to a light pulse of full intensity $S$. Although the absolute irradiation intensity at the sample surface is the same for each time slot during which the shutter is open, the varying pulse length results in a temperature distribution inside the sample as would be observed in case of a constant irradiation with varying intensity, as explained in the text.](image-url)
depth is important for understanding phenomena such as outgassing or sintering. In a non-translucent material, heat is conducted purely by conduction, hence one can expect the temperatures at depth not to be affected by the pulse width modulation. However, as ices are translucent for a large part of the solar spectrum, thermal sensors at depth might be affected directly by the pulsing of the simulated insolation when used in ices.

In order to assess the suitability of the method for translucent media, we used a sample of artificial snow, i.e., granular water ice with a pore volume of approximately 55% (see e.g. [25] for a detailed description of the material’s properties and production). Note that granular water ice formed the base of many a sample in the KOSI comet simulation experiments in the 1990s (see e.g. [20]). Hence, we will refer to our experiments as mock comet simulations—without expressing a judgment as to whether this material can still be considered a suitable comet analogue in the post-Rosetta era.

In this test case, the diurnal cycle length was 2 h. Here, a longer $\Delta t = 60 \text{ s}$ results in a larger depth affected by short-period thermal noise from the pulsing. We ran a mock comet simulation as a worst case, i.e used similar conditions to [25] in that the sample was 124 mm in diameter, 150 mm high and in vacuum, on a base plate kept at a temperature of 173 K. Pt-100 sensors were embedded at depths 1, 20, 30 and 50 mm below the surface. This simulation was meant to maximise light penetration of the sample and minimize light absorption at the surface, hence granular, pure ice was used. Figure 3 shows no indications of the thermal sensors at depth within the samples being affected by the pulsing. Recalling Eq. 3, we note that, although $\Delta t$ is higher than in the previous test case, the larger depth of the topmost sensor combined with the lower thermal diffusivity of artificial snow results in an effective damping of the thermal pulse.

![Temperature as measured within a modelling clay sample exposed to full-spectrum solar radiation pulse-width-modulated to simulate a diurnal wave of 6 h duration. Temperatures were measured at a depth of 1 mm (blue), 10 mm (orange), and 20 mm (green). The normalised light intensity is overlaid as a black dashed line (Color figure online).](image-url)
Light absorption by the Pt-100 evidently does not play a prominent role, either. Hence we can recommend our simple setup for experiments related to icy surfaces.

4 Conclusion

We have presented a simple and effective way of simulating diurnal insolation cycles, as they occur on solar system bodies, in the laboratory. The method relies on applying pulse-width-modulation, administered to the shutter of a commercial solar simulator by means of a programmable power supply. As no bespoke parts of specialised equipment are needed, the costs of implementing this solution are negligible. In our case, only a relay costing less than EUR 5 was required.

Using shutter opening times of a few seconds, any thermal noise caused by the pulsing of the radiation is dissipated within a depth of a few mm, even in a medium like modelling clay, whose thermal diffusivity is high compared to the regolith found on many planetary surfaces.

This simple method cannot accurately reproduce all of the phenomena related to sunrise or sunset, such as varying shadow length, or the effect of surface roughness. However, the method enables investigation of the effects of a gradual power density increase or decrease over the course of a day.
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