Vertex dynamics during domain growth in three-state models
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Topological aspects of interfaces are studied by comparing quantitatively the evolving three-color patterns in three different models, such as the three-state voter, Potts and extended voter models. The statistical analysis of some geometrical features allows us to explore the role of different elementary processes during distinct coarsening phenomena in the above models.

PACS numbers: 02.50.-r, 05.50.+q, 64.60.Cn

The dynamics of ordering process from a disordered state is a long-standing problem with wide range of application [1, 2]. In many cases the growing domains can be characterized by a typical length $r(t)$ (average linear size, correlation length, etc.) for the late stage of coarsening and on the typical length scales the domain structures become similar. The time dependence of the linear length scale can be described by an algebraic growth law, $r(t) \sim t^{\nu}$ where the growth exponent $\nu = \frac{4}{3}$ for the curvature-driven growth if the order parameter is not conserved during the elementary processes [3, 4].

During the domain growth the interfaces form closed loops in the two-state systems [5]. In the $Q$-state ($Q \geq 3$) systems, however, one can observe vertices where three (or more) states (or interfaces) meet. According to an early conjecture of Lifshitz [6] and Safran [7] the curvature driving force for such a domain growth is practically switched off along the straight-line interfaces connecting two vertices and its absence may affect the dynamics of the domain growth. The subsequent numerical investigations of the two-dimensional $Q$-state Potts models did not confirm this conjecture. More precisely, the first Monte Carlo simulations reported $Q$-dependent effective exponent $\nu$ [8, 9], however, the large scale simulation suggested that $\nu = 1/2$ holds independent of the ordering degeneracy, $Q$ [10]. Nevertheless, the numerical evidences to draw any solid conclusions are far from satisfactory. Recently the effects of the branching interfaces during the coarsening process has also been investigated by Cardy [11] using a field theoretical approach.

Besides, a distinct universality class, represented by the two-dimensional voter model, is introduced to consider the coarsening process driven by interfacial noises [12]. In this case the kinetics of domain growth shows a logarithmic decay of the density of interfaces [13, 14]. According to this argument this class is identified by the absence of surface tension.

Motivated by the above mentioned topological aspect, we will consider numerically the time dependence of coarsening process for the three-color growing domain structures. For this purpose we have adopted a numerical technique developed previously to investigate the geometry of spiral structures appearing in some cyclically dominated three-state voter models [15].

In this Brief Report we compare the variation of topological features during the coarsening dynamics in different three-state models. The investigated models are the Potts model, the voter model, and a voter model extended by Potts energy [15]. Common feature of these models is the existence of three (equivalent) types of growing domains separated by branch-
measured in the unit of lattice constant chosen to be one. If the time dependence of the excess energy per sites \( \Delta E(t) \) is measured from the corresponding thermal average value \( E_T = \langle H \rangle_T / L^2 = E(t \to \infty) \), that is

$$\Delta E(t) = E(t) - E_T,$$

then its inverse \( 1/\Delta E(t) \) estimates the average domain radius \( \langle R \rangle \). According to the Allan-Cahn growth law the inverse of \( \Delta E(t) \) shows an algebraic decay with an exponent of 0.5.

A very relevant difference between the above mentioned two models is the presence (absence) of bulk fluctuation in the Potts (voter) model. The third model is considered as a combination of the standard voter and Potts models where the adoption of the nearest-neighbor’s opinion (state) is affected by their neighborhood via the Potts energy \( \rho \). This means that the new possible state \( s' \) for a randomly chosen site \( x \) should be equivalent to one of the neighboring states (as it happens for the voter model) meanwhile the transition probability is defined by the expression \( 1/\Delta E(t) \). Due to this modification domain growth appears for arbitrary \( T \), while the interfacial irregularities are reduced by the surface tension (Potts energy) whose strength is tuned by \( T \). Evidently, the behavior of the standard voter model can be reproduced by this version in the limit \( T \to \infty \). Henceforth the analysis of this model will be restricted to a fixed temperature \( T = 2 \). It will be demonstrated that the consequences of the surface tension can be well observed during the domain growth for such a high temperature whose value exceeds substantially the critical temperature of the corresponding Potts model.

Our Monte Carlo (MC) simulations were performed for \( L = 2000 \) and the results were averaged over 20-100 independent runs. For such a large system size the domain growth could be monitored until \( 10^5 \) MCS (MC steps per site) without the disturbance of the finite size effects. First we consider \( E(t) \) (the concentration of domain walls for the voter and extended voter models) and the excess energy per site \( \Delta E(t) \) (for the Potts model). The comparison of these quantities on a log-log plot (see Fig. 1) demonstrates that the logarithmically slow coarsening dynamics of the voter model can be well distinguished from those situations where the growth process is affected by the surface tension. Both the \( E(t) \) (for the extended voter model) and the \( \Delta E(t) \) (for the Potts model) tends towards the prediction of algebraic growth law with Allen-Cahn exponent \( (1/t^{1/2}) \). It demonstrates that the asymptotic behavior can only be seen for \( t > 10^3 \) MCS. Now, it is worth mentioning that our numerical data are consistent with the appearance of a logarithmic correction \( \ln t/t^{1/2} \) for \( t < 2 \times 10^4 \) MCS within our statistical error. Unfortunately, the large statistical error in the last time decade does not allow us to extrapolate this behavior for longer times.

In order to have a picture about the essence of our topological analysis Fig. 2 illustrates schematically a typical part of the three-color maps on a continuous background if the motion of interfaces is characterized by infinitesimally small steps. In this case we can neglect those vertices were more than three states meet. In such a map the typical objects are the islands and the three-edge vertices. An (isolated) island is surrounded by the same domain therefore its boundary is free of vertices. In fact, two types of vertices (called vertices and antivertices) can be distinguished depending on whether we mention that our numerical data are consistent with the appearance of a logarithmic correction \( \ln t/t^{1/2} \) for \( t < 2 \times 10^4 \) MCS within our statistical error. Unfortunately, the large statistical error in the last time decade does not allow us to extrapolate this behavior for longer times.

In a previous work \( 15 \) we have developed a method to determine the concentration of vertices and also to study some geometrical features (e.g., arclength measured in lattice constant unit) of the vertex edges. Now the capacity of this method is extended by allowing a distinction between the one-, two-, and three-neighbor vertices. Unfortunately, on a square
islands generated by the thermal fluctuations within the large domains. In the third model value of Potts energy (which is consistent with the corresponding thermal average a limit value dependent on temperature. This limit value, monitored the average length of vertex edges \([13, 14]\). For the Potts model expressed as simulation, the total length of vertex edges per sites can be given as:

\[ E = 3 \rho l_v \]  

The simulations indicate strikingly different behaviors in time dependences of \(\rho l_v\) as plotted in Fig. 4. Surprisingly, however, that region in which we could study this system. It is expected, that the concentration of three-neighbor vertices \(\rho_3\) (circles) for Potts model. Notice furthermore, that the dependence of the total perimeter of isolated islands per sites, is found, however, that this manipulation causes only a minor change (much less than one percent) in the Potts (interfacial) energy except a short transient period. At the same time we can get a more complete picture of the domain growth.

Following an earlier suggestion \([20]\) the inverse of vertex concentration can be considered as a rough estimation of the average area of the growing domains that increases linearly with time. The inset of Fig 3 demonstrates that instead of \(\rho\), the concentration of three-neighbor vertices \(\rho_3\) gives a much better estimate for the expected linear increase in the averaged domain area for the Potts model. Notice furthermore, that the time dependences of \(\rho_3^{-1}\) are very similar for the Potts and modified voter models (see Fig. 3) despite the noticeable different behaviors in \(\rho_2\) and \(\rho_1\) as discussed below.

The geometrical analysis allows us to determine the time dependence of the total perimeter of isolated islands per sites, \(E_i\) as a portion of interfacial energy \(E(t)\). Since we have monitored the average length of vertex edges \((l_v)\) during the simulation, the total length of vertex edges per sites can be expressed as \(E_v = 3\rho l_v\). Thus the interfacial energy of islands is given as:

\[ E_i = E(t) - 3\rho l_v \]  \(\text{(4)}\)

The simulations indicate strikingly different behaviors in \(E_i\) for the above three models as plotted in Fig. 4. Surprisingly, \(E_i\) increases monotonously for the voter model in the time region in which we could study this system. It is expected, however, that \(E_i\) will decrease for longer times because it is a part of the total interfacial energy vanishing as \(1/\ln(t)\). For the Potts model \(E_i\) decreases and tends towards a limit value dependent on temperature. This limit value, which is consistent with the corresponding thermal average value of Potts energy \(E_T\), comes from the contribution of islands generated by the thermal fluctuations within the large domains. In the third model \(E_i\) approaches asymptotically to an algebraic decay \(E_i \propto t^{-1/2}\) manifesting the surface tension-driven shrink of islands. Notice that here the dynamical rule prohibits the creation of islands inside a homogeneous domain.

The significant differences in the vertex dynamics can also be perceived when analyzing the \(\rho_1/\rho\) portion of the one-neighbor vertices. Figure 5 shows that \(\rho_1/\rho\) (as well as \(\rho_2/\rho\)) tends towards a fixed ratio for the voter model. It can be assumed that the ratio \(\rho_1 : \rho_2 : \rho_3\) remains fixed for larger times too. Conversely, in the Potts model the one-neighbor vertices become dominant for long times because the concentration of the three-neighbor vertices vanishes as \(\rho_3 \propto 1/t\) (see Fig. 3) meanwhile \(\rho_2 \propto 1/\sqrt{t}\) in the asymptotic time regime.

For the Potts model the appearance of a new state (e.g., state 0) inside a domain (of type 1 or 2) represents the birth of a new island. The occurrence of this island at the boundaries between the domains of type 1 and 2 yields the creation of a three- or two-neighbor vertex-antivertex pair (see Fig. 2). In the third model, however, the extinction of both the one- and two-neighbor vertices as well as of the islands are driven by interfacial energy (as it happens for the Potts model). At the same time their extinction is not compensated by their creation via the appearance of a new type of domain. As a result, the
ratio $\rho_1/\rho$ and $\rho_2/\rho$ tends to zero with the total concentration of vertex in the long time limit.

In the absence of interfacial energy (voter model) the interfaces become more and more irregular \[12\] and the occasional overhanging represents a mechanism to create a new island. These islands move, change their form, and meet randomly. The meeting of two islands of the same type represents their fusion and the contact of two islands of different types creates a three-neighbor vertex-antivertex pair. Similarly, if an island meets a vertex edge then a two-neighbor vertex-antivertex pair is created. All of these and the reversed processes are due to the uncorrelated, random motion of interfaces. The above results suggest the emergence of some fixed ratio between the number of one-, two-, and three-neighbor vertices in the meantime the typical domain size increases logarithmically.

In summary, in the present work we have quantified the topological differences occurring during the two-dimensional domain growth in three-state systems. The analysis is focused on the time-dependence of the concentration of the one-, two-, and three-neighbor vertices as well as on the interfacial energy of islands. The numerical investigations indicate that the concentrations of the three types of vertices tend very slowly towards to fixed ratios while the typical length scale increases as $r \sim \ln t$ in the voter model. In the Potts model the interfacial energy results in a faster domain growth (if $T < T_c$) and the vertex dynamics is governed by the appearance of islands and of the one- and two-neighbor vertex-antivertex pairs created by the thermal noise. Above the critical temperature these processes prevent the domain growth. In the extended voter model the introduction of surface tension changes the dynamics of growth dramatically. Similarly to the voter model the domain growth takes place for arbitrary value of temperature but the interfacial energy reduces the creation of islands as well as of the one- and two-neighbor vertices. As a consequence, in this case the growth dynamics becomes equivalent to those characterized by the Allen-Cahn universality class.
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