Strengthening magnesium by design: integrating alloying and dynamic processing
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Abstract

Magnesium (Mg) has the lowest density of all structural metals and has excellent potential for wide use in structural applications. While pure Mg has inferior mechanical properties; the addition of further elements at various concentrations has produced alloys with enhanced mechanical performance and corrosion resistance. An important consequence of adding such elements is that the saturated Mg matrix can locally decompose to form solute clusters and intermetallic particles, often referred to as precipitates. Controlling the shape, number density, volume fraction, and spatial distribution of solute clusters and precipitates significantly impacts the alloy’s plastic response. Conversely, plastic deformation during thermomechanical processing can dramatically impact solute clustering and precipitation. In this paper, we first discuss how solute atoms, solute clusters, and precipitates can improve the mechanical properties of Mg alloys. We do so by primarily comparing three alloy systems: Mg-Al, Mg-Zn, and Mg-Y-based alloys. In the second part, we provide strategies for optimizing such microstructures by controlling nucleation and growth of solute clusters and precipitates during thermomechanical processing. In the third part, we briefly highlight how one can enable inverse design of Mg alloys by a more robust Integrated Computational Materials Design (ICMD) approach.
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Terminology

θ Angle
A Area
n_s Areal number density
s Atomic area on slip plane
ω Atomic volume of the matrix
v_m Average atomic volume of matrix
v_p Average atomic volume of precipitate
φ Binding angle
k_b Boltzmann constant
K Bulk modulus
b Burger’s vector
α Compositional strain co-efficient
τ_r Critical resolved shear stress
M Diffusion potential
r_0 Dislocation core radius
ρ Dislocation density
ψ Dissipation potential
S Entropy
ε_0 Fitting parameter
G Formation energy
g_e Free energy of precipitate per volume of matrix
g Gibbs free energy
d_s Glide plane spacing of precipitates
v Glide velocity
Q Heat
H Helmholtz Free Energy
P Hydrostatic pressure field
w Interaction energy
f_m Interaction strength
v Interfacial energy
U Internal energy
λ_e Inter-particle spacing
L Length
T_L Line tension
Λ Mean free path
g_s Misfit elastic strain energy
e Misfit parameter
σ Normal stress
I Nucleation rate
τ_p Planar radius
ν Poisson’s ratio
t Positron lifetime
d_t Precipitate diameter (= 2r_p)
l_t Precipitate thickness
f Precipitate volume Fraction
r Radial distance
R Radius
τ_s Resolved shear stress
C_m Shear modulus
γ Shear strain
τ Shear stress
ΔE_b Solute barrier height
c Solute concentration
ε Strain
n Strain hardening exponent
i Strain rate
a Swept area
M Taylor factor'
T Temperature
V Volume
W Work
Θ Work hardening rate

Alloy Designations (All wt.%)

An n% Al, rest Mg
Zn n% Zn, rest Mg
Wn n% Y, rest Mg
AA7075 6% Zn, 2.3% Mg, 1.4% Cu, rest Al
AA6061 1%Mg, 0.6% Si, 0.3% Cu, rest Al
AZ91 9% Al, 1% Zn, rest Mg
HM21 2% Th, 1% Zn, rest Mg
ZK60 6% Zn, 0.5% Zr, rest Mg
W5-Z0.1 5% Y, 0.1% Zn, rest Mg
W20-Z9 20% Y, 9% Zn, rest Mg
WE54 5% Y, 3% Nd, 0.6% Zr, rest Mg
Z8-RE1.5 8% Zn, 1.5% Rare-earth mix, rest Mg
WE43/W4-RE3 4% Y, 3% Rare-earth mix, rest Mg
Z6W1.5K0.5 6% Zn, 1.5% Zr, 0.5% Y, rest Mg

Abbreviations

APT Atomic Probe Tomography
CE model Cottrell-Eshelby Model
CNGT Classical Nucleation and Growth Theory
CNT Classical Nucleation Theory
CRSS Critical Resolved Shear Stress
DIP Deformation Induced Precipitation
EBSD Electron Backscatter Diffraction
ECAE Equal Channel Angular Extrusion
G zone Guinier–Preston zone
HAADF High-angle annular dark-field
HCP Hexagonal close-packed
HPT High pressure torsion
ICMD Integrated Computational Materials Design
MC Monte-Carlo
MD Molecular Dynamics
NMR Nuclear Magnetic Resonance
PAS Positron Annihilation Spectroscopy
PTS Predominant twin system
RE Rare Earth
SAXS Small Angle X-ray Scattering
SSSS Supersaturated Solid Solution
STEM Scanning Transmission Electron Microscopy
TD Twin Dislocation\Disconnection
TEM Transmission Electron Microscopy
XRD X-ray Diffraction
1. Introduction

Magnesium (Mg) is the lightest structural metal. It is abundant, making up 2.7% of the Earth’s crust, readily available and producible at high purity on a large scale (Nie et al., 2020b). Furthermore, it has a high specific strength, making it a great candidate for light weight applications, such as aerospace, defense, biomedical, and transportation. However, in its pure elemental state, it is too weak to be used for practical structural applications. This issue is typically addressed by alloying the pure material with small fractions of other elements (< 15 wt%) to Mg. On average, Mg alloys are about two-thirds as dense as aluminum (Al) alloys and only a quarter as dense as steel. Industrial applications of Mg include aircraft fuselage frames, automobiles, light bicycles, and – due to Mg’s great biocompatibility– bioabsorbable implants (Luo, 2002; Mordike & Ebert, 2001; Zhao et al., 2017; Froes et al., 1998; Furuya et al., 2000). These environments demand extreme performances of the materials, either due to their loading, spatial constraints, or relationship to surrounding components.

The advantages of manufacturing lighter structural parts from Mg are evident: reducing the weight of aircraft or rockets increases their range or payload; lighter cars correlate directly with reduced fuel consumption; lighter plating decreases the weight a soldier must carry in the field, thereby enhancing mobility. Additionally, Mg production consumes less energy than Al production, and Mg’s abundance makes it a more reliable long-term resource.

However, many challenges remain in making Mg-based materials a viable alternative to Al and steels. In contrast to Al-based materials (and steels), Mg alloys show poor hardening with conventional thermal aging techniques, see Fig. 1.

This discrepancy is in part due to fundamental differences in the crystallographic structure between Al and Mg. In comparison to the cubic crystal symmetry of Al, with 12 equivalent slip systems, Mg – which shows a hexagonal close-packed symmetry (HCP) – has four different slip variants: basal($a$), prismatic($a$), pyramidal($a$), and pyramidal($c+a$) (pyramidal I & II). These distinct slip systems have very dissimilar critical resolved shear stress (CRSS) values, which vary independently with temperature, as shown in Fig. 2, with basal slip being the easiest mode to activate. This induces a strong plastic anisotropy across a range of length scales and profoundly affects many mechanical properties and phase transformations.

Additionally, the lack of five independent slip systems and the inability of basal dislocations to accommodate arbitrary distortions results in Mg alloys not being able to fulfill the von Mises flow criterion (von Mises, 1913). This inability leads to an alternate deformation mechanism in Mg and its alloys, called twinning.

Twinning and slip (as shown in Fig. 3) depend on parameters such as the $c/a$-ratio, the type of the alloying elements, the grain size, the strain rate, and the temperature. Furthermore, the anisotropic nature of these plastic deformation mechanisms leads to a strong texture effect, and the hardening mechanisms affect different slip variants and twinning unequally. Hence, boosting strength and ductility of Mg alloys, while controlling twinning and limiting anisotropy, is a challenge that becomes more difficult in the context of designing alloys for applications in extreme environments (Mallick et al. (2020, 2019b); Williams et al. (2020)).
This paper focuses on strengthening binary Mg alloys by using mechanical processing to optimize their microstructures. Typically, two inter-related strategies are employed to design Mg alloys for improved mechanical performance. One alloys Mg with different elements at varying concentrations, while the other subjects the alloys to different techniques and routes of thermomechanical processing (Prameela & Weihs, 2020b). Both approaches are geared towards manipulating the $c/a$-ratio, the grain size, the texture, and the CRSS values for dislocation glide, along with the characteristics of precipitates (chemistry, habit planes, size, and density). These efforts seek to induce particular strengthening mechanisms, namely grain size strengthening, precipitation strengthening, and solute strengthening.

The current work focuses on the use of solute atoms, solute clusters, and precipitates to boost a material's resistance to plastic deformation and, more importantly, on our ability to form fine clusters and nanoscale precipitates in Mg alloys by leveraging mechanical deformation. Consider a Mg alloy which was fully solutionized through a thermal process at an elevated temperature. Quenching, followed by aging of this alloy, promotes the formation of precipitates on specific habit planes. The effectiveness of the thermal processing can be measured through aging curves, which show how the alloy's hardness and mechanical strength gradually rise as a function of time at the annealing or aging temperature. The time coinciding with a maximum in hardness or strength is termed the “peak-aged” condition; longer times lead to a decrease in hardness and strength. An examination of the resulting microstructure at the peak-aged condition reveals numerous precipitates. However, we claim that, in general, the size, shape, and distribution of these precipitates can be improved through the use of deformation in order to optimize hardness and strength.

To assess the quality of the precipitate (size) distribution and frequency, we begin by examining how solute atoms, solute clusters, and precipitates strengthen an alloy.
which utilizes the understanding and methodologies obtained in these material systems for future processing design of other alloys.

Fig. 5. Perspective and top-down views of the precipitate morphology in Mg-Al, Mg-Zn and Mg-Y systems.

Achieving “materials by design” has been a stated objective within the materials research community since at least the 1980’s (Eberhardt et al., 1985). These aspirations have encompassed many aspects of traditional materials engineering including applying science-based approaches and, more recently, engaging in explicit multiscale modeling. Enhanced computational capabilities that promise to establish clear causal connections have generated significant optimism regarding quantifying both how properties arise from atomic and mesoscale features and how microstructures arise from processing (Olson, 2000). The Materials Genome Initiative (National Science and Technology Council (US), 2011) and the National Research Council’s Integrated Computational Materials Engineering report (National Research Council et al., 2008) provided impetus to advance the computationally assisted design of materials, including metal alloys. In this regard, the ability to select and control the formation of complex metallic microstructures via judicious choices of chemistry and carefully specified thermomechanical histories remains a grand challenge.

In their reviews of the Integrated Computational Materials Design (ICMD) process, Xiong & Olson (2015, 2016) presented a systematic assessment of how this paradigm could be applied to alloy development, particularly non-ferrous alloys. A subsequent 2018 review of the U.S. Department of Energy funded PRISMS effort described some particular use cases wherein the ICMD process was applied to developing Mg-RE (rare-earth) alloys by closely integrating computational tools and state-of-the-art experiments (Aagesen et al., 2018a). These particular use cases included investigations guided by Density Field Theory (DFT)-informed Monte Carlo (MC) that detailed Guinier–Preston (GP) zone formation and the precipitation and growth of meta-stable phases from super-saturated solid solutions (Natarajan et al., 2016; DeWitt et al., 2017; Solomon et al., 2019a). Additional use cases provide connections between precipitate structure and tensile strength in AZ91, investigated through phase field and dislocation dynamics (DD) modeling (Aagesen et al., 2018b). More recently Huang et al. (2021) also deployed MD models to inform strength models for the Mg-RE alloys.

In general, the work to date has sought to draw a straight line from chemistry to phase formation to microstructure to properties. However, Xiong & Olson (2015) point out that one of the key developmental needs for the advancement of the ICMD paradigm is “further advances in linkage models of process-structure and structure-property relations.” It is this inter-connectedness of processing and structure that we seek to address here; i.e. that mechanical deformation is not just controlled by microstructure but is often the process used for its sculpture.

In the ICMD vein, an international consortium within the Center for Materials under Extreme Dynamic Environments (CMEDE) has aimed to improve the performance of Mg alloys, among a multitude of other materials, under the paradigm “Materials by design”. A variety of strategies were developed to tackle imminent challenges and issues related to the use of Mg, be it for processing, hardening, the improvement of dynamic or static performance, the controlling of twins, precipitation, or approaches related to grain size effects. Experimental and modeling efforts were conducted and shared through the close collaborative network in CMEDE. The publications in this special volume reflect our collective results.

2. Effect of solute atoms, solute clusters, and precipitates on plastic deformation and the evolution of microstructure

We start by considering the multiple ways that solute atoms, solute clusters, and nanoscale precipitates improve the mechanical properties of Mg alloys. They can impede the motion of dislocations and twins. They can also influence the generation and motion of dislocations and significantly influence overall texture evolution by suppressing recrystallization via grain boundary segregation (Robson et al., 2013). Furthermore, precipitates can slow the motion of twins while also promoting the nucleation of additional twins. Such interactions and mechanisms can significantly alter the yield surface of an alloy and its evolution during deformation (Wu et al., 2018b). Thus, understanding the coupling of these microstructural features (solute atoms, solute clusters and precipitates) and plasticity carriers (dislocations, twins, grain boundaries) is critical to designing the microstructural features needed to optimize mechanical performance. Although we focus on solute clusters and precipitates, we include in our
review the interaction between dislocations and randomly distributed solute atoms because (1) there are unique features of dislocation-solute interactions in Mg alloys, and (2) these interactions generate other defects like vacancies that play important roles in solute cluster and precipitate formation.

2.1. Dislocation interactions

2.1.1. Interaction with solute atoms

The most commonly observed slip modes in Mg are (a) dislocation slip on basal and prismatic planes, and (c + a) dislocation slip on pyramidal planes (Zhang & Joshi, 2012). These deformation modes react to randomly distributed solute atoms very differently.

The most active slip mode, basal slip, displays typical solute strengthening behavior that is summarized in multiple reviews (Kocks et al., 1975; Argon, 2008). The increase of the CRSS scales with the solute concentration, c, as \( c^k \) (Fig. 6a). The scaling exponent \( k = 2/3 \) is most commonly observed for the hardening extrapolated to zero-temperature (Akhtar & Teghtsoonian, 1972; Tehranchi et al., 2018; Yi et al., 2016), as predicted by the Labusch model and similarly to most FCC metals (Leyson et al., 2010; Ma et al., 2015; Provill & Patinet, 2010; Varvenne et al., 2017). According to the Labusch model, the zero-temperature hardening can be expressed as (Patinet & Provillie, 2008, 2011)

\[
\tau_c(T) = \tau_{c0} \left[ 1 - \left( \frac{k_T \tau_{c0} \ln \frac{T}{T_m}}{\Delta E_0} \right)^{\frac{2}{3}} \right], \quad \text{if } \frac{\tau_c(T)}{\tau_{c0}} > 0.5,
\]

\[
\tau_c(T) = \tau_{c0} \exp \left( -\frac{k_T \tau_{c0} \ln \frac{T}{T_m}}{\Delta E_0} \right), \quad \text{if } 0.2 < \frac{\tau_c(T)}{\tau_{c0}} < 0.5,
\]

where \( \Delta E_0 \) is the solute barrier height, parameter \( C_l \) is about 0.55, and \( \epsilon_0 \) is a fitting parameter. Finite temperature leads to some change in the scaling parameter \( k \) that is observed in experiments and molecular dynamics (MD) simulations (Akhtar & Teghtsoonian, 1972; Yi et al., 2016).

While basal slip remains in-plane, out-of-plane dislocation motion is common for other slip modes in Mg solid solutions. For prismatic slip, the screw \((a)\) dislocation glides by cross-slip between the prismatic plane and the basal plane in a locking-unlocking manner at low temperature and a wavy manner at high temperature (Couret & Caillard, 1985a,b; Couret et al., 1991). Solute softening was observed at low temperatures (Fig. 6b) due to the solute atoms facilitating kink-pair formation (Itakura et al., 2015; Yasi et al., 2011, 2012; Yi et al., 2017). This behavior has also been reported in many body-centered cubic (BCC) metals (Petukhov, 2007; Sato & Meshii, 1973; Trinkle & Woodward, 2005).

Cross-slip is also essential in \((c + a)\) dislocation glide, which is arguably the primary deformation mode accommodating deformation along the \((c)\)-axis of the HCP structure, but which is also the most difficult to activate. Simulations only recently suggested that \((c + a)\) dislocations double cross-slip between pyramidal I and pyramidal II planes to form Frank-Reed sources that lead to multiplication, as shown in Fig. 7a (Ahmad et al., 2019; Wu et al., 2018a). Therefore, the solute softening mechanism can potentially improve the mobility of \((c + a)\)
slip and therefore reduce the slip mode anisotropy (Buey & Ghazisaeidi, 2016; Itakura et al., 2016).

Another type of out-of-plane dislocation motion, climb, is traditionally associated with high-temperature creep. Direct experimental studies of climb in Mg alloys are scarce (Caillard, 2007). A recent MD simulation study revealed active climb of non-basal (a) dislocations at room temperature (Yi, 2021) (Fig. 7b). The observed solute-facilitated climb leads to softening and reduced CRSS anisotropy, and may improve the ductility of Mg materials. In addition, climb of (c) dislocations could offer an alternative to (c + a) dislocations in accommodating the (c) axis deformation (Ritzo et al., 2020). Both out-of-plane motions, cross-slip and climb, generate an enormous number of vacancies (Yi et al., 2017; Yi, 2021), in addition to the usual vacancy generation by jogs formed when dislocations cross each other. Vacancies impact not only the mechanical properties, but also the precipitation process as discussed in Section 3.3.2.

Understanding the effects of solute atoms on different slip modes enables the design of alloys with more isotropic deformation modes, which may improve the Mg alloys’ ductility. For example, prismatic slip softening often reaches a maximum at a specific solute concentration, and, in Mg-Zn alloys, the ductility exhibits a maximum at the same concentration (Blake & Cáceres, 2008).

While the addition of solute atoms can alter CRSS values, the presence of dislocations or stacking faults can, in turn, alter solute distributions in important ways for Mg-Al, Mg-Zn and Mg-Y alloys (Fig. 8). A static or slow-moving dislocation can draw a solute cluster, or solute cloud, since this redistribution of solute reduces the strain energy around the dislocation. When the shear stress is low, a solute cluster may pin its dislocation. With increasing shear stress, the dislocation will break free until it again remains sufficiently stationary to attract a new solute cluster. Solute clusters are constantly forming and dissolving around static or slow-moving dislocations. The interplay between solute cluster formation and dislocation motion, known as the solute drag effect, contributes importantly to the dynamic strain aging process. This problem was discussed recently by (Epperly & Sills, 2020; Keralavarma et al., 2014). In Section 3.3.1 we discuss how dynamic processing methods may promote nanoscale precipitation since these methods induce and multiply dislocations, as well as other types of defects, that attract solute atoms. The resulting solute segregation may serve as dynamically induced heterogeneous nucleation sites that assist phase transformation.

2.1.2. Interaction with solute clusters

Compared to the randomly distributed solute atoms in a solid solution, solute clusters are localized regions with much higher concentrations than the average in the solid solution. Typical solute clusters contain $10^7 - 10^8$ atoms. They often form in a super-saturated solid solution during thermal processing, as precursors to the second phase precipitates; a well-known example of this is the GP zones. Solute clusters could also form due to interaction with defects, such as the solute clouds segregated around dislocations mentioned in Section 2.1.1.

Solute cluster strengthening was recognized in Al alloys as early as in the 1960s, notably associated with the two-stage hardening curves (Baba & Takashima, 1969; Fan et al., 2018a); however, systematic study of solute cluster strengthening started only in the past two decades, with the development of high resolution imaging and characterization methods like APT and HAADF-STEM (Marceau, 2016; Dumitrasczkewitz et al., 2018). The studies are most extensive in Al alloys, but have been extended into Mg alloys (Marceau, 2016).

Since solute clusters have much higher solute concentration than the average in the solid solution while still maintaining the matrix crystal structure, they provide a different strengthening mechanism from solid solution strengthening or precipitate strengthening, the latter of which is discussed in Section 2.1.3. As compared to individual solute atoms, solute clusters are much stronger obstacles. Therefore, Friedel statistics are more applicable than the Labusch statistics used for solid solutions (Leyson & Curtin, 2013). In contrast to precipitates, solute clusters are always penetrable (shearable), while precipitates can be penetrable or im-

Fig. 7. (a) MD simulation of double cross-slip of (c + a) dislocation to form Frank-Reed sources (Wu et al., 2018a); (permission request being processed) (b)(c) Molecular dynamics simulation of climb for an (c) edge dislocation on the pyramidal I plane.(Yi, 2021) Reprinted from Scripta Materialia, Vol 194, Peng Yi, Solute softening and vacancy generation by diffusion-less dislocation climb in Mg alloys, Copyright 2021, with permission from Elsevier.

Since solute clouds are segregated around dislocations, their densities often reach a maximum at specific solute concentrations, as the dislocation will displace solute atoms. This process is known as solute cluster strengthening. For example, in Mg-Al alloys, the maximum solute cluster concentration is observed at a specific solute concentration (Wu et al., 2018a).
Element statistics (Friedel, 1964) express the strengthening effect of solute clusters in Al alloys based on their experimental characterization. In situ Nuclear Magnetic Resonance (NMR) techniques. Friedel using in situ small-angle X-ray Diffraction (SAXS) and Nuclear Magnetic Resonance (NMR) techniques. Friedel statistics (Friedel, 1964) express the strengthening effect as (Patinet & Proville, 2008, 2011)

\[ \tau_{r0} = \frac{f_m^{3/2}}{b\sqrt{2\pi l_i}}, \]  

where \( f_m \) is the average obstacle strength of the solute clusters, and \( c \) is the concentration of clusters in the system. With a fixed solute concentration, solute clustering increases \( f_m \) but reduces \( c \). This interplay of these two factors leads to the aforementioned two-stage hardening curve observed in their experiments.

Zhao (2014) considered clusters’ elastic modulus effect and proposed a size misfit strengthening model, where the size misfit of clusters is assumed to be the sum of elementary atomic misfits. The predictions of this model were in good agreement with experiments for small clusters (< 1 nm) in Al alloys. de Vaucorbeil et al. (2013) studied the effects of non-randomly distributed solute atoms on the CRSS of dislocation glide. The effects show three regimes dependent on the obstacle strength of individual solute atoms. If the obstacle strength is very weak, then clustering has no effect. In the intermediate regime, the clusters have the same effect as impenetrable precipitates (see Section 2.1.3). In the limit of infinitely strong obstacles, clustering lowers the overall strength.

Several of the same authors (Marceau et al., 2013) further developed the model to directly incorporate the cluster distribution determined by APT into a randomly arranged areal glide plane model for strengthening prediction. The strength of each cluster is assumed to be proportional to its radius on the glide plane, and is summed using a newly proposed relation for the superposition of strengthening components (de Vaucorbeil et al., 2013).

Starink et al. (Starink & Wang, 2009; Starink et al., 2012) proposed a thermodynamic model based on a single interaction energy of dissimilar nearest neighbors, and includes treatment of short-range order hardening, elastic modulus hardening and chemical hardening. Sun et al. (2018) have applied this model to predict the hardness of Mg-Gd-Y-Zn-Zr alloys processed by high pressure torsion (HPT) and concluded that the main strengthening mechanism in the peak-aged samples was solute cluster strengthening instead of precipitates strengthening (Fig. 9). Mo et al. (2019) also examined the Mg-Gd-Ca alloys and observed a significant strengthening contribution from the Gd-Ca solute clusters. Similar to precipitation hardening, a high number density of solute clusters with small inter-cluster spacing can provide higher strengthening effects.

2.1.3. Interaction with precipitates
Precipitates also interact strongly with dislocations in alloys and can impede the dislocations’ motion (Ardell, 1985; Argon, 2008). Unlike the precipitates in cubic alloys, precipitates in Mg alloys tend to elongate along different crystallographic directions, as shown in Fig. 5. Understanding how precipitates’ habit planes, densities, and relative spacings impact their ability to impede slip is essential for Mg alloy design.

Two limiting cases for precipitate strengthening have been identified depending on whether dislocations can penetrate the precipitates. For impenetrable precipitates, the dislocation bypasses the obstacles and leaves loops
around the particle. This is the so-called Orowan mechanism. Penetrable precipitates, on the other hand, act like solute clusters, and therefore Friedel statistics apply, as introduced in Section 2.1.2.

The CRSS, as originally proposed by Orowan (Orowan, 1948), can be expressed as \( \tau_{\text{Orowan}} = \frac{G_m b}{L} \), where \( G_m \) is the shear modulus of the matrix, \( b \) is the Burgers vector, and \( L \) is the spacing between precipitates. There are several modifications throughout the years that differ slightly in forms or numerical factors but all capture the same physics (Queyreau et al., 2010). Based on Hirsch & Humphreys (1969), the CRSS can be expressed as

\[
\tau_{\text{Orowan}} = \frac{G_m b}{2\pi(d_s - 2r_p)\sqrt{1 - \nu}} \ln \frac{2r_p}{r_0},
\]

where \( r_0 \) is the core radius of the dislocation (Kocks et al., 1975), \( r_p \) is the average radius of the precipitates on the slip plane, \( \nu \) is Poisson’s ratio, \( d_s \) is the spacing between the precipitates on the glide plane, and \( d_s = n_s^{1/2} \) where \( n_s \) denotes the number of precipitates per unit area.

Nie (2003) and others have investigated the effect of precipitate hardening of Mg under conditions dominated by the Orowan mechanism. They calculated the effective planar inter-precipitate spacing \( \lambda_e = d_s - 2r_p \) of different precipitate morphologies in the HCP system (Fig. 10) and estimated the change in \( \tau_{\text{Orowan}} \) using Eq. (5) above.

Let \( f \) denote the volume fraction of the precipitates, and assume that \( r_0 = b \). The Orowan CRSS for basal plates, prismatic plates, and c-axis rods, are, respectively, given by

\[
\tau_{\text{Orowan},b} = \frac{G_m b}{2\pi \left( \frac{0.953}{\sqrt{f}} - 1 \right) d_s \sqrt{1 - \nu}} \ln \frac{d_s}{b},
\]

\[
\tau_{\text{Orowan},c} = \frac{G_m b}{2\pi \left( \frac{0.953}{\sqrt{f}} - 1 \right) d_s \sqrt{1 - \nu}} \ln \frac{d_s}{b},
\]

and

\[
\tau_{\text{Orowan},p} = \frac{G_m b \ln \left( \frac{0.886d_s \sqrt{\frac{1}{f} - 1}}{b} \right)}{2\pi \left(0.825d_s - 0.393d_s - 0.886d_s\right)},
\]

where the meanings of parameters \( d_s \) and \( t_s \) are illustrated in Fig. 10. It follows from Eqs. (6) to (8) that \( \tau \) depends strongly on \( f \) and precipitate diameter \( (d_s) \), which in turn depend on the effective inter-particle spacing \( \lambda_e \).

Fig. 9. Contribution of each mechanism to hardness for HPT-processed Mg-Gd-Y-Zn-Zr alloy under different ageing conditions; Figure taken from Sun et al. (2018). Reprinted from Acta Materialia, Vol 151, W.T. Sun, X.G. Qiao, M.Y. Zheng, C. Xu, S. Kamar, Altered ageing behaviour of a nanostructured Mg-8.2Gd-3.8Y-1.0Zn-0.4Zr alloy processed by high pressure torsion, Pages No. 260-270, Copyright 2018, with permission from Elsevier.

Fig. 10. Schematic of geometric terms used in Orowan Equation adaptations for basal plates, c-axis rods, and prismatic plates.

Based on Eqs. (6) to (8), Fig. 11 plots the Orowan stress as a function of the effective linear dimension of the precipitates to compare different shapes and habit planes at the same total volume fraction and number density of the precipitates. The comparison shows that the prismatic plates provide maximum strengthening for Mg alloys. However, prismatic plates are generally formed by adding Rare-earth (RE) elements (such as Y, Nd, Gd) to the Mg matrix. These RE elements are expensive and not widely available. The scarcity of RE alloying elements thus limits their extensive practical use. Hence, there is a need to focus beyond RE elements in strengthening Mg alloys. A suitable alternative focuses on increasing the number density of basal or c-axis rods while decreasing their spacing to increase strength. This focus directs us towards a high density of nanoscale precipitates in Fig. 11, which brings an additional benefit. Recent studies have shown that nanoscale precipitates not only increase...
strength, but also enhance ductility (Peng et al., 2020).

Fig. 11 suggests that the Orowan stress continues to increase with decreasing precipitate size. On the other hand, the stress required to shear the precipitates decreases with decreasing precipitate size. At some critical precipitate size, the shearing CRSS is lower than the Orowan stress and the strengthening mechanism transitions from the Orowan mechanism to Friedel statistics. In some Mg alloys, the penetrable precipitate model offers better agreement with experiments than the impenetrable precipitate model (Cepeda-Jiménez et al., 2019; Solomon & Marquis, 2018).

The value of this critical precipitate size depends on a number of factors, like matrix-precipitate interface coherency and applied stress. But the critical value generally falls into the range of 50-1006, or 15-30 nm (Fan et al., 2018a). More recent precipitate hardening models were proposed to consider the cases where both impenetrable and penetrable mechanisms are in play (Bhattacharyya et al., 2018; Esteban-Manzanares et al., 2019; Fan et al., 2018a). Whether or not the precipitates are penetrable, it is worth noting that decreasing the precipitate spacing, i.e., increasing the precipitate number density, leads to improved precipitate strengthening for a given precipitate volume fraction (Eqs. (4) and (5)).

2.2. Twin interactions

Twinning is common in Mg because dislocations that can accommodate c-axis deformation, including \((c + a)\) and \((c)\) dislocations, are difficult to activate (Barnett, 2012; El Kadiri et al., 2015; Zhang & Joshi, 2012). The most prevalent twin modes are the tension twin and compression twin, with the former being dominant (Barnett, 2007a,b). Tension twinning is the second easiest deformation mode in Mg after basal slip (as shown in Fig. 3), and is the most studied mode of deformation.

2.2.1. Interaction with solute atoms and solute clusters

Although twins are three-dimensional (3D) defects, most studies, with few exceptions (Hirth et al., 2016; Liu et al., 2019b), have focused on the two-dimensional (2D) plane believed to dominate the twin nucleation and growth. While studies of twin nucleation are relatively rare (Beyerlein et al., 2011; Ishii et al., 2016; Wang et al., 2009), most work on twin mobility has been devoted to twin growth (Capolungo et al., 2009; Hu et al., 2020b,a; Leclercq et al., 2014; Li & Ma, 2009; Luque et al., 2014; Ostapovets & Gröger, 2014; Xu et al., 2013a). The growth along the normal to the twin plane, called thickening, proceeds through nucleation and expansion of twin dislocation (TD, also called twin disconnection) loops, where solute atoms facilitate the nucleation of TD loops and resist their expansion (Ghazisaeidi et al., 2014; Luque et al., 2014; Yi & Falk, 2019). The interplay between the nucleation and expansion processes results in temperature- and strain rate-dependent solute effects (Yi & Falk, 2019) (see Fig. 12(a)(b)). Growth parallel to the twin plane, called propagation, is also accommodated by TDs, which form basal-prismatic (BP) interfaces, prismatic-basal (PB) interfaces, and conjugate twin boundaries (Hu et al., 2020a; Ostapovets & Gröger, 2014). During twin propagation, solute atoms are expected to form barriers that resist the propagation of the BP and PB interfaces. It is worth mentioning that recent high-resolution TEM experiments reported solute segregation near strained twin boundaries, which provides a pinning effect and resembles the solute cloud near dislocations (see Fig. 12(c)). Many similarities are expected between solute-twin interactions and solute-dislocation interactions. Finally, as studies on solute clusters in Mg alloys are still at a relatively early stage, we anticipate forthcoming information regarding the interaction between solute clusters and twins in Mg alloys soon.

2.2.2. Interaction with precipitates

In general, precipitate-twin interactions are less understood than precipitate-dislocation interactions (Barnett et al., 2019; Fan et al., 2018b; Liu et al., 2019a; Robson et al., 2013). When twins approach precipitates that can’t be sheared, the twins are blocked and must bow around the particle (see Fig. 13). In this process, the twins engulf and rotate the precipitate. In other cases, precipitates can be sheared by twins (Clark, 1965; Zhang et al., 2020), although these cases are thought to be less common, and more study is needed. Some recent studies show interesting results that may lead to a better understanding.
of the precipitate-twin interaction, such as that written by Liu et al. (2018b). In their single- and poly-crystal simulations, the authors investigated the effect of basal plate precipitates. Their investigations regarding the interaction of a pair of basal plate precipitates with twins showed that these precipitates have a strong hardening effect by impeding the twin domain propagation. The analysis of larger and smaller precipitates at lower and higher number densities, respectively, showed that precipitate volume fraction, number density, and orientation play important roles in precipitate strengthening. It was found that plates oriented parallel to the twin boundary show the strongest effect. Precipitates oriented in basal or prismatic habit planes lead to a lower hardening effect. It was further found that a large number of small precipitates has a larger impact on the hardening behavior than a small number of large precipitates.

The impenetrable precipitates have two main contributions to the strengthening against twinning: Orowan stress and back stress as shown in Fig. 14. The Orowan stress arises when the twinning dislocations loop around the particle, and the back stress results from strain incompatibility between the sheared matrix and unsheared particle. The plate-shaped precipitates inhibit tensile twin growth by introducing incompatibility stresses in the twinned region. A recent MD simulation study by Fan et al. (2018b) suggests that precipitates provide stronger resistance to twin thickening than to dislocation slip. Effects of the shape and orientation of the precipitates were also examined in a phase-field study (Liu et al., 2019a). Barnett et al. (2019) used a dislocation-based twin propagation model to demonstrate that an Orowan strengthening mechanism is still valid for explaining how precipitates inhibit twin propagation. In addition, twinning was found to rotate the precipitates in the parent matrix only slightly. As a result, the basal plates, which originally provide weak resistance to basal slip,
become much stronger obstacles to twinning (Robson et al., 2013). Micro-pillar compression studies allow testing of single crystal Mg alloys with different precipitate types, as shown in Fig. 15. These studies are helpful in obtaining CRSS values as well as understanding the role of twin-precipitate interactions.

Fig. 15. Micropillar compression images featuring Mg alloys showing examples of basal plates, c-axis rods, and prismatic plate systems. (a,b) Si et al. (2020) (permission request being processed) (c,d) Wang & Stanford (2015) Reprinted from Acta Materialia, Vol 100, Jiangting Wang, Nicole Stanford, Investigation of precipitate hardening of slip and twinning in Mg5%Zn by micropillar compression, Pages 53-63, Copyright 2015, with permission from Elsevier. (e,f) Liu et al. (2018a) Reprinted from Journal of Materials Science & Technology, Vol 34 Issue 7, Bo-Yu Liu, Nan Yang, Jian Wang, Matthew Barnett, Yun-Chang Xin, Di Wu, Ren-Long Xin, Bin Li, R. Lakshmi Narayanag, Jian-Feng Nie, Ju Li, Evan Ma, Zhi-WeiShan, Insight from in situ microscopy into which precipitate morphology can enable high strength in Magnesium alloys, Pages 1061-1066, Copyright 2018, with permission from Elsevier.

2.3. Interaction of solute atoms, solute clusters and precipitates with grain boundaries and texture

There are three main mechanisms through which solute atoms, solute clusters, and small precipitates influence grain boundaries and the resulting texture in Mg alloys. First, solute atoms can segregate to grain boundaries where they may form clusters and prevent grain growth and rotation. For example, in Mg-Zn-Ca alloys, fine intermetallic particles can restrict grain boundary motion and rotation via Zener pinning (Hofstetter et al., 2015). Thus, one can strategically control segregation, clustering, and precipitation to indirectly aid in grain boundary strengthening. Second, by selectively adding elements, one can promote non-basal deformation modes in Mg alloys. Studies have shown that adding certain RE additions produce what is called “RE texture” (Robson, 2013). The addition of RE elements creates greater accommodation of both compressive and tensile deformation, leading to unique texture changes that are otherwise seldom seen in Mg alloys. The third way solute atoms influence grain boundaries is through solute decomposition and precipitation along grain boundaries. Precipitates can form readily along grain boundaries during processing. Recrystallization, another strengthening reaction, typically occurs in the same regions. These two reactions can interact with each other, producing combined reaction zones. The combined reaction zone is a mix of intermetallic particles and α-Mg matrix grains. The spread of this zone is heavily dependent on solute concentrations in the matrix and the precipitates lining the boundaries. For example, (Prameela et al., 2020b) have shown that, with more precipitation within the grain interiors, the size of the combined reaction zone may also be increased, as shown in Fig. 16. Thus, both solute clusters and precipitates influence microstructural evolution, which in turn affects mechanical properties.

Fig. 16. Nanoprecipitates being consumed by an advancing combined reaction zone in Mg-9Al (wt%) alloy being deformed by the ECAE (equal channel angular extrusion) process. Figure from Prameela et al. (2020b). Reprinted by permission from Springer Nature Customer Service Centre GmbH: Springer Nature Magnesium Technology 2020, Effect of Second Phase Particle Size on the Recrystallized Microstructure of Mg–Al Alloys Following ECAE Processing, Suhas Eswarappa Prameela, Peng Yi, Vance Liu, Beatriz Medeiros, Laszlo J. Kecskes, Michael L. Falk, Timothy P. Weihs, 2020

2.4. Influence of solute atoms, solute clusters and precipitates on global yield response

Here we characterize the cumulative impact of the interactions discussed in Sections 2.1 to 2.3 on the material’s overall yield response. In many Mg alloys, which have a low concentration of solute atoms, solute clusters, or precipitates in the matrix, result in a minimal impact on the global yield response. In other alloys, a small fraction of
clusters or precipitates at specific locations (such as grain boundaries) can dramatically change the yield response. Therefore, it is essential to assess what volume fraction of precipitates is needed to significantly change the yield response. Robson (2013) showed that for basal plates, a significant volume fraction (>10%) and texture weakening are both important to improve the strength and reduce the tension-compression yield asymmetry observed in Mg alloys. Precipitates also help tailor the ductility and the strain rate sensitivity of the material. Studies have shown that a significant volume fraction of precipitates alters the yield asymmetry (ratio of yield strength in compression to tension) (Davis et al., 2019). Fig. 17 shows how the asymmetry ratio changes before and after aging for alloys with basal plates, c-axis rods, and prismatic plates. While basal plates are shown to reduce the asymmetry, c-axis rods typically increase the asymmetry due to their orientation. The prismatic plates tend to have a minimal effect on yield asymmetry.

2.5. Modeling of deformation mechanisms in Mg alloys

Crystal plasticity models have been adopted to model the interplay of Mg’s slip and twin systems. Unlike dislocation slip, which is well understood and captured in crystal plasticity and phase field models, modeling deformation twinning still presents challenges, and a variety of models exist for slip and twinning in HCP metals. A simple way to include twinning is the introduction of additional slip systems (often referred to as pseudo slip systems) (Houtte, 1978; Kalidindi, 1998; Agnew et al., 2001; Staroselsky & Anand, 2003; Graff et al., 2007), so that the local average twin volume fraction becomes the evolving internal variable on the mesoscale, within an otherwise classical crystal plasticity-based formulation at finite strains, cf. (Rice, 1971; Asaro & Rice, 1977; Asaro, 1983). Walde & Riedel (2007) used the approach of Tomé et al. (1991) to model twinning, which relies on a Schmid-type formulation for the resolved shear stress on each twin system. Unlike most prior approaches, Zhang & Joshi (2012) developed a model for pure Mg that accounts for the crystal reorientation due to twinning. Chang & Kochmann (2015) used a similar formulation based on twin volume fractions to model plasticity in Mg, but adopted a variational setting and showed advantages in terms of, for instance, the achievable time steps and the stability of the numerical scheme. Also based on a variational structure, Homayonifar & Mosler (2010) introduced a model for Mg that models deformation twinning as a phase transformation process and exploits lamination by energy relaxation.

Reduced-order models sacrifice microstructural details for computational efficiency. Becker & Lloyd (2016) presented a reduced-order HCP crystal plasticity model, which accounts only for basal and twin systems explicitly, while lumping all other slip systems into an effective yield-surface-type description of plasticity. Since this model neglects the lattice reorientation due to twinning, it is most accurate at small to moderate strain levels, before twin saturation is reached. The obvious benefit of this model is reduced complexity and computational costs when compared to higher-fidelity crystal plasticity models.

While the above crystal plasticity approaches are efficient and accurate for predicting the effective response of Mg and its alloys (if appropriately calibrated), they include limited physical insight into microstructural mechanisms. This latter insight is the goal of more refined models such as the one by Liu et al. (2018b), which describes the evolution of dislocation densities on all slip systems while solving a phase-field problem for spatially resolved twin nucleation, propagation, and growth in hexagonal materials, 203-227, Copyright 2018, with permission from Elsevier.

In the materials by design approach, we aim to obtain critical information about the link between process conditions and the resulting microstructures of Mg alloys.
Consider a Mg alloy undergoing a thermomechanical processing such as rolling or extrusion. In this case, both deformation and temperature are being simultaneously imparted to the sample. The microstructure continuously evolves, and we often obtain information about the microstructure as well as the presence and distribution of precipitates after processing. By feeding the initial texture data into a polycrystal simulation, we can simulate the texture evolution and deformation mechanisms in the polycrystalline sample during the processing step. We can then attempt to identify connections between the local state of deformation as predicted by simulations and the observed precipitate distribution in experiments, with the goal of identifying causal mechanisms for precipitation. This can enrich the model by adding information about, for example, grain size effects (Ravaji & Joshi, 2021), precipitate-, solute- and solute cluster hardening.

The precipitation model by Hutchinson et al. (2005) includes several typical hardening mechanisms. Notably, the authors consider the effects of grain size, solute strengthening, and precipitate strengthening in their model formulation. Following (Cáceres & Rovera, 2001), solute strengthening can be modelled by

\[ \sigma_{SS} = CX^{2/3}, \]  

whose parameter \( C \) in Mg-Al alloys was identified as 197(MPaX^{−2/3}), with \( X \) being the atomic fraction of solute in the alloy. The results of Cáceres & Rovera (2001) are in agreement with the experimental data of Akhtar & Teghtsoonian (1972). When it comes to precipitate strengthening, Hutchinson et al. (2005) computed the shear resistance of the precipitate inclusion and found the critical precipitate radius above which dislocations bow around the particles to be at \( \approx 3 \) nm. Hence, they assumed that it is safe to ignore shearing of precipitates, as the critical radius for nucleation is on the same order as the critical radius for shear bands (Hutchinson et al., 2005). The precipitate hardening effects are thus computed in a similar fashion to Eq. (5); for more details, see e.g. Brown & Ham (1971).

Despite much progress on modeling precipitation in Mg alloys (including the above approaches and those mentioned in Section 3.4), an accurate model that predicts the simultaneous evolution of texture and precipitation in Mg alloys during severe plastic deformation processing is an open challenge and requires both improved mesoscale plasticity models and detailed insight into the microscale processes leading to precipitate nucleation and growth and these processes’ interactions with crystal defects.
Understanding the strengthening mechanisms as discussed in Section 2 provides guidance on how one can improve the strengthening effects in Mg alloys, which are otherwise weak compared to other metals (Fig. 1). This understanding also helps us examine how one can use deformation to control and enhance the strengthening effects of these three microstructure features (solute clusters, precipitates). In the remainder of this review, we ignore grain size strengthening in order to focus primarily on precipitate strengthening and offer some insights regarding solute and solute cluster strengthening. Fig. 19 (a)(c)(e) shows the typical precipitate morphology in Mg alloys that are prepared using conventional aging (CA) conditions, which involve quenching a sample solutionized at high temperature and then maintaining a constant temperature. These precipitates often take the shape of laths with very high aspect ratios and are spaced far apart. Based on the Orowan mechanism (see Section 2), these precipitates are relatively ineffective at blocking dislocations and twins in Mg alloys, resulting in very limited precipitate strengthening.

An effective way to overcome this limited strengthening is to introduce deformation before or during thermal processing to reduce the size and spacing of the precipitates and to improve their morphology. We term this method Deformation-Induced Precipitation (DIP). Several studies in the last decade have shown that the DIP process can produce Mg alloys with finer precipitates than conventional thermal heat treatments. For example, Fig. 19 (b)(d)(f) shows that precipitates produced through DIP are far smaller, more finely spaced, and more equiaxed than precipitates produced in the same alloys via conventional aging. Due to these changes, the three alloys have displayed improved strengthening compared to conventional aging (Prameela et al., 2020c; X.L. Ma, Suhas Eswarappa Prameela et al. 2019; Prameela et al., 2020a), as predicted by the precipitate strengthening model discussed in Section 2.

A comparison of precipitate characteristics such as aspect ratio, inter-particle spacing, and areal number density between conventional processing and DIP processing of Mg-Al, Mg-Zn, and Mg-Y alloys is shown in Fig. 20. These numbers indicate that DIP enhances the nucleation of precipitates and provides a high areal number density, a smaller interparticle spacing, and a lower aspect ratio. These parameters in turn lead to higher levels of strengthening.

![Fig. 20. Precipitate and processing data for Mg-Al, Mg-Zn, and Mg-Y alloy systems (both CA and DIP). Data from sources as indicated: [1] X.L. Ma, Suhas Eswarappa Prameela et al. (2019) [2] Prameela et al. (2020c) [3] Wei et al. (1995) [4] Somekawa et al. (2009) [5] Prameela et al. (2020a) [6] Zeng et al. (2005) [7] Ruan et al. (2020) [8] Solomon et al. (2019b) [9] Mohri et al. (1998) [10] Kang et al. (2015) [11] Cao et al. (2015).](image)

The enhanced nucleation shown in Fig. 19 and Fig. 20 is also accomplished in a much shorter time than conventional aging, as noted in Fig. 20. The time to peak aging after deformation can be up to 100x shorter than for conventional aging at the same process temperatures, which reduces cost and energy use. A typical response to a conventional thermal aging treatment of a Mg alloy is shown in Fig. 21, which plots the samples’ hardness as a function of heat treatment or aging time. The initial increase in hardness is due to a rise in the number density and size of precipitates via nucleation and growth. The eventual decrease after the peak is due to coarsening of the precipitates at a fixed volume percentage, which reduces their number density, thus also reducing their strengthening. The time to reach maximum hardness is called the peak aging time. There are two main disadvantages of Mg alloys compared to Al alloys. First, the peak aging times for Mg alloys are very long. Secondly, the peak hardness increase is much lower ($\sim 2x$) than the enhancements we typically see in Al alloys. Both of these disadvantages can be significantly alleviated using DIP, as shown in Fig. 21, due to the enhanced nucleation of precipitates.

Minářík, Josef Vaseľý, Jakub Čížek, Mária Zemková, Tomáš Vlasák, Tomáš Krajčák, Jiří Kubásek, Robert Král, Daniel Hofman, Jitka Stráská. Effect of secondary phase particles on thermal stability of ultra-fine grained Mg-4Y-3RE alloy prepared by equal channel angular pressing. Pages 207-216, Copyright 2018, with permission from Elsevier.
3.2. Basics of nucleation of precipitates

To understand the higher rate of precipitate nucleation during DIP, we turn to the classical nucleation theory (CNT) that is reviewed extensively in Christian (1975). In brief, the nucleation rate can be expressed as

\[ I = I_0 \exp(-\frac{\Delta G^*}{k_BT}), \]  

(10)

where \( \Delta G^* \) is the change in free energy required to form a precipitate of the critical size in a matrix and, hence, the energy fluctuation required to overcome the nucleation barrier. This free energy barrier to nucleation is given by

\[ \Delta G = V(\Delta g_v + \Delta g_s) + A\sigma, \]  

(11)

where \( \Delta g_v \) is the free energy difference between the precipitating phase and the matrix per unit volume; \( \Delta g_s \) is the misfit elastic strain energy of the precipitate nucleus in the matrix; \( \sigma \) is the interfacial energy, and \( V \) and \( A \) are the volume and surface area of the nucleus respectively. The chemical driving force \( \Delta g_v \) can often be extracted from accurate first-principles calculations. The elastic strain energy \( \Delta g_s \) for a coherent precipitate nucleus is given by

\[ \Delta g_s = \frac{2G_m(1+\nu)}{1-\nu} \epsilon^2, \]  

(12)

where \( G_m \) is the shear modulus, \( \nu \) is Poisson’s ratio, and \( \epsilon \) is the misfit parameter defined as \( (v_p - v_m)/3v_m \), where \( v_p \) and \( v_m \) are average atomic volumes of the precipitate and the matrix, respectively. The interfacial free energy is the hardest to determine, and its value varies significantly (\( \sim 0.1 - 1 J/m^2 \)) depending on whether the interface is coherent, semi-coherent, or incoherent.

Due to the large concentration difference between the initial solid solution and the precipitate phase, the barrier to nucleation, \( \Delta G^* \), is high in Mg. Furthermore, the diffusion of solute atoms in Mg is low compared to Al. Both these factors lead to low nucleation rates and a low number density of precipitates in Mg during conventional aging. Next, we explore how one can introduce defects through deformation during processing to overcome these two limitations and enable higher nucleation rates and more effective strengthening in Mg alloys.

Heterogeneous nucleation is far more common than homogeneous nucleation in real materials because of impurities, defects, and boundaries that serve as nucleation sites (Porter & Easterling, 1992). When desired, one can even artificially introduce nucleation sites to boost the nucleation rate by reducing the interfacial free energy or increasing the driving force. For example, it is common to introduce seed particles during the solidification process. These seed particles reduce the interfacial free energy cost, enhance the nucleation of intermetallics, and lead to fine grain sizes (Jiang et al., 2018; Li et al., 2020).

![Fig. 21.](image-url)
3.3. Clustering and heterogeneous nucleation via deformation induced defects

One viable way to boost nucleation kinetics is through DIP at low temperatures, as mentioned in Section 3.1. When polycrystalline samples with multiple grains are deformed, the load distribution results in varying levels of strain within the grains and along grain boundaries. The plastic deformation results in the creation of several types of defects (vacancies, dislocations, stacking faults, twins). The propensity to form these defects and the defects’ density are dictated by the temperature, amount of deformation, and activation of specific slip and twinning systems. The key idea behind DIP is that by controlling the motion, density, and heterogeneity of defects generated through thermo-mechanical treatments, the solutes and solute clouds resulting from these defects can be utilized to form desired precipitate microstructures, such as those illustrated in Fig. 19. It is crucial to understand both how these defects influence the formation of solute clusters or precipitates and how the defect density changes during deformation in order to maximize strength via DIP methods. Below we focus on two types of defects: dislocations and vacancies.

3.3.1. Mechanisms of dislocation induced clustering and nucleation

As Porter & Easterling (1992) summarized, dislocations can assist precipitate nucleation kinetically by providing solute diffusion “pipes”, and thermodynamically by inducing the segregation of solute atoms. The pipe diffusion mechanism can boost the diffusivity of solute atoms by up to 3 orders of magnitude (Legros et al., 2008), but the latter’s effect is more significant, as will be discussed below.

Solute atoms segregate near edge dislocations to reduce the elastic strain energy in the system, forming a solute “cloud” or Cottrell atmosphere. The Cottrell atmosphere can be predicted by the Cottrell–Eshelby (CE) model (Cottrell, 1948; Cottrell & Bilby, 1949), but the CE model does not consider the effect of dislocation-precipitate interaction energies. Mishin & Cahn (2016) examined solute segregation near dislocation and showed that the CE model overestimates the segregation, but the Larché–Cahn (LC) model (Larché & Cahn, 1973; Larché & Cahn, 1978; Larché & Cahn, 1985), which accounts for a screening effect, gives a more accurate prediction. Based on the LC model, the solute concentration profile can be expressed as

\[ c(r) = c_0 - 3\omega\alpha \left( \frac{\partial M}{\partial c} \right)_0^{-1} P, \]  

where \( \omega \) is the atomic volume of the matrix; \( \alpha \) is the compositional strain coefficient; and \( M \) is the diffusion potential of the matrix, which is the derivative of the Gibbs free energy with respect to solute concentration. The subscript 0 in \( \left( \frac{\partial M}{\partial c} \right)_0^{-1} \) indicates the value of \( \left( \frac{\partial M}{\partial c} \right)^{-1} \) in the stress-free solid solution far away from dislocations and other sources of stress. The values of \( \omega, \alpha, \) and \( M \) are all calculated at an average concentration, \( c_0 \). The pressure field, \( P \), in the atmosphere, and used in Eq. (13) is given by

\[ P = \frac{Gb(1 + \nu)\sin\theta}{3\pi(1 - \nu + 4(1 + \nu)Gm\xi)} P. \]  

Dislocations also interact with precipitate particles by contributing additional terms in the formation energy

\[ \Delta G = V(\Delta g_v + \Delta g_s) + A\sigma + w_1 + w_2, \]  

where \( w_1 \) and \( w_2 \) account for dislocation-precipitate interaction energies. \( w_1 \) represents the interaction of the dislocation’s stress field with the strain field of the nucleus, and \( w_2 \) the so-called modulus effect, in which, for example, a region of higher elastic modulus increases the dislocation’s self-energy (Christian, 1975). The analytical form for \( w_1 \) is available for a spherical precipitate nucleus. According to Dollins (1970); Barnett (1971),

\[ w_1 = V\frac{G^m b^2 c}{\pi} - \frac{9K^p}{r}\sin\theta = \Lambda w_1, \]  

where \( K \) is the bulk modulus; \( b \) is the Burger’s vector, and superscripts \( m \) and \( p \) represent the matrix and the precipitate, respectively. Variables \( \theta \) and \( r \) are the cylindrical coordinates of the center of the precipitate nucleus on the plane normal to the edge dislocation. The origin of the plane is located at the dislocation core. The \( w_2 \) term becomes significant when the shear modulus difference is considerable, like the order of magnitude difference in the Nb-N system (Dollins, 1970). In the binary Mg-Al system, its contribution is small because the shear moduli of the matrix and the precipitate, 18 and 25 GPa respectively, are reasonably close (Persson, 2020a,b).

Assuming a spherical shape, the critical nucleus radius \( R^* \) and the nucleation barrier \( \Delta G^* \) can be obtained by minimizing \( \Delta G \) in Eq. (16) with respect to the nucleus radius, \( R \). In this case, we ignore \( w_2 \) so \( R^* \) and \( \Delta G^* \) can be solved as

\[ R^* = \frac{-2\sigma}{(\Delta g_v + \Delta g_s + w_1)} \]  

and

\[ \Delta G^* = \frac{16\pi\sigma^3}{3}(\Delta g_v + \Delta g_s + w_1)^2. \]
an edge dislocation. A comparison of these terms’ magnitudes, analyzed in X.L. Ma, Suhas Eswarappa Prameela et al. (2019), shows that the dominating terms are the driving force and the interfacial free energy, as shown in Fig. 22(b) and (c). The barrier can be effectively reduced by several orders of magnitude. Although the number of the heterogeneous nucleation sites near dislocations is much lower than the number of the homogeneous nucleation sites throughout the whole system, this difference is still outweighed by the energy barrier reduction that arises due to heterogeneous nucleation. For these reasons, solute segregation is a substantial factor in facilitating enhanced precipitate nucleation, and we argue that it is the primary thermodynamic factor when dislocations are serving as heterogeneous nucleation sites. However, other mechanisms likely play a role as well, and these are discussed next.

3.3.2. Mechanisms of vacancy induced clustering and nucleation

Vacancies are another type of defect produced extensively during deformation that may facilitate precipitate nucleation. Although studies of vacancies in Mg are rare, it was demonstrated that the vacancy concentration in Mg alloys under severe deformation can be as high as those of other metals, reaching concentrations of $10^{-4}$, as observed in experiments (Sun et al., 2019; Zehetbauer et al., 2006) and MD studies. These high concentrations are due to the out-of-plane motion of non-basal dislocations in Mg (Yi et al., 2017; Yi, 2021). Vacancy clusters with sizes around 100 lattice sites in deformed samples were observed using positron annihilation spectroscopy (PAS) (Wu et al., 2018b). Therefore, we discuss some related work on vacancy-facilitated precipitation in other metal systems to inspire our examination of Mg alloys.

Sun et al. (2019) have shown that room temperature cyclic deformation of solutionized Al alloys increases their strength substantially, to values similar to peak-aged materials. The increases are attributed to the formation of a high density of fine (a few nm) solute clusters, as shown in Fig. 23, assisted by the vacancies generated by dislocation jogs, which are produced by deformation. The explanation proposed was that, due to vacancy-solute binding, the vacancy-assisted solute diffusion leads to the high number of solute clusters. The binding between vacancy and solutes was also found to stabilize the solute clusters in Al-Mg-Cu alloys (Zhu et al., 2021). This binding can even be utilized to reserve and release vacancies for the control of precipitation aging (Pogatscher et al., 2014).

It is worth noting that the formation of such fine solute clusters as those reported in Sun et al. (2019) was also common in two other distinct processes: aging of solid solutions fast-quenched from high temperatures and aging of irradiated materials (Porter & Easterling, 1992; Ardell & Bellon, 2016), both of which are capable of retaining or producing a large number of vacancies. In the past, due to limitations in the spatial resolution of experimental...
characterization, these fine solute clusters or precipitates could be directly observed only near dislocation loops, which form from the collapse of vacancies, but could not be observed at vacancies or vacancy clusters. Sun et al. (2019), however, were able to visualize solute clusters near vacancies using HAADF-STEM, providing direct evidence.

Besides enhancing the formation of solute clusters and precipitates kinetically by enhancing diffusion, vacancies can also thermodynamically promote the formation of solute clusters and precipitates by acting as heterogeneous nucleation sites when they agglomerate and form vacancy clusters and voids. Examples of such aggregation into voids were first reported in irradiated materials (Johnson & Lam, 1976; Okamoto & Rehn, 1979) about four decades ago. Large voids in irradiated Mg were observed more recently using high-resolution TEM (Xu et al., 2013b). APT methods were also successfully used to probe the composition profile near voids in irradiated Ni-based materials (Wang et al., 2020). Efforts to understand and simulate solute cluster and precipitate formation near voids are ongoing.

### 3.3.3. Density of dislocations and vacancies

As we discussed above, solute clusters and precipitates predominantly form around heterogeneous nucleation sites like dislocations and vacancy clusters. Therefore, the number density of these heterogeneous nucleation sites, which controls the spacing between solute clusters and precipitates, becomes an important tuning parameter during processing. While equilibrium densities of dislocations and vacancies are relatively well-known (the number densities of dislocations can vary from $10^{10} \rightarrow 10^{12} \text{m}^{-2}$ and the equilibrium vacancy concentration is about $10^{-6}$ (Porter & Easterling, 1992)), these can both vary significantly during deformation. Experimentally, dislocation density can be estimated by TEM or XRD, and vacancy concentration can be determined by XRD. Fig. 24 shows the values of dislocation density and vacancy concentration for pure Mg and alloys belonging to the Mg-Al, Mg-Zn, and Mg-Y systems. For each category, both deformed and undeformed cases are reported. Deformation was accomplished through a range of processes, such as compression, ECAE, and torsion. From these results, it is evident that the dislocation density and vacancy concentration are much higher in deformed samples than in undeformed samples.

Strain hardening models offer a direct connection between the number densities of dislocations and/or twins and the strain. A review of dislocation-based strain hardening models can be found elsewhere (Trojanova & Lukac, 2011); also, more recent developments take into consideration the activity of twinning (Vinogradov et al., 2020).

![Fig. 24. Statistics on concentration of defects and vacancies in deformed and undeformed pure Mg, Mg-Al, Mg-Zn, and Mg-Y alloy systems. Data from sources as indicated: [1] Lambri et al. (2007), [2] X.L. Ma, Suhas Eswarappa Prameela et al. (2019), [3] Prameela et al. (2020a), [4] Ha et al. (2019), [5] Prameela et al. (2020a), [6] Balogh et al. (2010), [7] Suzuki et al. (2003), [8] Maruyama et al. (2002), [9] El-Tahawy et al. (2019). Undeformed samples are indicated with decoration levels labeled as ‘0’, and unavailable data points as ‘NA’.

In general, changes in the flow stress depend on the dislocation structure and are related to the dislocation density, $\rho$, as $\sigma = \alpha M G_0 b \rho^{1/2}$, where $b$ is the Burgers vector, $G_0$ is the shear modulus of Mg, $\alpha$ is a numerical constant assumed to be 1.0 (Cáceres & Lukáč, 2009), and $M$ is the Taylor factor which assumes the value of 4.5 (Cáceres & Lukáč, 2009). Based on the Lukáč-Balík model (Lukáč & Balík, 1995), the dislocation density, $\rho$, evolves as a function of strain as

$$\frac{d\rho}{d\epsilon} = K_1 + K_2 \rho^{1/2} - K_3 \rho - K_4 \sigma \rho^{3/2},$$

where the first term is dislocation nucleation and multiplication due to impenetrable obstacles (grain boundaries, incoherent precipitates, dispersion particles) and is proportional to the density of these obstacles. This term is normally assumed to be a constant during the processing, but in reality, both the grain and precipitate microstructures will change. The second term is dislocation multiplication by forest dislocations, and the third and fourth terms are dynamic recovery (i.e. dislocation annihilation due to cross-slip) and climb, respectively. The other two models mentioned above only include two or three of the terms used in the Lukáč-Balík model. Correspondingly,
the work hardening rate is
\[ \dot{\Theta} = \frac{d\sigma}{d\epsilon} = \frac{A}{\sigma_y - \sigma_y} + B(\sigma - \sigma_y) - D(\sigma - \sigma_y)^3, \quad (21) \]
where \( \sigma_y \) is the yield stress, and parameters \( A, B, C, \) and \( D \) are proportional to \( K_i \) (\( i=1,2,3,4 \)), respectively:
\[ A = M^3(\alpha Gb)^2 \frac{(\dot{\epsilon}/\dot{\epsilon}_0)^{2/n} K_1}{2}, \]
\[ B = M^2\alpha Gb \frac{(\dot{\epsilon}/\dot{\epsilon}_0)^{1/n} K_2}{2}, \]
\[ C = M^2 K_3, \]
\[ D = \frac{(\dot{\epsilon}/\dot{\epsilon}_0)^{-1/n} K_4}{2M^2\alpha Gb}. \quad (22) \]

Then, authors predicted the evolution of dislocation density for ECAE processing of two Mg-Al alloys, A6 and A9. Strain rate was chosen to be \( 10^{-4} \text{s}^{-1} \) and \( \epsilon_0 \) was used as normalization parameter. The stress exponent \( n \) is on the order of \( 10^3 \) (Lukác & Balík, 1995; Mecking & Kocks, 1981), so \((\dot{\epsilon}/\dot{\epsilon}_0)^{-1/n}\) can be approximated as 1.0.

The resulting evolution of dislocation density is shown in Fig. 25(b) as a function of strain. The difference in dislocation density generated during processing correlates with differences in precipitate density for A6 and A9 alloys. Similar results were obtained for Mg-Zn alloys (Prameela et al., 2020a), strongly suggesting that the main enhancement is due to dislocations forming through deformation. In these studies, twinning was not significant. Normally, twinning in Mg systems is much more active than in the Al systems due to the smaller number of slip systems. Integrating the twin fraction into the strain hardening model could be important when considering twin-induced precipitate nucleation. In addition, the strain hardening model applied here is a phenomenological model where the state of micro-structure is contracted to one parameter, density of dislocations (Kocks & Mecking, 2003). More sophisticated crystal plasticity models can be used to consider the state variables’ spatial and orientation distributions.

Vacancy evolution is more complex to model because both the generation and annihilation of vacancies depend on other defects like dislocations. The difficulty of observing vacancies and vacancy clusters in experiments adds an additional challenge. Militzer et al. (1994); Fischer et al. (2011) have proposed continuum models for the generation and annihilation of vacancies during deformation. In terms of vacancy clustering, quantitative models are under development to predict the lifetime and size distribution of vacancy clusters/voids by MD simulation (Semenov & Woo, 2012), Kinetic Monte Carlo simulation (kMC) (Reina et al., 2011), phase field modeling (Adibi & Wilkerson, 2020), and continuum modeling (Prasad & Sinno, 2003a,b). The mobility of vacancy clusters/voids could be much lower than that of vacancies, allowing them to participate in the precipitate nucleation process for a much longer time. This is consistent with the observation of vacancy clusters/voids, as well as the solute segregation near them, as mentioned previously in Section 3.3.2.

Single vacancies have a short lifetime, as they diffuse to sinks like grain boundaries quickly. Their lifetimes have often been studied using the PAS method, which has long been applied to probe lattice defects, including vacancies and small voids in metallic materials (Čížek, 2018). The average lifetime of a positron, \( \bar{\tau} \), is a function of the density and size of vacancies and voids. For example, the lifetime of positrons interacting with a perfect Mg structure is 225 ps, and that of positrons interacting with monovacancies in Mg structure is 255 ps.
(Hautojärvi et al., 1982). The concentration and size of vacancies and voids can be estimated by observing the average lifetime of the positrons. The positron lifetime for all elements can be found in Robles et al. (2007); Zhang et al. (2015). Early experimental work shows low vacancy densities in Mg (Hautojärvi et al., 1982). This is because dislocations in Mg are more uniformly distributed, unlike in bcc or fcc metals, which form cellular sub-structures and are highly non-uniform. The more uniform dislocation sub-structure helps vacancies escape (Čížek et al., 2019). However, later experiments show different results (Hautojärvi et al., 1982; Abdelrahman & Badawi, 1996; Lambri et al., 2007). It is possible that severely deformed Mg materials may generate a cellular sub-structure, as indicated by experiments (Lee & Chou, 2018; Li et al., 2008), creating zones that are nearly dislocation-free, resulting in a longer lifetime for vacancies and vacancy clusters that may enhance interplay with solutes. Future experiments are planned to explore the density of vacancies and vacancy clusters in these model binary Mg alloys, and in Mg-Zn alloys in particular.

3.4. Precipitation modeling

Various models have been proposed to predict the formation of precipitates in metallic alloys, many of which are based on CNT (Aaronson & Lee, 1999) and the Lifshitz-Slyozov-Wagner theory (LSW) (Lifshitz & Slyozov, 1961; Wagner, 1961). Models based on classical nucleation theory include the works of Myhr & Grong (2000), Paliwal & Jung (2019), and Hutchinson et al. (2005). Svoboda et al. (2004) described the nucleation mechanism of a multi-phase, multi-component alloy, yet computed the evolution of each precipitate individually and considered spherical precipitates only, both of which render this approach computationally unfeasible for larger problems. Vaithyanathan et al. (2004) used a physically informed multiscale model to compute the formation and coarsening of precipitates in as-cast Al-Cu alloys.

Perez et al. (2008) provided a comparison of three different approaches, including classical nucleation and growth theory (CNGT), viz. the “mean-radius approach”, the Euler-like, and the Lagrange-like multi-class approaches. The mean-radius approach presents a fairly simple approximation of the evolution of precipitates in a solid. It is assumed that nucleation and growth of the nuclei occur concurrently. The evolution of the mean precipitate radius is thus given by an evolution law based on LSW theory:

$$\frac{d\bar{R}}{dt}_{\text{growth}} = \frac{D}{\bar{R}} \left( X - X^i(\bar{R}) \right) + \frac{1}{N} \frac{dN}{dt}(R^i_{k0T} - \bar{R}),$$  

(23)

where $\bar{R}$ stands for the mean radius, $D$ is the diffusion coefficient, $X^i$ the molar composition of the precipitate (which is often assumed to be stoichiometric and constant), $X$ is the equilibrium solute molar fraction in the matrix, and $X^i$ is the equilibrium molar fraction at the precipitate/matrix interface. The conditions for the validity of the LSW treatment of coarsening are strict; notably, there is no elastic interaction, diffusion is seen as the rate-limiting process, and the volume fraction of particles is negligible. Voorhees (1992) found that a non-negligible precipitate volume fraction has an accelerating effect on the coarsening kinetics and can be accounted for by a constant, multiplicative correction factor that depends solely on the volume fraction.

Hutchinson et al. (2005) modeled precipitation in the Mg alloy AZ91. Using classical nucleation theory, they laid out an improved description of growing non-spherical precipitates, as is observed in AZ91. This study focused on Mg$_{17}$Al$_{12}$ ($\beta$-phase) precipitates —, which form as nuclei of spherical shape and evolve into laths, assumed to be of constant length-thickness, length-height, and height-thickness ratios, lying in basal planes. The precipitation process is divided into phases: a nucleation and initial growth phase, where both processes are treated concurrently, and a coarsening phase, which begins when an equilibrium fraction of precipitates in the solute is reached. Diffusional growth theory is applied to compute the evolution of the lath length, using the Zener-Hillert treatment of plate lengthening (Hillert, 1957; Hillert et al., 2003). At small sizes, particles are assumed to form as spheres which then evolve into laths; this assumption is the basis for their derivations. The coarsening of a spherical precipitate of equivalent volume as the lath is computed, and the new length of the precipitate is obtained using the updated radius (hence approximated by the LSW relations).

A complete picture of precipitation also necessitates accounting for the interplay of slip and twinning with precipitates after their formation. To this end, Liu et al. (2019a) modeled the interaction of slip and, especially, tensile twins with preexisting periodic arrays of precipitates, showing how the precipitate concentration, size, shape, and orientation affect the motion of passing twin boundaries. They demonstrated the effects of precipitate spacing, size, and orientation on the strain hardening due to pinning interactions with migrating twin boundaries. Although the study was limited to a single twin variant and simple precipitate configurations, it gave interesting insight into the microstructural mechanisms leading to hardening by precipitates in the presence of slip and twinning in Mg.

Our current work focuses on including a precipitation model within the crystal plasticity framework on the mesoscale in a two-way coupled fashion: the local mechanical state of deformation affects precipitation, while precipitates impact mechanical hardening through the effects discussed in Section 2 and Section 3. Nucleation, growth and coarsening of precipitates, as described by Hutchinson...
et al. (2005), can be used to compute the steady-state nucleation of new precipitates on the fly and thus (in part) close the loop between the different effects: nucleation of precipitates, solute diffusion, and (local) hardening. A key open challenge is the lack of detailed insight into the influence of the local stress state and microstructure on precipitate nucleation and growth. The intricate interactions of lattice defects (dislocations and voids generated by plastic deformation), twins (abundant in Mg), precipitates, and possibly mechanisms of recrystallization at elevated temperature make the creation of a predictive scale-bridging model (from nano-precipitates to micron-scale grains) an open challenge.

4. Enabling inverse design of metal alloys

The findings and the corresponding data presented in the above described studies contribute to an understanding of process-structure-property relationships required to lay the groundwork for a more robust ICMD approach. In Section 1, we briefly discussed the origin of this approach and some recent applications of it to Mg alloy design. At the heart of this design cycle is the canonical relationship between processing, structure and properties illustrated in Fig. 26. Conventional materials design seeks to characterize the microstructure resulting from various processing methodologies, and, by correlating the observed microstructures with the relevant properties, to enable iterative feedback so that the processing may be adjusted to systematically and incrementally improve properties. By contrast, the ICMD framework seeks to move us closer to an inverse approach. Instead of long and costly iterations towards an improved processing path, we aim to consider materials design as an optimization problem. Target properties would be used to specify microstructures of interest, and both chemistries and processes would be developed specifically to achieve such microstructures. We have discussed three main strengthening mechanisms in Mg alloys: solid solution strengthening, solute cluster strengthening, and precipitation strengthening. In particular, we have showcased how these mechanisms manifest in Mg-Al, Mg-Zn, and Mg-Y alloys. We have further highlighted how to manipulate the microstructure of Mg alloys using thermomechanical processing to improve mechanical properties. The main conclusions of the paper are the following:

1. Dissimilar slip systems and hexagonal crystal symmetry make the design of Mg alloys for structural applications a challenging exercise. To overcome this, we propose focusing on structure-property and processing-structure relationships for three Mg alloy systems (Mg-Al, Mg-Zn, Mg-Y).

2. For structure-property relationships, it is important to understand the interaction of solute atoms, solute clusters, and precipitates with dislocations, twins, grain boundaries, and texture. Each of these interactions is strongly influenced by solute chemistry, solute concentration, temperature, and loading direction relative to the slip and twinning planes.

3. For processing-structure relationships, we have shown that homogeneous nucleation is insufficient to generate rich solute clusters or high densities of nanoscale precipitates. We showcased a new processing strategy based on heterogeneous nucleation called DIP (Deformation Induced Precipitation), through which one can inject atomic-scale defects such as dislocations and vacancies at low temperatures to boost nucleation kinetics and produce fine precipitates. Furthermore, we have discussed approaches to quantify the defect density evolution in Mg alloys through experiments and modeling.

4. We have highlighted relevant modeling approaches to describe slip, twinning, and other deformation mechanisms during thermo-mechanical processing conditions. In addition, we have also discussed how these deformation events can influence solute clustering.
Fig. 26. Schematic illustrating the conventional and inverse design of Mg alloys through experiments and simulations. In the conventional design process, different processing methods (such as casting different compositions, and thermomechanical processing treatments) to alloys produces different structural features in the alloy such as grain and twin size and properties, dislocation densities, and solute cluster or precipitate formation, which in turn result in measurable properties, which can inform future iterations of processing to achieve improved properties. In the inverse design method, desired properties determine the target microstructure of the alloy, which in turn can be used to design or select an appropriate processing method.

nucleation and growth of precipitates. These provide valuable information to atomistic and mesoscale modeling frameworks such as MC, MD and DD to unravel interactions of solute atoms, point and line defects, and solute cluster and precipitate formation. 5. We have outlined an integrated material-by-design approach, which combines the “structure-property” and “processing-property” approaches into a unified design scheme. We argue that inverse design can be facilitated by high-throughput data collection and a more robust ICMD approach.

Robust and predictive frameworks are critical for understanding the complex microstructural evolution during thermomechanical processing. Through this article, we have aimed to convey how modeling and experimental approaches can be used to design advanced Mg alloys by maximizing the alloys’ strengthening by solute atoms, solute clusters, and nanoscale precipitates.
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