Method of designing the modular structure of the information system
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Abstract. The overwhelming majority of modern information systems are built on the basis of a modular principle. This principle involves the creation of independent software subsystems that perform separate groups of tasks. The success of building an information system depends on the quality of the division of tasks into groups. Known approaches to modular partitioning are based on the organizational structure of the enterprise and job descriptions of employees. This leads to unmanaged intermodular connections and loss of the advantages of the modular approach (flexibility, interchangeability of modules, etc.). To solve this problem, the article proposes a new method for designing a modular structure of information systems based on the analysis of information and information flows. This allows minimizing inter-module communications and building systems that are independent of the organizational structure of the enterprise.

1. Introduction
Active changes that occur in organizations and enterprises require rapid changes in information systems and processes that are implemented in them [1,2]. The task of ensuring the flexibility of information systems is most effectively solved by modularly constructing the structure of a system of typed blocks — functional modules [3-5].
The principles of partitioning systems into modules defined by D. Parnas [6] are the only conditionally formalized element of the approach.

Currently, there are three main approaches to the modular partitioning of information systems:
- Individualistic approach based on the consideration of one private system and a particular subject area;
- The approach of the line of software products based on the consideration of a typical task and a set of similar subject areas.
- Configurable information systems based on one of the above approaches with the ability to make changes to the set and functional content of the modules.

The main problem in creating a modular structure of an information system is the formation of functional content and the specification of modules.

Depending on the functional content of the module, there may be problems of critical dependencies between modules (replacing or updating a module is impossible without disrupting the system’s performance due to the presence of multiple connections and dependencies with other modules), and
the problem of integrating modules into a single system (the almost complete absence of inter-module links leads to the complexity of the processes of continuous processing of the same data by employees at different workstations).

Depending on the level of granularity of the modules, both access control problems can arise (large-scale modules can be used by employees with different levels of access to data), as well as problems of optimizing user workspace (many different modules need to be combined into a single workstation, while still being able to perform automated business processes) and business transaction chains.

Thus, the approaches used to create a modular structure of information systems should offer criteria and methods for optimizing both the functional content and the granularity of the modular structure. Despite the fact that each of the existing approaches allows us to obtain an information system based on the modules, the problem of effective partitioning into modules remains unsolved. Due to the fact that the module is formed empirically, it is not possible to assess its quality and compliance with the conditions of use. Also certain difficulties are the process of determining the balance between the static part and the extension point of the module.

To ensure the flexibility of the modular structure, an automated procedure is needed to isolate typical elements and structures of the system based on the analysis of business processes and modeling their interaction in the information system [7]. Baseline data for such a technique can be obtained from a survey and analysis of the enterprise [8]. The models constructed as a result of the survey, in contrast to the models of computational algorithms [1], are poorly formalized, graphical schemes [9]. This article proposes a method for constructing a modular structure of an information system based on the analysis of business processes.

To achieve this goal it is necessary first of all to solve the problem of developing a method for formally constructing a modular structure of an information system that takes into account the quantitative assessment of the degree of typification in its structural organization. It is assumed that the source data for the design of the model is a structured database obtained as a result of a pre-project survey of an enterprise using the procedure described in [10, 11].

2. Related work

Most of the known approaches to building models of business processes to obtain quantitative solutions use the idea of using optimization models. Most often, graph models are used in problems of this type [12]. A systematic description of graphs and examples of their real use were made in classical monographs [1,12].

The most formalized approach to the construction of models of processes and systems is a criterion approach based on the introduction of some formal criteria describing the purpose of the modeling process [13-15]. Usually they try to formulate the goal of the system in the form of an optimization problem in the form of $f(x) \Rightarrow \max(\min)$, where $f$ is a certain scalar function, for example, design reliability, diagnosability of the resulting product, etc. $x$ is a vector defining controlled (changeable) parameters, for example, the number of typical modules in a modular system, with $X = \{x^1\}, 0 \leq x^i \leq x$. Problems of this type are solved by finding the extremum of the function $f(x)$ on the set $X$ in the form (1):

$$f(x) \Rightarrow \max(\min)$$

So, in design automation models [16], the designer is faced with the task of choosing a vector that gives the maximum (minimum) value to several technical functionals: $f_1(x), f_2(x), \ldots, f_v(x)$. For solving problems of this type, methods of linear convolution, check figures, Pareto compromises, etc. are usually used [13, 17, 18].

This approach is implemented when considering well-formalized tasks of computer-aided design, in particular, we will use them to solve the problem of building a modular structure of an information system.
3. Method of designing the modular structure of the information system

When analyzing the activities and management of the enterprise, formalization of the organizational structure (OS) plays a large role. The organizational structure is, as a rule, modular, and includes four main aspects: a description of the structure of departments and divisions; communication between them and the external environment; information circulating on these connections (i.e. document circulation), as well as functions performed by structural subdivisions and departments. In accordance with this formalization, the standard methodology for constructing the organizational structure of an enterprise includes the following steps: identifying the main set of structural divisions of an enterprise (accounting, personnel department, sales department, etc.); depending on the goals of the enterprise, delegation of certain functions by this structural subdivision and the definition of links between the structural subdivisions and the workflow.

The distribution of production functions between departments (modules), based on the traditional approach, is usually applied [19]. To increase the efficiency of information exchange, it is often necessary to informally distribute functions between modules (divisions), delegate new functions and organize new connections to them [7, 20]. With this approach, the construction of the organizational structure of the "top" of the structural units (modules), which are traditionally performed functions, as well as the standard workflow [21, 22].

In the approach proposed in the article, everything should be the other way around - the decisive component of the organizational structure should be information and, in accordance with the goals of the enterprise, should determine the functions of its processing, their distribution between modules (departments) and, ultimately, the information flows of the enterprise’s information management system [23, 24].

Now you can set the task of building a modular information system model that would allow reflecting not only the links between the structural units of the enterprise and their weight, but also evaluate the essence of the processes occurring in the organization. In this case, what functions of processing and generating information (documents) are performed within the enterprise, taking into account the distribution of these functions between departments [25, 26]. In the following, we will call this information model a functional-modular model. The development of such a model will make it possible to solve the problem of optimizing the organizational structure of an enterprise according to new criteria, for example, the degree of typification of the modules included in the system, etc. This article sets the task of describing a method for constructing a modular information system model and its information filling [26].

The proposed method for constructing a modular information system model includes the following steps:

1. Primary processing of information obtained during the survey of the enterprise;
2. The selection of functions performed by units;
3. Isolation of the simplest (elementary) functions that should be implemented in the AIMC;
4. Definition of connections between functions and their weights;
5. Building a global structure (scenario) of the system;
6. Decomposition of the global structure into a number of substructures (typical modules) taking into account the criterion of maximum typification

The model of an information system from the point of view of systemology [27], based on the general theory of algebraic systems, can be represented as follows:

\[ S = (A, R) \]  \hspace{1cm} (2)

where \( A \) is the set of system elements, and \( R \) is the set of relations between them.

A system property that can be used to determine differences in observations of the same model parameter is referred to in systemology as the model base [26]. A typical base, suitable for almost any property of the model, is time. The bases of the three main types - time, space, and group - can be combined.
An object model is a set of properties with which a set of their manifestations is connected, and a set of bases with which a set of its elements is connected. The object model in accordance with (2) can be formally defined as

\[ O = \left\{ (a_i, A_i) | i \in N_n \right\}, \left\{ (b_j, B_j) | j \in N_m \right\} \]  

where \( N_n = \{1,2,...,n\} \), \( a \in N_n \), \( N_m = \{1,2,...,m\} \), \( b \in N_m \); through \( a_i \) and \( A_i \) respectively, the property and its many manifestations are indicated; \( b_j \) and \( B_j \) – base and many of its elements [27].

For information models of production and business processes, the set of features \( A_i \) and bases \( B_j \) in (3) are determined in studies on the information components of production systems [7, 10, 11]. These databases will be further used in the present work.

From the point of view of the introduced model (3), the variable will be called the operational representation of the property, i.e., the image of the property \( A_i \), determined by the specific system examination procedure introduced above [27]. Each variable is associated with a certain set of values \( \{a_i\} \). Through which it manifests itself. These values are states (or values) of a variable, and the whole set is a set of states.

The parameter is called the operational representation of the base \( B_j \). Associated with each parameter is the set \( \{b_j\} \), called the parametric set, and its elements - the values of the parameter [27]. If two or more parameters are used, then their common parametric set is the Cartesian product of individual parametric sets. Each specific parameter value (from the general parametric set) should identify a single observation of the corresponding variables [7].

When developing information systems, time, as a rule, enters the model as a parameter and not as a variable; therefore, they are often called planning systems [28]. Variable declaration of input (output) is usually done using the function

\[ u: N_n \rightarrow \{0,1\} \]  

such that if \( u(i) = 0 \), then the variable \( v_i \) is input and if \( u(j) = 1 \), then the variable \( v_j \) is output. In graph models, such defining functions are defined using the adjacency matrices of oriented graphs [1], in ER ++ models using entity interfaces [23, 29], etc. Any ordered set given by (4)

\[ u = (u(1), u(2), ..., u(n)) \]  

is called the determinant of the input-output [27].

The purpose of the functioning of an information system can be given by the description of its behavior [27]. The concept of behavior in systemology is used to obtain the characteristics of a general parametrically invariant restriction on model variables. For a given model [26], the range of possible types of parametrically invariant constraints depends on the properties described by the parametric set (3). If no properties are specified, then the possible states of the variables are mutually limited. If the parametric set is ordered (for example, it includes time), then the states of the variables can be limited not only by other states, but also by the states of the selected neighborhood for each specific parameter value. The neighborhood on an ordered parametric set is usually called a mask [27].

Following the methodology of parameterization of models [27], we introduce a completely ordered set of variables \( \mathcal{V} \) and a similarly ordered set of vector shift rules \( \mathcal{R} \) according to (6). The set of all variable values is then described by the \( \mathcal{V} \times \mathcal{R} \) Cartesian product. The models consider the values given by some relation (a subset of the Cartesian product).

\[ r_j: \mathcal{W} \rightarrow \mathcal{W}, j = 1,2,...,n \]
such that each pair \((v_i, r_j) \in M\) corresponds to one shift equation. The relation \(M\) represents a neighborhood scheme on a parametric set, in terms of which the sample variables of the model are defined. This scheme is usually called a mask [27].

Thus, in studies of information systems and the design of modular devices [29], the method of artificially introducing the order (numbering) of the functions under study is used, while in the planning of works, their order is specified by binding events to relative time points.

A complex system can contain several subsystem masks, the order of which can also be set quite arbitrarily when the model is formalized. An example of layer-by-layer representation of the subsystem masks on Cartesian products (7) is shown in Fig. 1, for the case of analyzing an information system.

The model in fig. 1 is built on the basis of a single database obtained from a survey of the information structure of the enterprise, in which the enterprise’s business processes are formed for each structural or functional information element of the organization (business process of the analytical department or business process of contract approval). In turn, all business processes are described in the form of binary square matrices, where the functions (6) act as rows and columns. In addition, each relationship (ie, “1” in a binary square matrix) is a nested matrix containing a certain set of elements that characterize this relationship, and contains a descriptive part of this relationship (type, membership in a hierarchical level, time constraints, transferable documents, etc.).

The three-dimensional model, in contrast to the previously known one-dimensional matrix models [26, 3] and others, promotes an understanding of how the whole process functions and what changes can be made to make the process more efficient. In a simulated information system, issues related to the organization of the process execution are highlighted. Issues of establishing the sequence of tasks and issues of accounting information interdependence between tasks. Note that according to the model of fig. 1 it is easy to single out the typical part of the set of model functions, which can be formalized into a module, understood here as the largest immutable element of the structure of the model functions.

In addition, it is proposed to supplement the characteristics of the connections of the resulting mask with the characteristics “point of view” and “focus of attention” according to the ideology of the
Zachman scheme. This step will allow to determine the usefulness of the existing model, as well as to analyze the visualized model at various levels of abstraction from different points of view. From the point of view of the terminology introduced above, the formalization of the notion of a point of view is carried out by introducing an appropriate mask $M$. Any mask represents a certain point of view by representing constraints on the basic variables [26]. The easiest way to specify a specific mask is to list all the full states of the corresponding variables in the subset (7), which determines the multidimensional relation on $V \times R$. This ratio is most often determined by the function.

$$f_B: (V \times R) \rightarrow \{0, 1\}$$

such that $f_B(C_{ij}) = 1$ if the state of $C_{ij}$ enters the mask, and $f_B(C_{ij}) = 0$ otherwise. Thus, the $f_B$ function is a typical selection function [19]. Note that the $f_B$ function determines the actually occurring states from $V \times R$, but does not determine the value of the parameter at which they occur. Thus, this function is parametrically invariant.

4. Conclusions
The presented model of a modular information system allows you to select the most frequently repeated scenarios (functions) in the form of columns of matching mask cells, since all the scenarios are ordered in a single state space of a common production process scenario. After that, we can proceed to the modeling of individual functions in the form of some finite automata, the action of which is initiated by the input of some document (template) and generates other document(s) transmitted to other modules. The application of the proposed method allows you to create a modular structure of the information system based on the identification of recurring elements of the organization’s business processes.

5. Appendices
The reported study was funded by RFBR according to the research project № 18-07-00908 A.
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