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Abstract

We enumerate generalizations of the superintegrability property \(<\text{character}> \sim \text{character}\) and illuminate possible general structures behind them. We collect variations of original formulas available up to date, and emphasize the remaining difference between the cases of Hermitian and complex matrices, bosonic and fermionic ones. Especially important is that the story is in no way restricted to Gaussian potentials.

1 Introduction

In [1], we suggested to consider in detail a remarkable property of the Gaussian matrix averages: averages of Schur functions are again expressed through the same Schur functions (see many examples in [2]–[22], and also some preliminary results in [23]–[27]). The two basic examples were

\begin{equation}
\langle \text{Schur}_R[ZZ^\dagger] \rangle := \int \text{Schur}_R[ZZ^\dagger] e^{-\text{tr}ZZ^\dagger} d^2Z = \frac{\text{Schur}_R\{N_1\} \cdot \text{Schur}_R\{N_2\}}{\text{Schur}_R\{\delta_{k,1}\}}
\end{equation}

for the integral over complex \(N_1 \times N_2\) matrices \(Z\) (rectangular complex model, RCM) and

\begin{equation}
\langle \text{Schur}_R[X] \rangle := \int \text{Schur}_R[X] e^{-\frac{1}{2}\text{tr}X^2} dX = \frac{\text{Schur}_R\{N\} \cdot \text{Schur}_R\{\delta_{k,2}\}}{\text{Schur}_R\{\delta_{k,1}\}}
\end{equation}

for the integral over Hermitian \(N \times N\) matrices \(X\) (Hermitian model, HM). Here \(\text{Schur}_R[A]\) denotes the value of the Schur function \(\text{Schur}_R\{p_k\}\) as a graded polynomial of the power sums \(p_k\) at the Miwa locus \(p_k = \text{tr} A^k\), while \(\text{Schur}_R\{N\} = \text{Schur}_R[I_N]\) corresponds to \(p_k = \text{tr} I_N^k = N\) with a unit square matrix \(I\) of the size \(N\).

Throughout this paper, all the integrals are normalized in such a way that the average \(<1> = 1\). The quantity in the denominators \(\text{Schur}_R\{\delta_{k,1}\}\) is often denoted \(d_R\). We denote all the averages by \(\langle \text{Schur}_R \rangle\) to emphasize that the meaning of the procedure is always the same, as is the statement, the average of a proper symmetric function is proportional to the same symmetric function at a peculiar locus, but a concrete definition of the averaging procedure varies from case to case.

The Schur functions \textit{per se} are explicitly defined for any Young diagram \(R = \{r_1 \geq r_2 \geq \ldots \geq r(l(R)) > 0\}\) either by the determinant Jacobi-Trudy formula, or by the Frobenius formula [28,29], but more important is conceptual definition as a character, of a linear group, and as a common set of eigenfunctions for all generalized cut-and-join operators \(W_\Delta\) [30],

\begin{equation}
\hat{W}_\Delta \text{Schur}_R = \phi_R(\Delta) \cdot \text{Schur}_R
\end{equation}

where \(\phi_R(\Delta)\) is an adequate analytic continuation of a peculiarly normalized symmetric group characters \(\psi_R(\Delta)\) to arbitrary pairs of Young diagrams \(R\) and \(\Delta\), perhaps, of distinct sizes.
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In [12], we suggested to call the properties (1) and (2) superintegrability because of the following analogy. Partition functions of matrix models, i.e. averages
\[ \langle \exp \sum_k p_k \text{tr} X^k/k \rangle = \langle \sum_R \text{Schur}_R \{p_k\} \cdot \text{Schur}_R[X] \rangle, \]
are long known to be the \( \tau \)-functions of integrable hierarchies [31]. However these are not generic \( \tau \)-functions, but satisfying a peculiar constraint: the string equation, and, as a corollary, the entire set of Virasoro-like constraints. Thus they are more than just integrable, they are explicitly comprehensible. The situation looks like a far-going generalization of the well-know fact that the motion in every potential \( r^n \) is integrable, but the orbits are closed, and the answers are expressible through elementary functions only for \( n = 2 \) and \( n = -1 \) (harmonic oscillator and Coulomb potentials). The fact that the orbits are closed can be explained as due to an additional conservation law, it converts integrability to superintegrability and makes the problem exactly solvable. We assume that (1) and (2) give us the same kind of signals, this time about the existence of a peculiar basis, in which the averages can be explicitly evaluated.

The purpose of this paper is to discuss generalizations of (1) and (2), which are already known in different directions to come a little closer to an understanding of this remarkable phenomenon. Given the fact that the matrix models provide the best known elementary approximation to generic string theory, one can hope that, in this way, we can learn something important about strings, which could explain in which sense the string theory is distinguished and comprehensible.

A simple picture illustrates what is currently known. The original superintegrability relations (1) and (2) can be lifted (refined) to (5) and (6), where the dependence on size of the matrix, \( N = \text{tr} I \) is promoted to that on an arbitrary matrix. These refined formulas admit generalizations to tensor and fermion models, but the latter case is different for the RCM and the HM, where the fermionic representation is substituted by the Q-Schur functions. Note also that formulas for the tensor models are known so far only for extensions of the RCM, since they are much simpler in this case. One can also change the Vandermonde measure in the eigenvalue realizations and the Gaussian potential, but most results are currently known only in the non-refined case.

\[ \text{fermionic Q–Schur} \]
\[ \begin{array}{cc}
(1) & (15) \\
\uparrow & \uparrow \\
(5) & (6)
\end{array} \]
\[ \text{tensor} \]
\[ \begin{array}{c}
(1) + (2) \\
\uparrow \\
\downarrow \\
\text{deformed potential} \leftrightarrow \text{deformed measure}
\end{array} \]
\[ \begin{array}{cc}
\text{monomial} & \text{logarithmic} \\
\text{sec} & \text{sec}
\end{array} \]
\[ \begin{array}{cc}
q, t & \text{trigonometric} \\
\text{sec} & \text{sec}
\end{array} \]

2 Refinement

2.1 The basic case

A feature of (1) and (2) that catches the eye is that, while the characters at the l.h.s. depend on the non-trivial matrix, those at the r.h.s., on \( N = \text{tr} I \), the unit matrix rather than arbitrary. It comes with no surprise that this restriction can be easily lifted. The relevant generalizations are
\[ \int \text{Schur}_R[ZZ^\dagger] e^{-\text{tr} A ZZ^\dagger} d^2 Z = \frac{\text{Schur}_R[A^{-1}] \cdot \text{Schur}_R[B^{-1}]}{d_R} \] for the RCM [4,6,17,28,32], and
\[ \int \text{Schur}_R[X] e^{-\frac{1}{2} \text{tr} A X A X} dX = \frac{\text{Schur}_R[A^{-1}] \cdot \text{Schur}_R[\delta_{k,2}]}{\text{Schur}_R[\delta_{k,1}]} \]
for the HM \cite{13}. One can keep the Gaussian weights intact but change instead the arguments of the Schur functions:

\[
\langle \text{Schur}_R[AZBZ'] \rangle = \int \text{Schur}_R[AZBZ'] e^{-tr ZZ'} d^2Z = \text{Schur}_R[A] \cdot \text{Schur}_R[B] \frac{d_R}{d_R}
\]

(7)

and

\[
\langle \text{Schur}_R[AX] \rangle = \int \text{Schur}_R[AX] e^{-\frac{1}{2}tr XX'} dX = \frac{\text{Schur}_R[\delta_{k,2}] \cdot \text{Schur}_R[A]}{\text{Schur}_R[\delta_{k,1}]}
\]

(8)

### 2.2 Tensor models

One of the natural generalizations of the RCM is the theory of rank-\(r\) tensors \cite{12,13}, which contains the complex \(N_1 \times \ldots \times N_r\) fields \(Z_{a_1 \ldots a_r}\) with the refined Gaussian action \cite{17}

\[
S := \sum_{a_1, b_1 = 1}^{N_1} \ldots \sum_{a_r, b_r = 1}^{N_r} Z_{a_1 \ldots a_r} (Z^t)^{b_1 \ldots b_r} \prod_{i=1}^{r} (A_{(i)})^{a_i}_{b_i}
\]

(9)

The substitutes of the Schur functions (generalized tensor characters) are \(A\)-independent combinations depending on \(r\) different representations of the same size \(n = |R_1| = \ldots = |R_r|\),

\[
\chi_{R_1, \ldots, R_r}(Z, Z^t) := \frac{1}{n!} \sum_{\sigma_1, \ldots, \sigma_r \in S_n} \psi_{R_1}(\sigma_1) \ldots \psi_{R_r}(\sigma_r) \cdot \mathcal{O}_{\sigma_1, \ldots, \sigma_r}
\]

(10)

where analogues of multi-trace operators depend on \(r\) permutations from the double coset \(S_n \backslash S_n^{\otimes r} / S_n\):

\[
\mathcal{O}_{\sigma_1, \ldots, \sigma_r} = \sum_{a^1 = 1}^{N_1} \ldots \sum_{a^r = 1}^{N_r} \left( \prod_{p=1}^{n} Z_{a^1_{p} \ldots a^r_{p}} (Z^t)^{a^1_{\sigma_1(p)} \ldots a^r_{\sigma_r(p)}} \right)
\]

(11)

The Gaussian averages of these operators (which form a basis in the space of all operators with non-zero Gaussian averages) manifest the superintegrability property in the form

\[
\langle \chi_{R_1, \ldots, R_r} \rangle := \int \chi_{R_1, \ldots, R_r}(Z, Z^t) e^S d^2Z = C_{R_1, \ldots, R_r} \cdot \frac{\text{Schur}_R \left\{ \text{Tr } A_{(1)}^{-k} \right\}}{\text{Schur}_R \left\{ \delta_{k,1} \right\}} \ldots \frac{\text{Schur}_R \left\{ \text{Tr } A_{(r)}^{-k} \right\}}{\text{Schur}_R \left\{ \delta_{k,1} \right\}}
\]

(12)

where

\[
C_{R_1, \ldots, R_r} := \sum_{\Delta \vdash n} \prod_{i=1}^{\Delta} \psi_{R_i}(\Delta) \frac{z_\Delta}{z_\Delta}
\]

(13)

\(\psi_R(\Delta)\) is the character of the symmetric group \(S_n\), and \(z_\Delta\) is the standard symmetric factor of the Young diagram \(\Delta\) (order of the automorphism) \cite{29}. In the case of \(r = 3\), \(C_{R_1, R_2, R_3}\) are the Clebsch-Gordan coefficients of the three irreducible representations \(R_1, R_2, R_3\) of the symmetric group.

### 2.3 Fermionic (RCM) and \(Q\)-Schur (HM) averages

One can substitute the bosonic matrices \(Z\) in \cite{54,71} by the complex rectangular matrices with Grassmann entries \(\Psi\). Then \cite{22} (see also the earlier result \cite{21})

\[
\int \text{Schur}_R[A \Psi B \Psi^t] e^{-tr \Psi \Psi^t} d^2\Psi = (-)^{|R|} \frac{\text{Schur}_R[-A] \cdot \text{Schur}_R[B]}{d_R}
\]

(14)

Surprisingly or not, a counterpart of this formula in the Hermitian case is not yet available. Instead, there is a counterpart of \cite{5} for the \(Q\)-Schur functions instead of the ordinary Schur functions, which are not available in the RCM case. There are reasons to expect that the \(Q\)-Schur functions are related to fermionic averages \cite{43}.
still at present the situation is that they arise in the RCM case only, while the $Q$-Schur formulas are available only in the Hermitian case. According to \[17\]

$$
\langle Q_R[X] \rangle := \int Q_R[X] e^{-\text{tr} X^2} dX = \begin{cases} 
\frac{Q_{R/2}(\text{Tr} \Lambda^{-k})Q_{R/2}(\delta_{k,1})}{Q_R(\delta_{k,1})} & \text{if } R_i \text{ are all even} \\
0 & \text{otherwise}
\end{cases} \tag{15}
$$

where $R/2$ denotes the Young diagram with all line lengths being half of those of $R$. This formula implies a very nice expansion for the partition function of the cubic (original) Kontsevich model:

$$
\int dX \exp \left( -\text{Tr} \sum_i x_i^4 - \text{Tr} X^2 \Lambda \right) = \sum_{R \in S_P} Q_R(\Lambda^{-1}) Q_R(\delta_{k,1}) \cdot Q_{2R}(\delta_{k,3}) \over 4^{|R|} \cdot Q_{2R}(\delta_{k,1}) \tag{16}
$$

where the sum goes over the strict partitions, i.e. partitions with all parts distinct.

### 3 Quantum deformations of the measure

#### 3.1 $\beta$-deformation

The previous consideration was formulated in terms of matrix integrals. Further generalizations often require the eigenvalue representation. That is, since the integral \(2\) involves only invariant combinations, traces of matrix powers, one can integrate over the angular variables (or, similarly, in \(11\)) and obtain (with a properly normalized measure) \[34\]

$$
\int \text{Schur}_R[X] e^{-\frac{1}{\beta} \text{tr} X^2} dX \sim \int_{\mathbb{R}^N} \text{Schur}_R(x) \Delta(x)^2 e^{-\frac{1}{\beta} \sum_i x_i^2} \prod_i dx_i \tag{17}
$$

where $\Delta(x) := \prod_{i<j} (x_i - x_j)$ is the Vandermonde determinant, $x_i$ are eigenvalues of the matrix $X$, and the Schur function in the integrand is a symmetric function of $x_i$, or a graded polynomial of $p_k := \sum_i x_i^k$: Schur$_R[X] = S_R(x) = S_R(p_k)$.

Similarly, one can integrate over the angular variables in the RCM, which gives rise to the linear exponential instead of the Gaussian measure, and to the integration contour $\mathbb{R}_{\geq 0}$ \[34,36\]. For the sake of definiteness, we assume that $N_1 \geq N_2$. Then,

$$
\int \text{Schur}_R[ZZ^\dagger] e^{-\beta_1 ZZ^\dagger} d^2Z \sim \int_{\mathbb{R}^N_{\geq 0}} \text{Schur}_R(x) x_i^{-N_1 - N_2} \Delta(x)^2 e^{-\sum_i x_i} \prod_i dx_i \tag{18}
$$

Now the natural deformation of \[17\] and \[18\] is to let the Vandermonde determinant enter with an arbitrary degree $2\beta$ (note that $\beta = 1/2$ describes the real matrix integral, and $\beta = 2$, the quaternion one). Then, the natural system of symmetric functions is, instead of the Schur functions, the Jack polynomials \[28\] $J_R$, and the superintegrability relation looks like \[14\]:

$$
\langle \text{Jack}_R \rangle := \int_{\mathbb{R}^N} \text{Jack}_R(x) \Delta(x)^{2\beta} e^{-\frac{\beta}{2} \sum_i x_i^2} \prod_i dx_i = \frac{\text{Jack}_R(\delta_{k,2}) \cdot \text{Jack}_R(N)}{\text{Jack}_R(\delta_{k,1})} \tag{19}
$$

Moreover, one can considered a little bit more general potential \[19\],

$$
\langle \text{Jack}_R \rangle := \int_{\mathbb{R}^N} \text{Jack}_R(x) \Delta(x)^{2\beta} e^{-\beta \mu \sum_i x_i^2} \sum_i x_i \prod_i dx_i = \frac{\text{Jack}_R(\mu \delta_{k,1} + \delta_{k,2}) \cdot \text{Jack}_R(N)}{\text{Jack}_R(\delta_{k,1})} \tag{20}
$$

One can definitely consider the case $\beta = 2$ in order to return to the Hermitian matrix model \(2\) with this more general potential.

Similarly, the superintegrability property in the complex model \(18\) is controlled by the formula \[19\]

$$
\langle \text{Jack}_R \rangle := \int_{\mathbb{C}^N_{\geq 0}} \text{Jack}_R(x) \Delta(x)^{2\beta} e^{-\beta \mu \sum_i x_i^2} \prod_i x_i^n dx_i = \frac{\text{Jack}_R(\beta^{-1}(n + 1) + N - 1) \cdot \text{Jack}_R(N)}{\text{Jack}_R(\mu \cdot \delta_{k,1})} \tag{21}
$$

The r.h.s. of this formula, indeed, reduces at $\beta = 1$, $n = N_1 - N_2$ and $\mu = 1$ to the r.h.s. of \[11\].
3.2 $q, t$-deformations

Further, two-parametric generalization naturally leads to the Macdonald polynomials substituting the Schur functions. This generalization introduces two parameters $q$ and $t = q^β$ and replaces both the Vandermonde determinant,

$$\Delta(x)^{2β} \to \prod_{i \neq j}^{N} \left( \frac{x_i \cdot q}{x_j \cdot q} \right)_{\infty}$$ (22)

and the Gaussian exponential

$$e^{-\frac{x^2}{2}} \to (q^2x^2; q)_{\infty}$$ (23)

or, even more generally,

$$e^{-\frac{x^2}{2}} \to (q^2x^2; q)_{\infty}$$ (24)

which reduces to $(q^2x^2; q)_{\infty}$ at $\xi_1 = -\xi_2 = 1$. Here $(z; q)_{\infty} := \prod_{i=0}^{\infty} (1 - zq^i)$ is the Pochhammer symbol.

With these definitions, the superintegrability relations survive [14][19]

$$\langle \text{Mac}_{R} \rangle := \prod_{i=1}^{N} \int_{-1}^{1} d_q x_i x_i^{\beta(N-1)} (q \xi_i x_i; q)_{\infty} (q \xi_2 x_i; q)_{\infty} \cdot \text{Mac}_R(x) \cdot \prod_{j \neq i} \left( \frac{x_j \cdot q}{x_i \cdot q} \right)_{\infty} = \frac{\text{Mac}_R \left\{ \frac{\xi_1 + \xi_2}{1 - t} \right\} \cdot \text{Mac}_R \left\{ \frac{1 - t^k}{1 - t^\beta} \right\}}{\text{Mac}_R \left\{ \frac{1 - t^k}{1 - t^\beta} \right\}}$$ (25)

where the integral is defined to be the Jackson integral [27]. Note that one can also consider further deformation of the RCM $\beta$-ensemble, (21) with $\xi_2 = 0$. Then, the superintegrability property is [19]

$$\langle \text{Mac}_{R} \rangle := \prod_{i=1}^{N} \int_{-1}^{1} d_q x_i x_i^{\beta(N-1)} (q \xi_2 x_i; q)_{\infty} \cdot \text{Mac}_R(x) \cdot \prod_{j \neq i} \left( \frac{x_j \cdot q}{x_i \cdot q} \right)_{\infty} = \frac{\text{Mac}_R \left\{ \frac{1 - q \xi_2 k}{1 - \xi_2 k} \right\} \cdot \text{Mac}_R \left\{ \frac{1 - t^k}{1 - t^\beta} \right\}}{\text{Mac}_R \left\{ \frac{1 - t^k}{1 - t^\beta} \right\}}$$ (26)

3.3 Tridiagonal model

There is another interesting manifestation of the superintegrability property [19], that is,

$$\prod_{i=1}^{N} \int_{-\infty}^{\infty} e^{-a_i^2/2} da_i \prod_{i=1}^{N-1} \int_{0}^{\infty} e^{-b_i^2/2} db_i \ J_R \{ p_k = \text{tr} \Phi^k \} = \beta \frac{\Delta^{(N)}}{\Delta^{(N-1)}} \cdot \frac{J_R \{ \delta_{k,2} \}}{J_R \{ \delta_{k,1} \}}$$ (27)

where the matrix $\Phi$ is tridiagonal:

$$\Phi = \begin{pmatrix}
a_1 & b_1 & 0 & 0 & \cdots \\
1 & a_2 & b_2 & 0 & \\
0 & 1 & a_3 & b_3 & \\
0 & 0 & 1 & a_4 & \\
& & & & \cdots \\
\end{pmatrix}$$ (28)

The origin of this formula is the connection of this tridiagonal model with the $\beta$-ensemble of the HM [35][40].

4 Non-Gaussian potential

One of the ways to deform matrix model is to vary the potential. In this section, we consider two examples of non-Gaussian potentials: the monomial of higher degree, and the square of logarithm, while the potential that is a sum of two logarithms is left for sec[5]
4.1 Monomial non-abelian potential

One can wonder what is the meaning, or, better, the generalization of the strange factor Schur\(_R\{\delta_{k,2}\}\) at the r.h.s. of (2). In order to see this, one can consider the potential which is a monomial of higher degree \(s\). According to \([11]\), the superintegrability relation in this case is

\[
\langle S_R \rangle_a := \int_{C_{s,a}^N} \text{Schur}_R[X] \cdot e^{-\frac{4\pi i}{s} X^s} dX = \text{Schur}_R\{\delta_{k,s}\} \cdot \prod_{(\alpha,\beta) \in R} [N + \alpha - \beta]_{s,0} \cdot [N + \alpha - \beta]_{s,a}
\]

for \(N = 0\) or \(a \mod s\)

Here we use the notation

\[
\langle [n] \rangle_{s,a} = n \text{ if } a = n \mod (s) \text{ and } 1 \text{ otherwise}
\]

Here \(C_{s,a}\) is a special star-like (closed) integration contour

\[
\int_{C_{s,a}} F(x) e^{-x^s/s} dx := \sum_{b=1}^s e^{-2\pi i (a-1)b/s} \cdot \int_0^\infty F(e^{2\pi ib/s} x) e^{-x^s/s} dx
\]

which picks up only the powers of \(x\), which are equal to \(a - 1 \mod s\), in particular,

\[
\int_{C_{s,a}} x^k e^{-x^s/s} dx = \delta^{(s)}_{k+1-a} \cdot \Gamma \left( \frac{k+1}{s} \right)
\]

\(\delta_k^{(s)}\) is defined to be 1 if \(k = 0 \mod s\) and to vanish otherwise. This makes the answer depending on an additional parameter \(a = 0, \ldots, s-1\). The r.h.s. of \((29)\) contains some factors \(N + j\) from \(\text{Schur}_R\{N\}\), \((2)\), that is, those with \(N + i = 0, a \mod (s)\), and, hence, its vanishing depends also on the value of \(N\). Note that if the condition \(N = 0\) or \(a \mod s\) is not satisfied, one cannot define the correlator by the condition \(\langle 1 \rangle = 1\) because of zeroes in the denominator.

4.2 Square of logarithm potential

Our next example is the potential which is a square of logarithm. The simplest way to deal with this model is to consider exponential change of variables: \(X \rightarrow e^X\). Then, one arrives at the Gaussian model again, however, with a different measure and the symmetric functions of \(e^X\) instead of \(X\). Let us make this substitution at the level of the eigenvalue model. Then, what happens is the trigonometric Vandermonde factor, and the superintegrability relations is

\[
\langle \text{Schur}_R \rangle := \int \text{Schur}_R(e^{x_i}) \cdot \prod_{i<j}^{N} \sinh^2 \frac{x_i - x_j}{2} \prod_{i=1}^{N} \exp \left( -\frac{x_i^2}{2g^2} \right) dx_i = A^{||R||} q^{2\pi R} \cdot \text{Schur}_R \left\{ \frac{A^k - A^{-k}}{q^k - q^{-k}} \right\}
\]

In fact, one can further deform the Vandermonde determinant, \((29)\), and to arrive at

\[
\langle \text{Schur}_R \rangle := \int \text{Schur}_R(e^{x_i/a}) \cdot \prod_{i<j}^{N} \sinh \frac{x_i - x_j}{2a} \sinh \left( \frac{x_i - x_j}{2b} \right) \prod_{i=1}^{N} \exp \left( -\frac{x_i^2}{2g^2} \right) dx_i =
\]

\[
= (A^{||R||} q^{2\pi R})^{b/a} \cdot \text{Schur}_R \left\{ \frac{A^k - A^{-k}}{q^k - q^{-k}} \right\}
\]

In these formulas, \(\pi_R = \sum_{(\mu,\nu) \in R} (\mu - \nu) = \frac{1}{2} \sum_{\lambda} \lambda \mu (\lambda + 1) + 1\), \(q := \exp \left( \frac{g^2}{2\pi^2} \right)\) and \(A := q^N\).

These formulas are not yet a trigonometric deformation of superintegrability, since the latter would involve symmetric functions of \(x_i\), not of \(e^{x_i}\).

5 Non-Gaussian potential: Logarithmic (Selberg) case

The case of logarithmic potential is distinguished in matrix models, because it can be interpreted either as a contribution of an additional zero-time \([31, 33]\) or as a quantum deformation. In this case, the ordinary integrability is only slightly modified, and the same can be (justly) expected about superintegrability. Therefore we consider this “simple” case separately.
5.1 Student’s distribution

The first example is an example of the simplest model with the logarithm potential. According to [20], in this case, the superintegrability formula looks like

\[
\langle \text{Schur}_R \rangle := \int \text{Schur}_R[X] \cdot \frac{dX}{\det(1 + X^2)^\alpha} = \frac{1}{P_R(\alpha, N)} \cdot \frac{\text{Schur}_R\{N\} \cdot \text{Schur}_R\{\delta_{k,2}\}}{\text{Schur}_R\{\delta_{k,1}\}}
\]

with

\[
P_R(\alpha, N) = \prod_{m=1}^{l_R} \prod_{i=1}^{\left\lfloor \frac{R_m + 4m + 2}{2} \right\rfloor} \left( 1 + 2(\alpha - N + i + \lceil m/2 \rceil) \right)
\]

The integral (35) is the HM. However, one can equally well consider the RCM average

\[
\int \text{Schur}_R[ZZ^\dagger] \cdot \frac{d^2Z}{\det(1 + ZZ^\dagger)^\alpha}
\]

which gives the same answer. In fact, until the refinement of the averages, the two models always coincide upon a proper change of the potential (and integration contours). Hence, we do not differ between them further.

5.2 Hermitian two-logarithm model

Instead of the Gaussian measure [22], one can consider the exponential of two logarithmic terms, which reduces, after integration over the angular variables to Selberg-type integrals [42], and the superintegrability in this case is given by the Kadell formulas [43]:

\[
\langle \text{Schur}_R \rangle := \prod_i \int_0^1 dx_i x_i^u (1 - x_i)^v \text{Schur}(x) \Delta(x)^2 = \frac{\text{Schur}_R\{N\} \cdot \text{Schur}_R\{u + N\}}{\text{Schur}_R\{u + v + 2N\}}
\]

Moreover, a similar form can be found for the Schur functions depending on inverse powers of \(x_i\): making a change of variables in the multiple integral, one obtains

\[
\langle \text{Schur}_R\{p_{-k}\} \rangle_{u,v,N} = \langle \text{Schur}_R\{p_k\} \rangle_{-u-v-2N,v,N}
\]

where \(p_{-k} := \sum_i x_i^{-k}\).

5.3 Two-logarithm \(\beta\)-ensemble

These formulas are again immediately deformed to the \(\beta\)-ensemble superintegrability with Jack polynomials being a proper system of symmetric functions. The average of the Jack polynomial [7, 43] is

\[
\langle \text{Jack}_R \rangle := \prod_i \int_0^1 dx_i x_i^u (1 - x_i)^v \text{Jack}_R(x) \Delta(x)^{2\beta} = \frac{\text{Jack}_R\{N\} \cdot \text{Jack}_R\{\beta^{-1}u + N + \beta^{-1} - 1\}}{\text{Jack}_R\{\beta^{-1}(u + v + 2) + 2N - 2\}}
\]

while relation (41) becomes

\[
\langle \text{Jack}_R\{p_{-k}\} \rangle_{u,v,N} = \langle \text{Jack}_R\{p_k\} \rangle_{-u-v+2(\beta-1)-2\beta,N,v,N}
\]

5.4 BGW model

By a proper limit from these formulas, one can get a specific unitary matrix model, which is related to the Brezin-Gross-Witten (BGW) model [36, 44, 45]. Again, in order to present the \(\beta\)-deformed case, one needs first to integrate over the angular variables and then to deform the degree of the Vandermonde determinant [45]. The superintegrability relation in this case looks like [7]

\[
\langle \text{Jack}_R \rangle := \prod_i \int_{|z_i|=1} \frac{dz_i}{z_i^\beta} \Delta(z)^{2\beta} \mu_{N+1-\beta^{-1}} \left\{ \sum_i z_i^k \right\} \text{Jack}_R(z) = \frac{\text{Jack}_R\{\delta_{k,1}\}^2}{\text{Jack}_R\{N - 1 + \beta^{-1}\}}
\]
where the function \( \mu_n \{ p_k \} \) is defined by another \( \beta \)-deformed unitary integral,

\[
\mu_n \{ p_k \} \bigg|_{p_k=\sum_i w_i^k} := \prod_i^n \int_{|w_i|=1} \frac{du_i}{w_i} \left| \Delta(w) \right|^{2\beta} e^{\beta \sum_i (w_i^+ + \psi_i w_i)}
\]

All other superintegrability formulas, which we discuss below are also extended to this case. However, since this model is obtained by a proper limit from model (40) [45], we do not write them down.

5.5 \( q, t \)-deformed two-logarithm model

As in the Gaussian case, the \( \beta \)-deformation of the superintegrability is immediately lifted to the \( q, t \)-deformation. The proper set of symmetric functions is the Macdonald polynomials, and the Selberg average of the Macdonald polynomial is [8, 28, 46]

\[
\langle \text{Mac}_R \rangle := \prod_{i=1}^N \int_0^1 d_q x_i x_i^{u+\beta(N-1)} \left( \frac{x_i, q}{q^u x_i, \overline{q}} \right) \cdot \text{Mac}_R(x) \cdot \prod_{i \neq j} \left( \frac{x_i, q}{x_j, \overline{q}} \right) = q^{\nu_R} \frac{\text{Mac}^*_{R} \{ t^N \} \cdot \text{Mac}^*_{R} \{ t^{N-1} q^{u+1} \}}{\text{Mac}^*_{R} \{ t^{2(N-1)} q^{u+u+2} \}}
\]

where \( |R| = \sum_i R_i \) is the size of the Young diagram \( R \), \( \nu_R := \sum_i (i-1)R_i \), and we denoted

\[
\text{Mac}^*_{R} \{ x \} := \text{Mac}_{R} \left\{ \frac{1-x^k}{1-t^k} \right\}
\]

6 Double correlators

6.1 Chiral correlator in RCM

It turns out that averages of the product of two symmetric functions of specifically correlated arguments are usually also equal to ratios of symmetric functions at special locus, i.e. superintegrability persists in these cases two. The only difference is that the average of one symmetric function is typically a ratio of two symmetric functions in the numerator and one, in the denominator, while the average of a product of two symmetric functions is typically ratio of two symmetric functions both in the numerator and in the denominator, with a factor. In this section we consider examples of these averages of products of two symmetric functions.

The very first example is given by a natural complement [6,28] of eq.(8):

\[
\left\langle \text{Schur}_R \{ AZ \} \cdot \text{Schur}_R \{ BZ^\dagger \} \right\rangle = \delta_{R,R'} \cdot \frac{\text{Schur}_R \{ AB \}}{\text{Schur}_R \{ \delta_{k,1} \}}
\]

which in no way reduces to [3]. In certain sense, it looks like a dual of [8], with left and right hand sides exchanged. Analogy is not full, because the matrices \( A \) and \( B \) are now rectangular, while \( A \) and \( B \) are square in [8].

6.2 Hermitian two-logarithm model

In the case of model [8], there are also superintegrability formulas for the products of two Schur functions [17]:

\[
\left\langle \text{Schur}_R \{ p_k + v \} \text{Schur}_P \{ p_k \} \right\rangle = C_{RP} \cdot \frac{\text{Schur}_R \{ v + N \} \text{Schur}_P \{ u + N \}}{\text{Schur}_R \{ N \} \text{Schur}_P \{ u + v + N \}}
\]

where

\[
C_{RP} = \frac{\prod_{i,j}^{N} (R_i - i + R_j - j)(P_i - i + P_j - j)}{\prod_{i,j}^{N}(u + v + 2N + 1 + R_i - i + P_j - j)}
\]

Another type of double correlators with the superintegrability property is [18]

\[
\left\langle \text{Schur}_R \{ p_k + v \} \text{Schur}_P \{ p_{-k} \} \right\rangle = G_{RP}(u + v + N) \cdot \text{Schur}_R \{ \delta_{k,1} \} \text{Schur}_P \{ \delta_{k,1} \} \cdot \frac{\text{Schur}_R \{ v + N \} \text{Schur}_P \{ N \}}{\text{Schur}_R \{ u + v + 2N \} \text{Schur}_P \{ -u \}}
\]

where we introduced the standard building block of Nekrasov functions

\[
G_{RP}(x) := \prod_{i,j \in R} (x + R_i - j + P_j^\dagger - i + 1) \prod_{i,j \in P} (x - P_i + j - 1 - R_j^\dagger + i)
\]

and \( R^\dagger \) denotes the conjugate Young diagram.
6.3 $\beta$-deformed two-logarithm model

The averages of product of the two Jack polynomials also can be found in the model \([40]\), and are \([47]\)

\[
\langle \text{Jack}_R\{p_k + \beta^{-1}(v + 1) - 1}\text{Jack}_P\{p_k\} \rangle = \frac{C_{\text{RP}}^J}{C_{00}} \cdot \frac{\text{Jack}_R\{\beta^{-1}(v + 1) + N - 1\}\text{Jack}_P\{\beta^{-1}(u + 1) + N - 1\}}{\text{Jack}_R\{N\}\text{Jack}_P\{\beta^{-1}(u + v + 2) + N - 2\}}
\]

(51)

with

\[
C_{\text{RP}}^J = \frac{\prod_{i<j}^N(R_i - \beta i + R_j - \beta j)(P_i - \beta i + P_j - \beta j)\beta}{\prod_{i,j}(u + v + 2\beta N + 2 + R_i - \beta i + P_j - \beta j - \beta)\beta}, \quad (x)_\beta := \frac{\Gamma(x + \beta)}{\Gamma(x)}
\]

(52)

and \([48]\)

\[
\langle \text{Jack}_R\{p_k + \beta^{-1}(v + 1) - 1\}\text{Jack}_P\{p_{-k}\} \rangle = G_{\text{RP}}^J(u + v + 1 + \beta(N - 1)) \cdot \text{Jack}_R\{\beta^{-1}\delta_{k,1}\}\text{Jack}_P\{\beta^{-1}\delta_{k,1}\} \times \frac{\text{Jack}_R\{\beta^{-1}(v + 1) + N - 1\}\text{Jack}_P\{\beta^{-1}N\}}{\text{Jack}_R\{\beta^{-1}(u + v + 2) + 2(N - 1)\}\text{Jack}_P\{\beta^{-1}u\}}
\]

(53)

with

\[
G_{\text{RP}}^J(x) := \prod_{i,j \in R}(x + R_i - j + \beta(P^\beta_j - i + 1)) \prod_{i,j \in P}(x - P_i + j - 1 - \beta(R^\beta_j - i))
\]

(54)

6.4 $q, t$-deformed two-logarithm model

At last, there are similar formulas for the double correlators in the model \([44]\) \([8]\):

\[
\langle \text{Mac}_R\left\{p_k - \frac{q^{\beta k} - t^k q^{-k}}{1 - t^k}\right\} \cdot \text{Mac}_P\{p_k\} \rangle = q^{|R||P|t^{|R|+v_P}} C_{\text{RP}}^M \cdot \frac{\text{Mac}_R^*\{t^{N-1}q^{v+1}\}\text{Mac}_P^*\{t^{N-1}q^{u+2}\}}{\text{Mac}_R^*\{t^N\}\text{Mac}_P^*\{t^{N-2}q^{u+v+2}\}}
\]

(55)

with

\[
C_{\text{RP}}^M = \frac{\prod_{i<j}^N(R_i - \beta i + R_j - \beta j)_{q,t}(P_i - \beta i + P_j - \beta j)_{q,t}}{\prod_{i,j}^N(u + v + 2\beta N + 2 + R_i - \beta i + P_j - \beta j - \beta)_{q,t}}, \quad (x)_{q,t} := \frac{(q^x; q)_\infty}{(q^x t; q)_\infty}
\]

(56)

7 Conclusion

To conclude, we reviewed the progress achieved in extending the superintegrability property in various directions. Despite unexpectedly slow, this progress is quite impressive: it is clear that the phenomenon is not accidental, and is reasonably general. The main advantage of our approach is a conceptual reference to some additional symmetry manifested by superintegrability, which, however, remains to be better explained and interpreted. Also important is relation to multi-diagonal formulas \([3]\) for Hurwitz $\tau$-functions \([9]\), which are getting more and more applications in different branches of mathematical physics. This direction originates from the Natanzon-Orlov generalization of \([10]\) \([22]\) \([32]\), it is rather new and deserves explaining more details than other subjects. We consider it in a separate paper \([49]\). We hope that this summary will attract more researchers into the field, which is relatively simple and does not require much of special knowledge. This would lead to new and faster progress, both conceptual and technical.
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