Spin-wave dynamics in the KCeS₂ delafossite: A theoretical description of powder inelastic-neutron-scattering data
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Layered rare-earth delafossites ARX₂ with R = Yb(III) or Ce(III) have received a lot of interest as potential hosts for a quantum spin-liquid ground state. Some systems of this family that show no long-range order down to the lowest measured temperatures, such as NaYbO₂, NaYbS₂, and NaYbSe₂, are presumed to be in a quantum spin-liquid state. However, other isostructural compounds are known to order antiferromagnetically at subkelvin temperatures. Among them, KCeS₂ exhibits stripe-zy magnetic order in the triangular-lattice planes that sets in below 400 mK. Here we investigate the spin-wave spectrum of this ordered phase with powder inelastic neutron scattering and describe it using a model Hamiltonian obtained from first-principles calculations based on the complete \( J, m \) multiplet description of the Ce sites with an anisotropic nearest-neighbor exchange interaction. Combing the current understanding of the exchange interaction in the systems with the effects of texturing in the powder, we have been able to model the inelastic neutron scattering spectrum with high fidelity.

I. INTRODUCTION

In the ongoing search for quantum materials, a key challenge is to find systems that exhibit strong correlations between electrons while the atomic structure supports competing interactions [1, 2]. For example, triangular 2D systems are naturally anisotropic and can host strongly non-Heisenberg or compasslike interactions [3, 4] that in certain antiferromagnetic systems are known to support quantum spin-liquid (QSL) ground states [5–17]. Compounds with the delafossite structure (ARX₂, with A–alkali metal, R–trivalent rare-earth metal, and X–chalcogen atom) form a family of magnetic systems with a potential to host multiple quantum phases including QSL or nontrivial magnetic orders whenever the R ion is magnetic [18–21]. A layered hexagonal structure shown in Fig. 1 (a), with magnetic layers composed of edge-sharing RX₆ polyhedra [Fig. 1(b)], provides an excellent platform for quantum-states design on a structurally perfect quasi-2D triangular lattice. In this research, the Ce³⁺ (4f⁵) and Yb³⁺ (4f¹⁰) are the ions of choice, as these Kramers cations produce a well-separated ground-state doublet (Kramers doublet, \(|K\rangle\)) in the electrostatic potential of the X₆ octahedron, from which the effective spin-\( \frac{1}{2} \) physics is expected.

In reality, however, the situation is more complex than that due to the mixed nature of the J state in these doublets, which may undermine the spin-1/2 approximation. For example, in the case of the CeS₆ polyhedron in KCeS₂ that is shown in Fig. 1(b), with \(|K\rangle = 0.96|\frac{1}{2}\rangle + 0.04|\frac{3}{2}\rangle \) [22], the magnetization density has a non-negligible anisotropy. In experiments, KCeS₂ develops magnetic order below ~400 mK already in zero field, according to specific-heat measurements [23] and neutron diffraction [22], whereas the isostructural Yb(III)-based systems NaYbO₂ [18, 24–27], NaYbS₂ [18, 19, 28], and NaYbSe₂ [18, 29–31] show no signs of magnetic ordering down to subkelvin temperatures, thus indicating that these delafossites may have QSL ground states. In some other Yb-based systems like CsYbSe₂ [32, 33] and KYbSe₂ [32, 34], weak magnetic peaks in the elastic channel were observed at ultralow temperatures, suggesting short-range spin correlations that fail to form truly long-range magnetic order in the absence of a magnetic field. The true nature of these ground states as approximants of a quantum spin liquid is being actively discussed [26, 29, 32–34].

The crystal structure of KCeS₂ is rhombohedral, described by the space group \( R̃3m \) [35]. The low-temperature ordered state in KCeS₂ is established below the Néel temperature \( T_N \approx 400 \) mK [23], and the magnetic structure was previously determined by us in Ref. [22] as stripe-zy AFM order with the propagation vector \( \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right) \) and spins aligned in the \( ab \)-plane. Understanding the spin-wave dynamics in the ordered state is crucial to extract information about the local anisotropy and exchange interactions [36, 37]. Ultimately, this should help us explain the differences between the magnetic ground states in rare-earth delafossites at the microscopic level, described by an effective magnetic Hamiltonian.

Fig. 1. (a) Delafossite ARX₂ atomic structure in the \( ac \)-plane with the \( A' \) and \( R^3+ \) cation sites indicated. (b) Top view of the R-layer forming a triangular lattice, with the RX₆ polyhedron highlighted. (c) On-site total moments and the 4f charge density isosurface in the stripe-zy AFM ordered state. (d) A sketch of the powder holder used in INS experiments, with the platelike microcrystals packed so that their \( c \)-axes point preferentially orthogonal to the \( z \)-axis of the lab frame, as we found in the work (see text for details).
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In this Letter, we combine powder inelastic neutron scattering (INS) with ab initio insights into the local anisotropy and interaction in the Ce-Ce pairs and formulate a model Hamiltonian of KCeS$_2$ capable of reproducing the essential features in the spin-wave spectrum.

II. EXPERIMENT

The phase-pure polycrystalline sample of KCeS$_2$ with a mass of 4.2 g was synthesized by the following procedure adapted from Masuda et al. [38]. Potassium carbonate (5528 mg, 40 mmol) and cerium dioxide (516.3 mg, 3 mmol) were mixed in a 13:1 molar ratio and thoroughly ground in an agate mortar under ambient conditions. The mixture was filled into a glassy carbon boat and placed in the middle of a ceramic tube in a tube furnace. After flushing the whole apparatus including a reservoir for carbon disulfide (CS$_2$) for 30 min with argon, we heated up the furnace within 3 h to the target temperature of 1050 °C. During this time an unloaded stream of argon (2 L/h) was maintained. While dwelling for one hour, the argon stream was increased to 6 L/h and bubbled through the reservoir with liquid CS$_2$ in order to carry CS$_2$ into the hot zone of the furnace. Subsequently the furnace cooled down within 6 h to 600 °C and after that freely without further control to room temperature under an unloaded argon stream, which was again reduced to 2 L/h. The solidified melt within the glassy carbon boat was dissolved in distilled water. Insoluble particles were filtered via paper and funnel and washed with ethanol. Carbon particles were removed by decantation. The sample was dried and stored in air. It consists of mainly small in-tergrown hexagonal platelets up to 10 µm in size, whereas some larger crystals with lateral dimensions up to 2 mm also occur occasionally. The sample quality was checked with powder x-ray diffraction. No additional peaks beside those of the KCeS$_2$ compound were found. As we observed that mechanical manipulations (such as pressing, grinding, etc.) fosters decomposition of KCeS$_2$ with the formation of the Ce$_2$O$_2$S phase, we avoided grinding the sample and used the as-synthesized powder in the neutron-scattering measurements to minimize the effects of surface oxidation in air. Also in the neutron-scattering measurements, this time we did not find any signatures of foreign phases, which indicates that the optimized synthesis process helped to suppress the oxysulphide impurity phase, Ce$_2$O$_2$S, which was previously reported in Ref. [22], below the detection limit.

Inelastic neutron scattering was measured using the cold-neutron disk chopper time-of-flight (TOF) spectrometer INS at ILL, France. To ensure proper thermal contact, the powder sample was placed in a thin-walled Cu container in the form of an annular cylinder with the inner radius of 10 mm and an outer radius of 15 mm. The sample container was cooled down to 0.2, 0.5, and 5 K using a dilution refrigerator. Because of the flat, plate-like shape of the crystallites in our powder, the distribution of their orientations was not uniform. The corresponding texturing of the powder had to be taken into account when analyzing the data, as described below.

The measurements were carried out with the incident neutron energy $E_i = 1.67$ meV at temperatures $T = 0.04$, 0.2, 0.5, and 5 K. Figure 2(a–d) shows powder-averaged INS spectra measured at these temperatures. The data taken below $T_N$, show a sharp spin-wave mode at low $|Q|$, centered at 0.34 meV in energy, with an intensity maximum near $Q = 0$. At higher $|Q|$, this mode disperses and splits into up to three distinct peaks. In Fig. 2(e), the spectrum integrated within $0.28 \text{ Å}^{-1} < |Q| < 0.43 \text{ Å}^{-1}$ shows a shoulder on the high-energy side of the main peak, whereas in the data integrated within $1.0 \text{ Å}^{-1} < |Q| < 1.3 \text{ Å}^{-1}$, presented in Fig. 2(f), this peak shifts to lower energies, and one can recognize three distinct peaks in the spectrum. A flat, almost momentum-independent intensity minimum around 0.18 meV can be seen in the color maps [Fig. 2(a, b)] and also in Fig. 2(f) as a dip in the integrated spectrum. All the mentioned features broaden considerably and then disappear above $T_N$, as can be seen in Figs. 2(c) and 2(d).

We would like to emphasize that this appearance of the powder-averaged spectrum is highly unusual in several respects. For a conventional Heisenberg antiferromagnet, one
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The phase-pure polycrystalline sample of KCeS$_2$ with a mass of 4.2 g was synthesized by the following procedure adapted from Masuda et al. [38]. Potassium carbonate (5528 mg, 40 mmol) and cerium dioxide (516.3 mg, 3 mmol) were mixed in a 13:1 molar ratio and thoroughly ground in an agate mortar under ambient conditions. The mixture was filled into a glassy carbon boat and placed in the middle of a ceramic tube in a tube furnace. After flushing the whole apparatus including a reservoir for carbon disulfide (CS$_2$) for 30 min with argon, we heated up the furnace within 3 h to the target temperature of 1050 °C. During this time an unloaded stream of argon (2 L/h) was maintained. While dwelling for one hour, the argon stream was increased to 6 L/h and bubbled through the reservoir with liquid CS$_2$ in order to carry CS$_2$ into the hot zone of the furnace. Subsequently the furnace cooled down within 6 h to 600 °C and after that freely without further control to room temperature under an unloaded argon stream, which was again reduced to 2 L/h. The solidified melt within the glassy carbon boat was dissolved in distilled water. Insoluble particles were filtered via paper and funnel and washed with ethanol. Carbon particles were removed by decantation. The sample was dried and stored in air. It consists of mainly small intergrown hexagonal platelets up to 10 µm in size, whereas some larger crystals with lateral dimensions up to 2 mm also occur occasionally. The sample quality was checked with powder x-ray diffraction. No additional peaks beside those of the KCeS$_2$ compound were found. As we observed that mechanical manipulations (such as pressing, grinding, etc.) fosters decomposition of KCeS$_2$ with the formation of the Ce$_2$O$_2$S phase, we avoided grinding the sample and used the as-synthesized powder in the neutron-scattering measurements to minimize the effects of surface oxidation in air. Also in the neutron-scattering measurements, this time we did not find any signatures of foreign phases, which indicates that the optimized synthesis process helped to suppress the oxysulphide impurity phase, Ce$_2$O$_2$S, which was previously reported in Ref. [22], below the detection limit.

Inelastic neutron scattering was measured using the cold-neutron disk chopper time-of-flight (TOF) spectrometer INS at ILL, France. To ensure proper thermal contact, the powder sample was placed in a thin-walled Cu container in the form of an annular cylinder with the inner radius of 10 mm and outer radius of 15 mm, so that it was distributed within the 2.5 mm gap between the cylinder walls and had a height of approximately 3 cm along the cylinder axis. The sample dimensions thus corresponded to the beam cross section, which was 0.43 Å$^2$. Presented in Fig. 2(f), this peak shifts to lower energies, and one can recognize three distinct peaks in the spectrum. A flat, almost momentum-independent intensity minimum around 0.18 meV can be seen in the color maps [Fig. 2(a, b)] and also in Fig. 2(f) as a dip in the integrated spectrum. All the mentioned features broaden considerably and then disappear above $T_N$, as can be seen in Figs. 2(c) and 2(d).

We would like to emphasize that this appearance of the powder-averaged spectrum is highly unusual in several respects. For a conventional Heisenberg antiferromagnet, one
expects an intensity maximum at the gapless Goldstone magnon mode that emanates from the ordering wave vector, and not at \( \mathbf{Q} = 0 \). This principle also holds in isostructural Yb-based delafossite compounds CsYbSe\(_2\) and KfYbSe\(_2\), for which spin-wave spectra measured on single crystals are available [33, 34]. Furthermore, in the mentioned compounds the spin-wave dispersion goes continuously in energy from zero all the way to the top of the magon band. We emphasize that powder-averaging such a spectrum cannot result in the spectrum we present here in Fig. 2 with an intensity maximum near \( \mathbf{Q} = 0 \) and a three-peak structure at higher near \( |\mathbf{Q}| \). This suggests a qualitative difference in the magnon spectrum of KCeS\(_2\) in contrast to the Yb-based delafossites, and this difference is established beyond doubt even in the powder-averaged spectrum.

### III. Modeling

Describing the low-energy powder INS spectrum from a theoretical standpoint is more involved than similar analysis of single-crystal data. The exchange interaction model is \textit{a priori} unknown, and even when some spin model is assumed and the problem converges to parameters fitting, the fitting results may be generally less reliable than with single-crystal data. This problem is additionally aggravated if the powder sample is textured, so that the data no longer represent a uniform powder average in momentum space but have certain \( \mathbf{Q} \)-space directions over- or underrepresented in the average. Such texturing is expected for samples with a highly anisotropic shape of microcrystallites, and the anisotropic \( \mathbf{Q} \)-space sampling must be properly accounted for in the model. In our specific case of KCeS\(_2\), the platelike habitus of microcrystallites in the powder leads to the preferred orientation of \( c \)-axes in the horizontal direction, as illustrated schematically in Fig. 1(d). The same habitus was observed in the refinement of our neutron diffraction data published earlier in Ref. [22], even if the numerical value of the preferred orientation parameter may differ in our present TOF dataset due to the different shape of the sample container.

We have already combined the DFT level of theory and \textit{ab initio} modeling in an earlier publication [22] to recover the local electronic structure of the \( ^2F_{7/2} \) multiplet, so that it reproduces the experimental CEF excitations and their INS cross-sections. Furthermore, we have introduced an \textit{ab initio} scheme capable of estimating exchange parameters for model interaction Hamiltonian in the \( |J_1, m_{J_1}; J_2, m_{J_2}\rangle \) basis:

\[
\hat{\mathcal{H}}_M = \hat{\mathcal{H}}_{\text{CF}}(B^\perp_q) + \hat{\mathcal{H}}_{\text{CF}}(B^\perp_q) - 2 \sum_{\alpha \beta} J_{ab} \hat{J}_\alpha \hat{J}_\beta, \tag{1}
\]

where \( \hat{\mathcal{H}}_{\text{CF}}(B^\perp_q) \) and \( \hat{\mathcal{H}}_{\text{CF}}(B^\perp_q) \) are crystal-field Hamiltonians for Ce sites, and \( J_{ab} \) is the generalized coupling tensor.

Here we shortly recount the main steps and findings of the procedure. First, we used the dimer model for the \([\text{Ce}_2\text{S}_{10}]^{36+}\) cluster shown in Fig. 3 to compute the full electronic structure with spin-orbit coupling (SOC) for CASSCF(2,14)/ANORCC-VDZP/RASSI/50 using OPENMOCAS code [39, 40]. With system \( [4f^1, 4f^2] \) in active space, the reference space of the problem can be limited to AFM systems only with spin multiplicity \( M = 2S + 1 = 1 \) and 105 roots or combined with the FM state with \( M = 3 \) and additional 91 roots. In this work, we optimized all 196 spin-free states and used all of them in the states interaction problem with the spin-orbit Hamiltonian. The ground-state natural spin density is shown in Fig. 3(a). In the second step, we used Hamiltonian Eq. 1 to fit the \( J_{ab} \) values to reassemble the maximally close the SOC structure obtained in the \textit{ab initio} run.

When in pair, with the Ce multiplet \( ^2F_{7/2} \) and the total momentum of \( J = 5/2 \), the Ce-Ce system has Hamiltonian dimensionality \( 36 \times 36 \) on the \( |J_1, m_{J_1}; J_2, m_{J_2}\rangle \) basis. Therefore, only the energies of 36 SOC states are of interest from the complete list of 378 states of the \textit{ab initio} problem. Without any constraints, the dimmer system prefers an AFM ground state with the first excited quasi-doublet within \( \sim 0.4 \) meV followed by another singlet with excitation energy of 0.8 meV and the next quasi-doublet at 5.2 meV (Table I). The state compositions are consistent with expectation for the AFM solution, but the states are heavily mixed in the \( m_{J_1} \)-basis.

After the best fit is established using the PHI program [41], the values of the matrix (in meV)

\[
J_{ab} = \begin{pmatrix}
-0.027 & 0.000 & -0.028 \\
0.000 & -0.027 & 0.002 \\
-0.028 & 0.002 & -0.160
\end{pmatrix}
\tag{2}
\]

were further used to formulate the Hamiltonian for the periodic system, taking into account the on-site \( C_3 \) symmetry [37]. The coupling parameters were employed in the McPhase [42] program for the dispersion modeling. We have reported previously, that these couplings would predict a correct order in the \textit{ab plane} [22].

Nonetheless, the predicted energy scale for the exchange state (spin-orbit coupling \( D_1 \) state at 0.42 meV, Table I) appears to be off by approximately 25% compared to the experimental value (spin-wave mode energy at low \( |\mathbf{Q}| \), centered around 0.34 meV in Fig. 2). The need for a similar scaling level has been found in other theoretical research at the \textit{ab initio} level of theory [43]. Using the scaled J-tensor \( J_{xx} = J_{yy} = -0.020 \) meV, \( J_{zz} = -0.021 \) meV, we can recover the spin-wave dispersion along high-symmetry lines as shown in Fig. 3(b). We observe two modes with very different dipole transition moments. A minimum in the dispersion is found at the \( M' \) point, consistently with the in-plane projection of the ordering vector at which the Goldstone mode would be expected in the absence of spin anisotropy. The calculation predicts a significant anisotropy gap at this point and a small splitting between the two spin-wave modes due to states mixing. The

\[\text{Table I. Energies and compositions of the six lowest} \text{\footnote{1According to the model Hamiltonian, these states may be true singlets as indicated by their composition.}} \text{\footnote{SOC is given per unit cell, i.e. scaled per two Ce atoms and per six contacts within the nearest-neighbor model.}}\text{\footnote{State SOC (meV) Model States composition, main component}}\]

| State | SOC (meV) | Model | States composition, main component |
|-------|-----------|-------|-----------------------------------|
| \( S_1 \) | 0.00 | | 0.43(|+1/2;−1/2⟩ + |−1/2;+1/2⟩) |
| \( D_1 \) | 0.42 | 0.42 | 0.37(|−1/2;−1/2⟩ + |+1/2;+1/2⟩) |
| \( D'_1 \) | 0.43 | 0.43 | 0.38(|−1/2;−1/2⟩ + |+1/2;+1/2⟩) |
| \( S'_2 \) | 0.86 | 0.85 | 0.39(|+1/2;−1/2⟩ + |−1/2;+1/2⟩) |
| \( D''_2 \) | 4.43 | 3.64 | 0.11(|+1/2;−3/2⟩ + |−1/2;+3/2⟩) |
| \( D''_2 \) | 4.44 | 3.90 | 0.18(|+1/2;−3/2⟩ + |−1/2;+3/2⟩) |
Fig. 3. (a) Top view of the $\text{[Ce}_2\text{S}_{10}]$ system considered in the dimer modeling at the CASSCF(2,14)/ANO-RCC-VDZP level, with isosurfaces of the natural spin density for the ground state. (b) Computed dispersion of the spin waves along the high-symmetry lines ($\Gamma$–$M$–$M'$–$\Gamma$), with the line thickness and color saturation proportional to $I_{dip}$. Here $M'$ denotes the $M$ point spontaneously chosen as the magnetic ordering vector in the $ab$ plane. (c) Theoretical INS powder spectra for the different values of aspect ratios ($ar = 0.1, 1.0, 5.0$ and $10.0$). The bottom row of panels shows the corresponding momentum-integrated spectra taken in the $|Q|$ windows $R_1 = [0.28, 0.43] \ \text{Å}^{-1}$ and $R_2 = [1.0, 1.3] \ \text{Å}^{-1}$.

The higher-energy mode has vanishing intensity elsewhere in the Brillouin zone except in the vicinity of the $M'$ point.

Finally, to reach better agreement of our model with the experimental powder neutron data, we have to account for the powder texturing in our sample when powder-averaging the calculated spin-wave spectrum. Because of the plate-like shape of the crystallites in the powder, their orientation tends to acquire an anisotropic distribution with partially co-aligned $c$-axes. Because the spectrometer is not surrounded with detectors from all sides but rather collects scattered neutrons within a horizontal slab, such an anisotropic distribution of crystallites in the powder will result in over-counting of the magnon bands from those $Q$-space directions that are preferentially oriented in the horizontal plane and undercounting of those that point preferentially in the vertical direction.

To include the effect of texturing into our model, we assume that the distribution of crystallite orientation in the powder takes the form of a spheroid, which is isotropic in the $ab$-plane and can be either oblate or prolate along the $c$-axis. Because of the cylindrically symmetric shape of the sample container (see Fig. 1), it is natural to assume that the symmetry axis of the spheroid is vertical, i.e. parallel to that of the annular cylinder. This way, the texturing can be described by a simple parameter — the aspect ratio ($ar$) of the ellipsoid, defined as the ratio of its $c$-axis and $a$-axis. Therefore, an isotropic powder with no texturing would correspond in this model to $ar = 1$. The values $ar < 1$ (an oblate spheroid) correspond to the preferentially horizontal orientation of plate-like crystallites, with their $c$-axis pointing vertically along the $z$-axis in the lab frame, whereas $ar > 1$ (prolate spheroid) implies that the crystallites stand on their edges and align parallel to the walls of the sample container.
with the preferential orientation of the $c$-axes orthogonal to the $z$-axis. As a function of spherical angles ($\phi, \theta$), the probability density function (PDF) representing the weights in $Q$-space takes the form

$$\text{PDF}(\theta, ar) = \frac{3 ar^{2/3}}{4\pi \sqrt{\cos^2 \theta + ar^2 \sin^2 \theta}}.$$ 

where the azimuthal angle $\theta$ is measured from the $Q_z$-axis. Consequently, $ar < 1$ would suppress the contribution to the powder average from the regions of $Q$-space with a large $Q_z$ component and enhance those from the vicinity of the $Q_xQ_y$ plane, whereas $ar > 1$, on the contrary, would enhance the out-of-plane contribution and suppress the in-plane contribution.

Figure 3(c) shows the computed powder-averaged INS spectra with $Q$-space sampling weights according to PDFs with $ar = 0.1, 1.0, 5.0$, and $10.0$. With the preferential sampling along $Q_y$ at large $ar$, a flat nondispersive feature develops in the spectrum at $\sim 0.38$ meV. It is naturally explained by the spin-wave contributions from the vicinity of the $(00Q_z)$ direction in reciprocal space, as there is no dispersion because of the purely 2D character of our model.

The other spin-wave branch, which disperses downward from the $\Gamma$-point, originates from the in-plane contributions in the vicinity of the $Q_xQ_y$-plane in $Q$-space. There is a clear resemblance of these results with the experimental spectrum in Fig. 2(a), which also shows one flat feature and another dispersive peak that both emanate from $\sim 0.38$ meV at the $\Gamma$ point. The best agreement is achieved for $ar \gg 1$, with $ar$ up to 10.0 being plausible when considering the highly platelike shape of the crystallites.

The intensity minimum seen in the experimental data around 0.18 meV can also be well reproduced by the model. This apparent gap in the powder-averaged spectrum appears between the flat feature extending from the weaker 0.2 meV magnon at the $\Gamma$ point due to oversampling along the $c$-axis and a low-energy peak that originates from the bottom of the magnon band at $\sim 0.1$ meV near the $M'$-point.

The less intense 0.2 meV magnon at the $\Gamma$ point, suggested by our calculations, is not observed in the experimental data at low $|Q|$, and it is open for interpretation of the experimental INS. The integrated INS spectra Fig. 2(e) within the window at small $|Q|$ has a signal at these energies. Although, admittedly, theory predicts a much stronger signal in relation to the main feature at 0.35 meV, as one can see in the integrated spectra in Fig. 3(c). Nevertheless, these allow the conclusion that our model recovers all pronounced features of experimental spectra and explains their qualitative differences from the magnon spectra of Yb-based delafosサイト materials. Some quantitative differences between the experimental data and the model can be due to the fact that we constrained our model to a single two-dimensional layer with only nearest-neighbor interactions and used a simple single-parameter approximation to describe the preferential domain distribution in the powder sample, which in reality can be more complex.

In summary, we presented a detailed study of the spin-wave spectrum in the magnetically ordered phase of KCeS$_2$ with powder inelast neutron scattering. Based on well-resolved experimental data and sophisticated theoretical modeling supported by ab initio derived exchange interactions and powder texturing effects, it was possible to rationalize the observed anomalies in the INS spectra and confirm that the spin model of KCeS$_2$ involves strongly anisotropic non-Heisenberg nearest-neighbor exchange interactions with $J_z \gg J_{xx} = J_{yy}$.
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