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ABSTRACT. In this paper we propose and analyze a finite difference numerical scheme for the Poisson-Nernst-Planck equation (PNP) system. To understand the energy structure of the PNP model, we make use of the Energetic Variational Approach (EnVarA), so that the PNP system could be reformulated as a non-constant mobility $H^{-1}$ gradient flow, with singular logarithmic energy potentials involved. To ensure the unique solvability and energy stability, the mobility function is explicitly treated, while both the logarithmic and the electric potential diffusion terms are treated implicitly, due to the convex nature of these two energy functional parts. The positivity-preserving property for both concentrations, $n$ and $p$, is established at a theoretical level. This is based on the subtle fact that the singular nature of the logarithmic term around the value of 0 prevents the numerical solution reaching the singular value, so that the numerical scheme is always well-defined. In addition, an optimal rate convergence analysis is provided in this work, in which many highly non-standard estimates have to be involved, due to the nonlinear parabolic coefficients. The higher order asymptotic expansion (up to third order temporal accuracy and fourth order spatial accuracy), the rough error estimate (to establish the $\ell^\infty$ bound for $n$ and $p$), and the refined error estimate have to be carried out to accomplish such a convergence result. In our knowledge, this work will be the first to combine the following three theoretical properties for a numerical scheme for the PNP system: (i) unique solvability and positivity, (ii) energy stability, and (iii) optimal rate convergence. A few numerical results are also presented in this article, which demonstrates the robustness of the proposed numerical scheme.
1. Introduction

We consider the two-particle Poisson-Nernst-Planck (PNP) system of equations

\begin{align}
\partial_t n &= D_n \Delta n - \frac{z_0 e_0}{k_B \theta_0} \nabla \cdot (D_n n \nabla \phi), \\
\partial_t p &= D_p \Delta p + \frac{z_0 e_0}{k_B \theta_0} \nabla \cdot (D_p p \nabla \phi), \\
-\varepsilon \Delta \phi &= z_0 e_0 (p - n) + \rho^f,
\end{align}

where \( k_B \) is the Boltzmann constant; \( \theta_0 \) is the absolute temperature; \( n \) and \( p \) are the concentrations of negatively and positively charged ions, respectively; \( \varepsilon \) is the dielectric coefficient of the solution; \( z_0 \) is valence of ions; \( e_0 \) is the charge of an electron; \( \phi \) is the electric potential; and \( D_n \) and \( D_p \) are diffusion/mobility coefficients. Boundary conditions are very important for PNP systems and must be handled carefully \[17\]. However, we will assume periodic boundary conditions in this work for simplicity of presentation. The analysis could be extended to more complicated, more physical boundary conditions. In addition, for simplicity of presentation in the theoretical analysis, we assume that source term, \( \rho^f \), associated to the background fixed charge density, vanishes everywhere. The extension to a non-zero source term is straightforward.

The PNP system is one of the most extensively studied models for the transport of charged particles in many physical and biological problems, including free electrons in semiconductors \[28,35,36\]; fuel cells \[40,43\]; ionic particles in electrokinetic fluids \[3,27,34\]; phase separation and polarization for ionic liquids \[19\]; and ion channels in cell membranes \[2,15,41\]. The Energetic Variational Approach (EnVarA) \[14\] shows that the PNP system is the gradient flow with respect to a particular free energy. In more detail, the free energy functional of a two-particle mixture may be formulated as

\begin{equation}
E(n,p) = \int_\Omega \left\{ k_B \theta_0 \left( n \ln \frac{n}{n_0} + p \ln \frac{p}{p_0} \right) \right\} \, dx + \frac{z_0^2 e_0^2}{2 \varepsilon} \| n - p \|_{H^{-1}}^2,
\end{equation}

under the assumption that \( n - p \) is of mean zero, where \( n_0 \) and \( p_0 \) are reference concentrations. The \( H^{-1} \) norm is defined via

\[ \| f \|_{H^{-1}} := \sqrt{(f,f)_{H^{-1}}}, \]

where

\[ (f,g)_{H^{-1}} := (\nabla \psi_f, \nabla \psi_g)_{L^2}, \]

and \( \psi_f \in H^1_{\text{per}}(\Omega) := H^1_{\text{per}}(\Omega) \cap L^2(\Omega) \) is the solution to

\[-\Delta \psi_f = f \in L^2(\Omega) := \{ f \in L^2(\Omega) \mid (f,1)_{L^2} = 0 \}.
\]

Formally, then

\[ \| f \|^2_{H^{-1}} = (f,(-\Delta)^{-1} f)_{L^2}. \]

The PNP system \((1.1)-(1.3)\) is the following \( H^{-1} \)-like gradient flow:

\begin{align}
\partial_t n &= \nabla \cdot \left( D_n \frac{n \nabla \mu_n}{k_B \theta_0} \right), \\
\partial_t p &= \nabla \cdot \left( D_p \frac{p \nabla \mu_p}{k_B \theta_0} \right),
\end{align}

where $\mu_n$ and $\mu_p$ are chemical potentials given by

\begin{align}
\mu_n & := \delta_n E = k_B \theta_0 (\ln \frac{n}{n_0} + 1) + \frac{z_0^2 \epsilon_0^2}{\varepsilon} (-\Delta)^{-1} (n - p) = k_B \theta_0 (\ln \frac{n}{n_0} + 1) - z_0 e_0 \phi, \\
\mu_p & := \delta_p E = k_B \theta_0 (\ln \frac{p}{p_0} + 1) + \frac{z_0^2 \epsilon_0^2}{\varepsilon} (-\Delta)^{-1} (p - n) = k_B \theta_0 (\ln \frac{p}{p_0} + 1) + z_0 e_0 \phi,
\end{align}

and $\phi$ is the periodic and mean-zero solution to

$$-\varepsilon \Delta \phi = z_0 e_0 (p - n).$$

Of course, for the system to make sense, we require that the initial data satisfy

$$\frac{1}{|\Omega|} \int_\Omega n(x,0) \, dx = \frac{1}{|\Omega|} \int_\Omega p(x,0) \, dx > 0.$$

Notice that non-constant coefficient mobility functions are involved in the formulated gradient flow.

It is clear that the PDE solutions are conserved, positive (in the sense that $n,p > 0$, point-wise) and energy dissipative. There are a number of papers describing numerical methods for the PNP system. However, the theoretical analysis for numerical approximations turns out to be very challenging, in particular for those based on the EnVarA formulation. First, the positivity of $n$ and $p$ have to be enforced to make the numerical scheme well-defined in the EnVarA formulation. Some existing works have reported a positivity-preserving analysis [7,8,17,25,26,30,32,17], while many of these analyses come from the maximum principle argument, instead of in the variational framework. Second, the energy stability has also played a central role in the study of gradient flows. Such a stability analysis has appeared in a few existing numerical works [16,33,37], while the unique solvability and positivity-preserving analysis have been missing. Furthermore, there have been a few existing works for the convergence analysis [6,18,42,48], while these convergence estimates have been based on the perfect Laplacian operator structure for $n$ and $p$, instead of the $H^{-1}$ gradient flow structure, so that the energy estimate is not available. Many other numerical schemes have been reported [24,37,39,41,49,57]. However, no existing work has combined the following three theoretical features in the numerical analyses: (i) unique solvability/positivity-preserving property, (ii) energy stability in the variational framework, and (iii) optimal rate convergence analysis.

In this paper we construct and analyze a finite difference numerical scheme, which preserves all three important theoretical features. For the energy stability property, the numerical scheme has to be based on the variational structure of the original PNP system. The mobility function is explicitly updated in the scheme to enforce the strictly elliptic nature of the operator associated with the temporal derivative part in the $H^{-1}$ gradient flow. For the chemical potential part, all the terms are treated implicitly, because of the convex nature of both the logarithmic and the electric potential diffusion energy parts (in terms of $n$ and $p$). Moreover, the positivity-preserving property, for both $n$ and $p$, will be theoretically established. Such an analysis is based on the fact that the numerical solution is equivalent to the minimization of the numerical energy functional, and the singular nature of the logarithmic term around the value of 0 prevents the numerical solution reaching a
singular value. As a result, the numerical scheme is always well-defined, and the unique solvability analysis results from the convex nature of the implicit parts in the scheme. Such a technique has been successfully applied to the Cahn-Hilliard model [4,9,10], while its application to the PNP system will involve more subtle details, due to the non-constant mobility. Furthermore, the energy stability comes directly from the corresponding convexity analysis, combined with the positivity of the mobility functions.

We provide an optimal rate convergence analysis for the proposed numerical scheme. The variational structure and the non-constant mobility make this analysis highly challenging, especially when compared with existing convergence estimates in [6,42,48], wherein a perfect Laplacian operator is kept intact. To overcome such a well-known difficulty, several highly non-standard estimates have to be introduced, due to the nonlinear parabolic coefficients. The higher order asymptotic expansion, up to the third order temporal accuracy and fourth order spatial accuracy, has to be performed with a careful linearization technique. Such a higher order asymptotic expansion enables one to obtain a rough error estimate, so that to the $\ell^\infty$ bound for $n$ and $p$ could be derived. This $\ell^\infty$ estimate yields the upper and lower bounds of the two variables, and these bounds play a crucial role in the subsequent analysis. Finally, the refined error estimate is carried out to accomplish the desired convergence result. To our knowledge, it will be the first work to combine three theoretical properties for any numerical scheme for the PNP system: unique solvability/positivity-preserving, energy stability, and optimal rate convergence analysis.

The rest of the article is organized as follows. In Section 2 we propose the fully discrete numerical scheme. The detailed proof for the positivity-preserving property of the numerical solution is provided in Section 3, and the energy stability analysis is established in Section 4. The optimal rate convergence analysis is presented in Section 5. Some numerical results are provided in Section 6. Finally, the concluding remarks are given in Section 7.

2. The fully discrete numerical scheme

2.1. Nondimensionalization. We introduce the dimensionless dependent variables $\hat{n} := n/n_0$, $\hat{p} := p/p_0$, with $c_0 = n_0 = p_0$, and $\hat{\phi} := \phi/\phi_0$, with

$$\phi_0 = \frac{k_B \theta_0}{z_0 e_0}.$$ 

We use the dimensionless independent variables $\hat{x} := x/L$ and $\hat{t} := t/T$, with

$$L = \sqrt{\frac{\varepsilon k_B \theta_0}{(z_0 e_0)^2 c_0}} \quad \text{and} \quad T = \frac{L^2}{D_n}.$$ 

Define $\hat{D} := D_p/D_n$. Then the dimensionless dynamical equations may be written (after dropping the hats on the parameters and variables) as

\begin{align*}
\partial_t n &= \nabla \cdot (\nabla n - n \nabla \phi), \\
\partial_t p &= D \nabla \cdot (\nabla p + p \nabla \phi), \\
-\Delta \phi &= p - n.
\end{align*}
This system dissipates the dimensionless energy
\begin{equation}
E(n,p) = \int_{\Omega} \left\{ n \ln n + p \ln p + \frac{1}{2} (n - p) (-\Delta)^{-1} (n - p) \right\} \, dx,
\end{equation}
and may be viewed as the following conserved gradient flow:
\begin{equation}
\partial_t n = \nabla \cdot (n \nabla \mu_n), \quad \partial_t p = D \nabla \cdot (p \nabla \mu_p),
\end{equation}
where \(\mu_n\) and \(\mu_p\) are the dimensionless chemical potentials given by
\begin{align}
\mu_n &:= \delta_n E = \ln n + 1 + (-\Delta)^{-1} (n - p) = \ln n + 1 - \phi, \\
\mu_p &:= \delta_p E = \ln p + 1 + (-\Delta)^{-1} (p - n) = \ln p + 1 + \phi,
\end{align}
and \(\phi\) is the periodic solution to
\[-\Delta \phi = p - n.\]
Consequently, the energy is dissipated at the rate
\[d_t E = - \int_{\Omega} \left\{ n |\nabla \mu_n|^2 + D p |\nabla \mu_p|^2 \right\} \, dx \leq 0.\]

### 2.2. The finite difference spatial discretization

We use the notation and results for some discrete functions and operators from [23, 55, 56]. Let \(\Omega = (-L_x, L_x) \times (-L_y, L_y) \times (-L_z, L_z)\), where for simplicity, we assume \(L_x = L_y = L_z =: L > 0\). Let \(N \in \mathbb{N}\) be given, and define the grid spacing \(h := \frac{L}{N}\), i.e., a uniform spatial mesh size is taken for simplicity of presentation. We define the following two uniform, infinite grids with grid spacing \(h > 0\): \(E := \{p_{i+1/2} | i \in \mathbb{Z}\}, C := \{p_i | i \in \mathbb{Z}\}\), where \(p_i = p(i) := (i - 1/2) \cdot h\). Consider the following 3-D discrete \(N^3\)-periodic function spaces:
\[
C_{\text{per}} := \left\{ \nu : C \times C \times C \to \mathbb{R} \mid \nu_{i,j,k} = \nu_{i+\alpha N,j+\beta N,k+\gamma N}, \forall i, j, k, \alpha, \beta, \gamma \in \mathbb{Z} \right\},
\]
\[
E_{\text{per}} := \left\{ \nu : E \times E \times E \to \mathbb{R} \mid \nu_{i+1/2,j,k} = \nu_{i+1/2+\alpha N,j+\beta N,k+\gamma N}, \forall i, j, k, \alpha, \beta, \gamma \in \mathbb{Z} \right\},
\]
in which identification \(\nu_{i,j,k} = \nu(p_i,p_j,p_k)\) is taken. The spaces \(E_{\text{per}}^x\) and \(E_{\text{per}}^z\) are analogously defined. The functions of \(C_{\text{per}}\) are called cell centered functions. The functions of \(E_{\text{per}}^x\), \(E_{\text{per}}^y\), and \(E_{\text{per}}^z\), are called east-west, north-south, and up-down face-centered functions, respectively. We also define the mean zero space
\[
\tilde{C}_{\text{per}} := \left\{ \nu \in C_{\text{per}} \mid 0 = \overline{\nu} := \frac{1}{|\Omega|} \sum_{i,j,k=1}^{N} \nu_{i,j,k} \right\},
\]
and denote \(\tilde{E}_{\text{per}} := \tilde{E}_{\text{per}}^x \times \tilde{E}_{\text{per}}^y \times \tilde{E}_{\text{per}}^z\). In addition, we introduce the important average and difference operators on the spaces:
\[
A_x \nu_{i+1/2,j,k} := \frac{1}{2} (\nu_{i+1,j,k} + \nu_{i,j,k}), \quad D_x \nu_{i+1/2,j,k} := \frac{1}{h} (\nu_{i+1,j,k} - \nu_{i,j,k}),
\]
\[
A_y \nu_{i,j+1/2,k} := \frac{1}{2} (\nu_{i,j+1,k} + \nu_{i,j,k}), \quad D_y \nu_{i,j+1/2,k} := \frac{1}{h} (\nu_{i,j+1,k} - \nu_{i,j,k}),
\]
\[
A_z \nu_{i,j,k+1/2} := \frac{1}{2} (\nu_{i,j,k+1} + \nu_{i,j,k}), \quad D_z \nu_{i,j,k+1/2} := \frac{1}{h} (\nu_{i,j,k+1} - \nu_{i,j,k}),
\]
with $A_x, D_x : \mathcal{C}_{\text{per}} \to \mathcal{E}_{\text{per}}^x$, $A_y, D_y : \mathcal{C}_{\text{per}} \to \mathcal{E}_{\text{per}}^y$, $A_z, D_z : \mathcal{C}_{\text{per}} \to \mathcal{E}_{\text{per}}^z$. Likewise,

\[
  a_x \nu_{i,j,k} := \frac{1}{2} \nu_{i+1/2,j,k} + \nu_{i-1/2,j,k}, \quad d_x \nu_{i,j,k} := \frac{1}{h} \left( \nu_{i+1/2,j,k} - \nu_{i-1/2,j,k} \right),
\]

\[
  a_y \nu_{i,j,k} := \frac{1}{2} \nu_{i,j+1/2,k} + \nu_{i,j-1/2,k}, \quad d_y \nu_{i,j,k} := \frac{1}{h} \left( \nu_{i,j+1/2,k} - \nu_{i,j-1/2,k} \right),
\]

\[
  a_z \nu_{i,j,k} := \frac{1}{2} \nu_{i,j,k+1/2} + \nu_{i,j,k-1/2}, \quad d_z \nu_{i,j,k} := \frac{1}{h} \left( \nu_{i,j,k+1/2} - \nu_{i,j,k-1/2} \right),
\]

with $a_x, d_x : \mathcal{E}_{\text{per}}^x \to \mathcal{C}_{\text{per}}$, $a_y, d_y : \mathcal{E}_{\text{per}}^y \to \mathcal{C}_{\text{per}}$, and $a_z, d_z : \mathcal{E}_{\text{per}}^z \to \mathcal{C}_{\text{per}}$. The discrete gradient $\nabla_h : \mathcal{C}_{\text{per}} \to \mathcal{E}_{\text{per}}$ and the discrete divergence $\nabla_h^* : \mathcal{E}_{\text{per}} \to \mathcal{C}_{\text{per}}$ are given by

\[
  \nabla_h \nu_{i,j,k} = \left( D_x \nu_{i+1/2,j,k}, D_y \nu_{i,j+1/2,k}, D_z \nu_{i,j,k+1/2} \right),
\]

\[
  \nabla_h \cdot \vec{f}_{i,j,k} = d_x f^x_{i,j,k} + d_y f^y_{i,j,k} + d_z f^z_{i,j,k},
\]

where $\vec{f} = (f^x, f^y, f^z) \in \mathcal{E}_{\text{per}}$. The standard 3-D discrete Laplacian, $\Delta_h : \mathcal{C}_{\text{per}} \to \mathcal{C}_{\text{per}}$, becomes

\[
  \Delta_h \nu_{i,j,k} := \nabla_h \cdot \left( \nabla_h \nu \right)_{i,j,k} = d_x (D_x \nu)_{i,j,k} + d_y (D_y \nu)_{i,j,k} + d_z (D_z \nu)_{i,j,k}
\]

\[
  = \frac{1}{h^2} \left( \nu_{i+1,j,k} + \nu_{i-1,j,k} + \nu_{i,j+1,k} + \nu_{i,j-1,k} + \nu_{i,j,k+1} + \nu_{i,j,k-1} - 6 \nu_{i,j,k} \right).
\]

More generally, if $\mathcal{D}$ is a periodic scalar function that is defined at all of the face center points and $\vec{f} \in \mathcal{E}_{\text{per}}$, then $\nabla_h \vec{f} \in \mathcal{E}_{\text{per}}$, assuming point-wise multiplication, and we may define

\[
  \nabla_h \cdot (\mathcal{D} \vec{f})_{i,j,k} = d_x (\mathcal{D} f^x)_{i,j,k} + d_y (\mathcal{D} f^y)_{i,j,k} + d_z (\mathcal{D} f^z)_{i,j,k}.
\]

Specifically, if $\nu \in \mathcal{C}_{\text{per}}$, then $\nabla_h \cdot (\mathcal{D} \nabla_h \nu) : \mathcal{C}_{\text{per}} \to \mathcal{C}_{\text{per}}$ is defined point-wise via

\[
  \nabla_h \cdot (\mathcal{D} \nabla_h \nu)_{i,j,k} = d_x (\mathcal{D} D_x \nu)_{i,j,k} + d_y (\mathcal{D} D_y \nu)_{i,j,k} + d_z (\mathcal{D} D_z \nu)_{i,j,k}.
\]

In addition, the following grid inner products are defined:

\[
  \langle \nu, \xi \rangle := h^3 \sum_{i,j,k=1}^N \nu_{i,j,k} \xi_{i,j,k}, \quad \nu, \xi \in \mathcal{C}_{\text{per}}, \quad [\nu, \xi]_x := \langle a_x(\nu, \xi), 1 \rangle, \quad \nu, \xi \in \mathcal{E}_{\text{per}}^x,
\]

\[
  [\nu, \xi]_y := \langle a_y(\nu, \xi), 1 \rangle, \quad \nu, \xi \in \mathcal{E}_{\text{per}}^y, \quad [\nu, \xi]_z := \langle a_z(\nu, \xi), 1 \rangle, \quad \nu, \xi \in \mathcal{E}_{\text{per}}^z,
\]

\[
  [\vec{f}_1, \vec{f}_2] := [f^x_1, f^x_2]_x + [f^y_1, f^y_2]_y + [f^z_1, f^z_2]_z, \quad \vec{f}_i = (f^x_i, f^y_i, f^z_i) \in \mathcal{E}_{\text{per}}, \quad i = 1, 2.
\]

Subsequently, we define the following norms for cell-centered functions. If $\nu \in \mathcal{C}_{\text{per}}$, then $||\nu||_2 := \langle \nu, \nu \rangle$, $||\nu||_p := \langle \nu^p, 1 \rangle$, for $1 \leq p < \infty$, and $||\nu||_{\infty} := \max_{1 \leq i,j,k \leq N} |\nu_{i,j,k}|$. The gradient norms are introduced as follows:

\[
  ||\nabla_h \nu||_2^2 := ||\nabla_h \nu, \nabla_h \nu|| = [D_x \nu, D_x \nu]_x + [D_y \nu, D_y \nu]_y + [D_z \nu, D_z \nu]_z, \quad \forall \nu \in \mathcal{C}_{\text{per}};
\]

\[
  ||\nabla_h \nu||_p^2 := [||D_x \nu^p, 1||_x + ||D_y \nu^p, 1||_y + ||D_z \nu^p, 1||_z], \quad \forall \nu \in \mathcal{C}_{\text{per}}, \quad 1 \leq p < \infty.
\]

Higher order norms can be defined. For example,

\[
  ||\nu||_{H_h^2}^2 := ||\nu||_2^2 + ||\nabla_h \nu||_2^2, \quad ||\nu||_{H_h^2}^2 := ||\nu||_{H_h^2}^2 + ||\Delta_h \nu||_2^2, \quad \forall \nu \in \mathcal{C}_{\text{per}}.
\]

In addition, for any $f \in \mathcal{C}_{\text{per}}$ (so that $\vec{f} = 0$), its discrete inverse Laplacian is introduced as

\[
  \psi = (-\Delta_h)^{-1} f, \quad \text{if} \quad -\Delta_h \psi = f, \quad \text{and} \quad \overline{\psi} = 0.
\]
It is noticed that, the zero-average constraint for $\psi$, namely $\bar{\psi} = 0$, makes $(-\Delta_h)^{-1}f$ unique.

**Lemma 2.1** ([53][56]). Let $D$ be an arbitrary periodic, scalar function defined on all of the face center points. For any $\psi, \nu \in \mathcal{C}_{\text{per}}$ and any $\mathbf{f} \in \mathcal{E}_{\text{per}}$, the following summation-by-parts formulas are valid:

\begin{equation}
\langle \psi, \nabla_h \cdot \mathbf{f} \rangle = -[\nabla_h \psi, \mathbf{f}], \quad \langle \psi, \nabla_h \cdot (D\nabla_h \nu) \rangle = -[\nabla_h \psi, D\nabla_h \nu].
\end{equation}

### 2.3. The numerical scheme

For simplicity, we denote $(\mathcal{M}_n^{m})_{i,j,k} = n_{i,j,k}^{m}$, $(\mathcal{M}_p^{m})_{i,j,k} = Dp_{i,j,k}^{m}$, and introduce the following mobility function at the face-centered mesh points:

\begin{align}
(\hat{\mathcal{M}}_n^{m})_{i+1/2,j,k} & := A_x(\mathcal{M}_n^{m})_{i+1/2,j,k}, \\
(\hat{\mathcal{M}}_n^{m})_{i,j+1/2,k} & := A_y(\mathcal{M}_n^{m})_{i,j+1/2,k}, \\
(\hat{\mathcal{M}}_n^{m})_{i,j,k+1/2} & := A_z(\mathcal{M}_n^{m})_{i,j,k+1/2},
\end{align}

with similar definitions for $\hat{\mathcal{M}}_p^{m}$. We use the following semi-implicit scheme: given $n^{m}, p^{m} \in \mathcal{C}_{\text{per}}$, find $n^{m+1}, p^{m+1} \in \mathcal{C}_{\text{per}}$ such that

\begin{align}
\frac{n^{m+1} - n^{m}}{\Delta t} & = \nabla_h \cdot \left( \hat{\mathcal{M}}_n^{m} \nabla_h \mu_n^{m+1} \right), \\
\frac{p^{m+1} - p^{m}}{\Delta t} & = \nabla_h \cdot \left( \hat{\mathcal{M}}_p^{m} \nabla_h \mu_p^{m+1} \right),
\end{align}

\begin{align}
\mu_n^{m+1} & = \ln n^{m+1} + (-\Delta_h)^{-1}(n^{m+1} - p^{m+1}), \\
\mu_p^{m+1} & = \ln p^{m+1} + (-\Delta_h)^{-1}(p^{m+1} - n^{m+1}).
\end{align}

### 3. Positivity-preserving and unique solvability analyses

Recall the average operator: $\bar{\mathbf{f}} = \frac{1}{|\Omega|} \langle \mathbf{f}, 1 \rangle$. It is obvious that the numerical scheme (2.10)–(2.13) is mass conservative, so that

$$
\bar{n}^{m} = \bar{n}^{0} := \beta_0, \quad \bar{p}^{m} = \bar{p}^{0} := \beta_0, \quad \text{with} \quad 0 < \beta_0, \quad \forall m \geq 1.
$$

The following preliminary estimates, which are proved in the recent paper [4], are recalled. For any $\varphi \in \hat{\mathcal{C}}_{\text{per}}$, there exists a unique $\psi \in \hat{\mathcal{C}}_{\text{per}}$ that solves

\begin{equation}
\mathcal{L}_{\hat{\mathcal{M}}}(\psi) := -\nabla_h \cdot (\hat{\mathcal{M}} \nabla_h \psi) = \varphi.
\end{equation}

The following discrete norm may be defined:

\begin{equation}
\|\varphi\|_{\mathcal{L}_{\hat{\mathcal{M}}}^{-1}} = \sqrt{\langle \varphi, \mathcal{L}_{\hat{\mathcal{M}}}^{-1}(\varphi) \rangle}.
\end{equation}

If $\hat{\mathcal{M}} \equiv 1$, we have $\mathcal{L}_{\hat{\mathcal{M}}}(\psi) = -\Delta_h \psi$ and define

\begin{equation}
\|\varphi\|_{-1,h} = \sqrt{\langle \varphi, (-\Delta_h)^{-1}(\varphi) \rangle}.
\end{equation}

**Lemma 3.1** ([4]). Suppose that $\varphi^*, \tilde{\varphi} \in \hat{\mathcal{C}}_{\text{per}}$, with $\tilde{\varphi} - \varphi^* \in \hat{\mathcal{C}}_{\text{per}}$. Assume that $0 < \varphi^*_{i,j,k}, \tilde{\varphi}^*_{i,j,k} \leq M_h$, for all $1 \leq i, j, k \leq N$, where $M_h > 0$ may depend on $h$. The following estimate is valid:

\begin{equation}
\|(-\Delta_h)^{-1}(\tilde{\varphi} - \varphi^*)\|_{\infty} \leq \tilde{C}_1 M_h,
\end{equation}

where $\tilde{C}_1 > 0$ only depends on $\Omega$. 


Lemma 3.2 ([4]). Suppose that \( \varphi_1, \varphi_2 \in C_{\text{per}} \), with \( \varphi_1 - \varphi_2 \in \tilde{C}_{\text{per}} \). Assume that \( \| \varphi_1 \|_\infty, \| \varphi_2 \|_\infty \leq M_h \), and \( \tilde{M} \geq M_0 \) at a point-wise level, for some constant \( M_0 > 0 \) that is independent of \( h \). Then we have the following estimate:

\[
(3.5) \quad \left\| \mathcal{L}^{-1}_{\tilde{M}}(\varphi_1 - \varphi_2) \right\|_{\infty} \leq C_2 := \tilde{C}_2 M_0^{-1} h^{-1/2},
\]

where \( \tilde{C}_2 > 0 \) depends only upon \( M_h \) and \( \Omega \).

The positivity-preserving and unique solvability properties are established in Theorem 3.1.

Theorem 3.1. Given \( n^m, p^m \in C_{\text{per}} \), with \( 0 < n_{i,j,k}^m, p_{i,j,k}^m \leq N \), and \( n^m - p^m \in \tilde{C}_{\text{per}} \), there exists a unique solution \( (n^{m+1}, p^{m+1}) \in [C_{\text{per}}]^2 \) to the numerical scheme \((2.10)-(2.13)\), with \( 0 < n_{i,j,k}^{m+1}, p_{i,j,k}^{m+1} \leq N \) and \( n^{m+1} - p^{m+1} \in \tilde{C}_{\text{per}} \).

Proof. Suppose, as before, that \( \tilde{n} = \tilde{p} = 0 \). Define \( \nu^m := n^m - \nu_0 \) and \( \rho^m := p^m - \rho_0 \). The numerical solution of \((2.10)-(2.13)\) is equivalent to the minimization of the following discrete energy functional:

\[
J_h^m(\nu, \rho) = \frac{1}{2\Delta t} \left( \left\| \nu - \nu^m \right\|_{L_{\text{per}}^2}^2 + \left\| \rho - \rho^m \right\|_{L_{\text{per}}^2}^2 \right) + \left\langle (\nu + \nu_0) \ln(\nu + \nu_0) + (\rho + \rho_0) \ln(\rho + \rho_0), 1 \right\rangle + \frac{1}{2} \left\| \nu - \rho \right\|_{L_{\text{per}}^2}^2,
\]

over the admissible set

\[
A_h := \left\{ (\nu, \rho) \in \tilde{C}_{\text{per}} \bigg| 0 < \nu_{i,j,k} + \nu_0, \rho_{i,j,k} + \nu_0 < M_h, 1 \leq i, j, k \leq N \right\},
\]

where \( M_h := (\nu_0)^h/\Omega^h \). We observe that \( J_h^m(n, p) \) is a strictly convex function over this domain. Next, we prove that there exists a minimizer of \( J_h^m(n, p) \) over the domain \( A_h \).

Consider the following closed domain: for \( \delta > 0 \),

\[
A_{h,\delta} := \left\{ (\nu, \rho) \in \tilde{C}_{\text{per}} \bigg| 0 \leq \nu_{i,j,k} + \nu_0, \rho_{i,j,k} + \nu_0 \leq M_h - \delta, 1 \leq i, j, k \leq N \right\}.
\]

Since \( A_{h,\delta} \) is a compact set in the hyperplane \( H := \{ (\nu, \rho) | \nu = 0 \} \), there exists a (not necessarily unique) minimizer of \( J_h^m(\nu, \rho) \) over \( A_{h,\delta} \). The key point of the positivity analysis is that, such a minimizer could not occur at one of the boundary points (in \( H \)) if \( \delta \) is sufficiently small.

Let us suppose that the minimizer of \( J_h^m(\nu, \rho) \) occurs at a boundary point of \( A_{h,\delta} \). Without loss of generality, we assume the minimizer is \( (\nu_{i,j,k}^*, \rho_{i,j,k}^*) \), with \( \nu_{i,j,k}^* + \nu_0 = \delta \), at some grid point \((i_0, j_0, k_0)\). Suppose that \( \nu^* \) attains its maximum value at the point \((i_1, j_1, k_1)\). By the fact that \( \nu^* = 0 \), it is obvious that \( \nu_{i_1,j_1,k_1}^* \geq 0 \).

Consider the following directional derivative: for any \( \psi \in \tilde{C}_{\text{per}} \),

\[
d_s J_h^m(\nu^* + s\psi, \rho^*)_{s=0} = \frac{1}{\Delta t} \left\langle \mathcal{L}^{-1}_{\tilde{M}}(\nu^* - \nu^m), \psi \right\rangle + \left\langle \ln(\nu^* + \nu_0) + 1, \psi \right\rangle + \left\langle (-\Delta_h)^{-1}(\nu^* - \rho^*), \psi \right\rangle.
\]
Let us pick the direction \( \psi \in \mathcal{C}_{\text{per}} \), such that
\[
\psi_{i,j,k} = \delta_{i,i_0}\delta_{j,j_0}\delta_{k,k_0} - \delta_{i,i_1}\delta_{j,j_1}\delta_{k,k_1},
\]
where \( \delta_{k,\ell} \) is the Kronecker delta function. Then,
\[
\frac{1}{h^3} d_s J^m_h(\nu^* + s\psi, \rho^*)|_{s=0} = \ln \left( \frac{\nu^*_{i_0,j_0,k_0} + \beta_0}{\nu^*_{i_1,j_1,k_1} + \beta_0} \right) + (-\Delta h)^{-1}(\nu^* - \rho^*)_{i_0,j_0,k_0} - (-\Delta h)^{-1}(\nu^* - \rho^*)_{i_1,j_1,k_1} + \frac{1}{\Delta t} \left( \mathcal{L}_{\mathcal{M}^n}^{-1}(\nu^* - \nu^m)_{i_0,j_0,k_0} - \mathcal{L}_{\mathcal{M}^n}^{-1}(\nu^* - \nu^m)_{i_1,j_1,k_1} \right).
\tag{3.9}
\]
Because
\[
n^*_{i_0,j_0,k_0} = \nu^*_{i_0,j_0,k_0} + \beta_0 = \delta \quad \text{and} \quad n^*_{i_1,j_1,k_1} = \nu^*_{i_1,j_1,k_1} + \beta_0 \geq \beta_0,
\]
we have
\[
\ln \left( \frac{\nu^*_{i_0,j_0,k_0} + \beta_0}{\nu^*_{i_1,j_1,k_1} + \beta_0} \right) \leq \ln \frac{\delta}{\beta_0}.
\tag{3.10}
\]
For the third and fourth terms appearing in (3.9), we apply Lemma 3.1 and obtain
\[
-2\tilde{C}_1 M_h \leq (-\Delta h)^{-1}(\nu^* - \rho^*)_{i_0,j_0,k_0} - (-\Delta h)^{-1}(\nu^* - \rho^*)_{i_1,j_1,k_1} \leq 2\tilde{C}_1 M_h.
\tag{3.11}
\]
Similarly, for the last two terms appearing in (3.9), an application of Lemma 3.2 indicates that
\[
-2\tilde{C}_2 M_0^{-1} h^{-1/2} \leq \mathcal{L}_{\mathcal{M}^n}^{-1}(\nu^* - \nu^m)_{i_0,j_0,k_0} - \mathcal{L}_{\mathcal{M}^n}^{-1}(\nu^* - \nu^m)_{i_1,j_1,k_1} \leq 2\tilde{C}_2 M_0^{-1} h^{-1/2}.
\tag{3.12}
\]
Consequently, a substitution of (3.10), (3.12) into (3.9) yields
\[
\frac{1}{h^3} d_s J^m_h(\nu^* + s\psi, \rho^*)|_{s=0} \leq \ln \frac{\delta}{\beta_0} + 2\tilde{C}_1 M_h + 2\tilde{C}_2 M_0^{-1} \Delta t^{-1} h^{-1/2}.
\tag{3.13}
\]
Define
\[
D_0 := 2\tilde{C}_1 M_h + 2\tilde{C}_2 M_0^{-1} \Delta t^{-1} h^{-1/2},
\]
and note that \( D_0 \) is a constant for fixed \( \Delta t \) and \( h \), though it is singular, as \( \Delta t, h \to 0 \). For any fixed \( \Delta t \) and \( h \), we may choose \( \delta > 0 \) small enough so that
\[
\ln \frac{\delta}{\beta_0} + D_0 < 0.
\tag{3.14}
\]
This in turn guarantees that
\[
d_s J^m_h(\nu^* + s\psi, \rho^*)|_{s=0} < 0.
\tag{3.15}
\]
This contradicts the assumption that \( J^m_h \) has a minimum at \( (\nu^*, \rho^*) \), since the directional derivative is negative in a direction pointing into the interior of \( A_{h,\delta} \).

Using similar arguments, we can also prove that, the global minimum of \( J^m_h(\nu, \rho) \) over \( A_{h,\delta} \) could not possibly occur at a boundary point satisfying \( \rho^*_{i_0,j_0,k_0} + \beta_0 = \delta \), if \( \delta \) is small enough. The details are left to interested readers.

Therefore, the global minimum of \( J^m_h(\nu, \rho) \) over \( A_{h,\delta} \) could only possibly occur at an interior point, for \( \delta > 0 \) sufficiently small. Since \( J^m_h(\nu, \rho) \) is a smooth function, we conclude that there must be a solution \( (\nu_{i,j,k}, \rho_{i,j,k}) \in A_{h,\delta} \) (provided that \( \delta \) is sufficiently small), so that
\[
d_s J^m_h(\nu + s\psi, \rho + s\phi)|_{s=0} = 0, \quad \forall (\psi, \phi) \in \left[ \mathcal{C}_{\text{per}} \right]^2.
\tag{3.16}
\]
which is equivalent to the numerical solution of (2.10)–(2.13), due to the fact that the functional derivatives of $J^m_h(\nu, \rho)$ (in terms of $n_{i,j,k}$ and $p_{i,j,k}$, respectively) exactly give the numerical system. Therefore, there exists a numerical solution to (2.10)–(2.13), over the compact domain $\hat{A}_{h,\delta} \subset \hat{A}_h$, with point-wise positive values for $n^{m+1}$, $p^{m+1}$. The existence of a positive numerical solution is established.

Meanwhile, since $J^m_h(\nu, \rho)$ is a strictly convex function over $\hat{A}_h$, the uniqueness analysis for this numerical solution (over the open set $\hat{A}_h$) is straightforward, following a convexity analysis. The proof of Theorem 3.1 is complete. 

Remark 3.1. It is noticed that, the point-wise lower bound for $\hat{M}^m_n$ and $\hat{M}^m_p$, denoted as the value of $M_0$, only depends on the numerical solution $n^m$ and $p^m$ at the previous step. Therefore, for given profiles $n^m$ and $p^m$, the quantity $M_0$ becomes a fixed constant, and the value of $\delta$ in the positivity analysis is not in the same order of $M_0$. In more details, the value of $M_0$ has been fixed for given numerical profile of $n^m$ and $p^m$, the value of $D_0$ depends on $M_h := (\rho_0(\Omega))/h^3$, $M_0$, $\Delta t$ and $\hat{h}$, and $\delta > 0$ has to be chosen sufficiently small so that (3.14) is satisfied. A more careful calculation reveals that $\delta = O\left(\min(\exp(-C/h^3), \exp(-C(M_0^{-1}\Delta t^{-1}h^{-1/2}))\right)$. In other words, $M_0$ is a fixed constant with given $n^m$, $p^m$, while $\delta > 0$ is a positive value that depends on $M_0$ in an exponentially singular manner.

Remark 3.2. From the analysis in the proof of Theorem 3.1, we see that the value of $\delta$ could not be made uniform-in-time. In fact, since a careful calculation of $\delta$ reveals that

$$\delta = O\left(\min(\exp(-C/h^3), \exp(-C(M_0^{-1}\Delta t^{-1}h^{-1/2}))\right),$$

with $M_0$ as the minimum value of $n^m$ and $p^m$ at the previous time step, we conclude that a uniform value of $\delta$ is not available by an induction argument, in this analysis approach. Such a singular dependence of $\delta$ on $M_0$ comes from the $H^{-1}$ nature of the PNP flow in the energy variational formulation, and the non-constant mobility feature results in even more singular dependence. Also see the related analyses in [4], for the standard Cahn-Hilliard equation with the Flory-Huggins energy potential.

Meanwhile, although a uniform distance from the numerical solution to the singular limit value of 0 is not available in the positivity-preserving analysis, it is well-known that the PDE solution to the Flory-Huggins-Cahn-Hilliard equation keeps such a phase separation property, at least for the 2-D gradient flow; see the related works [5][20][38], etc. For the PNP system, a similar theoretical property of phase separation for the PDE solution is also expected, following similar arguments. Therefore, although a uniform distance between the numerical solution and the singular limit value could not be directly proved in the positivity-preserving analysis, we are able to derive a uniform bound for the numerical solution, in combination with the convergence analysis and error estimate, as will be demonstrated in the later sections.

4. Energy stability analysis

With the positivity-preserving and unique solvability properties for the numerical scheme (2.10)–(2.13) established, we now prove energy stability. We introduce the
following discrete energy:

\[
E_h(n, p) := \langle n \ln n + p \ln p, 1 \rangle + \frac{1}{2} \|n - p\|_{-1, h}^2.
\]

**Theorem 4.1.** For the numerical solution \((2.10) - (2.13)\), we have

\[
E_h(n^{m+1}, p^{m+1}) + \Delta t \left( \left[ \hat{M}_n^m \nabla h \mu_n^{m+1}, \nabla_h \mu_n^{m+1} \right] + \left[ \hat{M}_p^m \nabla h \mu_p^{m+1}, \nabla_h \mu_p^{m+1} \right] \right) \leq E_h(n^m, p^m),
\]

so that \(E_h(n^m, p^m) \leq E_h(n^0, p^0) \leq C_0\), for all \(m \in \mathbb{N}\), where \(C_0 > 0\) is a constant independent of \(h\).

**Proof.** Taking discrete inner products of \((2.10)\) with \(\mu_n^{m+1}\) and of \((2.11)\) with \(\mu_p^{m+1}\), we obtain

\[
\langle n^{m+1} - n^m, \mu_n^{m+1} \rangle + \langle p^{m+1} - p^m, \mu_p^{m+1} \rangle + \Delta t \left( \left[ \hat{M}_n^m \nabla h \mu_n^{m+1}, \nabla_h \mu_n^{m+1} \right] + \left[ \hat{M}_p^m \nabla h \mu_p^{m+1}, \nabla_h \mu_p^{m+1} \right] \right) = 0.
\]

On the other hand, the convexity of the energy terms \(\langle n \ln n, 1 \rangle, \langle p \ln p, 1 \rangle\) and \(\|n - p\|_{-1, h}^2\) imply that

\[
\begin{align*}
\langle n^{m+1} - n^m, \ln n^{m+1} \rangle &\geq \langle n^{m+1} \ln n^{m+1}, 1 \rangle - \langle n^m \ln n^m, 1 \rangle, \\
\langle p^{m+1} - p^m, \ln p^{m+1} \rangle &\geq \langle p^{m+1} \ln p^{m+1}, 1 \rangle - \langle p^m \ln p^m, 1 \rangle, \\
\langle n^{m+1} - n^m, (-\Delta_h)^{-1}(n^{m+1} - p^{m+1}) \rangle &+ \langle p^{m+1} - p^m, (-\Delta_h)^{-1}(p^{m+1} - n^{m+1}) \rangle \\
&\geq \frac{1}{2} \left( \|n^{m+1} - p^{m+1}\|_{-1, h}^2 - \|n^m - p^m\|_{-1, h}^2 \right).
\end{align*}
\]

Substitution of \((4.4) - (4.6)\) into \((4.3)\) leads to \((4.2)\), so that the unconditional energy stability is proved.

Finally, we conclude that there is a constant \(C_0 > 0\) that is independent of \(h\), such that \(E_h(n^0, p^0) \leq C_0\), following from a consistency argument. The details are left to the interested reader. \(\square\)

5. **Optimal rate convergence analysis in \(\ell^\infty(0, T; \ell^2) \cap \ell^2(0, T; H^n)\)**

Now we proceed into the convergence analysis. Let \((N, P, \Phi)\) be the exact PDE solution for the non-dimensional PNP system \((2.1) - (2.3)\). With sufficiently regular initial data, it is reasonable to assume that the exact solution has regularity of class \(\mathcal{R}\), where

\[
N, P \in \mathcal{R} := H^4(0, T; C_{\text{per}}(\Omega)) \cap H^3(0, T; C_{\text{per}}^2(\Omega)) \cap L^\infty(0, T; C_{\text{per}}^6(\Omega)).
\]

In addition, we assume that the following separation property is valid for the exact solution:

\[
N \geq \epsilon_0, \quad P \geq \epsilon_0, \quad \text{for some} \ \epsilon_0 > 0,
\]

which we assume holds at a point-wise level. Define \(N_N(\cdot, t) := \mathcal{P}_N N(\cdot, t), P_N(\cdot, t) := \mathcal{P}_N P(\cdot, t)\), the (spatial) Fourier projection of the exact solution into \(B^K\), the space of trigonometric polynomials of degree \(K\) and including \(K\) (with \(N = 2K + 1\)).
The following projection approximation is standard: if \((N, P) \in L^\infty(0, T; H^k_{per}(\Omega))\), for any \(\ell \in \mathbb{N}\) with \(0 \leq k \leq \ell\),

\[
\|N_N - N\|_{L^\infty(0,T;H^k)} \leq Ch^{\ell-k}\|N\|_{L^\infty(0,T;H^\ell)},
\]

\[
\|P_N - P\|_{L^\infty(0,T;H^k)} \leq Ch^{\ell-k}\|P\|_{L^\infty(0,T;H^\ell)}.
\]

Notice that the Fourier projection estimate \((5.3)\) does not preserve the positivity of the variables, while we could take \(h\) sufficiently small (corresponding to a large \(N\)) so that \(N_N \geq \frac{1}{2} \epsilon_0\), \(P_N \geq \frac{1}{2} \epsilon_0\).

By \(N^m_N, P^m_N\) we denote \(N_N(\cdot, t_m)\) and \(P_N(\cdot, t_m)\), respectively, with \(t_m = m \cdot \Delta t\). Since \((N_N, P_N) \in B^K\), the mass conservative property is available at the discrete level:

\[
\tilde{N}^m_N = \frac{1}{|\Omega|} \int_\Omega N_N(\cdot, t_m) \, dx = \frac{1}{|\Omega|} \int_\Omega N_N(\cdot, t_{m-1}) \, dx = \tilde{N}^{m-1}_N,
\]

\[
\tilde{P}^m_N = \frac{1}{|\Omega|} \int_\Omega P_N(\cdot, t_m) \, dx = \frac{1}{|\Omega|} \int_\Omega P_N(\cdot, t_{m-1}) \, dx = \tilde{P}^{m-1}_N,
\]

for any \(m \in \mathbb{N}\). On the other hand, the solution of \((2.10)-(2.11)\) is also mass conservative at the discrete level:

\[
\tilde{n}^m = n^{m-1}, \quad \tilde{p}^m = p^{m-1}, \quad \forall \ m \in \mathbb{N}.
\]

As indicated before, we use the mass conservative projection for the initial data:

\[
n^0 = \mathcal{P}_h N_N(\cdot, t = 0), \quad p^0 = \mathcal{P}_h P_N(\cdot, t = 0),
\]

\[
(n^0)_{i,j,k} := N_N(p_i, p_j, p_k, t = 0), \quad (p^0)_{i,j,k} := P_N(p_i, p_j, p_k, t = 0).
\]

For the exact electric potential \(\Phi\), we denote its Fourier projection as \(\Phi_N\). The error grid function is defined as

\[
e^m_n := \mathcal{P}_h N^m_N - n^m, \quad e^m_p := \mathcal{P}_h P^m_N - p^m, \quad e^m_\phi := \mathcal{P}_h \Phi^m_N - \phi^m, \quad \forall \ m \in \mathbb{N}.
\]

Therefore, it follows that \(\tilde{e}^m_n = \tilde{e}^m_p = 0\), for any \(m \in \mathbb{N}\), so that the discrete norm \(\| \cdot \|_{-1,h}\) is well defined for the error grid function.

Theorem 5.1 is the main result of this section.

**Theorem 5.1.** Given initial data \(N(\cdot, t = 0), P(\cdot, t = 0) \in C^k_{per}(\Omega)\), suppose the exact solution for the PNP system \((2.1)-(2.2)\) is of regularity class \(R\). Then, provided \(\Delta t\) and \(h\) are sufficiently small, and under the linear refinement requirement \(C_1 h \leq \Delta t \leq C_2 h\), we have

\[
\|e^m_n\|_2 + ||e^m_p\|_2 + (\Delta t \sum_{k=1}^m (\|\nabla_k e^k_n\|_2 + \|\nabla_k e^k_p\|_2)^{1/2} + \|e_\phi^m\|_{H^2}) \leq C(\Delta t + h^2),
\]

for all positive integers \(m\), such that \(t_m = m \Delta t \leq T\), where \(C > 0\) is independent of \(\Delta t\) and \(h\).

### 5.1 Higher order consistency analysis of \((2.10)-(2.13)\): Asymptotic expansion of the numerical solution.

By consistency, the project solution \(N_N, P_N\) solves the discrete equations \((2.10)-(2.13)\) with a first order accuracy in time and second order accuracy in space. Meanwhile, it is observed that this leading local truncation error will not be enough to recover an a priori \(\ell^\infty\) bound for the numerical solution to recover the separation property. To remedy this, we use a higher order consistency analysis, via a perturbation argument, to recover such a
bound in later analysis. In more detail, we need to construct supplementary fields, \( N_{\Delta t,1}, N_{\Delta t,2}, N_{h,1}, P_{\Delta t,1}, P_{\Delta t,2}, P_{h,1}, \) and \( \tilde{N}, \tilde{P} \) satisfying

\[
\begin{align*}
\tilde{N} &= N_N + P_N (\Delta t N_{\Delta t,1} + \Delta t^2 N_{\Delta t,2} + h^2 N_{h,1}), \\
\tilde{P} &= P_N (\Delta t P_{\Delta t,1} + \Delta t^2 P_{\Delta t,2} + h^2 P_{h,1}),
\end{align*}
\]

so that a higher \( O(\Delta t^3 + h^4) \) consistency is satisfied with the given numerical scheme \([2.10]–[2.13]\). The constructed fields \( N_{\Delta t,j}, N_{h,1}, P_{\Delta t,j}, P_{h,1} \) which will be found using a perturbation expansion, will depend solely on the exact solution \((N, P)\).

In other words, we introduce a higher order approximate expansion of the exact solution, since a leading order consistency estimate, with first order temporal accuracy and second order spatial accuracy, is not able to control the discrete \( W_{h,1}^{1,\infty} \) norm of the numerical solution. Instead of substituting the exact solution into the numerical scheme, a careful construction of an approximate profile is performed by adding \( O(\Delta t), O(\Delta t^2) \) and \( O(h^2) \) correction terms to the exact solution to satisfy an \( O(\Delta t^3 + h^4) \) truncation error. In turn, we estimate the numerical error function between the constructed profile and the numerical solution, instead of a direct comparison between the numerical solution and exact solution. Such a higher order consistency enables us to derive a higher order convergence estimate in the \( \| \cdot \|_2 \) norm, which in turn leads to a desired \( \| \cdot \|_{W_{h,1}^{1,\infty}} \) bound of the numerical solution, via an application of inverse inequality. This approach has been reported for a wide class of nonlinear PDEs; see the related works for the incompressible fluid equation \([12,13,45,46,50–52]\), various gradient equations \([1,21,22,29]\), the porous medium equation based on the energetic variational approach \([11]\), nonlinear wave equation \([54]\), etc.

The following truncation error analysis for the temporal discretization can be obtained by using a straightforward Taylor expansion, as well as the estimate \((5.3)\) for the projection solution:

\[
\begin{align*}
\frac{N_N^{m+1} - N_N^m}{\Delta t} &= \nabla \cdot \left( N_N^m \nabla \ln(N_N^{m+1} + (-\Delta)^{-1}(N_N^{m+1} - P_N^{m+1})) \right) \\
&\quad + \Delta t (G_n^{(0)}) + O(\Delta t^2) + O(h^{m_0}), \\
\frac{P_N^{m+1} - P_N^m}{\Delta t} &= \nabla \cdot \left( DP_N^m \nabla \ln(P_N^{m+1} + (-\Delta)^{-1}(P_N^{m+1} - N_N^{m+1})) \right) \\
&\quad + \Delta t (G_p^{(0)}) + O(\Delta t^2) + O(h^{m_0}).
\end{align*}
\]

Here \( m_0 \geq 4 \) and the spatial functions \( G_n^{(0)}, G_p^{(0)} \) are smooth enough in the sense that their derivatives are bounded.

The leading order temporal correction function \((N_{\Delta t,1}, P_{\Delta t,1})\) is given by solving the following equations:

\[
\begin{align*}
\partial_t N_{\Delta t,1} &= \nabla \cdot \left( N_{\Delta t,1} \nabla \ln(N_N + (-\Delta)^{-1}(N_N - P_N)) \right) \\
&\quad + \frac{1}{N_N} N_{\Delta t,1} + (-\Delta)^{-1}(N_{\Delta t,1} - P_{\Delta t,1})) \right) - G_n^{(0)}, \\
\partial_t P_{\Delta t,1} &= \nabla \cdot \left( DP_{\Delta t,1} \nabla \ln(P_N + (-\Delta)^{-1}(P_N - N_N)) \right) \\
&\quad + \frac{1}{P_N} P_{\Delta t,1} + (-\Delta)^{-1}(P_{\Delta t,1} - N_{\Delta t,1})) \right) - G_p^{(0)}.
\end{align*}
\]
Existence of a solution of the above linear PDE system is straightforward. Note that the solution depends only on the projection solution \((N_N, P_N)\). In addition, the derivatives of \((N_{\Delta t,1}, P_{\Delta t,1})\) in various orders are bounded. Of course, an application of the semi-implicit discretization (as given by (5.11)–(5.12)) to (5.13)–(5.14) implies that

\[
\frac{N_{\Delta t,1}^{m+1} - N_{\Delta t,1}^m}{\Delta t} = \nabla \cdot \left( N_{\Delta t,1}^m \nabla (\ln N_N^{m+1} + (-\Delta)^{-1}(N_N^{m+1} - P_N^{m+1})) \right) \\
+ \nabla \cdot \left( \frac{1}{N_N^{m+1}} N_{\Delta t,1}^{m+1} + (-\Delta)^{-1}(N_N^{m+1} - P_N^{m+1}) \right) \\
- (G_n^{(0)})^m + \Delta t h_1^m + O(\Delta t^2),
\]

(5.15)

\[
\frac{P_{\Delta t,1}^{m+1} - P_{\Delta t,1}^m}{\Delta t} = \nabla \cdot \left( D P_{\Delta t,1}^m \nabla (\ln P_N^{m+1} + (-\Delta)^{-1}(P_N^{m+1} - N_N^{m+1})) \right) \\
+ D(P_N)^m \nabla \left( \frac{1}{P_N^{m+1}} P_{\Delta t,1}^{m+1} + (-\Delta)^{-1}(P_N^{m+1} - N_N^{m+1}) \right) \\
- (G_p^{(0)})^m + \Delta t h_2^m + O(\Delta t^2).
\]

(5.16)

Therefore, a combination of (5.11)–(5.12) and (5.15)–(5.16) leads to the second order temporal truncation error for \(\tilde{N}_t := N_N + \Delta t P_N N_{\Delta t,1}, \tilde{P}_t := P_N + \Delta t P_N P_{\Delta t,1}:

\[
\frac{\tilde{N}_t^{m+1} - \tilde{N}_t^m}{\Delta t} = \nabla \cdot \left( \tilde{N}_t^m \nabla (\ln \tilde{N}_t^{m+1} + (-\Delta)^{-1}(\tilde{N}_t^{m+1} - \tilde{P}_t^{m+1})) \right) \\
+ \Delta t^2 (G_n^{(1)})^m + O(\Delta t^3) + O(h^{m_0}),
\]

(5.17)

\[
\frac{\tilde{P}_t^{m+1} - \tilde{P}_t^m}{\Delta t} = \nabla \cdot \left( \tilde{P}_t^m \nabla (\ln \tilde{P}_t^{m+1} + (-\Delta)^{-1}(\tilde{P}_t^{m+1} - \tilde{N}_t^{m+1})) \right) \\
+ \Delta t^2 (G_p^{(1)})^m + O(\Delta t^3) + O(h^{m_0}).
\]

(5.18)

In the derivation of (5.17)–(5.18), the following linearized expansions have been utilized:

\[
\ln \tilde{N}_t = \ln(N_N + \Delta t P_N N_{\Delta t,1}) = \ln N_N + \frac{\Delta t P_N N_{\Delta t,1}}{N_N} + O(\Delta t^2),
\]

(5.19)

\[
\ln \tilde{P}_t = \ln(P_N + \Delta t P_N P_{\Delta t,1}) = \ln P_N + \frac{\Delta t P_N P_{\Delta t,1}}{P_N} + O(\Delta t^2).
\]

(5.20)

Similarly, the next order temporal correction function \((N_{\Delta t,2}, P_{\Delta t,2})\) is given by the following linear equations:

\[
\partial_t N_{\Delta t,2} = \nabla \cdot \left( N_{\Delta t,2} \nabla (\ln \tilde{N}_t + (-\Delta)^{-1}(\tilde{N}_t - \tilde{P}_t)) \right) \\
+ \frac{1}{\tilde{N}_t} N_{\Delta t,2} + (-\Delta)^{-1}(N_{\Delta t,2} - P_{\Delta t,2}) \right) - G_n^{(1)},
\]

(5.21)

\[
\partial_t P_{\Delta t,2} = \nabla \cdot \left( D P_{\Delta t,2} \nabla (\ln \tilde{P}_t + (-\Delta)^{-1}(\tilde{P}_t - \tilde{N}_t)) \right) \\
+ \frac{1}{\tilde{P}_t} P_{\Delta t,2} + (-\Delta)^{-1}(P_{\Delta t,2} - N_{\Delta t,2}) \right) - G_p^{(1)},
\]

(5.22)

and the solution depends only on the exact solution \((N, P)\), with derivatives of various orders stay bounded. In turn, an application of the semi-implicit discretization

\[\text{...}\]

\[\text{...}\]
to (5.21)–(5.22) implies that
\[
\frac{\mathbf{N}^m_{\Delta t,2} - \mathbf{N}^m_{\Delta t,1}}{\Delta t} = \nabla \cdot \left( \mathbf{N}^m_{\Delta t,2} \nabla (\ln \mathbf{N}^m_{1} + (-\Delta)^{-1}(\mathbf{N}^m_{1} - \mathbf{\hat{P}}^m_{1})) + \nabla \mathbf{N}^m_{\Delta t,1} \right)
\]
\[
+ \mathbf{\hat{N}}^m_{1} \nabla \left( \frac{1}{\mathbf{N}^m_{\Delta t,1} + (-\Delta)^{-1}(\mathbf{N}^m_{\Delta t,2} - \mathbf{P}^m_{\Delta t,2}))} \right)
\]
\[
- (G^{(1)}_n)^m + (O(\Delta t)),
\]
(5.23)
\[
\frac{\mathbf{P}^{m+1}_{\Delta t,2} - \mathbf{P}^m_{\Delta t,2}}{\Delta t} = \nabla \cdot \left( \mathbf{D} \mathbf{P}^m_{\Delta t,2} \nabla (\ln \mathbf{P}^m_{1} + (-\Delta)^{-1}(\mathbf{P}^m_{1} - \mathbf{\hat{N}}^m_{1})) + \mathbf{D} \mathbf{P}^m_{\Delta t,1} \nabla \right)
\]
\[
+ \mathbf{\hat{P}}^m_{1} \nabla \left( \frac{1}{\mathbf{P}^m_{\Delta t,1} + (-\Delta)^{-1}(\mathbf{P}^m_{\Delta t,2} - \mathbf{N}^m_{\Delta t,2}))} \right)
\]
\[
- (G^{(1)}_p)^m + (O(\Delta t)).
\]
(5.24)

Subsequently, a combination of (5.21)–(5.22) and (5.23)–(5.24) yields the third order temporal truncation error for \(\mathbf{N}_{2} := \mathbf{N}_{1} + \Delta\mathbf{t}^2 \mathbf{P} \mathbf{N}_{\Delta t,2}, \mathbf{\hat{P}}_{2} := \mathbf{P}_{1} + \Delta\mathbf{t}^2 \mathbf{P} \mathbf{N}_{\Delta t,2}:
\[
\frac{\mathbf{\hat{N}}^{m+1}_{2} - \mathbf{N}^m_{2}}{\Delta t} = \nabla \cdot \left( \mathbf{\hat{N}}^m_{2} \nabla (\ln \mathbf{N}^m_{2} + (-\Delta)^{-1}(\mathbf{N}^m_{2} - \mathbf{\hat{P}}^m_{2})) \right)
\]
\[
+ \Delta\mathbf{t}^3 (G^{(2)}_n)^m + O(\Delta\mathbf{t}^4) + O(h^{m_o}),
\]
(5.25)
\[
\frac{\mathbf{\hat{P}}^{m+1}_{2} - \mathbf{\hat{P}}^m_{2}}{\Delta t} = \nabla \cdot \left( \mathbf{\hat{P}}^m_{2} \nabla (\ln \mathbf{P}^m_{2} + (-\Delta)^{-1}(\mathbf{P}^m_{2} - \mathbf{\hat{N}}^m_{2})) \right)
\]
\[
+ \Delta\mathbf{t}^3 (G^{(2)}_p)^m + O(\Delta\mathbf{t}^4) + O(h^{m_o}).
\]
(5.26)

In fact, similar linearized expansions (as in (5.19)–(5.20)) have been used in the derivation.

Next, we construct the spatial correction term \((\mathbf{N}_{h,1}, \mathbf{P}_{h,1})\) to upgrade the spatial accuracy order. The following truncation error analysis for the spatial discretization can be obtained by using a straightforward Taylor expansion for the constructed profile \((\mathbf{\hat{N}}_{2}, \mathbf{\hat{P}}_{2})::
\[
\frac{\mathbf{\hat{N}}^{m+1}_{2} - \mathbf{N}^m_{2}}{\Delta t} = \nabla_{h} \cdot \left( \mathbf{A} (\mathbf{\hat{N}}^m_{2}) \nabla_{h} (\ln \mathbf{\hat{N}}^m_{2} + (-\Delta_{h})^{-1}(\mathbf{\hat{N}}^m_{2} - \mathbf{\hat{P}}^m_{2})) \right)
\]
\[
+ \Delta\mathbf{t}^3 (G^{(2)}_n)^m h^2 (H^{(0)}_n)^m + O(\Delta\mathbf{t}^4 + h^4),
\]
(5.27)
\[
\frac{\mathbf{\hat{P}}^{m+1}_{2} - \mathbf{\hat{P}}^m_{2}}{\Delta t} = \nabla_{h} \cdot \left( \mathbf{D} \mathbf{A} (\mathbf{\hat{P}}^m_{2}) \nabla_{h} (\ln \mathbf{\hat{P}}^m_{2} + (-\Delta_{h})^{-1}(\mathbf{\hat{P}}^m_{2} - \mathbf{\hat{N}}^m_{2})) \right)
\]
\[
+ \Delta\mathbf{t}^3 (G^{(2)}_p)^m h^2 (H^{(0)}_p)^m + O(\Delta\mathbf{t}^4 + h^4),
\]
(5.28)
in which the average operator is taken in a similar form as (2.9). In fact, such an average operator \(\mathbf{A}\) has to be involved with \(A_x, A_y\) and \(A_z\) in three directions, respectively, with a more detailed expansion given by
\[
\nabla_{h} \cdot (\mathbf{A} (f) \nabla_{h} g) := D_x ((A_x f) D_x g) + D_y ((A_y f) D_y g) + D_z ((A_z f) D_z g).
\]

The spatially discrete functions \(H^{(0)}_n, H^{(0)}_p\) are smooth enough in the sense that their discrete derivatives are bounded. We also notice that there is no \(O(h^3)\) truncation error term, due to the fact that the centered difference used in the spatial discretization gives local truncation errors with only even order terms, \(O(h^2), O(h^4),\)
etc. Subsequently, the spatial correction function \((N_{h,1}, P_{h,1})\) is given by solving the following linear PDE system:

\[
\partial_t N_{h,1} = \nabla \cdot \left( N_{h,1} \nabla (\ln \tilde{N}_2 + (-\Delta)^{-1}(\tilde{N}_2 - \tilde{P}_2)) \right) + \nabla \cdot \left( \frac{1}{\tilde{N}_2} N_{h,1} + (-\Delta)^{-1}(N_{h,1} - P_{h,1})) \right) - H_n^{(0)},
\]

\[
(5.29)
\]

\[
\partial_t P_{h,1} = \nabla \cdot \left( D P_{h,1} \nabla (\ln \tilde{P}_2 + (-\Delta)^{-1}(\tilde{P}_2 - \tilde{N}_2)) \right) + D \tilde{P}_1 \nabla (\frac{1}{\tilde{P}_2} P_{h,1} + (-\Delta)^{-1}(P_{h,1} - N_{h,1})) - H_p^{(0)},
\]

\[
(5.30)
\]

and the solution depends only on the exact solution \((N, P)\), with the divided differences of various orders stay bounded. In turn, an application of a full discretization to \((5.29)-(5.30)\) implies that

\[
\frac{N_{h,1}^{m+1} - N_{h,1}^m}{\Delta t} = \nabla_h \cdot \left( \mathcal{A}(N_{h,1}^m) \nabla_h (\ln \tilde{N}_2^{m+1} + (-\Delta h)^{-1}(\tilde{N}_2^{m+1} - \tilde{P}_2^{m+1})) \right) + \mathcal{A}(N_{h,1}^m) \nabla_h (\frac{1}{\tilde{N}_2^{m+1}} N_{h,1}^{m+1} + (-\Delta h)^{-1}(N_{h,1}^{m+1} - P_{h,1}^{m+1})) \right) - (H_n^{(0)})^m + O(\Delta t + h^2),
\]

\[
(5.31)
\]

\[
\frac{P_{h,1}^{m+1} - P_{h,1}^m}{\Delta t} = \nabla_h \cdot \left( D \mathcal{A}(P_{h,1}^m) \nabla_h (\ln \tilde{P}_2^{m+1} + (-\Delta h)^{-1}(\tilde{P}_2^{m+1} - \tilde{N}_2^{m+1})) \right) + D \mathcal{A}(P_{h,1}^m) \nabla_h (\frac{1}{\tilde{P}_2^{m+1}} P_{h,1}^{m+1} + (-\Delta h)^{-1}(P_{h,1}^{m+1} - N_{h,1}^{m+1})) \right) - (H_p^{(0)})^m + O(\Delta t + h^2).
\]

\[
(5.32)
\]

Finally, a combination of \((5.29)-(5.30)\) and \((5.31)-(5.32)\) yields the higher order truncation error for \((\tilde{N}, \tilde{P})\) (as given by \((5.10)\)):

\[
\frac{N^{m+1} - \tilde{N}^m}{\Delta t} = \nabla_h \cdot \left( \mathcal{A}(N^m) \nabla_h (\ln \tilde{N}^{m+1} + (-\Delta h)^{-1}(\tilde{N}^{m+1} - \tilde{P}^{m+1})) \right) + \tau_n^{m+1},
\]

\[
(5.33)
\]

\[
\frac{P^{m+1} - \tilde{P}^m}{\Delta t} = \nabla_h \cdot \left( D \mathcal{A}(P^m) \nabla_h (\ln \tilde{P}^{m+1} + (-\Delta h)^{-1}(\tilde{P}^{m+1} - \tilde{N}^{m+1})) \right) + \tau_p^{m+1},
\]

\[
(5.34)
\]

where

\[
\|\tau_n^{m+1}\|_2, \|\tau_p^{m+1}\|_2 \leq C(\Delta t^3 + h^4).
\]

Again, the linear expansions have been extensively utilized.

**Remark 5.1.** Trivial initial data \(N_{\Delta t,j}(\cdot, t = 0), P_{\Delta t,j}(\cdot, t = 0) = 0\) are given \((j = 1, 2)\) as in \((5.13)-(5.14), (5.21)-(5.22)\), respectively. Similar trivial initial data is also imposed to \((N_{h,1}, P_{h,1})\) as in \((5.29)-(5.30)\). Therefore, using similar arguments as in \((5.4)-(5.6)\), we conclude that

\[
n^0 = \tilde{N}^0, \quad p^0 = \tilde{P}^0, \quad n_k = \tilde{n}^k, \quad p_k = \tilde{p}^k, \quad \forall k \geq 0,
\]

\[
(5.35)
\]
and

\begin{align}
\hat{N}^k &= \frac{1}{|\Omega|} \int_{\Omega} \hat{N}(\cdot, t_k) \, dx = \frac{1}{|\Omega|} \int_{\Omega} \hat{N}^0 \, dx = \hat{n}^0, \quad \forall \, k \geq 0, \\
\hat{P}^k &= \frac{1}{|\Omega|} \int_{\Omega} \hat{P}(\cdot, t_k) \, dx = \frac{1}{|\Omega|} \int_{\Omega} \hat{P}^0 \, dx = \hat{p}^0, \quad \forall \, k \geq 0,
\end{align}

where the first step of (5.36) is based on the fact that \( \hat{N} \in \mathcal{B}^K \), and the second step comes from the mass conservative property of \( \hat{N} \) at the continuous level. These two properties will be used in later analysis.

In addition, since \((\hat{N}, \hat{P})\) is mass conservative at a discrete level, as given by (5.36)–(5.37), we observe that the local truncation error \( \tau_n, \tau_p \) has a similar property:

\begin{align}
\tau_{m+1} &= 0, \quad \forall \, m \geq 0.
\end{align}

Remark 5.2. Since the temporal and spatial correction functions \((N_{\Delta t,j}, P_{\Delta t,j})\), \((N_{h,1}, P_{h,1})\) are bounded, we recall the separation property (5.2) for the exact solution, and obtain a similar property for the constructed profile \((\hat{N}, \hat{P})\):

\begin{align}
\hat{N} \geq \epsilon_0^*, \quad \hat{P} \geq \epsilon_0^*, \quad \text{for } \epsilon_0^* > 0,
\end{align}

in which the projection estimate (5.3) has been repeatedly used. Notice that we could take \( \Delta t \) and \( h \) sufficiently small so that (5.39) is valid for a modified value \( \epsilon_0^* \), such as \( \epsilon_0^* = \frac{1}{16} \epsilon_0 \). Such a uniform bound will be used in the convergence analysis.

In addition, since the correction functions only depend on \((N_N, P_N)\) and the exact solution, its \( W^{1,\infty} \) norm will stay bounded. In turn, we are able to obtain a discrete \( W^{1,\infty} \) bound for the constructed profile \((\hat{N}, \hat{P})\):

\begin{align}
\| \hat{N}^k \|_{\infty} \leq C^*, \quad \| \hat{P}^k \|_{\infty} \leq C^*, \quad \| \nabla_h \hat{N}^k \|_{\infty} \leq C^*, \quad \| \nabla_h \hat{P}^k \|_{\infty} \leq C^*, \quad \forall \, k \geq 0.
\end{align}

Remark 5.3. The reason for such a higher order asymptotic expansion and truncation error estimate is to justify an a-priori \( \ell^\infty \) bound of the numerical solution, which is needed to obtain the separation property, similarly formulated as (5.39) for the constructed approximate solution. With such a property valid for both the constructed approximate solution and the numerical solution, the nonlinear error term could be appropriately analyzed in the \( \ell^\infty(0, T; \ell^2) \) convergence estimate.

5.2. A rough error estimate. Instead of a direct analysis for the error function defined in (5.8), we introduce alternate numerical error functions:

\begin{align}
\tilde{n}^m := P_h \hat{N}^m - n^m, \quad \tilde{p}^m := P_h \hat{P}^m - p^m, \quad \tilde{\phi}^m := (-\Delta_h)^{-1}(\tilde{p}^m - \tilde{n}^m), \quad \forall \, m \in \mathbb{N}.
\end{align}

The advantage of such a numerical error function is associated with its higher order accuracy, which comes from the higher order consistency estimate (5.33)–(5.37). Again, since \( \tilde{n}^m = \tilde{p}^m = 0 \), which comes from the fact (5.39)–(5.37), for any \( m \geq 0 \), we conclude that the discrete norm \( \| \cdot \|_{-1,h} \) is well defined for the error grid function \((\tilde{n}^m, \tilde{p}^m)\).
In turn, subtracting the numerical scheme \((2.10)-(2.13)\) from the consistency estimate \((5.33)-(5.34)\) yields
\[
\frac{\tilde{n}^{m+1} - \tilde{n}^m}{\Delta t} = \nabla_h \cdot \left( A(n^m) \nabla_h \tilde{r}^{m+1} + A(\tilde{n}^m) \nabla_h \tilde{r}^m \right) + \tau_n^{m+1},
\]
\[
\frac{\tilde{p}^{m+1} - \tilde{p}^m}{\Delta t} = \nabla_h \cdot \left( DA(p^m) \nabla_h \tilde{r}_p^{m+1} + DA(\tilde{p}^m) \nabla_h \tilde{r}_p^m \right) + \tau_p^{m+1},
\]
where
\[
\tilde{r}_n^{m+1} = \ln \tilde{N}^{m+1} - \ln n^{m+1} + (\Delta h)^{-1}(\tilde{n}^{m+1} - \tilde{p}^{m+1}),
\]
\[
\tilde{r}_p^{m+1} = \ln \tilde{N}^{m+1} + (\Delta h)^{-1}(\tilde{n}^{m+1} - \tilde{p}^{m+1}),
\]
\[
\tilde{p}_n^{m+1} = \ln \tilde{N}^{m+1} + (\Delta h)^{-1}(\tilde{n}^{m+1} - \tilde{p}^{m+1}),
\]
\[
\tilde{p}_p^{m+1} = \ln \tilde{N}^{m+1} + (\Delta h)^{-1}(\tilde{n}^{m+1} - \tilde{p}^{m+1}).
\]

Since \(V_n^{m+1}\) and \(V_p^{m+1}\) only depend on the exact solution and the constructed profiles, we assume a discrete \(W^{2,\infty}\) bound:
\[
\|V_n^{m+1}\|_{W^{2,\infty}}, \|V_p^{m+1}\|_{W^{2,\infty}} \leq C^*.
\]

To proceed with the nonlinear analysis, we make the following a-priori assumption at the previous time step:
\[
\|\tilde{n}^m\|_2, \|\tilde{p}^m\|_2 \leq \Delta t^{\frac{1}{4}} + h^{\frac{1}{4}}.
\]

Such an a-priori assumption will be recovered by the optimal rate convergence analysis at the next time step, as will be demonstrated later. In turn, a discrete \(W^{1,\infty}\) bound is available for the numerical error function at the previous time step, with the help of inverse inequality:
\[
\|\tilde{n}^m\|_\infty \leq \frac{C\|\tilde{n}^m\|_2}{h^{\frac{1}{2}}} \leq \frac{C(\Delta t^{\frac{1}{4}} + h^{\frac{1}{4}})}{h^{\frac{1}{2}}} \leq C(\Delta t^{\frac{1}{2}} + h^{\frac{1}{2}}) \leq 1,
\]
\[
\|\nabla_h \tilde{n}^m\|_\infty \leq \frac{C\|\tilde{n}^m\|_\infty}{h} \leq \frac{C(\Delta t^{\frac{1}{2}} + h^{\frac{1}{2}})}{h} \leq C(\Delta t^{\frac{1}{2}} + h^{\frac{1}{2}}) \leq 1,
\]

where the linear refinement constraint \(C_1 h \leq \Delta t \leq C_2 h\) has been used. By similar arguments,
\[
\|\tilde{p}^m\|_\infty \leq C(\Delta t^{\frac{1}{2}} + h^{\frac{1}{2}}) \leq 1 \quad \text{and} \quad \|\nabla_h \tilde{p}^m\|_\infty \leq C(\Delta t^{\frac{1}{2}} + h^{\frac{1}{2}}) \leq 1.
\]

Subsequently, the following \(W^{1,\infty}_h\) bound is available for the numerical solution at the previous time step:
\[
\|n^m\|_\infty \leq \|\tilde{N}^m\|_\infty + \|\tilde{n}^m\|_\infty \leq \tilde{C}_3 := C^* + 1,
\]
\[
\|p^m\|_\infty \leq \|\tilde{P}^m\|_\infty + \|\tilde{p}^m\|_\infty \leq \tilde{C}_3,
\]
\[
\|\nabla_h n^m\|_\infty \leq \|\nabla_h \tilde{N}^m\|_\infty + \|\nabla_h \tilde{n}^m\|_\infty \leq \tilde{C}_3 + 1 = \tilde{C}_3,
\]
\[
\|\nabla_h p^m\|_\infty \leq \|\nabla_h \tilde{P}^m\|_\infty + \|\nabla_h \tilde{p}^m\|_\infty \leq \tilde{C}_3 + 1 = \tilde{C}_3,
\]

with the regularity assumption \((5.40)\) applied. In addition, because of the \(\ell^\infty\) estimate \((5.50), (5.52)\) for the numerical error function, we can bound it by \(\frac{\epsilon_0}{2}\):
\[
\|\tilde{n}^m\|_\infty \leq C(\Delta t^{\frac{1}{2}} + h^{\frac{1}{2}}) \leq \frac{\epsilon_0}{2} \quad \text{and} \quad \|\tilde{p}^m\|_\infty \leq C(\Delta t^{\frac{1}{2}} + h^{\frac{1}{2}}) \leq \frac{\epsilon_0}{2},
\]
so that the separation property is also valid for the numerical solution at the previous time step:

\[
(5.58) \quad n^m \geq \tilde{N}^m - \| \tilde{n}^m \|_\infty \geq \frac{\epsilon_0}{2} \quad \text{and} \quad p^m \geq \tilde{P}^m - \| \tilde{p}^m \|_\infty \geq \frac{\epsilon_0}{2},
\]

where the separation estimate (5.39) has been utilized.

Proposition 5.1 states the rough error estimate result; the detailed proof will be provided in Appendix A.

**Proposition 5.1.** For the numerical error evolutionary system (5.42) – (5.47), we make the regularity requirement (5.48) assumption for the constructed profiles \(V_{m+1}^n\), \(V_{m+1}^p\), as well as the a-priori assumption (5.49) for the numerical solution at the previous time step. Then we have a rough error estimate

\[
(5.59) \quad \| \tilde{n}^{m+1} \|_2 + \| \tilde{p}^{m+1} \|_2 \leq \hat{C} (\Delta t^{7/4} + h^{7/4}),
\]

in which \(\hat{C}\) is independent of \(\Delta t\) and \(h\).

As a direct consequence of the rough error estimate (5.59), an application of 3-D inverse inequality implies that

\[
(5.60) \quad \| \tilde{n}^{m+1} \|_\infty + \| \tilde{p}^{m+1} \|_\infty \leq \frac{C (\| n^{m+1} \|_2 + \| p^{m+1} \|_2)}{h^{1/2}} \leq \hat{C}_1 (\Delta t^{1/4} + h^{1/4}),
\]

where \(\hat{C}_1 := C \hat{C}\), under the same linear refinement requirement. Because of the accuracy order, we could take \(\Delta t\) and \(h\) sufficiently small so that

\[
(5.61) \quad \hat{C}_1 (\Delta t^{1/4} + h^{1/4}) \leq \frac{\epsilon_0}{2},
\]

so that

\[
(5.62) \quad \| \tilde{n}^{m+1} \|_\infty + \| \tilde{p}^{m+1} \|_\infty \leq \frac{\epsilon_0}{2}.
\]

Its combination with (5.39), the separation property for the constructed approximate solution, leads to a similar property for the numerical solution at time step \(t^{m+1}\):

\[
(5.63) \quad \frac{\epsilon_0}{2} \leq n^{m+1} \leq C^* + \frac{\epsilon_0}{2} \leq \tilde{C}_3 \quad \text{and} \quad \frac{\epsilon_0}{2} \leq p^{m+1} \leq C^* + \frac{\epsilon_0}{2} \leq \tilde{C}_3.
\]

Such a uniform \(\| \cdot \|_\infty\) bound will play a very important role in the refined error estimate.

**Remark 5.4.** In the rough error estimate (A.29), we see that the accuracy order is lower than the one given by the a-priori-assumption (5.49). Therefore, such a rough estimate could not be used for a global induction analysis. Instead, the purpose of such an estimate is to establish a uniform \(\| \cdot \|_\infty\) bound, via the technique of inverse inequality, so that a discrete separation property becomes available for the numerical solution, as well as its maximum values. With such a property established for the numerical solution, the refined error analysis will yield much sharper estimates.
5.3. A refined error estimate. Before proceeding into the refined error estimate, the following two preliminary results are needed. For simplicity of presentation, the detailed proof of Lemma 5.1 will be provided in Appendix B.

Lemma 5.1. Under the a-priori $\| \cdot \|_\infty$ estimate (5.53), (5.58) for the numerical solution at the previous time step and the rough $\| \cdot \|_\infty$ estimate (5.63) for the one at the next time step, we have

$$\left\langle A(n^{m})\nabla h(\ln \tilde{N}^{m+1} - \ln n^{m+1}), \nabla h\tilde{n}^{m+1} \right\rangle \geq \gamma_n^{(0)}\| \nabla h\tilde{n}^{m+1} \|^2_2 - M_n^{(0)}\| \tilde{n}^{m+1} \|^2_2 - M_n^{(1)}h^8,$$

(5.64)

$$D(\langle A(p^{m})\nabla h(\ln \tilde{P}^{m+1} - \ln p^{m+1}), \nabla h\tilde{p}^{m+1} \rangle \geq \gamma_p^{(0)}\| \nabla h\tilde{p}^{m+1} \|^2_2 - M_p^{(0)}\| \tilde{p}^{m+1} \|^2_2 - M_p^{(1)}h^8,$$

(5.65)

where the constants $\gamma_n^{(0)}$, $\gamma_p^{(0)}$, $M_n^{(0)}$, $M_p^{(0)}$, $M_n^{(1)}$, $M_p^{(1)}$ only depend on $\epsilon_0^3$, $C^*$, $\tilde{C}_3$, $D$ and $|\Omega|$.

The next preliminary estimate is more straightforward.

Lemma 5.2. For $\tilde{\phi}^k$ (for any $k \geq 0$) defined in (5.41), we have the estimate

$$\| \nabla_h \tilde{\phi}^k \|_2 \leq \tilde{C}_4 \| \tilde{n}^k - \tilde{p}^k \|_2,$$

for some constant $\tilde{C}_4 > 0$ that is independent of $h$.

Proof. Inequality (5.66) is a direct consequence of the standard estimate: $\| f \|_{-1, h} \leq C\| f \|_2$, for any $f$ with $\overline{f} = 0$. □

Now we proceed with the refined error estimate. Taking a discrete inner product with (5.42), (5.43) by $2\tilde{n}^{m+1}$, $2\tilde{p}^{m+1}$, respectively, leads to

$$\frac{1}{\Delta t}(\| \tilde{n}^{m+1} \|^2_2 - \| \tilde{n}^{m} \|^2_2 + \| \tilde{n}^{m+1} - \tilde{n}^{m} \|^2_2 + \| \tilde{p}^{m+1} \|^2_2 - \| \tilde{p}^{m+1} \|^2_2 + \| \tilde{p}^{m+1} - \tilde{p}^{m} \|^2_2)

+ 2(\langle A(n^{m})\nabla h\tilde{n}^{m+1}, \nabla h\tilde{n}^{m+1} \rangle + D(\langle A(p^{m})\nabla h\tilde{p}^{m+1}, \nabla h\tilde{p}^{m+1} \rangle)

= 2\langle \tau_n^{m+1}, \tilde{n}^{m+1} \rangle + \langle \tau_p^{m+1}, \tilde{p}^{m+1} \rangle

(5.67)

- 2(\langle A(\tilde{n}^{m})\nabla h\tilde{N}^{m+1}, \nabla h\tilde{n}^{m+1} \rangle + D(\langle A(\tilde{p}^{m})\nabla h\tilde{P}^{m+1}, \nabla h\tilde{p}^{m+1} \rangle),

where summation-by-parts has been applied. For the local truncation error terms, similar estimates could be derived:

$$2\langle \tau_n^{m+1}, \tilde{n}^{m+1} \rangle \leq \| \tau_n^{m+1} \|^2_2 + \| \tilde{n}^{m+1} \|^2_2,$$

$$2\langle \tau_p^{m+1}, \tilde{p}^{m+1} \rangle \leq \| \tau_p^{m+1} \|^2_2 + \| \tilde{p}^{m+1} \|^2_2.$$

(5.68)

For the nonlinear diffusion error inner product on the left hand side, we see that

$$\langle A(n^{m})\nabla h\tilde{n}^{m+1}, \nabla h\tilde{n}^{m+1} \rangle = \langle A(n^{m})\nabla h(\ln \tilde{N}^{m+1} - \ln n^{m+1}), \nabla h\tilde{n}^{m+1} \rangle

+ \langle A(n^{m})\nabla h\tilde{\phi}^{m+1}, \nabla h\tilde{n}^{m+1} \rangle.$$

(5.69)

The second part has the following lower bound:

$$\langle A(n^{m})\nabla h\tilde{\phi}^{m+1}, \nabla h\tilde{n}^{m+1} \rangle

\geq -\tilde{C}_3\| \nabla h\tilde{\phi}^{m+1} \|_2 \cdot \| \nabla h\tilde{n}^{m+1} \|_2

\geq -\tilde{C}_3\tilde{C}_4\| \tilde{n}^{m+1} - \tilde{p}^{m+1} \|_2 \cdot \| \nabla h\tilde{n}^{m+1} \|_2

\geq -(\tilde{C}_3\tilde{C}_4)^2(\gamma_n^{(0)})^{-1}\| \tilde{n}^{m+1} - \tilde{p}^{m+1} \|_2 - \frac{1}{4}\gamma_n^{(0)}\| \nabla h\tilde{n}^{m+1} \|_2,$$
in which the inequality (5.66) (in Lemma 5.2) has been applied in the second step. Its substitution into (5.69), combined with the preliminary estimate (5.64) (in Lemma 5.1), leads to

\[
\langle A(n^m) \nabla_h \hat{n}^{m+1}, \nabla_h \tilde{n}^{m+1} \rangle
\]

\[
\geq \frac{3}{4} \gamma_n^0 \| \nabla_h \hat{n}^{m+1} \|_2^2 - M_n^0 \| \tilde{n}^{m+1} \|_2^2 - M_n^{(1)} h^8
\]

\[
- 2(\hat{C}_3 \hat{C}_4) \gamma_n^0 \| \tilde{n}^{m+1} \|_2^2 + \| \tilde{p}^{m+1} \|_2^2).
\]

A similar lower bound could be derived for the other nonlinear error inner product on the left hand side; the details are skipped for the sake of brevity:

\[
D \langle A(p^m) \nabla_h \hat{p}^{m+1}, \nabla_h \tilde{p}^{m+1} \rangle
\]

\[
\geq \frac{3}{4} \gamma_p^0 \| \nabla_h \hat{p}^{m+1} \|_2^2 - M_p^0 \| \tilde{p}^{m+1} \|_2^2 - M_p^{(1)} h^8
\]

\[
- 2(D \hat{C}_3 \hat{C}_4) \gamma_p^0 \| \tilde{p}^{m+1} \|_2^2 + \| \tilde{p}^{m+1} \|_2^2).
\]

For the last two nonlinear error inner product terms on the right hand side, a direct application of Cauchy inequality gives

\[
-2 \langle A(\hat{n}^m) \nabla_h V_{n}^{m+1}, \nabla_h \tilde{n}^{m+1} \rangle \leq 2 \| \nabla_h V_{n}^{m+1} \|_\infty \cdot \| A(\hat{n}^m) \|_2 \cdot \| \nabla_h \tilde{n}^{m+1} \|_2
\]

\[
\leq 2(C^*) \| \hat{n}^m \|_2 \cdot \| \nabla_h \tilde{n}^{m+1} \|_2
\]

\[
\leq 2(C^*)^2 (\gamma_n^0)^{-1} \| \hat{n}^m \|_2^2 + \frac{1}{2} \gamma_n^0 \| \nabla_h \tilde{n}^{m+1} \|_2^2,
\]

\[
(5.72)
\]

\[
-2D \langle A(\hat{p}^m) \nabla_h V_p^{m+1}, \nabla_h \tilde{p}^{m+1} \rangle \leq 2(DC^*)^2 (\gamma_p^0)^{-1} \| \hat{p}^m \|_2^2 + \frac{1}{2} \gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2,
\]

\[
(5.73)
\]

with the regularity assumption (5.48) recalled.

Finally, a substitution of (5.68), (5.70)–(5.71) and (5.72)–(5.73) into (5.67) results in

\[
\frac{1}{\Delta t} \left( \| \hat{n}^{m+1} \|_2^2 - \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2 - \| \tilde{p}^m \|_2^2 \right) + \gamma_n^0 \| \nabla_h \hat{n}^{m+1} \|_2^2 + \gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2
\]

\[
\leq \Delta t (\gamma_n^0 \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2) + \Delta t (\| \nabla_h \hat{n}^{m+1} \|_2^2 + \| \tilde{p}^{m+1} \|_2^2) + M(\gamma_n^0 \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2) + M(\gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2)
\]

\[
\leq M(\gamma_n^0 \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2) + M(\gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2) + M(\gamma_n^0 \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2) + M(\gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2)
\]

\[
\leq M(\gamma_n^0 \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2) + M(\gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2)
\]

\[
(5.74)
\]

where

\[
M(\gamma_n^0 \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2) + M(\gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2),
\]

\[
(5.75)
\]

\[
M(\gamma_n^0 \| \hat{n}^m \|_2^2 + \| \tilde{p}^{m+1} \|_2^2),
\]

\[
(5.76)
\]

\[
M(\gamma_p^0 \| \nabla_h \tilde{p}^{m+1} \|_2^2),
\]

\[
(5.77)
\]

Therefore, an application of discrete Gronwall inequality leads to the desired higher order convergence estimate

\[
\| \hat{n}^{m+1} \|_2 + \| \tilde{p}^{m+1} \|_2 + \left( \Delta t \sum_{k=1}^{m+1} \| \nabla_h \hat{n}^k \|_2^2 + \| \nabla_h \tilde{p}^k \|_2^2 \right)^{1/2} \leq C(\Delta t^3 + h^4),
\]

\[
(5.78)
\]

based on the higher order truncation error accuracy, \| \tau_n^{m+1} \|_2, \| \tau_p^{m+1} \|_2 \leq C(\Delta t^3 + h^4). This completes the refined error estimate.
Recovery of the a-priori assumption (5.49). With the higher order error estimate (5.78) at hand, we notice that the a-priori assumption in (5.49) is satisfied at the next time step \( t^{m+1} \):

\[
\|\tilde{\eta}^{m+1}\|_2, \|\tilde{\rho}^{m+1}\|_2 \leq \tilde{C}_2(\Delta t^3 + h^4) \leq \Delta t^{11/4} + h^{11/4},
\]

provided \( \Delta t \) and \( h \) are sufficiently small. Therefore, an induction analysis could be applied. This finishes the higher order convergence analysis.

As a result, the convergence estimate (5.9) for the variable \((n, p)\) is a direct consequence of (5.78), combined with the definition (5.10) of the constructed approximate solution \((\tilde{\eta}, \tilde{\rho})\), as well as the projection estimate (5.3).

In terms of the convergence estimate for the electric potential variable \( \phi \), we recall the definition for \( \tilde{\phi}^m \) in (5.41) and observe that

\[
\|\tilde{\phi}^m\|_{H^2_h} \leq C\|\Delta_h \tilde{\phi}^m\|_2 \leq C\|\tilde{\eta}^m - \tilde{\rho}^m\|_2 \leq \tilde{C}_3(\Delta t^3 + h^4),
\]

where \( \tilde{C}_3 = C\tilde{C}_2 \). Then

\[
\|\tilde{\phi}^m - e_{\phi}^m\|_{H^2_h} \leq C\|\Delta_h(\tilde{\phi}^m - e_{\phi}^m)\|_2 \leq \tilde{C}_4(\Delta t + h^2),
\]

and

\[
(-\Delta_h)(\tilde{\phi}^m - e_{\phi}^m) = P_N(\Delta t P_{\Delta t,1} + \Delta t^2 P_{\Delta t,2} + h^2 P_{h,1} - \Delta t N_{\Delta t,1} - \Delta t^2 N_{\Delta t,2} - h^2 N_{h,1}) + \tau_{\phi}^m,
\]

where the discrete elliptic regularity has been applied in (5.80), (5.81), and the truncation error for \( \phi \) is defined as \( \tau_{\phi}^m = (-\Delta_h)\Phi_N - (\tilde{P}^m - \tilde{N}^m) \).

Finally, we arrive at

\[
\|e_{\phi}^m\|_{H^2_h} \leq \|\tilde{\phi}^m\|_{H^2_h} + \|\tilde{\phi}^m - e_{\phi}^m\|_{H^2_h} \leq \tilde{C}_3(\Delta t^3 + h^4) + \tilde{C}_4(\Delta t + h^2) \leq (\tilde{C}_4 + 1)(\Delta t + h^2).
\]

This completes the proof of Theorem 5.1.

Remark 5.5. The \( O(\Delta t^3 + h^4) \) convergence estimate (5.78) is not a super-convergence analysis. In fact, we make a comparison between the constructed approximate solution \((\tilde{\eta}, \tilde{\rho})\) (as introduced in (5.10)) and the numerical solution, with the numerical error function defined in (5.41). Due to the fact that the constructed approximate solution \((\tilde{\eta}, \tilde{\rho})\) satisfies the numerical scheme with a higher order consistency estimate (5.33)–(5.34), a careful error estimate results in an \( O(\Delta t^3 + h^4) \) convergence analysis (5.78). However, such a higher order convergence rate is only available for the numerical error between the numerical solution and the constructed approximate solution \((\tilde{\eta}, \tilde{\rho})\); if we measure the numerical error between the numerical solution and the exact PDE solution \((\eta, \rho)\), the accuracy is still \( O(\Delta t + h^2) \), as stated in Theorem 5.1, since the constructed approximate solution \((\tilde{\eta}, \tilde{\rho})\) contains \( O(\Delta t), O(\Delta t^2) \) and \( O(h^2) \) correction terms.

In fact, the constructed auxiliary fields \( N_{\Delta t,1}, N_{\Delta t,2}, N_{h,1}, P_{\Delta t,1}, P_{\Delta t,2}, P_{h,1} \) depend on the exact solution, and their explicit forms are not available, due to the linear PDE evolution in the higher order consistency analysis. As a result, such a higher order convergence order could hardly be tested in the practical computation. All the constructed approximate solution are only used for the convenience of the theoretical justification of the convergence analysis, in particular in the application of inverse inequality to derive an \( \|\cdot\|_{W^{1,\infty}_h} \) bound of the numerical solution.
Remark 5.6. There have been other alternative ways to establish the positivity-preserving property and energy stability for the PNP system. For example, a rewritten formulation of the PNP system was used in [25]:

\begin{equation}
(n^{m+1} - n^{m-1}) \over 2\Delta t = \nabla_h \cdot \left( e^\phi \nabla \left( \frac{n^{m+1}}{e^\phi} \right) \right),
\end{equation}

In turn, the authors proposed the following numerical method

\begin{equation}
(n^{m+1} - n^{m-1}) \over 2\Delta t = \nabla_h \cdot \left( e^\phi \nabla \left( \frac{n^{m+1}}{e^\phi} \right) \right),
\end{equation}

Moreover, the positivity-preserving property of the numerical scheme was proved using a maximum-principle-type argument, and the following modified energy stability was established:

\begin{equation}
E_h(n^{m+1}, p^{m+1}, \phi^{m+1}, n^{m}, p^{m}, \phi^{m}) \leq E_h(n^{m}, p^{m}, \phi^{m}, n^{m-1}, p^{m-1}, \phi^{m-1}),
\end{equation}

\begin{equation}
E_h(n^{m}, p^{m}, \phi^{m}, n^{m-1}, p^{m-1}, \phi^{m-1}) = \frac{1}{2} \langle n^{m} \ln n^{m} + n^{m-1} \ln n^{m-1} + p^{m} \ln p^{m} + p^{m-1} \ln p^{m-1}, 1 \rangle
+ \frac{1}{2} \langle \nabla_h \phi^{m}, \nabla_h \phi^{m-1} \rangle.
\end{equation}

Such a modified energy functional is a numerical approximation to the original energy (2.4), if the numerical solution converges to the exact PDE solution.

In comparison, our proposed numerical scheme (2.10)–(2.13) is based on the energy variational formulation (2.4)–(2.7). As a result, the positivity-preserving analysis could be extended to many other related physical models, such as the Poisson-Nernst-Planck-Cahn-Hilliard system reported in [44], as long as the singular terms correspond to a convex energy. In addition, because of the energetic variational structure in the numerical scheme (2.10)–(2.13), the dissipation property for the original energy functional could be theoretically justified, as stated in Theorem 4.1 by noticing that \( E_h(n, p) \) stands for a direct spatial discretization for the energy functional \( E(n, p) \) at the continuous level (as given by (2.4)). This subtle fact stands for another advantage of our energetic variational approach over the numerical algorithm (5.85): the energy stability reported in our work is in terms of the original energy functional, instead of a numerical approximation as defined in (5.86).

In general, the numerical algorithm (5.85) has been a very useful method in the numerical approximation to the PNP system, and many nice theoretical properties have been established at a discrete level. In comparison, our proposed numerical scheme (2.10)–(2.13) has introduced an energetic variational approach, and many essential improvements could be observed in both the positivity-preserving analysis and energy stability estimate.

Remark 5.7. In addition to the positivity-preserving analysis and energy stability estimate, an optimal rate convergence analysis turns out to be a very challenging issue, especially for structure-preserving numerical methods for the PNP system. Among the existing works for the convergence analysis [6,18,42,48], these estimates have been based on the perfect Laplacian operator structure for \( n \) and \( p \), instead of the \( H^{-1} \) gradient flow structure. As a result, the positivity-preserving property
and the energy dissipation could hardly be theoretically justified for these existing works. Our paper stands for the first work to combine three theoretical properties for a numerical scheme to the PNP system: unique solvability/positivity-preserving, energy stability, and optimal rate convergence analysis.

**Remark 5.8.** The proposed numerical scheme (2.10)–(2.13) is only first order accurate in time, and such a temporal accuracy may not be perfect in the practical computation. A second order accurate (in time) numerical scheme will be considered in our future work. For instance, the following numerical scheme could be designed, following a similar idea, while with many non-standard modifications:

\begin{align}
\frac{n^{m+1} - n^m}{\Delta t} &= \nabla_h \cdot \left( \mathcal{M}_n^{m+1/2} \nabla_h \mu_n^{m+1/2} \right), \\
\frac{p^{m+1} - p^m}{\Delta t} &= \nabla_h \cdot \left( \mathcal{M}_p^{m+1/2} \nabla_h \mu_p^{m+1/2} \right), \\
\mu_n^{m+1/2} &= \frac{n^{m+1} \ln n^{m+1} - n^m \ln n^m}{n^{m+1} - n^m} - 1 + \Delta t \ln \frac{n^{m+1}}{n^m} + (-\Delta h)^{-1} (n^{m+1/2} - p^{m+1/2}), \\
\mu_p^{m+1/2} &= \frac{p^{m+1} \ln p^{m+1} - p^m \ln p^m}{p^{m+1} - p^m} - 1 + \Delta t \ln \frac{p^{m+1}}{p^m} + (-\Delta h)^{-1} (p^{m+1/2} - n^{m+1/2}), \\
\mathcal{M}_n^{m+1/2} &= \frac{3}{2} n^m - \frac{1}{2} n^{m-1}, \quad \mathcal{M}_p^{m+1/2} = \frac{3}{2} p^m - \frac{1}{2} p^{m-1}, \\
n^{m+1/2} &= \frac{1}{2} (n^{m+1} + n^m), \quad p^{m+1/2} = \frac{1}{2} (p^{m+1} + p^m).
\end{align}

The positivity-preserving analysis, the energy stability estimate, and an optimal rate convergence analysis are expected for such a second order accurate scheme, following similar ideas presented in this paper. However, there will be too many technical details, and these details are left to the future work.

### 6. Numerical results

To get numerical solutions, we need to solve the fully nonlinear scheme (2.10)–(2.13) at each time step. We propose an iterative method as follows. First, the initial value for the nonlinear iteration is taken as \( n^{m+1,0} := n^m, \) \( p^{m+1,0} := p^m, \) and \( \phi^{m+1,0} := \phi^m. \) Subsequently, given the \( k \)-th iterate numerical solution \( n^{m+1,k}, p^{m+1,k}, \phi^{m+1,k} \), we obtain the first stage of the \((k + 1)\)-th iterate by solving

\begin{align}
&n^{m+1,\ast} - \Delta t \nabla_h \cdot \left( \mathcal{M}_n \nabla_h \left( \frac{n^{m+1,\ast}}{n^{m+1,k}} \right) \right) \\
&= n^m + \Delta t \nabla_h \cdot \left( \mathcal{M}_n \nabla_h \left( \ln n^{m+1,k} - \phi^{m+1,k} \right) \right), \\
p^{m+1,\ast} - \Delta t \nabla_h \cdot \left( \mathcal{M}_p \nabla_h \left( \frac{p^{m+1,\ast}}{p^{m+1,k}} \right) \right) \\
&= p^m + \Delta t \nabla_h \cdot \left( \mathcal{M}_p \nabla_h \left( \ln p^{m+1,k} + \phi^{m+1,k} \right) \right), \\
-\Delta_h \phi^{m+1,\ast} &= p^{m+1,\ast} - n^{m+1,\ast}.
\end{align}
Table 1. The $\ell^\infty$ error and convergence order for the numerical solutions of $p$, $n$, and $\psi$ with $\Delta t = h^2$, with the exact solution given by (6.3)

| $h$ | $\ell^\infty$ error in $p$ | Order | $\ell^\infty$ error in $n$ | Order | $\ell^\infty$ error in $\psi$ | Order |
|-----|--------------------------|------|--------------------------|------|--------------------------|------|
| $\frac{3}{2}$ | 1.898E-2                 | -    | 1.898E-2                 | -    | 1.200E-1                 | -    |
| $\frac{1}{2}$ | 4.864E-3                 | 1.96 | 4.864E-3                 | 1.96 | 3.001E-2                 | 2.00 |
| $\frac{1}{4}$ | 1.231E-3                 | 1.98 | 1.231E-3                 | 1.98 | 7.524E-3                 | 2.00 |
| $\frac{1}{8}$ | 3.093E-4                 | 1.99 | 3.093E-4                 | 1.99 | 1.882E-3                 | 2.00 |

In addition, to make the nonlinear iteration smoother, we then obtain $n^{m+1,k+1}$, $p^{m+1,k+1}$, and $\phi^{m+1,k+1}$ by

$$
\begin{align*}
(n^{m+1,k+1}, p^{m+1,k+1}, \phi^{m+1,k+1}) &= \omega_r (n^{m+1,k}, p^{m+1,k}, \phi^{m+1,k}) \\
&\quad + (1 - \omega_r) (n^{m+1,*}, p^{m+1,*}, \phi^{m+1,*}),
\end{align*}
$$

where $\omega_r \in (0,1)$ is a relaxation parameter. We notice that, two linear systems for $n$ and $p$, associated with $\mathcal{M}$-matrices, need to be solved in the the $k+1$-th iteration algorithm (6.1). In fact, (6.1) could be viewed as a linearized Newton iteration for the proposed numerical scheme (2.10)–(2.13), at least in the ln $n$ and ln $p$ nonlinear parts. It is expected that, under a sufficient condition on the time step size $\Delta t$, such a linearized iteration algorithm guarantees positive concentrations at a discrete level in each iteration stage, and an iteration convergence to the proposed numerical scheme (2.10)–(2.13) is also available. The detailed analysis will be left in the future works.

In the following, we demonstrate the performance of the proposed numerical scheme in a two dimensional setting. With rescaling, the computational domain becomes $\Omega = (-1,1)^2$. Also, we take the parameters $z_0 = 1$, $n_0 = p_0 = c_0 = 0.1$ M, $L = 13.6$ Å, and $D_n = D_p = D_0$ with $D_0$ being the diffusion constant of sodium ions in water.

6.1. Accuracy tests. To test accuracy, we consider the following exact solution

$$
\begin{align*}
n &= e^{-t} \sin(2\pi x) \cos(2\pi y) + 2, \\
p &= e^{-t} \cos(2\pi x) \sin(2\pi y) + 2, \\
\phi &= e^{-t} \sin(2\pi x) \sin(2\pi y),
\end{align*}
$$

(6.3)

to the PNP equations with source terms:

$$
\begin{align*}
\partial_t n &= \nabla \cdot (\nabla n - n \nabla \phi) + f_n, \\
\partial_t p &= \nabla \cdot (\nabla p + p \nabla \phi) + f_p, \\
-\Delta \phi &= p - n + \rho^f.
\end{align*}
$$

(6.4) \quad (6.5) \quad (6.6)

Here the source terms $f_n$, $f_p$, and $\rho^f$, and the initial conditions are obtained with the known exact solution.

To verify the accuracy of the proposed scheme (2.10)–(2.13), we perform numerical tests using various mesh resolutions with $\Delta t = h^2$. Note that such a mesh ratio is chosen for the purpose of accuracy tests rather than the stability concern. As shown in Table 1, the $\ell^\infty$ error for numerical solutions of $p$, $n$, and $\phi$ at time
$T = 0.1$ decreases robustly as the mesh refines. The convergence order, as expected, is about two for both the concentrations and electrostatic potential.

6.2. Property tests. We also conduct numerical simulations to test the performance of the proposed scheme in preserving physical properties at discrete level. The numerical schemes are applied to solve the rescaled PNP equations (6.4)–(6.6) without sources terms in the Nernst–Planck equations, but with a fixed charge distribution given by

$$\rho^f(x, y) = e^{-100[(x + \frac{1}{2})^2 + (y + \frac{1}{2})^2]} - e^{-100[(x - \frac{1}{2})^2 + (y + \frac{1}{2})^2]} - e^{-100[(x - \frac{1}{2})^2 + (y - \frac{1}{2})^2]} + e^{-100[(x - \frac{1}{2})^2 + (y - \frac{1}{2})^2]}.$$  

The initial data for concentrations are given by

$$p(x, y, 0) = 0.1 \text{ and } n(x, y, 0) = 0.1.$$  

![Figure 1. Left: The snapshots of $\psi$, $p$, and $n$ at time $T = 0.05$, $T = 0.1$, and $T = 5$. Right: The evolution of discrete energy $E_h$, total mass of $p$, and the minimum concentration $C_{Min}$.](image)

Figure 1 displays snapshots of the electrostatic potential and concentrations at time $T = 0.05$, $T = 0.1$, and $T = 5$. One observes that the concentrations of cations and anions develop peaks and valleys due to electrostatic interactions, and that the electrostatic potential initially induced by the fixed charges gets screened quickly by attracted mobile ions carrying opposite charges, as time evolves. At $T = 5$, the system nearly reaches equilibrium.

By periodic boundary conditions, the total mass of concentrations is conserved in time evolution. This is verified in the right panel of Figure 1 in which the total mass of the cations converges perfectly. In addition, the discrete energy $E_h$ decreases monotonically, being consistent with our analysis; cf. Theorem 4.1.

What of interest is the evolution of the minimum concentration that is defined by $C_{Min} := \min\{\min_{i,j,k} n_{i,j,k}^n, \min_{i,j,k} p_{i,j,k}^m\}$. The evolution of $C_{Min}$, together with the inset plot, demonstrates that the numerical solution of concentration remains positive all the time. In summary, our numerical tests further confirm that the proposed numerical scheme respects mass conservation, energy dissipation, and positivity at discrete level.

To verify the numerical accuracy of the proposed scheme for this case, we perform a numerical test on a sequence of mesh resolutions: $h = \frac{1}{20}, \frac{1}{40}, \frac{1}{60}, \frac{1}{80}, \frac{1}{100}$, and the
Table 2. The $\ell_\infty$ differences and convergence order for the numerical solutions of $p$, $n$, and $\psi$ at time $T = 0.5$, for the given initial data (6.8) and charge distribution (6.7). Various mesh resolutions are tested: $h_1 = \frac{1}{20}, h_2 = \frac{1}{40}, h_3 = \frac{1}{60}, h_4 = \frac{1}{80}, h_5 = \frac{1}{100}$, and the time step size is taken as $\Delta t = h^2$.

|       | $u = p$ Order |       | $u = n$ Order |       | $u = \psi$ Order |
|-------|---------------|-------|---------------|-------|------------------|
| $\|u_{h_1} - u_{h_2}\|_\infty$ | 1.800E-3 |       | 1.800E-3 |       | 1.131E-2 |       | - |
| $\|u_{h_2} - u_{h_3}\|_\infty$ | 3.722E-4 | 1.84 | 3.722E-4 | 1.84 | 1.971E-3 | 2.09 |
| $\|u_{h_3} - u_{h_4}\|_\infty$ | 1.302E-4 | 2.00 | 1.302E-4 | 2.00 | 6.932E-4 | 1.99 |
| $\|u_{h_3} - u_{h_4}\|_\infty$ | 6.157E-5 | 1.93 | 6.157E-5 | 1.93 | 3.183E-4 | 2.03 |

As shown in Table 2, the numerical errors at time $T = 0.5$ improve robustly as the mesh refines, with a convergence order maintaining around two for both the concentrations and electrostatic potential. This is a remarkable numerical result, since an explicit form of the analytic solution is not available, and the exact solution may develop sharp gradient structures. From the right panel of the Figure 1, we can see that the minimum ionic concentration is relatively low up to time $T = 0.5$. This accuracy test has demonstrated that the proposed numerical scheme is very robust even when the mobility of ions, i.e., the ionic concentration, is low.

7. Concluding remarks

A finite difference numerical scheme is proposed and analyzed for the Poisson-Nernst-Planck (PNP) system. The Energetic Variational Approach (EnVarA) is taken, so that the PNP system could be reformulated as a non-constant mobility $H^{-1}$ gradient flow, with singular logarithmic energy potentials involved. In the proposed numerical algorithm, the mobility function is explicitly treated to ensure the unique solvability, while both the logarithmic and the electric potential diffusion terms are treated implicitly, because of their convex natures. The positivity-preserving property for both $n$ and $p$ are theoretically established, which is based on the subtle fact that, the singular nature of the logarithmic term around the value of 0 prevents the numerical solution reaching the singular value. As a result, the numerical scheme is always well-defined. The energy stability of the numerical scheme comes from the convex nature of the energy functional in terms of $n$ and $p$, combined with their positivity property. In addition, an optimal rate convergence analysis is provided in this work. To overcome a well-known difficulty associated with the non-constant mobility, many highly non-standard estimates have to be involved, due to the nonlinear parabolic coefficients. The higher order asymptotic
expansion, up to third order temporal accuracy and fourth order spatial accuracy, has to be performed with a careful linearization technique. Such a higher order asymptotic expansion enables one to obtain a rough error estimate, so that to the $\ell^\infty$ bound for $n$ and $p$ could be derived. This $\ell^\infty$ estimate yields the upper and lower bounds of the two variables, and these bounds have played a crucial role in the subsequent analysis. Finally, the refined error estimate is carried out to accomplish the desired convergence result. It is the first work to combine three theoretical properties for numerical scheme to the PNP system: unique solvability/positivity-preserving, energy stability and optimal rate convergence analysis. A few numerical results are also presented in this article, which demonstrates the robustness of the proposed numerical scheme.

**Appendix A. Proof of Proposition 5.1**

Taking a discrete inner product with (5.42), (5.43) by $\tilde{\mu}_n^{m+1}$, $\tilde{\mu}_p^{m+1}$, respectively, leads to

\[
\langle \tilde{n}^{m+1}, \tilde{\mu}_n^{m+1} \rangle + \langle \tilde{p}^{m+1}, \tilde{\mu}_p^{m+1} \rangle + \Delta t(\langle A(n^m) \nabla_h \tilde{n}^{m+1}, \nabla_h \tilde{\mu}_n^{m+1} \rangle \\
+ D(\langle A(p^m) \nabla_h \tilde{p}_n^{m+1}, \nabla_h \tilde{\mu}_p^{m+1} \rangle) \\
= \langle \tilde{n}^{m}, \tilde{\mu}_n^{m+1} \rangle + \langle \tilde{p}^{m}, \tilde{\mu}_p^{m+1} \rangle + \Delta t(\langle \tau_{n}^{m+1}, \tilde{\mu}_n^{m+1} \rangle + \langle \tau_{p}^{m+1}, \tilde{\mu}_p^{m+1} \rangle) \\
- \Delta t(\langle A(\tilde{n}^m) \nabla_h \mu_n^{m+1}, \nabla_h \tilde{\mu}_n^{m+1} \rangle + D(\langle A(\tilde{p}^m) \nabla_h \mu_p^{m+1}, \nabla_h \tilde{\mu}_p^{m+1} \rangle)).
\]

(A.1)

Because of the separation estimate (5.38), at a point-wise level, the following inequalities are available:

(A.2) \[ \langle A(n^m) \nabla_h \tilde{n}^{m+1}, \nabla_h \tilde{\mu}_n^{m+1} \rangle \geq \frac{\epsilon_0^*}{2} \|\nabla_h \tilde{n}^{m+1}\|_2^2, \]

(A.3) \[ \langle A(p^m) \nabla_h \tilde{p}^{m+1}, \nabla_h \tilde{\mu}_p^{m+1} \rangle \geq \frac{\epsilon_0^*}{2} \|\nabla_h \tilde{\mu}_p^{m+1}\|_2^2. \]

By the mean-free property (5.38) for the local truncation error terms, the following estimate can be derived:

(A.4) \[ \langle \tau_{n}^{m+1}, \tilde{\mu}_n^{m+1} \rangle \leq \|\tau_{n}^{m+1}\|_{-1,h} \cdot \|\nabla_h \tilde{n}^{m+1}\|_2 \leq \frac{2}{\epsilon_0^*} \|\tau_{n}^{m+1}\|_{-1,h}^2 + \frac{1}{8} \epsilon_0^* \|\nabla_h \tilde{n}^{m+1}\|_2^2, \]

(A.5) \[ \langle \tau_{p}^{m+1}, \tilde{\mu}_p^{m+1} \rangle \leq \|\tau_{p}^{m+1}\|_{-1,h} \cdot \|\nabla_h \tilde{\mu}_p^{m+1}\|_2 \leq \frac{2}{D\epsilon_0^*} \|\tau_{p}^{m+1}\|_{-1,h}^2 + \frac{1}{8} D\epsilon_0^* \|\nabla_h \tilde{\mu}_p^{m+1}\|_2^2. \]

For the two terms $\langle \tilde{n}^{m}, \tilde{\mu}_n^{m+1} \rangle$ and $\langle \tilde{p}^{m}, \tilde{\mu}_p^{m+1} \rangle$, an application of the Cauchy inequality reveals that

(A.6) \[ \langle \tilde{n}^{m}, \tilde{\mu}_n^{m+1} \rangle \leq \|\tilde{n}^{m}\|_{-1,h} \cdot \|\nabla_h \tilde{n}^{m+1}\|_2 \leq \frac{2}{\epsilon_0^* \Delta t} \|\tilde{n}^{m}\|_{-1,h}^2 + \frac{1}{8} \epsilon_0^* \Delta t \|\nabla_h \tilde{n}^{m+1}\|_2^2, \]

(A.7) \[ \langle \tilde{p}^{m}, \tilde{\mu}_p^{m+1} \rangle \leq \|\tilde{p}^{m}\|_{-1,h} \cdot \|\nabla_h \tilde{\mu}_p^{m+1}\|_2 \leq \frac{2}{D\epsilon_0^* \Delta t} \|\tilde{p}^{m}\|_{-1,h}^2 + \frac{1}{8} D\epsilon_0^* \Delta t \|\nabla_h \tilde{\mu}_p^{m+1}\|_2^2. \]


For the last two terms on the right hand side of (A.1), we see that
\begin{equation}
\langle A(\tilde{n}^m) \nabla_h V_n^{m+1}, \nabla_h \tilde{\mu}_n^m \rangle \leq \| \nabla_h V_n^{m+1} \|_\infty \cdot \| A(\tilde{n}^m) \|_2 \cdot \| \nabla_h \tilde{\mu}_n^m \|_2 \\
\leq C^* \| \nabla_h V_n^{m+1} \|_2 \cdot \| \nabla_h \tilde{\mu}_n^m \|_2 \\
\leq \frac{2(C^*)^2}{\epsilon_0^2} \| \tilde{n}^m \|_2^2 + \frac{1}{8} \epsilon_0^2 \| \nabla_h \tilde{\mu}_n^m \|_2^2,
\end{equation}
(A.8)
and, similarly,
\begin{equation}
D \langle A(\tilde{\rho}^m) \nabla_h V_p^{m+1}, \nabla_h \tilde{\mu}_p^m \rangle \leq \frac{2(C^*)^2}{\epsilon_0^2} \| \tilde{\rho}^m \|_2^2 + \frac{1}{8} D \epsilon_0^2 \| \nabla_h \tilde{\mu}_p^m \|_2^2.
\end{equation}
(A.9)
A substitution of (A.12)-(A.9) into (A.1) leads to
\begin{equation}
\langle \tilde{n}^{m+1}, \tilde{\rho}_n^{m+1} \rangle + \langle \tilde{\rho}^{m+1}, \tilde{\mu}_p^{m+1} \rangle + \frac{\epsilon_0^2}{8} \Delta t \left( \| \nabla_h \tilde{\mu}_n^{m+1} \|_2^2 + D \| \nabla_h \tilde{\mu}_p^{m+1} \|_2^2 \right) \\
\leq \frac{2}{\epsilon_0^2 \Delta t} \| \tilde{n}^m \|_{-1,h}^2 + \frac{2 D \epsilon_0^3}{\Delta t} \| \tilde{\rho}^m \|_{-1,h}^2 + \frac{2 \Delta t}{\epsilon_0^2} \| \tau_n^{m+1} \|_{-1,h}^2 + \frac{2 \Delta t}{\epsilon_0^2} \| \tau_p^{m+1} \|_{-1,h}^2 \\
+ 2(C^*)^2 \epsilon_0^3 \Delta t \left( \| \tilde{n}^m \|_2^2 + D^{-1} \| \tilde{\rho}^m \|_2^2 \right),
\end{equation}
(A.10)
Moreover, the detailed expansions in (5.44) and (5.46) reveal the following identities:
\begin{equation}
\langle \ln \tilde{N}^{m+1} - \ln n^{m+1}, \tilde{n}^{m+1} \rangle = \langle \ln \tilde{N}^{m+1} - \ln n^{m+1}, \tilde{N}^{m+1} - n^{m+1} \rangle \geq 0,
\end{equation}
(A.11)
\begin{equation}
\langle \ln \tilde{P}^{m+1} - \ln p^{m+1}, \tilde{p}^{m+1} \rangle = \langle \ln \tilde{P}^{m+1} - \ln p^{m+1}, \tilde{P}^{m+1} - p^{m+1} \rangle \geq 0,
\end{equation}
(A.12)
and
\begin{equation}
\langle (-\Delta_h)^{-1} (\tilde{n}^{m+1} - \tilde{p}^{m+1}), \tilde{n}^{m+1} \rangle + \langle (-\Delta_h)^{-1} (\tilde{p}^{m+1} - \tilde{n}^{m+1}), \tilde{p}^{m+1} \rangle \\
= \| \tilde{n}^{m+1} - \tilde{p}^{m+1} \|_{-1,h}^2,
\end{equation}
(A.13)
where the positivities of \((n^{m+1}, p^{m+1})\) and \((\tilde{N}^{m+1}, \tilde{P}^{m+1})\) have been applied in the derivation of (A.11) and (A.12). Then we conclude that
\begin{equation}
\langle \tilde{n}^{m+1}, \tilde{\rho}_n^{m+1} \rangle + \langle \tilde{\rho}^{m+1}, \tilde{\mu}_p^{m+1} \rangle \geq 0.
\end{equation}
(A.14)
For the right hand side of (A.10), the following estimates are available, which come from the a-priori assumption (5.49):
\begin{equation}
\frac{2}{\epsilon_0^2 \Delta t} \| \tilde{n}^m \|_{-1,h}^2 \leq \frac{C}{\epsilon_0^2 \Delta t} \| \tilde{n}^m \|_2^2 \leq C (\Delta t^2 + h^2),
\end{equation}
(A.15)
\begin{equation}
\frac{2}{D \epsilon_0^2 \Delta t} \| \tilde{\rho}^m \|_{-1,h}^2 \leq \frac{C}{D \epsilon_0^2 \Delta t} \| \tilde{\rho}^m \|_2^2 \leq C (\Delta t^2 + h^2),
\end{equation}
(A.16)
\begin{equation}
\frac{2 \Delta t}{\epsilon_0^2} \| \tau_n^{m+1} \|_{-1,h}^2 \leq C \Delta t \| \tau_n^{m+1} \|_2^2 \leq C (\Delta t^7 + \Delta t h^8),
\end{equation}
(A.17)
\begin{equation}
\frac{2 \Delta t}{\epsilon_0^2} \| \tau_p^{m+1} \|_{-1,h}^2 \leq C \Delta t \| \tau_p^{m+1} \|_2^2 \leq C (\Delta t^7 + \Delta t h^8),
\end{equation}
(A.18)
\begin{equation}
2(C^*)^2 \epsilon_0^3 \Delta t \| \tilde{n}^m \|_2^2 \leq C \Delta t \| \tilde{n}^m \|_2^2 \leq C (\Delta t^{12} + h^{12}),
\end{equation}
(A.19)
\begin{equation}
2(C^*)^2 \epsilon_0^3 \Delta t \| \tilde{\rho}^m \|_2^2 \leq C \Delta t \| \tilde{\rho}^m \|_2^2 \leq C (\Delta t^{13} + h^{13}),
\end{equation}
(A.20)
where the fact that \(\| f \|_{-1,h} \leq C \| f \|_2\), as well as the linear refinement constraint \(C_1 h \leq \Delta t \leq C_2 h\), have been repeatedly applied. Going back (A.10), we obtain
\begin{equation}
\frac{\epsilon_0^2}{8} \Delta t (\| \nabla_h \tilde{\mu}_n^{m+1} \|_2^2 + D \| \nabla_h \tilde{\mu}_p^{m+1} \|_2^2) \leq C (\Delta t^2 + h^2),
\end{equation}
(A.21)
so that
\begin{equation}
\|\nabla_h \tilde{\nu}^{m+1}_n\|_2, \|\nabla_h \tilde{\nu}^{m+1}_p\|_2 \leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}).
\end{equation}

Meanwhile, the error evolutionary equation \((5.42)\) implies that
\begin{equation}
\|\tilde{n}^{m+1} - \tilde{n}^m\|_2 \leq \Delta t ((\|\nabla_h \cdot (A(n^m) \nabla_h \tilde{\nu}^{m+1}_n)\|_2 + \|\nabla_h \cdot (A(\tilde{n}^m) \nabla_h \nu^{m+1}_n)\|_2) + \Delta t \|\nu^{m+1}_n\|_2.
\end{equation}

Furthermore, the following estimate is available for the first term, based on a detailed nonlinear expansion in the finite difference space, as well as repeated applications of discrete H"older inequality:
\begin{equation}
\|\nabla_h \cdot (A(n^m) \nabla_h \tilde{\nu}^{m+1}_n)\|_2 \leq C(\|n^m\|_{\infty} \cdot \|\nabla_h \nabla_h \tilde{\nu}^{m+1}_n\|_2 + \|\nabla_h n^m\|_{\infty} \cdot \|\nabla_h \tilde{\nu}^{m+1}_n\|_2)
\leq C C_3 (\|\nabla_h \nabla_h \tilde{\nu}^{m+1}_n\|_2 + \|\nabla_h \tilde{\nu}^{m+1}_n\|_2)
\end{equation}
\begin{equation}
\leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}),
\end{equation}
in which the a-priori estimates \((5.53), (5.55)\) have been used in the second step, and the following inverse inequality has been applied in the last step:
\begin{equation}
\|\nabla_h \nabla_h \tilde{\nu}^{m+1}_n\|_2 \leq \frac{C \|\nabla_h \tilde{\nu}^{m+1}_n\|_2}{h} \leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}).
\end{equation}

The second term on the right hand side of \((A.23)\) could be similarly analyzed:
\begin{equation}
\|\nabla_h \cdot (A(\tilde{n}^m) \nabla_h \nu^{m+1}_n)\|_2 \leq C(\|\tilde{n}^m\|_2 \cdot \|\nabla_h \nabla_h \nu^{m+1}_n\|_{\infty}
+ \|\nabla_h \tilde{n}^m\|_2 \cdot \|\nabla_h \nu^{m+1}_n\|_{\infty})
\leq C C_3 (\|\tilde{n}^m\|_2 + \|\nabla_h \tilde{n}^m\|_2)
\leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}),
\end{equation}
in which the regularity assumption \((5.48)\) has been recalled in the second step, while an inverse inequality \(\|\nabla_h f\|_2 \leq \frac{C \|f\|_2}{h}\) has been applied in the last step. Therefore, a combination of \((A.24), (A.26)\) and \((A.23)\) results in
\begin{equation}
\|\tilde{n}^{m+1} - \tilde{n}^m\|_2 \leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}) + C(\Delta t^{\frac{11}{2}} + h^{\frac{11}{2}}) + C(\Delta t^4 + \Delta t h^4) \leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}).
\end{equation}
A similar estimate could be derived for \(\|\tilde{p}^{m+1} - \tilde{p}^m\|_2\):
\begin{equation}
\|\tilde{p}^{m+1} - \tilde{p}^m\|_2 \leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}).
\end{equation}

As a consequence, a combination with the a-priori error bound \((5.49)\) (at the previous time step) results in a rough error estimate for \(\tilde{n}^{m+1}, \tilde{p}^{m+1}\):
\begin{equation}
\|\tilde{n}^{m+1}\|_2 + \|\tilde{p}^{m+1}\|_2 \leq \|\tilde{n}^m\|_2 + \|\tilde{p}^m\|_2 + \|\tilde{n}^{m+1} - \tilde{n}^m\|_2 + \|\tilde{p}^{m+1} - \tilde{p}^m\|_2
\leq C(\Delta t^{\frac{7}{2}} + h^{\frac{7}{2}}),
\end{equation}
under the linear refinement requirement \(C_1 h \leq \Delta t \leq C_2 h\), with \(C\) dependent on the physical parameters. This inequality is exactly the rough error estimate \((5.59)\). The proof of Proposition \([5,1]\) is complete.
APPENDIX B. PROOF OF LEMMA 5.1

Looking at a single mesh cell \((i, j, k) \rightarrow (i+1, j, k)\), we make the following observation:

\[
D_{x}(\ln N_{i+1,j,k}^{m+1} - \ln n_{i+1,j,k}^{m+1}) = \frac{1}{\xi_n} \ln N_{i+1,j,k}^{m+1} - \frac{1}{\xi_n} \ln n_{i+1,j,k}^{m+1} - \frac{1}{\xi_n} N_{i+1,j,k}^{m+1} \frac{d x}{\xi_n}
\]

\[
= \left( \frac{1}{\xi_n} - \frac{1}{\xi_n} \right) D_{x} N_{i+1,j,k}^{m+1} + \frac{1}{\xi_n} D_{x} \tilde{n}_{i+1,j,k}^{m+1},
\]

(B.1)

in which the mean value theorem has been repeatedly applied, where \(\xi_n\) is between \(N_{i+1,j,k}^{m+1}\) and \(n_{i+1,j,k}^{m+1}\), and \(\xi_n\) is between \(n_{i+1,j,k}^{m+1}\) and \(n_{i,j,k}^{m+1}\).

In turn, its product with \(D_{x} \tilde{n}_{i+1,j,k}^{m+1}\) leads to

\[
D_{x} \tilde{n}_{i+1,j,k}^{m+1} \cdot D_{x} (\ln \tilde{N}_{i+1,j,k}^{m+1} - \ln n_{i+1,j,k}^{m+1})
\]

(B.2)

\[
= \left( \frac{1}{\xi_n} - \frac{1}{\xi_n} \right) D_{x} N_{i+1,j,k}^{m+1} \cdot D_{x} \tilde{n}_{i+1,j,k}^{m+1} + \frac{1}{\xi_n} |D_{x} \tilde{n}_{i+1,j,k}^{m+1}|^2.
\]

For the second part, the rough \(\| \cdot \|_{\infty}\) estimate (5.63) for \(n_{i+1,j,k}^{m+1}\) implies that \(0 < \xi_n \leq \tilde{C}_3\), which in turn gives

\[
\frac{1}{\xi_n} \geq \frac{1}{\tilde{C}_3} \quad \text{and} \quad \frac{1}{\xi_n} |D_{x} \tilde{n}_{i+1,j,k}^{m+1}|^2 \geq \frac{1}{\tilde{C}_3} |D_{x} \tilde{n}_{i+1,j,k}^{m+1}|^2.
\]

(B.3)

For the first term on the right hand side of (B.3), we begin with the following identity:

\[
\frac{1}{\xi_n} = \frac{\ln N_{i+1,j,k}^{m+1} - \ln n_{i+1,j,k}^{m+1}}{N_{i+1,j,k}^{m+1} - n_{i+1,j,k}^{m+1}} = \frac{\ln \left(1 + \frac{N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1}}{N_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}\right)}{N_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}.
\]

(B.4)

By setting \(t_{N}^{(0)} = \frac{N_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{N_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}\), the following Taylor expansion is available:

\[
\ln(1 + t_{N}^{(0)}) = t_{N}^{(0)} - \frac{1}{2}(t_{N}^{(0)})^2 + \frac{1}{3}(t_{N}^{(0)})^3 - \frac{1}{4}(t_{N}^{(0)})^4 + \frac{1}{5}(1 + \eta_{N})^5(t_{N}^{(0)})^5,
\]

with \(\eta_{N}\) between 0 and \(t_{N}^{(0)}\). Its substitution into (B.5) yields

\[
\frac{1}{\xi_n} = \frac{1}{N_{i,j,k}^{m+1}} - \frac{(N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1})^2}{2(N_{i,j,k}^{m+1})^2} + \frac{(N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1})^3}{3(N_{i,j,k}^{m+1})^3} - \frac{(N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1})^4}{4(N_{i,j,k}^{m+1})^4}
\]

\[
+ \frac{1}{5}(1 + \eta_{N})^5 \frac{(N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1})^5}{(N_{i,j,k}^{m+1})^5}.
\]

(B.6)
A similar equality could be derived for $\frac{1}{\xi_n}$:

$$
\frac{1}{\xi_n} = \frac{1}{n_{i,j,k}} \left[ \frac{n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{2(n_{i+1,j,k}^{m+1})^2} + \frac{(n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1})^2}{3(n_{i+1,j,k}^{m+1})^3} - \frac{(n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1})^3}{4(n_{i+1,j,k}^{m+1})^4} \right]
$$

(B.8)

and

$$
\left| \frac{n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{(n_{i+1,j,k}^{m+1})^2} - \frac{n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{(n_{i,j,k}^{m+1})^2} \right| \leq \frac{2}{(\epsilon_0^*)^2} |\tilde{n}_{i,j,k}^{m+1}|,
$$

(B.9)

with $\eta_n$ between 0 and $t_n^{(0)} = \frac{n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{n_{i,j,k}^{m+1}}$. In addition, the following estimates are derived:

$$
\left| \frac{1}{N_{i,j,k}^{m+1}} - \frac{1}{n_{i,j,k}^{m+1}} \right| = \frac{|\tilde{n}_{i,j,k}^{m+1} - n_{i,j,k}^{m+1}|}{N_{i,j,k}^{m+1} n_{i,j,k}^{m+1}} \leq \frac{2}{(\epsilon_0^*)^2} |\tilde{n}_{i,j,k}^{m+1}|,
$$

and

$$
\left| \frac{N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1}}{(N_{i,j,k}^{m+1})^2} - \frac{n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{(n_{i,j,k}^{m+1})^2} \right| \leq \frac{2}{(\epsilon_0^*)^2} |\tilde{n}_{i,j,k}^{m+1}| + C^* \frac{n_{i,j,k}^{m+1}}{\tilde{n}_{i,j,k}^{m+1}}
$$

(B.10)

where

$$
Q^{(2)} := \frac{4}{(\epsilon_0^*)^2} + \frac{8C^*(C^* + \tilde{C}_3)}{(\epsilon_0^*)^4},
$$

and the rough $\| \cdot \|_\infty$ estimate (5.63), the regularity assumption (5.40), and the separation property (5.39) have been extensively applied. The two other difference terms could be similarly analyzed:

$$
\left| \frac{N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1}}{(N_{i,j,k}^{m+1})^3} - \frac{n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{(n_{i,j,k}^{m+1})^3} \right| \leq Q^{(3)} (|\tilde{n}_{i,j,k}^{m+1}| + |\tilde{n}_{i+1,j,k}^{m+1}|),
$$

(B.11)

where $Q^{(3)}$, $Q^{(4)}$ only depend on $\epsilon_0^*$, $C^*$ and $\tilde{C}_3$. For the remainder terms, we observe that

$$
|N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1}| = h|D_x N_{i+1/2,j,k}^{m+1}| \leq h|D_x N^{m+1}_k| \leq C^* h,
$$

(B.12)

and

$$
|t_n^{(0)}| = \left| \frac{N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1}}{N_{i,j,k}^{m+1}} \right| \leq C^* (\epsilon_0^*)^{-1} h \leq Q^{(5)} h \leq \frac{1}{2},
$$

(B.13)

where $Q^{(5)} = C^*(\epsilon_0^*)^{-1}$ and where we have used $\epsilon_0^* \leq N_{i,j,k}^{m+1}$. Furthermore $|\eta_N| \leq \frac{1}{2}$, so that

$$
|1 + \eta_N| \geq \frac{1}{2} \quad \text{and} \quad \left| \frac{1}{5(1 + \eta_N)} \right| \leq \frac{32}{5}.
$$

(B.14)
Finally,
\begin{equation}
(B.15) \quad |\mathcal{R}_1| = \left| \frac{1}{5(1 + \eta_N)} \left( \frac{N_{i+1,j,k}^{m+1} - N_{i,j,k}^{m+1}}{N_{i,j,k}^{m+1}} \right)^4 \right| \leq \frac{32}{5} \cdot \frac{(C^* h)^4}{\langle \varepsilon \rangle^5} \leq Q^{(6)} h^4,
\end{equation}
with $Q^{(6)} = \frac{32(C^* h)^4}{5\langle \varepsilon \rangle^5}$. The other remainder term has a similar bound
\begin{equation}
(B.16) \quad |\mathcal{R}_2| = \left| \frac{1}{5(1 + \eta_n)} \left( \frac{n_{i+1,j,k}^{m+1} - n_{i,j,k}^{m+1}}{n_{i,j,k}^{m+1}} \right)^4 \right| \leq \frac{32}{5} \cdot \frac{(\tilde{C}_3 h)^4}{32\langle \varepsilon \rangle^5} \leq Q^{(7)} h^4,
\end{equation}
with $Q^{(7)} = \frac{1024\tilde{C}_3^4}{5\langle \varepsilon \rangle^5}$. Consequently, a combination of (B.9)–(B.11), (B.15) and (B.16) indicates that
\begin{equation}
(B.17) \quad \left| \frac{1}{\xi_N} - \frac{1}{\xi_n} \right| \leq Q^{(6)} (|n_{i,j,k}^{m+1}| + |\tilde{n}_{i+1,j,k}^{m+1}|) + Q^* h^4,
\end{equation}
with
\begin{equation}
Q^{(0)} = \frac{2}{\langle \varepsilon \rangle^2} + \frac{1}{2} Q^{(2)} + \frac{1}{3} Q^{(3)} + \frac{1}{4} Q^{(4)} \quad \text{and} \quad Q^* = Q^{(6)} + Q^{(7)}.
\end{equation}

Then we arrive at an estimate for the first part on the right hand side of (B.3):
\begin{equation}
(B.18) \quad \left( \frac{1}{\xi_N} - \frac{1}{\xi_n} \right) D_x n_{i+1/2,j,k} \cdot D_x \tilde{n}_{i+1/2,j,k} \\
\geq -Q^{(0)} (|n_{i,j,k}^{m+1}| + |\tilde{n}_{i+1,j,k}^{m+1}|) + Q^* h^4 \cdot C^* \cdot |D_x \tilde{n}_{i+1/2,j,k}| \\
\geq -Q^{(0)} (|n_{i,j,k}^{m+1}| + |\tilde{n}_{i+1,j,k}^{m+1}|) + Q^* h^4 (C^*)^2 \tilde{C}_3 - (4\tilde{C}_3)^{-1} |D_x \tilde{n}_{i+1,j,k}^{m+1}|^2.
\end{equation}

Subsequently, a combination of (B.3), (B.4) and (B.18) results in
\begin{equation}
(B.19) \quad D_x \tilde{n}_{i+1/2,j,k} \cdot D_x (\ln \tilde{n}^{m+1} - \ln n^{m+1})_{i+1/2,j,k} \\
\geq -Q^{(0)} (|n_{i,j,k}^{m+1}| + |\tilde{n}_{i+1,j,k}^{m+1}|) + Q^* h^4 (C^*)^2 \tilde{C}_3 (|n_{i,j,k}^{m+1}|^2 + |\tilde{n}_{i+1,j,k}^{m+1}|^2) - 2Q^* C^* (\tilde{C}_3)^2 h^8.
\end{equation}

Notice that this inequality is valid at a point-wise level. With summation over space, and keeping in mind of the $a$-priori $\| \cdot \|_{\infty}$ estimate (5.53), (5.58) for $n^m$, we obtain
\begin{equation}
(B.20) \quad \langle A_n \rangle \nabla_h (\ln \tilde{n}^{m+1} - \ln n^{m+1}), \nabla_h \tilde{n}^{m+1} \rangle \quad \geq \frac{\varepsilon^*_0}{2} \cdot \frac{3}{4\tilde{C}_3} \| \nabla_h \tilde{n}^{m+1} \|_2^2 - 8Q^*(C^*)^2 C_3^2 \| \tilde{n}^{m+1} \|_2^2 - 2Q^* C^* (\tilde{C}_3)^2 h^8.
\end{equation}

This proves the first nonlinear estimate (5.64), by setting $\gamma_n^{(0)} = \frac{3\varepsilon^*_0}{8\tilde{C}_3}$, $M_n^{(0)} = 8Q^*(C^*)^2 \tilde{C}_3^2$, and $M_n^{(1)} = 2Q^* C^* (\tilde{C}_3)^2 |\Omega|$. The second nonlinear estimate (5.65) could be derived exactly in the same manner. The details are skipped for the sake of brevity.
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