Motivic Classes of Moduli of Higgs Bundles and Moduli of Bundles with Connections

Roman Fedorov, Alexander Soibelman, and Yan Soibelman

Abstract. Let $X$ be a smooth projective curve over a field of characteristic zero. We calculate the motivic class of the moduli stack of semistable Higgs bundles on $X$. We also calculate the motivic class of the moduli stack of vector bundles with connections by showing that it is equal to the class of the stack of semistable Higgs bundles of the same rank and degree zero.

We follow the strategy of Mozgovoy and Schiffmann for counting Higgs bundles over finite fields. The main new ingredient is a motivic version of a theorem of Harder about Eisenstein series claiming that all vector bundles have approximately the same motivic class of Borel reductions as the degree of Borel reduction tends to $-\infty$.
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4. Motivic classes of Borel reductions
1. Introduction and main results

Let $X$ be a smooth projective curve over a field $k$. The following additive categories associated with $X$ will be of primary interest to us in this paper: the category of Higgs bundles and the category of vector bundles with connections. The moduli stacks of objects of these categories are Artin stacks locally of finite type. Furthermore, these categories have homological dimensions two. Hence one can apply to them (a version of) the theory of motivic Donaldson–Thomas invariants (DT-invariants for short) developed in [KS1] and ask about explicit formulas for the motivic DT-series (see loc. cit. for the terminology and the details).

Let us denote by $\mathcal{M}_{r,d}$ the moduli stack of rank $r$ degree $d$ Higgs bundles and by $\mathcal{M}_{r,d}^{ss}$ its open substack of finite type classifying semistable Higgs bundles. Calculating the DT-series of the category of Higgs bundles is equivalent to calculating the motivic classes of $\mathcal{M}_{r,d}^{ss}$. In the case when $k$ is finite, these motivic classes are closely related to volumes of the stacks, see [Sch2].

In this paper we consider the case of the field of characteristic zero and calculate the motivic classes of the stacks $\mathcal{M}_{r,d}^{ss}$. We also show that the motivic class of the moduli stack of rank $r$ bundles with connections is equal to the motivic class of $\mathcal{M}_{r,0}^{ss}$. We will give precise formulations of our results in the following subsections of the introduction. Our techniques are motivic generalizations of those of [Sch2] and [MS]. The main new ingredient is a motivic version of a theorem of Harder about Eisenstein series. Furthermore, motivic versions of many results of the loc. cit. require more substantial use of algebraic geometry; in particular, we make a systematic use of generic points of schemes. Moreover, several proofs from [MS] require substantial revision or replacement in the motivic case.

The reader will notice that besides the results of Schiffmann and Mozgovoy–Schiffmann our paper is largely motivated by the general philosophy of motivic DT-invariants developed in [KS1], which is a
right framework for many questions about motivic invariants of 3-dimensional Calabi–Yau categories or categories of homological dimension less than 3.

1.1. Motivic classes of stacks. All the stacks considered in this paper will be Artin stacks locally of finite type over a field. For an arbitrary field \( k \) one defines the abelian group \( \text{Mot}(k) \) as the group generated by isomorphism classes of \( k \)-stacks of finite type modulo the following relations:

(i) \( [\mathcal{Y}_1] = [\mathcal{Y}_2] + [\mathcal{Y}_1 - \mathcal{Y}_2] \) whenever \( \mathcal{Y}_2 \) is a closed substack of \( \mathcal{Y}_1 \);

(ii) \( [\mathcal{Y}_2] = [\mathcal{Y}_1 \times \mathbb{A}_k^r] \) whenever \( \mathcal{Y}_2 \to \mathcal{Y}_1 \) is a vector bundle of rank \( r \).

Note that \( \text{Mot}(k) \) is a commutative ring under the product \( [\mathcal{X}][\mathcal{Y}] = [\mathcal{X} \times \mathcal{Y}] \). This material is well-known (see e.g. [Ekë Sect. 1], [Joy2], [KS1]).

We define the dimensional completion of \( \text{Mot}(k) \) as follows. Let \( \text{F}^m\text{Mot}(k) \) be the subgroup generated by the classes of stacks of dimension \( \leq -m \). This is a ring filtration and we define the completed ring \( \overline{\text{Mot}}(k) \) as the completion of \( \text{Mot}(k) \) with respect to this filtration. In the completed ring one can take infinite sums of motivic classes of stacks of finite type provided these sums are convergent. The completion is necessary, for example, to define the residue of a series whose coefficients are motivic classes.

The class \( [\mathcal{Y}] \) in \( \text{Mot}(k) \) or \( \overline{\text{Mot}}(k) \) is called the \textit{motivic class} of the stack \( \mathcal{Y} \).

Later, we will also need a relative version of \( \text{Mot}(k) \) and \( \overline{\text{Mot}}(k) \). We refer the reader to Section 2 for details and references.

1.2. Moduli stacks of Higgs bundles and connections. Fix a smooth geometrically connected projective curve \( X \) over \( k \). By a Higgs bundle on \( X \), we mean a pair \( (E, \Phi) \), where \( E \) is a vector bundle on \( X \), and \( \Phi : E \to E \otimes \Omega_X \) is an \( \mathcal{O}_X \)-linear morphism from \( E \) to \( E \) “twisted” by the sheaf of differential 1-forms \( \Omega_X \). We define the rank of a pair \( (E, \Phi) \) to be the degree of \( \Phi \) is the rank of \( E \), the degree is the degree of \( E \). Denote by \( \mathcal{M}_{r,d} \) the moduli stack of rank \( r \) degree \( d \) Higgs bundles on \( X \). We define Higgs sheaves similarly, by replacing vector bundles with coherent sheaves in the definition.

We also note for further use that every coherent sheaf \( F \) on \( X \) can be written as \( T \oplus E \), where \( T \) is a torsion sheaf, \( E \) is a torsion free sheaf (that is, a vector bundle). In this decomposition \( T \) is unique, while \( E \) is unique up to isomorphism.

The Higgs bundle \( (E, \Phi) \) is called \textit{semistable} if for any subbundle \( F \subset E \) preserved by \( \Phi \) we have

\[
\frac{\deg F}{\text{rk} F} \leq \frac{\deg E}{\text{rk} E}.
\]

Semistability is an open condition compatible with field extensions; we denote the open substack of semistable Higgs bundles by \( \mathcal{M}_{r,d}^{ss} \subset \mathcal{M}_{r,d} \). The stack \( \mathcal{M}_{r,d}^{ss} \) is of finite type. We refer the reader to Section 3 for details and references. Similarly one can deal with Higgs sheaves. The latter form an abelian category.

Denote by \( \text{Conn}_r \) the moduli stack of rank \( r \) vector bundles with connections on \( X \). That is, the stack classifying pairs \( (E, \nabla) \), where \( E \) is a rank \( r \) vector bundle on \( X \), \( \nabla : E \to E \otimes \Omega_X \) is a \( k \)-linear morphism of sheaves satisfying the Leibnitz rule: for any open subset \( U \) of \( X \), any \( f \in H^0(U, \mathcal{O}_X) \) and any \( s \in H^0(U, E) \) we have

\[
\nabla(fs) = f\nabla(s) + s \otimes df.
\]

Assume that \( k \) is a field of characteristic zero. Then the stack \( \text{Conn}_r \) is a stack of finite type. We will reprove this well-known fact in Section 3. Recall that every vector bundle admitting a connection has degree zero (Weil’s theorem). Note also that in the case of bundles on curves every connection is automatically flat as \( \lambda^2 \Omega_X = 0 \). Our first main result is the following theorem.

\textbf{Theorem 1.2.1.} If \( k \) is a field of characteristic zero, then we have the equality of motivic classes in \( \text{Mot}(k) \):

\[
[\text{Conn}_r] = [\mathcal{M}_{r,0}^{ss}].
\]
This theorem will be proved in Section 3.7. The proof is inspired by [MS]. To give the reader the flavor of the statement, we sketch a direct proof in the case of $r = 2$ in Section 3.9.

**Remark 1.2.2.** Note that every bundle with connection $(E, \nabla)$ is semistable in the following sense: if $F$ is a subbundle preserved by $\nabla$, then $\deg F = 0 = \deg E$. Thus the theorem tells that the motivic classes of the stacks of semistable Higgs bundles and the stack of semistable bundles with connections are equal. In fact, if $k$ is the field of complex numbers, then the corresponding categories are equivalent by Simpson’s non-abelian Hodge theory. However, we do not see how to derive the equality of motivic classes of stacks from Simpson’s result.

### 1.3. Explicit formulas for motivic classes.

Our second main result is the explicit calculation of the motivic class of the stack of semistable Higgs bundles. This problem has some history including the paper by Mozgovoy [Moz] where the conjecture about the motivic class was made in the case when the rank and the degree are coprime, and the papers by Schiffmann [Sch2] and Mozgovoy–Schiffmann [MS] devoted to the calculation of the volume of the stack over a finite field. We assume that $k$ is a field of characteristic zero.

In order to formulate our result let us recall some standard notions.

#### 1.3.1. Motivic zeta-functions.

Here we follow [Kap]. For a variety $Y$ set

$$\zeta_Y(z) := \sum_{n=0}^{\infty} [Y^{(n)}] z^n \in \text{Mot}(k)[[z]],$$

where $Y^{(n)} = Y^n/\mathfrak{S}_n$ is the $n$-th symmetric power of $Y$ ($\mathfrak{S}_n$ denotes the group of permutations).

Assume now that $Y = X$ is our smooth curve. For the rest of the introduction, we assume that $X$ has a divisor of degree one defined over $k$. (Note that this condition is satisfied, if $X$ has a $k$-rational point.) Let $g$ be the genus of $X$. Set $L := [k^1]$.

**Proposition 1.3.1.** (i) \( \zeta_X(z) = P_X(z)/(1 - z)(1 - Lz) \)

for a polynomial $P_X(z)$ with coefficients in $\text{Mot}(k)$;

(ii) $P_X(0) = 1$ and the highest term of $P_X$ is $L^g z^{2g}$.

(iii) We have

$$\zeta_X(1/Lz) = L^{1-g} z^{2-2g} \zeta_X(z).$$

(iv) If $i \neq 0, -1$, then $\zeta_X(L^i) \neq 0$ is invertible in $\overline{\text{Mot}}(k)$.

Before giving the proof, we note that part (i) is used to view $\zeta_X(z)$ as a function on $\overline{\text{Mot}}(k)$ defined for all $z$ such that $1 - z$ and $1 - Lz$ are invertible in $\overline{\text{Mot}}(k)$. In particular, $\zeta_X(L^i)$ is defined for $i \neq 0, -1$.

**Proof.** Statements (i) and (iii) is [Kap] Thm. 1.1.9. It is obvious that $P_X(0) = 1$, the statement about the highest term of $P_X$ now follows from (iii). Statement (iv) in the case $i \leq -2$ follows from the fact that $\zeta_X(L^i) \in 1 + F^i\overline{\text{Mot}}(k)$, where $F^i\overline{\text{Mot}}(k)$ is the dimensional filtration. In the case $i \geq 1$ the statement follows from (iii). \(\square\)

It is convenient to introduce the “normalized” zeta-function $\tilde{\zeta}_X(z) := z^{1-g} \zeta_X(z)$ and the “regularized” zeta-function by setting

$$\zeta_X(L^{-u}z^v) = \begin{cases} 
\zeta_X(L^{-u}z^v) & \text{if } v > 0 \text{ or } u > 1, \\
\text{res}_{z=L^{-1}} \zeta_X(z) \frac{dz}{z} := \frac{P_X(L^{-1})}{1 - L^{-1}} & \text{if } (u, v) = (1, 0), \\
\text{res}_{z=1} \zeta_X(z) \frac{dz}{z} := \frac{P_X(1)}{1 - L} & \text{if } (u, v) = (0, 0). 
\end{cases}$$

(Cf. the definition of the residue in Section 3.3)
Let \((1 + z\text{Mot}(k)[[z]])^\times\) denote the multiplicative group of power series with constant term 1. One can uniquely extend the assignment \(Y \mapsto \zeta_Y\) to a continuous homomorphism of topological groups
\[
\zeta : \text{Mot}(k) \to (1 + z\text{Mot}(k)[[z]])^\times
\]
such that for any \(A \in \text{Mot}(k)\) and any \(n \in \mathbb{Z}\) we have \(\zeta_{n,A}(z) = \zeta_A(\mathbb{L}^n z)\). More precisely, any class \(A \in \text{Mot}(k)\) can be written as the limit of a sequence \(([Y_i] - [Z_i]) / \mathbb{L}^n_i\), where \(Y_i\) and \(Z_i\) are varieties. We define
\[
\zeta_A(z) = \lim_{i \to \infty} \frac{\zeta_{Y_i}(\mathbb{L}^{-n_i} z)}{\zeta_{Z_i}(\mathbb{L}^{-n_i} z)}.
\]
For more details, see Section 2.5. Note that the operation \(A \mapsto \zeta_A\) gives a pre-lambda structure on the ring \(\text{Mot}(k)\) (see [GZ/LM/H]).

Consider the ring of formal power series in two variables \(\text{Mot}(k)[[z, w]]\) (this is, actually, an example of a quantum torus, cf. Section 1.6). Let \(\text{Mot}(k)[[z, w]]^+\) denote the ideal of power series with vanishing constant term, let \((1 + \text{Mot}(k)[[z, w]]^+)\) be the multiplicative group of series with constant term equal 1. We define the plethystic exponent \(\text{Exp} : \text{Mot}(k)[[z, w]]^+ \to (1 + \text{Mot}(k)[[z, w]]^+)\) by
\[
\text{Exp} \left( \sum_{r, d} A_{r, d} w^r z^d \right) = \prod_{r, d} \text{Exp}(A_{r, d} w^r z^d) = \prod_{r, d} \zeta_{A_{r, d}}(w^r z^d).
\]
One shows easily that this is an isomorphism of abelian groups. Denote the inverse isomorphism by \(\text{Log}\) (the plethystic logarithm).

1.3.2. Explicit formulas for motivic classes of the stacks of semistable Higgs bundles. The following is the motivic version of [Sch2, Sect. 1.4].

Let \(\lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_l > 0)\) be a partition. We can also write it as \(\lambda = 1^{r_1}2^{r_2} \ldots t^{r_t}\), where \(r_i\) is the number of occurrences of \(i\) among \(\lambda_j, 0 \leq j \leq i\). The Young diagram of \(\lambda\) is the set of the points \((i, j) \in \mathbb{Z}^2\) such that \(1 \leq i \leq \lambda_j\). For a box \(s \in \lambda\) its arm \(a(s)\) (resp. leg \(l(s)\)) is the number of boxes lying strictly to the right of (resp. strictly above) \(s\).

For a partition \(\lambda\), set
\[
J^\text{mot}_\lambda(z) = \prod_{s \in \lambda} \zeta_X(\mathbb{L}^{-1-l(s)} z^{a(s)}) \in \text{Mot}(k)[[z]],
\]
where the product is over all boxes of the Young diagram corresponding to the partition. In particular, for the empty Young diagram \(\lambda\) we get \(J^\text{mot}_\lambda(z) = 1\).

Set
\[
L^\text{mot}(z_1, \ldots, z_l) = \frac{1}{\prod_{1 < j} \zeta_X(\frac{z_j}{z_1})} \sum_{\sigma \in S_l} \sigma \left( \prod_{i < j} \zeta_X(\frac{z_i}{z_j}) \prod_{1 \leq r < n} \frac{1}{1 - \mathbb{L}^{-z_i z_j}} \right) \cdot \frac{1}{1 - z_1}.
\]
For a partition \(\lambda = 1^{r_1}2^{r_2} \ldots t^{r_t}\) such that \(\sum_i r_i = n\), set \(r_{< i} = \sum_{k<i} r_k\) and denote by \(\text{res}_\lambda\) the iterated residue along
\[
\frac{z_{n-1}}{z_{n-1} - 1}, \quad \frac{z_{n-2}}{z_{n-2} - 1}, \quad \ldots, \quad \frac{z_{r_{< i}}}{z_{r_{< i}} - 1}, \quad \ldots, \quad \frac{z_{1}}{z_{1} - 1}, \quad \ldots, \quad \frac{z_{n}}{z_{n} - 1} = \mathbb{L}^{-1}.
\]

*Following [Sch2] we use inverse numeration of variables.
Theorem 1.3.3. Now we can formulate our second main result.

We have

$$H_{\lambda}^\text{mot}(z_1^1, \ldots, z_1^n) := \text{res}_\lambda \left[ L^\text{mot}(z_n, \ldots, z_1) \prod_{j=1}^n \frac{dz_j}{z_j} \right]$$

and

$$H_{\lambda}^\text{mot}(z) := \hat{H}_{\lambda}^\text{mot}(z_{r+1}^1, \ldots, z_1^1, \ldots, z_1^n).$$

**Remark 1.3.2.** Neither the notion of residue, nor the substitution (2) is obvious for rational functions whose coefficients belong to $\text{Mot}(k)$ because it is not known whether this ring is integral. Let us give the precise definition. For a polynomial $P(z_n, \ldots, z_1) \in \text{Mot}(k)[[z_n, \ldots, z_1]]$, let $P_\lambda(z)$ denote the one-variable polynomial, obtained from $P$ by substituting (for each $i$) $\mathbb{L}^{-1}z_i$ instead of $z_i$, where $j_i$ is the unique number such that $r_{<j_i} < i \leq r_{<j_i} + 1$. Consider the product

$$\prod_{j=1}^n \left( 1 - \frac{z_{j+1}}{z_j} \right) L^\text{mot}(z_n, \ldots, z_1).$$

Inspecting the formula for $L^\text{mot}$ and using Lemma 1.3.1, we can show that the product can be written in the form $P(z_n, \ldots, z_1)/Q(z_n, \ldots, z_1)$, where $Q_\lambda(0)$ is invertible in $\text{Mot}(k)$. Then

$$H_{\lambda}^\text{mot}(z) := \frac{P_\lambda(z)}{Q_\lambda(z)}.$$ We expand this rational function in powers of $z$, so that $H_{\lambda}^\text{mot}(z) \in \text{Mot}(k)[[z]]$. We refer the reader to Section 1.3 and especially to Remark 1.3.1 for the compatibility with the definition of the residue of a power series.

Let us introduce the elements $B_{r,d} \in \text{Mot}(k)$ via the formula

$$\sum_{r,d \in \mathbb{Z}_{\geq 0}} B_{r,d}w^r z^d = \mathbb{L} \text{Log} \left( \sum_{\lambda} \mathbb{L}^{1-1(\lambda, \lambda)} J_{\lambda}^\text{mot}(z) H_{\lambda}^\text{mot}(z) w^{|\lambda|} \right).$$

Here the sum is over all partitions, $(\lambda, \lambda) := \sum_i (\lambda'_i)^2$, where $\lambda' = (\lambda'_1 \geq \ldots \geq \lambda'_\ell \geq \ldots)$ is the conjugate partition, $|\lambda| = \sum_i \lambda_i$. Next, let $\tau \geq 0$ be a rational number. Define the elements $H_{r,d} \in \text{Mot}(k)$ by

$$\sum_{d/f=r} \mathbb{L}^{1-g(r)^2} H_{r,d} w^r z^d = \text{Exp} \left( \sum_{d/f=r} B_{r,d}w^r z^d \right).$$

Now we can formulate our second main result.

**Theorem 1.3.3.** Let $k$ be a field of characteristic zero.

(i) The elements $H_{r,d}$ are periodic in $d$ with period $r$ in the following sense: for $d > r(r-1)(g-1)$ we have $H_{r,d} = H_{r,d+r}$.

(ii) For any $r > 0$ and any $d$ we have

$$[\mathcal{M}_{r,d}^\text{ss}] = H_{r,d+er},$$

whenever $e$ is large enough (it suffices to take $e > (r-1)(g-1) - d/r$).

The proof of Theorem 1.3.3 will be given in Section 6.4. Note that $H_{r,d}$ can be computed explicitly in terms of the operations in the pre-lambda ring $\text{Mot}(k)$. Thus, the above theorem gives an explicit answer for the motivic class of the stack $\mathcal{M}_{r,d}^\text{ss}$. 
A similar statement is not known, and probably not literally true, in the case when $k$ is a field of finite characteristic. However, for finite fields one can calculate the volume of the groupoid $\mathcal{M}_{r,d}(k)$. This volume has been calculated in [Sch2, MS]. Our answer is very similar to theirs. The proof in our case is also very similar to loc. cit. except for a few subtle points. One is a motivic version of a theorem of Harder, which we will discuss in Sections 1.5 and 4.

Combining part (ii) of the above theorem with Theorem 1.2.1 we arrive at the following result.

**Corollary 1.3.4.** We have

$$[\text{Conn}_r] = [H_{r,cr}]$$

for any $e > (r - 1)(g - 1)$.

**1.4. Vector bundles with nilpotent endomorphisms.** The proof of Theorem 1.3.3 is based on the following statement of independent interest. Let the stack $\mathcal{E}_{r,d}^{g,\text{nilp}}$ classify pairs $(E, \Phi)$, where $E$ is a vector bundle on $X$ such that there are no non-zero morphisms $E \to F$, with $\deg F < 0$, $\Phi$ is a nilpotent endomorphism of $E$. Then $\mathcal{E}_{r,d}^{g,\text{nilp}}$ decomposes according to the rank and degree of the bundles: $\mathcal{E}_{r,d}^{g,\text{nilp}} = \sqcup_{r,d} \mathcal{E}_{r,d}^{g,\text{nilp}}$. It follows easily from Lemma 3.2.1 below that $\mathcal{E}_{r,d}^{g,\text{nilp}}$ is an Artin stack of finite type.

**Theorem 1.4.1.** Let $k$ be a field of characteristic zero. We have the following identity in $\overline{\text{Mot}}(k)[[z,w]]$:

$$\sum_{r,d \geq 0} [\mathcal{E}_{r,d}^{g,\text{nilp}}] w^rz^d = \sum_{\lambda} \big( \frac{1}{(g-1)!(\lambda,\lambda)} J_{X}^{\text{mot}}(z) H_{\lambda}^{\text{mot}}(z) w^{\lambda} \big).$$

This theorem will be proved in Section 6.3.

**1.5. Harder’s theorem on motivic classes of Borel reductions.** As we mentioned in Section 1.1 for any stack $X$ one can define the relative group of motivic functions $Gom(X)$ and its completion $\overline{Gom}(X)$ (so that $Gom(k) = Gom(\text{Spec } k)$ and $\overline{Gom}(k) = \overline{Gom}(\text{Spec } k)$). If $Y$ is a stack of finite type over $X$, we have a motivic function $[Y \to X]$ (and $Gom(X)$ is generated by these functions if $X$ is of finite type). In particular, we have the “constant function” $1_X := [X \to X]$. We review this standard material in Section 2. Note that in a slightly different settings these groups were defined in [KS1]. The group $\overline{Gom}(X)$ is a topological group.

**1.5.1. The stack of Borel reductions.** In this section $k$ is a field of arbitrary characteristic. Denote by $Bun_{r,d}$ the moduli stack of rank $r$ degree $d$ vector bundles on $X$. By a Borel reduction of a rank $r$ vector bundle $E$ we understand a full flag of subbundles

$$0 = E_0 \subset E_1 \subset \ldots \subset E_r = E.$$

In particular, $E_i$ is a vector bundle of rank $i$ and $E/E_i$ is a vector bundle of rank $r - i$. The degree of the Borel reduction is given by

$$(d_1, \ldots, d_r), \text{ where } d_i := \deg E_i - \deg E_{i-1}.$$  

(In particular, $\deg E_1 = d_1$.)

Let $Bun_{r,d_1, \ldots, d_r}$ stand for the stack of rank $r$ vector bundles with a Borel reduction of degree $(d_1, \ldots, d_r)$. We view $Bun_{r,d_1, \ldots, d_r}$ as a stack over $Bun_{r,d_1+\ldots+d_r}$ via the projection $(E_1 \subset \ldots \subset E_r) \mapsto E_r$.

In Section 1.5 we explained that this projection is of finite type and prove the following theorem:

**Theorem 1.5.1.** For any $r > 0$ and $d \in \mathbb{Z}$ we have in $\overline{\text{Mot}}(Bun_{r,d})$

$$\lim_{d_1 \to -\infty} \ldots \lim_{d_{r-1} \to -\infty} [Bun_{r,d_1,\ldots,d_{r-1},d-d_1-\ldots-d_{r-1}} \to Bun_{r,d}] = \frac{\prod_{r=2}^{g-1} (d_r - 1)^{\frac{g(r-1)(d_1 + 1 - g)}{g}} [\text{Jac}]^{r-1}}{(d_r - 1)^{r-1} \prod_{i=2}^{r} \zeta_X(L^{-i})} 1_{Bun_{r,d}}.$$

Here $\text{Jac} = \text{Jac}_X$ is the Jacobian variety of $X$. We note that $\zeta_X(L^{-i})$ converges for $i \geq 2$. MOVITIC CLASSES OF MODULI OF HIGGS BUNDLES 7
Remark 1.5.2. It is very important that the right hand side is a product of an element of $\overline{\text{Mot}}(\text{Spec } k)$ with $1_{\text{Bun}_{r,d}}$. This may be loosely reformulated as a statement that all vector bundles have approximately equal motivic classes of Borel reductions. Moreover, this is true uniformly over any substack of finite type.

The generating functions for the motivic classes $[\text{Bun}_{r_1,d_1,\ldots, d_r} \rightarrow \text{Bun}_{r_1+d_1,\ldots, d_r}]$ are known as (motivic) Eisenstein series. The above theorem can be interpreted as a statement about the residue of this Eisenstein series; see Theorem 4.2.3 and Proposition 5.5.3(vi) below.

1.6. Relation with results of Kontsevich and Soibelman. In [KS1] and [KS2] the authors developed a general theory of motivic Donaldson–Thomas invariants (DT-invariants for short) of three-dimensional Calabi–Yau categories (3CY categories for short). The categories considered in [KS1] are ind-constructible. Roughly speaking, this means that the objects of such categories are parameterized by unions of Artin stacks of finite type (see loc. cit. for the precise definition).

Most of the categories that appear “in nature” are ind-constructible. Important examples are given by representations of algebras (or dg-algebras), (derived) categories of coherent sheaves, categories of Higgs sheaves etc. In the case of coherent sheaves or Higgs sheaves on projective curves, the homological dimension of either of these categories is less than 3. However, one can upgrade them to 3CY categories. For that reason many questions about cohomological and motivic invariants of these categories can be reduced to the general theory developed in [KS1] [KS2]. This remark could explain an appearance of motivic DT-invariants in some questions about the Hodge theory of character varieties (see [HLeetRV]).

A recent spectacular example is the main conjecture from [HLeetRV]. The categories of Higgs sheaves and of connections on a curve studied in this paper have cohomological dimension 2, and moreover are 2-dimensional Calabi–Yau categories (2CY categories for short).

1.6.1. Hall algebras and quantum tori. Let $C$ be an ind-constructible abelian (or more generally $A_{\infty}$-triangulated) category endowed with a homomorphism of abelian groups $\text{cl} : K_0(C) \rightarrow \Gamma \approx \mathbb{Z}^n$ (“Chern character”). We also assume that $\Gamma$ is endowed with an integer skew-symmetric form $(\cdot, \cdot)$ and $\text{cl}$ intertwines this form and the skew-symmetrization of the Euler form on $K_0(C)$.

One associates to this data two associative algebras. The first algebra is the motivic Hall algebra $H(C)$. As a $\overline{\text{Mot}}(k)$-module, it is equal to a group of stack motivic functions on the stack of objects $\text{Ob}(C)$. The other algebra is the quantum torus $R_C = R_{r,C} := \bigoplus_{\gamma \in \Gamma} \overline{\text{Mot}}(k) \text{e}_\gamma$ associated with $(\Gamma, (\cdot, \cdot))$ (see [KS1] for the definitions of the multiplications on both algebras). Note that $R_{r,C}$ is much more explicit but carries less information.

Suppose that the ind-constructible category $C$ carries a constructible stability structure with the central charge $Z : \Gamma \rightarrow \mathbb{C}$ (see [KS1] for the details). Identify $\mathbb{C}$ with $\mathbb{R}^2$. Then for any strict sector $V \subset \mathbb{R}^2$ with the vertex in the origin, one can define a full subcategory $C(V) \subset C$ generated by the semistables with the central charge in $V$. Furthermore, the corresponding motivic Hall algebra $H(C(V))$ and the quantum torus $R_{C(V)}$ admit natural completions $\hat{H}(C(V))$ and $\hat{R}_{C(V)}$. The former contains an element

$$A^\text{Hall}_{C(V)} := \sum_{\gamma \in \Gamma} 1_{\text{Ob}_{\gamma}(C)}.$$ 

Here $1_{\text{Ob}_{\gamma}(C)}$ is the identity motivic function on $\text{Ob}_{\gamma}(C)$, where $\text{Ob}_{\gamma}(C) \subset \text{Ob}(C)$ is the substack parameterizing objects of class $\gamma$. In the case when $C$ is a 3CY category there is a homomorphism of algebras $\Phi := \Phi_V : \hat{H}(C(V)) \rightarrow \hat{R}_{C(V)}$. The element $A^\text{mot}_{C(V)} = \Phi(A^\text{Hall}_{C(V)})$ is called the motivic DT-series of $C(V)$. The homomorphism $\Phi$ is defined in terms of the motivic Milnor fiber of the potential of $C$, hence it exists literally for 3CY categories only.
In the case when $C$ has homological dimension less or equal than two, one can “upgrade” it to a 3CY category by introducing a kind of “Lagrangian multipliers”. Then the homomorphism $\Phi$ gives rise to a linear map $\hat{H}(C(V)) \to \hat{R}(C(V))$ that partially respects the products.

In particular, if $C$ is a 2CY category then for each strict sector $V$ there is a linear map $\Phi := \Phi_V : \hat{H}(C(V)) \to \hat{R}(C(V))$ that satisfies the property $\Phi([F_1][F_2]) = \Phi([F_1])\Phi([F_2])$ as long as $\text{Arg}(Z(F_1)) > \text{Arg}(Z(F_2))$ (see e.g. [KS1] for details).

Applying $\Phi$ to the element $A_{C(V)}^{mot}$, we arrive at the element

$$A_{C(V)}^{mot} := \sum_{\gamma \in \Gamma} w_\gamma [\mathcal{O} b_\gamma(C)] e_\gamma,$$

where the “weight” $w_\gamma$ is derived from the general theory of [KS1] (there is an alternative approach in [KS2]). In the Higgs sheaves case, the weight is given by $w_\gamma = w_{(r,d)} = L^{1-y})^r$.

The above series converge both in the motivic Hall algebra and in the quantum torus, since a choice of the strict sector $V$ forces us to make a summation over elements $\gamma$ that belong to a strict convex cone $\Gamma \otimes \mathbb{R}$.

In the current paper we work with two different categories $C$: the category of coherent sheaves on $X$ and the category of coherent sheaves with Higgs fields. The latter category is 2CY, which forces the quantum torus to be commutative (because the Euler form is symmetric). In this case $\Gamma = \mathbb{Z}^2$ is generated by rank and degree gradation. Thus $\hat{R}_C = \text{Mot}(k[z, z^{-1}], w, w^{-1})$, where $z = e_{(0,1)}, w = e_{(1,0)}$. So the motivic DT-series $A_{C(V)}^{mot}$ becomes a generating function in commuting variables.

The stability structure comes from the central charge $Z(F) = -\text{deg} F + \sqrt{-1} \text{Trk} F$. The strict sector $V$ is the second quadrant $\{ x \leq 0, y \geq 0 \}$ in the plane $\mathbb{R}^2_{(x,y)}$. Therefore, our generating functions are series in two variables. It seems plausible that the whole theory of this paper can be developed for an arbitrary strict sector.

Following [Sch1], we also use a slightly different framework, when a stability structure is imposed on the coherent sheaf itself rather than on the pair consisting of a sheaf with a Higgs field. Although in this case we do not have a stability structure on the category of Higgs sheaves, the natural forgetful functor from Higgs sheaves to coherent sheaves allows us to utilize the methods of [KS1].

1.7. Further direction of work. There are several questions that arise naturally in relation to our work.

(1) Generalization to the moduli stacks of $G$-connections (and Higgs $G$-bundles), where $G$ is an arbitrary reductive group. This would require a substantial change in the techniques, since the underlying categories are not additive.

(2) Generalization to the moduli stacks of connections and Higgs bundles with singularities. In the case of regular singularities, one can fix the types of parabolic structures at singular points and look for the motivic class of the moduli stack of parabolic connections and Higgs bundles. The paper [CDDP], although conjectural, contains an alternative approach to the problem via upgrading the computation of the motivic class of Higgs bundles to the problem about refined Pandharipande–Thomas invariants on the non-compact Calabi–Yau 3-fold associated with the spectral curve. The main target of this paper is the HLRV conjecture from [HLRV] and its generalizations. A different approach to parabolic Higgs bundles on the projective line was suggested (in the case of finite fields) in [Let].

It looks plausible that the techniques of motivic Hall algebras employed in this paper can be used in the parabolic case as well (see e.g. [Lin] for the case of Hall algebras over finite field).

The case of irregular singularities is less developed. Although one understands somehow the structure of the moduli stacks of Higgs bundles and connections (see e.g. [KS3], [Sza]) the actual computations are not easy (see [HML] as well as [D], [DDP]).
(3) The relation to the HLRV conjecture in the parabolic and (especially) the irregular case is another
natural question. So far, the formulas obtained by Mozgovoy and Schiffmann give an a priori different
answer than was expected in [HLRev]. Since our approach is a motivic version of the one of Mozgovoy
and Schiffmann, the same discrepancy is expected for the generalizations as well.

(4) Since the category of Higgs bundles on a curve is an example of a 2-dimensional Calabi–Yau cate-
gegory, one can try to speculate which of our results hold for more general 2CY categories. An interesting
class of such categories was proposed in [RS] in relation to semicanonical bases. It seems plausible that
Cohomological Hall algebras provide the right framework for many questions arising from the HLRV con-
jecture. We should note that in [KS2] the authors used motivic groups different from those considered in
this paper. However, the motivic Donaldson–Thomas series obtained for two different versions of motivic
groups in [KS1] and [KS2] agree in the end. On the other hand, motivic DT-invariants appear naturally
in relation to the HLRV conjecture. This remark explains our optimism concerning the relation of Co-
homological Hall algebras and motivic classes of Higgs bundles (and connections) in all above-mentioned
cases.

1.8. Plan of the paper. In Section 2 we discuss motivic classes of stacks. This material is standard
and is presented here for the reader’s convenience.

In Section 3 we introduce various stacks and provide relations between their motivic classes. In
particular, we prove Theorem 1.2.1 and give a relation between the moduli stacks of Higgs bundles,
moduli stacks of vector bundles with endomorphisms, and moduli stacks of vector bundles with nilpotent
endomorphisms.

In Section 4 we prove Theorem 1.5.1 This statement was not known in the motivic setup, and, in a
sense, was the main stumbling block for re-writing the results of [Sch2] and [MS] in the motivic situation.

In Section 5 we discuss the motivic Hall algebra of the category of coherent sheaves on a curve. We
do some explicit calculations in this Hall algebra. These calculations are used in Section 6 to prove
Theorems 1.4.1 and 1.3.3.

1.9. Acknowledgments. We thank D. Arinkin, L. Borisov, A. Braverman, P. Deligne, E. Diaconescu,
S. Gusein-Zade, T. Hausel, J. Heinloth, O. Schiffmann, and M. Smirnov, for useful discussions and
and correspondence. A part of this work was done while R.F. was an Assistant Professor at Kansas State
University, another part was done while R.F. was visiting Max Planck Institute for Mathematics in Bonn.
The work of R.F. was partially supported by NSF grant DMS–1406532. Y.S. thanks IHES for excellent
research conditions and hospitality. His work was partially supported by NSF grants.

2. Stack motivic functions and constructible subsets of stacks

In this section \( k \) is a field of any characteristic. Recall that in this paper we only work with Artin stacks
locally of finite type over a field whose groups of stabilizers are affine. According to [Krc] Prop. 3.5.6,
Prop. 3.5.9 every such stack has a stratification by global quotients of the form \( X/GL_n \), where \( X \) is a
scheme. We will often use this result below. In this section, we define the group of motivic functions on
such a stack \( \mathcal{X} \) (Notation: \text{Mot}(\mathcal{X})) Motivic functions on Artin or, more generally, constructible stacks
were studied by different authors: see, for example, [Joy2], [KS1] (or [Eke Sect. 1] in the case when \( X \)
is the spectrum of a field), so no results of this section are really new. We have included this section for
convenience of the reader and in order to fix the notation.

Recall from [LMB] Ch. 5 the notion of points of a \( k \)-stack \( \mathcal{S} \). Let \( K \supset k \) be a field extension. By a
\( K \)-point of \( \mathcal{S} \) we mean an object of the groupoid \( \mathcal{S}(K) \). A \( K' \)-point \( \xi' \) of \( \mathcal{S} \) is equivalent to a \( K'' \)-point \( \xi'' \)
of \( \mathcal{S} \) if there is an extension \( K \supset k \) and \( k \)-embeddings \( K' \hookrightarrow K, K'' \hookrightarrow K \) such that \( \xi'_{K'} \) is isomorphic to
\( \xi''_{K''} \) (as an object of \( \mathcal{S}(K) \)). The set of equivalence classes of points of \( \mathcal{S} \) is denoted by \( |\mathcal{S}| \); this set carries
Zariski topology\footnote{If $Y \to S$ is a surjective 1-morphism, where $Y$ is a scheme, then every point of $S$ is equivalent to a $K$-point, where $K$ is a residue field of a point of $Y$. This explains why $|S|$ is a set rather than a class.} If $Y$ is a scheme, then $|Y|$ is identified with the underlying set of $Y$. A 1-morphism $F : S \to S'$ induces a continuous map $|F| : |S| \to |S'|$.

2.1. Stack motivic functions. Let $\mathcal{X}$ be an Artin stack of finite type. The abelian group Mot($\mathcal{X}$) is the group generated by the isomorphism classes of finite type 1-morphisms $\mathcal{Y} \to \mathcal{X}$ modulo relations

(i) $[\mathcal{Y}_1 \to \mathcal{X}] = [\mathcal{Y}_2 \to \mathcal{X}] + [(\mathcal{Y}_1 - \mathcal{Y}_2) \to \mathcal{X}]$ whenever $\mathcal{Y}_2$ is a closed substack of $\mathcal{Y}_1$.

(ii) If $\pi : \mathcal{Y}_1 \to \mathcal{X}$ is a 1-morphism of finite type and $\psi : \mathcal{Y}_2 \to \mathcal{Y}_1$ is a vector bundle of rank $r$, then

$$[\mathcal{Y}_2 \xrightarrow{\pi \circ \psi} \mathcal{X}] = [\mathcal{Y}_1 \times \mathbb{A}_k^r \xrightarrow{\pi \oplus 1} \mathcal{X}].$$

We call Mot($\mathcal{X}$) the group of stack motivic functions on $\mathcal{X}$ (usually we will drop the word “stack”). We write $[\mathcal{Y}]$ instead of $[\mathcal{Y} \to \text{Spec } k]$. We denote by $\mathbb{L} \in \text{Mot}(k)$ the element $[\mathbb{A}^1_k]$ (called the Lefschetz motive). Note that motivic functions ‘don’t feel nilpotents’ in the sense that $[\mathcal{X} \to \mathcal{Y}] = [\mathcal{X}_{red} \to \mathcal{Y}]$.

For a 1-morphism $f : \mathcal{X} \to \mathcal{Y}$ of stacks of finite type, we have the pullback homomorphism $f^* : \text{Mot}(\mathcal{Y}) \to \text{Mot}(\mathcal{X})$, such that $f^*([\mathcal{S} \to \mathcal{Y}]) = [\mathcal{S} \times_{\mathcal{Y}} \mathcal{X} \to \mathcal{X}]$ (note that $f$ is not necessarily of finite type because $\mathcal{X}$ and $\mathcal{Y}$ may be stacks over different fields). For $A \in \text{Mot}(\mathcal{Y})$ we sometimes write $A|_{\mathcal{X}}$ instead of $f^*A$.

Next, if $f : \mathcal{X} \to \mathcal{Y}$ is of finite type, then we have the pushforward homomorphism $f_* : \text{Mot}(\mathcal{X}) \to \text{Mot}(\mathcal{Y})$, such that $f_*([\mathcal{S} \to \mathcal{X}]) = [f \circ \pi : \mathcal{S} \to \mathcal{Y}]$. For $\mathbb{k}$-stacks of finite type $\mathcal{X}$ and $\mathcal{Y}$ we also have an external product $\boxtimes : \text{Mot}(\mathcal{X}) \otimes_{\mathbb{Z}} \text{Mot}(\mathcal{Y}) \to \text{Mot}(\mathcal{X} \times \mathcal{Y})$.

We have the usual properties of pullbacks and push forwards: $(fg)^* = g^*f^*$, $(fg)_! = f_!g_!$, the base change; easy proofs are left to the reader.

If $\mathcal{X}$ is a stack locally of finite type, denote by $\text{Opf}(\mathcal{X})$ the set of finite type open substacks $\mathcal{U} \subset \mathcal{X}$ ordered by inclusion. Set

$$\text{Mot}(\mathcal{X}) := \varprojlim_{\mathcal{U} \subset \mathcal{X}} \text{Mot}(\mathcal{U})$$

where the limit is taken over the partially ordered set $\text{Opf}(\mathcal{X})$. In other words, a motivic function on $\mathcal{X}$ amounts to a motivic function $A_{\mathcal{U}}$ on each $\mathcal{U} \in \text{Opf}(\mathcal{X})$ such that $(A_{\mathcal{U}})|_{\mathcal{W}} = A_{\mathcal{W}}$, whenever $\mathcal{W} \subset \mathcal{U}$.

If $\mathcal{X} \to \mathcal{Y}$ is a 1-morphism of finite type (but $\mathcal{Y}$ is not necessarily of finite type), we write $[\mathcal{X} \to \mathcal{Y}] \in \text{Mot}(\mathcal{Y})$ for the inverse system given by $\mathcal{U} \mapsto \mathcal{X} \times_{\mathcal{Y}} \mathcal{U}$. Put $1_\mathcal{X} := [\mathcal{X} \to \mathcal{X}] \in \text{Mot}(\mathcal{X})$.

It is straightforward to check that the pullback extends to any 1-morphism of stacks, while the pushforward extends to any 1-morphism of finite type.

Set

$$\text{Mot}^{fin}(\mathcal{X}) := \cup_{\mathcal{U} \in \text{Opf}(\mathcal{X}) \downarrow \mathcal{X}} \text{Mot}(\mathcal{U}) \subset \text{Mot}(\mathcal{X}),$$

where $j_{\mathcal{U}} : \mathcal{U} \to \mathcal{X}$ is the open immersion. This is the group of “motivic functions with finite support”. Note that the pushforward and the pullback preserve $\text{Mot}^{fin}$, provided the 1-morphism is of finite type. In fact, the pushforward $f_* : \text{Mot}^{fin}(\mathcal{X}) \to \text{Mot}^{fin}(\mathcal{Y})$ may be defined for all morphisms locally of finite type. The importance of $\text{Mot}^{fin}(\mathcal{X})$ will be clear in Section 2.3.

Next, the direct product makes $\text{Mot}(k)$ into a commutative associative unital ring. For any $k$-stack $\mathcal{X}$ the group $\text{Mot}(\mathcal{X})$ is a module over $\text{Mot}(k)$. Moreover, pullbacks and push forwards are homomorphisms of modules. (In fact, the fiber product makes any $\text{Mot}(\mathcal{X})$ into a ring, but we will not use this structure when $\mathcal{X}$ is not the spectrum of a field.)

Let $\mathcal{X}$ be an Artin stack of finite type. Let $F^m \text{Mot}(\mathcal{X}) \subset \text{Mot}(\mathcal{X})$ be the subgroup generated by $\mathcal{X}$-stacks of relative dimension $\leq -m$. We denote the completion with respect to this filtration by $\overline{\text{Mot}}(\mathcal{X})$ and call it the completed group of stack motivic functions. Note that the operations $f^*$ and $f_*$ are continuous with respect to the topology given by the filtrations, so both the pullback and the pushforward extend to completed groups by continuity. We write $\overline{\text{Mot}}(k)$ instead of $\overline{\text{Mot}}(\text{Spec } k)$. 
If $\mathcal{X}$ is an Artin stack locally of finite type, we define
\[
\operatorname{Mot}(\mathcal{X}) := \lim_{\rightarrow} \operatorname{Mot}(\mathcal{U}),
\]
where the inverse limit is taken over the partially ordered set $\operatorname{Opf}(\mathcal{X})$. Note that $\operatorname{Mot}(\mathcal{X})$ has the inverse limit topology: a subset of $\operatorname{Mot}(\mathcal{X})$ is open if and only if it is a preimage of an open subset in $\operatorname{Mot}(\mathcal{U})$ for some $\mathcal{U} \in \operatorname{Opf}(\mathcal{X})$. It follows that a sequence $A_n \in \operatorname{Mot}(\mathcal{X})$ converges to $A$ if and only if for all $\mathcal{U} \in \operatorname{Opf}(\mathcal{X})$ we have $\lim_{n \to \infty} (A_n|_{\mathcal{U}}) = A|_{\mathcal{U}}$.

Everything we said about the groups of stack motivic functions extends to completed groups by continuity. In particular, we can extend the pullbacks to all 1-morphisms of stacks, and the pushforwards to all 1-morphisms of finite type. The product on $\operatorname{Mot}(k)$ extends by continuity to $\operatorname{Mot}(k)$. The $\operatorname{Mot}(k)$-module structure on $\operatorname{Mot}(\mathcal{X})$ extends to a $\operatorname{Mot}(k)$-module structure on $\operatorname{Mot}(\mathcal{X})$. We also define
\[
\operatorname{Mot}^{\text{fin}}(\mathcal{X}) := \bigcup_{\mathcal{U} \in \operatorname{Opf}(\mathcal{X})} (\operatorname{Mot}(\mathcal{U}) \subset \operatorname{Mot}(\mathcal{X}))
\]
and note that the pushforward $f_i : \operatorname{Mot}^{\text{fin}}(\mathcal{X}) \to \operatorname{Mot}^{\text{fin}}(\mathcal{Y})$ may be defined for all morphisms locally of finite type.

We do not know whether the natural morphism $i : \operatorname{Mot}(\mathcal{X}) \to \operatorname{Mot}(\mathcal{X})$ is injective. However, we abuse notation by writing $A$ instead of $i(A)$, that is, by viewing an element of $\operatorname{Mot}(\mathcal{X})$ as an element of $\operatorname{Mot}(\mathcal{X})$ if convenient.

2.2. Algebraic groups.

Lemma 2.2.1. Let $\operatorname{GL}_n$ act on an Artin stack $\mathcal{X}$. Then we have in $\operatorname{Mot}((\mathcal{X}/\operatorname{GL}_n))$
\[
[\operatorname{GL}_n]_{\mathcal{X}/\operatorname{GL}_n} = [\mathcal{X} \to \mathcal{X}/\operatorname{GL}_n].
\]
(We are using the $\operatorname{Mot}(k)$-module structure on $\operatorname{Mot}((\mathcal{X}/\operatorname{GL}_n))$).

Proof. Since $\mathcal{X}$ is locally of finite type, $\mathcal{X}/\operatorname{GL}(n)$ is locally of finite type as well. Thus we may assume that $\mathcal{X}$ is of finite type. Recall that we have
\[
(3) \quad [\operatorname{GL}_n] = \bigoplus_{i=0}^{n-1} (L^n - L^i).
\]

Set $\mathcal{Y} := \mathcal{X}/\operatorname{GL}_n$. We use induction on $n$. The case $n = 0$ is obvious. Let $\mathcal{V} := \mathbb{A}^n \times^{\operatorname{GL}_n} X$ be the rank $n$ vector bundle on $\mathcal{V}$ associated with the principal $\operatorname{GL}_n$-bundle $X \to \mathcal{Y}$. More precisely, we have $\mathcal{V} = (\mathbb{A}^n \times \mathcal{X})/\operatorname{GL}_n$, where $\operatorname{GL}_n$ acts on $\mathbb{A}^n$ via the standard representation. Set $\mathcal{V}' := (\mathbb{A}^n - \{0\}) \times^{\operatorname{GL}_n} \mathcal{X}$ so that $\mathcal{V}'$ is the complement of the zero section in $\mathcal{V}$. Thus we have
\[
(4) \quad L^n1_{\mathcal{V}} = [\mathcal{V} \to \mathcal{Y}] = [\mathcal{V}' \to \mathcal{Y}] + 1_{\mathcal{Y}}.
\]

Let $\operatorname{GL}_{n-1} \subset \operatorname{GL}_n$ be the subgroup of block matrices of the form
\[
\begin{pmatrix}
1 & 0 \\
0 & *
\end{pmatrix}.
\]

We claim that $\mathcal{X}/\operatorname{GL}_{n-1}$ is a rank $n-1$ vector bundle on $\mathcal{V}'$. Indeed, consider the 1-morphism $\mathcal{X} \to (\mathbb{A}^n - \{0\}) \times \mathcal{X}$, sending $x$ to $((1, 0, \ldots, 0), x)$. Its composition with the projection to $\mathcal{V}'$ is $\operatorname{GL}_{n-1}$-invariant because $\operatorname{GL}_{n-1}$ stabilizes $(1, 0, \ldots, 0)$. Thus we get a 1-morphism $\mathcal{X}/\operatorname{GL}_{n-1} \to \mathcal{V}'$. We need to show that it is a rank $n-1$ vector bundle. This is enough to check after a smooth base change, so we may assume that $\mathcal{X} = \mathbb{A}^n \times \mathcal{Y}$, where $\operatorname{GL}_n$ acts on the first factor. In this case the statement is standard.

By induction hypothesis, we get in $\operatorname{Mot}((\mathcal{X}/\operatorname{GL}_{n-1}))$: $[\mathcal{X} \to \mathcal{X}/\operatorname{GL}_{n-1}] = [\operatorname{GL}_{n-1}]_{\mathcal{X}/\operatorname{GL}_{n-1}}$. Applying $f_i$ to both sides, where $f : \mathcal{X}/\operatorname{GL}_{n-1} \to \mathcal{Y}$ is the projection, we get $[\mathcal{X} \to \mathcal{Y}] = L^{n-1}[\operatorname{GL}_{n-1}]_{\mathcal{Y} \to \mathcal{Y}}$. Combining with (4) and (3) we get the statement of the lemma. \qed
Corollary 2.2.2. Assume that $\mathcal{X}$ is a stack of finite type over a stack $\mathcal{S}$ and that the action of $GL_n$ on $\mathcal{X}$ commutes with the projection to $\mathcal{S}$. Then we have in $\text{Mot}(\mathcal{S})$

$$[\mathcal{X} \rightarrow \mathcal{S}] = [GL_n][\mathcal{X}/GL_n \rightarrow \mathcal{S}].$$

Proof. Apply $f_!$ to the equality given by the above lemma, where $f : \mathcal{X}/GL_n \rightarrow \mathcal{S}$ is the structure 1-morphism. □

Recall that an algebraic $k$-group $G$ is called special, if every principal $G$-bundle on a scheme is Zariski locally trivial. Note that if $V$ is a $k$-vector space, then $V$ (with its additive group structure) can be viewed as an algebraic $k$-group; it is easily seen to be special (cf. [Joy2, Sect. 2]).

Lemma 2.2.3. Let $G$ be a special $k$-group, $BG$ be the classifying stack of $G$. Then we have $[G][BG] = 1$ in $\text{Mot}(k)$.

Proof. First of all, in the case $G = GL_n$ the statement follows easily from Corollary 2.2.2. In particular, the class of $GL_n$ is invertible in $\text{Mot}(k)$.

Consider a closed embedding $G \rightarrow GL_n$ and note that the quotient $GL_n/G$ is a scheme. Since $G$ is special, we have $[GL_n] = [G][GL_n/G]$. On the other hand, by Corollary 2.2.2 we get

$$[GL_n/G] = [GL_n][(GL_n/G)/GL_n] = [GL_n][BG].$$

The lemma follows easily from the two equations and the fact that $[GL_n]$ is invertible in $\text{Mot}(k)$. □

2.3. Bilinear form. Let $\mathcal{Z}$ be a $k$-stack of finite type. If $\mathcal{X}$ and $\mathcal{Y}$ are of finite type over $\mathcal{Z}$, we set

$$([\mathcal{X} \to \mathcal{Z}][\mathcal{Y} \to \mathcal{Z}]) = [\mathcal{X} \times \mathcal{Z} \mathcal{Y}].$$

Extending this by bilinearity, we get a symmetric bilinear form $\text{Mot}(\mathcal{Z}) \otimes \text{Mot}(\mathcal{Z}) \rightarrow \text{Mot}(k)$. We extend this by continuity to a symmetric form $\overline{\text{Mot}}(\mathcal{Z}) \otimes \overline{\text{Mot}}(\mathcal{Z}) \rightarrow \overline{\text{Mot}}(k)$.

Now, let $\mathcal{Z}$ be a $k$-stack locally of finite type. Let $A \in \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z})$, $B \in \overline{\text{Mot}}(\mathcal{Z})$. Write $A = j_!A_V$, where $V \in \text{Opf}(\mathcal{Z})$, $j : V \rightarrow \mathcal{X}$ is the open immersion. Let $B$ be given by an inverse system $U \rightarrow B_U$, where $U$ ranges over $\text{Opf}(\mathcal{Z})$. Set $(A|B) := (A_V|B_V)$. One checks that this does not depend on the choice of $V$ (to prove this, one first proves Lemma 2.3.1 below in the case, when $\mathcal{Z}$ and $\mathcal{Z}'$ are of finite type over $k$). In this way, we get a continuous bilinear form

$$(\bullet|\bullet) : \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z}) \otimes \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z}) \rightarrow \overline{\text{Mot}}(k).$$

Note that the restriction of this form to $\overline{\text{Mot}}^{\text{fin}}(\mathcal{Z}) \otimes \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z})$ is symmetric.

We abuse notation by writing sometimes $(A|B)$ instead of $(B|A)$ when $B \in \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z})$ but $A \notin \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z})$.

The following lemma is immediate.

Lemma 2.3.1. If $f : \mathcal{Z} \rightarrow \mathcal{Z}'$ is a 1-morphism of finite type, then

(i) for all $A \in \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z})$, $B \in \overline{\text{Mot}}(\mathcal{Z}')$ we have

$$(A|f^*B) = (f_*A|B).$$

(ii) for all $A \in \overline{\text{Mot}}^{\text{fin}}(\mathcal{Z}')$, $B \in \overline{\text{Mot}}(\mathcal{Z})$ we have

$$(f^*A|B) = (A|f_*B).$$

We always assume $k$-groups to be smooth, which is automatic if $k$ has characteristic zero.
2.4. Constructible subsets of stacks. Let $\mathcal{S}$ be an Artin stack of finite type over $k$. A subset $\mathcal{X} \subset |\mathcal{S}|$ is called constructible if it belongs to the Boolean algebra generated by the sets of points of open substacks of $\mathcal{S}$. A stratification of a constructible subset $\mathcal{X} \subset |\mathcal{S}|$ is a finite collection $\mathcal{T}$ of constructible subsets of $\mathcal{S}$ such that $\mathcal{X} = \sqcup_i \mathcal{T}_i$. Let $\mathcal{X}$ be a constructible subset of a finite type stack $\mathcal{S}$. Consider a stratification $\mathcal{X} = \sqcup_i |\mathcal{Y}_i|$, where $\mathcal{Y}_i$ are locally closed substacks. Set

$$1_{\mathcal{X},\mathcal{S}} := \sum_i |\mathcal{Y}_i| \to \mathcal{S} \in \text{Mot}(\mathcal{S}).$$

It is easy to see that $1_{\mathcal{X},\mathcal{S}}$ does not depend on the stratification of $\mathcal{X}$.

If $\mathcal{S}$ is a stack locally of finite type, we call $\mathcal{X} \subset |\mathcal{S}|$ constructible, if for every $\mathcal{U} \in \text{Opf}(\mathcal{S})$ the set $\mathcal{X} \cap |\mathcal{U}|$ is a constructible subset of $\mathcal{U}$. In this case, we define $1_{\mathcal{X},\mathcal{S}}$ via the inverse system $\mathcal{U} \mapsto 1_{\mathcal{X} \cap |\mathcal{U}|}$. We sometimes write $1_{\mathcal{X}}$ instead of $1_{\mathcal{X},\mathcal{S}}$, when $\mathcal{S}$ is clear. If $g : \mathcal{S} \to \mathcal{T}$ is a 1-morphism of finite type and $\mathcal{X} \subset |\mathcal{S}|$ is a constructible subset, we use the notation $[\mathcal{X} \to \mathcal{T}] := g!1_{\mathcal{X},\mathcal{S}}$. When $\mathcal{T} = \text{Spec} k$, we write $[\mathcal{X}]$ for $[\mathcal{X} \to \text{Spec} k]$.

A constructible subset $\mathcal{X} \subset |\mathcal{S}|$ is of finite type, if there is $\mathcal{U} \in \text{Opf}(\mathcal{S})$ such that $\mathcal{X} \subset |\mathcal{U}|$. In this case, $1_{\mathcal{X},\mathcal{S}} \in \text{Mot}^{fin}(\mathcal{S})$, so if $g : \mathcal{S} \to \mathcal{T}$ is a 1-morphism locally of finite type, then we can define $[\mathcal{X} \to \mathcal{T}] := g!1_{\mathcal{X},\mathcal{S}}$.

Let $\mathcal{S}$ and $\mathcal{S}'$ be stacks of finite type and $\mathcal{X} \subset |\mathcal{S}|$, $\mathcal{X}' \subset |\mathcal{S}'|$ be their constructible subsets. Let $\mathcal{X} = \sqcup_i |\mathcal{T}_i|$, $\mathcal{X}' = \sqcup_i |\mathcal{T}_i'|$ be their stratifications by locally closed substacks. We define the product of $\mathcal{S}$ and $\mathcal{S}'$ via $\mathcal{S} \times \mathcal{S}' = \sqcup_{i,j} |\mathcal{T}_i \times \mathcal{T}_j'|$. It is easy to check that this product does not depend on stratifications and that we have $|\mathcal{S} \times \mathcal{S}'| = |\mathcal{S}| \times |\mathcal{S}'|$ in $\text{Mot}(k)$. It is also easy to extend the definition to any finite number of multiples.

Remark 2.4.1. Our definition of motivic functions is essentially equivalent to that of [KS1 Sect. 4.2]. In [KS1] a category of constructible stacks is defined. Intuitively, constructible stacks are Artin stacks “up to stratification”. Precisely, the objects of the category are pairs $(X, G)$ where $X$ is a $k$-scheme of finite type, $G$ is a linear group acting on $X$. We will not spell out the precise definition of morphisms here but note that one can define an equivalent category as a category whose objects are pairs $(\mathcal{X}, \mathcal{S})$, where $\mathcal{X}$ is a constructible subset of the stack $\mathcal{S}$. The equivalence of categories is given by $(X, G) \mapsto (|X/G|, X/G)$.

In loc. cit. the group of stack motivic functions is defined over a constructible stack.

2.5. Relation with motive classes of varieties. Define $\text{Mot}_{\text{var}}(k)$ as the abelian group generated by the isomorphism classes of $k$-varieties (= reduced schemes of finite type over $k$) subject to the relation $[Z_1] = [Z_2] + [(Z_1 - Z_2)]$ whenever $Z_2$ is a closed subvariety of $Z_1$. The direct product equips $\text{Mot}_{\text{var}}(k)$ with a ring structure. There is an obvious homomorphism $\text{Mot}_{\text{var}}(k) \to \text{Mot}(k)$. This homomorphism clearly extends to the localization

$$\text{Mot}_{\text{var}}(k)[L^{-1}, (L^i - 1)^{-1}[i > 0] \to \text{Mot}(k).$$

It is easy to see that the above homomorphism is an isomorphism (see e.g. [Eke Thm. 1.2]).

Following [BD Sect. 2.1], we define the dimensional completion of $\text{Mot}_{\text{var}}(k)$ as follows. Denote by $F^n\text{Mot}_{\text{var}}(k)[L^{-1}]$ the subgroup of the localization $\text{Mot}_{\text{var}}(k)[L^{-1}]$ generated by $[X]/L^n$ with $\dim X - n \leq -m$. This is a ring filtration and we define the completed ring $\overline{\text{Mot}_{\text{var}}(k)}$ as the completion of $\text{Mot}_{\text{var}}(k)[L^{-1}]$ with respect to this filtration. Obviously, $L$ and $L^i - 1$ are invertible in $\overline{\text{Mot}_{\text{var}}(k)}$ so we have a homomorphism $\text{Mot}(k) \to \overline{\text{Mot}_{\text{var}}(k)}$. It is not difficult to show that this extends by continuity to an isomorphism $\overline{\text{Mot}(k)} \cong \overline{\text{Mot}_{\text{var}}(k)}$.

Recall that in Section 1.3.1 we defined motivic zeta-functions of varieties. Now we can define the zeta-function of a motivic class (see eq. (1)), when $k$ is a field of characteristic zero. Note the following well-known statement.

$^5$Note that this is not the usual product of sets. The reason is that for stacks (even schemes) $\mathcal{T}$ and $\mathcal{T}'$ we have in general $|\mathcal{T} \times \mathcal{T}'| \neq |\mathcal{T}| \times |\mathcal{T}'|$. 
Lemma 2.5.1. (i) If $Z \subset Y$ is a closed subvariety, then $\zeta_Y = \zeta_Z \zeta_{Y-Z}$.

(ii) $\zeta_{k^n \times Y}(z) = \zeta_Y(L^n z)$.

Now we can use (i) to extend zeta-functions to Mot$_{\text{var}}(k)$ and use (ii) to extend to Mot$_{\text{var}}(k)[L^{-1}]$. It remains to extend $\zeta$ to Mot$_{\text{var}}(k) = \text{Mot}(k)$ by continuity.

2.6. Checking equality of motivic functions fiberwise. The following statement will be our primary way to check that motivic functions are equal.

Proposition 2.6.1. Let $A, B \in \text{Mot}(\mathcal{X})$ be motivic functions. Assume that for any field $K$ and any point $\xi : \text{Spec } K \to \mathcal{X}$ we have $\xi^* A = \xi^* B$. Then $A = B$.

Viewing $\xi^* A$ as the “value” of $A$ at $\xi$, we can reformulate the proposition as the statement that equality of motivic functions can be checked pointwise.

Proof. We may assume that $B = 0$ and that $\mathcal{X}$ is of finite type. If $\mathcal{X} = \sqcup \mathcal{X}_i$ is a stratification of $\mathcal{X}$ by locally closed substacks, and for all $i$ we have $A|\mathcal{X}_i = 0$, then $A = 0$. Thus, using [Pra 3.5.6, Prop. 3.5.9], we may assume that $\mathcal{X} = X/\text{GL}_n$ is a global quotient, where $X$ is a scheme of finite type over a field. By Lemma [2.7], it is enough to show that the pullback of $A$ to $X$ is zero, so we may assume that $\mathcal{X} = X$ is a scheme. We may also assume that $X$ is integral. Let $\xi : \text{Spec } K \to X$ be the generic point. It is enough to show that $\xi^* A = 0$ implies that there is an open subset $U \subset X$ such that $A|U = 0$.

Next, multiplying $A$ by an invertible element of $\text{Mot}(k)$, we may assume that $A = \sum_i n_i[V_i \to X]$, where $V_i$ are $X$-schemes. Indeed, we may assume that $A$ is a combination of classes of stacks of the form $V/\text{GL}_n$ but we have $[\text{GL}_n][V/\text{GL}_n \to X] = [V \to X]$ by Corollary [2.2.2].

Now by [Eke Thm. 1.2], multiplying once more by an invertible element of $\text{Mot}(k)$ if necessary, we may assume that in the free abelian group generated by isomorphism classes of $k$-varieties we have

$$\sum_i n_i(V_i) = \sum_i m_i([Y_i] - [Z_i] - [Y_i - Z_i]),$$

where $Y_i$ are affine $k$-varieties and $Z_i$ are their closed subvarieties. Clearing denominators, we see that there is an open subset $W \subset X$, varieties $Y'_i$ over $W$, and their closed subvarieties $Z'_i$ such that $(Y'_i)_{\xi} \approx Y_i$, and under this isomorphism $(Z'_i)_{\xi}$ goes to $Z_i$.

Thus $\sum_i n_i(V_i)_{\xi} = \sum_i m_i([Y'_i]_{\xi}) - ([Z'_i]_{\xi}) - ([Y'_i - Z'_i]_{\xi})$. It follows that there is an open subset $U \subset W$ such that

$$\left(\sum_i n_i(V_i \to X)\right)|_U = \left(\sum_i m_i([Y'_i \to W] - [Z'_i \to W] - [Y'_i - Z'_i \to W])\right)|_U.$$

We see that $A|_U = 0$. □

Corollary 2.6.2. Let $f : \mathcal{X} \to \mathcal{Y}$ be a finite type 1-morphism of stacks inducing for every $K \supset k$ an equivalence of groupoids $\mathcal{X}(K) \to \mathcal{Y}(K)$. Then $[\mathcal{X} \to \mathcal{Y}] = 1_y$.

Proof. We would like to apply the previous proposition. Let $\xi : \text{Spec } K \to \mathcal{Y}$ be a point and let $\mathcal{X}_\xi$ be the $\xi$-fiber of $f$. We need to show that $[\mathcal{X}_\xi] = [\text{Spec } K]$ in $\text{Mot}(K)$. This is easy if $\mathcal{X}$ and $\mathcal{Y}$ are schemes: then the fiber is a 1-point scheme, so we have $[\mathcal{X}_\xi] = [(\mathcal{X}_\xi)_{\text{red}}] = [\text{Spec } K]$.

In general, $\mathcal{X}_\xi$ is a $K$-stack such that for all extensions $K' \supset K$ the groupoid $\mathcal{X}_\xi(K')$ is equivalent to the trivial one. In particular, $[\mathcal{X}_\xi]$ consists of a single point. Thus, according to the Kresch’s result, we have $(\mathcal{X}_\xi)_{\text{red}} = X/\text{GL}_n$, where $X$ is a $K$-scheme. The unique $K$-point of $\mathcal{X}_\xi$ gives rise to a $\text{GL}_n$-equivariant morphism $\text{GL}_n \to X$. Also, for any extension $K' \supset K$ this morphism induces an isomorphism $\text{GL}_n(K') \to X(K')$. But we already know the statement for schemes, so we have $[\text{GL}_n] = [X]$. It follows that $[\mathcal{X}_\xi] = [(\mathcal{X}_\xi)_{\text{red}}] = [X]/[\text{GL}_n] = [\text{Spec } K]$. Now we can apply the proposition. □
3. Moduli stacks of connections, Higgs bundles, and vector bundles with nilpotent endomorphisms

In this section we introduce various stacks and provide relations between their motivic classes. In particular, we prove Theorem 1.2.1 in Section 3.7 We also give a relation between the moduli stacks of Higgs bundles, moduli stacks of vector bundles with endomorphisms (Lemma 3.5.2), and moduli stacks of vector bundles with nilpotent endomorphisms (Proposition 3.8.1). In this section \( k \) is a fixed field of characteristic zero and \( K \) denotes an arbitrary field extension of \( k \).

3.1. Krull–Schmidt theory for coherent sheaves. The results of this section are well-known but we include them here for the reader’s convenience. In this section \( X \) is a smooth connected projective variety over \( k \). For a vector bundle \( E \) on \( X \) we denote by \( \text{End}^{na}(E) \) the nilradical of the finite dimensional \( k \)-algebra \( \text{End}(E) \).

**Proposition 3.1.1.** (i) Let \( F \) be an indecomposable vector bundle on \( X \) and \( \Psi \in \text{End}(F) \). Then either \( \Psi \) is nilpotent, or \( \Psi \) is an automorphism.

(ii) Write a vector bundle \( F \) as \( F = \bigoplus_{i=1}^{t} F_i \), where \( F_i \approx E_i^{\otimes n_i} \), and \( E_i \) are pairwise non-isomorphic indecomposable bundles, \( n_i > 0 \). Then we have

\[
\bigoplus_{i\neq j} \text{Hom}(F_i, F_j) \subset \text{End}^{na}(F).
\]

**Proof.** (i) The increasing sequence of subsheaves \( \text{Ker}(\Psi^n) \subset F \) must stabilize at some \( n \). Replacing \( \Psi \) by \( \Psi^n \) we may thus assume that \( \text{Ker}(\Psi^2) = \text{Ker}(\Psi) \), that is, \( \text{Ker}(\Psi) \cap \text{Im}(\Psi) = 0 \). Thus the inclusion morphism \( \text{Ker}(\Psi) \oplus \text{Im}(\Psi) \to F \) is injective. Since both sheaves have the same Hilbert polynomial, the morphism must be an isomorphism. The statement follows.

(ii) Let \( F' \) be an indecomposable component of \( F_i \), \( F'' \) be an indecomposable component of \( F_j \). It is enough to show that \( \text{Hom}(F', F'') \subset \text{End}^{na}(F) \). Let \( \Psi \in \text{Hom}(F', F'') \). We need to show that for any \( \Psi' \in \text{End}(F) \), \( \Psi\Psi' \) is nilpotent. Replacing \( \Psi' \) by its component with respect to a direct sum decomposition, we may assume that \( \Psi' \in \text{Hom}(F'', F') \). By part (i) \( \Psi\Psi' \) is either nilpotent or an isomorphism. But the second possibility is ruled out by an assumption. \( \square \)

The following proposition is [Ati] Thm. 3 when \( k \) is algebraically closed. The proof, in fact, goes through for any field. Alternatively, it is easy to derive this proposition from the previous one.

**Proposition 3.1.2.** Let \( F \) be a vector bundle on \( X \). Write \( F = \bigoplus_{i=1}^{t} F_i \), where \( F_i \approx E_i^{\otimes n_i} \), and \( E_i \) are pairwise non-isomorphic indecomposable bundles, \( n_i > 0 \). This decomposition of \( F \) into the direct sum of indecomposables is unique up to permutation. That is, if \( F = \bigoplus_{i=1}^{t} F_i', F_i' \approx (E_i')^{\otimes m_i} \), where \( E_i' \) are pairwise non-isomorphic indecomposable bundles, \( m_i > 0 \), then after renumeration of summands we get \( n_i = m_i, E_i \approx E_i' \).

3.2. Stacks of vector bundles and HN-filtrations. Let \( \text{Bun}_r \) be the stack of vector bundles of rank \( r \) (over the fixed curve \( X \)). Let \( \text{Bun}_{r,d} \) be its connected component classifying bundles of degree \( d \). Recall that a vector bundle \( E \) on \( X_K \) (where, as usual, \( K \) is an extension of \( k \)) is semistable if for every subbundle \( F \subset E \) we have

\[
\frac{\text{deg } F}{\text{rk } F} \leq \frac{\text{deg } E}{\text{rk } E}.
\]

According to [Lan] Prop. 3, if \( K' \supset K \) is a field extension, then \( E_{K'} \) is semistable if and only if \( E \) is semistable. The number \( \text{deg } E / \text{rk } E \) is called the slope of \( E \). It is well known that each vector bundle \( E \) on \( X_K \) possesses a unique filtration

\[
0 = E_0 \subset E_1 \subset \ldots \subset E_t = E.
\]
such that for \( i = 1, \ldots, t \) the sheaf \( E_i/E_{i-1} \) is a semistable vector bundle and for \( i = 1, \ldots, t - 1 \) the slope of \( E_i/E_{i-1} \) is strictly greater than the slope of \( E_{i+1}/E_i \) (see [HN Sect. 1.3]). This filtration is called the Harder–Narasimhan filtration (or HN-filtration for brevity) on \( E \) and the sequence of slopes \( (\tau_1 > \ldots > \tau_t) \), where \( \tau_i = \deg(E_i/E_{i-1})/\rk(E_i/E_{i-1}) \), is called the HN-type of \( E \). It follows from [Lan Prop. 3] that HN-type is compatible with field extensions.

**Lemma 3.2.1.** (i) There is an open substack \( \text{Bun}_{r,d}^{\geq \tau} \subset \text{Bun}_{r,d} \) classifying vector bundles whose HN-type \( (\tau_1 > \ldots > \tau_t) \) satisfies \( \tau_t \geq \tau \).

(ii) A vector bundle \( E \in \text{Bun}_{r,d}(K) \) is in \( \text{Bun}_{r,d}^{\geq \tau}(K) \) if and only if there is no surjective morphism of vector bundles \( E \to F \) such that the slope of \( F \) is less than \( \tau \).

(iii) The stack \( \text{Bun}_{r,d}^{\geq \tau} \) is of finite type.

(iv) A constructible subset \( \mathcal{X} \subset |\text{Bun}_r| \) is of finite type if and only if there are \( \tau \) and \( d_1, \ldots, d_n \) such that \( \mathcal{X} \subset \bigcup_{i=1}^n |\text{Bun}_{r,d_i}^{\geq \tau}|. \)

**Proof.** (i) Since the HN-type is compatible with field extensions, we may assume that \( k \) is algebraically closed. In this case this follows from [Sha Thm. 3 and Prop. 10] (or [Mar Thm. 1.7]).

(ii) The ‘if’ direction is obvious. For the ‘only if’, let \( 0 = E_0 \subset E_1 \subset \ldots \subset E_t = E \) be the HN filtration of \( E \) and assume that we have a surjective morphism \( E \to F \), where the slope of \( F \) is less than \( \tau \). Let \( 0 = F_0 \subset F_1 \subset \ldots \subset F_s = F \) be the HN filtration on \( F \). Clearly, the slope of \( F_s/F_{s-1} \) is less than \( \tau \). Thus, replacing \( F \) with \( F_s/F_{s-1} \) and the morphism \( E \to F \) with its composition with the projection to \( F_s/F_{s-1} \), we may assume that \( F \) is semistable.

Now, if the slope of \( E_t/E_{t-1} \) is greater or equal to \( \tau \), then for all \( i \) the are no non-zero morphisms \( E_i/E_{i-1} \to F \) (because these bundles are semistable and the slope of \( E_i/E_{i-1} \) is greater, then the slope of \( F \)). But then there are no non-zero morphisms from \( E \) to \( F \) and we come to a contradiction.

(iii) According to [HL Lemma 1.7.6], it is enough to show that all vector bundles \( E \) in \( \text{Bun}_{r,d}^{\geq \tau} \) are \( m \)-regular for \( m > 3 - 2g - \tau \).

Since \( X \) is a curve, \( m \)-regularity just means that \( H^1(X, E \otimes \mathcal{O}_X(m - 1)) = 0 \). By Serre duality, this cohomology group is dual to \( \text{Hom}(E, \Omega_X^{-1} \otimes \mathcal{O}_X(1 - m)) \). The latter space is zero by part (ii), since the slope of \( \Omega_X^{-1} \otimes \mathcal{O}_X(1 - m) \) is equal to \( 3 - 2g - m \).

(iv) The ‘if’ part follows from (i). For the converse note that \( \{ \text{Bun}_{r,d}^{\geq \tau} | d \in \mathbb{Z}, \tau \in \mathbb{Z} \} \) is an open cover of \( \text{Bun}_r \). Thus \( \mathcal{X} \), being quasi-compact, is covered by finitely many \( \text{Bun}_{r,d}^{\geq \tau} \). \( \square \)

We will be mostly interested in the stack \( \text{Bun}_{r,d}^{0} \). We will call such vector bundles ‘HN-nonnegative’.

Note that the tensorisation with a line bundle of degree \( e \) gives an isomorphism \( \text{Bun}_{r,d}^{0} \cong \text{Bun}_{r,d+er}^{\geq e} \). It follows from Lemma 3.2.1(ii) that \( E \) is HN-nonnegative if and only if there are no surjective morphisms \( E \to F \), where \( F \) is a vector bundle such that \( \deg F < 0 \).

### 3.2.1. Isoslopy vector bundles

We will call a vector bundle \( E \) on \( X_K \) isoslopy if it cannot be written as the direct sum of two vector bundles of different slope.

**Lemma 3.2.2.** A vector bundle \( E \) on \( X \) is isoslopy if and only if its pullback to \( X_K \) is isoslopy.

**Proof.** The ‘if’ direction is obvious. For the ‘only if’ direction we note first that the sum of isoslopy bundles of the same slope is isoslopy because of uniqueness of decomposition (Proposition 3.1.2). Thus it is enough to prove that if \( E \) is an indecomposable vector bundle on \( X \), then \( E_K \) is isoslopy. We follow the strategy of the proof of [Lan Prop. 3]. We may assume that \( K \to k \) is a finitely generated extension.

In view of the ‘if’ direction, it is enough to consider two cases: (i) \( K \) is an algebraic closure of \( k \), (ii)
Lemma 3.2.3. (i) If $\ell$ is a line bundle on $X$ of degree $N > (r-1)(g-1) - d/r$, then tensorisation with $\ell$ (which is a 1-morphism $\text{Bun}_{r,d} \to \text{Bun}_{r,d+N_r}$) induces a bijection

$$\text{Bun}_{r,d}^{\text{iso}} \cong \text{Bun}_{r,d+N_r}^{\text{iso}}.$$ 

(ii) $\text{Bun}_{r,d}^{\text{iso}} \subset \text{Bun}_{r,d}$ is a constructible subset of finite type.

Proof. (i) Clearly, tensorisation with $\ell$ induces a bijection $\text{Bun}_{r,d}^{\text{iso}} \cong \text{Bun}_{r,d+N_r}^{\text{iso}}$. It remains to show that $\text{Bun}_{r,d+N_r}^{\text{iso}} = \text{Bun}_{r,d+N_r}^{\text{iso}}$. By contradiction, assume that $E \in \text{Bun}_{r,d+N_r}^{\text{iso}}$ but $E \notin \text{Bun}_{r,d+N_r}^{\text{iso}}$. Then $E$ is decomposable by [MS, Cor. 4.2] (Formally speaking, the statement is only formulated for curves over finite fields, but the proof works over any field). Let $E_0$ be an indecomposable summand of $E$ such that its HN-type ($\tau_1 > \ldots > \tau_0$) satisfies $\tau_0 < 0$ (it exists by Lemma 3.2.1(ii)). By the definition of isosity bundles, the slope of $E_0$ is equal to $d/r + N$, and clearly $d/r + N > (\text{rk} E_0 - 1)(g-1)$, so $E_0$ cannot be indecomposable (again by [MS, Cor. 4.2]). This contradiction completes the proof of (i).

Let us prove part (ii). By part (i), it is enough to prove the statement for $\text{Bun}_{r,d}^{\text{iso}}$ (just replace $d$ by $d + N r$ with large $N$). Let $\Pi$ be the set of all quadruples $(r',d',r'',d'') \in \mathbb{Z}_{>0}^4$ such that $r' + r'' = r$, $d' + d'' = d$, and $r'/d' \neq r/d$. Note that this set is finite.

For $\pi = (r',d',r'',d'') \in \Pi$, let $\mathcal{B}_\pi$ be the image of $\text{Bun}_{r',d'}^{\geq 0} \times \text{Bun}_{r'',d''}^{\geq 0}$ under the morphism, sending two vector bundles to their direct sum. Combining Lemma 3.2.1(iii) with the stacky Chevalley theorem, we see that $\mathcal{B}_\pi$ is a constructible subset of $\text{Bun}_{r,d}^{\geq 0}$. One easily checks that

$$\text{Bun}_{r,d}^{\geq 0, \text{iso}} = \text{Bun}_{r,d}^{\geq 0} \setminus \bigcup_{\pi \in \Pi} \mathcal{B}_\pi.$$ 

Thus $\text{Bun}_{r,d}^{\geq 0, \text{iso}}$ is constructible. Obviously, it is of finite type. \hfill $\square$

3.3. Higgs bundles whose underlying vector bundle is HN-nonnegative. Recall from Section 1.2 the Artin stack $\mathcal{M}_{r,d}$ classifying Higgs bundles of rank $r$ and degree $d$. A simple argument similar to the proof of [Fed, Prop. 1] shows that it is an Artin stack locally of finite type and that the forgetful 1-morphism $(E, \Phi) \mapsto E$ is a schematic 1-morphism of finite type $\mathcal{M}_{r,d} \to \text{Bun}_{r,d}$. Set

$$\mathcal{M}_{r,d}^{\geq 0} := \mathcal{M}_{r,d} \times_{\text{Bun}_{r,d}} \text{Bun}_{r,d}^{\geq 0};$$

by Lemma 3.2.1(i), it is an open substack of finite type of $\mathcal{M}_{r,d}$.

On the other hand, recall from Section 1.2 that a Higgs bundle $(E, \Phi) \in \mathcal{M}_{r,d}(K)$ is called semistable if the slope of any subbundle $F \subset E$ is less or equal than the slope of $E$, provided that $F$ is preserved by $\Phi$. An argument similar to [Lan, Prop. 3] shows that this notion is stable with respect to field extensions. We emphasize that semistability of $(E, \Phi)$ does not imply in general semistability of $E$. According to [Sim], Lemma 3.7, there is an open substack $\mathcal{M}_{r,d}^{\text{ss}}$ classifying semistable Higgs bundles.

We call a Higgs bundle $(E, \Phi)$ on $X_K$ \textit{nonnegative-semistable} if $E$ is HN-nonnegative and whenever $F \subset E$ is an HN-nonnegative vector subbundle preserved by $\Phi$, the slope of $F$ is less or equal than the

---

4This Lemma is formulated in the case, when the field is the field of complex numbers. However, the proof goes through for any field.
slope of $E$; an argument similar to [Lan] Prop. 3] shows that this notion is stable with respect to field extensions. Denote the stack of nonnegative-semistable Higgs bundles of rank $r$ and degree $d$ by $\mathcal{M}^{ss}_{r,d}$; an argument similar to [Sim, Lemma 3.7] shows that this is an open substack of $\mathcal{M}_{r,d}$.

**Remark 3.3.1.** In general, $\mathcal{M}^{0,ss}_{r,d} \neq \mathcal{M}^{0}_{r,d} \cap \mathcal{M}^{ss}_{r,d}$. The reason is that a nonnegative semistable Higgs bundle $(E, \Phi)$ might have a destabilizing subbundle $F$ such that $F$ is not HN-nonnegative, so it is not necessarily semistable in the usual sense.

**Lemma 3.3.2.** (i) If $\ell$ is a line bundle on $X$ of degree $N > (r-1)(g-1)-d/r$, then tensorisation with $\ell$ induces an isomorphism

$$\mathcal{M}^{ss}_{r,d} \xrightarrow{\sim} \mathcal{M}^{ss}_{r,d+Nr}.$$  

(ii) $\mathcal{M}^{ss}_{r,d}$ is a stack of finite type.

**Proof.** (i) Clearly, tensorisation with $\ell$ induces an isomorphism $\mathcal{M}^{ss}_{r,d} \xrightarrow{\sim} \mathcal{M}^{ss}_{r,d+Nr}$. It remains to notice that, according to [MS Cor. 3.3], we have $\mathcal{M}^{ss}_{r,d+Nr} = \mathcal{M}^{0}_{r,d+Nr}$. (Formally speaking, the statement is only formulated for curves over finite fields, but the proof works over any field.)

Part (ii) is an obvious corollary of part (i). □

### 3.4. Connections and isoslopy Higgs bundles

Recall that $\text{Conn}_r$ is the moduli stack of rank $r$ vector bundles with connections. An argument similar to the proof of [Fed] Prop. 1] shows that it is an Artin stack locally of finite type and that the forgetful 1-morphism $(E, \nabla) \rightarrow E$ is a schematic 1-morphism of finite type $\text{Conn}_r \rightarrow \text{Bun}_{r,0}$. We are using the well-known fact that a vector bundle admitting a connection must be of degree zero.

Let $\mathcal{M}_{r,d}^{iso} \subset |\mathcal{M}^{0}_{r,d}|$ be the set of points corresponding to Higgs bundles $(E, \Phi)$ such that $E \in \text{Bun}_{r,d}^{iso}$. It follows from Lemma 3.2.3 (ii) that $\mathcal{M}_{r,d}^{iso}$ is a constructible subset of finite type.

**Proposition 3.4.1.** The stack $\text{Conn}_r$ is of finite type and we have in $\text{Mot}(k)$

$$[\text{Conn}_r] = [\mathcal{M}^{iso}_{r,0}].$$

**Proof.** By Weil’s theorem the image of $\text{Conn}_r$ in $\text{Bun}_{r,0}$ is exactly $\text{Bun}_{r,0}^{iso}$ (Note that we only need to use the Weil’s theorem for an algebraic closure of $k$ because we know a priori that this image is constructible. By elementary logic, it is enough to know that the theorem is true for the field of complex numbers).

It is enough to show that we have in $\text{Mot}(\text{Bun}_{r,0})$:

$$[\mathcal{M}^{iso}_{r,0} \rightarrow \text{Bun}_{r,0}] = [\text{Conn}_r \rightarrow \text{Bun}_{r,0}].$$

We want to apply Proposition 2.6.1. Let $\xi : \text{Spec} \ K \rightarrow \text{Bun}_{r,0}$ be a point. It corresponds to a vector bundle $E$ on $X_K$. If $E$ is not isoslop, then the pullbacks of both sides of (1) are zero. If $E$ is isoslop, then the pullback of the LHS of (5) is the class of the vector space $V = H^0(X_K, \mathcal{E}nd(E) \otimes \Omega_{X_K})$, while the pullback of the RHS is the class of an affine space over this vector space, that is, a principal $V$-bundle. (Note that a priori this affine space only has a section after extending the field, but, as we noted above, a vector space with its additive group structure is a special group, so there are non-trivial $V$-bundles on Spec $K$.) Thus the fibers are isomorphic as schemes, so we can apply Proposition 2.6.1 which proves (6). (Here $\mathcal{E}nd(E)$ denotes the sheaf of endomorphisms of $E$.)

**3.5. Comparing Higgs fields and Higgs fields with isoslopy underlying vector bundle.** Consider the following generating series

$$H^{ss}(z, w) := 1 + \sum_{d \geq 0} \sum_{r \geq 0} \sum_{d \geq 0} L^{(1-g)r^2} |\mathcal{M}^{0}_{r,d}| w^r z^d \in 1 + w \text{Mot}(k)[[w, z]]$$
and for a rational number $\tau \geq 0$
\[
H_{\tau}^{0,iso}(z, w) := 1 + \sum_{r > 0, d \geq r} \mathbb{L}((1 - q)^{-r} \mathcal{M}_{r,d}^{0,iso}) w^r z^d \in 1 + w \text{Mot}(k)[[w, z]].
\]

**Proposition 3.5.1.** We have
\[
H^{0}(z, w) = \prod_{\tau \geq 0} H_{\tau}^{0,iso}(z, w).
\]

**Proof.** First of all we would like to reformulate the proposition. Let $E$ be a vector bundle of rank $r$ and degree $d$, $\Psi$ is an endomorphism of $E$. Set $\mathcal{E}_{r,d}^{0} := \mathcal{E}_{r,d} \times \text{Bun}_{r,d}^{0}$. Let $\mathcal{E}_{r,d}^{0,iso} \subset \mathcal{E}_{r,d}^{0}$ be the preimage of $\text{Bun}_{r,d}^{0,iso}$.

**Lemma 3.5.2.** We have in $\text{Mot}(k)$
\[
[\mathcal{M}_{r,d}^{0}] = \mathbb{L}((g - 1)^{-r} [\mathcal{E}_{r,d}^{0}]),
\]
\[
[\mathcal{M}_{r,d}^{0,iso}] = \mathbb{L}((g - 1)^{-r} [\mathcal{E}_{r,d}^{0,iso}]).
\]

**Proof.** Let us prove the first equation (the second is analogous). It is enough to show that
\[
[\mathcal{M}_{r,d}^{0} \to \text{Bun}_{r,d}^{0}] = \mathbb{L}((g - 1)^{-r} [\mathcal{E}_{r,d}^{0} \to \text{Bun}_{r,d}^{0}]).
\]
We want to apply Proposition [2.6.1]. Consider a point $\xi : \text{Spec } k \to \text{Bun}_{r,d}^{0}$ given by a vector bundle $E$ on $X_K$. The $\xi$-pullback of the LHS is the class of the vector space $H^{0}(X_K, \mathcal{E}nd(E) \otimes \Omega_{X_k})$, while the $\xi$-pullback of the RHS is the class of the vector space $R^{1}(g^{-1})^{r} \otimes H^{0}(X_K, \mathcal{E}nd(E))$. Thus we only need to check that
\[
h^{0}(X_K, \mathcal{E}nd(E) \otimes \Omega_{X_k}) = (g - 1)^{-r} + h^{0}(X_K, \mathcal{E}nd(E)).
\]
This follows from Riemann–Roch Theorem and Serre duality. \qed

In view of this lemma we can re-write the proposition as
\[
1 + \sum_{r > 0, d \geq r} [\mathcal{E}_{r,d}^{0}] w^r z^d = \prod_{\tau \geq 0} \left( 1 + \sum_{r > 0, d \geq r} [\mathcal{E}_{r,d}^{0,iso}] w^r z^d \right).
\]
Let $\Pi_{r,d}$ be the set of all sequences
\[
((r_1, d_1), (r_2, d_2), \ldots, (r_t, d_t)) \in (\mathbb{Z}_{>0} \times \mathbb{Z}_{\geq 0})^t,
\]
where $\sum_i r_i = r$, $\sum_i d_i = d$ and the sequence $d_i/r_i$ is strictly decreasing. We note that $\Pi_{r,d}$ as a finite set. Now our proposition is equivalent to the following lemma.

**Lemma 3.5.3.** We have in $\text{Mot}(k)$
\[
[\mathcal{E}_{r,d}^{0}] = \sum_{((r_i, d_i)) \in \Pi_{r,d}} \prod_i [\mathcal{E}_{r_i,d_i}^{0,iso}].
\]

**Proof.** For any sequence $\pi = ((r_i, d_i)) \in \Pi_{r,d}$ consider the 1-morphism
\[
i_{\pi} : \prod_i \text{Bun}_{r_i,d_i}^{0} \to \text{Bun}_{r,d},
\]
sending a sequence of vector bundles to their direct sum. It follows from Lemma [3.2.1](ii) that the image of this 1-morphism is contained in $\text{Bun}_{r,d}^{0,iso}$. Consider the constructible subset (recall the definition of product of constructible subsets from Section [2.4])
\[
\prod_i \text{Bun}_{r_i,d_i}^{0,iso} \subset \prod_i \text{Bun}_{r_i,d_i}^{0}.
\]
By the stacky Chevalley theorem its image under $i_\pi$ is constructible, denote it by $\text{Bun}_\pi$. It follows easily from the fact that isotropic components of a vector bundle are unique up to isomorphism (see Proposition 3.1.2), that $\{\text{Bun}_\pi | \pi \in \Pi_{r,d}\}$ is a stratification of $\text{Bun}^\geq_{r,d}$. Let $\mathcal{E}_\pi$ be the preimage of $\text{Bun}_\pi$ in $\mathcal{E}_{r,d}$. We see that $\Theta = 1$, so that $\Psi$ is an isomorphism. Therefore, we have

$$[\mathcal{E}_\pi \to \text{Bun}^\geq_{r,d}] = \prod_{i} [\mathcal{E}_{r,d,i}^{\geq 0, \text{iso}} \to \text{Bun}^\geq_{r,d}]$$

We want to apply Proposition 2.6.1. Let $\xi : \text{Spec } K \to \text{Bun}_{r,d}$ be a point. If it is not in $\text{Bun}_\pi$, then the pullbacks of both sides of the equation are zero. Otherwise, let $E$ be the vector bundle on $X_K$ corresponding to $\xi$.

Claim. The vector bundle $E$ can be written as $\bigoplus E_i$, where $E_i$ is an $\text{HN}$-nonnegative isoslopy vector bundle of rank $r_i$ and degree $d_i$.

Proof. Let $\overline{K}$ be an algebraic closure of $K$. By definition of $\text{Bun}_\pi$, there is a $\overline{K}$-point on the fiber of $i_\pi$ over $\xi$. This means that the base-changed vector bundle $E_{\overline{K}}$ can be decomposed as $E_1 \oplus \ldots \oplus E_t$, where $E_i \in \text{Bun}^\geq_{r,d}(\overline{K})$ is isoslopy. We need to show that $E$ can be decomposed similarly. Let us write $E = E'_1 \oplus \ldots \oplus E'_t$, where $E'_1, \ldots, E'_t$ are indecomposable bundles. By Lemma 3.2.2, $(E'_i)_{\overline{K}}$ is isoslopy.

Note that the bundles $E_1, \ldots, E_t$ cannot have isomorphic indecomposable summands (being isoslopy of different slopes). Now the uniqueness of indecomposable summands (Proposition 3.1.2) shows that there is a partition $\{1, \ldots, s\} = I_1 \sqcup \ldots \sqcup I_t$ such that $E_i \cong \bigoplus_{j \in I_i} (E'_j)_{\overline{K}}$. It remains to set $E_i = \bigoplus_{j \in I_i} E'_j$.

Fix a decomposition provided by the claim. Note that the $\xi$-pullback of the LHS of (6) is the class of the vector space $\text{End}(E)$. One checks that the $\xi$-pullback of the RHS of (6) is the class of the algebraic space representing the following functor:

$$S \mapsto \{(G_1, \ldots, G_t, \Psi_1, \ldots, \Psi_t) : E_S = G_1 \oplus \ldots \oplus G_t, \Psi_i \in \text{End}(G_i)\},$$

where the vector bundle $G_i$ on $X \times S$ has rank $r_i$ and degree $d_i$. (Note that if $S$ is a spectrum of a field, then each $G_i$ is isoslopy according to Proposition 3.1.2 and Lemma 3.2.2. Denote this space by $Y_E$. We need to check that $[\text{End}(E)] = [Y_E] \in \text{Mot}(K)$. To this end we first construct a map of sets $I : \text{End}(E) \to Y_E(K)$ as follows. For $\Psi \in \text{End}(E)$ we let us write $\Psi = (\Psi_{ij})$, where $\Psi_{ij} \in \text{Hom}(E_i, E_j)$. Set $\Psi' = 1 + \sum_{i \neq j} \Psi_{ij}$. We will use this notation through the end of the subsection.

Claim. $\sum_{i \neq j} \Psi_{ij}$ belongs to the nilpotent radical of $\text{End}(E)$.

Proof. Note that $E_i$ and $E_j$ are isoslopy and their slopes are different, so these bundles cannot have isomorphic indecomposable summands. Now the statement follows from Proposition 3.1.1(ii).

By the above claim $\Psi'$ is an automorphism of $E$. Define a map $I$ by

$$I(\Psi) = (\Psi'(E_1), \ldots, \Psi'(E_t), \Psi'\Psi_{11}(\Psi')^{-1}, \ldots, \Psi'\Psi_{tt}(\Psi')^{-1}).$$

Claim. $I$ is an isomorphism.

Proof. Assume that $I(\Psi_1) = I(\Psi_2)$. Then $\Psi'_2 = \Psi'_1 \Theta$, where $\Theta$ preserves the decomposition $E = E_1 \oplus \ldots \oplus E_t$. Then

$$\text{Id}_{E_i} = (\Psi'_2)_{ii} = (\Psi'_1)_{ii} \Theta_{ii} = \Theta_{ii}.$$ 

We see that $\Theta = 1$, so that $\Psi'_2 = \Psi'_1$. Now we also see that $(\Psi_2)_{ii} = (\Psi_1)_{ii}$, so that $\Psi_2 = \Psi_1$, which proves injectivity.

Assume that $E = G_1 \oplus \ldots \oplus G_t$, where $G_i$ is of rank $r_i$ and degree $d_i$; let $\Psi_i \in \text{End}(G_i)$ for $i = 1, \ldots, t$. By Proposition 3.1.2 we have an isomorphism $\Theta_i : E_i \to G_i$. Then $\Theta := \bigoplus \Theta_i$ is an automorphism of $E$. Let us write $\Theta = \Theta_1 + \Theta_2$, where $\Theta_1 \in \bigoplus \text{End}(E_i)$, $\Theta_2 \in \bigoplus_{i \neq j} \text{Hom}(E_i, E_j)$. We have

$$\Theta_1 = \Theta(1 - (\Theta)^{-1} \Theta_2),$$

where $\Theta$ is the automorphism of $E$ defined above.
Proposition 3.6.1. The wall-crossing formula. The general approach is outlined in Remark 3.6.3 below. The general theory relies on the notion of motivic Hall algebra introduced in [KS1].

Kontsevich–Soibelman product. The main result of this section is a simple corollary of the general formalism of [KS1] (see also [RS] for the formulas in the case of 2CY categories that is most interesting for us). For the reader not interested in the general framework, we present below a direct proof of the necessary wall-crossing formula. The general approach is outlined in Remark 3.6.3 below.

3.6. Kontsevich–Soibelman product. The main result of this section is a simple corollary of the general formalism of [KS1] (see also [RS] for the formulas in the case of 2CY categories that is most interesting for us). The general theory relies on the notion of motivic Hall algebra introduced in [KS1].

Recall that in Section 3.5 we defined the generating series $H_{r}^{>0,ss}(z, w)$. For $\tau \geq 0$ consider one more generating series

$$H_{r}^{>0,ss}(z, w) := 1 + \sum_{r > 0, d/r = \tau} \mathbb{L}(1-g)r^{2}[M_{r,d}^{>0,ss}]w^{r}z^{d} \in 1 + w\text{Mot}(k)[[w, z]].$$

Proposition 3.6.1.

$$H_{r}^{>0}(z, w) = \prod_{\tau \geq 0} H_{\tau}^{>0,ss}(z, w).$$

Proof. Let $\Pi_{r,d}$ be as in the proof of Proposition 3.5.1. For $\pi = ((r_{1},d_{1}), \ldots, (r_{t},d_{t})) \in \Pi_{r,d}$ consider the stack classifying collections

$$(0 \subset E_{1} \subset \ldots \subset E_{t} = E, \Phi),$$

where $E_{i}/E_{i-1}$ is a vector bundle of degree $d_{i}$ and rank $r_{i}, \Phi$ is a Higgs field on $E$ preserving each $E_{i}$. Denote by $M^{\pi}$ its open substack classifying collections such that for all $i$ the Higgs pair $(E_{i}/E_{i-1}, \Phi_{i})$, where $\Phi_{i}$ is induced by $\Phi$, is nonnegative-semistable.

Lemma 3.6.2. The stack $M^{\pi}$ is of finite type and we have in $\text{Mot}(k)$

$$[M^{\pi}] = \mathbb{L}(g-1)(r_{1}^{2} - r_{2}^{2} - \ldots - r_{t}^{2})\prod_{i}[M_{r_{i},d_{i}}^{>0,ss}].$$

Proof. Set

$$\pi' = ((r_{1},d_{1}), \ldots, (r_{t-1},d_{t-1})) \in \Pi_{r_{1} + \ldots + r_{t-1}, d_{1} + \ldots + d_{t-1}}.$$

We will show that

$$[M^{\pi}] = \mathbb{L}(2g-2)r_{1} + \ldots + r_{t-1}[M^{\pi'}][M_{r_{t},d_{t}}^{>0,ss}].$$

Since $r = r_{1} + \ldots + r_{t}$, the lemma will follow by induction on $t$.

There is a 1-morphism $\Lambda : M^{\pi} \to M^{\pi'} \times M^{>0,ss}_{r_{t},d_{t}}$, sending $(E, \Phi)$ to

$$(E_{1} \subset \ldots \subset E_{t-1}, \Phi_{E_{t-1}}, (E_{t}/E_{t-1}, \Phi')),$$

where $\Phi'$ is the Higgs field induced by $\Phi$ on $E_{t}/E_{t-1}$. Let $\xi_{1} = (E_{1} \subset \ldots \subset E_{t-1}, \Phi_{1})$ be a $K$-point of $M^{\pi'}$, $\xi_{2} = (E, \Phi_{2})$ be a $K$-point of $M^{>0,ss}_{r_{t},d_{t}}$. The fiber of $\Lambda$ over $(\xi_{1}, \xi_{2})$ is the quotient

$$\text{Ext}^{1}((E, \Phi_{2}), (E_{t-1}, \Phi_{1}))/\text{Hom}((E, \Phi_{2}), (E_{t-1}, \Phi_{1})).$$
where the Hom space acts on the Ext space trivially. (Here Ext and Hom are calculated in the category of Higgs sheaves.) Since the additive group is special, by Lemma 2.2.3 the motivic class of this stack in 
\[ \text{Mot}(K) \] is equal to \( L^d \), where \( d \) is the dimension of this stack. Using the results of Corollary 2.6.2 that \( K \) is the category of ind-constructible categories endowed with a class map \( \text{cl} : \pi \to L^d \), we see that
\[
d = \deg \Omega_X \rk E \rk E_{t-1} = (2g - 2)r_1 + \ldots + r_{t-1}.
\]
In particular, this dimension is constant, so by Proposition 2.6.1 we have
\[
[M^r] \to M^r \times M_{r_1,d_1}^{T^0,ss} = L^{(2g - 2)r_1 + \ldots + r_{t-1}} 1_{M^r \times M_{r_1,d_1}^{T^0,ss}}.
\]
Applying pushforward, we get (7). \( \square \)

Let us return to the proof of the proposition. We have an obvious forgetful 1-morphism \( \sqcup_{\pi \in \Pi_{r,d}} M^r_{r,d} \to M_{r,d} \). It follows from Harder–Narasimhan theory (applied to the category of Higgs bundles whose underlying vector bundle is HN-nonnegative) and Corollary 2.6.2 that
\[
[\sqcup_{\pi \in \Pi_{r,d}} M^r_{r,d}] = [M^r_{r,d}].
\]
Combining this with the previous lemma, we get
\[
[M^r_{r,d}] = \sum_{((r_1,d_1),\ldots,(r_t,d_t)) \in \Pi_{r,d}} L^{(g - 1)(r_1^2 - r_2^2 - \ldots - r_t^2)} \prod_{i} [M_{r_i,d_i}^{T^0,ss}].
\]
This is equivalent to the proposition. \( \square \)

Remark 3.6.3. Let us recall the general approach to the wall-crossing formulas from [KST1]. Let \( \mathcal{C} \) be an ind-constructible category endowed with a class map \( \text{cl} : K_0(\mathcal{C}) \to \Gamma \cong \mathbb{Z}^n \). Define \( \Gamma \) to be endowed with an integer skew-symmetric form \( (\cdot, \cdot) \) such that \( \text{cl} \) intertwines this form and the skew-symmetrization of the Euler form on \( K_0(\mathcal{C}) \). Assume also that we are given a constructible stability structure on \( \mathcal{C} \) and that \( V \subset \mathbb{R}^2 \) is a strict sector. In Section 1.6.1 we explained that in this situation one obtains an element \( A_{\mathcal{C}(V)}^{\text{Hall}} \) of the motivic Hall algebra \( H(\mathcal{C}) \). Then the following factorization formula holds:
\[
A_{\mathcal{C}(V)}^{\text{Hall}} = \prod_{l \subset V} A_{\mathcal{C}(l)}^{\text{Hall}}.
\]
Here \( A_{\mathcal{C}(l)}^{\text{Hall}} \) are defined similarly to \( A_{\mathcal{C}(V)}^{\text{Hall}} \) but for the categories \( \mathcal{C}(l) \) associated with each ray \( l \subset V \) with the vertex at \((0,0)\). The product is taken in the clockwise order. In general there are countably many factors in the product. In the case of 3CY categories we apply the homomorphism \( \Phi = \Phi_V \) and obtain a similar factorization formula for quantum DT-series, which are elements of the corresponding quantum tori. In the case of 2CY categories we apply the linear map \( \Phi \) from Section 1.6.1 since it respects the product in the clockwise order. Then we obtain a similar factorization formula for quantum DT-series (they are elements of a commutative quantum torus).

In our case, the category \( \mathcal{C} \) is the category of Higgs bundles on \( X \) such that the underlying vector bundle is HN-nonnegative. As in Section 1.6.1 the stability structure is standard with the central charge \( Z(F) = -\deg F + \sqrt{-1} \rk F \) and we take strict sector \( V \) to be the second quadrant \( \{ x \leq 0, y \geq 0 \} \) in the plane \( \mathbb{R}^2_{(x,y)} \). In this case, \( C(V) = C \). Applying the above considerations we obtain Proposition 3.6.1.

3.7. Comparing Higgs bundles and bundles with connections. We need a simple lemma.

Lemma 3.7.1. Let \( R \) be a commutative ring. For a rational number \( \tau \geq 0 \) define
\[
R_{\tau}([z,w]) = \sum_{r > 0 \atop d/r = \tau} R w^r z^d \in wR([z,w]).
\]
For $\tau \geq 0$ and $i = 1, 2$, assume that we are given series $H^i_{\tau}(z, w) \in 1 + R[[z, w]]$. Then

$$\prod_{\tau \geq 0} H^1_{\tau}(z, w) = \prod_{\tau \geq 0} H^2_{\tau}(z, w)$$

implies that for all $\tau$ we have $H^1_{\tau}(z, w) = H^2_{\tau}(z, w)$.

**Proof.** For $r > 0$, $d \geq 0$, let $a_{r, d}^i$ be the coefficient of $H^i_{d/r}$ at $w^rz^d$. We need to show that $a_{r, d}^1 = a_{r, d}^2$. We may assume that we have $a_{r', d'}^1 = a_{r', d'}^2$ whenever $r' + d' < r + d$. Equating coefficients of (8) at $w^rz^d$ proves the claim. \[\square\]

**Theorem 3.7.2.** We have in $\mathsf{Mot}(k)$

$$[\mathcal{M}_{r, d}^{ss}] = [\mathcal{M}_{r, d}^{iso}]$$

**Proof.** Combining Proposition 3.5.1 and Proposition 3.6.1 we get

$$\prod_{\tau \geq 0} H^0_{\tau, iso}(z, w) = \prod_{\tau \geq 0} H^0_{\tau, ss}(z, w).$$

By Lemma 3.7.1 we get

$$H^0_{\tau, iso}(z, w) = H^0_{\tau, ss}(z, w),$$

that is,

$$[\mathcal{M}_{r, d}^{0, iso}] = [\mathcal{M}_{r, d}^{0, ss}].$$

Next, for $N > (r - 1)(g - 1) - d/r$, we get using Lemmas 3.3.2 and 3.2.3

$$[\mathcal{M}_{r, d}^{ss}] = [\mathcal{M}_{r, d+Nr}^{0, iso}] = [\mathcal{M}_{r, d+Nr}^{0, ss}] = [\mathcal{M}_{r, d}^{iso}],$$

\[\square\]

Now we are ready to prove Theorem 1.2.1.

**Proof of Theorem 1.2.1.** Combine Proposition 3.4.1 and Theorem 3.7.2. \[\square\]

3.8. **Vector bundles with nilpotent endomorphisms.** Recall from Section 1.4 the stack $E_{r, d}^{\geq 0, nilp} \subset E_{r, d}^{\geq 0}$ parameterizing HN-nonnegative vector bundles with nilpotent endomorphisms. Define a power structure on the ring $\mathsf{Mot}(k)$

$$\mathsf{Pow} : (1 + \mathsf{Mot}(k)[[w, z]])^+ \times \mathsf{Mot}(k) \to \mathsf{Mot}(k)[[z, w]] : (f, A) \mapsto \exp(A \log(f)),$$

where $\exp$ and $\log$ were defined in Section 1.3.1 This power structure has been studied in [GZLMH] in the case when $k$ is algebraically closed (it also appeared earlier in the proof of [KS2, Prop. 7]). Our main result in this section is the following proposition.

**Proposition 3.8.1.** We have in $\mathsf{Mot}(k)$

$$1 + \sum_{r, d} [E_{r, d}^{\geq 0}][w^rz^d] = \mathsf{Pow}(1 + \sum_{r, d} [E_{r, d}^{\geq 0, nilp}][w^rz^d], \mathbb{L}).$$

**Proof.** Given a collection of $k$-stacks $X_{r, d}$, where $r, d \in \mathbb{Z}$, we view the stack $\sqcup_{r, d} X_{r, d}$ as a $\mathbb{Z}^2$-graded stack. If $K \supset k$ is a finite extension and $\varphi : \text{Spec } K \to X_{r, d}$ is a point, we define $\text{cl}(\varphi) := [K : k](r, d) \in \mathbb{Z}^2$. If $T$ is a reduced scheme finite over $\text{Spec } k$, and $\varphi : T \to \sqcup_{r, d} X_{r, d}$ is a 1-morphism, we set $\text{cl}(\varphi) := \sum_{x \in T} \text{cl}(\varphi|_x)$. The proof of the proposition is based on the following lemma.
Lemma 3.8.2. Let $V$ be a variety over $k$, let $X_{r,d}$ be stacks of finite type over $k$, where $r$ and $d$ run over the set of nonnegative integers not equal to zero simultaneously. Let $Y_{r,d}$ be the stack parameterizing pairs $(T, \varphi)$, where $T$ is a finite subset of closed points of $V$, $\varphi : T \to \cup_{a,e}X_{a,e}$ is a 1-morphism such that $\mathrm{cl}(\varphi) = (r, d)$. Then we have

$$
\left(1 + \sum_{r,d} (X_{r,d}[w^rz^d]) \right)^{|V|} = 1 + \sum_{r,d} (Y_{r,d}[w^rz^d]).
$$

Proof. See [BM, Sect. 2] in the case $k = C$, and note that it generalizes immediately to any field of characteristic zero (cf. also [KS2, Prop. 7] for the case of arbitrary field of characteristic zero). \hfill \square

Let $Y_{r,d}$ be the stack parameterizing pairs $(T, \varphi)$, where $T$ is a finite subset of $\mathbb{A}^1_k$, $\varphi : \mathbb{A}^1_k \to \cup_{r,d}E_{r,d}$ is a 1-morphism with $\mathrm{cl}(\varphi) = (r, d)$. According to Lemma 3.8.2 we just need to show that $[Y_{r,d}] = [E_{r,d}]$. Define the 1-morphism $Y_{r,d} \to \mathbb{A}^1_k$ as follows. Consider a pair $(T, \varphi) \in Y_{r,d}$. Write $T = \{x_1, \ldots, x_t\}$, $\varphi(x_i) = (E_i, \Psi_i) \in \mathbb{E}_{r,i,d}(k(x_i))$. The 1-morphism sends $(T, \varphi)$ to

$$
\bigoplus_{i=1}^t R_{k(x_i)/k}(E_i, x_i \text{Id} + \Psi_i).
$$

Here $x_i \in \mathbb{A}^1_k$ is viewed as an element of $k(x_i)$, the functor of restriction of scalars $R_{k(x_i)/k}$ is the pushforward with respect to the finite morphism $X_{k(x_i)} \to X$. One checks that this construction works in families, so we get a required 1-morphism.

According to Corollary 2.6.2 it remains to prove the following version of Jordan decomposition.

Lemma 3.8.3. (i) Let $(E, \Psi) \in \mathbb{E}_{r,d}(K)$ be a bundle with an automorphism. There is a finite set $\{x_1, \ldots, x_t\}$ of closed points of $\mathbb{A}^1_K$, a sequence of pairs $(E_i, \Psi_i) \in \mathbb{E}_{r,i,d}(k(x_i))$, and an isomorphism

$$(E, \Psi) \cong \bigoplus_{i=1}^t R_{k(x_i)/K}(E_i, x_i \text{Id} + \Psi_i).$$

(ii) Such a set $\{x_1, \ldots, x_t\}$ is unique and $(E_i, \Psi_i)$ are unique in the following sense: if $(E'_i, \Psi'_i)$ is another sequence with an isomorphism $(E, \Psi) \cong \bigoplus_{i=1}^t R_{k(x_i)/K}(E'_i, x_i \text{Id} + \Psi'_i)$, then there are unique isomorphisms $(E_i, \Psi_i) \to (E'_i, \Psi'_i)$ making the obvious diagram commutative.

Proof. Consider the characteristic polynomial of $\Psi$: $f(x) = \det(x \text{Id} - \Psi)$. The coefficients of this polynomial are global sections of $O_{X_K}$ so $f(x) \in K[x]$. Let $T = \{x_1, \ldots, x_t\} \subset \mathbb{A}^1_K$ be the set of roots of $f(x)$. Then $f(x) = \prod_{i=1}^t f_i(x)^{r_i}$, where $f_i(x)$ is an irreducible polynomial of $x_i$ over $K$. The Cayley–Hamilton Theorem (applied at the generic point of $X$) shows that $f(\Psi) = 0$, so we have a homomorphism $\pi : K[x]/(f(x)) \to \text{End}(E)$, sending the image $\bar{x}$ of $x$ in $K[x]/(f(x))$ to $\Psi$. Let $\varepsilon_i \in K[x]/(f(x))$ be the components of the unity with respect to the decomposition $K[x]/(f(x)) = \oplus_{i=1}^t K[x]/(f_i(x))$. Then we have $(E, \Psi) = \bigoplus (E'_i, \Psi'_i)$, where $E'_i := (\pi(\varepsilon_i))(E)$, $\Psi'_i := \Psi|_{E'_i}$.

Since we have $\Psi'_i = \pi(\varepsilon_i)$, we see that $f_i(\Psi'_i)^{r_i} = 0$. By Hensel’s Lemma there is $g_i \in x + f_iK[x]$ such that $f_i(g_i) = 0$. Set $\Lambda_i := g_i(\Psi_i)$. Then $f_i(\Lambda_i) = 0$ so $\Lambda_i$ gives a $k(x_i)$-structure on $E'_i$. Thus $(E'_i, \Psi'_i) = R_{k(x_i)/K}(E_i, \Psi_i)$ for a pair $(E_i, \Psi_i)$. It is easy to see that $\Psi_i - x_i \text{Id}$ is nilpotent. We have proved the existence part of the lemma. We leave the uniqueness to the reader. \hfill \square

Lemma 3.8.3 completes the proof of the proposition. \hfill \square
3.9. Example: rank two case of Theorem 1.2.1. In this section we give a direct proof of Theorem 1.2.1 for bundles of rank two.

Let us write $Bun_{2,0} = B' \cup B''$, where $B'$ is the open substack of semistable vector bundles, $B''$ is the complement. Set $\mathcal{M}' := M^2_{g,0} \times_{Bun_{2,0}} B'$, $\mathcal{C}' := \text{Conn}_2 \times_{Bun_{2,0}} B'$. Define $\mathcal{M}''$ and $\mathcal{C}''$ similarly. Clearly, it is enough to show that $[\mathcal{M}'] = [\mathcal{C}']$ and $[\mathcal{M}'''] = [\mathcal{C}''']$.

To show the first equation, note that every Higgs bundle whose underlying vector bundle is semistable, is also semistable. Thus, the fibers of the projection $\mathcal{M}' \to B'$ are vector spaces. The fibers of the projection $\mathcal{C}' \to B'$ are affine spaces modeled over these vector spaces: the crucial point is that every semistable vector bundle admits a connection, which follows from Weil’s Theorem.

Showing that $[\mathcal{M}'''] = [\mathcal{C}''']$ is more involved. Let $B'''$ be the moduli stack of pairs $L \subset E$ where $E$ is a vector bundle in $Bun_{2,0}$, $L$ is a line subbundle of positive degree. Note that $L$ is the unique destabilizing subbundle, so the image of the forgetful 1-morphism $B'''' \to Bun_{2,0}$ is exactly $B'''$ and the fibers of the 1-morphism are points. It follows that the motivic classes of $\mathcal{M}'''' := \mathcal{M}'' \times_{B'} B'''$ and of $\mathcal{M}'''$ are equal.

Similarly, we define $\mathcal{C}'''' := \mathcal{C}'' \times_{B'} B'''$ and show that $[\mathcal{C}'''] = [\mathcal{C}''']$. It remains to show that $[\mathcal{M}'''''] = [\mathcal{C}''''']$.

Let $Pic$ denote the stack of line bundles on $X$. We have a 1-morphism $B'''' \to Pic \times Pic$, given by $L \subset E \mapsto (L, E/L)$. This gives 1-morphisms $\mathcal{M}'''' \to Pic \times Pic$ and $\mathcal{C}'''' \to Pic \times Pic$.

Take a $K$-point of $Pic \times Pic$, which is represented by a pair of line bundles $(L_1, L_2)$ on $X_K$. Denote the corresponding fibers of $\mathcal{M}''''$ and $\mathcal{C}''''$ by $\mathcal{M}(L_1, L_2)$ and $\mathcal{C}(L_1, L_2)$. By Proposition 2.6.1 it suffices to show that $[\mathcal{M}(L_1, L_2)] = [\mathcal{C}(L_1, L_2)]$.

Now, let $\mathcal{N}(L_1, L_2)$ be the stack classifying collections $(L_1 \to E \to L_2, \Phi)$, where $L_1 \to E \to L_2$ is a short exact sequence, $\Phi \in \text{Hom}(E, E \otimes \Omega_X)$ is a Higgs field. Set $V := \text{Ext}^1(L_2, L_1)$, let $V^\vee := \text{Hom}(L_1, L_2 \otimes \Omega_X)$ be the dual vector space. The stack classifying extensions $0 \to L_1 \to E \to L_2 \to 0$ is the quotient $V/\text{Hom}(L_2, L_1)$. Thus, we get a forgetful morphism $\pi : \mathcal{N}(L_1, L_2) \to V/\text{Hom}(L_2, L_1)$.

Similarly, we have a 1-morphism $\pi^\vee : \mathcal{N}(L_1, L_2) \to V^\vee$, sending $(L_1 \to E \to L_2, \Phi)$ to $L_1 \to E \to \Phi \to E \otimes \Omega_X \to L_2 \otimes \Omega_X$.

Next, $\mathcal{M}(L_1, L_2)$ is the open substack of $\mathcal{N}(L_1, L_2)$ corresponding to semistable Higgs bundles. Since $L_1$ is the only possible destabilizing subbundle, we see that $\mathcal{M}(L_1, L_2) = \mathcal{N}(L_1, L_2) - (\pi^\vee)^{-1}(0)$. On the other hand, for $(L_1 \to E \to L_2, \Phi) \in \mathcal{N}(L_1, L_2)$, $E$ admits a connection if and only if

$$\pi(L_1 \to E \to L_2, \Phi) \neq 0$$

as follows easily from Weyl’s Theorem. Arguing as in the proof of $[\mathcal{M}'] = [B']$, we see that $[\mathcal{C}(L_1, L_2)] = [\mathcal{N}(L_1, L_2)] - [\pi^{-1}(0)]$.

Thus we are left with showing that $[\pi^{-1}(0)] = [(\pi^\vee)^{-1}(0)]$. Now, $[\pi^{-1}(0)]$ is

$$\text{Hom}(L_1 \oplus L_2, (L_1 \oplus L_2) \otimes \Omega_X)/\text{Hom}(L_2, L_1);$$

On the other hand, $($\pi^\vee)^{-1}(0)$ classifies Higgs fields preserving $L_1$. Thus we have a 1-morphism $\psi : (\pi^\vee)^{-1}(0) \to \text{Hom}(L_2, L_2 \otimes \Omega_X)$. The 1-morphism $\psi \times \pi$ makes $(\pi^\vee)^{-1}(0)$ into an affine bundle on $\text{Hom}(L_2, L_2 \otimes \Omega_X) \times V/\text{Hom}(L_2, L_1)$ with the fiber isomorphic to $\text{Hom}(E, L_1 \otimes \Omega_X)$. Thus the class of $(\pi^\vee)^{-1}(0)$ is the class of a quotient of a vector space by an action of a vector space. Using the Riemann–Roch theorem, Serre duality, an exact sequence for $\text{Hom}$, and the fact that $\text{Hom}(L_1, L_2) = 0$, one calculates the dimensions of these stacks and sees that they are the same. This completes the proof.

4. Motivic classes of Borel reductions

The goal of this section is to prove Theorems 1.1.2 and 1.2.3 (we will see that in fact these theorems are equivalent). Theorem 1.2.3 is the motivic analogue of Harder’s residue formula [Har], Thm. 2.2.3 for $GL_n$. A slightly different form of Theorem 1.1.2 appeared in Section 1.5 as Theorem 1.5.1

In the current section $k$ is a field of any characteristic and $X$ is a smooth geometrically connected projective curve over $k$. Recall that when $k$ is a field of characteristic zero, we set $X^{(i)} = X^i/\mathfrak{S}_i$. In
this section, we let $X^{(i)}$ denote the Hilbert scheme of degree $i$ finite subschemes of $X$. When $k$ has characteristic zero, this definition agrees with the previous one. We assume that there is a divisor $D$ on $X$ defined over $k$ such that $\deg D = 1$. We denote by Jac the Jacobian variety of $X$. As before, $K$ denotes an arbitrary extension of $k$.

4.1. Limits of motivic classes of Borel reductions.

Lemma 4.1.1. For all $d \in \mathbb{Z}$ the moduli stack $\text{Pic}^d$ of degree $d$ line bundles on $X$ is the neutral $\mathbb{G}_m$-gerbe over Jac. That is, $\text{Pic}^d \simeq \text{Jac} \times \mathbb{B} \mathbb{G}_m$, where $\mathbb{B} \mathbb{G}_m$ is the classifying stack of $\mathbb{G}_m$.

Proof. First of all, tensorisation with $\mathcal{O}_X(dD)$ gives an isomorphism $\text{Pic}^0 \to \text{Pic}^d$.

Let us write $D = D_1 - D_2$, where $D_i$ are effective divisors on $X$, we view $D_i$ as a closed subscheme of $X$ (not necessarily reduced). Let $S$ be a test scheme. By abuse of notation we denote two projections $D_i \times S \to S$ by $p_i$.

For a scheme $S$ we denote by $\text{Pic}(S)$ the abelian group of isomorphism classes of line bundles on $S$. The Picard variety $\text{Pic}(X)$ represents the functor $S \mapsto \text{Pic}(X \times S)/\text{Pic}(S)$; note that Jac is just its neutral component.

For a line bundle $\ell$ on $S \times X$, let $\det(\ell|_D)$ denote the line bundle on $S$ given by

$$\wedge^{\deg D_i}(p_*\langle\ell|_{S \times D_i}\rangle) \otimes (\wedge^{\deg D_2}(p_*\langle\ell|_{S \times D_2}\rangle))^{-1}.$$ 

It is easy to see that $\det(\ell|_D) : \text{Pic}(X \times S) \to \text{Pic}(S)$ is left inverse to the pullback functor. Using this fact, it is easy to see that Pic($X$) represents the functor, sending $S$ to the set of pairs $(\ell,s)$, where $\ell$ is a line bundle on $S \times X$, $s$ is a trivialization of $\det(\ell|_D)$ (cf. [KLeod] Lemma 2.9). Thus we have a universal line bundle $L$ on $\text{Pic}(X) \times X$, whose restriction to $\text{Jac} \times X$ trivializes the $\mathbb{G}_m$-gerbe. \hfill \square

Recall that in Section 3.5.1 we defined the stack $\text{Bun}_{r,d_1,\ldots,d_r}$ classifying vector bundles on $X$ with Borel reductions of degree $(d_1, \ldots, d_r)$. We view $\text{Bun}_{r,d_1,\ldots,d_r}$ as a stack over $\text{Bun}_{r,d_1,\ldots,d_r}$ via the projection $(E_1 \subset \ldots \subset E_r) \mapsto E_r$. This projection is schematic and of finite type (for the proof, embed the fiber of this projection into a product of Quot schemes). Set

$$\text{Bun}_{r,d_1,\ldots,d_r}^\geq := \text{Bun}_{r,d_1,\ldots,d_r} \times \text{Bun}_{r,d_1,\ldots,d_r} \times \text{Bun}_{r,d_1,\ldots,d_r}.$$ 

Theorem 4.1.2. For any $\tau$, any $r \in \mathbb{Z}_{>0}$, and $d \in \mathbb{Z}$ we have in $\text{Mot}(\text{Bun}_{r,d})$

$$\lim_{d_1 \to +\infty} \cdots \lim_{d_r \to +\infty} \left[\text{Bun}_{r,d_1,\ldots,d_r} \to \text{Bun}_{r,d}^\geq\right] = \frac{\mathbb{L}^{r(r-1)(d+1-g)\tau^2}}{(\mathbb{L} - 1)^{r-1} \prod_{i=2}^r \xi(X)(\mathbb{L}^{-1})^r} \mathbb{1}_{\text{Bun}_{r,d}^\geq}.$$ 

This theorem will be proved in Section 4.7.

Derivation of Theorem 4.1.2 from Theorem 4.1.2. It is enough to show that the statement holds after restriction to any finite type open substack of $\text{Bun}_{r,d}$ (see the discussion of topology on $\text{Mot}$ in Section 2.1). It remains to use the previous theorem and Lemma 3.2.1(iv). \hfill \square

4.2. Eisenstein series. We would like to reformulate the above theorem using residues. Define the Eisenstein series

$$E_{r,d}^{\geq}(z_1, \ldots, z_r) := \sum_{d_1, \ldots, d_r, \xi \in \mathbb{Z}} \llbracket (r-1)d_1 + (r-2)d_2 + \ldots + d_r \right\} \left[ \text{Bun}_{r,d_1,\ldots,d_r}^{\geq} \to \text{Bun}_{r,d}^{\geq} \right] z_1^{d_1} \ldots z_r^{d_r}.$$ 

Remark 4.2.1. The reason we restrict to a single degree $d$ and to HN-nonnegative vector bundles is that we want to work with the group of motivic functions on a finite type stack $\text{Bun}_{r,d}^{\geq}$, cf. Lemma 3.2.1(iv). In Section 5 we will have to work over non-finite type stacks.
For an abelian group $M$, consider the following group of formal Laurent series

\begin{equation}
M\left(\left(\frac{z_1}{z_1}, \frac{z_2}{z_2}, \ldots, \frac{z_r}{z_r-1}\right)\right) := M \left[\frac{z_1^{r+1}}{z_1}, \ldots, \frac{z_r^{r+1}}{z_r}\right] \otimes \mathbb{Z}[z_1, \frac{z_2}{z_2}, \ldots, \frac{z_r}{z_r-1}] \otimes \mathbb{Z} \left[\frac{z_1}{z_1}, \ldots, \frac{z_r}{z_r-1}\right].
\end{equation}

**Lemma 4.2.2.** We have

\[ E_{r,d}^{\geq \tau}(z_1, \ldots, z_r) \in \text{Mot}(\text{Bun}_{r,d}^{\geq \tau}) \left(\left(\frac{z_1}{z_1}, \frac{z_2}{z_2}, \ldots, \frac{z_r}{z_r-1}\right)\right). \]

**Proof.** We note that by Lemma 3.2.1(ii) we have for each point $(x)$

\[ \text{Theorem 4.2.3.} \]

\[ \text{We will see that this theorem is just a reformulation of Theorem 4.1.2.} \]

\[ \text{Q} \]

\[ \text{On the other hand, if } \text{Q} \text{ and } \text{E} \text{ are topological abelian groups (in our applications we will take } \text{E} = \text{Bun}_{r,d}^{\geq \tau} \text{ and } \text{Q} = \text{Bun}_{r,d}^{\geq \tau} \text{ etc). Let } A(z) \in \text{Mot}(\text{(Bun}_{r,d}^{\geq \tau})), \text{ and } A(z) dz \in \text{Bun}_{r,d}^{\geq \tau}. \]

\[ \text{The statement follows.} \]

\[ \text{In the next section we will give precise definitions of residues of power series and prove the following theorem.} \]

\[ \text{(In fact, we will see that this theorem is just a reformulation of Theorem 4.1.2.} \]

\[ \text{Theorem 4.2.3. We have} \]

\[ \text{res}_{z=x} A(z) dz := ((x-z)A(z))|_{z=x}. \]

\[ \text{Remark 4.3.1. Assume that } R(z) \text{ is a rational function with coefficients in } \text{Mot}(k), \text{ that is, an element of the total ring of fractions of } \text{Mot}(k)[z]. \]

\[ \text{We say that it has at most first order pole at } x \in \text{Mot}(k) \text{ if it can be written as} \]

\[ \frac{P(z)}{(x-z)Q(z)}. \]

\[ \text{where } Q(x) \text{ is not a zero divisor in } \text{Mot}(k). \text{ In this case we can define} \]

\[ \text{res}_{z=x} R(z) dz = \frac{P(x)}{Q(x)}. \]

\[ \text{On the other hand, if } Q(x) \text{ is invertible, we can expand } R(z) \text{ in powers of } z. \text{ The residue of the corresponding series may or may not exist, but if it exists, it is equal to the residue of the rational function. Similar considerations apply to the case of many variables considered below.} \]

\[ \text{\textsuperscript{\textdagger} Usually residue is defined with opposite sign. We follow conventions of [Har] and [Sch2]. This simplifies our formulas.} \]
Lemma 4.3.2. If \( A(z) = \sum_{d=0}^{\infty} A_d z^d \) with \( A_d = 0 \) for \( d \ll 0 \), then
\[
\text{res}_{z=x} A(z) \, dz = \lim_{d \to \infty} A_d x^{d+1}.
\]
Moreover, the residue exists if and only if the limit exists.

Proof. The \( d \)-th partial sums of the series \( ((x-z)A(z))|_{z=x} \) is
\[
\sum_{d=-\infty}^{d} (A_d z^{d+1} - A_{d-1} z^d) = A_d x^{d+1}
\]
(note that the infinite sum has only finitely many non-zero terms because \( A_d = 0 \) for \( d \ll 0 \)). The statement follows.

Let \( \mathcal{X} \) be a stack of finite type. Note that an infinite series with coefficients in \( \text{Mot}(\mathcal{X}) \) converges if and only if its terms tend to zero. Using this fact, it is not difficult to prove the following statement.

Lemma 4.3.3. Assume that \( A(z) \in \text{Mot}(k)((z)) \) converges at a certain \( x \in \text{Mot}(k) \) and that for \( B(z) \in \text{Mot}(\mathcal{X})((z)) \) the residue \( \text{res}_{z=x} B(z) \, dz \) exists. Then
\[
\text{res}_{z=x} A(z) B(z) \, dz = A(x) \text{res}_{z=x} B(z) \, dz.
\]

Now consider the case of many variables. For a series \( A(z_1, \ldots, z_r) \) in \( \mathfrak{M} \) and \( x \in M \) define
\[
\text{res}_{z_r=x} A(z_1, \ldots, z_r) \frac{dz_r}{z_r} = \left(1 - \frac{z_r}{xz_{r-1}}\right) A(z_1, \ldots, z_r) \bigg|_{z_r=zx_{r-1}}.
\]

Note that, by definition, this residue (if it exists) is a series in variables \( z_1, \ldots, z_{r-1} \), and, moreover, we have
\[
\text{res}_{z_r=x} A(z_1, \ldots, z_r) \in M \left(\left(\frac{z_2}{z_1}, \ldots, \frac{z_{r-1}}{z_{r-2}}\right)\right).
\]

Thus we can define the iterated residue
\[
(10) \quad \text{res}_{z_r=x_1, \ldots, z_{r-1}=x_{r-1}} A(z_1, \ldots, z_r) \prod_{i=2}^{r} \frac{dz_i}{z_i} := \\
\text{res}_{z_r=x_1} \left( \ldots \left( \text{res}_{z_{r-1}=x_{r-2}} \frac{dz_r}{z_r} \right) \ldots \text{res}_{z_{r-1}=x_{r-2}} \frac{dz_r}{z_r} \right).
\]

We see that this iterated residue is a Laurent series in one variable \( z_1 \).

Lemma 4.3.4. Let \( A(z_1, \ldots, z_r) = \sum_{d_1, \ldots, d_r} A_{d_1 \ldots d_r} z_1^{d_1} \ldots z_r^{d_r} \) be a series in \( \mathfrak{M} \) and let
\[
\text{res}_{z_r=x_1, \ldots, z_{r-1}=x_{r-1}} A(z_1, \ldots, z_r) \prod_{i=2}^{r} \frac{dz_i}{z_i} = \sum_i B_d z_1^d.
\]

Then
\[
B_d = \lim_{d_1 \to -\infty} \ldots \lim_{d_{r-1} \to -\infty} A_{d_1 \ldots d_{r-1}, \ldots d_{r-1}, \ldots, d_{r-1}, d_{r-1}, d_{r-1}, \ldots, d_{r-1}} x_1^{d_1} x_2^{d_2} \ldots x_{r-1}^{d_{r-1}} x_{r-1}^{d_{r-1} + d_r}.
\]

Moreover, the iterated residue exists if and only if the limits exist.

Proof. We proceed by induction on \( r \). If \( r = 1 \) the statement holds trivially. Assuming that the statement holds for \( r-1 \), we calculate as in the proof of Lemma 4.3.2
\[
\text{res}_{z_r=x_{r-1}} A(z_1, \ldots, z_r) \frac{dz_r}{z_r} = \\
\sum_{d_1, \ldots, d_r} \left( A_{d_1 \ldots d_r} x_r^{d_r} - A_{d_1 \ldots d_r, d_r+1} x_r^{d_r+1} \right) x_1^{d_1} \ldots x_{r-1}^{d_r}.
\]
Let us perform a change of variables: \( j_1 = d_1, \ldots, j_{r-2} = d_{r-2}, j_{r-1} = d_{r-1} + d_r, j = d_{r-1} \). Then we get
\[
\sum_{d_1, \ldots, d_r} \left( A_{d_1, \ldots, d_r, x_{r-1}} - A_{d_1, \ldots, d_r-1, d_r+1, x_{r-1}} z_{d_1} \ldots z_{d_r-1} \right) = \\
\sum_{j=1}^{j_{r-1}} \left( A_{j_1, \ldots, j_{r-2}, j_{r-1} - 1} z_{j_1} \ldots z_{j_{r-1}} = \\
\sum_{j=1}^{j_{r-1}} \left( \lim_{j \to \infty} A_{j_1, \ldots, j_{r-2}, j_{r-1} - 1} z_{j_1} \ldots z_{j_{r-1}} \right) z_{j_1} \ldots z_{j_{r-1}}.
\]

Now by induction hypothesis we have
\[
\sum_{i=1}^{l} \sum_{d} z_1^d \left( \lim_{j \to \infty} A_{j_1, \ldots, j_{r-2}, j_{r-1} - 1} z_{j_1} \ldots z_{j_{r-1}} \right) z_{j_1} \ldots z_{j_{r-1}} = 0.
\]

4.4. Derivation of Theorem 4.2.3 from Theorem 4.1.2 Let us write
\[
\text{res}_{z_1^d = 0} \cdots z_{r-1}^d A(z_1, \ldots, z_r) = \\
\text{res}_{z_1^d = 0} \cdots z_{r-1}^d A(z_1, \ldots, z_r) = \\
\sum_{i=1}^{l} \left( \lim_{j \to \infty} A_{j_1, \ldots, j_{r-2}, j_{r-1} - 1} z_{j_1} \ldots z_{j_{r-1}} \right) z_{j_1} \ldots z_{j_{r-1}}.
\]

It follows easily from Lemma 4.3.3 that \( B_n = 0 \) if \( n \neq d \). On the other hand, by the same lemma, we have
\[
\sum_{j=1}^{j_{r-1}} \left( \lim_{j \to \infty} A_{j_1, \ldots, j_{r-2}, j_{r-1} - 1} z_{j_1} \ldots z_{j_{r-1}} \right) z_{j_1} \ldots z_{j_{r-1}} = 0.
\]

4.5. Stacks of partial flags. Before we prove Theorem 4.1.2 we need some preliminaries. We introduce the stack \( \text{Bun}_{r,d_i}^{\geq 0} \) classifying collections \( 0 = E_0 \subset E_1 \subset \ldots \subset E_l, \) where \( E_i \) is vector bundle in \( \text{Bun}_{r,d_i}^{\geq 0} \), \( E_i \) is a vector subbundle of rank \( i \) for \( i = 1, \ldots, l - 1 \), and we have \( \text{deg}(E_i/E_{i-1}) = d_i \) for \( i = 1, \ldots, l \). We study this stack for \( l = 2 \) first.

Proposition 4.5.1. We have in \( \text{Mat}(\text{Bun}_{r,d_i}^{\geq 0}) \):
\[
\lim_{d_i \to \infty} \frac{\text{Bun}_{r,d_i}^{\geq 0}}{L^{-rd_i}} = \frac{L^{d+r}(1-g)[\text{Jac}]}{(L-1)^{l+1}} \text{Bun}_{r,d_i}^{\geq 0}
\]

We will prove this proposition in Section 4.6. We first need to introduce more stacks. Let \( \text{Lau}_{r,d_i,d_j}^{\geq 0} \) classify collections \( 0 = E_0 \subset E_1 \subset E_2, \) where \( E_2 \) is a vector bundle in \( \text{Bun}_{r,d_i+d_j}^{\geq 0} \).
rank one and degree $d_1$. Note that $E_1$ is a line bundle but $E_2/E_1$ might have torsion. We view $\mathcal{L}au_{r,d_1,d_2}^{\geq r}$ as a stack over $\text{Bun}_{r,d_1,d_2}^{\geq r}$ via the obvious projection.

**Remark 4.5.2.** The stacks $\mathcal{L}au_{r,d_1,d_2}^{\geq r}$ are Laumon’s relative compactifications of $\text{Bun}_{r,d_1,d_2}^{\geq r} \to \text{Bun}_{r,d_1,d_2}^{\geq r}$. Thus the notation. The reason we need these stacks is that they are simpler than $\text{Bun}_{r,d_1,d_2}^{\geq r}$, when $d_1$ is small, see Lemma 4.5.4 below. On the other hand, their relation with $\text{Bun}_{r,d_1,d_2}^{\geq r}$ is also quite simple as we see momentarily.

**Lemma 4.5.3.** We have in $\text{Mot}(\text{Bun}_{r,d_1,d_2}^{\geq r})$

$$[\mathcal{L}au_{r,d_1,d_2}^{\geq r} \to \text{Bun}_{r,d_1,d_2}^{\geq r}] = \sum_{i \geq 0} [X(i) \times \text{Bun}_{r,d_1+i,d_2-i}^{\geq r} \to \text{Bun}_{r,d_1,d_2}^{\geq r}],$$

**Proof.** Note first, that the sum in the RHS is finite. Indeed, $\text{Bun}_{r,d_1+i,d_2-i}^{\geq r}$ is empty, when $i$ is large enough. Recall that $X(i)$ parameterizes length $i$ subschemes of $X$. We have a 1-morphism

$$\varphi : \mathcal{L}au_{r,d_1,d_2}^{\geq r} \to \text{Bun}_{r,d_1,d_2}^{\geq r}$$

sending $(D, E_1 \subset E_2)$ to $(E_1(-D), E_2)$. We claim that this 1-morphism induces an isomorphism on $K$-points for any field $K$. Indeed, take $(E_1, E_2) \in \mathcal{L}au_{r,d_1,d_2}^{\geq r}(K)$. The coherent sheaf $E_2/E_1$ can be written as $T \oplus E$, where $T$ is a uniquely defined torsion sheaf and $E$ is a vector bundle. Let $E'_1$ be the inverse image of $T$ under the projection $E_2 \to E_2/E_1$. Then $E_1 = E'_1(-D)$ for an effective divisor $D \subset X$ (because $E'_1/E_1 \approx T$ is torsion). Now $(E_1, E_2) = \varphi(D, E'_1 \subset E_2)$ and it is easy to see that this is the only $K$-point mapping to $(E_1 \subset E_2)$. It remains to use Corollary 2.6.2.

**Lemma 4.5.4.** If $d_1 < 2 - 2g + \tau$, then we have in $\text{Mot}(\text{Bun}_{r,d_1,d_2}^{\geq r})$

$$[\mathcal{L}au_{r,d_1,d_2}^{\geq r} \to \text{Bun}_{r,d_1,d_2}^{\geq r}] = \frac{1}{L - 1} \text{Jac} \mathcal{L}au_{r,d_1,d_2}^{\geq r}.$$ 

**Proof.** Recall that the stack $\text{Pic}_{d_1}$ classifies degree $d_1$ line bundles on $X$. Let $\mathcal{L}$ be the universal line bundle on $\text{Pic}_{d_1} \times X$. Denote by $E$ the universal vector bundle on $\text{Bun}_{r,d_1,d_2}^{\geq r} \times X$. Denote by $p_{ij}$ the projections from $\text{Pic}_{d_1} \times \text{Bun}_{r,d_1,d_2}^{\geq r} \times X$ to the products of the $i$-th and the $j$-th factors. Set

$$\mathcal{F} := \text{Hom}(p_{12}, \mathcal{L}, p_{23}E) \quad \text{and} \quad \mathcal{V} := (p_{12})_* \mathcal{F},$$

where $\text{Hom}$ stands for the sheaf of homomorphisms. Note that $\mathcal{V}$ is a coherent sheaf because $p_{12}$ is a proper 1-morphism.

**Claim.** If $d_1 < 2 - 2g + \tau$, then the coherent sheaf $\mathcal{V}$ is locally free of rank $d_1 + d_2 + r(-d_1 - g + 1)$.

**Proof of the claim.** Let $\xi = (\ell, E)$ be a $K$-point of $\text{Pic}_{d_1} \times \text{Bun}_{r,d_1,d_2}^{\geq r}$ so that $\ell$ is a line bundle on $X_K$, $E$ is a vector bundle on $X_K$. The fiber of $\mathcal{F}$ over $\xi \times X = X_K$ is $\mathcal{F}_\xi = \text{Hom}(\ell, E)$. According to [Mum Sect. 5, Cor. 2] we only need to show that $h^0(X_K, \mathcal{F}_\xi) = d_1 + d_2 + r(-d_1 - g + 1)$ (and, in particular, this dimension does not depend on $\xi$).

First of all, we claim that $H^1(X_K, \mathcal{F}_\xi) = 0$. Indeed, by Serre duality the vector space $H^1(X_K, \mathcal{F}_\xi)$ is dual to $\text{Hom}(E, \Omega_{X_K} \otimes \ell)$. The latter space is zero by Lemma 3.2.1(ii). Now by Riemann–Roch we have

$$h^0(X_K, \mathcal{F}_\xi) = h^0(X_K, E \otimes \ell^{-1}) = d_1 + d_2 + r(-d_1 - g + 1).$$

The claim is proved.
Consider the complement of the zero section in the total space of the vector bundle \( V \). It is clear from the construction that this complement classifies triples \((l, E, s)\), where \( l \) is a degree \( d_1 \) line bundle on \( X \), \( E \) is a vector bundle on \( X \) of rank \( r \) and degree \( d_1 + d_2 \), \( s: l \to E \) is a non-zero (=injective) morphism. Now it is easy to see that this complement is isomorphic to \( \mathcal{L}au^{\geq r}_{d_1,d_2} \). Thus, by the previous claim and Lemma 4.1.1 we have in \( \text{Mot}(\text{Bun}^{\geq r}_{d_1,d_2}) \):

\[
[\mathcal{L}au^{\geq r}_{d_1,d_2} \to \text{Bun}^{\geq r}_{d_1,d_2}] = (\mathbb{L}^{d_1 + d_2 + r(-d_1 - d + 1) - 1}[\text{Pic}_{d_1}]\mathbb{1}_{\text{Bun}^{\geq r}_{d_1,d_2}}) = \frac{\mathbb{L}^{d_1 + d_2 + r(-d_1 - d + 1) - 1}[\text{Jac}]\mathbb{1}_{\text{Bun}^{\geq r}_{d_1,d_2}}}{L - 1}.
\]

4.6. **Proof of Proposition 4.5.1** Consider the generating series

\[
E(z) := \sum_{d_1} \left[ \text{Bun}^{\geq r}_{d_1,d_2} \to \text{Bun}^{\geq r}_{d_1,d_2} \right] z^{d_1} \in \text{Mot}(\text{Bun}^{\geq r}_{d_1,d_2})(\mathbb{L}^{-1})
\]

and

\[
\tilde{E}(z) := \sum_{d_1} \left[ \mathcal{L}au^{\geq r}_{d_1,d_2} \to \text{Bun}^{\geq r}_{d_1,d_2} \right] z^{d_1} \in \text{Mot}(\text{Bun}^{\geq r}_{d_1,d_2})(\mathbb{L}^{-1}).
\]

It follows from Lemma 4.5.3 that

\[
\tilde{E}(z) = \zeta_X(z)E(z).
\]

Now we calculate, using Lemma 4.3.2 twice and Lemma 4.3.3

\[
\lim_{d_1 \to -\infty} \frac{[\text{Bun}^{\geq r}_{d_1,d_2} \to \text{Bun}^{\geq r}_{d_1,d_2}]}{\mathbb{L}^{-r}d_1} = L^r \text{res}_{z=\mathbb{L}^{-r}} E(z) dz = \frac{L^r}{\zeta_X(\mathbb{L}^{-r})} \text{res}_{z=\mathbb{L}^{-r}} \tilde{E}(z) dz = \frac{1}{\zeta_X(\mathbb{L}^{-r})} \lim_{d_1 \to -\infty} \frac{[\mathcal{L}au^{\geq r}_{d_1,d_2} \to \text{Bun}^{\geq r}_{d_1,d_2}]}{\mathbb{L}^{-r}d_1}.
\]

We also used that \( \zeta_X(\mathbb{L}^{-r}) \) converges and is invertible in \( \text{Mot}(k) \) for any \( r \geq 2 \) (see Lemma 1.3.1). Now by Lemma 4.5.3 we have

\[
\frac{1}{\zeta_X(\mathbb{L}^{-r})} \lim_{d_1 \to -\infty} \frac{[\mathcal{L}au^{\geq r}_{d_1,d_2} \to \text{Bun}^{\geq r}_{d_1,d_2}]}{\mathbb{L}^{-r}d_1} = \frac{[\text{Jac}]}{(L - 1)\zeta_X(\mathbb{L}^{-r})} \lim_{d_1 \to -\infty} \frac{L^{d+r(-d_1 - d + 1) - 1}[\text{Bun}^{\geq r}_{d_1,d_2}]}{\mathbb{L}^{-r}d_1} = \frac{L^{d+r(-d_1 - d + 1) - 1}[\text{Jac}]}{(L - 1)} \text{res}_{z=\mathbb{L}^{-r}} \tilde{E}(z) dz = \frac{[\text{Jac}]}{(L - 1)\zeta_X(\mathbb{L}^{-r})} \mathbb{1}_{\text{Bun}^{\geq r}_{d_1,d_2}}.
\]

**Remark 4.6.1.** It is an easy consequence of the above calculations that \( \tilde{E}(z) \), \( E(z) \), and \( E^{\geq 2}_{z_1,z_2} \) are expansions of rational functions. We do not know if \( E^{\geq r}_{d_1} \) is an expansion of a rational function for \( r \geq 3 \).

4.7. **Proof of Theorem 4.1.2** We will prove for \( 2 \leq l \leq r \) that

\[
\lim_{d_1 \to -\infty} \cdots \lim_{d_{l-1} \to -\infty} [\text{Bun}^{\geq r}_{d_1,d_2}, \ldots, d_{l-1,d_l}] = \frac{[\text{Pic}_{d_1,d_2}, \ldots, d_{l-1,d_l}]}{\mathbb{L}^{-(r+l-2)d_1 - (r+l-4)d_2 - \ldots - (r+l-2)d_{l-1}}} = \frac{[\text{Jac}]^{l-1}}{(L - 1)^{l-1}} \prod_{i=r-l+2}^{\infty} \zeta_X(\mathbb{L}^{-i}) \mathbb{1}_{\text{Bun}^{\geq r}_{d_1,d_2}}.
\]

Our theorem is equivalent to this statement with \( l = r \). We use induction on \( l \). For \( l = 2 \) this is Proposition 4.5.1 above. Assume that the formula is proved for \( l - 1 \).

**Lemma 4.7.1.** We have

\[
\text{Bun}^{\geq r}_{d_1,d_2} \simeq \text{Bun}^{\geq r}_{d_1,d_2,l-2,d_l} \times \text{Bun}^{\geq r}_{r-l+2,d_{l-1},d_l} \mathbb{1}_{\text{Bun}^{\geq r}_{d_1,d_2,l-2,d_l}}.
\]
Let us return to the proof of the theorem. First, we fix 

$$d, d_1, \ldots, d_{l-2}.$$ 

Let $$f : \text{Bun}_{r,d_1,\ldots,d_{l-2},d'}^\geq \to \text{Bun}_{r-l+2,d'}^\geq$$ and $$g : \text{Bun}_{r,d_1,\ldots,d_{l-2},d'}^\geq \to \text{Bun}_{r,d}^\geq$$ be the projections. These projections together with the 1-morphisms of the previous lemma fit into the diagram:

$$\begin{array}{ccc}
\text{Bun}_{r,d_1,\ldots,d_{l-2},d'}^\geq & \to & \text{Bun}_{r,d}^\geq \\
\downarrow & & \downarrow f \\
\text{Bun}_{r-l+2,d_1,\ldots,d_{l-2},d'}^\geq & \to & \text{Bun}_{r}^\geq.
\end{array}$$

Using the above lemma and Proposition 4.5.21, we calculate

$$\lim_{d_{l-1} \to -\infty} \frac{[\text{Bun}_{r,d_1,\ldots,d_{l-1},d_{l-1}} \to \text{Bun}_{r,d}^\geq]}{L^{-r(l+2)d_{l-1}}} =$$

$$\lim_{d_{l} \to -\infty} \frac{g f^* [\text{Bun}_{r-l+2,d_1,\ldots,d_{l-1},d_{l-1}} \to \text{Bun}_{r-l+2,d}^\geq]}{L^{-r(l+2)d_{l-1}}} =$$

$$g f^* \left( \lim_{d_{l} \to -\infty} \frac{[\text{Bun}_{r-l+2,d_1,\ldots,d_{l-1},d_{l-1}} \to \text{Bun}_{r-l+2,d}^\geq]}{L^{-r(l+2)d_{l-1}}} \right) =$$

$$g f^* \left( \frac{\mathbb{1}_{\text{Bun}_{r-l+2,d}^\geq}}{(L-1)\xi_X(L^{-r(l+2)})} \right) =$$

$$\mathbb{1}_{\text{Bun}_{r-l+2,d}^\geq}.$$ 

It remains to use the induction hypothesis:

$$\lim_{d_{l} \to -\infty} \ldots \lim_{d_{l-2} \to -\infty} \frac{[\text{Bun}_{r,d_1,\ldots,d_{l-2},d_{l-2}} \to \text{Bun}_{r,d}^\geq]}{L^{-r(l+2)d_{l-2}}} =$$

$$\lim_{d_{l} \to -\infty} \ldots \lim_{d_{l-2} \to -\infty} \frac{L^{d+(r+1)(1-g)[\text{Jac}]}[\text{Bun}_{r,d_1,\ldots,d_{l-2},d_{l-2}} \to \text{Bun}_{r,d}^\geq]}{(L-1)\xi_X(L^{-r(l+2)})} =$$

$$\frac{L^{d+(r+1)(1-g)[\text{Jac}]}[\text{Bun}_{r,d_1,\ldots,d_{l-2},d_{l-2}} \to \text{Bun}_{r,d}^\geq]}{(L-1)\xi_X(L^{-r(l+2)})}.$$ 

The theorem is proved.

$$\square$$

5. Some identities in motivic Hall algebras

For an ind-constructible abelian (or more generally triangulated $$A_\infty$$) category Kontsevich and Soibelman define its motivic Hall algebra in [KS1] (see also [Joy1]). We will need this construction for the category of coherent sheaves on the curve $$X$$. In this case, the formulas of [KS1] simplify drastically, so we prefer to give a direct definition, referring the interested reader to [KS1] for the general case.

We also define a version of comultiplication. Note that there is some peculiarity in the motivic case (in particular, coassociativity does not make literal sense). We notice that (in the particular case of

**For a nice introduction to motivic Hall algebras of categories of coherent sheaves, see [Br1].
the category of sheaves on curves) there is a compatibility between multiplication and comultiplication resembling Green’s Theorem. Finally, we do some concrete calculations to be used in Section 6.

In this section $k$ is a field of arbitrary characteristic except for Section 5.7 where we need the field to be of characteristic zero. We keep the assumptions from the previous section, in particular: $X$ is a smooth geometrically connected projective curve over the field $k$ and we assume that there is a divisor $D$ on $X$ defined over $k$ such that $\deg D = 1$. As before, $K$ denotes an extension of $k$.

5.1. Motivic Hall algebra of the category of coherent sheaves. For any stack $\mathcal{X}$ we consider the ring

$$\text{Mot}(\mathcal{X})[\sqrt{L}] := \text{Mot}(\mathcal{X})[t]/(t^2 - L).$$

We can easily extend pullbacks, pushforwards, and products to these rings. We note that $\text{Mot}(\mathcal{X}) \subset \text{Mot}(\mathcal{X})[\sqrt{L}]$, since $t^2 - L$ is a monic polynomial. Thus, when proving an identity in $\text{Mot}(\mathcal{X})$, we may work in $\text{Mot}(\mathcal{X})[\sqrt{L}]$.

Set

$$\Gamma := \mathbb{Z}^2, \quad \Gamma_+ := \{(r, d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z} \mid d \geq 0 \text{ if } r = 0\}$$

so that $\Gamma_+$ is a subsemigroup of $\Gamma$. If $F$ is a coherent sheaf on $X_K$ of generic rank $r$ and degree $d$, we say that $F$ is of class $(r, d) \in \Gamma_+$. Next, we note that for coherent sheaves $F$ and $g \in \text{Cl}(F)$, we also write $\text{cl}(F) := (r, d)$. Let $\text{Coh}_{\gamma}$ be the moduli stack of rank $r, d$-sheaves on $X$ of class $\gamma \in \Gamma_+$. In particular, we have $\text{Coh}_{(0,0)} = \text{Spec } k$. We also consider $\text{Coh}_{\gamma} := \bigcup_{r \geq 0} \text{Coh}_r$, this is the moduli stack of rank $r$ sheaves. Finally, set $\text{Coh} := \sqcup_{r \geq 0} \text{Coh}_r$.

For $(r_1, d_1) \in \Gamma, i = 1, 2$, we set

$$(r_1, d_1), (r_2, d_2) = (1 - g)r_1r_2 + (r_1d_2 - r_2d_1)$$

and

$$(r_1, d_1), (r_2, d_2) = ((r_1, d_1), (r_2, d_2)) + ((r_2, d_2), (r_1, d_1)) = (2 - 2g)r_1r_2.$$ Note that the symmetrized form only involves $r_1$ and $r_2$.

Next, we note that for coherent sheaves $F_1$ and $F_2$ on $X$ we have

$$\dim \text{Hom}(F_1, F_2) - \dim \text{Ext}^1(F_1, F_2) = \langle \text{cl}(F_1), \text{cl}(F_2) \rangle.$$

Set

$$H_\gamma := \text{Mot}(\text{Coh}_{\gamma})[\sqrt{L}] \text{ and } H^f_{\text{fin}} := \text{Mot}^{f_{\text{fin}}}(\text{Coh}_{\gamma})[\sqrt{L}] \text{ for } \gamma \in \Gamma_+.$$

Finally, set

$$H' := \bigoplus_{\gamma \in \Gamma_+} H_\gamma, \quad H'_{\text{fin}} := \bigoplus_{\gamma \in \Gamma_+} H^f_{\text{fin}}, \text{ and } \hat{H}' := \prod_{\gamma \in \Gamma_+} H_\gamma.$$ For $\gamma_1, \gamma_2 \in \Gamma_+$ let $\text{Coh}_{\gamma_2, \gamma_1}$ be the stack classifying pairs of sheaves $(F_1 \subset F)$ such that $\text{cl}(F_1) = \gamma_1, \text{cl}(F/F_1) = \gamma_2$. We have a diagram

$$\text{Coh}_{\gamma_2 \times \gamma_1} \xrightarrow{p} \text{Coh}_{\gamma_2, \gamma_1} \xrightarrow{s} \text{Coh}_{\gamma_1 + \gamma_2}.$$ Here $p(F_1 \subset F) = (F/F_1, F_1), s(F_1 \subset F) = F$. Note that both $p$ and $s$ are 1-morphisms of finite type.

The multiplication on $H'$ is defined as follows: if $f_i \in H_{\gamma_i}$ $(i = 1, 2)$, then

$$f_2 f_1 := L^{\frac{1}{2}(\gamma_2 - \gamma_1)}(s) p^* (f_2 \boxtimes f_1).$$

We extend this $H'$ by bilinearity. The above product makes $H'$ into a unital associative algebra over $\text{Mot}(k)[\sqrt{L}]$.

Directly, one can define the $n$-fold multiplication on $H'$ as follows. Let $\text{Coh}_{\gamma_n, ..., \gamma_1}$ denote the stack of filtrations of coherent sheaves $0 = F_0 \subset F_1 \subset \ldots \subset F_n = F$ such that for all $i$ we have $\text{cl}(F_i/F_{i-1}) = \gamma_i$.

We have a diagram

$$\text{Coh}_{\gamma_n} \times \ldots \times \text{Coh}_{\gamma_1} \xrightarrow{p(n)} \text{Coh}_{\gamma_n, ..., \gamma_1} \xrightarrow{s(n)} \text{Coh}_{\gamma_1 + \ldots + \gamma_n}.$$
The 1-morphisms $p_{(n)}$ and $s_{(n)}$ are defined similarly to $p$ and $s$; they are also of finite type. Now, for $f_i \in \mathcal{H}_{\gamma_i}$ we have

$$f_n \cdots f_1 = L^{\sum_{i=2}^n \frac{n}{2}(\gamma_i, \gamma_i)} s_{(n)} p_{(n)} (f_n \boxtimes \cdots \boxtimes f_1).$$

Note that $\mathcal{H}_{\text{fin}}' \subset \mathcal{H}'$ is a subalgebra. On the other hand, $\hat{\mathcal{H}}'$ is not an algebra because multiplication would involve infinite summation. However, $\hat{\mathcal{H}}_{\text{tor}}' := \prod_{d \geq 0} \mathcal{H}_{(0,d)}$ is. Moreover, the restriction of the multiplication on $\mathcal{H}'$ to $\mathcal{H}' \otimes (\bigoplus_d \mathcal{H}_{0,d})$ extends to the action $\hat{\mathcal{H}}' \otimes \hat{\mathcal{H}}_{\text{tor}}' \to \hat{\mathcal{H}}'$; this action preserves $\mathcal{H}'$ and the rank gradation on $\mathcal{H}'$.

Precisely, the action is defined as follows: Let $\text{Coh}_{\text{tor}} := \sqcup_{d \geq 0} \text{Coh}_{0,d}$ be the stack of torsion sheaves and let $\text{Coh}_{\text{tor}}$ denote the stack classifying pairs $F_1 \subset F$, where $F$ is a coherent sheaf on $X$, $F_1$ is subsheaf such that $F_1$ is torsion. We have projections

$$\text{Coh} \times \text{Coh}_{\text{tor}} \xrightarrow{\rho} \text{Coh}_{\text{tor}} \xrightarrow{\pi} \text{Coh}$$

defined by $p(F_1 \subset F) = (F/F_1, F_1)$ and $s(F_1 \subset F) = F$. Both projections are of finite type, so for $f_1 \in \mathcal{H}_{\text{tor}}'$ and $f_2 \in \hat{\mathcal{H}}'$ we define

$$f_2 f_1 := s p^*(T(f_2 \boxtimes f_1)),$$

where $T$ acts on $\text{Coh}_{(0,d)} \times \text{Coh}_{(r,e)}$ via the multiplication by $L^{-\frac{1}{2} dr}$.

**Remark 5.1.1.** We can define Hall algebras using $\text{Mot}((\text{Coh}_{\gamma})[\sqrt{L}])$ instead of $\text{Mot}((\text{Coh}_{\gamma})[\sqrt{L}])$. Everything except for Proposition 5.3.1 would work. Thus Proposition 6.2.2 is also true as a statement about series with coefficients in $\text{Mot}(k)[\sqrt{L}]$.

5.2. **Extended Hall algebras.** Set $\Gamma' := \mathbb{Z}$ and let $\mathbb{Z}[\Gamma']$ be the group algebra. We denote the element corresponding to $r \in \Gamma'$ by $k_r$. Thus $\mathbb{Z}[\Gamma'] \approx \mathbb{Z}[k_1, k_1^{-1}]$ is the ring of Laurent polynomials. We let $\Gamma'$ act on $\mathcal{H}'$ via

$$r \cdot f = L^{(1-g)rr'} f$$

whenever $f \in \mathcal{H}'_{r,dr'}$. This gives a semidirect product

$$\mathcal{H} := \mathcal{H}' \otimes \mathbb{Z}[\Gamma'].$$

Thus, $\mathcal{H}$ is an associative algebra. Note that $\mathcal{H}$ is graded by $\Gamma_+$. We view $\mathcal{H}'$ and $\mathbb{Z}[\Gamma']$ as subalgebras of $\mathcal{H}$. We have in $\mathcal{H}': k_r f = L^{(1-g)rr'} f k_r$ if $f \in \mathcal{H}_{r,dr'}$. We define the subalgebra $\mathcal{H}_{\text{fin}} := \mathcal{H}_{\text{fin}}' \otimes \mathbb{Z}[\Gamma'] \subset \mathcal{H}$, the $\text{Mot}(k)[\sqrt{L}]$-module $\hat{\mathcal{H}} := \mathcal{H}' \otimes \mathbb{Z}[\Gamma'] \supset \mathcal{H}$ and the algebra $\mathcal{H}_{\text{tor}} := \mathcal{H}_{\text{tor}}' \otimes \mathbb{Z}[\Gamma']$ acting on $\hat{\mathcal{H}}$ on the right.

**Remark 5.2.1.** One may define a larger algebra $\mathcal{H}' \otimes \mathbb{Z}[\Gamma']$ as in [Sch2 Sect. 4.1] by making $\gamma \in \Gamma$ act on $f \in \mathcal{H}_{\gamma,r}$ via $\gamma \cdot f = L^{(1-g)_{r,r'}} f$. However, the symmetrized bilinear form depends on the ranks only, so the element of $\mathbb{Z}[\Gamma']$ corresponding to $(0,1) \in \Gamma$ is central. The quotient by the ideal generated by $(0,1)$ is isomorphic to $\mathcal{H}$ (we identify $\Gamma'$ with $\Gamma/(0,1)\mathbb{Z}$).

5.3. **“Comultiplication” in the Hall algebra**. One would like to define a comultiplication $\hat{\mathcal{H}} \to \hat{\mathcal{H}} \otimes \hat{\mathcal{H}}$, where $\otimes$ is the product completed with respect to the $\Gamma_+$-grading. However, in the motivic case this is not possible because $\text{Mot}((\text{Coh}_{\gamma_2} \times \text{Coh}_{\gamma_1})[\sqrt{L}]) \neq \text{Mot}((\text{Coh}_{\gamma_2}) \otimes \text{Mot}((\text{Coh}_{\gamma_1})[\sqrt{L}])$. We will circumvent this problem as follows. Set $\mathcal{H}_{(2)} := \text{Mot}((\text{Coh}_{\gamma_2} \times \text{Coh}_{\gamma_1})[\sqrt{L}])$ and $\hat{\mathcal{H}}_{(2)} := \prod_{\gamma_2, \gamma_1 \in \Gamma} \mathcal{H}_{(2)} := \bigotimes_{\gamma_2, \gamma_1 \in \Gamma} \mathcal{H}_{(2)} \otimes \mathbb{Z}[(\Gamma')^2]$. Later, we will also need the space $\mathcal{H}_{(2)}_{\text{fin}} := \oplus_{\gamma_2, \gamma_1 \in \Gamma} \mathcal{H}_{(2)}_{\text{fin}} \otimes \mathbb{Z}[(\Gamma')^2]$, where $\mathcal{H}_{(2)} := \text{Mot}((\text{Coh}_{\gamma_2} \times \text{Coh}_{\gamma_1})[\sqrt{L}])$.

We are going to construct a map

$$\Delta : \hat{\mathcal{H}} \to \hat{\mathcal{H}}_{(2)}.$$ 

To give such a map, one needs to give for each pair $(\gamma_2, \gamma_1) \in \Gamma_+^2$ a map $\Delta_{\gamma_2, \gamma_1} : \hat{\mathcal{H}} \to \mathcal{H}_{\gamma_2, \gamma_1} \otimes \mathbb{Z}[(\Gamma')^2]$. This map is given by

$$\Delta_{\gamma_2, \gamma_1}(f \otimes k_r) := L^{(1-g)_{\gamma_2, \gamma_1}} p_r s^r f_{\gamma_1 + \gamma_2} \otimes k_{r_1 + r} \otimes k_r,$$
where \( f \in \mathcal{H} ', f_{\gamma_1+\gamma_2} \) is the projection of \( f \) to \( \mathcal{H}_{\gamma_1+\gamma_2} \), and \( \gamma_1 = (r_1, d_1) \).

Note that we have a homomorphism of \( \text{Mot}(k) \)-modules \( \otimes : \hat{\mathcal{H}} \otimes \hat{\mathcal{H}} \to \hat{\mathcal{H}}(2) \) given by external product of motivic functions.

**Remark 5.3.1.** The coassociativity does not make sense for \( \Delta \). However, one has the following replacement. First, one defines the \( n \)-point completed Hall algebra \( \hat{\mathcal{H}}_{(n)} \) and the \( n \)-th comultiplication \( \Delta_{(n)} : \hat{\mathcal{H}} \to \hat{\mathcal{H}}_{(n)} \). Assume that we have \( \Delta(f) = \otimes(g) \), where \( f \in \hat{\mathcal{H}} , g \in \hat{\mathcal{H}} \otimes \hat{\mathcal{H}} \). Then for any \( n \) and \( m \) we have

\[
\Delta_{(m+n)}(f) = (\Delta_{(m)} \otimes \Delta_{(n)})(g).
\]

We will not use this coassociativity.

**Proposition 5.3.2.** Assume that either \( f_1, f_2 \in \mathcal{H}_{\text{fin}} \), or \( f_1 \in \hat{\mathcal{H}} , f_2 \in \hat{\mathcal{H}}_{\text{tor}} \). Then

\[
\Delta(f_1 f_2) = \Delta(f_1) \Delta(f_2).
\]

In particular the product in the RHS converges.

Note that \( \hat{\mathcal{H}}(2) \) is not an algebra because the product involves infinite summation. The convergence part of the proposition means that, under assumptions of the proposition, for any degree \( \delta \in (\Gamma_+)^2 \) all but finitely many terms in the corresponding sum are zero. This is easy to check if \( f_2 \in \hat{\mathcal{H}}_{\text{tor}} \); in the case \( f_1, f_2 \in \mathcal{H}_{\text{fin}} \) this follows from the fact that for any finite type substack \( \mathcal{X} \subset \text{Coh} \) there is \( d \in \mathbb{Z} \) such that for any \( F \in \mathcal{X}(K) \) and any quotient \( F' \) of \( F \) we have \( \deg F' \geq d \).

We leave a lengthy proof of the equation to the reader but we observe that the argument of [Sch1, Sect. 1.5] is actually motivic.

5.4. **The bilinear form.** According to Section 2.3, we have a bilinear form \( \mathcal{H}_{\text{fin}}^f \otimes \mathcal{H}_{\gamma} \to \text{Mot}(k)[\sqrt{\mathbb{L}}] \); we extend it to \( \mathcal{H}_{\text{fin}}^f \otimes \hat{\mathcal{H}}' \) by letting \( \mathcal{H}_{\gamma} \) to be pairwise orthogonal. We extend it to \( \mathcal{H}_{\text{fin}}^f \otimes \hat{\mathcal{H}} \) by setting \( (f \otimes k_r | g \otimes k_r) = \mathbb{L}^{(1-g)rr'}(f|g) \). Similarly, we define a bilinear form \( \mathcal{H}(2)_{\text{fin}} \otimes \hat{\mathcal{H}}(2) \to \text{Mot}(k)[\sqrt{\mathbb{L}}] \).

**Lemma 5.4.1.** Let \( f \in \hat{\mathcal{H}} , g_1, g_2 \in \mathcal{H}_{\text{fin}} \). Then

\[
(g_1 g_2|f) = (g_1 \otimes g_2|\Delta(f)).
\]

**Proof.** A simple calculation using Lemma 2.3.3 \( \square \)

5.5. **"Standard" objects.** For \( \gamma \in \Gamma_+ \) set \( 1_{\text{coh}, \gamma} \in \mathcal{H}_\gamma \), \( 1_{\text{vec}, \gamma} := 1_{\text{gan}, \gamma} \in \mathcal{H}_\gamma \). Define the generating series

\[
E_r(z) := \sum_{d \in \mathbb{Z}} 1_{r,d} z^d \in \prod_{d \in \mathbb{Z}} \mathcal{H}_{(r,d)} z^d \subset \mathcal{H}[[z^{-1}, z]].
\]

Define also \( E_r^{\text{vec}}(z) := \sum_{d \in \mathbb{Z}} 1_{r,d}^{\text{vec}} z^d \). Note that \( E_0(z) \in \mathcal{H}_{\text{tor}}[[z]] \). Note also that \( E_0^{\text{vec}}(z) = 1 \).

**Remark 5.5.1.** The series \( E_r(z) \) is homogeneous in the sense that the coefficient at \( z^d \) belongs to \( \mathcal{H}_{r,d} \). Thus, for any \( x \in \text{Mot}(k)[\sqrt{\mathbb{L}}] \) we can calculate \( E_r(x) \) as an element of the completion \( \hat{\mathcal{H}} \). Moreover, we can recover \( E_r(z) \) from \( E_r(1) \) as \( E_r(z) = \sum_{d \in \mathbb{Z}} (E_r(1))_{(r,d)} z^d \), where the subscript \( (r,d) \) stands for the \( (r,d) \)-component.

We can use this correspondence between homogeneous series and elements of \( \hat{\mathcal{H}} \) to multiply any homogeneous series by a homogeneous series of rank \( 0 \) on the right because \( \hat{\mathcal{H}}_{\text{tor}} \) acts on \( \hat{\mathcal{H}} \). Proposition 5.5.3 [IV] below should be understood in this sense.

For \( r > 0 \) set

\[
vol_r := \frac{1}{\mathbb{L}^{-1}((g-1)(r^2-1))} \text{Jac} \zeta_X(\mathbb{L}^{-2}) \ldots \zeta_X(\mathbb{L}^{-r}) \in \text{Mot}(k).
\]
**Remark 5.5.2.** The stack $\mathcal{B}un_{r,d}$ is of infinite type for $r > 1$. However, one can define its motivic class as

$$[\mathcal{B}un_{r,d}] := \lim_{\tau \to -\infty} [\mathcal{B}un_{r,d}^{\geq \tau}] \in \overline{\text{Mot}}(k).$$

(See [BD] Lemma 3.1.) It is an easy consequence of [BD] Sect. 6 that $[\mathcal{B}un_{r,d}] = \text{vol}_r$. We will never use this in the current paper but the notation $\text{vol}_r$ will be convenient when comparing our paper with [Sch2].

**Proposition 5.5.3.** We have the following identities.

(i) $$E_r(z) = E_r^{\text{vec}}(z)E_0(\mathbb{L}^{-\frac{1}{2}}z).$$

(ii) $$E_0(z)E_0(w) = E_0(w)E_0(z).$$

(iii) $$E_0(z)E_r^{\text{vec}}(w) = \left( \prod_{i=0}^{r-1} \zeta_X \left( \mathbb{L}^{-\frac{i}{2}+\frac{1}{w}} \right) \right) E_r^{\text{vec}}(w)E_0(z).$$

(iv) $$\Delta(E_r(z)) = \sum_{s+t=r} \mathbb{L}^{\frac{1}{2}(s-1)}E_s(\mathbb{L}^{\frac{1}{2}}z)k_t \boxtimes E_t(\mathbb{L}^{-\frac{1}{2}}z).$$

(v) $$\Delta(E_r^{\text{vec}}(z)) = \sum_{s+t=r} \mathbb{L}^{\frac{1}{2}(s-1)}E_s^{\text{vec}}(\mathbb{L}^{\frac{1}{2}}z)E_0(\mathbb{L}^{-\frac{1}{2}}z)E_0^{-1}(\mathbb{L}^{-\frac{1}{2}}z)k_t \boxtimes E_t^{\text{vec}}(\mathbb{L}^{-\frac{1}{2}}z).$$

(vi) $$E_r^{\text{vec}}(\mathbb{L}^{\frac{1}{2}(1-r)}z) = C \cdot \text{res}_{t=1} \cdots \text{res}_{t=1-r} \left( E_1^{\text{vec}}(z) \ldots E_1^{\text{vec}}(z_1) \right) \prod_{i=2}^r \frac{dz_i}{z_i},$$

where $$C = \mathbb{L}^{\frac{1}{2}(1-g)(r-1)}\text{vol}_1^{-r}\text{vol}_r.$$

**Proof.** We start the proof with (i). In view of Remark 5.5.1 and the definition of the action of $\mathcal{H}_{\text{tor}}$ on $\mathcal{H}$, we only need to show that we have in $\text{Mot}(\text{Coh})$:

$$1_{\text{coh}} = s_1 \mathbb{1}_X,$$

where $X$ is the constructible subset of $\text{Coh}_{\bullet,\text{tor}}$ corresponding to the pairs $(F_1 \subset F)$ such that $F/F_1$ is a vector bundle. This follows from the uniqueness of the torsion subsheaf and Corollary 2.6.2.

(ii) is equivalent to the equation

$$[\text{Coh}(0,t_1),(0,t_2) \to \text{Coh}(0,t_1+t_2)] = [\text{Coh}(0,t_2),(0,t_1) \to \text{Coh}(0,t_1+t_2)].$$

We will show a stronger equation in $\text{Mot}(\text{Coh}(0,t_1+t_2) \times \text{Coh}(0,t_1))$:

$$[\text{Coh}(0,t_1),(0,t_2) \overset{\varphi}{\to} \text{Coh}(0,t_1+t_2) \times \text{Coh}(0,t_1)] = [\text{Coh}(0,t_2),(0,t_1) \overset{\psi}{\to} \text{Coh}(0,t_1+t_2) \times \text{Coh}(0,t_1)].$$

Here $\varphi$ and $\psi$ are defined by $\varphi(F' \subset F) = (F,F/F')$, $\psi(F' \subset F) = (F,F')$. Let $F$ and $F'$ be torsion sheaves on $X_K$ representing a point $\xi : \text{Spec } K \to \text{Coh}(0,t_1+t_2) \times \text{Coh}(0,t_1)$. According to Proposition 2.6.1, we just need to check that the motivic classes of the $\xi$-fibers of $\varphi$ and $\psi$ are equal. These fibers are equal to the space of surjective (resp. injective) morphisms $\text{Hom}_{\text{sur}}(F,F')$ (resp. $\text{Hom}_{\text{inj}}(F,F')$).

Let $Z \subset X$ be the union of scheme-theoretic supports of $F$ and $F'$. We may assume that $Z_{\text{red}} = z$ is a single point of $X_K$ because the space of injective (or surjective) morphisms decomposes into the product over the points of $Z_{\text{red}}$. Note that the restriction of $F$ to $z$ corresponds to a vector space over $k(z)$; the same is true for $F'$. Upon choosing bases in these vector spaces, we identify $\text{Hom}_{\text{sur}}(F|_z,F'|_z)$ and $\text{Hom}_{\text{inj}}(F'|_z,F|_z)$ with spaces of matrices of maximum rank (of sizes $\dim F'|_z \times \dim F|_z$ and $\dim F|_z \times \dim F'|_z$ resp.); we see that the motivic classes of these spaces coincide.
Next, a morphism from $F \to F'$ is surjective if and only if its restriction to $z$ is surjective. Now it is easy to see that the fibers of the restriction morphism $\text{Hom}_{\text{sur}}(F, F') \to \text{Hom}_{\text{sur}}(F|_z, F'|_z)$ are vector spaces. Similarly, the fibers of the morphism $\text{Hom}_{\text{innj}}(F', F) \to \text{Hom}_{\text{innj}}(F'|_z, F|_z)$ are vector spaces easily seen to be of the same dimension. One more application of Proposition 2.6.1 completes the proof of (ii).

To prove (iii), note first that by Lemma 2.5.1 we have
\[
\prod_{i=0}^{r-1} \zeta_X \left( \mathbb{L}^{-\frac{i}{r}+\frac{z}{w}} \right) = \zeta_X \left( \mathbb{L}^{-\frac{z}{w}} \right).
\]
Thus (iii) is equivalent to the equation for all $d \geq 0$ and $e \in \mathbb{Z}$:
\[
1_{(0,d)} \cdot \text{vec}_{(r,e)} = \sum_{i=0}^{d} \mathbb{L}^{-\frac{i}{r}} |[X \times \mathbb{P}^{-1}(i)]| 1_{(r,e+i)} 1_{(0,d-i)}.
\]

Unwinding the definition of multiplication in the Hall algebra, we see that this is equivalent to the following equation. Let $\widetilde{\text{Coh}}_{(0,d),(r,e)}$ be the open substack of $\text{Coh}_{(0,d),(r,e)}$ classifying pairs of sheaves $(F_1 \subset F)$ such that $F_1$ is torsion free. Similarly, let $\widetilde{\text{Coh}}_{(r,e),(0,d)}$ be the open substack of $\text{Coh}_{(r,e),(0,d)}$ classifying pairs of sheaves $(F_1 \subset F)$ such that $F/F_1$ is torsion free. It is enough to show that in $\text{Mot}(\text{Coh}_{r,d+e})$ we have
\[
\widetilde{\text{Coh}}_{(0,d),(r,e)} \to \text{Coh}_{r,d+e}
\]
\[
= \sum_{i=0}^{d} \mathbb{L}^{-\frac{i}{r}} |[X \times \mathbb{P}^{-1}(i)]| \text{Coh}_{(r,e+i),(0,d-i)} \to \text{Coh}_{r,d+e}.
\]

To this end, let $F$ be a coherent sheaf on $X_K$ of class $(r, d+e)$. Write $F = T \oplus E$, where $T$ is torsion and $E$ is torsion free. Set $i = \text{deg}(E) - e$. The fiber $X_F$ of $\text{Coh}_{(0,d),(r,e)} \to \text{Coh}_{r,d+e}$ over $F$ is the scheme of subsheaves $F' \subset T \oplus E$ such that $F'$ is locally free of class $(r, e)$ (in particular, it is empty if $i < 0$). Let $\pi : F \to E$ be the projection, the assignment $F' \mapsto \pi(F')$ is a morphism $X_F \to \text{Mod}_1(E)$, where $\text{Mod}_1(E)$ classifies degree $i$ modifications of class $E$, that is, subsheaves $E' \subset E$ such that $E/E'$ is torsion of degree $i$. The fibers of this 1-morphism are isomorphic to vector spaces of dimension $\dim \text{Hom}(F', T) = r \deg T = r(d - i)$. Thus
\[
[X_F] = \mathbb{L}^{-\frac{r}{i}(d-i)} |\text{Mod}_1(E)| = \mathbb{L}^{-\frac{r}{i}(d-i)} |[X \times \mathbb{P}^{-1}(i)]|,
\]
where the second equation follows from the proof of [PHS Prop. 3.6].

Now we calculate the fiber of $\text{Coh}_{(r,e+i),(0,d-i)} \to \text{Coh}_{r,d+e}$ over $F$. This is the scheme of subsheaves $T' \subset F = T \oplus E$ such that $T'$ is torsion of degree $d - i$ and such that $F/F'$ is torsion free. But then we necessarily have $T = T'$. Thus, the fiber consists of a unique point if $d - i = d + e - \text{deg}(E)$ and empty otherwise. Now we easily derive (iii) from Proposition 2.6.1.

Next, (iv) is equivalent to the following statement: for any $\gamma_1, \gamma_2 \in \Gamma_+$ we have $\Delta_{\gamma_2, \gamma_1}(1_{\gamma_1+\gamma_2}) = \mathbb{L}^{-\frac{1}{r}(\gamma_2-\gamma_1)} \cdot 1_{\gamma_1} \otimes 1_{\gamma_1}$. Unwinding the definition of $\Delta_{\gamma_2, \gamma_1}$, we see that this is equivalent to
\[
[\text{Coh}_{\gamma_2, \gamma_1} \to \text{Coh}_{\gamma_2} \times \text{Coh}_{\gamma_1}] = \mathbb{L}^{-\frac{1}{r}(\gamma_2-\gamma_1)} 1_{\text{Coh}_{\gamma_2} \times \text{Coh}_{\gamma_1}}.
\]

Let $F_i$ be coherent sheaves on $X_K$ of class $\gamma_i$ $(i = 1, 2)$. According to Proposition 2.6.1 we just need to show that the motivic class of the moduli stack $\mathcal{X}$ of exact sequences $0 \to F_1 \to F \to F_2 \to 0$ is equal to $\mathbb{L}^{-\frac{1}{r}(\gamma_2-\gamma_1)}$ in $\text{Mot}(K)$. This follows easily from the fact that we have an affine bundle $\text{Ext}^1(F_2, F_1) \to \mathcal{X}$ modeled over the additive group $\text{Hom}(F_2, F_1)$. (Recall that $\dim \text{Ext}^1(F_2, F_1) - \dim \text{Hom}(F_2, F_1) = -\langle \gamma_2 - \gamma_1 \rangle$.)

For (v), note first that $E_0(z)$ is invertible in $\mathcal{H}[[z]]$. By part (ii) we have
\[
E^\text{vec}_F(z) = E_r(z) E_0^{-1}(\mathbb{L}^{-\frac{r}{r}z}),
\]
where this equation should be understood as explained in Remark 5.5.1. It remains to apply the comultiplication $\Delta$, and use Proposition 5.3.2 and part (iv) of the current proposition.
For part (vi), we have
\[
E_1^{\text{vec}}(z_r) \ldots E_1^{\text{vec}}(z_1) = \sum_{d_1, \ldots, d_r} \mathbb{L}^{\frac{g-1}{4} (1-g) + \frac{r-1}{2} d_1 + \frac{r-1}{2} d_2 + \ldots + \frac{r-1}{2} d_r} \begin{array}{c}
\mathbb{L}^1
\mathbb{L}^{d_1}
\mathbb{L}^{d_2}
\ldots
\mathbb{L}^{d_r}
\end{array} \mathbb{L}^1_{\text{Bun}_{r,d_1, \ldots, d_r, t}} \to \mathbb{C}^{r,d_1, \ldots, d_r},
\]
where \( \mathbb{L}^1_{\text{Bun}_{r,d_1, \ldots, d_r, t}} \) is defined in Section 3.2.4. Since both sides of our equation are supported on \( \mathbb{Bun}_{r,d} \), it is enough to prove the statement upon restricting to \( \mathbb{Bun}_{r,d} \). Note that convergence on \( \mathbb{Bun}_{r,d} \) is convergence on open substacks of finite type (see Section 3.2.1), so it is enough to show (vi) upon restricting to \( \mathbb{Bun}_{r,d}^{\geq r} \) (see Lemma 3.2.1 iv) and the definition of the residue in Section 4.2. We get
\[
E_1^{\text{vec}}(z_r) \ldots E_1^{\text{vec}}(z_1)|_{\mathbb{Bun}_{r,d}^{\geq r}} = \mathbb{L}^{\frac{g-1}{4} (1-g) + \frac{r-1}{2} d}_r E_r^{\geq r}(z_1, \ldots, z_r),
\]
where \( E_r^{\geq r}(z_1, \ldots, z_r) \) is defined in Section 4.2. It remains to use Theorem 4.2.3. \( \square \)

5.6. **Truncated generating series.** Note that the slope of a non-zero torsion sheaf is equal to \(+\infty\). Thus, if \( 0 = E_0 \subset E_1 \subset \ldots \subset E_t = E \) is the HN-filtration on a vector bundle \( E \) and \( T \) is a torsion sheaf, then the HN-filtration on \( T \oplus E \) is given by
\[
0 \subset T \subset T \oplus E_1 \subset \ldots \subset T \oplus E_t = T \oplus E.
\]
We define \( \text{Coh}_{r,d}^{\geq 0} \) as the constructible (in fact, open) subset of \( \text{Coh}_{r,d} \) classifying HN-nonnegative sheaves, that is, sheaves \( T \oplus E \) as above such that \( E \) is HN-nonnegative. We define \( \mathbb{Bun}_{r,d}^{\geq 0} \) to be the constructible subset of \( \text{Coh}_{r,d} \) classifying sheaves with strictly negative HN-type. The reason for the notation is that every such sheaf is a vector bundle. It follows easily from Lemma 3.2.1 iii) that these subsets are of finite type. Set
\[
1^{\geq 0}_{r,d} = 1_{\text{Coh}_{r,d}^{\geq 0}}, \quad 1^{\text{vec}; \geq 0}_{r,d} = 1_{\mathbb{Bun}_{r,d}^{\geq 0}}, \quad 1^{< 0}_{r,d} = 1_{\mathbb{Bun}_{r,d}^{< 0}}.
\]
We also define the generating series
\[
E_r^{\geq 0}(z) := \sum_{d \in \mathbb{Z}} 1^{\geq 0}_{r,d} z^d \in \mathcal{H}_{\text{fin}}[[z]].
\]
Define similarly \( E_r^{\text{vec}; \geq 0}(z) \in \mathcal{H}_{\text{fin}}[[z]] \) and \( E_r^{< 0}(z) \in z^{-1} \mathcal{H}_{\text{fin}}[[z^{-1}]].

**Lemma 5.6.1.** We have
\[
\begin{align*}
(i) & \quad E_r(z) = \sum_{s+t=r, s,t \geq 0} \mathbb{L}^{\frac{g-1}{10} (s-t)} E_s^{< 0}(z) E_t^{\geq 0}(z), \\
(ii) & \quad E_r^{\text{vec}}(z) = \sum_{s+t=r, s,t \geq 0} \mathbb{L}^{\frac{g-1}{10} (s-t)} E_s^{< 0}(z) E_t^{\text{vec}; \geq 0}(z), \\
(iii) & \quad E_r^{< 0}(z) = E_r^{\text{vec}; \geq 0}(z) E_0(\mathbb{L}^{-\frac{1}{10} r} z).
\end{align*}
\]

**Remark 5.6.2.** Note that the RHS of (i) and (ii) involve infinite summation. As we will see from the proof, the restrictions of the series to every finite type substack of each \( \text{Coh}_{t} \) have only finitely many non-zero terms. (cf. the discussion of the topology on \( \mathcal{M}_{\text{fin}} \) in Section 3.2).

**Proof.** Let \( \text{Coh}_{r,d; t}^{\pm} \) be the constructible subset of \( \text{Coh}_{r,d; t} \) classifying pairs \( F_1 \subset F \) such that \( F_1 \) is HN-nonnegative, \( F/F_1 \) has strictly negative HN-type.

Let \( s_{t; t} : \text{Coh}_{r,d; t} \to \text{Coh}_{r,d; t}^{\pm} \) be the forgetful 1-morphism (denoted simply by \( s \) above), let \( \text{Coh}_{r,d; t}^{\pm} \) be the constructible image of \( \text{Coh}_{r,d; t}^{\pm} \) under this 1-morphism. Since for every sheaf \( F \) there is a unique
exact sequence $0 \to F^{\geq 0} \to F \to F^{< 0} \to 0$ with HN-nonnegative $F^{\geq 0}$, $F^{< 0}$ having strictly negative HN-type, we get

$$
\sum_{\gamma_1 + \gamma_2 = \gamma} (s_{\gamma_2, \gamma_1})! 1_{\text{Coh}^{\geq \gamma_1} \gamma_2} = \sum_{\gamma_1 + \gamma_2 = \gamma} 1_{\text{Coh}^{\geq \gamma_1} \gamma_2} = \text{Coh}^{\gamma_1 + \gamma_2}.
$$

We note that the sums are finite on each substack of finite type according to Lemma 3.2.1(iv). Writing $\gamma_1 + \gamma_2 = (r,d)$, we get the following Hall algebra identity

$$
1_{(r,d)} = \sum_{s+t=r, e+f=d} \sum_{s,t \geq 0} \frac{1}{2!}((s-1)^{st} t^{sf}) 1_{s,t} 1_{0,f}.
$$

This is equivalent to the first formula of the lemma. The second formula is proved similarly. The proof of the third formula is completely similar to the proof of Proposition 5.5.3.

5.7. Torsion sheaves. Note that $1_{0,1} \in \mathcal{H}^{fin}_{(0,1)}$.

**Proposition 5.7.1.** We have

$$
\sum_{l \geq 0} (1_{0,1} \cdot 1_{0,1}) z^l = \text{Exp} \left( \frac{[X]}{L - 1} z \right) = \prod_{i \geq 1} \zeta_X (L^{-i} z).
$$

**Proof.** We need some preliminaries. Let $\mathcal{N}_d$ be the stack of dimension $d$ vector spaces with nilpotent endomorphisms (later, we will identify $\mathcal{N}_d$ with the stack of coherent sheaves supported at a point on a curve set-theoretically).

**Lemma 5.7.2.** We have

$$
[\mathcal{N}_d] = \frac{L^{d(d-1)}}{(L^d - 1) \cdots (L^d - L^{d-1})}.
$$

**Proof.** Clearly, $[\mathcal{N}_d] = [\text{Nil}_d]/[\text{GL}_d]$, where $\text{Nil}_d$ is the nilpotent cone for $\mathfrak{gl}_d$. Thus we only need to show that $[\text{Nil}_d] = L^{d(d-1)}$.

To compute $[\text{Nil}_d]$, note that for every $f \in \mathfrak{gl}_d$ the Fitting Decomposition Theorem lets us write $k^d = \text{Ker}(f^d) \oplus \text{Im}(f^d)$. We can write $\mathfrak{gl}_d = \bigsqcup_{m=0}^d E_m$ as a disjoint union of subvarieties, where $E_m$ consists of $f \in \mathfrak{gl}_d$ such that $\text{Ker}(f^d)$ in the Fitting decomposition has dimension equal to $m$.

For each $m$, denote by $V_m$ the scheme parameterizing decompositions $k^d = L_1 \oplus L_2$, where $L_1$ is of dimension $m$. Let $\tilde{V}_m \subset E_m \times V_m$ be the incidence variety consisting of triples $(f, L_1, L_2)$ such that $\text{Ker} f^d = L_1$, $\text{Im} f^d = L_2$. For every extension $K \supset k$ the $K$-fibers of the projection $\tilde{V}_m \to E_m$ are points, while the $K$-fibers of the projections $\tilde{V}_m \to V_m$ are easily seen to be isomorphic to $(\text{Nil}_m)_K \times (\text{GL}_{d-m})_K$.

Now, using Proposition 2.6.1 we get:

$$
[E_m] = [\tilde{V}_m] = [\text{Nil}_m][\text{GL}_{d-m}][V_m] = [\text{Nil}_m][\text{GL}_{d-m}] [\text{GL}_d / (\text{GL}_m \times \text{GL}_{d-m})] = \frac{[\text{GL}_d][\text{Nil}_m]}{[\text{GL}_m]}.
$$

Thus

$$
[\mathfrak{gl}_d] = L^{d^2} = \sum_{m=0}^d \frac{[\text{GL}_d][\text{Nil}_m]}{[\text{GL}_m]}.
$$

Now, it is easy to see by induction that $[\text{Nil}_d] = L^{d(d-1)}$.

**Lemma 5.7.3.**

$$
\sum_{l \geq 0} [\mathcal{N}] z^l = \text{Exp} \left( \frac{z}{L - 1} \right).
$$
Proof.
\[
\sum_{l \geq 0} [N_l] z^l = 1 + \sum_{i \geq 1} \left( \frac{L^{i(i-1)}}{(L^i - 1) \cdots (L^i - L^{i-1})} \right) z^i = 1 + \sum_{i \geq 1} \frac{(L^{-1}z)^i}{(1 - L^{-1}) \cdots (1 - L^{-1})}
\]
\[
= \prod_{k > 0} \frac{1}{1 - L^{-k}z} = \exp \left( \frac{L^{-1}z}{1 - L^{-1}} \right) = \exp \left( \frac{z}{L - 1} \right).
\]

\[\Box\]

Let us view \( \sqcup_{l \geq 0} N_l \) as a \( \mathbb{Z} \)-graded stack. Similarly to Lemma 3.8.2 consider pairs \( (T, \varphi) \), where \( T \subset X \) is a finite subset of closed points, \( \varphi : T \to \sqcup_{l \geq 0} N_l \) is a 1-morphism of degree \( d \). We define \( \deg(\varphi) := \sum_{x \in T} [k(x) : k] \deg \varphi(x) \), where \( \deg \varphi(x) = l \) if \( \varphi(x) \in N_l(k(x)) \). We let \( \mathcal{Y}_l \) be the stack classifying such pairs \( (T, \varphi) \) with \( \deg \varphi = l \).

Lemma 5.7.4.
\[
[\mathcal{Y}_d] = [\text{Coh}_{0, d}].
\]

Proof. Let \( Z_d \) be the stack classifying pairs \( (T, \mathcal{E}) \), where \( T \subset X \) is as above, \( \mathcal{E} \) is a torsion sheaf on \( X \) of degree \( d \) set theoretically supported on \( T \). We have a forgetful map \( Z_d \to \text{Coh}_{0, d} \) and an application of Corollary 2.6.2 gives \( [Z_d \to \text{Coh}_{0, d}] = 1_{\text{Coh}_{0, d}} \) (indeed, the set-theoretical reduced support is uniquely defined) so that \( [Z_d] = [\text{Coh}_{0, d}] \).

On the other hand, denote by \( Z_d(i) \) the locally closed substack of \( Z_d \) corresponding to \( T \) such that \( \deg T = \sum_{x \in T} [k(x) : k] = i \). Define \( \mathcal{Y}_d(i) \) similarly. We claim that
\[
[\mathcal{Y}_d(i) \to X^{(i)}] = [Z_d(i) \to X^{(i)}].
\]
Indeed, if \( K \supset k \) is a field extension, then a \( K \)-point of \( X^{(i)} \) is given by a finite subset \( T \subset X_K \). Choose local coordinates at the points of \( T \). The fiber of \( Z_d(i) \to X^{(i)} \) over \( T \subset X_K \), parameterizes all degree \( d \) torsion sheaves supported on \( T \). Every such sheaf \( E \) can be written uniquely as \( \bigoplus_{x \in T} E_x \), and each \( E_x \) can be identified with a pair consisting of a vector space over \( k(x) \) and a nilpotent endomorphism. This gives an isomorphism between this fiber and the corresponding fiber of \( \mathcal{Y}_d(i) \to X^{(i)} \). It remains to use Proposition 2.6.1.

Now we derive from (16) that
\[
[\mathcal{Y}_d] = \sum_i [\mathcal{Y}_d(i)] = \sum_i [Z_d(i)] = [Z_d].
\]

\[\Box\]

Now we prove the proposition using Lemma 3.8.2 and Lemma 5.7.3
\[
\sum_{d \geq 0} \text{Coh}_{0, d} z^d = \sum_{d \geq 0} [\mathcal{Y}_d] z^d = \text{Pow} \left( \sum_{d \geq 0} [N_d] z^d, [X] \right) = \exp \left( \frac{[X]}{L - 1} \right).
\]

\[\Box\]

6. Motivic classes of the stacks of vector bundles with filtrations and proofs of Theorems 1.4.1 and 1.3.3

In this section \( k \) is a field of characteristic zero. We keep assumptions from the previous sections: \( X \) is a smooth geometrically connected projective curve over the field \( k \) and there is a divisor \( D \) on \( X \) defined over \( k \) such that \( \deg D = 1 \).
Fix $s \in \mathbb{Z}_{>0}$ and put $\underline{z} = (z_s, \ldots, z_1)$. Let $r = (r_s, \ldots, r_1)$ be an $s$-tuple of positive integers; set $n = \sum_i r_i$. Set
\[ G^\geq_{\underline{z}}(w) := (E_{r_s}(z_s) \ldots E_{r_1}(z_1) | E^\geq_{\underline{z}}(w)) \]
and
\[ Y^\geq_{\underline{z}}(w) := (E^{vec}_{r_s}(z_s) \ldots E^{vec}_{r_1}(z_1) | E^\geq_{\underline{z}}(w)). \]
The product is taken in $\mathcal{H}$. Note that, up to some powers of $L$, $G^\geq_{\underline{z}}(w)$ (resp. $Y^\geq_{\underline{z}}(w)$) is the generating series for the motivic classes of the moduli stacks of rank $r$ HN-nonnegative coherent sheaves (resp. vector bundles) with partial flags of type $(r_1, \ldots, r_s)$.

### 6.1. Relating $G^\geq$ with $Y^\geq$.

**Proposition 6.1.1.** We have an equation for series with coefficients in $\overline{\text{Mot}}(k)[\sqrt{L}]$:
\[ G^\geq_{\underline{z}}(w) = X^\geq_{\underline{z}}(w) Y^\geq_{\underline{z}}(w), \]
where
\[ X^\geq_{\underline{z}}(w) = \text{Exp} \left( \frac{|X|}{L-1} \left[ \sum_i L^{-\frac{i}{2}(n+r_i)}z_i w + \sum_{i>j} \frac{z_i}{z_j} \left( L^{\frac{n}{2}} - L^{-\frac{i}{2}} \right) \left( L^{-\frac{i}{2}} - L^{-\frac{j}{2}} \right) \right] \right). \]
Note that, for this to make sense, we need to extend $\text{Exp}$ to the ideal of the ring $\overline{\text{Mot}}(k)[\sqrt{L}]$ consisting of series without constant term; but this is straightforward.

**Proof.** The proof repeats that of [Sch2, Prop. 5.1]. It uses Proposition 5.5.3, Lemma 5.6.1, Proposition 5.6.1 (iii), and Proposition 5.7.1. The only slight difference is that we do not use coassociativity to prove the equation
\[ \left( \prod_{i=1}^s E_0(L^{-\frac{i}{2}}z_i) \right) E_0(L^{-\frac{i}{2}}w) = \prod_{i=1}^s \left( E_0(L^{-\frac{i}{2}}z_i) | E_0(L^{-\frac{i}{2}}w) \right) \]
but we apply Proposition 5.5.3 (ii) and Lemma 5.4.1 $s - 1$ times instead. \(\square\)

### 6.2. Calculation of $Y^\geq$.
Our first goal is to calculate $Y^\geq_{\underline{z}}(w)$, where $\underline{1} = (1, \ldots, 1) = 1^s$. Set also
\[ Y^\leq_{\underline{z}}(w) = (E^{vec}_{1}(z_s) \ldots E^{vec}_{1}(z_1) | E^\leq_{\underline{z}}(w)), \quad Y^\leq_{\underline{z}}(w) = (E^{vec}_{1}(z_s) \ldots E^{vec}_{1}(z_1) | E^\leq_{\underline{z}}(w)) \]
We note that $E^{vec}_{1}(z_i) \in \mathcal{H}_{\text{fin}}([z_i^{-1}, z_i])$, so $Y^\leq_{\underline{z}}(w)$ makes sense. We need a simple lemma.

**Lemma 6.2.1.**
\[ Y^\leq_{\underline{z}}(w) = L^g \left( \frac{(s-1)^s}{s!} \right) [\text{Jac}]^s \sum_{d_1, \ldots, d_s} z_1^{d_1} \ldots z_s^{d_s} \frac{1}{s!} \sum_{i} d_i (2i - s - 1) w \Sigma_i d_i. \]

**Proof.** According to [15], we have
\[ Y^\leq_{\underline{z}}(w) = L^g \left( 1 \right) \frac{(s-1)^s}{s!} \sum_{d_1, \ldots, d_s} L^{\frac{(s-1)^s}{s!} \sum_{d_1, \ldots, d_s}} [\text{Bun}_{s, d_1, \ldots, d_s}] z_1^{d_1} \ldots z_s^{d_s} \Sigma_i d_i. \]
Thus it is enough to show that
\[ [\text{Bun}_{s, d_1, \ldots, d_s}] = L^g \frac{(s-1)^s}{s!} \cdot (s-1)^s \cdot (s-1)^s \cdot \ldots \cdot (s-1)^s [\text{Jac}]^s. \]
This is proved by induction on $s$. Consider the morphism
\[ \text{Bun}_{s, d_1, \ldots, d_s} \to \text{Bun}_{s-1, d_1, \ldots, d_{s-1}} \times \text{Pic}^{d_s}. \]
sending \((E_1 \subset \ldots \subset E_{s-1} \subset E_s)\) to \(((E_1 \subset \ldots \subset E_{s-1}, E_s/E_{s-1})\). It is enough to show that the motivic classes of its fibers are equal to
\[
\mathbb{L}^{(g-1)(s-1)+s(s-1)\langle d_s - d_1 - \ldots - d_{s-1} \rangle}.
\]

The fibers are the stacks \(\text{Ext}^1(E_s/E_{s-1}, E_{s-1})/\text{Hom}(E_s/E_{s-1}, E_{s-1})\) of dimension
\[
\dim \text{Ext}^1(E_s/E_{s-1}, E_{s-1}) - \dim \text{Hom}(E_s/E_{s-1}, E_{s-1}) = -(s-1) (d_s + s-1 - d_1 - \ldots - d_{s-1}) = (g-1)(s-1) + s(s-1)d_s - d_1 - \ldots - d_{s-1}.
\]

This completes the proof. (Cf. the proof of Lemma \[3.6.2\]) \(\square\)

Our nearest goal is to prove the motivic analogue of [Sch2] Prop. 5.3. The proof is very similar to the one given in [Sch2] except for two points. The first is that we do not have an honest comultiplication on \(\mathcal{H}\) but this problem is minor. The more important thing is that we do not know a priori that our series are expansions of rational functions. We will see, however, that this follows from the proof.

Recall that we defined normalized motivic zeta-function \(\hat{\zeta}_X\) and regularized motivic zeta-function \(\hat{\zeta}_X^*\) in Section \[1.3.1\]. We will drop the index \(X\) from now on.

**Proposition 6.2.2.** For any \(s \geq 1\) we have
\[
Y_{\geq 0}^s(z, w) = \frac{L^s \mathbb{L}^{(g-1)(s-1)|\text{Jac}|^s} \sum_{1 \leq i < j} \sigma} {\prod_{i < j} \hat{\zeta}(\frac{z_i}{z_j}) \prod_{i < j} \left( \frac{1}{1 - \mathbb{L}^s z_i z_j w} \right) \prod_{i < j} \left( \frac{1}{1 - \mathbb{L}^{-s} z_i z_j w} \right)}
\]

and
\[
Y_{< 0}^s(z, w) = (-1)^s \frac{L^s \mathbb{L}^{(g-1)(s-1)|\text{Jac}|^s} \sum_{1 \leq i < j} \sigma} {\prod_{i < j} \hat{\zeta}(\frac{z_i}{z_j}) \prod_{i < j} \left( \frac{1}{1 - \mathbb{L}^{-s} z_i z_j w} \right) \prod_{i < j} \left( \frac{1}{1 - \mathbb{L}^{-s} z_i z_j w} \right)}
\]

where the rational functions are expanded in the regions \(z_1 \gg \ldots \gg z_s, w \ll 1\) and \(z_1 \gg \ldots \gg z_s, w \gg 1\) respectively.

**Remark 6.2.3.** The coefficients of the rational functions in the RHS of (17) and (18) belong to the ring \(\text{Mot}(\text{k})[\sqrt{\mathbb{L}}]\), and it is not known whether this ring is integral. Thus some care should be taken. Note, however, that the RHS of (17) can be written in the form
\[
\frac{P(z, w)}{M(z, w)(1 + Q(z, w))},
\]

where \(P(z, w)\) is a polynomial, \(M(z, w)\) is a monomial in \(z\) and \(w\), \(Q(z, w)\) is a polynomial in \(z_{i+1}/z_i\) and \(z_iw\) without constant term (see Lemma \[1.3.1\]). Thus we define the expansion as
\[
\frac{P(z, w)}{M(z, w)(1 + Q(z, w))} = \frac{P(z, w)}{M(z, w)} \left( \sum_{i \geq 0} (-Q(z, w))^i \right).
\]

Similar considerations apply to (18) and to the coefficients of \(w\)-expansions of the RHS of (17) and (18).

**Proof of Proposition 6.2.2.** The proof is analogous to that of [Sch2], we indicate the places, where some changes are needed. We use induction on \(s\). The case \(s = 1\) is easy (the proof repeats that of [Sch2]). Next, set \(E^v_1(z) = E^v_1(z_s) \ldots E^v_1(z_1)\). Using Lemma \[5.6.1\](ii) and the fact that \(\mathcal{H}_{fin}\) is a subalgebra of \(\mathcal{H}\), we get (cf. also Remark \[6.2\])
\[
Y_{\leq 0}^1(z, w) = Y_{\leq 0}^s(z, w) + \sum_{u + t = s \atop u, t > 0} \mathbb{L}^{\frac{1}{2}(g-1)ut} \left( E^v_{\leq 0} \right) E^v_{< 0} (L^\frac{1}{2} w) E^v_{> 0} (L^{-\frac{1}{2}} w).
\]
By Proposition 5.5.3 we get

\[ \Delta(E_{11}^{\text{vec}}(z)) = E_{11}^{\text{vec}}(z) \otimes 1 + E_0(L^\frac{1}{2} z)E_0(L^{-\frac{1}{2}} z)^{-1}k_1 \otimes E_{11}^{\text{vec}}(z). \]

Let \( \sigma : \{1, \ldots, s\} \to \{1, 2\} \) be a map, set

\[ X_\sigma = \prod_i C_{\sigma(i)}(z_i), \]

where \( C_1(z) = E_{11}^{\text{vec}}(z) \otimes 1, \ 
C_2(z) = E_0(L^\frac{1}{2} z)E_0(L^{-\frac{1}{2}} z)^{-1}k_1 \otimes E_{11}^{\text{vec}}(z). \)

We get by Proposition 5.3.2

\[ \Delta(E_{11}^{\text{vec}}(z)) = \sum_{\sigma} X_\sigma. \]

Thus, denoting by \( \Delta_{u,t} \) the component of \( \Delta \) of rank \((u, t)\), we get

\[ \Delta_{u,t}(E_{11}^{\text{vec}}(z)) = \sum_{\sigma \in Sh_{u,t}} X_\sigma. \]

where \( Sh_{u,t} \) denotes the set of \((u, t)\)-shuffles, that is, maps \( \sigma : \{1, \ldots, u + t\} \to \{1, 2\} \) such that 1 has exactly \( u \) preimages. Now combining (19) and Lemma 5.4.1 we get

\[ Y_{11}(z, w) = Y_{11}^{\geq 0}(z, w) + Y_{11}^{< 0}(z, w) + \sum_{u + t = s} \sum_{\sigma \in Sh_{u,t}} \sum_{j} L^\frac{j}{2}(g^{-1})^{ut} \left( X_\sigma | E_u^{\text{vec}}(L^\frac{1}{2} w) \otimes E_t^{\geq 0}(L^{-\frac{1}{2}} w) \right). \]

Fix \( \sigma \in Sh_{u,t} \) and set

\[ H_\sigma(z) = \prod_{(i, j), j \geq i, \sigma(i) = 1, \sigma(j) = 2} \zeta \left( \frac{z_i}{z_j} \right) \]

(We expand \( H_\sigma \) in \( z_1 \gg \ldots \gg z_n \).) Now, repeating literally the argument from [Sch2] and using Proposition 5.5.3.1 and Lemma 5.4.1(ii), we get

\[ X_\sigma = H_\sigma(z) \cdot \left( \prod_{i, \sigma(i) = 1} E_{11}^{\text{vec}}(z_i) \prod_{j, \sigma(j) = 2} E_0(L^\frac{1}{2} z_j)E_0(L^{-\frac{1}{2}} z_j)^{-1}k_1 \otimes E_{11}^{\text{vec}}(z_j) \right) \]

Plugging this into (20), we get as in [Sch2]

\[ Y_{11}(z, w) = Y_{11}^{\geq 0}(z, w) + Y_{11}^{< 0}(z, w) + \sum_{u + t = s} \sum_{\sigma \in Sh_{u,t}} Y_{11}(z, w), \]

with

\[ Y_{11}(z, w) = L^\frac{j}{2}(g^{-1})^{ut} H_\sigma(z)Y_{11}^{\geq 0}(z_{i_1}, \ldots, z_{i_1}, L^\frac{1}{2} w)Y_{11}^{< 0}(z_{j_1}, \ldots, z_{j_1}, L^{-\frac{1}{2}} w), \]

where \((i_1, \ldots, i_1)\) (resp. \((j_1, \ldots, j_1)\)) are the reordering in the decreasing order of the set \( \sigma^{-1}(1) \) (resp. \( \sigma^{-1}(2) \)).

Now let us write

\[ Y_{11}^{\geq 0}(z, w) = \sum_{n \geq 0} y_n^{> 0}(z)w^n, \quad Y_{11}^{< 0}(z, w) = \sum_{n < 0} y_n^{< 0}(z)w^n, \quad Y_{11}(z, w) = \sum_{n} y_n(\sigma)w^n. \]

As in [Sch2] (5.11), using Lemma 6.2.1 we can write (21) as

\[ L^\frac{j}{2}(g^{-1})^{ut} \sum_{l_1, \ldots, l_s \in \mathbb{Z}} z_{l_1} \ldots z_{l_s} L^\frac{1}{2} \sum_{l_1, \ldots, l_s = 0} \left( \sum_{l_i = 0} \right) n^{(2s-1)} = y_n^{\geq 0}(\sigma) + \sum_{w, \sigma} y_n(\sigma) \]

for \( n \geq 0 \). (And the similar statement is true for \( n < 0 \) if we replace \( y_n^{\geq 0} \) by \( y_n^{< 0} \).)
We know from the induction hypothesis that each $y_{r,n}$ is an expansion of a rational function in a certain asymptotic region in the sense of Remark 6.2.3. However, we do not know a priori that $y^{0}_n$ and $y^{<0}_n$ are expansions of rational functions. Let us prove this. Note two things.

(*) There is a polynomial $R(z)$ in $z_{i+1}/z_i$ with constant term one such that $R(z)y^{0}_n(z)$ is a Laurent polynomial. This follows from Remark 6.2.3 and the fact that the LHS of (22) is annihilated by $\prod_i(1 - \langle Lz_{i+1}/z_i \rangle$.

(**) $y^{0}_n(z)$ belongs to

$$\text{Mot}(k)[\sqrt{\mathbb{L}}] \left( \left( \frac{z_1}{z_1}, \ldots, \frac{z_s}{z_{s-1}} \right) \right).$$

This is proved similarly to Lemma 12.2.

**Lemma 6.2.4.** Any formal power series satisfying (*) and (**) is an expansion of a rational function in the region $z_1 \gg \ldots \gg z_s$.

**Proof.** Let $Q(z)$ be a formal power series satisfying (*) and (**). Let $R(z)$ be a polynomial in $z_{i+1}/z_i$ with constant term one such that $P(z) = R(z)Q(z)$ is a Laurent polynomial. Subtracting from $Q(z)$ the expansion of $P(z)/R(z)$ in the region $z_1 \gg \ldots \gg z_s$, we may assume that $P = 0$. However, $R$ is a non-zero divisor in (23).

We see that $y^{0}_n(z)$ is an expansion of a rational function in the asymptotic region $z_1 \gg \ldots \gg z_s$. Similar considerations show that $y^{<0}_n(z)$ is an expansion of a rational function in the same region. The rest of the proof is completely similar to that of [Sch2, Prop. 5.3].

Recall that in Section 1.3.2 for a partition $\lambda = 1^{r_1}2^{r_2} \ldots t^{r_t}$ such that $\sum_i r_i = n$, we defined the iterated residue $\text{res}_\lambda$.

**Corollary 6.2.5.** We have the following equations of series with coefficients in $\text{Mot}(k)[\sqrt{\mathbb{L}}]$.

$$Y_{n}^{\geq 0}(\mathbb{L}^{-\frac{4}{r_1}z_{1+r_1}}, \ldots, \mathbb{L}^{-\frac{4}{r_t}z_{1+r_t}}, \ldots, \mathbb{L}^{-\frac{4}{r_1}z_{1}}, w) = \mathbb{L}^{L(\omega)} \prod_i \text{vol}_{r_i} \left[ \frac{1}{\prod_{i<j} \xi \left( \frac{z_i}{z_j} \right)} \sum_{\sigma \in \mathfrak{S}_n} \left\{ \prod_{i<j} \xi \left( \frac{z_i}{z_j} \right) \prod_{i<n} \frac{1}{1 - L \frac{z_{i+1}}{z_i}} \right\} \prod_{j=1}^{n} dz_j \right]$$

where

$$b(\lambda) = \frac{1}{2}(g - 1) \sum_{i<j} r_i r_j.$$

**Proof.** Combine the previous proposition with $s = n$ and Proposition 5.5.3 [Sch2] (cf. Sch2 (15.15)).

6.3. Proof of Theorem 1.4.1 Combining Proposition 6.1.1 with Proposition 6.2.5 we get a formula for $G_{r,d}^{\geq 0}$. Let $e_{r,d}^{\text{coh,nilp}}$ be the moduli stack of coherent sheaves on $X$ of class $(r, d)$ with nilpotent endomorphisms. Let $e_{r,d}^{\geq 0, \text{coh,nilp}}$ denote the constructible subset corresponding to HN-nonnegative sheaves. Repeating almost literally the arguments from Sch2, Sect. 3, Sect. 5.1, Sect. 5.6–5.7, we get

$$\sum_{r,d \geq 0} e_{r,d}^{\geq 0, \text{coh,nilp}} w^rz^d = \sum_{\lambda} \mathbb{L}^{(g-1)(\lambda, \lambda)} J^{\text{mot}}_{\lambda}(z) H^{\text{mot}}_{\lambda}(z) w^{\lambda} \cdot \exp \left( \frac{[X]}{L - 1}, \frac{z}{1 - z} \right),$$

where $\frac{z}{1 - z}$ is expanded in powers of $z$. 
Lemma 6.3.1. We have in \( \text{Mot}(k)[[z, w]] \)
\[
\sum_{r,d \geq 0} [\xi^{\geq 0, coh,nillp}_{r,d}] w^r z^d = \sum_{r,d \geq 0} [\xi^{\geq 0,nillp}_{r,d}] w^r z^d . \sum_{d \geq 0} [\xi^{coh,nillp}_{0,d}] z^d .
\]

Proof. Fix \( r \) and \( d \). Consider the stratification \( \xi^{\geq 0, coh,nillp}_{r,d} = \subseteq \xi_i \), where \( \xi_i \) consists of pairs \( (F, \Phi) \) such that the torsion part of \( F \) has degree \( i \). It is enough to show that
\[
[\xi^{\geq 0,nillp}_{r,d} \times \text{Coh}_{0,i}] \rightarrow \text{Coh}_{r,d} = [\xi_i \rightarrow \text{Coh}_{r,d}],
\]
where the 1-morphism \( \Phi \) is defined as \( ((E, \Psi), (T, \Phi)) \rightarrow E \oplus T \). Let \( \xi : \text{Spec} K \rightarrow \text{Coh}_{r,d} \) be a point represented by a coherent sheaf \( F \) over \( X_K \). Write \( F = T \oplus E \), where \( T \) is torsion, \( E \) is torsion free. According to Proposition 2.6.1 we need to check that the \( \xi \)-fibers of \( \varphi \) and \( \psi \) have the same motivic classes. We may assume that \( T \) has degree \( i \) and that \( E \) is HN-nonnegative (otherwise both fibers are empty).

The \( \xi \)-fiber of \( \psi \) is the motivic class of \( \text{Nil}(T \oplus E) \), where the notation stands for the nilpotent cone of the algebra \( \text{End}(T \oplus E) \). The \( \xi \)-fiber of the direct sum morphism \( \text{Coh}_{r,d} \rightarrow \text{Coh}_{r,d} \) is the additive group \( \text{Hom}(T, E) \). Thus the \( \xi \)-fiber of \( \varphi \) is equal to
\[
\text{Nil}(T) \times \text{Nil}(E) \times \text{Hom}(T, E).
\]
Using the fact that every endomorphism of \( T \oplus E \) preserves \( T \), it is easy to see that the above scheme is isomorphic to \( \text{Nil}(T \oplus E) \). Proposition 2.6.1 completes the proof, (cf. the proof of [MS, Thm. 1.4]).

Lemma 6.3.2.
\[
\sum_{r,d \geq 0} [\xi^{coh,nillp}_{0,d}] z^d = \text{Exp} \left( \frac{[X]}{L - 1} \cdot \frac{z}{1 - z} \right).
\]

Proof. Put \( w = 0 \) in (24).

Combining (24) and the last two lemmas, we get Theorem 1.3.3.

6.4. Proof of Theorem 1.3.3. We claim that
\[
(M^{\geq 0,ss}_{r,d}) = H_{r,d}.
\]
(We use notation from Sections 1.3.2 and 3.3.) According to Lemma 3.7.1 we just need to show that
\[
\prod_{\tau \geq 0} \left( 1 + \sum_{d/r = \tau} L^{(1-g)r^2}[M^{\geq 0,ss}_{r,d}] w^r z^d \right) = \prod_{\tau \geq 0} \left( \text{Exp} \left( \sum_{d/r = \tau} B_{r,d} w^r z^d \right) \right).
\]
By Proposition 3.6.1 the LHS is equal to
\[
1 + \sum_{r > 0, d \geq 0} L^{(1-g)r^2}[M^{\geq 0}_{r,d}] w^r z^d.
\]
The RHS is equal to
\[
\text{Exp} \left( \sum_{d,r \geq 0} B_{r,d} w^r z^d \right) = \text{Exp} \left( L \text{Log} \left( \sum_{\lambda} L^{(g-1)(\lambda, \lambda)} J^{mot}_{\lambda}(z) H^{mot}_{\lambda}(z) w^{|\lambda|} \right) \right) = \text{Pow} \left( \sum_{\lambda} L^{(g-1)(\lambda, \lambda)} J^{mot}_{\lambda}(z) H^{mot}_{\lambda}(z) w^{|\lambda|}, L \right).
\]
(We used a property of \( \text{Exp} \) and the definition of \( \text{Pow} \).) According to Theorem 1.3.1 and Proposition 3.8.1 the last expression is equal to \( \sum_{r,d}[\xi^{\geq 0}_{r,d}] w^r z^d \). Now Lemma 3.3.2(i) completes the proof of (24).

Finally, Lemma 3.3.2(i) completes the proof of Theorem 1.3.3.
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