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Abstract

We propose a new task for sound event detection (SED): sound event triage (SET). The goal of SET is to detect an arbitrary number of high-priority event classes while allowing misdetections of low-priority event classes where the priority is given for each event class. In conventional methods of SED for targeting a specific sound event class, it is only possible to give priority to a single event class. Moreover, the level of priority is not adjustable, i.e., the conventional methods can use only types of target event class such as one-hot vector, as inputs. To flexibly control much information on the target event, the proposed SET exploits not only types of target sound but also the extent to which each target sound is detected with priority. To implement the detection of events with priority, we propose class-weighted training, in which loss functions and the network are stochastically weighted by the priority parameter of each class. As this is the first paper on SET, we particularly introduce an implementation of single target SET, which is a sub-task of SET. The results of the experiments using the URBAN–SED dataset show that the proposed method of single target SET outperforms the conventional SED method by 8.70, 6.66, and 6.09 percentage points for “air conditioner,” “car horn,” and “street music,” respectively, in terms of the intersection-based F-score. For the average score of classes, the proposed methods increase the intersection-based F-score by up to 3.37 percentage points compared with the conventional SED and other target-class-conditioned models.
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1 Introduction

In our everyday life, humans utilize much information obtained from various environmental sounds [1]. The automatic analysis of environmental sounds will lead to the realization of many applications, e.g., anomalous sound detection systems [2], life-logging systems [3], systems for hard-of-hearing persons [4], systems for smart cars [5], and monitoring systems [6].

Sound event detection (SED) [7] is a major task in environmental sound analysis, which identifies sound event classes (e.g., “dog barking,” “car passing by,” and “people walking”) with those time stamps. In conventional SED, many methods using the hidden Markov model (HMM) [8, 9] and non-negative matrix factorization (NMF) [10, 11] have been proposed. Recently, numerous deep neural network (DNN)-based SED methods have been developed. In DNN-based SED, the convolutional neural network (CNN) [12], recurrent neural network (RNN) [13], and convolutional bidirectional gated recurrent unit (CNN–BiGRU) [14] have been applied. Moreover, some studies have shown that the self-attention-based Transformer [15, 16] and Conformer [17] are useful for SED.

The target sounds to be analyzed depend on the user or application. In the analysis of environmental sounds, a method to target a specific class in sound event localization and detection (SELD) has been proposed [18]. For SED, target sound detection (TSD) has been proposed by Yang et al. [19], in which only the single target sound class is detected, where a reference audio signal or a one-hot
vector of the target sound is input to the TSD model. In SED, the goal is to generalize the performance of detecting all sound events, i.e., the SED models are trained to equally detect all of the sound events in a dataset. The widely used objective function of SED, binary cross entropy, is equally weighted for each event class. In real environments, however, the detection priority for each event depends on the user or application. For example, when SED is used for a surveillance system, anomalous events such as “gunshot” or “baby crying” have to be preferentially detected over other events. On the other hand, in the case of a life-logging system, a sound event “kettle” or “footsteps” has to be more preferentially detected in addition to other events. The conventional TSD system is trained only once on many event types and allows the user to choose a target event to focus on during inference. However, its limitation is that the degree of interest cannot be controlled.

To tackle this problem, we propose a new SED task: sound event triage (SET). The goal of SET is to improve the performance of detecting an arbitrary number of high-priority sound event classes while allowing the performance of detecting low-priority event classes to be compromised where the priority is given for each event class, that is, the triage. In Fig. 1, the concept of the SET task is illustrated. A SET system enables user-preference sound event detection. The difference between the conventional methods for SED including TSD [19] and the SET task is whether the degree to which events are detected with priority can be set. Both SET and TSD models are trained once and select a class of interest. Furthermore, only SET models can control the degree of the class of interest, i.e., the priority, at an inference stage. For this first paper on SET, we design a network architecture for single target SET that is a subtask of SET, wherein the single event class is targeted with priority, and evaluate it in detail. We propose a method for single target SET where loss-conditional training [20] is utilized for detecting sound events with priority.

2 Related works
In this section, we describe works related to the proposed method. In particular, the section comprises three subsections: strongly supervised SED, the conventional methods of environmental sound analysis using class-conditional techniques, and You Only Train Once (YOTO) [20], with which the arbitrary linear combination of loss weights for multiple tasks can be set with a single model.

2.1 Strongly supervised SED
In strongly supervised SED, given a SED model \( f \), model parameters \( \Theta \), an acoustic feature \( X \), and a ground truth \( z_{n,t} \in \{0, 1\} \) for a sound event \( n \) in time \( t \), the SED model
outputs the probability $y_{n,t}$ for the event $n$ and time frame $t$:

$$y_{n,t} = P(z_{n,t} \mid f, \Theta, X).$$  \hfill (1)

In the training of the DNN-based SED model, to optimize the model parameters $\Theta$, the following binary cross-entropy (BCE) loss function is used:

$$\mathcal{L}_{\text{SED}} = - \sum_{n=1}^{N} \left( z_{n,t} \log(y_{n,t}) + (1 - z_{n,t})\log(1 - s(y_{n,t})) \right)$$

$$= - \sum_{n=1}^{N} \sum_{t=1}^{T} \left\{ z_{n,t}\log(y_{n,t}) + (1 - z_{n,t})\log(1 - s(y_{n,t})) \right\},$$

where $s(\cdot)$ denotes the sigmoid function. $N$ and $T$ are the numbers of sound event classes and total time frames, respectively. In an inference stage of SED, $s(y_{n,t})$ is binairezed with a predefined threshold to obtain detection results. As can be seen in Eq. 3, all sound events are equally weighted for generalizing the performance of detecting all sound events.

### 2.2 Methods of environmental sound analysis for targeting a specific sound

In the analysis of environmental sounds, several methods considering user-guided or target-class-conditioned information have been proposed [18, 19]. In works related to SED, TSD [19] and class-conditioned SELD where information on target event classes or sounds is employed [18] have been studied. Yang et al. [19] have proposed the TSD task derived from SED, which detects target sound events with a one-hot vector of the target event class. In the TSD network, a reference signal or a one-hot vector of the target event class is input to a network as a condition, which is embedded and then fused with a SED network. Slizovskaia et al. [18] have proposed the class-conditioned SELD, which analyzes a specific-target event similarly to TSD to detect the target sound using a one-hot vector of the target class. These conventional systems related to SED can only handle information about the types of sound to be analyzed, not the degree of priority given to the events of special interest.

### 2.3 YOTO

YOTO [20] is a technique that enables a single network to change into various specialist models without retraining in inference stages. Each specialist model has better performance for a particular task. For example, we assume two specialist models, image-quality and compression-rate specialists [20]. In this case, a single network using YOTO can change into the two specialists or a model with an intermediate expertise of the two specialists without retraining in inference stages. The YOTO scheme is efficient in terms of the training cost or model complexity compared with multiple networks for each type of expertise.

In YOTO, we assume a problem setting that a single DNN-based network performs multiple tasks where the network is trained with multiple losses for each task. Let $\mathcal{L}_m$ be a loss function for task $m$. The following loss function is often used for optimizing the parameters of the network:

$$\mathcal{L} = \sum_{m=1}^{M} \lambda_m \mathcal{L}_m,$$

where $\lambda_m (0 \leq \lambda_m \leq 1.0)$ is the $m$-th element of a vector $\lambda$ for balancing among the tasks. $M$ denotes the number of tasks. In the training stage, the single network is trained with various $\lambda$. In inference stages, an arbitrary $\lambda$ can be input to the single network trained. When $\lambda_m$ is set to be larger than those in other tasks, the network focuses on the training and/or inference of task $m$ instead of other tasks.

### 3 Proposed method

#### 3.1 Framework of SET

In the SET task, an arbitrary number of event classes are detected with priority. In the training stage of SET, triage weights are given for detecting target events with priority in addition to acoustic features and model parameters.

$$y_{n,t} = P(z_{n,t} \mid f, \Theta, X, \lambda),$$

where $\lambda = (\lambda_1, \lambda_2, ..., \lambda_N)$ are the parameters for the triage, that is, detecting sound events with priority. $\lambda_n (0 \leq \lambda_n \leq 1.0)$ is a triage weight for the sound event $n$. In an inference stage of SET, an arbitrary triage parameter $\lambda$ is input to the SET model. When $\lambda_n$ is set to a larger value than the others, the model targets with higher priority the sound event $n$ than the other events. Examples of the loss functions on the right side in Fig. 2 are described in section 3.4.

#### 3.2 Class-weighted training

In the DNN-based SED, as shown in Eq. 3, the BCE loss can be divided into losses of each event class. In other words, the BCE loss can be regarded as the sum of losses for the task of detecting each sound event class. To train a SET model, the following loss function is used:

$$\mathcal{L}_{\text{SET}} = \mathcal{L}(F(X, \lambda), Z, \lambda)$$
\begin{equation}
   \ell_n \mathcal{L}_{\text{SED}}(y_n, z_n),
   \tag{7}
\end{equation}

where \( F(\cdot) \) is the output of a SED model, \( Z \) and \( \lambda \) indicate the outputs of the model and triage parameters, respectively. \( \mathcal{L}_{\text{SED}}(y_n, z_n) \) and \( \lambda_n \) are the loss function and triage parameter for event class \( n \), where \( y_n \) and \( z_n \) are \( \{y_{n,1}, \ldots, y_{n,T}\} \) and \( \{z_{n,1}, \ldots, z_{n,T}\} \), respectively. The loss functions for each event class are weighted by the priority parameters of each class. We call the training scheme using the loss function “class-weighted training.” As shown in Fig. 2, used for the loss calculation (Eq. 7) in the training stage.

The priority parameters of each class are weighted by the sampled parameters \( \lambda \) from Eq. 6, both the SED model and the loss function are conditioned with the triage parameters. To use arbitrary \( \lambda_n \) in inference stages of a SET network, \( \lambda = (\lambda_1, \lambda_2, ..., \lambda_N) \) are repeatedly and randomly sampled from a distribution during the training, which cover various \( \lambda \) values in the single SET network. The sampled parameters \( \lambda \) are input to the SET network and used for the loss calculation (Eq. 7) in the training stage. As shown in Fig. 2, \( \lambda \) values are firstly fed to two multi-layer perceptrons (MLPs). The MLPs output two vectors, \( \mu = (\mu_1, \mu_2, ..., \mu_C) \) and \( \sigma = (\sigma_1, \sigma_2, ..., \sigma_C) \). As shown in Fig. 3, feature-wise linear modulation (FiLM) [21] is then used to bridge between the outputs of the MLPs and the SED model for detecting events (Fig. 2). The FiLM is applied to a feature map in CNN layers of the SED model. The feature map is multiplied by \( \sigma \) and added to \( \mu \): \( M_{ijc} = M_{ijc}\sigma_c + \mu_c \). Here, \( M_{ijc} \) is a feature at a location \((i, j)\) of a channel index \( c \) in a feature map of a CNN layer, as shown in Fig. 3. FiLM has been reported to perform better than including conditional information, e.g., the triage weights, as additional inputs to the network [20]. Because all the CNN layers in our network have the same number of channels, we feed the same \( \mu \) and \( \sigma \) to all of them for convenience. In addition to the conditioning of the SED model, the sampled \( \lambda \) values are directly used for the losses (Eq. 7) in training stages.

### 3.3 Single target SET

As the initial work of SET, we introduce a model training scheme for the single target SET, which is a subtask of SET. In Fig. 2, the overview of single target SET method in the training stage is shown. For single target SET, as the distribution of the triage weight \( \lambda_w \), we use the Dirichlet distribution \( \mathcal{D}(\alpha) \). The probability density function of the \((K - 1)\)-dimensional Dirichlet distribution is

\begin{equation}
   \mathcal{D}(\alpha) = \frac{\Gamma(\sum_{k=1}^{K} \alpha_k)}{\prod_{k=1}^{K} \Gamma(\alpha_k)} \prod_{k=1}^{K} \alpha_k^{x_k-1},
   \tag{8}
\end{equation}

\begin{equation}
   s.t. \sum_{k=1}^{K} \alpha_k = 1,
   \tag{9}
\end{equation}

where \( \alpha_k > 0 \) and \( \alpha_k > 0 \) are stochastic variables for a dimension \( k \) and a parameter for the shape of the distribution. \( \Gamma(\cdot) \) represent the gamma function. In a training stage of a SET model, we need a distribution that can be
controlled to give a larger weight into a specific class (target) than into other classes (nontarget). The Dirichlet distribution with smaller $\alpha$ produces such a vector for giving a larger weight into a specific class. The Dirichlet distribution is suitable for single target SET because one class has a larger weight than the others by setting $\alpha$ smaller.

Our single target SET model is conditioned by class-weighted training using YOTO, where the triage weight $\lambda_n$ is sampled for each sound event class, to handle arbitrary $N$, i.e., the priority of the detection. $N$ is also multiplied by inputs of the MLPs for conditioning the SED model, as shown in Fig. 2.

### 3.4 SET losses with priority of event classes

To perform our SET, Eq. 7 is specified in this section. We propose two loss functions for the class-weighted training of SET. First, we introduce a loss function of SET with active and inactive frames (SET–AI) as follows.

$$
\mathcal{L}_{\text{SET–AI}} = - \sum_{n=1}^{N} \{ N \lambda_n z_n \log(s(y_n)) 
+ (1 - z_n) \log(1 - s(y_n)) \} 
$$

where $z_n$ is the triage weight $\lambda_n$ is sampled for each sound event class.

In SET–AI, the triage weight $\lambda_n$ affects the active and inactive frames of sound event $n$. When $\lambda_n$ is set to a larger value than the others, the model focuses on the training and/or inference of the active and inactive frames of event $n$ compared with the others. In SET–AI, the loss of inactive frames is multiplied by $\lambda_n$.

A large number of inactive frames disturb the training of active frames, as reported in [22]. Hence, only the loss of active frames is multiplied by $\lambda_n$. Thus, we also introduce a loss function of SET with active frames (SET–A), wherein the model focuses on the training of the active frames, as follows.

$$
\mathcal{L}_{\text{SET–A}} = - \sum_{n=1}^{N} \sum_{t=1}^{T} \{ N \lambda_n z_n,t \log(s(y_{n,t})) 
+ (1 - z_n,t) \log(1 - s(y_{n,t})) \} 
$$

The difference between SET–AI and SET–A is whether the number of inactive frames is multiplied by the triage weight $\lambda_n$.

### 4 Experiments

#### 4.1 Experimental conditions

To evaluate the effectiveness of our methods, we conducted the following experiments:

[Experiment 1]: We verified that class-weighted training enables the detection of sound events with...
priority in terms of $F$-scores (Sections 4.2.1 and 4.2.2).

[Experiment 2]: To analyze in more detail the properties of the proposed methods, we observed misdetection results in terms of insertion or deletion rate for the proposed methods (Section 4.2.3).

[Experiment 3]: We investigated how the triage weights are affected for each event class and evaluation metric (Section 4.2.4).

For the experiments, we used the URBAN–SED [23] dataset. URBAN–SED includes 10,000 synthetic audio clips (train, 6000; validation, 2000; test, 2000), where the duration of each clip is 10 s with a sampling rate of 44,100 Hz. The dataset consists of 10 sound event classes. In Fig. 4, the numbers of active and inactive frames for each event are indicated. As acoustic features, we used 64-dimensional log-mel band energies, which were calculated with the window size of 40 ms and the hop size of 20 ms. This setup is based on the baseline system of DCASE2018 Challenge task4 [24]. The threshold value for detecting events is tuned using the validation sets for each event class and method with the intersection-based $F$-score. The other hyperparameters are also optimized with the intersection-based $F$-score. For post-processing before detection, a median filter is applied, where the filter size is tuned with the validation sets for each event class and method. The batch size was 64, and models were trained with 100 epochs. To measure the detection performance, we used frame-based and intersection-based metrics [25]. In the intersection-based metric, the detection tolerance criterion (DTC) and ground truth intersection criterion (GTC) are both set to 0.5.

As the SED model in Fig. 2, we used two models. We used CNN–BiGRU with selective kernel units (CNN–BiGRU–SK) [26, 27], which achieved the best performance in DCASE2021 Challenge task4. In CNN–BiGRU–SK, kernels of multiple sizes are adopted in a CNN of a single model to handle various types of sound event. Moreover, for comparison, we used the TSD model [19]. We used two versions of the TSD model: conditioned with a one-hot vector and with a reference signal. For the one-hot-vector-based TSD model, to make the conditions for TSD and our SET the same, we used only the detection and conditional networks. In other words, we did not employ the classification loss, which is used only when the TSD model is conditioned by a reference signal. We used the same architecture as in the one-hot-vector-based TSD model for the detection network. For the conditional network of the one-hot-vector-based TSD model, we used the same two MLP layers as that in the single target SET method because one-hot vectors of sound events were utilized instead of reference signal. For the reference-signal-based TSD model, we randomly chose clips of UrbanSound8k [28], as in [19]. Other detailed parameters are shown in Table 1. In Table 1, “FC” means fully connected.

The FiLM operation ($\hat{m}_{ijc} = \sigma_c m_{ijc} + \mu_c$) was implemented between convolution and max pooling in each CNN layer. As shown in Fig. 2, the SED model and two
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MLPs are simultaneously optimized using the loss function Eq. 11 or 13. In this work, $\alpha_k$ is set to 0.1 for the symmetric Dirichlet distribution $D(\alpha)$, which was tuned using the validation sets. $\lambda \sim D(\alpha)$ is sampled for each batch of an epoch during the training of a SET model. $K$ is set to the number of sound event classes.

4.2 Experimental results

4.2.1 [Experiment 1]: SET results in terms of frame-based $F$-score

In this experiment, we selected one target event class $n$ for single target SET and then observed the $F$-scores of the target event class with various $\lambda_n$ values in inference stages. The triage weight for a nontarget class is fixed at $1.0/\sum_n \lambda_n$. For example, when the index of a target class is $n = 1$ and the triage weight $\lambda_1$ is set to $5.0/\sum_n \lambda_n$, $\lambda = (5.0, 1.0, \ldots, 1.0)/\sum_n \lambda_n$. In all of the experimental results, all detection results of our SET are obtained with the optimal triage weight tuned using the validation sets. The optimal triage weights are set for each method, class, and evaluation metric using the validation sets. As aforementioned in section 3.2, $\lambda$ is multiplied by $N$ for the scaling before $\lambda$ is input to the two MLPs for $\mu$ and $\sigma$.

Figure 5 shows the results of the proposed methods in terms of the frame-based $F$-score. “baseline” indicates the results of CNN–BiGRU–SK. “TSD w/ one-hot” and “TSD w/ signal” represent the TSD model conditioned by the one-hot vector and by the reference signal, respectively. “SET w/ SET–AI” and “SET w/ SET–A” are SET with class-weighted training using Eqs. 11 and 13, respectively. The results show that the proposed SET methods with class-weighted training achieved a reasonable performance. For the average detection performance of the classes, the SET model with SET–A loss improved the frame-based $F$-score by 2.29 percentage points compared with the baseline value. Moreover, the performance of detecting those sound events increases when using the SET–A loss compared with using the SET–AI loss. This is because the number of inactive frames of the sound events is large in the training set, as can be seen in Fig. 4. In other words, the models using the SET–AI loss might

| Experimental conditions |  |
|--------------------------|--------------------------|
| SED model                | 3 CNN + 1 BiGRU + 2 FC  |
| # channels of CNN layers | 64, 64, 64              |
| Filter size ($T \times F$) | 3x3                     |
| Pooling size ($T \times F$) | 8x1, 2x1, 2x1 (max pooling) |
| # of units in BiGRU layer | 64                      |
| # of units in FC layers | 32                      |
| # of units in output layer | 10                     |

MLPs for each $\mu$ and $\sigma$

| Network architecture | 3 FC                  |
|----------------------|-----------------------|
| # of units in FC layers | 64, 256, 128         |
| # of units in output layer | 64                  |
| Optimizer            | Adam [29]             |
| Activation functions | leaky ReLU            |

Table 1 Experimental conditions

---

Fig. 5 SET results in terms of frame-based $F$-score (%) for target classes
focus on the training of inactive frames. This leads to the degradation of the detection performance, as reported in [22].

For individual class, the SET–A loss improved the performance of detecting the sound events “air_conditioner,” “car_horn,” and “street_music” by 6.17, 3.65, and 5.12 percentage points, respectively, compared with the baseline values. In particular, the detection performance of “air_conditioner” using the conventional methods is lower than those of the other classes, but it markedly increased when using the proposed methods. This indicates that our SET can boost the performance of recognizing the laborious-to-detect classes. On the other hand, the sound events “drilling” and “jackhammer” are not well detected using the proposed SET compared with the baseline values. This might be because “drilling” is acoustically similar to “jackhammer.” In [28], the timbre of these two events is similar and could also be confused in the classification task. To confirm the similarities among the sound events, we visualized the acoustic feature space using t-SNE in Fig. 6. Note that we used UrbanSound8k [28], which is composed of isolated sound events of the URBAN–SED dataset for visualizing relationships among the sound event classes. This is because it is difficult to clearly visualize the relationships owing to overlapped sound events, i.e., polyphonic, in an audio clip of the URBAN–SED dataset. Figure 6 also indicates that “drilling” is acoustically similar to “jackhammer.” The SET–A loss, which focuses on the active frames, may detect a target sound event and similar one simultaneously compared with the SET–AI loss.

We next compare the TSD models with our single target SET models. As shown in Fig. 5, our single target SET models detected many events better than the TSD model, e.g., “air_conditioner,” “car_horn,” and “street_music.” The TSD models outperform the SED model for some events such as “engine_idling” and “gun_shot.” In particular, the F-score of “gun_shot” when using the TSD models achieved a reasonable performance comparable to that of our single target SET. As previously indicated in Fig. 4, the number of active frames of “gun_shot” is smaller than those of the other classes. This indicates that the targeting methods, such as TSD and SET, are useful for event classes where the number of frames is small, e.g., rare sound event classes.
4.2.2 [Experiment 1]: SET results in terms of intersection-based F-score

We also evaluated the proposed methods in terms of the intersection-based F-score. In the intersection-based F-score, unlike the frame-based F-score, models are evaluated instance by instance. Here, “instance” means a block with the associated onset and offset [30]. Figure 7 is SET results in terms of the intersection-based F-score. The results show that the F-score of the proposed SET method is improved compared with that of the baseline system. For the average detection performance of the classes, the SET model with the SET–A loss increased the intersection-based F-score by 3.37 percentage points compared with the baseline model. For each class, the SET–A loss improved the performance of detecting the sound events “air conditioner,” “car horn,” and “street music” by 8.70, 6.66, and 6.09 percentage points, respectively, compared with the baseline values. Comparing Figs. 5 and 7, we find that SET w/ SET–A greatly outperformed SET w/ SET–AI for most of the classes in terms of the intersection-based F-score rather than the frame-based F-score.

4.2.3 [Experiment 2]: SET results in terms of misdetection

To investigate in more detail the performance of SET in Figs. 8 and 9, we used the error-related evaluation metrics, that is, frame-based insertion rate (IR) and deletion rate (DR).

Given false positives (FPs) and false negatives (FNs) for each event and time frame $t$, IR and DR are defined using the insertion ($I$) and deletion ($D$) [30] as follows:

\[
I(n, t) = \max(0, \text{FP}(n, t) - \text{FN}(n, t))
\]

\[
D(n, t) = \max(0, \text{FN}(n, t) - \text{FP}(n, t))
\]

\[
IR(n) = \frac{\sum_{t=1}^{T} I(n, t)}{\sum_{t=1}^{T} A(n, t)}
\]

\[
DR(n) = \frac{\sum_{t=1}^{T} D(n, t)}{\sum_{t=1}^{T} A(n, t)}
\]

where $n$ and $t$ represent the indexes of a sound event class and a time frame, respectively. $I(n, t)$, $D(n, t)$, FP($n, t$), and FN($n, t$) are each a binary variable indicating whether there is I, D, FP, or FN of event $n$ at time $t$, respectively. $A(n, t)$ is a binary variable indicating whether event $n$ is active at frame $t$. IR($n$) and DR($n$) are the insertion and deletion rates for each event class $n$, respectively.

Figures 8 and 9 show results in terms of IR and DR for each target event. The results show that the proposed SET methods outperformed the conventional methods in terms of IR and DR. In particular, SET w/ SET–AI reduced the IR of “air conditioner” by 0.605 points compared with the baseline value. On the other hand, the IRs of the proposed SET for “drilling” and “jackhammer” are higher than the baseline values. Our SET tends to increase false positives of acoustically similar classes more than the conventional method. As shown in Figs. 8 and 9, most of the classes suffer from the
trade-off between IR and DR. On the other hand, both the IR and DR of “engine_idling” and “street_music” are improved when using the proposed method compared with the baseline values.

Comparing the TSD and SET models, we find that the detection performance characteristics of the TSD models are unstable among the event classes compared with those of the SET models. In other words, the difference in detection performance between SED and TSD is large and the superiority of one over the others often reverses compared with SED and SET. In the training of the TSD models, the loss function of the target class is weighted with the same value even if the target class is being overtrained. On the other hand, in our SET,
the loss function of the target class is weighted with a
random value referring to the Dirichlet distribution. This random weighting may lessen the instability of the
detection performance.

4.2.4 Experiment 3: Optimal triage weights of SET
We then analyze the optimal triage weight for each event
class and evaluation metric. Figure 10 shows the optimal
triage weights represented by the radar chart. As previously mentioned, the SET results are obtained using the
optimal triage weight, which gives the best detection per-
formance for each target event class, method, and evalu-
ation metric. As shown in Fig. 10, in most of the event
classes, the optimal triage weights of SET w/ SET–A are
larger than those of SET w/ SET–AI. This is because the
ability of detecting the active frames of the target class
does not change significantly even when changing the
triage weight with the SET–AI loss, as mentioned in
Section 4.2.1. In SET w/ SET–A, most of the optimal tri-
age weights for the classes are between 10 and 20. This
is because the weight of 5 is very small for boosting the
detection of the target class. Weights over 25 are not
densely sampled from the Dirichlet distribution we used.
In other words, the triage weight of the lower probability
density does not greatly contribute to the training of the
target class. In practical applications, we can tune detec-
tion models for other evaluation metrics or scenes with-
out retraining by the proposed methods. This flexibility
of the proposed methods has not been provided by the
conventional methods.

Figure 11 shows acoustic features and the system out-
puts and ground truths for selected events. In this figure,
the SET results where the triage weight is optimized for
the intersection-based $F$-scores are selected. In most of
the cases, the proposed SET outperformed the conven-
tional methods. In particular, SET w/ SET–A is out-
standing for detecting active frames for “gun shot.” In
“air conditioner,” however, the proposed methods still
produce false positives as with the conventional meth-
ods. The problem of producing false positives needs to be
solved in a future work.

5 Conclusion
In this work, we proposed a new task for SED: sound
event triage (SET), in which an arbitrary number of
event classes are prioritized. In this first study of SET, we
introduced training method for single target SET, which
is a subtask of SET. To perform single target SET, class-
weighted training is used for detecting events with pri-
ority. In the class-weighted training, loss functions and
the network are stochastically weighted by the priority parameter of each class. In inference stages, the sin-
gle target SET network with class-weighted training can
change into various specialists for each class without
retraining.

The results of the experiments using the URBAN–SED
dataset show that the proposed method with the SET–A
loss outperforms the conventional SED method by 8.70, 6.66, and 6.09 percentage points for “air_conditioner,” “car_horn,” and “street_music,” respectively, in terms of the intersection-based \( F \)-score. The results revealed that the SET–A loss contributes more to the detection of a target class than the SET–AI loss. In the average performance of the classes, the proposed methods increased the intersection-based \( F \)-score by 3.37 percentage points compared with the conventional SED and TSD models.

As the limitation of the proposed methods, the results indicate that the confusion errors among similar events might be enhanced. In a future work, the multitarget SET needs to be studied by redesigning the distribution of the priority used during training for the multitarget SET. Moreover, the SET performance for a small number of training data, e.g., one-shot or few-shot learning, also needs to be investigated.

Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| SET          | Sound event triage |
| SED          | Sound event detection |
| YOTO         | You only train once |
| HMM          | Hidden Markov model |
| NMF          | Non-negative matrix factorization |
| DNN          | Deep neural network |
| CNN          | Convolutional neural network |
| RNN          | Recurrent neural network |
| CNN–BiGRU    | Convolutional bidirectional gated recurrent unit |
| TSD          | Target sound detection |
| SELD         | Sound event localization and detection |
| FILM         | Feature-wise linear modulation |
| MLPs         | Multilayer perceptrons |
| SET–AI       | SET with active and inactive frames |
| SET–A        | SET with active frames (SET–A) |
| DTC          | Detection tolerance criterion |
| GTC          | Ground truth intersection criterion |
| CNN–BiGRU–SK | CNN–BiGRU with selective kernel units |
| IR           | Insertion rate |
| DR           | Deletion rate |
| FPs          | False positives |
| FNs          | False negatives |
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