Abstract—In this work, we propose a motion embedding strategy known as motion codes, which is a vectorized representation of motions based on a manipulation's salient mechanical attributes. These motion codes provide a robust motion representation, and they are used in a hierarchy of features called the motion taxonomy. We developed and trained a deep neural network model that combines visual and semantic features to identify the features found in our motion taxonomy to embed or annotate videos with motion codes. To demonstrate the potential of motion codes as features for machine learning tasks, we integrated the extracted features from the motion embedding model into the current state-of-the-art action recognition model. The obtained model achieved higher accuracy than the baseline model for the verb classification task on egocentric videos from the EPIC-KITCHENS dataset.

I. INTRODUCTION

Verb classification in videos is one of two major sub-tasks of action recognition. Recently researchers have acquired impressive results with deep learning models. Unlike object detection and classification, verb classification heavily relies on detecting motions, so current models often use pre-computed optical flow vectors of the videos. However, there is still a big gap between the visual features from videos, including motion features from optical flow vectors, and their semantic labels. Besides, the feature maps provided by deep ConvNets are not explainable for a human to draw any conclusions and can only be appropriately interpreted by neural networks when provided with a large enough training dataset.

Using verbs as labels for classification also has several drawbacks. Firstly, verbs can be too ambiguous or insufficiently detailed to describe actions in demonstrations; instead, multiple words or phrases may be required to represent motions. In addition to that, verbs cannot be easily measured against one another. Hence, distances between such verbs in a language space do not equate to the reality of manipulation. Conventional word representation methods, such as one-hot encoded vectors or Word2Vec [1], do not consider physical motions. Instead, they focus on representing word semantics based on the verb class that a word represents or the context it appears within the text corpora. As a result, since there is no physical or mechanical meaning behind these vectorized representations, two semantically different verbs may display similar motions, while the same word may correspond to multiple motions that are visually different. Therefore, the loss functions defined solely by verb labels are not sufficient for models that classify actions in videos. These points show that a new representation of actions is required in addition to the semantic labels (viz. verbs and nouns) that can represent visually salient motion features in a concise way.

In this work, we introduce motion embedding using motion codes, which are a vectorized representation of manipulations in an attribute space that describes mechanical and physical features, as a solution to the disparity between representations. Such features mainly fall under trajectory and contact descriptors. Motion codes are created using a hierarchy of features akin to a decision tree known as the motion taxonomy, which we introduce in Section III. The motion taxonomy outlines five major components that are considered when building these codes. A classifier or model, such as a deep neural network used in this paper, can be trained to predict these features separately, thus allowing us to embed motion features in an unsupervised fashion; in Section IV, we propose a prediction model that derives a motion code for each demonstration video in this way. We evaluate the performance of this prediction model in Section V and show how these features can improve verb classification accuracy.

II. RELATED WORKS

A. Action Recognition

Currently there are numerous deep learning models designed for the purpose of action recognition that use convolutional and recurrent neural networks [2]–[13]. These methods have achieved state-of-the-art results on well-known datasets such as UCF101 [14] and HMDB51 [15].

The work in [2] presented the idea to use ConvNets for video classification. They studied different ways of combining spatial information from video frames, introducing early-fusion, late-fusion, and slow-fusion strategies. From this, [3]–[6] used a two-stream approach, where two separate ConvNets were trained on two input modalities, namely an RGB frame and stacked optical flow vectors. In all cases, the outputs of two models were late fused, with the exception of the model from [6] that fused the modalities at the early convolutional layers. An alternative solution in [7] summarized the entire video sequences into a single image and used conventional image classification models.
One shortcoming of the methods above is that they do not adequately leverage temporal information of the videos from RGB frames and mostly delegate this task to optical flow frames. This issue also limits their capability to classify longer demonstrations of action; only the TSN model, proposed in [5], was able to handle that via a sparse temporal sampling method. Another solution to this problem was to use recurrent neural networks to preserve the temporal ordering of the frames, which was done in [8]–[10] with LSTM and bidirectional LSTM layers. The experiments from [10] also highlight the importance of accurate motion estimation, which is one of the objectives of our work.

Other video action recognition methods are based on adding a temporal dimension to the ConvNets. The first successful implementation of this method was done in [11], where they showed that 3D convolutional layers are more suitable for preserving temporal information. The later work in [12] introduced two-stream inflated 3D ConvNets and demonstrates significant improvements in action recognition on both the UCF101 and HMDB datasets. The main contribution of this work was the idea of inflating 2D image classification networks with temporal dimension and pre-training it on a new large-scale Kinetics dataset, which contains 400 activity categories with over 400 videos in each category.

All methods mentioned above established the state-of-the-art performances on action recognition tasks. It is important to note that all methods highly benefit from a good estimation of optical flow vectors, which are supposed to represent information about the motion in the video. However, in addition to RGB frames, optical flow vectors as features are too low-level for this problem. Therefore, our work focuses on predicting a higher-level motion representation using our motion taxonomy (shown as Figure 1). As elaborated in [10], motion feature estimation is important for action recognition, and the results of the application of our proposed motion code embedding model on verb classifier support this idea.

B. Motion Embedding

The idea of applying embedding on a visual content was used in image classification via attribute-based label embedding [16], as well as in multi-modal retrieval via embedding visual and semantic data into a common vector space [17], [18]. Our work shares some similarities with these methods. We embed motions in the videos by assigning proper values to the set of motion components from motion taxonomy, which is similar to the idea of using a finite set of attributes from [16]. We also extracted higher-level visual features via ConvNets and used them for further embedding as in [17], [18]. However, instead of embedding features into some arbitrary space, we extract low-dimensional motion codes representing motions in the video, thus obtaining more explainable embedding vectors. In other words, vectors can be used to explain what happens in the motion in a way that is relevant for robotic manipulation as well as contrasting between two motions.

In works such as [19]–[23], the idea of embedding was used to derive or draw relationships in a vectorized space for affordance [24]. Semantic vectors can be more descriptive and suitable to answer questions such as object similarity and outcome of actions. In the case of [22], the researchers aimed to draw these details of the region of interest and label directly from demonstration videos. Compared to our work, motion codes will more vividly describe actions to extend beyond language labels that were typically used to represent or describe affordance [25]–[27].

III. Motion Taxonomy

We define motion code embedding using the motion taxonomy [28]–[30]. The motion taxonomy is a hierarchical categorization of physical and mechanical attributes that can be used to vividly describe manipulations in a manner that is useful to a robot. It incorporates several features, such as contact type and motion trajectory, that can be used to visually distinguish motions from one another, which cannot be done using natural language. Overall, we have five components that form a motion code, which are each represented as substrings: interaction type, active trajectory recurrence, active prismatic trajectory, active revolute trajectory, and passive trajectory type. All substrings are combined together to form a single motion code. We illustrate a flowchart of the taxonomy featuring these components as Figure 1.

When creating motion codes, it is important to note active and passive objects of action since many actions involve a pair of objects [31]–[33]. We define an active object as either the hand or the combination of a hand and tool/utensil that acts upon a passive object. A passive object is defined as any object that is being manipulated or acted upon by the active object. Motion codes are designed to describe a manipulation based on these concepts.

A. Describing Interaction

Any manipulation can be identified as either contact or non-contact interaction. A contact manipulation means that contact is established between active and passive objects-in-action; on the contrary, a non-contact manipulation means that during the action, there is little to no contact made between the active and passive objects-in-action. Should a manipulation be identified as a contact manipulation, it can be further described by its engagement type and the duration of contact made.

The engagement type of a motion describes whether the action causes any change or deformation of state, shape, or structure among the objects-in-action or not. As such, we have two cases: rigid engagement and soft engagement. In a rigid engagement motion, we do not observe any deformation; an example of such a motion is picking or placing an object since neither the active hand object nor the passive object being moved will change in its structure. In a soft or elastic engagement motion, we observe deformation in either the active or passive object’s structure; an example of this is peeling, where the passive object being peeled by an active peeler object will physically change.

Contact duration describes how long contact persistently remains between the active and passive objects. We can either
observe continuous or discontinuous contact. When assigning this bit, one can determine a threshold for the amount of time that is considered as continuous contact. In our work, we consider contact to be continuous when contact persists for about ~80% of the manipulation action.

B. Describing Trajectory

In robotics, motion trajectory is an important component to manipulation [34–36]. For this reason, it is important to define manipulations while considering the trajectory of the end-effector and objects-in-action. In describing the active object-in-action trajectory, we mainly identify whether the trajectory exhibits prismatic or revolute trajectory characteristics.

A motion’s trajectory is prismatic if the active object is moved about or translated about an axis or place; specifically, we can have 1-dimensional (moving across a single axis), 2-dimensional (moving across a plane), or 3-dimensional (moving across a manifold space) prismatic trajectory. This is akin to having 1 to 3 degrees of freedom (DOF). The term prismatic refers to the prismatic joints used in robotics. A prismatic trajectory can be observed in motions such as cutting, peeling, or pushing. On the other hand, a motion’s trajectory is revolute if the active object’s orientation is changed as needed for the manipulation; in other words, it is rotational motion. The term "revolute" refers to the revolute joints that a robot would rely upon to perform rotational motions. As with prismatic trajectory, a revolute trajectory can range from 1 to 3 DOF. A revolute trajectory can be observed in motions such as pouring or flipping. Together, prismatic and revolute trajectories describe position and orientation change of motion. In an action, we may observe only prismatic motion, only revolute motion, both prismatic and revolute motion, or none, as these two types are not mutually exclusive. For our experiments, we simplified the definition of trajectory to have zero (’00’), one (’01’), or many DOF (’11’), since we are using egocentric videos.

When describing a trajectory with the passive object(s) in action, we identify whether or not the passive object moves with respect to the active object. We opted to do this as passive objects may simply move along with the active object (such as the case with a hand gripping an object); furthermore, it is already a challenge to automatically extract detailed trajectory features from demonstration videos.

Finally, in a motion code, we can describe if there is a recurrence or any repetition in trajectory. We describe a motion as acyclical or cyclical. This may be important to note if a motion is not complete, or more importantly, if the robot did not successfully execute the motion. Motions such as mixing or stirring will typically exhibit repetition.

C. Building a Motion Code

With the taxonomy structure in Figure 1 as a reference, one can assign motion codes to demonstrations in household tasks, such as cooking or assembly. Let us assume a scenario of a person chopping a cucumber with a knife; here, the active object-in-action is the hand/knife combination, while the passive object-in-action is the cucumber. The idea is to identify the characteristics of the five components found in the flowchart. Since the knife must engage in contact with the cucumber to chop it into smaller units, this motion would be classified as a contact manipulation of soft engagement type.
This contact may be considered as continuous contact since the knife must contact and touch the cucumber (‘1’). Next, we go on to describe the trajectory of the motion. First, with the active object, the knife is usually translated in a single direction in order to make slices or to divide the cucumber into portions. In cutting, there is typically no observable rotation, as slices are made evenly throughout the action. Therefore, we will have the bits ‘01-00’ for prismatic and revolute trajectory respectively. If we observe a demonstration where the knife is repeatedly chopping, then we will say that there is recurrence (‘1-01-00’); if not, then we will say that there is no recurrence (‘0-01-00’). In terms of passive object motion, since the knife is moving while the cucumber is stationary, the cucumber is moving with respect to the active object, and so we will indicate this motion with ‘1’. In all, we will have a 9-bit motion code such as ‘111-0-01-00-1’ describing a chopping demonstration.

Motion codes for other common cooking or household actions are featured in Table I. It is important to note that there is a many-to-many mapping between the motion codes and verbs. A single motion code can describe more than one verb, while one verb can be executed as different motions. For instance, in the example of cutting a cucumber, we described one scenario where the actor is moving the knife to cut the cucumber in a single direction in order to make slices or to divide the cucumber into portions. In cutting, there is typically no observable rotation, as slices are made evenly throughout the action. Therefore, we will have the bits ‘01-00’ for prismatic and revolute trajectory respectively. If we observe a demonstration where the knife is repeatedly chopping, then we will say that there is recurrence (‘1-01-00’); if not, then we will say that there is no recurrence (‘0-01-00’). In terms of passive object motion, since the knife is moving while the cucumber is stationary, the cucumber is moving with respect to the active object, and so we will indicate this motion with ‘1’. In all, we will have a 9-bit motion code such as ‘111-0-01-00-1’ describing a chopping demonstration.

Motion codes for other common cooking or household actions are featured in Table I. It is important to note that there is a many-to-many mapping between the motion codes and verbs. A single motion code can describe more than one verb, while one verb can be executed as different motions. For instance, in the example of cutting a cucumber, we described one scenario where the actor is moving the knife to cut the cucumber in a single direction in order to make slices or to divide the cucumber into portions. In cutting, there is typically no observable rotation, as slices are made evenly throughout the action. Therefore, we will have the bits ‘01-00’ for prismatic and revolute trajectory respectively. If we observe a demonstration where the knife is repeatedly chopping, then we will say that there is recurrence (‘1-01-00’); if not, then we will say that there is no recurrence (‘0-01-00’). In terms of passive object motion, since the knife is moving while the cucumber is stationary, the cucumber is moving with respect to the active object, and so we will indicate this motion with ‘1’. In all, we will have a 9-bit motion code such as ‘111-0-01-00-1’ describing a chopping demonstration.

IV. VERB CLASSIFICATION USING MOTION CODE EMBEDDING

In our work, we propose a model for verb classification that is described as follows. Let $x_i \in \mathcal{X}$ be the $i^{th}$ video in the set of videos and $y_i \in \mathcal{Y}$ be the corresponding verb class label of that video. Conventional classification models first extract the visual features from the video into a latent space as $V : \mathcal{X} \rightarrow \Omega$. The returned feature vector can then be used as the probability distribution of verb classes, where the class with the highest probability value is picked. Our method augments that model with a motion code embedding model, which takes the same input video $x_i$ and similarly extracts its features into another latent space as $\theta : \mathcal{X} \rightarrow \Gamma$. The feature vector is then passed through five classifiers, $f^k : \Gamma \rightarrow \Lambda^k$ (where $k$ ranges from 1 to 5), which are responsible for classification of individual motion components, as we have described in Section III. We concatenate the output probability distributions of all motion components into a single vector, which represents a continuous motion embedding for the input video. Finally, the probability distribution vector for verb classes and motion embedding vector are combined into a single feature vector. That vector is then passed through a multi-layer perceptron (MLP), denoted as $\hat{V} : (\Omega, \Lambda) \rightarrow \Omega$, that outputs the final verb class probability distribution, from which the verb class $\hat{y}_i$ is inferred. The overall structure of the network is shown in Figure 2. All objective functions are cross-entropy losses. We pre-trained the motion code embedding model separately before integrating it into action recognition model. The objective function of the motion code embedding model is defined as a linear combination of individual losses:

$$L_M = -\sum_{k=1}^{5} \sum_{l=1}^{5} C_k \lambda_k m^k_l \log(f^k_l(x))$$

where $\lambda_k$ is a constant weight and $m^k_l$ is the $l^{th}$ element of the ground truth one-hot vector for the $k^{th}$ motion code component. In our experiments, we set the value of all $\lambda_k$ to 1. However, these values can be tuned to emphasize motion components that are considered more important than others. For simplicity, we refer to the entire motion code embedding model as $M : \mathcal{X} \rightarrow \Lambda$.

We also wanted to see the impact of incorporating the semantic information about the objects-in-action. Verbs by themselves can be very ambiguous from a mechanical perspective because the same verb can be executed via different
types of motions. For instance, one may associate the verb *open* with one motion when opening a door and with another motion when opening a bag. The verbs in these cases are almost semantically identical, but visually and mechanically they are quite different. This ambiguity can be reduced with the knowledge about the object that the person is interacting with. Hence, such extra information can potentially benefit the motion code embedding model, which may benefit the verb classification accuracy.

Let $z_i \in \mathcal{Z}$ be a semantic feature of the object that is being manipulated in the video. We modify our model mentioned above by combining that information with the visual features of the motion embedding model as shown in Figure 2. For completeness, we also integrated object semantics to the baseline verb classifier. Due to this modification, we denote the models that integrate object semantic features as $V(x, z)$ and $M(x, z)$. Hence, our final model has 4 variations, namely $\hat{V}(V_x, M_x)$, $\hat{V}(V_{x,z}, M_x)$, $\hat{V}(V_x, M_{x,z})$, and $\hat{V}(V_{x,z}, M_{x,z})$. Note that if only one model utilizes that information, then the performance of the other model will not be affected. For instance, in model $\hat{V}(V_x, M_{x,z})$, the model $V_x$ is agnostic to the object information, while the performance of the motion embedding model gets the direct impact. Consequently, the performance of $\hat{V}(V_{x,z}, M_{x,z})$ is not directly affected by the object knowledge neither; instead, its performance changes based on the new performance of motion embedding.

V. EXPERIMENTS

A. Dataset Annotation

We use the EPIC-KITCHENS [37] dataset to test how motion code embedding may benefit verb classification models. This dataset contains egocentric cooking videos that are labeled with verbs and nouns. We annotated 3,528 videos out of 28,472 in the training set of EPIC-KITCHENS. Each video was annotated with a ground truth motion code by following the motion taxonomy in Figure 1. We were unable to annotate the entire dataset, as the manual labeling of videos with motion codes proved to be a very time-intensive task. The resulting dataset contains videos with 32 unique motion codes and 33 verb classes, which was split into 2,742 videos for the training set and 786 videos for the validation set. We sampled 1,517 testing videos labeled with 33 verb classes from the remainder of the EPIC-KITCHENS.

B. Implementation Details

We used Two-Stream Inflated 3D ConvNet (I3D) from [12] to extract visual features for both motion code embedding and baseline verb classification models. The model was pre-trained on Kinetics dataset [12] and uses InceptionV1 [38] that was pre-trained on the ImageNet dataset [39] as the base network. Both RGB and optical flow frames were used to tune the model. The outputs of two modalities were averaged with late-fusion. We chose this model because it achieved the best results on the verb classification task in the latest EPIC-KITCHENS Action Recognition Challenge 2019 [40]. The extracted latent feature vector is then concatenated with 300-dimensional object semantic vectors. These semantic vectors were obtained from Word2Vec model that was pre-trained on Google News dataset [1] with 3 million words. Videos in EPIC-KITCHENS are annotated with nouns that represent the object-in-action, which are fed into Word2Vec model.

The input videos were sampled to 6 frames per second. During training, 12 consecutive frames were sampled from a random starting frame and sampled frames were randomly cropped and horizontally flipped. During validation and testing, all frames were used and center cropped. This strategy was adapted from NTU-CML-MiRA team’s implementation for the EPIC-KITCHENS Action Recognition Challenge 2019.

Both motion code embedding and baseline verb classifier were trained for 50 epochs with an initial learning rate of 0.0003 that reduced by 40% every 5 epochs. The weights of the convolutional layers were frozen for the first 3 epochs to allow the top layers to fine-tune and to be properly initialized.

For the joint verb classification, $\hat{V}(V, M)$, we concatenated the outputs of both the motion code embedding and baseline verb classifier into a single input vector. The vector is then passed through an MLP with 2 fully connected layers. They were trained separately for 200 epochs with a learning rate of 0.0005. All models were trained with Adam optimizer.

VI. RESULTS

A. Quantitative Results

Before training the verb classifier, we train and evaluate the motion code embedding model. Table III shows the top-1 accuracy of predicting the motion codes from the video ($M_x$), as well as with the knowledge about the nouns ($M_{x,z}$). We can see that with the object semantic data, the model achieves much higher accuracy. It seems that the model learns the correlation between certain objects and the motions that are usually executed on them. Given the fact that there are 180 valid motion codes and less than 3,000 training videos, the accuracy of almost 40% is an acceptable result.

With the pre-trained motion embedding model, we compared our proposed model with two variations of baseline I3D model, namely $V(x)$ and $V(x, z)$. Each baseline is compared to the models that augment it with two variations of the motion code embedding model, namely $M(x)$ and $M(x, z)$. We used top-1 verb classification accuracy as the evaluation metric for our experiments.

Table III outlines the results on the test set. As one can observe from the first 2 rows, the application of motion embedding features slightly improves the accuracy over the
more significant. We can observe a similar trend with the motion code prediction, the impact of our model becomes more noticeable when we augmented the motion embedding model \( \hat{V}(V_{x}, M_{x}) \) with motion features from vanilla motion embedding results on the validation set. As previously, we can see that directly. Table IV shows the top-1 verb classification accuracy caused by a small training set. Therefore, we also evaluate motions predicted from flow frames are consistently more accurate than from RGB frames. On validation set, both baseline verb classifiers, \( V_{x} \) and \( V_{x,z} \), perform significantly better on RGB modality, but that distance gets reduced with motion embedding features and approaches its minimum when using ground truth motion codes as shown in Table IV.

To summarize, as we elaborated in Section II in [10], the authors emphasized the importance of motion feature estimation for action recognition, such as more accurate optical flow computation. Our observations corroborate this viewpoint as we demonstrated a high correlation between our motion codes and optical flow vectors. In addition, the motion codes demonstrate that they provide more visually informative data in comparison with nouns. We acknowledge that in real scenarios, the model will have access to neither ground truth nouns nor motion codes. However, these observations show that if we improve motion embedding accuracy (e.g., by increasing the training dataset size), we will likely achieve more significant improvements in verb classification. Therefore, we believe that our motion code embedding model has the potential to be a significant add-on feature extractor for action recognition, especially in providing explainable motion features.

### B. Qualitative Results

Figure 5 shows the number of videos that were incorrectly classified by the baseline model and were corrected by our model that uses ground-truth motion codes. It also shows videos that were misclassified by our model but were correct.

---

**Table III**

| Methods                  | RGB | Flow | Fused |
|--------------------------|-----|------|-------|
| Baseline, \( V_{x} \)    | 33.36 | 31.64 | 36.12 |
| Motions, \( \hat{V}(V_{x}, M_{x}) \) | 33.62 | 32.30 | 36.78 |
| Motions with nouns, \( \hat{V}(V_{x,z}, M_{x,z}) \) | 34.08 | 34.74 | 38.04 |
| Baseline with nouns, \( V_{x,z} \) | 38.69 | 38.76 | 41.73 |
| Motions, \( \hat{V}(V_{x,z}, M_{x,z}) \) | 38.89 | 37.05 | 42.06 |
| Motions with nouns, \( \hat{V}(V_{x,z}, M_{x,z}) \) | 38.83 | 39.95 | 42.12 |

**Table IV**

| Methods                  | RGB | Flow | Fused |
|--------------------------|-----|------|-------|
| Baseline, \( V_{x} \)    | 41.60 | 39.82 | 45.04 |
| Baseline with nouns, \( V_{x,z} \) | 48.22 | 44.15 | 49.24 |
| Predicted Motions, \( \hat{V}(V_{x}, M_{x}) \) | 41.22 | 40.46 | 46.18 |
| Predicted Motions with nouns, \( \hat{V}(V_{x,z}, M_{x,z}) \) | 43.13 | 42.11 | 47.20 |
| Ground Truth Motions*, \( V(V_{x,z}, M_{x}) \) | 53.82 | 53.69 | 57.63 |
| (Using true motion code as embedding) |       |      |       |

*Fig. 3. Top-1 verb classification accuracy on validation set based on accuracy of motion embedding features.*
on the baseline. We can see that most of the classes benefit from using ground truth motion codes, although with some exceptions. Five videos of class “fill” were predicted correctly with the baseline model and were misclassified by our model. Instead, they were classified as “put” (2 instances) or “take” (3 instances). By watching those videos, we noticed that motions executed on them were indeed closer to put or take. All of them illustrate a person holding a kettle, water filter, or pan under the tap while the tap is filling those containers with water. Meanwhile, the most salient motion in all videos was the actor bringing and placing the container under the tap. Figure 4 demonstrates sample frames of those videos with their annotated narrations.

Another class that suffered from our model is “insert” with four misclassified videos. What is interesting about those videos is that three out of four of them were narrated as “put-in” action, while the class key is called “insert”. Our model classified these videos as “put” class, and the videos themselves demonstrate how the actor puts the passive object on something, as shown on the bottom row of Figure 4. Therefore, we consider this misclassification to be caused by grouping verbs into coarse-grained classes, since in 3 out of 4 misclassified videos, the actual verbs that were narrated by the annotators match the class that our model predicted.

In short, the results shown in Figure 5 and the analysis of videos that were misclassified by our model confirm that motion codes provide additional robustness to action recognition from the motion mechanics perspective. Had more fine-grained labels been used, the predicted labels would more adequately describe the action taking place.

VII. CONCLUSION AND FUTURE WORK

We have defined motion code embedding using motion taxonomy and trained a model that can project videos to the motion embedding space. We also showed how such a kind of model could be used along with a state-of-the-art verb classification model and improve its performance. We acknowledge that the presented method of augmenting verb classifiers with motion code embedding is simple and more sophisticated methods could be adopted in the future. For instance, in determining contact type and duration, we can use visual features such as bounding boxes drawn over objects-in-action derived from object detection models to calculate the duration of intersection between active and passive object boundaries. The next step of this work could be unfolding the verb labels of the EPIC-KITCHENS dataset and make them more fine-grained, as the current verb classes are arguably quite ambiguous. One method could embed the actual verbs that were narrated by the annotator (i.e. not labels) with our word embedding model and train the model to find the nearest neighbor vector. We would also want to annotate more training videos to improve the accuracy of the motion code embedding model, as our current training set is 10 times smaller than
the entire EPIC-KITCHENS dataset. We will also attempt to annotate videos from other datasets and use them to test our motion code embedding that was trained on EPIC-KITCHENS to see how our model can be generalized to other datasets.
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