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ABSTRACT The cryptocurrency market has been developed at an unprecedented pace over the past few years. Cryptocurrency works similar to standard currency, however, virtual payments are made for goods and services without the intervention of any central authority. Although cryptocurrency ensures legitimate and unique transactions by utilizing cryptographic methods, this industry is still in its inception and serious concerns have been raised about its use. Analysis of the sentiments about cryptocurrency is highly desirable to provide a holistic view of peoples’ perceptions. In this regard, this study performs both sentiment analysis and emotion detection using the tweets related to the cryptocurrency which are widely used for predicting the market prices of cryptocurrency. For increasing the efficacy of the analysis, a deep learning ensemble model LSTM-GRU is proposed that combines two recurrent neural networks applications including long short term memory (LSTM) and gated recurrent unit (GRU). LSTM and GRU are stacked where the GRU is trained on the features extracted by LSTM. Utilizing term frequency-inverse document frequency, word2vec, and bag of words (BoW) features, several machine learning and deep learning approaches and a proposed ensemble model are investigated. Furthermore, TextBlob and Text2Emotion are studied for emotion analysis with the selected models. Comparatively, a larger number of people feel happy with the use of cryptocurrency, followed by fear and surprise emotions. Results suggest that the performance of machine learning models is comparatively better when BoW features are used. The proposed LSTM-GRU ensemble shows an accuracy of 0.99 for sentiment analysis, and 0.92 for emotion prediction and outperforms both machine learning and state-of-the-art models.
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I. INTRODUCTION

CRYPTOCURRENCY market has been developed at an exceptional pace since its emergence. Cryptocurrency is a digital currency however it is not controlled by any central authority to make online payments. It uses system ledger entries called ‘tokens’ to make online payments for goods and services. Elliptical curve encryption and public-private key pairs are used as cryptographic algorithms. Similarly, hashing functions are utilized to protect online payments and ensure legitimate and unique transactions. Bitcoin was the first blockchain-based cryptocurrency introduced in 2009 and it remains important and leading the market today. In addition to Bitcoin, a large number of cryptocurrencies have been introduced over time, each with its opportunities and
functions to provide different features and specifications. Such cryptocurrencies include Bitcoin clones, as well as, entirely new currencies with additional features.

Cryptocurrency investors expect both profit and loss due to ups and downs in the crypto market. For this purpose, many tools are available which can forecast the crypto market and occasionally investors invest based on such forecasts. The rise and fall in the demand for cryptocurrencies are also affected by general public opinion or Governmental policies. In this regard, peoples’ sentiments and emotions can help in determining the up and down of cryptocurrency market value, especially, sentiment analysis is trendy nowadays for investment in cryptocurrency [1], [2]. Investors first perform an analysis of peoples’ sentiment for a specific currency and then make investments according to the sentiments [3]. Because of that, sentiment analysis on cryptocurrency markets has become a task of great importance [4]. Studies show that tweets containing positive sentiments have a substantial impact on the demand for cryptocurrencies and vice versa [5], [6].

Despite the proposal of several sentiment analysis approaches, several challenges require further research efforts. For example, sentiment annotation is challenging when the sentence structure is complex. Often, simple sentences are needed to produce high-accuracy annotations. Similarly, a single approach cannot be generalized and applicable to all the corpus. An approach designed for sentiment analysis in one domain does not necessarily produce good results in another domain. In addition, the role of a specific feature extraction technique cannot be ignored fully. From this perspective, this study is specially designed for predicting people’s sentiments and emotions on the cryptocurrency market using supervised machine learning models. Owing to the wide use of Twitter™for expressing opinions and thoughts on specific topics, this study leverages a tweets dataset for this purpose. This study makes the following contributions

- An ensemble model is proposed to perform sentiment analysis with high accuracy. For this purpose, the advantages of long short-term memory (LSTM) and gated recurrent unit (GRU) are combined.
- Sentiment analysis and emotion analysis are performed. TextBlob is used for annotating the sentiments data while emotions are annotated using the Text2Emotion model. Positive, negative, and neutral sentiments are used while emotions are classified into happy, sad, surprise, angry, and fear.
- The suitability and performance of three feature engineering approaches are studied including term frequency-inverse document frequency (TF-IDF), bag of words (BoW), and Word2Vec. Experiments are performed using several well-known machine learning models such as support vector machine (SVM), logistic regression (LR), Gaussian Naive Bayes (GNB), extra tree classifier (ETC), decision tree (DT), and k nearest neighbor (KNN). Additionally, the performance of LSTM and GRU models is also analyzed.

The rest of the paper is structured as follows. Important research papers related to the current study are discussed in Section II. The proposed approach, the dataset used for experiments, and machine learning algorithms are presented in Section III. Section IV provides the analysis and discussion of results. In the end, the conclusion is given in Section V.

II. RELATED WORK

Sentiment analysis has emerged as an important research area due to the wide use of social media platforms. As a result, a large body of literature can be found on sentiment and emotion analysis. For example, [7] proposes a machine learning approach for the automatic detection of emotions from the text posted on social networks. Emotions are detected by performing the text classification. The study investigates several problems including semantic complexity of text messages, casual style of micro-blogs, multiple sentiments in text, and different states of emotions. Binary classifiers are used to distinguish tweets with emotions and tweets without emotions. Two main tasks of the approach include offline training and online classification task. The developed emotion classification system Emotex can obtain a classification accuracy of 90% for text messages.

Similarly, emotion detection and emotion intensity degree is predicted in [8]. For this purpose, natural language processing (NLP) tools are used on sexist tweets which are categorized into indirect harassment, physical harassment, and sexual harassment. Additionally, emotions of anger, joy, sadness and fear are investigated containing low, medium, and high intensity. For multilabel classification SVM, Naive Bayes (NB), KNN, Multi-layer perceptron (MLP), LSTM, and convolutional neural network (CNN) are used with Word2Vec, global vector (Glove), and FastText for achieving high classification accuracy. In the same manner, the study investigates 3 categories of speech containing sexist remarks to find the intensity of each emotion. Results show that joy feeling and indirect harassment have direct relation and anger is associated with sexual harassment when the intensity is considered. Similarly, anger, joy, and sadness feelings are associated with physical harassment.

The study [11] conducts experiments to detect tweets’ emotions using the AIT-2018 dataset. The authors propose a new model that leverages EmoSenticNet and WordNetAffect for detecting emotions. Results show that the performance is affected by the small dataset and language ambiguity problems. Accuracy is reduced by the text containing multiple emotions. The authors perform sentiment analysis on online social networks in [15] using machine learning and lexicon-based methods. A multilabel learning algorithm is introduced for this purpose. The proposed approach aims at multiple level emotion detection concerning user view and incorporates machine learning approaches to achieve a multilabel emotion detection system. The authors discover social correlation and temporal correlation, as well as, emotion label correlation. Despite its capability, the proposed approach is limited by the use of a small dataset and low accuracy. A
TABLE 1: A summary of the discussed research works.

| Ref. | Year | Model | Objective | Dataset |
|------|------|-------|-----------|---------|
| [9]  | 2017 | SVM   | Emotion detection from text | - |
| [10] | 2018 | K-means, Naive Bayes and SVM | Emotion Detection and Recognition from Text | Tweet data |
| [7]  | 2019 | SVM   | Text stream message emotion detection | Tweet data |
| [8]  | 2019 | SVM, NB, KNN, MLP, CNN, LSTM | detects emotions on sexist Tweet | Tweet data |
| [11] | 2019 | Naive Bayes, DT, SVM, Proposed Model Unifying WordNetAffect and EmoSenticNet | Tweet emotion detection | Tweet data AIT-2018 |
| [12] | 2019 | Nested LSTM, LSTM, SVM | Emotion detection on text | Tweet data, 980,549 training data, 144,160 testing data |
| [13] | 2019 | DT, CNN, Doc2Vector | Text emotion detection | Facebook and tweet |
| [14] | 2019 | Naive Bayes Classifier | Text Classification into four different emotional classes | Social Media |
| [15] | 2020 | ML-KNN, Proposed model, Multi-label Learning Approach for Emotion Detection | Online Social Networks emotion detection | Tweet data |
| [16] | 2020 | Emotion Extraction Model | detect emotions | Dataset ('International Survey on Emotion Detection Antecedents and Reactions’ (ISEAR)) |
| [17] | 2020 | LSTM | Bitcoin price prediction using sentiment analysis | Twitter™ and Reddit |
| [18] | 2021 | LSTM | Cryptocurrency sentiment analysis for Chinese language data | Chinese social media platform Sina-Weibo dataset |
| [19] | 2021 | RF | Cryptocurrency sentiment analysis | Tweets dataset |

depth learning-based nested LSTM model is presented for emotion detection in [12]. The authors aim at increasing the classification accuracy of Ekman’s emotions. A large dataset containing 980,549 training samples and 144,160 testing samples is used for experiments. Nested LSTM has the best accuracy among other methods with a 99.16% accuracy score. The drawback that needs to be rectified is that the results are not significantly different from other models.

Besides the emotion analysis, several works perform cryptocurrency market prediction for which sentiment analysis of cryptocurrency-related tweets is utilized. Generally, positive comments containing positive sentiments are associated with higher market demand for cryptocurrency and vice versa. For example, study [18] proposes a sentiment analysis approach for cryptocurrency value prediction using a machine learning approach. Posts related to cryptocurrency are extracted from the Chinese social media platform Sina-Weibo for analysis. The proposed crypto-based sentiment dictionary and the LSTM model are used for prediction. The proposed approach outperforms the previous works by 18.5% for precision and 15.4% for recall. Similarly, the authors perform sentiment analysis in [19] on specific cryptocurrency coins using the tweets dataset and machine learning approach. Experiments are performed on NEO and manually labeled tweets dataset. Experiments performed using RF indicate 77% accuracy for sentiment classification.

The study [20] conducts experiments for predicting cryptocurrency prices using the sentiment analysis approach. The proposed approach predicts the cryptocurrency market price in real-time using the news and tweets data. The authors use the LSTM model for price prediction. Similarly, another study [17] proposes an approach for predicting bitcoin price using sentiment analysis and future forecasting techniques. The study [17] finds a correlation between the bitcoin price and tweets sentiments. The study uses LSTM and ARIMA for the price prediction of bitcoin.

The above-discussed studies predict cryptocurrency prices using the sentiment analysis of cryptocurrency-related tweets. Results from the machine and deep learning models show low classification performance. For this reason, further research is required to enhance the classification performance of cryptocurrency-related tweets. Other than that the main objective of such studies is the cryptocurrency price prediction and not the sentiment analysis itself. So, the scope of such studies is limited. This study addresses these issues by proposing a high accuracy ensemble classifier for sentiment analysis on cryptocurrency-related tweets. The study [12] also uses an ensemble model, where two LSTM models are united in the nested way with an inner join. The current study, on the other hand, makes an ensemble of two different recurrent neural networks comprising LSTM and GRU. Secondly, these models are combined in a stacked manner where the output of one model serves as the input of the second model. Joining LSTM and GRU as a stacked model proves to be more accurate than LSTM with inner join.

III. MATERIALS AND METHODS
A. PROPOSED METHODOLOGY

This study performs experiments for sentiment analysis and emotion detection on cryptocurrency-related tweets. For this purpose, an ensemble model is proposed to obtain sentiment and emotion detection with improved classification accuracy. Figure 1 shows the architecture of the proposed methodology. All experiments are carried out using an Intel Core i7 11th generation machine with Windows operating system. Machine and deep learning models are implemented in Python language using Kera’s, and the scikit learning frameworks.

In the proposed approach, the first step is Twitter™ data collection using the Tweepy library. In this regard, a Twitter™ developer account is generated and Tweets are scrapped. Tweets are collected using specific tags such as “#cryptocurrency”, “cryptocurrency”, “#cryptomarket”, and “#BTC”. A total of 40,000 tweets are collected in this process. The data collection is carried out starting from July to August 2021. Sample text from the collected tweets is shown in Table 2.

Table 2: Sample text from the dataset.

| User          | Location | Text                                                                 | Date           |
|---------------|----------|----------------------------------------------------------------------|----------------|
| Aureum        | Victoria | Nice! My #TradingBot 5 just sold $NEO/$USDT with 4.73% profit on binance! Bitcoin -20% on the Fee://E1! | 7/30/2021      |
| tron_age      | USA      | Striatus is the World’s First Unreinforced 3D-Printed Concrete Arched Bridge #blockchain #dike #cryptocurrency | 7/30/2021      |

Tweets contain links, tags, usernames, numbers, and other characters which are not useful for the machine learning models’ training. We remove these meaningless data from tweets using preprocessing techniques such as stemming, lemmatization, spell correction, stopwords removal, etc.

After data preprocessing, the dataset is annotated for both sentiment analysis and emotion detection. For sentiment annotation, TextBlob is used while for emotion annotation Text2Emotion libraries are utilized. TextBlob and Text2Emotion results on the sample preprocessed data are shown in Table 3.

Table 3: Sentiment scoring using TextBlob and Text2Emotion.

| Text                                      | TextBlob | Text2Emotion |
|-------------------------------------------|----------|--------------|
| nice trad bot just sold neo usdt profit on binance bitcoin fee | 0.6      | Positive     |
| striatu world first unreinforce print concrete arch bridge blockchain cryptocurrency | 0.2      | Positive     |

TextBlob gives a 0.6 polarity score to the first tweet which means it is highly positive while the second tweet’s polarity score is 0.2 which shows that tweet is positive but not highly. While for emotion detection Text2Emotion predicts the highest score of 0.5 for happy class on the first tweet and the second tweet’s prediction is the highest score of 0.5 for surprise emotion. The ratio of negative, positive, and neutral tweets is shown in Figure 2a, whereas the ratio of each emotion in the dataset is given in Figure 2b.

Data splitting is the next step, where the data is divided into a ratio of 85 to 15. For training the models, 85% data is used while 15% is used for testing the models. This splitting ratio is more suitable for the models because 85% data is enough to train deep learning models. Table 4 shows the ratio of training and testing sets for both emotion detection and sentiment analysis datasets.

Table 4: Number of samples for training and test datasets.

| Set           | Samples |
|---------------|---------|
| Training set  | 34,000  |
| Testing set   | 6,000   |
| Total data    | 40,000  |

Feature extraction is the performed which is required for machine learning models. Deep learning models, on the other hand, do not need a feature extraction process. The BoW, TF-IDF, and Word2Vec are used for feature extraction. After feature extraction, machine learning models are trained using the training data and in the end, the performance is evaluated in terms of accuracy, precision, recall, and F1 score.

B. PREPROCESSING

To increase the learning efficiency of machine learning models, preprocessing techniques are used to clean the data. The following steps are carried out for data preprocessing.

1) Tokenization

It is the process of breaking down a text into smaller parts known as ‘tokens’. A token can be a number, a phrase, or any symbol that includes all the relevant information about the data while maintaining its security.

2) Punctuation Removal

Natural language processing methods are used to remove punctuation from the tweets. Punctuation is a set of symbols often used in phrases and remarks for increasing the text’s understandability for humans. However, it limits the learning capability of machine learning algorithms and must be eliminated to enhance their learning process. Common punctuation signs include the colon, question marks, comma, semicolon, full-stop/period, and so on...

3) Number Removal

This is another aspect of preprocessing that improves the performance of machine learning algorithms. Numbers in the text do not provide meaningful information for models’ training and their removal reduces the feature space. Removing
FIGURE 1: Architecture of the proposed methodology.

FIGURE 2: Number of samples, (a) Each class in the dataset, (b) Emotions found in the dataset.

the numbers improves model efficiency while decreasing the complexity.

4) Stemming
Stemming is an important element of preprocessing because it improves efficiency by clarifying affixes from sentences/comments and returning the comments to their original form. The process of converting a word into its root form is known as stemming. For instance, several terms may have the same meaning, such as ‘goes,’ ‘going,’ and ‘gone,’ are all modified versions of ‘go.’ The Porter stemmer algorithms are used to implement stemming [22].

5) Lemmatization
Lemmatization converts an extended word to its root form. Lemmatization can determine the intended part of speech correctly, as well as, the sense of a word in a sentence. Stemming and lemmatization differ significantly where lemmatization evaluates the context first and then converts the word to its proper root form while stemming simply removes ‘s’ or ‘es’ at the end of a word. As a result, stemming often produces incorrect or incomplete words involving spelling mistakes. For example, lemmatization would appropriately identify the base form of ‘Studies’ to ‘Study’, whereas, stemming would cutoff the ‘es’ part and convert it to ‘Studi’. ‘Studies’ -> Lemmatization -> ‘Study’ ‘Studies’ -> Stemming -> ‘Studi’

6) Stop Words Removal
Stop words are English words that do not add any meaning to a sentence for machine learning models. As a result, stop words can be deleted without altering the meaning of a phrase. The elimination of stop-words improves the model’s performance while decreasing the complexity of input characteristics. We used pre-defined NLTK corpus stopwords [22].

7) Spell Correction
The practice of correcting misspelled words is known as spelling correction. During this step, the spelling checker is utilized to check for misspelled words and replace them with the right term. The Python package TextBlob is used for the experiments and offers the essential functionality for checking misspelled words [23]. Sample text from tweets is shown in Table 5 to illustrate the impact of preprocessing steps.
TABLE 5: Sample text before and after the preprocessing.

| Before preprocessing                                      | After preprocessing                                      |
|-----------------------------------------------------------|---------------------------------------------------------|
| Nice! My #Trading Bot just sold NEO/ SUSDT with 4.73% profit on #binance! #blockchain | nice trad bot just sold neo usdt profit on binance binance feee |
| Striatus is the World’s First Unreinforced 3D-Printed Concrete Arched Bridge #blockchain | striatu world first unreinforc print concrete archi bridge blockchain cryptocurrency |

**C. FEATURE EXTRACTION**

For feature extraction three approaches are used including the BoW, TF-IDF, and Word2Vec whose short description is provided here for completeness.

1) Bag of Words

The BoW technique is one of the simplest and most widely used feature extraction techniques for text analysis. Despite being easy to implement and understand, BoW often produces good results as compared to many complicated techniques. The BoW is commonly used for language modeling and text classification. This study uses the ‘CountVectorizer’ library to implement BoW. CountVectorizer counts the frequency of unique words and constructs a feature vector. Based on the simple occurrence of words, the feature space is often sparse [16].

2) Term Frequency-Inverse Document Frequency

In TF-IDF, IDF stands for inverse document frequency of the word, while TF stands for term frequency. The TF-IDF is a statistical method for determining the number of relevant words in a given text. The value rises with the number of times a word comes into the text, but it is adjusted by the word’s frequency in the document [24]. TF is the number of times a term appears in a document’s text. Because each document is different in size, a word will probably appear more frequently in longer documents compared to shorter ones. The term frequency is additionally divided by the length of the text to normalize it.

\[
TF(t) = \frac{\text{No. of times } t \text{ appears in a document}}{\text{Total no. of terms in the document}} \tag{1}
\]

The IDF is a measure of how often a word appears in a document. Based on the word’s frequency, IDF shows the importance of a word. The IDF score for rare words is higher.

\[
IDF(t) = \log_e \left( \frac{\text{Total no. documents}}{\text{No. of documents that contain term } t} \right) \tag{2}
\]

TF-IDF is then calculated by multiplying TF and IDF.

3) Word2Vec

Word2Vec is a feature extraction technique used for text processing. Developed by Tomas Mikolov et al. at Google, it uses a neural network model as the base to learn the association between words from the text. The Word2Vec method extracts text features for specific words. When the model is trained on a text corpus, it can detect synonymous words or recommend additional words for partial sentences [25]. A list of numbers called ‘vector’ is used in Word2Vec to represent each different word. The selection of the vectors is made such that the cosine similarity can be used to determine the semantic similarity between the vectors.

**D. EMOTION DETECTION AND SENTIMENT ANALYSIS METHODS**

1) TextBlob

TextBlob is a famous Python library used for performing different tasks on text data. Several processes on text data can be carried out using TextBlob including noun phrase extraction, translation and sentiment analysis, etc. [26]. This study uses TextBlob to find the sentiments from cryptocurrency tweets. The TextBlob sentiment function is used to determine the text polarity and subjectivity. Subjectivity is used to check whether the text is objective or subjective and polarity is used to check whether the text gives a positive or negative sense.

2) Text2Emotion

Text2Emotion is a Python package created to identify appropriate emotions embedded in the text data [27]. Humans use emotions in the appropriate context while communicating and the words used to represent those emotions are properly aligned. Text2Emotion processes the textual data identifies the embedded emotion and provides the output in the form of a dictionary. Five main emotion types are well-suited for tweets including 'happy', 'angry', 'sad', 'surprise', and 'fear'.

**E. MACHINE LEARNING MODELS**

This study uses several machine learning and deep learning models for sentiment analysis and emotion detection. For example, RF, DT, KNN, SVM, GNB, and LR are used for experiments. In addition, ELM is also used for performance comparison. ELM does not use a gradient-based technique, so it tunes hyperparameters once and does not follow an iterative approach which improves its computation time than traditional machine learning models [28]–[30]. For the current study, ELM is deployed with the SoftMax layer and hot encoding function. The machine learning models are used with the best hyperparameter settings which are obtained using the grid search method. The hyperparameters setting of all machine learning models is shown in Table 6.

**F. PROPOSED ENSEMBLE MODEL**

This study proposes an ensemble model combining the LSTM and GRU for sentiment analysis and emotion detection [31], [32]. LSTM-GRU ensembles LSTM and GRU sequentially which are types of recurrent neural networks (RNN). GRU is a newer application of RNN as compared...
TABLE 6: Hyper-parameters setting for machine learning models.

| Model                      | Hyperparameters                  | Tuning range                           |
|----------------------------|----------------------------------|----------------------------------------|
| Random Forest              | n_estimators=300; max_depth=300   | n_estimators=50 to 500; max_depth=50 to 500; |
| Decision Tree              | max_depth=300                     | n_estimators=50 to 500;                |
| K Nearest Neighbour        | n_neighbors=3; weights=uniform    | n_neighbors=1 to 5; weights={uniform, distance} |
| Support Vector Machine     | kernel=linear; C=3.0               | kernel= {linear, poly}; C=1.0 to 5.0    |
| Gaussian Naive Bayes       | var_smoothing=1e-9                 | var_smoothing=1e-9                      |
| Logistic Regression        | solver=liblinear; C=3.0            | solver={liblinear, saga, sag}; C=1.0 to 5.0 |
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IV. RESULTS AND DISCUSSIONS

This section presents the result of the proposed approach for sentiment analysis and emotion detection using machine learning and deep learning models. Results are presented with each feature extraction technique separately in terms of accuracy, precision, recall, F1 score, number of correct predictions (CP), number of wrong predictions (WP), and geometric mean (G mean) [34].

A. EMOTION DETECTION RESULTS USING MACHINE LEARNING MODELS

Experiments are performed using the machine learning models with BoW, TF-IDF, and Word2Vec features. Experimental results indicate that SVM and LR show more significant results as compared to other models with BoW features, each with a 0.90 accuracy score. This significant performance with both linear models is based on the large feature set. The 40,000 tweets generate a large feature set that is suitable for the SVM and LR. While ETC and DT achieve 0.85 and 0.84 accuracy scores, respectively, KNN and GNB could not perform well. Overall, SVM and LR show a superb performance with a large feature set and multiclass prediction. The results of machine learning models with BoW are shown in Table 7.

TABLE 7: Results using machine learning models with BoW features.

| Model | Accuracy | Precision | Recall | F1 score | G mean |
|-------|----------|-----------|--------|----------|--------|
| SVM   | 0.90     | 0.89      | 0.89   | 0.89     | 0.89   |
| LR    | 0.90     | 0.90      | 0.88   | 0.89     | 0.89   |
| GNB   | 0.37     | 0.41      | 0.44   | 0.35     | 0.42   |
| ETC   | 0.85     | 0.88      | 0.77   | 0.81     | 0.82   |
| DT    | 0.84     | 0.83      | 0.79   | 0.80     | 0.82   |
| KNN   | 0.69     | 0.81      | 0.56   | 0.63     | 0.67   |

Results of machine learning models are also good with TF-IDF features. SVM and LR are the best performers with the TF-IDF features as well, each with a 0.90 accuracy score. The performance of models is slightly decreased when TF-IDF features are used. Although the performance of SVM and LR is not affected, other models’ performance is degraded, e.g., ETC, DT, KNN, and GNB. It indicates that the performance is affected with TF-IDF features due to complex features set as compared to simple BoW features.

TABLE 8: Results using machine learning models with TF-IDF features.

| Model | Accuracy | Precision | Recall | F1 score | G mean |
|-------|----------|-----------|--------|----------|--------|
| SVM   | 0.90     | 0.88      | 0.86   | 0.87     | 0.87   |
| LR    | 0.90     | 0.90      | 0.84   | 0.87     | 0.87   |
| GNB   | 0.37     | 0.40      | 0.44   | 0.35     | 0.42   |
| ETC   | 0.84     | 0.89      | 0.75   | 0.80     | 0.82   |
| DT    | 0.83     | 0.81      | 0.77   | 0.79     | 0.79   |
| KNN   | 0.69     | 0.81      | 0.56   | 0.63     | 0.67   |
Table 9 shows the performance of models using the Word2Vec features for emotion detection. The performance of models is not good with word2vec features as compared to TF-IDF and BoW features. LR achieves the highest 0.76 accuracy score for emotion detection using Word2Vec features. This poor performance of the model is attributed to Word2Vec’s inability to handle unknown or out-of-vocabulary (OOV) words. If a model has not encountered a word before, it can not interpret or build a vector for it. Consequently, the performance of machine learning models is substantially reduced when used with Word2Vec features.

**TABLE 9: Results using machine learning models with Word2Vec features.**

| Model | Accuracy | Precision | Recall | F1 score | G mean |
|-------|----------|-----------|--------|----------|--------|
| SVM   | 0.75     | 0.74      | 0.67   | 0.70     | 0.70   |
| LR    | 0.76     | 0.74      | 0.68   | 0.70     | 0.71   |
| GNB   | 0.42     | 0.47      | 0.43   | 0.37     | 0.45   |
| ETC   | 0.74     | 0.87      | 0.60   | 0.67     | 0.72   |
| DT    | 0.63     | 0.55      | 0.55   | 0.55     | 0.55   |
| KNN   | 0.72     | 0.74      | 0.61   | 0.66     | 0.67   |

Table 10 shows the performance comparison of machine learning models for emotion detection in terms of correct predictions (CP) and wrong predictions (WP). The highest number of correct predictions are obtained by the SVM using BoW features which is 5,417 out of 6,000 and gives the lowest wrong predictions of 583 as compared to all other models. LR is just behind the SVM with 5,406 correct predictions. GNB gives the highest number of wrong predictions for emotion detection using the BoW features with 3,749 wrong predictions out of 6000 total predictions. Figure 4 shows the comparison between feature extraction techniques concerning machine learning models for sentiment analysis.

**TABLE 10: Results comparison using machine learning models.**

| Model | BoW | TF-IDF | Word2Vec |
|-------|-----|--------|----------|
|       | CP  | WP     | CP       | WP       |
| SVM   | 5,417| 583    | 5,389    | 611      |
| LR    | 5,406| 594    | 5,375    | 625      |
| GNB   | 2,251| 3,749  | 2,243    | 3,737    |
| ETC   | 5,102| 898    | 5,084    | 946      |
| DT    | 5,048| 952    | 4,964    | 1,036    |
| KNN   | 4,117| 1,883  | 4,117    | 1,883    |

B. SENTIMENT ANALYSIS USING MACHINE LEARNING MODELS

This section presents the results of machine learning models in terms of accuracy, precision, recall, F1 Score, WP, and CP for sentiment analysis. Sentiment analysis is based on three sentiments including negative, positive, and neutral as compared to emotion detection which involved five target classes. Consequently, better performance is expected for sentiment analysis with the machine learning models.

Table 11 contains the result of machine learning models for sentiment analysis using the BoW features and SVM and LR outperform all other models, each with an accuracy score of 0.98. In terms of F1 score and recall SVM performs significantly better than LR. SVM’s significant performance in both emotion detection and sentiment analysis shows that the large feature sets are more suitable for SVM. DT also achieved a 0.98 accuracy score while ETC is just behind with a 0.97 accuracy score, however, their precision, recall, and F1 scores are marginally lower than SVM and LR. GNB still shows the worst performance with a 0.47 accuracy score.

**TABLE 11: Sentiment analysis results using BoW features.**

| Model | Accuracy | Precision | Recall | F1 score | G mean |
|-------|----------|-----------|--------|----------|--------|
| SVM   | 0.98     | 0.98      | 0.97   | 0.98     | 0.97   |
| LR    | 0.98     | 0.98      | 0.96   | 0.97     | 0.97   |
| GNB   | 0.47     | 0.55      | 0.57   | 0.45     | 0.56   |
| ETC   | 0.97     | 0.97      | 0.93   | 0.95     | 0.95   |
| DT    | 0.98     | 0.97      | 0.97   | 0.97     | 0.97   |
| KNN   | 0.78     | 0.86      | 0.67   | 0.72     | 0.76   |

The performance of models using TF-IDF features is given in Table 12. Results indicate that SVM and two tree-based models ETC and DT jointly achieve the highest accuracy score of 0.98. The performance of the ETC is improved with TF-IDF features. ETC is a tree-based ensemble model that uses majority voting criteria to predict the target class and tends to show better performance with few target classes as compared to a large number of target classes. ETC is followed by LR with a 0.97 accuracy score.

**TABLE 12: Sentiment analysis results using TF-IDF features.**

| Model | Accuracy | Precision | Recall | F1 score | G mean |
|-------|----------|-----------|--------|----------|--------|
| SVM   | 0.98     | 0.98      | 0.96   | 0.97     | 0.97   |
| LR    | 0.97     | 0.98      | 0.94   | 0.96     | 0.95   |
| GNB   | 0.45     | 0.58      | 0.57   | 0.44     | 0.57   |
| ETC   | 0.98     | 0.97      | 0.95   | 0.96     | 0.96   |
| DT    | 0.98     | 0.96      | 0.96   | 0.96     | 0.96   |
| KNN   | 0.78     | 0.86      | 0.67   | 0.72     | 0.69   |

The performance of models using Word2Vec features is shown in Table 13 and results suggest that models’ performance is severely degraded when used with Word2Vec features. Although SVM and LR achieve the highest accuracy score of 0.89 each, the classification accuracy of other...
machine learning models is reduced on average. However, GNB achieves its highest accuracy score of the study with Word2Vec features in the sentiment analysis case as it gives a 0.61 accuracy score.

TABLE 13: Sentiment analysis results using Word2Vec features.

| Model | Accuracy | Precision | Recall | F1 score | G mean |
|-------|----------|-----------|--------|----------|--------|
| SVM   | 0.89     | 0.88      | 0.82   | 0.85     | 0.85   |
| LR    | 0.89     | 0.88      | 0.82   | 0.85     | 0.85   |
| GNB   | 0.61     | 0.56      | 0.63   | 0.56     | 0.59   |
| ETC   | 0.82     | 0.89      | 0.72   | 0.77     | 0.74   |
| DT    | 0.74     | 0.67      | 0.68   | 0.68     | 0.68   |
| KNN   | 0.82     | 0.89      | 0.75   | 0.78     | 0.76   |

For sentiment analysis, the correct and wrong prediction ratio for each model is provided in Table 14. SVM gives the highest number of correct predictions for sentiment analysis using the BoW and TF-IDF features with 5,896 and 5,895 correct predictions, respectively, out of a total of 6,000 predictions. GNB is the worst performer with 3,294 wrong predictions using TF-IDF features for sentiment analysis. Figure 4 shows the comparison between feature extraction techniques concerning machine learning models for sentiment analysis. Figure 5 shows the comparison between feature extraction techniques concerning machine learning models for sentiment analysis.

TABLE 14: Sentiment analysis results comparison using machine learning models.

| Approach              | Model       | Acc. | Prec. | Recall | F1   | G mean |
|-----------------------|-------------|------|-------|--------|------|--------|
| Sentiment Analysis    | LSTM        | 0.90 | 0.89  | 0.89   | 0.89 | 0.89   |
|                       | GRU         | 0.91 | 0.89  | 0.89   | 0.89 | 0.89   |
|                       | LSTM-GRU    | 0.91 | 0.90  | 0.89   | 0.89 | 0.89   |
| Emotion Detection     | LSTM        | 0.99 | 0.98  | 0.97   | 0.97 | 0.97   |
|                       | GRU         | 0.98 | 0.98  | 0.97   | 0.97 | 0.97   |
|                       | LSTM-GRU    | 0.99 | 0.99  | 0.98   | 0.98 | 0.98   |

Table 15 shows that for emotion detection with five target classes GRU shows better performance as compared to LSTM with 5,435 correct predictions while LSTM gives 5,426 correct predictions. Conversely, when LSTM and GRU are ensembled, they show superior performance with 5,482 correct predictions as shown in Table 16. Similarly, in the sentiment analysis case, LSTM is better as compared to GRU which shows that their performance varies as the ratio of target classes changes. LSTM gives 5,913 correct predictions while GRU gives 5,902. However, when combined into an ensemble, the number of correct predictions is increased to 5,828. These results show that the proposed model LSTM-GRU can perform better because of its ensemble structure where LSTM and GRU are combined to get the better of both models. This versatility makes LSTM-GRU a significant model as compared to an individual model.

D. RESULTS WITH RANDOM UNDERSAMPLING BALANCED DATASET

Since the dataset is balanced so the probability of the models’ overfitting can not be ignored. For handling this problem, this study carries out the data balancing using the random undersampling (RUS) approach. Undersampling is preferred over oversampling, as data leakage may occur when oversampling is performed before the train-test split. RUS de-
creases the number of records from the dataset to achieve an almost similar data distribution for different classes. For this purpose, the number of majority class samples is randomly removed. In the dataset used in this study, the negative class has only 3,712 samples which is less than both the positive and neutral classes, so RUS is used to select an equal number of records for positive and neutral classes to make the dataset balanced. Similarly, for emotions, the angry class has a lower number of records, and the RUS approach is used to select the same number of records from each class. Table 17 shows the distribution of samples after applying RUS.

TABLE 17: Number of samples for different classes after random undersampling.

| Dataset          | Class    | Original count | After sampling |
|------------------|----------|----------------|----------------|
| Sentiment analysis | Positive | 14,541         | 3,712          |
|                  | Neutral  | 21,747         | 3,712          |
|                  | Negative | 3,712          | 3,712          |
| Emotion detection | Happy    | 17,236         | 1,503          |
|                  | Sad      | 5,175          | 1,503          |
|                  | Fear     | 9,176          | 1,503          |
|                  | Surprise | 6,910          | 1,503          |
|                  | Angry    | 1,503          | 1,503          |

Experiments are performed using the under-sampled dataset using the proposed LSTM-GRU model and results are given in Table 18. Results suggest that the performance of the model is better with the original dataset as compared to the balanced dataset using the RUS approach. RUS removes samples from the dataset which ultimately reduces the feature set size. Deep learning models are data-intensive and require a larger data size to obtain a good fit which is not possible with undersampled data. It degrades the performance of LSTM-GRU from a 0.99 accuracy score to 0.97 for the sentiment analysis and a 0.90 accuracy score to 0.83 for emotion detection. Despite the decrease in the classification accuracy, the models still perform better than machine learning models with good precision and F1 scores.

TABLE 18: Experimental results using LSTM-GRU on the balanced dataset.

| Dataset          | Accuracy | Precision | Recall | F1 score |
|------------------|----------|-----------|--------|----------|
| Sentiment analysis | 0.97     | 0.97      | 0.97   | 0.97     |
| Emotion detection   | 0.83     | 0.83      | 0.82   | 0.82     |

E. COMPARISON FOR COMPUTATIONAL COMPLEXITY

We evaluate the computational time for all models with each approach and the results are shown in Tables 19 and 20. According to the results performance of the proposed model LSTM-GRU is significantly better in terms of computational time as the model takes only 1178 seconds for sentiment analysis and 1438 seconds for emotion detection. While from machine learning models, BoW and TF-IDF give good results but computational time for ETC and DT is very high as ETC takes 9351 seconds with the TF-IDF feature for sentiment analysis. On the other hand, GNB takes the lowest time but accuracy is very low by GNB. For the deep learning models, the computational time of the LSTM model is significantly low than both the GRU and the proposed model, however, its accuracy is also low.

TABLE 19: Computational time (seconds) of machine learning models.

| Model | Emotion Detection | Sentiment Analysis |
|-------|-----------------|--------------------|
| SVC   | BoW TF-IDF Word2Vec | BoW TF-IDF Word2Vec |
| LR    | 321 349 241      | 175 195 270        |
| GNB   | 43   46 229      | 48 31 2           |
| ETC   | 2704 2664 198   | 2345 9351 198     |
| DT    | 1403 1521 149   | 1654 1677 149     |
| KNN   | 3567 1977 122   | 2121 2447 117     |

F. PERFORMANCE COMPARISON WITH STATE-OF-THE-ART APPROACHES

For analyzing the significance of the proposed LSTM-GRU model, this study carries out the performance analysis concerning other state-of-the-art approaches for sentiment analysis. Four recent studies have been selected in this regard that uses deep learning models for emotion detection and sentiment analysis.

TABLE 20: Deep learning models’ computational time (seconds).

| Approach | Model      | Time (Sec.) |
|----------|------------|-------------|
| Sentiment Analysis | LSTM-GRU     | 978          |
| Emotion Detection  | LSTM       | 201          |
|                 | GRU        | 1015         |
|                 | LSTM-GRU   | 964          |

Study [35] perform sentiment analysis on users’ tweets for the US airline companies using an ensemble model. The ensemble model uses the LR and SGDC under voting criteria. The study [31] conducts sentiment analysis using deep learning CNN and LSTM by stacking them for high performance. The ensemble mode is used to enhance the capability of sarcasm detection in tweets. Similarly, [36] carried out experiments for sentiment analysis on tweets related to deepfake technology. A stacked Bi-LSTM model is proposed to obtain improved results. Along the same directions, [37] proposes an ensemble model, convolutional Bi LSTM (ConBi-LSTM)
by combining CNN and BiLSTM for sentiment analysis. Table 21 shows the comparative analysis of the above-discussed research works and the proposed LSTM-GRU model for sentiment analysis and emotion detection. Results suggest that the proposed model achieves results that are significantly better than state-of-the-art approaches.

We also deployed the ELM to analyze its performance against the proposed model and other machine learning models. ELM is faster as compared to traditional neural networks as it does not use the gradient-based technique. However, its performance is poor on the selected dataset for both sentiment analysis and emotion detection, as shown in Table 22. The best performance is observed when used with TF-IDF for sentiment analysis where it obtains a 0.68 accuracy score, followed by a 0.64 accuracy score using BoW. The performance of ELM is poor because of non-linear text features found in the current dataset.

| TABLE 22: ELM results using BoW, TF-IDF, and Word2Vec features. |
|---------------------------------|-----------------|-----------------|
| Approach | BoW | TF-IDF | Word2Vec |
| Sentiment Analysis | 0.64 | 0.68 | 0.61 |
| Emotion Detection | 0.60 | 0.65 | 0.60 |

V. CONCLUSION

This study performs sentiment analysis and emotion detection on tweets related to cryptocurrency. Sentiment analysis of cryptocurrency holds potential significance as it is widely used for predicting the market price of the cryptocurrency which necessitates sentiments classification with high accuracy. For experiments, tweets are extracted from Twitter™, and the dataset is annotated using TextBlob and Text2Emotion for sentiments and emotions, respectively. Besides the use of several machine learning and deep learning models for classification, this study leverages recurrent neural networks LSTM and GRU to form an ensemble model to enhance classification performance. In addition, BoW, TF-IDF, and Word2Vec features are used as feature extraction techniques for the machine learning models. Results indicate that machine learning models perform well with BoW features compared with TF-IDF and Word2Vec. The proposed model achieves the highest performance for sentiment analysis with a 0.99 accuracy score and the highest precision and recall of 0.99 and 0.98, respectively. Similarly, LSTM-GRU outperforms all other models in terms of correct and wrong predictions for both sentiment analysis and emotion detection. Dataset balancing using the random undersampling suggests that LSTM-GRU performance is decreased due to fewer training data. This study considers the sentiment analysis for cryptocurrency-related tweets, we intend to perform cryptocurrency market price prediction based on the analyzed sentiments in the future.
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