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Abstract
Recognition and identification of unknown targets is a crucial task in surveillance and security systems. Electronic Support Measures (ESM) are one of the most effective sensors for identification, especially for maritime and air–to–ground applications. In typical surveillance systems multiple ESM sensors are usually deployed along with kinematic sensors like radar. Different ESM sensors may produce different types of reports ready to be sent to the fusion center. The focus of this paper is to develop a new architecture for target recognition and identification when non–homogeneous ESM and possibly kinematic reports are received at the fusion center. The new fusion architecture is evaluated using simulations to show the benefit of utilizing different ESM reports such as attributes and signal level ESM data.

I. INTRODUCTION

Processing Electronic Support Measure (ESM) data in surveillance systems [9], [14], [20] is one of the fundamental tasks in Recognition and Identification (R&I) [16], [18]. Identifying the emitter type based on the signals received from an ESM sensor has been addressed in the literature [11], [16], [24]. The approaches in these previous works are suitable for systems with a single ESM sensor. In modern surveillance systems, the combination of radar reports and ESM is used to identify the targets and to further classify them into known platforms [8], [12], [17]. These systems benefit from the features that can be extracted from the kinematic [2] of the targets as well as those of from ESM to classify the targets with higher accuracy. With the advances in recent years, the number of sensors has multiplied in modern surveillance systems and the need for new sensor fusion architectures has been identified. In [13], a comprehensive categorization of possible levels of processing that can be utilized in different applications such as air–to–ground and ground–to–ground surveillance was given.

The primary focus of this paper is to handle multiple ESM sensors along with radar (kinematic) measurements to improve R&I accuracy. Previous works have addressed design of algorithms for processing and fusing ESM data in different contexts. In [25], ESM sensors and their capabilities are investigated for air defence system design. The concept of attribute estimation is discussed for multisensor scenarios in [3]. Going beyond the traditional architectures for R&I systems, in this paper, a new approach for processing ESM and kinematic data is proposed to achieve the goals introduced in standards such as STANAG 4162 [26]. Although the Bayesian framework [4] is mainly considered in most R&I systems, this paper considers other frameworks such as evidence theory [31] and possibility theory and fuzzy sets [30], whenever possible, in addition to probabilistic solutions in different blocks of the new hierarchy, to achieve a better utilization of available information.

If multiple ESM sensors are available in a surveillance system, there may be a variety of information in their output. For example the ESM data sent to the fusion center may range from raw (unprocessed) ESM data to fully processed information such as threat category or lethality [15] of a specific target. Some of these data can be considered as probabilistic distributions while others may be in the form of sets and intervals possibly with probabilities assigned to them. The fusion of heterogeneous data for R&I and the management of the flow of information in the scenarios is the focus of this paper. This development motivates the new architecture for fusing all information to better identify the targets.

In order to understand the problem, the traditional frameworks that has been used to process ESM data are reviewed in Section II. In Section III, the fusion of data from a single ESM and radar sensor is considered. Section IV is devoted to the new system design and to show how it can be used in modern ESM fusion systems. In Section V, a simple example is considered with discussions on possible issues in the design of the proposed architecture. Finally, conclusions and future works are discussed in Section VI.

II. REVIEW OF FRAMEWORKS FOR R&I

There are different R&I frameworks one can use in surveillance systems. In advanced systems, the ability to take advantage of different frameworks is advantageous. Due to this emergence of multiple fusion approaches and in order to further discuss and formulate the ideas that are necessary for the development of the new architecture proposed in this paper, a brief review of common fusion frameworks for R&I is given in this section.
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A. Probability theory – Bayesian framework

Bayesian framework refers to the classical method that uses the Bayes’ theorem in statistical inference, which includes testing hypotheses and deriving estimates. The core of the Bayesian framework is to update the probability of a hypothesis or the probability distribution of a random variable when evidence (measurement) becomes available based on the Bayes’ formula [2]:

\[
p(B_i|y) = \frac{p(y|B_i)p(B_i)}{p(y)} = \frac{\sum_{i=1}^{n} p(y|B_i)p(B_i)}{p(y)}
\]

(1)

for hypothesis (event) and

\[
p(x|y) = \frac{p(y|x)p(x)}{p(y)} = \int p(y|x)p(x)dx
\]

(2)

for random variables. In the above, \(P(B_i|y)\) and \(p(x|y)\) are the posterior probabilities and, \(p(B_i)\) and \(p(x)\) are the prior probabilities. Bayesian framework is particularly useful when evidence is received sequentially. In this case, the posterior probability becomes the next prior probability at the next time instant.

B. Evidence theory – Belief functions

In probability distributions, beliefs are distributed over the elements of the outcome space. In contrast, for a belief function, the distribution, also known as mass function, attributes belief to subsets of the outcome space. In other words, if there is belief attributed to a subset, there is a reason to believe that the outcome will be among the elements of that subset, without committing to any preference among those elements. One can define a mass distribution \(m_\Theta\) as a mapping from subsets of a frame of discernment \(\Theta\) into the unit interval:

\[
m_\Theta : 2^\Theta \mapsto [0, 1]
\]

(3)

such that

\[
m_\Theta (\emptyset) = 0 \quad \text{and} \quad \sum_{A \subseteq \Theta} m_\Theta (A) = 1
\]

(4)

In this context, focal elements are defined as subsets that are attributed to non–zero mass. It is worth noting that the belief in a hypothesis \(A (A \subseteq \Theta)\) is constrained to lie within an interval \([\text{Bel}(A) , \text{Pl}(A)]\), where

\[
\text{Bel}(A) = \sum_{A_i \subseteq A} m_\Theta (A_i) \quad ; \quad \text{Pl}(A) = 1 - \text{Bel}(\neg A)
\]

(5)

These bounds are known as belief (support) and plausibility, respectively. To combine two different belief functions together, one can use the Dempster’s rule of combination [29] as the fusion operator. Note that this rule finds the common shared belief between different sources and ignores all the conflicting belief through a normalization factor. Therefore, the combination (joint mass) of two sets of masses \(m_1\) and \(m_2\) can be written as

\[
m_{1,2} (\emptyset) = 0
\]

\[
m_{1,2} (A) = (m_1 \oplus m_2) (A) = \frac{1}{1 - K} \sum_{B \cap C = A \neq \emptyset} m_1 (B) m_2 (C)
\]

(7)

where \(K\) is the measure of the amount of conflict between the two mass sets and is defined by

\[
K = \sum_{B \cap C = \emptyset} m_1 (B) m_2 (C)
\]

(8)

C. Possibility and fuzzy set theory

To further process the information that has linguistic characteristics, the idea of fuzzy sets and possibility theory can be used [30]. If possibility distributions are defined as fuzzy restrictions, then the imprecision in natural languages, which is possibilistic rather than probabilistic, can be addressed in a systematic manner. This subject is beyond the scope of this paper and will be explained in the work in progress for a general framework of ESM data fusion.
III. PROBLEM FORMULATION

Classification of targets into different categories is one of the most important tasks in Recognition and Identification. There are works in literature on different ways for the classification of data in distributed tracking systems for the purpose of recognition and identification [5], [7]. In this paper we focus on addressing the issue of the fusion of ESM and kinematic measurements at three different levels. Figure 1 shows a general block diagram on how the classification process is carried out based on ESM and kinematic measurements.

![Block diagram of ESM/Kinematic fusion](image)

Fig. 1: Block diagram of ESM/Kinematic fusion

For air–to–ground target tracking, if altimeter or terrain data is available, an estimate of the ground or sea level targets can be found by using a single ESM sensor alone [10]. This estimate has the advantage of being uncorrelated with data processed for estimating track features and further can be fused with kinematic estimate of other sensors.

In Figure 1, output types can be numerical, objective, structures, low–level (data), etc., assuming that they are hard data. Due to the existence of various types of data, such data should be defined within the proposed framework so that each block can use the data it receives. If soft data such as operator reports are available, qualitative, subjective, unstructured and higher–level (information) data also must be included within the framework. Imperfect nature of information can also be considered in the architecture. These imperfections in data can come from different sources such as the uncertainty in the information, imprecision and the conflict between the processed data.

A. ESM measurement

Electronic support measures consist of various measurements and depend on the sensors that are mounted on the platform. To give a better view of the problem, in this paper, it is assumed that ESM measurements are Pulse Repetition Interval (PRI) high, PRI low, frequency high, frequency low, Pulse Width (PW) high, PW low and amplitude. Table I gives a short description of these measurements. All these measurements are perturbed with white noise of known distributions with means defined in

| ESM measurement | Mean |
|-----------------|------|
| PRI High        | \( \kappa_h \) |
| PRI Low         | \( \kappa_l \) |
| Frequency High  | \( f_h \) |
| Frequency Low   | \( f_l \) |
| PW High         | \( \delta_h \) |
| PW Low          | \( \delta_l \) |
| Amplitude       | \( \alpha \) |

Table I. Measured sensor data can be sent to the next block for further processing via a vector and its associated distribution model parameters as \( \{ y, U \} \).

B. Attribute estimate

Target attributes are various variables with discrete values that primarily give information to distinguish between the targets by characterizing the measurements into different groups by assigning probabilities to possible outcomes [3]. Assuming \( \{ y, U \} \) is received, the measurement can be characterized by the conditional probability density function (pdf) for \( \{ a_1, \ldots, a_n \} \) attributes as

\[
p(y \mid a = a_i) = g_i(y)
\]  

(9)
where \( g_i \) is the likelihood function of the attribute \( a_i \). In addition, prior information of the attributes can be modeled as

\[
p_i(0) = \mathbb{P}\{a = a_i\} \quad i = 1, \ldots, n
\]

Starting with processing the first measurement, the conditional probability of the target having attribute \( i \) is, in the Bayesian framework

\[
p_i(1) = \mathbb{P}\{a = a_i | y(1)\} = \frac{1}{c_1} g_i(y(1)) p_i(0)
\]

where the normalization factor \( c_1 \) is

\[
c_1 = \sum_{j=1}^{n} g_j(y(1)) p_j(0)
\]

If more measurements are available through different time steps, the recursive updating of attribute \( i \) can be written as

\[
p_i(k) = \frac{1}{c_k} g_i(y(k)) p_i(k - 1)
\]

where

\[
c_k = \sum_{j=1}^{n} g_j(y(k)) p_j(k - 1)
\]

Note that it is assumed the measurements are independent conditioned on the attribute. Then, the so called attribute estimate can be shown as a list of probabilities assigned to different attributes. Based on practical surveillance systems, informative attributes with possible outputs are shown in Table II. Each probability or evidence data presented with \( \Xi(\cdot) \) can be a list of scalars or intervals with their associated probabilities or probability density functions. The choice of the data type depends on the application and model of the sensor.

C. Recognition of attributes estimates

In order to further process the data received at this stage, i.e., \( \{a, A\} \), it is necessary to use a framework that can combine different types of information in \( \{a, A\} \). For example, to find out the threat category of a target, which can be friendly or foe, one should combine the information of the shape and speed together. If this information is in the form of lists, one can use belief functions and combination rules to fuse and later classify the data [21]–[23], [29], [31]. If all the data is in terms of probabilistic models, Bayesian framework can be adopted for the purpose of classification [28]. In the case of a combination of belief and probabilistic functions, approximations can be applied to belief functions as stated in [27] to be compatible with the Bayesian framework. In all cases, it is important to design the model such that uncertainty information is also generated in addition to recognition and classification results.

D. Position measurement

In tracking applications, the target position is mainly measured by a radar or sonar, in polar or spherical coordinates [1], [2]. However, target motion is usually best modeled in Cartesian coordinates. To cope with different coordinates used in measurement and target motion space, the received measurement is converted into Cartesian coordinates prior to tracking by the method proposed in [6]. Assume \( \mathbf{z}_m = [r_m \ \theta_m]' \) is the measurement in the two-dimensional case where \( r_m \) and \( \theta_m \) are the range and bearing measurement perturbed by independent Gaussian noise with a zero mean and standard deviation \( \sigma_r \) and \( \sigma_\theta \), respectively. Then, the converted measurement in Cartesian coordinates can be expressed as

\[
\mathbf{z} \triangleq \begin{bmatrix} x_m \\ y_m \end{bmatrix} = e^{\sigma_\theta^2/2} \begin{bmatrix} r_m \cos \theta_m \\ r_m \sin \theta_m \end{bmatrix}
\]

and its associated covariance matrix is

\[
\mathbf{R} \triangleq \begin{bmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{bmatrix}
\]
where

\[
R_{11} = \frac{1}{2}(r_m^2 + \sigma_r^2) \left[ 1 + \cos(2\theta_m)e^{-2\sigma_\theta^2} \right] + \left[ e^{\sigma_\theta^2} - 2 \right] r_m^2 \cos^2 \theta_m
\]

\[
R_{22} = \frac{1}{2}(r_m^2 + \sigma_r^2) \left[ 1 - \cos(2\theta_m)e^{-2\sigma_\theta^2} \right] + \left[ e^{\sigma_\theta^2} - 2 \right] r_m^2 \sin^2 \theta_m
\]

\[
R_{12} = \frac{1}{2}(r_m^2 + \sigma_r^2) \sin(2\theta_m)e^{-2\sigma_\theta^2} + \left[ e^{\sigma_\theta^2} - 2 \right] r_m^2 \sin \theta_m \cos \theta_m
\]

\[
R_{21} = R_{12}
\]

(17)

(18)

(19)

(20)

E. Tracker estimate

Assume that each target belongs to one of \( s \) known classes \( c \in \{1, 2, \ldots, s\} \) and the kinematic behavior of each target class is characterized by a linear dynamical model set \( S_c \) with Markov property and corresponding transition matrix \( P_c \). The \( i \)th dynamical model \( M_i^c \in S_c, i = 1, \ldots, r(c) \) can then be represented by

\[
\mathbf{x}(k) = F(M_i^c)\mathbf{x}(k-1) + G(M_i^c)\mathbf{u}(k) + \mathbf{v}(k, M_i^c)
\]

(21)

where \( \mathbf{x}(k) \triangleq [x(k) y(k) \dot{x}(k) \dot{y}(k)]' \) is target kinematic state at time \( k \) and \( \mathbf{v}(k, M_i^c) \) is a white independent identically distributed (iid) Gaussian process noise with zero mean and covariance \( Q(m_i^c) \). Then the measurement equation can be written as

\[
\mathbf{z}(k) = H\mathbf{x}(k) + \mathbf{w}(k)
\]

(22)

where \( \mathbf{w}(k) \) is assumed as iid Gaussian noise with zero mean and covariance \( \mathbf{R} \) given in (16).

Here it is assumed that there are \( s \) number of IMM estimators [2] corresponding to \( s \) target classes, respectively. These \( s \) number of IMM estimators are set up for each target. The state estimate \( \hat{\mathbf{x}}_i(k|k) \), associated covariance matrix \( P_i(k|k) \), posterior probability of mode \( j \) being correct given the measurement up to time \( k - 1 \), noted as \( \mu_i^j(k) \), and the measurement likelihood function conditioned on mode \( j \), noted as \( \Lambda_i^j(k) \), obtained by each IMM estimator \( i = 1, \ldots, s \) and are provided to the subsequent recognition and fusion steps.

F. Recognition of tracker output

Given the measurement sequence \( \mathbf{Z}^k = \{\mathbf{z}(0), \ldots, \mathbf{z}(k)\} \) up to time \( k \), the posterior probability of target being class \( i \), noted as \( P(c = i|\mathbf{Z}^k) \), in the recursive Bayesian framework, is given by

\[
P(c = i|\mathbf{Z}^k) = \frac{P(\mathbf{z}(k)|c = i, \mathbf{Z}^{k-1}) P(\mathbf{z}(k)|c = j, \mathbf{Z}^{k-1}) P(c = j|\mathbf{Z}^{k-1})}{\sum_{j=1}^{s} \sum_{i=1}^{r(j)} P(\mathbf{z}(k)|c = j, \mathbf{Z}^{k-1}) P(c = j|\mathbf{Z}^{k-1})}
\]

(23)

where

\[
P(\mathbf{z}(k)|c = i, \mathbf{Z}^{k-1}) = \sum_{j=1}^{r(i)} P(\mathbf{z}(k)|u(k) = M_i^j, c = i, \mathbf{Z}^{k-1}) \times P(u(k) = M_i^j|c = i, \mathbf{Z}^{k-1})
\]

(24)

Also, \( \mu_i^j(k) \) is the posterior probability of mode \( j \) being correct given the measurement up to time \( k - 1 \) and \( \Lambda_i^j(k) \) is the likelihood function conditioned on mode \( j \) of class \( i \) at time \( k \). Finally, we have

\[
P(c = i|\mathbf{Z}^k) = \frac{\sum_{j=1}^{r(i)} \mu_i^j(k) \Lambda_i^j(k) P(c = i|\mathbf{Z}^{k-1})}{\sum_{j=1}^{s} \left\{ \sum_{m=1}^{r(j)} \mu_j^m(k) \Lambda_j^m(k) P(c = j|\mathbf{Z}^{k-1}) \right\}}
\]

(25)
and

\[ P(c = i | Z^0) = P_0(c = i) \]  (26)

where \( P_0(c = i) \) is the prior probability that the target belongs to class \( i \).

G. Data association of recognized features

In any centralized or distributed tracking system, it is important to decide which of the received measurements are associated to the same target. As the reports may or may not contain the geo-location of the target, the data association algorithm should also be able to decide by considering only the features and probabilities that can be combined with each other. For instance, larger ships are associated with different types of emitter IDs and speed limits. This prior information must be available at any stage where association is necessary and processing must be applied to the received data to group them correctly with a common ID. The problem of association can also be addressed by the bearing and possibly range reports from ESM sensors.

H. Classification and identification

This step is the last processing block before the data is shown to the operator. If the data collected is in the form of probabilistic data, then the Bayesian framework is used for classification. However, if it is in the form of lists, for instance, belief functions are adopted to combine the data together. This can be done using Dempster’s rule of combination.

IV. HIERARCHICAL DESIGN OF MODERN FUSION SYSTEMS

Because there exist different information types extracted at different levels of data processing, it is important to design a hierarchical fusion system that can work with information from different steps in Figure 1. The revised architecture is shown in Figure 2. According to Figure 2, other than the main flow of information (solid lines), there exist other possibilities to pass on the information at different stages. This is important when dealing with multiple ESM reports. In the next subsection, such a formulation is given for further development.

A. Fusion of heterogeneous ESM information

To be able to explain the fusion process, a simple example is suggested here. Assuming a scenario with two ESM sensors, the problem is to fuse the information if they are not processed to the same level and also vary in terms of the features they carry. Note that if all the sensors send a set that includes speed information or its related features, then one can easily fuse them as they can map, with some approximations, to each other. The problem arises when they cannot be mapped into each other and yet it is desired to fuse all the information before classification. Such situations can happen when, for example, one ESM sends a report about speed and the other one sends information about the threat category of the ship. These ESM datasets do not carry the same information, and they are processed at different levels. For an ESM sensor, the report can be of any of the form

\[ \{y_i, U_i\}, \{a_j, A_j\}, \{r_k, \rho_k\} \]  (27)

where different indexes show the possibility of different selected features that cannot be mapped to others directly. Assuming that there are \( m_{\text{ESM}} \) ESM sensors in the surveillance region, \( m_{\text{ESM}}^3 \) possible combination can happen. If \( m_{\text{ESM}} = 2 \), then one possible combination is the set

\[ S = \{\{a_j, A_j\}_1, \{r_k, \rho_k\}_2\} \]  (28)

where the indexes outside the brackets show the sensor number. After associating data into different groups for different objects or targets, the new classifier must be able to handle the heterogeneous flow of information. Defining a classifier function as

\[ \Psi(S_1, S_2, \ldots, S_{m_{\text{ESM}}}) \]  (29)
the final output would be a new set of features, possibly similar to the R&I declaration output to be sent to the operator.

One way to accommodate the fusion and classification of received data is to fill all the empty feature sets from collected data by different sensors if there exist non-overlapping data. In the case of overlapping, a simple fusion rule can be implemented as the data are of the same type and independent. After this processing, if there still exist some information gap to map all the data to the same feature set (R&I declaration), a new classification function must be used to deal with it properly.

V. SIMULATION RESULTS AND DISCUSSION

Now that the mathematical background and the system design of the sensor network have been defined, a simple example is discussed in this section to better understand the stpdf with R&I of ESM and kinematic data. Here a distributed R&I system is considered with two sensors, an ESM sensor and a radar. It is also assumed that a single ship is moving in the surveillance region as shown in Figure 3. To illustrate the impact of different processed data on the final classification output, it is assumed that the ESM report can be either the amplitude or the length. It is also assumed that the processed data from radar carries position and velocity in Cartesian coordinates.

![Fig. 3: Maritime surveillance region](image)

The kinematics of the unknown target are sent to the fusion center as the kinematics vector $x(k)$ and its associated covariance matrix $P(k)$. The amplitude measured by ESM is sent as $\alpha(k)$ and the length as $L(k)$, respectively. In the simulations, it is assumed that the kinematics are processed in the Bayesian framework and the noises are white and Gaussian, hence a covariance matrix contains the full information about the uncertainty of the reported kinematics. The amplitude has Rayleigh distribution [19] and length has Gaussian distribution. The ESM reports, which are from different processing levels, are used for identification and classification separately and also together with the kinematics report to show the effect of adding ESM information for R&I.

| Class | Speed ($v$) | $\alpha$ | $L$ |
|-------|------------|----------|-----|
| Class 1 | $N(5, 3')$ | Ray (4) | $N(15, 2')$ |
| Class 2 | $N(15, 3')$ | Ray (2) | $N(10, 2')$ |
| Class 3 | $N(30, 3')$ | Ray (0.5) | $N(5, 2')$ |

The classes used in the simulations and the parameters assigned to each feature are shown in Table III. Note that each scenario only uses one of the ESM features to fuse with the kinematic (velocity) feature. The initial speed of the unknown target is 28 m/s in Cartesian coordinates and the coarse is $\pi/4$ rad. The amplitude intensity is Rayleigh distributed with parameter $\sigma = 0.5$ and the length of the ship is 5 m. Also, the standard deviation of the uncertainty in the ship length’s measurement is 5 m. Taking in account all the information, it is expected that the data will be assigned to the third class.

The classification is done over 100 Monte Carlo runs for a scenario of 100 time stpdf of reporting values from ESM and radar. Here, two important measures are considered to compare performance of each data fusion process. The first is the average of class probabilities over time (Figures 4–9) and the second is the percentage of correctly reported class (Table IV).

Figures 4–6 show the class probabilities when only kinematic, length and amplitude features used separately for classification, respectively. In Figure 4, it can be seen that for the first few time stpdf, the class assignment is not stable. This shows that classifying based on only the kinematic of the unknown target can be misleading. Figure 5 shows a more consistent result
Fig. 4: Kinematic feature class probabilities

Fig. 5: Ship amplitude features class probabilities

Fig. 6: Ship length feature class probabilities
in terms of classification, however, the results from first twenty time stpdf are not reliable. Finally, Figure 6 shows a more consistent result in terms of classification but with consistently lower probability assigned to the correct class. In order to classify the unknown target better, kinematic features can be coupled with either the data from the length of the ship (attribute feature), or the amplitude (signal level data from ESM). The results of these simulations are shown in Figures 7 and 8. As shown in Figures 7 and 8, adding another feature to the classification can help the classifier distinguish between the unknown target features and other classes with higher accuracy. It is worth noting that amplitude and length information are from two different processing levels as stated in Figure 2. This shows that different ESM data, either attributes, signal level data or declared R&I data can be coupled with kinematics features for classification. In order to demonstrate what is the best performance that can be achieved for the classification of the unknown target, all three features are combined together to classify the target and the results are shown in Figure 9. Here, the two ESM features that are contributing are processed differently. This shows that it is possible to gain more information and to classify the targets with more accurately even if data are not homogeneous. It is important to know how many of the class reports were correctly in the simulations. This measure can be shown by counting the number of correct reported class in each Monte Carlo run and then take the average from them in each case. The results of such calculation are shown in Table IV for all the cases considered in Figures 4–9.

As shown in Table IV, there is a significant advantage in using length or amplitude features in conjunction with the kinematic data. As the numbers suggest, using a single feature does not yield highly accurate classification in all the cases. It is worth noting that in two of the cases, i.e., \((v + \alpha)\) and \((v + L + \alpha)\), the true class is assigned to the target in almost all the time stpdf.

The simulation shows that it is not necessary to consider only homogeneous ESM data, and different processing levels can be assumed for the system design. However, considering different processing levels should be done with some considerations for the type and uncertainty model of the data. One suggestion is to consider a combination of the Bayesian framework and belief functions to cover many of the situations that can occur in R&I using ESM data. To do so, a more general list of all
possible signal level, attributes and R&I declared data must be available and suitable models should be assigned to them. Then, based on the suggested models, fusion and classification algorithms must be designed to address the problem in a consistent manner. This idea is in progress now.

VI. CONCLUSIONS

In this paper fusion of ESM and kinematic data was discussed along with proposal for a general architecture for classification and identification of ESM data. In order to comply with the requirements of R&I standards like STANAG 4162, a hierarchical system design was proposed and further explored in the paper. The idea was to use different types of data from different processing levels and then combine them together to achieve better classification results. Simulation results showed that even adding one extra feature, from any level in the ESM processing chain, could improve the classification results solely based on kinematic.

Unless the fusion of heterogeneous ESM and kinematic data is considered in modern system design, the performance of the feature extraction and classification of modules will be limited. To achieve better performance, multisensor solutions must be considered using the architectures proposed in this paper that utilize non-homogeneous data. Processing, R&I and classification of non-homogeneous data from different sensors in realistic maritime solutions is in progress with consideration for the correlation among different levels of ESM data.
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