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The Erdős–Ko–Rado theorem for 2-intersecting families of perfect matchings

Shaun Fallat, Karen Meagher & Mahsa N. Shirazi

Abstract A perfect matching in the complete graph on $2k$ vertices is a set of edges such that no two edges have a vertex in common and every vertex is covered exactly once. Two perfect matchings are said to be $t$-intersecting if they have at least $t$ edges in common. The main result in this paper is an extension of the famous Erdős–Ko–Rado (EKR) theorem [4] to 2-intersecting families of perfect matchings for all values of $k$. Specifically, for $k \geq 3$ a set of 2-intersecting perfect matchings in $K_{2k}$ of maximum size has $(2k-5)(2k-7)\cdots(1)$ perfect matchings.

1. Introduction and Preliminaries

In this paper we present two different approaches to establish a version of the Erdős–Ko–Rado theorem for 2-intersecting families of perfect matchings. There are many recent results that verify analogs of the Erdős–Ko–Rado theorem. This research area started with Erdős, Ko, and Rado’s work on systems of intersecting sets. In 1961, they proved if $F$ is a $t$-intersecting family of $k$-subsets of $\{1, 2, \ldots, n\}$, then there is a tight upper bound on the size of $F$ with $n$ sufficiently large [4].

Theorem 1.1 (EKR, [4]). If $F$ is a $t$-intersecting family of $k$-subsets of $\{1, 2, \ldots, n\}$, then there exists a function $f(k,t)$ such that if $n \geq f(k,t)$, then

$$|F| \leq \binom{n-t}{k-t}.$$

If equality holds, then $F$ consists of all $k$-subsets containing a fixed $t$-subset of $\{1, 2, \ldots, n\}$.

Twenty-three years after the publication of Erdős, Ko and Rado’s work, Wilson [20] enhanced their results by giving an algebraic proof of the their result with the exact value of $f(k,t)$ for all $k$ and $t$. Later in 1997, Ahlswede and Khachatrian [1] found all maximum $t$-intersecting families of $k$-subsets for all values of $n$. In 2011, Ellis, Friedgut, and Pilpel [3] showed that the analog of the EKR theorem holds for $t$-intersecting families of permutations of $\{1, \ldots, n\}$, when $n$ is sufficiently large relative to $t$. In 2005, Meagher and Moura [13] proved that a natural version of the EKR theorem...
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A matching $M$ in a graph $X$ is a set of edges such that no two edges have a vertex in common. If a matching covers every vertex of $X$, it is called a perfect matching [9]. Two perfect matchings are said to be $t$-intersecting if they have at least $t$ edges in common. If $t = 1$, we just say that they are intersecting. In this paper we only consider perfect matchings in complete graphs with an even number of vertices. Our goal is to find the size of the largest set of 2-intersecting perfect matchings in $K_{2k}$ for all $k \geq 3$. A perfect matching is a special case of a uniform set-partition in which the size of each part is 2. In [13] a proof for a version of the EKR theorem for uniform set-partitions is presented. However, the results given in [13] are asymptotic in nature (as in the size of $k$ needs to be sufficiently large relative to $t$) and do not apply to perfect matchings when $t > 1$.

It is easy to check that the number of perfect matchings in $K_{2k}$ is
\[
\frac{1}{k!} \binom{2k}{2} \binom{2k-2}{2} \cdots \binom{2}{2} = (2k-1)(2k-3)(2k-5) \cdots 1.
\]
For any positive integer $k$ define
\[
(2k-1)!! := (2k-1)(2k-3)(2k-5) \cdots 1,
\]
so the number of perfect matchings in $K_{2k}$ is $(2k-1)!!$.

A set of all perfect matchings that contain a common set of $t$ edges is called a canonically $t$-intersecting set. The size of a canonically $t$-intersecting set of perfect matchings in $K_{2k}$ is $(2k-2t-1)!!$. For a set $T$ of $t$ disjoint edges in $K_{2k}$, we use $\nu_T$ to denote the characteristic vector of the set of all perfect matchings that include all the edges in $T$.
2.1. Perfect matching derangement graph. The approach we take is to define a graph in which every coclique is a set of intersecting perfect matchings. We then use algebraic techniques to find the size of the largest cocliques in this graph. To start, we state some well-known terminology.

Let $X$ be a graph. A clique in $X$ is a set of vertices in which any two are adjacent; a coclique is a set of vertices in which no two are adjacent. The size of a largest clique and a largest coclique are denoted by $\omega(X)$ and $\alpha(X)$, respectively. The adjacency matrix $A(X)$ of $X$ is a matrix in which rows and columns are indexed by the vertices and the $(i,j)$-entry is 1 if $i \sim j$, and 0 otherwise. A weighted adjacency matrix $A_W(X)$ subordinate to $X$ is a symmetric matrix in which rows and columns are indexed by the vertices and the $(i,j)$-entry may be non-zero (which is interpreted as its edge weight) if $i \sim j$ and is 0 otherwise. The eigenvalues of $X$ refer to the eigenvalues of its adjacency matrix. We use $1$ to denote the all-ones vector; for any $d$-regular graph, the all-ones vector is an eigenvector with eigenvalue $d$.

In general, finding the largest coclique of a graph $X$ is a well-known NP-hard problem, but there is a famous upper bound on $\alpha(X)$ that we use throughout this paper.

**Theorem 2.1** (Delsarte–Hoffman bound [7, p. 31]). Let $A$ be a weighted adjacency matrix for a graph $X$ on vertex set $V(X)$. If $A$ has constant row sums $d$ and least eigenvalue $\tau$, then

$$\alpha(X) \leq \frac{|V(X)|}{1 - \frac{d}{\tau}}.$$

If equality holds for some coclique $S$ with characteristic vector $\nu_S$, then

$$\nu_S = \frac{|S|}{|V(X)|} 1$$

is an eigenvector with eigenvalue $\tau$.

This bound is based on the ratio between the largest and the smallest eigenvalue for a weighted adjacency matrix, thus it is also known as the Ratio Bound. The Ratio Bound is important here since we apply it to a graph defined so that the cocliques are sets of 2-intersecting perfect matchings.

**Definition 2.2** ([8]). Define the perfect matching derangement graph $M_t(2k)$ to be the graph whose vertices are perfect matchings on complete graph $K_{2k}$. In this graph two vertices are adjacent if they have at most $(t-1)$ edges in common. Denote the adjacency matrix of $M_t(2k)$ by $A_t(2k)$.

In a coclique of $M_t(2k)$, any two vertices are not adjacent; thus they have more than $t-1$ edges in common or in other words, they are $t$-intersecting perfect matchings. Using the Delsarte–Hoffman bound, our problem transforms into finding a weighted adjacency matrix for $M_2(2k)$, for any $k \geq 3$, with a sufficiently large ratio between the largest and least eigenvalues. This method to prove EKR theorems was first developed by Wilson in 1984 [20]. In 2015, Godsil and Meagher applied this method to the family of all perfect matchings of the complete graph $K_{2k}$ to find the largest set of intersecting perfect matchings ($t = 1$) [8]; later in 2017 it was applied to $t$-intersecting perfect matchings by Lindzey [12].

**Example 2.3** ($M_1(6)$). In Definition 2.2, let $t = 1$ and $2k = 6$. The number of perfect matchings in $K_6$ is $5!!$, so $M_1(6)$ has 15 vertices. Two vertices here are adjacent if they are not intersecting. The graph depicted in Figure 1 below is $M_1(6)$. 
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2.2. Perfect matching association scheme. A set partition \( P = \{P_1, \ldots, P_\ell\} \) of the set \( \{1, 2, \ldots, n\} \) is a grouping the elements of this set into nonempty subsets (parts) such that each element is included in exactly one part. A set partition in which all parts have even size is called an even set partition.

An integer partition of a positive integer \( n \) is a list \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_\ell] \) of positive integers with \( n = \sum \lambda_i \); typically in an integer partition \( \lambda_i \geq \lambda_{i+1} \). We denote an integer partition of \( n \) by \( \lambda \vdash n \). An integer partition in which all parts have even size is called an even partition. For example, if \( \lambda \vdash k \), with \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_\ell] \), then \( 2\lambda = [2\lambda_1, 2\lambda_2, \ldots, 2\lambda_\ell] \) is an even partition. The set of sizes of the parts in a set partition \( P \) of \( \{1, 2, \ldots, n\} \) is an integer partition of \( n \), we call the integer partition the shape of \( P \). (See [7, Sections 3.1 and 15.4] for more details about partitions.)

It is easily seen that any perfect matching of \( K_{2k} \) is an even set partition with all parts of size 2; and the shape of any perfect matching is the integer partition \( [2, 2, \ldots, 2] \). Taking the union of (or overlapping) two perfect matchings in \( K_{2k} \) produces disjoint even cycles in \( K_{2k} \), where the union of parallel edges gives rise to 2-cycles. Any two perfect matchings in \( K_{2k} \) produce a set partition of the set \( \{1, \ldots, 2k\} \) where each part is the set of vertices contained in one of the even cycles in the union of the two perfect matchings. The shape of this set partition is the integer partition \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_\ell] \), here the cycles have size \( \lambda_i \). Such an integer partition will be even. Using this we define a set of graphs on the collection of all perfect matchings.

**Definition 2.4.** Let \( k \) be an integer and \( \lambda \vdash k \). Define \( A_{2\lambda} \) to be a matrix in which rows and columns are indexed by perfect matchings of \( K_{2k} \), where the union of parallel edges gives rise to 2-cycles. Any two perfect matchings in \( K_{2k} \) produce a set partition of the set \( \{1, \ldots, 2k\} \) where each part is the set of vertices contained in one of the even cycles in the union of the two perfect matchings. The shape of this set partition is the integer partition \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_\ell] \), here the cycles have size \( \lambda_i \). Such an integer partition will be even.

Using this we define a set of graphs on the collection of all perfect matchings.

We define

\[ A = \{A_{2\lambda} \mid \lambda \vdash k\}. \]

The set \( A \) forms a symmetric association scheme which is known as the perfect matching association scheme [7, Section 15.4], and the matrix algebra \( \mathbb{C}[A] \) constructed by
the complex linear combinations of the matrices in $A$ is called the Bose–Mesner algebra of this association scheme. For a matrix $A_{2\lambda} \in A$ define the graph $X_{2\lambda}$ so that $A_{2\lambda}$ is its adjacency matrix. A graph in the association scheme is any graph $X$ with $A(X) \in \mathbb{C}[A]$. Every graph in this association scheme is an undirected graph with the set of perfect matchings as its vertex set.

The symmetric group $\text{Sym}(2k)$ acts transitively on the set of perfect matchings of $K_{2k}$. This action preserves the adjacencies in $M_t(2k)$. This implies $\text{Sym}(2k)$ is a subset of the automorphism group of the graph $M_t(2k)$ and that $M_t(2k)$ is vertex transitive. For any $\lambda \vdash k$, consider the set of all pairs of perfect matchings $P$ and $Q$, with the property that the union of $P$ and $Q$ has shape $2\lambda$. It is known that $\text{Sym}(2k)$ is transitive on this set of pairs (again see [7, Section 15.4]), this implies each graph $X_{2\lambda}$ is edge transitive.

We state some properties of this association scheme and refer the reader to [7, Chapter 3] for more details and proofs. Denote the Schur product of two matrices of the same size $A = [a_{i,j}]$ and $B = [b_{i,j}]$ by the matrix $A \circ B$ whose $(i,j)$-entry is given by $[a_{i,j}b_{i,j}]$. For any two matrices $A_{\lambda_i}$ and $A_{\lambda_j}$ in $A$,

$$A_{\lambda_i} \circ A_{\lambda_j} = \begin{cases} 0 & i \neq j, \\ A_{\lambda_i} & i = j. \end{cases}$$

This implies the matrices $A_{\lambda_i}$ are linearly independent and Schur orthogonal. Hence the matrix set $\{A_{2\lambda} \mid \lambda \vdash n\}$ is an orthogonal basis for the Bose–Mesner algebra of this scheme. Further, the matrices in $A$ are symmetric and commute, thus they are simultaneously diagonalizable.

The group $\text{Sym}(2k)$ acts transitively on the set of perfect matchings of $K_{2k}$, and the stabilizer of a single perfect matching under this action is isomorphic to the wreath product $\text{Sym}(2) \wr \text{Sym}(k)$. The action of the group $\text{Sym}(2k)$ on the set of perfect matchings is equivalent to its action on the cosets of $\text{Sym}(2k)/(\text{Sym}(2) \wr \text{Sym}(k))$. The perfect matching scheme is the Schurian association scheme, or the orbital scheme of the action of $\text{Sym}(2k)$ on the cosets $\text{Sym}(2k)/(\text{Sym}(2) \wr \text{Sym}(k))$.

The $(2k−1)!$-dimensional vector space of vectors indexed by the perfect matchings is a $\text{Sym}(2k)$-module. It is well-known that the irreducible representations of $\text{Sym}(2k)$ correspond to integer partitions of $2k$ [15] and that this module can be expressed as the sum of irreducible modules $\text{Sym}(2k)$ corresponding to even integer partitions of $2k$. We denote these irreducible modules by the corresponding even integer partitions (see [7, Chapter 15] for details). (For example, $[2k]$ will be used to denote the irreducible module corresponding to the trivial representation; this is the 1-dimensional vector space of constant vectors of length $(2k−1)!$.) It follows that the common eigenspaces of the matrices in the perfect matching association scheme are unions of these irreducible modules, thus the common eigenspaces in the perfect matching association scheme correspond to the even integer partitions of $2k$. Further details on these eigenspaces are in Subsection 4.1.

The graph $M_t(2k)$ is the union of the graphs of the scheme $X_{\lambda}$ in which the even partition $\lambda$ has at most $t−1$ cycles of length 2, this can be expressed as

$$A_t(2k) = \sum_{\lambda \vdash 2k} A_{\lambda},$$

where the sum is taken over partitions $\lambda$ that have at most $t−1$ parts of length 2. Further, the eigenvalues of $M_t(2k)$ are the sums of the eigenvalues of matrices $A_{\lambda}$ in this sum.
3. Clique-Coclique Approach

For our first approach, we construct a large clique in $M_2(2^k)$ and then apply the clique-coclique bound. This clique is constructed using projective planes which are introduced and discussed in the next subsection. This approach only works for some values of $k$. The existence of such a clique implies the existence of a weighted adjacency matrix $M$ of $M_2(2^k)$, for which the Delsarte–Hoffman bound holds with equality. This is similar to the result in [6], where the authors show how to find the matrix used in Wilson’s proof of the EKR Theorem [20]. This is the motivation for our second approach, where we show that such a matrix exists, even when there is no appropriate clique.

3.1. Finite projective plane.

Definition 3.1 ([19, p. 51]). A finite projective plane $PG(2,n)$ consists a finite set of points $P$ of size $n^2 + n + 1$ and a set $L$ of subsets of $P$, called lines, satisfying the axioms (P1), (P2), and (P3):

(P1) Given two points in $P$, there is exactly one line that contains both.

(P2) Given two lines in $L$, there is exactly one point on both.

(P3) There are four points of which no three are co-linear.

Every line contains $n + 1$ points.

Assume $O$ is a set of points in a $PG(2,n)$. A line $l$ is called a secant of $O$ if $l$ and $O$ have 2 points in common; if they have 1 point in common, $l$ is called a tangent of $O$. If any line has at most 2 points in common with $O$, then $O$ is called a 2-arc. A 2-arc with $n + 1$ points is called an oval, and a 2-arc with $n + 2$ points is called a hyperoval.

Theorem 3.2 ([19, p. 56]). For every positive integer $a$, there is a $PG(2,2^a)$ containing a hyperoval.

3.2. Construction of large cliques. We know that $X_2(2k)$ is a vertex-transitive graph. We apply the following well-known bound on the size of a coclique on a vertex-transitive graph.

Theorem 3.3 (Clique-Coclique Bound [7, p. 26]). Let $X$ be a vertex-transitive graph. Then

$$\alpha(X) \omega(X) \leq |V(X)|.$$ 

If equality holds for a clique $C$ and a coclique $S$, then the vectors

$$\chi_C - \frac{|C|}{v} 1, \quad \chi_S - \frac{|S|}{v} 1$$

are orthogonal, where $\chi_C$ and $\chi_S$ are the characteristic vectors of $C$ and $S$ respectively. In particular $\chi_C^T \chi_S = 1$.

In the next theorem we show that equality in the clique-coclique bound holds for $M_2(2k)$ for infinitely many values of $k$.

Theorem 3.4. If $2k = 2^a + 2$, where $a$ is a positive integer, then $\omega(M_2(2k)) = (2k - 1)(2k - 3)$.

Proof. By Theorem 3.2, for every integer $a$ there exists a $PG(2,2^a)$ containing a hyperoval. Call this hyperoval $O$. Clearly $|O| = 2k = 2^a + 2$. Let $S$ be the set of points in $O$. Note that $|S| = 2^{2a} - 1$. For $s \in S$, let $L_s$ be the set of lines of secants through $s$. Clearly, each point of $O$ is covered by exactly one element of $L_s$, and so $|L_s| = \frac{|O|}{2} = k$.

We can identify the points of $O$ with the vertices of $K_{2k}$. Every line in $L_s$ forms an edge of $K_{2k}$ as it has exactly 2 points in common with $O$, and as the elements of $L_s$ only
meet in \( s \), \( \mathcal{L}_s \) corresponds to a perfect matching of \( K_{2k} \). Thus, the set \( \mathcal{C} = \{ \mathcal{L}_s | s \in S \} \) forms a family of perfect matchings of size \( 2^{2a} - 1 = (2^a + 1)(2^a - 1) = (2k-1)(2k-3) \).

As two points lie on exactly one line together, \( |\mathcal{L}_s \cap \mathcal{L}_r| \leq 1 \) for \( s, r \in S, s \neq r \). Hence, \( C \) is actually a clique. Finally we note that \( C \) is a maximum clique in \( M_{2k} \) since a canonical 2-intersecting perfect matching is a coclique of size \( (2k-5)!! \); hence equality in the clique-coclique bound holds.

\[ \square \]

**Theorem 3.5.** Suppose that \( X \) is a graph in a symmetric association scheme. If there is a clique in \( X \) for which equality holds in the clique-coclique bound, then there exists a weighted adjacency matrix of \( X \), for which the ratio bound holds with equality.

**Proof.** Let \( \mathcal{A} = \{ A_0, A_1, \ldots, A_k \} \) be a symmetric association scheme on \( v \) vertices and denote the row sum of \( A_i \) by \( v_i \). Let \( X_i \) be the graph associated with \( A_i \), for \( i \in \{ 0, \ldots, k \} \). Then \( X \) is a graph such that \( X = \bigcup_{i \in T} X_i \) for some \( T \subset \{ 1, \ldots, k \} \).

Let \( C \) be a clique in \( X \) for which the clique-coclique bound holds with equality, so \( \alpha(X) = \frac{v}{|C|} \). Let \( \chi_C \) be the characteristic vector of \( C \). Then \( \chi_C^T \chi_C \) is a positive semi-definite (psd) matrix. The projection of this matrix into the Bose–Mesner algebra is \( \hat{M} = \sum_{i=0}^{k} \frac{\chi_C^T A_i \chi_C}{vv_i} A_i \).

Clearly, \( \hat{M} \) is again a psd matrix (see [6, Lemma 3.2]). Since \( A_0 = I \), we have \( \frac{\chi_C^T A_0 \chi_C}{vv} A_0 = \frac{|C|}{v} I \).

Define \( M = \hat{M} - \frac{|C|}{v} I \). Since \( \hat{M} \) is psd, the minimal eigenvalue for \( M \) is at least \( -\frac{|C|}{v} \). Further, since \( C \) is a clique in \( X \), any two vertices in \( C \) will be related in some \( A_i \) for \( i \in T \), in particular \( \chi_C^T A_j \chi_C = 0 \) for \( j \notin T \). Thus

\[ M = \sum_{i=1}^{k} \frac{\chi_C^T A_i \chi_C}{vv_i} A_i = \sum_{i \in T} \frac{\chi_C^T A_i \chi_C}{vv_i} A_i \]

and \( M \) is a weighted adjacency matrix of \( X \).

The row sums of \( \hat{M} \) can be calculated as follows

\[ \hat{M}1 = \sum_{i=0}^{k} \frac{\chi_C^T A_i \chi_C}{vv_i} A_i 1 \]

\[ = \frac{1}{v} \sum_{i=0}^{k} \frac{\chi_C^T A_i \chi_C}{vv_i} 1 \]

\[ = \frac{1}{v} \chi_C^T \left( \sum_{i=0}^{k} A_i \right) \chi_C 1 \]

\[ = \frac{1}{v} \chi_C^T J \chi_C 1 \]

\[ = \frac{|C|^2}{v} 1. \]

Hence the row sums of \( M \) all equal

\[ d = \frac{|C|^2}{v} - \frac{|C|}{v} \]
We also know the minimum eigenvalue $\tau$ is negative and at least $-\frac{|C|}{v}$. The ratio bound, applied to $M$ gives
\[
\frac{v}{|C|} = \alpha(X) \leq \frac{v}{1 - \frac{d}{\tau}} = \frac{v}{1 - \frac{|M^2v - Mv|}{\tau}}.
\]
Rearranging verifies that $\tau$ is less than or equal to $-\frac{|C|}{v}$. Thus $\tau = -\frac{|C|}{v}$ and equality holds in the ratio bound.

We have proved that for infinitely many values of $2k = 2^a + 2$ we can build a maximum clique in $M_2(2k)$, hence we can construct the matrix $M$ as in Theorem 3.5 with equality in the ratio bound. The value $2^a + 2$ grows fast as $a$ increases, which makes it difficult to find the maximum clique, and the values in $M$ by computer.

In the next approach we try to build the matrix $M$ without identifying maximum cliques.

4. Second Approach

In this section we find a set of coefficients $a_{\lambda i}$ for the matrices $A_{\lambda i}$ in the association scheme of perfect matchings so that the matrix $M = \sum_{i=1}^{m} a_{\lambda i}A_{\lambda i}$ is a weighted adjacency matrix for the graph $M_2(2k)$ and the ratio bound holds with equality for the matrix $M$. To verify this, we need to determine the row sum and the least eigenvalue of the matrix $M$.

If we have the complete character table of the perfect matching association scheme, then we can easily find the row sum and the least eigenvalue of $M$. The matrices in an association scheme are simultaneously diagonalizable, therefore they have common eigenspaces. This means that the eigenvalue of a linear combination of the matrices $A_{\lambda i}$ corresponding to an eigenspace is actually the same linear combination of the eigenvalues of matrices $A_{\lambda i}$ corresponding to the eigenspace. But finding the complete character table of this scheme for $2k \geq 40$ is still an unsolved problem. In his 1994 paper, Muzychuk [14] studied the eigenvalues of the association scheme of the symmetric group $\text{Sym}(2k)$. The calculations are quite complicated and Muzychuk only found the eigenvalues up to $2k = 10$. More recently in 2018, Srinivasan [16, 17] presented a recursive algorithm to find the character tables and calculated the complete tables up to $2k = 40$.

In this work, we calculate several entries in the character table of the perfect matching association scheme for all values of $2k$. From these eigenvalues we will find an appropriate weighted adjacency matrix. To do this, we calculate the eigenvalues of some carefully chosen quotient graphs.

4.1. Eigenvalues of Perfect Matching Association Scheme.

Definition 4.1 ([7, Section 2.2]). Let $\pi = [\pi_1, \pi_2, \ldots, \pi_i]$ be a set partition of the vertices of the graph $X$. This partition is equitable if the number of vertices in $\pi_k$ that are adjacent to a vertex in $\pi_\ell$ is determined only by $k$ and $\ell$, where $k, \ell \in \{1, \ldots, i\}$. If $\pi$ is an equitable partition of $X$, the quotient graph $X/\pi$ is a directed multi-graph with the parts of $\pi$ as its vertices, and if a vertex in $\pi_\ell$ has exactly $\nu$ neighbours in $\pi_k$, then $X/\pi$ has $\nu$ arcs from $\pi_\ell$ to $\pi_k$.

Quotient graphs are usually represented as a matrix, the rows and columns are indexed by the parts of the equitable partition and the $(\pi_k, \pi_\ell)$-entry is the number of edges from a vertex in $\pi_k$ to $\pi_\ell$.

Consider an integer partition $\lambda = [\lambda_1, \lambda_2, \ldots, \lambda_i]$. The orbit partition formed by the Young subgroup $\text{Sym}(\lambda) = \text{Sym}(\lambda_1) \times \text{Sym}(\lambda_2) \times \cdots \times \text{Sym}(\lambda_i)$ acting on the set
of all perfect matchings of $K_{2k}$ (vertices of $M_2(2k)$) is an equitable partition. Hence for every class $\mu$ in the perfect matching association scheme, the quotient graph of $X_\mu$, with respect to this orbit partition, is well-defined. We denote this quotient graph by $X_\mu/\pi(\lambda)$. The eigenvalues of $X_\mu/\pi(\lambda)$ are also eigenvalues of the matrix $A_\mu$ [7, p. 28]. Using this fact, we will construct some quotient graphs for several classes in the perfect matching association scheme to build a portion of the character table in the next subsection.

Let $A_\lambda$ be one of the matrices in the perfect matching association scheme. Let $\text{Sym}(\lambda)$ be a Young subgroup and $A_\lambda/\pi(\lambda)$ represent the corresponding quotient graph. Any eigenvector $\nu'$ of the quotient graph can be lifted to form an eigenvector $\nu$ for $A_\ell$ (the $P$-entry of $\nu$ is equal to the entry of $\nu'$ corresponding to the part that contains $P$). The groups $\text{Sym}(\lambda)$ and $\text{Sym}(n)$ both act on the cosets of $\text{Sym}(n)/(\text{Sym}(2) \wr \text{Sym}(k))$, and thus also act on the vector $\nu$ by permuting the indices. Since the entries of $\nu$ are constant on the orbits of $\text{Sym}(\lambda)$, the vector $\nu$ is unchanged by the action of $\text{Sym}(\lambda)$. Define

$$V = \text{span}\{\sigma \nu | \sigma \in \text{Sym}(n)\}.$$  

In particular, $V$ is the $\text{Sym}(n)$-module generated by the action of $\text{Sym}(n)$ on $\nu$.

For two integer partitions $\mu = [\mu_1, \ldots, \mu_t]$ and $\lambda = [\lambda_1, \ldots, \lambda_r]$ of $n$, we say that $\mu \geq \lambda$ in the dominance ordering if $\mu_j = \lambda_j$, for all $j < i$ and $\mu_i > \lambda_i$ for some $i \in \{1, \ldots, \min(k, \ell)\}$. We will use $\phi_\lambda$ to denote the character of $\text{Sym}(n)$ associated to the partition $\lambda$.

The decomposition of the representation of $\text{Sym}(n)$ induced by the trivial representation on a Young subgroup is well-known.

**Theorem 4.2** ([7, Chapter 12]). If $\lambda \vdash n$, then

$$\text{ind}_{\text{Sym}(n)}(1_{\text{Sym}(\lambda)}) = \phi_\lambda + \sum_{\mu \geq \lambda} K_{\mu\lambda} \phi_\mu,$$

where $K_{\mu\lambda}$ is the Kostka number (see [7, Section 12.5] for more information).

The decomposition of the representation of $\text{Sym}(n)$ induced by the trivial representation on $\text{Sym}(2) \wr \text{Sym}(k)$ is also well-known.

**Lemma 4.3** ([7, Chapter 12]). For integers $n$ and $k$ with $n \geq 2k$,

$$\text{ind}_{\text{Sym}(n)}(1_{\text{Sym}(2) \wr \text{Sym}(k)}) = \sum_{\lambda \vdash k} \phi_{2\lambda}.$$  

Our plan is to use the Young subgroup to form the quotient graphs. The eigenvalues of the quotient graphs belong to the modules that are in both decompositions in Theorem 4.2 and Lemma 4.3.

**Theorem 4.4.** Assume that $\text{Sym}(n)$ acts on the set $\Omega$, and that $A$ is the adjacency matrix for an orbital of the action of $\text{Sym}(n)$ on $\Omega$. Let $\lambda \vdash n$ and $\pi$ be the orbit partition from the action of $\text{Sym}(\lambda)$ on $\Omega$. If $\eta$ is an eigenvalue of the quotient graph $A/\pi$, then $\eta$ is an eigenvalue of $A$. Moreover, $\eta$ belongs to some $\text{Sym}(n)$-module represented by the partition $\mu$ where $\mu \geq \lambda$ in the dominance ordering.

**Proof.** Let $\pi$ be the orbit partition of $\text{Sym}(\lambda)$ acting on $\Omega$. Assume that $\nu'$ is an eigenvector of the quotient graph $A/\pi$ with eigenvalue $\eta$. The vector $\nu'$ can be lifted to an $\eta$-eigenvector of $A$, which we denote by $\nu$.

The group $\text{Sym}(n)$ and $\text{Sym}(\lambda)$ both act on $\Omega$ and thus also act on the vector $\nu$ by permuting the entries. Since the entries of $\nu$ are constant on the orbits of $\text{Sym}(\lambda)$, the vector $\nu$ is unchanged by the action of $\text{Sym}(\lambda)$. Define a vector space $W$ to be the span of the vector $\nu$, so $\text{Sym}(\lambda)$ fixes every element in $W$. 
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Set $V = \bigoplus_{\sigma \in \text{Sym}(n)} \sigma W$. Then $V$ is isomorphic to the module for the induced representation $\text{ind}_{\sigma \in \text{Sym}(n)}(1_{\text{sym}}(\lambda)) = \phi_\lambda + \sum_{\mu \leq \lambda} K_{\mu \lambda} \phi_\mu$. Clearly the vector $\nu \in V$ and since $\nu$ is an $\eta$-eigenvector there is a $\mu \geq \lambda$ so that the $\mu$-module is a subspace of the $\eta$-eigenspace.

\begin{example}
Consider the matrix $A_{[2k-4,4]}$ in the perfect matching association scheme. Note that in the graph corresponding to this matrix, two perfect matchings are adjacent if their union forms a 4-cycle and a $(2k - 4)$-cycle. The following matrix is the quotient graph corresponding to the group $\text{Sym}(2k - 2) \times \text{Sym}(2)$. Denote this quotient graph by $A(X_{[2k-4,4]})/\pi([2k - 2, 2])$ (in this notation the first integer partition is the class in the perfect matching association scheme, the second partition is the Young subgroup used to form the partition of the vertices in the graph).

\[
A(X_{[2k-4,4]})/[2k - 2, 2] = \begin{bmatrix}
0 & (k - 1)(2k - 6)!! \\
\frac{1}{2}k(2k - 6)!! & \frac{1}{2}k(2k - 3)(2k - 6)!! \\
\frac{1}{2}(k - 1)(2k - 8)!! & \frac{1}{2}(5k - 2)(2k - 6)!! & \frac{1}{2}(2k^2 - 7k + 1)(2k - 6)!! & \frac{1}{2}(2k^3 - 14k^2 + \frac{21}{2}k - \frac{7}{2})(2k - 8)!!
\end{bmatrix}.
\]

For the matrix $A(X_{[2k-4,4]})/\pi([2k - 2, 2])$ the all-ones vector $1$ is an eigenvector corresponding to the largest eigenvalue, $k(k - 1)(2k - 6)!!$. This eigenvalue is actually the degree of $A_{[2k-4,4]}$, and by Theorem 4.4, this eigenvalue corresponds to the $[2k]$-module in the character table. It is well-known that the trace of a matrix is equal to the sum of its eigenvalues, so by subtracting the degree from the trace, we find the second eigenvalue of this matrix which is $\frac{1}{2}k(2k - 6)!!$. Using Theorem 4.4, and noting that the degree eigenvalue belongs to the $[2k]$-module, it is easy to deduce that the second eigenvalue belongs to the $[2k - 2, 2]$-module.

The quotient graph of $A_{[2k-4,4]}$ with the orbit partition formed by the action of the group $\text{Sym}(2k - 4) \times \text{Sym}(4)$ on the perfect matchings is the following

\[
\begin{bmatrix}
2(2k - 6)!! & (2k - 4)!! & (k - 1)(2k - 2)(2k - 6)!! \\
\frac{1}{2}(2k - 6)!! & \frac{1}{2}(5k - 2)(2k - 6)!! & \frac{1}{2}(2k^2 - 7k + 1)(2k - 6)!! & \frac{1}{2}(2k^3 - 14k^2 + \frac{21}{2}k - \frac{7}{2})(2k - 8)!! \\
\frac{1}{2}(k - 1)(2k - 8)!! & 3(2k^2 - 7k + 1)(2k - 8)!! & (2k^3 - 14k^2 + \frac{21}{2}k - \frac{7}{2})(2k - 8)!!
\end{bmatrix}.
\]

Denote this matrix by $A(X_{[2k-4,4]})/\pi([2k - 4, 4])$. This matrix yields the eigenvalues of $A_{[2k-4,4]}$ belonging to the modules $[2k]$, $[2k - 2, 2]$, and $[2k - 4, 4]$. From the matrix $A(X_{[2k-4,4]})/\pi([2k - 2, 2])$ we already have two eigenvalues of the matrix $A(X_{[2k-4,4]})/\pi([2k - 4, 4])$, those corresponding to the modules $[2k]$ and $[2k - 2, 2]$. Hence by subtracting these two eigenvalues from the trace, we find a third eigenvalue of $A_{[2k-4,4]}$, the one corresponding to the module $[2k - 4, 4]$, and it is equal to $\frac{1}{2}(7k - 15)(2k - 8)!!$.

By finding several quotient graphs for the classes $[2k]$, $[2k - 2, 2]$, $[2k - 4, 4]$, and $[2k - 6, 6]$ in the perfect matching association scheme, we construct a portion of the character table for the association scheme on the perfect matchings for $K_{2k}$ for any $k \geq 6$. By using Theorem 4.4 and the dominance ordering recursively to define the quotient graphs of each class in this association scheme, we can determine the eigenvalues that belong to some of the modules in the character table. These results are recorded in Table 1.

We prove another result beyond Theorem 4.4 that will be used later in this work. For a set $S \subset \{1, \ldots, 2k\}$ of size four, consider the set of all perfect matchings that include two edges $e$ and $e'$ such that $e$ and $e'$ form a set partition of $S$. This set is the first part in the equitable partition formed by the action of $\text{Sym}([2k - 4, 4])$ on the perfect matchings given in Example 4.5. For example, if $S = \{1, 2, 3, 4\}$ the
EKR Theorem for 2-intersecting families of perfect matchings

|       | \([2k]\) | \([2k-2,2]\) | \([2k-4,4]\) | \([2k-4,2,2]\) | \([2k-6,6]\) | \[\ldots\] |
|-------|---------|-------------|-------------|-----------------|-------------|---------|
| \(\chi_{[2k]}\) | \(\frac{(2k)!}{2k}\) | \(\frac{(2k)!}{2! (2k-2)}\) | \(\frac{(2k)!}{3! (2k-3)}\) | \(\frac{(2k)!}{8 (2k-4)}\) | \(\frac{(2k)!}{6 (2k-6)}\) | \[\ldots\] |
| \(\chi_{[2k-2,2]}\) | \(-(2k-4)!\) | \(\frac{(2k-4)!}{2}\) | \(-\frac{2 (2k-6)!}{4}\) | \(?\) | \(-\frac{2 (2k-6)!}{6 (2k-6)}\) | \[\ldots\] |
| \(\chi_{[2k-4,4]}\) | \(-(2k-6)!\) | \(-\frac{(5k-12)(2k-8)!}{2}\) | \(\frac{(7k-15)(2k-8)!}{4}\) | \(?\) | \(-\frac{2 (2k-6)!}{6 (2k-6)}\) | \[\ldots\] |
| \(\chi_{[2k-4,2,2]}\) | \(2(2k-6)!\) | \(-(2k-6)!\) | \(-\frac{(2k-6)!}{2}\) | \(?\) | \(\frac{4 (2k-6)!}{6 (2k-6)}\) | \[\ldots\] |
| \(\chi_{[2k-6,6]}\) | \(-3(2k-8)!\) | \(-3 (3k-10)(2k-10)!\) | \(-3 (9k^2-71k+140)(2k-12)!\) | \(?\) | \(6 (5k^2-38k+70)(2k-12)!\) | \[\ldots\] |

Table 1. Character table of the perfect matching association scheme.
characteristic vector of this set is

\[ w_{\{1,2,3,4\}} = v_{\{1,2\},\{3,4\}} + v_{\{1,3\},\{2,4\}} + v_{\{1,4\},\{2,3\}}. \]

In the next theorem we use \( w_S \) to denote the characteristic vector for the set of perfect matchings in which an arbitrary 4-set \( S \) is contained in only 2 edges.

**Theorem 4.6.** The set \( \{w_S \mid S \subset \{1,2,\ldots,2k\} \text{ with } |S| = 4 \} \) is a spanning set for the Sym(2k) module \( \text{span}(\{2k, [2k-2, 2], [2k-4, 4]\}) \).

**Proof.** Consider the quotient matrix \( A(X_{[2k-4,4]})/\pi([2k-4,4]) \) formed by the action of Sym([2k-4,4]) on the perfect matchings (this matrix is given in Example 4.5).

The first part in the equitable partition is the set of all perfect matchings for which a fixed set of size \( S \) four is contained in only two edges (that is, \( S \) is the 4-set stabilized by Sym([2k-4,4])).

The matrix \( A(X_{[2k-4,4]})/\pi([2k-4,4]) \) is a \( 3 \times 3 \)-matrix that is diagonalizable. This implies the vector \( (1,0,0) \) can be expressed as a linear combination of the eigenvectors of the quotient matrix. Further, each of the eigenvectors of the quotient matrix can be lifted to be an eigenvector for the adjacency matrix. By Theorem 4.4, these lifted vectors are the eigenvectors belonging to the \([2k],[2k-2,2]\) and \([2k-4,4]\) modules of Sym(2k).

Using the same linear combination to produce the vector \( (1,0,0) \) from the eigenvectors of the quotient matrix, \( w_S \) is a linear combination of eigenvectors for the modules \([2k],[2k-2,2]\) and \([2k-4,4]\) (indeed \( w_S \) is the vector formed by lifting \( (1,0,0) \)). So we conclude for any subset \( S \) of size four, the vector \( w_S \) is in the span of the \([2k],[2k-2,2]\) and \([2k-4,4]\) modules.

Finally, we show that the dimension of the span of \( w_S \) where \( S \) is taken over all 4-subsets of \([1,2,\ldots,2k]\) is equal to the dimension of the span of the \([2k],[2k-2,2]\) and \([2k-4,4]\) modules. Define \( N \) to be the matrix with the rows indexed by the perfect matchings of \( K_{2k} \) and the columns by the 4-subsets \( S \subset \{1,2,\ldots,2k\} \), with each column the vector \( w_S \). The entries of \( N^T N \) depend only the size of the intersection of the 4-subsets, so it can be written as a linear combination of the matrices in the Johnson scheme \( J(2k,4) \). In particular

\[ N^T N = (2k-5)!I + (2k-7)!J(2k,4,2) + 9(2k-9)!J(2k,4,0). \]

Here, \( J(2k,4,i) \) is the adjacency matrix of the graph in which vertices are the 4-subsets of a set of size \( 2k \); and two vertices are adjacent if their intersection is of size \( 4-i \). The eigenvalues of the Johnson scheme are well-known and can be used to calculate the eigenvalues of \( N^T N \). It is straightforward to see that 0 is an eigenvalue with multiplicity \( 2k-1 + (\binom{2k}{4}) - (\binom{2k}{3}) \). This implies the rank of \( N^T N \), and hence the rank of \( N \), equals the dimension of \([2k],[2k-2,2]\) and \([2k-4,4]\) modules. Thus the set \( \{w_S \mid S \subset \{1,\ldots,2k\} \text{ with } |S| = 4 \} \) is a spanning set. \( \square \)

### 4.2. The degrees of the irreducible modules of Sym(\( n \)).

In this subsection we review some results on the dimension of the irreducible modules of Sym(2k). Later we use these results to prove Theorem 4.11.

Let \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_t] \) be an integer partition of \( 2k \), the dimension of the \( \lambda \) module will be denoted by \( m(\lambda) \). The dual partition \( \lambda^* \) to the partition \( \lambda \) is the partition with the Young diagram that is the reflection of the Young diagram of \( \lambda \). The degree of a partition and its dual is the same; hence \( m(\lambda) = m(\lambda^*) \). A partition \( \lambda \) is called primary if \( \lambda \geq \lambda^* \) in the dominance ordering (see [15] for more details).
Theorem 4.10. Let \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_l] \) be an integer partition of \( 2k \) in which \( \lambda_1 \geq k \). Then,

\[
m(\lambda_1, 2k - \lambda_1) \leq m(\lambda).
\]

The next result follows from a straightforward application of the hook length formula.

Lemma 4.8 ([7, Section 12.6]). Let \( n \geq 2k \), then

\[
m([n-k,k]) = \binom{n}{k} - \binom{n}{k-1}.
\]

The next result is a general bound on the degree of a representation in which the first part of the corresponding integer partition is considered small.

Theorem 4.9 ([15, p. 163]). Let \( \lambda \) be a primary partition of \( n \) for which the first part \( \lambda_1 \leq \lfloor \frac{n}{2} \rfloor \). Then \( m(\lambda) \geq F(n) \), where

\[
F(n) = \begin{cases} 
  n \cdot F(n-1)(m+2) & \text{if } n = 2m + 1 \text{ is odd,} \\
  2 \cdot F(n-1) & \text{if } n \text{ is even,}
\end{cases}
\]

with \( F(0) = 2 \). In particular, for \( n \geq 8 \),

\[
\frac{3}{2} \cdot F(n-1) \leq F(n) \leq 2 \cdot F(n-1).
\]

4.3. Least Eigenvalue of Weighted Adjacency Matrix. In this subsection, our goal is to show that the set of perfect matchings with two fixed edges is a maximum coclique in \( M_2(2k) \). To address this, we determine an appropriate set of coefficients \( a_{2\lambda} \) so that

\[
M = \sum_{\lambda \vdash k} a_{2\lambda} A_{2\lambda}
\]

is a weighted adjacency matrix of \( M_2(2k) \) with row sum \( (2k-1)(2k-3) - 1 \) and the least eigenvalue \(-1\). This proves that the ratio bound

\[
\alpha(X) = \frac{|V(X)| \cdot (2k-1)!!}{1 - \frac{d}{2}} = \frac{(2k-1)!!}{1 - \frac{(2k-1)(2k-3) - 1}{2k-3}} = (2k-5)!!
\]

holds with equality for \( M_2(2k) \). To be a weighted adjacency matrix of \( M_2(2k) \), we need that \( a_{2\lambda} = 0 \) whenever \( \lambda \) has 2 or more ones. Further, the eigenvalue of \( M \) corresponding to the \( \mu \)-module is \( \xi_\mu = \sum_{\lambda \vdash k} a_{2\lambda} \xi_{2\lambda} \), where \( \xi_{2\lambda} \) is the eigenvalue of \( A_{2\lambda} \) belonging to the \( \mu \)-module.

Theorem 4.10. For \( 3 \leq k \leq 9 \), there exists a weighted adjacency matrix of the graph \( M_2(2k) \) for which the degree and the least eigenvalue are \( (2k-1)(2k-3) - 1 \) and \(-1\), respectively.

Proof. For \( k = 3, 4, 5 \), define the matrices \( M_6 = A_{[6]} + A_{[4,2]} \), \( M_8 = \frac{1}{2} A_{[8]} + \frac{1}{4} A_{[6,2]} + \frac{1}{4} A_{[4,4]} \), \( M_{10} = \frac{1}{12} A_{[10]} + \frac{1}{12} A_{[8,2]} + \frac{1}{6} A_{[4,4,2]} \). The matrices \( M_6, M_8, \) and \( M_{10} \) are the desired weighted adjacency matrices for the graphs \( M_2(6), M_2(8), \) and \( M_2(10) \), respectively.

As we see in Table 2, the row sum and the least eigenvalue of \( M_8 \) are \( (2k-1)(2k-3) - 1 \) and \(-1\). Similarly, using the character tables for \( k = 3 \) and \( k = 5 \) [14, 16], we find the eigenvalues of the matrices \( M_6 \) and \( M_{10} \) and verify that the ratio bound holds with equality.
which include a fixed pair of edges. Observe both the decomposition of \( \text{ind}_{\text{Sym}(n)} \langle 1 \rangle \), which are the modules that are in \( \text{ind}_{\text{Sym}(n)} \langle 2 \rangle \), and \( \text{ind}_{\text{Sym}(n)} \langle 2, 2 \rangle \), which are equated to \(-1\). The rationale for choosing these modules is that they, along with \([2k]\), are the modules that are in both the decomposition of \( \text{ind}_{\text{Sym}(n)} \langle 1 \rangle \text{Sym}(2k-4, 2, 2) \rangle \) and \( \text{ind}_{\text{Sym}(n)} \langle 1 \rangle \text{Sym}(2) / \text{Sym}(k) \rangle \). Observe \( \text{Sym}(2k-4, 2, 2) \) is the group that stabilizes the set of all perfect matchings which include a fixed pair of edges.

Using the results in Subsection 4.1, this linear system becomes:

\[-(2k - 4)!!a_1 + (k - 2)(2k - 6)!!a_2 - k(k - 3)(2k - 8)!!a_3 = -1,\]
\[-(2k - 6)!!a_1 - (5k - 12)(2k - 8)!!a_2 + \frac{1}{2}(7k - 15)(2k - 8)!!a_3 = -1,\]
\[2(2k - 6)!!a_1 - (2k - 6)!!a_2 - \frac{1}{2}(2k - 6)!!a_3 = -1.\]

| \( M_8 \) | \( A_{[8]} \) | \( A_{[6, 2]} \) | \( A_{[4, 4]} \) | \( A_{[4, 2, 2, 2]} \) | \( M_8 \) |
|---|---|---|---|---|---|
| \( \chi_{[8]} \) | 48 | 32 | 12 | 12 | 1 | 34 |
| \( \chi_{[6, 2]} \) | -8 | 4 | -2 | 5 | 1 | -1 |
| \( \chi_{[4, 4]} \) | -2 | -8 | 7 | 2 | 1 | -1 |
| \( \chi_{[4, 2, 2]} \) | 4 | -2 | -2 | -1 | 1 | -1 |
| \( \chi_{[2, 2, 2, 2]} \) | -6 | 8 | 3 | -6 | 1 | 4 |

**Table 2. Character table for 2k = 8**
Solving this system, we obtain the coefficients $a_1 = \frac{1}{4(2k-6)!!}$, and $a_2 = a_3 = \frac{1}{(2k-6)!!}$. Note that for $k > 4$, the determinant of the coefficient matrix corresponding to the aforementioned linear system is nonzero, so the values $a_1$, $a_2$, and $a_3$ are unique. This can be easily checked by using any basic mathematical software.

**Theorem 4.11.** For $k \geq 10$, let $M = a_1A_{2k} + a_2A_{2k-2,2} + a_3A_{2k-4,4}$ where $a_1 = \frac{1}{4(2k-6)!!}$, and $a_2 = a_3 = \frac{1}{(2k-6)!!}$. Then the row sum and the least eigenvalue of the matrix $M$ are $(2k-1)(2k-3) - 1$ and $-1$, respectively. Moreover, the only modules with eigenvalue equal to $-1$ are $[2k-2,2]$, $[2k-4,4]$ and $[2k-4,2,2]$.

**Proof.** For $10 \leq k \leq 14$, similar to the proof of Theorem 4.10, by utilizing the complete character tables of the perfect matching association scheme [14, 16] we can find all the eigenvalues of the matrix $M$, and we see that the ratio bound holds with equality.

For the remainder of the proof assume that $k \geq 15$. Reviewing the linear system of equations, it follows that $-1$ is an eigenvalue of $M$ (corresponding to the modules $[2k-2]$, $[2k-4,4]$, and $[2k-4,2,2]$). Denote the row sum by $d_M$; this is the linear combination of the degrees for matrices $A_{2k}$, $A_{2k-2,2}$, and $A_{2k-4,4}$; say $d_{2k}$, $d_{2k-2,2}$, and $d_{2k-4,4}$. For the coefficients $a_1$, $a_2$, and $a_3$, we calculate

$$d_M = a_1d_{2k} + a_2d_{2k-2,2} + a_3d_{2k-4,4} = \frac{(2k-2)!!}{4(2k-6)!!} + \frac{k(2k-4)!!}{(2k-6)!!} + \frac{k(1)(2k-6)!!}{(2k-6)!!} = (2k-1)(2k-3) - 1.$$

Finally, we need to prove that all other eigenvalues of the matrix $M$ are strictly greater than $-1$. Let $\{d_M^{(1)}, -1^{(m_1)}, -1^{(m_2)}, -1^{(m_3)}, \theta_1^{(m_4)}, \ldots, \theta_k^{(m_k)}\}$ be the spectrum of the matrix $M$, where the values $m_i$ represent the multiplicity of the eigenvalues. By Lemma 4.8, and the hook length formula [7, Section 12.6] we have,

$$m_1 = \frac{2k(2k-3)}{2}, \quad m_2 = \frac{2k(2k-1)(2k-2)(2k-7)}{4!}, \quad m_3 = \frac{2k(2k-1)(2k-4)(2k-5)}{12}.$$

As we defined, $M = a_1A_{2k} + a_2A_{2k-2,2} + a_3A_{2k-4,4}$, the entry on the diagonal of the matrix $M^2$ is

$$M^2[i, i] = a_1^2d_{2k} + a_2^2d_{2k-2,2} + a_3^2d_{2k-4,4} = \frac{(2k-2)!!}{(4(2k-6)!!)^2} + \frac{k(2k-4)!!}{((2k-6)!!)^2} + \frac{k(1)(2k-6)!!}{((2k-6)!!)^2} = \frac{13k^2 - 23k + 2}{4(2k-6)!!}.$$

It is well-known that the trace of any matrix is equal to the sum of its eigenvalues. Hence we have that the trace of $M^2$ is

$$\left(\frac{13k^2 - 23k + 2}{4(2k-6)!!}\right)(2k-1)!! = d_M^2 + m_1 + m_2 + m_3 + \sum_{i=4}^{k} m_i \theta_i^2.$$
From the equation above, we obtain the following inequality for any eigenvalue \( \theta_i \) of \( M \),
\[
(2) \quad |\theta_i| \leq \sqrt{\frac{(2k-1)!!}{(2k-6)!!} \left( \frac{13k^2 - 23k + 2}{4} \right) - \left( \frac{18k^4 - 74k^3 + \frac{191}{2}k^2 - \frac{79}{2}k + 4}{m_i} \right)}.
\]

To finish the proof, it is sufficient to prove that the term in the right-hand side of the above inequality is strictly less than 1; or equivalently
\[
(3) \quad m_i > \frac{(2k-1)!!}{(2k-6)!!} \left( \frac{13k^2 - 23k + 2}{4} \right) - \left( \frac{18k^4 - 74k^3 + \frac{191}{2}k^2 - \frac{79}{2}k + 4}{m_i} \right).
\]

Let the partition \( \lambda_i = [\lambda_{i_1}, \lambda_{i_2}, \ldots, \lambda_{i_t}] \) where \( \lambda_{i_1} \geq \lambda_{i_2} \geq \cdots \geq \lambda_{i_t} \). Then there are 3 cases:

**Case 1.** Assume that \( \lambda_{i_1} \geq k \).

First, consider the module \([2k - 6, 6] \). Using the linear combination of the eigenvalues of the matrices \( A_{[2k]}, A_{[2k-2,2]} \), and \( A_{[2k-4,4]} \) corresponding to the module \([2k - 6, 6] \) it follows that the eigenvalue of \( M \) belonging to \([2k - 6, 6] \) is
\[
\frac{-6(2k-12)!!}{(2k-6)!!} (8k^2 - 65k + 130).
\]
This eigenvalue is greater than \(-1\) for \( k \geq 15 \) (this can be checked with a mathematical software).

Second, consider the modules \([2k-6, 4, 2] \) and \([2k-6, 2, 2, 2] \). Using the hook length formula [7, Section 12.6], we calculate the dimensions \( m_{[2k-6,4,2]} \) and \( m_{[2k-6,2,2,2]} \).

If, in the right hand side of (3), we approximate the term \((2k - 6)!!\) with \((2k - 7)!!\), then the inequality holds for \( m_{[2k-6,4,2]} \) with \( k \geq 37 \), and for \( m_{[2k-6,2,2,2]} \) for \( k \geq 63 \). Using Maple for the values of \( m_{[2k-6,4,2]} \) for \( 15 \leq k \leq 36 \), and for and for \( m_{[2k-6,2,2,2]} \) with \( 15 \leq k \leq 62 \), observe that (3) holds for these two modules.

Next consider the module \([2k - 8, 8] \). By Lemma 4.8 the multiplicity of the corresponding eigenvalue is
\[
\frac{(2k)(2k-1)(2k-2)(2k-3)(2k-4)(2k-5)(2k-6)(2k-15)}{8!}.
\]
Thus, if in the right hand side of (3), we approximate the term \((2k - 6)!!\) with \((2k - 7)!!\), then the inequality holds for all \( k \geq 20 \). Using Maple for the values \( 15 \leq k \leq 19 \), we have that (3) holds for this module.

Finally, using Theorem 4.7 and Lemma 4.8, for all modules with \( \lambda_{i_1} \geq k \) and \( \lambda_{i_1} \leq 2k - 8 \), the multiplicity \( m_i \) is greater than the multiplicity for the module \([2k - 8, 8] \). Thus (3) holds for all remaining modules with \( \lambda_{i_1} \geq k \).

**Case 2.** Assume that \( \lambda_{i_1} < k \) and \( \lambda_1 \) is primary.

Using Theorem 4.9 for \( 2k \geq 8 \), we have
\[
(4) \quad m(\lambda) \geq F(2k) = 2F(2k - 1) \geq (2) \left( \frac{3}{2} \right) F(2k - 2) \geq \cdots \geq 2(3^k).
\]
Approximating the term \((2k - 6)!!\) with \((2k - 7)!!\), in (2), for \( k \geq 15 \) we have
\[
\theta_i^2 \leq \frac{104k^5 - 724k^4 + 1738k^3 + 595k - 46}{4m_i} < \frac{104k^5}{8(3^k)} \leq 1.
\]
The term $(-724k^4 + 1738k^3 + 595k - 46)$ is always negative for $k \geq 3$, this along with (4) proves the strict inequality above.

**Case 3.** Assume that $\lambda_1 < k$ and $\lambda_1$ is not primary. We know that the degrees of a partition and its dual are the same, so $m(\lambda) = m(\lambda^*)$. Let $\lambda^* = (\lambda_1^1, \lambda_2^1, \ldots, \lambda_r^1)$. Since $\lambda$ is an even partition, then $\lambda_1^1 = \lambda_2^1 = f$. Since $\lambda_1$ is not primary, $\lambda^* \geq \lambda$. This means that $\lambda^*$ is primary. If $f \geq k$, then $\lambda^* = [k, k]$ which is covered in Case 1. If $f < k$, this is covered by Case 2.

Recall that a canonical 2-intersecting set of perfect matchings is the set of all perfect matchings that contain the edges $e_1$ and $e_2$. The size of a canonical 2-intersecting set is $(2k - 5)!!$. Theorems 4.10 and 4.11, along with the ratio bound (Theorem 2.1), show that the size of a 2-intersecting set of perfect matchings is no larger than $(2k - 5)!!$.

The ratio bound further implies that if $S$ is a maximum 2-intersecting set and $v_S$ is the characteristic vector of $S$, then $v_S - \frac{1}{(2k-1)(2k-3)} \mathbf{1}$ is a $-1$-eigenvector for $M_2(2k)$. Since the only irreducible representations of $\text{Sym}(2k)$ that afford $-1$ as an eigenvalue are $[2k - 2, 2], [2k - 4, 4]$, and $[2k - 4, 2, 2]$, this implies that $v_S$ is in span$\{[2k], [2k - 2, 2], [2k - 4, 4], [2k - 4, 2, 2]\}$. The next result gives a more convenient spanning set for this space. Define $\nu_{e_1, e_2}$ to be the characteristic vector of all perfect matchings with the (disjoint) edges $e_1$ and $e_2$.

**Theorem 4.12.** For $k \geq 4$, let

$$V(2k) = \text{span}\{\nu_{e_1, e_2} | e_1, e_2 \text{ edges in } K_{2k}\}$$

and

$$W(2k) = \text{span}\{[2k], [2k - 2, 2], [2k - 4, 4], [2k - 4, 2, 2]\}.$$

Then $W(2k) = V(2k)$.

**Proof.** Using the ratio bound for the weighted adjacency matrices given in Theorems 4.10 and 4.11, we see that the size of a maximum coclique in $M_2(2k)$ is $(2k - 5)!!$, so all perfect matchings which have two fixed edges, say $e_1$ and $e_2$, form a maximum coclique. Thus, by Theorem 2.1, $\nu_{e_1, e_2} - \frac{(2k-5)!!}{(2k-1)!!} \mathbf{1}$ is an eigenvector for the least eigenvalue. The least eigenvalue is $-1$ and only the modules $[2k - 2, 2], [2k - 4, 4]$, and $[2k - 4, 2, 2]$ have $-1$ as their eigenvalues. So $\nu_{e_1, e_2} \in W(2k)$, and $V(2k) \subseteq W(2k)$.

Denote the dimensions of the sets $W(2k)$ and $V(2k)$, by $D_W(2k)$ and $D_V(2k)$. Then, by Lemma 4.8, and more generally the hook length formula

$$D_W(2k) = 1 + \binom{2k}{2} - \binom{2k}{1} + \binom{2k}{4} - \binom{2k}{3} + \frac{(2k)(2k-1)(2k-4)(2k-5)}{12}.$$  

For $4 \leq k \leq 11$, using GAP [5], we note $D_V(2k) = D_W(2k)$, thus $V(2k) = W(2k)$. For $k > 11$, we prove the same result by induction.

By summing all vectors in $V(2k+2)$, we obtain a multiple of the all ones vector, so the module $[2k+2]$ is contained in $V(2k+2)$. Similarly, by summing all vectors with a fixed edge and subtracting an appropriate multiple of the all ones vector, we see the space $V(2k)$ contains the characteristic vector of the set of all perfect matchings that contain a fixed edge. Thus $V(2k+2)$ includes the module $[2k, 2]$ [8, Lemma 8.2].

For any set $S \subseteq \{1, 2, \ldots, 2k + 2\}$ of size four the characteristic vector of all the perfect matchings in which the four elements of $S$ appear as two independent edges is in $V(2k + 2)$. By Theorem 4.6 these vectors are a spanning set for span$\{[2k + 2], [2k, 2], [2k - 4, 2]\}$. Thus each of these modules is contained in $V(2k)$.

Since the edges of $K_{2k}$ are a subset of the edges form $K_{2k+2}$, the space $V(2k+2)$ contains a subspace isomorphic to $V(2k)$. By induction, the dimension of $V(2k)$ is

$$D(2k) = 1 + \frac{2k}{2} - \binom{2k}{1} + \binom{2k}{4} - \binom{2k}{3} + \frac{(2k)(2k-1)(2k-4)(2k-5)}{12}.$$  
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This is a lower bound on the dimension of $V(2k + 2)$.

For $k \geq 11$, 

$$D_V(2k) > D([2k + 2]) + D([2k, 2]) + D([2k - 2, 4]).$$

We conclude that $V(2k + 2)$ must include some of the space $[2k - 2, 2, 2]$. But since these are irreducible $G$-modules and $V(2k + 2)$ is invariant over $G$, this implies all of $[2k - 2, 2, 2]$ is also contained in $V(2k + 2)$.

Putting these results together, we have our main result.

**Theorem 4.13.** The size of the largest set of 2-intersecting perfect matchings in $K_{2k}$ with $k \geq 3$ is $(2k - 5)!!$. Further, if $S$ is a set of 2-intersecting perfect matchings the characteristic vector of $S$ is a linear combination of the characteristic vectors of the canonically 2-intersecting sets of perfect matchings.

5. Further Work

In this paper, we proved that the Erdős–Ko–Rado theorem holds for 2-intersecting families of perfect matchings of the complete graph $K_{2k}$. Our first open question is if these approaches can be generalized to prove a version of the Erdős–Ko–Rado theorem for the family of $t$-intersecting perfect matchings of the complete graph $K_{2k}$, where $t > 2$? This has been done for $k$ sufficiently large relative to $t$ in [12]. In this work, it is quite remarkable that we were able to find a weighted adjacency matrix for $M_2(2k)$ for which the ratio bound holds with equality that only uses three of the classes of the association scheme. It is an open question if a comparably simple weighted adjacency matrix would exist for larger values of $t$.

Our next question is, if we can characterize the largest set of $t$-intersecting perfect matchings for graphs other than the complete graph? In the special case that the graph is the complete bipartite graph $K_{n,n}$, each perfect matching corresponds to a permutation. The set of intersecting permutations has been well-studied and versions of the EKR theorem hold [2, 3]. It would be interesting to consider other bipartite graphs, such as the hypercube, although just enumerating the perfect matchings maybe quite difficult.

Finally, while we were working on computing various entries of the character table of the perfect matching association scheme, we observed some interesting patterns for the values in the table. There are conjectures and some results about signs and values of the eigenvalues in the association scheme for the permutations, see [11]. We suspect that there are similar results for the eigenvalues in the perfect matching scheme. For example, we make the following related interesting conjecture.

**Conjecture 5.1.** Consider the character table of the perfect matching association scheme for $2k$. The greatest eigenvalue in the row corresponding to the module $[2k - 2\ell, 2\ell]$ is the one that corresponds to the same class of the scheme, $[2k - 2\ell, 2\ell]$. In addition, in the same row all the eigenvalues corresponding to the classes which are greater than $[2k - 2\ell, 2\ell]$ (in the dominance ordering) are negative.

**Appendix A. The Adjacency Matrices of Some Quotient Graphs in the Perfect Matching Association Scheme**

The adjacency matrices of the quotient graphs corresponding to the group $\text{Sym}(2k - 2) \times \text{Sym}(2)$.

The adjacency matrices of the quotient graphs corresponding to the group $\text{Sym}(2k - 4) \times \text{Sym}(4)$.
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The adjacency matrices of the quotient graphs corresponding to the group $\text{Sym}(2k-6) \times \text{Sym}(6)$.

The adjacency matrices of the quotient graphs corresponding to the group $\text{Sym}(2k-6) \times \text{Sym}(6)$.
### Table 8. The adjacency matrix of $X_{[2k]}/[2k - 6]$}

| $0$     | $24(2k - 6)$!! | $12(2k - 8)(2k - 6)$!! | $(2k - 8)(2k - 10)(2k - 6)$!! |
|---------|----------------|------------------------|--------------------------------|
| $8(2k - 8)$!! | $8(8k - 27)(2k - 8)$!! | $2(13k - 45)(2k - 8)(2k - 8)$!! | $(2k - 7)(2k - 8)(2k - 10)(2k - 8)$!! |
| $12(2k - 8)$!! | $6(13k - 45)(2k - 8)$!! | $4(7k - 30)(2k - 7)(2k - 8)$!! | $(2k - 7)(2k - 9)(2k - 10)(2k - 8)$!! |
| $15(2k - 8)$!! | $45(2k - 7)(2k - 8)$!! | $15(2k - 7)(2k - 9)(2k - 8)$!! | $(2k - 7)(2k - 9)(2k - 11)(2k - 8)$!! |

### Table 9. The adjacency matrix of $X_{[2k-2,2]}/[2k - 6]$}

| $0$     | $24(2k - 6)$!! | $6(3k - 14)(2k - 6)$!! | $(k - 5)(2k - 12)(2k - 6)$!! |
|---------|----------------|------------------------|--------------------------------|
| $8(2k - 8)$!! | $4(13k - 48)(2k - 8)$!! | $(34k^2 - 274k + 564)(2k - 8)$!! | $2(2k^3 - 27k^2 + 123k - 190)(2k - 8)$!! |
| $6(3k - 14)(2k - 10)$!! | $6(17k^2 - 137k + 282)(2k - 10)$!! | $2(32k^3 - 390k^2 + 1627k - 2334)(2k - 10)$!! | $(8k^4 - 136k^3 + 886k^2 - 2642k + 3060)(2k - 10)$!! |
| $15(k - 6)(2k - 10)$!! | $45(2k^2 - 17k + 38)(2k - 10)$!! | $15(4k^3 - 48k^2 + 203k - 306)(2k - 10)$!! | $(8^4 - 132k^3 + 838k^2 - 2487k + 2970)(2k - 10)$!! |

### Table 10. The adjacency matrix of $X_{[2k-4,4]}/[2k - 6]$}

| $0$     | $12(2k - 6)$!! | $3(2k - 8)(2k - 6)$!! | $(k^2 - 7k + 12)(2k - 6)$!! |
|---------|----------------|------------------------|--------------------------------|
| $4(2k - 8)$!! | $10(2k - 6)$!! | $(13k^2 - 79k + 108)(2k - 8)$!! | $(2k^3 - 21k^2 + 65k - 52)(2k - 8)$!! |
| $3(2k - 8)$!! | $3(13k^2 - 79k + 108)(2k - 10)$!! | $(28k^3 - 274k^2 + 792k - 576)(2k - 10)$!! | $(4k^4 - 60k^3 + 311k^2 - 609k + 276)(2k - 10)$!! |
| $15(k^2 - 7k + 12)(2k - 12)$!! | $45(2k^3 - 21k^2 + 65k - 52)(2k - 12)$!! | $15(4k^4 - 60k^3 + 311k^2 - 609k + 276)(2k - 12)$!! | $(8k^5 - 164k^4 + 1282k^3 - 4591k^2 + 6795k - 1980)(2k - 12)$!! |
EKR Theorem for 2-intersecting families of perfect matchings

\[
8(2k - 8)!! \quad 4(2k - 6)!! \quad 2(2k - 2)(2k - 6)!! \quad \frac{1}{3}(k^2 - 6k + 2)(2k - 6)!!
\]

\[
\frac{1}{3}(2k - 8)!! \quad \left(\frac{32}{3}k - 4\right)(2k - 8)!! \quad \left(\frac{26}{3}k^2 - \frac{116}{3}k + 4\right)(2k - 8)!! \quad \left(\frac{4}{3}k^3 - \frac{38}{3}k^2 + \frac{92}{3}k - \frac{34}{3}\right)(2k - 8)!!
\]

\[
2(2k - 2)(2k - 10)!! \quad \left(26k^2 - 116k + 12\right)(2k - 10)!! \quad \left(\frac{56}{3}k^3 - 164k^2 + \frac{1108}{3}k - 12\right)(2k - 10)!! \quad \left(\frac{8}{3}k^4 - \frac{112}{3}k^3 + \frac{526}{3}k^2 - \frac{836}{3}k + 4\right)(2k - 10)!!
\]

\[
10(k^2 - 6k + 2)(2k - 12)!! \quad 60(k^3 - \frac{19}{7}k^2 + \frac{209}{2}k - \frac{3}{2})(2k - 12)!! \quad 40(k^4 - 14k^3 + \frac{263}{4}k^2 - \frac{209}{2}k + \frac{3}{2})(2k - 12)!! \quad \left(\frac{16}{3}k^5 - \frac{104}{3}k^4 + \frac{2284}{3}k^3 - 2486k^2 + \frac{9220}{3}k - 20\right)(2k - 12)!!
\]

**Table 11.** The adjacency matrix of \(X_{[2k-6,6]/[2k-6,6]}\)

|        | 0     | 0     | 0     | 0     | 4(2k - 4)!! | (2k - 6)(2k - 4)!! |
|--------|-------|-------|-------|-------|-------------|-------------------|
| 0      | 0     | 0     | (2k - 4)!! | 2(2k - 6)!! | 4(2k - 5)(2k - 6)!! | (2k - 5)(2k - 6)(2k - 6)!! |
| 0      | (2k - 4)!! | 0     | 2(2k - 6)!! | 4(2k - 5)(2k - 6)!! | (2k - 5)(2k - 6)(2k - 6)!! |
| 0      | (2k - 4)!! | (2k - 4)!! | 0     | 2(2k - 4)!! | (2k - 6)(2k - 4)!! |
| (2k - 6)!! | (2k - 5)(2k - 6)!! | (2k - 6)!! | (2k - 6)!! | (2k - 14)(2k - 6)!! | (2k - 5)(2k - 6)(2k - 6)!! |
| (2k - 6)!! | (2k - 5)(2k - 6)!! | (2k - 6)!! | (2k - 6)!! | 4(2k - 5)(2k - 6)!! | (2k - 5)(2k - 7)(2k - 6)!! |

**Table 12.** The adjacency matrix of \(X_{[2k]}/[2k - 4, 2, 2]\)
Table 13. The adjacency matrix of $X_{\frac{2k-2}{2}, \frac{2k-4}{2}}$.

|               | $ii(8 - \gamma)(\frac{7}{2} - \gamma) + 1 + \frac{1}{2} \gamma$ | $ii(8 - \gamma)(\frac{9}{2} - \gamma)$ | $ii(8 - \gamma)(\frac{11}{2} - \gamma)$ | $ii(8 - \gamma)(\frac{13}{2} - \gamma)$ | $ii(8 - \gamma)(\frac{5}{2} - \gamma)$ |
|---------------|------------------------------------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|
| $ii(9 - \gamma)(\frac{1}{2} + \frac{1}{2} \gamma)$              | $ii(9 - \gamma)(\frac{1}{2} + \frac{1}{2} \gamma)$              | $ii(9 - \gamma)(\frac{1}{2} + \frac{1}{2} \gamma)$              | $ii(9 - \gamma)(\frac{1}{2} + \frac{1}{2} \gamma)$              | $ii(9 - \gamma)(\frac{1}{2} + \frac{1}{2} \gamma)$              | $ii(9 - \gamma)(\frac{1}{2} + \frac{1}{2} \gamma)$              |
| $ii(9 - \gamma)(\frac{3}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{3}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{3}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{3}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{3}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{3}{2} - \gamma)$                          |
| $ii(9 - \gamma)(\frac{5}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{5}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{5}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{5}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{5}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{5}{2} - \gamma)$                          |
| $ii(9 - \gamma)(\frac{7}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{7}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{7}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{7}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{7}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{7}{2} - \gamma)$                          |
| $ii(9 - \gamma)(\frac{9}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{9}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{9}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{9}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{9}{2} - \gamma)$                          | $ii(9 - \gamma)(\frac{9}{2} - \gamma)$                          |
Table 14. The adjacency matrix of $X_{[2k-4,4]/[2k-4,2,2]}$
Acknowledgements. We wish to thank Brett Stevens who introduced us to the clique used in Theorem 3.4.

References

[1] Rudolf Ahlswede and Levon H. Khachatrian, The complete intersection theorem for systems of finite sets, European J. Combin. 18 (1997), no. 2, 125–136.
[2] Peter J. Cameron and Cheng Yeaw Ku, Intersecting families of permutations, European J. Combin. 24 (2003), no. 7, 881–890.
[3] David Ellis, Ehud Friedgut, and Haran Pilpel, Intersecting families of permutations, J. Amer. Math. Soc. 24 (2011), no. 3, 649–682.
[4] Pál Erdős, Chao Ko, and Richard Rado, Intersection theorems for systems of finite sets, Quart. J. Math. Oxford Ser. (2) 12 (1961), 313–320.
[5] The GAP Group, GAP – Groups, Algorithms, and Programming, Version 4.11.0, 2020, https://www.gap-system.org.
[6] Chris Godsil and Krystal Guo, Using the existence of t-designs to prove Erdős–Ko–Rado, Discrete Math. 342 (2019), no. 10, 2846–2849.
[7] Chris Godsil and Karen Meagher, Erdős–Ko–Rado theorems: algebraic approaches, Cambridge Studies in Advanced Mathematics, vol. 149, Cambridge University Press, Cambridge, 2016.
[8] , An algebraic proof of the Erdős–Ko–Rado theorem for intersecting families of perfect matchings, Ars Math. Contemp. 12 (2017), no. 2, 205–217.
[9] Chris Godsil and Gordon Royle, Algebraic graph theory, Graduate Texts in Mathematics, vol. 207, Springer-Verlag, New York, 2001.
[10] LLC Gurobi Optimization, Gurobi optimizer reference manual, 2021, http://www.gurobi.com.
[11] Cheng Yeaw Ku and David B. Wales, Eigenvalues of the derangement graph, J. Combin. Theory Ser. A 117 (2010), no. 3, 289–312.
[12] Nathan Lindzey, Erdős–Ko–Rado for perfect matchings, European J. Combin. 65 (2017), 130–142.
[13] Karen Meagher and Lucia Moura, Erdős–Ko–Rado theorems for uniform set-partition systems, Electron. J. Combin. 12 (2005), Paper no. Research Paper 40 (12 pages).
[14] Mikhail Muzychuk, On association schemes of the symmetric group S2n acting on partitions of type 2n, Bayreuth. Math. Schr. (1994), no. 47, 151–164.
[15] Richard Rasala, On the minimal degrees of characters of Sn, J. Algebra 45 (1977), no. 1, 152–181.
[16] Murali K. Srinivasan, A Maple program for computing $b_{2n}^2$, http://www.math.iitb.ac.in/~mks/papers/EigenMatch.pdf, 2018.
[17] , The perfect matching association scheme, Algebr. Comb. 3 (2020), no. 3, 559–591.
[18] Hajime Tanaka, The Erdős–Ko–Rado theorem for twisted Grassmann graphs, Combinatorica 32 (2012), no. 6, 735–740.
[19] Walter D. Wallis, Introduction to combinatorial designs, second ed., Discrete Mathematics and its Applications (Boca Raton), Chapman & Hall/CRC, Boca Raton, FL, 2007.
[20] Richard M. Wilson, The exact bound in the Erdős–Ko–Rado theorem, Combinatorica 4 (1984), no. 2–3, 247–257.