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Relation between problem hardness and solution space structure is an important research aspect. Model d-k-CSP generates very hard instances when $r = 1$ and $r$ is near 1, where $r$ represents normalized constraint density. We find that when $r$ is below and close to 1, the solution space contains many widely distributed well-separated small cluster-regions (a cluster-region is a union of some clusters), which should be the reason that the generated instances are hard to solve.
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I. INTRODUCTION

The constraint satisfaction problem, or CSP, is an important topic in the interdisciplinary area of statistical physics, computer science and information theory. In the theoretical aspect, CSPs play a significant role in understanding the problem hardness as well as properties of disordered systems. In practical use, CSPs are applied to many tasks, such as timetabling, hardware configuration, transportation scheduling, factory scheduling, floorplanning, error-correcting code, etc. A CSP formula contains variables and constraints, where the variables can be assigned a value from their respective domains, and the constraints contain a set of variables called the constraint scope that restricts their allowed joint values. One elementary question is to assign all variables such that all constraints are satisfied simultaneously; meanwhile, another elementary question is to determine whether a solution exists.

Popular CSPs, such as K-SAT and Coloring, have been intensely studied, and fruitful results have been obtained. Cheeseman \textit{et al}, in [1], found that many CSPs undergo a satisfiable-unsatisfiable transition: when the constraint density is low, almost every instance has a solution; but when the constraint density increases and exceeds an inherent point, the solutions suddenly disappear for almost every instance. Friedgut \textit{et al} supported this opinion and proved that satisfiability of K-SAT goes through a sharp threshold (a concept from the random graph category, which is weaker than the phase transition expression) [2]. Then the lower and upper bounds of the satisfiable-unsatisfiable transition point were gradually improved in several papers. Mézard \textit{et al} applied the cavity method derived from spin-glass research to the CSP and separated the satisfiable region into two parts, the replica symmetric (RS) part, where the solutions belongs to a single state (cluster), and the one step replica symmetry breaking (1RSB) part, where the solutions belongs to many states [3][4][5]. The transition from the RS phase to the 1RSB phase is called the clustering transition. Further studies using the cavity method found the condensation transition, where the solution space starts to be dominated by a few large clusters [4][5], and the freezing transition, where a linear number of frozen variables (fixed throughout the cluster) arise in almost every cluster [6]. It is worth mentioning that inspired by the 1RSB type cavity method, the survey propagation (SP) algorithm [4][5] was proposed and is known to be a highly efficient algorithm when the constraint density is rather close to the satisfiable-unsatisfiable transition.

Solution space structures affect problem hardness and the performance characteristics of different algorithms. Problems approach their maximum hardness when the constraint density approaches the satisfiable-unsatisfiable transition. Experiments suggest that local Monte Carlo Markov chain strategies are effective up to the clustering transition and that belief propagation (BP) is effective up to the condensation transition [4]. It was stated in [3] that the intuitive assumption supporting the SP validity is that many clusters exist in the solution space, whereas for BP, it is assumed that most solutions belong to one cluster. Additionally, many researchers believe that the freezing transition is a pivotal transition for algorithm validity.

The random CSP model, also known as the random CSP instances generator, is proposed to enrich the study of the CSP. The initial proposed random models [10][11] are called models A, B, C, and D, where the constraint scope size...
and domain size are fixed. Unfortunately for these models, it was proved by Achlioptas et al. that the generated instances suffer trivial unsatisfiability, that is, almost all instances are unsatisfiable when the number of variables is large. To overcome this flaw, many alternative models have been proposed. One technique is to incorporate a special combinatorial structure on constraints and ensure that the generated instance has certain consistency properties. Another technique is to change the scales of the parameters, including the size of the domain and the length of the constraint scope. In this work, we study the d-k-CS P of Ref. [18], which shows a varying constraint scope length and a varying domain size.

Model RB, a special case of model d-k-CS P, also plays a significant role in computer science. In Ref. [19], Bethe free entropy was studied, and it was suggested that the RS solution should always be stable locally; thus, the condensation transition should be absent in this model. In article [20], we indeed prove that the satisfiable-unsatisfiable transition point, so the condensation phase do not exist. The solution space of model RB is quite different from that of other CSPs such as K-SAT or Coloring, where the condensation transition is observed. The method applied in [20] was initiated by Mezard et al., who studied the clustering phenomenon by counting the numbers of solution pairs at different distances [21], and developed by Achlioptas et al., who proved that the clustering phase exists on K-SAT [22 23].

In this article, we study the solution space structure of model d-k-CS P. Using the same method as in [20], we prove that the clustering phase exists before the satisfiable-unsatisfiable transition. There are many well-separated cluster-regions (a cluster-region is a union of some clusters), and the diameter of a cluster decreases with r. Marginals obtained from Bethe-Peierls approximation show that the clusters distribute widely in the solution space. It concludes that when r is below and close to 1, the problem is hard to solve, so the above structure should be the reason of the hardness. As d-k-CS P is an important model of the CSP, our result will provide a further understanding of the relation between solution space structure and complexity.

The rest of the paper is organized as follows: we define the model in Sec. II, then prove the clustering phenomenon in Sec. III, then a special case is discussed in Sec. VII, and marginals of variables and distribution of clusters are studied by physical method in Sec. VIII.

II. MODEL D-K-CS P AND DEFINITIONS

Fan, Shen and Xu (2012) proposed a general model of a random CSP with varying constraint scope length and varying domain size, called model d-k-CS P. An instance of model d-k-CS P is composed of a set of variables $V = \{x_1, x_2, ..., x_n\}$ and a set of constraints $C = C_1, C_2, ..., C_t$, where n, t is the number of variables and constraints. Each variable $x_i (i = 1, ..., n)$ can only be assigned a value from its domain $D = \{1, 2, ..., d\}$, where d is function of n, and $d(n) \geq 2$. Each constraint $C_i (i = 1, ..., t)$ is a pair $(X_i, R_i)$, where $X_i = \{x_{i1}, x_{i2}, ..., x_{ik}\} \subseteq V$ is the constraint scope, $k = k(n) \geq 2$ is the constraint scope length, and $R_i \subseteq D_{i1} \times D_{i2} \times ... \times D_{ik}$ is a set of compatible tuples of values. A d-k-CS P instance I is generated by the following two steps:

1. Select t constraints randomly with repetition. Each constraint is formed by selecting k of the n variables randomly without repetition.

2. For each constraint, select $q = (1-p)d^k$ compatible tuples of values randomly without repetition, where $0 < p < 1$ is a constant.

A constraint $C_i = (X_i, R_i)$ is said to be satisfied by an assignment $\sigma \in D^n$ if the assigned values of $X_i$ are in $R_i$. An assignment $\sigma$ is a solution if it satisfies all constraints. A CSP instance is called satisfiable if there are solutions, and called unsatisfiable otherwise. Fan et al. proved that model d-k-CS P has an satisfiable-unsatisfiable transition: assume that $r > 0$ and $0 < p < 1$ are constants, $t = r \frac{n \ln d}{\ln(1-p)}$, $\lim_{k \to \infty} \frac{1}{\sigma}$ exists, $k \geq \frac{1}{1-p}$ and there is a positive real number $\epsilon$ such that $k \ln d \geq (1 + \epsilon) \ln n$; then,

$$\lim_{n \to \infty} P_r[I \text{ is satisfiable}] = \begin{cases} 1 & r < 1, \\ 0 & r > 1. \end{cases}$$

As part of the proof, they found that in the satisfiable phase $r < 1$,

$$\lim_{n \to \infty} \frac{\langle E(X) \rangle^2}{E(X^2)} = 1. \tag{1}$$

We sort the model into different cases based on the speeds in which the domain size $k(n)$ and/or the length of constraint scope $d(n)$ grow with the number of variables $n$. First of all the conditions in Theorem 2.1 of [18] should be
satisfied, in order to guarantee the existence of the satisfiable-unsatisfiable transition. Then we state other conditions of Case A, B, C, D and model RB in Table I. Taking case A for an example, in case A the parameter \(d(n)\) is a constant, \(k(n)\) tends to infinity, and \(k(n)\) is an infinitesimal of higher order than \(n\). In Fig. 1 we show the conditions of the cases in the coordinate system of \(\ln d\) and \(k\).

| The cases | Other conditions |
|-----------|------------------|
| Case A    | \(d(n) = \text{const}, k(n) \to \infty, k(n) = o(n)\) |
| Case B    | \(d(n) = \text{const}, k(n) \to \infty, k(n) = bn, 0 < b < 1\) |
| Case C    | \(d(n) \to \infty, k(n) \to \infty, k(n) = o(n)\) |
| Case D    | \(d(n) \to \infty, k(n) \to \infty, k(n) = bn, 0 < b < 1\) |
| Model RB  | \(k(n) = \text{const}, d(n) = n^\alpha\) |

TABLE I: Other conditions of different cases.

A solution pair is a sequence of two assignment solutions. The (Hamming) distance between two solutions is the number of variables which have different values in the two solutions. For a d-k-CSP instance, the number of solution pairs at distance \(x(nx = 1, 2, ..., n)\) is denoted by \(Z(x)\), and \(E(Z(x))\) is its expectation in the model. Cluster is the connected component in the solution space, where every pair of solutions are considered to be adjacent if they are at distance 1. Cluster-region is a union of some clusters. The distance between two cluster-regions is the minimum distance of their solution pairs not belonging to the same cluster-region. The diameter of a cluster-region is the maximum distance of two solutions in the cluster-region. The clustering phase describes the phase where the solution space breaks apart into an exponential number of well-separated clusters, with each cluster containing a sub-exponential number of solutions. The condensation phase describes the phase where a finite number of clusters contain almost all of the solutions, which is different from the clustering phase.

III. METHOD TO SHOW CLUSTERS

The method used in this work is based on the distances among the solutions [20–25]. If solution-pairs at distances between \(\alpha n\) and \(\beta n\) do not exist, the solution space can be split into cluster-regions, with the cluster-region diameter smaller than \(\alpha n\) and the distance among cluster-regions larger than \(\beta n - \alpha n\). With this method, to obtain the clustering properties there are two steps left.

Firstly, we should determine \(\alpha\) and \(\beta\) such that w.h.p. solution-pairs at distances between \(\alpha n\) and \(\beta n\) do not exist, where “w.h.p.” means the probability of an event tends to 1 as \(n \to \infty\). For this purpose, we need only to prove that
there is a positive $\delta$ such that $\sup_{n \to \infty} f_0(x) < -\delta$ for $\alpha < x < \beta$, where the $f_0(x)$ is defined by $\ln E(Z(x))/n$. If this is satisfied, by the first moment method, we have

$$
\sup_{n \to \infty} P \left( \sum_{x=\alpha}^{\beta n} Z(x) > 0 \right) \leq \sup_{n \to \infty} \mathbb{E} \left( \sum_{x=\alpha}^{\beta n} Z(x) \right) = \sup_{n \to \infty} \sum_{x=\alpha}^{\beta n} e^{nf_0(x)} \leq \sup_{n \to \infty} ne^{-\delta n} = 0,
$$

which means w.h.p. solution-pairs at distances between $\alpha n$ and $\beta n$ do not exist. Or we need only to prove that $\sup_{n \to \infty} g_0(x) < -\delta$ for $\alpha < x < \beta$, where $g_0(x)$ is defined by $\ln E(Z(x))/(n \ln d)$.

Secondly, we should estimate the number of cluster-regions and the number of solutions in each cluster-region. Let $l = \max_{0 \leq x \leq \alpha n} E(Z(x))$, by the first moment method and the definition of $l$, we obtain

$$
P(\sum_{x=1}^{n} Z(x) \geq n^2 l) \leq \sum_{x=1}^{\alpha n} \mathbb{E}(Z(x)) \leq \frac{nl}{n^2 l} \leq \frac{1}{n} \to 0,
$$

that is, w.h.p., the number of solution-pairs in each cluster-region is smaller than $n^2 l$. Then, the number of solutions in each cluster-region is smaller than $nl^{0.5}$. We can give a lower bound to the number of all solutions; here, using the Paley-Zigmund inequality and Eqn. 1, we have

$$
P[X > \frac{1}{n} E(X)] \geq \left( \frac{E(X) - \frac{1}{n} E(X)}{E(X)} \right)^2 \to (1 - \frac{1}{n})^2 \to 1.
$$

The number of cluster-regions must be larger than the lower bound of the number of all solutions divided by the upper bound of the number of solutions in each cluster-region. It is to say that the number of cluster-regions is larger than

$$
\frac{\frac{1}{n} E(X)}{nl^{0.5}} = \frac{1}{n} d^n (1 - p)^t.
$$

(2)

To give a lower bound to Eqn. 2 in the limit condition where $n \to \infty$, we need only give an upper bound to $\sup_{n \to \infty} l$. To summarize:

- Given $\delta > 0$, we should find $\alpha$ and $\beta$ that for $\alpha < x < \beta$, $\sup_{n \to \infty} f_0(x) < -\delta$ or $\sup_{n \to \infty} g_0(x) < -\delta$.
- We should give an upper bound to $\sup_{n \to \infty} l$ to estimate the number of cluster-regions.

**IV. STUDY THE NUMBER OF SOLUTION-PAIRS AND FIND $\alpha, \beta$**

The expression for $E(X)$ should be given first. Using the same analysis as in Eqs. (8) and (9) in article 16, we have

$$
E(Z(x)) = d^n C_n^{n \alpha x} (d - 1)^{n \alpha x} \left[ \frac{C_i^{q-1}}{C_i^{q-1 \alpha k}} (1 - \sigma(x)) \right] + \frac{C_i^{q-2}}{C_i^{q-2 \alpha k}} (1 - \sigma(x))
$$

(3)

where $\sigma(x) = C_k^{n - \alpha x} / C_n^k$, and $\sigma_j$ takes the value of 0 by definition if $i < j$. Parameters $n, d, k, q$, and $t$ are all from the definition of model d-k-CSP, and $d, k$, and $x$ are actually functions of $n$, that is, $d = d(n), k = k(n), x = x(n)$. We study the limit when $n \to \infty$. By simplification and asymptotic estimation, and because $d^k \to 0$ in all the cases that we study here, we obtain

$$
\frac{C_i^{q-1}}{C_i^{q-1 \alpha k}} = 1 - p, \frac{C_i^{q-2}}{C_i^{q-2 \alpha k}} = (1 - p)^2 + O(d^{-k}) \to (1 - p)^2.
$$

In the following of this section, we focus on the signs of $f_0(x) = \ln (E(Z(x)))/n$ and $g_0(x) = \ln (E(Z(x)))/(n \ln d)$. When $d = const$, $f_0(x)$ tends to a finite value, and

$$
f_0(x) \to A(x) + B(x),
$$

where

$$
A(x) = 1/n(\ln C_n^{n \alpha x} + n x \ln(d - 1)),
$$
\[ B(x) = \ln d - r \ln d + r \frac{\ln d}{-\ln(1-p)} \ln (1 - p + p\sigma(x)). \]

There is a \( C_n^m \) in the above formula, and note that when \( 0 < x < 1 \) is a constant, by the Stirling formula, as \( n \to \infty \),

\[ \ln C_n^m \to -n \ln(x^x(1-x)^{1-x}). \]

When \( d \to \infty \), we study \( g_0(x) \) instead because it tends to a finite value, and

\[ g_0(x) \to C(x) + D(x), \]

where

\[ C(x) = x, \]

\[ D(x) = 1 - r + r \frac{1}{-\ln(1-p)} \ln (1 - p + p\sigma(x)). \]

Note that parameter \( d \geq 2 \) and \( 0 \leq \sigma(x) \leq 1 \), so we have \( A(x) \) are positive and \( \ln(1 - p) \leq \ln (1 - p + p\sigma(x)) \leq 0 \). Therefore, when \( r < 0.5 \), we have

\[ A(x) + B(x) > \ln d - 2r \ln d > 0, \]

\[ \lim_{n \to \infty} f_0(x) \geq 0, \]

and also

\[ \lim_{n \to \infty} g_0(x) \geq 0. \]

It is to say, when \( r < 0.5 \), we can not find \( \alpha, \beta \) such that for \( \alpha < x < \beta \lim_{n \to \infty} f_0(x) < 0 \) or \( \lim_{n \to \infty} g_0(x) < 0 \).

But when \( 0.5 < r < 1 \), we can find the \( \alpha, \beta \) for Cases A, B, C, and D. For each case we give three statements in the following:

1. The first statement will be that for \( 0 < x < \alpha \) we have \( \inf_{n \to \infty} f_0(x) \geq 0 \) or \( \inf_{n \to \infty} g_0(x) \geq 0 \).
2. The second statement will be that for \( \beta < x < \beta^* \) (\( \beta^* \) is some constant value bigger than \( \beta \)) we have \( \inf_{n \to \infty} f_0(x) \geq 0 \) or \( \inf_{n \to \infty} g_0(x) \geq 0 \).
3. The third statement will be that for \( \alpha(1 + \epsilon) < x < \beta(1 - \epsilon) \) (\( \epsilon \) is arbitrarily small) we have \( \sup_{n \to \infty} f_0(x) < -\delta \) or \( \sup_{n \to \infty} g_0(x) < -\delta \) (\( \delta \) is positive and depends on \( \epsilon \)).

**A. Case A where \( d = \text{const}, k \to \infty, \text{and } k = o(n) \)**

1. For a constant \( a_0 > 0 \) defined in the following, when \( x \in (0, a_0/k) \), we have \( \inf_{n \to \infty} f_0(x) \geq 0 \).

   In this case \( k \to \infty \), for any constant \( a \), when \( xn \in (0, an/k) \), we have \( x \to 0 \) and \( f_0(x) \to B(x) \). If \( x = a/k \), where \( a = \text{const} \), we have

   \[ \sigma(x) = C_n^{k-nx}/C_n^{k} = \frac{(n-nx)...(n-nx-k+1)}{n...(n-k+1)} < (1 - \frac{nX}{n})^k \to e^{-xk} = e^{-a}, \]

   and combining the above two inequalities, we obtain \( \sigma(x) \to e^{-a} \). Then, we find \( B(a/k) \to f_1(a) \), where \( f_1(a) \) is defined by

   \[ f_1(a) \triangleq \ln d - r \ln d + r \frac{\ln d}{-\ln(1-p)} \ln (1 - p + pe^{-a}), \]
noting that $f_1(a)$ decreases with $a$. Solving equation $f_1(a) = 0$ with variable $a$, we obtain the solution

$$-\ln \frac{(1-p)^{1/r} - (1-p)^2}{1-p - (1-p)^2} = a_0,$$

which is a positive constant when $0.5 < r < 1$. Function $f_0(x) \to B(x)$, $B(x)$ is a decreasing function, and $B(a_0/k) \to f_1(a_0) = 0$; therefore, we find that when $x < a_0/k$, $\inf_{n \to \infty} f_0(x) \geq 0$.

(2) For constants $b_0$ and $b_1$ defined in the following, when $x \in (b_0, b_1)$, we have $\inf_{n \to \infty} f_0(x) \geq 0$.

If $x$ is a positive constant, then $\sigma(x) = -\frac{1}{n} + x \ln(1 - x) + \ln(d) - 2r \ln d = \Delta f_2(x)$. (4)

We can draw a picture of function $f_2(x)$, as shown in Fig 2. The first- and second-order derivatives of $f_2(x)$ are

$$f_2'(x) = -\ln x + \ln(1 - x) + \ln(d),$$

$$f_2''(x) = -\frac{1}{x} - \frac{1}{1 - x} < 0.$$ 

$f_2(x)$ is a concave function. Let $f_2'(x) = 0$; we then obtain $x = \frac{d - 1}{d}$. Then, $f_2(x)$ achieves its maximum value at

$$x = \frac{d - 1}{d} \triangleq b_1,$$

and the maximum value is

$$f_2(x = \frac{d - 1}{d}) = 2(1 - r) \ln d.$$

When $0.5 < r < 1$,

$$f_2(x = \frac{d - 1}{d}) = 2(1 - r) \ln d > 0,$$

$$f_2(x = 0) = (1 - 2r) \ln d < 0,$$

so equation $f_2(x) = 0$ has one solution in region $(0, \frac{d - 1}{d})$, denoted by $b_0$. Additionally, there is a region $(b_0, b_1)$ where $f_2(x) > 0$, and as $f_0(x) \to f_2(x)$, we obtain $\inf_{n \to \infty} f_0(x) > 0$.

![Fig. 2: Function $f_2$ for $d = 3$ and $r = 0.4, 0.5, 0.6, 0.8, 1$ from top to bottom. There is a region satisfying $f_2(x) < 0$ when $r > 0.5$. Taking $r = 0.8$ as an example, in the region $x \in (0, 0.2)$, $f_2(x) < 0$ (plotted in red).](image-url)
(3) For arbitrarily small positive number $\epsilon$, when $x \in ((a_0 + \epsilon)/k, b_0 - \epsilon)$, there exists $\delta > 0$ s.t. $\sup_{n \to \infty} f_0(x) < -\delta$. $A(x)$ is very small when $x$ is a very small constant, so for $-\frac{1}{2} f_1(a_0 + \epsilon)$, which is a positive number, there exists a constant $x_0$ such that $x_0 < b_0 - \epsilon$, $x_0 < 1/2$ and

$$A(x_0) < -\frac{1}{2} f_1(a_0 + \epsilon).$$

Based on this $x_0$, we let

$$((a_0 + \epsilon)/k, b_0 - \epsilon) = ((a_0 + \epsilon)/k, x_0] \cup (x_0, b_0 - \epsilon).$$

In the first range $((a_0 + \epsilon)/k, x_0]$, $A(x)$ increases, and therefore, $A(x) < -\frac{1}{2} f_1(a_0 + \epsilon)$; $B(x)$ decreases, so $B(x) < B((a_0 + \epsilon)/k) \to f_1(a_0 + \epsilon)$. We have in the first range

$$\sup_{n \to \infty} f_0(x) \leq -\frac{1}{2} f_1(a_0 + \epsilon) + f_1(a_0 + \epsilon) = \frac{1}{2} f_1(a_0 + \epsilon).$$

In the second range $(x_0, b_0 - \epsilon)$, we have $f_0(x) \to f_2(x) < f_2(b_0 - \epsilon)$, and therefore

$$\sup_{n \to \infty} f_0(x) \leq f_2(b_0 - \epsilon).$$

Let $-\delta = \max(\frac{1}{2} f_1(a_0 + \epsilon), f_2(b_0 - \epsilon))$; we have for $x \in ((a_0 + \epsilon)/k, b_0 - \epsilon)$, $\sup_{n \to \infty} f_0 < -\delta$.

**B. Case B where $d = \text{const}$, $k \to \infty, k = bn$, and $0 < b < 1$**

(1) For a constant $a_1 > 0$ defined in the following, when $x \in (0, a_1/n)$, we have $\inf_{n \to \infty} f_0(x) \geq 0$. If $x = a/n$, where $a$ is a positive constant integer, we have

$$\sigma(x = a/n) = \frac{C_{n-a}^{bn}}{C_{bn}^{n-a}} = \frac{(n-a)...(n-a-bn+1)}{n...(n-bn+1)} = \frac{(n-bn)...(n-bn-a+1)}{n...(n-a+1)} \to (1-b)^a;$$

then, we find $f_0(a/n) \to f_3(a)$, where $f_3(a)$ is defined by

$$f_3(a) = \ln d - r \ln d + r \frac{\ln d}{-\ln(1-p)} \ln (1-p + p(1-b)^a).$$

Solving $f_3(a) = 0$ with variable $a$, we obtain the solution

$$\frac{\ln((1-p)^{1-r} - 1 + p)}{\ln(1-b)} - \ln p = a_1.$$

When $0.5 < r < 1$, we have $0 < \ln((1-p)^{1-r} - 1 + p) < p$, and then, $a_1$ is a positive constant. When $x < a_1/n$, $f_0(x) \to B(x)$, $B(x)$ is a decreasing function and $B(a_1/n) \to f_3(a_1) = 0$, so $\inf_{n \to \infty} f_0(x) \geq 0$.

(2) As the same as Case A, if $x$ is a positive constant, $f_0(x) \to f_2(x)$. Then, for $b_0$ and $b_1$, we have $\inf_{n \to \infty} f_0(x) \geq 0$ when $x \in (b_0, b_1)$.

(3) For arbitrarily small positive number $\epsilon$, when $x \in ((a_1 + \epsilon)/n, b_0 - \epsilon)$, there exists $\delta > 0$ s.t. $\sup_{n \to \infty} f_0(x) < -\delta$. $-\frac{1}{2} f_3(a_1 + \epsilon)$ is a positive number, and same as for case A, there exists a constant $x_1$ such that $x_1 < b_0 - \epsilon$, $x_1 < 1/2$ and

$$A(x_1) < -\frac{1}{2} f_3(a_1 + \epsilon).$$

Based on this $x_1$, we divide range $((a_1 + \epsilon)/n, b_0 - \epsilon)$ into

$$((a_1 + \epsilon)/n, x_1] \cup (x_1, b_0 - \epsilon).$$

In $((a_1 + \epsilon)/n, x_1]$, $A(x)$ increases, and therefore, $A(x) < -\frac{1}{2} f_3(a_1 + \epsilon)$; $B(x)$ decreases, so $B(x) < B((a_1 + \epsilon)/n) \to f_3(a_1 + \epsilon)$. We have in this range

$$\sup_{n \to \infty} f_0(x) \leq \frac{1}{2} f_3(a_1 + \epsilon).$$

In $(x_1, b_0 - \epsilon)$, we have $f_0(x) \to f_2(x) < f_2(b_0 - \epsilon)$, and then $\sup_{n \to \infty} f_0(x) \leq f_2(b_0 - \epsilon)$. Let $-\delta = \max(\frac{1}{2} f_3(a_1 + \epsilon), f_2(b_0 - \epsilon))$; we have for $x \in ((a_1 + \epsilon)/n, b_0 - \epsilon)$, $\sup_{n \to \infty} f_0 < -\delta$. 

C. Case C where \( d \to \infty, k \to \infty, \text{ and } k = o(n) \)

(1) If \( x = a/k \), where \( a = \text{const} \), we have \( \sigma(x) \to e^{-a} \),

\[
g_0(x) \to 1 - r + r \frac{1}{-\ln(1 - p)} \ln(1 - p + pe^{-a}) \triangleq g_1(a).
\]

Solving equation \( g_1(a) = 0 \) with variable \( a \), the solution \( a_0 \) is obtained. Similarly to case A, when \( x \in (0, a_0/k) \), we have \( \inf_{n \to \infty} g_0(x) \geq 0 \).

(2) If \( x \) is a positive constant, then \( \sigma(x) \to 0 \), and

\[
g_0(x) \to 1 + x - 2r \triangleq g_2(x).
\]

We can draw an illustration of function \( g_2 \) with variable \( x \) in Fig. 3. Equation \( g_2(x) = 0 \) has one solution, which is \( 2r - 1 \). \( g_2(x) \) increases, so we let \( b_2 = 2r - 1 \) and \( b_3 > b_2 \). Then, when \( x \in (b_2, b_3) \), \( \inf_{n \to \infty} g_0(x) \geq 0 \).

![Fig. 3: Function \( g_2(x) \), where \( r = 0.4, 0.5, 0.6, 0.8, 1 \) from top to bottom. There is a region satisfying \( g_2(x) < 0 \) when \( r > 0.5 \). Taking \( r = 0.8 \) for example, in the region \( x \in (0, 0.6) \), \( g_2(x) < 0 \) (plotted in red).](image)

(3) Note that \( C(x) \) increases and \( D(x) \) decreases, then via a similar process, we find that for arbitrarily small positive number \( \epsilon \), when \( x \in ((a_0 + \epsilon)/k, b_2 - \epsilon) \), there exists \( \delta = \max(\frac{1}{2}g_1(a_0 + \epsilon), g_2(b_2 - \epsilon)) \) such that \( \sup_{n \to \infty} g_0(x) < -\delta \).

D. Case D where \( d \to \infty, k \to \infty, k = bn, \text{ and } 0 < b < 1 \)

(1) If \( x = a/n \), where \( a = \text{const} \), we have \( \sigma(x) \to (1 - b)^a \),

\[
g_0(x) \to 1 - r + r \frac{1}{-\ln(1 - p)} \ln(1 - p + p(1 - b)^a) \triangleq g_3(a).
\]

Solving equation \( g_3(a) = 0 \) with variable \( a \), solution \( a_1 \) is obtained. Similarly to Case C, when \( x \in (0, a_1/n) \), we have \( \inf_{n \to \infty} g_0(x) \geq 0 \).

(2) As the same as Case C, if \( x \) is a positive constant, \( g_0(x) \to g_2(x) \); then, for \( b_2 \) and \( b_3 \), we have \( \inf_{n \to \infty} g_0(x) \geq 0 \) when \( x \in (b_2, b_3) \).

(3) Similarly to Case C, for arbitrarily small positive number \( \epsilon \), when \( x \in ((a_1 + \epsilon)/n, b_2 - \epsilon) \), there exists \( \delta = \max(\frac{1}{2}g_3(a_1 + \epsilon), g_2(b_2 - \epsilon)) \) such that \( \sup_{n \to \infty} g_0(x) < -\delta \).
V. THE NUMBER OF CLUSTERS

\[ l = \max_{0 < x \leq an} \mathbb{E}(Z(x)), \]
where \( \alpha = a_0/k \) in cases A, and C and \( \alpha = a_1/n \) in cases B and D. Therefore, for \( 0 < x \leq \alpha \), in cases A, B, C, and D, we have \( x \to 0 \), and

\[
\ln \left( \mathbb{E}(Z(x)) \right)/(n \ln d) \to D(x) = 1 - r + r \frac{1}{-\ln(1 - p)} \ln \left( 1 - p + p\sigma(x) \right) \leq 1 - r,
\]
where the last inequality is because \( 0 \leq \sigma(x) \leq 1 \). By the above inequality, we obtain

\[
\sup_{n \to \infty} l \leq a \ln d - r \ln d.
\]

When \( r < 1 \), we obtain a lower bound for the value of Eqn. [2] and the number of cluster-regions is larger than

\[
\frac{1}{n^2} 2^{-0.5} n^{0.5} \geq \frac{1}{n^2} d^{0.5(1-r)n}.
\]

Then the number of cluster-regions increases exponentially with \( n \).

VI. CLUSTERING PHASE OF MODEL D-K-CSP

The method in Sec. [11] tells us that, if solution-pairs at distance between \( an \) and \( \beta n \) do not exist, the clustering phase shows, with the cluster diameter smaller than \( an \) and the distance among clusters larger than \( \beta n - an \). In Sec. [IV] we found such \( \alpha, \beta \) for Cases A, B, C and D and \( 0.5 < r < 1 \). And in Sec. [V] we obtained the number of clusters, which increases exponentially with \( n \). We list all those properties in Table II.

| Cases     | Clustering range | Cluster diameter | Distance among cluster-regions | Number of clusters |
|-----------|------------------|------------------|---------------------------------|--------------------|
| Case A    | \( 0.5 < r < 1 \) | \( a_0 n/k \)    | \( b_0 n - a_0 n/k \approx b_0 n \) | exponential        |
| Case B    | \( 0.5 < r < 1 \) | \( a_1 \)        | \( b_0 n - a_1 \approx b_0 n \)  | exponential        |
| Case C    | \( 0.5 < r < 1 \) | \( a_0 n/k \)    | \( 2r - 1)n - a_0 n/k \approx (2r - 1)n \) | exponential        |
| Case D    | \( 0.5 < r < 1 \) | \( a_1 \)        | \( 2r - 1)n - a_1 \approx (2r - 1)n \) | exponential        |
| Model RB  | \( r_0 < r < 1 \) | \( a_2 n \)      | \( (b_2 - a_2)n \)             | exponential        |

TABLE II: Details of clustering phenomenon in different cases.

In Table II \( a_0 = -\ln \left( \frac{1-p)^{1/r} - (1-p)^2}{1-p(1-p)^2} \right) \); \( a_1 = \ln((1-p)^{1/r} - 1 + p - \ln p)^{1/r} \); \( b_0 \) is the solution \( x \in (0, \frac{d-1}{d}) \) of the function \( \ln d - \ln(x^2(1-x)^{1-x}) + x \ln(d-1) - 2r \ln d = 0 \); \( a_2 \) and \( b_2 \) are the two solutions of equation \( a(1+x) + r \ln[(1-p)^2 + p(1-p)(1-x)^k] = 0 \) with variable \( x \); and \( r_0 \) is the smallest value for which this equation has not least a solution in \( x \in [0, 1] \). The results of model RB are from Ref. [20]. We have the following observations.

(1) There is an exponential number of cluster-regions, with each cluster-region containing a sub-exponential number of solutions.

(2) The smallest distances among cluster-regions are \( \Theta(n) \) (of the same order of \( n \)), so the cluster-regions are well-separated.

(3) With \( r \) approaching 1, the diameter of a cluster-region decreases to a small value.

(4) With \( r \) approaching 1, the distance among the cluster-regions increases, which also means that the number of cluster-regions decreases because of that some cluster-regions disappear.

(5) For fixed \( r \), as \( k \) increases, the diameter of the cluster decreases. When \( k \) is a constant, the biggest diameter is \( a_2 n \); when \( k \to \infty \) but \( k = o(n) \), the biggest diameter is \( a_0 n/k \); when \( k = bn \), with \( 0 < b < 1 \), it is \( a_1 \). In summary the biggest diameter is \( \Theta(n/k) \).

(6) For fixed \( r \), comparing cases A, C with cases B, D, we find that \( d \) has a strong effect on the distance among the cluster-regions. When \( d \) is a constant, the smallest distance is \( b_0 n \); when \( d \to \infty \), the smallest distance is \( (2r - 1)n \).

(7) Condensation phase does not exist, because when \( 0.5 < r < 1 \) it is in clustering phase and when \( r > 1 \) it is in unsatisfiable phase.

From the above observations (1-3), when \( r \) is below and close to 1, the solution space contains many well-separated small cluster-regions.
VII. A SPECIAL CASE WHERE \( k = n \)

If \( k = n \), for all \( xn = 1, 2, ..., n \), we have \( \sigma(x) = 0 \), and then from Eqn. [3] we have

\[
\mathbb{E}(Z(x)) \to d^n C_n^{nz}(d - 1)^n_x (1 - p)^2.
\]

Furthermore if \( d = \text{const.} \), we have \( f_0(x) \to f_2(x) \) for \( x = 1/n, 2/n, ..., 1 \), where \( f_2(x) \) is defined in Eqn. [4] and is shown in Fig. [4]. If \( d \to \infty \), we have \( g_0(x) \to g_2(x) \) for \( x = 1/n, 2/n, ..., 1 \), where \( g_2(x) \) is defined in Eqn. [5] and is shown in Fig. [5]. Therefore, when \( 0.5 < r < 1 \) and \( d = \text{const.} \), w.h.p. solution-pairs at a distance between 1 and \( b_0/n \) do not exist; when \( 0.5 < r < 1 \) and \( d = \text{const.} \), w.h.p. solution-pairs at a distance between 1 and \( 2r - 1 \) do not exist. Then, this special case has a special solution space structure that the solutions are isolated from each other. If we regard an isolated solution as a cluster, the details of the clustering can be shown in Table III. Notice that the cluster diameter is 0, which means that each cluster only contains a single solution.

| \( k = n \) and \( d = \text{const.} \) | \( 0.5 < r < 1 \) | 0 | \( b_0/n \) | exponential |
| \( k = n \) and \( d \to \infty \) | \( 0.5 < r < 1 \) | 0 | \( (2r - 1)n \) | exponential |

Table III: Details of clustering phenomenon in the special case where \( k = n \).

VIII. MARGINALS OF VARIABLES AND DISTRIBUTION OF CLUSTERS

In this section we study marginals of variables and distribution of clusters. For single CSP instance, the marginals of variables can be approximated through a method which is called Bethe-Peierls approximation or Belief Propagation (BP). The Belief Propagation is an iterative message-passing algorithm, where the update rules are that

\[
\nu^{(t+1)}_{i \to a}(x_i) \cong \prod_{b \in \partial a \setminus a} \tilde{\nu}^{(t)}_{b \to a}(x_i), \tag{6}
\]

\[
\tilde{\nu}^{(t)}_{a \to i}(x_i) \cong \sum_{\mathcal{Z}_a \ni i} \psi_a(\mathcal{Z}_a) \prod_{k \in \partial a \setminus i} \nu^{(t)}_{k \to a}(x_k), \tag{7}
\]

where \( \nu^{(t)}_{i \to a} \), \( \tilde{\nu}^{(t)}_{a \to i} \) are the messages between variable node \( i \) and its adjacent constraint node \( a \) at step \( t \). The symbol \( \cong \) denotes equality up to a normalization, because BP messages are understood to be probability distributions. \( \psi_a \) is equal to 1 if constraint \( a \) is satisfied by \( \mathcal{Z}_a \), and is equal to 0 otherwise. After the iteration converges, let \( \nu^{(t)}_{i \to a} \) converging to \( \nu_{i \to a} \) and \( \tilde{\nu}^{(t)}_{a \to i} \) converging to \( \tilde{\nu}_{a \to i} \), then the marginal probability that variable \( i \) equals to \( x_i \) is

\[
\nu_i(x_i) \cong \prod_{b \in \partial i} \tilde{\nu}_{b \to i}(x_i). \tag{8}
\]

Here we take two instances for examples and estimate the marginals by Belief Propagation. In the first instance we set \( n = 200, d = 3, k = 5, p = 0.5, r = 0.9 \), and the result in Fig. [4] shows that the marginals are fairly uniform. In the other instance we set \( n = 200, d = 15, k = 2, p = 0.5, r = 0.9 \), and the result in Fig. [5] shows that almost all marginals are positive and many of them are around the average value 0.067. To sum up, the examinations show that the marginals are uniform to a certain extent.
FIG. 4: Marginals of 200 variables where we set $n = 200, d = 3, k = 5, p = 0.5, r = 0.9$. The top line represents the biggest marginal probability for each variable; the second line from above represents the second biggest marginal probability for each variable; and so on. The averages of the values in different lines are 0.4243, 0.3274, 0.2483.

FIG. 5: Marginals of 200 variables where we set $n = 200, d = 15, k = 2, p = 0.5, r = 0.9$. The top line represents the biggest marginal probability for each variable; the second line from above represents the second biggest marginal probability for each variable; and so on. The averages of the values in different lines are 0.2568, 0.1595, 0.1178, 0.0917, 0.0622, 0.0525, 0.0438, 0.0363, 0.0295, 0.0237, 0.0189, 0.0151, 0.0104, 0.0059.

We now study on whether BP gives the correct marginals. Bethe free entropy is a function of converged messages $\nu_{i\to a}$s and $\hat{\nu}_{a\to i}$s,

$$S_{\text{Bethe}} = \sum_a S_a + \sum_i S_i - \sum_{(i,a)} S_{ia},$$
where

\[ S_a = \log \left[ \sum_{\nu_a} \psi_a \left( \frac{x_{\partial a}}{\partial a} \right) \prod_{i \in \partial a} \nu_{i \to a} (x_i) \right], \]

\[ S_i = \log \left[ \sum_{x_i} \prod_{b \in \partial i} \tilde{\nu}_{b \to i} (x_i) \right], \]

\[ S_{ia} = \log \left[ \sum_{x_i} \nu_{i \to a} (x_i) \tilde{\nu}_{a \to i} (x_i) \right]. \]

Here we take \( n = 200, d = 3, k = 4, p = 0.5 \) and \( n = 200, d = 15, k = 2, p = 0.5 \) for examples, and calculate the Bethe free entropy. In Fig. 6 it shows that \( S_{\text{Bethe}} / n \) coincides with the logarithm of the average number of solutions divided by \( n \) (annealed entropy density), which is \( \ln \left[ \mathbb{E} (X) / n \right] = (1 - r) \ln d \). This indicates that the replica symmetry solution should always be stable locally, and that BP gives the correct marginals.

![FIG. 6: Bethe free entropy \( S_{\text{Bethe}} / n \), where \( r = 0.1, 0.2, ..., 1 \), \( n = 200 \), \( p = 0.5 \). It shows that \( s \) coincides with \( \ln \left[ \mathbb{E} (X) / n \right] = (1 - r) \ln d \). Each point is averaged over 30 instances.](image)

We use the BP decimation algorithm on the same instances as in Fig. 6. At each step, BP decimation algorithm performs BP iteration (6) and (7), estimates marginals by (8), finds the most polarized variable (the one which has the largest marginal probability), fixes the variable to its most possible value, and reduces the problem. If BP iteration always converges and the assignment of the \( n \) variables is a solution, the solving process is successful, otherwise failed. Fig. 7 shows that the algorithm works at about \( r < 0.7 \). This suggests that BP sufficiently reveals the distribution of solutions and gives correct marginals at least in the region \( r < 0.7 \).
Both the research on Bethe free entropy and BP decimation algorithm suggest that BP gives the correct marginals. From the examination of estimation of marginals (such as in Fig. 4 and Fig. 5), we find that the marginals are uniform to a certain extent, which means that the clusters distribute widely in the solution space.

IX. CONCLUSION

Model d-k-CSP is a standard prototype of Constraint Satisfaction Problem (CSP), where the domain size $d$ and/or the length of constraint scope $k$ grow with the number of variables $n$. Firstly we use a mathematical method to show that, before the satisfiable-unsatisfiable transition, the solution space shatters into an exponential number of well-separated cluster-regions, and the diameter of a cluster decreases with $r$. Secondly physical method shows that the clusters distribute widely in the solution space. So when $r$ is below and close to 1, the solution space contains many widely distributed well-separated small clusters. When $r$ is below and close to 1, the instances are hard to solve, so this solution space structure will lead to high problem hardness.
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