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ABSTRACT

Recent studies have demonstrated that deep neural networks (DNNs) are vulnerable to backdoor attacks during the training process. Specifically, the adversaries intend to embed hidden backdoors in DNNs so that malicious model predictions can be activated through pre-defined trigger patterns. In this paper, we explore the backdoor mechanism from the angle of the model structure. We select the skip connection for discussions, inspired by the understanding that it helps the learning of model ‘shortcuts’ where backdoor triggers are usually easier to be learned. Specifically, we demonstrate that the attack success rate (ASR) decreases significantly when reducing the outputs of some key skip connections. Based on this observation, we design a simple yet effective backdoor removal method by suppressing the skip connections in critical layers selected by our method. We also implement fine-tuning on these layers to recover high benign accuracy and to further reduce ASR. Extensive experiments on benchmark datasets verify the effectiveness of our method.
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1. INTRODUCTION

With high effectiveness and efficiency, deep neural networks (DNNs) are widely used in many areas, such as face recognition [1, 2, 3]. In general, training a well-performed DNN usually needs a lot of training samples and computational resources. Therefore, third-party resources (e.g., third-party training data) are usually involved in the training process.

However, recent studies demonstrated that using third-party resources also introduced a new security threat. This threat was called backdoor attack [4, 5, 6]. Different from adversarial attacks [7, 8, 9], the backdoor adversaries can modify some benign training samples or directly control the training loss to implant malicious model behaviors. The backdoor is a latent connection between adversary-specified trigger patterns and the target label. In the inference process, the adversaries can activate embedded backdoors with trigger patterns.

Backdoor attacks are stealthy since attacked models behave normally on predicting benign data, posing huge threats to the applications of DNNs [10].

Currently, there are many defenses to reduce backdoor threats. For example, model-repairing-based defenses [11] intended to directly remove backdoors of attacked models; Detection-based methods [12, 13, 14] identified whether the suspicious samples or models are backdoored; Pre-processing-based ones [15] perturbed input samples before feeding them into the deployed model for predictions. We noticed that almost all existing defenses treated different model structures equally. At most, they treat all models as two separate parts, including the feature extractor and the fully-connected layers, and analyzed backdoor behaviors in the feature space. It raises an intriguing and important question: Are backdoor attacks independent of model structure?

In this paper, we explore the backdoor mechanism from the aspect of the model structure. We select one of the most successful and widely adopted structure components, i.e., the skip connection [16] for the analysis. We believe that this structure is highly correlated to backdoors since it helps the learning of ‘shortcuts’ [17] where backdoor triggers are usually easier to be learned. Specifically, we gradually reduce the outputs of skip connection (by multiplying a parameter smaller than 1) in different layers of backdoored models to study their effects. We observe that the attack success rate (ASR) drops significantly more quickly than benign accuracy (BA), especially on critical layers. Motivated by this finding, we propose a simple yet effective backdoor defense by suppressing the skip connections in critical layers selected by our method. To reduce the side effects of shortcut suppression, we also implement fine-tuning on these layers to recover high BA and to further reduce ASR.

In conclusion, our main contributions are three-fold: 1) We reveal that backdoor threats have an underlying correlation to the skip connection. To the best of our knowledge, this is the first attempt trying to analyze backdoor mechanisms from the aspect of model structure. 2) Based on our observations, we propose a simple yet effective backdoor defense, dubbed shortcut suppression with fine-tuning (SSFT). 3) We conduct extensive experiments on benchmark datasets, verifying the effectiveness of our defense method.
2. THE EFFECTS OF SKIP CONNECTIONS

In this section, we analyze how skip connections influence backdoor attacks from both training and inference stages. We adopt ResNet-18 [16] on the CIFAR-10 dataset as an example for our discussions, as follows:

Training Stage. We introduce a decay factor $\gamma \in [0, 1]$ to reduce gradients from the skip connections to suppress their effects. Our goal is to explore whether the suppression can alleviate the backdoor attack. The gradient suppression is conducted on all skip connections, as denoted in Eq.(1).

\[
\frac{\partial z_i}{\partial w_{i-1}} = \frac{\partial f(z_{i-1})}{\partial z_{i-1}} \cdot \frac{\partial z_{i-1}}{\partial w_{i-1}} + \gamma \cdot \frac{\partial z_{i-1}}{\partial w_{i-1}}, \tag{1}
\]

where $z_i$ is the output of $i$-th layer, $w_i$ is its weights, and $f$ represents the convolution part of the layer.

However, we find that assigning small $\gamma$ has almost no influence on attack success rate (ASR) and benign accuracy (BA). It indicates that backdoors can also be embedded into structures other than skip connections. It is consistent with the fact that existing methods are effective in attacking DNNs having no skip connection (e.g., VGG [18]).

Inference Stage. Similar to the procedures in the training stage, we also introduce the decay factor $\gamma$ in skip connections during the inference process. Specifically, we gradually reduce $\gamma$ in each layer of models attacked by BadNets [4] and WaNet [19] to observe its influence on BA and ASR. As shown in Figure 1, we have three key observations. Firstly, the attack success rate (ASR) may drop more quickly than benign accuracy (BA), especially on critical layers (e.g., layer 2.1&3.1). Secondly, critical layers do not necessarily contain the first or the last layer that was typically used in existing defenses [20, 21, 22]. Thirdly, different attacks correlate to similar critical layers, which are most probably related to the model structure and training data.

3. THE PROPOSED METHOD

3.1. Preliminaries

Threat Model. In this paper, we consider the scenarios that defenders (i.e., model users) obtain a third-party model that could be backdoored. They have no information about the attack while having a few local benign samples.

Defender’s Goals. Defenders intend to have low attack success rate on poisoned testing samples while having high benign accuracy on predicting benign testing samples.

3.2. Shortcut Suppression with Fine-Tuning (SSFT)

Overview. In general, our SSFT consists of three main stages (as shown in Figure 2), including 1) selecting critical layer(s) 2) suppressing shortcut(s), and 3) fine-tuning critical layer(s).

Selecting Critical Layer. As demonstrated in the previous section, different attacks tend to adopt similar critical layers for backdoor injection. Motivated by this observation, we propose to adopt a surrogate poisoned dataset to select the
Table 1: The main results (%) on the CIFAR-10 and the GTSRB dataset. We mark failed cases (ASR > 80% or BA < 80%) in red and the best result among all defenses in boldface. Underlined values are the second-best results.

| Dataset → | CIFAR-10 | GTSRB |
|-----------|----------|-------|
| Attack →  | BadNets  | Blended | Label-consistent | WaNet | BadNets  | Blended | Label-consistent | WaNet |
| Metric →  | BA        | ASR    | BA       | ASR       | BA       | ASR       | BA        | ASR    | BA       | ASR       | BA       | ASR       | BA        | ASR    |
| No Defense |          |        |          |          |          |          |          |        |          |          |          |          |          |        |
| FT-FC     | 92.08    | 97.41  | 90.89    | 83.11    | 92.17    | 100      | 91.48    | 96.82  | 98.25    | 95.38    | 98.65    | 87.48    | 96.83    | 66.40  | 96.37  |
| FT-All    | 91.66    | 96.31  | 91.76    | 0.81     | 91.80    | 86.79    | 90.98    | 62.18  | 99.78    | 95.63    | 93.14    | 83.17    | 97.62    | 77.19  | 97.35  |
| MCR       | 84.00    | 0.80   | 82.51    | 0.74     | 88.13    | 6.15     | 87.77    | 14.28  | 96.91    | 0.16     | 98.38    | 0.11     | 95.85    | 0.03   | 97.78  |
| NAD       | 90.66    | 0.94   | 90.00    | 0.86     | 90.20    | 17.72    | 90.09    | 11.34  | 99.61    | 0.46     | 97.09    | 0.21     | 96.58    | 0.00   | 97.12  |
| SSFT      | 89.08    | 0.31   | 88.64    | 0.31     | 89.86    | 4.63     | 88.76    | 0.40   | 99.62    | 0.33     | 92.46    | 0.28     | 92.60    | 6.00   | 99.43  |
| SSFT*     | 90.04    | 0.37   | 89.22    | 0.32     | 90.26    | 6.44     | 88.80    | 1.38   | 99.68    | 0.82     | 99.45    | 0.41     | 99.60    | 6.06   | 99.44  |

1 SSFT: shortcut suppression with fine-tuning under the standard mode (i.e., the decay factor γ is set to 0).
2 SSFT*: shortcut suppression with fine-tuning under the optimized mode (i.e., with optimal decay factor).

4. EXPERIMENTS

4.1. Settings

Dataset and Model. We conduct experiments on two classical benchmark datasets, including CIFAR-10 and GTSRB datasets, with ResNet-18 [16].

Attack Baselines. We choose BadNets [4], backdoor attack with blended strategy (dubbed ‘Blended’) [23], label-consistent attack with adversarial perturbations (dubbed ‘Label-Consistent’) [24], and WaNet [19] as our attack baselines. They are the representatives of patch-based visible attacks and patch-based invisible attacks, clean-label attacks, and non-patch-based invisible attacks, respectively.

Defense Baselines. We compare our methods with two state-of-the-art model-repairing-based backdoor defenses, including neural attention distillation (NAD) [25] and mode connectivity repair (MCR) [26]. We also adopt fine-tuning on fully-connected layers (dubbed ‘FT-FC’), all layers (dubbed ‘FT-All’), and standard model training (dubbed ‘No Defense’) as other important baselines for our discussions.

Attack Setup. For BadNets and Blended, we set a 3×3 black-white patch as the trigger pattern on both CIFAR-10 and GTSRB. We implement label-consistent attack and WaNet based on the BackdoorBox [27] with their default settings. We set the poisoning rate as 5% for all attacks to generate the poisoned datasets. The target label is set to 1 for all attacks.

Defense Setup. In all fine-tuning-based methods, we set the learning rate as 0.01 and use 10% benign samples. We fine-tune the model 10 epochs in total. For NAD and MCR, we also use 10% benign training samples which are also exploited in our defense. All baseline defenses are also implemented based on the BackdoorBox.

Evaluation Metric. Following the classical settings used in existing backdoor defenses, we adopt the attack success rate (ASR) and benign accuracy (BA) to measure the effectiveness of all methods. In general, the lower the ASR and the higher the BA, the better the defense.
4.2. Main Results

As shown in Table 1, both FT-FC and FT-All fail in many cases with a high attack success rate (ASR), although they usually preserve the highest benign accuracy (BA). In contrast, both MCR and NAD reach relatively low ASR values in general, whereas having low BA values. Different from previous baseline methods, our SSFT yields a more balanced performance. In other words, our defense significantly reduces ASR while preserving high BA. We notice that SSFT may also have better performance compared to SSFT*. It is mostly because the optimal decay factor is selected based on surrogate poisoned samples which may not be consistent with those used by the adversaries. We will further explore how to better select the decay factor in our future work.

4.3. Discussion

Ablation Study. There are two key strategies in our SSFT defense, including shortcut suppression and model fine-tuning. In this part, we discuss their effects. As shown in Table 2, shortcut suppression (SS) significantly reduces the attack success rate (ASR). However, it also results in low benign accuracy (BA). Fine-tuning the critical layer preserves high BA while having minor effects in decreasing ASR. In contrast, our SSFT is effective in maintaining BA and removing hidden backdoors. These results verify that both of these strategies are indispensable parts of our method.

Effects of the Decay Factor. In this part, we change the decay factor $\gamma$ used in our SSFT while preserving other settings. As is shown in Figure 3, both benign accuracy and attack success rate are stable when using relatively small $\gamma$ (i.e., $\gamma < 0.1$). In other words, our method is not very sensitive to the selection of $\gamma$ to some extent. However, we need to notice that using a large decay factor will reduce defense effectiveness as it will degenerate our SSFT back to the model fine-tuning.

Effects of the Sample Size. Recall that our SSFT method needs some benign local samples for fine-tuning. Here we discuss how the sample size influences our defense. As shown in Figure 4, the BA increases while the ASR decreases with the increase in sample size. In particular, the SSFT could achieve promising performance even with a small sample size. These results reflect the effectiveness of our defense.

Effects of the Tuning Epoch. Here we explore the influence of tuning epoch on our SSFT defense. As shown in Figure 5, similar to the effects of the sample size, the BA increases while the ASR decreases with the increase in the epoch. Our method can achieve good performance with a few epochs (e.g., 4), showing high efficiency.

5. CONCLUSIONS

In this paper, we explored the backdoor mechanism from the aspect of model structures. We revealed that backdoor threats have an underlying correlation to the skip connection. Specifically, we demonstrated that suppressing the skip connection in critical layers can significantly reduce the attack success rate. Based on these findings, we propose a simple yet effective backdoor defense, dubbed shortcut suppression with fine-tuning (SSFT), to remove hidden backdoors contained in the given suspicious model. Extensive experiments on benchmark datasets verified the effectiveness of our defense.
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