1. Introduction

Graphene is an allotrope of carbon in the form of an atomic monolayer, arranged as a honeycomb lattice with $C_{6v} = Z_2 \otimes C_{3v}$ symmetry. It is then mathematically described as a superposition of two Bravais lattices with $C_{3v}$ symmetry, usually denoted as A and B sub lattices, respectively [1–4]. As a consequence tight-binding, as well as $ab$ initio band structure calculations, show that the energy spectrum possesses linear dispersion in the vicinity of two non-equivalent, so called Dirac points (or valleys) in reciprocal space [2, 3, 5, 6]. This particular feature allows for the description of graphene electronic properties in terms of an effective Dirac Hamiltonian, whose eigenstates are given by two-component spinors, where a pseudo-spin property emerges as a consequence of the two sub-lattices [3–7]. Those states exhibit pseudo-relativistic properties, such as relativistic Landau levels in the presence of an external magnetic field [3, 8, 9], where the two Dirac points are connected by time-reversal symmetry, and hence the two valleys are degenerate [8]. Perhaps an even more interesting feature arises under the presence of mechanical strain. Within the Dirac approximation, strain enters as a gauge field whose curl represents a pseudo-magnetic field that reverses sign at each Dirac point, thus breaking the valley symmetry [10–17]. Conductance experiments have shown the emergence of pseudo-relativistic Landau levels in the presence of strain solely, thus suggesting that the magnitude of the associated pseudo-magnetic fields can reach over 100 T for a small nano-bubble [18, 19] or ridge [20] in graphene. From the theoretical perspective, strain-induced gauge fields have been incorporated into extended Dirac Hamiltonians that involve the simultaneous description of both non-equivalent Dirac cones [10, 14, 16, 17, 21, 22]. Other physical effects, such as charge density waves, can also be included in the form of generalized SU(2) gauge fields [22].
Arbitrary strain patterns generate inhomogeneous pseudo-magnetic fields, and in an experimental sample it is difficult to characterize with nanometric resolution the precise geometry of a strain pattern in order to correlate it with the magnitude of the corresponding pseudo-magnetic field (see for instance [23] for graphene under triaxial stress). Theoretical models to represent nanobubbles in graphene are mainly based on a gaussian approximation for the strain field, that leads to a non-uniform pseudo-magnetic field typical of a nearly uniform superlattices [27, 28]. On the other hand, experimental STEM measurements [18–20] are consistent with a nearly uniform domain [24, 25]. On the other hand, experimental STEM measurements [18–20] are consistent with a nearly uniform superlattices [27, 28].

On the other hand, electronic conductance is relatively straightforward to measure, and here we show that it can be directly correlated with the magnitude of the strain field imposed, thus proving a proof-of-principle for the development of a piezoelectric sensor with nanometric resolution. In what follows, we shall present a theoretical model to represent elastic scattering of conduction electrons through a graphene nano bubble, represented as a disk-shaped region submitted to mechanical strain and an external magnetic field normal to the plane, as depicted in figure 1. We shall obtain exact analytical solutions for the eigenstates within the region, as well as for the states scattered off the region. By calculating the differential and total scattering cross-sections, we obtain the transmission coefficient [6, 29] through the region, and calculate the Landauer conductance [6] for a given bias applied. Our analytical results show explicitly how a combination of a physical magnetic field and mechanical strain leads to valley-polarization and filtering of the current [13, 30].

2. Model

Let us start by writing the effective Dirac Hamiltonian for graphene, involving both valleys $K_{\pm} = \pm \frac{\hbar e}{m_e} \mathbf{e}_z$, in the presence of generalized SU(2) gauge fields [22]

$$H = \hbar v_F \left[ \Gamma_x \left( \hat{p}_x - \sum_{i=1}^{3} A^i_i Q_i \right) / \Gamma_y \left( \hat{p}_y - \sum_{i=1}^{3} A^i_y Q_i \right) \right].$$

Here the Fermi velocity $v_F \sim c/300 \sim 10^6 \text{ m s}^{-1}$. We have defined the matrices

$$\Gamma_x = \hat{\gamma}_1 \otimes \hat{\sigma}_1, \quad \Gamma_y = \hat{\gamma}_0 \otimes \hat{\sigma}_2, \quad Q_0 = \hat{\gamma}_0 \otimes \hat{\sigma}_0, \quad Q_1 = -\hat{\gamma}_2 \otimes \hat{\sigma}_2, \quad Q_2 = \hat{\gamma}_1 \otimes \hat{\sigma}_2, \quad Q_3 = \hat{\gamma}_3 \otimes \hat{\sigma}_0,$$

where $\sigma$ and $\tau$ are the Pauli matrices acting on the sublattice and valley spaces respectively. The spinor structure over which the Hamiltonian operates is

$$\Psi = \begin{pmatrix} \psi_A^+ \\ \psi_B^+ \\ \psi_A^- \\ \psi_B^- \end{pmatrix} \equiv \begin{pmatrix} \psi^+(\Psi) \\ \psi^-(\Psi) \end{pmatrix},$$

To introduce the effect of an external magnetic field and mechanical strain, we chose the following gauge fields:

$$A^i_0 = -y B_0 / 2, \quad A^i_y = x B_0 / 2, \quad A^i_1 = -y B_5 / 2, \quad A^i_2 = x B_5 / 2,$$

representing the effective magnetic field acting at each of the two non-equivalent Dirac cones centered at the wave-vectors $K_\xi = \xi \frac{\hbar e}{\epsilon_0 m_e} \mathbf{e}_z$, for $\xi = \pm$ respectively.

In this case, the Hamiltonian in equation (1) has the block diagonal form:

$$H = \begin{pmatrix} \hat{H}^+ & 0 \\ 0 & \hat{H}^- \end{pmatrix},$$

where we have defined

$$\hat{H}^\pm = \hbar v_F \left[ \hat{\sigma}_1 \left( \hat{p}_x + \frac{y}{2} B_5 \right) \pm \xi \hat{\sigma}_2 \left( \hat{p}_y - \frac{x}{2} B_5 \right) \right].$$
\[ \Psi \rightarrow \tilde{\Psi} = \hat{S} \Psi = \begin{pmatrix} \psi_1^+ \\ \psi_2^+ \\ \psi_m^+ \\ \psi_n^+ \end{pmatrix}, \]  

(8)

where we have defined the unitary transformation \( \hat{S} = \hat{S}^{-1} \) by the matrix

\[ \hat{S} = \begin{pmatrix} \sigma_0 & 0 \\ 0 & \sigma_1 \end{pmatrix}, \]

(9)

where \( \sigma_0 \) is the \( 2 \times 2 \) identity matrix. The transformed Hamiltonian, after equation (6), is given by

\[ \hat{H} \rightarrow \hat{H}_x = \hat{S} \hat{H} \hat{S}^{-1} = \begin{pmatrix} \hat{H}^+ & 0 \\ 0 & \hat{H}^- \end{pmatrix} \equiv \begin{pmatrix} \hat{H}_x^+ & 0 \\ 0 & \hat{H}_x^- \end{pmatrix}. \]

(10)

In particular, making use of the identity \( \hat{S} \sigma \hat{S} = \sigma \sigma ', \) we have for the diagonal components of the transformed Hamiltonian

\[ \hat{H}_x^\pm = \xi \hbar v_F \left\{ \sigma_1 \left( \hat{p}_x + \gamma_2 B_\xi \right) + \sigma_2 \left( \hat{p}_y - \gamma_2 B_\xi \right) \right\}. \]

(11)

In terms of the definitions above, we have the block-diagonal eigenvalue problem

\[ \begin{pmatrix} \hat{H}_x^+ & 0 \\ 0 & \hat{H}_x^- \end{pmatrix} \begin{pmatrix} \tilde{\Psi}^+ \\ \tilde{\Psi}^- \end{pmatrix} = 0, \]

(12)

that reduces to two independent eigenvalue problems for the block Hamiltonians \( \hat{H}_x^\pm \) at each valley \( K_\pm \).

The eigenvalue problem was solved analytically, with further technical details presented in appendix. In particular, the energy eigenvalues for the extended Hamiltonian describing both cones under the presence of magnetic and strain fields are found to be

\[ E_{\pm}(n) = \lambda \hbar v_F \sqrt{2n|B|}, \quad n = 0, 1, \ldots \]

(13)

with \( \lambda = \pm 1 \) representing particle (hole) eigenstates, while \( \xi = \pm \) being the valley index. The spinor eigenvectors, for \( n > 0 \), are given by

\[ \tilde{\Psi}_{m,n}(r, \phi) = C_{m,n}^{\pm \lambda} \left( \begin{pmatrix} e^{\pm i n \pi} L_n^m(z) e^{i m \phi} \\ i \alpha_n^\pm e^{\pm i n \pi} L_n^{m+1}(z) e^{i (m+1) \phi} \end{pmatrix} \right), \]

(14)

where we have defined the dimensionless variable \( z = |B_\xi|^2 / 2 \), and \( L_n^m(z) \) are the associated Laguerre polynomials [31]. The coefficients in equation (14) are defined, for \( n > 0 \) by:

\[ n_p = n - \theta(-B_\xi) - \frac{|m| - m \text{sign}B_\xi}{2}, \]

\[ n_p' = n_p - \theta(B_\xi) + \theta(-m), \]

\[ \alpha_n^\pm = \lambda \xi n^{\theta(-m)-1/2}, \]

(15)

with \( \theta(x) \) the Heaviside step function, and the normalization coefficients

\[ C_{m,n}^{\pm \lambda} = \left( \frac{|B_\xi|}{2\pi} \right)^{1/2} \left\{ \frac{\Gamma(|m| + n + 1)}{n_p'} \left( \alpha_n^\pm \right)^{1/2} \Gamma(|m| + 1 + n' + 1) \right\}^{-1/2} \]

(16)

The index \( m \) is an integer, and \( \Gamma(z) \) represents the Gamma function. For sign\( B_\xi = +1 \), we have \( -n \leq m < +\infty \), while for sign\( B_\xi = -1 \) we have \( -\infty < m \leq n - 1 \).

The state with \( n = 0 \) is given, for sign\( B_\xi = +1 \), with \( m \geq 0 \) by the expression

\[ \tilde{\Psi}_{0,m,0}(r, \phi) = C_{m,0}^{+ \lambda} \left( \frac{z^m e^{-z/2} e^{i m \phi}}{\sqrt{m!}} \right). \]

(17)

On the other hand, for sign\( B_\xi = -1 \), the state \( n = 0 \) with \( m < 0 \) is given by

\[ \tilde{\Psi}_{0,m,0}(r, \phi) = C_{m,0}^{- \lambda} \left( \frac{e^{-z/2} e^{i (m+1) \phi}}{\sqrt{m+1}} \right) \]

(18)

Here, the normalization coefficients are given by

\[ C_{m,0}^{\pm \lambda} = \left( \frac{|B_\xi|}{2\pi} \right)^{1/2} \left\{ \theta(B_\xi)\Gamma(|m| + 1) + \theta(-B_\xi)\Gamma(|m| + 1 + 1) \right\}^{-1/2}. \]

(19)

3. Scattering through a nanobubble with magnetic field and mechanical strain

Let us now consider the problem of transport through a graphene sheet submitted to a physical magnetic field and an induced pseudo-magnetic field due to mechanical strain. Experimentally, STEM measurements [18–20] reveal that when graphene is submitted to local strain patterns, the resulting pseudomagnetic fields possess a well defined compact support in the spatial domain. A number of attempts have been published in the literature to model such patterns by a gaussian distributed field, and the corresponding models for the associated Dirac single-particle eigenstates and energy eigenvalues can only be studied numerically [24]. More recently, Bahamon et al [32] studied the conductance induced by different strain nanobubbles numerically using molecular dynamics and tight-binding simulations. However, STEM experiments reveal that the magnitude of the pseudomagnetic field due to local strain patterns is nearly uniform within a region with a characteristic radius on the order of 15–25 nm [18–20, 26].

Based on the previous statements, we prefer to study the system within a realistic approximation that allows us to obtain analytical solutions. We thus assume that the fields are non-zero only within a circular region of radius \( r \sim 15–25 \text{nm} \) (see figure 1). We consider then the problem of two-dimensional elastic scattering of an incident free spinor with momentum \( \mathbf{k} = (k, 0) \) and energy \( E_{\pm}^{\text{scat}} = \lambda \hbar v_F |k| \) (\( v_F \sim 10^6 \text{m s}^{-1} \)), with \( \lambda = \pm 1 \) the ‘band’ index, and \( \xi = \pm 1 \) referring to each valley \( K_\xi \), respectively. We will give below a detailed description that generalizes the method in [33] to the case of Dirac fermions. Using this method we will be able to compute the differential scattering cross-section that will be used in the next section to compute the electronic transport.

We begin by considering a free spinor eigenstate incident from the left towards the circular scattering center. This spinor is given by the solution of equation (11) with \( B_\xi = 0 \), and thus is given by:
In elastic scattering theory, the phase shift captures the effect of a scattering region over the transmitted particle waves.

In order to express the phase shift associated to the circular region depicted in figure 1, let us first consider the asymptotic properties of the Bessel functions [31], for $kr \gg 1$,

\[
J_m(kr) \sim \sqrt{\frac{2}{\pi kr}} \cos \left( kr - \left( m + \frac{1}{2} \right) \frac{\pi}{2} \right),
\]

\[
Y_m(kr) \sim \sqrt{\frac{2}{\pi kr}} \sin \left( kr - \left( m + \frac{1}{2} \right) \frac{\pi}{2} \right).
\]

Taking these properties into account, we have that the asymptotic form for the general spinor solution equation (21) with angular momentum $m \equiv m_j - 1/2$ is, for $kr \gg 1$

\[
\tilde{\Psi}_m^\pm(r, \phi) \sim \sqrt{\frac{2}{\pi kr}} C_m \left( \begin{array}{c}
\xi \cos \left( kr - \left( m + \frac{1}{2} \right) \frac{\pi}{2} \right) \\
\xi \sin \left( kr - \left( m + \frac{1}{2} \right) \frac{\pi}{2} \right)
\end{array} \right).
\]

Here, we have defined the global coefficients and phase shifts by

\[
C_m = \sqrt{k^2 \xi^2 + c_2^2},
\]

\[
\tan \delta_m = -c_2 / c_1.
\]

To determine the phase shift $\delta_m$ associated to each angular momentum channel $m$, we have to match each spinor component of the general solution equation (21), and its first derivative, to the corresponding solution inside the region submitted to the effective magnetic field $B_z$, at the boundary $r = a$. In particular, for the upper spinor component, we have the following system of equations:

\[
c_1 \sqrt{E_n} f_m + c_2 \sqrt{E_n} Y_m = C_m^\xi \left( \frac{B_z |a|^2}{2} \right)^{\frac{|m|}{2}} e^{-\frac{|m|}{2}} L_{|m|} \left( \frac{B_z |a|^2}{2} \right)
\]

\[
c_1 k^3 / 2 f_m + c_2 k^3 / 2 Y_m = C_m^\xi \left( \frac{B_z |a|^2}{2} \right)^{\frac{|m|}{2}} \left( L_{|m|} \left( \frac{B_z |a|^2}{2} \right) - L_{|m|+1} \left( \frac{B_z |a|^2}{2} \right) \right),
\]

An exact analytical solution of this linear system yields a closed expression for the phase shift $\delta_m$,

\[
\tan \delta_m = \frac{J_{m+1}(k a) + L_{|m|+1}(k a)}{J_{m}(k a) + L_{|m|-1}(k a)} \left\{ |m| - |m| \frac{|B_z|^2}{2} - L_{|m|} \left( \frac{B_z |a|^2}{2} \right) \right\}.
\]

Here, we have made use of the following the mathematical identities [31]

\[
\frac{d}{dx} J^{|m|}(x) = -J^{|m|+1}(x),
\]

\[
\frac{d}{dx} Y^{|m|}(x) = \frac{1}{2} \left( J_{m-1}(x) - J_{m+1}(x) \right),
\]

\[
\frac{d}{dx} Y^{|m|}(x) = \frac{1}{2} \left( Y_{m-1}(x) - Y_{m+1}(x) \right).
\]

3.1 Phase-shift

In elastic scattering theory, the phase shift captures the effect of a scattering region over the transmitted particle waves.
\[\Psi_{\text{out}}(r, \phi) \sim \frac{1}{\sqrt{2 \lambda}} \left( \begin{array}{c} 1 \\ \varepsilon^{ikr} \cos \phi \end{array} \right) e^{i\phi} + \frac{f_1(\phi)}{\sqrt{r}} \left( \begin{array}{c} 1 \\ \varepsilon^{ikr} \sin \phi \end{array} \right) e^{i\phi}, \] (35)

with amplitudes \(f_1(\phi)\) and \(f_2(\phi)\) for each component of the scattered spinor. In the same region, we have that this expression must be equal to the asymptotic form of the solution, represented in terms of phase shifts, equation (29). In order to analyse the contribution of each partial wave with angular momentum \(m\), we use the mathematical identity

\[e^{ikr} \cos \phi = \sum_{m=-\infty}^{\infty} p_m e^{i\phi} f_m(kr) \sim \sqrt{\frac{2}{\pi L}} \sum_{m} p_m e^{i\phi} \cos \left(kr - \frac{\pi}{2} \left(m + \frac{1}{2}\right)\right)\] (36)

Therefore, substituting into equation (35) we find that:

\[\Psi_{\text{out}}(r, \phi) = \sum_{m} \left( \varepsilon^{im\phi} e^{-i\pi m(1/2)} + f_1(\phi)\right) \varepsilon^{i\phi} C_m\] (37)

Equating expressions (29) and (37), for the pre-factors of \(e^{i\phi}\) to be the same on both sides, thus yielding the following system of equations

\[\sum_{m} \left( \frac{\varepsilon^{im\phi}}{2\sqrt{\pi} k} e^{-i\pi(m+1/2)/2} + f_1(\phi)\right) = \frac{1}{\sqrt{2\pi} k} \sum_{m} C_m \left( \frac{\varepsilon^{im\phi} e^{-i\pi m(1/2)/2} + f_1(\phi)}{2\sqrt{\pi} k} \right)\]

\[\sum_{m} \left( \frac{\varepsilon^{im\phi}}{2\sqrt{\pi} k} e^{i\pi m(1/2)/2} + f_2(\phi)\right) = \frac{1}{\sqrt{2\pi} k} \sum_{m} C_m \left( \frac{\varepsilon^{im\phi} e^{i\pi m(1/2)/2} - f_2(\phi)}{2\sqrt{\pi} k} \right).\] (38)

Using orthogonality of the basis \(\{e^{im\phi}\}\), we can compute \(C_m\), which is thus given by:

\[C_m = \frac{\varepsilon^{im\phi}}{\sqrt{2} \lambda} e^{ikr}.\] (39)

Inserting the previous result into the system of equations equation (38), we solve for the scattering amplitudes:

\[f_1(\phi) = \frac{e^{-i\pi/4}}{2\sqrt{\pi} k} \sum_{m} \left( \frac{\varepsilon^{im\phi}}{\lambda \xi e^{i\phi}} \right) (e^{2ikr} - 1).\]

(40)

The differential scattering cross-section is given by the modulus of the vector above,

\[\frac{d\sigma}{d\phi} = |f_1(\phi)|^2 + |f_2(\phi)|^2,\] (41)

and the total scattering cross section (with dimensions of length instead of area) is then given by integrating over the scattering angle \(\phi\) (\(0 \leq \phi \leq 2\pi\))

\[\sigma = \int_{0}^{2\pi} \left( |f_1(\phi)|^2 + |f_2(\phi)|^2 \right) d\phi = \frac{4}{k} \sum_{m=-\infty}^{\infty} \sin^2 \delta_m.\] (42)

4. Transmission and Landauer ballistic current

Let us consider a graphene stripe, of width \(W\) (y-direction), which is connected to two semi-infinite graphene contacts held at chemical potentials \(\mu_L\) and \(\mu_R\), respectively. As a model for a nanobubble, we shall assume that a circular region of radius \(a\) is submitted to a perpendicular uniform magnetic field \((\mathbf{e}_z B_0)\) and to mechanical strain as well. Typical experimental values for the characteristic diameter of graphene bubbles are \(a \sim 15–25\) nm [18–20, 26], while a graphene ribbon will have typical widths \(W \sim 10\) \(\mu\)m . Therefore, under realistic experimental conditions \(a/W \ll 1\), and hence any influence of the edges of the ribbon over the carrier dynamics at the nanobubble becomes negligible. Within the Landauer ballistic picture, the net current along the stripe (x-direction) is given by the net counterflow of the particle currents emitted from the left and right semi-infinite graphene contacts, respectively. Each contact is assumed to be in thermal equilibrium, with the Fermi–Dirac distributions \(f(E - \mu_\Sigma, T) \equiv f_\Sigma(E)\) and \(f_\Sigma(E) \equiv f(E - \mu_\Sigma, T)\), respectively. A pictorial description of the system is shown in figure 1.

The particle flux (per unit width) emitted by the left (L) and right (R) contacts, respectively, is defined as

\[dJ_{L/R} = v_s D_{L/R}(E) f_{L/R}(E) dE,\] (43)

where \(D_{L/R}(E)\) is the (surface-normalized) density of states at each contact.

The effect of the nanobubble over charge transport can be expressed as an effective one-dimensional cross-section \(W_T(E, \phi)\), with \(T_{\Sigma}(E, \phi)\) the transmission coefficient in the direction specified by the angle \(\phi\), for an incident spinor arising from the valley \(K_\Sigma\). We thus define the effective cross-section in the \(\phi\)-direction by the expression

\[W_T(E_\Sigma, \phi) = \frac{1}{\sigma(k)} \frac{d\sigma}{d\phi} \sum_{s, \Theta} \delta \left( \lambda k - E_\Sigma \right) = \frac{h\nu}{\sigma} \sum_{s, \Theta} \delta \left( E_{L, \Theta} - E_\Sigma \right)\]

\[= \frac{2\hbar c^2}{\sigma \pi \sin \phi} \sum_{s, \Theta} \left( \varepsilon^{sk}\delta(\varepsilon^{sk} - E_\Sigma) \sin \delta_{s, \Theta} \sin \delta_{\Sigma, \Theta} \right).\] (44)

Here, the differential scattering cross-section is calculated from equation (41), while the total cross section is obtained in terms of the phase shifts by equation (42). The Dirac delta function enforces the energy conservation condition assumed for elastic scattering.

The particle flow (per unit time) along the \(x\)-direction emitted by the left (L) contact and arising from the \(K_\Sigma\) valley is \((V_x = v_F \cos \phi)\)

\[dN_{xL} = W_T(E, \phi) d\phi dJ_{xL} = v_F \cos \phi D_{L}(E) f_{L}(E) dE \times W_T(E, \phi) d\phi,\]

with an analogous expression for the right (R) particle flow. The net electric current flowing across the region will be \(I = I_+ + I_-\), with the valley-polarized component given by

\[I_\Sigma = e \int_{-\infty}^{\infty} dE \left( D_{L}(E) f_{L}(E) - D_{R}(E) f_{R}(E) \right) T_{\Sigma}(E).\] (45)
Here, we have defined the net transmission coefficient for Dirac spinors at valley \( \mathbf{K}_\xi \) as the angular average \( \hat{T}_\xi(E) = \int_{-\pi/2}^{\pi/2} \phi \cos \phi \, \hat{T}_\xi(E, \phi) \), that reduces to the analytical expression

\[
\hat{T}_\xi(E) = \frac{4\hbar v_F^2}{\pi WE} \sum_{\alpha, m, n} (-1)^{p+1} \frac{2}{4p^2 - 1} \sin(\delta_n \sin(\delta_m \gamma_p) \delta (E - E_\xi^\alpha)).
\]

(46)

where we used the result

\[
\int_{-\pi/2}^{\pi/2} d\phi \cos \phi \, e^{i(m-m')\phi} = \delta_{m,-m'} \left| \frac{2}{4p^2 - 1} \right| \sin(\delta_n \sin(\delta_m \gamma_p) \delta (E - E_\xi^\alpha)).
\]

(47)

It is important to remark that the valley-polarized transmission coefficients defined by equation (46) are not \( c \)-functions, but distributions (a superposition of Dirac-deltas), and hence it is not possible to plot them graphically. However, as will be discussed in detail later on in the context of the current–voltage characteristics, the transmission coefficient corresponding to the \( \xi = (-) \) valley defines a denser distribution in energy space. The reason is that, for the effective pseudomagnetic field \( B_z = B_0 - B_2 \) at this valley, the corresponding energy eigenvalues \( E_\xi^\alpha \sim B_2/\sqrt{4} \) constitute a denser set than those of the \( \xi = (+) \) valley, assuming for definiteness \( B_0 > 0 \) and \( B_2 > 0 \). Thus, as will be verified later, the valley-polarized current components should satisfy the inequality \( I_+ > I_- \). Assuming both contacts are identical semi-infinite graphene regions, the density of states are equal, and given by

\[
D_\xi(E) = D_0(E) = D(E) = 4 \int \frac{d^2 k}{(2\pi)^2} \left| \delta(E - \hbar v_F k) + \delta(E + \hbar v_F k) \right| = \frac{2}{\pi(\hbar v_F)^2} |E\theta(E) + (-E)\theta(-E)| = \frac{2|E|}{\pi(\hbar v_F)^2} \theta(|E|),
\]

(48)

where the factor of 4 arises from the spin and valley degeneracy at each of the graphene semi-infinite contacts. With this consideration, the expression for the valley-polarized component of the current \( I_\xi \) becomes

\[
I_\xi = e\mathcal{V} W \int_{-\infty}^{\infty} dE |\hat{T}_\xi(E)| |\phi_L(E) - \phi_R(E)|
\]

\[
= e\mathcal{V} W \sum_{\alpha, m, n} \left( \frac{(-1)^{p+1}}{4p^2 - 1} \sin(\delta_n \sin(\delta_m \gamma_p) \delta (E - E_\xi^\alpha)) \right),
\]

(49)

with the total current given by \( I = I_+ + I_- \).

5. Results and discussion

In this section, we represent graphically the total current \( I = I_+ + I_- \) (in units of \( e\mathcal{V} /a \)) calculated from the analytical formula equation (49) for the valley-polarized components \( I_\xi \), both at zero and at finite temperatures (figures 2–4), for the particular choice of contact chemical potentials \( \mu_L = e\mathcal{V} \) and \( \mu_R = 0 \). In figure 2(a) we represent the total current for \( T = 0 \), as a function of the applied bias voltage \( \mathcal{V} \), for a fixed value of the external magnetic field \( B_0 a^2 = 1.8 \phi_0 \), with \( \phi_0 \equiv (\hbar v_F/e)^2 / 2 \).

The different curves display the dependence of the current on the magnitude of the strain-induced pseudo-magnetic field \( B_2 \). Interestingly, there is a strong dependence of the current–voltage characteristics on the applied strain over the scattering region. One can also appreciate the stair-shaped feature of the curve, a feature that is more manifest at lower values of strain. This effect follows directly from the condition of elastic scattering (see equation (44)), since in order for the incident particle to be transmitted across the scattering region, its incident energy must be resonant to one of the eigenstates in the circular region submitted to the fields. The quasi-continuum distribution of energy values in the reservoirs allows for this condition to be always fulfilled, for an interval within the window imposed by the external bias voltage. Moreover, let us notice that for contact chemical potentials \( \mu_L = \alpha e\mathcal{V} \) and \( \mu_R = -\beta e\mathcal{V} \), with \( \alpha + \beta = 1 \) such that the net potential difference between the contacts is \( \mathcal{V} \), in the \( T \to 0 \) limit the difference between the two Fermi distributions in equation (49) becomes

\[
f_L(E_0^\alpha) - f_R(E_0^\alpha) \to \Theta(\alpha e\mathcal{V} - E_0^\alpha) - \Theta(-\beta e\mathcal{V} - E_0^\alpha).
\]

This difference vanishes outside the interval \( E_\alpha^\alpha \in [-\beta e\mathcal{V}, \alpha e\mathcal{V}] \) that defines the energy window for allowed transmission,
Figure 3. Current (in units of $eV/a$) calculated from the analytical equation (49), as a function of applied bias $eV$ (in units of $\hbar v_F/a$), for fixed $B_{0a}a^2 = 2.1\phi_0$ and different values of $B_S$. The solid (blue) line corresponds to $B_Sa^2 = 0$, the dotted (red) line corresponds to $B_Sa^2 = 0.5\phi_0$, the dotdashed (green) line corresponds to $B_Sa^2 = 1.1\phi_0$ and the dashed (orange) line corresponds to $B_Sa^2 = 1.7\phi_0$, with $\phi_0 \equiv (v_F/c)\hbar/e$. The subfigures (a)–(c) correspond to the different values of the temperature, $T = 0$, $T = 0.02\hbar v_F/(k_Ba)$ and $T = 0.2\hbar v_F/(k_Ba)$ respectively.

which clearly grows linearly with the bias voltage $V$, and hence more pseudo-Landau levels in the disk are resonant for electronic transport as $V$ increases. Since these Landau levels are discrete, the transmission and correspondingly the current increases by discrete steps, i.e. $E_i^L \sim \sqrt{|B_S|n}$. The distance between those steps decreases as the effective magnetic field diminishes, as actually occurs for the contribution arising from the $K_-$ cone, where $B_\perp = B_0 - B_S$. As more and more discrete Landau levels are included within the energy window imposed by the bias voltage, the current increases accordingly. Hence, as clearly seen in figures 2–4, the slope of the current–voltage characteristics, and hence the effective conductance across the region, increases steadily with the magnitude of strain, for a fixed value of the external magnetic field $B_0$. It is worthwhile to analyze the effect of the voltage splitting parameters $\alpha$ and $\beta$. Let us first notice that the distance between consecutive Landau levels is $E_{n+1}^L - E_n^L \sim \sqrt{|B_S|} (\sqrt{n+1} - \sqrt{n}) \sim \frac{1}{\sqrt{n}}$, and hence the spectrum becomes denser as $n$ increases. Therefore, a shift in the voltage window by choosing $\alpha < 1$ ($\alpha + \beta = 1$) will involve transmission of states from a less dense region of the spectrum (lower maximum value of $n$), thus decreasing the number of channels (with respect to the case $\alpha = 1$ and $\beta = 0$) and hence the overall total current for the same net bias voltage $V$. The staircase pattern of the current–voltage characteristics clearly persists at finite temperature, but the steps are smeared, since the difference between the Fermi functions in equation (49) is smeared at finite temperatures and is no longer defined by the difference between two Heaviside functions, as mentioned before. This can be seen in the figures (b) and (c) in figures 2–4, where the plateaus are smeared and even tend to disappear at high enough temperatures.

In figure 3 at $B_0 = 2.1\phi_0/a^2$ and figure 4 at $B_0 = 2.4\phi_0/a^2$, respectively, we compare the effect of the external magnetic field $B_0$ on the current–voltage characteristics. Both at $T = 0$ and at $T > 0$, it is seen that for the same values of strain, i.e. $B_S = (0.5\phi_0/a^2, 1.1\phi_0/a^2, 1.7\phi_0/a^2)$, the total current decreases as the external magnetic field is increased from $B_0 = 1.8\phi_0/a^2$ (in figure 2) towards $B_0 = 2.4\phi_0/a^2$ (in figure 4). This effect can be understood by the same argument presented before, since the density of the pseudo-Landau level spectrum increases in the $K_-$-valley as the magnitude of the effective pseudomagnetic field $|B_-| = |B_S - B_0|$ decreases. Thus, for a fixed strain field $B_S$, an increment in the external magnetic field $B_0$ leads to a reduction in $B_-$, with a subsequent increment of the spectral density that leads to an enhancement of the transmission and the corresponding $I_-$ component of the current.

The differential conductance $G(V,T) = dI/dV$ (in units of $e^2/h$) at finite temperature $T = 0.02\hbar v_F/(k_Ba)$ and $T = 0.2\hbar v_F/(k_Ba)$ are displayed in figures 5 and 6 for different values of $B_S$ and $B_0$. A characteristic trend of oscillations is observed, which are consistent with the staircase behavior of the current observed figures 2–4. Remarkably, this trend has also been measured experimentally in [20], where the linear slope of the valleys was attributed to a background voltage. However, our model explains the slope as a consequence of the finite temperature transmission mechanism since no external background is involved. Notice that the oscillations are strongly attenuated as the temperature increases, as shown in figure 5(b) for $T = 0.2\hbar v_F/(k_Ba)$, due to the smearing effect of temperature over the Fermi–Dirac distribution in equation (49). It is also important to remark that, for a fixed value of the external magnetic field $B_0$, the differential conductance increases as increasing the strain field $B_S$, as clearly observed in the different curves represented in figure 5 and 6. This effect can again be understood by noticing that the effective pseudomagnetic field $|B_-| = |B_S - B_0|$ decreases as $B_S$ increases, thus leading to a higher spectral density associated to the $K_-$-valley and a corresponding enhancement of the transmission and conductance.

The relative enhancement of the valley-polarized contribution arising from the $K_-$ valley is clearly observed in figure 7, where the two valley components $I_+$ and $I_-$ of the total current are represented at finite temperature. We notice that this effect is stronger when $B_S$ is closer to $B_0$, which is a consequence
of the combination of strain and a physical magnetic field, remains robust even at finite temperatures and hence may be used in practice to construct a valley-sensitive filter.

On the other hand, the sensitivity of the current–voltage characteristics on the magnitude of strain, could be used in the construction of a nanoscale piezoelectric sensor based on graphene. The metrology principle of the sensor can be based on determining experimentally the differential conductance $G = dI/dV$ for a fixed and controlled value of the external magnetic field $B_0$, as displayed in figures 5(a) and (b), where the clearly distinguishable sharp peaks arise as a consequence of each of the plateaus observed in the current–voltage characteristics. As discussed previously, the plateaus in the current, and hence the peaks in the conductance, arise from the bias voltage window imposed by two consecutive Landau levels (mainly from the K$_-$-valley), i.e. $e\Delta V = eV_{n+1} - eV_n \sim E_{n+1}^{(-)} - E_n^{(-)} = \frac{n\hbar v_F}{2\beta} \frac{1}{\sqrt{\Delta n}} \left(\sqrt{n+1} - \sqrt{n}\right)$, where in the equation we measure energies in units of $\hbar v_F/a$ and magnetic field in units of $\tilde{\phi}_0/a^2$. Therefore, by reading the locus of two consecutive peaks $V_{n+1} > V_n$ in the conductance curve (see figure 8 for an example), it is possible to extract the value of the corresponding integer $n$ from the ratio:

$$\frac{V_{n+1}}{V_n} \sim \frac{E_{n+1}^{(-)}}{E_n^{(-)}} = \sqrt{1 + \frac{1}{n}} \Rightarrow n = \left\lfloor \frac{1}{\frac{V_{n+1}}{V_n}}^2 - 1 \right\rfloor. \quad (50)$$

where the symbol $\lfloor x \rfloor$ represents the nearest integer to $x$. With the value of $n$, one can solve for the effective pseudo-magnetic field:

$$\beta_\perp \approx \frac{\left(\frac{E_{n}^{(-)}}{\hbar v_F/a}\right)^2 \tilde{\phi}_0}{2n} \approx \frac{(eV_n/\hbar v_F/a)^2 \tilde{\phi}_0}{2n a^2} = |B_0 - B_5| \quad (51)$$

As a concrete example, let us take the values in figure 8. We have

$$n \approx \left\lfloor \frac{1}{(4.0/3.8)^2 - 1} \right\rfloor = \lfloor 4.02 \rfloor = 4$$

and from equation (51)
Figure 6. Conductance (in units of $e^2/h$) as a function of bias $eV$ (in units of $h
u_F/\alpha$), calculated as the voltage-derivative of the analytical equation (49), for fixed $B_0 \alpha^2 = 2.4 \phi_0$ and different values of $B_S$. The solid (blue) line corresponds to $B_S \alpha^2 = 0$, the dotted (red) line corresponds to $B_S \alpha^2 = 0.5 \phi_0$, the dotdashed (green) line corresponds to $B_S \alpha^2 = 1.1 \phi_0$ and the dashed (orange) line corresponds to $B_S \alpha^2 = 1.7 \phi_0$, with $\phi_0 \equiv (e\nu_F)/h$. The subfigures (a) and (b) correspond to the different values of the temperature $T = 0.02 \hbar \nu_F/(k_B \alpha)$ and $T = 0.2 \hbar \nu_F/(k_B \alpha)$ respectively.

Figure 7. The valley-polarized components of the current (in units of $e_vF/\alpha$), calculated from the analytical equation (49), are displayed as a function of the applied bias $eV$ (in units of $\hbar \nu_F/\alpha$), at finite temperature $T = 0.02 \hbar \nu_F/(k_B \alpha)$, fixed $B_0 \alpha^2 = 2.1 \phi_0$ and different values of $B_S$. The solid (blue) lines correspond to $B_S \alpha^2 = 2 \phi_0$, the dotted (green) lines correspond to $B_S \alpha^2 = 1.7 \phi_0$ and the dashed (red) lines correspond to $B_S \alpha^2 = 1.1 \phi_0$, with $\phi_0 \equiv \hbar \nu_F/e$. The total current is $I = I_+ + I_-$. A clear filtering effect in favour of the $I_-$ component versus the $I_+$ component is observed.

We have that $B_0 - B_S = 3.587^3/(2 \cdot 4) \phi_0/\alpha^2 = 1.6 \phi_0/\alpha^2$. This gives exactly $B_S \alpha^2 = 0.5 \phi_0$, that was the value used to generate the conductance curve in figure 8 in the first place. We can clearly see that this procedure can be applied in general and used to read off the effective strain magnetic field from the conductance curve. Since the conductance experiment is performed at a fixed and controlled value of the external field $B_0$, then the strain field $B_S$ is simply calculated from equation (51). Under typical experimental conditions, the strain fields associated to graphene nanobubbles have been estimated on the order of $B_S \sim 100$ T [18, 24]. Therefore, the externally imposed magnetic field satisfies $B_0 \ll B_S$, and hence no ambiguity in the sign of $B_S$ should arise in real experiments.

It is important to remark that typical experimental values for the characteristic diameter of graphene bubbles are $a \sim 15–25$ nm [18–20, 26], while a graphene ribbon will have typical widths $W \sim 10 \mu m$. Therefore, under realistic experimental conditions $a/W \ll 1$, and hence any influence of the edges of the ribbon over the carrier dynamics at the nanobubble becomes negligible. A possible exception is when the ribbon edges are saturated with $O$. This will lead to local magnetic moments that, under an externally imposed magnetic field $B_0$ as described in our model, will tend to align parallel to the field, thus providing a small constant background field $B_{edge}$ that slightly modifies the one imposed externally, i.e. $B_0 \rightarrow B_0 + B_{edge}$. If one would like to take this correction into account in the estimation of $B_S$ from equation (51),
the contribution of the magnetic moment at the edges can be calculated from simple stoichiometry by attributing a Bohr magneton $\mu_B$ unit to each magnetic moment at every Oxygen atom, or alternatively it can be obtained from an ab initio calculation. In either case, the contribution will be very small compared to the magnetic field imposed for strain sensing purposes $B_0$, which should be on the order of several Tesla.

6. Conclusions and summary

In summary, we have provided a fully analytical treatment of a model for electronic transport through a graphene nanobubble, that combines the effects of mechanical strain and an external magnetic field. Based on the partial wave analysis within scattering theory, we obtained analytical expressions for the transmission and valley-polarized current components through the nanobubble, assuming that it is immersed in a bulk graphene region connected to semi-infinite graphene contacts submitted to different chemical potentials. Our analytical results predict a neat valley-polarization effect on the current, due to the combined effect of the local strain field and the externally imposed magnetic field, that determine the single-particle spectrum composed of pseudo-Landau levels. Moreover, we showed that the polarization effect is due to a valley-dependent enhancement of the spectral density through the pseudomagnetic fields $B_\xi = B_0 + \xi B_5$ at each valley $K_\xi$.

The predictions of this theoretical model, and particularly the sensitivity of the current–voltage characteristics on the magnitude of strain, could be used in the construction of a nanoscale piezoelectric sensor based on graphene. To measure strain patterns at the nanometer scale is experimentally difficult. However, as it was explained in detail in the previous section, our theoretical results suggest that by performing electronic conductance measurements the magnitude of such strain could in principle be inferred, giving a recipe for a strain-meter. The possibility of valley filtering, as it was previously suggested by numerical studies [13, 30], is here explicitly demonstrated with our completely analytical solution of the model.
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Appendix. Analytical solution of the 2D Dirac Hamiltonian under a constant magnetic field

Let us consider the case of a magnetic field normal to the plane of the sample, with cylindrical symmetry, $B_\xi(x) = \hat{e}_\xi B_\xi(r)$. The magnetic vector potential can be chosen in the gauge $A = \hat{e}_\phi A_\phi(r)$, with

$$A_\phi(r) = \frac{1}{r} \int_0^r B_\xi(\rho) d\rho. \quad (A.1)$$

Clearly, from equation (A.1) we have

$$B_\xi(r) = \frac{1}{r} \frac{d}{dr}(r A_\phi) = \frac{d}{dr} A_\phi(r) + \frac{1}{r} A_\phi(r). \quad (A.2)$$

A.1. The 2D Dirac Hamiltonian in cylindrical coordinates

The Dirac Hamiltonian in 2D, in the presence of an external magnetic field, can be expressed by (in natural units $\hbar = 1$, $c = 1$, $v_F \sim 1/300$)

$$\hat{H}_S = \xi v_F \left( \sigma \cdot (p - A) + M \hat{\sigma}_3 \right), \quad (A.3)$$

where for the sake of completeness of the mathematical analysis, we have included the possibility of a finite mass $M$. Let us define the unit vectors in cylindrical coordinates, $\hat{r} = (\cos \phi, \sin \phi)$, $\hat{\rho} = (-\sin \phi, \cos \phi)$. Then, the kinetic part of the Hamiltonian equation (A.3) can be expressed in cylindrical coordinates as

$$\sigma \cdot (p - A) = (\hat{r} \cdot \sigma)(p_r - A_r) + (\hat{\rho} \cdot \sigma)(p_\rho - A_\rho). \quad (A.4)$$

Here, we have

$$\hat{r} \cdot \sigma = \cos \phi \hat{\sigma}_1 + \sin \phi \hat{\sigma}_2 = \begin{pmatrix} 0 & e^{-i\phi} \\ e^{i\phi} & 0 \end{pmatrix}, \quad (A.5)$$

and

$$\hat{\rho} \cdot \sigma = i(\hat{r} \cdot \sigma)\hat{\sigma}_3. \quad (A.6)$$

Substituting into equation (A.3), and considering that $A_r = 0$, we have

$$\hat{H}_S = \xi v_F \left\{ \left( \hat{r} \cdot \sigma \right) \left[ -i \hat{\partial}_r + i \hat{\sigma}_3 \left( \frac{L_3}{r} - A_\phi \right) \right] + M \hat{\sigma}_3 \right\}. \quad (A.7)$$

Let us define the total angular momentum $\hat{J}_3 = L_3 + \hat{\sigma}_3/2$. With this definition, the Hamiltonian in equation (A.7) becomes

$$\hat{H}_S = \xi v_F \left\{ \left( \hat{r} \cdot \sigma \right) \left[ -i \left( \hat{\partial}_r + \frac{1}{2r} \right) + i \hat{\sigma}_3 \left( \frac{J_3}{r} - A_\phi \right) \right] + M \hat{\sigma}_3 \right\}. \quad (A.8)$$

A.2. Spinor eigenstates of $\hat{J}_3$

It is straightforward to check that the two-component spinors

$$\chi_m = \begin{pmatrix} \chi_1 e^{(m_2 - 1/2)i\phi} \\ \chi_2 e^{(m_2 + 1/2)i\phi} \end{pmatrix} \quad (A.9)$$

are eigenstates of $\hat{J}_3$ with eigenvalue $m_j$, i.e. $\hat{J}_3 \chi_{m_j} = m_j \chi_{m_j}$. They also satisfy the property
\[
(r \cdot \sigma)\chi_m = \begin{pmatrix} 0 & e^{-i\phi} \\ e^{i\phi} & 0 \end{pmatrix} \chi_\epsilon e^{i(m_\epsilon - 1/2)\phi} = \chi_\epsilon e^{i(m_\epsilon + 1/2)\phi},
\]  
(A.10)

Therefore, the eigenfunctions of the Hamiltonian equation (A.8) can be expressed, for given \( m_\epsilon \), by the general form

\[
\tilde{\Psi}_m^\epsilon(r, \phi) = \begin{pmatrix} \tilde{\alpha}(r) e^{i(m_\epsilon - 1/2)\phi} \\ \tilde{\beta}(r) e^{i(m_\epsilon + 1/2)\phi} \end{pmatrix}.
\]  
(A.11)

### A.3. The eigenvalue equation

The eigenvalue equation

\[
\hat{H}_m^\epsilon \tilde{\Psi}_m^\epsilon(r, \phi) = E^\epsilon \tilde{\Psi}_m^\epsilon(r, \phi)
\]  
(A.12)

can be cast into the matrix operator form

\[
\begin{pmatrix} M & \hat{D}^\dagger \\ \hat{D} & -M \end{pmatrix} \begin{pmatrix} f_m \\ g_m \end{pmatrix} = \xi f_m \begin{pmatrix} f_m \\ g_m \end{pmatrix},
\]  
(A.13)

where \( M = \begin{pmatrix} \chi_\epsilon & \gamma \\ \gamma & \chi_\epsilon \end{pmatrix} \), \( \hat{D} = \begin{pmatrix} \partial_r & 0 \\ 0 & \partial_r \end{pmatrix} \), \( \hat{D}^\dagger = \begin{pmatrix} 0 & \partial_r \\ \partial_r & 0 \end{pmatrix} \), and \( \xi = \sqrt{E^\epsilon} \).

Here, we have defined the differential operator \( \hat{D} = \frac{\partial}{\partial r} - \left( \frac{m_\epsilon}{r} - A_{\phi} \right) \). Consequently, \( \hat{D}^\dagger = \frac{\partial}{\partial r} - \left( \frac{m_\epsilon}{r} - A_{\phi} \right) \).

From algebraic point of view, we have performed the subspace decomposition of the Hamiltonian operator: \( \hat{H}_m^\epsilon = \hat{D}\hat{D}^\dagger \). By direct calculation, one can show that the operators \( \hat{D} \) and \( \hat{D}^\dagger \) satisfy the relations

\[
\hat{D}\hat{D} = \left( m_\epsilon - 1/2 \right)^2 - \frac{1}{4} - \frac{1}{2} \left( m_\epsilon - 1/2 \right), \quad \hat{D}^\dagger \hat{D} = \left( m_\epsilon + 1/2 \right)^2 - \frac{1}{4} - \frac{1}{2} \left( m_\epsilon + 1/2 \right).
\]  
(A.14)

Here, we have used equation (A.2) for \( B_{\xi}(r) \). Notice that it is more convenient to square the effective Hamiltonian in the eigenvalue problem, to obtain the diagonal system

\[
\begin{pmatrix} \hat{D}\hat{D} + M^2 - (\epsilon^\xi)^2 & 0 \\ 0 & \hat{D}^\dagger \hat{D} + M^2 - (\epsilon^\xi)^2 \end{pmatrix} \begin{pmatrix} f(r) \\ g(r) \end{pmatrix} = 0,
\]  
(A.15)

where we defined \( \epsilon^\xi = E^\xi / \sqrt{\lambda} \).

### A.4. Solution of the eigenvalue problem for uniform magnetic field

Let us consider the particular case of a uniform magnetic field \( B_{\xi}(r) = B_{\xi} \). Then, the magnetic vector potential equation (A.1) becomes \( A_{\phi}(r) = B_{\xi} r/2 \). Let us focus on the equation for \( f(r) \), the upper component of the spinor,

\[
- \frac{\partial^2 f}{\partial r^2} + \left( \frac{m_\epsilon - 1/2}{r} - 1/4 + \frac{B_{\xi}^2}{4 r^2} \right) f
\]  
(A.16)

We define the dimensionless variable \( z = \frac{|B_{\xi}|^2}{r^2} = \alpha^2 \), with \( \alpha = |B_{\xi}|/2 \). In terms of this new variable, equation (A.16) becomes

\[
- \frac{\partial^2 f}{\partial z^2} + \frac{1}{2} \frac{\partial f}{\partial z} - \left( \frac{\kappa + \frac{z}{4} - \gamma}{4z} \right) f = 0.
\]  
(A.17)

Here, we have defined the parameters

\[
\gamma = \left( \frac{m_\epsilon}{r} \right)^2 - M^2 + (m_\epsilon - 1/2)B_{\xi} + B_{\xi},
\]

\[
\kappa = (m_\epsilon - 1/2)^2 - 1/4.
\]  
(A.18)

Now, we analyze the asymptotic behaviour of \( f(z) \) as \( z \to 0 \). If we write \( f(z) \sim z^\eta \), then substituting into equation (A.17) we see that it is satisfied for the leading terms as \( z \to 0 \) if

\[
\eta^2 - \frac{\eta}{2} - \frac{\kappa}{4} = 0.
\]  
(A.19)

The positive root of this equation is then \( \eta = 1/4 + (1/2)\sqrt{1/4 + \kappa} = 1/4 + |m_\epsilon - 1/2|/2 \). On the other hand, as \( z \to \infty \), the asymptotic form of equation (A.17) is

\[
z \frac{\partial^2 f}{\partial z^2} - \frac{z}{4} f = 0, \quad \text{as} \quad z \to \infty.
\]  
(A.20)

This last expression possesses the asymptotic solution \( f \sim e^{-z/4} \). Considering the above expressions, we factor out the two asymptotic limits to write

\[
f(z) = z^\eta e^{-z/4}/W(z).
\]  
(A.21)

Inserting equations (A.21) into (A.17), and combining the definition of \( \kappa \) in equation (A.18) with the value of \( q \) obtained from equation (A.19), we have \( \eta + 1/4 = 1/2 + |m_\epsilon - 1/2|/2 \), and \( q^2 - q/2 - \kappa/4 = 0 \). Hence, the differential equation (A.17) reduces to

\[
z \frac{\partial^2 W}{\partial z^2} + (1 + |m_\epsilon - 1/2| - z) \frac{\partial W}{\partial z} + \left( \gamma - \frac{1 + |m_\epsilon - 1/2|}{2} \right) W = 0,
\]  
(A.22)

whose solutions are the Associated Laguerre polynomials \([31]

\[
W(z) = L_{n_\rho}^{|m_\epsilon - 1/2|}(z),
\]  
(A.23)

provided the condition

\[
\gamma - \frac{1 + |m_\epsilon - 1/2|}{2} = n_\rho, \quad n_\rho = 0, 1, \ldots
\]  
(A.24)

is satisfied. Combining equation (A.18) with the quantization condition equation (A.24), we solve for the energy eigenvalues to be

\[
\chi^\epsilon(n) = \lambda \sqrt{2n |B_{\xi}| + M^2}, \quad n = 0, 1, \ldots
\]  
(A.25)

where \( \lambda = \pm \) represents the ‘band’ index, and we have defined

\[
n = n_\rho + \frac{1}{2} \left( 1 - \text{sgn}B_{\xi} + |m_\epsilon - 1/2| - (m_\epsilon - 1/2)\text{sgn}B_{\xi} \right).
\]  
(A.26)

We notice that the function \( g_m(r) \) corresponding to the lower component of the spinor is not independent of the upper component \( f_m(r) \). Moreover, according to equation (A.13), \( g_m(r) \) is given by the expression
By considering separately the 4 different cases, i.e. \( m_j - 1/2 \geq 0 \) or \( < 0 \), and \( \text{sgn}B_\xi = \pm 1 \), we obtain explicitly the energy eigenvalue, we have for equation (A.26) and show that it corresponds to the same index \( n \) defined in equation (A.26) and therefore corresponds to the same energy eigenvalue. We shall use the following basic properties and recurrence relations for the Associated Laguerre polynomials [31]

\[
\frac{d}{dz} L_n^k(z) = -L_n^{k+1}(z) = z^{-1} \left[ n + k \right] L_n^{k-1}(z),
\]

and combining equation (A.28) and equation (A.29), we obtain

\[
\frac{n + 1}{z} L_n^{k+1}(z) = L_n^{k+1}(z) + \frac{k}{z} L_n^{k-1}(z).
\]

As well as

\[
\frac{n + 1}{z} L_n^{k+1}(z) + L_n^{k}(z) = \frac{n + k}{z} L_n^{k+1}(z).
\]

In terms of the dimensionless variable \( z = |B_\xi|^2/2 \), we have \( f_m(z) = \frac{z^{1/2} \left( m - 1/2 \right)}{2} \left[ \frac{m}{m + 1/2} \right] e^{-z/2} L_m^{1/2}(z) \). In terms of this variable, the differential operator \( D = \sqrt{2}B_\xi z \left( \frac{d}{dz} - \frac{m}{z} + \frac{\text{sgn}B_\xi}{2} \right) \), and hence equation (A.27) becomes

\[
g_m(z) = \frac{\sqrt{2}B_\xi}{\xi V_F^2 \lambda_\xi(n) + M} \frac{z^{1/2} \left( m - 1/2 \right)}{2} e^{-z/2} L_m^{1/2}(z) + \frac{\text{sgn}B_\xi}{2} \frac{m - 1/2}{z} L_m^{1/2}(z).
\]

Let us now reduce equation (A.32) to the minimal expression, by considering the 4 separate cases:

**A.4.1 Case 1**: \( m_j - 1/2 \geq 0 \) and \( \text{sgn}B_\xi = +1 \). In this case, by using the first identity in equation (A.28) we have

\[
\frac{d}{dz} L_n^{m+1/2}(z) = -L_n^{m+1/2}(z),
\]

and hence equation (A.32) reduces to

\[
g_m(z) = -\frac{\sqrt{2}B_\xi}{\xi V_F^2 \lambda_\xi(n) + M} z^{1/2} \frac{2^{-1/2}}{2} e^{-z/2} L_n^{m+1/2}(z).
\]

**A.4.2 Case 2**: \( m_j - 1/2 \geq 0 \) and \( \text{sgn}B_\xi = -1 \). In this case, we use identities equations (A.28) and (A.29) as follows

\[
\frac{d}{dz} L_n^{m-1/2}(z) - L_n^{m-1/2}(z) = -L_n^{m-1/2}(z) - L_n^{m-1/2}(z) = -L_n^{m-1/2}(z).
\]

Therefore, for this case equation (A.32) reduces to the expression

\[
g_m(z) = -\frac{\sqrt{2}B_\xi}{\xi V_F^2 \lambda_\xi(n) + M} z^{1/2} \frac{2^{-1/2}}{2} e^{-z/2} L_n^{m+1/2}(z).
\]

We further notice that, in terms of the index that defines the energy eigenvalue, we have for \( m \equiv m_j - 1/2 \geq 0 \) after equation (A.26) \( n = - \left( 1 + m \right)^{-1} \text{sgn}B_\xi \). Substituting into equation (A.11), we have that the full spiner eigenfunction near the cone \( K_\xi \), with energy eigenvalue \( \lambda_\xi(n) \), for \( m \equiv m_j - 1/2 \geq 0 \) and \( n > 0 \)

\[
\psi_{m,n}(r, \phi) = C_{m,n} \left( \frac{z^{1/2} e^{-z/2} L_n^{m}(n + m) \text{sgn}B_\xi}{\sqrt{2} B_\xi \xi V_F^2 \lambda_\xi(n)} + \text{sgn}B_\xi \frac{e^{-z/2} L_n^{m+1/2}(n + m + 1)}{\sqrt{2} B_\xi \xi V_F^2 \lambda_\xi(n + 1)} \right).
\]

(A.36)

Here, \( \theta(x) \) is the Heaviside step function.

**A.4.3 Case 3**: \( m_j < 1/2 \) and \( \text{sgn}B_\xi = +1 \). Here, it is convenient to write \( m_j - 1/2 = -|m_j - 1/2| \), and hence using equation (A.28)

\[
\frac{d}{dz} L_n^{m-1/2}(z) + \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z) = -L_n^{m-1/2}(z) + \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z).
\]

We can rewrite this equation as

\[
L_n^{m-1/2}(z) = \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z) + \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z).
\]

(A.37)

where in the second step we used equation (A.30). Thus, for this case we finally obtain

\[
g_m(z) = -\frac{\sqrt{2}B_\xi}{\xi V_F^2 \lambda_\xi(n) + M} z^{1/2} \frac{2^{-1/2}}{2} e^{-z/2} L_n^{m+1/2}(z).
\]

(A.38)

**A.4.4 Case 4**: \( m_j - 1/2 < 0 \) and \( \text{sgn}B_\xi = -1 \). For this case, we use again equation (A.28) to reduce

\[
\frac{d}{dz} L_n^{m-1/2}(z) + \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z) = -L_n^{m-1/2}(z) - \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z).
\]

We can rewrite this equation as

\[
L_n^{m-1/2}(z) = \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z) + \frac{|m_j - 1/2|}{z} L_n^{m-1/2}(z).
\]

(A.39)

where in the second step we used the identity equation (A.29), and in the last step we used equation (A.31).

Therefore, for this case we obtain the final expression

\[
g_m(z) = -\frac{\sqrt{2}B_\xi}{\xi V_F^2 \lambda_\xi(n) + M} z^{1/2} \frac{2^{-1/2}}{2} e^{-z/2} L_n^{m+1/2}(z).
\]

(A.40)

In conclusion, for the case \( m_j - 1/2 \equiv m < 0 \), the spiner eigenvector near the cone \( K_\xi \), with energy eigenvalue \( \lambda_\xi(n) \), is given by
To summarize the results, and in order to calculate the normalization coefficient, we have the general solution for \( n > 0 \)

\[
\Psi_{m,n}^{\xi}(r, \phi) = C_{m,n}^{\xi} \left( \frac{z e^{-z^2/2} L_n^{(m+1)}(z) e^{i m \phi}}{\sqrt{2^{m+1} \pi^2 M^3}} \right) + C_{-m,n}^{\xi} \left( \frac{z e^{-z^2/2} L_n^{(m+1)}(z) e^{i m \phi}}{\sqrt{2^{m+1} \pi^2 M^3}} \right)
\]

(A.42)

Here, the coefficients are defined by

\[
\begin{align*}
n_p &= n - \theta(-B_\xi) - \frac{|m| - m \text{sign} B_\xi}{2}, \\
n'_p &= n_p - \theta(B_\xi) + \theta(-m), \\
\alpha'_\xi &= \sqrt{\frac{2 B_\xi}{\lambda \xi \sqrt{2|B_\xi| + M^2 + M}}}. 
\end{align*}
\]

(A.43)

Using the identity (Gradshteyn, 7.414-3)

\[
\int_0^\infty e^{-z^2} L_n^m(z) L_n^m(x) = \delta_{n,n'} \frac{\Gamma(n + 1)}{n!},
\]

(A.44)

and solving equation (A.44), we find the final expression (for \( n > 0 \))

\[
C_{m,n}^{\xi} = \left( \frac{|B_\xi|}{2\pi} \right)^{1/2} \left\{ \frac{\Gamma(|m| + n + 1)}{n! \alpha'_\xi^2 \Gamma(|m| + 1)} + \frac{\Gamma(|m| + 1 + n'_{\xi})}{n'_{\xi}} \right\}^{1/2}.
\]

(A.46)

The state with \( n = 0 \) must be analyzed separately. For \( \text{sign} B_\xi = +1 \), following the steps of case 1 above, that the state \( n = 0 \) is only compatible with \( m \geq 0 \), where \( L_n^m(z) = 1 \). Therefore, we have for \( B_\xi = +1 \)

\[
\tilde{\Psi}^{\xi}_{0,m>0}(z, \phi) = C_{m>0,0}^{\xi} \left( \frac{z e^{-z^2/2} e^{i m \phi}}{0} \right).
\]

(A.47)

On the other hand, for \( B_\xi = -1 \), following the steps of case 4 above, we find that the state \( n = 0 \) is only compatible with \( m < 0 \). Therefore, we have for \( B_\xi = -1 \)

\[
\tilde{\Psi}^{\xi}_{0,m<0}(z, \phi) = C_{m<0,0}^{\xi} \left( \frac{0}{z e^{-z^2/2} e^{i m \phi}} \right).
\]

(A.48)

Here, the normalization coefficients are given by

\[
C_{0,0}^{\xi} = \left( \frac{|B_\xi|}{2\pi} \right)^{1/2} \left\{ \theta(B_\xi) \Gamma(|m| + 1) + \theta(-B_\xi) \Gamma(|m| + 1) \right\}^{1/2}.
\]

(A.49)