Vortex Lattices in Binary Mixtures of Repulsive Superfluids

Luca Mingarelli, Eric E Keaveny, and Ryan Barnett
Department of Mathematics, Imperial College London, London SW7 2AZ, United Kingdom

(Dated: July 23, 2018)

We present an extension of the framework introduced in [1] to treat multicomponent systems, showing that new degrees of freedom are necessary in order to obtain the desired boundary conditions. We then apply this extended framework to the coupled Gross-Pitaevskii equations to investigate the ground states of two-component systems with equal masses thereby extending previous work in the lowest Landau limit [2] to arbitrary interactions within Gross-Pitaevskii theory. We show that away from the lowest-Landau level limit, the predominant vortex lattice consists of two interlaced triangular lattices. Finally, we derive a linear relation which accurately describes the phase boundaries in the strong interacting regimes.

I. INTRODUCTION

The way a superfluid acquires angular momentum is perhaps one of its most interesting properties. Ever since the experimental verification [3, 4] of early predictions [5, 7] of a ground state consisting of a lattice of singly quantised vortices, many advances have been made in the field, and the nucleation of vortices carrying quantised circulation has attracted much interest [8–12]. Bose-Einstein condensates have proven particularly suitable to study vortex lattices in superfluids: while in the early experiments it was only possible to create a few vortices, it is now possible to obtain and study condensates with over 100 vortices in systems with a lifetime of several seconds [13].

While the behaviour of a single component superfluid is today a more and more understood problem, the same is not true for the next simplest case of two interacting superfluids. The behaviour of such systems has been the subject of study in both their attractive and repulsive regimes [14–18], although classification has proved difficult due to various challenges (e.g. lattice distortion from the trap). In particular in [2], the vortex lattice configurations in repulsive two-component superfluids with equal masses and equal intra-component interactions were found in the limit of fast rotation. In this limit, the condensate order parameter can be projected into the lowest Landau level (LLL) basis, which simplifies the analysis. In this work we extend the results of [2] to arbitrary rotation rates, and hence explore the full phase diagram of experimentally accessible regimes. We find that the vortex lattice configurations predicted in [2] survive away from the LLL regime. However, for slow rotation rates (or strong interactions) we find that the phase diagram becomes dominated by the triangular lattice configuration. The main result of this work is summarised in the phase diagram of Fig. 3.

Our analysis relies on the computational framework described in [1] for the case of a single component superfluid. There, the lowest energy solution to the Gross-Pitaevskii equation was obtained in a quasi-periodic unit cell by means of the so-called Magnetic Fourier transform which gives a straightforward diagonalisation of the relevant linear operators of the model, therefore allowing for efficient solutions. The removal of the distortion of the vortex lattice caused by the trap [19] allows for the exact characterisation of each configuration in terms of parameters directly entering the Gross-Pitaevskii energy functional. We can therefore directly explore the phase transitions occurring in different inter and intra-species interaction regimes. The generalisation of the framework [1] to multi-component systems is not immediate. As a second main result, this work will describe how this generalisation is achieved.

For sake of generality and clarity, the intraspecies interaction of a superfluid with atomic mass \( m_j \) can be quantified in terms of the dimensionless ratios of two characteristic lengths of the system \( \xi^{(j)} \). The healing lengths \( \xi^{(j)} = \sqrt{\frac{\hbar^2}{2m_j g_j \rho_j}} \), where \( \rho_j \) is the average superfluid density of the \( j \)th component and \( g_j \) the \( j \)th intraspecies interaction strength, provide a measure of the characteristic core sizes of the vortices of each component; the magnetic lengths \( \ell^B_j = \sqrt{\frac{\hbar}{2m_j \Omega}} \), introduced in analogy with quantum Hall systems [20], give instead a measure of the characteristic separation between vortices with \( \Omega \) being the rotational frequency of the system. In the following we will be particularly concerned with the case in which such a dimensionless ratio is the same for both components: \( \xi^B \equiv \ell^B_1 / \xi^{(1)} = \ell^B_2 / \xi^{(2)} \). We further restrict to equal average densities \( \bar{\rho}_1 = \bar{\rho}_2 \). We impose these restrictions for simplicity and note that no qualitative aspects of the conclusions reached in this work are affected by lifting them. In order to characterise the inter-component interaction instead, we introduce the dimensionless quantity \( \alpha = \frac{g_{12}}{\sqrt{g_1 g_2}} \) [2], where \( g_{12} \) is the inter-component interaction strength, which allows us to consider the interaction between the two species relative to their intra-component interactions rather than as an absolute quantity. This is important as the boundary \( \alpha = 1 \) corresponds to the condition for the two species to be miscible or immiscible [21].

This paper is organised as follows. In sections [1] and [II] we discuss the mean-field Gross-Pitaevskii theory describing the system and extend the procedure introduced in [1] to the multicomponent case. In the following sec-
tion [IV] we extend the results of [2] providing a detailed investigation of the phase space spanned by $\alpha$ and $\ell B/\xi$. In what follows, we will refer to the limit opposite to the LLL, i.e. the limit of strong intraspecies interactions, as the Coulomb limit. In this regime, one can treat the intra-species interactions with a Coulomb-like potential to a good approximation.

II. THE MULTICOMPONENT CASE

The two-dimensional energy functional associated with a two-species system in a rotating frame of reference is given, within Gross-Pitaevskii mean field theory, by

$$E = \int \mathcal{E}[\psi_1, \psi_2] dxdy,$$

(1)

where the energy density is

$$\mathcal{E}[\psi_1, \psi_2] = \sum_{j=1}^{2} \left[ \frac{\hbar}{2m_j} |\nabla \psi_j|^2 + \frac{1}{2} m_j \omega_j^2 r^2 |\psi_j|^2 - \psi_j^\dagger \Omega L_j \psi_j - \mu_j |\psi_j|^2 \right] + \frac{1}{2} \rho^T \mathcal{G} \rho.$$  

(2)

Here, $L_j = -i\hbar (x \partial_y - y \partial_x)$ is the angular momentum operator along the $z$-axes, $\Omega$ is the rotational frequency, and $m_j, \mu_j, \omega_j$ are respectively the mass, the chemical potential, and the trapping frequency of the $j$th species. The matrix

$$\mathcal{G} = \begin{pmatrix} g_1 & g_{12} \\ g_{12} & g_2 \end{pmatrix}$$

(3)

accounts for intra and inter-species interactions which are related to the $s$-wave scattering lengths $a_{jk}$: $g_j = 4\pi \hbar^2 a_{jj}/m_j$, $g_{12} = 4\pi \hbar^2 a_{12}(m_1 + m_2)/m_1 m_2$. Finally $\rho^T = (|\psi_1|^2, |\psi_2|^2)$.

The miscibility condition which ensures the two species do not phase separate is for $\mathcal{G}$ to be positive semi-definite; this can be analogously expressed in terms of the dimensionless parameter previously introduced $\alpha \leq 1$.

The energy density functional [IV] can be rearranged in a convenient way: introducing the symmetric gauges $A_j = \Omega m_j (-y,x)$ and setting the effective frequencies

$$\omega_{\text{eff}} = \sqrt{\omega^2 - \Omega^2} = 0,$$

we can write [IV] as

$$\mathcal{E}[\psi_1, \psi_2] = \sum_{j=1}^{2} \left[ \frac{1}{2m_j} |(-i\hbar \nabla - A_j) \psi_j|^2 - \mu_j |\psi_j|^2 \right] + \frac{1}{2} \rho^T \mathcal{G} \rho.$$  

(4)

This leads to the two corresponding coupled Gross-Pitaevskii equations $i\hbar \partial_t \psi_j = 8E/\delta \psi_j$ describing the dynamics of the system. The above form of the energy density functional is particularly appealing as it makes the gauge invariance of the system explicit. This property allows us to switch to the Landau gauge $A_j^L = 2\Omega m_j x y$ without affecting the energy functional [IV]. Such a perspective will prove useful later.

Finally, let us comment on the allowed boundary conditions of such a system. The presence of a gauge field makes the standard periodic boundary conditions very unnatural and very large unit cell sizes need to be taken in practice. One can instead find the wavefunction satisfies twisted boundary conditions, consisting of the acquisition of a phase when moving over a period. The twisted boundary conditions can be taken into account by employing the magnetic Fourier transform (MFT) which correctly diagonalises the linear part of the energy functional [II].

III. COMPUTATIONAL FRAMEWORK

In this section we describe the computational method used to find the minima of the two-component energy functional given in [II]. This involves a non-trivial extension of the method described in [II] which treats the single-component system. We approach the problem of the discretisation of the energy [IV] following [II]. More specifically, upon defining $\Psi = (\psi_1, \psi_2)^T$, we consider the coupled non-linear Hofstadter model

$$E_d = -\sum_{n,m} \left[ \Psi^\dagger_{n,m} W^{(x)} \Phi^{(x)}_{m} \Psi_{n+1,m} + \Psi^\dagger_{n,m} W^{(y)} \Phi^{(y)}_{m} \Psi_{n,m+1} + \text{h.c.} \right] + \sum_{n,m} \left[ \frac{1}{2} \rho^\dagger_{n,m} \mathcal{U} \rho_{n,m} - \Psi^\dagger_{n,m} \mathcal{V} \Psi_{n,m} \right],$$

(5)

defined on a grid of $N_x \times N_y$ points taking values $r = a_x n \hat{x} + a_y m \hat{y}$, with $n, m \in \mathbb{Z}^+$, $N_x \leq n \leq N_x$, $m \leq N_y$, with lattice constants $a_k = L_k/N_k$, and with $L_x, L_y$ being the lengths of the computational unit cell. In the above, $W^{(x)}$, $W^{(y)}$ account for the anisotropic tunnelling for each component while the $\Phi^{(k)}$ arise from the Peierls substitution [22] needed to incorporate the gauge fields:

$$W^{(k)}(r) = \frac{\hbar^2}{2 \Omega^2} \begin{pmatrix} \frac{m_y}{m_z} & 0 \\ 0 & \frac{m_z}{m_y} \end{pmatrix},$$

$$\Phi^{(k)}(r) = \begin{pmatrix} e^{-i \mathcal{B}^{(k)}_{m_y} n} & 0 \\ 0 & e^{-i \mathcal{B}^{(k)}_{m_z} n} \end{pmatrix}. $$

(6)

It is well known that the discrete energy [5] reduces to the energy functional [IV] provided that the lattice constant is the smallest length scale in the problem. In doing so, provided one considers the Landau gauge, it is possible to verify the following identifications: $\mathcal{B}^{(k)}_j = 2 \Omega \ell m_j a_x a_y / \hbar$, $\mathcal{U} = \mathcal{G}/a_x a_y$ and
\( \vec{\mu} = \text{diag}[\mu_1, \mu_2] - 2(W^{(x)} + W^{(y)}) \). Equivalently, an alternative to fixing the chemical potential is to fix the total particle numbers per unit cell as \( \int |\psi_j|^2 dx dy = N_j \).

We next perform a local gauge transformation on the second component:

\[
\Psi_{n,m} \rightarrow \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\lambda_{n,m}} \end{pmatrix} \Psi_{n,m},
\]

where the pure gauge is \( \lambda = \tau_x a_x n + \tau_y a_y m \). Inserting this into (5), one finds that

\[
\Phi_n^{(k)} \rightarrow \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\tau_x a_k} \end{pmatrix} \Phi_n^{(k)}.
\]

A comment on the need for this gauge transformation will be given below. We further assume that \( \Psi_{n,m} \) can be expanded in the basis of states \( \tilde{\Psi}_{k_x,m} = (\tilde{\psi}^{1}_{1;k_x,m}, \tilde{\psi}^{2}_{2;k_x,m})^T \) and \( \tilde{\Psi}_{n,k_y} = (\tilde{\psi}^{1}_{1;n,k_y}, \tilde{\psi}^{2}_{2;n,k_y})^T \) as

\[
\psi_{j;nm} = \frac{1}{\sqrt{N_x}} \sum_{k_x} e^{i(k_x n + B_j n m)} \tilde{\psi}^{j}_{1;k_x,m},
\]

\[
\psi_{j;nm} = \frac{1}{\sqrt{N_y}} \sum_{k_y} e^{i(k_y m)} \tilde{\psi}^{j}_{1;n,k_y},
\]

This is equivalent to demanding \( \Psi_{n,m} \) to be an eigenfunction of the magnetic translation operators with eigenvalue equal to one. In doing so, we also automatically satisfy the required twisted boundary conditions [1, 20]. Inverting the relation in (10), we can then define the discrete magnetic Fourier transform (dMFT) of the \( j \)th component as

\[
\tilde{\psi}^{j}_{1;k_x,m} = \frac{1}{\sqrt{N_x}} \sum_{n} e^{-i(k_x n + B_j n m)} \psi_{j,km},
\]

\[
\tilde{\psi}^{j}_{1;n,k_y} = \frac{1}{\sqrt{N_y}} \sum_{m} e^{-i(k_y m)} \psi_{j,nm},
\]

which will be fundamental for the diagonalisation of the problem at hand.

A comment is needed concerning the gauge transformation given above and the boundary conditions of the system. The gauge transformation (7) has the effect of introducing two new degrees of freedom contributing to an overall phase of the second component’s wavefunction. In [1], the wavefunctions were taken to be invariant when magnetically translated along a vortex lattice vector. While this constraint is appropriate for the single-component case, it must be relaxed for the multi-component system. For the present case, we must consider the whole set of possible states obtainable by translating one component with respect to the other. Clearly one needs to translate only one of the two components to obtain such a set. As described with further detail in the Appendix, the appropriate way to perform such translations is to employ an operator of the magnetic translation group [1, 20]. Such a translation is accounted for by the parameters \( (\tau_x, \tau_y) \) introduced in [7] and [8], as is also explained in the Appendix.

As discussed in [1], the employment of the magnetic Fourier transform (MFT) diagonalises the kinetic part of the model. The expansion (9) is of great importance as it allows, through its inverse (10), for the diagonalisation of the linear (kinetic) part of the model [5]. The discrete energy [5] can now be written compactly as

\[
E_d = 4\mathcal{R} \sum_{k_x,m} \tilde{\psi}^{1}_{k_x,m} W K^{(x)}_{k_x,m} \tilde{\psi}^{1}_{k_x,m} + \frac{4}{\mathcal{R}} \sum_{n,k_y} \tilde{\psi}^{1}_{n,k_y} W K^{(y)}_{n,k_y} \tilde{\psi}^{1}_{n,k_y} + \sum_{n,m} \left[ \frac{1}{2} \rho_{n,m} \rho_{n,m} - \Psi_{n,m} \right],
\]

where we have defined the matrices accounting for the kinetic terms

\[
K^{(x)}_{k_x,m} = \text{diag} \left[ \sin^2 \left( \frac{k_x + B_1 m}{2} \right), \sin^2 \left( \frac{k_x + B_2 m + \tau_x}{2} \right) \right],
\]

\[
K^{(y)}_{n,k_y} = \text{diag} \left[ \sin^2 \left( \frac{k_y - B_2 n}{2} \right), \sin^2 \left( \frac{k_y - B_2 n + \tau_y}{2} \right) \right],
\]

and introduced \( \mathcal{W} = (W^{(x)} W^{(y)})^{\circ 2} \), denoting by ‘\( \circ \)’ element-wise exponentiation. We have also introduced the aspect ratio \( \mathcal{R} = \frac{L_y}{L_x} = \frac{a_y}{a_x} \), which explicitly accounts for anisotropic tunnelling.

Each term in (11) is now diagonal and the minimisation of the energy functional with respect to \( \Psi \) can thus be achieved by solving the associated equations of motion in imaginary time in conjunction with a split-step method [1]: a further minimisation is then required with respect to \( \tau_x, \tau_y \) and \( \mathcal{R} \). Holding \( \tilde{\Psi}, \tau_x \) and \( \tau_y \) fixed, it is straightforward to show that (11) is minimised by requiring

\[
\mathcal{R}^* = \frac{\sum_{n,k_y} \tilde{\psi}^{1}_{n,k_y} \mathcal{W} K^{(y)}_{n,k_y} \tilde{\psi}^{1}_{n,k_y}}{\sum_{k_x,m} \tilde{\psi}^{1}_{k_x,m} \mathcal{W} K^{(x)}_{k_x,m} \tilde{\psi}^{1}_{k_x,m}}.
\]

Similarly one can find that holding \( \tilde{\Psi} \) and \( \mathcal{R} \) fixed, the discrete energy (11) is minimised with respect to \( \tau_x \) and
\[ \tau_x = - \arctan \left( \frac{\sum_{k_x} \sin(k_x + B_2 m) \tilde{\psi}_{k_x, m}^{(2)}}{\sum_{k_x} \cos(k_x + B_2 m) \tilde{\psi}_{k_x, m}^{(2)}} \right), \]

\[ \tau_y = - \arctan \left( \frac{\sum_{n, k_y} \sin(k_y - B_2 n) \tilde{\psi}_{n, k_y}^{(2)}}{\sum_{n, k_y} \cos(k_y - B_2 n) \tilde{\psi}_{n, k_y}^{(2)}} \right), \]

where \( \Theta(x) \) is the Heaviside function.

\[ \frac{\hbar \partial_n \psi_j}{\hbar} = - \frac{\delta \varepsilon}{\delta \tilde{\psi}_j} \]

Minimise over \( R, \tau_x, \tau_y \) as per (12), (13)

Convergence in \( \Psi, R, \tau_x, \tau_y \)

Y

Ground State

FIG. 1: Schematic description of the algorithmic procedure. The equation of motion in the top left of the figure is obtained by Wick-rotating the Gross-Pitaevskii equation to imaginary time \( \tau = it \).

The minimisation of (11) can then be performed numerically by repeatedly alternating the minimisation with respect to \( \Psi, R \) and \( \tau_x, \tau_y \). As in (11), the minimisation over \( \Psi \) is performed by solving the imaginary-time Gross-Pitaevskii equation using a split-step method. In practice, we find that it is most efficient to perform more steps to evolve \( \Psi \) and less for the remaining parameters. A schematic description of this algorithmic procedure is given in the following Fig. 1. Furthermore, for the highly symmetric vortex lattices we find, the latter parameters converge to simple values (e.g. \( R = \sqrt{3} \)). Finally, one must check for convergence in the time step and the discretisation lattice constants.

IV. RESULTS

In the following, we will be concerned with the case of species of equal masses \( m_1 = m_2 \) and equal particle density in the repulsive interaction regime \( g_{12} \geq 0 \). Although our method can treat the attractive regime as well, its solutions for the equal masses are simple: the ground state solution will consist of two perfectly overlapping triangular lattices. The scenario involving different mass ratios (though in a harmonic trap) has been considered in [13]. An early important result for equal masses in the repulsive regime was obtained semi-analytically in the LLL [2], assuming equal scattering lengths for the two coupled systems \( a_{11} = a_{22} \) (and consequently equal intra-species interactions for this equal masses case). This assumption in particular allows for the achievement of an SU(2) symmetric system. One consequence for such a system is, for example, that the system becomes invariant under the exchange of the two superfluids.

In [2], the two superfluids were found to transition, at the variation of the parameter \( \alpha = g_{12}/\sqrt{g_{11} g_{22}} \) between four different states. At low interacting strengths \( 0 < \alpha < T_1 = 0.172 \) the ground state consists of two interlaced triangular lattices with a vortex of the first species centered between three vortices of the second species. At \( T_1 \) the first transition occurs: for \( T_1 < \alpha < T_2 = 0.373 \) the system is found to be made of two interlaced oblique lattices with varying angle \( \phi \); the vortices of the first species are now sitting centered between four vortices of the second species. The second transitions occurs when \( \phi = 90^\circ \) giving place to two interlaced square lattices. The system remains stable in this state for \( T_2 < \alpha < T_3 = 0.926 \) until the third and last transition takes place. For \( \alpha > T_3 \) the square lattices, following a spontaneous breaking of symmetry, continuously stretches into interlaced rectangular lattices of aspect ratio \( R \). We recall that above the boundary \( \alpha = 1 \) the two superfluids become immiscible and the so-called stripe phase is obtained [25]. In this region the density of each superfluid concentrates in the central area perpendicular to the long side of the rectangle. Because these results were obtained in the LLL, the connection to experiments is not immediate as most experiments on vortex lattices are away from this regime. The method outlined in the previous sections allows for the extension of these results to regimes of larger intraspecies-interaction or slower rotation rates.

In Fig. 2 we present a detailed characterisation of the transitions undergone by the system as reflected by the behaviour of the the two parameters \( \phi \) and \( R \) (see also Fig. 3). In particular, \( \phi \) experiences a discontinuous jump at \( T_1 \) and has a discontinuous derivative at \( T_2 \). On the other hand, \( R \) has a discontinuous derivative at \( T_3 \). This result can be directly compared with that of [2]. It is also possible to notice that, at the \( SU(2) \) symmetric point, the lattice configuration is independent of the strength of the interactions. Here we find a lattice configuration consisting of two interlaced rectangular lattices of aspect ratio \( R = \sqrt{3} \), such that the combination of the two lattices gives rise to a triangular lattice.

It is now possible to go even further and explore the phase diagram going towards the Coulomb limit: Fig. [3]
shows the complete phase diagram for the ground states of two interacting superfluids. As can be intuitively expected, for $\alpha < 0$ a configuration consisting of two non-interacting triangular lattices is found: the ground state is degenerate with respect to translations of the two lattices. In the particular case of $\alpha = 0$, a configuration consisting of two non-interacting triangular lattices is found. The ground state is degenerate with respect to translations of the two lattices. The red lines in Fig. 3 mark the three phase boundaries $T_1$, $T_2$ and $T_3$ corresponding to each phase transition; the colours encode the value of either $\phi$ or $R$. For states below $T_2$ the only varying parameter is $\phi$. The colour coding the highest value of $\phi$ is the same as the colour coding the lowest value of $R$; this appears in the region between $T_3$ and $T_2$, where neither of these two parameters varies. Above $T_3$ the varying parameter is $R$ and the colour code changes accordingly. Although in the LLL the square configuration is predominant, our results demonstrate that in the Coulomb limit the triangular lattice configuration takes over while the other configurations are suppressed.

While it is convenient to study the phase space in Fig. 3 as a function of the parameters $\alpha$ and $\ell_B/\xi$, this approach conceals some very simple properties of the phase boundaries $T_1$, $T_2$ and $T_3$. In Fig. 4 the phase diagram is plotted in terms of the alternative parameters $g$ and $g_{12}$. One sees that the phase boundaries asymptotically become linear in the Coulomb regime. An argument explaining
this behaviour goes as follows. Deep in the Coulomb regime, the energy of the system is dominated by terms representing interactions. In this limit, one can write the energy density as \( \mathcal{E}(g, g_{12}) \sim \frac{g}{2}(\rho_1^2 + \rho_2^2) + g_{12}\rho_1\rho_2 = \frac{1}{2}g\bar{\rho}^2 + (g_{12} - g)\rho_1\rho_2 \) where \( \bar{\rho} = \rho_1 + \rho_2 \) is the total density. Since a phase boundary \( \mathcal{T}(g) \) between a phase configuration \( A \) and a configuration \( B \) can be defined as the value of the interspecies strength such that \( E^A(g, g_{12} = \mathcal{T}) = E^B(g, g_{12} = \mathcal{T}) \), it is possible to write an expression for \( \mathcal{T}(g) \). In particular, one finds that

\[
\frac{\mathcal{T}(g)}{g} = \frac{1}{2} \frac{\langle \rho_{A,1}^2 \rangle + \langle \rho_{A,2}^2 \rangle - \langle \rho_{B,1}^2 \rangle - \langle \rho_{B,2}^2 \rangle}{\langle \rho_{B,1}\rho_{B,2} \rangle - \langle \rho_{A,1}\rho_{A,2} \rangle},
\]

(15)

where brackets denote spatial average. Next, we note that deep in the Coulomb regime, variations in the total density are energetically prohibitive and so the total density, at this level of approximation, is constant. For instance, while \( \rho_1 \) will approach zero near a vortex in \( \psi_1 \), \( \rho_2 \) will have a local maximum there, making the total density nearly constant. Writing density with respect to its average as \( \delta\rho_{A,1} = \rho_{A,1} - \langle \rho_{A,1} \rangle \) (with similar notation for the other components) we then have

\[
\frac{\mathcal{T}(g)}{g} = \frac{\langle \delta\rho_{A,1}^2 \rangle - 2\langle \delta\rho_{A,1}\delta\rho_{A,2} \rangle - \langle \delta\rho_{B,1}^2 \rangle + 2\langle \delta\rho_{B,1}\delta\rho_{B,2} \rangle}{2(\langle \delta\rho_{B,1}\delta\rho_{B,2} \rangle - \langle \delta\rho_{A,1}\delta\rho_{A,2} \rangle)}.
\]

(16)

In the Coulomb limit, the variances in the total densities become negligible and the leading order behaviour of the phase boundaries can be found to be

\[
\lim_{g \to \infty} \frac{\mathcal{T}(g)}{g} = 1.
\]

(17)

Therefore, the phase boundaries have the form \( \mathcal{T} = g + a_j \) where the intercepts \( a_j \), are determined by the kinetic energy difference between the two configurations and likely cannot be determined from such simple arguments. Operating the appropriate transformations to the phase boundaries in Fig. 3 we obtain the linear phase boundaries \( \mathcal{T}_i \) presented in Fig. 4. The numerical solution for the phase diagram indeed verifies these simple arguments.

For computational convenience, the phase space in Fig. 3 was calculated with two vortices per species per unit cell. Considering a unit cell containing only one vortex per species, as done for instance in the early work by Abrikosov [5], does not allow for configurations other than the square and rectangular lattices. The smallest unit cell needed to obtain the correct ground states contains a minimum of two vortices (per species). The results obtained in this setting can be found to be consistent with those obtained in larger unit cells, as long as the size of the cell is appropriate (namely if the unit cell contains an even number of vortices). For other unit cells (e.g., a unit cell containing an odd number of vortices per species) one will in general observe frustrated lattices. However, such configurations of the system have higher energy densities and are therefore disregarded.

V. CONCLUSIONS

In conclusion, we have presented an extension of the method outlined in [1] to treat multicomponent systems. The addition of each new component to the system must be complemented with the introduction of two new phase factors accounting for relative translations. The energy functional must then be minimised over these parameters as well as over the aspect ratio and the wavefunction. In particular, we have shown it is possible to find an exact expression for the minimisers of the energy functional when \( \Psi \) is held fixed. Under this new framework, it has been possible to obtain an extension of the results for scalar multicomponent superfluids, until now limited to the LLL, to strongly interacting systems (Coulomb limit). In particular, we have shown the results obtained in the LLL do not extend to the Coulomb limit where a triangular lattice configuration is found to dominate the phase diagram. Nonetheless, the lattice configuration at the \( SU(2) \) symmetric point remains invariant with respect to changes in the interaction strengths. Finally, from simple general considerations on the energetics of the coupled system, we have shown that, in the Coulomb limit, the phase boundaries can be described by a linear relation. This in turn, also provides an explanation as to why in the Coulomb limit the triangular phase is dominant. It can be in fact deduced from Fig. 3 that the
transitions \( T_j \) each go to one deep in the Coulomb limit, as can in turn be inferred from the scaling argument presented in [17].

The extended framework employed to obtain such results can be directly applied to study systems where the mass ratio differs from unity where richer lattice configurations are expected. Another intriguing application is that of a system under more general synthetic gauge fields.
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**Appendix A: Computational Framework Details**

In this Appendix we will describe the details of the generalisation of the computational framework presented in [1] to multi-component systems. The subtle aspect of such a generalisation corresponds to the phase factors \( e^{-i\tau_j a_j} \) entering (6). In [1] these phase factors were set to unity.

To begin, for simplicity, we will focus on a single-component continuum BEC under uniform rotation. The physical quantities describing such a system are the gauge invariant velocity \( \mathbf{v} = \frac{j}{m} \nabla \theta - \frac{1}{m} \mathbf{A} \) and the superfluid density \( \rho \). Both of these quantities follow from the condensate order parameter \( \psi = \sqrt{\rho} e^{i\theta} \) and the vector potential corresponding to uniform rotation for which we choose the Landau gauge: \( \mathbf{A} = 2m\Omega(0, x) \).

Now let us consider an infinite periodic vortex lattice. Without loss of generality, we may choose an \( L_x \times L_y \) rectangular unit cell that tiles the system. The superfluid velocity and density must have the periodicity of this unit cell. In particular, by integrating the equations \( \psi(x + L_x, y) = \psi(x, y + L_y) = \psi(x, y) \) one finds that the phase must satisfy

\[
\theta(x + L_x, y) = \theta(x, y) + \frac{2\Omega m}{\hbar} L_x y + \kappa_x \tag{A1}
\]
\[
\theta(x, y + L_y) = \theta(x, y) + \kappa_y \tag{A2}
\]

where \( \kappa_x \) and \( \kappa_y \) are constants of integration. For the sake of convenience and clarity, let us introduce a rescaled version of these constants, namely the phases \( \tau_j = \kappa_j / L_j \) appearing above in (1) and (5). Next we introduce the magnetic translation operator \( T(r) = e^{i\mathbf{\Pi} \cdot \mathbf{r}} \), where \( \mathbf{\Pi} = p_x - 2m\Omega y \) and \( \mathbf{P} = p_y \) are the generators of magnetic translation in the Landau gauge [1]. Then one can verify that the periodicity condition for the superfluid density, \( \rho(x, y) = \rho(x + L_x, y) = \rho(x, y + L_y) \) and velocity, Eq. (A2), can be written succinctly as

\[
e^{i\mathbf{\Pi} \cdot \mathbf{L}_x} \psi(x, y) = e^{i\tau_x L_x} \psi(x, y),
\]
\[
e^{i\mathbf{\Pi} \cdot \mathbf{L}_y} \psi(x, y) = e^{i\tau_y L_y} \psi(x, y). \tag{A3}
\]

Now let us consider magnetically translating this wave function by \( -\mathbf{r} \) where \( \mathbf{r} = (r_x, r_y) \): \( \tilde{\psi}(x, y) = T(\mathbf{r}) \psi(x, y) \). Due to the symmetries of the problem (namely that the generators of magnetic translation commute with the kinetic momenta), the energy per unit area corresponding to \( \psi(x, y) \) is the same as that of \( \tilde{\psi}(x, y) \). Moreover the densities of these two wave functions are identical apart from translation: \( \rho(x, y) \equiv |\psi(x, y)|^2 = \rho(x + r_x, y + r_y) \). Therefore the vortex lattice given by \( \psi \) is related to that given by \( \tilde{\psi} \) by a simple translation. By choosing \( \mathbf{r} \) to satisfy \( 2m\Omega r_y = -\hbar \tau_x \) and \( 2m\Omega r_x = \hbar \tau_y \) we have the simplified boundary condition

\[
e^{i\mathbf{\Pi} \cdot \mathbf{L}_x} \tilde{\psi}(x, y) = \tilde{\psi}(x, y) \tag{A4}
\]
\[
e^{i\mathbf{\Pi} \cdot \mathbf{L}_y} \tilde{\psi}(x, y) = \tilde{\psi}(x, y) \tag{A5}
\]

which was the condition taken by us previously in [1]. A closer look at (A3) reveals that one can alternatively consider the following transformation of the operators of the magnetic translation group

\[
\Pi_j \rightarrow \Pi_j - \hbar \tau_j. \tag{A6}
\]

This corresponds to a gauge transformation \( \psi \rightarrow e^{i\lambda \psi} \) with \( \lambda = \tau_x x + \tau_y y \). As can be readily verified from (A3), the transformed wave function is invariant under magnetic translation across a unit cell. Finally, the terms \( a_j \) entering the phase factors \( e^{-i\tau_j a_j} \) in (6) arise from the Peierls integrals calculated over the Hofstadter computational lattice vectors.

Through the above considerations, one sees that by specifying \( \tau_x \) and \( \tau_y \), a particular unit cell of the vortex lattice is specified. Changing \( \tau_x \) and \( \tau_y \) will translate this unit cell, but will not affect the energy per unit cell or the vortex geometry of the periodic system. Thus, without loss of generality, we can set \( \tau_x = \tau_y = 0 \) for the single component system. However, for the two-component system, such a freedom does not exist. In the method described Sec. (III) we have set the \( \tau \)-parameters for the first component to zero, while keeping those of the second component as degrees of freedom to be minimised over.

---
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