HOMOLOGICAL SMOOTHNESS AND DEFORMATIONS OF GENERALIZED WEYL ALGEBRAS

L.-Y. LIU

Abstract. It is an immediate conclusion from Bavula’s papers [1], [2] that if a generalized Weyl algebra \( A = k[z; \lambda, \eta, \varphi(z)] \) is homologically smooth, then the polynomial \( \varphi(z) \) has no multiple roots. We prove in this paper that the converse is also true. Moreover, formal deformations of \( A \) are studied when \( k \) is of characteristic zero.

1. Introduction

During the development of algebra, an impetus is to introduce and study non-commutative objects with commutative background. Among these noncommutative objects, a class of algebras—generalized Weyl algebras, introduced by Bavula in [1]—have been studied from different points of view. There are many examples of generalized Weyl algebras related to rings of differential operators or quantum groups, such as the usual Weyl algebras, quantum planes, and quantum spheres.

Roughly speaking, let \( B \) be an algebra, \( \sigma \) an algebra automorphism of \( B \) and \( a \) a central element in \( B \). The triple \( (B, \sigma, a) \) determines a generalized Weyl algebra, which is generated by two variables \( x, y \) over \( B \) subject to some relations. Starting with the same \( B \), generalized Weyl algebras may have different ring-theoretic and/or homological properties when \( \sigma, a \) vary. The case \( B = k[z] \) has received much attention where \( k \) is a field. Necessarily, \( \sigma(z) = \lambda z + \eta \) for some \( \lambda \in k \setminus \{0\} \) and \( \eta \in k \), \( a \) is a polynomial \( \varphi(z) \). The resulting generalized Weyl algebras are denoted by \( k[z; \lambda, \eta, \varphi(z)] \) in this paper. Here we only mention some references on their homological properties. It is illustrated in [2] that their global dimensions are equal to 1, 2 or \( \infty \), and the latter occurs if and only if \( \varphi(z) \) admits a multiple root (see also [1], [11], [19]). Their Hochschild homology and cohomology are computed in [6], [19]. In particular, a remarkable result in [6] is that to assure a duality between its Hochschild homology and cohomology, the algebra \( k[z; 1, \eta, \varphi(z)] \) should have finite projective dimension as a bimodule over itself (also called Hochschild cohomological dimension). This dimension is related to Van den Bergh duality.
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An algebra $A$ is said to be homologically smooth if $A$ has a finitely generated projective resolution of finite length as an $A^e$-module. Van den Bergh proved in [21] that over a homologically smooth algebra $A$, if there is an invertible bimodule $U$ and $d \geq 0$ such that $\text{RHom}_{A^e}(A, A^e) \cong U[-d]$ in the derived category $D^b(A^e)$, then the duality $H^i(A, M) \cong H_{d-i}(A, U \otimes_A M)$ holds for any $A$-bimodule $M$. Plenty of algebras enjoy Van den Bergh duality, such as noetherian Artin-Schelter regular connected graded algebras, noetherian Artin-Schelter regular Hopf algebras, and some filtered algebras. Clearly, the Hochschild cohomological dimension of an algebra is not less than its global dimension. So the condition that $\varphi(z)$ has no multiple roots is necessary if $A = k[z; \lambda, \eta, \varphi(z)]$ is homologically smooth. It is natural to ask whether it is also a sufficient condition. It turns out in [6] and [19] that under the condition, $\sup\{n \mid H^n(A, A) \neq 0\}$ is finite. However, the fact is not sufficient to conclude that $A$ is homologically smooth.

Some examples of generalized Weyl algebras, say Weyl algebra $A_1(k)$, quantum 2-plane $k_q[x, y]$ and the localization $k_q[x, y^{\pm 1}]$, are all homologically smooth. In [12], Krähmer proved the standard quantum 2-sphere is Artin-Schelter Gorenstein and homologically smooth. He also asked whether the non-standard ones are also homologically smooth. The above known results are obtained according to the individual algebraic structures of these algebras. Their Hochschild cohomological dimensions are all equal to 2. So together with the results of [2], [6], [11], [19], we conjecture that the dimension equals 2 provided that it is finite. Thus the problem boils down to the cohomology group $H^3(A, M)$ for an arbitrary $A$-bimodule $M$. In this paper, we make use of the periodic projective resolution constructed in Sect. 3 to succeed in proving the sufficiency. Our tool is called homotopy double complex, which seems feasible to have other applications. Moreover, homologically smooth generalized Weyl algebras are proved to be twisted Calabi-Yau (Proposition 4.4 and Theorem 4.5).

**Theorem 1.1.** Let $A = k[z; \lambda, \eta, \varphi(z)]$. The Hochschild cohomological dimension of $A$ is 2 if $\varphi(z)$ has no multiple roots, and hence $A$ is homologically smooth. Moreover, $A$ is $\nu$-twisted Calabi-Yau where $\nu(x) = \lambda x$, $\nu(y) = \lambda^{-1}y$ and $\nu(z) = z$.

In particular, quantum 2-spheres are all homologically smooth. This gives a positive answer to [12, Question 2].

This paper is also dedicated to the deformations of $k[z; \lambda, \eta, \varphi(z)]$. Deformation theory is a system studying how an object in a certain category of spaces can be varied in dependence on the points of a parameter space. It deals with the structure of families of objects like varieties, singularities, vector bundles, presheaves, algebras or differentiable maps. Deformation problems appear in various areas of mathematics, in particular in algebra, algebraic and analytic geometry, and mathematical physics.
We care about formal deformations of associative algebras. Historically, the theme has its root in the work of Gerstenhaber [7]. There are closed connections between deformation theory and Hochschild cohomology. For example, the second Hochschild cohomology group may be interpreted as the set of (equivalence classes of) first order deformations; the obstruction theory is related to the third Hochschild cohomology group. In this paper, we construct formal deformations of noncommutative generalized Weyl algebras $A = k[z; \lambda, \eta, \varphi(z)]$ when $k$ is of characteristic zero.

Generally speaking, a formal deformation can only be constructed under the severe condition that all obstructions are passed successfully. This condition trivially holds for homologically smooth generalized Weyl algebras (see §2.3 and Theorem 4.5). According to our computations, a surprising result is that even if $A$ is not homologically smooth, we can construct a formal deformation of $A$ starting with a special Hochschild 2-cocycle. Concretely, we use a periodic complex to compute the Hochschild cohomology of $A$ with coefficients in any $A$-bimodule $M$ whose cocycles are called periodic cocycles, and define a map $f: M \rightarrow \{\text{Per 2-cocycles}\}$. When $M = A$, by a pair of quasi-isomorphisms between the Hochschild cochain complex and the periodic complex, we prove (see Theorems 5.3 and 5.4)

**Theorem 1.2.** Let $A = k[z; \lambda, \eta, \varphi(z)]$ be a noncommutative generalized Weyl algebra. Let $F_1$ be the Hochschild 2-cocycle corresponding to $f(z)$ if $\eta = 0$, or to $f(1)$ if $\lambda = 1$. There exist a family of $k$-bilinear maps $F_n: A \times A \rightarrow A$, $n \geq 2$ integrating $F_1$ that determine a formal deformation of $A$. The family $\{F_n\}$ is unique if each $F_n$ satisfies the conditions (a), (b) in Lemma 5.1.

We also proved that in most cases, the Hochschild 2-cocycle $F_1$ in the theorem is not a coboundary, and so our construction is not equivalent to the trivial one.

An interesting subject in noncommutative geometry and mathematical physics is to study how to treat a noncommutative object as a deformation of a commutative one. A class of generalized Weyl algebras ($\lambda = \eta = 1$) were studied by T.J. Hodges as noncommutative deformations of type-A Kleinian singularities [11]. Motivated by Van den Bergh [20], we give another point of view to obtain noncommutative generalized Weyl algebras by deforming commutative algebras. The main difference between Hodges’s deformation and ours is that the Kleinian singularities, via Hodges’s deformation, may become smooth; our deformation preserves the (non)smoothness.

We also show that the map $f: M \rightarrow \{\text{Per 2-cocycles}\}$ induces an isomorphism $H_0(A, M^\nu) \cong H^2(A, M)$ if $A$ is homologically smooth, whose inverse is given explicitly. This isomorphism is a Van den Bergh duality.

This paper is organized as follows. In Sect. 2, besides reviewing the definitions of generalized Weyl algebra and formal deformation, we introduce homotopy double complexes as well as the associated total complexes. In Sect. 3, we construct...
a homotopy double complex for the generalized Weyl algebra \( A = k[z; \lambda, \eta, \varphi(z)] \) and prove that the associated total complex is a periodic projective resolution. In Sect. 4, using the periodic projective resolution, we prove that \( A \) is homologically smooth if \( \varphi(z) \) has no multiple roots, and furthermore it is twisted Calabi-Yau. In Sect. 5, deformations of generalized Weyl algebras are studied. We construct formal deformations of noncommutative generalized Weyl algebras, and illustrate how to realize them by deforming commutative algebras, under a technical assumption. We also give an explicit Van den Bergh duality \( H_0(A, M^\nu) \cong H^2(A, M) \) and explain that our construction is non-trivial in most cases.

2. Preliminaries

Throughout, \( k \) is a field, \( k^\times = k \setminus \{0\} \), and all vector spaces and algebras are over \( k \) unless stated otherwise. Unadorned \( \otimes \) means \( \otimes_k \). Let \( A \) be an algebra and \( M \) an \( A \)-bimodule. The group of algebra automorphisms of \( A \) is denoted by \( \text{Aut}(A) \). For any \( f, g \in \text{Aut}(A) \), denote by \( f^! M^g \) the \( A \)-bimodule whose ground vector space is the same with \( M \) and whose left and right \( A \)-actions are twisted by \( f \) and \( g \) respectively, that is, \( a_1 \cdot m \cdot a_2 = f(a_1)m g(a_2) \) for any \( a_1, a_2 \in A \), \( m \in M \). If one of \( f \) and \( g \) is the identity map, it is usually omitted.

Let \( A^{\text{op}} \) be the opposite algebra of \( A \) and \( A^e = A \otimes A^{\text{op}} \) the enveloping algebra of \( A \). An \( A \)-bimodule \( M \) can be viewed as a left \( A^e \)-module in a natural way, that is, \( (a_1 \otimes a_2) \cdot m = a_1 ma_2 \) for any \( a_1, a_2 \in A \) and \( m \in M \).

2.1. Generalized Weyl algebras. In this subsection, we recall the definition of generalized Weyl algebras given by Bavula in [1].

Definition 2.1. Suppose \( B \) is an algebra. For a central element \( a \in B \) and an algebra automorphism \( \sigma \in \text{Aut}(B) \), the generalized Weyl algebra (GWA for short) \( A = B(\sigma, a) \) is by definition generated by 2 variables \( x \) and \( y \) over \( B \) subject to

\[
xb = \sigma(b)x, \quad yb = \sigma^{-1}(b)y, \quad \forall b \in B, \\
yx = a, \quad xy = \sigma(a).
\]

Denote

\[
x_i = \begin{cases} 
x^i, & \text{if } i \geq 0, \\
y^{-i}, & \text{if } i < 0,
\end{cases}
\]

then \( A = \bigoplus_{i \in \mathbb{Z}} Bx_i \), and \( Bx_i = x_i B \).

There are various algebras belong to the class of GWAs, such as the usual Weyl algebra \( A_1(k) \), the enveloping algebra \( U(\mathfrak{sl}(2, k)) \) as well as its primitive factors \( U(\mathfrak{sl}(2, k))/(C - \lambda) \) where \( C \) is the Casimir element and \( \lambda \in k \), the quantum 2-spheres, and so on (see [2]).
Many properties of GWAs have been studied. But the literature on their homological smoothness is quite limited. Recall that an algebra is said to be homologically smooth if as a bimodule over itself, it admits a finitely generated projective resolution of finite length. One aim of this paper is to study the homological smoothness and twisted Calabi-Yau property of a class of GWAs.

**Definition 2.2** ([3]). Suppose that $A$ is an algebra and $\nu \in \text{Aut}(A)$. $A$ is called $\nu$-twisted Calabi-Yau of dimension $d$ for some $d \in \mathbb{N}$ if $A$ is homologically smooth, and

$$\text{Ext}_A^i(A, A^e) \cong \begin{cases} 0, & \text{if } i \neq d, \\ A^\nu, & \text{if } i = d \end{cases}$$

as $A^e$-modules, where the left $A^e$-module structure of $A^e$ is used to compute the homology and the right one is retained, inducing the $A^e$-module structures on the homology groups.

**Remark 2.3.** In the definition, the integer $d$ is equal to the Hochschild cohomological dimension of $A$. The automorphism $\nu$ is unique up to inner isomorphism and is thus called the Nakayama automorphism of $A$ (see [4]).

2.2. **Spectral sequence of a homotopy double complex.** Let us introduce the notion of homotopy double complexes and the associated total complexes.

**Definition 2.4.** Suppose that $A$ is an abelian category. Let $\{C_{pq}\}_{p,q \in \mathbb{Z}}$ be a family of objects in $A$ together with morphisms $d_v, d_h, s$ of degrees $(0, 1), (1, 0), (2, -1)$ respectively. The 4-tuple $(C^-, d_v, d_h, s)$ is called a homotopy double cochain complex if

$$d_v^2 = 0, \quad d_hd_v + d_vd_h = 0, \quad d_h^2 + d_vs + sd_v = 0, \quad d_hs + sd_h = 0, \quad s^2 = 0.$$

The associated total complex $(\text{Tot} C^-, d)$ is defined by $(\text{Tot} C^-)^n = \bigoplus_{p+q=n} C_{pq}$ and $d = d_v + d_h + s$.

Homotopy double chain complexes and the associated total complexes can be defined similarly. We put in two pictures for the reader to visualize the definitions.

It is easy to see that by letting $s = 0$, a homotopy double complex as well as the associated total complex is exactly the usual double complex as well as the usual total complex.
Theorem 2.5. Suppose that there exist enough projective objects in $\mathcal{A}$. Let $\mathcal{C}$ be a chain complex, and $(\mathcal{P}_\cdot, d^\mathcal{P}, d^h, r)$ be a homotopy double complex on the upper-half plane. Suppose that for each $p$, $\mathcal{P}_p$ is a projective resolution of $\mathcal{C}_p$ and that the differentials of $\mathcal{C}$ are induced by $d^h$. Then Tot $\mathcal{P}_\cdot$ is quasi-isomorphic to $\mathcal{C}_\cdot$ if one of the following conditions holds:

1. there is an integer $N$ such that $\mathcal{P}_{pq} = 0$ for all $q > N$,
2. there is an integer $N$ such that $\mathcal{P}_{pq} = 0$ for all $p < N$.

Proof. The filtration by columns

$$(F_n \mathcal{P}_\cdot)_{pq} = \begin{cases} \mathcal{P}_{pq}, & \text{if } p \leq n, \\ 0, & \text{if } p > n \end{cases}$$

makes Tot $\mathcal{P}_\cdot$ into a filtered complex, and thus gives rise to a spectral sequence $E^r_{pq}$, starting with $E^0_{pq} = \mathcal{P}_{pq}$. The differentials $d^0$ are just $d^\mathcal{P}$, so $E^1_{pq} = H^q_d(\mathcal{P}_\cdot)$. The differentials $d^1$ are induced by $d^h$ since $(d^h)^2$ is null homotopy, so we have $E^2_{pq} = H^p_H^q(\mathcal{P}_\cdot)$.

Since $\mathcal{P}_p$ is a projective resolution of $\mathcal{C}_p$, we have

$$E^2_{pq} = \begin{cases} H_p(\mathcal{P}_\cdot), & \text{if } q = 0, \\ 0, & \text{if } q \neq 0. \end{cases}$$

In both cases, the filtration is bounded, thus we have a convergent spectral sequence $E^2_{pq} \Rightarrow H^{p+q}(\text{Tot } \mathcal{P}_\cdot)$. Therefore, Tot $\mathcal{P}_\cdot$ is quasi-isomorphic to $\mathcal{C}_\cdot$. □

Remark 2.6. Unlike the usual double complexes, one fails to endow the total complex of $\mathcal{P}_\cdot$ with the filtration by rows because the differentials do not respect the filtration.

2.3. **Deformations of an associative algebra.** The first part of this subsection is devoted to a review of formal deformations. The reader is referred to the survey [8] for details. In the second part, we introduce locally finite deformations.

Let $A$ be an algebra, and $(C(A, A), b)$ the Hochschild cochain complex of $A$. Denote by $k[[t]]$ the ring of formal power series in an indeterminate $t$, and by $A[[t]]$ the $k[[t]]$-module of formal power series $\sum_{n=0}^{\infty} a_n t^n$ with coefficients in $A$. Given a family of $k$-bilinear maps $F_n: A \times A \to A$, $n \geq 1$, one obtains a $k$-bilinear map $*: A \times A \to A[[t]]$ defined by

$$(2.2) \quad u * v = uv + F_1(u, v)t + F_2(u, v)t^2 + \cdots .$$

A formal deformation of $A$ is such a $*$ that the extended $k[[t]]$-bilinear map $A[[t]] \times A[[t]] \to A[[t]]$ determines an associative multiplication on $A[[t]]$. In this case, the maps $F_n$ satisfy

$$(2.3) \quad \sum_{i=1}^{n-1} F_i \bullet F_{n-i} = b F_n$$
where $F_i \cdot F_{n-i} \in C^3(A, A)$ is defined by

$$F_i \cdot F_{n-i} = F_i(F_{n-i}(a_1, a_2, a_3)) - F_i(a_1, F_{n-i}(a_2, a_3)).$$

Two formal deformations $*$ and $*' \equiv$ are said to be equivalent if there is a $k[[t]]$-algebra isomorphism $G: (A[[t]], *) \to (A[[t]], '*')$ such that

$$G(u) \equiv u \mod tA[[t]]$$

for all $u \in A$. We use the symbol $\cong_i$ to express the kind of isomorphisms.

In the definition of formal deformation, by replacing $k[[t]], A[[t]]$ by $k[t]/(t^{n+1}), A \otimes k[t]/(t^{n+1})$ respectively for $n \in \mathbb{Z}^+$, the $n$th order deformation and equivalence relation can be defined similarly.

If we view each $F_n$ as an element in the Hochschild cochain module $C^2(A, A)$, then $F_1$ must be a 2-cocycle by the associative law. Moreover, let $F'_1$ be another 2-cocycle. Then $F_1, F'_1$ represent the same cohomology class in $H^2(A, A)$ if and only if $F'_1$ appears in a formal deformation $*$ equivalent to $*$. In fact, there is a bijection between $H^2(A, A)$ and the family of equivalence classes of first order deformations. A natural question is: Is any 2-cocycle able to lift to a formal deformation? The answer is no in general.

Let $F_0$ be the multiplication map of $A$. Starting with a certain $F_1 \in Z^2(A, A)$, $F_0 + F_1 \cdot F_1$ defines an associative multiplication on $A \otimes k[t]/(t^2)$. One can show $F_1 \cdot F_1 \in Z^3(A, A)$, and by (2.3), $F_1 \cdot F_1 = bF_2$ for some $F_2$ if and only if $F_0 + F_1 \cdot F_2 + F_2 \cdot F_1$ defines an associative multiplication on $A \otimes k[t]/(t^3)$. The cohomology class $[F_1 \cdot F_1] \in H^3(A, A)$ is vividly called the primary obstruction to integrating $F_1$. Generally, if there is an $(n - 1)$st order deformation $F_0 + F_1 \cdot F_2 + \cdots + F_{n-1} \cdot t^{n-1}$, then the left-hand side of (2.3) is always a Hochschild 3-cocycle whose cohomology class is called an obstruction, and it is a coboundary if and only if there exists an $n$th order deformation $F_0 + F_1 \cdot F_2 + \cdots + F_{n-1} \cdot t^{n-1} + F_n \cdot t^n$. If all obstructions can be passed successfully, i.e., $[F_1 \cdot F_n + F_2 \cdot F_{n-1} + \cdots + F_n \cdot F_1] = 0$ in $H^3(A, A)$ for all $n \geq 1$, we say that $F_1$ is integrable and $F_2, F_3, \ldots$ integrate $F_1$.

It is a difficult problem to decide when a 2-cocycle is integrable, unless luckily, one has $H^3(A, A) = 0$. We will show that the homologically smooth GWAs studied in Sect. 4 are such algebras.

Let $*$ be a formal deformation of $A$ and $\tilde{A} = A \otimes k[[t]]$. Since $k$ is a field, $\tilde{A}$ is a $k[[t]]$-submodule of $A[[t]]$. It is easy to verify that $\tilde{A}$ is a $k[[t]]$-subalgebra of $(A[[t]], *)$ if and only if the right-hand side of (2.2) belongs to $\tilde{A}$ for all $u, v \in A$. In this case, we say $*$ to be locally finite, i.e., the vector space $\sum_{n \geq 1} kF_n(u, v)$ is finite dimensional for every pair $(u, v) \in A \times A$. Moreover, the $t$-adic completion of $(\tilde{A}, *, \tilde{A})$ is isomorphic to $(A[[t]], *)$. Let $\tilde{A}_t$ be the localization of $\tilde{A}$ at $t$, which is a $k(t)$-algebra. We call $\tilde{A}_t$ a locally finite deformation of $A$. 

\[ \]
The trivial formal deformation $*_{tr}$ is given by $F_n = 0$ for all $n \geq 1$, i.e., $(A[[t]], *_{tr})$ is the algebra of the formal power series with coefficients in $A$, and $\tilde{A}_t \cong k((t)) \otimes A$ is an extension of base field.

3. Projective resolutions

3.1. A periodic complex. For any GWA $A = B(\sigma, a)$, we construct a periodic complex $C$ of $A^2$-modules as the cornerstone of the conclusions in this paper.

Proposition 3.1. Suppose that $A = B(\sigma, a)$ is a GWA. Let $C_\circ \in \text{Ch}_{0}(A^2)$ be the chain complex of $A^2$-modules with $C_0 = A \otimes_B A$, $C_i = (A^\sigma \otimes_B A) \oplus (A \otimes_B \sigma A)$ for all odd $i$, and $C_i = (A \otimes_B A) \oplus (A \otimes_B A)$ for all even $i > 0$, whose differentials $d_i : C_i \to C_{i-1}$ are defined by

$$d_i(1 \otimes 1, 0) = x \otimes 1 - 1 \otimes x, \quad d_i(0, 1 \otimes 1) = y \otimes 1 - 1 \otimes y,$$

for all $j > 0$,

$$d_{2j}(1 \otimes 1, 0) = (y \otimes 1, 1 \otimes x), \quad d_{2j}(0, 1 \otimes 1) = (1 \otimes y, x \otimes 1),$$

$$d_{2j+1}(1 \otimes 1, 0) = (x \otimes 1, -1 \otimes x), \quad d_{2j+1}(0, 1 \otimes 1) = (-1 \otimes y, y \otimes 1).$$

If $a \in B$ is not a zero-divisor, then $H_i(C) = 0$ for all $i \neq 0$ and $H_0(C) = A$.

Proof. It is routine to check that $d_i$’s are well defined and are differentials.

It is easy to see $H_0(C) = A$. We need to prove the exactness in degrees 1, 2, 3.

Since $A$ is a free left and right $B$-module with a basis $\{ x_i \}_{i \in \mathbb{Z}}$, $A^\sigma \otimes_B A$, $A \otimes_B \sigma A$, and $A \otimes_B A$ are all isomorphic $\bigoplus_{i, j \in \mathbb{Z}} x_i B x_j$ as vector spaces. Thus any element in them can be expressed to be $\sum_{i,j} x_i \otimes b_{ij} x_j$ uniquely with $b_{ij} \in B$. Such an expression is called standard.

(1) Ker $d_1 \subset \text{Im} d_2$: For any $P = (\sum_{i,j} x_i \otimes b_{ij} x_j, \sum_{p,q} x_p \otimes c_{pq} x_q) \in \text{Ker} d_1$, we have

$$\sum_{i,j} x_i x \otimes b_{ij} x_j - \sum_{i,j} x_i \otimes x b_{ij} x_j = - \sum_{p,q} x_p y \otimes c_{pq} x_q + \sum_{p,q} x_p \otimes y c_{pq} x_q.$$ 

The standard forms of the four summations in (3.1) are

$$\sum_{i \geq 0} x_{i+1} \otimes b_{ij} x_j + \sum_{i \leq -1} x_{i+1} \otimes a b_{ij} x_j,$$

$$\sum_{i} \sum_{j \geq 0} x_i \otimes \sigma(b_{ij}) x_{j+1} + \sum_{i} \sum_{j \leq -1} x_i \otimes \sigma(b_{ij}) \sigma(a) x_{j+1},$$

$$\sum_{p \leq 0} x_{p-1} \otimes c_{pq} x_q + \sum_{p \geq 1} x_{p-1} \otimes \sigma(a) c_{pq} x_q,$$

$$\sum_{p} \sum_{q \leq 0} x_p \otimes \sigma^{-1}(c_{pq}) x_{q-1} + \sum_{p} \sum_{q \geq 1} x_p \otimes \sigma^{-1}(c_{pq}) a x_{q-1}.$$
Endow $\mathbb{Z} \times \mathbb{Z}$ with the lexicographic order. Let $(i', j')$ and $(p', q')$ be the greatest indexes such that $b_{i'j'} \neq 0$, $c_{p'q'} \neq 0$, respectively. Since $a \neq 0$, by observing the four standard forms, the highest nonzero term of the left-hand side in (3.1), $x_{i'+1} \otimes b_{i'j'}x_{j'}$ or $x_{i'+1} \otimes ab_{i'j'}x_{j'}$, must cancel that of the right-hand side, $x_{p'} \otimes \sigma^{-1}(c_{p'q'})x_{q'-1}$ or $x_{p'} \otimes \sigma^{-1}(c_{p'q'})ax_{q'-1}$. This is equivalent to

$$x_{i'}x \otimes b_{i'j'}x_{j'} = x_{p'} \otimes y_{c_{p'q'}}x_{q'}. \quad (3.2)$$

It follows that $(i' + 1, j') = (p', q' - 1)$, and

We have the following four cases.

(i) $i' \geq 0$, $j' \leq -1$. Equation (3.2) becomes $x_{i'+1} \otimes b_{i'j'}y_{j'} = x_{p'+1} \otimes \sigma^{-1}(c_{p'q'})y_{j'}. \quad (3.2)$

So $b_{i'j'} = \sigma^{-1}(c_{p'q'})$, and

$$\begin{align*}
(x_{i'} \otimes b_{i'j'}x_{j'}, x_{p'} \otimes c_{p'q'}x_{q'}) &= x_{i'} (1 \otimes \sigma^{-1}(c_{p'q'})) y \otimes y_{c_{p'q'}}x_{q'} \\
&= x_{i'} (1 \otimes yc_{p'q'}) x \otimes c_{p'q'}y_{q'} = x_{i'} (1 \otimes y, x \otimes 1)c_{p'q'}y_{q'} \\
&= d_{2}(0, x_{i'} \otimes c_{p'q'}y_{q'}).
\end{align*}$$

(ii) $i' \leq -1$, $j' \leq -1$. Equation (3.2) becomes $y_{-i'-1} \otimes ab_{i'j'}y_{j'} = y_{-i'-1} \otimes \sigma^{-1}(c_{p'q'})y_{j'}. \quad (3.2)$

So $c_{p'q'} = \sigma(a)\sigma(b_{i'j'}) = xy\sigma(b_{i'j'}) = x_{b_{i'j'}}y$, and

$$\begin{align*}
(x_{i'} \otimes b_{i'j'}x_{j'}, x_{p'} \otimes c_{p'q'}x_{q'}) &= y^{-i'} (y \otimes b_{i'j'}) y_{-1} x_{b_{i'j'}} y_{j'} = d_{2}(y^{-i'} \otimes b_{i'j'}, y_{j'}, 0).
\end{align*}$$

(iii) $i' \geq 0$, $j' \geq 0$. Equation (3.2) becomes $x_{i'+1} \otimes b_{i'j'}x_{j'} = x_{p'+1} \otimes \sigma^{-1}(c_{p'q'})ax_{j'}. \quad (3.2)$

So $b_{i'j'} = a\sigma^{-1}(c_{p'q'}) = yx\sigma^{-1}(c_{p'q'}) = yc_{p'q'}x$, and

$$\begin{align*}
(x_{i'} \otimes b_{i'j'}x_{j'}, x_{p'} \otimes c_{p'q'}x_{q'}) &= x_{i'} (1 \otimes yc_{p'q'}) x \otimes c_{p'q'}x_{j'} \\
&= x_{i'} (1 \otimes y, x \otimes 1)c_{p'q'}x_{j'} = d_{2}(0, x_{i'} \otimes c_{p'q'}x_{j'}).
\end{align*}$$

(iv) $i' \leq -1$, $j' \geq 0$. Equation (3.2) becomes $y_{-i'-1} \otimes ab_{i'j'}x_{j'} = y_{-i'-1} \otimes \sigma^{-1}(c_{p'q'})ax_{j'}. \quad (3.2)$

So $c_{p'q'} = \sigma(b_{i'j'})$ since $a$ is not a zero-divisor. Thus

$$\begin{align*}
(x_{i'} \otimes b_{i'j'}x_{j'}, x_{p'} \otimes c_{p'q'}x_{q'}) &= y^{-i'} (y \otimes b_{i'j'}) x_{b_{i'j'}} = y^{-i'} (y \otimes 1, 1 \otimes x)b_{i'j'}x_{j'} \\
&= d_{2}(y^{-i'} \otimes b_{i'j'}, x_{j'}, 0).
\end{align*}$$

In each case, the highest term of $P$ lies in $\text{Im} \ d_{2}$. By considering the next highest pair in the lexicographic order and repeating the above argument, we have $P \in \text{Im} \ d_{2}$.
Hence $(i' \geq 1, j' \geq 0)$, (ii) $i' \geq 1, j' \leq -1$, (iii) $i' \leq 0, j' \geq 0$, (iv) $i' \leq 0, j' \leq -1$. In each case, we obtain the results from (3.3), (3.4) as follows.

(i) $c_{ρ′q′} = -σ(b_{ν′,j'})$ and $(x_{ν′} \otimes b_{ν′,j'}x_{j'}, x_{ν′} \otimes c_{ρ′q′}x_{q′}) = x_{ν′}(x \otimes 1, -1 \otimes x)b_{ν′,j'}x_{j'} = d_3(x_{ν′} \otimes b_{ν′,j'}x_{j'}, 0).

(ii) $c_{ρ′q′} = -σ(a)σ(b_{ν′,j'}) = -xb_{ν′,j'}y$ and $(x_{ν′} \otimes b_{ν′,j'}x_{j'}, x_{ν′} \otimes c_{ρ′q′}x_{q′}) = x_{ν′}(x \otimes 1, -1 \otimes x)b_{ν′,j'}y_{j'} = d_3(x_{ν′} \otimes b_{ν′,j'}y_{j'}, 0).

(iii) $b_{ν′,j'} = -σ^{-1}(c_{ρ′q′})a = -yc_{ρ′q′}x$ and $(x_{ν′} \otimes b_{ν′,j'}x_{j'}, x_{ρ′} \otimes c_{ρ′q′}x_{q′}) = y_{ν′}(-1 \otimes y, y \otimes 1)c_{ρ′q′}x_{q′} = d_3(0, y_{ν′} \otimes c_{ρ′q′}x_{q′}).

(iv) $b_{ν′,j'} = -σ^{-1}(c_{ρ′q′})$ and $(x_{ν′} \otimes b_{ν′,j'}x_{j'}, x_{ν′} \otimes c_{ρ′q′}x_{q′}) = y_{ν′}(-1 \otimes y, y \otimes 1)c_{ρ′q′}y_{q′} = d_3(0, y_{ν′} \otimes c_{ρ′q′}y_{q′}).

Just as what we did in (1), we have $P \in \text{Im} \ d_3$.

(3) Ker $d_3 \subset \text{Im} \ d_3$: This case is similar with (2), so we omit the proof. \hfill \Box

3.2. Construction of homotopy double complex. As stated in Theorem 2.3, a projective resolution of the complex $P$ can be constructed if there is a suitable homotopy double complex $(P, d^0, d^1, r)$ on the upper-half plane. In particular, applying Theorem 2.5 to Proposition 3.1 if such $P$ exists, Tot $P$ is an $A^e$-projective resolution of $A$.

The question is how to construct a homotopy double complex from the periodic complex $C$. Note that we have $C_0 = A \otimes_B A \cong A \otimes_B B \otimes_B A$, and that we have similar presentations for all the $C_p$. Note also that each of the functors $A \otimes_B -$ and $- \otimes_B A$ are exact, since $A$ is flat (free) over $B$. So from a projective bimodule resolution $K$. of $B$ we get a resolution $P_0 = A \otimes_B K \otimes_B A$ of $C_0$ whose differentials are denoted by $d_0^{0,-}$. Projectivity of the new resolution $P_0$ over $A^e$ follows form the
projectivity of $K_\cdot$ over $\mathcal{B}_\mathcal{E}$. By a similar process, we get resolutions $\mathcal{P}_{p,}$ of all the $C_p$.
Namely, we obtain a family $\{\mathcal{P}_{pq}\}_{p,q}$ of projective $A^\mathcal{E}$-modules as well as differentials $d^\mathcal{E}$ of degree $(0, -1)$.

Next, due to the Comparison Lemma, each differential $d_p: C_p \to C_{p-1}$ lifts to a morphism $\mathcal{P}_{p,} \to \mathcal{P}_{p-1,}$ of complexes. Using the sign’s trick, we obtain $d^\mathcal{E}_{pq}: \mathcal{P}_{pq} \to \mathcal{P}_{p-1,q}$ such that the second equation in (2.1) is satisfied. It follows from $d_{p-1}d_p = 0$
that $d^\mathcal{E}_{p-1}d^\mathcal{E}_p$ is null homotopic. This in turn indicates the existence of homotopy $r_{pq}: \mathcal{P}_{pq} \to \mathcal{P}_{p-2,q+2}$ such that the third equation in (2.1) is also satisfied (Here we use $r$ instead of $s$). If the last two hold also, then $(\mathcal{P}_\cdot, d^\mathcal{E}, d^\mathcal{E}_r)$ is a homotopy double complex as required.

We will not discuss the existence of homotopy double complexes for a general GWA. Instead, let us restrict our attention to the special case: $B = k[z]$. In this case, $a$ is not a zero-divisor if and only if $a \neq 0$. Let $a = \varphi(z) = \sum_{i=0} a_i z^{i}$ with $a_i \neq 0$. Since $\sigma(z)$ must be of the form $\lambda z + \eta$ for some $\lambda \in \mathbb{k}^\times$, $\eta \in \mathbb{k}$, we write the GWA $A = B(\sigma, a)$ as $k[z; \lambda, \eta, \varphi(z)]$.

Choose bimodule projective resolutions of $k[z]$ to be

$$0 \to k[z] \otimes k[z] \xrightarrow{\delta_2} k[z] \otimes k[z] \to k[z] \to 0$$

where $\delta_2(1 \otimes 1) = c(z \otimes 1 - 1 \otimes z)$ for any $c \in \mathbb{k}^\times$. According to the construction of $P_\cdot$, given before, we have $\mathcal{P}_{00} = \mathcal{P}_{01} = A \otimes A$, $\mathcal{P}_{10} = \mathcal{P}_{11} = (A^\mathcal{E} \otimes A) \oplus (A \otimes A^\mathcal{E})$, and so on. Note that as $A$-bimodules, $A^\mathcal{E} \otimes A = A \otimes A$, since the actions are all given by

$$a \triangleright (u \otimes v) \triangleleft b = au \otimes vb.$$ 

So we have $\mathcal{P}_{j,0} = \mathcal{P}_{j,1} = (A \otimes A)^{\otimes 2}$ for $j \geq 1$. The nonzero vertical differentials are only $d_{pq}^\mathcal{E}$ for all $p \geq 0$, which are written as $d_p^\mathcal{E}$ for short. Let $d_p^\mathcal{E}$ be induced by $\delta_1$, $d_p^\mathcal{E}$ be induced by $(\delta_1, \delta_{1^{-1}})$ for all odd $j$, and by $(\delta_1, \delta_1)$ for all positive even $j$.

Explicitly, $d_0^\mathcal{E}(1 \otimes 1) = z \otimes 1 - 1 \otimes z$,

$$d_1^\mathcal{E}(1 \otimes 1, 0) = (\sigma(z) \otimes 1 - 1 \otimes z, 0), \quad d_2^\mathcal{E}(1 \otimes 1, 0) = (z \otimes 1 - 1 \otimes z, 0),$$

and so on.

By the Comparison Lemma and the sign’s trick, we define $d_{0,0}^\mathcal{E}$, $d_{1,1}^\mathcal{E}$ as follows,

\begin{align*}
    d_{10}^\mathcal{E}(1 \otimes 1, 0) &= x \otimes 1 - 1 \otimes x, \quad d_{10}^\mathcal{E}(0, 1 \otimes 1) = y \otimes 1 - 1 \otimes y, \\
    d_{2j,0}^\mathcal{E}(1 \otimes 1, 0) &= (y \otimes 1, 1 \otimes x), \quad d_{2j,0}^\mathcal{E}(0, 1 \otimes 1) = (1 \otimes y, x \otimes 1), \\
    d_{2j+1,0}^\mathcal{E}(1 \otimes 1, 0) &= (x \otimes 1, -1 \otimes x), \quad d_{2j+1,0}^\mathcal{E}(0, 1 \otimes 1) = (-1 \otimes y, y \otimes 1), \\
    d_{11}^\mathcal{E}(1 \otimes 1, 0) &= -x \otimes 1 - \lambda \otimes x, \quad d_{11}^\mathcal{E}(0, 1 \otimes 1) = -y \otimes 1 + \lambda^{-1} \otimes y, \\
    d_{2j,1}^\mathcal{E}(1 \otimes 1, 0) &= (-y \otimes 1, -\lambda \otimes x), \quad d_{2j,1}^\mathcal{E}(0, 1 \otimes 1) = (-\lambda^{-1} \otimes y, -x \otimes 1),
\end{align*}
\[ d^h_{2j+1,1}(1 \otimes 1, 0) = (-x \otimes 1, \lambda \otimes x), \quad d^h_{2j+1,1}(0, 1 \otimes 1) = (\lambda^{-1} \otimes y, -y \otimes 1). \]

After that, let us construct \( r_p = r_{p0}: \mathcal{P}_{p0} \to \mathcal{P}_{p-1}\). Define the linear map \( \Delta_0: k[z] \to k[z] \otimes k[z] \) by \( \Delta_0(1) = 0 \) and \( \Delta_0(z^k) = \sum_{i=1}^{k} z^{k-i} \otimes z^{i-1} \) for \( k \geq 1 \). Let \( \iota: k[z] \hookrightarrow A \) be the natural embedding. For any \( k \)-linear endomorphisms \( f, g \) of \( k[z] \), we denote \((\iota \otimes \iota) \circ (f \otimes g) \circ \Delta_0 \) by \( f \Delta^g \), and usually suppress \( f \) or \( g \) if it is the identity map. By a direct computation, we have

\[ d^h_{10}d^h_{20}(1 \otimes 1, 0) = \varphi(z) \otimes 1 - 1 \otimes \varphi(z), \]
\[ d^h_{10}d^h_{20}(0, 1 \otimes 1) = \sigma(\varphi(z)) \otimes 1 - 1 \otimes \sigma(\varphi(z)), \]
\[ d^h_{2j,0}d^h_{2j+1,0}(1 \otimes 1, 0) = (\sigma(\varphi(z)) \otimes 1 - 1 \otimes \varphi(z), 0), \]
\[ d^h_{2j,0}d^h_{2j+1,0}(0, 1 \otimes 1) = (0, \varphi(z) \otimes 1 - 1 \otimes \sigma(\varphi(z))), \]
\[ d^h_{2j+1,0}d^h_{2j+2,0}(1 \otimes 1, 0) = (\varphi(z) \otimes 1 - 1 \otimes \varphi(z), 0), \]
\[ d^h_{2j+1,0}d^h_{2j+2,0}(0, 1 \otimes 1) = (0, \sigma(\varphi(z)) \otimes 1 - 1 \otimes \sigma(\varphi(z))). \]

Thus \( r \) are defined by

\[ r_2(1 \otimes 1, 0) = -\Delta(\varphi(z)), \quad r_2(0, 1 \otimes 1) = -\lambda^\sigma \Delta^\sigma(\varphi(z)), \]
\[ r_{2j+1}(1 \otimes 1, 0) = (-\Delta(\varphi(z)), 0), \quad r_{2j+1}(0, 1 \otimes 1) = (0, -\lambda \Delta^\sigma(\varphi(z))), \]
\[ r_{2j+2}(1 \otimes 1, 0) = (-\Delta(\varphi(z)), 0), \quad r_{2j+2}(0, 1 \otimes 1) = (0, -\lambda^\sigma \Delta^\sigma(\varphi(z))). \]

**Proposition 3.2.** Let \( A = k[z; \lambda, \eta, \varphi(z)] \). The above formulas make \((\mathcal{P}_., d^v, d^h, r)\)

\[
\begin{array}{cccccccc}
\mathcal{P}_{01} & d^h_{11} & \mathcal{P}_{11} & d^h_{21} & \mathcal{P}_{21} & d^h_{31} & \mathcal{P}_{31} & d^h_{41} & \mathcal{P}_{41} & \cdots \\
\mathcal{P}_{00} & r_2 & \mathcal{P}_{10} & d^h_{20} & \mathcal{P}_{20} & d^h_{30} & \mathcal{P}_{30} & d^h_{40} & \mathcal{P}_{40} & \cdots \\
\end{array}
\]

into a homotopy double complex, and thus \( \text{Tot} \mathcal{P}_- \) is an \( A^c \)-projective resolution of \( A \).

**Proof.** It suffices to verify the last two equations of (2.1).

By the definition of \( r \), we have \( d^h_{p-1,0}d^h_{p0} = -d^v_{p-2}r_p \) for all \( p \). Then

\[ d^v_{p-3}d^h_{p-2,1}r_p = -d^v_{p-2,0}d^v_{p-2}r_p = d^v_{p-2,0}d^h_{p-1,0}d^h_{p0} = -d^v_{p-3}r_p - d^h_{p0}. \]

Since \( d^v_{p-3} \) is injective, we have \( d^v_{p-2,1}r_p + r_{p-1}d^h_{p0} = 0 \) for all \( p \), which expresses that the fourth equation of (2.1) is fulfilled. Since \( r_p \) are only nonzero homotopy, the fifth equation holds trivially. \( \square \)

**Remark 3.3.** Following [10], the GWA \( k[z; \lambda, \eta, \varphi(z)] \) is called classical if \( \lambda = 1, \eta = 0 \), called quantum if \( \lambda \neq 1, \eta = 0 \). In both cases, \( A^c \)-projective resolutions of \( A \)
are constructed in [6] and [19] respectively, via Smith algebra [18], i.e., the algebra $B_3$ given in Sect. 4. Our results coincide with theirs, but in a different way.

4. Homological smoothness

In this section, let $A = k[z; \lambda, \eta, \varphi(z)]$. Using the homotopy double complex $P_\ast$, the Hochschild cohomology of $A$ with coefficients in an $A$-bimodule $M$ can be computed. In fact, let $Q^{pq} = \text{Hom}_A(P_{pq}, M)$, and $\partial^v_{pq}, \partial^h_{pq}, s^{pq}$ be the maps obtained by letting $\text{Hom}_A(-, M)$ act on $d^v_{p,q+1}, d^h_{p+1,q}, r_{p+2,q-1}$ respectively. Then $(Q^\ast, \partial_v, \partial_h, s)$ is also a homotopy double complex and

$$H^n(A, M) = H^n(\text{Hom}_A(Tot P_\ast, M)) = H^n(Tot Q^\ast).$$

Since the complex $\text{Tot } Q^\ast$ is periodic, an element in $Z^n(\text{Tot } Q^\ast)$ (resp. $B^n(\text{Tot } Q^\ast)$) is called a Per $n$-cocycle (resp. Per $n$-coboundary).

Concretely, $Q^\ast$ is given as follows,

$$\begin{array}{cccccccc}
M & \overset{\partial^0_{h}}{\longrightarrow} & M \oplus M & \overset{\partial^1_{h}}{\longrightarrow} & M \oplus M & \overset{\partial^2_{h}}{\longrightarrow} & M \oplus M & \overset{\partial^3_{h}}{\longrightarrow} & \cdots \\
n & \downarrow \partial^0_{v} & \downarrow \partial^1_{v} & \downarrow \partial^2_{v} & \downarrow \partial^3_{v} & \\
M & \overset{\partial^0_{h}}{\longrightarrow} & M \oplus M & \overset{\partial^1_{h}}{\longrightarrow} & M \oplus M & \overset{\partial^2_{h}}{\longrightarrow} & M \oplus M & \overset{\partial^3_{h}}{\longrightarrow} & \cdots 
\end{array}$$

where for all $j \geq 1$,

$$\begin{align*}
\partial^0_{h}(m) &= (xm - mx, ym - my), \\
\partial^0_{v}(m) &= (zm - mz), \\
\partial^{2j-1,0}_{h}(m_1, m_2) &= (ym_1 + m_2x, m_1y + xm_2), \\
\partial^{2j+0}_{h}(m_1, m_2) &= (xm_1 - m_2x, -m_1y + ym_2), \\
\partial^{2j-1,1}_{h}(m_1, m_2) &= (-ym_1 - \lambda m_2x, -\lambda^{-1} m_1y - xm_2), \\
\partial^{2j+1}_{h}(m_1, m_2) &= (-xm_1 + \lambda m_2x, -\lambda^{-1} m_1y - ym_2), \\
\partial^{0}_{v}(m) &= (\sigma(z)m_1 - m_1z, \lambda^{-1} zm_2 - \lambda^{-1} m_2 \sigma(z)), \\
\partial^{2j}_{v}(m_1, m_2) &= (zm_1 - m_1z, \lambda^{-1} \sigma(z)m_2 - \lambda^{-1} m_2 \sigma(z)), \\
s^{0}(m) &= (-\Delta(\varphi) \cdot m - \lambda^p \Delta^\sigma(\varphi) \cdot m), \\
s^{2j-1}(m_1, m_2) &= (-\sigma(\varphi) \cdot m_1, -\lambda \Delta^\sigma(\varphi) \cdot m_2), \\
s^{2j}(m_1, m_2) &= (-\Delta(\varphi) \cdot m_1, -\lambda^p \Delta^\sigma(\varphi) \cdot m_2).
\end{align*}$$

Let $\partial^\ast$ be the differentials of Tot $Q^\ast$. Denote by $\varphi'(z)$ the formal derivative of $\varphi(z)$.
Lemma 4.1. If \( \varphi(z) \) has no multiple roots, then \( H^3(\text{Tot} \, Q^-) = 0 \) for all \( A \)-bimodules \( M \).

Proof. During the proof, we sometimes write a polynomial \( h(z) \) as \( h \), for simplicity. Fix \( \alpha(z), \beta(z) \in k[z] \) such that \( \alpha(z)\varphi(z) + \beta(z)\varphi'(z) = 1 \).

Suppose that \( (m_1, m_2, m_3, m_4) \) is a Per 3-cocycle. Then \( \partial_h^{21}(m_1, m_2) + \partial_h^{30}(m_3, m_4) = 0 \) and \( s^2(m_1, m_2) + \partial_h^{30}(m_3, m_4) = 0 \), that is,

\begin{align*}
& \text{(4.1)} \quad -xm_1 + \lambda m_2x + \sigma(z)m_3 - m_3z = 0, \\
& \text{(4.2)} \quad m_1y - \lambda ym_2 + zm_4 - m_4\sigma(z) = 0, \\
& \text{(4.3)} \quad -\Delta(\varphi) \cdot m_1 + ym_3 + m_4x = 0, \\
& \text{(4.4)} \quad -\lambda^3\Delta^3(\varphi) \cdot m_2 + m_3y + xm_4 = 0.
\end{align*}

By induction, we obtain from (4.1), (4.2) that for any \( j \geq 1 \),

\[
\sigma(z)^j m_3 - m_3z^j = x(\Delta(z)^j \cdot m_1) - \lambda(\Delta^3(z)^j \cdot m_2)x,
\]

\[
m_4\sigma(z)^j - z^j m_4 = (\Delta(z)^j \cdot m_1)y - \lambda y(\Delta^3(z)^j \cdot m_2).
\]

Thus

\[
\Delta(\varphi) \cdot (m_3\beta) = \sum_{i=1}^{l} a_i \sum_{j=1}^{i} \sigma(z)^{i-j} m_3\beta z^{j-1}
\]

\[
= \sum_{i=1}^{l} a_i (m_3z^{i-j} + x(\Delta(z)^{i-j} \cdot m_1) - \lambda(\Delta(z)^{i-j} \cdot m_2)x)\beta z^{j-1}
\]

\[
= m_3\beta \varphi' + \sum_{i=2}^{l} \sum_{j=1}^{i-1} \sum_{k=1}^{i-j} a_i (xz^{i-j-k}m_1z^{j+k-2} - \lambda \sigma(z)^{i-j-k}m_2\sigma(z)^{j+k-2}x)\beta
\]

\[
= m_3\beta \varphi' + \sum_{i=2}^{l} \sum_{j=1}^{i-1} \sum_{k=1}^{i-j} a_i (xz^{i-j-k}m_1z^{j-2} - \lambda \sigma(z)^{i-j-k}m_2\sigma(z)^{j-2}x)\beta
\]

\[
= m_3\beta \varphi' + \sum_{i=2}^{l} \sum_{k=2}^{i} \sum_{j=1}^{i-k-1} a_i (xz^{i-k}m_1z^{k-2} - \lambda \sigma(z)^{i-k}m_2\sigma(z)^{k-2}x)\beta
\]

\[
= m_3\beta \varphi' + \sum_{i=2}^{l} \sum_{k=2}^{i} \sum_{j=1}^{i-k} (k-1)a_i (xz^{i-k}m_1z^{k-2} - \lambda \sigma(z)^{i-k}m_2\sigma(z)^{k-2}x)\beta
\]

\[
= m_3\beta \varphi' + \sum_{i=1}^{l} a_i (xz^{i-k}m_1(z^{k-1})' - \lambda \sigma(z)^{i-k}m_2\sigma((z^{k-1})')x)\beta
\]

\[
= m_3\beta \varphi' + x(\Delta^D(\varphi) \cdot m_1)\beta - \lambda(\sigma^{\Delta^D}(\varphi) \cdot m_2)\sigma(\beta)x,
\]

where \( D = d/dz \). Similarly,

\[
\sigma^3(\varphi) \cdot (m_4\sigma(\beta)) = m_4\sigma(\beta \varphi') - (\Delta^D(\varphi) \cdot m_1)\beta y + \lambda y(\sigma^{\Delta^D}(\varphi) \cdot m_2)\sigma(\beta).
\]
Let \( n_1 = -m_3\beta \). The first component of \( s^1(n_1, 0) \) is
\[
m_3 - m_3\alpha y x + x(\Delta^D(\varphi) \cdot m_1)\beta - \lambda(\sigma^D(\varphi) \cdot m_2)\sigma(\beta)x
= m_3 + x(\Delta^D(\varphi) \cdot m_1)\beta - (m_3\alpha y + \lambda(\sigma^D(\varphi) \cdot m_2)\sigma(\beta))x.
\]
Let
\[
n_3 = - (\Delta^D(\varphi) \cdot m_1)\beta,
\]
\[
n_4 = - m_3\alpha y - \lambda(\sigma^D(\varphi) \cdot m_2)\sigma(\beta).
\]
Clearly, the first component of \( s^1(n_1, 0) + \partial^D_h(n_3, n_4) \) equals \( m_3 \), and the second one is equal to
\[
(4.6) \quad (\Delta^D(\varphi) \cdot m_1)\beta y - y m_3\alpha y - \lambda y(\sigma^D(\varphi) \cdot m_2)\sigma(\beta).
\]
Next, consider the difference between \( (m_1, m_2) \) and \( \partial^D_h(n_1, 0) + \partial^D_e(n_3, n_4) \). Notice that
\[
(4.7) \quad z(\Delta^D(\varphi) \cdot m) - (\Delta^D(\varphi) \cdot m)z = \Delta(\varphi) \cdot m - m\varphi'
\]
for all \( m \in M \). It follows that
\[
zn_3 - n_3z = m_1\beta\varphi' - (\Delta(\varphi) \cdot m_1)\beta,
\]
\[
\sigma(z)n_4 - n_4\sigma(z) = m_3\alpha y - \sigma(z)m_3\alpha y + \lambda m_2\sigma(\beta\varphi') - \lambda(\sigma^D(\varphi) \cdot m_2)\sigma(\beta).
\]
So by (4.6),
\[
\partial^D_h(n_1, 0) + \partial^D_e(n_3, n_4)
= (ym_3\beta + m_1\beta\varphi' - (\Delta(\varphi) \cdot m_1)\beta, \lambda^{-1}m_3\beta y + \lambda^{-1}m_3\alpha y
- \lambda^{-1}\sigma(z)m_3\alpha y + m_2\sigma(\beta\varphi') - (\sigma^D(\varphi) \cdot m_2)\sigma(\beta))
= (m_1\beta\varphi' - m_4x\beta, -\lambda^{-1}\sigma(z)m_3\alpha y + \lambda^{-1}m_3z\alpha y - \lambda^{-1}xm_4\sigma(\beta)
+ m_2 - m_2x\alpha y)
= (m_1\beta\varphi' - m_4x\beta, -\lambda^{-1}xm_1\alpha y - \lambda^{-1}xm_4\sigma(\beta) + m_2)
= (m_1, m_2) - (m_1\alpha y x + m_4\sigma(\beta)x, \lambda^{-1}xm_1\alpha y + \lambda^{-1}xm_4\sigma(\beta))
= (m_1, m_2) - \partial^D_h(0, -\lambda^{-1}m_1\alpha y - \lambda^{-1}m_4\sigma(\beta)).
\]
Thus by letting \( n_2 = -\lambda^{-1}m_1\alpha y - \lambda^{-1}m_4\sigma(\beta) \), we have
\[
(m_1, m_2) = \partial^D_h(n_1, n_2) + \partial^D_e(n_3, n_4).
\]
In order to finish the proof, we show that the second component of \( s^1(n_1, n_2) \) plus (4.6) is equal to \( m_4 \). In fact, since
\[
\Delta(\varphi) \cdot (m_1\alpha y) = (\Delta(\varphi) \cdot m_1)\alpha y
= (ym_3 + m_4x)\alpha y = ym_3\alpha y + m_4xy\sigma(\alpha),
\]

together with (4.4), we have
\[-\lambda \Delta(\varphi) \cdot n_2 = ym_3 \alpha y + m_4 xy \sigma(\alpha) + m_4 \sigma(\beta \varphi') - (\Delta^D(\varphi) \cdot m_1) \beta y + \lambda y(\sigma \Delta^D(\varphi) \cdot m_2) \sigma(\beta),\]
\[= m_4 + ym_3 \alpha y - (\Delta^D(\varphi) \cdot m_1) \beta y + \lambda y(\sigma \Delta^D(\varphi) \cdot m_2) \sigma(\beta),\]
\[= m_4 - \frac{4}{3}\lambda \eta \lambda \eta,\]
\[\text{Therefore, } (m_1, m_2, m_3, m_4) = \partial^2(n_1, n_2, n_3, n_4), \text{ namely } \ker \partial^3 = \text{Im} \partial^2, \text{ and so } H^3(\text{Tot } \mathcal{Q}^{-}) = 0.\]

Next, we introduce some algebras related to $A$. Let $B_1, B_2$ be the subalgebras of $A$ generated by $x$ and $z, y$ and $z$, respectively. They are given in terms of generators and relations by
\[B_1 = k\langle x, z \rangle/(xz - \lambda zx - \eta z),\]
\[B_2 = k\langle y, z \rangle/(yz - \lambda^{-1} yz + \lambda^{-1} \eta z).\]
Since both of them are Ore extensions of $k[z]$, by [13], they are twisted Calabi-Yau algebras, and their individual Nakayama automorphisms $\nu_1, \nu_2$ are given by $\nu_1(z) = \lambda^{-1} z - \lambda^{-1} \eta, \nu_1(x) = b_1 x$, $\nu_2(z) = \lambda z + \eta, \nu_2(y) = b_2 y$ for some $b_1, b_2 \in k[z]$.

On the other hand, $B_1$ and $B_2$ are endowed with the standard filtrations by $F^n B_1 = \sum_{i+j \leq n} k z^i x^j$ and $F^n B_2 = \sum_{i+j \leq n} k z^i y^j$, respectively. Their associated graded algebras are
\[\text{gr } B_1 = k\langle x, z \rangle/(xz - \lambda zx),\]
\[\text{gr } B_2 = k\langle y, z \rangle/(yz - \lambda^{-1} yz),\]
which are quantum planes with their Nakayama automorphisms
\[x \mapsto \lambda x, \quad z \mapsto \lambda^{-1} z,\]
\[y \mapsto \lambda^{-1} y, \quad z \mapsto \lambda z.\]
By [22] Proposition 1.1, $\nu_1, \nu_2$ are filtered automorphisms, and the associated graded algebra automorphisms $\text{gr } \nu_1, \text{ gr } \nu_2$ coincide with the Nakayama automorphisms of $\text{gr } B_1, \text{ gr } B_2$, respectively. Consequently, $b_1 = \lambda, b_2 = \lambda^{-1}$.

Now extend $\sigma^{-1}$ to the automorphism $\sigma_1$ of $B_1$ by sending $x$ to $x$, and define the $\sigma_1$-derivation $\delta_1: B_1 \to B_1$ by
\[\delta_1|_B = 0, \quad \delta_1(x) = \varphi(z) - \sigma(\varphi(z)).\]
We obtain an Ore extension $B_3 = B_1[y; \sigma_1, \delta_1]$. Similarly, extend $\sigma$ to the automorphism $\sigma_2$ of $B_2$ by sending $y$ to $y$, and define the $\sigma_2$-derivation $\delta_2: B_2 \to B_2$ by
\[\delta_2|_B = 0, \quad \delta_2(y) = \sigma(\varphi(z)) - \varphi(z).\]
It is easy to check $B_3 = B_2[x; \sigma_2, \delta_2]$ and that $\omega := yx - \varphi(z)$ is a central regular element in $B_3$, and $A \cong B_3/\omega B_3$.

Applying [13, Theorem 0.2] again, we have

**Lemma 4.2.** The algebra $B_3$ is twisted Calabi-Yau of dimension 3 whose Nakayama automorphism $\nu_3$ is given by

$$\nu_3(x) = \lambda x, \ \nu_3(y) = \lambda^{-1} y, \ \nu_3(z) = z.$$

In order to compute $\text{Ext}^n_{A^e}(A, A^e)$, we need the following Rees Lemma.

**Lemma 4.3** ([17, Theorem 8.34]). Let $R, S$ be two rings, and $c \in R$ be a central element that is neither a unit nor a zero-divisor. Denote $R^* = R/cR$. If $M$ is an $R$-$S$-bimodule and $c$ is regular on $M$, then there is an isomorphism of $S$-modules

$$\text{Ext}^n_R(L^*, M/cM) \cong \text{Ext}^{n+1}_R(L^*, M)$$

for every $R^*$-module $L^*$ and every $n \geq 0$.

**Proposition 4.4.** There are isomorphisms of $A^e$-modules

$$\text{Ext}^i_{A^e}(A, A^e) \cong \begin{cases} 0, & \text{if } i \neq 2, \\ A^\nu, & \text{if } i = 2, \end{cases}$$

where the algebra automorphism $\nu$ is given by

$$\nu(x) = \lambda x, \ \nu(y) = \lambda^{-1} y, \ \nu(z) = z.$$

**Proof.** First of all, since $\omega$ is a central regular element in $B_3$ and $A \cong B_3/\omega B_3$, there is a short exact sequence

$$0 \to B_3 \to B_3 \to A \to 0$$

of $B_3^e$-modules. Applying $\text{Hom}_{B_3^e}(\_, B_3^e)$ to it, we obtain a long exact sequence

$$\cdots \to \text{Ext}^i_{B_3^e}(A, B_3^e) \to \text{Ext}^i_{B_3^e}(B_3, B_3^e) \to \text{Ext}^i_{B_3^e}(B_3, B_3^e) \to \text{Ext}^{i+1}_{B_3^e}(A, B_3^e) \to \cdots$$

of $B_3^e$-modules.

By Lemma 4.2, the above exact sequence is

$$\cdots \to 0 \to \text{Ext}^3_{B_3^e}(A, B_3^e) \to B_3^{\nu_3} \xrightarrow{\omega} B_3^{\nu_3} \to \text{Ext}^4_{B_3^e}(A, B_3^e) \to 0 \to \cdots.$$

Since $\omega$ is regular and $B_3^{\nu_3}/\omega B_3^{\nu_3} \cong A^\nu$, there are isomorphisms of $B_3^e$-modules

$$\text{Ext}^i_{B_3^e}(A, B_3^e) \cong \begin{cases} 0, & \text{if } i \neq 4, \\ A^\nu, & \text{if } i = 4. \end{cases}$$

Apply Rees Lemma to the case: $R = S = B_3^e$, $c = \omega \otimes 1$, $L^* = A$, $M = B_3^e$. There are isomorphisms

$$\text{Ext}^i_{A \otimes B_3^e}(A, A \otimes B_3^{op}) \cong \text{Ext}^{i+1}_{B_3^e}(A, B_3^e)$$
for all $i$. Apply Rees Lemma again to the case: $R = S = A \otimes B^\text{op}_3$, $c = 1 \otimes \omega$, $L^* = A$, $M = A \otimes B^\text{op}_3$. There are isomorphisms

$$\Ext^i_{A^e}(A, A^e) \cong \Ext^{i+1}_{A \otimes B^\text{op}_3}(A, A \otimes B^\text{op}_3)$$

for all $i$. Therefore, we have

$$\Ext^i_{A^e}(A, A^e) \cong \begin{cases} 0, & \text{if } i \neq 2, \\ A^\nu, & \text{if } i = 2. \end{cases}$$

Together with Lemma 4.1, we have

**Theorem 4.5.** Let $A = k[z; \lambda, \eta, \varphi(z)]$, and $\nu$ be as in Proposition 4.4. If $\varphi(z)$ has no multiple roots, then $A$ is homologically smooth. Moreover, $A$ is $\nu$-twisted Calabi-Yau of dimension 2.

Quantum 2-spheres are a continuously parametrized family of $SU_q(2)$-spaces that are analogs of the classical 2-sphere $SU(2)/SO(2)$. They were firstly constructed by Podleś [15], and later studied by many other people, see [5], [9], [10], [12], [14], etc. Quantum 2-spheres are a class of important quantum homogeneous spaces whose many properties are discovered and are applied in the realms of quantum group, noncommutative geometry, and mathematical physics.

As a $C^*$-algebra, quantum 2-sphere is generated by $X$, $Y$, $Z$, subject to

$$XZ = q^2 ZX, \quad ZY = q^2 YZ,$$

$$XY = uv + (u - v)Z - Z^2, \quad XY = uv + q^2(u - v)Z - q^4 Z^2,$$

where $q \in \mathbb{R}^\times$ is not a root of unity, and $u, v \in \mathbb{R}$ with $u + v \neq 0$. It is a GWA $\mathbb{C}[Z; q^2, 0, uv + (u - v)Z - Z^2]$. It is called standard if $(u, v) = (1, 0)$, which turns out to be homologically smooth in [12]. The next corollary follows obviously from Theorem 4.5 since $uv + (u - v)Z - Z^2$ has two distinct roots $u, -v$, and hence gives an affirmative reply to [12, Question 2].

**Corollary 4.6.** The quantum 2-spheres are all homologically smooth.

5. Noncommutative deformations

In this section, assume that $A = k[z; \lambda, \eta, \varphi(z)]$ is noncommutative, namely, $(\lambda, \eta) \neq (1, 0)$.

We will study deformations of $A$. A result of [16] is that $A$ is isomorphic to a quantum GWA if $\lambda \neq 1$. The Hochschild cohomology $H^n(A, A)$ has been computed in [6] (classical case) and [19] (quantum case) for every $n$. So essentially, the first order deformations of $A$ have been known.
Let us focus on the formal deformations of \( A \). They are controlled by \( H^2(A, A) \) and \( H^3(A, A) \). If one wants to construct a formal deformation, the choice of \( F_i \in C^2(A, A) \) must be made carefully so that all obstructions can be passed. By Lemma 4.1, \( H^3(A, A) = 0 \) if \( A \) is homologically smooth. In this case, every Hochschild 2-cocycle lifts to a formal deformation. A surprising result in this section is that even if \( A \) is not homologically smooth, we can construct a formal deformation starting with a special Hochschild 2-cocycle.

Let \( M \) be an \( A \)-bimodule, \( m \in M \). Consider the element

\[
f(m) := (\lambda mx, -ym, 0, -\lambda^p \Delta^q (\varphi) \cdot m) \in M^{\geq 4}.
\]

It is easy to verify that \( f(m) \) is a Per 2-cocycle for any \( m \in M \). So we obtain a map \( f: M \rightarrow Z^2(\text{Tot } \mathbb{Q}^+) \). Let \([A, M']\) be the space of \( M \) spanned by all twisted commutators \( bm - m_0(b) \) for all \( b \in A \) and \( m \in M \). A further computation shows \( f([A, M']) \subset B^2(\text{Tot } \mathbb{Q}^+) \), and thus \( f \) induces a map \( H_0(A, M') \rightarrow H^2(A, M) \). In particular, \( f \) is injective when \( M = A \), and so \( f(A) \) is a subset of \( Z^2(\text{Tot } \mathbb{Q}^+) \).

Now, \( B = \{ z^p x_q \mid p \geq 0, q \in \mathbb{Z} \} \) is a basis for \( A \), define \( |z^p x_q| = p + (l + 1)|q| \).

This equips \( A \) with a filtration \( \{\Gamma A\} \) by setting

\[
\Gamma^n A = \sum_{b \in B, |b| \leq n} kb.
\]

A Hochschild \( m \)-cochain \( F \) is said to preserve \( \Gamma \) if \( F(b_1, \ldots, b_m) \in \Gamma^{b_1 + \cdots + b_m} A \) for all \( b_1, \ldots, b_m \in B \).

### 5.1. Comparisons

When dealing with formal deformations, we will exchange Per cochains and Hochschild cochains frequently. For this reason, let us construct two comparisons between the bar resolution \( C^\text{bar} \) of \( A \) and \( \text{Tot } \mathcal{P} \).

\[
\begin{array}{ccccccc}
A^{\otimes 2} & \xrightarrow{b'} & A^{\otimes 3} & \xrightarrow{b'} & A^{\otimes 4} & \xrightarrow{b'} & A^{\otimes 5} & \xrightarrow{b'} & \cdots \\
\theta_0 & \theta'_0 & \theta_1 & \theta'_1 & \theta_2 & \theta'_2 & \theta_3 & \theta'_3 & \cdots \\
\mathcal{P}_{00} & \xrightarrow{d_1} & \mathcal{P}_{01} \oplus \mathcal{P}_{10} & \xrightarrow{d_2} & \mathcal{P}_{11} \oplus \mathcal{P}_{20} & \xrightarrow{d_3} & \mathcal{P}_{21} \oplus \mathcal{P}_{30} & \cdots & \\
\end{array}
\]

In order to save space, we write \( a_1 |a_2| \cdots |a_n \) instead of \( a_1 \otimes a_2 \otimes \cdots \otimes a_n \). Define \( \theta_0 = \theta'_0 = \text{id} \), and define \( \theta_1, \theta'_1 \) by

\[
\theta_1(1|z^i x^j|1) = \left( \sum_{k=1}^{i} z^i \cdot k \cdot z^{k-1} x^j, \sum_{k=1}^{j} z^j \cdot x^j \cdot k \cdot |x^{k-1}|, 0 \right),
\]

\[
\theta'_1(1|z^i y^j|1) = \left( \sum_{k=1}^{i} z^i \cdot k \cdot z^{k-1} y^j, \sum_{k=1}^{j} z^j \cdot y^j \cdot k \cdot |y^{k-1}|, 0 \right),
\]

and

\[
\theta_1'(1|1,0,0) = 1|z|1, \quad \theta_1'(0,1|1,0) = 1|x|1, \quad \theta_1'(0,0,1|1) = 1|y|1.
\]
Recall that
\[
\begin{align*}
    d_2(1|1,0,0,0) &= (-x|1 + \lambda|x, \sigma(z)|1 - 1|z, 0), \\
    d_2(0,1|1,0,0) &= (-y|1 + \lambda^{-1}|y, 0, \lambda^{-1}|z|1 - \lambda^{-1}|\sigma(z)), \\
    d_2(0,0,1|1,0) &= (-\Delta(\varphi), y|1, 1|x), \\
    d_2(0,0,0,1|1) &= (-\lambda^n\Delta^n(\varphi), 1|y, x|1).
\end{align*}
\]
By the fact \(\Delta(\sigma^q(z)^i) = \lambda^q \sum_{k=1}^i \sigma^q(z)^i-k|\sigma^q(z)^k-1\), we have
\[
\theta_1 b'(1|z^p x^q|z^i x^j|1)
\]
and the three parts are
\[
\text{Part 1} = \left( \sum_{k=1}^i z^p x^q z^{i-k}|z^{k-1}x^j, \sum_{k=1}^j z^p x^q z^i x|k^{k-1}, 0 \right),
\]
\[
\text{Part 2} = \left( \sum_{k=1}^p z^p-k|z^{k-1}\sigma^q(z)^i x^q+j + \sum_{k=1}^i \lambda^q z^p \sigma^q(z)^i-k|\sigma^q(z)^k-1 x^q+j, \right.
\]
\[
\left. \sum_{k=1}^q z^p \sigma^q(z)^i x^q+j-k|x^{k-1}, 0 \right),
\]
\[
\text{Part 3} = \left( \sum_{k=1}^p z^p-k|z^{k-1}x^q z^i x^j, \sum_{k=1}^q z^p x^q-k|z^{k-1} x^i x^j, 0 \right),
\]
respectively. A direct computation shows that the sum is equal to
\[
d_2\left( -\sum_{k=1}^i \sum_{s=1}^q z^p \sigma^q(z)^i-k x^{q-s}((\lambda x)^{s-1} z^{k-1} x^j, 0, 0, 0 \right).
\]
Denote \(\Delta^{\nu}(x^q) = \sum_{s=1}^q x^{q-s}|(\lambda x)^{s-1}\) and thus define
\[
\theta_2(1|z^p x^q|z^i x^j|1) = \left( -z^p \sigma^q(z)^i \Delta^{\nu}(x^q) x^j, 0, 0, 0 \right).
\]
Similarly, we define
\[
\theta_2(1|z^p x^q|z^i y^j|1) = \left( -z^p \sigma^q(z)^i \Delta^{\nu}(y^j) y^j, 0, 0, z^p \sigma^q(z)^i y^{j-1} \right),
\]
\[
\theta_2(1|z^p y^q|z^i x^j|1) = \left( 0, -z^p \sigma^{-1}(z)^i x^j, z^p \sigma^{-1}(z)^i x^{j-1}, 0 \right),
\]
\[
\theta_2(1|z^p y^q|z^i y^j|1) = \left( 0, -z^p \sigma^{-1}(z)^i \Delta^{\nu}(y^j) y^j, 0, 0 \right),
\]
\[
\theta_2(1|z^p x^q|z^i y^j|1) = \theta_2(1|z^p x^q|z^i x^j|1) = 0
\]
where \(\Delta^{\nu}(y^q) = \sum_{s=1}^q y^{q-s}|(\lambda^{-1} y)^{s-1}\).

The explicit forms of \(\theta_2(1|z^p x^q|z^i y^j|1)\) and \(\theta_2(1|z^p y^q|z^i x^j|1)\) for \(q \geq 2\) can be obtained by a further (but boring) computation. The following subsection concerns Hochschild 2-cochains \(F = f \circ \theta_2\) for some Per 2-cochains. By virtue of the following
lemma, we do not have to describe $F(u, v)$ for every $(u, v) \in A \times A$ if $F$ satisfies some conditions. In particular, the computation of $\theta_2(1|z^p x^q|z^i x^j|1)$, $\theta_2(1|z^p y^q|z^i x^j|1)$ for $q \geq 2$ is actually avoidable.

**Lemma 5.1.** Let $A = k[z; \lambda, \eta, \varphi(z)]$, and $F : A \times A \to A$ be a Hochschild 2-cochain. Suppose for any $u, v \in A$,

(a) $F(u, 1) = F(1, v) = 0$,

(b) $F(zu, v) = zF(u, v)$, and $F(x^q, x^j) = F(y^q, y^j) = 0$ for all $q, j$.

Then $F$ is uniquely determined by the following datum:

$$bF, F(x, z), F(x, y), F(y, z), F(y, x).$$

If further, $bF$ preserves $\Gamma$, $F(x, z), F(y, z) \in \Gamma^{i+2} A$ and $F(x, y), F(y, x) \in \Gamma^{2i+2} A$, then $F$ preserves $\Gamma$.

**Proof.** By the definition of $bF$, we have

$$bF(x, z, z^{i-1}) = xF(z, z^{i-1}) - F(xz, z^{i-1}) + F(x, z^i) - F(x, z)z^{i-1}$$

(5.1)

$$= F(x, z^i) - \sigma(x)F(x, z^{i-1}) - F(x, z)z^{i-1},$$

$$bF(x, y, y^{i-1}) = xF(y, y^{j-1}) - F(xy, y^{j-1}) + F(x, y^j) - F(x, y)y^{j-1}$$

(5.2)

$$= F(x, y^j) - F(x, y)y^{j-1},$$

$$bF(x, z^i, y^j) = xF(z^i, y^j) - F(xz^i, y^j) + F(x, z^i y^j) - F(x, z^i)y^j$$

(5.3)

$$= F(x, z^i y^j) - \sigma(x)^j F(x, y^j) - F(x, z^i)y^j$$

$$bF(x, z^i, x^j) = xF(z^i, x^j) - F(xz^i, x^j) + F(x, z^i x^j) - F(x, z^i)x^j$$

(5.4)

$$= F(x, z^i x^j) - F(x, z^i)x^j.$$}

Since (5.1) is a recursive formula for $F(x, z^i)$, it determines $F(x, z^i)$. The value of $F(x, y^j)$ is immediately from (5.2). Then by (5.3), (5.4), $F(x, z^{i} x^j)$, $F(x, z^i y^j)$ are also determined.

For $F(x^q, z^i x^j)$, we just consider $bF(x^q-1, x, z^i x^j)$. For $F(x^q, z^i y^j)$, if $j \geq 1$, then

$$F(x^q, z^i y^j) = F(x^{q-1}, \sigma(z)^j \sigma(\varphi) y^{j-1}) + x^{q-1} F(x, z^i y^j) - bF(x^{q-1}, x, z^i y^j).$$

So it reduces to determine $F(x^{q-1}, z^i y^{j-1})$. This can be achieved by induction on $q$.

Since $F(zu, v) = zF(u, v)$, all the values of $F(z^p x^q, z^i x^j)$, $F(z^p x^q, z^i y^j)$ are uniquely determined, and similar for $F(z^p y^q, z^i x^j)$, $F(z^p y^q, z^i y^j)$.

The last claim is contained in the above argument. 

**Remark 5.2.** If $bF = 0$, then by the above proof, the first equation of (b) holds for all $u, v \in A$ if it holds for $u \in \{x, y, z\}, v \in A$.

The morphisms $\theta_2^0, \theta_3^0$ are listed as follows.

$$\theta_2^0(1|1, 0, 0, 0) = \lambda|z|x|1 - 1|x|z|1.$$
\[ \theta'_2(0, 1, 0, 0) = \lambda^{-1}|z|y|1 - 1|y|z|1, \]
\[ \theta'_2(0, 0, 1, 0, 0) = 1|y|x|1 + 1|1|1|\varphi(z) - \sum_{i=1}^{l} \sum_{j=1}^{i} a_i|z^{i-j}|z^j-1, \]
\[ \theta'_2(0, 0, 0, 1, 0) = 1|x|y|1 + 1|1|1|\sigma(\varphi(z)) - \sum_{i=1}^{l} \sum_{j=1}^{i} a_i|\sigma(z)^{i-j}|\lambda z|\sigma(z)^{j-1}, \]
\[ \theta'_2(1, 0, 0, 0) = 1|z|y|1 - \lambda|y|z|x|1 + 1|y|z|1 + 1|z|1|1|\sigma(\varphi(z)) \]
\[ + 1|1|1|z|\varphi(z) - \sum_{i=1}^{l} \sum_{j=1}^{i} a_i|z^{i-j}|z^j-1, \]
\[ \theta'_2(0, 1, 1, 0, 0) = 1|x|y|1 - \lambda^{-1}|x|z|y|1 + 1|x|y|z|1 + 1|z|1|1|\sigma(\varphi(z)) \]
\[ + 1|1|1|z|\varphi(z) - \sum_{i=1}^{l} \sum_{j=1}^{i} a_i|z^{i-j}|\lambda z|\varphi(z)^{j-1}, \]
\[ \theta'_2(0, 1, 0, 1, 0) = 1|x|y|1 - \lambda^{-1}|x|z|y|1 + 1|x|y|z|1 + 1|x|1|\varphi(z) \]
\[ + 1|x|1|z|\sigma(\varphi(z)) - \sum_{i=1}^{l} \sum_{j=1}^{i} a_i|z^{i-j}|\lambda z|\varphi(z)^{j-1}, \]
\[ \theta'_2(0, 0, 0, 0, 1) = 1|y|x|y|1 - \sum_{i=1}^{l} \sum_{j=1}^{i} (a_i|y|z^{i-j}|\lambda z|\varphi(z)) \]
\[ - a_i|z^{i-j}|\lambda z|\varphi(z)^{j-1} + a_i|z^{i-j}|y|\varphi(z)^{j-1}. \]

Higher \( \theta_i \), \( \theta'_i \) can be found inductively; the above is as much as we will need in the following.

5.2. Deformations of GWAs (I). From now on, \( k \) is of characteristic zero. Denote \( \tilde{\varphi}(z) = \sigma(\varphi(z)) \). Let \( A = k[z; \lambda, 0, \varphi(z)] \) and we will construct a formal deformation starting with the Per 2-cocycle \( f(z) \).

Let \( F_1 \) be the Hochschild 2-cocycle corresponding to \( f(z) \). By the map \( \theta_2 \) defined in the previous subsection, we have
\[ F_1(z^p x^q, z^i x^j) = \lambda z^{p|\Delta^p(x^q)|} \cdot z)(z^{i+j} x^j, \]
\[ F_1(z^p x, z^i y^j) = -\lambda z^{p+1}|x(z^i)|y^j - z^{p+1}\varphi'(z)(\lambda z)^i y^j \]
\[ F_1(z^p y, z^i x^j) = z^p y z(z^i) x^j, \]
\[ F_1(z^p y^2, z^i y^j) = z^p y(\Delta^p(y^2)) \cdot z)(z^{i+j} y^j. \]

By Remark 5.2, \( F_1 \) satisfies the conditions (a), (b) in Lemma 5.1 and so \( F_1 \) is uniquely determined by these equations. Also, \( F_1 \) preserves \( \Gamma \). The fact \( F_1 \) satisfies the condition (a) is equivalent to that the identity of the first order deformation is
Let \( A \). It is reasonable to require that the undetermined maps \( F_2, F_3, \ldots \) also satisfy the condition (a).

Identify \( F_1 \cdot F_1 \) with a homomorphism in \( \text{Hom}_A(A^\otimes 5, A) \). By the definition of \( \theta'_3 \), the map \((F_1 \cdot F_1) \circ \theta'_3 \) corresponds to the Per 3-cocycle

\[
(zyx, zxy, -\frac{1}{2}z^2\varphi''(z)x, yz\varphi'(z) + \frac{1}{2}yz^2\varphi''(z)).
\]

It is a Per 3-coboundary, and one of its preimages under \( \partial^2 \) is

\[
\begin{pmatrix}
0, -yz, 0, \frac{1}{2}z^2\varphi''(z)
\end{pmatrix}
\]

which corresponds to an \( A^5 \)-module homomorphism \( f_2 : P_{11} \oplus P_{20} \rightarrow A \). Let us give a \( k \)-bilinear map \( F_2 : A \times A \rightarrow A \) lifting \( f_2 \), that is, \( F_2 = F_2 \circ \theta'_2 \). Since \( F_2 \) satisfies the condition (a), we obtain a system of equations

\[
\begin{align*}
\lambda F_2(z, x) - F_2(x, z) &= 0 \\
\lambda^{-1} F_2(z, y) - F_2(y, z) &= -yz \\
F_2(y, x) - \sum_{i=1}^l \sum_{j=1}^i a_i F_2(z^{i-j}, z)z^{j-1} &= 0 \\
F_2(x, y) - \sum_{i=1}^l \sum_{j=1}^i a_i\lambda^i F_2(z^{i-j}, z)z^{j-1} &= \frac{1}{2}z^2\varphi''(z).
\end{align*}
\]

Among the solutions, the only one also satisfying the condition (b) in Lemma 5.1 is given by

\[
F_2(x, z) = 0, F_2(y, z) = yz, \\
F_2(x, y) = \frac{1}{2}z^2\varphi''(z), F_2(y, x) = 0.
\]

These equations, together with \( F_1 \cdot F_1 = bF_2 \), determine the map \( F_2 \) by Lemma 5.1. What is more, the fact \( F_1 \) preserves \( \Gamma \) implies that \( bF_2 \), and hence \( F_2 \), both preserve \( \Gamma \). According to the proof of Lemma 5.1 we have

\[
F_2(x, yz) = z^2\varphi'(z) + \frac{1}{2}z^3\varphi''(z), F_2(y, xz) = yxz,
\]

\[
F_2(x, h(z)) = \frac{1}{2}xz^2h''(z), F_2(y, h(z)) = \frac{1}{2}yz(zh(z))''.
\]

Next consider the map \( F_1 \cdot F_2 + F_2 \cdot F_1 \) and continue the procedure successively.

**Theorem 5.3.** Let \( A = k[z; \lambda, 0, \varphi(z)] \) and \( F_1 \) correspond to \( f(z) \). There exist uniquely a family of \( k \)-bilinear maps \( F_n : A \times A \rightarrow A \), \( n \geq 2 \) integrating \( F_1 \) that satisfy the conditions (a), (b) in Lemma 5.1 and are determined by

\[
F_n(x, z) = 0, F_n(y, z) = yz,
\]
Moreover, they preserve $\Gamma$.

**Proof.** The uniqueness of $F_n$ follows from Lemma 5.1 whenever $F_n$ exists. Let us prove by induction the existence and that the equations

\begin{align}
F_n(x, yz) &= (-1)^n \frac{n}{(n-1)!} z^n \phi^{(n-1)}(z) + (-1)^n \frac{n+1}{n!} z^n \phi^{(n)}(z), \\
F_n(y, xz) &= 0
\end{align}

are fulfilled.

Assume $n \geq 3$ and $F_2, F_3, \ldots, F_{n-1}$ exist. Suppose that $\theta'_3$ followed by

\[ F_1 \bullet F_{n-1} + F_2 \bullet F_{n-2} + \cdots + F_{n-1} \bullet F_1, \]

corresponds the Per 3-cocycle $(S_1, S_2, S_3, S_4)$. We have

\begin{align}
S_1 &= \sum_{i=1}^{n-1} \left( -\lambda F_i \bullet F_{n-i}(y, z, x) + F_i \bullet F_{n-i}(y, x, z) \right) = yxz,

S_2 &= \sum_{i=1}^{n-1} \left( -\lambda^{-1} F_i \bullet F_{n-i}(x, z, y) + F_i \bullet F_{n-i}(x, y, z) \right) = zxy,

S_3 &= \sum_{i=1}^{n-1} \left( F_i \bullet F_{n-i}(x, y, x) - \sum_{j=1}^{l-1} \sum_{k=1}^{j} a_j F_{i} \bullet F_{n-i}(x, z^j-k, z) z^{k-1} \right)

= \sum_{i=1}^{n-1} \left( F_i(F_{n-i}(y, x), y) - \sum_{j=1}^{l} \sum_{k=1}^{j} a_j F_{i} \bullet F_{n-i}(x, z^j-k, z) z^{k-1} \right)

= -\sum_{i=1}^{n-1} \sum_{j=1}^{l} \sum_{k=1}^{j} a_j F_i \frac{(-1)^{n-i}}{(n-i)!} x z^{n-i}(z^j-k)^{(n-i)}(z) z^{k-1}

= -\sum_{j=1}^{l} \sum_{k=1}^{j} a_j F_1 \frac{(-1)^{n-1} (j-k)^{(n-1)}}{n-1} x z^{j-k}, z) z^{k-1}

= \sum_{j=1}^{l} \sum_{k=1}^{j} a_j \frac{(-1)^{n-1} (j-k)}{n-1} (\lambda z)^j x

= \sum_{j=1}^{l} \frac{(-1)^{n-1} (j-k)}{n-1} (\lambda z)^j x
\end{align}
\[ S_4 = \sum_{i=1}^{n-1} \left( F_i \cdot F_{n-i}(y, x, y) - \sum_{j=1}^{i} \sum_{k=1}^{j} a_j F_i \cdot F_{n-i}(y, (\lambda z)^{j-k}, \lambda z)(\lambda z)^{k-1} \right) \]

\[ = \sum_{i=1}^{n-1} \left( -F_i(y, F_{n-i}(x, y)) - \sum_{j=1}^{i} \sum_{k=1}^{j} a_j \lambda^i F_i(F_{n-i}(y, z^{j-k}), z) z^{k-1} \right) \]

\[ = \sum_{i=1}^{n-1} F_i \left( -y, \frac{(-1)^{n-i}}{(n-i)!} z^{n-i} \varphi^{(n-i)}(z) \right) \]

\[ - \sum_{i=1}^{n-1} \sum_{j=1}^{i} \sum_{k=1}^{j} a_j \lambda^i F_i \left( \frac{1}{(n-i)!} y z (z^{n-i+j-k-1})^{(n-i)}, z \right) z^{k-1} \]

\[ = - \sum_{i=1}^{n-1} \frac{1}{i!} y z \left( \frac{(-1)^{n-i}}{(n-i)!} z^{n-i} \varphi^{(n-i)}(z) \right) \]

\[ - \sum_{i=1}^{n-1} \sum_{j=1}^{i} \sum_{k=1}^{j} a_j \lambda^i \left( \frac{n-i+j-k-1}{n-i} \right) z^{j-k} F_i(y, z) z^{k-1} \]

\[ = - \sum_{i=1}^{n-1} \frac{(-1)^{n-i}}{i! (n-i)!} y z z^{n-i} \varphi^{(n-i)}(z) \]

\[ - \sum_{i=1}^{n-1} \sum_{j=1}^{i} \sum_{k=1}^{j} a_j \lambda^i \left( \frac{n-i+j-k-1}{n-i} \right) y z^j \]

\[ = \frac{(-1)^n}{n!} y z^n \varphi^{(n)}(z) - S_4' - S_4'' \]

where

\[ S_4' = \sum_{i=0}^{n-1} \frac{(-1)^{n-i}}{i! (n-i)!} y z (z^{n-i} \varphi^{(n-i)}(z))^{(i)} \]

\[ = \sum_{i=0}^{n-1} \sum_{k=0}^{i} \frac{(-1)^{n-i}}{i! (n-i)!} \binom{i}{k} y z (z^{n-1})^{(k)} \varphi^{(n-k)}(z) \]

\[ = \sum_{k=0}^{n-1} \sum_{i=k}^{n-1} \frac{(-1)^{n-i}}{(i+k)! (n-i-k)!} \binom{i+k}{k} y z (z^{n-1})^{(k)} \varphi^{(n-k)}(z) \]

\[ = \sum_{k=0}^{n-1} \sum_{i=0}^{n-1-k} \frac{(-1)^{n-i-k}}{(i+k)! (n-i-k)!} \binom{i+k}{k} y z (z^{n-1})^{(k)} \varphi^{(n-k)}(z) \]

\[ = \sum_{k=0}^{n-1} \sum_{i=0}^{n-1-k} (-1)^i \binom{n-k}{i} \frac{(-1)^{n-k}}{(n-k)!} \binom{n-1}{k} y z^{n-k} \varphi^{(n-k)}(z) \]
\[= - \sum_{k=0}^{n-1} \frac{1}{(n-k)!} \left( \begin{array}{c} n \\ k \end{array} \right) yz^{n-k} \bar{\varphi}^{(n-k)}(z) \]
\[= - \frac{1}{n!} yz \sum_{k=0}^{n-1} \left( \begin{array}{c} n \\ k \end{array} \right) (z^{n-1})^{(k)} \bar{\varphi}^{(n-k)}(z) \]
\[= - \frac{1}{n!} yz (z^{n-1} \bar{\varphi}(z))^{(n)}, \]

and

\[S_4'' = \sum_{i=1}^{n-1} \sum_{j=1}^{l} \sum_{k=1}^{j} a_j \lambda^j \left( \frac{n - i + j - k - 1}{n - i} \right) yz^j \]
\[= \sum_{i=1}^{n-1} \sum_{j=1}^{l} a_j \lambda^j \left( \frac{n - i + j - 1}{n - i + 1} \right) yz^j \]
\[= \sum_{i=1}^{n-1} \sum_{j=1}^{l} a_j \lambda^j \left( \frac{n - i + j - 1}{j - 2} \right) yz^j \]
\[= \sum_{j=1}^{l} a_j \lambda^j \left( \frac{n + j - 1}{n} \right) yz^j - \sum_{j=1}^{l} a_j \lambda^j jyz^j \]
\[= \frac{1}{n!} yz (z^{n-1} \bar{\varphi}(z))^{(n)} - yz \bar{\varphi}'(z). \]

Thus

\[S_4 = yz \bar{\varphi}'(z) + \left( -\frac{1}{n!} \right)^n yz^n \bar{\varphi}^{(n)}(z). \]

Choose a preimage of \((S_1, S_2, S_3, S_4)\) to be

\[\left( 0, -yz, 0, \left( -\frac{1}{n!} \right)^n z^n \bar{\varphi}^{(n)}(z) \right),\]

and then establish a system of equations similar to (5.5), whose solution satisfying the conditions (a), (b) in Lemma 5.1 is

\[F_n(x, z) = 0, \quad F_n(y, z) = yz, \quad F_n(x, y) = \left( -\frac{1}{n!} \right)^n z^n \bar{\varphi}^{(n)}(z), \quad F_n(y, x) = 0. \]

By (2.3) and the induction hypotheses, \(bF_n\) preserves \(\Gamma\). Henceforth we deduce from the above equations that \(F_n\) also preserves \(\Gamma\).

Finally, let us verify the equalities (5.6)–(5.9). On one hand,

\[\sum_{i=1}^{n-1} F_i \bullet F_{n-i}(x, y, z) = \sum_{i=1}^{n-1} F_i(F_{n-i}(x, y), z) - \sum_{i=1}^{n-1} F_i(x, F_{n-i}(y, z))\]
On the other hand, it follows that
\[
\sum_{i=1}^{n-1} F_i \left( \frac{(-1)^{n-i}}{(n-i)!} z^{n-i} \bar{\varphi}^{(n-i)}(z), z \right) - \sum_{i=1}^{n-1} F_i(x, yz) = 0,
\]
\[
\sum_{i=1}^{n-1} \left( \frac{(-1)^{i-1}}{(i-1)!} z^i \bar{\varphi}^{(i-1)}(z) - \sum_{i=1}^{n-1} \frac{(-1)^i}{i!} z^{i+1} \bar{\varphi}^{(i)}(z) \right)
= z \bar{\varphi}(z) - \frac{(-1)^{n-1}}{(n-1)!} z^n \bar{\varphi}^{(n-1)}(z)
= zxy + \frac{(-1)^n}{(n-1)!} z^n \bar{\varphi}^{(n-1)}(z) z.
\]

On the other hand, \(bf_n = \sum_{i=1}^{n-1} F_i \bullet F_{n-i} \), so
\[
\sum_{i=1}^{n-1} F_i \bullet F_{n-i}(x, y, z) = xF_n(y, z) - F_n(xy, z) + F_n(x, yz) - F_n(x, y)z = xyz + F_n(x, yz) - \frac{(-1)^n}{n!} z^n \bar{\varphi}^{(n)}(z) z.
\]

It follows that
\[
F_n(x, yz) = \frac{(-1)^n}{(n-1)!} z^n \bar{\varphi}^{(n-1)}(z) + \frac{(-1)^n}{n!} z^n \bar{\varphi}^{(n)}(z) z,
\]
namely, \(\text{(5.6)}\) holds.

For \(\text{(5.8)}\), by computing \(\sum_{i=1}^{n-1} F_i \bullet F_{n-i}(x, z^{r-1}, z)\) and \(bf_n(x, z^{r-1}, z)\), one has
\[
\sum_{i=1}^{n-1} F_i \bullet F_{n-i}(x, z^{r-1}, z) = \sum_{i=1}^{n-1} F_i(F_{n-i}(x, z^{r-1}), z)
= \sum_{i=1}^{n-1} F_i \left( \frac{(-1)^{n-i}}{(n-i)!} xz^{n-i}(z^{r-1})^{(n-i)}, z \right)
= \frac{(-1)^n}{n!} xz^n(z^{r-1})^{(n-1)}
= (-1)^n \binom{r-1}{n-1} xz^r,
\]
\[
bf_n(x, z^{r-1}, z) = xF_n(z^{r-1}, z) - F_n(xz^{r-1}, z) + F_n(x, z^r) - F_n(x, z^{r-1})z
= F_n(x, z^r) - F_n(x, z^{r-1})z.
\]

Thus
\[
F_n(x, z^r) = F_n(x, z^{r-1})z + (-1)^n \binom{r-1}{n-1} xz^r
= F_n(x, z^{r-2})z^2 + (-1)^n \binom{r-2}{n-1} xz^r + (-1)^n \binom{r-1}{n-1} xz^r
\vdots
\]
\[
= (-1)^n \left( \binom{1}{n-1} + \binom{2}{n-1} + \cdots + \binom{r-1}{n-1} \right) xz^r \\
= (-1)^n \binom{r}{n} xz^r \\
= \frac{(-1)^n}{n!} xz^n(z^r)^{(n)}
\]
and so
\[
F_n(x, h(z)) = \frac{(-1)^n}{n!} xz^n h^{(n)}(z).
\]
Similarly, (5.7) and (5.9) can be proved. □

Henceforth, we obtain a formal deformation \((A[[\tau]], \ast)\) of \(A\). The multiplication on generators is given by
\[
z \ast x = zx, \quad z \ast y = zy, \quad x \ast x = x^2, \quad y \ast y = y^2, \\
z \ast z = z^2, \quad x \ast z = xz - \tau xz, \quad y \ast z = \sum_{n=0}^{\infty} \tau^n yz, \\
x \ast y = xy + \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \tau^n z^n \bar{\varphi}^{(n)}(z), \quad y \ast x = yx = \varphi(z).
\]
Since every \(F_n\) preserves \(\Gamma\) and \(\dim_k \Gamma^m A < \infty\) for all \(m\), \(\ast\) is locally finite. This fact gives rise to a subalgebra \(\tilde{A}\) of \(A[[\tau]]\), in terms of generators and relations,
\[
\tilde{A} = k[[\tau]]\langle x, y, z \rangle / (f_1, f_2, f_3, f_4)
\]
where
\[
f_1 := xz + \tau \lambda zx - \lambda zx = xz - (1 - \tau) \lambda zx, \\
f_2 := yz - \sum_{n=1}^{\infty} \tau^n \lambda^{-1} zy - \lambda^{-1} zy = yz - (1 - \tau)^{-1} \lambda^{-1} zy, \\
f_3 := xy - \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \tau^n z^n \bar{\varphi}^{(n)}(z) - \bar{\varphi}(z) = xy - \bar{\varphi}(z - \tau z), \\
f_4 := yx - \varphi(z).
\]
The locally finite deformation \(\tilde{A}\) is a quantum GWA \(k[[\tau]][z; (1 - \tau) \lambda, 0, \varphi(z)]\).

Now let us consider the classical case \(A = k[z; 1, \eta, \varphi(z)]\). Let \(F_1\) be the Hochschild 2-cocycle corresponding to \(f(1)\). Thus
\[
F_1(x, z) = -x, \quad F_1(y, z) = y, \quad F_1(z, x) = 0, \\
F_1(x, y) = -\bar{\varphi}'(z), \quad F_1(y, x) = 0, \quad F_1(z, y) = 0.
\]
By a similar (and easier) argument with Theorem 5.3 we have

**Theorem 5.4.** Let \(A = k[z; 1, \eta, \varphi(z)]\) and \(F_1\) correspond to \(f(1)\). There exist uniquely a family of \(k\)-bilinear maps \(F_n: A \times A \to A, \ n \geq 2\) integrating \(F_1\) that
satisfy the conditions (a), (b) in Lemma 5.1 and are determined by
\[ F_n(x, z) = 0, \quad F_n(y, z) = 0, \]
\[ F_n(x, y) = \frac{(-1)^n}{n!} \bar{\varphi}^{(n)}(z), \quad F_n(y, x) = 0. \]
Moreover, they preserve $\Gamma$.

Like the quantum case, we obtain a formal deformation $(A[[\tau]], \ast)$, as well as a locally finite deformation $\tilde{A}_\tau = k((\tau))\langle x, y, z \rangle / (f_1, f_2, f_3, f_4)$ where
\[
\begin{align*}
f_1 &:= xz + \tau x - (z + \eta)x = xz - (z + \eta - \tau)x, \\
f_2 &:= yz - \tau y - (z - \eta)y = yz - (z - \eta + \tau)y, \\
f_3 &:= xy - \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \tau^n \bar{\varphi}^{(n)}(z) = xy - \bar{\varphi}(z - \tau), \\
f_4 &:= yx - \varphi(z).
\end{align*}
\]
Obviously, $\tilde{A}_\tau$ is a classical GWA $k((\tau))[z; 1, \eta - \tau, \varphi(z)]$.

Summarizing both cases,
\begin{enumerate}
\item $\tilde{A}_\tau$ is a noncommutative GWA over the field $k((\tau))$,
\item $\tilde{A}_\tau$ is homologically smooth if and only if $A$ is also,
\item $\tilde{A}_\tau$ is quantum (resp. classical) if $A$ is quantum (resp. classical).
\end{enumerate}

5.3. Deformations of GWAs (II). In the foregoing subsection, we studied deformations of noncommutative GWAs. We ask the opposite question: Can we obtain a noncommutative GWA by deforming a commutative algebra? In this subsection we will give a positive answer under an assumption of the field $k$.

Let us first give a brief review of T.J. Hodges’s result [11]: When $\deg \varphi(z) \geq 2$, $A = k[z; 1, 1, \varphi(z)]$ can be viewed as a deformation of type-$A_{l-1}$ Kleinian singularity.

Recall $\varphi(z) = a_l z^l + \cdots + a_1 z + a_0$, $a_l \neq 0$. Equip $A$ with a filtration by
\[ F^n A = \sum_{2i+j \leq n} k z^i x^j + \sum_{2i+j \leq n} k z^i y^j \]
and the associated graded algebra is
\[ \text{gr} A = k[x, y, z] / (xy - a_l z^l). \]
Since $l \geq 2$, after a suitable linear transformation, $\text{gr} A$ is isomorphic to the coordinate algebra of the type-$A_{l-1}$ Kleinian singularity $x^2 + y^2 + z^l$.

Remark 5.5. We mention in passing that bimodule projective resolutions of the coordinate algebras of type-$A$ Kleinian singularities, or more generally, a class of algebras $S = k[x, y, z] / (x^m + y^n + z^l)$, $m, n, l \geq 2$, can be constructed using
homotopy double complexes. Let $R = k[x, y]$ and $ds = s \otimes 1 - 1 \otimes s$. By the exact complexes
\begin{equation}
\cdots \to S \otimes_R S \xrightarrow{\Delta(z')} S \otimes_R S \xrightarrow{dz} S \otimes_R S \xrightarrow{\Delta(z')} S \otimes_R S \xrightarrow{dz} S \otimes_R S \to S \to 0,
\end{equation}
\begin{equation}
0 \to S \otimes S \xrightarrow{(dy - dx)} (S \otimes S)^2 \xrightarrow{(dx, dy)} S \otimes S \to S \otimes_R S \to 0,
\end{equation}
we construct a homotopy double complex
\[
\begin{array}{ccccccc}
\cdots & S \otimes S & \to & S \otimes S & \to & S \otimes S & \to & S \otimes S & \to & S \otimes S \\
\downarrow & & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\cdots & (S \otimes S)^2 & \to & (S \otimes S)^2 & \to & (S \otimes S)^2 & \to & (S \otimes S)^2 & \to & (S \otimes S)^2 \\
\downarrow & & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\cdots & S \otimes S & \to & S \otimes S & \to & S \otimes S & \to & S \otimes S & \to & S \otimes S
\end{array}
\]
where the horizontal maps are induce by the differentials of (5.10), the vertical maps are the differentials of (5.11), the lower slanted maps are given by $(-\Delta(x^n), \Delta(x^m))$, the upper ones by $(-\Delta(y^n), \Delta(y^m))$.

Now let us image a noncommutative algebra as the coordinate algebra of a “noncommutative variety”, and identify the homological (non)smoothness of the former with the (non)smoothness of the latter. Kleinian singularities are nonsmooth in the classical sense; but the algebra $A$ is homologically smooth provided that $\varphi(z)$ has no multiple roots, by Lemma 4.1. Hence following Hodges’s point of view, a homologically smooth $A$ is understood as a noncommutative resolution of singularity.

Here we give another sort of deformation such that the (non)smoothness is retained by deformation. We put forward a technical assumption on the field $k$ (the idea is motivated by [20]). Let $t$ be equal to $\lambda - 1$ if $A$ is a quantum GWA, or $\eta$ if $A$ is a classical GWA.

**Assumption (A):** There exists an intermediate field $\mathbb{Q} \subset k_0 \subset k$ such that (i) $k_0$ contains all roots of $\varphi(z)$, (ii) $t$ is a transcendental element over $k_0$, (iii) $k = k_0((t))$.

Under Assumption (A), consider the $k_0[[t]]$-algebra $\tilde{A}$ whose generators are $x, y, z$, subject to $yx = \varphi(z)$ as well as
\[
[x, z] = tzx, \quad [z, y] = tyz,
\]
\[
[x, y] = \varphi(z + tz) - \varphi(z) = tz\varphi'(z) + O(t^2),
\]
or
\[
[x, z] = tx, \quad [z, y] = ty,
\]
\[
[x, y] = \varphi(z + t) - \varphi(z) = t\varphi'(z) + O(t^2),
\]
depending on whether $A$ is quantum or classical. Since $\varphi(z) \in k_0[z]$, by $[3, \S 1]$ there exists a formal deformation $*$ of

$$\mathfrak{A} := \tilde{\mathfrak{A}}/\tilde{\mathfrak{A}} \cong k_0[x, y, z]/(yx - \varphi(z))$$

such that $(\mathfrak{A}[[t]], *)$ is isomorphic to the $t$-adic completion of $\tilde{\mathfrak{A}}$ and $*$ results in a locally finite deformation which is isomorphic to $A$.

Note that $\mathfrak{A}$ is a commutative GWA. By Jacobian criterion, $\mathfrak{A}$ is smooth if and only if $\varphi(z)$ has no multiple roots, and hence if and only if $A$ is homologically smooth. Under Assumption (A), the $k(\tau)$-algebra $\tilde{A}_r$ in subsection 5.2 can be regarded as “deformation of deformation” of $\mathfrak{A}$.

5.4. Van den Bergh duality. Let $A$ be homologically smooth, $M$ an $A$-bimodule and let $\text{Tot} \mathcal{Q}^*, \alpha(z), \beta(z)$ be as in Sect. 4. Suppose that $(m_1, m_2, m_3, m_4) \in M^{\oplus 4}$ is any Per 2-cocycle, then

$$\partial^{14}_h(m_1, m_2) + \partial^{20}_h(m_3, m_4) = 0,$$

$$s^1(m_1, m_2) + \partial^{20}_h(m_3, m_4) = 0.$$

It follows that

$$-ym_1 - \lambda m_2 x + zm_3 - m_3 z = 0,$$

$$-m_1 y - \lambda x m_2 + \sigma(z)m_4 - m_4 \sigma(z) = 0,$$

$$-\sigma(\Delta(\varphi) \cdot m_1 + xm_3 - m_4 x = 0,$$

$$-\lambda \Delta(\varphi) \cdot m_2 - m_3 y + y m_4 = 0.$$

By induction, we obtain from (5.12), (5.13) that for any $j \geq 1$,

$$z^j m_3 - m_3 z^j = y(\sigma(\Delta(z^j) \cdot m_1) + \lambda(\Delta(\varphi) \cdot m_2)x),$$

$$\sigma(z^j m_4 - m_4 \sigma(z)^j = (\sigma(\Delta(z^j) \cdot m_1) + \lambda x(\Delta(\varphi) \cdot m_2).$$

Thus

$$\Delta(\varphi) \cdot (m_3 \beta) = m_3 \beta \varphi + y(\sigma(\Delta(\varphi) \cdot m_1) \beta + \lambda(\Delta(\varphi) \cdot m_2) \sigma(\beta)x,$$

$$\sigma(\Delta(\varphi) \cdot (m_4 \sigma(\beta)) = m_4 \sigma(\beta \varphi) + (\sigma(\Delta(\varphi) \cdot m_1) \beta y + \lambda x(\Delta(\varphi) \cdot m_2) \sigma(\beta).$$

Let $n_1 = -m_3 \beta \in M$. Then by (5.16) the first component of $s^0(n_1)$ is

$$m_3 - m_3 \alpha y x + y(\sigma(\Delta(\varphi) \cdot m_1) \beta + \lambda(\Delta(\varphi) \cdot m_2) \sigma(\beta)x$$

$$= m_3 + y(\sigma(\Delta(\varphi) \cdot m_1) \beta - (m_3 \alpha y - \lambda(\Delta(\varphi) \cdot m_2) \sigma(\beta)x).$$

Denote $n_3 = -(\sigma(\Delta(\varphi) \cdot m_1) \beta$ and $n_4 = m_3 \alpha y - \lambda(\Delta(\varphi) \cdot m_2) \sigma(\beta)$. The first component of $s^0(n_1) + \partial^{10}_h(n_3, n_4)$ is $m_3$.

Next we will compute $\partial^{14}_h(n_1) + \partial^{10}_h(n_3, n_4)$. By (4.17), we have

$$\sigma(z)n_3 - m_3 = m_1 \beta \varphi' - (\sigma(\Delta(\varphi) \cdot m_1) \beta,$$
Lemma 5.6. If $A$ is homologically smooth, then we have

1. $g(\text{Im} \partial^1) \subseteq [A, M^\nu]$,
2. $fg - \text{id} \subseteq \text{Im} \partial^1$,
3. $gf - \text{id} \subseteq [A, M^\nu]$.

\[ zm_4 - n_4\sigma(z) = zm_3\alpha y - m_3\alpha y\sigma(z) + \lambda m_2\sigma(\beta\varphi') - \lambda(\Delta^\sigma(\varphi) \cdot m_2)\sigma(\beta). \]

So by (5.12)–(5.15),

\[
\partial_h^{10}(n_1) + \partial_v^{10}(n_3, n_4) = (zm_3\beta - \lambda m_3\beta x + m_1\beta\varphi' - (\sigma\Delta(\varphi) \cdot m_1)\beta, \ ym_3\beta - \lambda^{-1}m_3\beta y
\]

\[
+ \lambda^{-1}zm_3\alpha y - \lambda^{-1}m_3\alpha y + m_2\sigma(\beta\varphi') - (\Delta^\sigma(\varphi) \cdot m_2)\sigma(\beta))
\]

\[
= (m_1\beta\varphi' + m_4\beta x - \lambda m_3\beta x, \ ym_3\beta - \lambda^{-1}ym_4\sigma(\beta) + \lambda^{-1}zm_3\alpha y
\]

\[
- \lambda^{-1}m_3\alpha y + m_2 - m_2\alpha y)
\]

\[
= (m_1\beta\varphi' + m_4\beta x - \lambda m_3\beta x, \ ym_3\beta - \lambda^{-1}ym_4\sigma(\beta) + \lambda^{-1}ym_1\alpha y + m_2)
\]

\[
= (m_1, m_2) - (m_1\alpha y x + \lambda m_3\beta x - m_4\sigma(\beta)x, -\lambda^{-1}ym_1\alpha y - ym_3\beta
\]

\[
+ \lambda^{-1}ym_4\sigma(\beta)).
\]

Denote $n_2 = \lambda^{-1}m_1\alpha y + m_3\beta - \lambda^{-1}m_4\sigma(\beta)$. Then

\[
(m_1, m_2) = \partial_h^{10}(n_1) + \partial_v^{10}(n_3, n_4) + (\lambda n_2 x, -yn_2).
\]

Finally, let us compute $(m_3, m_4) - s^0(n_1) - \partial_h^{10}(n_3, n_4)$. To the end, it suffices to consider the second component. By (5.14), (5.17),

\[
m_4 + \lambda^4\Delta^\sigma(\varphi) \cdot n_1 - n_3 y - xn_4
\]

\[
= m_4 - \lambda^4\Delta^\sigma(\varphi) \cdot (m_3\beta) + (\sigma\Delta D(\varphi) \cdot m_1)\beta y - xm_3\alpha y
\]

\[
+ \lambda x(\Delta^\sigma D(\varphi) \cdot m_2)\sigma(\beta)
\]

\[
= m_4 - \sigma^\sigma D(\varphi) \cdot (\lambda n_2 - m_1\alpha y + m_4\sigma(\beta)) + (\sigma\Delta D(\varphi) \cdot m_1)\beta y
\]

\[
- xm_3\alpha y + \lambda x(\Delta^\sigma D(\varphi) \cdot m_2)\sigma(\beta)
\]

\[
= m_4 - \lambda^4\Delta^\sigma(\varphi) \cdot n_2 + (\sigma\Delta(\varphi) \cdot m_1)\alpha y - m_4\sigma(\beta\varphi') - xm_3\alpha y
\]

\[
= m_4\sigma(\alpha) x y - \lambda^4\Delta^\sigma(\varphi) \cdot n_2 - m_4 x\alpha y
\]

\[
= -\lambda^4\Delta^\sigma(\varphi) \cdot n_2,
\]

so $(m_3, m_4) = s^0(n_1) + \partial_h^{10}(n_3, n_4) + (0, -\lambda^4\Delta^\sigma(\varphi) \cdot n_2)$. It follows that

\[
(m_1, m_2, m_3, m_4) = \partial^1(n_1, n_3, n_4) + (\lambda n_2 x, -yn_2, 0, -\lambda^4\Delta^\sigma(\varphi) \cdot n_2)
\]

\[
= \partial^1(n_1, n_3, n_4) + f(n_2)
\]

where $f$ is the map defined at the beginning of this section.

Define $g$: Ker $\partial^2 \to M$ by

\[
g(m_1, m_2, m_3, m_4) = \lambda^{-1}m_1\alpha y + m_3\beta(z) - \lambda^{-1}m_4\sigma(\beta(z)).
\]
Proposition 5.7. Let \( H(f) : H_0(A, M^n) \to H^2(A, M) \) be induced by \( f : M \to \text{Ker } \partial^2 \).

1. \( H(f) \) is an isomorphism if \( A \) is homologically smooth, whose inverse is induced by \( g \).
2. When \( M = A \), \( H(f) \) is injective if \( A \) is quantum with \( \lambda \) not a root of unity.
3. When \( M = A \), \( H(f) \) is bijective if \( A \) is classical.

Proof. (1) follows from the previous lemma. When \( l \geq 1 \), (2), (3) are implicit conclusions of [19] and [6] respectively. When \( l = 0 \), by Theorem 4.5, \( A \) is homologically smooth. Thus (2), (3) hold by (1). \( \square \)

Recall the Per 2-cocycles \( f(z) \) and \( f(1) \) used in subsection 5.2. They may give rise to the trivial deformations if they represent zero in \( H^2(A, A) \). By Proposition 5.7, it suffices to consider if \( z \) and 1 are zero in \( H_0(A, A^n) = A/[A, A^n] \).

For any \( b \in A \), denote by \([b]\) the homology class presented by \( b \) in \( A/[A, A^n] \).

Consider the quantum case: \( A = k[z; \lambda, 0, \varphi(z)] \). Let \( e \) be the order of \( \lambda \) if \( \lambda \) is a root of unity, or zero otherwise. Enlarge \( k \) if necessary, assume that \( k \) contains all roots \( z_1, \ldots, z_l \) of \( \varphi(z) \). Denote by \( V(z_1, \ldots, z_l) \) the following Vandermonde Matrix indexed by \( \mathbb{Z}^+ \):

\[
\begin{pmatrix}
1 & z_1 & z_1^2 & z_1^3 & \cdots \\
1 & z_2 & z_2^2 & z_2^3 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
1 & z_l & z_l^2 & z_l^3 & \cdots
\end{pmatrix}
\]
Let $V_\lambda(z_1, \ldots, z_l)$ be the sub-matrix obtained by picking the $(ke - e + 2)$nd column of $V(z_1, \ldots, z_l)$ as the $k$th column for all $k \in \mathbb{Z}^+$. Then we have

$$V_\lambda(z_1, \ldots, z_l) = \text{diag}(z_1, \ldots, z_l)V(z_1^e, \ldots, z_l^e),$$

whose rank is denoted by $R$. By convention, let $R = 0$ if $l = 0$.

For any $i, j > 0$, $[x^j] = [x^{j-1}v(x) = \lambda_i[x^{j}], [z^j x^j] = [z^{j-1}x^j z] = \lambda x[z^j x^j]$, and 

$$[z^j] = \lambda^{-1}[x^j x^{j-1}] = \lambda^{-1}z^j x^j].$$

So $[z^j x^j] \neq 0$ if $i \in eN + 1, j \in eN$. An analog discussion holds for $[z^j x^j]$.

It follows from $[yxz^n] = \lambda^{-1}[x z^n y] = \lambda^{n-1}[xyz^n]$ that

$$\sum_{i=0}^{l} a_i(1 - \lambda^{i+n-1})[z^{i+n}] = 0.$$ 

Let $S_n = (1 - \lambda^{n-1})[z^n]$. Then $\{S_n\}_{n \in \mathbb{N}}$ is a linear recursive sequence, and so we have

$$\begin{equation}
\tag{5.18}
(S_0, S_1, \ldots) = (T_0, \ldots, T_{l-1})V(z_1, \ldots, z_l)
\end{equation}$$

for some $T_i \in A/[A, A^e]$. Since $S_{ke+1} = 0$ for all $k \geq 0$, it follows from (5.18) that

$$(T_0, T_1, \ldots, T_{l-1})V_\lambda(z_1, \ldots, z_l) = 0.$$ 

Observe that $R = \#\{t \in k^\times \mid t = z_i^e \text{ for some } 1 \leq i \leq l\}$. By rearranging the order of the roots if necessary, we may assume that $z_1 = \cdots = z_p = 0$ if $\varphi(z)$ has 0 as a root of multiplicity $p$, and that $z_{l-R+1}^e, \ldots, z_{l-1}^e, z_l^e$ are distinct nonzero numbers. In this way, $\{T_0, \ldots, T_{l-R-1}\}$ is a maximal linearly independent subset of $\{T_0, \ldots, T_{l-1}\}$.

Define $\xi : \mathbb{Z}^+ \to \mathbb{N}$ by $\xi(1) = 0$ and

$$\xi(k(e-1) + c) = ke + c \text{ for all } k \geq 0 \text{ and } 2 \leq c \leq e, \quad \text{if } e \geq 2,$$

$$\xi(n) = n \text{ for all } n \geq 2, \quad \text{if } e = 0.$$ 

Then by (5.18), $\{S_{\xi(1)}, \ldots, S_{\xi(l-R)}\}$ is a maximal linearly independent subset of $\{S_0, S_1, \ldots\}$. Consequently,

$$A/[A, A^e] = \bigoplus_{i=1}^{l-R} k[z^{\xi(i)}] \oplus \bigoplus_{j \in \mathbb{N}} k[z^{j+1}x_k],$$

and so $[z] \neq 0$, independently of $\lambda$ and $\varphi(z)$.

Next we consider the classical case: $A = k[z; 1, \eta, \varphi(z)]$. Since $\nu = \text{id}$, the quotient $A/[A, A^e]$ is $H_0(A, A)$. By \cite{6},

$$\begin{equation}
\tag{5.19}
H_0(A, A) = \begin{cases} 
0, & \text{if } l = 0, 1, \\
\bigoplus_{i=0}^{l-2} k[z^i], & \text{if } l \geq 2.
\end{cases}
\end{equation}$$
So \([1] \neq 0\) if and only if \(\deg \varphi(z) \geq 2\).

**Remark 5.8.** Although \([6]\) excludes the case \(l = 0\), the fact \(H_0(A, A) = 0\) stays valid in this case.

Let us close the section by a proposition which claims that the formal deformations \((A[[\tau]], \ast)\) constructed in subsection 5.2 are not equivalent to the trivial one in most cases.

**Proposition 5.9.** Let \(A_1, A_2\) be the algebras \((A[[\tau]], \ast)\) given by Theorems 5.3 and 5.4 respectively. Let \(A_3 = (A[[\tau]], \ast_t)\). We have \(A_1 \not\cong A_3\) for any \(\lambda, \varphi(z)\), and \(A_2 \not\cong A_3\) if and only if \(\deg \varphi(z) \geq 2\).

**Proof.** When \(A\) is classical and \(\deg \varphi(z) < 2\), we have \(H^2(A, A) = 0\). By \([8\text{, Theorem, §5}]\), every formal deformation of \(A\) is equivalent to the trivial one, i.e., \(A_2 \cong A_3\).

By the computation of \(H_0(A, A^\nu)\) and Proposition 5.7 we have \(A_1 \not\cong A_3\) if \(\lambda\) is not a root of unity, and \(A_2 \not\cong A_3\) if \(\deg \varphi(z) \geq 2\).

Suppose that \(\lambda\) is a primitive \(e\)th root of unity. If \(A_1\) were isomorphic to \(A_3\), their first order deformations were also isomorphic, i.e., \(A_1/\tau^2 A_1 \cong A_3/\tau^2 A_3\). The former is \(k[\tau][x, y, z]/(f_0, f_1, f_2, f_3, f_4)\) where

\[
\begin{align*}
f_0 &= \tau^2, \\
f_1 &= xz - (1 - \tau)\lambda zx, \\
f_2 &= yz - (1 + \tau)\lambda^{-1}zy, \\
f_3 &= xy - \bar{\varphi}(z) + \tau z\bar{\varphi}'(z), \\
f_4 &= yx - \varphi(z).
\end{align*}
\]

Since \(z^e\) is a central element of \(A\), it is also central in \(A_3/\tau^2 A_3\). It follows that there exists \(b \in A\) such that \(z^e + br\) is central in \(A_1/\tau^2 A_1\). However, a direct computation shows that this is impossible. Hence \(A_1\) cannot be isomorphic to \(A_3\). \(\square\)
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