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1. INTRODUCTION

The control and manipulation of localized charge in small-size systems is one of the most important issues in nanoelectronics [1, 2]. Single semiconductor quantum dots (QDs), which are referred to as “artificial” atoms [3, 4], and coupled QDs — “artificial” molecules [5, 6] — are promising structures to serve for creation of extremely small devices. Several coupled QDs can be used in manufacturing electronic devices dealing with quantum kinetics of individual localized states [7–9]. Therefore, the behavior of coupled QDs in different configurations is currently under careful experimental [10, 11] and theoretical investigations [12, 13].

During the last decade, vertically aligned QDs (for example, indium arsenide QDs in gallium arsenide) have been fabricated and widely studied with great success [14–16]. Such an experimental realization allows organizing a strongly interacting system of QDs with only one of them coupled to the continuous-spectrum states. Consequently, vertically aligned QDs give an opportunity to analyze nonstationary effects in various charge and spin configurations formation in small-size structures [17].

Lateral QDs seems to be better candidates for controllable electronic coupling between two or several QDs by applying individual lateral gates. That is why they are intensively studied during the last several years both experimentally and theoretically [18, 19].

Investigation of relaxation processes, nonequilibrium charge distribution and nonstationary effects in the electron transport through a system of QDs are vital problems that have to be solved in order to integrate QDs in small quantum circuits [20–26]. Electron transport in such systems is strongly governed by the Coulomb interaction between localized electrons and, of course, by the ratio between the tunneling transfer amplitudes and the QD coupling. Correct interpretation of quantum effects in nanoscale systems gives an opportunity to create high-speed electronic and logic devices [27, 28]. In some of the recent realizations, Coulomb interaction is weak [29], but for small-size QDs, the on-site Coulomb repulsion is in general strong [30], and it is therefore important to take it into account. In some cases, Coulomb correlations can determine time-dependent phenomena [31]. Hence, the problem of time evolution of charge in coupled QDs connected with continuous-spectrum states in the pres-
ence of Coulomb correlations between localized electrons is indeed quite topical.

Time evolution of charge states in a semiconductor double quantum well in the presence of Coulomb interaction was experimentally studied in [32]. The authors manipulated the localized charge by the initial pulses and observed pulse-induced tunneling electron oscillations. Localized charge relaxation in the single and coupled quantum wells in the absence of Coulomb interaction was theoretically analyzed by Gurvitz [33, 34]. The author took only two time scales governing the charge time evolution into account and neglected the third time scale that is responsible for charge redistribution between different wells. Time dependence of the accumulated charge and the tunneling current through a single QD in the presence of Coulomb interaction were theoretically analyzed in [35]. The authors described relaxation processes and revealed three time rates for localized charge relaxation in the QD coupled to a thermostat. Several different time rates were also found in the system of two and three interacting QDs coupled to the reservoir [36–38]. For simplicity, on-site Coulomb repulsion was considered only in a single QD. Such a model is suitable in the case where one of the dots is narrow and the second is rather wide. In [39, 40], the authors derived rate equations to analyze the case of resonant transport in QDs linked by ballistic channels with high density of states and revealed the role of interference effects.

In this paper, we consider charge relaxation in double QDs due to the coupling to the continuous spectrum states. Tunneling from the first QD to the continuum is possible only through the second dot. We obtain a closed system of equations for the time evolution of the localized-electron filling numbers that exactly takes all-order correlation functions for localized electrons into account. We decouple the higher-order correlation functions between conduction electrons in the reservoir (band electrons) and electrons localized in the QDs. In such an approximation, the electron distribution in the reservoir is not influenced by changing the electronic states in the coupled QDs. For QDs weakly coupled to the reservoir, the proposed decoupling scheme is a good approximation. We consider different initial charge configurations and take Coulomb correlations into account both within QDs and between electrons localized in different dots. We find some peculiarities in the dynamics of electron filling numbers arising due to the Coulomb correlation effects. We demonstrate that depending on the initial charge configurations, the effect of dynamical charge trapping can be observed in the proposed system.

![Scheme of the proposed model. The system of interacting QDs is coupled to the continuous-spectrum states by the tunneling rate $\gamma = \pi \nu_0 k^2$.](image)

2. THE PROPOSED MODEL

We consider a system of coupled QDs with the single-particle levels $\varepsilon_1$ and $\varepsilon_2$ coupled to an electronic reservoir (Fig. 1). We discuss three different initial charge configurations that are possible in the proposed system. The first deals with the initial charge localized in the first QD on the energy level $\varepsilon_1$ ($n_{1\sigma}(0) = 1$). The second corresponds to the situation where localized charge is accumulated in the second QD on the energy level $\varepsilon_2$ ($n_{2\sigma}(0) = 1$). And the last possible initial charge configuration refers to the case where the initial charge is localized on both electron levels equally ($n_{1\sigma}(0) = n_{2\sigma}(0) = 1$). The second QD with the energy level $\varepsilon_2$ is connected with the continuous spectrum states (\(\varepsilon_p\)). Relaxation of the localized charge is governed by the Hamiltonian

$$H = H_D + H_{\text{int}} + H_{\text{res}}.$$

The Hamiltonian $H_D$ of interacting QDs,

$$\begin{align*}
H_D &= \sum_{i=1,2,\sigma} \varepsilon_i c_{i\sigma}^\dagger c_{i\sigma} + U_{11} n_{1\sigma} n_{1-\sigma} + U_{22} n_{2\sigma} n_{2-\sigma} + \\
&+ U_{12} (n_{1\sigma} + n_{1-\sigma})(n_{2\sigma} + n_{2-\sigma}) + \\
&+ \sum_{\sigma} T(c_{1\sigma}^\dagger c_{2\sigma} + c_{1\sigma} c_{2\sigma}).
\end{align*}
$$

contains the spin-degenerate levels $\varepsilon_i$ (indices $i = 1$ and $i = 2$ correspond to the first and second QDs), the on-site Coulomb repulsion for the double occupation of the QDs, and Coulomb interaction between electrons in different dots. The creation/annihilation of an electron with spin $\sigma = \pm 1$ within a dot is denoted by $c_{i\sigma}^\dagger / c_{i\sigma}$ and $n_{i\sigma}$ is the corresponding filling number operator.
The coupling between the dots is described by the tunneling transfer amplitude \( T \), which is assumed to be independent of momentum and spin.

The continuous-spectrum states are modeled by the Hamiltonian

\[
H_{\text{res}} = \sum_{\sigma p} \varepsilon_p c_{p\sigma}^\dagger c_{p\sigma},
\]

(3)

where \( c_{p\sigma}^\dagger \), \( c_{p\sigma} \) creates/annihilates an electron with spin \( \sigma \) and momentum \( p \) in the lead. The coupling between the second dot and the continuous-spectrum states is described by the Hamiltonian

\[
H_{\text{int}} = \sum_{p \sigma} t(p_{\sigma} c_{2\sigma} + c_{p\sigma} c_{2\sigma}^\dagger),
\]

(4)

where \( t \) is the tunneling amplitude, which we assume to be independent of momentum and spin. With a constant density of states, \( \nu_0 \) assumed in the reservoir, the tunnel rate \( \gamma \) is defined as \( \gamma = \pi \nu_0 t^2 \).

Because we are interested in the specific features of the nonstationary time evolution of the initially localized charge in coupled QDs, we consider the situation where the condition \( (\varepsilon_1 - \varepsilon_F)/\gamma \gg 1 \) is fulfilled. It means that the initial energy levels are situated well above the Fermi level and stationary occupation numbers in the second QD in the absence of coupling between the QDs is of the order of \( \gamma / (\varepsilon_2 - \varepsilon_F) \ll 1 \) and can be omitted. Consequently, the Kondo effect is also negligible in the proposed model.

Our investigation deals with the low-temperature regime where the Fermi level is well defined and the temperature is much lower than all typical relaxation rates in the system. Consequently, the distribution function of electrons in the leads (band electrons) is a Fermi step.

We set \( \hbar = 1 \), and therefore the kinetic equations for bilinear combinations of Heisenberg operators \( c_{p\sigma}^\dagger /c_{p\sigma} \),

\[
\begin{align*}
&c_{1\sigma}^\dagger c_{1\sigma} = n_{1\sigma}^\sigma(t), &c_{2\sigma}^\dagger c_{2\sigma} = n_{2\sigma}^\sigma(t), \\
&c_{1\sigma}^\dagger c_{2\sigma} = \bar{n}_{12}^\sigma(t), &c_{2\sigma}^\dagger c_{1\sigma} = \bar{n}_{21}^\sigma(t),
\end{align*}
\]

(5)

which describe time evolution of the filling numbers for the electrons, can be written as

\[
\frac{\partial}{\partial t} n_{11}^\sigma = -T(n_{1\sigma}^\sigma - n_{12}^\sigma),
\]

\[
\frac{\partial}{\partial t} n_{22}^\sigma = T(n_{2\sigma}^\sigma - n_{1\sigma}^\sigma) - 2i\gamma \bar{n}_{22}^\sigma,
\]

\[
\frac{\partial}{\partial t} \bar{n}_{22}^\sigma = T(n_{2\sigma}^\sigma - n_{1\sigma}^\sigma) + \xi [U_{11} - U_{12}] n_{11}^\sigma n_{1\sigma}^\sigma - (U_{22} - U_{12}) n_{2\sigma}^\sigma \bar{n}_{21}^\sigma + \bar{n}_{21}^\sigma - \bar{n}_{22}^\sigma - i\gamma \bar{n}_{22}^\sigma,
\]

where \( \xi = \varepsilon_1 - \varepsilon_2 \) is the detuning between the energy levels in the QDs. System of equations (6) contains expressions for the pair correlators \( \bar{n}_{1\sigma}^\sigma \bar{n}_{2\sigma}^\sigma \) and \( \bar{n}_{1\sigma}^\sigma \bar{n}_{2\sigma}^\sigma \), which also determine relaxation of the localized charge and consequently have to be evaluated. In this system, we neglect higher-order correlation functions between localized and continuous-spectrum (band) electrons and perform averaging over electron states in the reservoir.

We introduce the notation \( K_{ij} = \langle c_{i\sigma}^\dagger c_{j\sigma}^\dagger c_{j\sigma} c_{i\sigma} \rangle \) for the pair correlators and consider only the paramagnetic case \( \langle n_{i\sigma}^\sigma \rangle = \langle \bar{n}_{i\sigma}^\sigma \rangle \). Then the relations

\[
\begin{align*}
K_{1111}^\sigma &= \langle n_{1\sigma}^\sigma n_{1\sigma}^\sigma \rangle = \langle \bar{n}_{1\sigma}^\sigma \bar{n}_{1\sigma}^\sigma \rangle, \\
K_{1122}^\sigma &= \langle n_{1\sigma}^\sigma \bar{n}_{2\sigma}^\sigma \rangle = \langle \bar{n}_{1\sigma}^\sigma \bar{n}_{1\sigma}^\sigma \rangle, \\
K_{2122}^\sigma &= \langle \bar{n}_{1\sigma}^\sigma \bar{n}_{2\sigma}^\sigma \rangle = \langle n_{2\sigma}^\sigma \bar{n}_{2\sigma}^\sigma \rangle, \\
K_{1222}^\sigma &= \langle \bar{n}_{1\sigma}^\sigma \bar{n}_{2\sigma}^\sigma \rangle = \langle n_{2\sigma}^\sigma \bar{n}_{2\sigma}^\sigma \rangle,
\end{align*}
\]

(7)

hold. The system of equations for pair correlators can be written in the compact matrix form (symbol \( [ ] \) means commutation and the symbol \( \{ \} \) — anticommutation)

\[
\frac{\partial}{\partial t} \hat{K} = [\hat{K}, \hat{H}] + \{ \hat{K}, \hat{\Gamma} \} + \hat{\Gamma},
\]

(8)

where

\[
\hat{K} = \begin{pmatrix}
K_{1111}^\sigma & K_{1122}^\sigma & K_{1222}^\sigma & K_{1222}^\sigma \\
K_{1122}^\sigma & K_{1111}^\sigma & K_{1222}^\sigma & K_{1222}^\sigma \\
K_{2122}^\sigma & K_{2122}^\sigma & K_{2111}^\sigma & K_{2111}^\sigma \\
K_{1222}^\sigma & K_{1222}^\sigma & K_{1222}^\sigma & K_{1111}^\sigma
\end{pmatrix} = [\hat{K}_{ij}]
\]

(9)

is the pair correlators matrix,
\[ \hat{H} = \begin{pmatrix} 0 & T & T & 0 \\ T & \xi + U_{11} - U_{21} & 0 & T \\ T & 0 & -\xi + U_{22} - U_{12} & T \\ 0 & T & T & 0 \end{pmatrix} \]  

(10)

\[ \hat{\Gamma} = \begin{pmatrix} -i\gamma & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -2i\gamma & 0 \\ 0 & 0 & 0 & -i\gamma \end{pmatrix} \]  

(11)

are the tunneling coupling matrices.

We can easily see that Eqs. (8) contain expressions for the higher-order correlators \( K_{ij}^{\sigma_1\sigma_2\sigma_3\sigma_4} \) and \( K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} \). Their contribution can be easily written in the matrix form

\[ \tilde{\mathcal{Y}} = \begin{pmatrix} 0 & U_2 K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} & 0 & -U_2 K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} \\ -U_2 K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} & 0 & 0 & -U_2 K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} \\ -U_1 K_{212122}^{\sigma_1\sigma_2\sigma_3\sigma_4} & 0 & 0 & -U_1 K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} \\ 0 & U_2 K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} & U_1 K_{21122}^{\sigma_1\sigma_2\sigma_3\sigma_4} & 0 \end{pmatrix} \]  

(12)

where \( U_1 = U_{11} - U_{21} \) and \( U_2 = U_{22} - U_{12} \).

When evolution starts from the state with the charge in the first QD and with the second QD empty, system of equations (8) for pair correlators satisfies the initial conditions \( K_{1111}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 1, K_{2222}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 0 \), and \( K_{ij}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 0 \) for the other combinations of indices \( i, j \). If we are interested in the case where all the initial charge in the system is localized in the second QD, system of equations (8) for pair correlators satisfies the initial conditions \( K_{2222}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 1, K_{1111}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 0 \), and \( K_{ij}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 0 \) for the other combinations of indices \( i, j \). In the case where the initial charge is equally distributed between the dots, system of equations (8) for pair correlators satisfies the initial conditions

\[ K_{1111}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = K_{2222}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = K_{1122}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 1, \quad K_{ij}^{\sigma_1\sigma_2\sigma_3\sigma_4}(0) = 0 \]

for the other combinations of indices \( i, j \).

The higher-order correlators \( K_{121222} \) and \( K_{211222} \) are exactly equal to zero because they are the solution of a linear homogeneous system of equations with zero initial conditions. Consequently, system of equations (6), (8), which determines the localized charge evolution in coupled QDs connected with the reservoir, can be solved numerically. The obtained results for all the initial conditions are discussed in Sec. 3.

### 2.1. Analytic solution for time-dependent filling numbers

We now focus on the specific configuration of the proposed system, which allows obtaining an analytic solution. In this section, we discuss only the situation where at the initial time two electrons with opposite spins are localized only in the first QD on the energy level \( \varepsilon_1 (n_{1\sigma}(0) = n_{0\sigma} = 1) \). Moreover, we consider the Coulomb interaction only in the first QD for simplicity. Such a model is suitable in the case where the first QD is narrow and the second is rather wide [37, 41]. Besides, if electrons are initially located in the first QD and the second dot is empty, then filling numbers for the electrons in the second QD remain rather small during the time evolution of the charge and Coulomb effects in the second QD are not so important as in the first one. Moreover, Coulomb interaction in the second QD does not lead to an essentially new physics. It can be treated by a rather simple renormalization of detuning: \( \xi \) has to be substituted by \( \tilde{\xi} = \xi - U_{22} + U_{12} \) and the Coulomb coupling in the first QD, \( U_{11}, \) has to be substituted by \( \tilde{U}_{11} = U_{11} + U_{22} - 2U_{12} \).

The formal solution of the system for pair correlators (see Eq. (8)) can be written using the evolution operator. Time evolution of the matrix elements \( K_{ij} \) (see Eq. (9)) is given by the expression

\[ K_{ij}(t) = \sum_{nm} (e^{-i\mathcal{H}t})_{im} K_{nm}(0) (e^{i\mathcal{H}t})_{nj}. \]  

(13)

where \( \mathcal{H} = \hat{H} + \hat{\Gamma} \).

We introduce the evolution operator

\[ \Phi_{ij}(t) = (e^{-i\mathcal{H}t})_{ij}. \]  

(14)

The time evolution of the pair correlators can then be found from the expressions
$$K_{2111}^{\sigma \rightarrow \sigma} = (e^{-i\mathcal{H}t})_{22} K(0)_{22} (e^{i\mathcal{H}^* t})_{22} =$$
$$= \Phi_{12}(t) \tilde{\Phi}_{22}(t),$$
$$K_{1211}^{\sigma \rightarrow \sigma} = (e^{-i\mathcal{H}t})_{22} K(0)_{22} (e^{i\mathcal{H}^* t})_{22} =$$
$$= \Phi_{22}(t) \tilde{\Phi}_{21}(t),$$

(15)

since $K(0)_{22}$ in the matrix (see Eq. (9)) is equal to $K_{1111}^{\sigma \rightarrow \sigma}(0) = 1$. The evolution operator $\Phi_{22}(t)$ can be obtained from the operator $\Phi_{22}(t)$ by the substitutions $t \rightarrow -t$ and $\gamma \rightarrow -\gamma$. The pair correlator $K_{1211}^{\sigma \rightarrow \sigma}$ is a complex conjugate of $K_{2111}^{\sigma \rightarrow \sigma}$.

Finally, the evolution operators $\Phi_{ij}(t)$ are determined by the equations

$$\begin{pmatrix}
\frac{i}{\hbar} \frac{\partial}{\partial t} \Phi_{12}(t) \\
\frac{i}{\hbar} \frac{\partial}{\partial t} \Phi_{22}(t) \\
\frac{i}{\hbar} \frac{\partial}{\partial t} \Phi_{32}(t) \\
\frac{i}{\hbar} \frac{\partial}{\partial t} \Phi_{42}(t)
\end{pmatrix} = \hat{\mathcal{H}}
\begin{pmatrix}
\Phi_{12}(t) \\
\Phi_{22}(t) \\
\Phi_{32}(t) \\
\Phi_{42}(t)
\end{pmatrix},$$

(16)

with the initial conditions

$$\Phi_{ij}(0) = \delta_{ij}.$$  

(17)

The characteristic equation for the eigenvalues $\lambda_i$ of the evolution operator $\Phi_{ij}(t)$ has the form

$$(H_{11} - \lambda)(H_{22} - \lambda)(H_{33} - \lambda)(H_{44} - \lambda) -$$
$$- T^2 [H_{11} - \lambda](H_{22} - \lambda)(H_{33} - \lambda) +$$
$$+ (H_{33} - \lambda)(H_{44} - \lambda) + (H_{22} - \lambda)(H_{44} - \lambda)] = 0,$$

(18)

where

$$H_{11} = H_{44} = -i\gamma,$$
$$H_{22} = \xi + U_{11},$$
$$H_{33} = -\xi - 2i\gamma.$$  

(19)

Each eigenvalue $\lambda_i$ determines the corresponding eigenvector

$$\psi_i = \begin{pmatrix}
\alpha_i \\
\beta_i \\
\gamma_i \\
\delta_i
\end{pmatrix}.$$  

(20)

We have to obtain expressions for the evolution operators $\Phi_{12}(t)$ and $\Phi_{22}(t)$ with the initial conditions $\Phi_{22}(0) = 1$ and $\Phi_{ij}(0) = 0$.

The solution of the system of equations for $\Phi_{12}(t)$ and $\Phi_{22}(t)$ can be written as

$$\Phi_{12}(t) = \sum_{i=1}^{4} C_i \alpha_i \exp(-i\lambda_i t),$$
$$\Phi_{22}(t) = \sum_{i=1}^{4} C_i \beta_i \exp(-i\lambda_i t),$$

(21)

where the constants $C_i$ can be obtained from the initial conditions for the system of equations:

$$\sum_i C_i \alpha_i = 0,$$
$$\sum_i C_i \beta_i = 1,$$
$$\sum_i C_i \gamma_i = 0,$$
$$\sum_i C_i \delta_i = 0.$$  

(22)

2.2. Equations for time-dependent filling numbers

The time-dependent filling numbers $n_1(t)$ can be found from the inhomogeneous part of Eqs. (6), which gives

$$\left\{ \left[ \left( \frac{i}{\hbar} \frac{\partial}{\partial t} + i\gamma \right)^2 + \gamma^2 \right] \left[ \left( \frac{i}{\hbar} \frac{\partial}{\partial t} + i\gamma \right)^2 - \xi^2 \right] -$$
$$- 4T^2 \left( \frac{i}{\hbar} \frac{\partial}{\partial t} + i\gamma \right)^2 \right\} n_1(t) = \left( \frac{i}{\hbar} \frac{\partial}{\partial t} + 2i\gamma \right) \times$$
$$\times T \left[ U_1 (G_1^{-1} K_{2111}^{\sigma \rightarrow \sigma} + G_1^{-1} K_{2111}^{\sigma \rightarrow \sigma}) -$$
$$- U_2 G_2^{-1} K_{2111}^{\sigma \rightarrow \sigma} + G_1^{-1} K_{2111}^{\sigma \rightarrow \sigma}) \right].$$  

(23)

where

$$G_2^{-1} = i \frac{\partial}{\partial t} + \xi + i\gamma,$$
$$G_1^{-1} = i \frac{\partial}{\partial t} - \xi + i\gamma.$$  

(24)

The solution of the Eq. (23) describes localized charge relaxation and consists of two parts: the first is the general solution of the homogeneous equation $n_1^h(t)$ (the right-hand side is equal to zero) and the second is a particular solution, $\widetilde{n}_1(t)$, of the inhomogeneous equation:

$$n_1(t) = n_1^h(t) + \widetilde{n}_1(t) =$$
$$= n_1^h(t) + \int_0^t G(t - t') P(t') \, dt',$$

(25)
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where $G(t - t')$ is the Green's function of Eq. (23) with $\delta(t - t')$ in the right-hand side and $P(t')$ is the right-hand side of Eq. (23), which appears due to the Coulomb correlations.

The general solution of the homogeneous equation has the form [36]

$$n_1^h(t) = n_0^h[A' \exp(-i(E_1 - E_1^*)t) +$$
$$+ 2\text{Re}(B' \exp(-i(E_1 - E_2^*)t)) +$$
$$+ C' \exp(-i(E_2 - E_2^*)t)],$$

where

$$A' = \frac{\sqrt{E_2 - E_1}}{|E_2 - E_1|^2}, \quad C' = \frac{|E_1 - E_1|^2}{|E_2 - E_1|^2},$$

$$B' = -\frac{(E_2 - E_1)(E_1^* - E_1)}{|E_2 - E_1|^2}.$$  (27)

The eigenfrequencies $E_i$ can be found from the equation

$$(E - \varepsilon_1)(E - \varepsilon_2 + i\gamma) - T^2 = 0,$$  (28)

and are given by

$$E_{1,2} = \frac{1}{2}(-\varepsilon_1 + \varepsilon_2 \pm \sqrt{\varepsilon_1 \varepsilon_2 - \varepsilon_1^2 + 4\varepsilon_1 \gamma})$$

$$\pm \frac{1}{2} \sqrt{\varepsilon_1 \varepsilon_2 - \varepsilon_1^2 + 4\varepsilon_1 \gamma - 4T^2}. \quad (29)$$

The Green's function $G(t - t')$ of Eq. (23) can be written as

$$G(t - t') = \sum_{i=1}^{4} a_i \exp(-i\lambda_i(t - t')) \Theta(t - t'),$$  (30)

and consequently, the particular solution of the inhomogeneous equation has the form

$$\tilde{n}_1(t) = \sum_{ijk} a_i C_j \exp(-i\lambda_k(t - t')) \frac{1}{-i(\lambda_j - \lambda_k^* - \lambda_i)} \times$$

$$\times \exp(-i(\lambda_j - \lambda_k^* - \lambda_i)t - 1),$$  (31)

where $\lambda_{jk(i)}$ can be found from Eq. (18) and $\lambda_i$ are the roots of the characteristic equation arising from Eq. (23):

$$\lambda_{1,2} = -i\gamma \pm \sqrt{\frac{4T^2 + \varepsilon^2 - \gamma^2}{2}} +$$

$$+ \frac{1}{2} \sqrt{(4T^2 + \varepsilon^2 - \gamma^2)^2 + 4\varepsilon^2\gamma^2} \quad (32)$$

$$\lambda_{3,4} = -i\gamma \pm \sqrt{\frac{4T^2 + \varepsilon^2 - \gamma^2}{2}} -$$

$$- \frac{1}{2} \sqrt{(4T^2 + \varepsilon^2 - \gamma^2)^2 + 4\varepsilon^2\gamma^2} \quad (32)$$

These roots are related to the eigenfrequencies $E_i$ as

$$\lambda_{1,2} = E_{1,2} - E_{1,2}^*,$$

$$\lambda_3 = E_1 - E_2^*,$$

$$\lambda_4 = E_2 - E_1^*.$$  (33)

The coefficients $a_i$ are

$$a_1 = \frac{1}{(\lambda_2 - \lambda_1)(\lambda_3 - \lambda_1)(\lambda_4 - \lambda_1)},$$

$$a_2 = \frac{1}{(\lambda_1 - \lambda_2)(\lambda_3 - \lambda_2)(\lambda_4 - \lambda_2)},$$

$$a_3 = \frac{1}{(\lambda_1 - \lambda_3)(\lambda_2 - \lambda_3)(\lambda_4 - \lambda_3)},$$

$$a_4 = \frac{1}{(\lambda_1 - \lambda_4)(\lambda_2 - \lambda_4)(\lambda_3 - \lambda_4)}. \quad (34)$$

We now focus on the two limit cases where the expressions that determine the dynamics of the filling numbers have a rather compact form. The first case is where the detuning between the empty energy levels in the QDs is equal to zero: $\xi/\gamma \ll 1$. The second case deals with the situation where the sum of the detuning and half the Coulomb coupling value is equal to zero. This means that the resonance between the half-occupied energy level in the first QD and the empty level in the second QD occurs:

$$\frac{\xi + U_{11}/2}{\gamma} \ll 1.$$  (35)

We also assume that the condition $T \ll \gamma \ll U_{11}$ is fulfilled in both cases.

### 2.3. $\xi/\gamma \ll 1$

The eigenvalues of the characteristic equation in the first case ($\xi/\gamma \ll 1$), to within $T^2/U_{11}$ have the form

$$\lambda_1 = U_{11} - i\frac{2T^2\gamma}{U_{11}},$$

$$\lambda_2 = -i\gamma - i\frac{2T^2}{\gamma},$$

$$\lambda_3 = -2i\gamma - i\frac{2T^2}{\gamma},$$

$$\lambda_4 = -i\gamma.$$  (35)
Hence, the evolution operators can be written as

\[
\Phi_{12}(t) = \frac{T}{U_{11}} \left[ \exp \left( -i U_{11} t - \frac{2 T^2 \gamma}{U_{11}} t \right) - \exp \left( -\gamma t - \frac{2 T^2}{\gamma} t \right) \right],
\]

\[
\Phi_{22}(t) = \left( 1 - \frac{2 T^2}{U_{11}^2} \right) \exp \left( -i U_{11} t - \frac{2 T^2 \gamma}{U_{11}} t \right) + \frac{2 T^2}{U_{11}} \exp \left( -\gamma t - \frac{2 T^2}{\gamma} t \right),
\]

and time dependence of the pair correlators \( K_{2111}^{\gamma\gamma'} \) and \( K_{1211}^{\gamma\gamma'} \) is determined by the product

\[
K_{2111}^{\gamma\gamma'}(t) = \Phi_{12}(t) \Phi_{21}(t),
\]

\[
K_{1211}^{\gamma\gamma'}(t) = \left( K_{2111}^{\gamma\gamma'} \right)^*.
\]

The expression for \( P(t) \) (see Eq. (25)) in the case of the resonance between empty levels, \( \xi / \gamma = 0 \), has the form

\[
P(t) = 4 T^2 \gamma \exp \left( -\frac{4 T^2 \gamma}{\gamma} t \right) + 2 T^2 U_{11} \exp (-\gamma t) \cos(U_{11} t),
\]

where \( \eta = \gamma^2 / (U_{11}^2 + \gamma^2) \). For \( \eta = 1/2 \), the inhomogeneous part of the time evolution of the filling numbers \( \tilde{n}_1(t) \) can be written as

\[
\tilde{n}_1(t) = \frac{T^2}{\gamma^2} \left[ -2 \gamma t - \exp \left( -\frac{2 T^2}{\gamma} t \right) \right] \times
\]

\[
\times \exp \left( -\frac{2 T^2}{\gamma} t \right) + \exp(-2 \gamma t) + 4 \exp \left( -\frac{2 T^2}{\gamma} t \right) - 4 \exp(-\gamma t) + \frac{2 T^2 U_{11} \exp(-\gamma t)}{\gamma^3} \cos(U_{11} t) - 1 \right] + O \left( \frac{T^2}{U_{11}^2} \right).
\]

For \( \eta \ll 1 \), the time evolution of the filling numbers \( \tilde{n}_1(t) \) is given by

\[
\tilde{n}_1(t) = \frac{1}{1 - 2 \eta} \left[ \exp \left( -4 \frac{T^2 \eta}{\gamma} t \right) - \exp \left( -\frac{2 T^2}{\gamma} t \right) \right] + O \left( \frac{T^2}{\gamma^2} \right).
\]

### 2.4. \( (\xi + U_{11}/2) / \gamma \ll 1 \)

In the second case of interest \( (\xi + U_{11}/2) / \gamma \ll 1 \) but \( U_{11}/\gamma \gg 1 \), the eigenvalues are

\[
\lambda_1 = \frac{U_{11}}{2} - \frac{i 8 T^2 \gamma}{U_{11}},
\]

\[
\lambda_2 = -i \gamma + \frac{8 T^2}{U_{11}},
\]

\[
\lambda_3 = -2i \gamma + \frac{U_{11}}{2} - \frac{i 8 T^2 \gamma}{U_{11}} + \frac{4 T^2}{U_{11}},
\]

\[
\lambda_4 = -i \gamma.
\]

The evolution operators take the form

\[
\Phi_{12}(t) = \frac{2 T}{U_{11}^2} \times
\]

\[
\times \left[ \exp \left( -\frac{i U_{11} t - 8 T^2 \gamma t}{U_{11}} \right) - \exp(-\gamma t) \right],
\]

\[
\Phi_{22}(t) = \left( 1 - \frac{8 T^2}{U_{11}^2} \right) \exp \left( -\frac{i U_{11} t - 8 T^2 \gamma t}{U_{11}} \right) + \frac{8 T^2}{U_{11}^2} \exp(-\gamma t).
\]

When the condition \( (\xi + U_{11}/2) / \gamma = 0 \) is fulfilled, \( P(t) \) is determined by the expression

\[
P(t) = -T^2 U_{11}^2 \left( \exp \left( \frac{U_{11}}{2} t - \gamma t \right) + h.c. \right) - 4 T^2 \gamma \exp \left( -\frac{16 T^2 \gamma}{U_{11}^2} t \right)
\]

within \( T^2 / U_{11}^2 \) and \( \gamma^2 / U_{11}^2 \).

The inhomogeneous part of the time evolution of the filling numbers \( \tilde{n}_1(t) \), to within \( T^2 / U_{11}^2 \), has the form

\[
\tilde{n}_1(t) = - \frac{4}{7} \left[ 1 - \exp \left( -\frac{14 T^2 \gamma}{U_{11}^2} t \right) \right] \exp \left( -\frac{2 T^2 \gamma}{U_{11}^2} t \right) - 2 \frac{T^2}{U_{11}^2} \exp(-\gamma t) \sin \left( \frac{U_{11} t}{2} \right) + O \left( \frac{T^2}{U_{11}^2} \right).
\]

We note that relaxation of the filling numbers in the proposed model can be analyzed by means of a simpler method, the self-consistent mean-field approximation [37, 42, 43]. In this approximation, the correlation functions \( U_{11} \langle \bar{n}_1^{-\sigma} \bar{n}_j^\sigma \rangle \) in Eqs. (6) are substituted by the expressions \( U_{11} \langle \bar{n}_1^{-\sigma} \rangle \langle \bar{n}_j^\sigma \rangle \). This substitution is valid in the case where filling numbers for the localized electrons \( \bar{n}_1^{-\sigma} \) change their values rather slowly. The calculation scheme consists of two steps. In the first step, the initial energy level position \( \varepsilon_i \) is replaced by the expression

\[
\varepsilon_i = \varepsilon_i + U_{11} \langle \bar{n}_1^{-\sigma} \rangle
\]
and the time-dependent filling numbers are evaluated. 
The second step deals with the self-consistent calculation of the time-dependent filling numbers for the electrons. For some ranges of the system parameters, the mean-field approximation reveals qualitatively good results [37]. But in general case, the mean-field approximation is insufficient to describe relaxation processes in systems with correlations.

3. MAIN RESULTS AND DISCUSSION

Time evolution of the electron filling numbers strongly depends on the initial charge configuration of the system and on the relations between the system parameters (energy levels positions, the difference of Coulomb interaction between various localized states, and the relations between tunneling rates). We consider the situation where \( T < \gamma < U_{ij} \).

We first analyze the situation where all the charge in the system is localized in the first QD at the initial time instant and the second QD is empty (see Fig. 2 and Fig. 3a, d). In what follows, we discuss the case of both positive (see Fig. 2) and negative (see Fig. 3a, d) initial detunings \( \xi \). We start from the energy level configuration with positive detuning. Figure 2a demonstrates the decrease in the localized charge relaxation rate in the first QD with the increase in the Coulomb coupling values (the grey line and the black dashed line) in comparison with the case where Coulomb interaction is absent (black line). This effect occurs because the presence of strong Coulomb repulsion results in an increase in the initial detuning value. Simultaneously, the increase in Coulomb coupling values leads to a decrease in the filling number amplitudes in the second QD (see Fig. 2b). Time evolution of the filling numbers demonstrates several time intervals with extremely different values of relaxation rates if \( \xi / \gamma < 1 \). At the first stage, relaxation occurs with the rate very close to \( \gamma_{res} = 2T^2 / \gamma \). This stage also demonstrates the increase in the filling number amplitudes in the second dot (see Fig. 2b). Further time evolution in both dots reveals a decrease in the charge amplitude, which occurs with the typical relaxation rate very close to

\[
\gamma_{narrow} = \gamma_{res} \frac{\gamma^2}{\gamma^2 + \xi^2}.
\]

The energy-level configuration that corresponds to the negative initial detuning reveals much more interesting results (see Fig. 3a, d). It can be found that critical Coulomb coupling values exist in the system for a given set of parameters that corresponds to the relaxation regime changing. For the values smaller than the critical one, Coulomb interaction results in an increase in the localized charge relaxation rate in the first QD and leads to an increasing in filling number amplitudes in the second dot in comparison with the case where Coulomb interaction is absent (see Fig. 3a, d black and grey lines).

For the on-site Coulomb repulsion values larger than the critical one, the localized charge time evolution reveals a decrease in both the localized charge relaxation rate in the first QD and the filling-number
amplitudes in the second one in comparison with the case where Coulomb repulsion is absent (see Fig. 3a,d black and black dashed lines). This is the result of the positive effective detuning formation; consequently, for large values of Coulomb interaction, relaxation reveals a behavior very similar to the case with a positive initial detuning (Fig. 2). Moreover, the typical relaxation rates are very close to the rate obtained for the energy-level configuration with positive detuning.

We now focus on the situation where all the initial charge in the system is localized in the second QD at the initial time instant and the first dot is empty (see Fig. 3b,e). The system behavior is then very similar for positive and negative detunings, and we therefore focus only on the case of negative initial detuning. The influence of Coulomb interaction on the localized charge relaxation in the case of both positive and negative initial detunings is negligible in comparison with the case where Coulomb repulsion is absent. Coulomb correlations modify the filling number time evolution only slightly, and relaxation occurs with the typical rate value close to $\gamma$. Due to the possibility of direct tunneling from the second QD to the continuous-spectrum states, the localized charge amplitude decreases faster than in the case where all the charge is localized in the first dot (see Fig. 3a,c,e).

The most interesting situation is shown in Fig. 3c,f. Calculation results correspond to the case where the localized charge is equally distributed between the dots at the initial time instant. We first describe the most interesting features of relaxation process that are valid both in the presence and in the absence of on-site Coulomb repulsion and occur for both values of the initial detuning.

Time evolution of the localized charge in both QDs reveals three typical time intervals with different values of the relaxation rate. The first time interval in the first QD demonstrates a plateau on the time interval of the order of $\gamma$. This interval demonstrates that the charge is still entirely localized in the first QD, because the second dot is occupied. The charge starts to flow from the first dot to the second one only when the second-dot energy level becomes nearly half empty due to the direct tunneling from the second dot to the continuous-
spectrum states. When both QDs are occupied by two electrons with opposite spins, charge transfer between the dots is forbidden due to the Pauli principle. Hence, at the first stage of relaxation, the charge in the first QD is trapped even in the absence of Coulomb correlations. On-site Coulomb repulsion results in a more dramatic charge redistribution between the QDs, which can be seen in Fig. 3.c,f. The charge time evolution in the second QD occurs with the typical relaxation rate very close to $\gamma$.

The second time interval is connected with the formation of a plateau in the filling-number time evolution in the second QD. The time interval that determines the plateau is of the order of $\gamma$. This interval corresponds to the process of relaxation, and the rates consequently change in both dots. The next time interval demonstrates localized charge relaxation in both QDs with the typical relaxation rate very close to

$$\gamma_{\text{local}} = \gamma_{\text{res}} \frac{T^2 \gamma}{(U_1 - U_2)^2}.$$ 

This time interval corresponds to the situation where both dots are nearly empty. Consequently, filling number relaxation in both QDs occurs with strongly different relaxation rates when the charge is mostly confined in the dots.

We next discuss the localized charge time evolution in the regime where the condition $(\xi + U_1 - U_2)/\gamma \ll 1$ is fulfilled. In this case, the increasing in the Coulomb coupling value leads to a decrease in the filling-number relaxation rate (see Fig. 4a). For large $U_1 - U_2$, the relaxation rate is rather low and is of the order of $\gamma_{\text{local}} = \gamma_{\text{res}} \frac{T^2 \gamma}{(U_1 - U_2)^2}$.

which is typical for the system of two coupled QDs without Coulomb interaction and with $|\xi| \approx U_1 - U_2$. By the decreasing the Coulomb coupling value $U_1 - U_2$, we achieve the situation of resonant tunneling between the localized states, and consequently the relaxation rate increases. In Fig. 4c, the situation of resonant tunneling between empty energy levels $\xi/\gamma = 0$ is demonstrated. In this case, the relaxation of the localized charge occurs with the typical rate very close to the value $\gamma_{\text{res}} = 2T^2/\gamma$ and is almost independent of the Coulomb interaction value. We note that relaxation processes are governed not only by the typical exponentials $\exp(-\gamma t)$ and $\exp(-2T^2t/\gamma)$ but also by the preexponential factor, which linearly increases in time in the resonant case (see Eq. (39)).

A very special relaxation regime exists in the system if the condition

$$\frac{\xi + U_1 - U_2}{\gamma} \ll 1$$

holds (see Fig. 4b). In this regime, Coulomb correlations result in formation of a dip in the time evolution of the localized charge. At the initial relaxation stage, the charge in the first QD rapidly decreases due to the almost resonant relation between the level in the second QD and the effective single-electron energy in the first dot. It follows from the third and the fourth equations in (6) that changing of the effective energy level detuning is determined by
\[(U_1 - U_2) \text{Re} \left[ \frac{\langle \hat{n}_1^{-\gamma}(t) \hat{n}_2^{-\gamma}(t) \rangle}{\langle \hat{n}_2^{-\gamma}(t) \rangle} \right], \]

which differs from the typical mean-field expression \((U_1 - U_2) \langle \hat{n}_2^{-\gamma}(t) \rangle \) [42].

At a certain instant of time the effective single-electron level falls down below the level in the second QD. At this instant, the inverse charge begins to flow from the second QD to the first one. The occupation in the first QD demonstrates a significant increase after reaching the minimum value (the dip formation). Filling numbers almost reach the initial value for large values of Coulomb interaction. After the dip formation, the typical time scale that determines relaxation of the filling numbers is sufficiently close to the value

\[ \gamma_{\text{nonres}} = 2 \frac{T^2 \gamma}{\xi^2}. \]

This explanation gives a qualitative picture of the dip formation. The exact solution shows that Coulomb correlations are responsible for such nonmonotonic behavior. This effect is determined by the inhomogeneous part of the exact solution for time evolution of the filling numbers in the first QD (see the first term in Eq. (44)). And this inhomogeneous part appears because time dependence of the higher-order correlators \(P(t)\) in Eq. (23) and Eq. (25) is completely taken into account. That is why time evolution of the filling numbers for the electrons differs considerably from that in the mean-field approximation. The width of the dip can be roughly estimated as \((1/8) \gamma_{\text{nonres}}^{-1}\).

Comparison between the exact solution and the mean-field approximation is demonstrated in Figs. 5, 6. It is clear that both methods reveal similar peculiarities of the system behavior such as several time ranges with considerably different relaxation rates. For some ranges of the system parameters, formation of the dip can also be reproduced in the mean-field approximation (see Fig. 5). Figure 5 also demonstrates similar behavior of the exact and mean-field solutions at the initial stage of relaxation. But the dip is reproduced incorrectly in the mean-field approximation.

In the case of resonant tunneling between the energy levels in the QDs \((\xi/\gamma = 0)\), the exact solution and the mean-field approximation reveal a strong mismatch (see Fig. 6a). The exact solution demonstrates rather smooth time evolution of the localized charge, while the solution obtained by means of the mean-field approximation reveals abrupt changes in the localized charge amplitude. As the Coulomb repulsion decreases, the correspondence between the exact and the mean-field solutions improves (see Fig. 6b).

**Fig. 5.** Time dependence of the filling numbers for the electrons \(n_1(t)\) in the presence of Coulomb interaction: comparison of the exact solution and the mean-field approximation. The black lines correspond to the exact solution, the black dashed lines correspond to the mean-field approximation. The grey lines demonstrate relaxation of the localized charge in the absence of Coulomb interaction. a) \((U_1 - U_2)/\gamma = 5\) and \(\xi/\gamma = -3\); b) \((U_1 - U_2)/\gamma = 3\) and \(\xi/\gamma = -2\). The parameters \(T/\gamma = 0.6\) and \(\gamma = 1\) are the same for all figures.

4. CONCLUSION

We have studied time evolution of the filling numbers in the system of two interacting QDs coupled with continuous-spectrum states in the presence of Coulomb interaction for a wide range of the system parameters. Different initial charge configurations were considered. The solution describing the system dynamics was analyzed under the assumption that the band and localized filling numbers for the electrons are uncoupled. This solution exactly takes all-order correlators for the localized electrons in the QDs into account.
Fig. 6. Relaxation of the filling numbers $n_1(t)$ in the presence of Coulomb interaction in the case of resonant tunneling between the empty energy levels in the QDs. The black lines correspond to the exact solution, the black dashed lines correspond to the mean-field approximation. The grey lines demonstrate relaxation of the localized charge in the absence of Coulomb interaction. a) $\xi/\gamma = 0$ and $(U_1 - U_2)/\gamma = 3$; b) $\xi/\gamma = 0$ and $(U_1 - U_2)/\gamma = 1$. The parameters $T/\gamma = 0.6$ and $\gamma = 1$ are the same for all figures.

We found strongly different relaxation regimes in the system of coupled QDs depending on the ratios between the system parameters. An interesting manifestation of Coulomb correlations is the formation of a dip in the time evolution of the localized charge. Such reentrant charge behavior is not the result of simple quantum oscillations between the two energy levels.

We compared our results with the mean-field approximation. The mean-field approximation can in some cases give qualitatively similar peculiarities of the system behavior: several time ranges with considerably different relaxation rates and dip formation. But the mean-field approximation results do not coincide with the exact solution in many regimes. Even if the mean-field approximation qualitatively correctly predicts the appearance of the dip, its shape and width strongly differ from those given by the exact solution.
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