RobHortic is a remote-controlled field robot that has been developed for inspecting the presence of pests and diseases in horticultural crops using proximal sensing. The robot is equipped with colour, multispectral, and hyperspectral (400–1000 nm) cameras, located looking at the ground (towards the plants). To prevent the negative influence of direct sunlight, the scene was illuminated by four halogen lamps and protected from natural light using a tarp. A GNSS (Global Navigation Satellite System) was used to geolocate the images of the field. All sensors were connected to an on-board industrial computer. The software developed specifically for this application captured the signal from an encoder, which was connected to the motor, to synchronise the acquisition of the images with the advance of the robot. Upon receiving the signal, the cameras are triggered, and the captured images are stored along with the GNSS data. The robot has been developed and tested over three campaigns in carrot fields for the detection of plants infected with ‘Candidatus Liberibacter solanacearum’. The first two years were spent creating and tuning the robot and sensors, and data capture and geolocation were tested. In the third year, tests were carried out to detect asymptomatic infected plants. As a reference, plants were analysed by molecular analysis using a specific real-time Polymerase Chain Reaction (PCR), to determine the presence of the target bacterium and compare the results with the data obtained by the robot. Both laboratory and field tests were done. The highest match was obtained using Partial Least Squares-Discriminant Analysis PLS-DA, with a 66.4% detection rate for images obtained in the laboratory and 59.8% for images obtained in the field.
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1. Introduction

‘Candidatus Liberibacter solanacearum’ (CaLsol) is a bacterium limited to the phloem of plants and haemolymph of insect vectors that is associated with zebra chip disease in potato and vegetal disorders in Apiaceae [1]. Although transmission of the disease occurs mainly by psyllid insect vectors, it can also occur by grafts or seeds [2,3]. In Europe, this pest is causing damage mainly in carrot crops, but also in potatoes, celery, parsnips, parsley, or fennel [4]. In Spain, the damage is caused mainly in carrot crops.

The most commonly associated symptoms in affected plants are wrinkled leaves, generalised chlorosis, purple discolouration, and stunted root growth. However, the symptoms can be confused...
with those caused by other bacterial pathogens, such as ‘Candidatus Phytoplasma asteris’ or Spiroplasma citri [5]. In some cases, while the roots are affected, the aerial part of the plant remains asymptomatic, making visual detection difficult. Therefore, frequent sampling and laboratory analysis are necessary to determine the presence of the bacterial pathogen in the plants, which is laborious and expensive for large areas of the crop.

The use of remote spectral sensors to monitor crops can help in this regard to study large areas of land with high resolution to detect plant diseases [6]. These techniques can be performed at different scales, depending on the area to be monitored and the spatial and spectral resolution needed [7]. On a large scale, the use of spectral data provided by satellites has been used for several decades, offering a large amount of spectral information but with little spatial resolution. On the other hand, unmanned aerial vehicles (UAVs) are becoming increasingly popular for rapid crop-level monitoring at any time. At the plant and leaf levels, spectral information can be gathered at high spatio-temporal resolution using manual sensors or mounted on agricultural vehicles [8] or fleets of autonomous robots [9].

Autonomous robot navigation in orchards and in the open field is challenging because it relies on guidance systems that must be very accurate in changing, unstructured environments, and very different crops and production systems. [10]. Navigation of robots on rough and uneven terrain or in different weather conditions makes the navigation of agricultural robots even more challenging [11], which means that the navigation algorithms have to adapt to identify specific features of the target crop [12].

Ladybird is a fairly advanced farm robot capable of performing various inspections and mapping tasks using laser and hyperspectral scanning. It moves autonomously by following Global Navigation Satellite System (GNSS) waypoints corrected by real-time kinematic (RTK) and 4G [13]. Shrimp [14] is a flexible general-purpose robotic data collection platform equipped with different types of cameras and radio detection and ranging (RADAR) and Laser Imaging Detection and Ranging (LiDAR) sensors. However, many of the developments have been made for vineyards due to the added value of the crop, the homogeneity of the terrain, and the ease of mechanising this crop. VineRobot [15] is also an autonomous robot capable of moving around vineyards using stereoscopic imaging. VinBot [16] is another all-terrain robot equipped with sensors for image acquisition and three-dimensional (3D) data collection in vineyards. GRAPE [17] is a ground robot also designed to monitor vineyards and estimate plant health.

When the robot must work in different crops or growth phases, autonomous navigation becomes more difficult. For example, in carrot crops, the crop rows are well identified at the beginning of the season when the plants are young, but as the plants grow, they mix and the rows are no longer clear, making autonomous driving difficult. In these cases, teleoperation is a good alternative, like the case of XF-ROVIM, a remotely driven sensing robot to inspect olive crops [18]. Adamides et al. [19] developed a robot that was remotely operated for spraying purposes, while another similar scouting teleoperated robot was used by Kurtser et al. [20] for yield estimation in grapes using a red, green, blue, depth (RGB-D) sensor. On the other hand, Blasco et al. [21] presented one of the first agricultural robots aimed at weed detection and eradication. This work aims to create a field robot equipped with spectral sensors as a new tool for monitoring horticultural crops and early detection of diseases. It has been applied to the detection of asymptomatic carrot plants infected with CaLsol.

2. Materials and Methods

2.1. Robotic Platform and Onboard Equipment

RobHortic consists of a frame with four fat-bike wheels that can absorb the irregularities of the terrain. The front wheels are fixed and the two rear wheels are smaller and they can rotate freely. This frame has a telescopic structure so that the width can vary between 100 and 200 cm to adapt the robot to work in crop rows of different widths. In this framework, a closed structure is incorporated, which contains the cameras facing the ground, sensors, and the control computer (i7-3610QE, 16 GB...
DDR3 1600 MHz SDRAM, 4 USB3 ports, 2 GigE ports and two ports RS-232/422/485, 1 Tb SSD). A tarp surrounds the underside of the robot to prevent changes in the scene illumination due to the variable ambient light. Then, four 100 W halogen spotlights, powered by a 2000 W inverter generator set, illuminate the scene captured by the images in the spectral range of the sensors. Two 24 V 250 W direct current (DC) motors have been adapted to the wheel axles. The motors are powered by a 24 V 10 Ah lithium battery, which is charged when the power generator is on to increase the range of the robot. The robot is remotely controlled through a wireless radio-controller that includes forward and reverse buttons, a slide potentiometer to regulate and set the speed, and a joystick to control turning. A control board installed in the robot serves as a master in the radio frequency communication system. Every 50 ms, the control board sends a data request to the remote control, which acts as a slave to the system. The control board also monitors the speed of each wheel, the average speed, the total distance travelled, the battery level, and the number of pulses generated by an encoder coupled to each motor, which serves to measure the distance travelled and trigger the cameras. A proportional-integral-derivative (PID) controller was implemented in the board to ensure a constant speed in a straight line.

The sensors mounted on RobHortic include a multispectral camera (CMS-V, Silios Technologies, France) capable of capturing eight monochromatic images at 558, 589, 623, 656, 699, 732, 769, and 801 nm, three DSLR (Digital Single Lens Reflex) cameras (EOS 600D, Canon Inc, Japan), two of them modified to capture images in near-infrared (NIR) from 400 to 1000 nm, and blue normalised difference vegetation index (BNDVI), respectively. In this later camera, the red filter was replaced by another to capture NIR. Thus, the BNDVI is estimated using the blue and NIR channels [22]. Also, a hyperspectral imaging system (InSpectral-VNIR, Infaimon SL, Spain) composed of an imaging spectrograph and a line-scan camera that is sensitive in the 410 to 1130 nm range. A total of 133 bands were acquired with this camera. The camera allowed a higher spectral resolution, but this was chosen to ensure that no images were lost due to the storage speed. The robot also incorporated a thermal camera (A320, FLIR systems, Wilsonville, Oregon, USA), but the images could not be used due to the blurring introduced by the advance of the robot. These images were therefore discarded and not included in the experiments. The redundant use of multispectral and hyperspectral cameras is justified because the performance and suitability of each one in this problem was unknown at the beginning, so it was decided to test all of them.

The DSLR cameras allowed images of the crop to be captured with a resolution of 0.5 mm/pixel, the multispectral camera could obtain images with a spatial resolution of 2.5 mm/pixel, and the hyperspectral did the same with a spatial resolution of 0.75 mm/pixel. All the cameras were located at the same distance from the soil (90 cm) and the differences in the resolution are given to the features of each camera. They were configured to capture images synchronised with the advance of the vehicle at a rate of about one image per metre, with integration times of less than 4 m/s to avoid moving or blurry images. A software application was developed to control image acquisition. This software runs in the control computer, which reads the pulses from the encoder, triggers the cameras, and stores the images. Besides, a GNSS receiver (Hiper SR, TOPCON Corp., Tokio, Japan) with RTK correction was installed in the vehicle, allowing geolocation with an accuracy of around 3 cm to be able to identify the plants in the images.

2.2. Field Tests

Field tests were performed in 2016, 2017, and 2018. The first two years were mainly spent developing the robot, improving the software, and setting up the sensors in a real environment, while the assays in 2018 were aimed at collecting and analysing the crop data. Each year, a different test field was used depending on availability since they were commercial crops of carrots cv ‘Soprano F1’, and every year, the fields change the crop. The fields were selected by technicians from the Cooperativa Agrícola Villena [23] located in Villena (Alicante, Spain), with an area between 0.5 and 2 Ha. In all cases, the crop was arranged in rows with a width of around 1 m, each containing three ridges. Images of the testing fields are shown in Figure 1. The sowing of the plots took place at the end of May and the carrots
were harvested in November. Six inspections of the testing fields were carried out each year with the robot, one every month during the crop cycle from sowing to harvesting (June–November) to observe the evolution of the plants during their growth and to detect the infection as early as possible. Tests were normally done in the morning between 11 a.m. to 2 p.m. During the tests, the robot advanced at a speed of about 1 m/s, capturing images with all cameras every 80 cm (approximately). The images were stored in the SSD (solid-state drive) of the computer and later processed.

![Field View](image)

**Figure 1.** View of the testing field used for validation in the 2018 campaign in Villena, Alicante (Spain). The spots show the distribution of the reference plants. Images captured from Google Maps [24].

In the last campaign, a visible red mark was placed on 100 reference plants chosen at random in the fields (Figure 1) and accurately geolocated to later identify the plants in the images (Figure 2). The field was divided into plots to ensure an even distribution of these plants in the field. Only plants not showing any external symptoms associated with the disease were selected for reference. They were collected separately after being monitored by the robot, tagged, and taken to the laboratory to undergo detailed optical and molecular analysis to serve as a reference for the field tests.

### 2.3. Laboratory Tests

At the end of each session, the plants marked in the field were taken to the laboratory to carry out exhaustive analyses under controlled conditions with non-destructive methods and later molecular analysis to check for the presence or absence of the target bacterium. High-quality images were captured using the same DLSR cameras installed in the robot, with a size of 3456 × 2304 pixels and a resolution of 0.08 mm/pixel. The samples were placed at a distance of 20 cm from the camera inside an inspection hood. The scene was lit using the same lamps as those installed on the robot. In addition, ultraviolet (UV) illumination was used to obtain UV-induced fluorescence images. Hyperspectral images (450 and 1040 nm) of the plants were also obtained using a camera (CoolSNAP ES, Photometrics, AZ, USA) coupled to two liquid crystal tunable filters (LCTF) (Varispec VIS-07 and NIR-07, Cambridge Research and Instrumentation Inc., MA, USA). The camera was configured to acquire images every 10 nm with a size of 1392 × 1040 pixels and a spatial resolution of 0.14 mm/pixel. Thus, 60-band hypercubes were obtained. Images were corrected using white (Spectralon 99%, Labsphere, Inc, NH, USA) and dark references to correct for the influence of emission spectrum of the lamps, the sensitivity of the camera sensor, and the sensitivity of the LCTFs.
Also, to check whether other wavelengths could be useful in the early detection of infection, two spectrometers covering the ranges 200 to 1100 nm (AvaSpec-ULS2048-USB2, Avantes, Inc., Apeldoorn, The Netherlands) and 900 to 1700 nm (AvaSpec-NIR256-1.7, Avantes, Inc., Apeldoorn, The Netherlands) were used. The raw spectra obtained were normalised by dividing each variable by its standard deviation. In this way, the spectral intensities were rescaled to a common range, allowing us to compare the acquired spectra using different equipment with different resolutions.

The 100 marked plants collected in the last survey were stored under refrigerated conditions and analysed using all the equipment described above. Later, molecular analyses were carried out. First, deoxyribonucleic acid (DNA) extraction from leaves was performed using the cetyl trimethylammonium bromide (CTAB) method [25]; then, DNA was analysed by real-time Polymerase Chain Reaction (PCR) protocol with two sets of specific primers and probes [26,27] for detection of CaLsol. According to the results, these plants would be used for reference in the creation of statistical models. Samples were also analysed for the universal detection of ‘Candidatus Phytoplasma’ [28] and Spiroplasma citri [29]. After the molecular analysis of the plants, knowing which plants were positive and negative for CaLsol, the spectra were randomly partitioned into two sets for calibration and validation, including plants of the two classes. The plants were randomly separated into two sets. The first included 70% of the plants and was used to build the model that was validated using
10-fold cross-validation (CV). The remaining 30% was used as an independent test set. In the case of hyperspectral images, a binary mask was used to separate the plants from the background using the 600 nm wavelength, which showed high contrast. The average reflectance spectrum of each plant was determined by averaging the relative reflectance spectra of all pixels included in the plant region.

2.4. Data Analysis

Spectral data and reference values (positive or negative) were organised in matrices, where the rows were the spectra obtained from the plants and the columns were the variables. Variables X were wavelengths, the number of which differed depending on whether they were collected using the hyperspectral or spectrometric system. Partial Least Squares-Discriminant Analysis (PLS-DA) was used to classify plants as healthy or infected. The average spectrum of each plant was filtered using Savitzky-Golay (SG) smoothing to eliminate additive and multiplicative effects. The resulting spectrum was then normalised by the mean centre. A 10-fold CV was used to obtain the optimal number of latent variables (LV), as well as an estimate of the error rate of the models [30]. The results of the PLS-DA models were expressed as a percentage of correct classification for the calibration (using CV) and test sets. The models were statistically validated using sensitivity, specificity, class error, and accuracy, following Equations 1 to 4 [31].

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (1)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (2)
\]

\[
\text{Class error} = 1 - \left( \frac{\text{Sensitivity} + \text{Specificity}}{2} \right) \quad (3)
\]

\[
\text{Accuracy (\%)} = \frac{TP + TN}{TP + TN + FP + FN} \times 100 \quad (4)
\]

where TP and TN are true positive (infected correctly detected) and true negative (healthy plants correctly detected), respectively. FP and FN mean false positive (healthy plants detected as infected) and false negative (infected plants detected as healthy), respectively. The analyses were performed with MATLAB R2015a (Natick, MA, USA).

Other classification techniques were tested alternatively to PLS-DA, trying to increase the detection of infection obtained. These techniques were linear and quadratic discriminant analysis (LDA and QDA), and support vector machine (SVM) [32].

3. Results and Discussion

3.1. Robotic Platform Developed

RobHortic (Figure 3) operated correctly during all test campaigns, capturing data from the test fields with all the sensors. During the two first testing campaigns, aspects such as the speed of advance, the robustness of the motors, the duration of the batteries, the distance and reliability of the control, the robustness of the communications, the synchronisation of the sensors with the advance, the adequacy of the sensors to obtain plant data, and the data storage rate necessary to determine the capture rate were tested. The robot was programmed to advance at a speed of 1 m/s, capturing images approximately every 80 cm. The GNSS ran in the free mode at 25 Hz. As the robot was programmed to move at a speed of 1 m/s, the location was captured approximately every 40 mm. The association between an image and the GNSS information was performed using a timestamp inserted in the data streams captured with a time resolution of one millisecond that contained both the timing and the GNSS data. This strategy allowed to associate the GNSS data with the image captured at a particular time. The total cost of the robot materials, excluding the sensors and electronics that were manufactured in
the laboratory to adapt them to this application, was less than €5000, with the motors and chassis being the most expensive parts. This makes RobHortic an affordable, flexible, and adaptable alternative for crop inspection or testing sensor aimed to this purpose.

Figure 3. A remotely-driven RobHortic operating in a carrot field. (a) the external appearance of the robot. (b): inside from the plant point of view.

During these tests, the multispectral images were used to calculate vegetation indices, to create maps of the fields. The images captured consecutively were first stitched to form the rows using the stitching software. Later, the rows were joined to complete the map of the field. Images of different wavelengths...
wavelengths captured by the multispectral camera were used to obtain the vegetation indices of the field tests. Figure 4 shows a single row of the field captured in the different wavelengths.

![Figure 4. The image of one of the rows of the crop captured in visible (VIS), near infrared (NIR), normalized difference vegetation index (NDVI) and different spectral bands using the Silios camera.](image)

From the images of the field captured at these wavelengths, it was possible to create maps of vegetation indices. As an example, Figure 5 shows an NDVI map with a detail of the resolution. This NDVI map was created using the 801 and 656 nm images following the equation $\text{NDVI} = (R_{801} - R_{656})/(R_{801} + R_{656})$, $R_x$ being the reflectance at wavelength $x$. However, these indexes resulted ineffective for detection of CaLsol in the 100 reference plants since no differences were found between sound and infected plants.

![Figure 5. Normalised difference vegetation index (NDVI) map of the carrot field showing a detail of the high spatial resolution.](image)

RobHortic can be adapted to different crop conditions and states, as its design allows it to be made wider and its remote operation gives it the flexibility to move in different environments. In addition, it can carry a large payload, which makes it relatively easy to add or change new sensors. About other scouting robots for crop surveillance, in many cases, they have been developed for particular crops, are more expensive, or they are presented as a black box, giving little information about the design, construction, functionalities, and cost of the prototypes. BoniRob (Robert Bosch Start-up GmbH, Renningen, Germany), is a multi-purpose robot developed for different applications in precision agriculture.
agriculture. The structure is similar to RobHortic with a more robust and industrial design, but also a much higher cost. On the other hand, the sensor is limited to a multispectral RGB-D camera and different equipment to obtain structural information, such as a Kinect camera or a LiDAR [33]. AgriRobot is a teleoperated robotic sprayer driven by a farmer, who receives data from the robot’s sensors and cameras [19] in a display device and interacts with the robot using a screen or a Head Mounted Display, a standard PC keyboard, or a PS3 gamepad. This makes direct eye contact with the robot in the field unnecessary but requires the use of a computer by the user, and signs in the field to make the driving easier. XF-ROVIM is another example of a teleoperated robot created to perform an inspection of olive trees. In this case, the cameras are facing to one side of the robot instead of the ground and hence cannot be used for vegetable crops [18].

3.2. Results in Detection of CaLsol

In the first tests carried out in 2016, the molecular analysis by real-time PCR showed that 12% of the plants were healthy, 6% were infected by CaLsol, 7% were infected by ‘Ca. Phytoplasma’ sp., and 75% were infected by both pathogenic organisms. In 2017, infection by CaLsol affected 99% of the samples collected. In 2018, the prevalence of CaLsol in the test fields was around 80%. However, there were no external symptoms of the infection in any of the cases.

Figure 6 shows three bands of the hyperspectral image of an infected plant captured in the laboratory. The results of the analysis of hyperspectral images using the PLS-DA model set are shown in Table 1 for the CV and test sets. Sensitivity values of 0.75 and 0.62 were determined for positive and negative plants respectively, the accuracy of classification of infected plants being about 68% with an error of 0.32 in the CV set using six LVs. However, worse results were achieved for the validation set, with a success rate of 66.4%. The classification results achieved using LDA, QDA, and SVM are shown in Table 2, although they were similar to those achieved using PLS-DA. These results correspond to the analysis of the data collected in the last surveys of 2018.

Figure 6. Images of an infected (CaLsol-positive) carrot plant captured at 420, 700, and 970 nm, respectively.
Table 1. Plant discrimination (positive or negative for CaLsol) using hyperspectral imaging under laboratory conditions.

| V | LV | Set       | Class | Sensitivity | Specificity | Error | Accuracy (%) |
|---|----|-----------|-------|-------------|-------------|-------|--------------|
| 60| 6  | Cross-Validation | +     | 0.75        | 0.62        | 0.32  | 68.4         |
|   |    | -         |       | 0.62        | 0.75        |       |              |
|   |    | Test set | +     | 0.75        | 0.59        | 0.43  | 66.4         |
|   |    |           | -     | 0.59        | 0.75        |       |              |

V = Variables; LV = Latent variables; ‘+’ = Positive for CaLsol; ‘−’ = Negative for CaLsol.

Table 2. Classification accuracy of the test set (as %) using linear and quadratic discriminant analysis (LDA and QDA), and support vector machine (SVM) (cross-validation) on hyperspectral images under laboratory conditions.

| Class      | LDA | QDA | SVM |
|------------|-----|-----|-----|
| Positive   | 60.4| 61.4| 61.8|
| Negative   | 31.8| 31.0| 30.6|

Table 3 shows the predictive ability for the validation sets using the data collected by the spectroscopic system. Since two spectrometers were used, models were constructed using them separately and joining them to achieve a single complete spectrum. The results that were objectified by PLS-DA were similar for the two spectral ranges. LDA models were less accurate even with a higher number of LVs. The optimal number of LVs was chosen according to the lowest root-mean-square error (RMSE) obtained by cross-validation (RMSECV). Although the best results were achieved using the full spectrum captured by the two spectrometers in the whole range studied (200–1800 nm), the most decisive information was found using the UV-VIS-NIR information (200–1100 nm).

Table 3. Success rate using Partial Least Squares-Discriminant Analysis (PLS-DA), LDA, and spectrometric data.

| Methods | Success Rate (%) |
|---------|------------------|
|         | LV | Positive | Negative |
| PLS-DA  |    |          |          |
| Full spectrum | 5 | 62.2    | 72.4    |
| UV-VIS-NIR   | 6 | 61.8    | 69.4    |
| NIR          | 8 | 56.2    | 59.2    |
| Full spectrum | 14| 62.2    | 70.2    |
| LDA        |    |          |          |
| UV-VIS-NIR   | 12| 61.2    | 68.8    |
| NIR          | 5 | 55.4    | 58.4    |

LV = Latent variables; UV = Ultraviolet; VIS = Visible; NIR = Near Infrared.

Although detection was possible in 67.3% of the cases using spectroscopy and 66.4% using hyperspectral imaging at the most (both using the test set), these results were achieved under laboratory conditions where the illumination was controlled. The hyperspectral images obtained by RobHortic during the surveys from the plants marked in the field were analysed using the same multivariate statistical methods as in the laboratory analyses. However, for these images obtained in the field during real monitoring, the best results of the correct detection of the infected plants was 59.8% using PLS-DA in the test set, which is promising taking into account the complexity of the challenge but still not enough to state that this particular infection can be detected using the techniques studied in this work. Several different causes could explain the relatively low detection results, including (i) the absence of visual symptoms that may indicate that CaLsol affects plants in different ways, or the diversity of symptoms that may be associated with this organism, (ii) the co-infection of CaLsol
with other pathogens, as most plants infected with CaLsol were also infected with ‘Ca. Phytoplasma’ sp. and other bacterial species and viruses (data not shown), which can mask the effect of CaLsol, (iii) the fact that, in non-advanced stages of the disease, the distribution of the pathogenic bacteria in the infected plant is not homogeneous, so in a single plant, the bacteria can be present only in some leaves while others remain non-infected, making detection by optical or molecular means difficult to accomplish, (iv) artefacts introduced by the movement of the robot when capturing the images, or (v) simply that these techniques are not sensitive enough to detect the infection in very early stages of the disease. It should be noted that all the analyses were carried out in plants that did not show any external symptoms of the disease. These results are promising but more work is necessary, especially on the creation of more powerful predicting models, for instance, using deep learning techniques like those used in Reference [34] to detect viruses in potatoes.

In addition, it is also important to mention that the robotic platform developed in this work can be adapted to different types of fields and crops. A new thermal camera (A65, FLIR Systems, Wilsonville, Oregon, USA) and a LiDAR (LMS111, Sick AG, Waldkirch, Germany) have been installed after these experiments. A new hyperspectral camera sensitive up to 1700 nm is also planned to be installed for the next evolution of the robot. As the integration of new types of sensors is simple, the robot could serve as a crop monitoring station for different vegetable crops. The next steps in the development will also include the installation of solar panels to supply energy for the sensors and the implementation of autonomous navigation, but maintaining remote control as an alternative guidance system for cases in which the autonomous guidance cannot perform properly. The integration of all the software is planned under the Robot Operating System (ROS) that is a collection of frameworks for robot software development that provides standard services, such as hardware abstraction, low-level device control, implementation of commonly-used functionality, passing messages between processes, and maintaining packages [35].

4. Conclusions

A teleoperated field robot has been developed allowing different types of sensors to be carried onboard to monitor horticultural crops using remote sensing techniques under controlled lighting conditions. The resolution of the multispectral sensors allows field maps to be obtained with a spatial resolution of between 1 and 2.5 mm per pixel, which is much higher than those obtained with sensors on drones, and thus, allows analysis at the leaf level. Due to the spectral information provided by the sensors, it is possible to create maps of different spectral indices. All the information collected from the crop has been geographically referenced thanks to a GNSS receiver with RTK correction that allows the accuracy of about 3 cm in the creation of maps.

Trials were carried out in commercial carrot fields for three years, the first two served to develop the robot and the last one to carry out CaLsol detection tests. Asymptomatic plants that were selected in the field were analysed with molecular techniques to determine the presence of the target bacterium. To establish the effectiveness of optical sensors in detecting infection, models based on PLS-DA, LDA, QDA, and SVM were performed using the results of molecular analyses and plant spectra. The tests were carried out on hyperspectral images obtained in the laboratory and the field by the robot, with PLS-DA being the best model with detection levels 67.3% and 66.4% in the laboratory using spectroscopy and hyperspectral imaging respectively, and 59.8% in the field.
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