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Abstract. Depth estimation is a computer vision technique that is critical for autonomous schemes for sensing their surroundings and predict their own condition. Traditional estimating approaches, such as structure from motion besides stereo vision similarity, rely on feature communications from several views to provide depth information. In the meantime, the depth maps anticipated are scarce. Gathering depth information via monocular depth estimation is an ill-posed issue, according to a substantial corpus of deep learning approaches recently suggested. Estimation of Monocular depth with deep learning has gotten a lot of interest in current years, thanks to the fast expansion of deep neural networks, and numerous strategies have been developed to solve this issue. In this study, we want to give a comprehensive assessment of the methodologies often used in the estimation of monocular depth. The purpose of this study is to look at recent advances in deep learning-based estimation of monocular depth. To begin, we’ll go through the various depth estimation techniques and datasets for monocular depth estimation. A complete overview of multiple deep learning methods that use transfer learning Network designs, including several combinations of encoders and decoders, is offered. In addition, multiple deep learning-based monocular depth estimation approaches and models are classified. Finally, the use of transfer learning approaches to monocular depth estimation is illustrated.

1. Introduction

Estimation of monocular depth, which seeks to estimate the depth of each pixel given a single input RGB image, is a key job in computer vision. Many downstream applications, such as robotics, scene interpretation, 3D reconstruction, autonomous driving, medical imaging, and virtual reality, benefit from it. To estimate scene depth maps, active depth estimation techniques use lasers, structured light, besides extra reflections on the surface of the object. Obtaining dense and precise depth maps, on the other hand, generally necessitates a significant investment in both labour and computational resources. As a consequence, image-based depth estimation has been widely employed in research and may be used to an extensive variety of applications.

The principal objective of our work is to develop a model that can determine the depth of a picture. Previously, depth maps were calculated using depth signals such as vanishing points, focus and defocus, in addition to shadow. The bulk of these strategies, however, were only functional in a few cases. After the introduction of computer vision, several features made by hand and graph models from probabilistic analysis were utilized to predict maps of monocular depth utilizing constraint and non-constraint learning in the machine learning development. Geometry-based approaches, sensor-based approaches, and deep-learning approaches may all be used to forecast them.

1.1 Methods of Depth Estimation

Geometry-dependent methods: Getting better 3D structures from a few photos depending on geometric limits is a common technique to sense depth that has been extensively researched in the last four decades. Structure from motion besides stereo vision similarity are two forms of this technology. SFM is a typical approach for predicting 3D structures after the succession of 2D picture arrangements that has been effectively employed in 3D reconstruction and SLAM. By examining a scene from two different perspectives, stereo vision matching may reconstruct 3D structures. Two cameras simulate the route of human eyes, and a cost function is used to create disparity maps of images.

Sensor-dependent methods: We use depth sensors, such as RGB-D cameras and LIDAR, to directly obtain the depth data of the related picture. The pixel-level dense depth map of an RGB picture may be obtained instantly using RGB-D cameras. However, LIDAR is frequently employed in the autonomous vehicle sector for depth measuring, and produce a scarce 3D map. We can't employ these depth sensors in tiny robotics applications like drones because of their size and power consumption. Their benefits include cheap cost, compact size, and a broad range of monocular camera
applications, among others. Because of these benefits, calculating a dense depth map after a single picture has gotten a lot of interest lately, and it's been thoroughly investigated using deep learning.

**Deep learning-based approaches:** When it comes to deep learning-involved techniques, through the quick advancement of deep learning, deep neural networks have shown their superior results in image processing tasks such as picture categorization, object recognition, and semantic segmentation, from others. Current research has demonstrated that using deep learning, the pixel-level depth map can be retrieved sequentially with a single picture.

### 1.2 Datasets

There are several monocular depth estimation datasets available, each with dissimilar kinds and depth varieties for indoor as well as outdoor applications. The following are some of the most frequent datasets used in deep learning approaches for estimation of monocular depth:

- The KITTI dataset contains a dataset of outdoor for estimation of monocular depth and deep learning-based object recognition and tracking.
- The NYU Depth V2 dataset is a deep learning-based indoor dataset for estimation of monocular depth.
- The Make3D dataset is an alternative dataset for outdoor for deep learning-based estimation of monocular depth.
- The datasets above, KITTI and NYU Depth V2, besides Make3D, are altogether based on real-world scenes. Computers have created various virtual datasets, such as the dataset of SceneNet RGB-D and the dataset of SYNTHIA.

Remaining part of the work is focused on the literature survey of monocular depth estimation methods based on deep learning algorithms in section 2, and some deep learning methods and models are illustrated under section 3. Transfer learning techniques for monocular depth estimation is discussed in section 4. At last conclusions are provided in section 5.

### 2 Related Work

In this review, we looked at a number of studies and discussed our research on monocular depth estimation using deep learning algorithms. Monocular picture depth estimation based on a range of neural networks, including as convolutional neural networks (CNNs), recurrent neural networks, and others, has shown to be successful in recent years (RNNs). Typically, CNN-based models define depth estimation as a per-pixel regression issue that is solved using fully convolutional networks (FCNs).

Recurrent neural networks (RNNs) are a kind of neural network that uses hidden states and cyclic connections to describe the temporal behavior of sequential input. RNNs learn dependencies throughout the network by propagating backwards in time across several instances. Kyung Hyun Cho et al.[1] developed a novel neural network system named as RNN Encoder-Decoder, which consists of 2 recurrent neural networks (RNN). The first RNN encodes a series of codes into a fixed-length vector depiction, which is then decoded into a new series of symbols by the second RNN. The encoder and decoder of the anticipated model are trained to maximize the conditional probability of a target arrangement if a source arrangement is given. When we structure depth estimation as a per-pixel regression issue, fully convolutional networks (FCN) have obtained excellent results in object identification, semantic segmentation, and depth estimation. In FCN, the skip connection structure is used to combine coarse and abstract data in distinct levels. This allows us to collect feature information from the input picture, create a pixel-level depth picture, and learn how to extract features in the depth estimation issue. The fully connected network (FCN) suggested by Laina et al.[2] eliminates completely linked layers and replaces them with efficient residual up-sampling blocks.

On common benchmark datasets, the deep learning-based algorithms stated above improve accuracy. Meanwhile, academics are working to increase the accuracy of the CNN approach. Yokila Arora et al.[3] stated that we may estimate depth using a single CNN architecture that was tailored for the purpose of depth prediction by merging information from surrounding pixels in the same local area. By keeping the down sampling and early up-convolutional layers constant, their network employs transfer learning. The weights for those layers come from a TensorFlow model that has already been trained. Furthermore, they use residual learning, notably via the skip and projection layers, in their methodology. As a result, the gradient issue may be resolved. The fully convolutional network (FCN) has recently shown promise in the areas of object identification, semantic segmentation, and depth estimation. The skip connection structure used in FCN has been proven to combine coarse and abstract information in discrete layers, enabling feature information from an input picture to be recovered while maintaining the output picture's size. As a consequence, we use a skip connection structure to train feature extraction and create pixel-level depth pictures in the depth estimation problem. The FCN network topology is used in the literature research for depth estimation as well, although the depth estimation and pose estimation parts of the network are separated. The deep estimation network element of their algorithm takes a single photo as input, while the posture estimation network takes the front and rear frames of a sequence or image pair as input.

Ground truth depth measurements are collected using depth sensors. However, in many circumstances, gathering the data might be expensive. A number of strategies have been suggested to minimize the requirement for ground truth labels, including supervised, unsupervised, semi-supervised, conditional random field (CRF), joint semantic segmentation, and information-assisted depth estimation. Unsupervised Monocular Depth Estimation was suggested by P. Zama
3 Models and Methods based on Deep Learning for Estimation of Monocular Depth

3.1 Monocular depth estimate using deep learning algorithms

An encoder-decoder network that uses the RGB picture as the input and the depth map as the output is used for estimation of monocular depth. The disparity map is then used to increase the evenness of the anticipated depth map, resulting in improved performance. Ground truth depth values for each input picture are used to improve accuracy. Because the supervisory indication of supervised techniques is reliant on the depth maps of ground truth, estimation of monocular depth might be considered a regressive issue. Deep neural networks are used to guess depth maps with single photos using deep learning. To oversee the training of networks, the disparities between anticipated and actual depth maps are employed. CNN-based algorithms have increased the performance of depth estimation, thanks to the efficiency of deep learning. These models are trained with the use of supervision signals from supervised techniques employing depth sensors or synthetic datasets.

Convolutional networks (CNN) were introduced by Eigen et al. [8] to estimate the depth of an image using dense depth map regression to forecast the target depth values. This design is made up of two parts: a refinement network and an AlexNet-based coarse prediction network. Techniques like Conditional Random Fields (CRF), hierarchical CRF refinement, and the multi-scale CRF method are subsequently used to enhance the methodology. Depth estimation may be used with other tasks, such as semantic segmentation, to improve accuracy. With an end-to-end training, Xu et al. [9] incorporated the continuous CRF algorithm into a deep CNN architecture. To improve the information transmission between needed characteristics, a planned attention method combined by the CRF method is presented. The use of random forests (RFs) models may surge the precision of depth estimation. We looked at a few different elements of monocular depth estimation in this work. We employed a deep learning-based approach for estimation of depth. To obtain ground truth depth values and obtain high performance, we employed a CNN deep learning model and a supervised deep learning-based technique. Monocular depth estimation relies on image processing techniques [10-28] and also helpful during communication [29-33].

3.2 Monocular depth estimate with deep learning models

Due to the fact that the unsupervised technique does not need any ground truth during training, issues such as scale ambiguity and inconsistency have a lower performance. As a result, semi-supervised approaches are presented for improving estimate accuracy by lowering reliance on costly ground truth. By combining the unsupervised image reform error with the involvement from sparse depth ground truth tags, Kuznietsov et al. [5] executed a network in a semi-supervised way. The inverse depth maps amongst the left and right pictures are estimated using semi-supervised algorithms that train stereo image pairings. The disparity map is then generated using the expected inverse depth and utilized for inverse warping the left picture from the right picture to create the left image. Ramirez et al. [6] suggested a methodology that employs a second decoder stream for estimating semantic labels and supervised training. In addition, a cross-domain break term dependent on the anticipated semantic picture is used to increase the evenness of the anticipated depth map, resulting in improved performance.

Luo et al. [7] proposed a Deep3D-based view synthesis network to guess the right picture with the left picture. Furthermore, to restore the disparity map, a stereo similarity network is created to accept the raw left pictures and synthesized right pictures. The raw right pictures supervise the view synthesis network during training to increase the construction quality, and the left pictures are rebuilt from the estimated right pictures using expected disparity maps. We can use supervised approaches to tackle a variety of real-world computing problems more quickly and accurately. Ground truth depth values for each input picture are used to improve accuracy. Because the supervisory indication of supervised techniques is reliant on the depth maps of ground truth, estimation of monocular depth might be considered a regressive issue. Deep neural networks are used to guess depth maps with single photos using deep learning. To oversee the training of networks, the disparities between anticipated and actual depth maps are employed. CNN-based algorithms have increased the performance of depth estimation, thanks to the efficiency of deep learning. These models are trained with the use of supervision signals from supervised techniques employing depth sensors or synthetic datasets.

For estimation of monocular depth, there are three kinds of deep learning approaches: supervised and unsupervised, besides semi-supervised. Supervised techniques take a single picture and the depth information associated with it as input for training. In this case, the trained network may directly output the depth information. However, a large quantity of high-quality depth data is required, which is challenging to apply to all application scenarios. To get around the necessity for high-quality depth estimates as seed data, a number of semi-supervised techniques have been developed. Self-supervised techniques only need a small number of unlabeled pictures to train the networks for depth estimation, while semi-supervised techniques need a big quantity of labelled data and a small quantity of unlabeled data for training. By connecting numerous input modalities, these algorithms automatically extract depth information.

As a result, our objective in this work is to provide an experimental study of each important element by decoupling the widely utilized components in the supervised depth estimate technique and then examining each element's individual effects using controlled trials.
Convolutional neural networks (CNNs), recurrent neural networks (RNNs), variational auto-encoders (VAEs), and generative adversary networks are some of the deep learning models that have shown to be successful in monocular depth estimation (GANs). Various estimate algorithms of monocular depth have been presented throughout the years.

Researchers developed GAN to produce crisper and more realistic depth maps than existing models. The generator and the discriminator are the two components that make up GAN. The discriminator decides if the depth map of input is true or false, while the generator predicts it as a depth estimation network. GAN-based depth estimation algorithms can provide well-organized ground truth depth maps. Few deep learning-based approaches, such as supervised and unsupervised, besides semi-supervised, have been suggested to ease the requirement for ground truth labels.

4. Monocular Depth Estimation Transfer Learning Techniques

4.1. Convolutional Neural Networks (CNNs)

Researchers constructed CNN-dependent estimation networks of monocular depth that learn depth information layer by layer via their convolution kernels besides recover depth maps using deconvolution to fulfill scene interpretation demands. CNN is divided into two types: completely linked CNN and CNN without completely linked layers. Convolution layers and fully connected layers make up the CNN with FC layer. The input RGB picture is first processed via six convolution layers, then the data is processed via fully connected layers, and the final output is resized to match the size of the ground truth depth map, as shown in the diagram. Although this model may overfit hundreds of photos and be used as a classification model, it fails to provide satisfactory results on the validation set. Our objective in this project is to recreate rather than categorize the jumbled picture. As a result, we utilized a convolutional neural network that did not include a fully connected layer. To rebuild the ground truth depth map picture in convolutional neural networks, we employ convolution layers rather than fully connected layers. The U Net architecture is a convolutional neural network with a few tweaks to the CNN architecture that was used to generate the output. To assist the training process, we first apply convolution to the input picture, which comprises batch normalization and a ReLU activation layer, as shown in the diagram below.

We then use max pooling, which is a pooling technique that chooses the maximum element from the feature map area covered by the filter. As a consequence, the max-pooling layer's output would be a feature map that included the most prominent features from the prior feature map. After extracting image characteristics, we employed a transfer learning methodology to build a depth map using convolution and up-projection. To up sample the feature pictures and produce the output depth picture, we employed a bi-linear up-sampling methodology.

4.2 CNN Architectures

Convolutional Neural Networks (CNNs) are a kind of multi-layer neural network that is meant to identify visual patterns directly from pixel pictures with little or no pre-processing. The ImageNet project is a massive visual database intended for use in visual object
identification, in which software applications compete to categorise and recognise items and situations properly. We'll now look at some of the CNN architectures.

### 4.2.1 ALEX NET

AlexNet has eight layers, five of which are convolutional and three of which are fully linked. It was put together by Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hinton[34]. "One of the biggest convolutional neural networks on ImageNet subsets to date," according to the researchers.

**Fig 2** AlexNet architecture

It was the first to put convolutionary layers directly over each other rather than stacking a pooling layer over each convolutionary layer; it was somewhat similar to LeNet-5, but for bigger and deeper layers." The 11x11 and 5x5,3x3 configurations, max pooling, decommissioning, data increase, ReLU and SGD activation are all included. After each convolutionary and completely connected layer, ReLU activations have been implemented.

### 4.2.2 VGGNet

Simonyan and Zisserman [35] created VGGNet. VGGNet. VGG-16 consists of 13 convolutionary layers and 3 fully linked layers, all follow the lineage of AlexNet ReLU. Due to their remarkably similar construction, these convolutionary levels are quite attractive. The network picks up more layers on AlexNet and uses smaller filters (2 para 2 and 3 para 3). It's 2-3 weeks training on 4 GPUs. A deeper variation, VGG-19, were also developed. The VGG's weight configuration is public and has been utilized as a basic feature extractor for many different applications and challenges. It has 138 million parameters, though, and takes up about 500MB of storage, which may be quite difficult to manage.

**Fig 3** VGGNet architecture

### 4.2.3 ResNet

Kaiming He et al.[36] built the Residual Neural Network (ResNet) with a very deep CNN consisted of 152 layers. In recent CNNs, we have seen a growth in the number of layers in design and increased performance. As the network depth increases, however, "precision gets saturated and declines fast." As illustrated in Fig.8 is ResNet-50, ResNets have 26M's parameters as the fundamental block for ResNets. In Fig.9, the simplified block diagram version is provided: The research team at Microsoft dealt with this challenge with the ResNet - constructing richer models by employing skip connections. The approach is to utilise a module to avoid performance deterioration by adding additional layers.

The residual module presented in Fig.10 includes a series of turns, a batch norm, ReLU activations and a residual connection x. The residual connection is also known as the skip connection since it gives information on the residual module function. The skip connection allows gradients to spread to early network layers obvious. This accelerates the learning process by eliminating the issue of disappearance. ResNet may take activation from one layer and then feed it to another layer further deeper in the neural network through these skip connections. ResNet allows us to improve our performance due to these qualities.

**Fig 4** ResNet architecture

### 4.2.4 EfficientNet

Efficient Net is a convolutive neural network construction and scaling approach using a compound coefficient to equally measure all dimensions of depth, breadth and resolution. The Efficient Net scales approach evenly measures the network width, depth, and resolution using a set of preset scaling coefficients, unlike the typical methodology that scales these elements arbitrarily. For instance, if 2N times as many computing resources can be used, then the network depth may be just increased by αN, width by βN and picture size by μN. α, β and μ coefficients, found by a little grid search of the initial little model, remain constant. Efficient Net employs the compound coefficient – in a principal manner, to consistently scale network breadth, depth and resolution. The compound scaling approach is presented with the premise that, if the input picture is bigger, the network will need more layers to widen the receptive field and more channels to capture the larger
picture with fine grain patterns. The EfficientNet-B0 base network is constructed on the inverted residual bottleneck blocks of MobileNetV2, in addition to the squeeze and excitement blocks. Efficient networks also transfer effectively with a lesser magnitude order and achieve the most advanced accuracy at CIFAR-100 (91.7 per cent), flowers (98.8 percent), and another three data sets for learning transfer.

Fig 5. Simplified ResNet architecture

Fig 6 Residual module of ResNet

4.2.5 DenseNet

One of the latest advances in visual object identification neural networks is DenseNet. While there are a few important differences, DenseNet is relatively similar to ResNet. ResNet utilises a supplementary approach (+) which fuses the preceding layer (identity) with the layer of future, whereas DenseNet fuses (.) the preceding layer output with the future one. DenseNet has a typical network classification. The figure displays a dense 5-layer block with a growth rate of k = 4 and the Resnet structure as typical. The output of the preceding layer becomes an input of the second layer via the composite process. The composite operation comprises the convolution layer, batch layer, batch standardization and non-linear activation layer. This means that the network is connected directly with L(L+1)/2. A letter L indicates the number of levels in the architecture. There are many variations of the Dense Net, such as DenseNet-121, DenseNet-160, DenseNet-201 and others. The accuracy of the various CNN designs is shown in Fig.13. AlexNet, VGG types, ResNet types, EfficientNet, and DenseNet have been compared. In comparison with other CNN designs ResNet is more precise from the picture above. So we chose ResNet-50 instead of other designs. We have also experimented with employing designs EfficientNet and DenseNet comparable to ResNet and comparing ResNet outcomes.

5. Conclusion

We intend to contribute to the growing area of monocular depth assessment research based on deep learning. Consequently, the essential investigation into monocular depth estimates is examined in terms of training methodologies. A monocular depth estimation is described by a variety of profound learning approaches and models along with transfer learning strategies.
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