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Abstract

A recent study by one of the authors has demonstrated the importance of profile vectors in DNA-based data storage. We provide exact values and lower bounds on the number of profile vectors for finite values of alphabet size \( q \), read length \( \ell \), and word length \( n \). Consequently, we demonstrate that for \( q \geq 2 \) and \( n \leq q^\ell/2^k - 1 \), the number of profile vectors is at least \( q^{\kappa n} \) with \( \kappa \) very close to 1. In addition to enumeration results, we provide a set of efficient encoding and decoding algorithms for each of two particular families of profile vectors.
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1. Introduction

Despite advances in traditional data recording techniques, the emergence of Big Data platforms and energy conservation issues impose new challenges to the storage community in terms of identifying high volume, nonvolatile, and durable recording media. The potential for using macromolecules for ultra-dense storage was recognized as early as in the 1960s. Among these macromolecules, DNA molecules stand out due to their biochemical robustness and high storage capacity.

In the last few decades, the technologies for synthesizing (writing) artificial DNA and for massive sequencing (reading) have reached attractive levels of efficiency and accuracy. Building upon the rapid growth of DNA synthesis and sequencing technologies, two laboratories recently outlined architectures for archival DNA-based storage [2], [3]. The first architecture achieved a density of 700 TB/gram, while the second approach raised the density to 2.2 PB/gram. To further protect against errors, Grass et al. later incorporated Reed-Solomon error-correction schemes and encapsulated the DNA media in silica [4]. Yazdi et al. recently proposed a completely different approach and provided a random access and rewritable DNA-based storage system [5], [6].

More recently, to control specialized errors arising from sequencing platforms, two families of codes were introduced by Gabrys et al. [7] and Kiah et al. [8]. The former looked at miniaturized nanopore sequencers such as MinION, while the latter focused on errors arising from high-throughput sequencers such as Illumina, which arguably is the more mature technology. The latter forms the basis for this work. In particular, we examine the concept of DNA profile vectors introduced by Kiah et al. [8].

In this channel model, to store and retrieve information in DNA, one starts with a desired information sequence encoded into a sequence or word defined over the nucleotide alphabet \{A, C, G, T\}. The DNA storage channel models a physical process which takes as its input the sequence of length \( n \), and synthesizes (writes) it physically into a macromolecule string. To retrieve the information, the user can proceed using several read technologies. The most common sequencing process, implemented by Illumina, makes numerous copies of the string or amplifies the string, and then fragments all copies of the string into a collection of substrings (reads) of approximately the same length \( \ell \), so as to produce a large number of overlapping reads.
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Earlier results of this paper were presented at the 2016 Proceedings of the IEEE ISIT [1].
Since the concentration of all (not necessarily) distinct substrings within the mix is usually assumed to be uniform, one may normalize the concentration of all subsequences by the concentration of the least abundant substring. As a result, one actually observes substring concentrations reflecting the frequency of the substrings in one copy of the original string. Therefore, we model the output of the channel as an unordered subset of reads. This set may be summarized by its multiplicity string, which we call the output profile vector.

We assume an errorless channel and observe that it is possible for different words or strings to have an identical profile vector. Hence, even without errors, the channel may be unable to distinguish between certain pairs of words. Our task is then to enumerate all distinct profile vectors for fixed values of \( n \) and \( \ell \) over a \( q \)-ary alphabet.

In the case of arbitrary \( \ell \)-substrings, the problem of enumerating all valid profile vectors was addressed by Jacquet et al. in the context of “Markov types” [9]. Kiah et al. then extended the enumeration results to profiles with specific \( \ell \)-substring constraints so as to address certain considerations in DNA sequence design [8]. In particular, for fixed values of \( q \) and \( \ell \), the number of profile vectors is known to be \( \Theta \left(n^{q^\ell-q^{\ell-1}}\right) \).

However, determining the coefficient for the dominating term \( n^{q^\ell-q^{\ell-1}} \) is a computationally difficult task. It has been determined for only very small values of \( q \) and \( \ell \) in [8], [9]. Furthermore, it is unclear how accurate the asymptotic estimate \( \Theta \left(n^{q^\ell-q^{\ell-1}}\right) \) is for practical values of \( n \). Indeed, most current DNA storage systems do not use string lengths \( n \) exceeding several thousands nucleotides (nts) due to the high cost of synthesis. On the other hand, current sequencing systems have read length \( \ell \) between 100 to 1500 nts.

This paper adopts a different approach and looks for lower bounds for the number of profile vectors given moderate values of \( q, \ell, \) and \( n \). Surprisingly, for fixed \( q \geq 2 \) and moderately large values \( n \leq q^{\ell/2-1} \), the number of profile vectors is at least \( q^{\kappa n} \) with \( \kappa \) very close to 1. As an example, when \( q = 4 \) (the number of DNA nucleotide bases) and \( \ell = 100 \) (a practical read length), our results show that there are at least \( 4^{0.99n} \) distinct 100-gram profile vectors for 1000 \( \leq n \leq 10^6 \). In other words, for practical values of read and word lengths, we are able to obtain a set of distinct profile vectors with rates close to one. In addition to enumeration results, we propose a set of linear-time encoding and decoding algorithms for each of two particular families of profile vectors.

2. Preliminaries and Main Results

Let \( [q] \) denote the set of integers \( \{0, 1, \ldots, q-1\} \) and \([i, j]\) denote the set of integers \( \{i, i+1, \ldots, j\} \). Consider a word \( x = x_1x_2 \cdots x_n \) of length \( n \) over \([q]\). For \( 1 \leq i < j \leq n \), we denote the entry \( x_i \) by \( x[i] \), the substring \( x_ix_{i+1} \cdots x_j \) of length \( (j - i + 1) \) by \( x[i, j] \), and the length of \( x \) by \( |x| \).

For \( \ell \leq n \) and \( 1 \leq i < n - \ell + 1 \), we also call the substring \( x[i, i + \ell - 1] \) an \( \ell \)-gram of \( x \). For \( z \in [q]^\ell \), let \( p(x, z) \) denote the number of occurrences of \( z \) as an \( \ell \)-gram of \( x \). Let \( p(x, \ell) \) be the \( (\ell, q) \)-profile vector of length \( q^\ell \), indexed by all words of \([q]^\ell \) ordered lexicographically. Let \( \mathcal{F}(x, \ell) \) be the set of \( \ell \)-grams of \( x \). In other words, \( \mathcal{F}(x, \ell) \) is the support for the vector \( p(x, \ell) \).

Example 2.1. Let \( q = 2 \), \( n = 5 \) and \( \ell = 2 \). Then \( p(01001, 01) = p(01001, 10) = 1 \), while \( p(01001, 00) = 2 \). So, \( p(01001, 2) = (2, 1, 1, 0) \) and \( \mathcal{F}(10001, 2) = \{00, 01, 10\} \).

Consider the words 00010 and 00101. Then \( p(01001, 2) = p(00010, 2) \) while \( \mathcal{F}(10001, 2) = \mathcal{F}(00010, 2) = \mathcal{F}(00101, 2) \).

As illustrated by Example 2.1, different words may have the same profile vector. We define a relation on \([q]^n\) where \( x \sim x' \) if and only if \( p(x, \ell) = p(x', \ell) \). It can be shown that \( \sim \) is an equivalence relation and we denote the number of equivalence classes by \( P_q(n, \ell) \). We further define the rate of profile vectors to be \( R_q(n, \ell) = \log_q P_q(n, \ell)/n \).

The asymptotic growth of \( P_q(n, \ell) \) as a function of \( n \) is given as below.

Theorem 2.1 (Jacquet et al. [9], Kiah et al. [8]). Fix \( q \geq 2 \) and \( \ell \). Then

\[
P_q(n, \ell) = \Theta \left(n^{q^\ell-q^{\ell-1}}\right).
\]

Hence, \( \lim_{n \to \infty} R_q(n, \ell) = 0 \).

Our main contribution is the following set of exact values and lower bounds for \( P_q(n, \ell) \) for finite values of \( n, q \) and \( \ell \).
(a) The rates $R_4(n, 20)$ for $20 \leq n \leq 10^8$

(b) The rates $R_4(n, 100)$ for $100 \leq n \leq 10^8$

**Fig. 1.** Rate of profile vectors for fixed values of $\ell$.

(a) The rates $R_4(1000, \ell)$ for $1 \leq \ell \leq 1000$

(b) The rates $R_4(10^6, \ell)$ for $1 \leq \ell \leq 10^6$

**Fig. 2.** Rate of profile vectors for fixed values of $n$.

**Theorem 2.2.** Fix $q \geq 2$. Let $\mu$ be the Möbius function.

(i) If $\ell \leq n < 2\ell$, then

$$P_q(n, \ell) = q^n - \sum_{r|n-\ell+1} \sum_{t|r} \left( \frac{r-1}{r} \right) \mu \left( \frac{r}{\ell} \right) q^t > q^{n-1}(q-1).$$

(ii) If $n = q^{a-1}\ell$ where $4 \leq 2a \leq \ell$, then

$$P_q(n, \ell) \geq (q-1)q^{a-1}(\ell-a).$$

(iii) If $n \geq \ell$,

$$P_q(n, \ell) > \frac{1}{n} \left( \sum_{\ell|n} \mu \left( \frac{n}{\ell} \right) q^\ell - \left( \frac{n}{2} \right) q^{n-\ell+1} \right).$$

Suppose further that $\ell \geq 2 \log_q n + 2$ and $n \geq 8$. Then $P_q(n, \ell) > q^{n-1}/n$.

We prove Equations (1), (2), and (3) in Sections 3, 4, and 5 respectively.

**Remark 1.** We compare the rates provided in Theorem 2.2 with $q = 4$ in Figures 1 and 2.

(i) Figure 1(b) shows that for a practical read length $\ell = 100$ and word lengths $n \leq 10^8$, the rates of the profile vectors is...
very close to one. In fact, computations show that \( R_4(n, \ell) \geq 0.99 \) for \( 1000 \leq n \leq 10^6 \). Even for a shorter read length \( \ell = 20 \), Figure 1(a) illustrates that the rates are close to one for word lengths \( n \leq 10^5 \). Therefore, for practical values of read and word lengths, we obtain a set of distinct profile vectors with rates close to one.

(ii) In Figure 2, we plot an upper bound for \( R_q(n, \ell) \), given by

\[
R_q(n, \ell) \leq \frac{1}{n} \log_q \left( \frac{n - \ell + q^\ell}{q^\ell - 1} \right).
\]  

(4)

Here, the inequality follows from the fact that a profile vector is an integer-valued vector of length \( q^\ell \), whose entries sum to \( n - \ell + 1 \). Such vectors are also known as weak \( q^\ell \)-compositions of \( n - \ell + 1 \) and are given by \( \binom{n - \ell + q^\ell}{q^\ell - 1} \) (see for example Stanley [10] Section 1.2), and hence, the inequality follows.

Figure 2 illustrates that if we fix the word length \( n \), we have \( R_q(n, \ell) \approx 1 \) for \( \ell \geq 2 \log_q n \) and \( R_q(n, \ell) \approx 0 \) for \( \ell \leq \log_q n \). Therefore, it remains open to determine \( R_q(n, \ell) \) for \( \log_q n \leq \ell \leq 2 \log_q n \). We state this observation formally in Corollary 2.3 and provide an asymptotic analysis for the rates of profile vectors.

(iii) Figures 1 and 2 shows that, for \( n \leq q^{\ell/2} - 1 \) or \( \ell \geq 2 \log_q n + 2 \), Equation (3) provides a significantly better lower bound than Equation (2). However, we are only able to demonstrate a set of efficient encoding and decoding algorithms for the two families of profile vectors associated with Equations (1) and (2).

Furthermore, we provide an efficient sequence reconstruction algorithm for the family of profile vectors associated with Equation (2).

Let \( n \) be a function of \( \ell \), or \( n = n(\ell) \) such that \( n(\ell) \) increases with \( \ell \). We then define the asymptotic rate of profile vectors with respect to \( n \) via the equation

\[
\alpha(n, q) \triangleq \limsup_{\ell \to \infty} R_q(n, \ell).
\]  

(5)

Suppose that \( \ell \) is a system parameter determined by current sequencing technology. Then \( n = n(\ell) \) determines how long we can set our codewords so that the information rate of the DNA storage channel remains as \( \alpha(n, q) \). From Theorem 2.2, we derive the following result on the asymptotic rates. The detailed proof is given in Section 5.

**Corollary 2.3** (Asymptotic rates). Fix \( q \geq 2 \).

(i) Suppose that \( \ell \leq n(\ell) \leq q^{\ell/2} - 1 \) for all \( \ell \). Then \( \alpha(n, q) = 1 \).

(ii) Let \( \epsilon > 0 \). Suppose that \( n(\ell) \geq q^{(1+\epsilon)\ell} \) for all \( \ell \). Then \( \alpha(n, q) = 0 \).

### 3. Exact Enumeration of Profile Vectors

We extend the methods of Tan and Shallit [11], where the number of possible \( F(x, \ell) \) was determined for \( \ell \leq n < 2\ell \). Specifically, we compute \( P_q(n, \ell) \) for \( \ell \leq n < 2\ell \). Our strategy is to first define an equivalence relation using the notions of root conjugates so that the number of equivalence classes yields \( P_q(n, \ell) \). We then compute this number using standard combinatorial methods.

**Definition 3.1.** Let \( x \) be a \( q \)-ary word. A period of \( x \) is a positive integer \( r \) such that \( x \) can be factorized as

\[ x = uu \cdots uu', \text{ with } |u| = r, u' \text{ a prefix of } u, \text{ and } k \geq 1. \]

Let \( \pi(x) \) denote the minimum period of \( x \). The root of \( x \) is given by \( h(x) = x[1, \pi(x)] \), which is the prefix of \( x \) with length \( \pi(x) \). Two words \( x \) and \( x' \) are said to be root-conjugate if \( h(x) = uv \) and \( h(x') = vu \) for some words \( u \) and \( v \), or \( h(x) \) is a rotation of \( h(x') \).

**Example 3.1.** \( 10010010 \) has minimum period three and its root is 100. Also, \( 01001001 \) has minimum period three and its root is 010. Therefore, \( 10010010 \) and \( 01001001 \) are root-conjugates.

Observe that two words that are root-conjugates necessarily have the same minimum period and it can be shown that being root-conjugates form an equivalence relation. In addition, we have the following technical lemma.
Lemma 3.1. Let $x$ be a word of length $n$ with $\pi(x) \leq n - \ell + 1 \leq \ell$. Then, for $1 \leq i < j \leq \pi(x)$, we have $x[i, i + \ell - 1] \neq x[j, j + \ell - 1]$.

Proof: Suppose that $x[i, i + \ell - 1] = x[j, j + \ell - 1]$. Setting $k = j - i$, we have $x[s] = x[s + k]$ for $i \leq s \leq i + \ell - 1$. Since $\pi(x) \leq n - \ell + 1 \leq \ell$, then $x[s] = x[s + k]$ for $1 \leq s \leq \pi(x)$. Therefore, $x[s] = x[s + d]$ for $1 \leq s \leq \pi(x)$ where $d = \gcd(k, \pi(x)) \leq k = j - i < \pi(x)$. In other words, $x$ has a period $d < \pi(x)$, contradicting the minimality of $\pi(x)$.

Tan and Shallit proved the following result that characterized $\mathcal{F}(x, \ell)$ when $|x| < 2\ell$.

Lemma 3.2 (Tan and Shallit [11, Theorem 15]). Suppose that $\ell \leq n < 2\ell$ and $x$ and $x'$ are distinct $q$-ary words of length $n$. Then $\mathcal{F}(x, \ell) = \mathcal{F}(x', \ell)$ if and only if $x, x'$ are root-conjugates with $\pi(x) \leq n - \ell + 1$.

Using Lemma 3.1 we extend Lemma 3.2 to characterize the profile vectors when $n < 2\ell$.

Theorem 3.3. Let $x$ and $x'$ be distinct $q$-ary words of length $n$. If $x, x'$ are root-conjugates with $\pi(x) \mid n - \ell + 1$, then $p(x, \ell) = p(x', \ell)$. Conversely, if $\ell \leq n < 2\ell$ and $p(x, \ell) = p(x', \ell)$, then $x, x'$ are root-conjugates with $\pi(x) \mid n - \ell + 1$.

Proof: Suppose that $x$ and $x'$ are root-conjugates with $\pi(x) = r$ and $n - \ell + 1 = rs$ for some $s$. Then it can be verified that $\mathcal{F}(x, \ell) = \mathcal{F}(x', \ell) = \{x[i, i + \ell - 1] : 1 \leq i \leq r\}$ and $p(x, z) = p(x', z) = s$ for all $z \in \mathcal{F}(x, \ell)$. Therefore, $p(x, \ell) = p(x', \ell)$.

Conversely, let $p(x, \ell) = p(x', \ell)$. Then $\mathcal{F}(x, \ell) = \mathcal{F}(x', \ell)$. By Lemma 3.2, $x, x'$ are root-conjugates with $\pi(x) \leq n - \ell + 1$.

Let $r = \pi(x)$. It remains to show that $r \mid n - \ell + 1$.

Suppose otherwise and let $n - \ell + 1 = rs + t$ with $1 \leq t \leq r - 1$. Let the roots of $x$ and $x'$ be $uv$ and $vu$, respectively. Therefore, we can write $x$ and $x'$ as

$$x = \underbrace{uv \cdots uv}_{s \text{ times}} \underbrace{w}_{t - 1 \text{ times}}$$

and

$$x' = \underbrace{vu \cdots vu}_{s \text{ times}} \underbrace{w'}_{t - 1 \text{ times}}$$

We have the following cases.

(i) If $1 \leq t < |u|$, let $z'$ be the $\ell$-length prefix of $x'$. Since $|w'| = t + \ell - 1 \geq \ell$ and $z'$ is a prefix of $w'$, we have $p(x', z') \geq s + 1$. On the other hand, from Lemma 3.1, the $\ell$-gram of $z'$ can only appear after the first $|u|$ coordinates of $w$. However, $|w| - |u| < t + (\ell - 1) - t \leq \ell$, and so, there is no occurrence of $z'$ as an $\ell$-gram of $w$. Therefore, $p(x, z') = s < p(x', z')$, contradicting the assumption that $p(x, \ell) = p(x', \ell)$.

(ii) If $|u| \leq t \leq r - 1$, let $z = x[|u|, |u| + \ell - 1]$. Since $|w| = t + \ell - 1 \geq |u| + \ell - 1$, we have $p(x, z) \geq s + 1$. With the same considerations as before, we check that there is no occurrence of $z$ as an $\ell$-gram of $w'$. So, $p(x', z) = s < p(x, z)$, a contradiction.

Therefore, we conclude $t = 0$ or $r \mid n - \ell + 1$, as desired.

Hence, for $\ell \leq n < 2\ell$, we have $x \sim x'$ if and only if $x$ and $x'$ are root-conjugates with $\pi(x) \mid n - \ell + 1$. We compute the number of equivalence classes using this characterization.

A word is said to be aperiodic if it is not equal to any of its nontrivial rotations. An aperiodic word of length $r$ is said to be Lyndon if it is the lexicographically least word amongst all of its $r$ rotations. The number of Lyndon words [12] of length $r$ is given by

$$L_q(r) = \frac{1}{r} \sum_{i \mid r} \mu \left( \frac{r}{i} \right) q^i.$$  \hspace{1cm} (6)

For any integer $r \mid n - \ell + 1$ and any word $x$, if $\pi(x) = r$ and $h(x)$ is its root, then $h(x)$ is aperiodic and is a rotation of some Lyndon word $u(x)$. Let $u(x)$ be the representative of the equivalence class of $x$. Since there are $r$ rotations of $u(x)$, there are $r$ words in the equivalence class of $x$. Therefore, the number of equivalence classes is

$$q^n = \sum_{r \mid n - \ell + 1} \left( r - 1 \right)L_q(r),$$

and, consequently, we obtain (1).

Example 3.2. Let $n = 5$, $\ell = 4$, and $q = 2$. Consider the words $x = 10101$ and $x' = 01010$, which are root-conjugates with
minimum period two. Since $2|n - \ell + 1$, it follows from Theorem 3.3 that $x$ and $x'$ have the same profile vector.

Conversely, if there are two distinct words $x$ and $x'$ such that $x \sim x'$, then Theorem 3.3 states that the minimum period of $x$ divides two. It is then not difficult to argue that the pair of words $x$ and $x'$ must be $10101$ and $01010$. Therefore, the number of distinct profile vectors $P_2(5, 4)$ is 31. More generally, in the case $\ell = n - 1$, (1) reduces to $P_q(n, \ell) = q^n - \binom{q}{2}$.

From Theorem 3.3, if $x$ and $x'$ are root-conjugates with $\pi(x) | n - \ell + 1$, we have $p(x, \ell) = p(x', \ell)$ for all values of $n$. In other words, the number of equivalence classes computed above provides an upper bound for the number of profile vectors. Formally, we have the following corollary.

**Corollary 3.4.** For $n \geq 2\ell$,

$$P_q(n, \ell) \leq q^n - \sum_{r|n-\ell+1} \sum_{t|r} \left(\frac{r-1}{r}\right) \mu\left(\frac{r}{t}\right) q^t.$$

Next, we assume $n < 2\ell$ and provide efficient methods to encode and decode messages into $q$-ary words of length $n$ with distinct $\ell$-gram profile vectors. To do so, we make use of the following simple observation from Theorem 3.3

**Lemma 3.5.** Let $n < 2\ell$ and $x$ be a $q$-ary word of length $n$ such that $x|\ell - 1 \neq x|n$. If $x \sim x'$, then $x = x'$.

**Proof:** Suppose otherwise that $x'$ and $x$ are distinct. Then Theorem 3.3 implies that $\pi(x)|n - \ell + 1$. In other words, $n - \ell + 1$ is a period of $x$ and hence $x|n = x|n - (n - \ell + 1) = x|\ell - 1$, yielding a contradiction.

Lemma 3.3 then motivates the encoding and decoding methods presented as Algorithms 1 and 2, respectively. Define $\mathcal{C}$ to be the image of $\text{encode}_1$.

**Example 3.3.** Set $q = 2$, $n = 5$, and $\ell = 4$.

Suppose that we encode $c = 00001 \in [2]^4 \times \{1\}$. Applying Algorithm 1 since $c[3] \neq c[5]$, then $x = \text{encode}_2(c) = c$.

On the other hand, suppose that we encode $c = 00101 \in [2]^4 \times \{1\}$. Applying Algorithm 1 since $c[3] = c[5]$, then $x = 00100$ by setting the last bit of $c$ to zero.

We compute $\text{encode}_1(c)$ for all $c \in [2]^4 \times \{1\}$ to obtain the code $\mathcal{C}$.

$$
\begin{align*}
\text{encode}_1(00001) &= 00001, & \text{encode}_1(01001) &= 01001, & \text{encode}_1(10001) &= 10001, & \text{encode}_1(11001) &= 11001, \\
\text{encode}_1(00011) &= 00011, & \text{encode}_1(01011) &= 01011, & \text{encode}_1(10011) &= 10011, & \text{encode}_1(11011) &= 11011, \\
\text{encode}_1(00101) &= 00100, & \text{encode}_1(01101) &= 01100, & \text{encode}_1(10101) &= 10100, & \text{encode}_1(11101) &= 11100, \\
\text{encode}_1(00111) &= 00110, & \text{encode}_1(01111) &= 01110, & \text{encode}_1(10111) &= 10110, & \text{encode}_1(11111) &= 11110.
\end{align*}
$$

Each word in $\mathcal{C}$ has its third coordinate different from its last coordinate, and no two words in $\mathcal{C}$ share the same profile vector.

We summarize our observations in the following proposition.

**Proposition 3.6.** Let $n < 2\ell$. Consider the maps $\text{encode}_1$ and $\text{decode}_1$ defined by Algorithms 1 and 2 and the code $\mathcal{C}$. Then $p(x, \ell) \neq p(x', \ell)$ for any two distinct words $x, x' \in \mathcal{C}$ and $\text{decode}_1 \circ \text{encode}_1(c) = c$ for all $c \in [q]^{n-1} \times \{1, 2, \ldots, q-1\}$. Hence, $\text{encode}_1$ is injective and $|\mathcal{C}| = q^{n-1}(q-1)$. Furthermore, $\text{decode}_1$ and $\text{encode}_1$ computes their respective strings in $O(n)$ time.

Therefore, for $n < 2\ell$, we have $P_q(n, \ell) \geq q^{n-1}(q-1)$. Now, observe that Algorithm 1 encodes $(n - 1) \log_2 q + \log_2(q-1)$ bits of information, while the set of all $q$-ary words of length $n$ has the capacity to encode $n \log_2 q$ bits of information. Hence, by imposing the constraint that the words have distinct profile vectors, we only lose $\log_2 q - \log_2(q-1) \leq 1$ bit of information.

4. DISTINCT PROFILE VECTORS FROM ADDRESSABLE CODES

Borrowing ideas from synchronization, we construct a set of words with different profile vectors and prove 2. Here, our strategy is to mimic the concept of watermark and marker codes [13-15], where a marker pattern is distributed throughout a codeword. Due to the unordered nature of the short reads, instead of a single marker pattern, we consider a set of patterns.
More formally, suppose that $0 < 2a \leq \ell \leq n$. Let $A = \{u_1, u_2, \ldots, u_M\} \subseteq [q]^n$ be a set of $M$ sequences of length $a$. Elements of $A$ are called addresses. A word $x = z_1z_2 \cdots z_M$, where $|z_i| = \ell$ for all $1 \leq i \leq M$, is said to be $(A, \ell)$-addressable if the following properties hold.

(C1) The prefix of length $a$ of $z_i$ is equal to $u_i$ for all $1 \leq i \leq M$. In other words, $z_i[1, a] = u_i$.
(C2) $z_i[j, j + a - 1] \notin A$ for all $1 \leq i \leq M$ and $2 \leq j \leq \ell - a + 1$.

Conditions (C1) and (C2) imply that the address $u_i \in A$ appears exactly once as the prefix of $z_i$ and does not appear as an $a$-gram of any substring $z_j$ with $j \neq i$. A code $C$ is $(A, \ell)$-addressable if all words in $C$ are $(A, \ell)$-addressable.

Intuitively, given an $(A, \ell)$-addressable word $x$, we can make use of the addresses in $A$ to identify the position of each $\ell$-gram in $x$ and hence, reconstruct $x$. We formalize this idea in the following theorem.

**Theorem 4.1.** Let $2a \leq \ell$ and $A = \{u_1, u_2, \ldots, u_M\}$ be a set of addresses of length $a$. Suppose that $C$ is an $(A, \ell)$-addressable code. For distinct words $x, x' \in C$, we have $F(x, \ell) \neq F(x', \ell)$. Therefore, $p(x, \ell) \neq p(x', \ell)$ and $P_q(n, \ell) \geq |C|$. 

**Proof:** Let $x = z_1z_2 \cdots z_M$ and $x' = z'_1z'_2 \cdots z'_M$ be distinct $(A, \ell)$-addressable words in $C$. Without loss of generality, we assume $z_1 \neq z'_1$. Observe that $z_1 \in F(x, \ell)$. To prove the theorem, it suffices to show that $z_1 \not\in F(x', \ell)$.

Suppose otherwise that $z_1$ appears as an $\ell$-gram in $x'$. Since $u_1$ is a prefix of $z_1$ with $z_1 \neq z'_1$, by Conditions (C1) and (C2), we have that $x' = \cdots a o \oplus \cdots + \cdots$ for some $i \neq 1$.

Here, $o$'s and $+$'s represent the $\ell$-grams $z_i$ and $z'_i$, respectively, and $\oplus$ indicates the symbols that are in the overlap of the two $\ell$-grams. Since $2a \leq \ell$, $u_i$ must be in $z_1$ as an $a$-gram, contradicting Condition (C2).

To employ Theorem 4.1, we define the following set of addresses,

$$A^* \triangleq \left\{ (u_1, u_2, \ldots, u_a) : \sum_{i=1}^a u_i = 0 \mod q \right\}. \quad (7)$$

So, $A^*$ is a set of $M = q^{a-1}$ addresses and we list the addresses as $u_1, u_2, \ldots, u_M$. To construct an $(A^*, \ell)$-addressable code, we consider the encoding map $\text{encode}_2 : \{1, 2, \ldots, q - 1\}^{(\ell-a)M} \rightarrow [q]^M$ given in Algorithm 3 and define $C$ to be the image of $\text{encode}_2$. Conversely, we consider the decoding map $\text{decode}_2 : C \rightarrow \{1, 2, \ldots, q - 1\}^{(\ell-a)M}$ given in Algorithm 4.
Algorithm 3 encode$_2$(c, $A^*$)

Input: Data string $c = c_1c_2 \cdots c_M$, where $c_i \in \{1, 2, \ldots, q-1\}^{(\ell-a)}$ for $1 \leq i \leq M$, and $A^*$ is defined by (7).

Output: $x = z_1z_2 \cdots z_M \in \mathbb{C}^M$, where $x$ is $(A^*, \ell)$-addressable.

for $1 \leq i \leq M$ do
  $z_i \leftarrow u_i$ ($u_i$ has length $a$)
  for $a + 1 \leq j \leq \ell$ do
    $z_{\text{bad}} \leftarrow \sum_{s=1}^{a-1} z_i[j - s] \mod q$
    (negative of the sum of the last $a - 1$ entries modulo $q$)
    $z \leftarrow c_i[j - a]$-th element of ([q] \ \{z_{\text{bad}}\})
    append $z_i$ with $z$
  end for
end for
return $z_1z_2 \cdots z_M$

Algorithm 4 decode$_2$(z$_1$z$_2$ \cdots z$_M$)

Input: Codeword $z_1z_2 \cdots z_M \in \mathbb{C}$.

Output: $c_1c_2 \cdots c_M \in \{1, 2, \ldots, q-1\}^{(\ell-a)M}$.

for $1 \leq i \leq M$ do
  for $a + 1 \leq j \leq \ell$ do
    $z_{\text{bad}} \leftarrow \sum_{s=1}^{a-1} z_i[j - s] \mod q$
    (negative of the sum of the last $a - 1$ entries modulo $q$)
    $c_i[j - a] \leftarrow$ the index of $z_i[j]$ in ([q] \ \{z_{\text{bad}}\})
  end for
end for
return $c_1c_2 \cdots c_M$

Example 4.1. For $q = 4$ and $a = 2$, the address set is $A^* = \{00, 13, 22, 31\}$ by (7). Consider $\ell = 5$ and the data string $c = (111, 123, 222, 321)$. Applying Algorithm 3 to construct $z_1$ with $c_1 = 111$, we start with $z_1 = 00$. Then $z_{\text{bad}} = 0$ and we choose the first element of $\{1, 2, 3\}$ to append to $z_1$ to get 001. In the next iteration, we have $z_{\text{bad}} = 3$ and append 0 to $z_1$ to get 0010. Repeating this, we then obtain $z_1 = 00101$. Completing the process for all $i$, we have

\[
z_1 = 00101, \quad z_2 = 12023, \quad z_3 = 22111, \quad z_4 = 31210,
\]

and so, encode$_2$(c) = (00101, 12023, 22111, 31210) = x. We check that x is indeed $(A^*, \ell)$-addressable, and verify that decode$_2$(x) in Algorithm 4 indeed returns the data string c. Since there are $3^{12}$ possible data strings, $|\mathbb{C}| = 3^{12} \approx 4^{9.51}$.

Algorithm 3 bears similarities with a linear feedback shift register [16]. The main difference is that we augment our codeword with a symbol that is not equal to the value defined by the linear equation. This then guarantees that we have no $a$-grams belonging to $A^*$. More formally, we have the following proposition.

Proposition 4.2. Consider the maps encode$_2$ and decode$_2$ defined by Algorithms 3 and 4 and the code $\mathbb{C}$. Then $\mathbb{C}$ is an $(A^*, \ell)$-addressable code and decode$_2 \circ$ encode$_2$(c) = c for all $c \in \{1, 2, \ldots, q-1\}^{(\ell-a)M}$. Hence, encode$_2$ is injective and $|\mathbb{C}| = (q - 1)^{M(\ell-a)}$. Furthermore, decode$_2$ and encode$_2$ computes their respective strings in $O(qM\ell)$ time.

Since $M = q^{a-1}$, Theorem 4.1 and Proposition 4.2 then yield (2) for $n = q^{a-1}\ell$ and $2a \leq \ell$. In other words, for $n = q^{a-1}\ell$ and $2a \leq \ell$, we have

\[
R_q(n, \ell) \geq \left(1 - \frac{a}{\ell}\right) \log_q(q - 1).
\]

We now modify our construction to derive addressable codes for all values of $n \leq q^{(\ell/2)-1}\ell$. Suppose that $m = \lfloor n/\ell \rfloor$. Choose $a = \lceil \log_q m \rceil + 1$ so that $m \leq q^{a-1}$. Use a subset $B^*$ of $A^*$ of size $m$ for the address set. A straightforward
Corollary 4.3. to be always aligned correctly.

Example 4.2. Setting $n = m\ell + t$ with $0 \leq t < \ell$. Set $a = \lceil \log_q m \rceil + 1$ so that $m \leq q^{a-1}$ and $2a \leq \ell$. Then $P_q(n, \ell) \geq (q-1)^{m(\ell-a)}$, or,

$$R_q(n, \ell) \geq \left( \frac{m(\ell-a)}{n} \right) \log_q(q-1) \approx \left( 1 - \frac{a}{\ell} \right) \log_q(q-1).$$

Example 4.2. Setting $q = 4$, $a = 5$, and $\ell = 100$ in (2) yields $P_q(25600, 100) \geq 3^{24320} \approx 4^{19273}$. In other words, $R_q(25600, 100) \geq 0.753$. Applying Corollary 4.3 and varying $a \in \{2, 3, 4, 5\}$, we have

$$R_q(100m, 100) \geq \begin{cases} 0.776, & \text{for } 1 < m \leq 4; \\ 0.768, & \text{for } 4 < m \leq 16; \\ 0.760, & \text{for } 16 < m \leq 64; \\ 0.752, & \text{for } 64 < m \leq 256; \end{cases}$$

We improve the above lower bound for $R_q(n, 100)$ in Section 8. Nevertheless, this family of profile vectors has efficient encoding and decoding algorithms. We demonstrate a simple assembly algorithm in the next subsection.

A. Assembly of $(A, \ell)$-Addressable Words in the Presence of Coverage Errors

Let $A$ be a set of addresses, $C$ be a set of $(A, \ell)$-addressable words, and $x \in C$. In this subsection, we present an algorithm that takes the set of reads provided by $p(x, \ell)$ and correctly assembles $x$. We also observe that correct assembly is possible even if some reads are lost.

We use the formal definition of the DNA storage channel given by Kiah et al. [8] and reproduce here the notion of coverage errors. Suppose that the data of interest is encoded by a vector $x \in [q]^n$ and let $\hat{p}(x)$ be the output profile vector of the channel. Coverage errors occur when not all $\ell$-grams are observed during fragmentation and subsequently sequenced. For example, suppose that $x = 10001$ from Example 2.1 and that $\hat{p}(x)$ is the channel output 2-gram profile vector. The coverage loss of one 2-gram results in the count of 00 in $\hat{p}(x)$ to be one instead of two.

We then define $B(x, e)$ to be the set of all possible output profile vectors arising from at most $e$ coverage errors with input vector $x$. Then for a code $C \subseteq [q]^n$, a map $\Phi : Z_2^{n\ell} \rightarrow C \cup \{\text{Fail}\}$ is an assembly algorithm for $C$ that corrects $e$ coverage errors if for all $x \in C$, $\Phi(\vec{p}) = x$ for all $\vec{p} \in B(x, e)$.

Let $\hat{p}$ represent a (possibly incomplete) set of reads obtained from $x$. Our broad strategy of assembly is as follows. For each read $r$ in $\hat{p}$, we first attempt to align $r$ by guessing the index $j$ such that $r = x[j, j+\ell-1]$. After which, we ensure that all symbols in $x$ are covered by some correctly aligned read, so that the entire word $x$ can be reconstructed.

We now describe in detail the alignment step. Let $x$ be an $(A, \ell)$-addressable word. Recall that $x$ can be written as

$$x = x_1 u_1 \cdots x_t u_t \cdots x_{(i-1)\ell+1} u_{(i-1)\ell+1} \cdots x_{(i-1)\ell+a} u_{(i-1)\ell+a} \cdots x_{((i-1)\ell+1)\ell+a} u_{((i-1)\ell+1)\ell+a} \cdots x_M,$$

so that $x[i(\ell+1), (i-1)\ell+a] = u_i$ for all $1 \leq i \leq M$.

Let $r$ be a read obtained from $x$ and we say that $r$ is correctly aligned at $j$ for some $1 \leq j \leq n-\ell+1$ if $x[j, j+\ell-1] = r$. To align the read $r$, our plan is to look for the address that occurs last in $r$, say $u_1$, and match it to the corresponding index $(i-1)\ell+1$. Specifically, suppose that $r$ is a read that contains an address as a substring. Let $t$ be the largest index such that $r[t, t+a-1] = u_1 \in A$. Then we align $r$ in a way such that $r[t, t+a-1]$ matches the address $u_t$ (see Figure 3(a)).

However, not all reads can be aligned correctly. To remedy the situation, we define a special type of read that can be proven to be always aligned correctly.
Definition 4.1. Let \( r \in \mathbb{Q}^\ell \) be an \( \ell \)-gram or read. Define \( L(r) \) to be the the largest index \( t \) of \( r \) such that \( r[t, t+\ell-a-1] \in \mathcal{A} \). If such a \( t \) does not exist, then we set \( L(r) = \infty \). We say that \( r \) is a Type I read if \( L(r) \leq \ell - 2a + 2 \).

Example 4.3. In Definition 4.1 observe that we can characterize a Type I read without knowing \( x \). This is illustrated in the examples below.

(i) Consider the set of parameters in Example 4.1 with \( q = 4 \), \( a = 2 \), \( \mathcal{A}^+ = \{00, 13, 22, 31\} \), and \( \ell = 5 \). Consider further the \( (\mathcal{A}^+, \ell) \)-addressable word \( x = (00101, 13023, 22111, 31210) \). The 5-gram 01130 is a Type I read, since \( L(01130) = 3 \leq 3 \).

On the other hand, the 5-grams 30232 and 21113 are not Type I reads, since \( L(30232) = \infty \) and \( L(21113) = 4 > 3 \).

(ii) Consider \( q = 4 \), \( a = 3 \), \( \ell = 8 \), and \( \mathcal{A}^+ \) given by \( \{7\} \). The 8-gram 10122001 is a Type I read, while the 8-grams 32122133 and 21301303 are not Type I reads. Note that \( L(21301303) = 5 \), since 130 is the last 3-gram even though 301 and 013 also occur as 3-grams of the read 21301303.

Now, our alignment method may fail when a read is not a Type I read. For example, if we consider \( x \) in Example 4.3(i) and the read \( r = 21113 \), our method aligns \( r \) to index 3, which is incorrect. In contrast, if a read is of Type I, we prove that the alignment is always correct.

Lemma 4.4. Let \( r \) be a Type I read of an \((A, \ell)\)-addressable word \( x \). If \( L(r) = t \) and \( r[t, t+\ell-a-1] = u_i \), then \( r \) is correctly aligned at \( j = (i - 1)\ell - t + 2 \).

Proof: It suffices to show that if \( x[j', j'+\ell - 1] = r \) for some index \( j' \), then \( j' \) is necessarily equal to \( j \).

Now, \( r[t, t+\ell-a-1] = u_i \), or equivalently, \( x[j'+t-1, j'+t+a-2] = u_i \). From the definition of an \((A, \ell)\)-addressable word, \( u_i \) cannot be properly contained in any of the substrings \( z_1, z_2, \ldots, z_M \), with the exception of \( z_i \), where \( u_i \) is the prefix. Therefore, we only have the following two possibilities for the index of \( j'+t-1 \) (see Figure 3).

(a) \( u_i \) is a prefix of \( z_i \). Then \( j'+t-1 = (i-1)\ell + 1 \), implying that \( j' = (i-1)\ell - t + 2 \).

(b) The substring \( r[t, t+\ell-a-1] = x[j'+t-1, j'+t+a-2] = u_i \) has an overlap with some address \( u_\ell \in \mathcal{A} \). Specifically, \( j'+t-1 \mod \ell \in \{0, \ell-a+2, \ell-a+3, \ldots, \ell-1\} \). Since \( r \) is a Type I read, we have that \( t \leq \ell - 2a + 2 \). Hence, there are at least \( a-1 \) symbols in \( r \) after the substring \( u_i \). Since \( u_i \) has some overlap with \( u_\ell \), the substring \( u_\ell \) is necessarily contained in \( r \). This contradicts the maximality of \( t \).

In conclusion, the only possibility is \( j' = j \).
It remains to show that all symbols in \( x \) is covered by a Type I read. More formally, let \( 1 \leq i \leq n \) and we say that a read 
\[ r = x[j, j + \ell - 1] \] 
covers the symbol \( x[i] \) if \( j \leq i \leq j + \ell - 1 \). The following lemma characterizes Type I reads.

**Lemma 4.5.** Let \( 1 \leq j \leq n - \ell + 1 \). The \( \ell \)-gram \( x[j, j + \ell - 1] \) is a Type I read if and only if \( j \mod \ell \notin \{2, 3, \ldots, 2a - 1\} \).

The next corollary then follows from a straightforward computation.

**Corollary 4.6.** Let \( x \) be a \( q \)-ary word of length \( n \). Each symbol in \( x \) is covered by at least one Type I read. In particular, if \( \ell \leq i \leq n - \ell \), then \( x[i] \) is covered by exactly \( \ell - 2a + 2 \) Type I reads.

Lemma 4.4 and Corollary 4.6 imply the correctness of our assembly algorithm for \( C \), provided that no reads are lost. In order for the assembly algorithm to correct coverage errors, we simply fix the values of the first \( \ell \) and the last \( \ell \) symbols of all codewords. Then each of the other \( n - 2\ell \) symbols is covered by exactly \( \ell - 2a + 2 \) Type I reads. Therefore, if at most \( \ell - 2a + 1 \) reads are lost, we are guaranteed that all of these \( n - 2\ell \) symbols are covered by at least one Type I read. More formally, we have the following theorem.

**Theorem 4.7.** Let \( A = \{u_1, u_2, \ldots, u_M\} \) be a set of addresses. Suppose that \( z^*_1, z^*_M \in q^\ell \) obey the following properties:

1. \( z^*_1[1, a] = u_1 \) and \( z^*_M[1, a] = u_M \);
2. \( z^*_1[j, j + a - 1]^* \notin A \) and \( z^*_M[j, j + a - 1]^* \notin A \) for all \( 2 \leq j \leq \ell - a + 1 \).

Let \( \mathcal{C}^* \) be a set of \((A, \ell)-\)addressable words such that \( x[1, \ell] = z^*_1 \) and \( x[M\ell - \ell + 1, M\ell] = z^*_M \) for all \( x \in \mathcal{C}^* \). Then there exists an assembly algorithm for \( \mathcal{C}^* \) that corrects \( \ell - 2a + 1 \) coverage errors.

**Remark 2.** With suitable modifications to code \( \mathcal{C}^* \) given in Theorem 4.7, we obtain addressable codes that correct more than \( \ell - 2a + 1 \) coverage errors. We sketch the main ideas as they follow from the well-known concept of code concatenation [17] and [18] Section 5.5. More concretely, we assume two codes: an outer code \( D_{\text{out}} \) of length \( M - 2 \) over an alphabet \( \Sigma \), and an inner code \( D_{\text{in}} \) of length \( \ell - a \) over the alphabet \( [q]_\ell \), that satisfies the following conditions.

**D1** \( |\Sigma| \leq |D_{\text{in}}| \), and so, there exists an injective map \( \chi : \Sigma \to D_{\text{in}} \).

**D2** Recall the definition of \( z^*_1 \) and \( z^*_M \) in Theorem 4.7. Define \( D^* \) to be the \( q \)-ary code of length \( M\ell \) given by

\[ D^* \triangleq \{z^*_1 z_2 \cdots z_{M-1} z^*_M : z_j = u_j \chi(d_j), 2 \leq j \leq M - 1, (d_2, \ldots, d_{M-1}) \in D_{\text{out}}\} . \]

We require \( D^* \) to be \((A, \ell)-\)addressable.

Therefore, if the outer code \( D_{\text{out}} \) and inner code \( D_{\text{in}} \) are able to correct up to \((D - 1)\) and \((d - 1)\) erasures, respectively, then the assembly algorithm for \( D^* \) is able to correct \( dD(\ell - 2a + 2) - 1 \) coverage errors.

5. DISTINCT PROFILE VECTORS FROM PARTIAL DE BRUIJN SEQUENCES

We borrow classical results on de Bruijn sequences and certain results from Maurer [19] to provide detailed proofs for (3) and Corollary 2.3. We first define partial \( \ell \)-de Bruijn sequences.

**Definition 5.1.** A \( q \)-ary word \( x \) is a partial \( \ell \)-de Bruijn sequence if every \( \ell \)-gram of \( x \) appears at most once. In other words, \( p(x, z) \leq 1 \). A partial \( \ell \)-de Bruijn sequence is complete \( \ell \)-de Bruijn if every \( \ell \)-gram of \( x \) appears exactly once.

By definition, a complete \( \ell \)-de Bruijn sequence has length \( q^\ell + \ell - 1 \). The number of distinct complete \( \ell \)-de Bruijn sequences was explicitly determined by van Arden-Ehrenfest and de Bruijn [20] as a special case of a more general result on the number of trees in certain graphs. They built upon a previous work done by Tutte and Smith (see the note at the end of [20]). Their combined effort led to a formula of counting the number of trees in a directed graph as the value of a certain determinant.

The formula is now known as BEST Theorem. The acronym refers to the four surnames, namely de Bruijn, Ehrenfest, Smith, and Tutte.

**Theorem 5.1 (BEST [20]).** The number of distinct complete \( \ell \)-de Bruijn words is \( (q!)^{\ell - 1} \).

**Remark 3.** Theorem 5.1 is usually stated in terms of Eulerian circuits in a de Bruijn graph of order \( \ell \). We refer the interested reader to van Arden-Ehrenfest and de Bruijn [20] for the formal definitions. Specifically, the number of Eulerian circuits is
known to be \((q!)^{q-1}/q^q\). Consider a circuit represented by the \(q\)-ary word \(y\). To obtain \(q^q\) complete \(\ell\)-de Bruijn sequences, we simply consider the \(q^q\) rotations of \(y\) and append to each rotation \(y'\) its prefix of length \(\ell - 1\).

Partial de Bruijn sequences are of deep and sustained interest in graph theory, combinatorics, and cryptography. In the first two, their inherent structures are the focus of attention, while, in cryptography, the interest is mainly on the case of \(q = 2\) to generate random looking sequences to be used as keystream in additive stream ciphers [21, Sect. 6.3]. Mauer established the following enumeration result.

**Theorem 5.2** ([19, Theorem 3.1]). The number of partial \(\ell\)-de Bruijn sequences is larger than \(L_q(n) = \binom{n}{2} q^{n-\ell}/n\).

Recall that \(L_q(n)\) is the number of \(q\)-ary Lyndon words of length \(n\) given by (6). Next, we make the connection to profile vectors based on the following observation of Ukkonen.

**Lemma 5.3** ([22, Theorem 2.2]). Let \(x\) be a \(q\)-ary sequence of length \(n\) such that every \((\ell - 1)\)-gram appears at most once. If \(y\) is a \(q\)-ary sequence such that \(p(x, \ell) = p(x', \ell)\), then \(x = x'\).

It follows from Lemma 5.3 that two distinct partial \((\ell - 1)\)-de Bruijn sequences have distinct \(\ell\)-gram profile vectors. Therefore, the number of distinct partial \((\ell - 1)\)-de Bruijn sequences is a lower bound for \(P_q(n, \ell)\). Hence, we establish (3) and also the following corollary to BEST Theorem.

**Corollary 5.4.** Let \(n = q^q + \ell - 1\). Then \(P_q(n, \ell) \geq (q!)^{q-1}\). Hence, \(\alpha(n, q) \geq 1/ q \log_q(q!))\).

Next, suppose that \(\ell \geq 2 \log_q n + 2\) with \(n \geq 8\). We conduct an analysis similar to Maurer’s to complete the proof of Theorem 2.2 (iii).

The following two inequalities can be established.

\[
\binom{n}{2} q^{n-\ell+1} < \frac{q^{n-1}}{2}, \text{ since } q^{\ell-2} \geq n^2, \text{ and } \sum_{d \leq n} \mu\left(\frac{n}{d}\right) q^d < \frac{n}{2} q^{n/2} \leq \frac{1}{2} q^{n-1} \text{ for } q \geq 2, n \geq 8.
\]

Therefore,

\[
nL_q(n) = \binom{n}{2} q^{n-\ell+1} \geq q^n - \frac{1}{2} q^{n-1} - \frac{1}{2} q^{n-1} \geq q^n - 1.
\]

Hence, \(P_q(n, \ell) > q^n/n\).

To end this section, we prove Corollary 2.3. First, if \(n \leq q^{\ell/2-1}\), or \(\ell \geq 2 \log_q n + 2\), then \(R_q(n, \ell) \geq (n - 1 - \log_q n)/n\). Therefore, after taking limits, we have \(\alpha(n, q) = 1\), proving Corollary 2.3 (i).

Next from [4], we have that, for \(n \geq 2, \ell \geq 2\),

\[
P_q(n, \ell) \leq \binom{n - \ell + q^q}{q^q - 1} = \prod_{j=1}^{q^q-1} \frac{n - \ell + j + 1}{j} \leq n q^{\ell-1}.
\]

Then \(R_q(n, \ell) \leq (q^q - 1)(\log_q n)/n\). Fix \(\epsilon > 0\). If \(n \geq q^{\ell/(1+\epsilon)}\), then \(q^q \leq n^{1/(1+\epsilon)}\). So,

\[
R_q(n, \ell) \leq \frac{(q^q - 1) \log_q n}{n} \leq \frac{n^{1/(1+\epsilon)} \log_q n}{n} = \frac{\log_q n}{n^{\epsilon/(1+\epsilon)}}.
\]

After taking limits, we have \(\alpha(n, q) = 0\), proving Corollary 2.3 (ii).

6. Conclusion

We provided exact values and lower bounds for the number of profile vectors given moderate values of \(q, \ell,\) and \(n\). Surprisingly, for fixed \(q \geq 2\) and moderately large values \(n \leq q^{\ell/2-1}\), the number of profile vectors is at least \(q^{\kappa n}\) with \(\kappa\) very close to 1. In other words, for practical values of read and word lengths, we are able to obtain a set of distinct profile vectors with rates close to one. In addition to enumeration results, we propose a set of linear-time encoding and decoding algorithms for each of two particular families of profile vectors.
In our future work, we want to provide sharper estimates on the asymptotic rate of profile vectors $\alpha(n, q)$ (see (5)) when $q^\ell/2 \leq n \leq q^\ell$ and to examine the number of profile vectors with specific $\ell$-gram constraints a la Kiah et al. [8].
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