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Abstract

Recently, several deep learning approaches have been proposed for point cloud registration. These methods train a network to generate a representation that helps finding matching points in two 3D point clouds. Finding good matches allows them to calculate the transformation between the point clouds accurately. Two challenges of these techniques are dealing with occlusions and generalizing to objects of classes unseen during training. This work proposes DeepBBS, a novel method for learning a representation that takes into account the best buddy distance between points during training. Best Buddies (i.e., mutual nearest neighbors) are pairs of points nearest to each other. The Best Buddies criterion is a strong indication for correct matches that, in turn, leads to accurate registration. Our experiments show improved performance compared to previous methods. In particular, our learned representation leads to an accurate registration for partial shapes and in unseen categories. Our code is publicly available.

1. Introduction

Rigid registration of point clouds is an important task in 3D shape processing. Given two scans of the same (rigid) object, the goal is to find the transformation that aligns one scan to the other. This has many applications in autonomous driving, 3D reconstruction, medical imaging, etc. In real life, scans are usually noisy and partial, so finding the correct transformation is hard. We consider here the case of rigid transformations with 6 degrees of freedom.

Perhaps the most common method is Iterative Closest Point (ICP) [5]. It performs registration by first matching points between the point clouds and then finding the 6DoF transformation that minimizes the distance between the matched points. The process is iterated until convergence.

As matching is a challenging problem, several deep learning techniques have been recently proposed to tackle it. One of them, Deep Closest Point (DCP) [41], suggests a network that generates a representation for each point, and leads to an accurate matching between the point clouds. Yet, this approach struggles to provide a good representation when the point clouds are partial or from different classes than those used in training.

To alleviate this problem, we propose the Deep Best Buddy Similarity learning (DeepBBS) strategy. It learns an embedding in which pairs of matching points are best buddies. A pair of points is called best buddies if each point is the nearest neighbor of the other (i.e., mutual nearest neighbors). Since the best buddy measure is non-differentiable, we suggest a smooth differentiable version of it in the network, termed SoftBBS, which provides a larger weight for points that share a similar neighborhood.

We trained a deep neural network that uses the SoftBBS component to weigh pairs of points. It provides a representation that can be used for matching complete and partial scans. The key stages of our method, denoted as DeepBBS, are illustrated in Figure 1. We test DeepBBS’ performance on ModelNet40 [48] and on real scans [20, 39], showing its advantages both on complete and on partial shapes as well as on shape categories that were unseen during training.

1 https://github.com/itanhe/DeepBBS
2. Related work

We briefly survey works on point cloud registration of rigid objects, starting with classic techniques and then moving to discuss recent developments in deep learning.

One of the most prominent point clouds registration techniques is ICP [5, 7]. ICP has been the workhorse of 3D point cloud registration, but it also suffers from several disadvantages. Particularly, it is sensitive to outliers and less accurate for partial matchings. Several outlier rejection methods and extensions have been proposed for ICP [31, 28]. For example, Trimmed-ICP uses the least trimmed squares in the optimization to robustify it [8]. In [6], a sparsity term is added to robustify the loss function to outliers and occlusions. Another strategy replaces the regular ICP minimization with the Levenberg-Marquardt method [12].

EM-ICP [14] applies ICP with multiple matching points assigned to each point instead of a single match. The associated points are used with Gaussian weights in the optimization for finding the transformation variables. KCReg [38] is an information theory based approach that measures the affinity between every pair of points using a kernel correlation. Their Renyi’s Quadratic Entropy based optimization objective measures the compactness of each point set for performing the registration. PM-SDP [22] uses convex relaxation with Procrustes Matching. MINA [4] matches points to a convex polyhedra for non-rigid shape matching.

Other works focus on the metric. Vanilla ICP uses a simple Euclidean distance to match points, but can be improved using a point-to-plane distance [7]. This has been extended to a full plane-to-plane distance in [35] and to a symmetric plane-to-plane distance [30]. The disadvantage of these extensions is that they require having the surface normals, which are not always provided and can be difficult to calculate, especially when the scanned point cloud is noisy.

Another line of works relies on using Gaussian distributions. One strategy represents each point cloud as a Gaussian mixture and finds the registration by minimizing a statistical discrepancy measure between the two mixtures [17]. This strategy was accelerated using a hierarchical Gaussian mixture representation (HGMR) [11]. Another acceleration was proposed in FilterReg [44], which formulated the registration problem as a maximum likelihood optimization problem and then solved it iteratively using EM [13].

The Best Buddies Similarity (BBS) measure was introduced for robust template matching in images [25]. It was also used in 2D for cross-domain correspondence [1]. It was later used to register 3D point clouds [10]. The key idea was to define the (negative) BBS as a loss function and minimize it. We, on the other hand, rely on a neural network to learn a good representation for BBS. The approximation of BBS, which involves calculating nearest neighbors, relies on the soft approximation proposed in [27] for image restoration.

Various deep learning approaches have been proposed recently for registration. PointNetLK [2], which relies on the PointNet architecture [29], uses the Lucas-Kanade registration [21] that is applied on a latent space calculated by PointNet for each point cloud. PCRNet [33] learns deep features of template and source point clouds to find the transformation that aligns them accurately. RPM-Net [46] and PointDSC [3] further improve performance using deep features. Yet, they require having normal information.

PointGMM [16] and DeepGMR [47] learn to perform registration by representing the shapes via a hierarchical Gaussian mixture. Deep Virtual Corresponding Points (DeepVCP) [19] learns to select key-points that are matched probabilistically and then uses them to calculate the transformation. Deep global registration (DGR) [9] provides a confidence measure to matched points using a 6-dimensional convolutional network, then it uses the Procrustes algorithm to calculate the pose estimation, and finally it refines the final estimation by a robust gradient-based SE(3) optimizer.
The work that is most related to ours is Deep Closest Point [41]. It proposes a neural network that learns a new representation for each point to improve the matching. It starts by finding an embedding for each point, then it uses a transformer-based approach to approximate the point matching, which is followed by a differentiable singular value decomposition (SVD) to approximate the 6DoF transformation parameters. PRNet [42] extended DCP to support partial scans by adding a key-point detection that finds shared points between two partial scans.

3. Method

We turn to describe our method. We start with a brief description of the registration setup, then present the best buddy similarity and propose using it as part of a registration network. This leads to a novel deep best buddy similarity learning (DeepBBS) approach, summarized in Figure 3.1. Setup

The goal of point cloud registration is to find a rigid transformation, i.e., a rotation and a translation which align a point cloud \( \mathcal{P} = \{ p_i \}_{i=1}^N \) to a point cloud \( \mathcal{Q} = \{ q_j \}_{j=1}^M \), where \( p_i, q_j \) are points in \( \mathbb{R}^3 \). Following DCP [41], we use the next minimization formula for the registration problem:

\[
\mathbf{R}, \mathbf{t} = \arg \min_{\mathbf{R} \in SO(3), \mathbf{t} \in \mathbb{R}^3} \left( \frac{1}{N} \sum_{i=1}^{N} \| \mathbf{R} p_i + \mathbf{t} - q_{\pi(p_i)} \|^2 \right), \tag{1}
\]

where \( \mathbf{R} \in SO(3) \) is a 3 x 3 rotation matrix, \( \mathbf{t} \in \mathbb{R}^3 \) is a 3 x 1 translation vector, and \( \pi: \mathbb{R}^3 \rightarrow \mathbb{N} \) maps points in \( \mathcal{P} \) to corresponding point indices in \( \mathcal{Q} \). If the mapping \( \pi \) is known, then this can be solved in-closed-form:

\[
\mathbf{R} = \mathbf{V} \text{diag}(1, 1, |\mathbf{VU}^T|) \mathbf{U}^T \quad \text{and} \quad \mathbf{t} = - \mathbf{R} \bar{p} + \bar{q}, \tag{2}
\]

where \( \mathbf{U} \) and \( \mathbf{V} \) are the left and right singular vectors of \( \mathbf{H} = \mathbf{USV}^T \), with

\[
\mathbf{H} = \sum_{i=1}^{N} (p_i - \bar{p})(q_{\pi(p_i)} - \bar{q}), \tag{3}
\]

and the centroids of \( \mathcal{P} \) and \( \mathcal{Q} \) are:

\[
\bar{p} = \frac{1}{N} \sum_{i=1}^{N} p_i \quad \text{and} \quad \bar{q} = \frac{1}{N} \sum_{i=1}^{N} q_{\pi(p_i)}. \tag{4}
\]

The challenge is finding the matching function \( \pi \). ICP uses alternating minimization that calculates \( \mathbf{R}, \mathbf{t} \) given current \( \pi \), and then updates \( \pi \) given \( \mathbf{R}, \mathbf{t} \) by matching to each point in \( \mathcal{P} \) its closest neighbor from \( \mathcal{Q} \). Yet, this can lead to a wrong matching which may lead to a wrong registration.

In general, matching 3D points is challenging as they do not have distinctive features. To face this problem, DCP [41] learns deep features for each point so matching 3D points amounts to matching their corresponding deep features. The point clouds \( \mathcal{P} \) and \( \mathcal{Q} \) are mapped to point sets \( \Psi_p \) and \( \Psi_Q \) in a feature space by a Siamese DGCNN [43] followed by a Transformer module [40].

The proposed solution works well when there is an exact match between points in \( \mathcal{P} \) and \( \mathcal{Q} \), but performance degrades when this assumption breaks. In reality, this assumption is violated because more often than not, the same 3D surface is sampled more than once, and there is no reason to believe the exact same points will be sampled. Also, different 3D scans rarely cover the exact same region, so there are missing points due to occlusions or partial coverage.

3.2. Best Buddy Similarity

We extend DCP’s [41] points matching by requiring that matching points are best buddies in the deep feature space. A pair of points in the embedding space \( \Phi_{p_i} \in \Psi_p \) and \( \Phi_{q_j} \in \Psi_Q \) are best buddies if \( \Phi_{p_i} \) is closest to \( \Phi_{q_j} \) and vice-versa. Formally, Best Buddy Similarity (BBS) is

\[
B_{ij} = \| i = \arg \min_{j'} D_{ij'}^* \| \cdot \| j = \arg \min_{j'} D_{ij'}^* \|, \tag{5}
\]

where \( D_{ij}^* = \| \Phi_{p_i} - \Phi_{q_j} \|_2 \) is the distance between \( \Phi_{p_i} \) and \( \Phi_{q_j} \), and \( \| \cdot \| \) is the indicator function that equals 1 if the term in the brackets is true and zero otherwise. If \( B_{ij} = 1 \) then \( \Phi_{p_i} \) and \( \Phi_{q_j} \) are called best buddies.

BBS is a non-differentiable metric because it uses the argmin operator. Thus, we use a differentiable approximation that we term SoftBBS, where we apply a soft argmin operator. Specifically, \( \tilde{B} \) approximates \( B \) using:

\[
\tilde{B}_{ij} = \frac{e^{-\frac{D_{ij}^*}{\alpha}}}{\sum_{j'} e^{-\frac{D_{ij'}^*}{\alpha}}} \cdot \frac{e^{-\frac{D_{ij'}^*}{\alpha}}}{\sum_{j'} e^{-\frac{D_{ij'}^*}{\alpha}}}, \tag{6}
\]

where \( \alpha \) is a temperature parameter. The matrix \( \tilde{B} \) is the element-wise multiplication of row-wise and column-wise soft argmin of the distance matrix \( D^* \). Note the correspondence to the brackets in \( B_{ij} \) definition.

While \( B_{ij} \) is non-zero only if \( \Phi_{p_i} \) and \( \Phi_{q_j} \) are mutual nearest neighbors, \( \tilde{B}_{ij} \) can be non-zero when, for example, \( \Phi_{p_i} \) is \( \Phi_{q_j} \)’s 3rd nearest neighbor, while \( \Phi_{q_j} \) is \( \Phi_{p_i} \)’s 4th nearest neighbor. The value of the temperature parameter, \( \alpha \), controls this behavior. The smaller it is, the more strict \( \tilde{B}_{ij} \) becomes, i.e., similar to \( B_{ij} \). We want \( \frac{D_{ij}^*}{\alpha} \approx 1 \) for best buddies, and \( \frac{D_{ij}^*}{\alpha} \gg 1 \) for points that are not best buddies. Since the best buddies are not known, we use the “typical minimal distance between neighbours” calculated
as $\xi \cdot \text{median}_j \left( \min_i \| \Phi \bar{p}_i - \Phi p_i \| \right)$, where $\xi$ is a constant factor. We found empirically that $\xi = 0.4$ leads to the best results, in which most points have only a few best buddies.

### 3.3. Mapping Function and Weightening

Given the BBS measure, we define the soft mapping

\[
\bar{\pi}(p_i) = \frac{\bar{B}_i}{\sum_{j=1}^{M} \bar{B}_{ij}},
\]

where $\bar{\pi} : \mathbb{R}^3 \rightarrow \mathbb{R}^M$ and $\bar{B}_i$ is the $i$th row of $\bar{B}$. $\bar{\pi}$ acts as a normalized pointer from $p_i$ to its best buddies in $Q$.

Given the mapping $\bar{\pi}$, we construct a point cloud $\hat{Q} = \{\hat{q}_i\}_{i=1}^{N}$ that matches $P$ as follows:

\[
\hat{q}_i = {Q}^T \bar{\pi}(p_i) \in \mathbb{R}^3,
\]

where the rows of $Q \in \mathbb{R}^{M \times 3}$ contain $\{q_j\}_{j=1}^{M}$. This operation, illustrated in the supplementary material (S.1), generates a mapping $p_i \rightarrow \hat{q}_i$. $\hat{q}_i$ is generated by a weighted sum of points in $Q$, weighted by $\bar{\pi}(p_i)$, i.e., points that are the best buddies of $p_i$ in $Q$. The result of the weighted sum should fit $p_i$. Ideally, $\hat{q}_i$ and $p_i$ differ only by the transformation between $P$ and $Q$. A visual example of such mapping appears in the supplementary material (S.1).

In order to reject unsuccessful matches or missing matches caused by occlusions, we assess the correspondence of the pair $(p_i, \hat{q}_i)$ with a weight $\gamma_i$:

\[
\gamma_i = \sum_{j=1}^{M} \bar{B}_{ij} e^{-D_{ij}/T},
\]

where $\bar{B}_{ij}$ is the SoftBBS (see Equation (6)), $D_{ij}$ is the Euclidean distance between $p_i$ and $q_j$, and $T$ is a temperature parameter that is learned during training. The weight $\gamma_i$ is composed of the SoftBBS term that provides a robust matching mechanism, which captures similarities in the feature space, and from a spatial term that measures similarities in the input 3D space. The spatial term might unintentionally decrease $\gamma_i$ at the beginning of the registration process when the point clouds are far from each other. Thus, we decrease $T$ at inference. Further discussion is in Section 3.6.

\[
\gamma_i \text{ sums over all the points in } Q. \text{ Thus a pair } (p_i, \hat{q}_i) \text{ will get a high value of } \gamma_i \text{ if } \hat{q}_i \text{ was constructed from points that are "good" best buddies and are close to } p_i. \text{ In the case that } p_i \text{ has no matching points in } Q \text{ due to occlusion, } \bar{B}_{ij} \text{ and } e^{-D_{ij}/T} \text{ should be small } \forall j, \text{ hence the correspondence parameter } \gamma_i \text{ should be small as well.}
\]

### 3.4. The Weighted Problem

Given the weights, $\gamma_i$, we propose a weighted version of the minimization problem in Equation (1):

\[
R, t = \arg \min_{R \in SO(3)} \left( \frac{1}{N} \sum_{i=1}^{N} \gamma_i \| R p_i - t - \hat{q}_i \|^2 \right).
\]

Its solution is very similar to Equation (1) [36], where here

\[
H = \sum_{i=1}^{N} \gamma_i (p_i - \bar{p})(\hat{q}_i - \bar{q}),
\]

and

\[
\bar{p} = \frac{\sum_{i=1}^{N} \gamma_i p_i}{\sum_{i=1}^{N} \gamma_i} \quad \text{and} \quad \bar{q} = \frac{\sum_{i=1}^{N} \gamma_i q_i}{\sum_{i=1}^{N} \gamma_i}.
\]

### 3.5. Loss Function

The loss that is used for training the network weights is

\[
\mathcal{L} = \| R_{GT}^T R - I \|^2 + \| t_{GT} - t \|^2 + \beta n \frac{1}{N} \sum_{i=1}^{N} \gamma_{GT,i} \| \hat{q}_i - (R_{GT} p_i + t_{GT}) \|^2 .
\]

$R_{GT}$ and $t_{GT}$ are the ground truth rotation and translation (respectively), and $R$ and $t$ are the predicted ones. $\beta$ is a decay constant, and $n$ is the epoch number. $\gamma_{GT,i}$ equals 1 if $p_i$ has a matching point in $Q$’s coordinate system within a $\theta$ threshold, i.e., $\gamma_{GT,i} = \left[ \min_j \| q_j - (R_{GT} p_i + t_{GT}) \|^2 < \theta \right]$. We used $\theta = 0.02$ and $\beta = 0.95$.

The first two terms in $\mathcal{L}$ penalize an inaccurate transformation estimation. The third term requires $\hat{q}_i$ to be close to $p_i$ when $p_i$ is transformed with the ground truth transformation. As mentioned in Section 3.3, $\hat{q}_i$ should be equal to $q_i$ in $Q$’s coordinate system. The third term makes the network learn weights that generate a more accurate point mapping, $\bar{\pi}(p_i)$. It does not depend on the predicted $R$ and $t$. Thus, it serves as a skip connection in backpropagation as gradients pass through the LS solution. As a result, the learning process converges faster. The term’s weight decays, as we want accuracy in the predicted transformation to be more dominant than the learning process progresses.

### 3.6. Inference

We consider two variants of our algorithm, termed DeepBBS and DeepBBS++.

**DeepBBS.** At inference time, we estimate $R$ and $t$ with our algorithm. Then, we apply the estimated transformation on $P$ for getting $P'$. We iterate the algorithm on $Q$ and $P'$ until the rotation angle difference between consequent iterations is less than a threshold (0.4 in our tests). This process typically takes 2-3 iterations. The temperature parameter $T$, which balances the similarity in the feature space and the 3D input space, is reduced by a factor of 2 every iteration. This gives more weight to similarities in the 3D space as the point clouds align with each other. Thus, it helps the method lock on to the correct matches and to converges to a better result. This is opposed to the beginning of the registration process when less weight is given to similarities in
network part, i.e., than in the feature space. To do so, we skip the deep neural buddies based on similarity in the 3D space is more accurate aligned, and only fine-tuning is required, finding the best so because we found that when the point clouds are almost we fine-tune the result by iterating in the 3D space. We do Final registration result.

4. Experiments

We use several experiments to evaluate our method. First, we follow some of the experiments of [42] conducted on the ModelNet40 [48] dataset. We then perform a new test that was designed on this dataset. Finally, we evaluate our algorithm on two real datasets - the Stanford Bunny [39] and Apollo-SouthBay [20] datasets.

The network was trained using the Adam [18] optimizer for 250 epochs. The initial learning rate was set to 0.001 and was decreased by 10 after 130, 200 and 225 epochs. We used 4 Nvidia TITAN X GPUs for training.

4.1. ModelNet40 Dataset

ModelNet40 [48] contains 40 categories of 3D objects. It is divided into train and test sets. In this experiment, each shape is represented using 1024 points sampled using the farthest-point sampling from the original CAD model. Each point cloud is transformed using a 3D rigid transformation. We use a random rotation of up to 45° around each axis and a random translation in the range of \([-0.5, 0.5]\) in each axis.

Since the transformation is artificial, the learning is unsupervised. We present 4 experiments. In the first 3 experiments, our method is evaluated on two partial scans of an object. In the 4th experiment the point clouds have a different sampling. To simulate a partial-to-partial registration between the shapes \(P\) and \(Q\), a random 3D point from each point cloud is selected, and 768 nearest neighbor points are sampled. This creates two point clouds with a partial overlap. In these experiments, the overlapping points are exact matches in the two point clouds.

The authors of [42] compare several methods and we report their findings here. The methods that are evaluated include ICP [5], Go-ICP [35], FGR [49], PointNetLK [2], DCP [41], and PRNet [42]. The first three methods are classical, while the last three use Deep Learning. Interestingly, FGR [49] uses a best-buddies test (termed "Reciprocity test") to initialize their point matches. The test is carried out on the Fast Point Feature Histogram (FPFH) feature [32], which is a hand-crafted feature, as opposed to the deep features used in our method. We also test Symmetric-ICP of Rusinkiewicz [30], which is not learning-based.

We evaluate our performance and compare it to other techniques by measuring MAE (Mean Absolute Error), MSE (Mean Square Error) and RMSE (Root MSE) of the predicted Euler angles and the predicted translation. Visual results appear in the supplementary material (S.5).

Unseen partial point clouds. The first experiment measures partial-to-partial registration of unseen point clouds during training. The dataset consists of 40 classes that are split into 80%/20% train/test split. Table 1 reports the results showing that our method outperforms all others.

Figure 3 demonstrates the role of \(\gamma\) in filtering points. We show its values both on the point cloud \(P\) and the mod-
The key role of \( \gamma_i \) is determined by \( \gamma_i \). The ablation study evaluating the contributions of the different components of DeepBBS++ can be found in the supplementary material (S.2.1). In short, we found that all of the components of our method improve the results.

The key role of \( \gamma_i \) is determined by \( \gamma_i \). The ablation study evaluating the contributions of the different components of DeepBBS++ can be found in the supplementary material (S.2.1). In short, we found that all of the components of our method improve the results.

### Table 1. Results on unseen point clouds. Our method outperforms all others.

| Method      | MSE(R) | RMSE(R) | MAE(R) | MSE(t) | RMSE(t) | MAE(t) |
|-------------|--------|---------|--------|--------|---------|--------|
| ICP [5]     | 1134.552 | 33.683  | 25.045 | 0.0856 | 0.293   | 0.250  |
| Go-ICP [35] | 195.985  | 13.999  | 3.165  | 0.0011 | 0.033   | 0.012  |
| FGR [49]    | 126.288  | 11.238  | 2.832  | 0.0009 | 0.030   | 0.008  |
| SymmetricICP [30] | 412.572  | 20.312  | 6.242  | 0.0081 | 0.090   | 0.037  |
| PointNetLK [2] | 280.044  | 16.375  | 7.550  | 0.0020 | 0.045   | 0.025  |
| DCP-v2 [41] | 45.005   | 6.709   | 4.448  | 0.0007 | 0.027   | 0.020  |
| PRNet [42]  | 10.235   | 3.199   | 1.454  | 0.0003 | 0.016   | 0.010  |
| DeepBBS (ours) | 0.002    | 0.041   | 0.021  | 0.0000001 | 0.0007 | 0.0004 |
| DeepBBS++ (ours) | 0.0002 | 0.014 | 0.006 | 0.0000001 | 0.0004 | 0.0001 |

### Table 2. Results on unseen categories. Our method outperforms all others.

| Method      | MSE(R) | RMSE(R) | MAE(R) | MSE(t) | RMSE(t) | MAE(t) |
|-------------|--------|---------|--------|--------|---------|--------|
| ICP [5]     | 1217.618 | 34.894  | 25.455 | 0.086  | 0.293   | 0.251  |
| Go-ICP [35] | 157.072  | 12.533  | 2.940  | 0.0009 | 0.031   | 0.010  |
| FGR [49]    | 98.635   | 9.932   | 1.952  | 0.0014 | 0.038   | 0.007  |
| SymmetricICP [30] | 363.195  | 19.058  | 5.847  | 0.0081 | 0.090   | 0.038  |
| PointNetLK [2] | 526.401  | 22.943  | 9.655  | 0.0037 | 0.061   | 0.033  |
| DCP-v2 [41] | 95.431   | 9.769   | 6.954  | 0.0010 | 0.034   | 0.025  |
| PRNet [42]  | 24.857   | 4.986   | 2.329  | 0.0004 | 0.021   | 0.015  |
| PRNet* [42] | 15.624   | 3.953   | 1.712  | 0.0003 | 0.017   | 0.011  |
| DeepBBS (ours) | 0.006    | 0.075   | 0.040  | 0.0000001 | 0.0011 | 0.0006 |
| DeepBBS++ (ours) | 0.0006 | 0.024 | 0.008 | 0.0000002 | 0.0005 | 0.0002 |

---

**Unseen categories of partial point clouds.** Also following [42], we test the different algorithms’ generalization performance on unseen categories: We train on 20 classes of ModelNet40 [48] and evaluate the remaining 20 classes. Table 2 reports the results. We see that here, as well, our methods outperform all other techniques.

### Noisy partial scans. We also use point clouds corrupted with white Gaussian noise. Table 3 shows that we outperform all methods, except for [42], in its translation error.

### Different sampling. We test registration in the case of different point samplings of the point clouds, i.e., we randomly sampled 1024 different points in \( \mathcal{P} \) and \( \mathcal{Q} \). In this test, we compare our method to PRNet [42], SymmetricICP [30], as well as three versions of [10]. The method of [10] also uses BBS but with two important distinctions. First, it optimizes the rigid transformation as part of the back-propagation, as opposed to our method that estimates the parameters. Thus, [10] requires hundreds of iterations to converge while our method takes, on average, only 3. Second, [10] uses best-buddy similarity in the input space, while we measure best-buddy similarity in the latent feature space.

Table 4 shows that DeepBBS outperform other methods.

Figure 5 shows examples of point clouds \( \mathcal{P} \), taken from the different sampling experiment. Each point \( \mathbf{p}_i \) is colored with \( \gamma_i \). Notice that corners and edges, which are distinct points and are helpful for registration, tend to get high \( \gamma \) values, while points on planes tend to get low values of \( \gamma \).

Figure 5. Each panel shows a different point cloud \( \mathcal{P} \) from ModelNet40, taken from the different sampling experiment. Each point \( \mathbf{p}_i \) is colored with \( \gamma_i \). Notice that corners and edges, which are distinct points and are helpful for registration, tend to get high \( \gamma \) values, while points on planes tend to get low values of \( \gamma \).
4.2. Stanford Bunny Dataset

We test our method on real scans of the Stanford Bunny dataset [39]. It consists of 10 scans of a bunny model taken from different angles. We follow Rusinkiewicz’s [30] framework, containing 19 pairs of scans having IOU overlap greater than 20%. 1000 points from each scan are sampled randomly, and then the point clouds are aligned to each other. A rotation of $0^\circ$ – $60^\circ$ around a random axis and a translation of 0% – 50% of the model size in a random direction are performed. The test is repeated 50 times for each rotation and translation size.

Note that [30] estimates normals for the point clouds before sampling them. Hence, his registration results are based on information extracted from a much bigger point cloud. For a fair comparison, we perform two tests. In the first test, the full point cloud is exposed. In the second, only 1000 points are given to [30] for normal estimation.

Followed by [30], results are shown as a percentage of successful registration for different initial translation magnitudes and rotation angles. A success is defined if the aligned points are within a threshold (1% of point cloud size) of their ground-truth locations after alignment.

**Full Point Clouds.** We used transfer learning with the network trained on ModelNet40 (different sampling) as described in Section 4.1. To adjust the network for the Stanford Bunny dataset [39], we used a self-supervised learning technique for creating pairs of point clouds for training. In every iteration, two new sets of 1000 points were sampled using farthest-point sampling from the same Bunny scan. A partial scan was simulated, as described in Section 4.1. Then, a transformation, as described above, was applied and used for training the network. During evaluation, the results were fine tuned with Point-To-Plane ICP using the Open3D python library [50].

A comparison between DeepBBS and LM-Symmetric [30] is shown in Table 5. DeepBBS performs better or equal in all initial transformation conditions, and achieves 100% success. We also evaluated our technique with an error threshold of 0.5% of point cloud size and still achieved 100% success.

We report in the supplementary material (S.2.2) an ablation study for this experiment. It shows that removing the
ICP fine-tuning hurts performance considerably. In addition, ICP by itself does not perform well. We also demonstrate the effect of farthest-point sampling.

**1000 Points Scans.** Here we use the same technique as before, except that we use the network that was trained on ModelNet40 [48] with noisy partial scans with its original weights. Results are shown in Table 6. DeepBBS performs better or equal in 18/24 initial transformation conditions. These results demonstrate the ability of DeepBBS to generalize from one dataset to another. Examples of registrations in this experiment can be seen in Figure 6.

### 4.3. Apollo-SouthBay Dataset

Apollo-SouthBay Dataset [20] contains 3D LiDAR scans. It covers different scenarios, including residential areas, urban downtown areas and highways. We followed DeepVCP’s [19] benchmark. Frames were sampled at 100 frames intervals with a maximal distance of 5m between them. Many of the sampled points are parts of the road and have less meaningful information for the registration. Therefore, we pre-processed the data with a road removal algorithm. Points within a 0.5m layer around the least-squares plane fit were removed. Then, farthest-point sampling was applied to maintain 1000 points.

We evaluate the results with the mean angular error (MAE), which is the Chordal distance [15] between R and \( \mathbf{R}_{GT} \), and with the mean translational error (MTE), which is the Euclidean norm of the difference between \( \mathbf{t} \) and \( \mathbf{t}_{GT} \).

A comparison between DeepBBS++, SymmetricICP [30], PRNet [42] and ICP-Po2Po [5] is shown in Table 7. We also tried to fine-tune our results with ICP instead of spatial BBS (Section 3.6). The other methods were given point clouds without sampling as input. Our method showed significantly better results than the others. Spatial BBS fine-tuning was better than ICP fine-tuning. An example of our results is shown in Figure 7.

Lu et al. [19] started the registration from an initial guess that is closer to the ground truth transformation. As our method has a wide basin of convergence, its results are similar with or without an initial guess. Comparison between the methods with an initial guess appears in S.4.

### 5. Conclusions

This paper presented DeepBBS, a method for estimating the rigid transformation between two 3D point clouds. It is based on Best Buddies (i.e., mutual nearest neighbors), where a pair of points is said to be best buddies if one is the nearest neighbor of the other. Instead of finding best buddies in the input 3D space, we train a neural network to find an embedding space, in which the Best Buddies Similarity measure is computed. Experiments show that our method is robust to occlusions, has a very large basin of attractions, and achieves state-of-the-art results on several datasets.
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Supplementary Material

The supplementary material consists of a number of subjects. First, Complementary figures that demonstrate our method for the method chapter in the paper. Second, An ablation study for two of the tests that were performed. The first test is of partial scans with unseen point clouds on ModelNet40 [48] and the second test is of real scans of the Stanford Bunny [39] with full point clouds. Then we add more comparison results with other methods on the ModelNet40 [48] tests. Next, Results from the Apollo-SouthBay [20] dataset with an initial guess. Finally, we supply more visual examples for our results and a visual comparison to other techniques.

S.1. More Figures for Illustrating the Method

In this section we present two figures that illustrate our method, as was describes in Section 3. Figure 8 shows an illustration of the process of creating $\hat{Q}$ (referenced from Section 3.3). Figure 9 shows an example for correspondences between points in $P$ and $\hat{Q}$. It demonstrates the semantic connection between points of the same part of the object (referenced from Section 3.3).

![Figure 8](image)

Figure 8. Illustration of creating $\hat{Q}$. **Left:** Point cloud $P$. A particular point $p_i$ is marked with a red circle. **Right:** point cloud $\hat{Q}$. The points in the point cloud are coloured with $\pi(p_i)$. In the enlarged area it can be noticed that there are two points in the correlative part of the airplane, which have a significant $\pi$ value. Hence, they will be the dominant points of the weighted sum for calculating $\hat{q}_i$ in Equation (8).

S.2. Ablation Study

S.2.1 Partial Scans - Unseen Point Clouds

Table 8 contains the performed ablation tests. We show the importance of every element in our method by eliminating it and then reevaluating the method. The tests follow the settings used in the experiment of partial scans with unseen point clouds. The results indicate that every component in our method improves the results. Specifically, the partial reevaluated methods result in complete failure in two cases. The first case is when only spatial fine-tuning is applied (without passing through the network first). The failure occurs because spatial fine-tuning works best when the point clouds are close to each other, and thus similarity in the 3D space is significant. Without the network bringing the point clouds close to each other, especially from a distant initial position, the spatial fine-tuning fails to converge to accurate results. The second case in which the method fails is when $\gamma$ is omitted. This happens because without $\gamma$, pairs of points are not filtered or weighted. Points without matching points in the other point cloud still affect the registration, which leads to poor results.

A short explanation of the preformed test:

1. **w/o spatial fine-tuning**- fine-tuning in the 3D space (described in Section 3.6) was eliminated during inference. We call this algorithm (without fine-tuning) DeepBBS.

2. **Only spatial fine-tuning**- we tested performances using just the spatial fine-tuning step without the previous network step. This test shows that spatial fine-tuning improves results as fine-tuning is not sufficient by itself.
3. **w/o iterations**- iterative passing through the network was dismissed, i.e., before fine-tuning, only one iteration of passing through the network was performed.

4. **w/o decreasing T**- The temperature parameter, $T$, which balances the similarity in the feature space and the 3D input space, was not decreased in every iteration.

5. **w/o $\gamma$**- the correspondences’ weights, $\gamma$, were eliminated (by setting $\gamma_i = 1, \forall i$) during training and evaluation.

6. **w/o spatial part of $\gamma$**- the spatial part in the definition of $\gamma$ (Equation (9)) was eliminated during training and evaluation. (i.e. $\gamma_i = \sum_{j=1}^{M} \tilde{B}_{ij}$ instead of $\gamma_i = \sum_{j=1}^{M} \tilde{B}_{ij} e^{-D_{ij}/T}$).

7. **w/o pointwise loss decays**- we tested the effect of the decay of the third summand in the definition of the loss (Equation (13)) by setting $\beta = 1$ during training. This prevents the term from decaying.

8. **w/o pointwise loss**- we tested the third summand’s influence in the definition of the loss function by setting $\beta = 0$ during training.

| Method                        | MSE(R)    | RMSE(R)   | MAE(R)   | MSE(t)      | RMSE(t)   | MAE(t)   |
|-------------------------------|-----------|-----------|----------|-------------|-----------|----------|
| DeepBBS++ - Full              | 0.0002    | 0.014     | 0.006    | 0.000001    | 0.0004    | 0.0001   |
| w/o spatial fine-tuning       | 0.002     | 0.041     | 0.021    | 0.000001    | 0.0007    | 0.0004   |
| only spatial fine-tuning      | 535.398   | 23.139    | 14.189   | 0.023       | 0.152     | 0.110    |
| w/o iterations                | 1.253     | 1.119     | 0.151    | 0.0003      | 0.017     | 0.004    |
| w/o decreasing $T$            | 0.0002    | 0.014     | 0.006    | 0.0000006   | 0.0008    | 0.0002   |
| w/o $\gamma$                 | 48.853    | 6.990     | 2.922    | 0.012       | 0.108     | 0.067    |
| w/o spatial part of $\gamma$  | 0.009     | 0.097     | 0.009    | 0.00001     | 0.003     | 0.0003   |
| w/o pointwise loss decays     | 1.675     | 1.294     | 0.058    | 0.0002      | 0.013     | 0.001    |
| w/o pointwise loss            | 2.086     | 1.444     | 0.089    | 0.0002      | 0.013     | 0.001    |

Table 8. Ablation study for ModelNet40 - unseen point clouds experiment. The first row shows our complete scheme. The rest of the rows show our scheme without one element.
S.2.2 Stanford Bunny - Full Point Clouds

In Table 9, an ablation test for the real scans experiment of full point clouds of the Stanford Bunny dataset [39] is shown. As can be seen, eliminating each component from the method causes significant performance degradation. From the results, it can be concluded that the network brings the point clouds into the ICP’s basin of convergence, which fine-tunes the result into an exact registration. Another conclusion is that farthest-point sampling improves the results in comparison to random sampling.

Table 9. Ablation tests for Stanford Bunny dataset with full point clouds. The left table shows the complete method, which is composed of a network and ICP as fine-tuning and farthest-point sampling. Each cell in the tables corresponds to a specific initial condition.

S.3. More comparisons in the ModelNet40 tests

Tables 10, 11, 12 and 13 include more comparisons for the experiments presented in Tables 1, 2, 3 and 4 correspondingly. The additional methods are BBR, BD and BDN [10], which are classic methods for point cloud registration that use the best buddies similarity measure. Another method is 4PCS [23] which is a RANSAC-based method that does not rely on the initial conditions. Table 13 does not include results on BBR, BD and BDN because these results are presented in Table 4.

| Method       | MSE(R)  | RMSE(R) | MAE(R) | MSE(t)  | RMSE(t) | MAE(t)  |
|--------------|---------|---------|--------|---------|---------|---------|
| BBR [10]     | 1115.843| 33.404  | 22.027 | 0.0521  | 0.2283  | 0.1829  |
| BD [10]      | 872.973 | 29.546  | 24.975 | 0.0824  | 0.2870  | 0.2485  |
| BDN [10]     | 672.381 | 25.930  | 22.405 | 0.0825  | 0.2873  | 0.2488  |
| 4PCS [23]    | 2822.730| 53.129  | 21.227 | 0.0038  | 0.0611  | 0.0299  |
| DeepBBS (ours) | 0.002  | 0.041   | 0.021  | 0.000001| 0.0007  | 0.0004  |
| DeepBBS++ (ours) | 0.0002 | 0.014   | 0.006  | 0.000001| 0.0004  | 0.0001  |

Table 10. More results on unseen point clouds (extension to Table 1). Best result in each criterion among all of the test methods (in Section 4.1 and in the sup. mat.) are marked in bold.

| Method         | MSE(R)  | RMSE(R) | MAE(R) | MSE(t)  | RMSE(t) | MAE(t)  |
|----------------|---------|---------|--------|---------|---------|---------|
| BBR [10]       | 1071.025| 32.727  | 21.615 | 0.0518  | 0.2275  | 0.1827  |
| BD [10]        | 830.947 | 28.826  | 24.483 | 0.0830  | 0.2881  | 0.2501  |
| BDN [10]       | 675.065 | 25.982  | 22.481 | 0.0830  | 0.2881  | 0.2502  |
| 4PCS [23]      | 2690.190| 51.867  | 20.053 | 0.0043  | 0.0666  | 0.0317  |
| DeepBBS (ours) | 0.006   | 0.075   | 0.040  | 0.000001| 0.0011  | 0.0006  |
| DeepBBS++ (ours) | 0.0006 | 0.024   | 0.008  | 0.000002| 0.0005  | 0.0002  |

Table 11. More results on unseen categories (extension to Table 2). Best result in each criterion among all of the test methods (in Section 4.1 and in the sup. mat.) are marked in bold.

S.4. Apollo-SouthBay with initial guess

Lu et al. [19] evaluated their method using an initial guess for the transformation between the point clouds. A uniformly distributed random error in the range of 0m – 1m in the x – y – z dimensions was added to the point clouds when they were
The results in Section 4.3 do not include an initial transformation. Table 14 contains a comparison of our methods to other techniques with an initial transformation, as was reported in [19]. We report results of DeepBBS that was fine-tuned with ICP and of DeepBBS++.

DeepBBS++’s performances are similar to those reported in Table 7, where no initial guess was given. We conclude that the basin of convergence of DeepBBS++ is wide because an initial guess does not improve the results. DeepBBS++ bases its registration on a relatively small amount of points (1000 in this experiment) and still poses as a competitor to other methods that use the entire point cloud.

S.5. More visual examples

S.5.1 Registration Results of different categories

The next figures show registration examples of the ModelNet40 [48] dataset. The shown tests are of different point samplings and of partial scans with Gaussian noise in Figures 10 and 11 respectively. The presented results were not chosen for their quality, but for being the first pair of point clouds in each category of ModelNet40 [48].
S.5.2 Comparison to other methods

In Figure 13 a visual comparison between our method and other methods is shown. The results are taken from the unseen point clouds experiment on the ModelNet40 [48] dataset (Section 4.1). Figure 12 shows results from the different sampling experiment.
Figure 10. *Examples of registration results from different samplings test.* The first model of each category of ModelNet40 [48] dataset is shown before (left) and after registration (right).
Figure 11. Examples of registration results from partial scans with Gaussian noise test. The first model of each category of ModelNet40 [48] dataset is shown before (left) and after registration (right).
Figure 12. Comparison with other methods - different sampling test. Each row contains different pairs of point clouds from the ModelNet40 dataset [48]; (1) initial pose of the point clouds before registration; (2) ICP [5]; (3) Symmetric-ICP [30]; (4) BBR [10]; (5) PRNet [42]; (6) Our method; (7) Ground truth.
Figure 13. Comparison with other methods - unseen point clouds test. Each row contains different pairs of point clouds from the ModelNet40 dataset [48]; (1) initial pose of the point clouds before registration; (2) ICP [5]; (3) Symmetric-ICP [30]; (4) BBR [10]; (5) PRNet [42]; (6) Our method; (7) Ground truth.