COARSE QUOTIENT MAPPINGS BETWEEN METRIC SPACES
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Abstract. We give a definition of coarse quotient mapping and show that several results for uniform quotient mapping also hold in the coarse setting. In particular, we prove that any Banach space that is a coarse quotient of $L_p \equiv L_p[0,1]$, $1 < p < \infty$, is isomorphic to a linear quotient of $L_p$. It is also proved that $\ell_q$ is not a coarse quotient of $\ell_p$ for $1 < p < q < \infty$ using Rolewicz’s property ($\beta$).

1. Introduction

In the linear theory of Banach spaces, a surjective bounded linear operator between Banach spaces is called a linear quotient mapping. For linear quotient mappings, the Open Mapping Theorem guarantees that the image of the closed unit ball contains the origin as an interior point. In view of this property, the notion of quotient mapping was generalized to the nonlinear setting by Bates, Johnson, Lindenstrauss, Preiss and Schechtman in [2], as follows:

Definition 1.1. A mapping $f : X \to Y$ between two metric spaces $X$ and $Y$ is called co-uniformly continuous if for every $\epsilon > 0$, there exists $\delta = \delta(\epsilon) > 0$ so that for every $x \in X$,

$$f(B(x, \epsilon)) \supset B(f(x), \delta).$$

If $\delta$ can be chosen larger than $\epsilon/C$ for some $C > 0$ independent of $\epsilon$, then $f$ is said to be co-Lipschitz. Here and throughout this article $B(x, \epsilon)$ denotes the closed ball with center $x$ and radius $\epsilon$.

A mapping $f : X \to Y$ that is both uniformly continuous and co-uniformly continuous (resp. Lipschitz and co-Lipschitz) is called a uniform quotient (resp. Lipschitz quotient) mapping. If in addition $f$ is surjective, then $Y$ is called a uniform quotient (resp. Lipschitz quotient) of $X$.

In addition to uniform continuity and Lipschitz continuity, coarse continuity is another important notion for nonlinear mappings. However, so far there is no satisfactory definition for quotient mapping in the coarse category. In the present article we introduce such a definition, which is reasonable in the sense that coarse quotient mappings have properties analogous to those of uniform quotient mappings.

This paper is organized as follows: in section 2 we present some ingredients we need from coarse geometry and then give the definition of coarse quotient mapping. Section 3 is devoted to ultraproduct techniques for coarse quotient
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mappings, which allow us to give an isomorphic characterization of coarse quotients of $L_p$ ($1 < p < \infty$). In section 4 we apply Rolewicz’s property ($\beta$) to study coarse quotient mappings and prove that $\ell_q$ is not a coarse quotient of $\ell_p$ for $1 < p < q < \infty$.

2. Definition of coarse quotient mapping

We start this section by listing some definitions and facts from coarse geometry.

**Definition 2.1.** A mapping $f : X \to Y$ between two metric spaces $X$ and $Y$ is called coarsely continuous if for every $R > 0$ there exists $S = S(R) > 0$ such that $d(x, y) < R \Rightarrow d(f(x), f(y)) < S$.

A mapping $f : X \to Y$ between two metric spaces $X$ and $Y$ is said to be a coarse equivalence if $f$ is coarsely continuous and there exists another coarsely continuous mapping $g : Y \to X$ such that $\sup\{d(g \circ f(x), x) : x \in X\} < \infty$ and $\sup\{d(f \circ g(y), y) : y \in Y\} < \infty$. In this case we say that $X$ is coarsely equivalent to $Y$. If $X$ is coarsely equivalent to a subset of $Y$ we say that $X$ coarsely embeds into $Y$.

It is well known that $f$ is coarsely continuous if and only if $\omega_f(t) < \infty$ for all $0 < t < \infty$, where $\omega_f$ is the modulus of continuity of $f$, defined as

$$\omega_f(t) = \sup\{d(f(x), f(y)) : d(x, y) \leq t\}.$$ 

The following proposition says that a coarsely continuous mapping between metric spaces is Lipschitz for large distances provided its domain space is metrically convex. The proof is similar to the one for uniformly continuous mapping, which can be found in [3]. Recall that a metric space $X$ is called metrically convex if for every $x_0, x_1 \in X$ and for every $0 < t < 1$, there is a point $x_t \in X$ such that $d(x_0, x_t) = td(x_0, x_1)$ and $d(x_1, x_t) = (1 - t)d(x_0, x_1)$.

**Proposition 2.2.** Let $f : X \to Y$ be a coarsely continuous mapping between two metric spaces $X$ and $Y$, and assume that $X$ is metrically convex. Then for every $d > 0$, there exists $l = l(d) > 0$ such that $d(f(x), f(y)) \leq l \cdot d(x, y)$ whenever $d(x, y) \geq d$. Or, equivalently, for every $\epsilon > 0$, there exists $L = L(\epsilon) > 0$ such that $f(B(x, r)) \subset B(f(x), Lr)$ for all $r \geq \epsilon$ and all $x \in X$.

Now we are ready to give the definition of coarse quotient mapping. Given $\epsilon \geq 0$, for a subset $A$ of a metric space $X$ we denote by $A^\epsilon := \{x \in X : d(x, y) \leq \epsilon \text{ for some } y \in A\}$ its $\epsilon$-neighborhood.

**Definition 2.3.** Let $K \geq 0$ be a constant. A mapping $f : X \to Y$ between two metric spaces $X$ and $Y$ is called co-coarsely continuous with constant $K$ if for every $\epsilon > 0$ there exists $\delta = \delta(\epsilon) > 0$ so that for every $x \in X$,

$$B(f(x), \epsilon) \subset f(B(x, \delta))^K. \quad (2.1)$$

If in addition $f$ is coarsely continuous, then $f$ is called a coarse quotient mapping with constant $K$ and $Y$ is said to be a coarse quotient of $X$.

**Remark 2.4.** (2.1) immediately implies that $f(X)$ is $K$-dense in $Y$, i.e., $Y = f(X)^K$. 
It is easy to check that the composition of two coarse quotient mappings is still a coarse quotient mapping. A Lipschitz quotient mapping must be a coarse quotient mapping, but the converse is not true. Indeed, the inclusion mapping from \( Z \) into \( \mathbb{R} \) is an example of coarse quotient mapping which fails to be a uniform quotient mapping. Moreover, the definition is justified by the following proposition.

**Proposition 2.5.** If a mapping \( f : X \to Y \) between two metric spaces \( X \) and \( Y \) is a coarse equivalence, then \( Y \) is a coarse quotient of \( X \).

**Proof.** By the definition of coarse equivalence, there exists a coarsely continuous mapping \( g : Y \to X \) such that

\[
\sup \{d(g \circ f(x), x) : x \in X\} \leq M_1, \\
\sup \{d(f \circ g(y), y) : y \in Y\} \leq M_2,
\]

where \( M_1 \) and \( M_2 \) are nonnegative constants. To see that \( f \) is a coarse quotient mapping, we claim that in Definition 2.3 the constant \( K \) can be chosen as \( M_2 \), and for every \( \epsilon > 0 \), \( \delta = \delta(\epsilon) \) can be chosen as \( \omega_y(\epsilon) + M_1 \).

Indeed, for every \( x \in X \) and every \( y \in B(f(x), \epsilon) \), one has \( d(g \circ f(x), g(y)) \leq \omega_y(\epsilon) \), thus \( d(g(y), x) \leq \omega_y(\epsilon) + M_1 \) by the triangle inequality, and hence \( z := g(y) \) satisfies \( d(y, f(z)) = d(y, f \circ g(y)) \leq M_2 \).

In general, coarse quotient mappings are not necessarily surjective: (2.1) only implies that \( Y = f(X)^K \). However the next lemma shows that in the Banach space setting, one can always redefine a coarse quotient mapping to have constant \( K = 0 \). This striking fact was pointed out by W. B. Johnson. The underlying idea is to use transfinite induction based on the observation that if a Banach space \( Y \) is a coarse quotient of a Banach space \( X \), then \( \text{card}(X) \geq \text{card}(Y) \). Here \( \text{card}(X) \) is the cardinality of \( X \). Indeed, if \( f : X \to Y \) is a coarse quotient mapping, then for any dense subset \( S \) of \( X \), \( f(S) \) is \( D \)-dense in \( Y \) for some \( D \geq 0 \). This implies that \( \text{dens}(X) \geq \text{dens}(Y) \), where \( \text{dens}(X) \) is the density character of \( X \). Therefore \( \text{card}(X) \geq \text{card}(Y) \) (see, e.g., [6]).

Let \( \delta > 0 \). We say that a subset \( N \) is a \( \delta \)-net of a metric space \( X \) if it is \( \delta \)-dense in \( X \) and \( \delta \)-separated, i.e., \( d(u, v) \geq \delta \) for all \( u, v \in N \). The existence of nets is guaranteed by Zorn’s Lemma.

**Lemma 2.6.** Let \( X \) and \( Y \) be Banach spaces. Assume that \( Y \) is a coarse quotient of \( X \). Then there exists a coarse quotient mapping with constant 0 from \( X \) onto \( Y \).

**Proof.** Let \( f : X \to Y \) be a coarse quotient mapping and \( N \) be a 1-net of \( X \). Since \( N \) is coarsely equivalent to \( X \), \( f|_N : N \to Y \) is still a coarse quotient mapping, say, with constant \( K \geq 0 \). Thus for every \( \epsilon > 0 \) there exists \( \delta = \delta(\epsilon) > 0 \) so that for every \( x \in N \),

\[
B(f(x), \epsilon) \subset f(B(x, \delta) \cap N)^K.
\]  

(2.2)

Consider the set

\[
\Gamma = \{(x, \epsilon, y) : x \in N, \epsilon \in \mathbb{Q}, y \in B(f(x), \epsilon)\},
\]
one has
\[ \kappa := \text{card}(\Gamma) \leq \max\{\text{card}(N), \text{card}(Y)\} \leq \text{card}(X). \tag{2.3} \]

Fix a well-ordering \( \leq \) of \( \Gamma \) of order-type \( \kappa \) (i.e., each element has strictly fewer than \( \kappa \) predecessors), we will define by transfinite induction on \( \alpha \in \Gamma \) new mappings \( g_\alpha \subset X \times Y \) such that \( f|_N \subset g_\alpha \subset g_\beta \) for all \( \alpha \leq \beta \) in \( \Gamma \). The desired mapping \( g \) will be \( \bigcup_{\alpha \in \Gamma} g_\alpha \), whose domain \( \text{dom} g := \overline{N} \) contains \( N \) as a subset.

Suppose \( g_\beta \) has been defined for all \( \beta < \alpha \). By (2.2) there exist \( \delta_\alpha = \delta(\epsilon_\alpha) > 0 \) and \( u_\alpha \in B(x_\alpha, \delta_\alpha) \cap N \) so that \( \|y_\alpha - f(u_\alpha)\| \leq K \). Note that \( \delta_\alpha \geq \|x_\alpha - u_\alpha\| \geq 1 \), so replacing \( \delta_\alpha \) by \( 2\delta_\alpha \) we get \( B(u_\alpha, 1/2) \subset B(x_\alpha, 2\delta_\alpha) \). In view of (2.3), we can pick
\[ v_\alpha \in B(u_\alpha, \frac{1}{2}) \backslash \left( \bigcup_{\beta < \alpha} \text{dom} g_\beta \cup N \right) \]
and define \( g_\alpha \) by
\[ g_\alpha = \bigcup_{\beta < \alpha} g_\beta \cup (v_\alpha, y_\alpha). \]

Clearly \( g \) is surjective, and it follows from the choice of \( v_\alpha \) and the triangle inequality that
\[ \|f(v_\alpha) - g(v_\alpha)\| \leq \omega f\left(\frac{1}{2}\right) + K, \]
so \( g \) is coarsely continuous. Moreover, \( g \) satisfies the local surjectivity condition at points of \( N \), i.e., for every \( \epsilon > 0 \) there exists \( \delta = \delta(\epsilon) > 0 \) so that for every \( x \in N \),
\[ B(g(x), \epsilon) \subset g(B(x, \delta) \cap \overline{N}). \]

The last step is to extend \( g \) to all of \( X \). Consider the selection mapping \( p : X \to \overline{N} \) defined as \( p(x) = x \) for \( x \in \overline{N} \) and \( p(x) = u_x \) for \( x \in X \setminus \overline{N} \), where \( u_x \) is any point in \( N \) within distance 1 from \( x \). Then one can easily check that the composition \( g \circ p \) is a coarse quotient mapping with constant 0 from \( X \) onto \( Y \).

As an application of Lemma 2.6, we give the following corollary.

**Corollary 2.7.** Let \( X, Y \) and \( Z \) be Banach spaces. Assume that \( Y \) is a coarse quotient of \( X \) and there is no coarse quotient mapping from any subset of \( X \) to \( Z \) that is Lipschitz for large distances. Then \( Z \) does not isomorphically embed into \( Y \).

**Proof.** Assume that \( Y \) contains a subspace \( \tilde{Z} \) isomorphic to \( Z \) and the isomorphism is given by \( T : \tilde{Z} \to Z \). Let \( f : X \to Y \) be a coarse quotient mapping with constant \( K \). In view of Lemma 2.6 we may assume that \( K = 0 \). Consider the subset \( S := f^{-1}(\tilde{Z}) \) of \( X \). Clearly \( f|_S : f^{-1}(\tilde{Z}) \to \tilde{Z} \) is still a coarse quotient mapping with constant 0, and as a restriction mapping it inherits the Lipschitz for large distances property. Thus the composition \( T \circ f|_S \) is a coarse quotient mapping from \( S \) to \( Z \) that is Lipschitz for large distances, a contradiction.

Corollary 2.7 can be generalized to the metric space setting, but the proof is more complicated since Lemma 2.6 does not apply to general metric spaces.
**Theorem 2.8.** Let $X$, $Y$ and $Z$ be metric spaces. Assume that $Y$ is a coarse quotient of $X$ and there is no coarse quotient mapping from any subset of $X$ to $Z$. Then $Z$ does not coarsely embed into $Y$.

**Proof.** Assume that $\tilde{Z}$ is a subset of $Y$ that is coarsely equivalent to $Z$ and the coarse equivalence is given by $T : \tilde{Z} \to Z$. Let $f : X \to Y$ be a coarse quotient mapping with constant $K$. Consider the subset $S := f^{-1}(\tilde{Z}^K)$ of $X$. We claim that the restriction mapping $f|_S : f^{-1}(\tilde{Z}^K) \to \tilde{Z}^K$ is a coarse quotient mapping.

Indeed, let $x \in S$ and $\epsilon > 0$. Since $f : X \to Y$ is coarsely continuous, there exists $\delta = \delta(\epsilon) > 0$ so that (2.1) holds. Thus for every $y \in B(f(x), \epsilon) \cap \tilde{Z}^K$ there exists $u \in B(x, \delta)$ such that $d(y, f(u)) \leq K$. On the other hand, $y \in \tilde{Z}^K$ implies that $d(y, z) \leq K$ for some $z \in \tilde{Z}$, so the triangle inequality gives that $z \in B(f(u), 2K)$. Now again apply the definition of co-coarse continuity of $f$ to the point $u$, there exists a constant $\tilde{K} > 0$ depending only on $K$ such that

$$B(f(u), 2K) \subset f(B(u, \tilde{K}))^K.$$  

Thus there exists $v \in B(u, \tilde{K})$ such that $d(z, f(v)) \leq K$. Then clearly we have $d(y, f(v)) \leq 4K$ with $v \in B(x, \tilde{K} + \delta) \cap f^{-1}(\tilde{Z}^K)$. So we have shown that

$$B(f(x), \epsilon) \cap \tilde{Z}^K \subset f(B(x, \tilde{K} + \delta) \cap f^{-1}(\tilde{Z}^K))^4K.$$  

This implies that the mapping $f|_S$ from $f^{-1}(\tilde{Z}^K)$ to $\tilde{Z}^K$ is co-coarsely continuous. Moreover, as a restriction mapping it inherits the property of coarse continuity, so it is a coarse quotient mapping.

In addition, it is easy to see that $\tilde{Z}^K$ is coarsely equivalent to $\tilde{Z}$, and the coarse equivalence is given by the selection mapping $p : \tilde{Z}^K \to \tilde{Z}$, $p(a) = z_a$, where $z_a$ is any point in $\tilde{Z}$ within distance $K$ from $a \in \tilde{Z}^K$. Then the composition $T \circ p \circ f|_S$ is a coarse quotient mapping from $S$ to $Z$, a contradiction. \[\square\]

Recall that two metric spaces $X$ and $Y$ are said to be Lipschitz equivalent if there exists a one-to-one Lipschitz mapping $f$ from $X$ onto $Y$ whose inverse is also Lipschitz. In this case $f$ is called a Lipschitz homeomorphism. If $X$ is Lipschitz equivalent to a subset of $Y$, we say that $X$ Lipschitz embeds into $Y$.

**Corollary 2.9.** Let $X$, $Y$ and $Z$ be metric spaces. Assume that there is a coarse quotient mapping from $X$ to $Y$ that is Lipschitz for large distances and there is no coarse quotient mapping from any subset of $X$ to $Z$ that is Lipschitz for large distances. Then $Z$ does not Lipschitz embed into $Y$.

**Proof.** Assume that $\tilde{Z}$ is a subset of $Y$ that is Lipschitz equivalent to $Z$ and the Lipschitz homeomorphism is given by $T : \tilde{Z} \to Z$. Let $f : X \to Y$ be a coarse quotient mapping that is Lipschitz for large distances. Other notations are as in the proof of Theorem 2.8. Note that the composition $T \circ p \circ f|_S$ is a coarse quotient mapping from $S$ to $Z$ that is Lipschitz for large distances, so again we get a contradiction. \[\square\]
3. Coarse quotient mappings and Ultrapowers

Using a tool called the uniform approximation by affine property (UAAP), Bates, Johnson, Lindenstrauss, Preiss and Schechtman showed in [2] the following:

**Theorem 3.1.** $X$ and $Y$ are two Banach spaces. Assume that $X$ is super-reflexive and $Y$ is a uniform quotient of $X$. Then $Y^*$ is crudely finitely representable in $X^*$. Consequently, $Y$ is isomorphic to a linear quotient of some ultrapower of $X$.

One of the consequences of Theorem 3.1 is that every uniform quotient of $L_p$, $1 < p < \infty$, is isomorphic to a linear quotient of $L_p$. In this section, we will show that similar results hold for coarse quotient mappings. The following lemma plays a key role; it says that up to a constant, co-coarsely continuous mappings are co-Lipschitz for large distances provided the target space is metrically convex.

**Lemma 3.2.** Let $X$ and $Y$ be two metric spaces and $f : X \to Y$ be a co-coarsely continuous mapping with constant $K$. Assume that $Y$ is metrically convex. Then for every $\epsilon > 2K$, there exists $C = C(\epsilon) > 0$ so that for all $x \in X$ and $r \geq \epsilon$,

$$B(f(x), r) \subset f(B(x, \frac{r}{C}))^K. \quad (3.1)$$

**Proof.** By the definition of co-coarsely continuous mapping, for $\epsilon > 2K$ there exists $\delta = \delta(\epsilon) > 0$ so that $B(f(x), \epsilon) \subset f(B(x, \delta))^K$ for all $x \in X$. We claim that given $n \in \mathbb{N}$, for every $x \in X$ one has

$$B(f(x), ne) \subset f(B(x, 2n\delta))^K. \quad (3.2)$$

Indeed, let $y \in B(f(x), ne)$. By the metric convexity of $Y$, we can find $\{u_i\}_{i=0}^{2n}$ such that $u_0 = f(x)$, $u_{2n} = y$ and $d(u_i, u_{i-1}) \leq \epsilon/2$ for all $i$. Put $z_0 = x$. The definition of co-coarsely continuous mapping yields $z_1 \in B(x, \delta)$ with $d(u_1, f(z_1)) \leq K$, so triangle inequality gives $d(u_2, f(z_1)) \leq K + \epsilon/2 < \epsilon$. Again by definition there exists $z_2 \in B(z_1, \delta)$ with $d(u_2, f(z_2)) \leq K$, and hence $d(u_3, f(z_2)) \leq K + \epsilon/2 < \epsilon$. This process gives $\{z_i\}_{i=1}^{2n}$ inductively such that $d(z_i, z_{i-1}) \leq \delta$ and $d(u_i, f(z_i)) \leq K$ for all $i$. Therefore $d(y, f(z_{2n})) \leq K$ and $z_{2n} \in B(x, 2n\delta)$.

Now we claim that $C$ can be chosen as $\epsilon/4\delta$. Indeed, for $r \geq \epsilon$, let $k \in \mathbb{N}$ satisfy $k - 1 \leq r/\epsilon < k$. Note that $k \geq 2$, so by (3.2),

$$B(f(x), r) \subset B(f(x), k\epsilon) \subset f(B(x, 2k\delta))^K \subset f(B(x, \frac{r}{C}))^K. \quad \square$$

The next theorem states that in the Banach space setting one can pass from coarse quotients to Lipschitz quotients by taking ultrapowers. We refer to [5] for ultraproduct techniques in Banach space theory.

**Theorem 3.3.** Let $X$ and $Y$ be Banach spaces and $\mathcal{U}$ be a free ultrafilter on the natural numbers $\mathbb{N}$. If $Y$ is a coarse quotient of $X$, then $Y_\mathcal{U}$ is a Lipschitz quotient of $X_\mathcal{U}$.
Proof. Let $f$ be a coarse quotient mapping from $X$ to $Y$ with constant $K$. In view of Lemma 2.6 we may assume that $K = 0$. By Proposition 2.2 and Lemma 3.2, there are constants $L > 0$ and $C > 0$ such that for all $x \in X$ and $r \geq 1$,

$$f(B(x, r)) \subset B(f(x), Lr),$$

$$B(f(x), r) \subset f(B(x, \frac{r}{C})).$$

For each $n \in \mathbb{N}$, define $f_n : X \to Y$ by $f_n(x) = f(nx)/n$. Then for all $x \in X$ and $r \geq 1/n$,

$$f_n(B(x, r)) \subset B(f_n(x), Lr),$$

$$B(f_n(x), r) \subset f_n(B(x, \frac{r}{C})).$$

Define $T : X_\mathcal{U} \to Y_\mathcal{U}$ by $T((x_n)_\mathcal{U}) = (f_n(x_n))_\mathcal{U}$ for $\tilde{x} = (x_n)_\mathcal{U} \in X_\mathcal{U}$. Then it follows easily that for each $\tilde{x} \in X_\mathcal{U}$ and $r > 0$,

$$T(B(\tilde{x}, r)) \subset B(T\tilde{x}, Lr),$$

$$B(T\tilde{x}, r) \subset T(B(\tilde{x}, \frac{r}{C})).$$

Therefore $T$ is a Lipschitz quotient mapping from $X_\mathcal{U}$ onto $Y_\mathcal{U}$. □

Recall that a Banach space $X$ is said to be crudely finitely representable in a Banach space $Y$ if there exists $1 < \lambda < \infty$ so that for any finite-dimensional subspace $E \subset X$, there exists a finite-dimensional subspace $F \subset Y$ such that

$$d_{BM}(E, F) < \lambda,$$

where $d_{BM}$ is the Banach-Mazur distance defined by

$$d_{BM}(E, F) = \inf\{\|T\|\|T^{-1}\| : T : E \to F \text{ is an isomorphism}\}.$$

If this is true for every $\lambda > 1$, $X$ is said to be finitely representable in $Y$.

**Theorem 3.4.** $X$ and $Y$ are two Banach spaces. Assume that $X$ is super-reflexive and $Y$ is a coarse quotient of $X$. Then $Y^*$ is crudely finitely representable in $X^*$. Consequently, $Y$ is isomorphic to a linear quotient of some ultrapower of $X$.

Proof. Let $\mathcal{U}$ be a free ultrafilter on $\mathbb{N}$. By Theorem 3.3 $Y_\mathcal{U}$ is a Lipschitz quotient of $X_\mathcal{U}$. Note that $X_\mathcal{U}$ is super-reflexive, so applying Theorem 3.1 we get $(Y^*)_\mathcal{U} = (Y_\mathcal{U})^*$ is crudely finitely representable in $(X_\mathcal{U})^* = (X^*)_\mathcal{U}$. Also note that $Y^*$ can be viewed as a subspace of $(Y^*)_\mathcal{U}$ and $(X^*)_\mathcal{U}$ is finitely representable in $X^*$, so we are done. □

**Corollary 3.5.** A Banach space that is a coarse quotient of a Hilbert space must be isomorphic to a Hilbert space.

Proof. Let $Y$ be a Banach space that is a coarse quotient of a Hilbert space. By Theorem 3.4, $Y^*$ is crudely finitely representable in a Hilbert space, hence must be isomorphic to a Hilbert space. Therefore $Y$ is isomorphic to a Hilbert space. □

**Corollary 3.6.** If a Banach space $Y$ is a coarse quotient of $L_p$, $1 < p < \infty$, then $Y$ is isomorphic to a linear quotient of $L_p$. □
Proof. Note that $Y$ must be super-reflexive and separable, so $Y^*$ is also separable. Moreover, by Theorem 3.4 $Y^*$ is crudely finitely representable in $L_q$ with $1/p + 1/q = 1$. It follows that $Y^*$ isomorphically embeds into $L_q$ (see [11]), i.e., $Y$ is isomorphic to a linear quotient of $L_p$. □

4. COARSE QUOTIENT MAPPINGS AND PROPERTY ($\beta$)

In this section our goal is to show that $\ell_q$ is not a coarse quotient of $\ell_p$ for $1 < p < q < \infty$. The idea comes from Lima and Randriantoanina [10], where they proved the result in the uniform category. Their proof relies on a geometric property introduced by Rolewicz in [13] which is now called property ($\beta$). Let us recall the equivalent definition of property ($\beta$) given by Kutzarova [9].

**Definition 4.1.** A Banach space $X$ is said to have property ($\beta$) if for any $\epsilon > 0$ there exists $0 < \delta < 1$ such that for every element $x \in B_X$ and every sequence $(x_n)_{n=1}^{\infty} \subset B_X$ with $\text{sep}\{x_n\} \geq \epsilon$ there exists an index $i$ such that

$$\|x - x_i\| \leq 1 - \delta.$$ 

Here the separation of the sequence is defined by

$$\text{sep}(\{x_n\}) = \inf\{\|x_n - x_m\| : n \neq m\}$$

and $B_X$ is the closed unit ball of $X$.

Ayerbe, Domínguez Benavides and Cutillas defined a modulus for the property ($\beta$) in [1], as follows:

$$\bar{\beta}_X : [0, a] \to [0, 1] : \bar{\beta}_X(\epsilon) = 1 - \sup \left\{ \inf\left\{ \frac{\|x - x_n\|}{2} : n \in \mathbb{N}\right\} : x \in B_X, (x_n)_{n=1}^{\infty} \subset B_X, \text{sep}(\{x_n\}) \geq \epsilon \right\},$$

where the constant $a \in [1, 2]$ is the maximal separation of sequences in $B_X$, which depends on the Banach space $X$. We say that the ($\beta$)-modulus has power type $p$ if there exists a constant $A > 0$ such that $\bar{\beta}_X(\epsilon) \geq Ae^p$ for all $\epsilon \in [0, a]$. The ($\beta$)-modulus of $\ell_p$ ($1 < p < \infty$) was also computed in [1] and is given by

$$\bar{\beta}_{\ell_p}(\epsilon) = 1 - \frac{1}{2} \left( \left( 1 + \left( 1 - \frac{\epsilon^p}{2} \right)^{1/p} \right)^p + \frac{\epsilon^p}{2} \right)^{1/p}, \quad 0 \leq \epsilon \leq 2^{1/p}.$$ 

One can directly check that $\bar{\beta}_{\ell_p}$ has power type $p$ (see [10]). Indeed, it was shown in [4] that the ($\beta$)-modulus of any $\ell_p$-sum of finite-dimensional spaces is the same as that of $\ell_p$, hence has power type $p$.

On the other hand, we still need to make use of the co-Lipschitz for large distances principle. Let $K$ be as in the Definition 2.3. For $d > 2K$, denote $C_d$ the supremum of all $C$ that satisfies (3.1). Clearly, $C_d$ is nondecreasing with respect to $d$. Moreover, we have:

**Lemma 4.2.** Let $X$ and $Y$ be two metric spaces and $f : X \to Y$ be a coarse quotient mapping with constant $K$. Assume that $Y$ is metrically convex and $f$ is Lipschitz for large distances. Then $\lim_{d \to \infty} C_d < \infty$.  

**Proof.** It suffices to show that \( \{C_d\}_{d>2K} \) is bounded. Let \( l(1)>0 \) be the Lipschitz constant of \( f \) when distance of points in \( X \) is at least 1. For any \( d>2K \), by Lemma 3.2 there exists \( C = C(d)>0 \) such that for all \( x \in X \) and \( r \geq d \), \( B(f(x),r) \subset f(B(x,r/C))^{K} \). Note that
\[
 f(B(x, \frac{r}{C}))^{K} \subset B(f(x), \omega_f(\frac{r}{C}))^{K} = B(f(x), \omega_f(\frac{r}{C}) + K),
\]
so
\[
 r \leq \omega_f(\frac{r}{C}) + K \leq \max\{\omega_f(1), l(1) \cdot \frac{r}{C}\} + K.
\]
Now pick \( r \) large so that \( r > C \). Then \( r \leq \frac{\eta r}{C} + K \), where \( \eta := \max\{\omega_f(1), l(1)\} \).
It follows that \( C \leq \frac{\eta r}{r - K} < 2\eta \), and hence \( C_d \leq 2\eta \).

\[
\square
\]

**Theorem 4.3.** Let \( X \) and \( Y \) be Banach spaces and \( 1 < p < q < \infty \). Assume that the \((\beta)\)-modulus of \( X \) has power type \( p \) and \( Y \) contains a subspace isomorphic to \( \ell_q \). Then there is no coarse quotient mapping from any subset of \( X \) to \( Y \) that is Lipschitz for large distances.

**Proof.** In view of Corollary 2.9, we may without loss of generality assume that \( Y = \ell_q \). Suppose that there exist a subset \( S \) of \( X \) and a coarse quotient mapping \( f : S \to \ell_q \) with constant \( K \) so that \( f \) is Lipschitz for large distances. Let \( C \) be the finite limit given by Lemma 4.2 with respect to \( f \). Fix a small \( 0 < \epsilon < 1 \) and consider large \( d_0 \) so that \( d_0/3 > 2K \) and \( C - \epsilon < C_{d_0/3} \leq C_{d_0} \leq C < C + \epsilon \).
Since \( C_{d_0} < C + \epsilon \), by the definition of \( C_{d_0} \) as a supremum, there exist \( z_\epsilon \in S \) and \( R \geq d_0 \) such that
\[
 B(f(z_\epsilon), R) \not\subset f(B(z_\epsilon, \frac{R}{C + \epsilon}) \cap S)^K,
\]
so there exists \( y_\epsilon \in \ell_q \) satisfying \( 0 < \|y_\epsilon - f(z_\epsilon)\| := \gamma \leq R \) and
\[
 B(y_\epsilon, K) \cap f(B(z_\epsilon, \frac{R}{C + \epsilon}) \cap S) = \emptyset. \tag{4.1}
\]

Let \( m \) and \( M \) be two points on the line segment with endpoints \( y_\epsilon \) and \( f(z_\epsilon) \) such that \( \|y_\epsilon - M\| = \|M - m\| = \|m - f(z_\epsilon)\| = \gamma/3 \). Since \( C - \epsilon < C_{d_0/3} \) and \( R/3 \geq d_0/3 \), by the definition of \( C_{d_0/3} \) as a supremum we have
\[
 B(f(z_\epsilon), \frac{R}{3}) \subset f(B(z_\epsilon, \frac{R}{3(C - \epsilon)} \cap S)^K.
\]
Note that \( \|m - f(z_\epsilon)\| = \gamma/3 \leq R/3 \), so there exists \( x \in S \) satisfying \( \|x - z_\epsilon\| \leq \frac{R}{3(C - \epsilon)} \) and \( \|m - f(x)\| \leq K \).

Let \( (e_n)_{n=1}^\infty \) be the unit vector basis for \( \ell_q \), and denote by \( (M - m)_{N} \) the truncation of \( M - m \) supported on the first \( N \) coordinates. Choose \( N \in \mathbb{N} \) large so that \( \|(M - m) - (M - m)_{N}\|_q < \frac{\epsilon R}{3} \). For \( n > N \), set
\[
y_n := \frac{\epsilon^{1/q} \frac{R}{3} e_n + (1 - \epsilon)^{1/q} (M - m)_{N} + m. \tag{4.2}
\]
Then
\[
\|y_n - m\|_q^q = \|e^{1/3}R \varepsilon_n + (1 - \varepsilon)^{1/q}(M - m)\|_q^q
\]
\[
= \varepsilon(R/3)^q + (1 - \varepsilon)^{1/q}(M - m)\leq \varepsilon(R/3)^q + (1 - \varepsilon)q \leq (R/3)^q,
\]
so \(\|y_n - m\| \leq R/3\). Choose \(d_0\) large enough so that \(d_0\varepsilon \geq K\), we then have
\[
\|y_n - f(x)\| \leq \|y_n - m\| + \|m - f(x)\| \leq R/3 + K \leq (1/3 + \varepsilon)R.
\]

Noting that \((1/3 + \varepsilon)R \geq d_0/3\), again by the definition of \(C_{d_0/3}\),
\[
B(f(x), (1/3 + \varepsilon)R) \subset f(B(x, (1/3 + \varepsilon)R/C - \varepsilon) \cap S)^K,
\]
so there exists \(z_n \in S\) satisfying \(\|z_n - x\| \leq (1/3 + \varepsilon)R/C - \varepsilon\) and \(\|y_n - f(z_n)\| \leq K\). Now we estimate \(\|y_n - y_c\|:\)
\[
\|y_n - y_c\|_q^q
\]
\[
= \|e^{1/3}R \varepsilon_n + (1 - \varepsilon)^{1/q}(M - m)\|_q^q
\]
\[
= \|e^{1/3}R \varepsilon_n + (1 - \varepsilon)^{1/q}(M - m)\|_q^q
\]
\[
= \|e^{1/3}R \varepsilon_n + 2((M - m)N - (M - m)) + (1 - \varepsilon)^{1/q}(M - m)\|_q^q
\]
\[
= \|e^{1/3}R \varepsilon_n + 2((M - m)N - (M - m)) + (2 - (1 - \varepsilon)q)\|_q^q
\]
\[
\leq (\varepsilon^{1/3}R^{1/3} + 2\varepsilon R^{1/3} + (2 - (1 - \varepsilon))q(R/3)^q
\]
\[
\leq 3\varepsilon^{1/3}(R/3)^q + (1 + \varepsilon)^q(R/3)^q
\]
\[
< (1 + 2 \cdot 3\varepsilon)\left(\frac{R}{3}\right)^q,
\]
so
\[
\|y_n - y_c\| \leq (1 + 2 \cdot 3\varepsilon)\frac{R}{3} \leq \left(1 + \frac{2 \cdot 3\varepsilon}{q}\right)\frac{R}{3},
\]
and hence
\[
\|y_c - f(z_n)\| \leq \|y_c - y_n\| + \|y_n - f(z_n)\|
\]
\[
\leq \left(1 + \frac{2 \cdot 3\varepsilon}{q}\right)\frac{R}{3} + K
\]
\[
\leq \left(1 + \frac{2 \cdot 3\varepsilon}{q}\right)\frac{R}{3} + \varepsilon R = \left(\frac{1}{3} + \varepsilon + \frac{2 \cdot 3\varepsilon R}{q}\right)R := \rho_\varepsilon R.
\]
Noting that $\rho_1 R > R/3 \geq d_0/3$, again by the definition of $C_{d_0/3}$ we have

$$B(f(z_n), \rho_1 R) \subset f(B(z_n, \frac{\rho_1 R}{C - \epsilon}) \cap S)^K,$$

so there exists $x_n \in S$ satisfying $\|x_n - z_n\| \leq \frac{\rho_1 R}{C - \epsilon}$ and $\|y_k - f(x_n)\| \leq K$. In view of (4.1), we have $\|x_n - z\| > \frac{R}{C + \epsilon}$. Also note that $\rho_\epsilon \downarrow \frac{1}{3}$ as $\epsilon \downarrow 0$, so if $\epsilon$ is chosen small enough so that $\frac{1}{C + \epsilon} - \frac{\rho_\epsilon}{C - \epsilon} > 0$, then the triangle inequality gives

$$\|z_\epsilon - z_n\| \geq \|z_\epsilon - x_n\| - \|x_n - z_n\| \geq \frac{R}{C + \epsilon} - \frac{\rho_\epsilon R}{C - \epsilon} > 0.$$

On the other hand, we could choose large $d_0$ so that $(2\epsilon)^{1/q} \cdot \frac{d_0}{6} > \omega_f(1) + 2K$. Then for $k, n > N$ with $k \neq n$,

$$\omega_f(1) + 2K < (2\epsilon)^{1/q} \cdot \frac{R}{3} = \|y_n - y_k\|_q \leq \|y_n - f(z_n)\| + \|f(z_n) - f(z_k)\| + \|y_k - f(z_k)\| \leq 2K + \omega_f(\|z_n - z_k\|).$$

Thus $\omega_f(\|z_n - z_k\|) > \omega_f(1)$ and it follows that $\|z_n - z_k\| > 1$ since $\omega_f$ is nondecreasing. Hence the Lipschitz for large distances property gives

$$(2\epsilon)^{1/q} \cdot \frac{R}{3} = \|y_n - y_k\|_q \leq l(1)\|z_n - z_k\| + 2K \leq l(1)\|z_n - z_k\| + (2\epsilon)^{1/q} \cdot \frac{R}{6},$$

where $l(\cdot)$ is given in Proposition 2.2. This implies that $\|z_n - z_k\| \geq (2\epsilon)^{1/q} \cdot \frac{R}{6l(1)}$.

In summary, for all $n, k > N$ with $n \neq k$ we have:

$$\|z_n - z_k\| \geq (2\epsilon)^{1/q} \cdot \frac{R}{6l(1)}, \quad \|z_\epsilon - z_n\| \geq \frac{R}{C + \epsilon} - \frac{\rho_\epsilon R}{C - \epsilon},$$

$$\|z_\epsilon - x\| \leq \frac{R}{3(C - \epsilon)}, \quad \|z_n - x\| \leq \frac{(\frac{1}{3} + \epsilon) R}{C - \epsilon}.$$  

Assume that $\epsilon$ is small enough, by the definition of $\beta_X$ we get

$$\beta_X \left( (2\epsilon)^{1/q} \cdot \frac{C - \epsilon}{6l(1)} \cdot \frac{1}{3 + \epsilon} \right) \leq 1 - \frac{1}{2} \cdot \frac{1}{\frac{3 + \epsilon}{C - \epsilon}}.$$  

Note that $\beta_X(\cdot)$ is nondecreasing and has power type $p$, so if we started with small $\epsilon$ so that $\frac{C - \epsilon}{1 + 3\epsilon} > \frac{C}{2}$,

left side of (4.5) $\geq \beta_X \left( \frac{C}{2^{2 - \frac{1}{q}l(1)}} \cdot \epsilon^{1/q} \right) \geq A\epsilon^{p/q}$
for some $A > 0$, whereas

$$\text{right side of (4.5)} \leq 1 - \left( \frac{1}{2} - \frac{\epsilon}{C} \right) \cdot \frac{3}{1 + 3\epsilon} + \frac{1}{2} + \frac{3^{q-1}\epsilon}{(\frac{3}{q} + \epsilon)q}$$

$$\leq \frac{3}{2} \left( 1 - \frac{1}{1 + 3\epsilon} \right) + \frac{3\epsilon}{C} + \frac{3^q\epsilon}{q}$$

$$\leq \left( \frac{9}{2} + \frac{3}{C} + \frac{3^q}{q} \right) \epsilon,$$

so

$$\left( \frac{9}{2} + \frac{3}{C} + \frac{3^q}{q} \right)^{\frac{1}{q}} \epsilon \geq A.$$ 

Since $1 < p < q < \infty$, we get a contradiction by letting $\epsilon \to 0$. □

Remark 4.4. In the case when $S$ is a subspace of $X$, Lemma 2.6 can be applied to simplify the proof.

Corollary 4.5. Let $Y$ be a Banach space and $1 < p < q < \infty$. If $\ell_q$ isomorphically embeds into $Y$, then $Y$ is not a coarse quotient of any $\ell_p$-sum of finite-dimensional spaces. In particular, $\ell_q$ is not a coarse quotient of $\ell_p$.

A consequence of Corollary 4.5 is the following isomorphic characterization of coarse quotients of $\ell_p$ for $1 < p < 2$.

Corollary 4.6. If a Banach space $Y$ is a coarse quotient of $\ell_p$, $1 < p < 2$, then $Y$ is isomorphic to a linear quotient of $\ell_p$.

Proof. A similar proof as in Corollary 3.6 shows that $Y$ is isomorphic to a linear quotient of $L_p$. On the other hand, by Corollary 4.5, $\ell_2$ is not isomorphic to a linear quotient of $Y$. Therefore by a result of Johnson and Odell [7] $Y$ must be isomorphic to a linear quotient of $\ell_p$. □

It follows directly from Theorem 3.4 that $c_0$ is not a coarse quotient of any super-reflexive space, but it was shown in [8] and [12] that there are Banach spaces with property $(\beta)$ that are not super-reflexive. Indeed, a slight modification to the computation used for Theorem 4.3 gives the following result.

Theorem 4.7. Let $X$ and $Y$ be Banach spaces. Assume that $X$ has property $(\beta)$ and $Y$ contains a subspace isomorphic to $c_0$. Then there is no coarse quotient mapping from any subset of $X$ to $Y$ that is Lipschitz for large distances.

Proof. In view of Corollary 2.9, we may without loss of generality assume that $Y = c_0$. Suppose that there exist a subset $S$ of $X$ and a coarse quotient mapping $f : S \to c_0$ with constant $K$ so that $f$ is Lipschitz for large distances. Let $C$ be the finite limit given by Lemma 4.2 with respect to $f$. Now we proceed the proof for Theorem 4.3 until (4.2), the choice of $y_n$. Instead, for $n > N$, set

$$y_n := \frac{R}{3} \epsilon_n + (M - m)N + m.$$
Then
\[ \|y_n - m\|_\infty = \frac{R}{3} e_n + (M - m)N\|_\infty = \max \left\{ \frac{R}{3}, \|(M - m)N\|_\infty \right\} = \frac{R}{3}, \]
so as in Theorem 4.3 we can choose \( z_n \) by (4.3). Moreover,
\[ \|y_n - y_n\|_\infty = \left\| \frac{R}{3} e_n + (M - m)N - (y_n - m) \right\|_\infty \]
\[ = \left\| \frac{R}{3} e_n + (M - m)N - 2(M - m) \right\|_\infty \]
\[ = \left\| \frac{R}{3} e_n + 2(M - m)_N - (M - m) \right\|_\infty \]
\[ = \max \left\{ \left\| \frac{R}{3} e_n + 2(M - m)_N - (M - m) \right\|_\infty, \|(M - m)N\|_\infty \right\} \]
\[ \leq \max \left\{ \frac{R}{3} + 2\epsilon R, \frac{R}{3} \right\} = (1 + 2\epsilon)\frac{R}{3}. \]

Thus
\[ \|y_n - f(z_n)\| \leq \|y_n - y_n\| + \|y_n - f(z_n)\| \leq (1 + 2\epsilon)\frac{R}{3} + K \leq \left( \frac{1}{3} + \frac{5\epsilon}{3} \right)R := \tilde{\rho}_n R. \]

Note that \( \tilde{\rho}_n R > R/3 \geq d_0/3 \), so similarly \( x_n \) can be chosen by (4.4).

On the other hand, we could choose large \( d_0 \) so that \( d_0/6 > \omega_f(1) + 2K \). Then for \( k, n > N \) with \( k \neq n \),
\[ \omega_f(1) + 2K < \frac{R}{3} = \|y_n - y_k\|_\infty \leq 2K + \omega_f(\|z_n - z_k\|), \]
which again implies that \( \|z_n - z_k\| > 1 \), and hence the Lipschitz for large distances property gives
\[ \frac{R}{3} = \|y_n - y_k\|_\infty \leq l(1)\|z_n - z_k\| + 2K \leq l(1)\|z_n - z_k\| + \frac{R}{6}, \]
where \( l(\cdot) \) is given in Proposition 2.2. This implies that \( \|z_n - z_k\| \geq \frac{R}{6l(1)}. \)

In summary, for all \( n, k > N \) with \( n \neq k \) we have:
\[ \|z_n - z_k\| \geq \frac{R}{6l(1)}, \quad \|z_n - z_k\| \geq \frac{R}{C + \epsilon} - \frac{\tilde{\rho}_n R}{C - \epsilon}, \]
\[ \|z_n - x\| \leq \frac{R}{3(C - \epsilon)}, \quad \|z_n - x\| \leq \frac{(\frac{1}{3} + \epsilon)R}{C - \epsilon}. \]

Note that if \( \epsilon \) is chosen small enough so that \( \epsilon \leq C/2 \), one has
\[ \left\| \frac{(z_n - x) - (z_k - x)}{(\frac{1}{3} + \epsilon)R} \right\| \geq \frac{1}{6l(1)} \cdot \frac{C - \epsilon}{\frac{1}{3} + \epsilon} \geq \frac{C}{16l(1)} > 0. \]
Therefore by the definition of property $(\beta)$ there exists $0 < \delta < 1$ independent of $\epsilon$ and an index $i > N$ such that

$$\|z_\epsilon - z_i\| \leq \frac{(\frac{1}{3} + \epsilon)R}{C - \epsilon} \cdot (2 - 2\delta).$$

It follows that

$$\frac{R}{C + \epsilon} - \frac{\tilde{\rho}R}{C - \epsilon} \leq \frac{(\frac{1}{3} + \epsilon)R}{C - \epsilon} \cdot (2 - 2\delta).$$

Let $\epsilon \to 0$ we get $2 \leq 2 - 2\delta$, a contradiction. \hfill \Box

**Corollary 4.8.** $c_0$ is not a coarse quotient of any Banach space with property $(\beta)$.
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