Automated optical inspection and image analysis of superconducting radio-frequency cavities
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Abstract: The inner surface of superconducting cavities plays a crucial role to achieve highest accelerating fields and low losses. For an investigation of this inner surface of more than 100 cavities within the cavity fabrication for the European XFEL and the ILC HiGrade Research Project, an optical inspection robot OBACHT was constructed. To analyze up to 2325 images per cavity, an image processing and analysis code was developed and new variables to describe the cavity surface were obtained. The accuracy of this code is up to 97% and the positive predictive value (PPV) 99% within the resolution of 15.63 µm. The optical obtained surface roughness is in agreement with standard profilometric methods. The image analysis algorithm identified and quantified vendor specific fabrication properties as the electron beam welding speed and the different surface roughness due to the different chemical treatments. In addition, a correlation of $\rho = -0.93$ with a significance of 6 $\sigma$ between an obtained surface variable and the maximal accelerating field was found.
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1 Introduction

Superconducting niobium radio-frequency (RF) cavities are fundamental for accelerators like the European X-Ray Free Electron Laser (XFEL), the International Linear Collider or LCLS-II [1–3]. Electromagnetic RF fields, used for the particle acceleration, penetrate the inner surface of the resonator volume. For an investigation of the behavior of cavities under such RF fields, an optical surface inspection was developed at KEK and Kyoto University, the “Kyoto camera system” [4, 5]. The intention is, that an optical inspection of the inner surface, which is exposed to the RF field, leads to a better understanding of limitations observed during RF test. While a general correlation was found between low field quenches (transition from superconducting to normal-conducting phase) and localized defects seen in optical inspections [6–10], the interplay of global surface properties and RF performance still needs to be investigated. A method to study possible relations between the surface properties and the RF performance is presented in this paper.

2 Optical inspection robot

A first setup of the Kyoto camera system was implemented at DESY, where optical inspections of pre-series European XFEL cavities and other cavity test series were performed [11]. The sliding table, the camera rotation and the data handling were completely manually operated. A single inspection took up to two days until it was finished. The examination of the images were partially done while they were taken by the operator, but in general took an additional day.

To establish the optical inspection as a quality management tool during the production of 832 SRF cavities for XFEL, an automated optical inspection tool with automatic data management was developed at DESY as a successor of the original Kyoto camera setup. The aim of this project was to reduce the total time of an optical inspection as well as the time which an operator has to actively monitor the process. This was vital since a tool for qualification management needs short times between receiving a cavity and reporting a feedback to the production line. The result of the above mentioned development is the “Optical Bench for Automated Cavity inspection with High resolution on short Timescales” (OBACHT) and has already proven its potential as a tool for quality control for the vendors producing cavities for XFEL. In figure 1, a 3D sketch of OBACHT and a photography is shown.

The 9-cell-cavity is mounted on a movable sled. The linear motor, which drives the movable sled, has a positioning precision of ±2 μm. The torque motor for the rotation of the camera tube has a positioning precision of ±0.04°. A more detailed description of all mechanical and sensor components can be found in [12, 13].

2.1 Optical system

The camera system developed at KEK and Kyoto in 2008 [4, 5] was implemented at DESY [11] and had a major upgrade in 2009 [11, 14]. An overview of the camera system is given in figure 2.

It consists of a camera tube with a diameter of 50 mm to fit into the cavity, which has a length of about 1 m, without colliding with the irides or antennas protruding into the cavity volume. In this tube, the camera together with a low-distortion lens (LM75JC by Kowa Industrial) are installed. The camera system images the surface via a 45° tilted one way mirror which can be continuously
Figure 1. 3D sketch of the OBACHT set up on the left. A cavity with helium tank (orange) is mounted on the movable sled (turquoise), which is located at the mounting position. The camera tube (purple) can be rotated with the torque motor (turquoise/gray). A photography of the existing setup with an undressed cavity mounted on the sled is shown on the right.

adjusted to other angles in order to inspect any cavity region. The focal distance of the camera to the cavity surface is controlled by a motor driven lead-screw. For illumination, acrylic strips (two LEDs per strip) are attached to the camera tube around the camera opening, together with three additional LEDs behind the one way mirror inside the camera tube.

Figure 2. Drawing of the Kyoto Camera System used at DESY. The camera is viewing the inner surface via a 45° tilted one way mirror. The distance between the camera and the mirror can be controlled for focusing. Behind this one way mirror, three LEDs are mounted for the central illumination. 2 × 10 acrylic strips with LEDs are mounted left and right from the opening in the tube for a more detailed illumination [12].

With given cavity geometry and optical set up, an individual image covers 5° of an equator as well of the cell image. To have a small overlap at the edges of an image, an image is taken each 4.8°. This yields to 75 images per equator and 675 equator images per cavity and two times 675 cell images per equator, while the iris images are taken with an angular spacing of 12° and yield to 30 images per iris. Additionally, there is an overlap along the cavity z-axis for the cell and equator images, see figure 3.
Figure 3. Image positions in a cavity (not to scale). At the equators, the welding seam itself is in the central axis of the image — depicted by the green box. The cell images are taken with an offset of \( \pm 8 \text{ mm} \) relative to the equator position — depicted by the red boxes. The overlap region is shaded. The iris image is taken between the cells and at the beam pipe welding.

Each longitudinal position, equator, cell and iris, has an optimized illumination pattern, accounting for the individual surface geometry and reflectivity in the respective region, as well as individual focus settings. With given angular and longitudinal spacing, a total of 2325 images per automated inspection are taken. If needed, individual images of the cavity surface with manual controllable settings can also be taken. The highest magnetic field in a cavity, and hence the highest losses, are at the equatorial welding seam region including the heat affected zone. Therefore, the equatorial images are of main interest for this analysis. The image format used at present is JPEG, which is a widely used image compression format and the average size of such an image is on the order of 5 MB. The first 20 inspections with OBACHT saved raw data using the BMP format. The average size of an image was on the order of 25 MB. A direct comparison of the results obtained for an inspection of the same cavity, generating both file types, showed no significant difference within the uncertainties. Hence the reevaluation of the inspection procedure lead to the conclusion, that the information loss, inherent to the JPEG compression, is not an issue for the image processing algorithm nor the visible eye with the given camera specification. The advantages of the smaller image format, regarding needed computing power, data transfer rates and storage memory prevail the errors introduced by the compression and conversion.

2.1.1 Camera

Within the tube, a digital camera (Artray MI900) is installed and connected via USB to the PC. The camera sensor is a CMOS Bayer pattern with 3488 \( \times \) 2616 pixels on a sensor area of 6.17 \( \times \) 4.55 mm\(^2\). It has a theoretical Signal-to-Noise-Ratio (SNR) of 35 dB. An investigation with a noise estimator [15] at OBACHT showed that the effective SNR is 32 dB. The primary source of noise in this imaging system is shot noise, which is an intrinsic property of the CMOS sensor.

Important properties of an optical system are the resolution and the depth of field (DOF). Theoretical calculations in [16, 17] have shown that accelerating fields of 50 MV/m are achievable if surface structures and localized defects are below 10 \( \mu \text{m} \), hence the resolution of the system should be on that order. The optical system is a diffraction limited lens system which further is projected onto a digital camera sensor. A rough estimation of the resolution \( d \) of the lens system can be done via the Abbe diffraction limit. The numerical aperture \( NA \) of the system is 0.4, the
wavelength of optical light varies between 400–800 nm. This yields to a resolution of the lens system of \( d = 1–2 \mu m \). The digital camera further decreases the resolution of the whole optical system.

A more precise calculation of the theoretical limit of the resolution of the camera-lens system can be deduced with the Point Spread Function (PSF) of the system. The PSF describes the behavior of the light, emitted from a point-like light source, as it is transferred through the optical system and finally detected at the imaging plane. The calculation of the theoretical PSF was done with a Java implementation of a PSF Generator [18, 19] and MATLAB to control and analyze the process. The Born-Wolf Model [20, 21] was chosen as suitable for the setup since this model describes the diffraction of a spherical wave by a circular aperture when the point light source is in focus and no immersion oils are used. The minimum distance which is needed to resolve two distinct objects is given via the Full-Width-Half-Maximum (FWHM) of the PSF, if the detector is in the imaging plane. With the values of the system a theoretical resolution of OBACHT of \( d = 11.7 \pm 0.9 \mu m \) can be achieved, if the object is in focus.

The effective resolution of OBACHT was investigated using a dedicated test pattern, namely the USAF 1951 Resolution Test Chart. It is a set of well defined separate lines with decreasing distance and thickness. The smallest distance between objects, which were still resolved as an array of separate lines, is the effective resolution of the system. For OBACHT, these were the elements of group number five, element number three, which is equivalent to an effective resolution of \( d = 12.4 \mu m \). This is in agreement with the theoretical limit, since the next finer group of elements is below the theoretical resolution.

The magnification \( M \) can be calculated from the given projected cavity surface seen in the image (12 × 9 mm²) and sensor dimensions (6.1 × 4.5 mm²) and yields to \( M = 0.51 \), since the image is larger than the sensor. With given magnification \( M \) and object resolution, the camera resolution can be calculated to be 6.31 \( \mu m \). With the given pixel sensor size of 1.75 \( \mu m \), the smallest resolvable objects have a size of four pixels. This is in agreement with the theoretical resolution, where the maximum of the PSF distribution covers four pixels.

The DOF is defined as the distance between the nearest and farthest objects in an image, which are still in focus. In general, the DOF is controlled with the F-number of the lens, because the DOF is inverse proportional to the relative aperture. The aperture is set manually at the lens, and a disassemble of the camera tube is necessary to change it. The original DOF was less than 0.1 mm [11], but experience showed that a DOF of 2.8 mm is necessary for an automated optical inspection in order to achieve focused images. The equatorial welding seam region has a W-like cross section, see figure 4. The welding seam itself rises up to 0.3 mm above the surrounding cavity surface. Although a small DOF gives the possibility to make a profile scan along the lateral axis and create a height map of the welding seam via focal stacking [22, 23], it would also increase the amount of unfocused regions in a single image and decrease the spatial resolution in these regions.

To control the center plane of the DOF, the camera focus, the camera is moved with a lead screw in the camera tube, see figure 5. It is driven by a torque motor and has a precision of 4 \( \mu m \). The optical system has a focal length of \( f = 150 \) mm and the surface-mirror distance equals the cell radius \( R \) and is in the order of 103 ± 0.3 mm. The offset of 0.3 mm is found to be the average deviation for XFEL production and is measured w.r.t. to the cavity geometrical axis defined by the centers of two reference rings [24, 25] but cell-to-cell deviations can be up to 1.5 mm, see figure 6. These deviations are the cause for an optical calibration.
Figure 4. A schematic cross section of the welding seam surface. The old DOF was less than one third of the welding seam height and enabled the system to perform height map scans but led to blurry regions. The new DOF covers the whole range of the surface profile and each part of the image is in focus.

Figure 5. The focal length of the optical system \( f \) is the sum of the cell radius \( R \) and the camera-mirror distance \( l \). The latter has to be adjusted to correct for deviations of the surface-mirror distance to keep the inner cavity surface in focus.

Figure 6. A cell symmetry axis can deviate from the geometrical axis up to 1.5 mm. The deviations are randomly angular distributed and each cell can be affected, leading to a individual camera position for each cell.

The optimal camera position for a specific cell can be deduced by finding the best camera position at four different angles around the cell, each 90° apart, and calculate the average position in which each image at the four angles is in focus. This autofocus algorithm is realized by moving the camera position within a predefined range and certain number of steps from a starting point, then taking an image at every step. The images are analyzed and the camera position with the best focus is determined, based on an algorithm described in [26–29]. This procedure is repeated for each cell. With these positions along the cavity, a linear fit, the optical axis, is derived. The camera can now be set to the best position for each cell deduced from this optical axis. The DOF of 2.8 mm reduces the range of adjustment of the camera position to compensate offsets to the optical axis.
2.1.2 Illumination system

The purpose of the illumination system is to guarantee an intensity distribution over the image which enhances surface structures like grain boundaries but minimizes shadows. At OBACHT, three LEDs are installed behind the one way mirror, together with $2 \times 10$ acrylic strips, with two LEDs per strip, left and right of the tube opening for the camera. The acrylic strips have a width of 7 mm and can be individually turned on and off. The three LEDs behind the one way mirror are used to compensate the missing LED strip at the camera opening.

The capability to adapt the image illumination system to the surface geometry in order to achieve the optimized intensity distribution over the image is limited. Due to the cross section of the welding seam, it is unavoidable to have shadows and illumination pattern introduced by the LED strips in the image. The default setting of the illumination pattern at OBACHT, shown in figure 7, was based on experience and later reevaluated with ray-tracing methods [30]. The detection of a given surface feature at an angle $\theta$ to the nominal surface plane is determine by the geometry shown in figure 8. This incident angle depends on the slope of the boundary and the distance to the LED stripe and the camera. With the given geometry, a maximum boundary slope of $20^\circ$ can be resolved. This value was also derived in [31]. Any boundary with a slope above $20^\circ$ will be darker than its surroundings and is still detected, but an determination of the boundary slope is impossible.

![Figure 7](image7.png)

**Figure 7.** Default illumination pattern for images at the equator [11]. Stripes are numbered from left to right, starting with -10 and ending with +10. Grey stripes are switched off, white stripes are switched on. The dark square in the center indicates the opening for the camera.

![Figure 8](image8.png)

**Figure 8.** Schematic view of the illumination model [4]. With given properties of the cavity and acquisition geometry, the incident angle $\theta$ of a grain boundary can be calculated.
3 Image processing

OBACHT provides visible information on the cavity surface structure which includes grain boundaries, defects and the welding seam. These structures have to be characterized in terms of geometrical properties and location within the image by means of the analysis algorithm. To improve the detectability of the grain boundaries, the image has to be processed. A combination of global and local operators acting on the image was developed in the scope of this thesis, where the goal is to enhance features in the image. A flowchart of the processing steps is shown in figure 9.

3.1 Digital image and objects of interest

The presentation of the digital image taken by OBACHT, as used as an input to the algorithm, is a $3488 \times 2616 \times 3$ matrix. The first two dimensions represent the spatial dimension of the image. The third dimension represents the color information in the image. The three color layers are red (R), green (G) and blue (B). The objects of interest are the grain boundaries of the niobium crystal. An optical boundary in an image is defined as a contour with finite width of up to several pixels that represents a continuous change of intensity. In contrast, an edge is the border of a boundary. In [32] it is stated, that “edge detection can be a low-level technique towards the goal of boundary detection”. Those two definitions, that of an edge and that of a boundary, should not be confused. The physical grain boundary is used synonymously with the optical boundary in this paper. The motivation for this is that any intensity gradient, which is in an image boundary, can only be caused by a geometric gradient or by a change in reflectivity. The first is a grain boundary, the latter can be caused by impurities or different surface structures.

3.2 Processing algorithm

![Flowchart of the developed algorithm for image processing. The output of the algorithm is a binary image. The image processing algorithm is depicted by the gray rectangle. The indices 'l_i' refer to intermediate pictures. Both, the binary image and the original digital image is used for further image analysis.](image-url)
3.2.1 Gray scale transformation

Since the physical objects of interest are the grain boundaries, the objects of interest for the image processing algorithm are the optical boundaries. To simplify the operators used in the algorithm, the color image is transformed into a gray scale image. Mathematically, the image matrix is reduced from three color to one intensity dimension. To achieve this, a weighted sum of the color components for each pixel is calculated via

\[ I_1 = 0.2989 \cdot R + 0.5870 \cdot G + 0.1140 \cdot B \]  

with \( R \), \( G \) and \( B \) stand for the respective color layer and \( I_1 \) the intensity for the pixel. The weights are taken from the CIE1931 standard color space transformations \([33]\). This transformation causes no loss of relevant information although the color is neglected since the intensity information is conserved during this transformation which carries all information about relevant gradients and connectivity of pixel. The color on the other hand can be a powerful descriptor that often simplifies object identification. It is preserved in the original image and available later for further image analysis steps such as defect recognition. As an example, aluminum layers or oxidized surfaces after HPR have been observed, where the most prominent feature of those irregularities were their different color \([34]\).

3.2.2 Global boundary enhancement

As a second step, all pixels with intensity gradients will be enhanced, regardless of the origin of their gradients. This is done by generating an intermediate image which is obtained after applying a Gaussian low-pass filter to the gray scale image \( I_1 \). This intermediate image is inverted and added to the gray scale image \( I_1 \). Since the intermediate image will only contain low spatial frequency parts and the intensity values are inverted, the intensity values of pixel with low spatial frequency parts will be reduced. The resulting image \( I_2 \) will contain pixels with high gradients and high intensities and pixels with low gradients and low intensities. This step simplifies the further detection of boundaries.

Using a Gaussian filter before boundary detection reduces the noise level in the image by smoothing the fluctuations, which improves the result of the following boundary detection algorithm. The kernel of the low pass filter is a \( n_x \times n_y = 5 \times 5 \) pixels matrix with a standard deviation \( \sigma \) of five. The value for \( \sigma \) and the kernel was chosen to be suitable with the given OBACHT resolution. If \( \sigma \) and the kernel size would be larger, the overlapping of neighboring objects would increase and the topology could be changed. A smaller value of the kernel would not be enough to cover noise objects, since OBACHT has a resolution in the order of four pixel. A smaller value of \( \sigma \) would create a steeper Gaussian filter and the effectiveness of the noise reduction would decrease. Hence, the smallest odd integer which fulfill these criteria is five.

The resulting Gaussian filter is convoluted with \( I_2 \). Each pixels new value is set to a weighted average of that pixels neighborhood. The original pixel value receives the heaviest weight (having the highest Gaussian value) and neighboring pixels receive smaller weights as their distance to the original pixel increases. Since the neighborhood of each pixel is used in this filter, the boundaries and edges are preserved better than other, more uniform blurring filters. Furthermore, it does not introduce ringing effects into the image.
3.2.3 Equalization of illumination

The image processing algorithm has to even out the illumination pattern in order to detect boundaries regardless their position in the image. To achieve this, a local approach has to be chosen. Not the complete image but rather a local pixel neighborhood should be processed to even out the differences and hence to improve the detection probability. The so called contrast limited adaptive histogram equalization (CLAHE) algorithm is used, which in addition prevents an over-amplification of noise [35, 36].

For further reduction of noise in the resulting image after the CLAHE algorithm, a median filter for smoothing is applied, where the idea of a median filter is to replace each pixel value with the median of its local neighborhood. This is a non-linear digital filter which preserves edges better and is less sensitive to outliers than linear filters at low noise levels [37].

3.2.4 Image segmentation

Image segmentation is a partitioning process that divides an image into regions. The method used here is a histogram based segmentation, called Otsu’s method [38]. The underlying assumption for this method is that the image consists of two pixel classes, class 0 are background pixels and class 1 are foreground pixels, and the intensity histogram is a bimodal distribution. In this case the foreground objects are the boundaries and the background are homogeneous regions in the image. This bimodal structure of the histogram is enhanced during the “Global Boundary Enhancement” step. Otsu’s method searches for an optimal intensity threshold value which separates the classes. This threshold is chosen, such that it minimizes the intra-class variance and maximizes the inter-class variance of the bimodal distribution. All pixels with gray values above this threshold are considered to be foreground. The output of this algorithm is a binary image of the same size as the input image. Every foreground pixel will have the value 1 and the background pixels have the value 0.

3.2.5 Connected component labeling

The final processing step is the so called connected component labeling. The aim of this step is to decide which pixels are connected and form a single object, like a grain boundary. The method used here is the run-length encoding [39]. A row (or column) in a binary image can be represented as a sequence of ones and zeros, where a connected sequence of ones is called a run. Each single run can be represented by the position of the starting pixel and by the number of pixels in this run, which is called run-length. Based on the multiple runs in a binary image, an adjacency matrix is created, in which the spatial connections in rows and columns between several runs is encoded. A graph theoretical approach to this adjacency matrix [40, 41] is used to compute the connected components of the corresponding graph and labels each run in the output label matrix according to the adjacency matrix. Runs with same labels are considered as connected components and the output label matrix is a binary image. This binary image is the key for the image analysis algorithm since it contains the information which pixel is part of a grain boundary.

3.3 Pixel noise reduction

The final binary image will contain unphysical objects due to shot noise fluctuations which were enhanced during the image processing, although steps were done to minimize this effect. The following possible consequences of pixel noise must be considered:
1. **Unphysical object generation**: If single or clusters of pixels exceed a certain intensity difference w.r.t. its local neighborhood solely because of shot noise, they are enhanced throughout the processing and would be identified as surface features.

2. **Topological errors**: In regions with high object densities and small object distances, it is possible that two distinct objects are connected to one single object because of shot noise.

3. **Classification errors**: Intensities along boundaries of objects vary because of the shot noise. This would lead to misclassified individual pixels, if they falsely undershoot a threshold.

An approach to remove these unphysical objects from (1) is shown next. The problems raised in (2) and (3) are discussed in section 4.

Starting with a black $2616 \times 3488$ image, a fraction of white pixels was randomly inserted. This fraction was observed to be $25 \pm 2\%$ as the average amount of white pixels in a typical processed OBACHT image after image processing and is used as an input for this method. Although this fraction overestimates the total amount of noise since it contains real grain boundaries as well, it gives a reasonable starting point for the following procedure.

After generating 1000 images with the random distributed white pixels and applying the image processing algorithm, the accumulated area distribution of the detected objects is derived, see figure 10.

![Figure 10. Pixel noise distribution. On the x-axis the area of the objects found in the binary images is shown. On the y-axis the counts per bin are displayed on logarithmic scale. This histogram contains the sum of 1000 images. Objects below an area of 1500 $\mu\text{m}^2$ are cut.](image)

Given the area distribution, a threshold value of 1500 $\mu\text{m}^2$ or 122 pixels was identified by choosing the largest artificial created object by shot noise. Allmost all objects generated by shot noise are smaller than this value. A comparison of an image section before and after the area cut on this threshold value is shown in figure 11. Some small remains of noisy objects can be seen in
figure 11 on the right, but more than 99.8% of the objects in an image are removed on average. This reduces the number of objects, which need to be analyzed to the order of several hundreds but will limit the resolution of the algorithm to a level below the optical system.

![Before Noise Cut](image1.png) ![After Noise Cut](image2.png)

**Figure 11.** The left image shows an image section of the binary representation before the area cut to remove the noise, the right image the same image section after objects with an area smaller than 1500 $\mu m^2$ are removed. More than 99.8% of objects in the image was removed.

### 3.4 Result of the processing algorithm

The output of the image processing algorithm is a binary image (see figure 9 for process flow). In figure 12, an example of an input image as taken by OBACHT is shown. The output of the algorithm, for this example image, is shown in figure 13. Both images are transferred to the image analysis code.

![Example Image](image3.png)

**Figure 12.** Digital image of a treated cavity as taken with OBACHT.

### 4 Algorithm benchmark

To discuss and interpret results obtained using the presented algorithm, its performance is explored. Several benchmark scenarios were used to gain more information about the performance and limitations of the algorithm.
4.1 Resolution

To investigate the resolution limit of the image processing algorithm, a set of well-known test images was used to identify the smallest distance still resolved.

The benchmark pattern was the USAF 1951 test chart, the same image as used for the optical resolution in section 2.1.1. The image is processed with the algorithm and the boundary pixels of the detected group elements are shown in figure 14. The smallest objects, which are still detected as individual stripes, are part of group five, element one. This results in a resolution of 15.63 µm with good contrast. The algorithm resolution is slightly below the resolution of the optical system (12.4 µm). This is because of the filtering and smoothing procedure, which tends to connect objects with a distance smaller than four pixels, and due to the area cut to remove shot noise objects.

Figure 14. USAF1951 test chart after image processing. The red lines show the edges of the as individual objects detected elements. The smallest separated group elements — encircled — are the elements of group five, elements one. This results in a resolution of 15.63 µm.

Additionally, a contrast dependent resolution check was performed. A series of white lines — pixels with an intensity of 256 Bit — with a thickness of ten pixels and a distance of 5 to 15 pixels were placed on a homogenous background. The background intensity was uniform for a single image, where each image had a value between [0, 240], the difference between each image for the background intensity was 16 Bit and hence a total of 16 images with a decreasing white line-background intensity difference were analyzed, to test the contrast dependence of the resolution. Lines, spaced by a distance of 10 pixels or more, which equals 35 µm or more on the cavity surface.
or twice the algorithm resolution, have been resolved independently of the contrast. Lines with a spacing below a distance of 10 pixels had to have an intensity difference to their background of at least 16 Bit to be resolved. This contrast robustness of the resolution is based on the CLAHE algorithm.

4.2 Accuracy

The image processing algorithm can be interpreted as a classifier, since the binary image classifies each pixel either as a background (no boundary) or a foreground (boundary) pixel. The accuracy of a classifier is defined as

\[
\text{Accuracy} = \frac{\sum \text{true positive} + \sum \text{true negative}}{\sum \text{All pixels}}
\]  

(4.1)

with true negatives or true positives as pixels which are correctly identified as background or foreground pixels. Also interesting is the positive predictive value (PPV). The definition is

\[
\text{PPV} = \frac{\sum \text{true positive}}{\sum \text{true positive} + \sum \text{false positive}}
\]  

(4.2)

and gives a measure of the probability that a pixel identified as boundary pixel is truly a boundary pixel. This value can be used to correct the derived object area from the algorithm.

In order to have the ability to decide whether a pixel is rightly or wrongly classified, a test image with known properties is used. Here, the Jähne test image \( g_1 \) [42], shown in figure 15, is used. It can be calculated via

\[
g_0 = \frac{\sin(\pi r^2)}{2 \cdot r_{\text{max}}} \\
g_1 = \frac{g_0 + 1}{2}.
\]  

(4.3)

With \( g_t \) the gray scale test image, \( r \) as the radius of the circle and \( r_{\text{max}} \) the maximum radius, 283 pixels in this case. This radius was chosen to generate boundary distances similar to a real OBACHT image. The latter equation is used to scale and shift the image to the interval \([0,1] \) Bit, which allows a direct comparison of \( g_1 \) to the binary image.

![Figure 15. On the left is the Jähne test image: A set of concentric rings. Any other pattern seen is due to the aliasing artifact in the low resolution printing. On the right the difference image between the Jähne test image and the binary image from the image processing algorithm is shown.](image)
The ring cross sections can be approximated with Gaussian profiles. With this, the ±1σ region of the Gaussian profile is defined as ring width, resulting in the classification that any pixel with a value between [0.46, 1] Bit is part of the ring. The image is processed and the resulting binary image is subtracted from the original image. To interpret the difference image, it has to be kept in mind that:

- The image is the difference between a continuous Gaussian value ([0,1] Bit) and a discrete step function (0 or 1 Bit) for each pixel.
- A true ring pixel has a Gaussian value larger than 0.46 Bit, a true background pixel a value smaller than 0.46 Bit.

There are four classifications possible, each identifiable with a distinct intensity interval, see table 1. With the given contingency table, it is now possible to calculate the mentioned performance characteristics of the algorithm. The difference between the Jähne test image and the binary image is also shown in figure 15. The respective histogram of the intensity distribution of the difference image is shown in figure 16. The peaks observed in the histogram at ±1 and 0 Bit is due to the

Table 1. Contingency table with corresponding intensity regions in difference image. F = Foreground, B = Background.

|         | Positive      | Negative      |
|---------|---------------|---------------|
| True    | F / F = [-0.54,0] Bit | B / B = [0,0.46] Bit |
| False   | B / F = [-1,-0.54] Bit | F / B = [0.46,1] Bit |

Figure 16. The plot shows the histogram of the pixel value distribution of the difference image. The corresponding classification intervals are depicted by dashed black lines.
circular shape of the test pattern. With the given intensity distribution, the relative probabilities of
the classification cases can be calculated, see table 2. The accuracy and the PPV of the algorithm
can be calculated to be 85 % respectively 84 %. But these values show a dependency on the radius.

Table 2. Contingency table with relative probability.

|       | Positive | Negative |
|-------|----------|----------|
| True  | 47 %     | 38 %     |
| False | 9 %      | 6 %      |

Rings with a large radius have a small distance to the neighboring rings by definition. This can lead
to two problems in the processing

1. The slope of the Gaussian profile is too steep. This will introduce an aliasing effect due to the
sampling of the profile on a discrete grid. This leads to a wrong classification of the pixel,
either false positive or false negative depending on the phase between the slope and the grid
and the value of the slope.

2. The distance between two rings is to small. The filtering and smoothing procedure during
image processing merges rings and result in a false positive classification.

These problems are similar to the pixel noise consequences (2) and (3). In figure 17, the accuracy
is plotted as a function of the radius. The accuracy clearly decreases above a radius of 160 pixels.
Within this region with \( r = 160 \) pixels, the accuracy is 97 %. Rings with a radius larger than
160 pixels have a distance of four pixels or less and therefore also a high slope. This is the reason
for the decrease of accuracy and shows a resolution limitation similar to the result in section 4.1,
where the USAF test chart shows also a drop in resolution if edges are closer than four pixels. There
are two reasons for an accuracy below 100 % at a radius below 160 pixels where both are caused
by the very test pattern. The first reason is the region with a radius below 18 pixels. This region is
identified as background with image processing code, but defined as foreground since its intensity
values are above 0.46 Bit and leads to a false positive classification. The second reason, which is
also the cause for the drop in the accuracy at 26 pixels, is the region between the radius of 20 to 30
pixels. A sudden increase in pixels classified as false positive is visible.

Figure 18 shows the PPV of the algorithm as a function of the radius. The PPV within a
radius of 160 pixels is 97 %. The developed image processing algorithm, optimized for OBACHT
images, shows a maximal resolution of 15.63 \( \mu m \) close to the optical system, which is 12.4 \( \mu m \). The
accuracy within the resolution limit of the algorithm is 97 %, PPV 99 %. The actual values for the
PPV and the sensitivity for an OBACHT image are reduced by the shot noise. Adding a gaussian
noise with a variance as in the OBACHT images and a mean of zero to the Jähne test image reduces
the accuracy to 75% and the PPV to 87 %. The values for the image processing code of an OBACHT
image will be between these two cases.
Figure 17. Accuracy as a function of the radius. On the lower x-axis the radius $r$ is shown, while the y-axis shows the accuracy for the corresponding circular region with radius $r$. The upper x-axis shows the distance between two consecutive boundaries at the corresponding radius. The green line depicts the best value and its corresponding radius.

Figure 18. PPV as a function of the radius. On the lower x-axis the radius $r$ is shown, while the y-axis shows the PPV for the corresponding circular region with radius $r$. The upper x-axis shows the distance between two consecutive boundaries at the corresponding radius. The green line depicts the best value and its corresponding radius.
5 Definition of variables

After processing the images, the characteristics of the boundaries can be measured. This procedure is part of the image analysis algorithm. The input of this algorithm is the binary image, including the linked map, produced by the image processing algorithm and the original image. Only variables used in this paper are presented.

5.1 Boundary area

First, the area projected on a single pixel has to be calculated. This is quite simple, since the pixel length on sensor is known to be 1.75 \( \mu m \) and the magnification \( M \) was calculated to be 0.51, see section 2.1.1. This means, that a surface length of 3.5 \( \mu m \) is projected on a single pixel. The area seen per pixel, or simple “pixel area”, is \( 3.5 \times 3.5 \mu m^2 \).

The area of a boundary is simply the number of pixels of this object times the area of a pixel. A more elaborate definition can be found using the image moment \( m_{p,q} \),

\[
m_{p,q,i} = M \sum_{x=1}^{M} \sum_{y=1}^{N} x^p y^q ImF(x, y, i)
\]

where \( ImF(x, y, i) \) is the image function, which defines whether a pixel at coordinates \((x, y)\) is part of the boundary with the label \( i \) or not, where the value of this function is zero or one respectively and the information is taken from the labeled binary image. \( M \) is the number of columns and \( N \) the number of rows of the image. The parameters \( p, q \) are any positive integers and define the order of the moment as \((p + q)\). The coordinate origin is the lower left corner of the image. In this notation, the area \( A \) of the boundary \( i \) is simply the zero-th order moment \( m_{0,0,i} \) times the pixel area.

Although, this notation seems artificially complicated for this situation, its use will be seen in the context of the other variables described next.

With the given resolution at OBACHT, the experimentally obtained relative error for the grain boundary area is 3\%, similar to [44].

5.2 Boundary centroid

The centroid position of an object, using the image moment notation, is

\[
\bar{R} = \left( \frac{m_{1,0}}{m_{0,0}}, \frac{m_{0,1}}{m_{0,0}} \right).
\]

with the components

\[
\bar{x} = \frac{m_{1,0}}{m_{0,0}}, \quad \bar{y} = \frac{m_{0,1}}{m_{0,0}}.
\]

The component \( \bar{x} \) is used to derive the distance of the object from the image axis and to classify an object as part of the welding seam, the heat affected zone or the bulk niobium. The \( \bar{y} \) component represents the azimuthal position of an object in the cavity coordinate system. The uncertainty of the centroid under pixel noise is quite stable. With the formalism developed in [45], an upper limit of the systematic uncertainty of 2 pixels in each direction of the centroid is obtained.
5.3 Boundary orientation

Objects are not 'a priori' symmetric. Hence, it is nontrivial to define properties like diameter or major axis length, eccentricity and orientation of an object. One method to do this, is to define an ellipse which has the same second central moment as the pixel distribution of the pixels [43], as the object consists of, cf. figure 19.

Figure 19. On the left side, a four pixel object and the ellipse with the same second central moment is shown. On the right side, the ellipse with its major axis a and minor axis b and the horizontal z-axis for the angle assignment $\Phi$ is shown.

To calculate the variables mentioned above, the central moments $\mu_{p,q}$ of the object need to be calculated

$$
\mu_{p,q,i} = \sum_{x=1}^{M} \sum_{y=1}^{N} (x - \bar{x})^p (y - \bar{y})^q \text{Im} F(x, y, i)
$$

(5.4)

with $\bar{x}$ and $\bar{y}$ as the x- and y-component of the centroid and $\text{Im} F(x, y, i)$ as the image function. These central moments can be calculated directly from the already introduced image moments. The orientation of an object with respect to the x-axis is calculated via

$$
\Theta = \frac{1}{2} \arctan \left( \frac{2\mu_{1,1}}{\mu_{2,0} - \mu_{0,2}} \right)
$$

(5.5)

with

$$
\mu_{p,q}' = \frac{\mu_{p,q}}{\mu_{0,0}}.
$$

(5.6)

With the formalism in [45, 46], an upper limit of the systematic uncertainty of 5° is derived. A circle, with equal moments $\mu_{2,0}^2$ and $\mu_{0,2}^2$, would lead to an ill-defined angle since the denominator becomes zero. For this case the orientation is defined as 0°.

5.4 Boundary roughness

A change in the intensity can be caused by either a geometrical gradient or a change in the reflectivity. If a local impurity causes a change in the reflectivity, it can be identified as a singular object, using the color as descriptor, and can be excluded from the further discussion. Nevertheless, a single defect does not change the average values for an image or equator. It has to be noted that during the European XFEL production, for a single equator, an increase of the variable deduced here and representing the roughness, showed that actually a huge number of surface contamination changed the reflectivity on a larger scale. In this very case, although its a powerful descriptor, the geometrical interpretation of this variable would be wrong. But if any material specific reflectivity changes can be excluded, we assume that the intensity gradient can be used as a measure for the surface
roughness. This is actually the underlying principle of the boundary detection from the beginning, since the grain boundaries are nothing else than geometric gradients on the surface represented by intensity variations in the image.

**Intensity gradient.** The intensity gradient \( \Delta \) for the gray scale image matrix is calculated for each dimension, \( x \) and \( y \) using finite differences:

\[
\Delta_x (i, j) = I(i + 1, j) - I(i - 1, j) \tag{5.7}
\]

and in the same manner for \( y \) with \( I \) being the gray scale image were \( i \) and \( j \) are particular values of the pixel coordinates in \( x \) and \( y \) direction. The finite difference is divided by the step size, and the unit for this obtained variable is \( \frac{\text{Bit}}{\mu\text{m}} \). The intensity is represented in 256 Bit while the step size from pixel to pixel is 3.5 \( \mu \text{m} \). This operation generates two new image matrices, \( g_x \) and \( g_y \). These images have the same dimension as \( I \) and contain the gradient values in \( x \) and \( y \) direction. To obtain the scalar magnitude \( G \) of the image gradient, the dot product of the vector \((g_x (i, j), g_y (i, j))\) is calculated.

**Surface slope.** Starting with the intensity gradient, a quantity called \( R_{dq} \) — the boundary or surface roughness in this work — is introduced. It is based on ISO 25178 for surface texture [47] and represents the RMS of the slope of the object within the sampling length. \( R_{dq} \) is the root mean square of the intensity gradient within the sampled area of the boundary. A steeper slope of a boundary or surface would imply a larger intensity gradient and hence a larger \( R_{dq} \). The \( R_{dq} \) can be calculated for each identified bounded object from:

\[
R_{dq} = \sqrt{\frac{1}{n} \sum_{x=1}^{M} \sum_{y=1}^{N} G^2 (x, y) ImF (x, y, i)} \tag{5.8}
\]

with \( ImF (x, y, i) \) the image function and \( n \) the number of pixels of the boundary.

**Uncertainty.** A statistical noise arises from the SNR of the image sensor in the camera, which is 32 dB. The SNR of a digital image can be calculated with [48]

\[
\text{SNR} = 20 \log_{10} \left( \frac{I_{\text{max}} - I_{\text{min}}}{\sigma_{bg}} \right) \tag{5.9}
\]

with \( \sigma_{bg} \) as the standard deviation of the noise with a zero mean and \( I_{\text{max}} \) and \( I_{\text{min}} \) the highest and lowest intensity value within the image. \( I_{\text{max}} \) is on the order of 0.9 Bit and \( I_{\text{min}} \) on the order of 0.1. Hence, \( \sigma_{bg} \) is 0.02 Bit. With given definition of \( R_{dq} \), its uncertainty can be calculated and yields to

\[
\sigma_{R_{dq}} = \frac{0.011 \text{ Bit}}{\sqrt{n} \mu\text{m}} \]

where \( n \) is the number of pixels enclosed in a given object.

A systematic uncertainty due to image focus blurring was found to be \( \frac{\delta R_{dq}}{R_{dq}} = 3\% \). For more details on the image processing algorithm and explicit definitions and discussion of the obtained variables see [13].

### 6 Variable benchmarks

Two variables introduced to assess the SRF performance from measurements of surface images, namely boundary area and boundary roughness, are now discussed concerning their effectiveness and plausibility.
6.1 Boundary area

As defined in section 5.1, the area of a boundary is simply the number of pixels of this object times the area of a pixel. Since the artificial test patterns used here are not images taken with OBACHT, the area of a pixel would be an artificial number and is neglected. Hence, the area of a boundary is just a number of pixels for this consideration.

Test pattern. The used test patterns are two different pixel grids as seen in figure 20. Given the geometry of the test pattern — total area of $300 \times 300$ pixels and boundaries with a thickness of 3 pixels and a total number of lines of $n = 11$ and 5 with a spacing of 22 and 47 pixels respectively — the area of each object can be calculated. The area of a square is $22^2 = 484$ pixels respectively $47^2 = 2209$ pixels. The average area of a square, as found by the algorithms, is 483 pixels and 2204 pixels. The slightly smaller numbers found by the algorithm can be explained with the design of the image processing algorithm. The algorithm was designed to detect the boundaries in an image, which are defined as pixels with an intensity gradient above a local threshold. Some pixels close to an intersection of two boundaries can be falsely identified as part of the boundary, as shown in figure 20.

The formula for the boundary area $A$ is

$$A = 2 \cdot (n \cdot 3 \cdot 300) - (n^2 \cdot 9) + (300 \cdot 2) - (2 \cdot n \cdot 3) \quad (6.1)$$

where $n$ represents the number of lines in one direction. The first term describes the total area covered by the lines in both directions. The second term corrects the area for the double-counted area of the intersections of the grid lines. The third term adds the 2 pixels thick line at the right and bottom edge. The fourth term corrects the area for the double counted area of the intersection between the grid lines and the lines at the two edges. The area of the boundary can be calculated to be 9345 pixels respectively 19245 pixels.

The area of the boundary, as found by the algorithms, is 9488 pixels and 19820 pixels. The values are 1.5 % and 2.9 % respectively above the true area or 143 pixels and 575 pixels in absolute numbers. Since boundary pixels are pixel above a certain intensity gradient, this observed difference can be calculated for the test pattern. Assuming that the false positive pixels are the outer corner pixels at the intersections of lines or with an edge, cf. figure 20. The total number of false positive pixels can be calculated via

$$A = (n^2 \cdot 4) + (2 \cdot n \cdot 2) + (2 \cdot n \cdot 2) + 3 \quad (6.2)$$

where $n$ represents the number of lines in one direction. The first term are the false positive pixels at the intersections of two grid lines. The second and third term represents the false positive pixels created at the intersection of the grid lines with the edges of the image. The fourth, constant, term is the contribution of the 2 pixels thick lines at the right and bottom image edge. For the 25 and 50 pixels grid, the number of false positive pixels are 143 and 575 pixels, which equals the difference of the area found by the algorithm and the true area.

Summing up, the boundary area as derived by the image processing algorithm behaves as expected. The relative error is in the same order of magnitude as found with the image processing accuracy benchmark.
Figure 20. Exemplary test pattern with squares of a side length of 8 with false positive pixels. The red pixels are true boundary pixels. Black pixels are false positive pixels of the boundary because of a higher intensity gradient than the average background pixels.

Grain boundary. The area of the same grain boundary, shown in figure 21, with different visibility due to different surface treatments, called electro-polishing (EP) and buffered chemical polishing (BCP) [11, 49], is obtained. The single grain boundary under investigation is running from the lower left to the upper right corner. After the image processing, the area of the boundary was derived and is shown in table 3. The grain boundary area between the two surface treatments differ by almost a factor two. The different surface treatments result in different grain boundary slopes, where the EP creates a smoother grain boundary than BCP, see figure 22. Hence, a correlation between the boundary roughness and the visible boundary area exist. However they are not exchangeable variables, since the visible boundary area is not only a function of the boundary slope as well as its width and length.

Table 3. Area of the same grain boundary after different treatments as found by the algorithm.

|       | EP [mm²] | BCP [mm²] |
|-------|----------|-----------|
| Area  | 0.05     | 0.10      |

6.2 Boundary roughness

The variable \( R_{dq} \) defined in section 5.4 represents one aspect of the general property of surface roughness, namely the local slope of a grain boundary step. This definition of surface roughness is often used to describe repetitive roughness profiles, which is the case for the grain boundary structure.
Figure 22. Exemplary sketch of a grain boundary profile: left EP — right BCP. The x-axis shows the distance along the line in arbitrary units, and the y-axis the height in arbitrary units. More pixel on the right exceed the intensity gradient threshold than pixel on the left, hence the boundary area is larger.

Empirical interpretation. The derived boundary roughness parameter \( R_{dq} \) is only an indirect measurement of the surface slope. Hence, only a relative statement on the surface texture can be given with this parameter. As an example, the boundary which was already shown in figure 21 is used and \( R_{dq} \) has been calculated, and results are given in table 4. The boundary slope for the EP treated grain step was found to be smaller than the slope for the BCP treated grain step. This is in agreement with the expected surface topography after these treatments and with the discussion of the observed boundary area.

Table 4. Roughness parameter of the same grain boundary after different treatments as found by the algorithm.

|       | EP   | BCP  |
|-------|------|------|
| \( R_{dq} \) [10^{-3} \text{ Bit/\mu m}] | 7.3 ± 0.3 | 11.6 ± 0.6 |

Comparison with profilometric results. If the assumption that \( R_{dq} \) is proportional to the surface roughness is true, a correlation between profilometric and optical roughness measurements should be found. To deduce a conversion factor, a replica of a cavity surface was made and scanned with a laser profilometer (UBM Microfocus Expert). The step size of the profilometric scan was 3.5 \( \text{\mu m} \) in x- and 12.5 \( \text{\mu m} \) in y-direction. The lateral resolution is 0.06 \( \text{\mu m} \). A set of 934 \( \times \) 334 data points were taken and an area of 3269 \( \times \) 4175 \( \text{\mu m}^2 \) was covered. Four boundaries were identified in the area scanned with the laser profilometer. The gradient was measured for each pixel and averaged for the whole boundary. The same boundaries were located in the optical image and the intensity gradient was measured with the image processing and analysis algorithm. In figure 23 the measured edge gradient and the algorithm deduced intensity gradient are compared, together with a linear fit for calibration. A conversion function \( f \) was derived:

\[
f(x) = \left(113.58 \pm 9.95\right) \frac{\text{\mu m}}{\text{Bit}} \times x - (0.06 \pm 0.07)
\]

With this fit, the geometrical slope of the boundaries in an image can be calculated. In figure 24 and 25, a comparison is shown. The upper histogram is derived from a height profile along a line of a niobium sample, after the removal of 120 \( \text{\mu m} \) with BCP [50]. The lower histogram depicts a
Figure 23. The x-axis shows the intensity gradient of a boundary derived from the image and the y-axis the geometrical gradient measured with the profilometer. The linear fit is also shown.

single image of a cavity with the same treatment as the sample in the paper taken with OBACHT and analyzed with the algorithm. Although the peak of both distributions are in the same bin and the distributions look similar, the relative counts are different. The different magnitudes of the absolute counts are due to the different sample sizes. The rather hard cut-off at 20° on the lower histogram can be explained with the resolution limit of OBACHT with given illumination set up, see section 2.1.2.

Figure 24. Slope angle histogram obtained from a height profile along a line [50].

The reason for the different relative counts is the different sensitivity of the two approaches for small angles with respect to each other. The profilometric approach used in [50], can only measure steps larger than a few micrometers. This means, a general underestimation of the amount of small angles is inherent in the method. On the other hand, an overestimation of the amount of small angles in the here discussed optical approach is inherent due to shot noise. Shot noise creates intensity fluctuations, even in homogeneous intensity regions and therefore an increase in the amount of small angles.
Still, the most likely value and the maximum value are in good agreement. This is quite remarkable since the conversion factor was measured with an independent sample and $R_{dq}$ is deduced only with optical methods. With given results, the assumption that $R_{dq}$ is a variable which is proportional to the cavity surface roughness is justified and that $R_{dq}$ should be sensitive to the difference in the surface roughness due to different surface treatments.

7 Automated report

The final result of the image processing and analysis algorithm is a mat-file, which is on average 2 MB per image and it takes on average of 100 s in CPU time per image. To minimize the real time delay, each incoming image is processed in parallel, yielding 7 images per minute with our server architecture, and all equator images are analyzed after 100 minutes. After all images are processed, the mat-files are combined per equator and a report is generated automatically. This report is then available as PDF and also uploaded as HTML-file for online access. The report contains information such as object density-, grain boundary area-, roughness-, and grain boundary orientation distribution per equator as well as the angular distributions for each equator. In addition, images which deviate — in a not here defined metric — from the average are also shown in the report. Hence, a first assessment of the cavity is available immediately after or even during the optical inspection.

8 Application

For this research, more than 100 cavities underwent subsequent surface treatments, cold RF tests and optical inspections within the ILC-HiGrade research program and the XFEL cavity production [51, 52]. Only an overview of the results of this research is given. For an extensive discussion, see [13, 53–55].

8.1 Vendor identification

As described in [52, 56], the two cavity vendors, RI Research Instruments GmbH (RI) and Ettore Zanon S.p.A. (EZ), were qualified to produce cavities after two distinct procedures. Most notably
is the electron beam welding (EBW) procedure as well as the final surface chemistry step since both have a significant influence on the final surface and therefore onto the RF performance. Since only the standard fabrication procedure should be compared, cavities which underwent any repair were not used in this comparison, which reduces the usable data set since most of the inspected cavities were issued an inspection due to flaws in the fabrication. This data set than yields to a total number of nine RI and eleven EZ cavities which were inspected with OBACHT.

**Electron beam welding procedure.** The solidification dynamics of the weld puddle is under influence of parameters such as temperature gradient, crystalline growth rate and chemical composition. Therefore, the granular microstructure which develops in the weld metal varies and depends on the weld movement pattern, beam travel speed and beam power. The histograms in figure 26 show the grain orientation in the welding seam (WS) region as obtained with the image processing algorithm for each vendor. As it can be seen, the boundaries in the welding seam region of EZ

![Figure 26](image)

**Figure 26.** The x-axis shows the boundary centroid position with respect to the image mirror axis, which is the welding seam ridge. The y-axis shows the boundary orientation φ in degrees w.r.t. an axis perpendicular to the welding seam. Only the welding seam region is shown, the heat affected zone (HAZ) is omitted. The left plot (a) represents boundaries in the welding seam region of a RI cavity, the right plot (b) of an EZ cavity. The white ellipses encircles the welding seam boundaries. The color depicts the counts per bin.

have angles of ±30°. The angles of the boundaries in the welding seam region of a RI cavity show a complete different distribution. At the edge of the welding seam, the boundaries have an angle of ±30°, similar to EZ, while boundaries towards the center of the welding seam change their orientation. This observed vendor specific grain boundary orientation can be explained by the vendor specific EBW parameters. The travel speed influences the overall bead shape as the shape changes from elliptical to tear drop shaped as the welding speed increases, see [53, 57]. The grains will grow in the direction of the thermal gradient, starting at the base metal and into the liquified niobium. Comparing this with the observed pattern shows that RI has a beam travel speed slower than EZ, while the exact values are not public. But given the data and experience in [58, 59], it can be estimated that the welding speed for EZ has to be on the order of $16 \pm 1 \text{ mm} / \text{s}$ while for RI it has to be on the order of $5 \pm 1 \text{ mm} / \text{s}$. Those estimated values are in good agreement with available data on welding speeds for different cavities and their grain boundary orientations [60–62].

**Surface chemistry.** Cavities from both vendors underwent a bulk EP procedure. In addition, the cavities produced by RI underwent a final EP procedure of 40 µm while the EZ cavities underwent
a FLASH BCP of 10 µm. The difference between these surfaces, as parametrized by $R_{dq}$, is shown in figure 27. For a quantification, an exponential modified Gaussian distribution (EMG) is fitted to the observed distribution.

![Figure 27](image)

**Figure 27.** The x-axis shows the grain boundary gradient $R_{dq}$ for boundaries within the welding seam region and the y-axis shows the counts per bin. The plots show the average $R_{dq}$ distribution for all cells with a one $\sigma$ interval. The red distribution is for EZ (N=99) and the blue distribution is for RI (N=81).

|          | $R_{dq}$ [10^{-3} Bit/µm] | WS   | HAZ   |
|----------|----------------------------|------|-------|
| RI       | 2.8 ± 0.1                  | 3.1 ± 0.1 |
| EZ       | 3.4 ± 0.1                  | 3.6 ± 0.1 |

**Table 5.** The average $R_{dq}$ derived by the EMG fit with 95% confidence interval.

As seen in the histograms and quantified by the values of the EMG parameters, the cavities produced by RI have on average a smaller $\bar{R}_{dq}$ of 17% in the welding seam region in comparison to cavities produced by EZ. The observed vendor specific surface roughness, see figure 27 and table 5, are in good agreement with the surface topology of EP and BCP treated cavities. It is known that EP leads to a smaller average roughness than BCP [63, 64], as well as smaller boundary step heights and slopes [61, 65], which is reflected in the average $R_{dq}$.

### 8.2 Surface properties and RF performance

In order not to be affected by local defects and to deduce an unbiased correlation between optical surface properties and the RF performance of a cavity, a set of cavities are selected by the following criteria:
1. No surface chemistry between optical inspection and the cold RF test

2. Optical inspection shows no local defect

3. No field emission during the RF test.

The first criterion is needed to assure that the results of the two methods, optical inspection and cold RF test, can be correlated. A local defect, which is more likely to be the cause of a possible limitation of the cavity RF performance, has to be avoided in order to study the correlation between global surface properties and the RF performance. This is the reason for the second criterion. The last criterion prevents a falsification of the RF performance, because field emissions are a different loss mechanism. A total number of 17 cavities from the XFEL production fulfill the before mentioned criteria, nine RI and eight EZ cavities. To increase the data set, but also to improve the universality of this study, three large grain cavities were included, namely AC151, AC153 and AC154. They fulfill the above mentioned criteria and increase the data set to a total number of 20 9-cell cavities. The purpose of this investigation is to identify the RF limiting cell. Two assumption were made for this analysis. First, that the maximal accelerating field $E_{\text{acc, max}}$ shows a negative correlation to an optical determined variable. Second, the optically worst cell (aka the cell with the maximum value of this optical variable) should also be the RF limiting cell, since one bad performing cell is sufficient for a cavity to show a bad performance. Hence, the maximum value of the yet to identify optical surface variable of the nine cells identifies the optically conspicuous cell. This maximum value is used to represent the whole cavity.

The different loss models discussed in the literature predict different correlations between the RF performance and the surface properties, but all of them see the grain boundaries as a potential source for limitations or losses [50, 66–71]. Hence the integrated grain boundary area $\Sigma A$ in a cell as optical surface variable is used as a correlator within this work. This property is the sum of all grain boundary areas found in the 75 images of an equator. Since both variables, the grain boundary area and the maximal accelerating field, are subject to measurement uncertainties, the calculation of the correlation coefficient should include these uncertainties. With appropriate estimators, the corrected Pearson correlation coefficient can be deduced [72, 73] which includes the influence of the uncertainty on the correlation coefficient. Figure 28 shows the measured maximum accelerating field as a function of the integrated grain boundary area $\Sigma A$. The correlation coefficients are given in table 6. A very strong negative correlation of $\rho = -0.93$ between the two variables $\Sigma A$ and $E_{\text{acc, max}}$ was found. The result is consistent for different subgroups, which were tested to reveal systematic origins of a possible correlation. Those three subgroups are the (1) nine RI cavities, (2) the eight EZ cavities and (3) eleven cavities from both vendors but from the same niobium supplier (Sheets). The large grain cavities are only included in the complete sample. The statistical significance of the correlation was found to be 6σ, the reduced significance for the subgroups is caused by a reduced number of cavities in these datasets.

---

1The grain size for XFEL cavities had to be on average ASTM 5 or 50 µm for the sheets before welding while large grain cavities have grain sizes on the order of several centimeters. These cavities were produced at RI and underwent a main BCP with a total removal of 100-110 µm.
Figure 28. On the x-axis, the integrated grain boundary area of the optically conspicuous cell, which stands for a complete cavity, is shown, while the y-axis depicts the maximum accelerating field achieved by the respective cavity. The red squares display large grain cavities, the blue circles fine grain cavities.

Table 6. Pearson correlation coefficients for the variable $\sum A$ and $E_{\text{acc, max}}$ for different subgroups.

|                  | All | RI | E.Z. | Sheets |
|------------------|-----|----|------|--------|
| Corrected Pearson $\rho$ | -0.93 | -0.90 | -0.96 | -0.97  |
| Significance $\sigma$    | 6   | 3.4 | 4    | 5.2    |

9 Conclusion

The optical inspection robot OBACHT at DESY is well designed and an excellent tool for the automated inspection of superconducting cavities. The time needed for an inspection of a single cavity went down from 2–3 days to half a day. In addition, the reproducibility and accuracy of the images increased as well as the total amount of inspected surface. This goes along with a larger amount of images which need to be reviewed. For the implementation of the optical inspection robot OBACHT as a quality assurance and control tool in a large scale production, as well as a R&D tool, an automated image processing and analysis algorithm was needed. This algorithm, as presented in this paper, is the first working version of such a code. First results showed that a quality assurance and control is realized. Deviations from the desired cavity properties were detected and the information was given to the cavity vendors. An optical standard for each vendor was identified and in addition, a correlation between the obtained optical surface properties and the cavity performance was observed.
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