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Abstract

This paper investigates reverse auctions that involve continuous values of different types of goods, general nonconvex constraints, and second stage costs. We seek to design the payment rules and conditions under which coalitions of participants cannot influence the auction outcome in order to obtain higher collective utility. Under the incentive-compatible Vickrey-Clarke-Groves mechanism, coalition-proof outcomes are achieved if the submitted bids are convex and the constraint sets are of a polymatroid-type. These conditions, however, do not capture the complexity of the general class of reverse auctions under consideration. By relaxing the property of incentive-compatibility, we investigate further payment rules that are coalition-proof without any extra conditions on the submitted bids and the constraint sets. Since calculating the payments directly for these mechanisms is computationally difficult for auctions involving many participants, we present two computationally efficient methods. Our results are verified with several case studies based on electricity market data.

1 Introduction

Auctions are effective for allocating resources and determining their values among a set of participants. In an auction, participants submit their valuations of the resources (bids), and then a central operator determines the allocation and the payment for each participant as specified by the auction mechanism. Recently, there has been a surge of interest from the control community to explore auction mechanisms because of their applications in several problems, such as coordinating electric vehicle charging [1], telecommunication and power networks [2], demand response management [3], provisioning of a distributed database [4], and selecting a host for a noxious resource (e.g., trash disposal facility) [5]. The central element in any mechanism is the design of the payment and allocation rules, since the participants have incentives to strategize around these rules. In particular, the central operator designs the payment rule to ensure an efficient outcome, that is, an outcome maximizing social welfare. This goal is best achieved by solving for the optimal allocation under the condition that the participants submitted their true valuations.

This research was gratefully funded by the European Union ERC Starting Grant CONENE.

This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible.

∗Orcun Karaca, Pier Giuseppe Sessa and Maryam Kamgarpour are with the Automatic Control Laboratory, Department of Information Technology and Electrical Engineering, ETH Zürich, Switzerland. E-mails: {okaraca, mkamgar}@control.ee.ethz.ch, sessap@student.ethz.ch

†Neil Walton is with the School of Mathematics, University of Manchester, United Kingdom. E-mail: neil.walton@manchester.ac.uk
In this paper, we consider mechanism design for reverse auctions that may involve continuous values of different types of goods, general nonconvex constraints, and second stage costs. This is motivated by the fact that several current energy market problems can be cast within this general class of auctions [6–8]. Previous work on these markets considers the pay-as-bid mechanism [9] and the locational marginal pricing mechanism [10, 11]. In both mechanisms, participants can bid strategically to influence their payoff since these mechanisms do not incentivize truthful bidding. As an alternative, we analyze the Vickrey-Clarke-Groves (VCG) mechanism, which has several theoretical virtues [12–14]. In particular, unlike many other mechanisms, under the VCG mechanism, every participant finds it more profitable to bid truthfully regardless of the bids of the others. Hence, truthful bidding is the dominant-strategy Nash equilibrium, and we refer to this property as incentive-compatibility. Due to this property, several recent works propose the use of the VCG mechanism [15–17].

Despite the desirable theoretical properties of the VCG mechanism, in practice, this mechanism is often deemed undesirable since coalitions of participants can strategically bid to increase their collective utility. Consequently, it is susceptible to different kinds of manipulations, such as collusion and shill bidding [18]. These shortcomings are decisive in practicality of the VCG mechanism since in a larger context the VCG mechanism is not truthful. As a result, practical applications of the VCG mechanism in real commerce are rare at best [18, 19].

As is outlined in combinatorial auction literature [18], the shortcomings described above occur when the VCG utilities are not in the core. The core is a concept from coalitional game theory where the participants have no incentives to leave the grand coalition, that is, the coalition of all participants [20]. Recently, coalitional game theory has received attention, especially for aggregating power generators [21], and deriving control policies for multi-agent systems [22]. In this paper, we use coalitional game theory to ensure that the VCG mechanism is coalition-proof, in other words, collusion and shill bidding are not profitable. To this end, we derive conditions on the submitted bids and the constraint sets that ensure core VCG utilities by utilizing some recent advances from combinatorial optimization. We show that under convex (or marginally increasing) bids and polymatroid-type constraints the VCG mechanism is coalition-proof.

The restricted market setting for core VCG utilities, however, does not capture the complexity of general reverse auctions arising in electricity markets. Specifically, these markets may involve nonconvex bids (e.g., generator startup costs [15]), and complex constraint sets that are not polymatroids (e.g., DC or AC optimal power flow constraints [10]). Hence, it may not be possible to ensure core VCG utilities. To this end, we focus on payment rules that are coalition-proof without any extra conditions on the bids and the constraints. In particular, we show that selecting the payments from the core yields this desirable property. Naturally, these mechanisms relax the incentive-compatibility of the VCG mechanism. In order to alleviate this issue and incentivize truthfulness, we minimize the participants’ abilities to benefit from strategic manipulation among all other coalition-proof mechanisms. Variants of these mechanisms are implemented in high-stakes auctions for selling spectrum licenses in the United Kingdom and Switzerland [23–26]. However, these studies are limited to the forward combinatorial auctions. We extend these studies to reverse auctions with potentially continuous values of goods, second stage costs, and general constraints.

Let us contrast our work with existing mechanism design research. The authors in [27] design a forward VCG auction for continuous goods by restricting each participant to submitting a single price-quantity pair to the operator. They show that this mechanism, called progressive second price (PSP) mechanism, has a truthful $\epsilon$-Nash equilibrium, which can be attained by best-response dynamics. The work in [28] studies the PSP mechanism subject to quantized pricing assumptions, and proposes a fast algorithm converging to a quantized Nash equilibrium with a high probability. More recently, the work in [1] addresses cross-elasticity in PSP design arising from having a multi-period
problem for charging electric vehicles. This work is generalized to decentralized procedures and
double-sided auctions in [2]. In regard to these studies, the PSP mechanism cannot be implemented
in dominant-strategies, and truthfulness is only in the price dimension for a given quantity. Specifically,
in the PSP mechanism, there is no single true quantity to declare, and the optimal quantity
depends on the bids of other participants [27, §3.2]. Moreover, the convergence analysis of the best
response dynamics is limited to strongly concave true valuations and simple market constraints, for
example, availability of a fixed amount of a single continuous good [27, §3.1]. On the other hand,
the work in [15] applies the VCG mechanism to the wholesale electricity markets and shows that it
results in larger payments than the locational marginal pricing mechanism. Nevertheless, none of
the aforementioned works consider coalitional manipulations. Finally, the works in [29–31] study
the design of the participants’ utilities such that the selfish behavior of the participants results in
a social welfare maximizing outcome. By contrast, in our case, the true valuations of the participants
are a priori unknown and they are not part of the design. Instead, we are guiding the participants
to a social welfare maximizing outcome by designing meaningful incentives through the payment
rule.

Our contributions in the paper are as follows. First, we prove that in the reverse auctions over
continuous goods the VCG mechanism is coalition-proof and the VCG utilities lie in the core, if
and only if the market objective function is supermodular, see Theorems 2 and 3. These results
are direct extensions of the results from the multiple item setting. Second, considering the special
setting of continuous goods and complex constraints, we derive novel conditions on the bids and the
constraint sets under which the VCG mechanism is coalition-proof, see Theorems 4 and 5. Third, in
Theorem 6, we show that in the reverse auctions over continuous goods selecting payments from the
core results in a coalition-proof mechanism without any restrictions on the bids and the constraints,
extending results from the multiple item setting. Finally, we address the computational difficulties
of these mechanisms by providing two efficient methods.

The remainder of this paper is organized as follows. In Section 2, we introduce a constrained
optimization problem that models a general class of reverse auctions. Then, we introduce the VCG
mechanism and illustrate that coalitions of participants can influence the outcome. For an analysis
of this shortcoming, in Section 3 we bring in tools from coalitional game theory, namely the core, in
which the participants do not have incentives to leave the grand coalition. Throughout this section,
we investigate conditions under which the VCG mechanism is coalition-proof. Since these conditions
do not capture the complexity of the general class of reverse auctions, alternative payment rules are
proposed in Section 4. In Section 5, we present several case studies based on real-world electricity
market data to illustrate the conditions we derived and the proposed payment rules.

2 Mechanism Framework

We start with a generic reverse auction model. The set of auction participants consists of the central
operator $l = 0$ and the bidders $l \in L$, where $L = \{1, \ldots, |L|\}$. Let $t$ be the number of types of goods
in the reverse auction. Goods of the same type from different bidders are fungible to the central
operator. Each bidder $l$ has a private true cost function $c_l : \mathbb{R}^t_+ \to \mathbb{R}_+$ which is nondecreasing.
We further assume that $c_l(0) = 0$. This assumption holds for many existing reverse auctions, for
instance, control reserve markets and day-ahead electricity markets that include generators’ start-
up costs [6,15]. Each bidder $l$ then submits a bid function to the central operator, denoted by
$b_l : \mathbb{R}^t_+ \to \mathbb{R}_+$ and nondecreasing with $b_l(0) = 0$.

Given the bid profile $B = \{b_l\}_{l \in L}$, a mechanism defines an allocation rule $x^*_l(B) \in \mathbb{R}^t_+$ and a
payment rule \( p_l(B) \in \mathbb{R} \) for each bidder \( l \). The central operator’s objective is

\[
\bar{J}(x, y; B) = \sum_{l \in L} b_l(x_l) + d(x, y).
\]

Here \( y \in \mathbb{R}^p \) are additional variables entering the central operator’s optimization, in addition to the allocation \( x \in \mathbb{R}^{|L|} \). The function \( d : \mathbb{R}_+^{|L|} \times \mathbb{R}^p \to \mathbb{R} \) is an additional cost term. For example, in a two-stage auction model, the operator can buy the goods from another market. In this case, \( y \) corresponds to the second stage variables and the function \( d \) is the second stage cost \([6]\). In Section [5] we provide a real-world electricity market example where the function \( d \) incorporates expected daily market prices in a weekly market.

In most auction mechanisms, the allocation is determined by minimizing the central operator’s objective subject to some market constraints

\[
J(B) = \min_{x,y} \bar{J}(x, y; B) \quad \text{s.t.} \quad g(x, y) \leq 0,
\]

where \( g : \mathbb{R}_+^{|L|} \times \mathbb{R}^p \to \mathbb{R}^q \) defines the constraints. (If the above optimization problem is infeasible then the objective value is \( J(B) = \infty \).) Let the optimal solution of \([1]\) be denoted by \( x^*(B) \in \mathbb{R}_+^{|L|} \) and \( y^*(B) \in \mathbb{R}^p \). We assume that in case of multiple optima, there is some tie-breaking rule according to a predetermined fixed ordering of the bidders. The solution of the optimization problem \([1]\) is the optimal allocation with respect to the submitted bids, that is, the goods are bought from the bidders with lower bid prices.

The utility of bidder \( l \) is given by

\[
u_l(B) = p_l(B) - c_l(x_l^*(B)).\]

A bidder whose bid is not accepted, \( x_l^*(B) = 0 \), is not paid and \( u_l(B) = 0 \). The total payment made by the central operator is given by

\[
u_0(B) = -\sum_{l \in L} p_l(B) - d(x^*(B), y^*(B)),
\]

which can be treated as the utility of the central operator. Note that this payment can be an expected payment when the function \( d \) is an expected second stage cost. As a remark, if the optimization problem \([1]\) is infeasible, we have \( \nu_0(B) = -\infty \).

Constrained optimization problem \([1]\) defines a general class of reverse auction models. Several current market problems such as stochastic energy market mechanisms \([6,7,9,16,32,34]\) and energy reserve co-optimized markets \([8,15,35,39]\) can be cast within this model.\(^1\) The constraints may correspond to procurement of the required amounts of power supplies, for instance, in the Swiss control reserve markets accepted reserves must have a deficit probability of less than 0.2%. They may also correspond to a transmission network, for instance, in energy markets power injections must satisfy the transmission line limits and the power flow equations.

\(^1\)Let us contrast our market framework with the one in \([40]\). The authors in \([40]\) study a single settlement mechanism for two-stage stochastic markets. These markets include intermittent power generation from renewable resources such as solar energy and wind. These resources cannot accurately predict the quantity they can produce in the first stage of the market. These productions are revealed only in real-time. To accurately price such generation, the mechanism in \([40]\) ties the first stage and the second stage markets together. To this end, the bidders are required to provide linear bid functions for both stages of the market. The mechanism in \([40]\) then sets prices for both stages of the market simultaneously. The main difference to our work is that the mechanisms we study distribute payments only for the first stage of the market. We assume that the settlement of the second stage is separate from that of the first stage motivated by the markets in \([6,7]\).
Three fundamental properties we desire in mechanism design are 1) individual rationality, 2) efficiency and 3) dominant-strategy incentive-compatibility. A mechanism is *individually rational* if the bidders do not face negative utilities, \( u_l(B) \geq 0 \), for all \( l \in L \). A mechanism is *efficient* if the sum of all the utilities \( \sum_{l=0}^{\mid L \mid} u_l(B) \) is maximized.

To define the third property, we first bring in tools from game theory. Let \( B_{-l} \) be the bid profile of all the bidders, except bidder \( l \). The bid profile \( B \) is a *Nash equilibrium* if for every bidder \( l \), \( u_l(B_l; B_{-l}) \geq u_l(\hat{B}_l; B_{-l}), \forall \hat{B}_l \). The bid profile \( B \) is a *dominant-strategy Nash equilibrium* if for every bidder \( l \), \( u_l(B_l; B_{-l}) \geq u_l(\hat{B}_l; \hat{B}_{-l}), \forall \hat{B}_l, \forall \hat{B}_{-l} \). Let the truthful bid profile be \( C = \{c_l\}_{l \in L} \). Then, a mechanism is *dominant-strategy incentive-compatible* if the bid profile \( C \) is the dominant strategy Nash equilibrium. In other words, every bidder finds it more profitable to bid truthfully, regardless of the bids of other participants.

### 2.1 Currently used payment rules

We introduce two prominent payment rules widely used for the reverse auctions under consideration.

In the *pay-as-bid mechanism*, the payment rule is \( p_l(B) = b_l(x_l^*(B)) \). It follows that each bidder’s utility is \( u_l(B) = b_l(x_l^*(B)) - c_l(x_l^*(B)) \). A rational bidder would overbid to ensure positive utility. Consequently, under the pay-as-bid mechanism, the central operator calculates the optimal allocation for the inflated bids rather than the true costs. Furthermore, the bidders need to spend resources to learn how to maximize their utility. There are many Nash equilibria arising from the pay-as-bid mechanism, none of which are incentive-compatible. This result was previously shown in our work, see [9].

The *locational marginal pricing (LMP) mechanism* is adopted in the energy markets where transmission networks are present. We refer to [10] for an exposition on the calculation of these payments from the Karush-Kuhn-Tucker conditions of the optimization problem [1]. Under this mechanism, a bidder can manipulate its LMP payment by inflating its bids. As a strategic manipulation, a bidder may also withhold its maximum supply [42, 44]. Similar to the pay-as-bid mechanism, the bidders need to spend resources to learn how to maximize their utility. Furthermore, a Nash equilibrium may not exist [45, 46].

We see that these payment rules do not satisfy the properties of efficiency or incentive-compatibility. Next, we explore the properties of the Vickrey-Clarke-Groves mechanism.

### 2.2 Vickrey-Clarke-Groves mechanism

The *Vickrey-Clarke-Groves (VCG) mechanism* is characterized with the payment rule:

\[
p_l(B) = b_l(x_l^*(B)) + (h(B_{-l}) - J(B)).
\]

The function \( h(B_{-l}) \in \mathbb{R} \) must be chosen carefully to ensure individual rationality. A particular choice is the *Clarke pivot rule* \( h(B_{-l}) = J(B_{-l}) \), where \( J(B_{-l}) \) denotes the minimum total cost without bidder \( l \), that is, the optimal value of the optimization problem [1] with \( x_l = 0 \). Note that this mechanism is well-defined under the assumption that there exists a feasible solution when a bidder is removed. However, this is not a restrictive assumption in the presence of many bidders and a second-stage market.

---

2 For instance, several European balancing market are settled under a pay-as-bid mechanism—see [41] and further references therein.

3 In the case of an auction of a single item, the VCG mechanism with the Clarke pivot rule is equivalent to the second-price (Vickrey) auction.
For the model introduced in [1], our first result shows that the VCG mechanism first derived in [12–14] satisfies all three fundamental properties. This result is a straightforward generalization of the works in [12–14], which do not consider continuous values of goods, second stage costs, and general constraints.

**Theorem 1** Given the market model (1),

(i) The VCG mechanism is dominant-strategy incentive-compatible.

(ii) The VCG mechanism is efficient.

(iii) The VCG mechanism ensures nonnegative payments and individual rationality when the Clarke pivot rule is utilized, \( h(B_{-l}) = J(B_{-l}) \).

The proof is relegated to Appendix A. In summary, all bidders have incentives to reveal their true costs in a VCG mechanism. Dominant-strategy incentive-compatibility makes it easier for entities to enter the auction, without spending resources in computing optimal bidding strategies. This can promote participation in the market. As a remark, Theorem 1-(ii) shows that solving for the optimal allocation with the true costs yields an efficient mechanism. In the remainder, we consider the Clarke pivot rule for the VCG mechanism since it ensures individual rationality.

Despite many advantages of the VCG mechanism for the reverse auction model (1), this mechanism suffers from collusion and shill bidding [18]. Bidders \( K \subseteq L \) are colluders if they obtain higher collective utility by changing their bids from \( C_{K} = \{c_{l}\}_{l \in K} \) to \( B_{K} = \{b_{l}\}_{l \in K} \). Bidder \( l \) is a shill bidder if there exists a set \( S \) and bids \( B_{S} = \{b_{k}\}_{k \in S} \) such that bidder \( l \) finds participating with bids \( B_{S} \) more profitable than participating with a single truthful bid \( C_{l} \).

To illustrate these issues, we study two energy market examples. For these examples, we consider the VCG mechanism with the Clark-pivot rule and with \( d(x, y) \equiv 0 \) in the central operator’s objective. Later, we come back to these examples in Section 3, in order to discuss conditions to eliminate collusion and shill-bidding. First example is a reverse auction of a single type of power supply. In these markets, each bidder is allowed to submit mutually exclusive bids that can equivalently be represented as bid curves, see Section 3.1.

**Example 1 (Simple Market)** Suppose the central operator has to procure 800 MW of power supply from bidders 1, 2 and 3 who have the true costs $100 for 400 MW, $400 for 400 MW and $600 for 800 MW, respectively. Under the VCG mechanism, bidders 1 and 2 win and receive \( p_{1}^{VCG} = 100 + (600 - 500) = $200 \) and \( p_{2}^{VCG} = 400 + (600 - 500) = $500 \). Suppose bidders 1 and 2 collude and change their bids to $0 for 400 MW. Then, bidders 1 and 2 receive a payment of $600 each for the same allocation. In fact, bidders 1 and 2 could represent multiple identities of a single losing bidder (that is, a bidder with the true cost greater than $600 for 800 MW). Entering the market with two shill bids, this bidder receives a payment of \( 2 \times $600 \) for 800 MW.

Second example is a power market where the operator is procuring a set of different types of power supplies.

**Example 2 (Power Market)** We consider a reverse auction with three different types of supplies, types A, B and C. Here, type A can replace types B and C simultaneously.\(^4\) Suppose the central operator has to procure 100 MW of type B and 100 MW of type C (or equivalently only 100 MW of type A) from bidders 1 to 5. Truthful bid profiles of 5 bidders are provided in Table 1.

\(^4\)This is an abstraction for power reserve markets where secondary reserves can replace both negative and positive tertiary reserves simultaneously.\([6]\).
Table 1: Bid profile in the Power Market

| Bidders (Types) | 1 (A) | 2 (B) | 3 (B) | 4 (C) | 5 (C) |
|----------------|-------|-------|-------|-------|-------|
| MW             | 100   | 100   | 100   | 100   | 100   |
| $              | 500   | 350   | 400   | 250   | 400   |

Constraint set in (1) is given by
\[
\{ x \in \{0, 100\}^5 | x_1 + x_2 + x_3 \geq M(\{A, B\}) = 100, \\
x_1 + x_4 + x_5 \geq M(\{A, C\}) = 100 \}. 
\]

Under the VCG mechanism, bidder 1 wins and receives \( p^{VCG}_1 = 500 + (600 - 500) = \$600 \). Suppose losing bidders 2 and 4 collude and change their bid prices to \$0. Then, bidders 2 and 4 receive \$400 each and they obtain a collective VCG profit of \$200. Total payment of the operator increases from \$600 to \$800. This is unfair towards bidder 1 who is willing to offer the same supply for \$500.

It is troubling that the VCG mechanism can result in large payments through coalitional manipulations. In all these examples, there exists a group of bidders who is willing to offer the same amount of good by receiving less payment. From the central operator’s perspective, the operator would instead want to renegotiate the payments with a subset of participants.

Next, we define the desirable auction outcomes as the coalition-proof outcomes. By coalition-proof, we mean that a group of bidders who lose when bidding their true cost, cannot profit by a joint deviation, and a bidder cannot profit from bidding with multiple identities. Consequently, auctions with coalition-proof outcomes are immune to collusion and shill bidding, and they would avoid large payments through coalitional manipulations. We remark that it is not possible to expect being fully immune to collusion from all sets of bidders. For instance, no mechanism can eliminate the case where all bidders inflate their bid prices simultaneously, see also the examples in [47]. Hence, we concentrate our efforts on eliminating collusion from the bidders who lose when bidding truthfully.

3 Ensuring Coalition-Proof VCG Outcomes

In coalitional game theory, the core defines the set of utility allocations that cannot be improved upon by forming coalitions. Here, we show that if the VCG outcome lies in the core, then the VCG mechanism eliminates any incentives for collusion and shill bidding. Keeping this in mind, our goal is to derive sufficient conditions to ensure that the VCG outcome lies in the core, and hence the VCG mechanism is coalition-proof.

For every \( S \subseteq L \), let \( J(B_S) \) be the objective function under any set of bids \( B_S = \{b_l\}_{l \in S} \) from the coalition \( S \). It is defined by the following expression:
\[
J(B_S) = \min_{x,y} \sum_{l \in S} b_l(x_l) + d(x, y) \\
\text{ s.t. } g(x, y) \leq 0, x - S = 0, 
\]

Throughout the paper, we use the term utility allocation and the auction outcome interchangeably.
where the stacked vector $x_{-S} \in \mathbb{R}_+^{r(|L|-|S|)}$ is defined by omitting the subvectors from the set $S$. Note that this function is nonincreasing, that is, $J(\mathcal{B}_R) \geq J(\mathcal{B}_S)$ for $R \subseteq S$.  

Next, we define the core with respect to the truthful bids, $\mathcal{C}_R = \{c_l\}_{l \in R}$, and refer to this definition solely as the core.

**Definition 1** For every set of bidders $R \subseteq L$, the core $\text{Core}(\mathcal{C}_R) \in \mathbb{R} \times \mathbb{R}^{|R|}_+$ is defined as follows

$$\text{Core}(\mathcal{C}_R) = \left\{ u \in \mathbb{R} \times \mathbb{R}^{|R|}_+ \mid u_0 + \sum_{l \in R} u_l = -J(\mathcal{C}_R), \ u_0 + \sum_{l \in S} u_l \geq -J(\mathcal{C}_S), \ \forall S \subset R \right\}. \quad (4)$$

Note that there are $2^{|R|}$ linear constraints that define a utility allocation in the core for the set of bidders $R$. The core is always nonempty in an auction because the utility allocation $u_0 = -J(\mathcal{C}_R)$ and $u_l = 0$ for all $l \in R$ always lies in the core. This allocation corresponds to the utility allocation of the pay-as-bid mechanism under the truthful bidding $\mathcal{C}_R$.

For the mechanism design, we highlight the implications of the constraints in (4). Restricting the utility allocation to the nonnegative orthant yields the individual rationality property for the bidders. The equality constraint implies that the mechanism is efficient, since the term on the right is maximized by the optimal allocation. We say that a utility allocation is unblocked if there is no set of bidders that could make a deal with the operator from which every member can benefit, including the operator. This condition is satisfied by the inequality constraints.

The VCG outcome attains the maximal utility in the core for every bidder. Note that under the VCG mechanism each bidder’s utility is given by $u_l^{\text{VCG}} = J(\mathcal{C}_{-l}) - J(\mathcal{C})$. Then, for every bidder $l$, $u_l^{\text{VCG}} = \max \left\{ u_l \mid u \in \text{Core}(\mathcal{C}) \right\}$, see [9, 48]. In general, this maximal point may not lie in the core. The following example gives visual insight about the core in terms of payments and illustrates the dominant-strategy Nash equilibrium of the VCG mechanism corresponding to Example 1. In this example, shill bidding and collusion are profitable under the VCG mechanism.

**Example 3** We revisit Example 1. Without loss of generality, assume that in case of a tie the central operator prefers bidders 1 and 2 over bidder 3. We can visualize the core outcomes for the bidders 1 and 2 by removing the losing bidder 3, $p_3^{\text{VCG}} = 0$, and the operator. Core outcomes and the VCG payments $(p_i^{\text{VCG}})$ are given in Figure 1.

Considering that the core will characterize coalition-proof outcomes, we are ready to investigate the conditions under which the VCG outcome lies in the core. To this end, we provide three sufficient conditions that ensure core VCG outcomes for the auction model 1. Notice that there are $2^{|L|}$ linear core constraints in $\text{Core}(\mathcal{C})$, see (4). First, we derive the following equivalent characterization with significantly lower number of constraints.

**Lemma 1** Let $W \subseteq L$ be the winners of the reverse auction 1 for the set of bidders $L$, that is, each bidder $l \in W$ is allocated a positive quantity. Let $u \in \mathbb{R} \times \mathbb{R}^{|L|}_+$ be the corresponding utility allocation. Then, $u \in \text{Core}(\mathcal{C})$ if and only if $u_0 = -J(\mathcal{C}) - \sum_{l \in L} u_l$ and

$$\sum_{l \in K} u_l \leq J(\mathcal{C}_{-K}) - J(\mathcal{C}), \ \forall K \subseteq W. \quad (5)$$

The proof is relegated to Appendix B. The following proposition is our first sufficient condition for core VCG outcomes.

---

6 This holds since $b_l(0) = 0$ for all $l \in L$. 
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**Proposition 1** The VCG outcome is in the core, \( u^{VCG} \in \text{Core}(C) \), if the market in (1) is infeasible whenever any two winners \( l_1, l_2 \in W \) are removed from the set of bidders \( L \).

**Proof** Notice that if the optimization problem (1) is infeasible then the objective value is \( J(B) = \infty \). Given this property of the market, inequality constraints (5) in Lemma 1 simplify to constraints on the utilities of single bidders, that is, \( u_l^{VCG} \leq J(C - l) - J(C) \), for all \( l \in W \). This inequality follows directly from the definition of the VCG utility, \( u_l^{VCG} = J(C - l) - J(C) \), for all \( l \in W \). Equality constraint in Lemma 1 is satisfied by definition.

The above condition can only be present in some specialized instances of reverse auctions. It is not possible in general to guarantee that this condition will hold in a market by enforcing restrictions on the bidders and the market model.

We soon show that supermodularity provides an equivalent condition for core VCG outcomes.

**Definition 2** A function \( f : 2^L \to \mathbb{R} \) is supermodular if

\[
    f(S) - f(S - l) \leq f(R) - f(R - l),
\]

for all \( S \subseteq R \subseteq L \) and for all \( l \in S \). Or, equivalently, for all \( S, R \subseteq L \), \( f(S \cup R) + f(S \cap R) \geq f(S) + f(R) \) must hold. A function \( f : 2^L \to \mathbb{R} \) is submodular if \( -f \) is supermodular. Furthermore, a function is nondecreasing if \( f(S') \leq f(S) \), for all \( S' \subseteq S \).

For the remainder, the objective function \( J \) in (3) is said to be supermodular if supermodularity condition holds under any bid profile. Our main result of this section proves that supermodularity of the objective function is necessary and sufficient for ensuring core VCG outcomes.

**Theorem 2** For any bid profile \( C \) and for any set of participating auction bidders \( R \subseteq L \), the outcome of the VCG mechanism is in the core, if and only if the objective function \( J \) in (3) is supermodular.
Note that a similar result was proven in [18], for a forward auction of a finite number of items without any other constraints. Our result generalizes this proof to reverse auctions with continuous goods and arbitrary central operator objectives and constraints as modeled in [1]. The proof developed also significantly simplifies the arguments in [18]. The proof is relegated to Appendix C.

As previously anticipated, we now prove that core outcomes, hence the supermodularity condition, makes collusion and shill bidding unprofitable in a VCG mechanism.

**Theorem 3** For the set of bidders $L$, consider a VCG auction mechanism modeled by (1). If the objective function $J$ is supermodular, then,

(i) A group of bidders who lose when bidding their true values cannot profit by a joint deviation.

(ii) Bidding with multiple identities is unprofitable for any bidder.

The proof is relegated to Appendix D. Theorem 3 shows that if the operator has a supermodular objective (or equivalently, if the VCG outcomes are in the core), then the VCG mechanism is coalition-proof. Given this result, we next investigate sufficient conditions on the bids and the constraint sets in order to ensure supermodularity and thus coalition-proof outcomes. In the following, we derive conditions for two classes of markets.

### 3.1 Markets for a single type of good

We start by considering simpler reverse auctions where the operator has to procure a fixed amount $M$ of a single type of good. Each bidder $l$ has a private true cost function $c_l : \mathbb{R}^+ \to \mathbb{R}^+$ that is nondecreasing with $c_l(0) = 0$. These types of auctions are mainly characterized by single-stage decisions with mutually exclusive bids. This means that a bidder can offer a set of bids, of which only one can be accepted. We first show that such discrete bids fit into our model (1). Here, bidder $l$ submits truthful bids for $n_l$ discrete amounts as $\{(c_{l,i}, x_{l,i})\}_{i=1}^{n_l}$ where $c_{l,i} \in \mathbb{R}^+$ and the amounts offered by each bidder $x_{l,i} \in \mathbb{R}^+$ must be equally spaced by some increment $m$ which is a divisor of $M$, that is,

$$x_{l,i} = im, \text{ for some } i \in \mathbb{Z}^+. \tag{6}$$

Note that, there is an equivalent representation of the form $c_l(x) \in \mathbb{R}^+$ for $x > 0$ as follows:

$$c_l(x) = \min_{i=1,\ldots,n_l} \{c_{l,i} \mid x_{l,i} \geq x\}, \tag{7}$$

where $c_l(0) = 0$. This form equivalently represents that all the amounts up to the size of the winning bid are available to the operator. Furthermore, bid prices of this form are piecewise constant and continuous from the left.

We consider auctions cleared by

$$J(C_S) = \min_{x \in \mathbb{R}^{|S|}} \sum_{l \in S} c_l(x_l) \quad \text{s.t.} \sum_{l \in S} x_l \geq M, \tag{8}$$

for $S \subseteq L$. Note, we can equivalently assume that $x_l$, above, takes values in $\{x_{l,i} \mid i \in \mathbb{Z}^+\} \subseteq \mathbb{R}^+$ (cf. (7) and Figure 2) and doing so, we let $x^* = \{x_l^*\}_{l \in S}$ be the optimal values in these sets.

The model (8) is within the auction model (1). We can now derive conditions on bidders’ true costs to ensure supermodularity of $J$. Thus, we derive conditions under which the VCG outcome from (8) would lie in the core.
Theorem 4 Given (6), if the true costs are marginally increasing, namely, \( x_{l,b} - x_{l,a} = x_{l,d} - x_{l,c} \) implies that \( c_{l,b} - c_{l,a} < c_{l,d} - c_{l,c} \) for each bidder \( l \in L \) and for each \( 0 \leq x_{l,a} < x_{l,c} < x_{l,d} \), then the objective function \( J \) is supermodular.

This setting includes reverse auctions of multiple identical items as a subset. However, we highlight that our proof does not share any similarities with that of [18], which achieves submodular objective functions in forward combinatorial auctions. Our proof relies on an important lemma we prove showing that the allocations of every bidder is nondecreasing when a bidder is removed from the auction (8). The proof is relegated to Appendix E. As a corollary of this result, marginally increasing costs imply coalition-proof VCG outcomes for (8) and thus eliminate incentives for collusion and shill bidding. This condition is visualized in Figure 2.

We note that the analogue of Theorem 4 holds for continuous bids and for strictly convex bid curves. This could also be seen as the limiting case, by taking the limit where the increment \( m \) goes to 0.

We illustrate the conditions in Theorem 4 by revisiting Example 1 from Section 2.

Example 4 (Simple Market) Revisiting Example 1 and Example 3, we observe that the bid from bidder 3 does not satisfy the conditions in Theorem 4, because the bid price for 400 MW is not submitted. Assume instead bidder 3 provides the mutually exclusive bids of $300 for 400 MW and $600 for 800 MW. Suppose bidders 1 and 2 change their bids to $0 for 400 MW. Then, bidders 1 and 2 are the winners and each receives a payment of $300. If they were multiple identities of a single bidder, after shill bidding, sum of their payments would decrease from $700 to $600.

Next, we consider a more general setting with different types of goods where it is still possible to derive conditions to ensure supermodularity and coalition-proof VCG outcomes.
3.2 Markets for different types of goods

We now consider reverse auctions where the central operator is procuring a set of different types of goods. Each bidder has a private true cost function \( c : \mathbb{R}_{+}^{t} \rightarrow \mathbb{R}_{+} \) that is nondecreasing with \( c(0) = 0 \). We assume that this cost has an additive from, \( c(x) = \sum_{\tau=1}^{t} c_{\tau}(x_{\tau}) \). Typically, in these markets, bids are submitted separately for each type with an upper-bound on the amount to be procured, \( \bar{X}_{\tau} \in \mathbb{R}_{+} \) [6]. The operator treats these bids as bids from different identities, and then distributes the payments accordingly. In this case, the set \( L \) is the extended set of bidders such that the bid profile \( \mathcal{C} \) is given by the bids of the form \( c_{\tau} : \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, \bar{X}_{\tau} \in \mathbb{R}_{+} \), for all \( \tau \in L \).

Let \( \{t\} = \{1, \ldots , t\} \). Define the set \( \{A^{T}\}_{T=1}^{l} \) to be a partition of the set \( L \) where each set \( A^{T} \subseteq L \) is the set of bidders submitting a bid for goods of type \( \tau \). Specifically, we consider auctions cleared by the optimization problem:

\[
J(\mathcal{C}_{S}) = \min_{x \in \mathbb{R}_{+}^{l}} \sum_{\tau \in S} c_{\tau}(x_{\tau}) \\
\text{s.t.} \sum_{\tau \in A^{T}} x_{\tau} \geq M(T), \forall T \subseteq \{t\}, \\
\quad x_{\tau} \leq \bar{X}_{\tau}, \forall \tau \in L, \\
\quad x_{\tau} = 0, \forall \tau \in L \setminus S,
\]  

(9)

where \( A^{T} = \bigcup_{T \in T} A^{T} \). We minimize the sum of declared costs subject to constraints on the subsets of types \( \{t\} \). Here, the function \( M : 2^{\{t\}} \rightarrow \mathbb{R}_{+} \) defines the amount the operator wants to procure from possible combinations of different types of goods. We assume that \( M(\emptyset) = 0 \) (normalized). We remark that the optimization problem in (9) contains the case in Example 2.

In the following result we see that if \( c_{\tau} \) and \( M \) satisfy convexity and supermodularity conditions respectively, then \( J \) is supermodular.

**Theorem 5** The objective function \( J \) given by (9) is supermodular when \( c_{\tau} \) is increasing and convex for all \( \tau \in L \), \( M \) is supermodular and nondecreasing.

The proof is relegated to Appendix F and it builds upon recent advances in polymatroid optimization. As a corollary of this result, the conditions on \( c_{\tau}, \tau \in L \) and \( M \) in Theorem 5 imply core VCG outcomes for (9). The conclusions of Theorem 3 on shill bidding and collusion are further corollaries of this result.

Next, we illustrate that the VCG outcome may not lie in the core for a general polyhedral constraint set by revisiting Example 2 and then we illustrate how the conditions in Theorem 5 imply core outcomes in this example.

**Example 5 (Power Market)** Revisiting Example 2 for the constraint set (2), we highlight that \( M \) is not supermodular: \( M(\{A, B, C\}) + M(\{A\}) < M(\{A, B\}) + M(\{A, C\}) \) where \( M(\{A\}) = 0 \) and \( M(\{A, B, C\}) = 0 \). Then, the VCG outcome under collusion is blocked by a deal between the operator and bidder 1. Now instead consider the following constraint set:

\[
\{x \in \{0, 100\}^{5} \mid x_{1} + x_{2} + x_{3} \geq \tilde{M}(\{A, B\}) = 100, \\
x_{1} + x_{4} + x_{5} \geq \tilde{M}(\{A, C\}) = 100, \\
x_{1} + x_{2} + x_{3} + x_{4} + x_{5} \geq \tilde{M}(\{A, B, C\}) = 200\}.
\]

Polymatroid is a polytope associated with a submodular function. We highlight that under the conditions in Theorem 5 the first set of constraints in (9) is a contra-polymatroid [9].
Under this new constraint set, type A can still replace types B and C, but it cannot replace both types simultaneously. In other words, types B and C cannot complement each other to replace type A as well. Note that the function $\tilde{M}$ is supermodular, normalized and nondecreasing, which satisfies all the requirements of Theorem 2. So, here the VCG outcome lies in the core. Specifically, under the VCG mechanism, bidders 2 and 4 become winners and receive $p_2 = 350 + (650 - 600) = $400 and $p_4 = 250 + (750 - 600) = $400. This outcome is not blocked by any other coalition and collusion is not profitable for bidders. This example illustrates that marginally increasing cost curves alone are not enough to conclude the supermodularity of the reverse auction objective function in (4).

4 Core-Selecting Mechanisms

In this section, we investigate further payment rules that are coalition-proof without any restrictions on the bidders and the constraint set. In particular, we show that any mechanism that selects its payments from the core is coalition-proof. Under such mechanisms, losing bidders cannot profit from a joint deviation, and a shill bidder cannot profit more than its truthful VCG utility.

We first define the core with respect to the submitted bids and refer to it as the revealed core.

Definition 3 For every set of bidders $R \subseteq L$, the revealed core $\text{Core}(B_R) \in \mathbb{R} \times \mathbb{R}^{\{R\}}_+$ is defined as follows

$$\text{Core}(B_R) = \left\{ \bar{u} \in \mathbb{R} \times \mathbb{R}^{\{R\}}_+ \mid \bar{u}_0 + \sum_{l \in R} \bar{u}_l = -J(B_R), \bar{u}_0 + \sum_{l \in S} \bar{u}_l \geq -J(B_S), \forall S \subset R \right\}. \quad (10)$$

Next, we define utilities with respect to the submitted bids. The revealed utility of bidder $l$ is defined by $\bar{u}_l(B) = p_l(B) - b_l(x^*_l(B))$, and the revealed utility of the operator is defined by $\bar{u}_0(B) = u_0(B) = -\sum_{l \in L} p_l(B) - d(x^*(B), y^*(B))$.

A mechanism is said to be core-selecting if it is selecting its payments such that the revealed utilities lie in the revealed core $\text{Core}(B)$. Then, the payment rule is given by

$$p_l(B) = b_l(x^*_l(B)) + \bar{u}_l(B),$$

where $\bar{u} \in \text{Core}(B)$. We highlight that the revealed core can be defined without the true costs. As a remark, the pay-as-bid mechanism is a core-selecting mechanism where $\bar{u}_l = 0$ for all $l \in L$. Our main result of this section shows that these mechanisms give rise to coalition-proof outcomes.

Theorem 6 Consider a core-selecting auction mechanism modeled by (1).

(i) A group of bidders who lose when bidding their true values cannot profit by a joint deviation.

(ii) Bidding with multiple identities is unprofitable for all bidders with respect to the VCG utilities.

The proof is relegated to Appendix D. This proof can be used as an alternative approach to prove Theorem 3. We remark that the proof method differs from Theorem 3 since this proof does not require supermodularity.

The VCG mechanism is known to be the only dominant-strategy incentive-compatible efficient mechanism \[50\]; however, the VCG mechanism can be subject to collusion and shill bidding \[51\]. We showed that this occurs since the VCG outcomes may not lie in the core and thus incentive-compatibility property of the VCG mechanism is relaxed under the core-selecting mechanisms \[23\].
To alleviate this issue, we investigate the core-selecting mechanisms that minimize bidders’ maximum gain from a unilateral deviation from truthful bidding. We soon see that these mechanisms select the revealed utility allocations that are most preferable for the bidders.

A revealed utility allocation \( \bar{u} \in \text{Core}(B) \) is bidder-Pareto-optimal if there is no \( \tilde{u} \in \text{Core}(B) \) such that \( \tilde{u}_l \geq \bar{u}_l \) for each \( l \in L \), and \( \tilde{u}_l > \bar{u}_l \) for some bidder \( l \in L \). In Figure 1, the set of bidder-Pareto-optimal points correspond to the line segment of the core with the maximum total payment. Nash equilibria of the pay-as-bid mechanism for the market model (1) are also given by the bidder-Pareto-optimal points in the core with respect to the true costs, see [9, Theorem 1].

It is shown that a core-selecting mechanism minimizes the tendencies to deviate from truthful bids, among all other core-selecting mechanisms, if and only if the mechanism chooses a bidder-Pareto-optimal revealed utility allocation [23]. This result follows from the fact that the maximum gain from a deviation from truthful bidding is given by the difference between the VCG payment and the core-selecting one [52]. We call such mechanisms bidder optimal core-selecting (BOCS) mechanisms. From Figure 1, we observe that there are many utility allocations satisfying this property. To obtain a unique outcome, we select the one that minimizes the Euclidean distance to the VCG utilities [25]. For a study on alternative bidder optimal core-selecting payment rules, we refer to [24,53].

We remark that if the VCG outcome lies in the core, then it is the unique bidder-Pareto-optimal point in the core, see our work in [9]. As a result, the VCG and BOCS mechanisms are equivalent under the supermodularity condition. If the supermodularity condition holds, truthful bidding also becomes the dominant-strategy Nash equilibrium of the BOCS mechanism. In Table 2, the comparisons of the BOCS, VCG and pay-as-bid mechanisms are provided.

Table 2: Comparison of the mechanisms for the reverse auction (1) (⋆ stands for Yes if supermodularity holds)

| Property                      | Pay-as-bid | BOCS | VCG |
|-------------------------------|------------|------|-----|
| Incentive-compatibility       | No         | ⋆    | Yes |
| Utilities are in the revealed core | Yes       | Yes  | ⋆  |
| Coalition-proofness           | Yes        | Yes  | ⋆  |

Next, we investigate methods to calculate the BOCS payments. Using our previous results, we first reduce the problem size significantly. However, this calculation may still be computationally infeasible for some instances. To this end, we formulate this problem with an iterative approach, which converges fast in practice.

4.1 Computing payments under the BOCS mechanism

Finding a Pareto-optimal outcome is computationally difficult for auctions involving many bidders, because one needs to solve the reverse auction problem (1) for \( 2^{|L|} \) different subsets to define the core constraints in (10). Furthermore, the reverse auction problem (1) can be NP-hard in some cases. Invoking Lemma 1, we can reduce the number of constraints to \( 2^{|W|} \), which grows exponentially only in the number of winners. We call this approach with the reduced number of core constraints the direct BOCS approach. Here, we formulate this approach for calculating the BOCS payments.

We start by removing the operator from the definition. By invoking Lemma 1 we keep only the constraints corresponding to the subsets of the winners. As a result, we have that \( \bar{u} \in \text{Core}(B) \), if
and only if $\bar{u}_0 = -J(B) - \sum_{l \in L} \bar{u}_l$ and $\bar{u}_0$ lies in
\[
\mathcal{K}(B) = \left\{ \bar{u}_0 \in \mathbb{R}^{|L|} \mid \sum_{l \in K} \bar{u}_l \leq J(B - K) - J(B), \forall K \subseteq W \right\}.
\] (11)

As we already discussed, there can be multiple bidder-Pareto-optimal core points. We first maximize the sum of the revealed utilities of the bidders, since such revealed utilities are bidder-Pareto-optimal, and they are also known to minimize the sum of maximum profits of all bidders by a deviation from truthful bidding [52]. We can also argue that adopting a total payment maximizing core-selecting mechanism promotes fairness since it is in the combined best interest of the bidders. Consequently, BOCS mechanisms maximize the revealed utility of bidders, as follows:

\[
\nu = \max_{\bar{u}_0 \in \mathcal{K}(B)} \mathbf{1}^T \bar{u}_0.
\] (12)

From Figure 1, we observe that the solution $\bar{u}_0^*$ to (12) may not be unique since there are many bidder-Pareto-optimal utility maximizing allocations. From this set, we select the point that minimizes the Euclidean distance to the VCG outcome,

\[
\bar{u}_{\text{BOCS}}^0 = \arg \min_{\bar{u}_0 \in \mathcal{K}(B)} \| \bar{u}_0 - \bar{u}_{\text{VCG}}^0 \|^2_2,
\] (13)

where $\bar{u}_{\text{VCG}}^l = J(B - l) - J(B)$, for all $l \in L$. A winning bidder gets the payment $p_l^{\text{BOCS}}(B) = b_l(x_l^0(B)) + \bar{u}_{\text{BOCS}}^l$. Taking the VCG revealed utilities as a reference rule is intuitive and one can choose another utility maximizing allocation by studying the market properties and its participants [25].

Unfortunately, this approach may still not be a computationally feasible one since there can be many winners to the reverse auction (1). Therefore, we study iterative approaches where core constraints are generated on demand.

### 4.2 Iterative approach via core constraint generation

Because the number of the core constraints in (11) increases exponentially with the number of winners, we may not be able to enumerate all the core constraints for the reverse auction in (1). Hence, the BOCS payments could be hard to calculate. As suggested in [52], the state of the art approach for calculating a core outcome is to use constraint generation and in practice, this algorithm requires the generation of only several core constraints. The method was initially used in the 1950s in order to solve linear programs that have too many constraints [54]. Instead of directly solving the large problem, one solves a primary problem with only a subset of its original constraints. From this primary solution, one can formulate a secondary problem that adds another constraint to the first step. The algorithm iterates between these two problems and converges to the optimal solution of the large problem.

Next, we formulate the core constraint generation algorithm to calculate the BOCS payments for the reverse auction (1). Previously, this constraint generation method was only formulated for forward combinatorial auctions [52]. We take into account the conceptual differences of our reverse auction model in (1).

Bidders’ revealed utilities at the first step of our algorithm are given by $\bar{u}_0^0 = \bar{u}_{\text{VCG}}$, where $\bar{u}_{\text{VCG}}$ is the revealed utilities of the VCG mechanism. Convergence of the algorithm does not require this choice. However, this choice is intuitive since $\bar{u}_{\text{VCG}}$ is the solution to (13) if the VCG outcome lies in the core.
As an iterative method, at each step $k$, we find the blocking coalition that has the largest violation for the revealed utility allocation $\bar{u}^k_{-0}$. If a blocking coalition exists, the coalition with the largest violation for the revealed utility allocation $\bar{u}^k_{-0}$ is given by

$$C^k = \arg \min_{C \subseteq L} J(B_C) + \sum_{l \in C} \bar{u}^k_l. \tag{14}$$

This follows from the constraints in $\text{Core}(B)$ in (10). Let $W$ be the set of winners. It is straightforward to see that the existence of this blocking coalition $C^k$ is equivalent to the violation of the constraint $\sum_{l \in W \setminus C^k} \bar{u}^k_l \leq J(B_{L \setminus \{W \setminus C^k\}}) - J(B)$ from the set in (11). This follows from the equivalent characterization of the core in Lemma 1. We call the set $W \setminus C^k$ the blocked winners, and the problem (14) generates the core constraint on the revealed utilities of this set of bidders.

Next, we reformulate the problem in (14) using inflated bids. Given a revealed utility allocation $\bar{u}^k_{-0} \in \mathbb{R}^{|L|}_+$, we define the central operator’s objective at step $k$ as

$$\bar{J}^k(x, y; B) = \sum_{l \in L} b^k_l(x_l) + d(x, y),$$

where the inflated bid $b^k_l(x_l) \in \mathbb{R}_+$ is given by

$$b^k_l(x_l) = \begin{cases} 0, & x_l = 0 \\ b_l(x_l) + \bar{u}^k_l, & \text{otherwise}. \end{cases}$$

Note that even if the bid $b_l$ is a convex bid curve, the inflated bid $b^k_l$ is not convex if $\bar{u}^k_l \neq 0$, because of the discontinuity at 0. As a remark, the discontinuity at 0 can be described by binary variables. Then, the optimization problem (14) for finding the blocking coalition with the largest violation is reformulated as follows

$$z(\bar{u}^k_{-0}) = \min_{x, y} \bar{J}^k(x, y; B) \text{ s.t. } g(x, y) \leq 0,$$

$$x^*(\bar{u}^k_{-0}) = \arg \min_x \left\{ \min_{y : g(x, y) \leq 0} \bar{J}^k(x, y; B) \right\}, \tag{15}$$

$$C^k = \{ l \in L \mid x^*_l(\bar{u}^k_{-0}) \neq 0 \},$$

where $C^k$ is the blocking coalition with the largest violation for the revealed utility allocation $\bar{u}^k_{-0}$. Notice that the problem (15) essentially solves the reverse auction where winners’ bids are inflated by their revealed utilities from the earlier step.

After obtaining the blocking coalition and the corresponding central operator cost $z(\bar{u}^k_{-0})$, we solve the following two problems to obtain another candidate for a BOCS revealed utility allocation. First, we take the subset of revealed utilities that are maximizing the total utility of bidders as follows

$$\nu^k = \max_{\bar{u}_{-0} \in \mathbb{R}^{|L|}_+} 1^T \bar{u}_{-0} \text{ s.t. } \sum_{l \in W \setminus C^t} \bar{u}_l \leq J(B_{L \setminus \{W \setminus C^t\}}) - J(B), \forall t \leq k, \tag{16}$$

\[\bar{u}_{-0} \leq \bar{u}_{-0}^\text{VCG},\]

\[8\text{We remark that the coalition } C \text{ is a blocking coalition if } J(B_C) + \sum_{l \in C} \bar{u}_l < -\bar{u}_0, \text{ see the constraints in (10).}\]
where \( J(\mathcal{B}_{L \setminus \{W \setminus C^t\}}) = z(\bar{u}_t^0) - \sum_{l \in W \setminus C^t} \bar{a}_l^t \). We highlight that this term, \( J(\mathcal{B}_{L \setminus \{W \setminus C^t\}}) \), does not require any further solution to the reverse auction problem. Moreover, the last constraint in (16) follows from the core constraints since the VCG outcome is the maximal revealed utility in the core for every bidder \([9]\). As a result, it is straightforward to see that the problem (16) essentially solves the problem (12) with only a subset of its original constraints. Then, we determine a new candidate for the bidders’ revealed utilities, \( \bar{u}_{k+1}^0 \), as the solution to the following quadratic program:

\[
\bar{u}_{k+1}^0 = \arg \min_{\bar{u}_0 \in \mathbb{R}^{L \setminus W}} \left\| \bar{u}_0 - \bar{u}_0^{\text{VCG}} \right\|^2_2
\]

s.t.
\[
\sum_{l \in W \setminus C^t} \bar{u}_l \leq J(\mathcal{B}_{L \setminus \{W \setminus C^t\}}) - J(\mathcal{B}), \forall t \leq k,
\]
\[
\bar{u}_0 \leq \bar{u}_0^{\text{VCG}}, \quad 1^\top \bar{u}_0 = \nu^k.
\]

(17)

The entire process for determining the bidder optimal core-selecting payment is summarized in Algorithm 1.

Algorithm 1 Core Constraint Generation (CCG) Algorithm

Initialize: Solve the optimization problem (1). Calculate the VCG utilities and set \( \bar{u}^0 = \bar{u}^{\text{VCG}} \) and \( k = 0 \).

1: Solve the optimization problem (15).
2: while \( W \setminus C^k \neq \emptyset \) do
3: Obtain \( \bar{u}_{k+1}^0 \) by solving (16) and then (17).
4: Update \( k = k + 1 \).
5: Solve the optimization problem (15).
6: end while
7: return \( \bar{u}_{k+1}^0 \).

Algorithm 1 converges to the solution of the optimization problem (13) for the BOCS mechanism. We refer to [52, Theorem 4.2] for the proof of convergence of this algorithm. We note that this algorithm may still require the generation of all possible core constraints, which is equivalent to solving the problem (15) \( 2^{|W|} \) times. In practice, even when there are many winners, the algorithm requires the generation of only several core constraints. Using this approach, we can significantly reduce the number of solutions needed for the optimization problem (1) in order to calculate the BOCS payments.

5 Numerical Results

Our goal is to compare the effectiveness of the proposed mechanisms and methods based on electricity market data. Towards this we consider the pay-as-bid, the LMP, the BOCS, and the VCG mechanisms. First, we consider an optimal power dispatch problem with a four-node three-generator network and show that the VCG outcomes are not coalition-proof. Then, we illustrate the coalition-proof outcomes obtained by the BOCS mechanism. Second, we consider the IEEE test systems. We compare the total payment under the LMP, the BOCS, and the VCG mechanisms. We verify that the VCG outcomes are in the core for the considered instances. Then, with small modifications to the line limits, we show that the VCG outcomes do not necessarily lie in the core for these test systems as well. Finally, we study the two-stage Swiss reserve procurement auction [6]. We show
that the VCG outcomes are not in the core, hence shill bidding and collusion can be profitable for the bidders.

In order to illustrate the applicability of the BOCS mechanism, we provide the wall-clock time for the computations performed using our setup. We solve all optimization problems with GUROBI [55], called through MATLAB via YALMIP [56], on a computer equipped with a 32 GB RAM and a 4.0 GHz quad-core Intel i7 processor.

5.1 Four-node three-generator network model

We consider a dispatch problem with polytopic DC power flow constraints in Figure 3 based on the models considered in [10]. Cost curves are quadratic polynomials. All lines have the same susceptance. In Figure 3, line limit from node $i$ to node $j$ is denoted by $C_{i,j} = C_{j,i} \in \mathbb{R}_+$. Under the VCG mechanism, payments and utilities are given in the first column of Table 3. Suppose via coalition bidders 1 and 2 change their bids to $b_l(x) = 0$ for all $x \in \mathbb{R}_+$. Then, bidders 1 and 2 are the only winners of the dispatch problem and their payments and utilities are given in the second column of Table 3. Collusion is profitable and the total payment of the operator increases from $\$260$ to $\$280$.

![Figure 3: Four-node three-generator network](image)

Table 3: The VCG outcomes for the network model ($\$, MWh)

|         | Truthful Bidding | Collusion (1, 2) |
|---------|------------------|------------------|
|         | payment (utility) | payment (utility) |
| Bidder 1| 0 (0)            | 0                |
| Bidder 2| 0 (0)            | 140 (10)         |
| Bidder 3| 260 (120)        | 20               |

Next, we consider the BOCS mechanism. Under the BOCS mechanism, payments and utilities are given in the first column of Table 4. Suppose, via coalition, bidders 1 and 2 change their bids
to \( b_i(x) = 0 \) for all \( x \in \mathbb{R}_+^d \). Then, bidders 1 and 2 are the only winners of the dispatch problem and their payments and utilities are given in the second column of Table 4. We observe that the collective utility of bidders 1 and 2 reduces to \(-$120\). Hence, in this case, collusion is not profitable for bidders 1 and 2. Furthermore, after the collusion, the total payment of the operator also reduces from $260 to $140. This example shows that the core-selecting mechanisms can eliminate collusion of the losing bidders.

### Table 4: The BOCS outcomes for the network model ($, MWh)

| Bidder     | Truthful Bidding | Collusion (1, 2) |
|------------|------------------|------------------|
| Payment    | Utility          | Payment         |
| Bidder 1   | 0 (0)            | 70 (−60)        |
| Bidder 2   | 0 (0)            | 70 (−60)        |
| Bidder 3   | 260 (120)        | 20 (0)          |

5.2 IEEE test systems with DC power flow models

The following simulations are based on the IEEE test systems with polytopic DC power flow constraints adopting the models considered in [10].

#### 5.2.1 14-bus, 30-bus and 118-bus test systems

We consider the IEEE 14-bus [57], 30-bus [58, 59] and 118-bus test systems [57]. We assume all bidders are truthful and the true cost curves are convex quadratic polynomials, provided in the references. In practice, truthfulness can only hold under the VCG mechanism since it is dominant-strategy incentive-compatible. The corresponding total payments of the mechanisms are shown in Table 5. All the mechanisms lead to the same winner allocation as expected.

### Table 5: Total payments of the IEEE test systems

| Mechanism | 14-bus | 30-bus | 118-bus |
|-----------|--------|--------|---------|
| Pay-as-bid| $7642.6| $565.2 | $125947.8|
| LMP       | $10105.1| $716.9 | $167055.8|
| BOCS      | $10513.4| $746.4 | $169300.4|
| VCG       | $10513.4| $746.4 | $169300.4|

For all three test systems, we observe that the VCG mechanism has a slightly larger total payment than the LMP mechanism. Moreover, the VCG payment of every bidder is larger than its LMP payment. For the DC power flow models with increasing convex bids, this result was proven in [15, Theorem 2].

Another observation is that the VCG outcomes are in the core for all systems. Next, we provide an explanation for each system. 14-bus and 118-bus systems do not have any line limits, hence, they have the form of (8). Invoking Theorem 4 we conclude that supermodularity condition holds. Despite the fact that 30-bus system has line limits, the VCG outcome is in the core. This result can be explained in two ways. First, none of the line limit constraints are tight. Second, we observe
that removing two bidders can yield to an infeasible problem, similar to Proposition 1. These test systems are specialized instances and they do not necessarily conclude that the VCG mechanism is coalition-proof for the DC power flow models. We examine this shortcoming of the VCG mechanism in our next simulation.

Computation times are provided only for the 118-bus case, because the other problems are trivially small. For this electricity market, the direct BOCS approach is not computationally feasible, because there are 19 winners out of 54 bidders and the optimal cost calculation takes 451 milliseconds. This approach would require 66 hours. Computation times for the VCG mechanism and the CCG algorithm are 24.8 and 31.4 seconds respectively. After the VCG mechanism, the CCG algorithm converges only in a single iteration. This iteration takes 6.6 seconds, because it involves binary variables whereas the optimal cost calculation for the market model does not.

5.2.2 Effect of line limits

We consider the IEEE 14-bus test system, with a line limit on lines exiting node 1, connecting node 1 to nodes 2 and 5. We set this line limit to be 10 MW. We again assume all bidders are truthful. The corresponding total payments of the mechanisms are shown in Table 6.

| Mechanism | 14-bus with line limits |
|-----------|-------------------------|
| Pay-as-bid | $9715.2 |
| LMP       | $10361.0 |
| BOCS      | $11220.1 |
| VCG       | $11432.1 |

We observe that the VCG outcome does not lie in the core. Line limits are tight and the problem does not have the form of \( \text{(8)} \). Hence, shill bidding and collusion can be profitable for bidders. Moreover, we observe that the BOCS mechanism yields a larger total payment than the LMP mechanism. We underline that this does not necessarily hold for the payment of a single bidder, because the BOCS payment depends on the Pareto-optimal point chosen. For some bidders, the BOCS payment can be equal to the pay-as-bid payment (which is smaller than the LMP payment), whereas for some others it can be equal to the VCG payment (which is larger than the LMP payment).

With this result, we also reiterate that convex bid curves are not enough to ensure that the VCG outcomes are in the core. Similar results can be obtained for 118-bus test system by fixing 50 MW limits on two lines, one connecting nodes 5 and 6, another connecting nodes 9 and 10.

For the 14-bus example, computation times for the VCG mechanism and the CCG algorithm are 3.6 and 8.2 seconds respectively. After the VCG mechanism, the CCG algorithm converges in 4 iterations.

5.3 Swiss reserve procurement auctions

The following simulations are based on the bids placed in the 46th weekly Swiss reserve procurement auction of 2014 [6]. The reverse auction involves 21 power plants bidding for secondary reserves, 25 for positive tertiary and 21 for negative tertiary reserves. There are complex constraints arising from nonlinear cumulative distribution functions. The constraints imply that the deficit of reserves
cannot occur with a probability higher than 0.2%. Moreover, the constraints include coupling between first and second stage decision variables corresponding to the weekly and daily reserve auctions. The corresponding total payments and procured MWs of the pay-as-bid mechanism, the BOCS mechanism, and the VCG mechanism are shown in Table 7.

Table 7: Total payments of the two stage auction

| Type               | SR     | PTR     | NTR     |
|--------------------|--------|---------|---------|
| Procured MWs       | 499 MW | 100 MW  | 114 MW  |
| Total Pay-as-bid payment | 2.293 million CHF |
| Total BOCS payment   | 2.437 million CHF |
| Total VCG payment    | 2.529 million CHF |

While the VCG payment rule yields the highest total payment, the BOCS yields the second highest. Note that the bids from the power plants are not marginally nondecreasing for all quantities and the constraints are nonstandard. Hence, the supermodularity condition does not hold and we observe that the VCG outcome does not lie in the core. Consequently, shill bidding and collusion are profitable for bidders under the VCG mechanism.

For this electricity market, the direct BOCS approach is not computationally feasible, because there are 28 winners and the optimal cost calculation takes 8 seconds. This approach would require 68 years. Computation times for the VCG mechanism and the CCG algorithm are 580.6 and 659.2 seconds respectively. After the VCG mechanism, the CCG algorithm converges in 4 iterations.

6 Conclusion

We introduced a constrained optimization problem to model reverse auctions that may involve continuous values of different types of goods, general nonconvex constraints, and second stage costs. We discussed the game theoretic analysis of these reverse auction mechanisms under different payment rules. We first showed that the VCG mechanism results in a dominant-strategy incentive-compatible Nash equilibrium. Through examples, we then showed that this mechanism suffers from collusion and shill bidding. Motivated by this problem, we derived three different conditions under which collusion and shill bidding are not profitable, and hence the VCG mechanism is coalition-proof. Since these conditions are restrictive and they may not capture the constrained optimization problem under consideration, we investigated the closest we can achieve to the property of incentive-compatibility under a coalition-proof mechanism. To this end, we formulated the bidder optimal core-selecting mechanism. By removing incentives for manipulations, we expect the bidding process to be simplified, and this can help promote participation in the market. Finally, we verified our results in several case studies based on electricity market data.

As a future work, we will explore learning Nash equilibria in such markets to model the behavior of the bidders in a repeated setting. As an extension, we will consider budget balance in double-sided auctions. Also, we will address the issue of pricing intermittent generation.
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A  Proof of Theorem \[1\]

Proof (i) We distinguish between bidder \( l \) placing a generic bid \( B_l = b_l \) and bidding truthfully \( C_l = c_l \). For the set of bids \( B \), the utility of bidder \( l \) is given by:

\[
u_l(B) = h(B_{-l}) - \left( \sum_{k \neq l} b_k(x_k^*(B)) + c_l(x_l^*(B)) + d(x_l^*(B), y(S)) \right),\]

where the term in brackets is the cost \( J \) of \( \hat{C} = (C_l, B_{-l}) \) but evaluated at \((x^*(B), y^*(B))\), see \[1\].

For \( \hat{C} \) note that \( u_l(\hat{C}) = h(B_{-l}) - J(\hat{C}) \). Therefore, bidding truthfully is a best response strategy, regardless of other bidders’ strategies \( B_{-l} \).

(ii) By the definition of VCG payment rule and incentive-compatibility, we have \( p_l(C) = u_l(C) + c_l(x_l^*(C)) \) where \( C = \{c_l\}_{l \in L} \). We then have: \( u_0(C) = - \sum_{l \in L} c_l(x_l^*(C)) - d(x^*(C), y^*(C)) - \sum_{l \in L} u_l(C) \).

The sum of utilities, \( \sum_{l=0}^{\mid L \mid} u_l(C) = - \sum_{l \in L} c_l(x_l^*(C)) - d(x^*(C), y^*(C)) \) is maximized since \((x^*(C), y^*(C))\) is the minimizer to the optimization problem \[1\] under true costs.

(iii) Nonnegative payments can be verified substituting Clarke pivot rule for \( h(B_{-l}) \):

\[
p_l(B) = b_l(x_l^*(B)) + (J(B_{-l}) - J(B)) \geq 0,
\]

for all set of bids \( B \). For individual rationality, assume bidders are not bidding less than their true costs, that is, \( b_l(x) \geq c_l(x) \), \( \forall x \in \mathbb{R}^L_+ \). We have

\[
u_l(B) = b_l(x_l^*(B)) - c_l(x_l^*(B)) + J(B_{-l}) - J(B) \geq 0,
\]

for all set of bids \( B \).

B  Proof of Lemma \[1\]

Proof The utility allocation \( u \) is unblocked by every \( S \subseteq L \) if and only if

\[
-J(C_S) \leq \sum_{l \in S} u_l + u_0 = \sum_{l \in S} u_l - \sum_{l \in \mathbb{W}} u_l - J(C), \ \forall S \subseteq L,
\]

since the losing bidders are not allocated and they obtain zero payment. Thus, the core can equivalently be parametrized as

\[
\sum_{l \in \mathbb{W} \setminus S} u_l \leq J(C_S) - J(C), \ \forall S \subseteq L.
\]

Moreover, fixing the set \( K = \mathbb{W} \setminus S \), the dominant constraints are those corresponding to minimal \( J(C_S) \), in particular, when we have \( S = L \setminus K \) (this being maximal set with \( K \) not taking part in the coalition \( S \)).
C Proof of Theorem 2

Proof We prove that supermodularity is sufficient for \( u_{VCG} \) to lie in the core, \( \text{Core}(C_R) \), for all \( R \subseteq L \). Notice that we have \( u_{VCG}^l = J(C_{R \setminus \{i\}}) - J(C_R) \), we drop the dependence on \( R \) for the sake of simplicity in notation. We recall Lemma 1. Hence, we need to show that

\[
\sum_{l \in K} u_l \leq J(C_{R \setminus K}) - J(C_R), \quad \forall K \subseteq W. \tag{18}
\]

Let \( K = \{l_1, \ldots, l_k\} \). Notice that, by supermodularity, \( J(C_{R \setminus l_k}) - J(C_R) \leq J(C_{R \setminus \{l_{k+1}, \ldots, l_k\}}) - J(C_{R \setminus \{l_{k+1}, \ldots, l_k\}}) \). Thus

\[
\sum_{l \in K} u_l VCG = \sum_{\kappa=1}^{k} J(C_{R \setminus l_\kappa}) - J(C_R) \leq \sum_{\kappa=1}^{k} J(C_{R \setminus \{l_{\kappa+1}, \ldots, l_k\}}) - J(C_{R \setminus \{l_{\kappa+1}, \ldots, l_k\}}) = J(C_{R \setminus K}) - J(C_R).
\]

The last equality holds by a telescoping sum. Thus, we see that \((18)\) holds and so, by Lemma 1, the VCG outcome belongs to the core. The same argument can be repeated to obtain core VCG outcomes for any set of participating auction bidders \( R \subseteq L \) and for any profile \( C \).

To prove that supermodularity is also necessary for outcomes to lie in the core, we proceed by contradiction. Suppose that the supermodularity condition does not hold for a bidder \( l \). Then, there exist sets \( S \subseteq R \) where \( J(C_{R \setminus l}) - J(C_R) > J(C_{S \setminus l}) - J(C_S) \). We may, without loss of generality, choose \( R = S \cup \{i\} \) for some \( i \). To see this, take \( S^0 = S \) and \( S^k = S^{k-1} \cup \{l_k\} \) with \( S^k = R \), then,

\[
\sum_{\kappa=1}^{k} J(C_{S^\kappa \setminus l}) - J(C_{S^\kappa-1 \setminus l}) = J(C_{R \setminus l}) - J(C_{S \setminus l}) > J(C_R) - J(C_S) = \sum_{\kappa=1}^{k} J(C_{S^\kappa}) - J(C_{S^\kappa-1}).
\]

The strict inequality above must hold for one of the summands \( J(C_{S^\kappa \setminus l}) - J(C_{S^\kappa-1 \setminus l}) > J(C_{S^\kappa}) - J(C_{S^\kappa-1}) \). So we may consider sets \( S \subseteq R \) that differ by one bidder, say \( i \). Thus, by this observation, we have \( J(C_{R \setminus l}) - J(C_R) > J(C_{S \setminus l}) - J(C_S) = J(C_{R \setminus \{i\}}) - J(C_{R \setminus \{i\}}) \) for \( i \in R \setminus S \). Further, after rearranging the above inequality we obtain

\[
J(C_{R \setminus l}) - J(C_R) > J(C_{R \setminus \{i,l\}}) - J(C_{R \setminus l}) \geq 0. \tag{19}
\]

That is, both bidder \( i \) and \( l \) are winners of the VCG auction with bidders \( R \). Considering the auction with the set of bidders \( R \) and with \( i, l \in W \), and \( K = \{i, l\} \), we have:

\[
\sum_{l' \in K} u_{l'} VCG = \sum_{l' \in K} J(C_{R \setminus l'}) - J(C_R) = J(C_{R \setminus \{i\}}) - J(C_R) + J(C_{R \setminus l}) - J(C_R) > J(C_{R \setminus \{i,l\}}) - J(C_{R \setminus \{i\}}) + J(C_{R \setminus l}) - J(C_R) = J(C_{R \setminus K}) - J(C_R),
\]

where in the inequality above we apply \((19)\). Thus, given Lemma 1, \((18)\) does not hold, consequently, \( u_{VCG} \notin \text{Core}(C_R) \). Thus the outcome of the VCG mechanism is not in the core for the subset of bidders \( R \subseteq L \).
D Proof of Theorem 3

Proof (i) Let $K$ be a set of colluders who would lose the auction when bidding their true values $C_K = \{c_l\}_{l \in K}$, when bidding $B_K = \{b_l\}_{l \in K}$ they become winners, that is, they are all allocated a positive quantity. We define $C = (C_K, C_{-K})$ and $B = (B_K, C_{-K})$ where $C_{-K} = \{c_l\}_{l \notin K}$ denotes the bidding profile of the remaining bidders. As a remark, the profile $C_{-K}$ is not necessarily a truthful profile. The VCG utility that each player $l$ in $K$ receives under $B$ is

$$u_l^{VCG}(B) \leq u_l^{VCG}(B_{-l}, C_l) = J(B_{-l}) - J(B_{-l}, C_l) \leq J(C_{-K}) - J(C_{-K}, C_l) = J(C_{-l}) - J(C) = u_l^{VCG}(C) = 0,$$

where the first inequality follows from the dominant-strategy incentive-compatibility of the VCG mechanism. The first equality comes from the definition of the VCG mechanism and the second inequality applies the supermodularity of the function $J$. The next equality comes from the fact that the set $K$ originally was a group of losers.

So we see that, for all $l \in K$, the utility $u_l^{VCG}(B)$ is upper bounded by the utility that bidder $l$ would receive if every colluder was bidding truthfully. However, by the initial assumption, these bidders were losers while bidding truthfully, and hence $u_l^{VCG}(C) = 0$, for all $l \in K$. Thus there is no benefit for losers from colluding by jointly deviating from their truthful bids.

(ii) Similar to part (i), define $C = (C_{-l}, C_l)$. The profile $C_{-l}$ is not necessarily a truthful profile. Shill bids of bidder $l$ are given by $B_S = \{b_k\}_{k \in S}$. We define a merged bid $\tilde{B}_l$ as

$$\tilde{b}_l(x_l) = \min_{x_k \in \mathbb{R}^{x_l}_+, \forall k \in S} \sum_{k \in S} b_k(x_k) \text{ s.t. } \sum_{k \in S} x_k = x_l.$$

We then define $\tilde{B} = (C_{-l}, \tilde{B}_l)$. The VCG utility from shill bidding under $B = (C_{-l}, B_S)$, $\sum_{k \in S} u_k^{VCG}(B)$, is given by

$$= \sum_{k \in S} [J(B_{-k}) - J(B)] + b_k(x^*_k(B))] - c_l(\sum_{k \in S} x^*_k(B)) \leq [J(B_{-S}) - J(B)] + \sum_{k \in S} b_k(x^*_k(B))] - c_l(\sum_{k \in S} x^*_k(B)) = [J(C_{-l}) - J(\tilde{B})] + \tilde{b}_l(\sum_{k \in S} x^*_k(B))] - c_l(\sum_{k \in S} x^*_k(B)) = u_l^{VCG}(\tilde{B}) \leq u_l^{VCG}(C)$$

The first inequality follows from the supermodularity of $J$. The second equality holds since we have $J(\tilde{B}) = J(B)$. This follows from the definition of the merged bid and the following implication. Since the goods of the same type are fungible for the central operator, the functions $q$ and $d$ in fact depend on $\sum_{l \in L} x_l$. The third equality follows from the definition of VCG utility. The second inequality is the dominant-strategy incentive-compatibility of the VCG mechanism. Therefore, the total VCG utility that $l$ receives from shill bidding is upper bounded by the utility that $l$ would receive by bidding truthfully as a single bidder. Making use of shills, hence, is not profitable. \[\blacksquare\]
E Proof of Theorem 4

To prove Theorem 4, the following lemma is needed.

**Lemma 2** Under the market model, for an auction with bidders $S$ and $R = S \cup \{j\}$ with corresponding allocations $x$ and $x'$, marginally increasing costs imply that $\forall l \in S$, $x'_l \leq x_l$.

**Proof** The proof follows by contradiction. That is, we will show that when $x'$ is such that $x'_l > x_l$, for some $l \in S$, then $x'$ can be modified to provide a lower cost via the allocation $q$ for bidders $S$ (thus contradicting optimality of $x$). First, we notice that since bids are equally spaced by the amount $m$ and with marginally increasing cost, $\sum_{l \in S} x_l = \sum_{l \in R} x'_l = M$ holds. Now, in order to procure exactly $M$ amount from bidders $R$, some bidders’ allocations must decrease, that is, the set $K = \{l \in S | x'_l < x_l\}$ is nonempty. Consider a feasible allocation $q'$ for the auction with bidders $R$ where the amount $M$ is being procured and

$$q'_l = \begin{cases} x'_j, & \text{for } l = j, \\ x_l, & \text{for } l \in S \setminus K, \\ q_l', & \text{for } l \in K \text{ where } x'_l \leq q'_l \leq x_l. \end{cases}$$

So, $q'$ is constructed from $x'$ by transferring the amount $m' = \sum_{l \in S \setminus K} x'_l - x_l$ from bidders in $S \setminus K$ to bidders in $K$. In doing so, the inequality $x'_l \leq q'_l \leq x_l$ can be maintained:

$$m' \leq \sum_{l \in K} (x_l - x'_l).$$

The above inequality holds because when summing over $l \in S$, $x_l$’s sum to $M$ and $x'_l$’s sum to $M - x_j$.

Since $x'$ is optimal for bidders $R$ and $q'$ is not:

$$J(C_R) = c_j(x'_j) + \sum_{l \in S \setminus K} c_l(x'_l) + \sum_{l \in K} c_l(q'_l) \leq c_j(x'_j) + \sum_{l \in S \setminus K} c_l(x_l) + \sum_{l \in K} c_l(q_l) = \tilde{J}(q'),$$

(20)

where we used $\tilde{J}(q')$ as a short-hand notation for the cost corresponding to choosing the allocation $q'$ under truthful bidding.

Now, we use the marginally increasing notation for the cost corresponding to replacing the summations over $K$ in (20). In particular, define $q = (q_l : l \in S)$ so that

$$q_l := x_l + (x'_l - q'_l) = \begin{cases} x'_l, & \text{for } l \in S \setminus K, \\ x_l + x'_l - q'_l & \text{for } l \in K. \end{cases}$$

Note that $q$ is feasible since $x'$ and $q'$ have the same sum over $S$ (and thus cancel) and $x_l$ is feasible. Further, since $(q_l - x_l) = (x'_l - q'_l)$,

$$\sum_{l \in K} c_l(q_l) - c_l(x'_l) < \sum_{l \in K} c_l(x_l) - c_l(q'_l).$$

(21)

Adding (21) to both side of (20) (and canceling $c_j(x'_j)$) gives

$$\tilde{J}(q) = \sum_{l \in S \setminus K} c_l(x'_l) + \sum_{l \in K} c_l(q_l)$$
\[
\sum_{l \in S \setminus K} c_l(x_l) + \sum_{l \in K} c_l(x_l) = J(C_S),
\]

which contradicts the optimality of \(x\).

\begin{proof}
We prove that \(J\) is supermodular. We adopt the same notation used in Lemma 2 and we identify with \(W \subseteq S\) the set of winners. For each \(l \notin W\), we have by definition \(x_l = 0\). Thus \(0 = J(C_{S \setminus \{l\}}) - J(C_S)\), (since the optimal solution is unchanged when \(l\) is removed from \(S\)). By Lemma 2, \(x'_l = 0\) and so \(0 = J(C_{R \setminus \{l\}}) - J(C_R)\) also. Thus, supermodularity holds for \(l \notin W\).

For each winning bidder \(w \in W\), denote \(u_w^{VCG}(C_S) = J(C_{S \setminus w}) - J(C_S)\). Adopting the same notation of Lemma 2, we can indicate it as:

\[
u_w^{VCG}(C_S) := -c_w(x_w) + \sum_{l \in S \setminus w} \left( c_l(q_l) - c_l(x_l) \right),
\]

where \(q_l\) are the optimal allocations of each \(l \in S \setminus w\), when \(w\) exits the auction. By Lemma 2, \(q_l \geq x_l\). Similarly, after bidder \(i\) enters the auction, \(u_w^{VCG}(C_R) = J(C_{R \setminus w}) - J(C_R)\). That is,

\[
u_w^{VCG}(C_R) := -c_w(x'_w) + \sum_{l \in S \setminus w} \left( c_l(q'_l) - c_l(x'_l) \right) + c_i(q'_i) - c_i(x' _i),
\]

where \(q'_l\) are the amounts accepted from \(l \in R \setminus w\) when \(w\) exits the new auction. By Lemma 2 we again have \(q'_l \geq x'_l\).

Notice that so far we applied Lemma 2 to justify the increase of the accepted amounts, first, from each \(l \in S \setminus w\) and now from \(l \in R \setminus w\), due to the exit of \(w\) from the auctions. We can apply Lemma 2 again and affirm that \(x'_l \leq x_l\) \(\forall l \in S\), and in particular \(x'_w \leq x_w\), because of the entrance of \(i\).

We now find suitable lower and upper bounds to ensure inequality \(u_w^{VCG}(C_R) \leq u_w^{VCG}(C_S)\). First, note that \(J(C_S) = \sum_{l \in S \setminus w} c_l(x_l) + c_w(x_w) \leq \sum_{l \in S \setminus w} c_l(q_l) + c_w(x'_w)\), where \(q_l\)'s are from the cheapest allocation to procure the amount \((M - x'_w)\) among \(S \setminus w\). By Lemma 2, we have \(q_l \geq q_l \geq x_l\) \(\forall l \in S \setminus w\), since \(x_l\)'s sum to \((M - x'_w)\) (due to \(x'_w \leq x_w\)), and \(q_l\)'s sum to \(M\). Moreover, since every \(c_l\) is marginally increasing, \(q_l\)'s are such that \(\sum_{l \in S \setminus w} (q_l - q_l) = x'_w\), because exactly the amount \(M\) is purchased. Using the above suboptimal allocation, we have a lower bound for \(u_w^{VCG}(C_S)\):

\[
u_w^{VCG}(C_S) \geq \sum_{l \in S \setminus w} \left( c_l(q_l) - c_l(x_l) \right) - c_w(x'_w).
\]

Defining now \(\delta_l = (q_l - q_l)\) \(\forall l \in S \setminus w\) we must have \(\sum_{l \in S \setminus w} \delta_l = x'_w\) and \(J(C_{R \setminus w}) = \sum_{l \in S \setminus w} c_l(q'_l) + c_i(q'_i) \leq \sum_{l \in S \setminus w} c_l(x'_l + \delta_l) + c_i(x'_i)\), since the right hand side is a feasible cost to procure the amount \(M\) among the bidders \(\{S, i\} \setminus w\). Indeed, \(\sum_{l \in S} x'_l + x'_i = M\) and \(\sum_{l \in S \setminus w} \delta_l = x'_w\). Hence, we have:

\[
u_w^{VCG}(C_R) \leq \sum_{l \in S \setminus w} \left( c_l(x'_l + \delta_l) - c_l(x'_l) \right) + (c_i(x'_i) - c_i(x'_i)) - c_w(x'_w).
\]
Moreover, via marginally increasing costs (also via strictly convex costs), we have:
\[
(c_t(x'_t + \delta_l) - c_t(x'_t)) \leq (c_t(q_l) - c_t(q_t)), \forall l \in S_w,\tag{23}
\]

The above holds because \(\forall l \in S_w, (q_l - q_t) = (x'_t + \delta_l - x'_t) = \delta_l\) and \(x'_t \leq q_l\). In particular, \(x'_t\) are the amounts accepted to procure the amount \((M - x'_w)\) among \(\{S, i\} \setminus w\), while \(q_l\) are those to procure the same amount among \(S_{-w}\). Then, combining equations \((23)\) and \((22)\), we finally obtain
\[
u^{\text{VCG}}_w(C_R) \leq \nu^{\text{VCG}}(C_S).
\]
As a result, we obtain supermodularity and this concludes the proof. ■

F  Proof of Theorem 5

Proof We prove that \(J\) is supermodular. To this end, we reparametrize the problem \([9]\) into another class of optimization problem. We define the function \(f : 2^L \to \mathbb{R}_+\) as follows
\[
f(A) = \max_{\forall T \subseteq \{1, \ldots, t\}, A \supseteq A^T} M(T).
\]

We consider the following optimization problem:
\[
J(C_S) = \min_{x \in \mathbb{R}_+^L} \sum_{l \in S} c_t(x_l)
\text{s.t. } \sum_{l \in A} x_l \geq f(A), \forall A \subseteq L,
\sum_{l \in A} x_l \leq \bar{X}_l, \forall l \in L,
x_l = 0, \forall l \in L \setminus S.\tag{24}
\]

First, notice that \(f(A^T) = M(T)\). Since \(x_l \geq 0, \forall l\), the constraints added by the definition of the function \(f\) are all redundant constraints. Then, these constraints in \((24)\) are feasible, once the constraints in \([9]\) are satisfied. Hence, these problems are equivalent. We also remark that \(f(\emptyset) = 0\) and \(f\) is nondecreasing.

Before we proceed, we need to show that supermodularity of the function \(M\) implies supermodularity of the function \(f\). Suppose \(f(A) = M(T^A)\) and \(f(B) = M(T^B)\) for some \(T^A, T^B\). Then,
\[
f(A) + f(B) = M(T^A) + M(T^B)
\leq M(T^A \cup T^B) + M(T^A \cap T^B)
\leq f(A \cup B) + f(A \cap B).
\]

First inequality follows from supermodularity of the function \(M\). The last inequality holds since these sets are feasible suboptimums for \(f(A \cup B)\) and \(f(A \cap B)\). We conclude that the function \(f\) is supermodular.

Note that, given supermodularity of the function \(f\), the first set of constraints in \((24)\) defines a contra-polymatroid, see \([49, \text{Section 44}]\) for a detailed exposition. This class of problems are important in combinatorial optimization because they can often be solved in polynomial time. For the proof, we extend the work in \([60]\) on replenishment games to reverse auctions over contra-polymatroids and box constraints.

We first show that the constraint \(\sum_{l \in L} x_l = f(L)\) is redundant and can be added to the original constraint set. We denote \(S^c = L \setminus S\) and denote \(x^*\) as the optimal allocation for \((24)\). It can be shown that for every \(x^*_k, k \in S\), there exists a set \(k \in A_k \subseteq L\) such that \(\sum_{l \in A_k} x^*_l = f(A_k)\) is tight.
at the optimal solution. We can prove this via contradiction. Assume, for \( x^*_k, k \in S \), there does not exist a set \( k \in A_k \subseteq L \) such that \( \sum_{l \in A_k} x^*_l \geq f(A_k) \) is tight. Then, one can simply decrease the value of \( x^*_k \) and get a lower objective value. Furthermore, note that any constraint corresponding to \( A \supseteq S^c \) is redundant to \( A \cup S^c \) because \( f \) is nondecreasing and \( x_l = 0 \), for all \( l \in S^c \). Then, this set \( A_k \) has to be a superset of \( S^c \), \( A_k \supseteq S^c \).

Next, we show that if the constraints for \( A \) and \( B \) are tight, so is the constraint for \( A \cup B \).

\[
\begin{align*}
    f(A \cup B) + f(A \cap B) & \geq f(A) + f(B) \\
    & = \sum_{l \in A} x^*_l + \sum_{l \in B} x^*_l \\
    & = \sum_{l \in A \cap B} x^*_l + \sum_{l \in A \cap B} x^*_l \\
    & \geq f(A \cup B) + f(A \cap B).
\end{align*}
\]

Inequality \( 25a \) follows from supermodularity of \( f \), \( f(A \cup B) - f(A) \geq f(B) - f(A \cap B) \). Equality \( 25b \) follows from \( A \) and \( B \) being tight. We arranged the terms in the equality \( 25c \). Inequality \( 25d \) follows from the feasibility of \( x^* \) for the problem in \( 24 \). Then, it is easy to see that \( 25d \) is in fact an equality and we can conclude that \( \sum_{l \in A \cup B} x^*_l = f(A \cup B) \).

Recall that the constraint corresponding to the set \( A_k \supseteq S^c \cup \{l\} \) is tight for \( x^*_l \). Hence, we can conclude that the constraint corresponding to the set \( \bigcup_{l \in S} A_l = L \) is also tight and \( \sum_{l \in L} x^*_l = f(L) \) holds for optimal solution.

Next, we reformulate the first set of constraints in \( 24 \) as follows.

\[
\mathcal{P} = \left\{ x \in \mathbb{R}_+ \mid -f(A) \geq \sum_{l \in A^c} x_l - \sum_{l \in L} x_l, \forall A \subseteq L \right\}. 
\]

Define \( h(A) = -f(A^c) \) where \( h(\emptyset) = -f(L) = -\sum_{l \in L} x_l \) and reorganize the constraint set \( 26 \).

\[
\mathcal{P} = \left\{ x \in \mathbb{R}_+ \mid h(A^c) + \sum_{l \in L} x_l \geq \sum_{l \in A^c} x_l, \forall A \subseteq L \right\}
\]

\[
= \left\{ x \in \mathbb{R}_+ \mid h(A) + \sum_{l \in L} x_l \geq \sum_{l \in A^c} x_l, \forall A \subseteq L \right\}
\]

\[
= \left\{ x \in \mathbb{R}_+ \mid h(A) - h(\emptyset) \geq \sum_{l \in A} x_l, \forall A \subseteq L, h(\emptyset) = -\sum_{l \in L} x_l \right\}. \]

We see that \( k(A) = h(A) - h(\emptyset) \) is a nondecreasing submodular function and it is normalized. In literature, the function \( k \) is called a rank function \([49]\). Note that \( k(S) = h(S) - h(\emptyset) = -g(L \setminus S) + g(L) \). From the feasibility of the problem \( 24 \), we have that \( g(L \setminus S) = 0 \) and \( k(S) = \sum_{l \in L} x_l \).

We reorganize the constraint set and obtain the following:

\[
\mathcal{P} = \left\{ x \in \mathbb{R}_+ \mid \sum_{l \in A} x_l \leq k(A), \forall A \subseteq L, k(S) = \sum_{l \in L} x_l \right\}.
\]

Finally, given that \( k \) is nondecreasing and \( x_l = 0, \forall l \in L \setminus S \), we can show that the constraints corresponding to \( A \supseteq S \) are all redundant upper bounds. Then, we obtain the following

\[
\mathcal{P} = \left\{ x \in \mathbb{R}_+ \mid \sum_{l \in A} x_l \leq k(A), \forall A \subseteq S, k(S) = \sum_{l \in S} x_l \right\}.
\]
The following result is known, and we refer to [61, Theorem 6.1] and [62]. The set \( \mathcal{P} \cap \{ x \mid x_l \leq \bar{x}_l, \forall l \} \) is equivalent to the set,
\[
\mathcal{P}' = \left\{ x \in \mathbb{R}_+ \mid \sum_{l \in A} x_l \leq \bar{f}(A), \forall A \subseteq S, k(S) = \sum_{l \in S} x_l \right\},
\]
where \( \bar{f}(A) = \min_{B \subseteq A} \{ k(A \setminus B) + \sum_{l \in B} \bar{x}_l \} \) and this function is also a rank function [61]. We also assert that \( \bar{f}(S) = k(S) \). To see that:
\[
k(S) = \sum_{l \in S} x_l = \sum_{l \in S \setminus B} x_l + \sum_{l \in B} x_l \leq k(S \setminus B) + \sum_{l \in B} \bar{x}_l, \forall B \subseteq S,
\]
hence, \( \bar{f}(S) = \min_{B \subseteq S} \{ k(S \setminus B) + \sum_{l \in B} \bar{x}_l \} = k(S) \). Finally, we obtain the following
\[
-J(C_S) = \max_{x_l \in \mathbb{R}_+, \forall l \in S} \sum_{l \in S} -c_l(x_l)
\]
s.t. \( \sum_{l \in A} x_l \leq \bar{f}(A), \forall A \subseteq S, \)
\[
\sum_{l \in S} x_l = \bar{f}(S). \tag{27}
\]

The first set of constraints in (27) defines a polymatroid, see [49, Section 44]. In [60, Theorem 3], it is proven that maximizing a separable concave function over a polymatroid results in a submodular objective function. The result also directly includes optimizing over the base polymatroid where the polymatroid constraint set is intersected with the equality \( \sum_{l \in S} x_l = \bar{f}(S) \). Then, invoking this result, we conclude that \(-J\) is submodular, and \(J\) is supermodular. \(\blacksquare\)

### G Proof of Theorem 6

First, we need the following lemma.

**Lemma 3** Let \( \bar{u} \in \mathbb{R} \times \mathbb{R}_+^{|L|} \) be a revealed utility allocation in Core(\( \mathcal{B} \)). Then, for every set of bidders \( K \subseteq L \) we have \( \sum_{l \in K} \bar{u}_l(\mathcal{B}) \leq J(\mathcal{B}_L) - J(\mathcal{B}) \).

**Proof** Since \( \bar{u}_0 = -J(\mathcal{B}) - \sum_{l \in L} \bar{u}_l \), we reorganize the inequality constraint as follows \(-J(\mathcal{B}) - \sum_{l \in L \setminus S} \bar{u}_l \geq -J(\mathcal{B}_S), \forall S \subseteq L \). Setting \( K = L \setminus S \) yields the statement. \(\blacksquare\)

Next, we prove that core-selecting mechanisms are coalition-proof.

**Proof** (i) Let \( K \) be a set of colluders who would lose the auction when bidding their true values \( c_l = c_l \), when bidding \( B_l = b_l \) they become winners, that is, they are all allocated a positive quantity. We define \( \mathcal{C} = (C_K, \mathcal{B}_K) \) and \( \mathcal{B} = (\mathcal{B}_K, \mathcal{B}_K) \) where \( \mathcal{B}_K = \{ b_l \}_{l \in L \setminus K} \) denotes the bidding profile of the remaining bidders. As a remark, the profile \( \mathcal{B}_K \) is not necessarily a truthful or a strategic profile. We denote the utility that each bidder \( l \) receives as \( u_l \). The total utility that colluders receive under \( \mathcal{B} \) is
\[
\sum_{l \in K} u_l(\mathcal{B}) = \sum_{l \in K} \bar{u}_l(\mathcal{B}) + b_l(x^*_l(\mathcal{B})) - c_l(x^*_l(\mathcal{B})).
\]
The first equality follows from the core-selecting payment rule, where \( \hat{u}(B) \) is the revealed utility allocation. The second inequality follows from Lemma \[3\]. The second equality comes from the fact that the set \( K \) originally was a group of losers, so \( J(B_{-K}) = J(\hat{C}) \). After substituting these terms, we see that the term in brackets is the cost \( \hat{J} \) of \( \hat{C} \) but evaluated at a feasible suboptimal allocation \((x^*(B), y^*(B))\). Then, \( \sum_{l \in K} u_l(B) \) is upper bounded by 0 which is the total utility that the colluders would receive bidding truthfully.

As a result, there is at least one colluder not facing any benefit in collusion. Moreover, they cannot increase their collective utility by a joint deviation. Hence, collusion is not profitable for the losing bidders.

(ii) Define \( C = (C_{-l}, C_l) \), where \( C_{-l} \) denotes the bidding profile of the remaining bidders. The profile \( C_{-l} \) is not necessarily a truthful profile. Shill bids of bidder \( l \) are given by \( B_S = \{b_k\}_{k \in S} \). We define a merged bid \( B_l \) as

\[
\hat{b}_l(x_l) = \min_{x_k \in \mathbb{R}_{+}^{l}, \forall k \neq l} \sum_{k \in S} b_k(x_k) \text{ s.t. } \sum_{k \in S} x_k = x_l.
\]

We then define \( \bar{B} = (C_{-l}, \bar{B}_l) \). The total utility obtained from shill bidding under \( B = (C_{-l}, B_S) \), \( \sum_{k \in S} u_k(B) \), is given by

\[
\sum_{k \in S} [\hat{u}_k(B) + b_k(x_k^*(B))] - c_l(\sum_{k \in S} x_k^*(B)) = [J(B_{-S}) - J(B)] + \sum_{k \in S} b_k(x_k^*(B)) - c_l(\sum_{k \in S} x_k^*(B))
\]

The first inequality follows from the core-selecting payment rule and Lemma \[3\]. The second equality holds since we have \( J(\bar{B}) = J(B) \). This follows from the definition of the merged bid and the following implication. Since the goods of the same type are fungible for the central operator, the functions \( g \) and \( d \) in fact depend on \( \sum_{l \in L} x_l \). The third equality follows from the definition of the VCG utility. The second inequality is the dominant-strategy incentive-compatibility of the VCG mechanism. Therefore, the total utility that \( l \) receives from shill bidding is upper bounded by the utility that \( l \) would receive by bidding truthfully as a single bidder in a VCG auction. Making use of shills, hence, is not profitable with respect to the VCG utilities. 

\[\blacksquare\]
References

[1] S. Zou, Z. Ma, X. Liu, and I. Hiskens, “An efficient game for coordinating electric vehicle charging,” *IEEE Transactions on Automatic Control*, vol. 62, no. 5, pp. 2374–2389, 2017.

[2] S. Zou, Z. Ma, and X. Liu, “Resource allocation game under double-sided auction mechanism: Efficiency and convergence,” *IEEE Transactions on Automatic Control*, vol. 63, no. 5, pp. 1273–1287, 2018.

[3] D. P. Zhou, M. Balandat, M. A. Dahleh, and C. J. Tomlin, “Eliciting private user information for residential demand response,” in *Proceedings of the IEEE Conference on Decision and Control (CDC)*, 2017, pp. 189–195.

[4] S. Sanghavi and B. Hajek, “A new mechanism for the free-rider problem,” *IEEE Transactions on Automatic Control*, vol. 53, no. 5, pp. 1176–1183, 2008.

[5] T. Wang, Y. Xu, S. D. Ahipasaoglu, and C. Courcoubetis, “Ex-post max-min fairness of generalized AGV mechanisms,” *IEEE Transactions on Automatic Control*, vol. 62, no. 10, pp. 5275–5281, 2017.

[6] F. Abbaspourtorbati and M. Zima, “The Swiss reserve market: Stochastic programming in practice,” *IEEE Transactions on Power Systems*, vol. 31, no. 2, pp. 1188–1194, 2016.

[7] A. J. Conejo, M. Carrión, and J. M. Morales, *Decision making under uncertainty in electricity markets*. Springer, 2010, vol. 1.

[8] B. Carlson, Y. Chen, M. Hong, R. Jones, K. Larson, X. Ma, P. Nieuwesteeg, H. Song, K. Sperry, M. Tackett *et al.*, “MISO unlocks billions in savings through the application of operations research for energy and ancillary services markets,” *Interfaces*, vol. 42, no. 1, pp. 58–73, 2012.

[9] O. Karaca and M. Kamgarpour, “Game theoretic analysis of electricity market auction mechanisms,” in *Proceedings of the IEEE Conference on Decision and Control (CDC)*, 2017, pp. 6211–6216.

[10] F. Wu, P. Varaiya, P. Spiller, and S. Oren, “Folk theorems on transmission access: Proofs and counterexamples,” *Journal of Regulatory Economics*, vol. 10, no. 1, pp. 5–23, 1996.

[11] F. C. Schweppe, M. C. Caramanis, R. D. Tabors, and R. E. Bohn, *Spot pricing of electricity*, 1988.

[12] W. Vickrey, “Counterspeculation, auctions, and competitive sealed tenders,” *The Journal of Finance*, vol. 16, no. 1, pp. 8–37, 1961.

[13] E. H. Clarke, “Multipart pricing of public goods,” *Public choice*, vol. 11, no. 1, pp. 17–33, 1971.

[14] T. Groves, “Incentives in teams,” *Econometrica: Journal of the Econometric Society*, pp. 617–631, 1973.

[15] Y. Xu and S. H. Low, “An efficient and incentive compatible mechanism for wholesale electricity markets,” *IEEE Transactions on Smart Grid*, vol. 8, no. 1, pp. 128–138, 2017.

[16] P. G. Sessa, N. Walton, and M. Kamgarpour, “Exploring the Vickrey-Clarke-Groves mechanism for electricity markets,” *IFAC-PapersOnLine*, vol. 50, no. 1, pp. 189–194, 2017.
[17] P. Samadi, H. Mohsenian-Rad, R. Schober, and V. W. Wong, “Advanced demand side management for the future smart grid using mechanism design,” *IEEE Transactions on Smart Grid*, vol. 3, no. 3, pp. 1170–1180, 2012.

[18] L. M. Ausubel and P. Milgrom, “The lovely but lonely Vickrey auction,” in *Combinatorial Auctions*. MIT press, 2006, ch. 1.

[19] M. H. Rothkopf, “Thirteen reasons why the Vickrey-Clarke-Groves process is not practical,” *Operations Research*, vol. 55, no. 2, pp. 191–197, 2007.

[20] M. J. Osborne and A. Rubinstein, *A course in game theory*. MIT press, 1994.

[21] E. Baeyens, E. Bitar, P. P. Khargonekar, and K. Poolla, “Wind energy aggregation: A coalitional game approach,” in *Proceedings of the Conference on Decision and Control and European Control Conference*. IEEE, 2011, pp. 3000–3007.

[22] J. Maestre, D. Munoz de la Pena, A. Jiménez Losada, E. Algaba, and E. Camacho, “A coalitional control scheme with applications to cooperative game theory,” *Optimal Control Applications and Methods*, vol. 35, no. 5, pp. 592–608, 2014.

[23] R. Day and P. Milgrom, “Core-selecting package auctions,” *International Journal of Game Theory*, vol. 36, no. 3-4, pp. 393–407, 2008.

[24] A. Erdil and P. Klemperer, “A new payment rule for core-selecting package auctions,” *Journal of the European Economic Association*, vol. 8, no. 2-3, pp. 537–547, 2010.

[25] R. W. Day and P. Cramton, “Quadratic core-selecting payment rules for combinatorial auctions,” *Operations Research*, vol. 60, no. 3, pp. 588–603, 2012.

[26] B. Bünz, S. Seuken, and B. Lubin, “A faster core constraint generation algorithm for combinatorial auctions,” in *Twenty-Ninth AAAI Conference on Artificial Intelligence*, 2015.

[27] A. A. Lazar and N. Semret, “Design and analysis of the progressive second price auction for network bandwidth sharing,” *Telecommunication Systems*, vol. 13, 2001.

[28] P. Jia and P. E. Caines, “Analysis of a class of decentralized dynamical systems: Rapid convergence and efficiency of dynamical quantized auctions,” *IMA Journal of Mathematical Control and Information*, vol. 27, no. 3, pp. 329–372, 2010.

[29] J. R. Marden and A. Wierman, “Overcoming the limitations of utility design for multiagent systems,” *IEEE Transactions on Automatic Control*, vol. 58, no. 6, pp. 1402–1415, 2013.

[30] J. R. Marden and T. Roughgarden, “Generalized efficiency bounds in distributed resource allocation,” *IEEE Transactions on Automatic Control*, vol. 59, no. 3, pp. 571–584, 2014.

[31] N. Li and J. R. Marden, “Decoupling coupled constraints through utility design,” *IEEE Transactions on Automatic Control*, vol. 59, no. 8, pp. 2289–2294, 2014.

[32] F. Bouffard, F. D. Galiana, and A. J. Conejo, “Market-clearing with stochastic security-part i: formulation,” *IEEE Transactions on Power Systems*, vol. 20, no. 4, pp. 1818–1826, 2005.

[33] ——, “Market-clearing with stochastic security-part ii: Case studies,” *IEEE Transactions on Power Systems*, vol. 20, no. 4, pp. 1827–1835, 2005.
[34] A. Ahmadi-Khatir, A. J. Conejo, and R. Cherkaoui, “Multi-area unit scheduling and reserve allocation under wind power uncertainty,” *IEEE Transactions on Power Systems*, vol. 29, no. 4, pp. 1701–1710, 2014.

[35] K. W. Cheung, P. Shamsollahi, D. Sun, J. Milligan, and M. Potishnak, “Energy and ancillary service dispatch for the interim ISO New England electricity market,” in *Proceedings of the International Conference on Power Industry Computer Applications*. IEEE, 1999, pp. 47–53.

[36] J. H. Chow, W. De Mello, and K. W. Cheung, “Electricity market design: An integrated approach to reliability assurance,” *Proceedings of the IEEE*, vol. 93, no. 11, pp. 1956–1969, 2005.

[37] N. Amjady, J. Aghaei, and H. A. Shayanfar, “Stochastic multiobjective market clearing of joint energy and reserves auctions ensuring power system security,” *IEEE Transactions on Power Systems*, vol. 24, no. 4, pp. 1841–1854, 2009.

[38] A. Kargarian and Y. Fu, “Spider area-based multi-objective stochastic energy and ancillary services dispatch,” in *Innovative Smart Grid Technologies Conference*. IEEE, 2014, pp. 1–5.

[39] S. S. Reddy, P. Bijwe, and A. R. Abhyankar, “Joint energy and spinning reserve market clearing incorporating wind power and load forecast uncertainties,” *IEEE Systems Journal*, vol. 9, no. 1, pp. 152–164, 2015.

[40] G. Pritchard, G. Zakeri, and A. Philpott, “A single-settlement, energy-only electric power market for unpredictable and intermittent participants,” *Operations Research*, vol. 58, no. 4-part-2, pp. 1210–1219, 2010.

[41] N. Mazzi, J. Kazempour, and P. Pinson, “Price-taker offering strategy in electricity pay-as-bid markets,” *IEEE Transactions on Power Systems*, vol. 33, no. 2, pp. 2175–2183, 2018.

[42] L. M. Ausubel, P. Cramton, M. Pycia, M. Rostek, and M. Weretka, “Demand reduction and inefficiency in multi-unit auctions,” *The Review of Economic Studies*, vol. 81, no. 4, pp. 1366–1400, 2014.

[43] C. D. Wolfram, “Strategic bidding in a multi-unit auction: An empirical analysis of bids to supply electricity,” National Bureau of Economic Research, Tech. Rep., 1997.

[44] P. Joskow and E. Kahn, “A quantitative analysis of pricing behavior in California’s wholesale electricity market during summer 2000,” in *Power Engineering Society Summer Meeting*, vol. 1. IEEE, 2001, pp. 392–394.

[45] W. Tang and R. Jain, “A Nash equilibrium need not exist in the locational marginal pricing mechanism,” *CoRR*, vol. abs/1310.4282, 2013. [Online]. Available: [http://arxiv.org/abs/1310.4282](http://arxiv.org/abs/1310.4282)

[46] M. Madrigal and V. H. Quintana, “Existence and determination of competitive equilibrium in unit commitment power pool auctions: Price setting and scheduling alternatives,” *IEEE Transactions on Power Systems*, vol. 16, no. 3, pp. 380–388, 2001.

[47] M. Beck and M. Ott, “Revenue monotonicity in core-selecting package auctions,” Working paper, Tech. Rep., 2009.
[48] L. M. Ausubel and P. Milgrom, “Ascending auctions with package bidding,” *Frontiers of Theoretical Economics*, vol. 1, no. 1, pp. 1–42, 2002.

[49] A. Schrijver, *Combinatorial optimization: polyhedra and efficiency*. Springer Science & Business Media, 2003, vol. 24.

[50] J. R. Green and J.-J. Laffont, “Incentives in public decision making,” 1979.

[51] M. Yokoo, Y. Sakurai, and S. Matsubara, “The effect of false-name bids in combinatorial auctions: New fraud in internet auctions,” *Games and Economic Behavior*, vol. 46, no. 1, pp. 174–188, 2004.

[52] R. W. Day and S. Raghavan, “Fair payments for efficient allocations in public sector combinatorial auctions,” *Management Science*, vol. 53, no. 9, pp. 1389–1406, 2007.

[53] B. Lubin, B. B"unz, and S. Seuken, “New core-selecting payment rules with better fairness and incentive properties,” in *Proceedings of the 3rd Conference on Auctions, Market Mechanisms and Applications*, 2015.

[54] G. Dantzig, R. Fulkerson, and S. Johnson, “Solution of a large-scale traveling-salesman problem,” *Journal of the Operations Research Society of America*, vol. 2, no. 4, pp. 393–410, 1954.

[55] Gurobi Optimization Inc., “Gurobi optimizer reference manual,” 2016. [Online]. Available: [http://www.gurobi.com](http://www.gurobi.com)

[56] J. Löfberg, “YALMIP: A toolbox for modeling and optimization in MATLAB,” in *International Symposium on Computer Aided Control Systems Design*. IEEE, 2005, pp. 284–289.

[57] R. Christie, “Power systems test case archive,” *Electrical Engineering dept., University of Washington*, 2017. [Online]. Available: [https://www2.ee.washington.edu/research/pstca/](https://www2.ee.washington.edu/research/pstca/)

[58] O. Alsac and B. Stott, “Optimal load flow with steady-state security,” *IEEE Transactions on Power Apparatus and Systems*, no. 3, pp. 745–751, 1974.

[59] R. Ferrero, S. Shahidehpour, and V. Ramesh, “Transaction analysis in deregulated power systems using game theory,” *IEEE Transactions on Power Systems*, vol. 12, no. 3, pp. 1340–1347, 1997.

[60] S. He, J. Zhang, and S. Zhang, “Polymatroid optimization, submodularity, and joint replenishment games,” *Operations Research*, vol. 60, no. 1, pp. 128–137, 2012.

[61] D. D. Yao and L. Zhang, “Stochastic scheduling via polymatroid optimization,” *Lectures in Applied Mathematics - American Mathematical Society*, vol. 33, pp. 333–364, 1997.

[62] S. Fujishige, “Lexicographically optimal base of a polymatroid with respect to a weight vector,” *Mathematics of Operations Research*, vol. 5, no. 2, pp. 186–196, 1980.