Mechanical behavior predictions of additively manufactured microstructures using functional Gaussian process surrogates
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Relational linkages connecting process, structure, and properties are some of the most sought after goals in additive manufacturing (AM). This is desired especially because the microstructural grain morphologies of AM components can be vastly different than their conventionally manufactured counterparts. Furthermore, data collection at the microscale is costly. Consequently, this work describes and demonstrates a methodology to link microstructure morphology to mechanical properties using functional Gaussian process surrogate models in a directed graphical network capable of achieving near real-time property predictions with single digit error magnitudes when predicting full stress–strain histories of a given microstructure. This methodology is presented and demonstrated using computationally generated microstructures and results from crystal plasticity simulations on those microstructures. The surrogate model uses grain-level microstructural descriptors rather than whole microstructure descriptors so that properties of new, arbitrary microstructures can be predicted. The developed network has the potential to scale to predict mechanical properties of grain structures that would be infeasible to simulate using finite element methods.

INTRODUCTION

The process used to manufacture a material governs its morphological structure, which in turn drives the values and spatial distributions of the properties of the processed material and consequently its performance. Process–structure–property (PSP) relational linkages are necessary for designing, developing, and tailoring a material to exhibit desired properties, and ultimately performance, for a targeted application. Establishing PSP linkages typically involves building and testing materials from a given process until the desired properties are achieved. However, the process of generating and representing the data needed to establish these PSP linkages is often very time intensive as it requires extensive experimentation and/or complex, multiscale simulations. Furthermore, these processes usually generate large amounts of data that present analysis and management difficulties. Recent advances in the field of data science and data analytics have made managing, interpreting, and extracting information from "big data" a more tractable activity. The process of applying data science principles to materials science and engineering is referred to as materials informatics and typically involves the use of machine learning (ML) and artificial intelligence (AI) techniques. The advancement and adoption of materials informatics has provided notable potential to streamline and accelerate the determination of process–structure, structure–property, and even full PSP linkages in conventionally manufactured materials.

One of the most prominent, emerging fields that call for PSP linkages and materials informatics is additive manufacturing (AM). The term AM represents a collection of advanced manufacturing processes used to build three-dimensional (3D) objects by progressively adding materials in a point by point, line by line, and ultimately a layerwise fashion. AM has gained significant popularity in both experimental and computational domains recently as it has the potential to remove many of the design constraints imposed by traditional manufacturing processes. However, the texture morphologies produced by AM, particularly in metals at the microscale, can vastly differ from their conventionally manufactured counterparts. These differences often lead to undesired (or unexpected to say the least) properties in the finished part. With adequate understanding PSP linkages in AM, these differences can be used to enhance the resulting properties to previously unattainable levels. As with conventional materials, many works have attempted to understand PSP relational linkages in AM using high fidelity, multiscale simulations, which can achieve high accuracy predictions. However, these simulations are typically computationally expensive, making them better suited for understanding the underlying physics rather than being used for rapid production and/or qualification. This challenge can be addressed through proper use of materials informatics and ML.

The emphasis in the current work is on understanding and generating ML-based structure–property linkages from simulated AM microstructures coupled with crystal plasticity finite element (CPFE) simulations. The CPFE method is a powerful tool for modeling the elastoplastic mechanical response of anisotropic, heterogeneous, polycrystalline aggregates by taking into account the effects of various microstructural features. There are a number of ways in which an ML model can be trained to represent a CPFE model and link structure to properties. One method is to use deep learning (DL) to learn the constitutive model response. This method is applicable beyond CPFE and can incorporate true physical constraints of the problem during learning. However, DL requires a large training data set that can be infeasible to generate using the computationally CPFE model. Additionally, it is not clear whether this method will yield acceptable performance when applied to polycrystalline microstructures, especially those with the complexity of AM microstructures, as this has not been addressed in existing literature studies. An alternative method to learning the constitutive model is to use microstructural features and directly relate them to certain quantities of interest (QoIs).
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(e.g., elastic modulus, yield strength) or the full stress–strain behavior\textsuperscript{24–26}. In an ML framework, it is conceptually straightforward to relate microstructural features directly to QoIs and this is very useful to characterize a given material or fit a given constitutive model. However, in characterizing the material by only a few QoIs a significant amount of information about the stress–strain history is lost and the constitutive model must be chosen a priori. It is anticipated that relating the microstructure morphological features to the full stress–strain history will provide benefits over just predicting certain QoIs, but it is conceptually more difficult to predict the stress–strain response. Liu and Wu\textsuperscript{34} propose a DL-like approach termed deep material network (DMN) where phases in a representative volume element (RVE) are characterized and then propagated through homogenization and rotation operations. The operations are done such that the analytical characterization, homogenization, and rotation act nearly identically to the operations involved in a conventional artificial neural network (NN). Another approach by Frankel et al.\textsuperscript{35,36} directly implements a hybrid convolution, long short-term memory recurrent NN (ConvLSTM) to process a microstructure image and predict its full, spatially resolved stress–strain history. While the approaches of both methods differ substantially, both are able to show very high prediction accuracy on withheld data. However, both are based on DL, which as previously mentioned, has a large training data requirement. In the DMN and ConvLSTM models, hundreds of RVEs were generated for training, validation, and testing. In those works, generating hundreds of cases was feasible due to the relative simplicity of the constitutive models, dimensionality of the problem, and microstructures being examined. As mentioned before, AM microstructures do not exhibit such simplicity so the generation of hundreds of simulations for training will be prohibitively time consuming, even on the most advanced high-performance computing systems. Additionally, DL-based models do not have an inherent uncertainty quantification method.

The recognition of the fact that CPFE models are displacement driven and the outputs of stress and strain are derived, continuous functions offers an opportunity for a new approach. Functional data analysis (FDA) is an area of statistics, which handles data that reside in an infinite dimensional space (i.e., functions such as continuous time series data)\textsuperscript{37}. As with traditional statistical methods, FDA has two methodologies, parametric and non-parametric modeling\textsuperscript{38,39}. The latter set of methods deals with the case of modeling infinite dimensional functional data using non-parametric methods, which also follow a general infinite dimensional assumption. These methods are thus applicable to Gaussian processes (GPs) among other non-parametric methods. A number of authors have studied GPs with functional data and shown success in developing a functional predictive capability\textsuperscript{40–46}. Li et al.\textsuperscript{47} even recognized the applicability of the functional Gaussian process (fGP) to AM thermal process simulations. As already pointed out, in CPFE a function (i.e., displacement) can be related to another function (i.e., stress/strain), but there is an additional requirement for the existence of a set of scalar parameters, such as grain morphology descriptors and constitutive model parameters that do not change with the displacement. The drawback of the fGP models developed in the previous works is that they are restricted to function-on-scalar (i.e., functional input, scalar output) or function-on-function GP regression, but the current problem requires an approach to model function-on-mixed scalar and functional data. Recent developments by Wang and Xu\textsuperscript{48} have addressed this restriction and allow for mixed scalar and functional input variables along with functional and/or scalar output variables.

In this work, an fPG framework is developed based on the fGP model of Wang and Xu\textsuperscript{48} for predicting the stress–strain behavior of AM microstructures as they are related to microstructural morphology features. The GP-based system provides a fast, flexible, less data intensive alternative to existing DL methods and as a natural outcome, provides a predictive mean and variance for the stress–strain history. Additionally, GP-based models, such as the one developed here, are easily generalizable to multi-output\textsuperscript{49} and/or multi-fidelity\textsuperscript{50–52} variants. The framework developed herein has the additional novelty of predicting stress–strain history on a per grain basis, meaning that the microstructures used for training can be much smaller (i.e., fewer grains) than the microstructures to be approximated. The development of this framework will be shown and then trained using simulated data. The framework will then be applied to previously unseen microstructures generated by the same method as the training/testing data. Finally, the fGP network will be used to demonstrate how grain size and shape influence mechanical properties without the use of costly CPFE models.

RESULTS
fGP framework
The set of inputs needed for a CPFE model are the uniform kinematic displacement boundary conditions (\(\mathbf{u}\), vector of functional variables) applied to the faces of an RVE over the duration of the simulation, constitutive model parameters (\(\mathbf{\theta}\), scalar variables) that define the material behavior, and the microstructure morphology (non-functional variables, i.e., scalar, vector, or tensor variables). Additionally, a loading parameter (\(\lambda\), scalar functional variable), such as amplitude over time, is used to incorporate history dependence into the model for situations where displacement or other quantities may be non-unique or non-monotonic (e.g., loading–unloading experiments). During each time increment of the CPFE simulation, a step in displacement is taken based on the value specified by the loading parameter, and along with the previous state of stress and strain in an element, a new element strain is computed followed by a stress update for the element in the current increment. The output of this process at the end of the simulation is a stress–strain curve for each of the six stress/strain components at each finite element in the simulation. The stress and strain outputs at each element can be taken as is or processed further to obtain values such as equivalent strain and equivalent (von Mises) stress. These equivalent values, or the individual components, can then be homogenized over the whole RVE, over individual grains, or other subsets of the RVE. The process as described is shown in the directed graph of Fig. 1 and the same process can be emulated using fGPs. The same inputs to the CPFE model can be used as input to the fGP described in section. The loading parameter and displacement are treated as functional inputs while the constitutive model parameters and microstructural features are treated as non-functional inputs. Note that the model as defined uses displacement as the driving deformation mechanism, but this could equivalently be replaced with a specified force or traction on an RVE face. These inputs are then used to train an fGP model that predicts the functional equivalent strain (\(\epsilon\), denoted strain from hereon), and this in turn is used alongside the previous inputs to train a second fGP, which predicts the functional equivalent stress (\(\sigma\), denoted stress from hereon). The choice here to use equivalent stress and strain was made in order to obtain a scalar valued function that considers all components of stress/strain. However, this choice is inconsequential and any individual component of stress/strain could have also been used. In fact, all components of stress/strain could be considered by either training one fGP network per component or by modifying the fGP normality assumption to instead follow a multivariate normal. Further discussion on this extension is omitted as the implementation of a multivariate fGP is beyond the scope of this work.

In the illustrated graphical network, any set of microstructural features, such as those found by Mangal and Holm\textsuperscript{53} and those
CPFE model is used to generate the needed crystal plasticity AM microstructure and that can be considered representative of features (grain sizes, shapes, orientations, etc.) seen in the whole microstructure. However, RVEs can be constructed that contain a range of microstructure features that are needed to represent the overall bulk material. As such, in this work, an RVE is defined as a volume element that contains a set of features representative of a larger AM build made with similar process parameters. For network training, 50 microstructural RVEs containing approximately 100 grains each are generated using a continuum diffuse interface model (CDIM) and then meshed using Simpleware ScanIP (Synopsys, Mountain View, CA, USA). Complete details of the data generation process are given in the Methods section Data generation.

The generated RVEs contain features representative of those seen in single track AM microstructures and a selection of the considered RVEs is shown in Fig. 3a. While the RVEs may not strictly resemble typically AM microstructures, they do provide a range of features, such as grain shape and size variations, that are seen in single track AM microstructures and that are needed to train the fGP network. The generated RVEs are cubic and have dimensions in the range of 0.1–0.8 mm³. Periodic boundary conditions are specified for all faces along each axis and the loading parameter here is linear with time and monotonically increases from 0 to 10% of the RVE edge length. The displacement is mapped such that it results in a linear, monotonically increasing displacement along the Y-axis in the Y-direction. The model setup represents the loading portion of a uniaxial tension test. If more complex loading behavior was desired, a simple change in the loading parameter (amplitude) and u (direction) could accomplish that. The loading parameter definition will be valid as long it is a real, unique, continuous function and u simply maps that amplitude to a specific direction on an RVE face (i.e., loading the Y-axis in the Y-direction is tension/compression and in the X- or Z-directions is shear). For instance, to address

Network training and evaluation

to train the network in Fig. 1, microstructural RVEs must be generated to be processed by the CPFE model. In AM, a single representative microstructure that is capable of representing the whole microstructure is generally not possible to construct. However, RVEs can be constructed that contain a range of features (grain sizes, shapes, orientations, etc.) seen in the whole AM microstructure and that can be considered representative of
loading–unloading, the loading parameter would be specified as increasing (with no requirement on linearity) from some time $t_0$ until a future time $t_1$ then decreasing until another future time $t_2$. This type of specification could be extended to capture any non-monotonic or non-proportional behavior including cyclic or hysteretic behavior. Uniaxial tension is chosen here for simplicity and demonstration of the fGP network concept. The properties of 316L stainless steel are used for the constitutive model.

Running the simulations, extracting the stress–strain curves for each grain, and using 70% of the curves for training with the other 30% withheld for model evaluation, yield the data shown in Fig. 3b, c. The training and test sets are chosen at random. The mean strain of all these grains is around 10%, as expected based on the displacement magnitude and approximate size of the RVEs, with a stress of approximately 450 MPa at that strain. The range of strain for individual grains is between 8 and 15% with stress in the range of 325 MPa on the low end and, on the high end, some grains exceeding 1500 MPa. The importance of capturing grain stresses and strains far from the mean is based on the expectation that many grain behaviors far from the mean will tend to have a high stress or strain energy density and will have a high probability of being a failure initiation site. Therefore it is crucial to be able to predict their behavior. This also gives reason as to why it is necessary to train the fGP framework on a per grain basis.

For the purpose of training the fGP models, only the properties in the constitutive model that are directly dependent on grain size and shape are considered. These are the grain yield strength, initial strain hardening modulus, and grain boundary resistance. Note that other constitutive model parameters, such as the stiffness tensor components, could readily be used in the parameter set but they are omitted here for simplicity. Additionally note that any derived constitutive model quantities (e.g., slip system strength, material axis rotation) are not explicitly considered, rather they are implicitly captured in the fGP since they will manifest as changes in the final stress–strain behavior. The microstructural features used to represent each grain are the grain total volume, three radii of an ellipsoid used to approximate the grain shape, and three angles representing the grain orientation relative to a defined, global axis. This set of morphological features is chosen as they all can be directly and simply related to the size, shape, and orientation of the grains in the AM microstructure. As with the constitutive model parameters, additional morphological parameters (e.g., texture, crystallographic orientation, Schmid factor) could be considered but are not implemented here for simplicity and interpretability. The selection of the features chosen for this work are specific for the AM process and the constitutive model used. In other manufacturing processes, other features such as Schmid factor may be more important or more relevant and these could be considered in the fGP in those instances. Furthermore, in ML, choosing a large number of features can be detrimental to model performance as it results in more hyper-parameters that must be tuned during training and more features can lead to lower model accuracy if those features are not strongly correlated to the output. The model, as described, results in 12 total hyper-parameters to be trained and training is done via maximum likelihood estimation (MLE). The number of functional principal components (Methods section Functional Gaussian process, Eq. (7)) used is $J = 3$ and this captures >99% of the variability in the strain and the stress.

The overall results of the trained model on the withheld data can be seen in Fig. 4b, where the predicted mean nearly overlaps the mean of the CPFE data, and corresponding error rates are shown in Table 1. Overall, the fGP network is able to predict the strain to around 8% error and the stress within 5.3% error. These errors correspond to a prediction accuracy within 0.35% strain and approximately 20 MPa stress. The prediction of the stress will in general be better than the prediction of the strain for two reasons. First, there is non-linearity in the constitutive model, which inherently means that uncertainty will between stress and strain will be different. Second, since the stress fGP will have additional information via the mean predicted strain, which helps to further differentiate data points that would otherwise be similar. Note, however, that when considering the full predictive strain distribution as the input to the stress fGP, uncertainty propagation methods would need to be utilized and may result in a less accurate predicted mean stress with a higher predicted variance.

A selection of four grain stress–strain behaviors and the corresponding fGP mean prediction along with 95% prediction interval for those grains is shown in Fig. 4a. These results show mostly expected behavior in that if the grain stress–strain behavior is close to the mean behavior, the fGP can provide a good approximation, and as the grain behavior moves further away from the mean, the prediction intervals gets larger. In some
cases, such as the left two images of Fig. 4a, the predicted behavior has very narrow prediction intervals and the CPFE data does not lie within those intervals. However, the important behaviors (e.g., modulus, yield, and hardening) of individual grains tend to be captured very well by the fGP.

As mentioned above and as seen in Fig. 4a, the prediction of strain is more difficult than the prediction of stress. This can be attributed to a couple of training data deficiencies. First, in Fig. 3b, it can be noted that there is a high density of data around the mean, which will tend to bias the fGP toward that region. Next, it can be noted that, in general, the strain-displacement behavior is approximately linear for the majority of cases, but many grains can have significant non-linearity in this behavior. These grains tend to have the lowest prediction accuracy as they are outliers relative to the rest of the data. The reason for the presence of these non-linearities is likely due to boundary/traction conditions around the grain. This could be the result of a grain being on the boundary of the RVE or the result of a grain being constrained by its neighboring grains. The latter problem could be addressed potentially by accounting for physical grain boundary conditions in the fGP. For instance, one could create a metric that defines the surface area of the grain in contact with another grain. However, this would be quite challenging and may not result in a significant increase in model accuracy. To address the former problem, one would need to expand the training data set to include more cases that exhibit a nonlinear strain response, which could be accomplished via different load paths, and would decrease uncertainty in the model. However, this could prove challenging as well since the fGP suffers from the need to perform an $O(n^3)$ matrix inversion during training. Therefore with more than a few thousand data, a significant training time penalty will be incurred.

This is known in the standard GP regression problem and exacerbated in the fGP problem where training must occur on each of the $J$ principal components. However, methods exist to circumvent this issue and these will be discussed later.

Recall that each RVE used during training contained approximately 100 grains. The fGP network is now applied to three RVEs of a more realistic size, containing upwards of 300 grains each, generated and simulated via the same process as before (i.e., generation via CDIM, meshing via ScanIP, and CPFE simulation). The generated RVEs in these cases are 0.125 mm$^3$. RVEs of this size generally take 60–90 h of computational time to generate the stress–strain response for a whole RVE on a high-performance computing system using 48 CPUs. This is in contrast to the 10–15 h that the 100 grain RVEs used for training take on the same computing system. Additionally, a larger RVE will result in the boundary conditions having less influence on the overall RVE behavior and, in general, yield a more representative behavior. As mentioned, the fGP does not explicitly take into account the boundary conditions meaning that the learned behavior may be significantly influenced by the boundary conditions. Before running the CPFE simulations, fGP predictions were made using RVE features. Once the CPFE model was run, the stress–strain results for the whole RVE were extracted as shown in Fig. 5 alongside the fGP predictions.

The corresponding error metrics are shown in Table 2 and in general show slightly higher error rates, as would be expected in ML on previously unseen data. However, the error rates are still of the same magnitude as those seen on the withheld training data and are sub-18% in the worst case, being sub-10% in the majority of cases, and in some cases are actually lower than the rates seen on the withheld training data. RVE 1 (Fig. 5a) shows the highest error rates of the three generated RVEs and can be attributed to a lack of sensitivity in the trained model. RVE 1 is nearly equiaxial and, as such, the distribution of grain sizes and shapes is relatively small. In the CPFE model, these small variations between grains are easily captured. However, in the fGP (as well as many other ML models), small local variations in input parameters are treated as similar to one another, even when they may not be, due to the characteristic length scale of the covariance being larger than the relative distance between some points.

Even considering the introduction of a small amount of error in the results, the reduction in computational cost (by three orders of magnitude) makes the fGP framework much more tractable than running the CPFE model. As mentioned, RVEs of a sufficient size, such as those in Fig. 5, can take between 60 and 80 h to simulate.
on an HPC system. In contrast, the fGP network data generation, training, and prediction took between 500 and 700 h of time (50 RVEs at 10–15 h on the same HPC system, 8 h for training on a desktop, and prediction time was negligible on a desktop). While there is a significant time investment to construct the fGP network, the fGP network was trained in the same time as roughly ten CPFE simulations. However, the fGP network can provide a much more expansive data set than 10 CPFE simulations.

To demonstrate this, the fGP will be used to examine how grain size and shape in influence mechanical properties.

Grain size and shape effects
To demonstrate the uses of the fGP network for future problems that may require many mechanical property predictions for various microstructures or microstructure distributions (e.g., optimization or Bayesian sampling), a simple set of data with varied grain size and shape distributions will be created and mechanical properties will be predicted without the use of costly CPFE simulations. The data set consists of “microstructures” with average aspect ratio, log(Vol) logarithm of the average grain volume.

To demonstrate this, the fGP will be used to examine how grain size and shape influence mechanical properties.

Table 2. Three hundred grain RVE error metrics.

|          | MSE  | MAE  | MAPE | SMSE |
|----------|------|------|------|------|
| Total    |      |      |      |      |
| Strain   | 5.924e–5 | 4.954e–3 | 10.645% | 7.422 |
| Stress   | 6710.9 MPa² | 39.965 MPa | 8.284% | 19.094 |
| RVE 1    |      |      |      |      |
| Strain   | 1.24e–4 | 8.064e–3 | 17.626% | 19.028 |
| Stress   | 5415.9 MPa² | 47.129 MPa | 10.486% | 41.846 |
| RVE 2    |      |      |      |      |
| Strain   | 3.816e–5 | 4.124e–3 | 8.601% | 2.548 |
| Stress   | 3271.9 MPa² | 27.626 MPa | 6.327% | 8.982 |
| RVE 3    |      |      |      |      |
| Strain   | 2.193e–5 | 3.004e–3 | 6.429% | 1.706 |
| Stress   | 10847.2 MPa² | 44.633 MPa | 8.107% | 8.375 |

Error metrics for the trained fGP strain and stress models on the three new 300 grain RVEs as well as the total error rates for the combined data set consisting of approximately 900 grains.

Fig. 6 Grain size and shape analysis. Stress–strain data from the fGP graphical network for the 200 grain “microstructures” generated via specifying a grain size and shape distribution. AR average aspect ratio, log(Vol) logarithm of the average grain volume.
The generation and mechanical property prediction of this data (all 12 microstructures) took approximately 1 h on a standard desktop computer. The majority of this time was spent converting the input grain aspect ratio and volume into the necessary fGP inputs, which requires a numerical double integration. In contrast, if one were to attempt to simulate the same 12 RVEs with 200 grains using CPFE methods, each simulation would take upwards of a full day on an HPC system. The benefit of using the fGP network becomes even larger when considering that the time required has neglected the additional time needed to generate microstructural RVEs and mesh those RVEs before the CPFE model can be run. The drawback of the fGP is that there is a small amount of error introduced to be able to obtain these results so rapidly. However, this error will be small (<10% as demonstrated on the 300 grain RVEs) so long as the fGP is being used in an interpolative manner i.e., the microstructural features being input are in the range of those used to train the model. In this case, this condition holds since the fGP was trained with data that had higher and lower volumes and aspect ratios. If this condition is not met, then the accuracy of the fGP network will quickly diminish. This limitation of the fGP network is demonstrated on a microstructure generated by a cellular automata finite element (CAFE) model in Supplementary Fig. 2.

With regard to the results of the mechanical behavior, the mechanical properties show trends that are consistent with the theory. A brief overview of this consistency is given here but the interested reader is referred to refs. 56,59 for full information on the constitutive theory. First, it can be noted that at a very small average volume (log(Vol) = −10) the aspect ratio has almost no influence on the mechanical behavior, since the grain is already "saturated". As average grain volume increase (regardless of aspect ratio), there is an initial increase in yield strength and a decrease in the hardening modulus, but at a high enough volume the yield strength decreases and the hardening modulus increases. These are indicative of the grain boundary effect being the dominant effect at intermediate volumes, but above a certain volume threshold, the grain boundary effect starts to diminish since the grain boundary volume is small relative to the overall volume. The effect of aspect ratio is confounded by the size effect, but generally shows that smaller grains with high aspect ratios produce a higher stress and this trend inverts with large grain sizes. The noted points are all consistent with the theory and the CPFE results presented in ref. 56, which gives further credence to the accuracy of the fGP model and its ability to emulate the CPFE model well.

This has been a simple demonstration of the fGP network and its potential time-saving capabilities, but this is a relatively small problem with only 12 microstructures that could be solved using CPFE in a longer but doable time frame. However, even in this simple context, one can begin to see how the fGP network can be used in PSP linkages to determine a desired microstructural feature distribution that results in a specific mechanical behavior. For instance, if the goal was to maximize yield strength then from Fig. 6, a target should be to achieve a microstructure with an average volume of 2.178e−3 mm³ (log(Vol) = −6.2) and either an equiaxial structure (AR = 1) or high aspect ratio structure (AR = 5).

The true benefits of the fGP network are realized when considering an optimization problem or Bayesian sampling, where hundreds or thousands of microstructure feature distributions may be needed to find an optimal solution or the desired parameter distributions. With a CPFE model alone, this would be intractable, if not entirely impossible. With the fGP, this is not the case and the parameter space being explored can be thoroughly searched.

**DISCUSSION**

This work has demonstrated the development and application of an fGP-based graphical network. The fGP network emulates the simulation process for a CPFE model, where displacement and other input parameters are used to determine strain then stress in a grain. The fGP was trained using data from 50 RVEs generated using a CDIM and simulated using a grain size and shape-dependent CPFE constitutive model. Additionally, the amount of data was increased from the available RVEs by training the fGP network on a per grain basis rather than a per RVE basis. The fGP network was able to accurately predict new data from a test set and performed well on new RVEs generated by the same means as the training data, with differing numbers of grains and, therefore, different boundary conditions. This result demonstrated the possible capabilities of the fGP network to predict unseen data and the performance suggests that large CPFE models, which are computationally too expensive to simulate, could be approximated well by the fGP network trained using very small, more manageable RVEs with similar features. This is consistent with the theory of using small statistical volume elements (SVEs, volume elements which individually do not capture the average response of the material) to approximate a much larger domain. However, the more traditional approaches require extracting SVEs from the microstructure of interest, simulating those SVEs, and then homogenizing to approximate the behavior of the domain of interest. The approach taken here is much more general in that it learns feature sets applicable to all microstructures exhibiting similar feature sets and does not require the repeated simulation of SVEs.

Having shown the fGP network is capable of predicting unseen data, it was applied to a simple problem of simulating 12 "microstructures" and proved to be consistent with the crystal plasticity constitutive theory. The fGP network was able to make predictions on data three orders of magnitude faster than the corresponding CPFE model (minutes on a single CPU compared to hours/day on an HPC system). Additional time savings are realized when considering that the effort required to mesh and define a CPFE model is not required to run the fGP network. Of course, the fGP network also has some drawbacks and limitations, which primarily stem from training data and data being predicted. Since the fGP is network is data driven ML model, it can only accurately make predictions on features with similarities to those it has seen during training (i.e., it is an interpolative model, not extrapolative). The less similar the unseen features are to the features seen during training, the worse the prediction will be. However, this is the case with all ML models.

The graphical network developed here provides a simple yet powerful data driven methodology to capture the structure–performance relationship in AM PSP linkages. Due to its relative simplicity, it is extraordinarily flexible in that it is not limited to the CPFE constitutive model used in this work or even limited to GP-based methods. While a specific CPFE constitutive model was chosen for this work, the fGP network can be implemented on any crystal plasticity data, such as that generated by spectral methods or any other crystal plasticity constitutive model. Changes to constitutive model would require modifying the input features so that they are specific to the given model, which then necessitates retraining of the network, but the core concept and framework is still applicable. Since the graphical network directly emulates the crystal plasticity method and predicts stress as well as strain, constitutive models containing damage and failure as well as complex load histories can be used to train the fGP network. Damage and defects can also be incorporated into the fGP network via the RVE by the inclusion of voids and/or cracks inside the microstructure. The defects would be captured in the fGP network during the feature selection process. The drawback to this process is that the network training.
can no longer be done on a per grain basis and must be done on a whole RVE basis to capture defect distributions.

As mentioned, the framework developed here is not limited to GP-based methods, but GP models have the benefit of being well studied and easily modified. The extension of a standard GP to the fGP shown in section was straightforward and other modifications such as extensions to multiple outputs, incorporating multiple fidelity data, and utilizing sparse methods for “big data”55,66 can be incorporated into the fGP. The extension of the fGP to incorporate multiple fidelity data could allow for both fast spectral methods and traditional slower non-spectral methods to be used simultaneously in the data generation and training processes. Sparse methods are the most immediately relevant extension to the problem at hand where training the fGP on thousands of grains using full rank methods becomes intractable, especially considering many of the grains from different microstructures have similar input–output pairs and contribute no new information to the fGPs.

Modifications to the input and outputs of the network could enhance the fGP network further. This work has focused on a simple loading procedure where a single component of displacement was specified, a monotonic linear loading parameter was used, and the equivalent stress and strain were output as scalar functions. The specification of the input to include multiple components of displacement would be trivial and the fGP network does not need modification to account for this. Likewise, the specification of a generalized loading parameter is possible, as described above, as long as the loading parameter is a real valued, unique, continuous function. However, by specifying a nonlinear, non-smooth, or non-monotonic parameter, difficulty in data generation (i.e., CPFE simulation convergence) could be encountered. Incorporation of multiple displacement components and a complex loading parameter would allow the network to capture behavior such as loading-unloading scenarios and non-proportional loading. While this work has focused on the scalar functional equivalent stress and strain outputs, the fGP network can easily be extended to include multiple functional outputs corresponding to the six components of stress/strain, either by training multiple independent networks or by modifying the fGP to utilize a multivariate normality assumption. With proper specification of the training data using combined loads (e.g., tension–torsion), the trained fGP network could directly emulate the anisotropic material stiffness tensor67. The implications of this are that Bayesian methods could be used to interrogate the trained fGP network to determine the approximate full stiffness tensor values (i.e., material properties).

As has been mentioned throughout this work, the fGP graphical network has a number of potential improvements, extensions, and applications. In addition to the improvements discussed already, one of the first improvements needed is to retrain the network using data with a richer feature set. In doing so, the fGP network will be able to predict the behavior of microstructures that are more representative of those seen in multi-layer, multi-track AM builds rather than simple single tracks. Next, using a Bayesian approach, the uncertainty in the fGP strain prediction can be propagated through the fGP stress model, potentially improving the predictive capability of the network. In the same vein, a Bayesian approach can be used to sample the fGP network and determine which features have the most impact on mechanical properties (as was shown in section) and which features are most likely to result in high stresses or strain energy densities, potentially leading to failure. The outcome of this process will link the structures that result in certain properties and, when combined with a data driven process–structure model, could result in real-time PSP linkages.

**METHODS**

**Functional Gaussian process**

A brief overview of GPs is first given before showing the extensions to a fGP. For a complete derivation of GPs, the interested reader is directed to the landmark work of Rasmussen and Williams.68 First, let the input variables be denoted by \( \mathbf{X} = (x_1, \ldots, x_n) \) and let \( f() \) be an unknown stochastic process. A GP is a non-parametric statistical model in which \( f() \) is to follow an \( n \)-dimensional multivariate Gaussian distribution such that:

\[
p(f(x_1), \ldots, f(x_n)) \sim \mathcal{N}_n(\mathbf{\mu}, \mathbf{K}).
\]

where \( \mathbf{\mu} \) is the mean vector defined by the mean function \( \mu(\mathbf{x}) = \mathbb{E}[f(\mathbf{x})] \) and \( \mathbf{K} \) is the covariance function defined by the covariance function \( k(x_i, x_j) = k_{ij} = \text{cov}(f(x_i), f(x_j)) \). Now, the GP can be denoted as \( f() \sim \mathcal{G}P(\mu(\cdot), k(\cdot, \cdot)) \). The standard problem of nonlinearity takes the form:

\[
y_i(\mathbf{x}_i) = f(\mathbf{x}_i) + \epsilon_i,
\]

where \( f() \) is as above and follows a GP, and \( \epsilon_i \) are independent and identically distributed Gaussian random noise with 0 mean and \( \sigma^2 \) variance. It then follows that:

\[
\mathbf{y} = (y_1, \ldots, y_n)^T \sim \mathcal{N}(\mathbf{\mu}, \mathbf{K}).
\]

where \( \mathbf{\mu} = (\mu_1, \ldots, \mu_n)^T \) and \( \mathbf{K} = \mathbf{K}_0 + \sigma^2 \mathbf{I} \), where \( \mathbf{I} \) is the \( n \times n \) identity matrix. The assumption of Normality is crucial to the GP framework as it allows the specification of a mean and covariance function that defines the presumed relationship between data points. As is common in many works, this work will assume that the mean function is 0. Furthermore, the covariance function will take the form of a Matérn 3/2 covariance as:

\[
k(x, x^*) = \eta 
\left( 1 + \frac{\sqrt{3}h(x, x^*)}{\nu} \right) \exp \left( -\frac{\sqrt{3}h(x, x^*)}{\nu} \right).
\]

where the parameters \( \{\eta, \nu, \sigma^2\} \) make up the set of so-called hyper-parameters, which allow “tuning” of the correlation between data points. The estimates of these parameters can be obtained through standard frequentist or Bayesian estimation. This work will utilize MLE throughout for simplicity. An additional outcome of the Normality assumption is that for a new input \( \mathbf{x} \), the corresponding response is also Normally distributed and its mean and variance can be found as:

\[
y^* \sim \mathcal{K}(\mathbf{x}, \mathbf{X}) \mathbf{K}^{-1} \mathbf{y}, \\
\sigma^2 = \mathbf{k}(\mathbf{x}, \mathbf{x}) - \mathbf{k}(\mathbf{x}, \mathbf{X}) \mathbf{K}^{-1} \mathbf{k}(\mathbf{X}, \mathbf{x}).
\]

In the derivation above, it has been assumed that \( \mathbf{x} \) takes the form of a vector with scalar components. However, the data need not be of a scalar form and can take the form of functional data. With some modification to the above derivation, functional data can be incorporated into the GP. For the purposes of this work, the functional GP (fGP) will be restricted to functional outputs only. Extensions to scalar outputs are discussed following the derivation of the fGP.

The functional response \( y(t) \) can be defined as an \( L^2 \)-continuous stochastic process on \( T \) such that the functional regression can be written as:

\[
y_t = f(\mathbf{X}(t), \mathbf{z}) + \epsilon_t, t \in T,
\]

where \( \mathbf{X}(t) \) are now the \( d \)-dimensional functional parameters, \( \mathbf{z} \) now represent \( p \)-dimensional scalar parameters, and the Gaussian noise is now functional as well with mean zero and variance \( \sigma^2 \). Utilizing functional principal component analysis (fPCA), \( y(t) \) can be decomposed as:

\[
y_t = \mu(t) + \sum_{j=1}^{J} \mathbb{B}_j \phi_j(t) + \epsilon_t, t \in T,
\]

where \( \mu(t) \) is the functional mean of the stochastic process, the summation term is the decomposition of the stochastic process covariance truncated to the first \( J \) terms, \( \phi_j(t) \) are the stochastic process covariance eigenfunctions, and \( \mathbb{B}_j \) is the \( j \)th principal component of the \( t \)th sample. The functional mean and eigenfunctions of the previous equation do not depend on the sample \( i \) and as such can be determined using FDA methods without the use of a GP. Therefore, the problem of determining \( y(t) \) can be restated as two problems. First, determine the mean and eigenfunctions of the stochastic process as well as the noise variance using FDA. Second, relate the stochastic process principal components to the input parameters. The first process relies solely
on the response data and acts as a linear shift and scaling of the data such that it has a zero mean. The second process can be stated as

$$\beta_j = g_j(X_1, z_1) + e_j,$$

(8)

where $e_j \sim N(0, \sigma_j^2)$ with $\sigma_j^2$ being the Gaussian random noise variance of the $j$th principal component and $g_j$ is an FGP for the $j$th principal component. Following the process above for a standard GP, it can now be stated that

$$\beta_j = (\beta_{j1}, \ldots, \beta_{jT})^T \sim N(0, K_j),$$

(9)

where, with slight change in notation from above, $K_j = K_{\text{GP}} + \sigma_j^2 I$. The covariance $K_{\text{GP}}$ will again take the form of a Matérn 3/2 as

$$k_j(X, X', z, z') = \eta_j \left(1 + \frac{r}{\nu_j} + \frac{r^2}{\nu_j^2}\right) - \frac{9}{\nu_j^2} \left(1 - \frac{3}{\nu_j^2} + \frac{3}{\nu_j^2} \frac{r^2}{\nu_j^2}\right) \exp\left(-\frac{r}{\nu_j}\right),$$

(10)

As before, the scalar term containing $z_i$ is a standard Euclidean distance measure between data points that satisfies the properties of a metric space. However, the functional data term containing $X_i$ does not satisfy the requirements for a metric space so traditional distance measures are not sufficient. A semi-metric space is a relaxed version of a metric space and measures of distance can be developed in that space as discussed by Ferraty and Vieu. This will work to utilize the IPCA based semi-metric which defines the distance between functional data as

$$||X - X'||^2 = \sum_{t=1}^{T} \left(\int [X(t) - X'(t)]d\nu(t)\right)^2,$$

(11)

where $\nu_t$ are the orthonormal eigenfunctions of the largest $r$ eigenvalue covariances, $E[X(t)X(t')]$. Further discussion and practical implementation details are omitted here but can be found in ref. 39. Having specified the covariance, the hyper-parameter set can be identified as $(\eta_j, \nu_j, \ldots, \nu_j, \omega_j, \ldots, \omega_j, \sigma_j^2)$ for every one of the $J$ truncated principal components. In order to determine the predictive functional response, $Y(t)$, of a set of inputs $(X(t), z_i)$, the predictive mean, $\beta_j^*$, and variance, $\sigma_j^2$, must be found as

$$\beta_j^* = k_j(X^*, X, z, z') \left(K_j^{-1}\right) \beta_j,$$

(12)

$$\sigma_j^2 = k_j(X^*, X, z, z') - k_j(X^*, X, z, z') K_j^{-1} k_j(X, X^*, z, z'),$$

Now, the predictive mean and variance of the functional response can be found as

$$Y^*(t) = \mu(t) + \sum_{j=1}^{J} \beta_j^* \phi_j(t),$$

(13)

$$\sigma_j^2(t) = \tilde{\sigma}_j^2(t) + \sum_{j=1}^{J} \tilde{\sigma}_j^2(t) + \delta_j^2,$$

where $\tilde{\sigma}_j^2(t)$ is the variance of the functional mean $\mu(t)$ and the $\ddot{ }$ notation has been introduced to denote values estimated using FDA methods. As an aside, the FGP utilized here has the capability to model any combination of functions/scalars to functions/scalars. The derivation above has shown function-on-function/scalar regression but one could reduce this to a case of function-on-scalar or function by simply eliminating, respectively, the first or second summation term in Eq. (10). Additionally, for scalar-on-function/scalar regression, the kernel of the standard GP (Eq. (4)) can simply be replaced by the functional kernel (Eq. (10)). The FGP is implemented in a Python class, while the FDA methods utilized to determine the functional mean and variance as well as the functional Gaussian noise variance are implemented in Matlab.

**Data generation**

The crystal plasticity data in this work are based on a microstructural-informed CPFE model developed by Saunders et al. 
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