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Abstract
There is a strong relationship between evaluation and methods for automatically training language processing systems, where generally the same resource and metrics are used both to train system components and to evaluate them. To date, in dialogue systems research, this general methodology is not typically applied to the dialogue manager and spoken language generator. I will argue that any metric that can be used to evaluate system performance should also be usable as a feedback function for automatically training the system. My argument is motivated with examples of the application of reinforcement learning to dialogue manager optimization, and the use of boosting to train the spoken language generator.

Introduction
It is obvious that there is a strong relationship between evaluating a system and automatically training it: the relationship arises from the fact that it is generally possible to use the same data to train a system as to evaluate it. Examples from language technology include: (1) speech recognition, where the training data consists of a corpus of the speech signal and the corresponding human transcriptions, and evaluation compares the recognizer output with the transcription; and (2) part of speech tagging, where the training data consists of a corpus of word strings labeled with part-of-speech tags, and evaluation compares the labeled part-of-speech tags with the output of an automatic tagger. There are many other examples.

However, it makes no sense to evaluate a dialogue system’s outputs by comparing them to previously stored outputs collected in another dialogue interaction. This is primarily due to the fact that, unlike the other language processing problems mentioned above, there are many possible correct responses at any point in a dialogue. The most that can be said is that some responses are better than others, for particular users, given particular dialogue contexts, or that some dialogue interactions go better than others, for particular users, given particular tasks. The good news is that this means that it is still possible to use the same data to train a dialogue system as one uses to evaluate it.

An algorithm for automatically training a system requires a metric which the training algorithm attempts to optimize; this metric is called an objective function. Dialogue systems are typically evaluated using several types of scalar metrics; (1) Task completion or transaction success measures; (2) Efficiency measures such as time to completion; (3) Subjective measures derived from direct user feedback, such as user satisfaction measures based on a user-survey, or user ratings of system utterances in context. Any of these measures, or a combination of them, could in principle, be used as an objective function for training the dialogue manager and response generation components.

Our research has experimented with (1) automatically training the dialogue manager, by applying reinforcement learning (Sutton and Barto, 1990); and (2) automatically training the spoken language generator using the Rankboost algorithm, a form of boosting (Schapire, 1999). Our overall goal has been to make it possible to produce an end-to-end trainable dialogue system, in a similar manner to that described in (Young, 2002).

The reinforcement learning experiments employ user satisfaction as the objective function in one prototype system (Walker, 2000), and task completion in another (Litman, Singh, Kearns and Walker 2002). We demonstrate statistically significant performance improvements in dialogue strategy selection. The boosting experiments employ user ratings of the generator output in particular dialogue contexts as the objective function, in one case for information gathering utterances (Walker, Rambow and Rogati, 2002) and in the other case for information presentation (Walker, Stent and Prasad, 2003). In both cases, we demonstrate that an automatically trained response generator is statistically better than several baselines, and statistically equivalent to a hand-crafted template-based generator for the same task. The talk will describe these experiments and results in more detail.
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