AN ONLINE ALGORITHM FOR CONTRASTIVE PRINCIPAL COMPONENT ANALYSIS
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ABSTRACT
Finding informative low-dimensional representations that can be computed efficiently in large datasets is an important problem in data analysis. Recently, contrastive Principal Component Analysis (cPCA) was proposed as a more informative generalization of PCA that takes advantage of contrastive learning. However, the performance of cPCA is sensitive to hyper-parameter choice and there is currently no online algorithm for implementing cPCA. Here, we introduce a modified cPCA method, which we denote cPCA∗, that is more interpretable and less sensitive to the choice of hyper-parameter. We derive an online algorithm for cPCA∗ and show that it maps onto a neural network with local learning rules, so it can potentially be implemented in energy efficient neuromorphic hardware. We evaluate the performance of our online algorithm on real datasets and highlight the differences and similarities with the original formulation.

Index Terms— Contrastive principal component analysis, online algorithm, neural network, local learning rules

1. INTRODUCTION
Principal Component Analysis (PCA) is a long-standing pillar of dimensionality reduction that is often a first step in data analysis. As a spectral method without hyper-parameters, PCA is robust and interpretable. Furthermore, there exist efficient algorithms for computing the principal subspace projections [1], including online algorithms that map onto networks with local learning rules and can potentially be implemented in energy efficient neuromorphic hardware [2].

However, PCA projects a dataset onto the directions of highest variance, without regard to the source of this variability. In particular, if there are directions with high variability due to noise, PCA projects onto those directions, potentially at the cost of more informative subspaces. Recently, contrastive PCA (cPCA) was proposed as a generalization of PCA that can account for such scenarios [3, 4]. By using a background dataset comprised of domain-relevant ‘negative samples’ (e.g., a music studio recording sans music), cPCA can distinguish directions of interest from those that have high variance due to background noise. For example, in a drug trial, cPCA picks an informative subspace by discounting the directions of high variance in the control (or placebo) group. This method has proved useful for both analysis and visualization in domains where a background dataset is available [5–7]. It has also been applied to the image and video compression domain [8].

While cPCA has been shown to find more informative projections than PCA [3], this improvement has come at the cost of interpretability and efficiency. In particular, cPCA is highly sensitive to a hyper-parameter that sets the relative contribution of the positive and negative samples. This renders the algorithm less robust and also less interpretable than PCA. Furthermore, online PCA algorithms are not readily adapted to perform cPCA, so cPCA is less amenable to large datasets or in scenarios with limited amount of compute.

In this work, we introduce cPCA∗, a more robust variation of cPCA. We show cPCA∗ is less sensitive to hyper-parameter choice and, for specific generative examples, can be interpreted as finding the subspace that maximizes the signal-to-noise ratio. We derive an online algorithm for cPCA∗ and map it onto a neural network with local learning rules which can be implemented on efficient neuromorphic chips. In summary,

• We introduce cPCA∗, an interpretable contrastive PCA method, and derive an online algorithm that maps onto a neural network with local learning rules.

• We empirically show that cPCA∗ is more robust to the choice of hyper-parameter than cPCA.

2. cPCA: ORIGINAL AND OUR METHOD
Given a dataset consisting of positive and negative samples, we want to identify directions that have large variance in the positive samples but small variance in the negative samples.

To be precise, let \( d \geq 2 \) and \( (x_1, \delta_1), \ldots, (x_T, \delta_T) \in \mathbb{R}^d \times \{0, 1\} \) be a sequence of inputs. The input \( x_t \) is a feature vector, which can either be a positive sample or a negative sample. The scalar \( \delta_t \) is an indicator variable such that \( \delta_t = 1 \) for positive samples and \( \delta_t = 0 \) for negative samples. We define covariance matrices of the positive and negative samples, as follows:

\[
C_{(+)} := \langle x_t x_t^\top | \delta_t = 1 \rangle_t, \quad C_{(-)} := \langle x_t x_t^\top | \delta_t = 0 \rangle_t.
\]
cPCA finds directions (i.e., unit vectors $v \in \mathbb{R}^d$) that simultaneously maximize $v^\top C_{(+)} v$ and minimize $v^\top C_{(-)} v$.

2.1. Contrastive PCA.

Abid et al. [3,4] proposed projecting the positive samples onto the top $k$-dimensional eigen-subspace of the matrix difference

$$A_\alpha := (1 - \alpha) C_{(+)} - \alpha C_{(-)}, \quad \alpha \in [0, 1],$$

where $1 \leq k < d$ and $\alpha$ is the contrast parameter.\(^1\)

To gain intuition, consider the special case where positive samples correspond to noisy signal and negative samples are pure noise; that is,

$$x_t = \delta_t \times \text{signal + noise}. \tag{2}$$

If $\delta_t = 1$, then $x_t$ is signal plus noise, whereas if $\delta_t = 0$, then $x_t$ is just noise. Under the assumption that the signal and noise are uncorrelated, the covariance of the signal is equal to $2 A_{1/2} = C_{(+)} - C_{(-)}$, so the directions that maximize the variance of the signal are the top eigenvectors of $A_{1/2}$.

The contrast parameter $\alpha$ represents the trade-off between maximizing the target variance and minimizing the background variance. When $\alpha = 0$, cPCA reduces to PCA applied to the positive samples. As $\alpha \to 1$, directions that reduce the variance of the negative samples become more optimal and the contrastive principal subspace is driven towards the minor subspace of the negative samples. Therefore, each value of $\alpha$ yields a direction with a different trade-off between positive and negative samples variance.

In practice, the performance of cPCA is sensitive to the contrast parameter $\alpha$ (see Fig. 2). While the generative model suggests that it should perform optimally when $\alpha = 1/2$, in practice, cPCA often performs better for $\alpha > 1/2$ (Fig. 2) and there is no theory for why this is true. Furthermore, since $A_\alpha$ is not a covariance matrix for $\alpha \in (0, 1)$, online PCA algorithms [1, 2] cannot be adapted to cPCA.

2.2. Our method: Contrastive PCA$^\ast$.

Our method, cPCA$^\ast$, is based on projecting the positive samples onto the top $k$-dimensional eigen-subspace of the generalized eigenvalue problem

$$C_{(+)} v = \lambda B_\beta v, \tag{3}$$

where

$$B_\beta := (1 - \beta) I_d + \beta C_{(-)}, \quad \beta \in [0, 1], \tag{4}$$

and the hyper-parameter $\beta$ is our contrast parameter.

To motivate cPCA$^\ast$, consider the generative model in Eq. (2), under the assumption that the signal and noise are uncorrelated. Let $C_{\text{signal}} = C_{(+)} - C_{(-)}$ and $C_{\text{noise}} = B_1 = C_{(-)}$. Then the direction (i.e., unit vector $v$) that maximizes the signal-to-noise ratio is the unit vector $v$ that maximizes the ratio

$$\frac{v^\top C_{\text{signal}} v}{v^\top C_{\text{noise}} v} = \frac{v^\top C_{(+)} v}{v^\top B_1 v} - 1.$$

The optimal $v$ corresponds to the top eigenvector of the generalized eigenvalue problem (3) with $\beta = 1$.

As with the cPCA contrast parameter $\alpha$, when $\beta = 0$, the problem reduces to PCA applied to positive samples. As $\alpha \to 1$ in cPCA, the projection subspace converges to the negative sample minor subspace, whereas as $\beta \to 1$ in cPCA$^\ast$, the projection converges to maximize the ratio of the variance of the positive sample projections and the variance of the negative sample projections. For $\beta \in (0, 1)$, our method is interpretable as maximizing the ratio of the variance of the positive sample projections and the variance of the negative sample projections when the negative samples have been conditioned with independent isotropic noise with variance $\frac{1-\beta}{\beta}$.

3. ONLINE cPCA$^\ast$ ALGORITHM

To derive an online algorithm, we concatenate the sequence of products $\delta_1 x_1, \ldots, \delta_T x_T \in \mathbb{R}^d$ into the data matrix:

$$X_{(+)} := [\delta_1 x_1, \ldots, \delta_T x_T] \in \mathbb{R}^{d \times T}.$$ \(\text{Since } \delta_t x_t \text{ is zero for negative samples and equal to } x_t \text{ for positive samples, the covariance of } X_{(+)} \text{ is a scalar multiple of the covariance of the positive samples } C_{(+)}.)$$

**Similarity matching objective.** Our starting point is the similarity matching objective:

$$\min_{Z \in \mathbb{R}^{k \times T}} \frac{1}{T^2} \| Z^\top Z - X_{(+)} B_\beta^{-1} X_{(+)} \|_F. \tag{5}$$

The similarity matching objective, which is a special case of a cost function from multidimensional scaling [9], minimizes the difference in similarity (measured using inner products) between the outputs $Z$ and the positive samples $X_{(+)}$ normalized by $B_\beta$. The optimal solution $Z$ of equation (5) is the projection of $B_\beta^{-1/2} X_{(+)}$ onto its $k$-dimensional principal subspace [9], which is equal to the projection of $X_{(+)}$ onto the top $k$-dimensional eigen-subspace of the generalized eigenvalue problem (3).

**Legendre transforms.** Directly optimizing Eq. (5) does not result in an online algorithm. Rather, we follow the approach in [10] for deriving an online algorithm. Expanding the square in Eq. (5) and dropping terms that do not depend on $Z$ yields the minimization problem

$$\min_{Z \in \mathbb{R}^{k \times T}} \frac{1}{T^2} \text{Tr} \left( Z^\top Z Z^\top Z - 2 Z^\top Z X_{(+)} B_\beta^{-1} X_{(+)} \right).$$

---

\(^1\)Abid et al. [4] find the top eigen-subspace of $C_{(+)} - \alpha C_{(-)}$ for $\alpha \geq 0$. We reparametrize the contrast parameter for a more direct comparison with our method.
We substitute in with the Legendre transforms:
\[ \frac{1}{T^2} \text{Tr} \left( Z^\top Z Z^\top Z \right) = \max_{M \in \mathbb{R}^{k \times k}} \frac{2}{T} \text{Tr} \left( Z^\top M Z \right) - \text{Tr} \left( M^2 \right), \]

where \( \mathbb{S}^k_+ \) is the set of \( k \times k \) positive definite matrices, and
\[ \frac{1}{T^2} \text{Tr} \left( Z^\top Z X^\top (+) B^\beta_{+}^{-1} X^\top (+) \right) = \max_{W \in \mathbb{R}^{d \times d}} \frac{2}{T} \text{Tr} \left( Z^\top W X^\top (+) \right) - \text{Tr} \left( W B^\beta W^\top \right), \]

which are respectively optimized at \( M^* = \frac{1}{T} Z Z^\top \) and \( W^* = \frac{1}{T} Z X^\top (+) B^\beta_{+}^{-1} \). After substitution, we have
\[
\min_{Z \in \mathbb{R}^{d \times T}} \min_{W \in \mathbb{R}^{d \times d}} \max_{M \in \mathbb{S}^k_+} L(W, M, Z),
\]

where
\[
L(W, M, Z) := \frac{1}{T} \text{Tr} \left( 2Z^\top M Z - 4ZW X^\top (+) \right) - \text{Tr} \left( M^2 + 2WB^\beta W^\top \right).
\]

Since the objective satisfies the saddle-point property with respect to \( M \) and \( Z \), we can interchange the order of optimization:
\[
\min_{W \in \mathbb{R}^{d \times d}} \max_{M \in \mathbb{S}^k_+} \min_{Z \in \mathbb{R}^{d \times T}} L(W, M, Z), \quad (6)
\]

**Offline algorithm.** Before deriving an online algorithm, it is instructive to first solve Eq. (6) in the offline setting where we have access to the dataset \( X^\top (+) \) and the matrix \( B^\beta_{+} \). In this setting, we first minimize \( L(W, M, Z) \) with respect to \( Z \):
\[
Z = M^{-1} W X^\top (+) \] We then take gradient descent-ascent steps:
\[
W \leftarrow W + 2\eta \left( \frac{1}{T} Z X^\top (+) - W B^\beta_{+} \right), \quad (7)
\]
\[
M \leftarrow M + \frac{\eta}{\tau} \left( \frac{1}{T} Z Z^\top - M \right), \quad (8)
\]

Here \( \tau > 0 \) denotes the ratio between the updates to \( W \) and \( M \) (which we set to 1 in our experiments) and \( \eta \in (0, \tau) \) is the step size.

**Online algorithm.** To solve the minimax objective (6) in the online setting, we take stochastic gradient descent-ascent steps. At each time step \( t \), we first minimize over the output \( z_t \) by running the continuous dynamics to equilibrium:
\[
\dot{z}_t (\gamma) = \delta_t c_t - M z_t (\gamma) \quad \Rightarrow \quad z_t = \delta_t M^{-1} c_t, \quad (9)
\]

where we have defined \( c_t := W x_t \). Since \( \delta_t = 0 \) when \( x_t \) is a negative sample, the algorithm only produces a non-trivial output when presented with a positive sample. Next, we take a stochastic gradient descent-ascent step with respect to \( (W, M) \).

We compare cPCA and cPCA\(^*\) on two naturalistic datasets used in [3] as well as a synthetic dataset. The results are sum-

![Fig. 1. Neural network implementation of our online cPCA\(^*\) algorithm. At each \( t \), the inputs \((x^1_t, \ldots, x^d_t)\) are projected onto the feedforward weights \( W \) to obtain \((c^1_t, \ldots, c^k_t)\).](image)
Artificial dataset. The artificial dataset consists of 200 30-dimensional samples. The negative samples are pure Gaussian noise while the positive samples exhibit a bimodal distribution along some of the dimensions. Due to high variance in the noisy directions, PCA is ineffective for identifying the clusters.

Noisy Digits dataset. In the first naturalistic dataset, the positive samples consist of 5,000 synthetic images generated by randomly superimposing images of handwritten digits 0 and 1 from MNIST dataset [11] on top of natural images taken from the UPenn Natural Image Database [12]. The negative samples consist of natural images. We apply cPCA and cPCA* to find 2-dimensional projections, for varying hyper-parameter choices, Figs. 2 and 3. To measure how well-separated the projections of the noisy digits 0 and 1 are, we plot the symmetrized KL divergence of the distributions of the projections of the noisy 0’s and the distributions of the projections of the noisy 1’s. We see that our method separates the digits for a much larger range of the hyper-parameter (Fig. 2).

Mouse dataset. The second naturalistic dataset consists of protein expression measurements \( d = 77 \) of mice that have received shock therapy [13], some of which develop Down Syndrome. We apply cPCA and cPCA* using negative samples that consist of protein expression measurements from a set of mice that have not been exposed to shock therapy and measure the degree of linear separability between mice that do not have Down Syndrome and mice that have Down Syndrome, Fig. 3.

4.2. Evaluation of online cPCA*

Fig. 4 shows the convergence of the online cPCA* algorithm on the mouse dataset. We see that cPCA* converges to the optimal projector. Here, the learning rate is \( \eta = 0.003 \) and the ratio between gradient descent and ascent steps is \( \tau = 1 \).

5. SUMMARY

In this work, we introduced cPCA*, a modified contrastive Principal Component Analysis method. We showed that this method is interpretable as maximizing the signal to noise ratio and leads to an online algorithm which can be mapped onto a neural network with local learning rules. In terms of the scope of applicability, cPCA* has the same requirements as cPCA: as a contrastive algorithm it needs a relevant background dataset. However, we hope that the derivation of this online algorithm with more robust hyper-parameter sensitivity will broaden the possible use-cases of this algorithm to larger datasets.
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