Neural Embeddings of Urban Big Data Reveal Emergent Structures in Cities
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ABSTRACT
Over decades, many cities have been expanded and functionally diversified by population activities, socio-demographics and attributes of the built environment. Urban expansion and development have led to emergence of spatial structures of cities. Uncovering cities’ emergent structures and spatial gradients is critical to the understanding of various urban phenomena such as segregation, equality of access, and sustainability. In this study, we propose using a neural embedding model—graph neural network (GNN)— that leverages the heterogeneous features of urban areas and their interactions captured by human mobility network to obtain vector representations of these areas. Using large-scale high-resolution mobility data sets from millions of aggregated and anonymized mobile phone users in 16 metropolitan counties in the United States, we demonstrate that our embeddings encode complex relationships among features related to urban components (such as distribution of facilities) and population attributes and activities. The spatial gradient in each direction from city center to suburbs is measured using clustered representations and the shared characteristics among urban areas in the same cluster. Furthermore, we show that embeddings generated by a model trained on a different county can capture 50% to 60% of the emergent spatial structure in another county, allowing us to make cross-county comparisons in a quantitative way. Our GNN-based framework overcomes the limitations of previous methods used for examining spatial structures and is highly scalable. The findings reveal non-linear relationships among urban components and anisotropic spatial gradients in cities. Since the identified spatial structures and gradients capture the combined effects of various mechanisms, such as segregation, disparate facility distribution, and human mobility, the findings could help identify the limitations of the current city structure to inform planning decisions and policies. Also, the model and findings set the stage for a variety of research in urban planning, engineering and social science through integrated understanding of how the complex interactions between urban components and population activities and attributes shape the spatial structures in cities.

Keywords urban structures · spatial gradient · neural embedding · human-environment interactions
Introduction

The upshot of population shift and its resultant rapid urbanization occurring over the course of the last few decades is that more than half of the world’s population live in cities [1]. Human activities intertwining with facilities and the environment result in spatial structures and variations in urban areas, such as dispersed hubs of businesses and residents [2], which in turn exert a significant influence on people’s life [3], social equity [4], and sustainable development of cities [5]. For better planning strategies and design of cities, it is imperative to understand the spatial structures of cities emerging from the complex interactions among urban components (e.g., facilities and the built environments), population attributes, and activities.

Understanding the spatial structure of cities has been one of the foundational challenges in urban studies [6], and a growing and diverse number of studies have been investigating this phenomenon over the past two decades. The most observable phenomenon that researchers first attempt to look into is the form taken by cities. Through the mapping of households [7], economic activities [8], facilities and infrastructure [9], the characteristics of poly-centricity and mono-centricity of cities have been identified in prior studies [10]. A wide range of analytical approaches have been developed to measure the centrality of the cities. One branch of studies has focused on measuring urban centrality using statistical metrics. For example, Midelfart-Knarvik et al. first proposed a spatial separation index to measure the spatial distribution of industries in urban regions [11]. Built upon that, Pereira et al. introduced the urban centrality index as an extension of the spatial separation index to identify distinct urban structures from different spatial patterns, making the structures between extreme mono-centricity and poly-centricity comparable [12]. Centrality metrics are based solely on the distribution of residents and facilities. In more recent studies, the numbers of people attracted to different locations and the diversity of the locations have been considered. Zhong et al. proposed a centrality index to identify functional urban centers, contributing to our understanding of the urban forms and their transformation over time [2]. Despite the advancement and usefulness of these metrics, the existing studies do not fully capture the complex interactions among features of urban components (i.e., facilities and built environment) and population activities and attributes giving rise to spatial structures and variations.

Recognizing this, multiple statistical and mathematical methods, such as network models [13], scaling index [14], and regression methods [15], have been employed to analyze the spatial structures of cities [16]. The network models are primarily applied to examine the structures of human mobility [17], transportation systems [18], and road networks [19], which connect areas of cities. Accordingly, researchers employed metrics from network science, such as degree centrality and betweenness centrality, to identify critical areas in the structure [20]. Moving beyond network configuration and centrality metrics, some previous studies also adopted probability density functions to capture the scaling effects in cities [21]. For example, Pan et al. proposed a generative process to simulate the super-linear scaling of social-tie density in cities to uncover the interplay between geography, population density and social interaction [22]. Yan et al. developed a general model to predict the scaling behaviors of collective mobility in cities [23]. In addition, researchers have explored spatial economic models to integrate economic factors in characterizing the spatial structures of cities. These prior studies [24] put more effort into revealing the economic disparities in relation to the geography of urban components, such as high-speed railways [25], financial services [26], and airports [27]. While these models allow capture of multiple features of cities and their interactions, they are linear models which can capture only simple linear relationships among features of urban functions and components. Many cities, in fact, have sprawled into metropolitan areas with spatial expansion and functional diversification [28]. It is therefore not surprising that the nature of the spatial structures of cities is emergent and multifaceted with complex and non-linear relationships between features of urban components and population activities and attributes [29, 30]. Because these non-linear relationships influence emergent spatial structure of a city, the forces from the city center to peripheral areas could be anisotropic (i.e., vary non-linearly along different radii from city centers), leading to heterogeneous spatial gradients [31]. Spatial gradient captures the variation of spatial structure across the city, which can further reveal the combined patterns of urban phenomena, such as segregation, disparate facility distribution, and human mobility. Existing studies [32] on spatial gradients, however, rely primarily on the measurement of the radius from the city center, which could be misleading because spatial structures could vary non-linearly along the same radius. Hence, existing statistical models may not be adequate for capturing multifaceted urban structures and may not interpret gradient patterns properly.

The reasons for the limitations in the existing literature are twofold. First, large-scale data sets to capture diverse features associated with urban components and population activities and their interactions in cities were limited. Hence, prior studies [28] could draw findings based only on static and course-grained features, such as population size, building types and business investment [33]. Owing to the ubiquity of smart phones and online platforms, a great amount of human-generated and geotagged data capturing the locations, movements, communications, and connections among the populations are collected and shared through privacy-protected agreements. For example, one emerging data source is the locations of mobile phone users who opt-in to share their location information with the data collection companies [34]. These data provide significant value for revealing human mobility behaviors and their interplay with the built environment and geography [35], such as the movement flow from one area to another [17], visits to a specific type of point of interest [36], and the colocation probabilities between the residents from two areas [37]. The availability of such datasets provide the opportunity for encoding highly representative spatial interactions based on human activities in cities. Second, methods that allow characterization of the complex relationships among a variety of urban components and population features are limited. Although interpretable, it is...
challenging to define statistical and mathematical models without prior knowledge about how the features and their complex interactions shape structures in urban areas. Recent advancements in deep learning have demonstrated that neural embedding techniques offer a powerful solution for non-linear problems [38]. The idea of embedding approaches is to discern a vector representation for each entity, which can encode the multifaceted relationships between entities [38]. There has been a large family of embedding approaches, including word embedding [39], document embedding [40], item embedding [41], and graph embedding [42]. The most advanced embedding techniques are graph neural networks like node2vec [43] and GraphSage [44]. Different from models that train individual embeddings for each entity, graph neural networks generate embeddings by sampling and aggregating features from a node’s local neighborhood [44]. These algorithms consider not only the entity itself, but also the topological structure of the entire graph [45]. Since urban areas are composed of spatial areas with different populations and built environment features, both connected by population activities, graph neural networks fit the needs of downstream tasks in urban studies well.

Prior urban studies [46] involving neural networks achieved two major tasks. One was the prediction of urban phenomena, such as air pollution [47], traffic flows [48] and floods [49]. For example, Chan et al. proposed a neural network-based knowledge discovery system to estimate the air pollution levels in urban areas using the spatial-temporal information of air-related factors [50]. Another major capability of neural networks is classification and labeling of urban areas based on their functionalities, including land use [51] and street classification [52]. Recently, Hu et al. classified urban functions at the road-segment level using taxi trajectory data and a graph convolutional neural network [53]. These prior studies demonstrated the performance of novel deep learning models in capturing the non-linear relationships among urban components with diverse large-scale data sets. Despite the successful applications of graph neural networks in these two major downstream tasks in urban studies, little is known about the multifaceted structures and anisotropic gradients of cities based on the consideration of non-linear interactions of urban components and their associated features.

In this study, we propose and implement a framework to obtain compact representations of urban areas by considering multiple features related to urban components and population attributes and activities to uncover the characteristics of spatial structures and gradients. With a grid overlaying on a county map, we first extract features, including socio-demographic contexts, facility services, population movements, and building types for each grid cell from US census survey data, anonymized mobile phone data, and points of interest data. We construct an adjacency matrix and a feature matrix for each grid cell as the inputs of the neural network model. Then, a graph neural network and a DistMult layer are used, assembled and calibrated to learn the embeddings of grid cells. To validate the embeddings generated by the model, we tested the performance of the model on a classification task in which the model is used to predict the level of movement flow between two grid cells. The embeddings are included in further analyses only when the predictive performance of the model is acceptable. Using the neural embeddings of the urban areas, we cluster these areas based on the distances between the embedding vectors. The spatial structures of cities can be characterized through an understanding of the features in each cluster of urban areas. The embeddings capture the nature of the spatial expansion and multifaceted structures of cities. Our results also demonstrate anisotropic gradients in different directions from the city center to the peripheral areas. We further hypothesize that the embeddings can also identify shared variations and gradients across different counties. By looking at cross-county embeddings through a transferability analysis, we can measure the extent to which the spatial structure of a county shares similar patterns with other counties. The results and findings show that the graph neural network (GNN)-based framework enables us to integrate multiple features in urban areas and their non-linear relationships to understand the underlying complex interactions among population activities, geography, facility services, and socio-demographic contexts that shape spatial structure and gradient of cities.

**Methods**

**Data collection and processing**

This study focuses on 16 metropolitan counties in the United States. We select these counties based on several criteria: (1) the counties would rank among the top 50 US counties in population; (2) the selected counties should be distributed in different states and regions of the United States; (3) facility and mobile phone data should be available; and (4) no extreme event or crisis significantly influencing the activities of populations during the study period had occurred in selected counties. By considering these criteria, we selected 16 counties: Cook County (Chicago, Illinois), Harris County (Houston, Texas), Dallas County (Dallas, Texas), Fulton County (Atlanta, Georgia), King County (Seattle, Washington), Wayne County (Detroit, Michigan), Hennepin County (Minneapolis, Minnesota), Allegheny County (Pittsburgh, Pennsylvania), Miami–Dade County (Miami, Florida), Multnomah County (Portland, Oregon), Sacramento County (Sacramento, California), Salt Lake County (Salt Lake City, Utah), Tarrant County (Fort Worth, Texas), Travis County (Austin, Texas), Washington County (Portland, Oregon), and Santa Clara County (San Jose, California). We used multiple data sets from different sources to generate features for urban areas (see Table 1). To ensure consistency across all data sets, we first defined a grid map enabling areas of equal size, and then associated all the features with the grid cells. Details about the data and approach are provided in the following paragraphs.
Grid map creation. The diverse features we extracted for this study are present at different scales. For example, socio-demographic features are collected at the census-tract (CT) level, while facility service can be finer due to detailed geographical coordinates provided for the POIs. To explore the spatial structure based on a consistent and fine scale, we divided the area of a county into grid cells of relatively equal size, using equal division of the longitude and latitude spans of a county. The exact size of grid cells might differ among counties when we project the coordinates into distance in counties at different latitudes. For example, Harris County has 4.73 MM population, making it the most populous county in Texas and the third-most populous county in the United States. Considering both the computational cost and fine-scale requirement of analyses, we set a grid cell to be about 4 km x 4 km. The grid cells use the lat-long coordinates of the corner points as the numeric reference to the geographic partition. Features such as facility services are aggregated and counted at the grid level. Socio-demographic features are expressed in percentages. We assume that these features are uniformly distributed in the CT. Hence, we assign the feature values of the census tracts to grid cells within the same CT.

Population estimation. For this step, we adopted the anonymized mobile phone data from X-Mode, a location intelligence company, which supplies billions of records of anonymized and high-resolution mobile phone location pings for 50MM devices globally. X-Mode works with more than 70 developers of more than 300 applications, who use their proprietary software development kit (SDK) technology [54]. The location data are collected from mobile phone users who opt-in to share their data anonymously through a General Data Protection Regulation and California Consumer Privacy Act compliant framework. In the United States, more than 30 million unique mobile phone devices generate 2 to 3 billion pieces of location data per day. The data was shared under a strict contract with X-Mode through their academic collaborative program in which they provide access to de-identified and privacy-enhanced mobility data for academic research. All researchers processed and analyzed the data under a non-disclosure agreement and were obligated to not share data further and not to attempt to re-identify data.

We filtered the mobile phone data generated during February 2020 in the 16 selected counties. No large-scale extreme event occurred in these counties during this period. We considered population activities in this period as the normal conditions. The home locations of the mobile phone devices are not reported by X-Mode. To estimate the population size at the grid-cell level, referring to prior studies [55], we first assigned each data point generated between the hours of 10 p.m. and 7 a.m. to its respective grid cell. The most common grid cell locations of the device during this observation period are considered as the home grid cell. Mobile phones which do not have the location data for more than 2/3 days of the month are discarded.

Mobility network construction. The mobility network is constructed to capture the spatial connections among different urban areas using population flows. In the mobility network $G = (V, E, W)$, we consider the nodes ($v \in V$) to be grid cells, and the links ($e_{ij} \in E$) are the movements from one grid cell to another. The network is weighted and directed, meaning that each link is directed from the origin of the movement to the destination, and the number of people moving on the same link is considered as the weight of the link ($w_{ij} \in W$). The weights of the links are calculated using the average number of people moving on the links on the day of a week during February. The features related to network characteristics in Table 1 are computed using this mobility network. The in-degree of a grid cell is defined by the number of links directed to the grid cell without considering the weights of the links. The weighted in-degree is the sum of the weights of the links directed to the grid cell. These network features capture the popularity and attractiveness of a grid cell in terms of population activities.

| Category                | Feature details                      | Source                        |
|-------------------------|--------------------------------------|-------------------------------|
| Socio-demographics      | Percentage of minority               | Per capita income             |
|                         | Percentage of people older than 65   | Percentage of crowded structures | U.S. Census                     |
| Facility services       | Utilities                             | Construction                  |
|                         | Manufacturing                         | Wholesale trade               |
|                         | Retail trade                          | Finance and insurance         |
|                         | Professional, scientific, and technical services | Transportation and warehousing |
|                         | Real estate rental and leasing        | Information                  |
|                         | Administrative services               | Educational services          |
|                         | Health care and social assistance     | Arts, entertainment, and recreation |
|                         | Accommodation and food services       | Other services (except public administration) |
|                         | Public administration                 |                               |
| Population              | Residential population size          |                               |
| Network characteristics  | In-degree                             |                               |
|                         | Weighted in-degree                    |                               | Mobile phone data
Other data. We obtained the socio-demographic information from the census data publicly available on the website of the U.S. Census Bureau. We used mainly the American Community Survey (ACS) 2014–2018 (5-year) data [56] to extract the socio-demographic features in Table 1. The data are provided at the census tract level. The facility data are obtained from SafeGraph, Inc., a location intelligence data company that has collected the geographical and business information about physical places, also called “points of interest” (POI), in the United States [57]. POIs are dedicated geographic entities, such as restaurants, retail stores, and grocery stores. SafeGraph POI data include about 6.5 million active POIs with the information of geographical coordinates, industry category code, brand, address and administrative region of the POI. The industry category code of the POI is developed by the North American Industry Classification System (NAICS), which is the standard used by Federal statistical agencies in classifying business establishments [58]. To have a comprehensive consideration of the POIs, we use the first two digits of the NAICS code, which is the highest-level categorization. The criteria for choosing the types of facility services (i.e., POIs) in this study include: (1) the facilities should provide services for the majority of the population; (2) different types of POIs should provide distinguishable services or serving distinguishable population groups; and (3) sufficient data points should be available for specific types of POIs in a county. The SafeGraph Data Consortium shared the data through their academic program, which provides data at no charge to the academic community. The program allows researchers to publish papers and uncover insights that will lead to better policymaking, innovations, and business growth.

Neural Embedding Model
We compile all features for grid cells in a feature matrix, \( F = (F^T_1, F^T_2, \ldots, F^T_V) \), where the \( i \)-th element \( F^T_i \in \mathbb{R}^d \) is a vector representation including all values of \( d \) features for grid cell \( v_i \). The adjacency matrix \( A \in \mathbb{R}^{V \times V} \) of the urban areas is created based on the mobility network \( G \). We consider two urban areas to have connections when there is at least one person moving between these areas during the study period. With these two matrices, we adopted the graph convolutional neural network model to encode the information and relationships among urban areas. The model is used to seek effective representations of urban areas that are useful for revealing the structure of cities. The GNN model includes two comprehensive computational components in an iterative process (see Fig. 1): graph convolutional layer, which is used to encode both feature matrix and adjacency matrix to reveal representative embeddings of urban areas through stacked layers of dense networks; and DistMult layer, which is used to classify the links using the embeddings of the starting and ending nodes.

Graph convolutional layer. The output of this layer is the embeddings of urban areas, which are generated through three components of the layer. First, the feature embedding component stacks three layers: linear layer (a fully connected network), normalization, and drop out. This component initializes the embedding matrix \( E \in \mathbb{R}^{V \times d} \) first and combines it with the feature matrix. Through dimension reduction, the two matrices will result in one hidden matrix with \( d \) dimensions. The second component is concatenation, which operates the hidden matrix to pass the information from the neighbors of a node based on the adjacency matrix. Then the aggregator is used to aggregate the information from the neighbors of a node. Here, we use a non-parametric function, simple averaging embeddings of all nodes in the neighborhood to construct the neighborhood embedding. The average value is passed through a fully connected layer. In this graph convolutional layer, the information propagation [59] from the previous layer to the current layer is:

\[
    h_i^{l+1} = \sigma(\sum_{e \in \mathcal{E}} \sum_{j \in N_i^e} \frac{1}{c_{i,e}} W_e h_j^{l} + W_0 h_i^{l})
\]

where \( h_i^{l} \in \mathbb{R}^{d(l)} \) is the hidden vector representation of node \( v_i \), in the \( l \)-th layer of the neural network, with \( d(l) \) being the dimensionality of this layer’s representations; \( \sigma \) is an activation function (\( \text{tanh}() \) in this study); \( N_i^e \) denotes the set of neighbor indices of node \( i \) with the link \( e \in \mathcal{E} \); \( c_{i,e} \) is the normalization constant (\( c_{i,e} = |N_i^e| \)); \( W \) is a learnable weight matrix. This function passes the hidden information from the neighbors of a node based on the directed link from the origin to the destination. DistMult layer. A DistMult decoder that takes pairs of embeddings of urban areas and produces a score for every link with weights in the mobility network. The loss is evaluated per link. The DistMult factorization in this study is adopted from the technique by Yang et al. [60], which is a scoring function. In the DistMult layer, any pair of area embeddings is scored as:

\[
    f(i, j) = h^T_i M h_j
\]

where \( h_i \) is the embedding of the urban area \( i \) where a link originates, \( h_j \) is the embedding of the urban area \( j \) where a link directs to, and \( M \) is a learnable diagonal matrix. We calculate the score of the links for each class. That is, we applied four linear layers to manipulate the two embeddings of the origin and destination.

To validate the embeddings of the GNN model, we conducted a supervised learning approach to capture human mobility in urban areas. In this task, we divided the links into classes in terms of volumes of the movements. Since the data usually are
Figure 1. Illustration of the analytical framework. The framework is composed of two components: the architecture of the graph neural network (GNN) and the analyses on generated neural embeddings. GNN takes the adjacency matrix generated from anonymized mobile phone data and the feature matrix. Features for each urban area (grid cell) are income, ethnicity, age and building information from the social-demographic data for census tracts, and the number of specific facilities provided by SafeGraph. The graph convolutional layer can translate the feature and adjacency matrices to encode not only features of the grid cell itself, but also the features of its neighbors through the consideration of the topological structure of each node’s neighborhood as well as the distribution of node features in the neighborhood. The DistMult layer is adopted to integrate the embeddings of two grid cells and make a prediction for the movement flows between these two cells using the SoftMax function. The vector representations of grid cells are in the embedding matrix. We clustered the urban areas using the representations to capture emergent spatial structure and analyze the spatial gradients in a county and the shared spatial variations across different counties.

Imbalanced, the classes tend to be imbalanced. That is, the number of links in some classes is extremely high or extremely low. To take into account the issues of imbalanced data, we adopted a weighted cross-entropy loss function:

$$
\mathcal{L} = - \frac{1}{\sum_{k=1}^{K} w_k} \sum_{(i,j) \in \mathcal{T}} \sum_{k=1}^{K} w_k \cdot t_{ij,k} \cdot \log \Theta(f_k(i,j))
$$

(3)

where $w_k$ is the weight of a class, which is calculated based on the rate between the number of samples in the first class and the number of samples in other class, $w_k = N_1/N_k$. Here, the first class is the largest class in the data set. $t_{ij,k}$ is a binary variable, corresponding the respective ground truth class $k$ for link $e_{ij}$. If the link is in class $k$, then $t_{ij,k}$ equals 1; otherwise, $t_{ij,k}$ equals 0. $\Theta$ is an activation function. In this step, we used SoftMax on the output of the last layer from DistMult. We minimized the resulting cross-entropy loss on all present edges. $f_k(i,j)$ is the score of the link $e_{ij}$ for the class $k$. $K$ is the total number of classes in this classification task. $\mathcal{T}$ is the total set of pairs of urban areas.

Hyperparameter tuning. To improve its efficiency in training and accuracy of prediction, we tuned a few hyperparameters of the model: learning rate (0.025, 0.05), the number of dimensions (50, 75, 100, 150). The learning rate is tuned to obtain an appropriate converging speed for the algorithm. Since this downstream task is implemented to obtain valid embeddings of urban areas, the highest accuracy of prediction outcomes is not particularly required. Hence, we set the learning rate to be 0.05 in training models for all counties, reducing the time for model training but retaining the quite good quality of the model. In addition, the number of dimensions of the vector representations matters for the quality of the encoding. Typically, the more dimensions the embedding has, the greater the quality of encoding, but, there will also be some limits beyond which diminishing returns will be obtained. We set the minimum dimension to 50 and tested the prediction results on the dimensions of 75, 100, and 150. The results show that embeddings of 100 dimensions could achieve the best prediction accuracy of the downstream task among the results from other dimension options.
Clustering and cross-county embeddings

Agglomerative clustering. The neural network embeddings generated from the GNN model encode all the attributes and topological structures of the urban areas. The complex relationships among urban components and population activities and attributes in urban areas can be captured through clustering the representations which are close to each other. In this task, we employed agglomerative clustering [61], a hierarchical clustering using a bottom-up approach. This approach first considers that each embedding starts in its own cluster, and then the pair of clusters would be recursively merged when an increase in a given linkage distance is minimum. We used the Euclidean distance to find which clusters to merge, using the algorithm proposed by Ward [62]. Agglomerative clustering is a powerful technique that allows us to build tree structures from data similarities; it is particularly useful in network data. Our embeddings encode the spatial connectivity and topology of the spatial structure. Hence, the agglomerative clustering approach is a proper approach to cluster the urban areas based on their vector representations.

Cross-county embeddings. To test the similarities of spatial structure among different counties, we conducted cross-county experiments. First, we trained the GNN model by feeding the model with the feature and adjacency matrices from county A. After the model reached an acceptable prediction accuracy, we saved the model with fixed parameters. We then input the adjacency and feature matrices from county B to generate the embeddings for the urban areas in county B. The transferrable model would output similar embeddings for urban areas in county B, when these areas are assigned the same cluster using representations from the model trained on county B. That is, two counties share a highly similar spatial structure if the majority of the pairs of urban areas are in the same clusters, even the models are trained on different counties. Hence, we measure the similarity of spatial structure in different counties through the percentage of area pairs in the same cluster.

Results

Generating and validating the embedding space

Before implementing the model and generating the embeddings, we first explored the observable patterns of urban attributes in a county. In this section, we take an example of Harris County and show the spatial distributions of some socio-demographic and facility attributes (Fig. 2b). As we see in the Fig. 2, people with high income usually concentrate in a very small area tending to be in the center of the county, surrounded by a low-income population in the majority of the urban areas. The suburban areas, such the areas in North of Harris County, however, also have high-income populations. In addition, minority populations are shown to live outside the center of the county, but they do not concentrate in the marginal area of the county. It is obvious that the income and percentage of the minority are not distributed on a linear gradient from the center of the county to the surrounding territory. The other two maps in Fig. 2 show the spatial distributions of facility services (retail trade and food services), which are different from the distributions of the socio-demographic attributes. We can find that the majority of the facilities locate at the center of the county, and the number of facilities decreases with distance from the center to the margin. The gradients of these facilities, however, are not uniform. For example, the gradient to the southwest of Harris County is small, while the gradient to the east is quite sharp. These observations show us a multifaceted urban structure with highly unequal distributions of urban attributes. It is also difficult to conclude a clear mathematical expression to describe the relationships between urban areas and how spatial gradients emerge in different directions from the center to the margin. Such complex relationships of areas in multifaceted urban systems are responsible for challenges in the understanding of emergent spatial structures of cities. This challenge raises the necessity and importance of advanced models to capture the non-linear relationships among urban areas and heterogeneous features related to urban components and population activities.

To this end, we calibrate the GNN model to integrate features from distinct aspects of urban areas and generated effective representations to characterize the emergent spatial structures of a county. To validate the embeddings generated from the GNN model, in this step, we designed a downstream task to enable supervised learning so that we can update the embeddings by minimizing the loss of information. The downstream task is a classification of links’ weights (i.e., the number of people moving on the link), since multiple prior studies have considered human mobility to be highly influenced by urban spatial structures [1,3]. In this task, the input of the model is the feature and adjacency matrixes of the urban areas. The DistMult layer projects the embeddings of a pair of urban areas, obtained from graph convolutional layer, into a score representing the strength of the relationship between two urban areas. A SoftMax function is then used to classify the score into different classes. Fig. 2a shows the distributions of movement volumes on links in the mobility networks of each county and how we create the classes. The distribution is plotted in a log-log scale since it follows a long-tailed distribution; that is, the majority of the links have very few movements, while a few links have a very large volume of traffic. The slope for the distribution is quite steep, indicating a highly imbalanced distribution. Such patterns can be observed in all distributions for different counties. Hence, to mitigate the imbalance, we divide the range of movement volumes based on the exponent of 10. By doing so, we have four classes for the movements on links, which are consistent for all selected counties in this study. This setting will also be beneficial for the following cross-county embedding and analyses.

With the labels and inputs, we trained the models with all node features and complete adjacency matrix, but randomly sample 80% of the links for the supervised learning of the downstream task. Fig. 2c shows the training process and the extent to
which the performance of the models is improved for all counties. We used the macro F1 score to measure the performance of the model, since the macro F1 score allows us to equally consider the importance of classes and the classification accuracy. The figure shows that the models in different counties converge at different speeds. The F1 scores on 1,000 epochs for different counties are also significantly different. For example, F1 scores for models of a few counties can reach 0.8 in less than 100 epochs, while models of some counties have to take more than 800 epochs to reach F1 of 0.5. The variations of converging speed may be due to the size of the county and the relationship between human mobility and the spatial structure of a county. Since this task is only for validating the embeddings, we do not require an extremely high F1 score. Hence, to save time on training models, we set both thresholds for the number of epochs in training and the F1 score. informed by existing studies [38, 63], we would accept the validity of the embeddings when the F1 score of the model is greater than 0.5. In this study, the performance of the models for all selected counties satisfies this criterion. Hence, the embeddings are valid in all these counties. Fig. 2d shows an example of the classification results in Harris County using a confusion matrix. The model achieves very good performance especially in classes 1 and 4 with an F1 of more than 0.7. Although the results in classes 2 and 3 are not as good as the other classes, the model can still capture the level of movement volumes for a large portion of links. The model reaches a very low probability to assign high-traffic links to class 1 where the links have just one movement. Based on these observations, we could accept that the model can capture human mobility in urban areas and the embeddings generated from the model are valid for characterization of emergent spatial structures and gradients in cities.

Spatial structure revealed by embeddings

Once the GNN model is calibrated for each county, we can obtain the embeddings for urban areas. The initial output of the embeddings had 100 dimensions (see Methods section) which encoded the features of the urban area itself as well as complex structure in the high-dimensional space. If our embeddings are indeed capable of capturing the complex relationships among urban areas, it is reasonable to hypothesize that certain areas would have strong connections and very short distances in the
We further look into the spatial patterns of the clusters in the physical space by color-coding grid cells based on clusters. Fig. 3 shows a two-dimensional (2D) projection and visualization of the embeddings of urban areas in Harris County, providing an overview of the emergent structure in the county. In this figure, we have six clusters of urban areas in Harris County. Since there are very few nodes in cluster 6, its evidence is insufficient to pinpoint the nodes in cluster 6 from the projection. For other clusters, however, the result clearly shows the closeness and nuanced structure of urban areas with conspicuous regions in our projection. At the individual node level, we can simply distinguish the nodes from different clusters since the nodes in the same cluster locate close to each other. There is little overlap between nodes from different clusters. At the cluster level, the distances between different clusters vary. In the case of Harris County, we observe that cluster 2 is far from other clusters, implying significant differences with regard to the features and human mobility patterns. Meanwhile, the number of nodes in a cluster and the distribution of the node in this two-dimensional space vary across clusters. For instance, nodes in cluster 2 are more concentrated, while nodes in cluster 3 are sparsely distribute in the space. Although the specific locations—x and y axis in the projection, for instance—are meaningless and unexplainable, the degree of accumulation and dispersion can reflect the nuanced relationships among urban areas. These patterns can also be observed in other counties but with variations across the counties (Fig. 3b). In Miami–Dade County, similar to Harris County, one cluster of the urban areas are distant from other clusters in the embedding space, while urban areas have loose relationships with each other in Fulton County. Such differences motivated us to explore the underlying mechanisms responsible for the heterogeneity of urban areas in the high-dimensional embedding space.

We further look into the spatial patterns of the clusters in the physical space by color-coding grid cells based on clusters. Fig. 3 shows the example of Harris County. Areas in cluster 4 are primarily in the center of the county, surrounding areas in cluster 2. In general, areas in cluster 3 disperse at the margin of the county, while areas in cluster 5 concentrate in a small region. The changes of clusters from the center to the margin of the county vary in different directions. For example, from the center to the north and south, there are only two: clusters 4 and 3. From the center of Harris County and progressing east and southeast, the clusters are 4, then 5, then 1. From the center moving northwest, clusters change from 4, to 3, and finally to 1. This result indicates the anisotropic spatial gradient in a county. Prior studies tend to use the distance from the center to the margin and consider isotropic spatial gradient, which is not sufficient to understand the complex and emergent spatial structure of counties. This finding shows that dense urban area embedding is a promising data-driven approach to effectively analyze spatial gradients in complex urban space using vector similarity. Meanwhile, the findings raise important questions regarding the mechanisms of why the emergent spatial structure shape in this way and what specific characteristics urban areas in the same cluster share.

**Spatial gradients in multifaceted emergent structure**

The embeddings of urban areas encode a number of heterogeneous features and the complex interactions between urban areas in the high-dimensional space. The spatial distribution patterns in both high-dimensional and physical spaces motivated us to explore the underlying mechanisms regarding the organization of the structures. With clustered urban areas using embeddings, we could reveal the multifaceted emergent structure of a county. In this section, we summarize the characteristics of the areas in each cluster of Harris County to explain the spatial patterns we previously observed. We first examine population movements in the county, which reflect the spatial connections among different urban areas. Fig. 3 shows the within- and across-cluster movements in Harris County. We can find that areas in cluster 4, which are at the center of the county, account for a great number of in-flow and out-flow movements. Areas in the margin of the county, especially areas in cluster 1, are marginalized in terms of human mobility, indicating limited interactions between these areas and the center of the county. Overall, the mobility network based on clusters presents a hierarchy. The majority of the movements occur between the areas in cluster 4. Then, the movements flow to areas in clusters 2, 3 and 5. The weakest level of movements is the movements between areas in cluster 1 and other areas. These findings show the interactions between human mobility and the spatial structure of the county, which are captured by the high-dimensional embeddings.

Fig. 4 is a summary of typical features of urban areas in five major clusters. We can find that people living in areas in cluster 3 tend to have the highest income, while people living in areas of cluster 5 may be in the lowest-income population group.
Figure 3. Embeddings of urban areas reveal multifaceted spatial structures of counties. a. The two-dimensional (2D) projection of grid cells in Harris County obtained from dimension reduction of GNN embedding matrix using UMAP approach [64]. Each dot represents a grid cell (urban area), and its color denotes its cluster designated by the clustering method. b. The 2D projection of grid cells in the rest 14 studied counties. Different colors represent different clusters. c. Geographical map of Harris County with color-coded grid cells. The colors for clusters are consistent with the colors defined in (a). This map shows the spatial distribution of the clustered urban areas based on GNN embeddings. d. Similarities between grid cells calculated using cosine similarity and the vector representations. The scores of similarities span from -1 to 1. e. Flow of movement between grid cells in different clusters. The cluster 6 contains very few grid cells, and the movement flows from and to this cluster is very low. Hence, it is excluded from this matrix. The rows represent the origin from which the movements come, and the columns represent the destinations where the movements travel to.

Areas in cluster 3 usually account for a very low proportion of minorities, while the majority of the people living in area 5 are minorities (Fig. 4b). This result indicates the presence of income and race segregation between cluster 3 and other clusters. Other areas like areas in clusters 1, 2, and 4 are in the middle in terms of per capita income and percentage of minorities. Regarding facilities, we can observe that areas in cluster 4 have a greater number of facilities, such as retail trade and food services. Areas in cluster 1, however, have very few facilities. These areas may only be residential areas (Fig. 4c and 4d). To further explore what types of buildings that people inhabit in these areas, we provide information for the percentage of crowded structures. We find that areas in cluster 3 have the lowest percentage of crowded structures, while areas in cluster 5 tend to have the highest density of crowded structures (Fig. 4e). In addition, areas in cluster 4 have the highest entropy for facility services (Fig. 4f), indicating the diversity of facilities that can satisfy the demand of the population on different life activities. Since areas in cluster 1 do not have too many facilities, the diversity of facilities in areas of cluster 1 is also the lowest among the five major clusters. This result shows disparate patterns of facility distribution in different clusters.

Considering together the findings from spatial patterns and characteristics of the clusters, we can infer underlying mechanisms of how the multifaceted emergent structures are spatially formed. First, the center of Harris County has a large and diverse number of facilities. The income of persons living in these areas, however, is not among the highest. People with the highest income may live in the marginal areas of the county with a very low proportion of minority population, crowded structures, and fewer facilities, compared to people living in the center of the county. The neural network embeddings also capture a small region, areas in cluster 5, where low-income people are Low-income minorities live in crowded structures, although they have moderate number of and a diverse of facilities. We find a clear transition of the features from the center to the
Figure 4. Characterization of clusters and the spatial gradients for Harris County. These analyses only include five clusters since cluster 6 is too small with very few grid cells. The features as examples to study the spatial gradients include: a. per capita income; b. percentage of minority population; c. number of retail trade points of interest; d. number of food services; e. percentage of crowded structures; e. entropy of facility distribution. Results for other counties can be found in the Supplementary Information.

margin of the county, but it is anisotropic in different directions. The diversity of facilities may decrease along with the distance from the center, but the socio-demographic attributes present a different trend. For instance, from the center to the east of Harris, the percentage of minority goes up and reaches a peak in areas of cluster 5, and then decreases to its lowest point in areas of cluster 3 at the margin of the county. Per capita income increases moving from the center to the northwest in areas of cluster 3 and decreases in areas of cluster 1. These non-linear patterns may not be captured by prior studies which focus only on the simple and linear structures of cities.

Cross-county embeddings for shared spatial structures

Another capability of the neural network embedding model is to examine the similarities of spatial structures across cities. It is evident that, in physical space, the attributes and structures of different cities are distinct. However, this might not be the case in the high-dimensional space, which captures complex and emergent structures of the cities. Identifying similarities of cities’ spatial structures is important for making policies adaptive to broader regions and expanding lessons learned from one city to other cities. The capability of the embedding model prompted us to explore the general patterns and understand the degree of similarities among the cities in the high-dimensional space.

We first trained the embedding model on a county, such as Harris County in the example case (Fig. 5a). Once the classification performance (F1 score) of the model satisfies our criterion, we apply the model to generate embeddings for another county by feeding the feature and adjacency matrices of that county. We call these embeddings cross-county embeddings. Then, we cluster the embeddings using the same clustering methods. The similarities of spatial structures are defined as the extent to which the complex relationships between two urban areas captured in original embeddings (embeddings generated from the model trained on itself) can also be captured in cross-county embeddings. In sum, the pair of urban areas can be assigned to the same cluster using cross-county embeddings as that using original embeddings. Based on this definition, by implementing the cross-county embedding approach, we can find that the majority of the pairs of areas are assigned in the same clusters in King County, especially for areas in clusters 0, 1, and 2. This result indicates that the spatial structure of Harris County is particularly similar to the structure of King County, since the patterns learned from Harris County can also be applied to cluster the areas in King County. This finding can also be observed in Cook County and Wayne County. However, the spatial structure of Dallas County does not share many similarities with the structure of Harris County since the clusters of the areas change considerably from the results of the original embeddings to the results of cross-county embeddings. These results
Figure 5. Analyses of cross-county embeddings to measure shared spatial structures among different counties. a. The left column is the clusters based on the embeddings generated from the GNN model trained on the same county. The right column is the clusters based on the embeddings generated from the model trained on Harris County. We show the results for four example counties using the model trained on Harris County. b. Geographical visualizations of the classified grid cells in each county using different models. Colors do not correspond to counties in the same box. c. The percentage ("score" in the chart) of pairs of grid cells in the same cluster using original and cross-county models. We conducted pair-wise experiments for these ten counties. That is, the model trained on one county generates embeddings for the rest of the counties. Each box in the chart shows the average and variation of ten scores.

show that the cross-county embeddings could provide a comparison regarding the extent of similarity and differences among emergent spatial structures of various counties.

We also examined the geographical distributions of the clusters in these cases (Fig. 5b). Although a few areas are assigned into different clusters, the spatial gradients in the structures remain relatively consistent, especially for King, Cook, and Wayne counties. For instance, the center of Cook County is in the mid-east, and the gradients expand from the center to the north, the west and the south. In King County, two clusters in the middle and the east account for a large proportion of the county, and areas in other clusters are dispersed in the west. The case in Dallas County is a bit different, where the cross-county embeddings based on Harris County are not sufficient to capture the geographical distributions of the clusters in Dallas County. That means, it would be challenging to expand computational models or public policies from Harris to Dallas since their spatial structures have quite large differences. These results also motivate us to gain a sense of the extent to which different counties share similar spatial structures. To this end, we conducted experiments of cross-county embeddings for ten counties, including additional counties from different states. We trained ten models on these ten counties, and also generated ten sets of cross-county embeddings for each county (Fig. 5c). Through measuring the pair of areas in the same cluster, it is notable that cross-county embeddings can potentially capture 50% to 60% of complex relationships among urban areas in a county. In other words, cities have 50% to 60% similarities in their emergent spatial structures. Models trained on counties like Miami-Dade County share a great number of similarities with the structures of other counties, while models trained on Dekalb County can only capture about 30% of relationships in other counties. These results would also be influenced by the selection of counties, and might change when we include more counties. But, to some degree, the results demonstrate the capability of the proposed method to explore cross-county similarities in examining emergent structures in the high-dimensional space.

Discussion and Concluding Remarks

It is still a fundamental challenge to explore spatial heterogeneity in complex urban systems, where socio-demographics, geography, facility services, and population activities intertwine. In this study, we calibrate a GNN-based model to uncover the spatial gradients in multifaceted emergent structures of 16 selected metropolitan counties in the United States. The nature of the spatial structures of cities is emergent and multifaceted with complex and non-linear relationships among features
of urban components and population activities and attributes; hence, the previous knowledge and methods may lack the sophistication to accurately characterize urban systems. The key innovations of the proposed method and experiments are integrating the individual and topological features of urban areas using graph neural networks. The benefits of GNN are its intrinsic learnable properties of propagating and aggregating features to capture the nuanced relationships across the whole of urban spatial structures. Hence, the embeddings generated by the GNN model can be treated as the high-order representations of each urban area. Unlike the previous methods and applications in characterizing the spatial structure of cities, which capture only the spatial distribution of single dimension of cities, this study shows the powerful capabilities of neural embeddings to effectively uncover the multifaceted emergent structures of cities. We observed a variety of important findings derived from our experiments and analyses which contribute to the knowledge and practices of the research field.

First, the GNN-based method efficiently captures the complex relationships among urban areas without prior knowledge and assumption of those relationships. The proposed model is a hypothesis-free deep learning framework. Different from previous mathematical or statistical approaches, which require specifying the form of the relations between variables, the neural embedding approach is quite flexible with input variables on data-driven graphs. By constructing the general conceptual dimensions in high-order space, the neural embeddings can expand the capabilities of prior methods. In particular, since the urban areas are numerically represented, we can make analogies between urban areas using the embeddings. This process would allow us to capture how the composition and interactions of urban areas can reflect the status of other urban areas. One typical example is to infer possible outcomes when strengthening or weakening the interactions between two distinct urban areas. These outcomes can be obtained by changing the input values of the features in the GNN model. Existing urban structures with limited capability of encoding the non-linear relationships of the features would fail adapt to the changes. The analogies between urban areas using vector representations could also contribute to derive new knowledge about urban structures as well as new policies for urban development.

Second, the findings in this study also show the extent to which emergent spatial structures of cities capture various phenomena, such as segregation, disparate facility distribution, and mobility. Concern with societal challenges, including social inequality in cities, has been gaining momentum in both scholarly research and real-life practice. Precisely quantifying and comprehensively understanding social inequalities are particularly important for decision-making and planning strategies. Prior studies may measure inequality without considering the effects of different urban and population features and the interactions of other urban areas. Inequality is a regional challenge under the collective effects of various factors. Evaluating and quantifying inequalities through the integration of features and topologies would be essential. The approach and findings in this study provide a new perspective to dig into the inequality problem by characterizing clusters of urban areas. The results demonstrate the capability of neural embeddings in explaining the gradients present in city expansion and how the urban areas are composited. This outcome could also inform future research to develop a neural embedding-based approach for evaluating social inequalities. Communities could also put the approach and findings into practice to advise urban planning strategies and operation policies.

Finally, cross-county analyses show that the neural embedding model, to some extent, is transferrable between counties, implying shared spatial structural patterns identified among the counties. The cross-county embeddings provide a metric to quantify the similarities of multifaceted emergent structures among different cities. Previous studies focus only on mobility networks or built environmental features, and still lack quantitative metrics to compare two spatial structures. Current urban polices like the containment of COVID-19 are usually executed at the state level. Human and built environmental patterns in different cities, however, are different, even for the cities in the same state. Specifying the extent to which certain policies can be generalized to other cities and regions is particularly important. Without a proper metric to describe the similarities of the cities, the generalization of policies may be hampered or misleading. In the high-dimensional space, the similarities of spatial structure can be quantitatively measured. The results and findings of these cross-county analyses can contribute to expanding urban policies and strategies from one county to broader regions, which would also be beneficial to improve the effectiveness of policies. For example, containment or urban renewal policies in similar urban areas captured by embeddings in high-dimensional space should be effective, compared to similar areas derived from existing studies without considering complex interactions of urban components.

Some limitations can still be found in this study, which needs future research to overcome. One important limitation of the neural embedding method is the interpretability of the model and the identified relationships among the urban areas. Since the model does not formulate the relations, it would be challenging to explain how the features and the topologies are integrated into the embeddings. Future research could look into the interpretability of the model with attention mechanisms and graph transformer models which emerge from recent advances in deep learning. Another limitation of this study is the requirements for data sets. As we see in the experiments, we employed a great and diverse number of datasets related to various aspects of the cities. This is because the performance of the neural embedding model is prone to achieve better results with large and comprehensive data sets, compared to relatively small and sparse data sets. Cities with few people using smart devices and less available digitalized facilities information may suffer difficulties in precisely modeling their multifaceted emergent structures and subsequently formulating the spatial gradients. Future research could expand the capabilities and applications of transfer learning in the context of urban studies to enable modeling spatial structures of cities with less input
information. Meanwhile, in general, deep learning methods usually need a large amount of computational resources and thus are more time-consuming in the training phase. Despite these limitations, by demonstrating its validity and performance, we show that the neural embedding approach offers a promising avenue for urban studies.
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