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ABSTRACT Financial fraud has extremely damaged the sustainable growth of financial markets as a serious problem worldwide. Nevertheless, it is fairly challenging to identify frauds with highly imbalanced dataset because ratio of non-fraud companies is very high compared to fraudulent ones. Intelligent financial statement fraud detection systems have therefore been developed to support decision-making for the stakeholders. However, most of current approaches only considered the quantitative part of the financial statement ratios while there has been less usage of the textual information for classifying, especially those related comments in Chinese. As such, this paper aims to develop an enhanced system for detecting financial fraud using a state-of-the-art deep learning models based on combination of numerical features that derived from financial statement and textual data in managerial comments of 5130 Chinese listed companies’ annual reports. First, we construct financial index system including both financial and non-financial indices that previous researches usually excluded. Then the textual features in MD&A section of Chinese listed company’s annual reports are extracted using word vector. After that, powerful deep learning models are employed and their performances are compared with numeric data, textual data and combination of them, respectively. The empirical results show great performance improvement of the proposed deep learning methods against traditional machine learning methods, and LSTM, GRU approaches work with testing samples in correct classification rates of 94.98% and 94.62%, indicating that the extracted textual features of MD&A section exhibit promising classification results and substantially reinforce financial fraud detection.

INDEX TERMS Fraud detection, feature selection, deep learning, text analytics, LSTM.

I. INTRODUCTION
With the boom of the securities market in last decades, more and more companies raise capital and expand the operation scale through listing, especially in fast growing counties like China. Accompanied by financial market development, fraudulent financial reports have cast rapidly, and have caused dramatic losses to shareholders with negative impacts on capital markets [1], [2]. The Enron scandal in the U.S. in 2001 and the global financial crisis spanning 2008–2009 have severely damaged the world economy [3]. In China, the number of criminals involved with fraudulent activities in 2019 is more than 961 with a value of more than $8 billion [4]. Although there are minor variations in its definition, a financial statement fraud is referred as “deliberate fraud committed by management that injures investors and creditors through misleading financial statements” [2]. Generally speaking, the main reason for fraud is due to the inaccurate reports of CPAs and auditors. In addition, companies with rapid growth may exceed the monitoring process ability to provide appropriate supervision. According to report issued in 2020, only a limited number of fraud cases were identified by internal and external auditors with rates of 14% and 5%, respectively [5]. As a result, effective detecting financial fraud has always been an important but rather challenging task for accounting and auditing professionals given that the economic and social consequences can be massive [5], [6]. However, traditional manual detection
approaches are not only tedious, inaccurate and complex, but also impractical for the management of big semi-structured and unstructured financial data these days. In fact, an experienced analyst draws his/her conclusions depending on not only the numerical data from listed company’s financial statement, but also any other information related to the company, such as textual analysis in managerial comments. To our knowledge, only a few researchers have utilized text data in financial statements fraud detection.

According to Securities Law and Measures for the Administration of Listed Companies Information Disclosure of CSRC (China Securities Regulatory Commission), all the listed companies must release their annual reports and audit opinions before April 30 annually, explaining their loans, profits, expenses and incomes. Management’s Discussion and Analysis (MD&A) is an important part in section IV of Chinese listed companies’ annual reports, called Business Situation Discussion & Analysis (BSD&A), which is usually regarded as the textual explanations for those numerical data. Some researchers have verified the prediction ability of MD&A section in financial statements for detecting financial fraud [7], [8]. Nevertheless, the financial statement detection using textual content in MD&A still lacks framework with comprehensive textual features specifics, especially for those text data written in Chinese. It is actually the primary motivation of this study, and the first objective is to provide textual classification framework in MD&A and test out the effectiveness of fraud detection tools by Chinese listed companies’ annual reports.

Meanwhile, as has shown that the newest technologies can effectively improve the information management efficiency and quality, particularly in the context that the integration of structure and unstructured data is generally common. Deep learning (DL) is a sub-field of machine learning that models high-levels data abstractions through hierarchical learning layer [9]. As a powerful tool for modeling, it can quickly and effectively reveal the facts that hidden in large amounts of data, and has been widely used to solve complex problems in various area. More recently, deep learning has begun to appear in financial research and has gained some achievements to predict companies’ financial risk probability. Unfortunately, current researches focused more on the solely digital data using deep learning methods, such as CNN (Convolution Neural Network) [10] and RNN (Recurrent Neural Network) [11]. In addition, the fraud factors selections were merely according to experts’ own experience and specialized knowledge. To solve these limitations, the second objective of this paper is to expand the scope of fraud indicators, providing a combination of digital financial data and textual data as input of deep learning models. Additionally, we will discuss whether or not the combination input model adopting those novel techniques agrees with the previous results obtained, using metrics like accuracy, sensitivity and area under the receiver operating curve (AUC).

Based on these analyses above, it is important to improve the financial statement fraud predictive power using as much data as possible in the listed company’s annual reports. And this study constructs a state-of-art fraud detection framework by a combination of numeric and textual data as input with powerful deep learning solution in the era of big data. Furthermore, both financial and non-financial variables (also known as corporate governance variables) are used as the input to detect the signs of financial statement fraud. And the main contributions of this paper are as follows:

1. A novel multi-dimensional financial fraud factors index system derived from financial information and managerial comments in Chinese listed companies’ annual reports, is proposed for Chinese listed companies;
2. A Chinese textual data mining framework for fraud detection from MD&A in listed companies’ annual report using state-of-art deep learning models, is presented;
3. An enhanced system for detecting financial fraud with combination of numerical features that derived from financial information and textual data in managerial comments, is given;
4. About 5130 annual reports of Chinese listed companies are mined with deep learning methods, and empirical results suggest the better feasibility and effectiveness of proposed approach.

The rest of the paper is organized as follows: firstly, related works carried out by the researchers are discussed followed by research methodologies used in this study. Section IV presents a detailed description of the fraud detection indicators used in the financial statements mining. Section V gives the classification results by means of empirical analysis and compares the performance with a set of machine learning models. After that, Section VI discusses and analyses the textual data mining and imbalance data treatment in our study. Finally, Section VII concludes the paper with a summary and provides directions for future research.

II. LITERATURE REVIEW
As a hot research topic in recent years, most of the previous studies about financial statements fraud detection mainly involved financial fraud indicators selection and financial fraud detecting techniques.

A. FINANCIAL FRAUD DETECTION FACTORS SELECTION
As a company’s basic document, financial statement is an important and essential part in annual report, reflecting its financial status in the recent past and the near future. Nevertheless, it is difficult and cumbersome to manually find accounting irregularities and financial fraud information from the financial statement itself at the surface level. In the past years, many researchers have applied various approaches to detect frauds using financial statement, such as analytical procedures, ratio analysis, score propagation over an auction network and checklists to improve the fraud detection quality and efficiency [12]. However, the majority of existed studies usually result in too fraud risk factors and cannot efficiently and accurately identify those frauds. How to identify some key fraud factors that relevant for detection of financial
statement frauds, and rank the importance of those fraud factors have become paramount issues. These factors mainly include Z-score [9], accounts receivables [10], inventories [11], gross margins [13] and so on. Beyond that, many other financial ratios are also used for fraud detection, such as net profits/total assets, working capitals/total assets, net profits/sales, current assets/current liabilities [14], [15]. Reference [15] employed 32 factors as financial fraud attributes, including pressure/incentive dimension, opportunity dimension and attitude/rationalization dimension.

The same study further adopts AHP in calculating the weightings of individual measurement items, with pressure/incentive as the highest weight. Reference [16] introduced four features of delisting company, including debt-equity ratio, accounts receivable turnover ratio, operating profit ratio and retained earnings ratio to total assets. In addition, a low ratio of selling and administrative expenditure to revenues was reported for firms engaged in revenue fraud [17]. From the existing research literature, as can be seen that the results of fraud factors might be different from the real situations. And the selected collection of financial variables should cover as many aspects as possible in order to identify the various type of financial reporting frauds. However, most of them tend to select only part of the financial items, which is not sufficient in identifying the financial fraud. In addition, there is no non-numeric data involved in the analysis, which are related to the corporate governance structure. Although numerical financial variables are very important and essential for the detection of fraud, it is wise to enhance the performance through the inclusion of other types of data, such as managerial comments in annual report. To solve these problems, this study aims to develop an enhanced system for detecting financial fraud based on combination of numerical features that derived from financial statement and textual data in managerial comments of 5130 Chinese listed companies’ annual reports.

B. FINANCIAL FRAUD DETECTION TECHNIQUES
Over the years, various methods for financial fraud detection are always accompanied by the development of information technology. Statistical methods have been used to classify and detect frauds, where financial indicators are the core and fundamental part in prediction, as have discussed in the previous sub-section. More recently, data mining techniques are also used to detect fraud and no fraud detection systems have been able to offer great efficiency to date [25]–[37]. Table 1 depicts the status-quo in the field of financial fraud detection along six dimensions: research reference, the technique utilized, the type of data, the country of study, the predictive performance in terms of classification accuracy and other metrics.

As is shown in Table 1, only a few studies tried to resolve financial restatement problem using deep learning techniques while multi-layer perceptron (MLP), decision tree (DT), naive Bayesian (NB) and SVM are widely adopted as classification models. The majority of existing studies fed solely numerical values as input to the algorithm. Unfortunately, due to deliberate concealment and accounting shenanigans, fraudulent financial data could hardly be distinguished from authentic data. In this way, few researchers used textual data for classifying the financial statement fraud, including corporate conference calls, media reports and annual reports [31], [32]. Reference [31] presented a synergy for extracting both word-level features and document-level features by integrating three analysis methods under the guidance of SFL theory, and reached average prediction accuracy at 82.36 percent. Although they have experimented with linguistic variables, the majority of those approaches only examined the relation between linguistic aspects and fraudulent actions. In this way, approaches using textual content still lacks a systematic and theoretical analysis framework to predict fraud.

One recent literature has applied deep learning techniques to the fraud detection task employed a hierarchical attention network (HAN) with a long short-term memory (LSTM) encoder to extract the text features from the MD&A section of annual reports [37]. This study is closest to our work as they also combined financial numerical and textual data as inputs and employed a variety of classification models, as shown in Table 1. Despite these similarities, their textual data mining approaches still differ widely for the main reason that the Chinese text mining is ever more complex compared to English. If we use the same method as in previous research, some important information will be lost for fraud detection and thus decrease algorithms’ detection accuracy. Moreover, they were not targeted at evaluating the textual content of listed companies’ annual reports. Therefore, it did not include modern NLP approaches such as deep learning-based feature extraction.

FIN-financial data, LING-linguistic data, TXT-text data, BBN-Bayesian belief network, NB-Naive Bayer, DTNB-NB with the induction of decision table, CART-classification and regression tree, LMT-logistic model trees, MLP-multi-layer network, GP-genetic programming, LR-logistic regression, DNN-deep neural network, PNN-probabilistic neural network, RF-random forest, SVM-support vector machine, Acc-Accuracy, AUC-area under the ROC curve, MC-misclassification cost, TPR-true
TABLE 1. Analysis of comparisons with financial statement fraud methods.

| Study                  | Data (fraud/non-fraud) | Country | Features       | Classifiers (Acc(%))                           | Used metrics          |
|------------------------|------------------------|---------|----------------|-----------------------------------------------|-----------------------|
| P. Ravishankar, et al.  | 101/101                | China   | FIN            | PNN(98.1), GP(96.1), DNN(78.4), Exhaustive pruning NN(77.1), BBN(90.3), DTNB(89.5) | Acc, TPR, TNR         |
| P. Hajek & R. Henrique | 311/311                | US      | FIN+LING       | GMDH(93.0), A(87.5), BAG(87.1), TRIP(87.0), CART(86.2), LMT(85.4), SVM(78.0) | Acc, TPR, MC, F-score, AUC |
| C. C. Lin, et al.      | 129/447                | China(Taiwan) | FIN        | ANN(92.8), CART(90.3%), LR(88.5)                | Acc, FPR, FNR, F-score |
| K. K. Tangod & G. H. Kulkarni | 51/15934        | US      | FIN            | K-Mean(79.0), Multi-Level Feed Forward network(MLEF)(73.0) | Acc, Specificity, Sensitivity |
| J. Perols(2011)        | 11/20                  | US      | TXT            | SVM(MC 90.025), LR(0.0026), C4.5(0.0028), DNN(0.0030) | Fraud probability and MC   |
| F. H. Glancy & S. B. Yadav(2011) | 805/805          | US      | TXT            | SVM(SFL(82.4))                                | Acc, Precision, F1-Score, FNR |
| W. Dong, et al.        | 1407/4708              | US      | TXT            | SVM(AUC 89.0)                                 | AUC, Fraud Probability |
| P. M. Deehow, et al.   | 293/79258              | US      | FIN            | LR(63.7)                                      | Acc, TPR, FPR, min F-score |
| J. Yao et al. (2018)   | 120/120                | China   | FIN+TXT        | SVM(7107), RF(69.2), DT(69.6), ANN(70.8), LR(70.8) | Acc                   |
| A. Byungdae & S. Yongmoo (2020) | 1591/51628    | Korea   | FIN            | DT(74.8), RF(78.1) Bagging of DTs(78.0), LR(72.0), SVM(71.4), ANN(78.5) Modified RF (MFR)(97.9) | Acc, Precision, F1-Score |
| C. Chimonaki, et al.   | 231/2469               | Greece  | FIN            | KNN(89.0), NB(68.0)                            | Acc, Sensitivity, Precision |
| P. Craja, et al. (2020) | 208/7341             | US      | FIN+TXT        | HAN(84.6), ANN(90.5), SVM(82.8), XGB(90.8), RF(87.4), GPT-2+Attn(69.3) | Acc, AUC, F1-Score1, Sensitivity Acc, AUC, F1-Score, F2-Score, Sensitivity, Specificity |
| This work              | 244/5130               | China   | FIN+TXT        | RNN, CNN, LSTM, GRU                           |                       |

FIN—financial data, LING—linguistic data, TXT—text data, BBN—Bayesian belief network, NB—Naive Bayes, DT/NB-NB with the induction of decision table, CART—classification and regression tree, LMT—logistic model trees, MLP—multi-layer network, GP—genetic programming, LR—logistic regression, DNN—deep neural network, PNN—probabilistic neural network, RF—random forest, SVM—support vector machine, Acc—Accuracy, AUC—area under the ROC curve, MC—misclassification cost, TPR—true positive rate, TNR—true negative rate, FPR—false positive rate, FNR—false negative rate, SFL—system function linguistics theory.

III. RESEARCH METHODOLOGY

In our study, the objective is to present novel fraud detection models combined with the numeric and textual financial data as input from the Chinese listed companies’ annual reports. For the reason that unstructured text cannot be directly used as input, they have to be transformed into numeric format, facilitating algorithmic processing without losing their information and content. Therefore, the following subsection first classifies Chinese words embedding, and then presents the most representative tools in deep learning for financial fraud detection in this paper.

A. CHINESE TEXT EMBEDDING

Normally, words in English can be easily recognized since the space token is a good approximation of a word divider. Different from English (or more broadly, languages that use some form of the Latin alphabet), there are no interval marks between words in Chinese (or other languages that do not have obvious word delimiters such as Korean and Japanese) [38]. Therefore, it is difficult for word segmentation to identify ambiguous words in Chinese document preprocessing. In order to transform the textual information in the listed companies’ annual reports into numeric positive rate, TNR—true negative rate, FPR—false positive rate, FNR—false negative rate, SFL—system function linguistics theory.

Deep learning has getting a lot of attention lately with breakthroughs in many fields because of its strong learning ability. Textual analysis models based on DL can extract characteristics and distributed representation of data using multiple hierarchical structure. Hence, it is regarded as a promising solution for extraction of contextual information from document. Still, its application to fraud detection has not yet been explored deeply. In this paper, we are trying to apply deep learning techniques into text analysis in MD&A of listed company’s annual report, and compare the performances with other traditional classification techniques used in financial statements fraud detection.

In addition, accuracy (Acc) and area under the ROC curve (AUC) are often used to measure the ability to distinguish fraud cases. Some studies also considered precision and recall as performance evaluation. In this paper, we provide a comprehensive evaluation of different deep learning techniques using some metrics, including AUC, sensitivity, specificity, F1-score, F2-score and accuracy.
vectors, there are two necessary steps: Chinese word segmentation (CWS) and word vector calculation. After that, the textual information will be fed as input for predictive modeling in deep learning.

Jieba is the most widely-used open-sourced Chinese word segmentation system up to now because of its excellent mapping ability [39]. More specifically, it provides interface for Python programming language, and the algorithm using Jieba is simple with high accuracy. After words segmentation, stop words are removed according to the stop words list, which is mainly generated for financial materials. Then, how to represent them with numeric vectors is crucial before feeding them as the input of predictive model. Frequency-based BOW (Bag of Word) embedding and prediction-based neural embedding are popular methods for text representation. However, the number of unique words in the document usually accounts for only a small part in the whole corpus, usually causing sparse vector for the document. Word2vec, proposed by Google in 2013, is an effective model used for creating lower dimensional and dense embedding for textual data [40]. There are two learning models in Word2vec: continuous bag of words (CBOW) and skip-gram [41], [42]. In detail, CBOW predicts a target w using n-length words before or after w, representing by \( P(w|\text{context}) \), while skip-gram uses each word to predict the probability of its context, representing by \( P(\text{context}|w) \). And the input is an initial word vector constructed according to the dictionary, and the output is the word vector of the predicted word.

B. DEEP LEARNING

Traditional machine learning algorithms have been extensively discussed and analyzed for financial detection in previous studies [43], [44]. These approaches are not very suitable for large dataset, particularly in handling of Chinese textual data. Recently, deep learning techniques, including convolution neural network (CNN) and Recurrent Neural Network (RNN), have been applied to many branches of engineering and sciences fields with large amount of data [45].

1) CONVOLUTIONAL NEURAL NETWORK

Convolutional neural network (CNN) is a type of neural network with short-term memory ability by means of a feature extractor composed of convolution layer and sub sampling layer. The feature maps, channels, pooling, stride and padding are the key terms in CNN [46]. In CNN, current output of a sequence is also related to the previous output because of such mechanism: it retains the previous information, and used as input to current output. Essentially, CNN is an input-output mapping, which can learn relationships between them without any accurate mathematical expression. Once the convolution network is trained with a known pattern, the network has the mapping ability between input and output pairs.

2) LONG SHORT TERM MEMORY NETWORK

From the network structure view, the recurrent neural network (RNN) will remember the previous information and use the previous information to generate the output of later nodes. In other words, the nodes between the hidden layers of the recurrent neural network are connected. And the input of the hidden layer includes not only the output of the input layer, but also the output of the hidden layer at the previous time [47].

The structure of long short term memory network (LSTM) is just like that of RNN by having a cell state with the memory of the network. The gates used in LSTM are the forget gate \( f_t \), input gate \( i_t \), output gate \( o_t \), and input modulation gate \( \hat{c}_t \). Forget gate \( f_t \) is used to decide which characteristics are extracted to calculate; input gate \( i_t \) determines whether there will be information input to the memory cell at this time and the output gate \( o_t \) decides the output information from memory cell. The interaction among the gates is noted in equations below, where \( \odot \) represents element-wise multiplication.

\[
\begin{align*}
  i_t &= \sigma(U_i x_t + W_i h_{t-1} + b_i), \\
  o_t &= \sigma(U_o x_t + W_o h_{t-1} + b_o), \\
  f_t &= \sigma(U_f x_t + W_f h_{t-1} + b_f), \\
  c_t &= f_t \odot c_{t-1} + i_t \odot \hat{c}_t, \\
  \hat{c}_t &= \tanh(U_c x_t + W_c h_{t-1} + b_c), \\
  h_t &= \tanh(c_t) \odot o_t. 
\end{align*}
\]

In LSTM, the hidden state is obtained with a cell state passing through a neuron and an output gate. Therefore, the memory contains in hidden state is actually the content after attenuation of cell state. In this way, what stored in hidden state is mainly “short memory”, while those stored in cell state is mainly “long-term memory”. The existence of cell state enables LSTM to well characterize long dependency. Fig. 1 describes the complete flow of an LSTM cell, where each dotted box represents a single step [48].

![FIGURE 1. Structure of an LSTM cell.](image-url)
The forward formula of GRU can be obtained as follows.
\[
\begin{align*}
    r_t &= \sigma(W_r \cdot [S_{t-1}, X_t]); \\
    z_t &= \sigma(W_z \cdot [S_{t-1}, X_t]); \\
    \hat{h}_t &= \tanh(W_h \cdot [r_t \odot S_{t-1}, X_t]); \\
    h_t &= (1 - z_t) \odot S_{t-1} + z_t \odot \hat{h}_t; \\
    y_t &= \sigma(W_0 \cdot h_t).
\end{align*}
\]

There is no much difference between the LSTM and GRU. In LSTM, the new input is composed of the input of the current time and the output of the historical unit. However, the new input of GRU is composed of the input at the current time and the filtered historical unit output. Filter mechanism is not included in LSTM (but it can be regarded as that LSTM has been filtered at the time of output, that is, the output gate in LSTM can be regarded as the reset gate in GRU).

3) EVALUATION METRICS
There are multiple metrics used measuring the performance of any binary classification algorithms. Similarly, the financial statement fraud detection is typically regarded as a binary classification problem with four potential classification outcomes:

(i) True positive (TP): it denotes prediction results of those fraudulent companies are correct;
(ii) False negative (FN): it denotes prediction results of those fraudulent companies are incorrect, classifying them as non-fraudulent companies;
(iii) True negative (TN): it denotes prediction results of those non-fraudulent companies are correct;
(iv) False positive (FP): it denotes prediction results of those non-fraudulent companies are incorrect, classifying them as fraudulent companies;

Traditionally, the accuracy is widely used in model predictive power comparisons, which is defined as the percentage of correctly classified instances and all cases:
\[
\text{Accuracy} = \frac{TP + TN}{P + N} \quad (1)
\]

However, accuracy is not a suitable metric for fraud detection model evaluation due to the existence of high class imbalance problem in the datasets. To estimate the predictive power, many previous studies considered a combination of measures like precisions, sensitivity (also called TP rate or recall), et al. Nevertheless, model effectiveness measurement should pay much attention on high sensitivity by correctly classifying as many positive samples as possible. Therefore, model performance is evaluated by the AUC (Area Under Curve), sensitivity, specificity, F1-score, F2-score and accuracy in this study.

Receiver operating characteristic curve (ROC) shows the relationship between sensitivity and specificity by plotting the rate of true positives (fraudulent classified as fraudulent) to the rate of false positives (non-fraudulent classified as fraudulent). AUC represents the area under the ROC, whose values range from 0.5 to 1.0, and the higher the AUC, the better the model can distinguish between fraudulent and non-fraudulent cases. So, this study also employs the AUC as a measure of separability to compare the predictive performance of the models and determine their suitability.

The sensitivity represents the ratio between the number of correctly classified fraudulent instances and all fraudulent instances:
\[
\text{Sensitivity} = \frac{TP}{P} = 1 - \frac{FN}{N} \quad (2)
\]

The specificity describes the ratio between the number of correctly classified non-fraudulent instances and all non-fraudulent instances:
\[
\text{Specificity} = \frac{TN}{N} = 1 - \frac{FP}{N} \quad (3)
\]

The F-score is a combination of precision and sensitivity, which is used to measure how precise and how robust the models classify fraudulent cases:
\[
F_{\beta} \text{-score} = (1 + \beta^2) \times \frac{\text{precision} \times \text{sensitivity}}{\beta^2 + \text{precision} + \text{sensitivity}} \quad (4)
\]

IV. DATA
Despite the existing guidelines, the fraud detection can be one of most challenging and important task with highly imbalanced dataset because ratio of non-fraud listed companies is very high compared to fraudulent companies. For example, the proportion of statements that were fraudulent and non-fraudulent in the annual reports submitted to the China Securities Regulatory Commission (CSRC) for the period from 2016-2020 was approximately equal to 1:20. In the previous researches, the number of companies that committed fraud is different from tens to thousands. In addition, most current studies adopted an approach by matching the non-fraudulent companies with the fraudulent companies using metrics such as year, scale and industry.

A. LABELLING
In this study, all the data are from China Stock Market & Accounting Research Database, accessing by: https://www.gtarsc.com/, where listed companies’ annual financial reports are publicly available. Also, the financial reports disclosed as fraudulent are identified by the China...
Seurities Regulatory Commission (CSRC) during period of 2016-2020. The dataset provides the extremely rich information resources that cover all aspects of companies, not only values of financial variables but also textual analysis in the annual reports.

Initially, our sample contained data from 1068 distinct Chinese listed companies on the Shenzhen Stock Exchange between 2016 and 2020 (There were some de-listings of Chinese companies during this period). And we have analyzed the number of companies per sector in Table 2, after excluding the sectors of banking, utilities and financial services from the samples. Ultimately, the resulting dataset contains 244 instances of companies annual reports that committed fraud and 4886 instances of companies annual reports that had not committed fraud, showing the typical class imbalance problem. In other words, 5130 annual reports constitute the dataset as the input to build classification model in this paper, which will predict whether a company is likely to commit financial fraud.

**TABLE 2. The number of listed companies per sector.**

| Sector                        | Number of Companies |
|-------------------------------|---------------------|
| Industrial Goods & Services   | 646                 |
| Wholesale and retail          | 105                 |
| Information technology        | 87                  |
| Construction & materials      | 50                  |
| Health care                   | 6                   |
| Education                     | 14                  |
| Financial service             | 70                  |
| Accommodation & catering      | 18                  |
| Water & power                 | 20                  |
| Science                       | 16                  |
| Comprehensive                 | 36                  |
| Total                         | 1068                |

The dataset consists 5130 Chinese A-share listed companies’ annual reports from 2016-2020, and all the records are labeled with ST (special treat) or normal. In general, a company is marked with ST when heavily getting into serious financial crisis. As a general rule, a company is marked with ST because of the following reasons: (i) there are two consecutive annual losses after audited by accounting companies; (ii) the net income per share of listed companies is lower than its face value; (iii) both of (i) and (ii) are satisfied. Therefore, we find 240 distinct fraudulent companies with 244 fraud-year samples during this period. And the rest of 4886 samples are marked with non-fraud-year samples in this research. Table 3 presents the number of normal and ST marked listed companies, respectively.

**TABLE 3. The number of normal and ST marked listed companies.**

| Item                      | Number of Training | Number of Testing | Total |
|---------------------------|--------------------|-------------------|-------|
| Number of ST Companies    | 206                | 38                | 244   |
| Number of Normal Companies| 4126               | 760               | 4886  |
| Total                     | 4332               | 798               | 5130  |

**B. TEXTUAL DATA IN ANNUAL REPORT**

Listed company’s annual report is the main content of mandatory and regular information disclosure in Chinese stock market. Also, it is the primary approach to well understood its real financial situation and the future trend for potential investors, auditing companies and state regulators. In recent years, more and more researchers have begun to pay much attention to management and comment information disclosure in the annual financial statement. And the existing studies have shown that the non-numerical information disclosure could be helpful in evaluation of a company value, companies’ cost of capital decrease, minimum of analysts’ expectations error and improvement of audit quality [43]–[46].

The essential section, commonly called “Management’s Discussion and Analysis of Financial Condition and Results of Operation (MD&A)” in listed company’s annual report, is a useful, necessary and indispensable supplement for investors to grasp the future development direction of the company. This part also offers the analysis of important events, trends and uncertainties that will affect the future of the company. In 2002, the securities supervising administrative department in China brought in this system so that the sponsor can continuously instruct and supervise the issuing listed company, and finally enhance the quality of listed company and protect the interest of the investors. More recently, some researchers have emphasized the increasing significance of textual analysis of financial documentation. Deep learning approach is well suit for the textual analysis of MD&A section because nearly all the MD&As have the same structure. Before 2015, MD&A had always been the main content of the chapter “report of the board of directors”. And it was made as an independent part (the 4th section) in the financial report since 2016. And then its title was modified to “Business Situation Discussion & Analysis (BSD&A)”, including introduction, main business analysis, balance sheets analysis, the core competences analysis, investment analysis and future developing prospect.
In the rest of this paper, we still use MD&A denoting this part in order not to cause confusion.

In this study, 1068 Chinese listed companies’ annual reports are collected and pre-processed using Chinese text mining pattern, constituting the primary source of raw text data. We first employs character-based Chinese morphological analysis for segmenting Chinese texts into words, and then presents a method based on structure information of constituent characters. The text length of each segment was limited to 2000 words, and the part in excess of the text shall be cut down from the tail, for the reason that more important sentences are usually placed on the front according to Chinese writing styles.

C. QUANTITATIVE DATA IN FINANCIAL STATEMENT

Along with text features, quantitative financial variables are particularly important, which can clearly obtain the operating status and the performance of the firms. And the existing studies have shown the relationship between the quantitative data and frauds from financial statements. Following the guidelines of existing researches, the financial and non-financial variables are extracted from listed companies’ annual reports (described in the next section). Specially, financial variables include indicators like total assets (adopted as a proxy for company size), activity ratios, solvency and inventories as non-cash working capital drivers [35, 36].

V. FINANCIAL AND NON-FINANCIAL INDICATORS SELECTION

As is shown that there are no fixed indicators used as signs of financial statements detection for the reason that financial indicators mainly reflect the listed company’s financial situation only from one of its aspects, failure to comprehensively address the problem of its management and future development. Until now, there are no consensus on what best variables group is in financial fraud detection. Nevertheless, previous literature has proved the importance of financial variables, and have proposed a number of ratios in the past years [50]–[52]. After reviewing several existing studies and governance structure section on the CSMAR database related to fraud detection, this paper proposes two types of indicators: financial indicators and non-financial indicators.

A. FINANCIAL INDICATORS

It is found that some financial variables are more important than others for the prediction purpose, whereas some have negative impacts on the classification accuracy. Financial indicators selection is regard as paramount importance for any learning algorithm and usually leads to problems related to incomplete or irrelevant information when poorly done. Therefore, appropriate variables should be selected with the purpose of identifying the statements with financial fraud.

Combined with existed research results, this study proposes financial and non-financial variables referenced from methods of machine learning techniques. And the first-level input financial variables can be divided into ten categories: solvency, activity, profitability, EVA (Economic value added), liquidity, development capability, risk level, structure ratio, index of per share and market value. A total of 58 financial indicators obtained as a result constitutes the corresponding second-level variables in this research, as appear in Table 4.

Most of the selected factors are consistent with prior studies. And the top fraud factors are described as log of total debt, equity, debt to equity, total assets, net fixed assets to total assets. In addition, the profitability, liquidity, solvency, activity and structure ratios are significant predictors for fraud detection.

Additionally, most of the current studies focused on the financial variables, overlooking the non-financial factors in financial fraud detection, which are related to the corporate governance structure, thus affecting its operational status. In order to obtain the fraud clues, much attention should be paid to those non-financial factors, such as ownership structure, management structure and auditor’s opinion. And the non-financial variables employed in this study can be seen in Table 5.

The original data may be mixed with noise, distortion or extreme values, and need to be properly preprocessed, involving several steps, including cleaning and normalizing the raw data before being used for modeling. To solve missing values problem, we have removed those samples from the dataset if the value of one or more attributes be missed. Beyond that, the variables in dataset are not in the same scale, usually result to poor performance when fed as input to deep learning models. Scaling and standardization methods bring the features together to almost the same scale, which make them more suitable for algorithm input. Also, as the data volume collected in this study is large, and the financial items in the reports have a wide range, it is necessary to reduce data dimension for ensuring the accuracy and reliability of the data analysis and mining results.

According to the variables in Table 4 and Table 5, \( x_{ij} \), \( i = 1, 2, \ldots, m; j = 1, 2, \ldots, n \), denotes the \( m^{th} \) listed company’s \( n^{th} \) feature if the number of listed company is \( m \) and each has \( n \) features for analysis. The matrix can be represented as follows.

\[
X = \begin{bmatrix}
    x_{11} & x_{12} & \cdots & x_{1n} \\
    x_{21} & x_{22} & \cdots & x_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix}
\]

Each element in matrix \( X \) is transformed to \( \hat{X} \) using mean normalization, and the value of \( \hat{x}_{ij} \) is calculated as follows.

\[
\hat{x}_{ij} = x_{ij} - \mu(x_j),
\]

where \( \mu(x_j) \) is the average value of column \( j \).

After that, covariance matrix \( D \) of \( \hat{X} \) can be obtained using the following formula:

\[
D = \frac{1}{m-1} \hat{X}^T \hat{X},
\]

where \( \hat{X}^T \) is the transpose of matrix \( X^T \).
TABLE 4. Financial variables of listed companies for fraud detection.

| Dimension   | Second-level variables                  | Dimension   | Second-level variables                  |
|-------------|-----------------------------------------|-------------|-----------------------------------------|
| Solvency    | X1: Current ratio                       | EVA         | X30: The sale profit ratio              |
|             | X2: Quick ratio                         |             | X31: Working capital turnover ratio     |
|             | X3: Total debt                          |             | X32: Net Earnings and cash flows        |
|             | X4: The logarithm of total debt         |             | X33: Working capital                    |
|             | X5: Equity                              |             | X34: Working Capital/total assets       |
|             | X6: Debt to equity                      |             | X35: Current assets/current liabilities |
|             | X7: Total debt/total assets             |             | X36: Current assets/total assets        |
|             | X8: Long term debt/total assets         |             | X37: Cash and deposits/total assets     |
|             | X9: Short term debt/total assets        |             | X38: Quick assets/current liabilities   |
| Activity    | X10: Account receivable/sales           |             | X39: Cash flow/total debt              |
|             | X11: Inventory/sales                    |             | X40: Cash flow/current debt            |
|             | X12: Inventory/total assets             |             | X41: Cash flow/cash dividend           |
|             | X13: Inventory turnover                 |             | X42: Cash flow/equity                  |
|             | X14: Sales growth                       |             | X43: Capital accumulation ratio         |
|             | X15: Sales                              |             | X44: Asset inflation and incremental ratio |
|             | X16: Inventory                          |             | X45: Revenue growth rate               |
| Profitability| X17: Gross margin                       |             | X46: Profit growth rate                |
|             | X18: Assets return ratio                |             | X47: Total assets growth rate          |
|             | X19: Net margins of total assets        |             | X48: Financial leverage                |
|             | X20: Gross profit/total assets          |             | X49: Operating leverage                |
|             | X21: Net profit/total assets            | Risk        | X50: Liquidity ratios                  |
|             | X22: Net profit/sales                   |             | X51: Cash asset ratio                  |
|             | X23: Net income/fixed assets            | Structure   | X52: Equity/total assets               |
|             | X24: Earnings before interest and taxes |             | X53: Cash dividends per share          |
|             | X25: Ebit/total assets                  |             | X54: Total income per share            |
|             | X26: Z-score                            |             | X55: Revenues per share                |
|             | X27: Net profit after tax               | Market value| X56: Price-earnings ratio              |
|             | X28: Cash and deposit/current assets    |             | X57: Price-book ratio                  |
|             | X29: Return on invested capital         |             | X58: Tangible assets ratio             |

After calculating the eigenvalues of \( D \) and sorting them with descending order, the top-k data constitutes the matrix \( P \). And the lower-dimensional matrix can be obtained using the following formula.

\[
Y = P\hat{X}.
\] (7)

Based on these, each data in \( Y \) is handled with maximum and minimum normalization using following formula.

\[
Y'_{ij} = \frac{Y_{ij} - \min(Y_{j})}{\max(Y_{j}) - \min(Y_{j})},
\] (8)

where \( Y'_{ij} \) is the normalized value, \( y_{ij} \) is the element in \( i^{th} \) row and \( j^{th} \) column; \( \{ Y_{j} \} \) refers to the whole data in \( j^{th} \) column.

Thus, the final datasets can be obtained to build a classification model, predicting whether there is the possibility of financial fraud with listed company’s annual report.

VI. CLASSIFICATION RESULTS AND ANALYSIS

The main objective of this paper is to compare the fraud predictive capacities with numeric and textual data in Chinese listed companies’ annual report using deep learning against traditional machine approaches. In this part, we will present the classification results by means of empirical analysis using a set of machine learning models, including random forest, SVM, XGB (eXtreme Gradient Boosting), ANN and deep learning models, such as CNN, LSTM, GRU and transformer. These models generate fraud classification results based on financial variables, non-financial variables and the text features extracted from Business Situation Discussion & Analysis (BSDA) in listed companies’ annual reports.

Fig. 3 shows a complete experiments workflow designed to test all the predictive models with different learning techniques. First step of the framework is data collection, and all the data related to the listed companies have been collected from their annual reports, including not only financial statements namely balance sheet, income statement and cash flow statement, but also management analysis data in annual reports. After that, data preprocess is necessary for the purpose of cleaning the noisy and wrong data. Also, data
cleaning, data transformation, data integration and data reduction are included in this phase in order to prevent data inconsistency. The framework suggests the combination of digital and textual data for detection of financial statement fraud. The main function of feature selection is to reduce the computational overhead and improve the classification performance. It also eliminates irrelevant or redundant features, so as to reduce the number of features, improving the accuracy of the model and reducing the running time. After that, the dataset was classified randomly as a training set (70%) and a test set (30%). Then, processed data is fed as input to the algorithms and output is obtained. Finally, the simulation outcomes will be evaluated and compared with the traditional classification techniques in terms of AUC, sensitivity, F-score and classification accuracy.

### TABLE 5. Non-financial variables of listed companies for fraud detection.

| Dimension               | Second-level indices                                      | Dimension               | Second-level indices                                      |
|-------------------------|------------------------------------------------------------|-------------------------|------------------------------------------------------------|
| Ownership structure     | Y1: Ownership concentration index CR1                      | Management structure    | Y9: The number of employees                                 |
|                         | Y2: Ownership concentration index CR5                      |                         | Y10: Supervisors’ size                                      |
|                         | Y3: Index Z                                                |                         | Y11: The number of senior supervisors                       |
|                         | Y4: Index S                                                |                         | Y12: Total annual salary of director, supervisors and senior supervisor |
|                         | Y5: Relations among top 10 shareholder                     |                         | Y13: Total annual salary of top 3 director, supervisors and senior supervisor |
| Management structure    | Y6: Chairperson and general manager holding a concurrent post |                         | Y14: Total annual salary of top 3 directors                |
|                         | Y7: Number of directors (chairman included)                |                         | Y15: Total annual salary of top 3 senior supervisors       |
|                         | Y8: The proportion of the independent board member         | Audit opinion           | Y16: A standard and unqualified auditor's report           |

### FIGURE 3. Financial fraud detection workflow model.

A. **MODELING OF NUMERIC FINANCIAL DATA**

Modeling using the quantitative data from financial statement has always been one of the most common methods in financial statement fraud detection. In the experiments, models such as RF, SVM, XGB, ANN, CNN and XGBoost are employed in order to explore performance improvement ways. In addition, trained models were evaluated by calculating metrics, such as AUC, recall, precision and F-score, using Python’s pandas and Sklearn library.

In the first experiment, we have not used the features selection, but fed the original dataset as the input fed to the algorithms. Table 6 summaries the results of the experiment using all financial variables.

The results in Table 6 show that CNN and RF performed much better than the other methods in terms of most classification metrics. On the one hand, the CNN achieved the best results in terms of AUC, specificity, F1-Score and F2-Score, indicating its well predictive performance in fraud detection. On the other hand, the RF achieved the optimum performance in terms of sensitivity and accuracy. In contrast, LR performed poorly in the classification of the fraudulent classes. In addition, these results are in line with Liu et al. [53], who showed that RF model always performed especially well with multivariable applications, such as financial statements, because it can easily deal with high-dimensional dataset with their feature subsets random selection. Also, the results are similar to Hajeck and Henriques’ in reference [26], where an accuracy of 88.1 percentage on financial data with algorithm C4.5 was reported.

In the second experiment, we used the selected financial variables, including financial and non-financial variables of listed companies, these variables have been shown in Table 4 and Table 5 in Section V. And Table 7 reports corresponding results of performance metrics for each selected model.
As can be seen from Table 7, the classification results using selected financial variables have a slightly improvement compared to the results with all variables, though some results show statistically similar. In other words, omitting part variables from the set of original dataset have not brought about negative influence on the prediction ability of the models. In addition, the RF and CNN still have better performance at predicting fraud on financial statement in terms of AUC and accuracy, showing a non-linear dependency between financial variables and the frauds status of listed companies’ annual reports. Furthermore, the results in this study is consistent with the result of Kim et al. in reference [48], offering the SVM as high accurate. SVM is considered by many researchers to be a very effective classification method, and has been applied in fraud detection and other fields [54]–[56]. Also, it should be noted that ANN shows less impressive predictive performance, but obtaining satisfactory effect in terms of specificity. Compared with artificial neural network, CNN represents a promising classifier in ML, its high performance is noteworthy since it was not considered in previous work on fraud detection. And CNN gives the best prediction performance in terms of AUC, F1-Score and F2-Score. Considering that the cost of missing an actual fraud case is much higher than a false alarm, this study shows that the F2-Score is the most suitable threshold-based indicator of model performance. Based on the above analysis, deep learning model, such as CNN, is a feasible solution when the aim is to identify those listed companies with numeric data in annual reports.

### B. MODELING OF TEXTUAL DATA

As the first step towards fraud prediction from Chinese textual data, four DL methods are employed in textual data mining, namely RNN, LSTM, GRU and Transformer (based solely on attention mechanisms). In addition, RNN, LSTM and GRU in particular, have been shown as the most advanced approaches in sequence modeling and transformation problems. Transformer is a model architecture eschewing recurrence with transformer blocks as feature extractor. Also, we compare their performances with traditional models, for example, Goel et al. [57] utilized SVM as classifiers and achieved accuracies of 0.8950 using the BOW model to perform modeling on text data.

In the aspect of text pretreatment, this paper contains two approaches: Chinese word segmentation and embedding processing based on word vector. The automatic word segmentation of Chinese sentences is still challenging when the unrestricted texts processing in annual reports are large. Due to the nature of specific domain, most of existing segmentation tools cannot achieve appropriate segmentation results. In this way, we selected the Jieba package when processing words segmentation [58], which is regard as the best Python Chinese word segmentation module. Specifically, Jieba supports four segmentation methods: accurate mode, full mode, search engine mode and paddle mode, providing a great help for Chinese natural language processing in this paper. After that, it is necessary to represent the words or phrases with values before fed them to the algorithm. And the word vector model is designed by Institute of Chinese Scientific Space (https://spaces.ac.cn/archives/4304) in our study, whose word vector library contains more than 400,000 entries ensuring the embedding effect. Besides that, its training tool is Word2Vec in Gensim with 8,000,000 articles on Wechat as corpus.

In optimizing the control parameters, we directly take Focal Loss as their loss function as a result of samples imbalance problem. Also, we observe that the improvement of loss function can make sure the data feature learning efficiency and effectiveness, avoiding all the companies marked...
with non-fraudulent during the initial period. As shown by statistical data, the text length of MD&A in most annual report exceeds 1000, for example, the number of words in 2020 Kweichow Moutai annual report is 1587. Even if some infrequent and obscure words were removed, the segmentation results is still more than 800. In this way, we set the maximum text length to 600 and 1000 separately. To solve this problem, some text in managerial comments of annual report might be truncated while those insufficient text will be replenished repeatedly.

Table 8 and Table 9 present overviews of the modeling results with the predictive methods for textual data in listed companies’ annual reports with 600-word and 1000-word, respectively.

As can be seen from Table 8, deep learning methods perform better compared to the machine models in terms of classification accuracy, F1-score, F2-score, AUC as well as specificity. However, the performance using textual data mining performed worse compared to digital financial variables, which indicates that the prediction fraud only using the textual variables has little significance in practice regardless of the classifier.

Moreover, we can observe that modeling text with 600-dimension words vectors provides approximate results across all models in comparison to financial data, which falls in line with the previous work, such as reference [57] and references [59], [60]. And this reflects the relationship between the richer content of “Business Situation Discussion & Analysis (BSDA)” and the financial data in annual reports.

From the results in Table 9, we can see that the performance using 1000 words have slightly improved compared to the results using 600 words. And RNN based models exhibit better performance compared to those models based on CNN and Transformer. Be noted that, the loss function in our experiments is replaced with focal loss function, whose definition is as follows:

$$FL(p_t) = -(1 - \gamma)^{\gamma} \log(p_t),$$

where a modulating factor $(1 - \gamma)^{\gamma}$ to the standard cross entropy loss is added, with tunable focusing parameter $\gamma \geq 0$. It has been shown that the loss function has the advantage of previous approaches when dealing with class imbalance problem [61]. And the same results can be achieved as in Table 4 that most of the architectures seem to benefit the most in terms of accuracy.

Meanwhile, the length of input text in MD&A is another important factor on prediction performance. And it is observed that the predictive power of 1000-word input is superior to the 600-word with nearly all metrics, and is more reliable with RNN based models. Specifically, some important information will be lost with high probability when part of the text is truncated. On the other hand, the longer input text will have to increase the difficulty of model learning greatly: too much texts contain more complex information with much difficulty in understanding. In addition, previous information will be lost during recursion with too long text input, unable to handle to total valid information. However, it is essential to note that, the predictive performance will fall subsequently with the increased text length of input. And the maximum with 1000 words input get the best performance, indicating over-fitting problem.

Additionally, all deep learning models are employed by bidirectional recurrent neural network, implemented by bidirectional decorators in Keras. And this approach has been widely adopted in text classification application, for the reason that we usually placed the important information at the beginning and end of the paragraph, while the repetitive or secondary information at the middle part. As is known from the structure of bidirectional recurrent neural network, the earlier information memorized will gradually decrease during each iteration of updating the information inside the neuron. Therefore, forward recurrent neural network will pay more attention to the end of text, while backward propagation neural network focuses on the beginning of text. In this way, bidirectional recurrent neural network combined the two types as measures to ensure the consideration of text beginning and end.

Deep learning models exhibit improved performance in comparison to the traditional machine learning setup, especially GRU(256) and Transformer. Comparative analysis revealed that the LSTM with 128 neurons show superior accuracy compared with that of 256. However, GRU with 256 neurons performs better than that of 128 neurons. The possible reasons for the result are that GRU architecture simplifies the gate structure that controls the network memory and improves the performance dealing with long sequence input. While the memory information structure in LSTM is more complex, resulting valid information loss processing long text and ultimately leading to lower model performance. Nevertheless, RNN is still regard as an advanced technology in natural language processing. And its performance can be explained by the intrinsic capacity to extract significant contextual similarities within documents.

Based on the analysis above, it is necessary to combine both of financial numeric and textual variables as the input in the prediction of financial frauds, which indeed is discussed in the next sub-section.

### C. Modeling of Combination of Financial Numeric Data and Text Data

Although the textual data in MD&A of annual report have exhibited predictive power in financial fraudulent using deep learning methods. However, the decrease is also visible for the metrics, such as recall and precision, leading to the conclusion that only text data cannot provide better predictive performance than financial digital data. From this point of view, it is of little or no use to construct a financial fraud model only with text solely as input. Therefore, the input setup with a combination of words vectors and digital financial data is still at the core of our study. In this way, a combination of word vectors with financial variables into one dataset
is used as the input in the prediction of financial fraudulence. Meanwhile, we try to produce an auxiliary classification result using deep neural network, and analyze synthetically with previous results.

Purda and Skillicorn [32] have attempted to do such a thing and conducted a comparison of text with financial data proposed by Dechow et al. [33] separately. And these two methods are complementary to each other because each of them only competes part of fraud detection [62], [63].

Table 10 and 11 report the corresponding classification results with different models for combination of financial variables and text data of 600-word and 1,000-word, respectively.

From Table 10, we can observe that the combination of FIN+TXT input setup exhibits improved performance in comparison to the financial or text data solely, especially those models of SVM and GRU(256). What is especially important is that F2-score increases across the ML benchmarks, which is different from F1-score. Also, we can see that GRU(256) offers the best performance with AUC 94.49% in Table 10, followed by LSTM(256) and Transformer with AUSs of 93.98% and 93.64%, respectively. And the results of modeling on LSTM and GRU show powerful predictive performance with diverse inputs, facilitating the further exploration of data enrichment for fraud detection. Considering the comparison among LSTM (256), GRU (256) and Transformer, it is shown that the performance of transformer has not significantly improved with FIN+TXT data across all metrics. And this indicates that latest technology does not necessarily lead to the superior application results. Similarly, as can be seen from Table 11 that the performance of combination input with 1,000 words has slightly improvement in comparison to input with 600 words in textual data, proved that the much text provides plentiful meaning in the fraud detection. Also, the deep learning models could correctly identify most frauds with higher metrics and offer substantial improvements for fraud detection, not only using the financial variables as input but also using the textual data as input. Besides that, both the deep learning methods and the traditional algorithms have achieved good results, and RNN based approaches have slightly better performance among tested algorithms. In addition, with the support of GPU computing, deep learning methods usually take less training time than those of traditional methods on large dataset, when implemented based on the tensorflow library.

The results of combination input allow us to conclude that the proposed DL models offer substantial improvements with different metrics for fraud detection facilitation. Additionally, the latest techniques can effectively reduce the misclassifications ratio and time consumption, and therefore improve financial statement detection efficiency and quality. And the DL capacity might be particularly important for practitioners, given the need to substantiate the audit judgement.

VII. DISCUSSION

We have explored the predictive capacities of deep learning with the Chinese listed companies’ annual reports mining for
TABLE 10. Classification results with different models for combination of financial variables and 600-word text data.

| Classifier   | AUC   | Sensitivity | Specificity | F1-Score | F2-Score | Accuracy |
|--------------|-------|-------------|-------------|----------|----------|----------|
| SVM          | 0.8536| 0.6843      | 0.8261      | 0.5645   | 0.8254   | 0.8699   |
| XGB          | 0.8751| 0.7045      | 0.9087      | 0.6582   | 0.8669   | 0.8963   |
| ANN          | 0.8067| 0.7741      | 0.8824      | 0.6615   | 0.7916   | 0.7743   |
| CNN          | 0.9071| 0.8080      | 0.9234      | 0.7864   | 0.8608   | 0.8924   |
| LSTM(128)    | 0.9218| 0.8454      | 0.9236      | 0.8041   | 0.8216   | 0.9098   |
| LSTM(256)    | 0.9398| 0.9014      | 0.9147      | 0.8749   | 0.8408   | 0.9329   |
| GRU(128)     | 0.9356| 0.8857      | 0.9098      | 0.8865   | 0.8641   | 0.9237   |
| GRU(256)     | 0.9449| 0.8996      | 0.9184      | 0.8941   | 0.9165   | 0.9448   |
| Transformer  | 0.9364| 0.8887      | 0.9297      | 0.9374   | 0.9084   | 0.9421   |

TABLE 11. Classification results with different models for combination of financial variables and 1000-word text data.

| Classifier   | AUC   | Sensitivity | Specificity | F1-Score | F2-Score | Accuracy |
|--------------|-------|-------------|-------------|----------|----------|----------|
| SVM          | 0.8902| 0.7856      | 0.9012      | 0.65019  | 0.8582   | 0.8109   |
| XGB          | 0.8836| 0.6994      | 0.9041      | 0.7102   | 0.8784   | 0.9006   |
| ANN          | 0.8806| 0.7610      | 0.9113      | 0.6808   | 0.8947   | 0.9031   |
| CNN          | 0.9312| 0.8304      | 0.9351      | 0.8077   | 0.9029   | 0.9165   |
| LSTM(128)    | 0.9344| 0.8528      | 0.9346      | 0.8315   | 0.8307   | 0.9254   |
| LSTM(256)    | 0.9367| 0.8921      | 0.9324      | 0.8689   | 0.8505   | 0.9498   |
| GRU(128)     | 0.9418| 0.8471      | 0.9548      | 0.9326   | 0.9418   | 0.9317   |
| GRU(256)     | 0.9581| 0.8595      | 0.9634      | 0.9345   | 0.9287   | 0.9462   |
| Transformer  | 0.9501| 0.8854      | 0.9418      | 0.9236   | 0.9148   | 0.9445   |

A. CHINESE TEXT MINING WITH DEEP LEARNING MODELS

As mentioned in the literature review, few researchers have attempted to combine financial numeric variables and Chinese textual data for financial statement fraud detection. The exceptions are the studies by Hajek and Henriques [26] and Throckmorton et al. [64]. Although they have taken advantage of both financial data and linguistic data when predicting financial statement fraud, they haven’t combined them as input to the algorithms. Furthermore, fraudulent identification is unlike traditional sentiment and subject classification, which can classify only using few keywords and simple rules. In this way, the predictive power is a little weak at text classification compared to other classification models. Aimed to solve this problem, we have adopted text classification models based on DLs, such as CNN and RNN. Compared with the traditional approaches of vocabulary counting, deep learning neural networks can be able to extract local feature of text and learn their regular pattern, while statistic-based method only utilized the words frequency of text, omitting information such as the combination of words in context. As a result, we can see that the GRU with 256 neurons exhibits high predictive capability with AUC 95.81% in test dataset, making it a promising model for fraud detection.

It should be noted that the structure and content of listed company’s financial statement in annual report is not exactly the same with different years. In this way, we constructed the purely financial pre-warning model with 10 dimensions 58 financial variables and 4 dimensions 16 non-financial variables. Then we fed them as input to the classifiers. Also, the results of the AUC shows that the financial variables extracted with our approach have increased significant value to fraud detection models in combination with textual features.

In addition, the heterogeneity in performance shifts among various data types for models, showing that different models pick up on different signals. And the supplement of text information improves the performance, offering the recall of 92.5% with GRU model, indicating that the combination of these information might be more effective than the use of single information source in the decision-making processes of stakeholders. Companies those predicted with suspected financial fraud can be further investigated and examined by handwork calculation to see if they really have any frauds. While the false negatives companies can bring in significant risks because there are no ways to find out again.

B. IMBALANCE DATA TREATMENT

Generally speaking, class imbalance usually appears when the number of different types of data labels varies greatly, thus the data is separated into majority and minority. When the dataset is highly imbalanced, less reliable performance of the model is obtained if there is no preprocessing,
primarily because the minority are usually misclassified by treating them as noise [65]. Our dataset is also greatly imbalanced, since only a small number of companies commit financial statement fraud, and the majority companies in the dataset are non-fraudulent.

Previous studies have already recognized the complexity of the imbalance problem [66]–[68], and provided various solutions including over-sampling [69], under-sampling [26], [70]–[72] and synthetic minority over-sampling technique (SMOTE) [64]. However, the experimental results showed that most applications were not very effective for the reason of data preprocess measures. For example, over-sampling technique creates many extra copies, while under-sampling method has not used all available data instances when training, but only part of majority data. And SMOTE did not use the real data but synthetic data from minority.

Similarly, our imbalanced dataset consists of 244 fraudulent cases and 4886 non-fraudulent cases. For the purpose of the class imbalance problem solving, we follow the approach as in reference [35] and make 20 balanced sub-datasets as follows:

(i) We divide the whole dataset of non-fraudulent into 20 groups with 244 (or 245) cases;
(ii) We combine each non-fraudulent group with the 244 fraudulent cases to construct 20 balanced sub-datasets with 488 (or 489) cases;
(iii) We perform many experiments with the combined sub-datasets to calculate the more reliable results.

As can be seen in Fig. 4. And the final results have shown that overall performance is increased with the proposed sampling approach.

VIII. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

While financial fraud has a negative impact on economic and social development, it also causes huge losses to different stakeholders. However, detecting financial statement fraud is fairly challenging using traditional approaches due to companies’ stratagem. Our main purpose of conducting this research is building models with high classification performance and deriving classification framework which can be used to detect the frauds with textual and numeric data in Chinese listed companies’ annual reports. As the most advanced information processing technology, deep learning has made great achievements in many applications. In this way, this paper gives a framework for how this technique can be used in financial statement detection with Chinese companies’ annual reports. Besides numerical data in financial statements, we analyze the ability of textual data attached to annual reports in financial statement fraud prediction and highlight the importance of textual analytics for detecting fraud with financial documents. Also, the results have shown that the deep learning models achieved considerable improvements in AUC compared to the earlier studies on the financial fraud detection. Furthermore, the textual information of the MD&A section of annual reports extracted through deep learning has the ability to improve the accuracy of financial statement fraud model detection, particularly in the highly imbalanced case of fraud detection.

In addition, there are some limitations in this research and can be extended in a few aspects. As the sampling period of the study is five years, some companies may have been delisted for some reasons. Also, there are some companies annual reports have to be eliminated because of their incompleteness, which may affect the prediction results. Besides, the applicability of the models may need to further study, for the reason that the data source only involve Chinese listed companies, excluding those in other markets.

With regards to the future research directions, we can extend this work by extracting information from listed companies announcements. These can be helpful for easy understanding of prediction process because of rich seam of information. In addition, text mining algorithms for sentiment analysis of the textual description in financial statements can be optimized to provide better prediction performance of financial statement fraud.
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