Assimilation of the SCATSAR-SWI with SURFEX: Impact of local observation errors in Austria
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ABSTRACT

The proper determination of soil moisture on different scales is important for applications in a variety of fields. We aim to develop a high-level soil moisture product with high temporal and spatial resolution by assimilating the multilayer soil moisture product SCATSAR-SWI (Scatterometer Synthetic Aperture Radar Soil Water Index) into the surface model SURFEX. In addition, we probe the impact of the findings on the Numerical Weather Prediction (NWP) in Austria. The data assimilation system consists of the NWP model AROME and the SURFEX Offline Data Assimilation, which provide atmospheric forcing and soil moisture fields as mutual input. To address the known sensitivity of the employed simplified Extended Kalman Filter to the specification of errors, we compute the observation error variances of the SCATSAR-SWI locally using Triple Collocation Analysis and implement them into the assimilation system. The verification of the forecasted 2 m temperature and relative humidity against measurements of Austrian weather stations shows that the actual impact of the local error approach on the atmospheric forecast is slightly positive to neutral compared to the standard error approach, depending on the time of the year. The direct verification of the soil moisture analysis against a gridded water balance product reveals a degradation of the unbiased root mean square error for small observation errors.

1. Introduction

Soil moisture is an essential part of the energy-water cycle. Therefore, the availability of soil moisture products is important for many applications in, e.g., meteorology and hydrology. Especially when the incoming radiation is high, soil moisture can have a large impact on the lower atmosphere due to evapotranspiration and the involved partitioning into latent and sensible heat. As a consequence, forecast models used in NWP clearly profit from the initialisation using soil moisture fields (Hess 2001; Seuffert et al. 2002; Drusch and Viterbo 2007; Schneider et al. 2014; Dirmeyer and Halder 2016; Draper and Reichle 2019).

In particular, high-resolution remotely sensed data provide new possibilities to assimilate soil moisture consistently on local to global scales (Drusch 2007; Scipal et al. 2008a; Mahfouf 2010). The potential of assimilating remotely sensed surface and multi-layer soil moisture was successfully demonstrated by Parrens et al. (2014) and Albergel et al. (2017).

The assimilation of near-surface variables has been shown to work well with a (simplified) extended Kalman Filter ([s]EKF; Hess 2001; Mahfouf et al. 2009; Draper et al. 2011; de Rosnay et al. 2013), which is also used in our study. Paramount to the successful application of a Kalman filter is the proper specification of observation and background errors for the Kalman gain. The Kalman gain is essential for the data assimilation as it determines the effect of the observation on the analysis with respect to the background. In the sEKF, observation and background errors are often set to the same value for simplicity, taking observations and background into account by an equal amount in the increment.

To address the known sensitivity of the Kalman filter to the error specification, constant (global) observation errors are sometimes scaled on the whole domain or grid-pointwise (locally) to find the optimum value (Pauwels et al. 2007; Barbu et al. 2011; Draper et al. 2012; De Lannoy and Reichle 2016). For example, Draper and Reichle (2019) estimated the observation error by scaling the stan-
dard deviation of the soil-moisture time series for each grid-point to match previously found error distributions. In addition, observation errors can be assessed locally with Triple Collocation Analysis (TCA; Rosema 1993; Stoffelen 1998). Error estimates from TCA have already been utilized in (ensemble Kalman filter-based) data assimilation systems (Crow and van den Berg 2010; Crow and Yilmaz 2014; Gruber et al. 2015).

In this study, we want to investigate the benefits of (1) assimilating the daily multi-layer 1 km soil moisture product SCATSAR-SWI (Bauer-Marschallinger et al. 2018) using the surface model SURFEX (Surface Externalisée; Mason et al. 2013) and (2) employing a TCA-based local error approach. The goal is to obtain a level 4 soil moisture product and to demonstrate its value for the NWP forecast model AROME (Seity et al. 2011) in Austria.

As in situ soil moisture measurements are only sparse in Austria and the very different spatial representativity makes a sensible comparison with remotely sensed or modelled soil moisture difficult, we employ two different approaches for the verification of the soil moisture analysis. First, we exploit the high spatial and temporal coverage of the Austrian semi-automatic weather stations. We use their 2 m temperature and 2 m relative humidity measurements as reference when comparing the soil moisture analyses of our assimilation experiments. The water balance has been used as reference for the forecasted 2 m values of our assimilation system and, therefore, as indirect measure for the performance of the soil moisture assimilation. Second, we employ a gridded water-balance product as a direct reference when comparing the soil moisture analyses of our assimilation experiments. The water balance has been used in numerous studies as a proxy for soil moisture (Mueller and Seneviratne 2012; Herold et al. 2016; Haslinger et al. 2019).

This manuscript is organised as follows. Section 2 will present the observations that are used for data assimilation, as well as the additional data sets needed for bias correction, for the estimation of the observation errors, and for the verification. The SURFEX Offline Data Assimilation and the employed Kalman Filter will be introduced in Sect. 3. The characterisation of the observation errors with TCA will be described in Sect. 4. Its implementation and the general setup of the data assimilation system will be given in Sect. 5. The performance of the data assimilation and the verification of the results will be presented and discussed in Sect. 6. The results will be summarised in Sect. 7.

2. Data and preprocessing

a. SCATSAR-SWI

The SCATSAR-SWI (Bauer-Marschallinger et al. 2018) combines 25 km MetOp/ASCAT and 1 km Sentinel-1/CSAR surface-soil moisture retrievals and aims at exploiting both the high temporal resolution of the former and the high spatial resolution of the latter. In addition, the SCATSAR-SWI provides vertically resolved soil moisture information by taking into account the propagation of the measured surface soil moisture into deeper soil layers through applying an exponential filter approach (Wagner et al. 1999b). The soil layers are quantified by the T-parameter, where T represents the infiltration time in days. The SCATSAR-SWI covers most of Europe and is available in near-real time from the Copernicus Global Land Service including dates back to 2015.

The data employed for our study are obtained directly by the TU Wien with a 500 m grid sampling, which corresponds to a spatial resolution of 1 km. They are delivered with the Equi7Grid (Bauer-Marschallinger et al. 2014) as a spatial reference system. For covering the study area (the Austrian domain), two neighbouring, but not overlapping data tiles (each 600 km x 600 km) are merged into one file. The obtained data set is upscaled to the 2.5 km grid of the assimilation system using linear interpolation, which reproduced the original data simultaneously the best and the most efficiently of all tested methods. The units are converted from percentaged soil-water index (SWI) to fractional volumetric soil moisture (WG) using the following relationship:

\[
SWI = \frac{WG - WG_{\text{min}}}{WG_{\text{max}} - WG_{\text{min}}} = \frac{WG}{w_{\text{sat}}},
\]

where we assume \(WG_{\text{min}} = 0\) and \(WG_{\text{max}} = w_{\text{sat}}\). The saturation values \(w_{\text{sat}}\) are derived from the sand fraction using the SURFEX model (Decharme et al. 2011).

We utilise the six uppermost T-values (\(T = 2.5, 10, 20, 40, 60\) d) for data assimilation. The SCATSAR-SWI of these values are reasonably well correlated to the six uppermost layers of the soil model (Pearson correlation coefficient \(r_p > 0.3\)) and provide continuous input for those soil layers (depth \(= 1.4, 10, 20, 60\) cm) in the data assimilation. The soil moisture variables of these layers will be denoted WG1 to WG6 in the following.

For bias correction (Sect. 2d), data from 2015–2017 are used as reference. For TCA (Sect. 4) and for data assimilation (Sect. 5), the computations are performed on data from 2018.

b. SMAP

To fulfil the requirements for TCA (Sect. 4), two independent data sets are required in addition to the SCATSAR-SWI observations. As those are actively sensed, one of the additional data sets can be a soil moisture data set of a passive sensor. The radiometer onboard the Soil Moisture Active Passive (SMAP) mission promised the best data quality among several considered passive microwave
In a simplistic approach, when runoff is negligible, the (climatic) water balance describes the difference between water supply and water demand. Using daily gridded precipitation (Hiebl and Frei 2018) and potential evapotranspiration (Haslinger and Bartsch 2016) fields over Austria, we compute the water balance \( WB \) by subtracting the potential evapotranspiration \( ET \) from the precipitation \( P \):

\[
WB = P - ET. \tag{2}
\]

The data sets have a spatial resolution of 1 km and cover not only Austria itself but include also close-by catchments. Uncertainties in assessing the water balance arise from those inherent from the input data sets. The potential evapotranspiration data set is calculated using a simple temperature based approach (Hargreaves 1975; Hargreaves and Allen 2003) but applying a re-calibration to a limited number of gauges used for interpolation. The models reproduced the original data better than linear interpolation in this case due to the irregular border of the domain. Hereby, the water balance \( WB(t) \), with time \( t \) in days here, is smoothed using a weighted average over the last \( n \) days:

\[
WB_{t_n} = \frac{\sum_{i=1}^{n} w(t_i) WB(t_i)}{\sum_{i=1}^{n} w(t_i)} \tag{3}
\]

In a first approach, a linear weighting function \( w(t) \) was constructed such that the weights \( w(t_0) = 1 \) and \( w(t_n) = 0 \). Further tests revealed, however, that an exponential function is more suited to reproduce the modelled soil moisture time series, especially for the declining slopes. Using the exponential weights, the average \( WB_{t_n} \) is computed for time ranges \( n = 1, \ldots, 200 \) days. The time series obtained in that fashion are compared with the model soil moisture at different depths to find the averaging time length that results in the best correlation for each soil layer.

We obtain realistic values for the soil layers 2 to 5. The uppermost and lowest assimilated soil layer cannot be reproduced realistically by the water balance, due to a too large (layer 1) or a too small (layer 6) temporal variability, respectively. We will therefore omit these layers in the evaluation. We note that the compared products represent information obtained on very different time scales (days for the water balance vs. several minutes for the soil model), which reduces the comparability especially for the uppermost soil layer.

Step 2: To derive a multi-layer product, we apply a method similar to the exponential filter described in Sect. 2a. Hereby, the water balance \( WB(t) \), with time \( t \) in days here, is smoothed using a weighted average over the last \( n \) days:

\[
WB_{t_n} = \frac{\sum_{i=1}^{n} w(t_i) WB(t_i)}{\sum_{i=1}^{n} w(t_i)} \tag{3}
\]

In a first approach, a linear weighting function \( w(t) \) was constructed such that the weights \( w(t_0) = 1 \) and \( w(t_n) = 0 \). Further tests revealed, however, that an exponential function is more suited to reproduce the modelled soil moisture time series, especially for the declining slopes. Using the exponential weights, the average \( WB_{t_n} \) is computed for time ranges \( n = 1, \ldots, 200 \) days. The time series obtained in that fashion are compared with the model soil moisture at different depths to find the averaging time length that results in the best correlation for each soil layer.

We obtain realistic values for the soil layers 2 to 5. The uppermost and lowest assimilated soil layer cannot be reproduced realistically by the water balance, due to a too large (layer 1) or a too small (layer 6) temporal variability, respectively. We will therefore omit these layers in the evaluation. We note that the compared products represent information obtained on very different time scales (days for the water balance vs. several minutes for the soil model), which reduces the comparability especially for the uppermost soil layer.

Step 3: For making both soil moisture analysis and water balance comparable, we transform the soil moisture analysis from volumetric soil moisture to SWI (eq. 1). Similarly, we scale the water balance to values between 0 and 1 using

\[
WB_{scaled} = \frac{WB - WB_{min}}{WB_{max} - WB_{min}}, \tag{4}
\]

where \( WB_{min} \) and \( WB_{max} \) are the domain-wide minimum and maximum values of the water balance.

Step 4: As the water balance computed in this way reveals a large bias compared to the model soil moisture, the global minimum and maximum values are optimised via a brute-force search to yield the smallest possible bias.

d. Bias correction

Systematic errors in the observations can prevent the data assimilation algorithm from converging. This can be prevented by removing a possible bias beforehand (Dee and Da Silva 1998). The bias correction can be achieved with so-called CDF (Cumulative Distribution Function) matching (e.g., Reichle and Koster 2004). Using this method, the CDFs of the SCATSAR-SWI are matched to the CDFs of a reference data set (here, SURFEX model soil moisture) by performing a 4th-order polynomial fit of the time series for every grid point in the domain in a reference time period (here, 2015 – 2017). Under the assumption that the bias does not change between the epochs, the resulting fit functions are used to remove the bias in the data set of 2018. To achieve this, we partially employ routines of the pytsemo package of the TU Wien (v0.6.8; Paulik et al. 2017).
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3. SURFEX Offline Data Assimilation

For assimilating the SCATSAR-SWI, the SURFEX Offline Data Assimilation (SODA) is employed using SURFEX v8.1 (Masson et al. 2013) with a simplified extended Kalman filter (sEKF; Mahfouf et al. 2009). Within SURFEX, the soil is described with the ISBA model (Interaction Sol-Biosphère-Atmosphère; Noilhan and Planton 1989) using the diffusion scheme ISBA-DIF (Decharme et al. 2011), which can treat up to 14 soil layers down to 12 m. We adapted the SODA code to be able to use six soil layers for data assimilation and read the local observation errors from a file.

The atmospheric forcing needed for SODA is provided by short-range forecasts (up to +24 hours) of the NWP model AROME (version cy40t1). In return, AROME is initialised with a surface file containing the information of the soil moisture analysis at 12 UTC using a 24 h assimilation window. The forecasted 2 m temperature and 2 m relative humidity of AROME will be used for verification.

In the Kalman filter (Kalman 1960), the prediction of the state vector \( x_b \) (background) is updated with the observations \( y \) to the analysis

\[
x_a = x_b + d_b^a
\]

by adding the analysis increment

\[
d_b^a = K d_b^o.
\]

For the increment, the innovation

\[
d_b^o = y - H x_b
\]

is weighted with the Kalman gain

\[
K = BH^T (HH^T + R)^{-1}.
\]

Here, \( H \) denotes the linearised observation operator (e.g., Mahfouf et al. 2009). Its elements \( H_{jk} \) can be estimated numerically with finite differences (Balsamo et al. 2004):

\[
H_{jk} = \frac{\partial y_j}{\partial x_k} = \frac{y_j(x + \delta x_k) - y_j(x)}{\delta x_k}.
\]

Here, \( y_j(x + \delta x_k) \) and \( y_j(x) \) describe the perturbed and the unperturbed model trajectory, respectively, where the perturbation amplitude \( \delta x_k = 10^{-3} (w_{fc} - w_{wilt}) \) with the field capacity \( w_{fc} \) and the wilting point \( w_{wilt} \) for \( j,k \in \{1,\ldots,6\} \) in our case. To distinguish between soil moisture observation and control variables in the following, we denote the former with WG \( j \) and the latter with WG \( k \). \( B \) describes the background error covariance matrix, which is not propagated in time in the sEKF, and \( R \) the error covariance matrix of the observations. The validity of the linear assumption for the observation operator can depend on the length of the assimilation window. While a separate study on the optimal length could be worthwhile in principle, the 24 h window is often used in similar studies (Mahfouf 2010; Barbu et al. 2014; Fairbairn et al. 2017). Similar to Mahfouf et al. (2009) and Rüdiger et al. (2010), we compared the Jacobians obtained with positive and negative perturbations, respectively, and found that the vast majority of points fulfil the assumption of linearity here.

In the next section, we describe the determination of the diagonal entries of \( R \), assuming that the errors of different observations are not correlated. Regarding the retrieval method of our observations, where the information for the profile soil layers is derived with the exponential filter from the surface soil moisture (Sect. 2a), this is certainly not the case in reality. The determination of the off-diagonal entries is possible in principle using a fourth data set (Gruber et al. 2016a) but acquiring a fourth independent data set covering the same domain is not feasible here.

4. Triple Collocation Analysis

Random observation errors can be characterised using Triple Collocation Analysis (Rosema 1993; Stoffelen 1998). The method assumes a linear relation between a measurement \( \Theta_m \) and the true state \( \Theta_t \) of the measured variable:

\[
\Theta_m = \alpha + \beta \Theta_t + \epsilon,
\]

where \( \epsilon \) represents the random error, \( \alpha \) the systematic additive bias, and \( \beta \) the systematic multiplicative bias. The resulting equation system can be solved analytically for the error variances \( \sigma^2_r \) of a triplet of data sets under a number of assumptions (Yilmaz and Crow 2014; Gruber et al. 2016b). The error variances obtained this way represent the diagonal elements of the error covariance matrix of the observations \( R_{jj} = \sigma^2_r \).

One of the assumptions for TCA is the requirement of zero error cross-correlation between the data sets. This is satisfied by data sets that are as independently obtained and processed as possible. One possible triplet that is commonly assumed to fulfil this requirement is a combination of one active-microwave based, one passive-microwave based, and one modelled soil moisture data set. As a consequence, a data set obtained by a passive satellite sensor (SMAP; Sect. 2) and a data set created with the surface model SURFEX are used in addition to the actively sensed SCATSAR-SWI.

The error variances and the resulting error standard deviation (STD) of the three data sets are computed for 2018 using the Triple Collocation routine of the pytessmo package of the TU Wien (v0.7.1; Paulik et al. 2019). The method is applied to each grid point in the considered domain. Only days where all three data sets have measurements are taken into account since the temporal gaps
between two measurements are often too large for realistic interpolation. In addition, the Pearson correlation coefficient $r_p$ and the associated significance $p$ of each pair of data sets are computed for each grid point. The points without significant positive correlation ($p < 0.05$) between all pairs are discarded for the TCA (cf. Scipal et al. 2008b).

As expected, the single-layer SMAP soil moisture correlates less with the multi-layer data sets with deeper soil layers (Fig. 1, left). The average correlation between the SCATSAR-SWI and the SURFEX data set improves with deeper soil layers. On the one hand, this can be attributed to the decreasing influence of errors in the atmospheric forcing onto the deeper soil layers in SURFEX. On the other hand, deeper soil moisture layers of the SCATSAR-SWI are smoothed by the exponential filter (cf. Sect. 2a), thereby reducing the non-systematic retrieval errors. This behaviour is mainly seen in the flatlands, whereas the correlation degrades for mountainous terrain where both SURFEX and SCATSAR-SWI are prone to errors related to the topography.

The three data sets are mutually not correlated significantly for many points for deeper soil layers. This results in a decrease of the number of grid points where it was possible to compute the error variances/STD with TCA (Fig. 2a). In those parts of mountainous regions that were not already masked in the input data, the error STD is significantly higher than in the flatlands, which reflects the known physical limits of active satellite sensors in forested areas and complex terrain (Draper et al. 2012; Bauer-Marschallinger et al. 2019). We note that the exponential filter is applied to all pixels in the same way, not distinguishing between type of terrain. However, any masking of input surface soil moisture is forwarded to the SWI calculation, neglecting affected surface soil moisture values, and decreasing the value of the employed quality flag.

The average error STD of the SCATSAR-SWI decreases with increasing soil-layer depth (Fig. 1, centre). Analogous to the processes describing the behaviour of the correlation coefficients, this is a result of the exponential filter and the resulting smoothing of the soil moisture signal in deeper soil layers. In addition, the variability in the deeper layers is naturally lower, which is reproduced as well by the soil model. Furthermore, the SCATSAR-SWI error distribution is more similar to the SMAP error distribution for the upper layer and to the SURFEX error distribution for the lower layers, which reflects the matching variability characteristics of the different data sets.

The magnitude of the obtained error STD ($\sigma_e \approx 0.025$ m$^3$m$^{-3}$ on average) is comparable with the values found in other studies for similar soil moisture data sets: $0.05 \pm 0.05$ m$^3$m$^{-3}$ for SMMR (de Jeu et al. 2008) and $0.02$ to $0.07$ m$^3$m$^{-3}$ for ASCAT and AMSR-E (Dorigo...
Due to the different performances of the backscatter retrieval algorithm over different land cover types (Wagner et al. 1999a) and the deteriorating effect of dense vegetation on radiometer data (Dorigo et al. 2010), a dependency of the TCA error distributions on land cover type seems likely. We extract the land cover types from ECOCLIMAP physiographic data (Masson et al. 2003) and test for a dependency of the error STD on the land cover type, also with regard to the topographic complexity (cf. Draper et al. 2012). We assign a grid point to a certain cover type if its cover fraction is larger than 0.5 and apply a Mann-Whitney-U test (Mann and Whitney 1947) to test if the error distributions differ significantly from each other.

We found that the majority of all tested combinations of the land-cover separated error distributions of the three data sets differ significantly from each other (Fig. 1, right). Masking the high (> 10%) topographic complexities only results in minor statistical changes compared to the original distributions since most of the topographically complex areas are already masked in the observations.

The agreement of the distributions of the different cover types is not consistent for the three data sets, e.g. for the SCATSAR-SWI, only the distributions for crops and forest as well as crops and suburban show a significant difference between each other. For the SMAP data, only the error distributions of points assigned with suburban and crops cover seem to be part of the same distribution, for SURFEX, additionally the distributions of suburban and herbaceous cover types. These findings show that the different land-cover dependencies of the three data sets are propagated to the error STD itself but, especially for the SCATSAR-SWI, do not leave a strong signature.

Eventually, we compare the number of points, where the computation of the TCA error of the SCATSAR-SWI was not successful, with the total number of grid points to be assimilated. We find that the lost points represent fractions of 9, 10, 12, 14, 23, and 35% for soil layer 1 to 6, respectively. The cover types forest, herbaceous and suburban exhibit similar fail rates of between 15 and 46% for the single soil layers. As expected, the smallest loss is found for points with crop cover (≈ 1 – 27%). This is the cover type the most present in less complex terrain where all three data sets can be assumed to have the largest reliability.

5. Setup of the data assimilation system

For implementing the observation error STD obtained with TCA into SODA, the STD values are converted from fractional volumetric soil moisture to fractional SWI (Sect. 2a, eq. 1). On grid points where the TCA does not yield a value, the average value of the error STD of the respective soil layer is utilized instead.

Due to the high amount of solar radiation in summer and the resulting higher rates of water and energy exchanges, the impact of soil moisture on the atmosphere is expected to be largest in the summer months. In addition, the spatial coverage of the SCATSAR-SWI is best in the warm season when the soil is mostly unfrozen. As a consequence, the months April to September 2018 are chosen as testing period for data assimilation. As the data assimilation system needs around a fortnight to spin up, the data assimilation system is run for the month before the actual period of interest (i.e. for March 2018).

As a reference experiment, SODA is run with a global error (σᵣ = 0.2 in units of SWI), referred to as \(e_{\text{Glob}}\). Two different approaches for the local TCA-based observation error estimates are tested, denoted \(e_{\text{Loc1}}\) and \(e_{\text{Loc2}}\), respectively, and described as follows. The background error remains unchanged (\(σ_B = 0.2\)) for all experiments.

\(e_{\text{Loc1}}\): To assess the impact of the spatial variability of the observation errors, the obtained error STD are scaled by a constant factor so that their spatial average matches the global observation error. The error values of the uppermost layer are on average smaller than the global observation error by a factor of ≈ 3. By scaling with this value, the average error STD of the uppermost soil layer is kept at the value of the global observation error. To preserve the vertical error pattern, the average errors of the other five layers are adjusted by this to 0.19, 0.20, 0.18, 0.16, and 0.11, respectively. In addition, this method prevents the Kalman gain from approaching unity for the smallest observation errors, which would neglect the influence of the model background in the resulting analysis, especially for the deeper layers.

\(e_{\text{Loc2}}\): Using the TCA error distribution as it is will reveal to what extent the supposedly more realistic absolute magnitude of the observation errors can improve the analysis. As mentioned, the obtained error values are on average several times smaller than the global observation error, which will cause the assimilation to put more emphasis on the observations than on the model background compared to \(e_{\text{Glob}}\).

6. Results and discussion

In the following, the results of the computations using global and local observation errors as described in the previous section will be set in contrast to each other. More specifically, the performance of the data assimilation system will be evaluated in general, the atmospheric forecast and the soil moisture analysis will be verified individually.

a. Evaluation of the Jacobians

One critical aspect of data assimilation using the sEKF is the computation of the Jacobian matrix of the observation operator \(H_{jk}\) (eq. 9), which is needed for the transformation between observation \((y_j)\) and model \((x_k)\) space. Here,
the observation vector consists of the six soil layers of the SCATSAR-SWI (WG1 – WG6) described in Sect. 2a, and the control vector of the six upper soil layers of the SURFEX model (wg1 – wg6).

The values of the Jacobians estimate the sensitivity of an observation variable with respect to a specific control variable. Similar to other studies (Rüdiger et al. 2010; Albergel et al. 2017), the Jacobians obtained here adopt approximately three different distributions: Characteristic are the peak at zero, the peak at 1, and rather dispersed distributions. These distribution types are visible in the distributions that are averaged over the whole investigated time range (Fig. 3) as well as in the monthly statistics (not shown).

Close-to-zero Jacobians indicate that the sensitivity to a specific control variable is low. This is mainly the case for the lowest and uppermost soil-layer observation variables, respectively. The upper soil layers are almost insensitive to perturbations of wg6. WG1 is barely sensitive to perturbations of any control variable due to the different time scales the variables are representative for.

For an observation variable at a given soil layer, the sensitivity to the upper soil layer control variables is higher than to the lower ones. This might be due to the dominance of top-down processes in the model such as infiltration over bottom-up processes such as capillarity (cf. Draper et al. 2009), possibly due to different characteristic time scales. With increasing soil layer depth, the diagonal Jacobians $H_{ii}$ shift more towards one, indicating a more and more linear dependence.

Different sensitivities in flatlands and mildly mountainous regions (Fig. 4) sometimes cause bimodal distributions in the histograms, especially between May and August, with the flatlands rather close to zero and the mountainous
regions rather larger than 0.5. This indicates that the interaction between the soil layers becomes less in the flatlands with progressing summer. This could be a consequence of soil moisture values approaching either field capacity or the wilting point, where the dynamics of the soil model might be lower (cf. Barbu et al. 2011). Differences between the different assimilation experiments are visible but do not cause changes in the distribution type.

b. Assimilation statistics

In data assimilation, the analysis is the result of correcting the information from the background state estimate with the observations. Hence, under the assumption of bias-free observations and a statistically relevant number of assimilation cycles, the distribution of analysis residuals $d_a^o = y - H x_a$ should be more confined around zero compared to the innovations $d_b^o = y - H x_b$ (Sect. 3, eq. 7) in an effective data assimilation system (e.g., Reichle et al. 2017).

Concordantly, in our assimilation experiments, the STDs of the residuals are smaller than the STDs of the innovations for all layers in all experiments except WG3 in eLoc2 (Table 1, Fig. 5). Here, the small errors might put a too strong emphasis on the observations in some parts of the domain and cause the experiment to yield a suboptimal analysis.

The mean innovations and residuals are in general close to zero ($-4.6 - 6.6 \times 10^{-3}$ m$^3$m$^{-3}$), which illustrates that the systematic errors were corrected adequately (cf. Sect. 2d). The mean values show that the distributions of the residuals shift more towards negative values compared to the innovations for all experiments and soil layers except WG1.

This behaviour is reflected as well by the dominantly positive increments (Sect. 3, eq. 6; Fig. 2b,c) in all layers except WG1 and WG4, where the increments are more balanced around zero. Throughout all layers, most of the positive increments are obtained mainly in mountainous regions (Bohemian forest, foothills of Alps), but partially also in Southern Bavaria. For WG2 and WG3, also the flatlands in the East exhibit positive increments. In particular, eLoc2 exhibits larger corrections in the East of the domain compared to eGlob. The lower observation quality in regions with complex topography might have led to a suboptimal bias correction and cause the analysis to become too wet here, especially in the deeper soil layers, where errors in the surface soil moisture are added up with the propagation into the lower layers. The fact that the flatlands exhibit a more mixed behaviour throughout the
Spatial distributions of temporally averaged Jacobians $\frac{\partial y_j}{\partial x_k}$ for observation variables $y_j$ (WG1 - WG6) and control variables $x_k$ (wg1 - wg6).
1. Mean $\langle h\rangle$ and STD $\sigma$ of innovations and residuals in $10^{-3}$ m$^3$m$^{-3}$, specified and diagnosed error variances $(\sigma^2_{spec})$ and $(\sigma^2_{diag})$ after Desroziers et al. 2005; see Sect. 6b) in $10^{-4}$ m$^3$m$^{-3}$, and ratio $q$ between them for all assimilated soil layers. Each line-separated column contains the values for $eGlob$, $eLoc1$, and $eLoc2$ from left to right. Zero values were omitted for the computations.

| WG | $d^n_h$ | $d^n_o$ | $\sigma(d^n_h)$ | $\sigma(d^n_o)$ | $(\sigma^2_{spec})$ | $(\sigma^2_{diag})$ | $q$ |
|----|---------|---------|----------------|----------------|------------------|------------------|----|
| 1  | 5.9     | 6.3     | -4.5          | 6.1            | 6.6              | 5.2              | 8.1 | 8.7 | 7.4 | 7.8 | 8.3 | 6.8 | 3.1 | 4.2 | 0.51 | 0.99 | 1.1 | 0.72 | 3.1 | 3.7 | 0.71 |
| 2  | 0.37    | 0.69    | -0.84         | -0.57          | -0.20           | -3.0             | 6.4 | 7.0 | 5.8 | 5.5 | 6.3 | 5.5 | 3.1 | 4.0 | 0.49 | 0.34 | 0.43 | 0.28 | 9.0 | 9.4 | 1.8 |
| 3  | -1.0    | -0.66   | -1.8          | -2.6           | -2.2            | -4.6             | 6.2 | 6.7 | 5.4 | 4.8 | 5.6 | 5.4 | 3.1 | 4.6 | 0.56 | 0.31 | 0.36 | 0.27 | 10.0 | 13.0 | 2.1 |
| 4  | -1.1    | -0.71   | -1.6          | -2.3           | -1.6            | -2.1             | 5.3 | 5.6 | 4.6 | 3.6 | 4.1 | 3.7 | 3.1 | 3.8 | 0.47 | 0.20 | 0.22 | 0.12 | 15.0 | 17.0 | 3.9 |
| 5  | 0.02    | 0.24    | -0.40         | -1.3           | -1.0            | -1.8             | 5.9 | 5.4 | 4.5 | 4.5 | 3.7 | 3.2 | 3.1 | 2.9 | 0.36 | 0.25 | 0.17 | 0.08 | 13.0 | 17.0 | 4.2 |
| 6  | 1.2     | 1.3     | 0.66          | 0.20           | 0.08            | -1.0             | 6.4 | 5.5 | 4.5 | 5.2 | 3.8 | 2.7 | 3.1 | 1.4 | 0.17 | 0.32 | 0.20 | 0.02 | 9.5 | 6.9 | 7.2 |

Fig. 5. Probability density functions of innovations $d^n_h$ (left) and residuals $d^n_o$ (centre) for all experiments. Within each column, each quantity is shown for the soil layers WG1 – WG6 from top to bottom. For $eGlob$, innovations and residuals are shown in direct comparison as well (right). Zero values were omitted for the computations.

different layers indicates that, here, the soil moisture is better captured by the observations.

The regions where the differences between the increments of $eGlob$ and $eLoc2$ are the largest (Fig. 2d) are often regions that obtained a small observation error (Fig. 2a), but the pattern is not consistent. The large increments obtained especially for the deeper soil layers in the foothills of the southern Alps originate from assigning the average error STD per soil layer to the empty regions in Fig. 2a. Here, observations and model seem to be badly correlated and the observation error should be larger in principle. The fact that this effect is not captured by the TCA might be a consequence of violated preconditions or indicate that more grid points should have been sorted out on the basis of their significance value (cf. Sect. 4).

The increment maps of $eLoc1$ are very similar to the ones of $eGlob$. This shows that a supposedly more realistic error pattern alone does not necessarily lead to large changes on longer time scales. Furthermore, we do not see any trend in the temporal evolution of the differences between the spatially averaged increments of the experiments. Thus, we do not expect that an assimilation experiment on a longer time period would change the results substantially.

The seemingly small impact of the assimilation on the uppermost soil layer could be a consequence of the strong influence of the atmospheric forcing on this layer. For example, localised precipitation events, which are difficult
to be forecasted correctly, can cause large innovations at single grid cells. The resulting large increments would compensate on average as the probability for both types of wrong forecasts (rain forecasted but not measured and vice versa) is approximately equal in a well calibrated model.

For further assessing the assimilation performance, we compare specified and diagnosed observation errors after Desroziers et al. (2005). The Desroziers method requires a linearised observation operator $H$ as we apply here (Sect. 3). In addition, observation and background errors need to be uncorrelated. Under these assumptions, it is possible to verify whether the errors are specified correctly. In principle, the iterative adaptation of the specified to the diagnosed errors should lead to optimal error values, however, as e.g., in Barbu et al. (2011), we use this method for the diagnosis of our given error distributions only.

Following Desroziers et al. (2005), the diagnosed observation error can be computed a posteriori for $n$ observations with

$$
\begin{align*}
\left( \sigma_o^2 \right)^2 &= \frac{1}{n} \left( \sigma_{o}^2 \right)^T \sigma_{o}^2.
\end{align*}
$$

This study aims to investigate the impact of different specifications of the observation error and leaves the background error unchanged. Therefore, we focus on the diagnostics of the observation error, similar to other studies (Weston et al. 2014; Waller et al. 2016). Background errors can be assessed in a similar fashion in principle.

The specified error variances for $e$Glob are between 3.1 and 17 times larger than the diagnosed ones (Table 1). The ratios $q = (\sigma_{o}^2)^2 / (\sigma_{o}^2)^2$ of $e$Loc1 are larger than the ones of $e$Glob except for WG6. In both experiments, all specified errors are larger than the diagnosed ones, which indicates that the observation error should in principle be smaller. Indeed, $e$Loc2 yields smaller ratios, which are closer to the optimal value of one. The ratio for WG6 did not improve compared to $e$Loc1 but to $e$Glob. Nevertheless, the results described before suggest that a better agreement of diagnosed and specified errors does not automatically yield a globally improved assimilation performance.

c. Verification of the atmospheric forecast against weather stations

To verify the soil moisture analysis indirectly, we evaluate the impact of the different assimilation experiments on the quality of the NWP in Austria by comparing the forecasted 2 m temperature (T2m) and 2 m relative humidity (RH2m) with measurements of the Austrian semi-automated weather stations

4. The SCATSAR-SWI is not available in mountainous regions owing to the complexity of the radar signal interpretation over strong topography. As no updated analysis is obtained there, only low-elevation stations are taken for comparison. Of all available stations, the ones situated lower than 600 m (around 140) are found to match the area covered by the observations and also by the TCA errors the best.

For the verification, we compute the root mean square error (RMSE) and the bias (forecasted minus measured value) for forecasts up to $+24$ h with hourly output, averaged over all considered stations (Fig. 6). In addition to evaluating the performance metrics of the whole considered time period, each month was investigated separately to detect possible seasonal effects (Fig. 7). In addition to the assimilation experiments described in Sect. 5, the AROME reference run (without initialisation with the soil moisture analysis) is discussed as well.

The reference run underestimates the amplitude of the diurnal cycle throughout all investigated months for both T2m and RH2m. This general behaviour is not changed by the assimilation experiments (Fig. 6, right).

The mostly positive analysis increments (Fig. 2b,c) show that the assimilation adds moisture to the soil, which makes the forecast in the assimilation runs in general colder and more humid than in the reference run. This has a positive impact on the night time forecast, especially for the RMSE, but a negative impact on the day time performance. The RMSE of both T2m and RH2m improves for the assimilation runs compared to the reference run for all months except in May. Furthermore, the RMSE of T2m and RH2m show the largest difference between the reference run and assimilation runs in July and August, where temperature and precipitation have their annual maximum in Austria, hence allowing for strong interactions between the soil and the atmosphere. In September, the differences between the experiments are strongly reduced again – in agreement with the climatology in Austria and the therefore reduced soil-atmosphere interactions. The trend of the bias is more mixed, with an average advantage of the reference run.

These results demonstrate that the implementation of the soil moisture analysis has the potential to improve the NWP forecasts in spite of the not always optimal assimilation statistics (Sect. 6b). This behaviour is likely a consequence of the given adaptation of the AROME configuration to a different treatment of the normally poorly determined soil moisture. The AROME settings for parametrisations, physics, and dynamics themselves remained unchanged for the different experiments.

Between each other, the assimilation experiments show on average the largest RMSE differences at night. The experiment $e$Loc1 yields mostly identical performance metrics compared to $e$Glob, whereas $e$Loc2 shows significant differences for the RMSE and bias of both T2m and RH2m (Fig. 6). With $e$Loc2, the trend of the forecast to become colder and more humid compared to the reference run is sustained. This leads to a degradation of the day time per-

4https://www.zamg.ac.at/cms/en/climate/meteorological-network
Fig. 6. RMSE (left) and bias (right) of 2 m temperature (top) and 2 m relative humidity (bottom) for the reference run (blue stars), eGlob (orange squares), eLoc1 (green dots), and eLoc2 (red dots). The grey shaded areas indicate the approximate duration of the shortest and longest night in Austria in the investigated period. The graphs represent the average over all weather stations below 600 m.

Fig. 7. Total and monthly averages of RMSE (left) and absolute bias (right) of 2 m temperature (top) and 2 m relative humidity (bottom) for the reference run (blue stars), eGlob (orange squares), and eLoc2 (red dots). The values of eLoc1 are almost identical with eGlob and omitted for clarity.

Furthermore, eLoc2 improves the performance metrics in some months compared to eGlob, but shows no consistent behaviour. In general, the differences between the experiments are more pronounced for RH2m than for T2m but do not noticeably differ between each other for both RMSE and bias when averaged over the whole time period.

Nevertheless, single stations can reveal larger differences between the experiments. For this reason, a possible dependence of the difference between the RMSE and bias of eGlob and eLoc2 on the magnitude of the observation error, the station elevation, or the land cover type (cf. Sect. 4) is tested. Stations at lower elevations are found to have a larger difference for the RMSE and especially for the bias of both T2m and RH2m (Fig. 8). This might be an effect of the more reliable determination of the soil moisture observations in the flatlands. Subsequently, also the cover types that are predominant at low elevations (e.g., croplands) reveal the largest differences. No dependency on the magnitude of the observation error itself was found.

The results demonstrate that the approach of initializing the atmospheric forecast with a soil moisture analysis employing a local observation error can lead to a slight improvement of the forecast quality of the near-surface prognostic variables dependent on the time of the year. Nevertheless, the actual influence of the local observation error depends strongly on other variables like the station elevation. In addition, the results suggest that model-inherent weaknesses in modelling soil moisture are difficult to counteract with performing only one soil moisture analysis per day, especially for the superficial layer.
as follows:

\[ \text{ubRMSE} = \text{RMSE}^2 - \text{bias}^2 \]  

and can also be expressed by the correlation \( r \) and the standard deviation of the estimated (here, \( \sigma_{\text{SMA}} \) for the soil moisture analysis) and the true measure (here, \( \sigma_{\text{WB}} \) for the water balance):

\[ \text{ubRMSE}^2 = \sigma_{\text{SMA}}^2 + \sigma_{\text{WB}}^2 - 2r \sigma_{\text{SMA}} \sigma_{\text{WB}} + \text{bias}^2. \]  

The ubRMSE adopts values that show that the water balance is a suitable measure for the intercomparison of the assimilation experiments, e.g., for \( e\text{Glob} \), the ubRMSE is approximately 0.08 on average. The largest ubRMSE values are found for the highest elevations where the deter-
Water balance vs. soil moisture analysis: total and monthly averages of ubRMSE (top) and correlation (bottom) for eGlob and eLoc2 and their difference. The experiment eLoc1 is not shown due to its similarity with eGlob.

Fig. 12. Box plot for the ubRMSE between water balance and soil moisture averaged over all considered soil layers for the different cover types. The number of points with a certain cover type is given in brackets. The topmost box of each colour represents the soil model, the second the observations, the third eLoc2, the fourth eLoc1 and the fifth box eGlob.

minoration of the water balance as well as of both modelled and measured soil moisture is difficult (Fig. 9, left). Similarly, the correlation coefficient is significantly positive everywhere except for the highest elevations (Fig. 9, right).

Averaged over the whole domain, eGlob and eLoc1 exhibit almost identical skill metrics (Table 2). On the other hand, small local ubRMSE differences are visible for eLoc1 (Fig. 10, left). In contrast, all average skill metrics show a small degradation for eLoc2 compared to eGlob and the spatial distribution exhibits a degradation of the ubRMSE in most of the assimilated domain except for WG2 (Fig. 10, right).

The spatial pattern of the ubRMSE difference displays a small scale variability in regions without assimilation (e.g. in the Alps). Those differences arise from the spatial propagation of information through the cycled atmospheric model when using a different initialisation for the soil.

The individual monthly averages over the whole domain and all soil layers show a negligible temporal variation for the ubRMSE (Fig. 11). The correlation displays larger values for April and September and remains mostly constant in between. The averaged ubRMSE difference between eGlob and eLoc2 remains constant and slightly negative for all months. The averaged correlation difference is positive and exhibits a small increase towards the end of the investigated time period. The trend here does not follow the trend of the NWP verification (Fig. 7), which might be due to the different physical processes reflected by the respective reference measures.

Similar to Sect. 6c, we test for land cover type dependencies of the performance metrics. Only cover types present at more than 150 model grid cells are considered for evaluation. In the following, we will focus on the evaluation of the ubRMSE. The correlation coefficient produces qualitatively similar results.

The ubRMSE distributions of all cover types show a general improvement of the soil moisture analysis compared to the reference run and partially a slight degradation compared to the observations (Fig. 12). In addition, the ubRMSE is different for each cover type. The largest values are found for bare land, indicating that water balance and soil moisture analysis represent very different information for this cover type. Indeed, bare land in Austria is only found on high altitudes where no SCATSAR-SWI is available and where surface models suffer in general under difficulties related to the topography (Hacker et al. 2018). The comparatively bad performance obtained for herbaceous/shrubs is unexpected though, as the evapotranspiration needed for the computation for the water balance is calibrated to grasslands (Doorenbos and Pruitt 1977).
This could indicate that the algorithms involved in creating the input components for the data assimilation (model, observation, forcing) rely on very different assumptions for this cover type. Nevertheless, the good agreement between water balance and soil moisture analysis (ubRMSE < 0.08) for the remaining cover types demonstrates the suitability of the water balance as a reference measure.

The difference between the distributions of eGlob and eLoc1 remains in general very small for each cover type. Only the most abundant cover types crops and forests show a significant, but barely visible change for eLoc1. For eLoc2, the ubRMSE degrades significantly compared to eGlob for all cover types except for bare ground.

To test dependencies on other surface variables, we investigate the behaviour of ubRMSE differences between the experiments compared to elevation, topographic complexity, and observation error analogous to Sect. 6c. No dependencies were found when comparing eGlob and eLoc1. When comparing eLoc2 with eGlob, a seemingly constant degradation of around 1% is visible for both elevation and topographic complexity (not shown). This degradation is found to depend on the observation error, where the ubRMSE shows a degradation towards smaller errors (Fig. 13). That means that by putting more weight on the assimilated observations, the soil moisture analysis reproduces the water balance actually worse than with less weight (larger observation error). This behaviour is consistent for the whole investigated time period as well as for the single months.

Since the assimilated observations have on average a good agreement with the water balance (cf. Fig. 12), this result seems to stand in contrast to the outcome of the assimilation statistics, where the ratio of diagnosed and specified error is on average the best for eLoc2 (Sect. 6b, Table 1). On the one hand, a general overweighting of the observations because of neglected cross-layer error correlations is possible. By deriving the values of the profile layers from the surface soil moisture with the exponential filter, the errors cannot be assumed to be uncorrelated between the layers. That means that neglecting the off-diagonals in the error covariance matrix could have led to an unfortunate weighting of the single layers with respect to each other and, thus, to a degradation of the soil moisture analysis as described before. On the other hand, the verification of the atmospheric forecast showed that the local observation error is able to improve the skill metrics of the forecast partially (mainly for low-elevation stations). Other studies noted already that improvements of screen-level variables are not always directly related to improvement of soil moisture fields due to the model errors (Drusch and Viterbo 2007; Fairbairn et al. 2019). We suspect that the NWP model, which is used for the atmospheric forcing of SODA, is tuned with coarser spatial scales than the one provided by the SCATSAR-SWI and, therefore, prevents the soil moisture analysis from profiting from the supposedly better local error specification.

7. Conclusion

We assimilated the multi-layer soil moisture product SCATSAR-SWI into the AROME/SURFEX NWP system using an sEKF in the Austrian domain. With the goal to improve the specification of the Kalman gain, observation error variances were determined locally with TCA, using SMAP and model-based SURFEX soil moisture as additional data sets.

The assimilation system was run in three configurations, one using a global observation error (eGlob) and two using the local observation errors obtained with TCA (eLoc1, eLoc2). The eLoc1 specification utilised a scaled version of the TCA error distribution to adopt the same average as the eGlob errors, while eLoc2 employed the TCA values without modification. For eLoc1, the DA system stayed close to eGlob for all tested measures. The results for eLoc2 were more mixed as described below.

When evaluating the performance of the data assimilation system, the analysis of the Jacobians of the observation operator showed that a specific soil layer is generally more sensitive to the upper than to the lower layer control variables. Sensitivities can show larger differences between regions with different topographies.

Innovation and residual statistics as well as the resulting increments revealed that eLoc2 might have wettened the soil too much on average. Nevertheless, the ratio of specified to diagnosed errors improved compared to the other assimilation experiments.

The verification of the NWP forecast against Austrian weather stations showed that the assimilation runs partially improved the skill metrics for both 2 m temperature and 2 m relative humidity when comparing against the reference run. A large improvement was found for the night-time performance, where the more humid soil moisture analysis proved beneficial for initialising the NWP model. Large average differences were also found for the RMSE in July and August, presumably because of the potential annual maximum of soil-atmosphere interactions at that time, which allows for a strong impact of the changes in soil moisture onto the NWP.

Dependencies on different parameters, such as station altitude, land cover type, or magnitude of observation error were investigated. Forecasts for stations at lower elevations were found to benefit the most from the local error specification (eLoc2).

Using precipitation and evapotranspiration fields, we created a water balance approximation to obtain a direct reference measure for the soil moisture analysis. The absolute comparability of soil moisture with the water balance is non-trivial due to the simplifications needed for computing the water balance and for the ingested computation
of the evapotranspiration. Nevertheless, the water balance proved useful for the intercomparison of different assimilation experiments.

We found that eLoc2 degrades the ubRMSE on large scales compared to eGlob. To probe the small-scale variability, we tested for dependencies on different surface parameters. The performance metrics revealed a general dependency on the land cover type. Most strikingly, eLoc2 exhibited a degradation of the ubRMSE with decreasing specified observation errors. This effect was tentatively attributed to the tuning of the NWP model and a potential overweighting of single soil layers.

To summarise, the approach of using TCA to compute local error variances seems promising to assess the general quality of the data. The implementation of the TCA errors in the soil moisture assimilation yielded partially positive results, which can help to better understand the assimilation system and its components in general. Nevertheless, the evaluation of the observation errors based on the investigated surface variables did not show a benefit for the soil moisture analysis. As a consequence, we tend to the conclusion that the effort involved in applying TCA is currently not worthwhile for operational applications, especially regarding the necessity of having three independent data sets. More effort, especially with regard to error cross correlations and the configuration of the NWP model, might be necessary to fully exploit the TCA approach.
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