The linear behavior of the joint initial-boundary-value predictability of the climate system
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Abstract
The primary sources of predictability of the Earth climate system come from initial conditions and external radiative forcings, which is a joint initial-boundary-value problem. It is crucial to clearly understand the contributions of initial conditions and external forcings (i.e. initial-value and boundary-value) to the total predictability, for which the traditional predictability study examines the growth of system uncertainties is however difficult to quantitatively identify. This study uses the variations of prediction skills in the space of prediction lead times to systematically examines the linear behaviors of initial-value, boundary-value and joint initial-boundary-value predictability, which are measured by anomaly correlation coefficients between system states in a series of perturbed experiments on initial and boundary conditions. The lead time scale at which the prediction skill induced from external forcing exceeds the skill from the initial condition is a key measurement of system uncertainty, after which the boundary-value predictability efficiently extends the total predictability. These results provide a guideline to understand how the accurate setting of external forcing caused by human activities promotes the prediction skill when a comprehensive Earth climate system model is initialized to make climate predictions.
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1 Introduction
The dynamical and physical processes in the complex Earth system could transform the radiative effects of greenhouse gas emissions and natural aerosols (GHGNAs) into climate signals; for example, modulating the variability of the El Niño and Southern Oscillation (ENSO) (Collins et al. 2010), weakening the Atlantic Meridional Overturning Circulation (AMOC) (Parker et al. 2015), and even influencing the likelihood and intensity of extremes in the atmosphere and ocean (Goddard et al. 2015; Murakami et al. 2020) such as tropical cyclones, heatwaves, winter storms, droughts, floods, and coastal sea-level rise (Solomon et al. 2007). One critical aim of climate impact and vulnerability studies is to detect the influences of radiative boundary conditions (BCs) on an initialized climate signal, addressing the boundary-value (second kind) predictability that is mixed with the initial-value (first kind) predictability (Lorenz 1975).

Determined by system dynamics, predictability of the climate system refers to the traceable nature of signals when the system evolves over time (Schneider and Griffies 1999), from which one can develop methods to predict the future state of certain signals. This requires an understanding of the associated dynamics and physics that occur during the period. The predictability sources of the Earth climate system reside in both initial and boundary conditions (Boer
i.e., predicting the future climate state is a joint initial-boundary-value predictability problem (Lorenz 1975; Schneider and Griffies 1999) given the estimated initial and boundary conditions. Here, for the Earth climate system as a whole, “boundary” conditions refer to the effects of external radiative forcings (e.g. Lorenz 1975; Collins and Allen 2002) such as solar radiation and effects of GHGNAs.

Traditional predictability studies, such as weather forecasts and interannual climate forecasts, usually explore the law of error growth and spread, with a focus on initial-value predictability (Thompson 1957; Lorenz 1963; Leith 1973; Madden 1976; Barnett 1981; Hayashi 1983; Trenberth 1985; Li et al. 2018), while climatic phenomena are more associated with boundary-value predictability (Reichler and Roads 2003). Previous studies have explored the comprehension of climate system predictability by reducing uncertainties caused by natural fluctuations, models, and scenario changes (Hawkins and Sutton 2009). Although estimating the relative magnitude of external signals and internal noise gives an estimation of the influences of boundary conditions on the predictability of climate signals, how to clearly identify the propagation and transformation of boundary signals and thus understanding boundary-value predictability remains a topic that is worth to be further studied.

The Earth climate system is a complex coupled system consisting of various components, such as ocean, sea ice, atmosphere and land processes, and containing motions with multiple time scales from hourly to centennial (Hurrell et al. 2013). To clearly understand the mechanisms of climatic impacts, we choose the slow-varying ocean as the research target. By using three climate models from conceptual models to complex coupled general circulation models (CGCMs), we examine the time scale of the ocean prediction skill and how it evolves in these models. Previous studies employed such as root mean square error (e.g. Lorenz 1965), Lyapunov index (e.g. Toth and Kalnay 1997; Ding et al. 2008) and attractor radius (e.g. Li et al. 2018) to study the predictability of a system, which includes both linear and nonlinear components. However, it is difficult to use such error growth predictability study approaches to quantitatively identify contributions of initial-value and boundary-value for predictability of a climate signal. Based on the work of Reichler and Roads (2003), this study explores a systematic method that uses anomaly correlation coefficients (ACCs) (e.g. Wilks 1995) to measure prediction skills and examine the variations of prediction skills in the space of prediction lead times to understand the characteristics of the linear behavior of predictability. The variation of ACCs between system states started from (forced by) a set of control initial (boundary) conditions and a set of perturbed initial (boundary) conditions can be used to understand the characteristics of the linear behavior of initial-value (boundary-value) predictability, while the combination of both can show the characteristics of the linear behavior of joint initial-boundary-value predictability. It is expected that initial-value predictability would exhibit a decrease in skill due to the growth of the initial error, while boundary-value predictability would show an increase in skill due to the boundary information carried into the internal system over evolution of the states (Reichler and Roads 2003). For the behavior of joint initial-boundary-value predictability, the skill decreases more slowly than initial-value alone predictability due to the contribution of boundary signals.

In this study, we try to answer two questions for advancing the understanding of the problem of joint initial-boundary-value predictability: (1) how initial-value predictability and boundary-value predictability superimpose together? (2) For a specific climatic aspect, what is the timescale at which the externally forced boundary signal begins to play a more important role than the decaying initial signal provided by initial conditions, and what is the timescale by which the boundary signal becomes saturated?

The introduction of three coupled models and experimental details are given in Sects. 2 and 3. The results are analyzed and discussed in Sect. 4. Finally, summaries and discussions are given in Sect. 5.

## 2 Models

### 2.1 The 5-variable coupled model

Due to the complexity of the physical process and the huge amount of calculation, it is convenient to explore the various kinds of predictability of the climate system starting from a simple model. Using a conceptual model can easily study the nature of two kinds of predictability and lay a theoretical foundation for the predictability examination. Based on the butterfly model (Lorenz 1963) coupled with a slab ocean (Zhang 2011) and the three-term balance mechanism of mean meridional flow (Gnanadesikan 1999), Zhang (2011) developed this 5-variable conceptual pycnocline predictive model (5VCM), taking the form as.

\[
\begin{align*}
\dot{x}_1 &= -\sigma x_1 + \sigma x_2 \\
\dot{x}_2 &= -x_1 x_3 + (1 + c_1 w) \kappa x_1 - x_2 \\
\dot{x}_3 &= x_1 x_2 - bx_3 \\
O_m \dot{w} &= c_2 x_2 + c_3 \eta + c_4 \omega w - O_d w + S_m + S_\epsilon \cos (2\pi t / S_{\text{mol}}) \\
\Gamma \dot{\eta} &= c_5 w + c_6 \omega \eta - O_d \eta
\end{align*}
\]

(1a) \hspace{0.5cm} (1b) \hspace{0.5cm} (1c) \hspace{0.5cm} (1d) \hspace{0.5cm} (1e)

The variables $x_1, x_2, x_3$ originated from the Lorenz63 model and $\sigma, \kappa, b$ are the original atmospheric parameters that maintain the chaotic regime of the atmosphere, $w$ and $\eta$ represent the upper ocean and deep ocean respectively.
The oceanic and atmospheric components, the deep ocean and the upper ocean are coupled through constant parameters ($c_1$, $c_2$, $c_3$, $c_4$, $c_5$, $c_6$), $O_m$, and $O_d$ denote the heat capacity and damping rate, respectively. $l$ represents timescale of the deep ocean changes. The external forcing term of this model is represented by $S_m + S_\text{c} \cos (2 \pi t / S_p)$; $S_m$ and $S_\text{c}$ stand for annual mean and seasonal cycle of external forcing, and the period of the external forcing is represented by $S_p$. The meaning of all other parameters can be found in Zhang (Zhang 2011) where shows the default values of all the parameters ($\sigma, \kappa, b, c_1, c_2, O_m, O_d, S_m, S_\text{c}, S_p, \Gamma, c_3, c_4, c_5, c_6$) = (9.95, 28, 8/3, 10^{-1}, 1, 1, 10, 1, 10, 100, 10^{-2}, 10^{-2}, 1, 10^{-3}). The 5VCM is starting from $(x_1, x_2, x_3, w, \eta) = (0, 1, 0, 0, 0)$ and first spun up for $10^4$ time units (TU). Using a second-order Runge–Kutta differencing scheme with $\Delta t = 0.01$ nondimensional time unit (TU) to forward the simple 5-variable coupled model (5VCM), it can simulate the fundamental features of the real climate system. For example, the upper ocean interacts with the transient atmospheric attractor above and the deep ocean below (e.g. Zhang 2011), and the decadal and longer timescale variability of deep ocean has the impact on the transient atmospheric attractor through the feedbacks of the upper ocean to the atmosphere (e.g. Zhao et al. 2019).

### 2.2 The Fast Ocean–Atmosphere Model

To further verify the predictability of the model, we use a coarse-resolution coupled general circulation model (CCGM) called Fast Ocean–Atmosphere Model (FOAM) (Jacob et al. 2001). The FOAM consists of an atmosphere model with Gaussian grids of 4.5° lat × 7.5° lon and 18 vertical layers, and an ocean model with the horizontal resolution of 2.8° latitude × 1.4° longitude and 24 layers in z-coordinate. The external forcing of the coupled model simply consists of the solar radiation that imposes on the sea surface temperature (SST) as $\Delta S_{\text{SST}} = \beta \times S_0 / (C_p \times \rho \times h)$ where $S_0$ is the sunlight constant and $C_p$ is the specific heat of sea water at the constant pressure, $\rho$ is the water density and $h$ is the layer thickness while $\beta$ is the air-sea exchange coefficient. It also has a land surface component and a sea-ice component, as well as a river transport model. In FOAM, one model year equal 360 model day. The FOAM was developed to study the long-term natural variability of the climate system. Compared with 5VCM, it has more realistic air-sea interactions and atmospheric and oceanic circulation structures. Compared to other more comprehensive CGCMs such as the CM2.1 that is used in this study, FOAM is a much coarse resolution model with simpler physics such as fixed vegetation etc. (Jacob et al. 2001). The advantage of this model is that it is very fast and convenient to perform large ensemble experiments to detect initial and boundary predictability as well as joint initial-boundary-value predictability.

### 2.3 The Coupled Model Version 2.1

The Coupled Model Version 2.1 (CM2.1) (Delworth et al. 2006) is a coupled climate model developed by Geophysical Fluid Dynamics Laboratory (GFDL) for seasonal and annual forecasts and multi-centuries of global climate change research. The coupled model includes four modules: ocean, atmosphere, land, and sea ice. The ocean model uses MOM4 (GFDL Modular Ocean Model Version 4), with a horizontal resolution of 1° × 1°, and gradually increases from 3° north to south latitude to the equator to 1/3°, vertically divided into 50 layers, of which the upper 220 m are equally divided into 22 layers. The atmosphere and land models use AM2.1 (GFDL Atmosphere Model Version 2.1) and LM2.1 (GFDL Land Model Version 2.1) respectively, with a horizontal resolution of 2°lat × 2.5°lon, and the atmospheric model has 24 vertical layers. The model has performed well in the previous assessments of the Intergovernmental Panel on Climate Change (IPCC) (Randall 2007) and has been applied to the report of the US Climate Change Science Program (US CCSP). Compared to the FOAM, the CM2.1 is a more comprehensive CGCM which describes the Earth climate system more realistically.

### 3 Experimental design

We formulate the joint initial-boundary-value predictability problem as a forwarding equation of vectorized state $x$ with given initial conditions (ICs) and boundary conditions (BCs) as:

$$\partial x / \partial t = F(x) + F_B, \quad \text{given} \quad x|_{t=0} = x_0$$

where $F(x)$ is the reservoir of the time tendency of the system state, $\partial x / \partial t$, while $F_B$ represents the processes associated with BCs (radiative external forcing in coupled systems). For the 5VCM, the state vector $x = (x_1, x_2, x_3, w, \eta)$, while for the CGCMs, the FOAM and CM2.1, the state vector consists of atmospheric and oceanic state variables, such as temperature, wind, currents, moisture, salinity. In the 5VCM, $F(x)$ represents all terms except for the external forcing $S_m + S_c \cos (2 \pi t / S_p)$ (Eq. 1d), which is referred to as $F_B$. For the CGCMs, $F(x)$ consists of dynamical terms, such as advection, pressure gradient forces and inertial force, as well as momentum, energy and mass budgets, caused by physical processes, such as cumulus convection and radiation, as well as interacting processes, such as air-sea interactions, while $F_B$ refers to radiative effects of the coupled system as external forcings [solar radiation for the FOAM and Greenhouse gases mainly represented by carbon dioxide (CO2) for the CM2.1]. Once the ICs and BCs are given for the climate
system expressed by Eq. (2), the joint initial-boundary-value predictability measures the effect of both ICs and BCs.

Based on appropriately designed ensemble experiments, we can simply use the change in ACCs in the space of lead times to examine the linear behavior of predictability of a climate signal. ACC refers to the correlation coefficient between two sets of data after removing climatology (e.g., Wilks 1995). Equation (3) shows the formulation of the correlation coefficient ($r$) between two variables, $A$ and $B$, as:

$$r(A', B') = \frac{Cov(A', B')}{\sqrt{Var[A'][Var[B']]} \quad (3)$$

where $Cov(A', B') = E[(A' - E[A'])(B' - E[B'])]$ is the covariance that measures the degree to which both variables covary, and $E[\cdot]$ and $Var[\cdot]$ denote operations of the expectation (calculated by the arithmetic mean in this case) and variance, respectively.

The detailed strategies of the experimental design for detecting initial-value, boundary-value and joint initial-boundary-value predictability are described as follows.

### 3.1 For detecting initial-value predictability

The principle of experiments for detecting the behavior of initial-value predictability is to measure the system damping rate of initial signals (illustrated in the lower panel of Fig. 1a) due to the existence of initial error and its growth in the mechanism in the climate system (see the upper three panels of Fig. 1a).

For doing that, we first use $N$ independent ICs (chosen from a long time model integration, for instance) to form the $N$-member ensemble of ICs denoted as $I_i$, $i = 1, \ldots, N$ where $N$ is the ensemble size (blue dotted curve in the upper-left panel of Fig. 1a). Starting from $x_{I_{op}} = I_i(I_p)$, the “Control” (“Perturbed”) system ensemble at time $t$ is defined as $x(I)^{(0)}_p$, $x(I)^{(1)}_p$, $i = 1, \ldots, N$, where $I_p$ represents the perturbed version of $I_i$ (red dotted curve in the upper-left panel of Fig. 1a).

Letting $A', B'$ be the anomalous fields of $x(I)^{(0)}$ and $x(I)^{(0)}$ respectively, and substituting into Eq. (3), we can calculate the ACC between them in terms of their variations in ensemble space as a function of time $t$ (upper panels of Fig. 1a).

Then, the variation of ACC in the space of lead times measures the change of damping rate of initial signals by the lead time, and thus we can use it to comprehend the behavior of initial-value predictability.

For the 5VCM, 20 Control ICs, $I_i$ ($i = 1, \ldots, 20$) are taken from a 105-TU long integration with an interval of 105 TUs. A Gaussian noise is added to the “Control” initial values of variable $x_1, x_2, x_3$ to form the Perturbed ensemble ICs, $I_p$, with a standard deviation as 5% of the Control value. For this simple model, we test the sensitivity of results to the ensemble size using different ensemble sizes as 10, 20, 100 and 1000, and it shows that no significant difference is found in predictability detection when the ensemble size is no less than 20.

For the CGCMs, $I(i = 1, \ldots, 20)$ are taken from the restart states of a 100-yr pre-industrial control simulation with 1850 fixed-year forcings of greenhouse gas and natural aerosol (GHGNA) every 5 year, while $I_p$ are the “same” restart files but only the atmospheric temperature are replaced by the next day counterparts. Then, setting $A' = x(I)^{(i)}$ and $B' = x(I_p)^{(i)}$. For 5VCM (CGCMs), the state variable $x$ is selected as $w_a$ or $\eta_a$ (SST, $\pm$ D/OC) (similarly hereinafter), where the subscript “$a$” represents the anomaly, and substituting into Eq. (3) the variation of the ACCs in the space of lead times is computed.

### 3.2 For detecting boundary-value predictability

Different from detecting the behavior of initial-value predictability that measures the system damping rate of initial signals, the experiments for the behavior of boundary-value predictability shall detect the growth rate of system signals (as illustrated in the lower panel of Fig. 1b) transmitted from boundary signals by the dynamical and physical mechanisms in the system (see upper three panels of Fig. 1b).

We first copy two independent ICs (chosen from a long time model integration) into $M$ copies to form the $M$-member ensemble of ICs denoted as $I_j(I)$, $j = 1, \ldots, M$, the superscript (1) and (2) denotes two independent initial states, as shown by the blue dotted and red dotted curves in the upper-left panel of Fig. 1b as $I(1)$, $I(2)$. As illustrated in the middle panels of Fig. 1b, the $M$ BCs (denoted as $B_j$, $j = 1, \ldots, M$) that sample a boundary signal (a sine curve for instance in this case) force two system ensembles as $x(I_j)^{(1)}$, $x(I_j)^{(2)}$, $j = 1, \ldots, M$, where $M$ is the ensemble size. Notice that the BCs were kept constant throughout the experiment.

Letting $A', B'$ be the anomalous fields of $x(I)^{(1)}$ and $x(I)^{(2)}$ respectively and substituting into Eq. (3), we can calculate the ACC between them as a function of time $t$ (upper panels of Fig. 1b), in terms of variations in the ensemble space of sampling boundary signal. Then, the variation of ACC in the space of lead times can measure the growth rate of system signals transmitted from the boundary signal, and thus we can use it to comprehend the behavior of boundary-value predictability. Here, we set the ACC of the two independent initial conditions copies at the initial moment as 0 (upper left panel of Fig. 1b).

For the 5VCM, $B_j$ is set as $S_m[1 + \alpha \sin(2\pi j/20)]$ (see Eq. 1d), $j = 1, \ldots, 20$, $\alpha = 0.15$ (0.0 is the value after canceling the boundary signal), and two independent ICs, $I(1)$ and $I(2)$, being any two model states in the 105-TU integration with the 105-TU interval as stated before. For the CGCMs, $I(1)$ and $I(2)$ are any two restart states in the 100-yr pre-industrial control simulation.
with 5-year interval described before, and $B_j$ is set as a sine variation of solar radiation for the FOAM (greenhouse gases (GHG) mainly represented by carbon dioxide (CO$_2$) for the CM2.1) as $B_j = \Delta S$S$\text{S}_{\text{solar}}[1 + \alpha \sin(2\pi j/20)]$  ($B_j = \Delta \text{GHG}[1 + \alpha \sin(2\pi j/20)]$, $j = 1...20$, $\alpha = 0.15$ (0.0).

### 3.3 For detecting joint initial-boundary-value predictability

We also further investigate contributions of initial signals and boundary signals to the joint initial-boundary-value predictability.
predictability by combining the aforementioned two experimental design techniques together, applying a small perturbation to the initial states with the given periodic BCs. To incorporate the experiments described before for detecting the initial-value predictability and boundary-value predictability together (see Fig. 1), a joint 2-dimensional “space” of the system states is constructed, each dimension of which corresponds to the variation of states induced by different initial conditions or different boundary conditions (see left panels of Fig. 2a, b).

First, same as the experiments for detecting initial-value predictability, N independent ICs (\(I_i, i = 1\ldots N\)) are chosen from a long timeseries of system states, from which M sets of copies are made. Corresponding to each \(I_i\), the M system states are forwarded using the corresponding BCs that sample a boundary signal (a sine curve in this case) to form an \(M \times N\)-member ensemble of forward system states, denoted as \(I^{(j)}(I_i)\) \((j = 1\ldots M, i = 1\ldots N)\) (see left panel in Fig. 2a). Meanwhile, the other \(M \times N\)-member ensemble of system states is produced following the same fashion but using the perturbed version of this \(M \times N\) ICs, denoted as \(I^{(j)}(I_i)\) \((j = 1\ldots M, i = 1\ldots N)\) (see left panel in Fig. 2b).

Letting \(A'\) and \(B'\) be the anomalous fields of \(x(I^{(j)}(I_i))(t)\) \((j = 1\ldots M, i = 1\ldots N)\) respectively, and substituting into Eq. (3), we can calculate the ACC between them as a function of time \(t\), in terms of variations in the \(M \times N\) ensemble space (Fig. 2a, b). Then, the variation of ACC in the space of lead times can measure both the initial signal damping rate and the boundary signal transmission rate (Fig. 2c), and thus we can use it to comprehend the behavior of joint initial-boundary-value predictability.

Same experimental design as the previous two predictability experiments, for the 5VCM, we set \(B_j = S_m[1 + \alpha \sin(2\pi j/20)], j = 1\ldots 20, \Delta SST_{solar}(1 + \alpha \sin(2\pi j/20))\) for the FOAM and \(\Delta GHG[1 + \alpha \sin(2\pi j/20)]\) for the CM2.1, \(j = 1\ldots 20\) (See Sect. 3.1 for details of the initial perturbation). Then, choosing a state variable \(x\) and setting \(A' = x_a(I^{(j)}(I_i)(t))\) \((i = 1\ldots 20, j = 1\ldots 20)\) where the subscript "a" represents the corresponding anomaly, and substituting into Eq. (3), we can calculate the ACC between them as a function of time \(t\), in terms of variations in the \(M \times N\) ensemble space.

4 Results

Focusing on ocean with high heat capacity and low dissipation, we are able to better investigate the impact of initial conditions and external radiative forcing on the linear behavior of predictability. We use a conceptual 5VCM to gain the first glimpse of the fundamental picture of the behavior of joint initial-boundary-value predictability of a climate system. Then based on two CGCMs, the FOAM and CM2.1, we systematically examine the initial-value predictability and boundary-value predictability, as well as the joint initial-boundary-value predictability of the coupled climate system.

To analyze the predictability of ocean phenomena at different time scales, a high-frequency term \(w\) (SST, sea surface temperature) and a low-frequency term \(\eta\) (OHC\(_{100}\), the sum of \(0\ldots 100\) m ocean heat capacity) in the 5VCM (CGCMs) are chosen.

4.1 The behavior of initial-value predictability

The skill of initial-value predictability measures the decaying rate of the initial signals due to the growing of the system error (Lorenz 1975). The linear behavior of such predictability can be quantified by the change in ACCs between numerical simulations with perturbed ICs and control (unperturbed) ICs, as shown in Fig. 3a–c. The prediction skill induced from initial signals decreases due to the growth of the initial error over the lead time as the system subsequently evolves (Reichler and Roads 2003). Figure 3a shows that the characteristic scale of \(\eta\) is ten times that of \(w\) in the 5VCM, which is a simple conceptual model and the sea-air coupling is not as strong as CGCM (Zhang 2011). It is worth to mention that compared with the other two models, the 5VCM shows a persistent behavior at the beginning period (0–5 Time Units in Fig. 3a) due to the weak sea-air coupling effect. For the CGCMs, the predictability limits of SST and OHC\(_{100}\) determined by the initial-value problem are seasonal and interannual (Fig. 3b, c). The “high”-frequency variables in both the 5VCM and CGCMs (SST) are more sensitive to the initial signals than low-frequency variables (\(\eta\) in the 5VCM and OHC\(_{100}\) in the CGCMs) (here, the ACCs of SST and OHC\(_{100}\) are their global mean). For the ACCs of SST and upper ocean heat content, the slow change is governed by mixing processes and circulation changes in the upper ocean.

In the CGCMs, the predictability exhibits clear regional characteristics (Barnett 1981; Hawkins and Sutton 2009). The left panels of Figs. 4 and 5 further show the spatial distribution of the skill measuring initial-value predictability of SSTs over time in the FOAM and CM2.1, respectively. Due to a large difference in the resolution and dynamical processes between these two CGCMs, the ACC spatial distributions of their SSTs are different. As the forecast time increases, the ACC reflecting initial-value predictability of the FOAM decreases more rapidly, except over the Southern Ocean. In comparison, CM2.1 has longer predictability over most of the global domain, and the predictability is higher in the Northern Hemisphere, especially in the Atlantic region. Therefore, the declining trend of ACCs in CM2.1 is slower than that in the FOAM (Fig. 3b, c). This may reflect the different mixing mechanisms in the two model systems.
4.2 The behavior of boundary-value predictability

The behavior of boundary-value predictability can be measured by the carry-in rate of boundary information as the forced signal into the dynamical system as it evolves over the lead time (Lorenz 1975) and therefore shows as the increase of ACCs (Reichler and Roads 2003). These ACCs can be evaluated by two sets of system states starting from the carry-in rate of boundary information as the forced signal into the dynamical system as it evolves over the lead time (Lorenz 1975) and therefore shows as the increase of ACCs (Reichler and Roads 2003). These ACCs can be evaluated by two sets of system states starting from
independent ICs but with the same set of BCs, as shown in Fig. 3d–f. We can see that the skill from BCs increases over the lead time to a modest but stable value. To ensure that the change of ACCs comes from the contribution of boundary signals, we turn off the boundary signal by changing BCs back to the uniform default value after a period of lead time; for example, 80 TUs for w, 800 TUs for \( u_1 \), (here, a TU is a nondimensional time unit in the 5VCM, the time scale of completing an attractive lob), 5 model years for SST, and 40 model years for OHC_{100} in the FOAM. To save computing resources, we turn off the variation signal of BC 5 model years for CM2.1. Then, we monitor the change in the ACCs.

The models take a long time to capture and store the boundary signals. The low-frequency terms in the 5VCM and slow-varying components in the CGCMs have a high heat capacity and low energy dissipation and thus can store information for a long time scale. Therefore, the response of the boundary signals in the slow-varying component is significantly stronger than in fast-varying (high-frequency) variables. Given a specific BC, the upper limit of the

---

**Fig. 3** The initial-value (boundary-value) predictability behaving as a decreasing (increasing) ACC curve in the space of forecast lead time, with the variations in the ACCs of a, d w and \( \eta \) in the 5VCM, sea surface temperature (SST) and the sum of 0–100 m ocean heat capacity (OHC_{100}) in b, e FOAM and c, f CM2.1 with forecast lead times. Left panels a–c are for the initial-value predictability and right panels d–f are for the boundary-value predictability. The shaded area denotes the uncertainties bounded by a positive/negative standard deviation. In the 5VCM, the standard deviation is evaluated by 20 sets of ensembles differing in initial conditions, while in the CGCMs, it is evaluated based on the variations in ACC values at different latitudes.
The linear behavior of the joint initial-boundary-value predictability of the climate system can be determined, i.e., the upper limit measured by the ACC of $w$ is 0.22, and $\eta$ is 0.58 (Fig. 3d). The time required to reach this upper limit is also related to the frequency of the variable, low-frequency terms taking longer, i.e., 65 TUs for $w$ and 642 TUs for $\eta$. In addition, we can see that once the periodic boundary signal is turned off, the skill induced from the boundary signal generally decreases. However, it is clear that the skill decreases much faster in the 5VCM and FOAM (Fig. 3d, e) than in the CM2.1 (Fig. 3f). It is understandable that such a predictability behavior has model dependence (Hawkins and Sutton 2009). For the comprehensive model CM2.1 with complex dynamics and physics, the periodic boundary signal that has been sufficiently mixed with the whole system appears gradually decaying over the subsequent integration even after it is turned off, resulting in a slow pronounced downward trend of skill (5–10 model years in Fig. 3f). For the low-order models such as the 5VCM and FOAM, it quickly disperses. The effect of boundary signal in comprehensive models is worth to be further studied in the future.

External radiative forcings, such as solar radiation and GHG radiative effects that affect the system heat budget, are gradually carried into the system through model dynamics and physics, such as atmospheric dynamical processes and air-sea interactions etc. From the spatial distribution of ACCs measuring boundary-value predictability (middle

**Fig. 4** The spatial distribution of the ACCs reflecting initial-value (left, denoted as INI), boundary-value (middle, denoted as BOU) and joint initial-boundary-value (right, denoted as JOI) predictability of SST in the FOAM. The red (left), green (middle) and purple (right) boxes represent the initial-value predictability, boundary-value predictability and joint predictability, respectively. Panels a–e represent the first month, sixth month, second year, fifth year and tenth year respectively. Note that after the fifth year, the boundary signal is turned off.
panels of Figs. 4 and 5), the responses of both CGCMs to the BCs generally start from the tropical area and western boundary area, but pronounced differences exist in some detailed characteristics, which may be associated with model resolution and corresponding dynamics.

For the FOAM with a horizontal oceanic resolution of $2.8^\circ$ latitude $\times 1.4^\circ$ longitude, the storage of this boundary information (variational solar radiation) in tropical and subtropical areas is prominent. For the CM2.1 with a horizontal oceanic resolution of $1^\circ$ latitude $\times 1^\circ$ longitude, the GHG BC mainly affects the global radiation budget, thus leading to an increase of the ACC value in the areas with strong air-sea interactions, i.e., the tropical Indian and Pacific Oceans, as well as the North Atlantic (especially in the active AMOC area of CM2.1). Panels e in the middle box of Figs. 4 and 5 are the results of the fifth year after the variation signal of BCs is shut off, showing that the boundary signals in the FOAM have been dissipated almost completely, and in CM2.1, the high ACC value reflecting strong boundary signal is still retained, again, due to the model complexity. We also noticed that some areas in CGCMs have a strong negative ACC, especially in CM2.1, indicating that over these areas, the response signal of the comprehensive model to boundary information is out of the phase of the boundary forcings. The corresponding response mechanism should be further examined in follow-up studies.

4.3 The behavior of joint initial boundary value predictability

The ACCs between two sets of system states that are initialized from the control and perturbed IC sets, but forced by
the same set of variational BCs (see Fig. 2), can be used to show the linear behavior of joint initial-boundary-value predictability, as in Fig. 6. We can see that such ACC values also decrease as the system evolves over the lead time, but different from the initial-value predictability case, the initial and boundary signals play different roles at different lead times. The linear behavior of joint predictability has similar characteristics in different models. Thus, we use the ACC of $w$ of the 5VCM (as shown in Fig. 6a) to look at its general behavior. Since the contribution of the boundary signals takes a longer time, the skill in the early stage mainly reflects the effect of the initial signal, which is similar to the behavior of initial-value predictability in the lead time period of 0–8 TUs. When the model captures and stores the boundary signal more, the skill measuring the joint predictability is affected by the combined effects of the decreased initial signals and increased boundary signals, manifested as a gradual increase in ACCs in the follow-up 10–40 TUs. The contribution of the initial signal decreases over the lead time, while in the period of 40–160 TUs, as the storage of the

![Fig. 6](image)

Fig. 6 Joint initial-boundary-value predictability (purple) combining the processes of initial signal decay (red) and boundary signal carry-in (green), thus behaving as decreasing first, then sustaining and finally decreasing to a trivial amount as the boundary signal vanishes, with the variations of the ACCs of a, d $w$ and $\eta$ in the 5VCM, SST and OHC$_{100}$ in b, c, e, f) CGCMs with forecast lead times. In each panel, the ACC between any two subsets is plotted in dotted lines as a reference, which evaluates the initial-value (boundary-value) predictability, as shown in Fig. 3. Similar to Fig. 3, the shaded area denotes the uncertainties represented by a positive/negative standard deviation as the upper/lower bound.
boundary signal increases, the behavior of the joint predictability is close to that of the boundary-value predictability.

The spatial distribution of the ACCs reflecting joint predictability (the right panels of Figs. 4 and 5) is used to compare with the initial-value and boundary-value predictability (the left and middle panels of Figs. 4 and 5). In general, due to the different properties of the two CGCMs and their different sensitivity to the given BCs, the spatial distribution of joint predictability is more influenced by the BCs in the FOAM but more influenced by ICs in the CM2.1.

In the first month, the spatial distribution of joint predictability is the same as that of initial-value predictability. With the carry-in of the boundary signal, the joint predictability is affected more by the boundary information, and then it appears to be the superposition of the initial-value and boundary-value predictability as the lead time increases. In the period of a few years of lead times, although the joint predictability reflects the combination effects of the increase in boundary signal and the decrease in initial signal, the joint predictability in most of the regions is consistent with boundary-value predictability, especially in the tropical and subtropical areas in the FOAM and the areas with strong air-sea interactions in CM2.1, for example, the Atlantic basin and tropical Pacific and Indian Oceans.

By analyzing the results from the compound experiments above, we attempt to answer the questions raised in the introduction. As the boundary signal begins to exert a certain influence, the changing trend of the ACCs reflecting initial-value predictability and joint initial-boundary-value predictability appears different. When the carry-in of the boundary signal gets saturated, the joint initial-boundary-value predictability is dominated by boundary-value predictability. Our results show that the prediction of low-frequency phenomena could be significantly enhanced by considering the influence of the boundary signal from external radiative forcings, helping predict long-term scale phenomena.

5 Conclusions and discussions

With appropriate experimental design and a series of coupled models, we have examined the linear behavior of joint initial-boundary-value predictability of the coupled climate system, measuring the evolution of anomaly correlation coefficients (ACCs) due to the contributions of initial conditions and external radiative forcings. The decreasing ACC at a certain lead time from a perfect value of 1 at the initial time, is a measure of the growth rate of the initial error, characterizing the linear behavior of initial-value predictability. The higher (lower) the frequency is, the faster (slower) the variable loses its initial-value predictability due to the error growth mechanism of the dynamical system (Lorenz 1975; Zhang 2011). The increasing ACC at a certain lead time from a very trivial value at the initial time is a measure of the carry-in rate of the boundary signal, characterizing the linear behavior of boundary-value predictability. The change of ACCs with the lead time shows an upward trend first due to the carry-in of boundary signals (Reichler and Roads 2003) and then appears flattened as the stored boundary signal gets saturated. The lower the frequency is, the stronger the signal storage, and the longer it takes to get saturated.

In the real world, the predictability sources come from both the initial signals and boundary signals jointly. We have shown that the linear behavior of joint predictability as a combination of linear behaviors of initial-value predictability and boundary-value predictability. Under the circumstance, the decrease of prediction skills due to the growth of system errors can be compensated by the carried-in boundary signal after some time scale by some degree, hence extending the total predictability as the joint value of initial conditions and boundary conditions.

This study has certain limitations. First, the present study only focuses on the linear behavior of predictability of the climate system on sea surface temperature and ocean heat content. More characteristic physical variables, such as thermocline and pycnocline depths, subtropical and subpolar gyres, and the Northern Hemisphere subtropical high and North Atlantic oscillation indices etc., also need to be examined. Second, the nonlinear behavior of the joint initial-boundary-value predictability of the climate system needs to be addressed. In this regard, exploring the causes of negative ACCs in some areas as the responses of boundary signals is a starting point. Based on comprehensive CGCMs, such as CM2.1 and the community Earth system model, examining the change of strength and frequency on large-scale climate phenomena, such as the El Niño and Southern Oscillation, Atlantic Meridional Overturning Circulation and Antarctic Circumpolar Current as the responses of changes of initial and boundary conditions, can deepen our understanding of the behavior of joint initial-boundary-value predictability.

Finally, it should be noted that the external forcing induced predictability depends on knowledge of the future change of greenhouse gas and aerosols. It also has uncertainties and may involve additional components of the Earth system, such as those involving the carbon cycle, as well as the future behavior of our society. So, this study only serves as a first step, and more further studies shall be followed up.

Acknowledgements The authors thank the editor and two anonymous reviewers for their helpful comments on this study.

Funding This research is supported by the National Natural Science Foundation of China (Grant Nos. 41830964, 41775100) and the National Key R&D Program of China (2017YFC1404100 and 2017YFC1404104), and the Shandong Province’s “Taishan” Scientist Project (ts201712017) and Qingdao “Creative and Initiative” frontier Scientist Program (19-3-2-7-zhc).
Data Availability  The 5VCM, FOAM, and CM2.1 output used in this work are freely available at ZENODO via https://doi.org/10.5281/zenodo.5173096.

Declarations

Conflict of interest  The authors declare that they have no conflict of interest.

Open research  The 5VCM, FOAM, and CM2.1 output used in this work are freely available at ZENODO via https://doi.org/10.5281/zenodo.5173096.

References

Barnett TP (1981) Statistical prediction of North American air temperatures from Pacific predictors. Mon Weather Rev 109(5):1021–1041. https://doi.org/10.1175/1520-0493(1981)109%3c1021: SPONAA%3e2.0.CO;2

Boer GJ (2000) A study of atmosphere-ocean predictability on long time scales. Clim Dyn 16(6):469–477. https://doi.org/10.1007/s003820050340

Collins M, Allen MR (2002) Assessing the relative roles of initial and boundary conditions in interannual to decadal climate predictability. J Clim 15:3104–3109. https://doi.org/10.1175/1520-4426(2002)015%3c3104:ATRODI%3e2.0.CO;2

Collins M, Soon-II A, Wenju C et al (2010) The impact of global warming on the tropical Pacific Ocean and El Niño. Nat Geosci 3(6):391–397. https://doi.org/10.1038/ngeo868

Delworth TL, Broccoli AJ, Rosati A et al (2006) GFDL’s CM2 global coupled climate models. Part I: formulation and simulation characteristics. J Clim 19(5):643–674. https://doi.org/10.1175/JCLI3629.1

Ding RQ, Li JP, Ha KJ (2008) Nonlinear local Lyapunov exponent and quantification of local predictability. Chin Phys Lett 25(5):1919–1922. https://doi.org/10.1088/0256-307X/25/5/109

Gnanadesikan A (1999) A simple predictive model for the structure of the oceanic pycnocline. Science 283(5410):2077–2079

Goddard PB, Jianjun Y, Stephen MG, Shaoqing Z (2015) An extreme event of sea-level rise along the Northeast coast of North America in 2009–2010. Nat Commun 6(1):6346. https://doi.org/10.1038/ncomms13686

Hawkins E, Sutton RT (2009) The potential to narrow uncertainty in regional climate predictions. Bull Am Meteorol Soc 90(8):1095–1108. https://doi.org/10.1175/2009BAMS2607.1

Hayashi Y (1983) confidence intervals of a climatic signal. J Atmos Sci 39(9):1895–1905. https://doi.org/10.1175/1520-0469(1982)0392.O:CO:2

Hurrell JW, Holland MM, Gent PR, Ghan S et al (2013) The community earth system model: a framework for collaborative research. Bull Am Meteorol Soc 94(9):1339–1360. https://doi.org/10.1175/BAMS-D-12-00121.1

Jacob R, Schäfer C, Foster I, Tobis M, Anderson J (2001) Computational design and performance of the fast ocean atmosphere model, version one. Springer, Berlin, Heidelberg

Leith CE (1973) The standard error of time-average estimates of climatic means. J Appl Meteorol Clim 12(6):1066–1069. https://doi.org/10.1175/1520-0450(1973)012%3c1066:TEEOTA%3e2.0.CO;2

Li JP, Feng J, Ding RQ (2018) Attractor radius and global attractor radius and their application to the quantification of predictability limits. Clim Dyn 51(5):2359–2374. https://doi.org/10.1007/s00382-017-4017-y

Lorenz EN (1963) Section of planetary sciences: the predictability of hydrodynamic flow. Trans N Y Acad Sci 1963:409–432. https://doi.org/10.1111/j.1604-0947.1963.tb01464.x

Lorenz EN (1965) A study of the predictability of a 28-variable atmospheric model. Tellus 17:321–333. https://doi.org/10.3402/tellusa.v17i3.9076

Lorenz EN (1975) Climatic predictability. In: The physical basis of climate and climate modelling. World Meteorol Organ, Geneva, pp 132–136

Madden RA (1976) Estimates of the natural variability of time-averaged sea-level pressure. Mon Weather Rev 104(7):942–952. https://doi.org/10.1175/1520-0493(1976)104%3c0942:EOT-NVO%3e2.0.CO;2

Murakami H, Delworth TL, Cooke W et al (2020) Detected climatic change in global distribution of tropical cyclones. Proc Natl Acad Sci 117(20):10706–10714. https://doi.org/10.1073/pnas.1922500117

Parker AO, Schmidt MW, Chang P (2015) Tropical North Atlantic surface warming events as a fingerprint for AMOC variability during Marine Isotope Stage 3. Paleoceanography 30(11):1425–1436. https://doi.org/10.1002/2015PA002832

Randall DA et al (2007) Climate models and their evaluation. In: Climate Change 2007: the physical science basis. Contribution of Working Group I to the Fourth Assessment Report of the IPCC (FAR). Cambridge University Press, pp 589–662

Rechich TJ, Roads JO (2003) The role of boundary and initial conditions for dynamical seasonal predictability. Nonlinear Proc Geoph 10(3):211–232. https://doi.org/10.5194/npg-10-211-2003

Schneider T, Griffies SM (1999) A conceptual framework for predictability studies. J Clim 12(10):3133–3155. https://doi.org/10.1175/1520-0442(1999)012%3c3133:ACFFPS%3e2.0.CO;2

Solomon S, Qin D, Manning M et al (2007) IPCC 2007: climate change 2007: the physical science basis. IN: Contribution of Working Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, vol 18, pp 95–123. http://www.ipcc.ch/publications_data/publications_ipcc_fourth_assessment_report_wg1_report_the_physical_science_basis.html

Thompson PD (1957) Uncertainty of initial state as a factor in the predictability of large scale atmospheric flow patterns. Tellus 9(3):275–295. https://doi.org/10.1111/j.2153-3490.1957.tb01885.x

Toth Z, Kalnay E (1997) Ensemble forecasting at NCEP and the breeding method. Mon Weather Rev 125(12):3297–3319. https://doi.org/10.1175/1520-0493(1997)125%3c3297:EFANAT%3e2.0.CO;2

Trenberth KE (1985) Potential predictability of geopotential heights over the Southern Hemisphere. Mon Weather Rev 113(1):54–64. https://doi.org/10.1175/1520-0493(1985)113%3c0054:PPOHG%3e2.0.CO;2

Wilks D (1995) Statistical methods in atmospheric sciences: an introduction. International Geophysics Series. 59

Zhang SQ (2011) A study of impacts of coupled model initial shocks and state-parameter optimization on climate predictions using a simple pycnocline prediction model. J Clim 24(23):6210–6226. https://doi.org/10.1175/JCLI-D-10-05003.1

Zhao Y, Deng X, Zhang SQ et al (2019) Sensitivity determined simultaneous estimation of multiple parameters in coupled models: part I—based on single model component sensitivities. Clim Dyn 53:5349–5373. https://doi.org/10.1007/s00382-019-04865-3

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.