Deep-learning Object Detection for Resource Recycling
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Abstract. Recent years have seen a growing concern over global warming, as well as environmental pollution and protection issues. Resource recycling helps the effective reduction of greenhouse gases and environmental pollution, and improves the quality of life for many people. This paper proposes a deep-learning object detection system for resource recycling. The resource recycling of the objects including paper cups, plastic bottles, and aluminum cans was conducted by artificial intelligence. Single shot multibox detector (SSD) and faster region-based convolutional neural network (Faster R-CNN) models were utilized for the training of the deep-learning object detection. With regard to data set images and training time, the accuracy, training steps, and loss function of the SSD and Faster R-CNN models were studied. The accuracy and loss characteristics of the deep-learning object detection system for resource recycling were demonstrated. The system exhibits good potential for the applications of resource recycling and environmental protection.

1. Introduction

Awareness of and concern for environmental issues have grown consistently over the last few decades, and the current global warming trend is widely acknowledged as particularly significant. Frequent extreme weather events around the world have attracted everyone’s attention. Climate change is a direct result of global warming. Signs of rapid climate change are compelling, such as global temperature rise, warming oceans, declining arctic sea ice, glacial retreat, decreased snow cover, shrinking ice sheets, sea level rise, extreme climate events, and ocean acidification. The scientific evidence for the warming of the climate system is unequivocal [1-14]. Since the industrial revolution, the use of energy has caused a considerable increase in greenhouse gas emissions, and the global climate change derived from greenhouse gas emissions has become increasingly serious [13,15]. Therefore, greenhouse gas reduction is a necessary measure in the fight against climate change [16]. In modern society, people are very aware of global warming as well as the environmental pollution and protections are important issues that the people pay much attention to. The relationships between global warming and resource issues, such as resource exploitation, garbage incineration, and waste landfilling have been discussed and studied [17-23], and it has been established that the separate collection of recyclable waste is an extremely crucial procedure in waste management [17-20,23] for the reduction of greenhouse gases.

As it stands, the separate collection of waste requires heavy manpower. However, the utilization of convenient mechanical treatment techniques can increase the recovery of valuable materials [23]. The employment of image processing and automation technology [24-28] in the separate collection of recyclable waste can thus save labor and processing time.
Deep learning is a relatively new, but rapidly growing technology. Several networks, such as single shot multibox detector (SSD) [29] and faster region-based convolutional neural network (Faster R-CNN) [30], have been reported for many applications. In this paper, a deep-learning image object detection technology for resource recycling is developed. The SSD and Faster R-CNN models are studied for the training of the resource-recycling deep-learning. A self-taken data set is used. The object detection of the system is related to many factors, including the deep learning neural network, object types, background settings, field brightness, detection angles, and so on.

2. Networks

The proposed deep-learning object detection system for resource recycling is carried out using both the SSD and Faster R-CNN models. The SSD network consists of two parts. The first part of the SSD network architecture is feature extraction, which is a convolutional layer from other networks such as visual geometry group (VGG), inception (GoogLeNet), etc. The output of these networks is passed to the detection section. The second part of the SSD network architecture is detection, which consists of a series of detection modules. The detection module contains the bounding box generation, classification, and localization calibration functions, as shown in Fig. 1. Each detection module has its own output that helps the final output of the network. After the detection process, the size of the feature map is reduced.

The loss function of the SSD network consists of two parts [29]. The first part is related to classification. The confidence loss shown in Eq. 1 is the loss of classification predictions. For positive match predictions, the loss is penalized according to the confidence score of the corresponding classification. For negative match predictions, the loss is penalized in accordance with a confidence score of classification “0”. The classification “0” indicates that the objects are not detected. It is calculated as a softmax loss on the confidence $y$, classification score, of multiple classifications. $N$ is the number of matched default boxes.

$$
L_{conf}(x, y) = - \sum_{i \in Pos} x_i^p \log(y_i^p) - \sum_{i \in Neg} \log(y_i^0)
$$

**Figure 1.** Detection module of SSD network.
\[
\hat{y}_i^p = \frac{\exp(y_i^p)}{\sum_p \exp(y_i^p)}
\]

The second part of the loss function is related to localization. Weighted smooth L1 function is used for the localization loss. The localization loss between the prediction box, \( l \), and the ground truth box, \( g \), is defined as the smooth L1 loss:

\[
L_{loc}(x, l, g) = \sum_{i \in Pos} \sum_{m \in \{cx, cy, w, h\}} x_{ij}^k \text{smoothL1}(l_i^m - g_i^m)
\]

\[
\begin{align*}
\bar{g}_{j}^{cx} &= \frac{(g_{j}^{cx} - d_{i}^{cx})}{d_{i}^{w}}, \\
\bar{g}_{j}^{cy} &= \frac{(g_{j}^{cy} - d_{i}^{cy})}{d_{i}^{h}}
\end{align*}
\]

where \( cx \) and \( cy \) are the offsets to the default bounding box, \( d \), of width, \( w \), and height, \( h \).

The loss of Faster RCNN is mainly divided into the loss of RPN and Fast RCNN [30]. Both losses include classification loss and regression loss. The normalized classification loss is

\[
\frac{1}{N_{cls}} \sum_i L_{cls}(p_i, p_i^*)
\]

where \( N_{cls} \) is the total number of anchor for classification, \( p_i \) is the predicted probability of the anchor \( i \), and \( L_{cls}(p_i, p_i^*) \) is the classification loss.

The normalized regression loss is

\[
\lambda \frac{1}{N_{reg}} \sum_i p_i^* L_{reg}(q_i, q_i^*)
\]

where \( \lambda \) is the balancing parameter, \( N_{reg} \) is the total number of anchor for regression, \( q_i \) is the vector representing the predicted bounding box, and \( L_{reg}(q_i, q_i^*) \) is the regression loss.

Faster RCNN uses convolution layers to extract feature maps. The entire loss function of the Faster RCNN network is

\[
L(\{p_i\}, \{q_i\}) = \frac{1}{N_{cls}} \sum_i L_{cls}(p_i, p_i^*) + \lambda \frac{1}{N_{reg}} \sum_i p_i^* L_{reg}(q_i, q_i^*)
\]

3. Results and discussion

This system used an NVIDIA-GTX1080Ti graphics processing unit (GPU), and linux Ubuntu16.04 to conduct experiments. In addition, compute unified device architecture (CUDA) version 9.0, NVIDIA CUDA® deep neural network library (cuDNN) version 7.0.5, Python version 3.5, and TensorFlow GPU version 1.12.0 were used. The setting procedure of software employed in this study is shown in Fig. 2. The object detection flow chart of this study is shown in Fig. 3.
The classification data were the images of three classifications including paper cups, PET bottles, and aluminum cans. Fig. 4 shows one of the data set images of aluminum cans. Each data set consisted of 1503 images. In order to train the system to recognize whether the object images were paper cups,
PET bottles, or aluminum cans, it was necessary to label the objects in the image, as shown in Fig. 5. The purpose was to make the system learn to recognize objects. The xml extension file stored the data of the labeled objects. The image sizes of photos, location coordinates, and item names of labeled objects could be inspected in the file. The files with the extension file name csv were converted from the xml file. The file contents contained information, including the file names, widths and heights of images, labeled classifications, and coordinate positions \((x_{\text{min}}, y_{\text{min}}, x_{\text{max}}, y_{\text{max}})\) of labels.

The system read the converted csv file data and performed the training of learning procedures on the basis of the data. The epoch, loss, and training time results were recorded. The trained files were then converted into the validation data files. Finally, the trained model were obtained.

A total of 4509 classification images for paper cups, PET bottles, and aluminum cans were used. There were 1503 data set images for each classification. For each classification, 1353 images were selected for the training data set, and the remaining 150 images of each classification were utilized for the test data set.

The deep-learning object detection system training using the SSD model took 19 hr, 49 min, and 53 sec for an epoch of 268,600. The loss value was 0.9244. The validation data set using the SSD model for the deep-learning object detection system consisted of 33 images of PET bottles, 33 images of...
paper cups, and 33 images of aluminum cans. The system correctly recognized all PET bottles and aluminum cans, and correctly recognized 26 images of paper cups in the validation data set. An accuracy of 92% was obtained.

While the deep-learning object detection system was trained using the Faster RCNN model for an epoch of 160,500, over 20 hr, 59 min, and 52 sec. The loss value was 0.04388. The validation data set using the Faster RCNN model consisted of 33 images of PET bottles, 33 images of paper cups, and 33 images of aluminum cans. The system correctly recognized all PET bottles and aluminum cans, and correctly recognized 30 images of paper cups in the validation data sets. The object detection results of the system using the Faster RCNN model are shown in Fig. 6. The system exhibited an accuracy of 97%. The characteristics of the deep-learning object detection system using the SSD and Faster RCNN models are listed in Table 1. In the training time close to 20 hours, the system employing the Faster RCNN model showed achieved superior performance than that using the SSD model in terms of loss and accuracy.

![Object detection results using the Faster RCNN model for (a) paper cups, (b) PET bottles, and (c) aluminum cans.](image)

**Table 1.** Characteristics of deep-learning object detection using the SSD and Faster RCNN models.

| Item     | SSD            | Faster RCNN    |
|----------|----------------|----------------|
| Training time | 19 hr, 49 min, and 53 sec | 20 hr, 59 min, and 52 sec |
| Loss     | 0.9244         | 0.04388        |
| Epoch    | 268,600        | 160,500        |
| Accuracy | 92%            | 97%            |

4. Conclusion

This study developed a deep-learning object detection system for resource recycling. The object detection of paper cups, plastic bottles, and aluminum cans was carried out using the SSD and Faster RCNN models. The loss values of the characteristics of the system using the SSD and Faster RCNN models were 0.9244 and 0.04388, respectively. The accuracy values for the SSD and Faster RCNN models were 92% and 97%, respectively. The network architecture of the SSD model is simpler than that of the Faster RCNN model. As far as the loss and accuracy are concerned, the system with the Faster RCNN model exhibited better characteristics than that with the SSD model. The system thus demonstrated the effective results for the object detection of resource recycling, and had considerable potential for environmental protection and pollution reduction.
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