Mechanism and Control Parameters of the Coupled Structural and Metal-Insulator Transition in Nickelates

Oleg E. Peil,1,2 Alexander Hampel,3 Claude Ederer,3 and Antoine Georges2,4,5,6

1Materials Center Leoben Forschung GmbH, Rosinggerstraße 12, A-8700 Leoben, Austria
2DQMP, Université de Genève, 24 quai Ernest Ansermet, CH-1211 Genève, Suisse
3Materials Theory, ETH Zürich, Wolfgang-Pauli-Strasse 27, 8093 Zürich, Switzerland
4Collège de France, 11 place Marcelin Berthelot, 75005 Paris, France
5Center for Computational Quantum Physics, Flatiron Institute, 162 Fifth avenue, New York, NY 10010, USA
6CPHT, Ecole Polytechnique, CNRS, Université Paris-Saclay, 91128 Palaiseau, France

(Dated: February 13, 2019)

Rare-earth nickelates exhibit a remarkable metal-insulator transition accompanied by a symmetry-lowering lattice distortion. Using model considerations and first-principles calculations, we present a theory of this phase transition which reveals the key role of the coupling between electronic and lattice instabilities. We show that the transition is driven by the proximity to an instability toward electronic disproportionation which couples to a specific structural distortion mode, cooperatively driving the system into the insulating state. This allows us to identify two key control parameters of the transition: the susceptibility to electronic disproportionation and the stiffness of the lattice mode. We show that our findings can be rationalized in terms of a Landau theory involving two coupled order parameters, with general implications for transition-metal oxides.

The coupling of electrons to lattice degrees of freedom provides a key opportunity to control the properties of strongly correlated materials, as in, e.g., epitaxial heterostructures [1]. Such a coupling often leads to concomitant electronic and structural transitions, which have been observed in $V_2O_3$ [2], manganates [3], $Ca_2RuO_4$ [4, 5], etc. Rare-earth nickelates ($RNiO_3$) [6–8] represent an ideal playground in this respect, because their metal-insulator transition (MIT), tightly associated with a lattice mode, is easily tunable [9, 10].

The MIT in $RNiO_3$ is accompanied by a bond disproportionation (BD), i.e., a coherent contraction of the NiO$_6$ octahedra on one sublattice [short-bond (SB) octahedra] and an expansion of the octahedra on the other sublattice [long-bond (LB) octahedra], also referred to as the “breathing mode” (BM) [7, 11]. The resulting “bond-disproportionated insulator” (BDI) is also characterized by an electronic disproportionation (ED), whereby the local configuration of SB octahedra is close to to $d^8L^2$ and that of LB ones to $d^8$ [12, 13], or in terms of “frontier” $e_g$ orbitals to $e_g^0$ and $e_g^2$, respectively [14, 15]. The electron localization on the LB sublattice is the result of a “site-selective Mott transition” [20], occurring irrespective of the (ground state) magnetic ordering for all systems with R-cations smaller than Nd, and lowering the energy of the insulating phase below that of the metallic phase [14, 21, 22]. Thereby, magnetic order seems to play only a secondary role, enhancing an already existing tendency towards the MIT [23, 25].

The mechanism of the interplay between electronic and lattice degrees of freedom is not yet understood. This question is of key importance to identify the driving force responsible for the BD and for the first-order transition [26] into the paramagnetic (PM) insulating state. This transition was previously described either as a pure charge-order transition [27] or as a result of the coupling between lattice modes only [28]. Recently, the authors of Ref. [29] proposed that the transition corresponds to the gradual softening of the BM mode, associated with the opening of a Peierls gap at the Fermi level, where they used density functional theory (DFT) calculations including the +U correction. However, this theory describes the transition as second order, in contradiction with experimental observations [26, 30], and furthermore cannot describe the MIT into the PM state, since DFT+U requires a magnetically ordered state to produce an insulating gap [31, 32]. Crucially, in the absence of magnetic ordering, the Peierls gap does not open at the Fermi level [17, 33] and thus cannot be responsible for the insulating nature of the PM phase.

Here, we present a theory describing the interplay between the electronic and structural aspects of the MIT. We show that the MIT is driven by the proximity to a spontaneous ED, which leads to a strongly non-linear electronic response with respect to variations of the BM amplitude, resulting in a first-order phase transition. Our theory also identifies the BM stiffness and the electronic susceptibility at $q = (1/2, 1/2, 1/2)$ as key parameters controlling the transition. Experimentally, these parameters can be tuned by the choice of the R cation [9], or by epitaxial strain in thin films and heterostructures [34, 35]. We validate our theory by performing combined DFT and dynamical mean-field theory (DMFT) [36, 37] calculations, allowing us to explore the trends across the rare-earth series. We also rationalize the overall physical picture in terms of a Landau theory involving two coupled order parameters: the ED and an order parameter associated with the metallicity of the system.

Model description. We start by constructing a simplified model which reproduces the main features of
the MIT in RNiO₃. The model retains only the key low-energy degrees of freedom: the interacting electrons in the two frontier $e_g$ orbitals and the BM amplitude $Q$. The purely electronic part of the Hamiltonian, $H_{\text{band}} + H_{\text{int}}$, consists of a simplified tight-binding (TB) model: $H_{\text{band}} = -\sum_{i,j,m,m',\sigma} t_{ij}^{mm'} d_{i\sigma}^\dagger d_{j\sigma}$ and a local interaction term $H_{\text{int}}$. Here, $i,j$ indicate sites within a simple cubic lattice, $m = 1,2$ correspond to the $d_{x^2-y^2}$, $d_{z^2}$ orbitals on each site, and hopping matrices $t_{ij}^{mm'}$ are obtained using the Slater-Koster construction with two hopping amplitudes, $t$ and $t'$, limited to nearest-neighbor and next-nearest neighbor sites, respectively [38]. The interaction term $H_{\text{int}}$ involves two coupling constants: a repulsive interaction $U$ and an intra-atomic (Hund’s) exchange $J$, and takes the standard 2-orbital Hubbard-Kanamori form [39]. The purely lattice part is described by an elastic operator and $\Delta$ limited to nearest-neighbor and next-nearest neighbor construction with two hopping amplitudes, $t$ and $t'$, nearest-neighbor and next-nearest neighbor sites, respectively [38]. The interaction term $H_{\text{int}}$ involves two coupling constants: a repulsive interaction $U$ and an intra-atomic (Hund’s) exchange $J$, and takes the standard 2-orbital Hubbard-Kanamori form [39]. The purely lattice part is described by an elastic operator and $\Delta$ limited to nearest-neighbor and next-nearest neighbor construction with two hopping amplitudes, $t$ and $t'$, nearest-neighbor and next-nearest neighbor sites, respectively [38].

where $\hat{H}$ is the BM. Finally, and importantly, the coupling of the on-site energy of the SB and LB sites, respectively $\Delta_{\text{on-site}}$ between the on-site energies of the SB and LB sites: $\Delta_{\text{on-site}}[Q] = \epsilon_{\text{on-site}}[Q] = \sum_{m \in \{\text{SB, LB}\}} \hat{n}_{im\sigma} - \sum_{m \in \{\text{SB, LB}\}} \hat{n}_{im\sigma}$, where $\hat{n}_{im\sigma}$ is the electron occupation and $\Delta_{\text{on-site}}[Q]$ is a (Peierls-like) modulation of the on-site potential seen by orbital $m$ due to the BM structural distortion parameterized by $Q$. It couples to the operator measuring the ED between the LB and SB octahedra. The total Hamiltonian thus reads: $H = H_{\text{band}} + H_{\text{int}} + H_{\text{on-site}} + H_{\text{latt}}$.

At this stage, we define the amplitude $Q$ as the disproportionation in octahedral bond lengths $b = b_0 + Q/2$ for LB and $b = b_0 - Q/2$ for SB octahedra. The modulation of the on-site potential, $\Delta_{\text{on-site}}[Q]$, is given by the difference between the on-site energies of the SB and LB sites: $\Delta_{\text{on-site}}[Q] = \epsilon_{\text{on-site}}[Q] = \sum_{m \in \{\text{SB, LB}\}} \hat{n}_{im\sigma} - \sum_{m \in \{\text{SB, LB}\}} \hat{n}_{im\sigma}$, where we have expanded in $Q$ and introduced the electron-lattice coupling parameter $g_m$. As emphasized in Refs. [17, 18], an appropriate low-energy description of the “negative charge-transfer” character of RNiO₃ and of their tendency to form a BDI state is obtained with $U - 3J \lesssim \Delta$. In this regime, the orbital polarization is strongly suppressed implying that the on-site energies are to a good approximation orbital-independent: $\varepsilon_{x^2-y^2} \approx \varepsilon_{x^2-y^2}$. We thus assume that the $e_g$ states are degenerate and omit the index $m$ in one-electron quantities (i.e., $g_m = g$, $\Delta_{\text{on-site}}[Q] = \Delta_{\text{on-site}}$) [40].

Minimizing the total energy, $E = \langle H \rangle \equiv E_{\text{el}}[\nu] - g\nu^2/2 + KQ^2/2$, with respect to $Q$ yields:

$$\frac{2K}{g} \hat{Q} = \nu[\hat{Q}],$$

where $\nu[\hat{Q}] = \langle \hat{n}_{\text{LB}} - \hat{n}_{\text{SB}} \rangle$ is the average ED for a given amplitude $Q$. Eq. (1) is the central equation of this article: It enables one to determine the equilibrium BM amplitude from the knowledge of the electronic response encoded in $\nu[\hat{Q}]$ for a given lattice stiffness, $K$, and electron-lattice coupling, $g$. The stability of the solutions of this equation is determined by the renormalized stiffness $\kappa \equiv \frac{\partial^2}{\partial \nu^2} = K - \frac{g^2}{\nu} \frac{\partial \nu}{\partial \nu}$. Assuming no spontaneous ED ($\nu[\hat{Q} = 0] = 0$), we obtain $\kappa = K - \chi g^2/2$, where $\chi \equiv (\partial \nu/\partial \Delta)_{\nu=0}$ is the electronic susceptibility associated with a “charge” modulation at a wave-vector $q = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ [41]. Hence, the (linear) stability of the high-symmetry phase is controlled by the electronic response, $\chi$, which must be compared to $2K/g^2$.

We investigate the solutions to Eq. (1) by performing DMFT calculations to obtain $\nu[\hat{Q}]$ for various values of the bandwidth, $W$ (see [41] for details). The results are shown in Fig. 1. The calculations were performed first for increasing values, then for decreasing values of $W$, which resulted in a hysteresis. The most important feature of this plot is the strongly non-linear dependence of $\nu$ on $Q$. Solutions of Eq. (1) are obtained by intersecting $\nu[\hat{Q}]$ with the straight line $(2K/g)\hat{Q}$.

This non-linear shape of the $\nu[\hat{Q}]$-curves plays an important role in determining the nature of the transition. For a given value of $K/g$, and depending on $W$, there are either one, two, or three intersection points (disregarding symmetry-equivalent solutions for $Q < 0$). Consider $K/g = 5.3 \, \text{Å}^{-1}$. If $W$ is large ($W \geq 2.07 \, \text{eV}$) in Fig. 1, the straight line intersects the ED curve only at $Q = 0$, rendering it the only solution to Eq. (1). As $W$ is decreased, it reaches a value below which there are three intersection points ($W = 1.95 \, \text{eV}$). The middle intersection point corresponds to an unstable solution ($\kappa < 0$). The two remaining stable solutions, $Q = 0$ and $Q = \hat{Q}[K,W] > 0$ mark a coexistence of two different
phases. At even smaller values of $W$ ($W \lesssim 1.8$) the solution $\kappa(Q=0)$ gets destabilized because $\kappa(Q=0) < 0$. We are left then with only one solution $Q = \sqrt{2} |K/W| > 0$, telling us that only the BD phase is stable here. The behavior of the solutions of Eq. 1 as a function of $W$ tells us that the BD transition is first-order. Importantly, this is not directly related to the hysteretic behavior of $\nu(Q)$. Even if there was no such hysteresis, the particular non-linear dependence of $\nu(Q)$ would imply that the BD transition is first-order. The inset of Fig. 1 displays the spectral weight at the Fermi level as a function of $Q$. We see that the system undergoes a transition from metallic to insulating behaviour as $Q$ is increased and that the transition regime corresponds to the strongly non-linear regime of $\nu(Q)$. Hence, it is the MIT which is responsible for the strong non-linearity of $\nu(Q)$.

We can now discuss the control parameters of the combined BD/MIT. Eq. 1 shows that the transition behavior depends on parameters $g$, $K$, and $\chi_e$. Our DFT calculations reveal that $g$ and $K$ vary little across the nickelate series (see ref 41). Hence, for bulk RNiO$_3$, it is the variation of the electronic susceptibility $\chi_e$ which plays the key role. The latter is affected by changes in the bandwidth and/or bond angles [27]. In heterostructures and under strain, the BM stiffness, $K$, varies, while $g$ remains unaffected [35]. $K$ is thus likely to be an important control parameter in those cases. This may shed light on the results of Ref. [24] and motivates the variation of $K/g$ in our model calculations.

The effects of the two control parameters $K$ and $\chi_e$ (tuned via $K/g$ and $W$, respectively) are summarized in Fig. 2. The dashed curves indicate the boundaries (spinodals) of the BDI and metallic phases, with a narrow coexistence region in-between. Solid lines show stable non-zero solutions, $Q[K,W]$. For fixed $K$, the bandwidth $W$ (equivalently, $\chi_e$) determines whether the PM ground-state is a BDI phase. Variation of $K$ controls smoothly the position of the phase boundaries.

**Realistic DFT+DMFT.** We now perform ab-initio DFT+DMFT calculations to confirm the physics found in the model calculations and assess materials trends quantitatively. The impurity model is constructed by projecting onto a low-energy $e_g$ subspace following the scheme described in Refs. 17, 18 (see ref 41 for details).

Fig. 3 shows the calculated $\nu(Q)$ for $R=$Lu, Sm, and Pr (top). The overall nonlinear behavior of $\nu(Q)$ is very similar to that in the model calculations (Fig. 1), with the non-linearity clearly related to the MIT (Fig. 3 bottom), also indicating a first-order character of the BD/MIT. This confirms that the model indeed incorporates the essential underlying physics. Furthermore, we obtain a strong decrease of the amplitude of the non-linearity in $\nu(Q)$ from $R=$Lu towards $R=$Pr, consistent with the bandwidth variation in the model. The $d_{x^2-y^2}$ component of the electronic susceptibility displayed in Fig. 3 (top, inset) increases steadily as the Ni-O-Ni bond angle is reduced (i.e., for for smaller $R$ ions). This shows that the stronger octahedral rotations for $R=$Lu compared to $R=$Pr can stabilize the MIT, consistent with the experimental data presented in Refs. 17, 18.
Electronic disproportionation, $\Delta^s$, and thus control directly the electronic instability.

Finally, the values obtained for $K$ and $g$ from DFT lead to stable equilibrium BM amplitudes for all investigated compounds. The value obtained for $Q$ for LuNiO$_3$ of 0.073 Å is in very good agreement with available experimental data ($Q_{\text{exp}} = 0.075$ Å [24]). PrNiO$_3$ seems to be very close to the transition, as its $Q$ value is very close to the MIT, and the stable BM would eventually be lost if a reduced $U$ is used for PrNiO$_3$, as suggested by our cRPA calculations [22]. Moreover, previous studies find that the magnetic order appears to be crucial in stabilizing the BD phase in PrNiO$_3$ and NdNiO$_3$ [7, 22–24]. The stability and influence of the magnetic order goes beyond the scope of our work and requires further investigation. However, the overall trend of an increase in $Q$ and in the stability of the BM through the series for smaller $R$-cations is consistent with experiments and in line with earlier studies [19, 22–24].

Landau theory. We finally show that the main qualitative features of the MIT found above can be rationalized in terms of a Landau theory, which involves two coupled scalar order parameters (OP): the ED, $\nu$, and an additional OP, $\phi$, which distinguishes between metallic (conventionally associated with $\phi > 0$) and insulating behavior ($\phi < 0$). The reason why this second OP is required is clear from the results above: a non-zero value of $\nu$ can correspond either to a metallic phase (at small values of the on-site modulation, $\Delta_s$, or, equivalently, of $Q$), or to an insulating one. In other words, a metallic monoclinic phase with a non zero-value of the BM amplitude $Q$ is in principle possible, in agreement with recent experimental findings [43]. Such an OP has been introduced to describe the Mott transition in the DMFT framework, in analogy to the liquid-gas transition [44, 45]. Note that the present Landau theory aims at describing the MIT between the two PM phases, while the earlier Landau descriptions [23, 35] aimed at the magnetic transition (see also Ref. [52] in relation to ruthenates.)

Assuming the simplest coupling allowed by symmetry, $\phi \nu^2$, the PM transitions can be described by the following energy functional: $F[\nu, \phi] = F_\nu + F_\phi + \lambda \phi \nu^2$, with $F_\nu = \frac{1}{2} b \nu^2 + \frac{1}{4} c \nu^4 - \Delta_s \nu + \frac{1}{2} \kappa \Delta_s^2$, $F_\phi = \frac{1}{2} a \phi^2 + \frac{1}{2} \kappa \phi^4 - h \phi$, where $u, c > 0$ and the coupling parameter $\lambda > 0$ is of order one. The coupling to the lattice is represented by the linear term $\Delta_s \nu$, with $\Delta_s$ serving as a symmetry-breaking field (alternatively, the BM can be introduced with $Q = g \Delta_s$). In the absence of ED, the system is a metal, so that we must assume $a$ and $h$ to be positive. $b$ is a key control parameter related to $\chi_e$, and it depends critically on external parameters such as, e.g., the bandwidth, $b = b_0(W - W_c)$.

Without loss of generality we can set $u = c = a = 1$. Minimizing $F[\nu, \phi]$ yields the following coupled equations

$$b \nu + \nu^3 + 2 \lambda \phi \nu = \Delta_s \tag{2}$$
$$\phi + \phi^3 = h - \lambda \nu^2 \tag{3}$$

The numerical solution of these equations is displayed in Fig. 4 for varying $b$. For $b > 0$, starting from a value $\phi = \phi_0 > 0$, typical for the metallic phase at $\nu = 0$, and increasing $\Delta_s$ leads to a strongly non-linear dependence of $\nu$ on $\Delta_s$, with $\phi$ continuously decreasing (because of the $-\lambda \nu^2$ term) and gradually reaching negative values (inset of Fig. 4). At a critical value of $b$, the $\nu[\Delta_s]$ curves acquire a vertical tangent and beyond this value, an S-shape with an unstable branch is found, typical of a first-order transition, with two vertical tangents delimiting the two spinodal values of $\Delta_s$, $\Delta_s^+$ and $\Delta_s^-$. When $b$ is further decreased, a spontaneous instability is found, with a jump of $\nu$ to a finite value for an infinitesimal $\Delta_s$. This general behavior is in excellent qualitative agreement with Fig. 1. A more detailed analysis (see [41]) reveals that both spinodal values scale as $\Delta_s^+ \sim (b - b^*)^2 \sim (W - W^*)^2$, which is apparent in Fig. 2.

Conclusions. We have presented a theory of the combined structural and electronic MIT in bulk $RNiO_3$. The driving force is the proximity to the electronic disproportionation instability, which is cooperatively reinforced by the coupling to the lattice breathing mode. The transition is thus controlled both by the electronic charge susceptibility and by the stiffness of this mode. The key non-linearities associated with this cooperative effect can be rationalized in terms of a Landau theory. Our work provides a pathway to understanding the MIT in other geometries, such as ultrathin films and heterostructures,
and is likely to have general applicability to other materials with a strong interplay between electronic correlations and lattice degrees of freedom.
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