EINSTEIN EXTENSIONS OF RIEMANNIAN MANIFOLDS

D.ALEKSEEVSKY AND Y.NIKOLAYEVSKY

Abstract. Given a Riemannian space $N$ of dimension $n$ and a field $D$ of symmetric endomorphisms on $N$, we define the extension $M$ of $N$ by $D$ to be the Riemannian manifold of dimension $n + 1$ obtained from $N$ by a construction similar to extending a Lie group by a derivation of its Lie algebra. We find the conditions on $N$ and $D$ which imply that the extension $M$ is Einstein. In particular, we show that in this case, $D$ has constant eigenvalues; moreover, they are all integer (up to scaling) if $\det D \neq 0$. They must satisfy certain arithmetic relations which imply that there are only finitely many eigenvalue types of $D$ in every dimension (a similar result is known for Einstein solvmanifolds). We give the characterisation of Einstein extensions for particular eigenvalue types of $D$, including the complete classification for the case when $D$ has two eigenvalues, one of which is multiplicity free. In the most interesting case, the extension is obtained, by an explicit procedure, from an almost Kähler Ricci flat manifold (in particular, from a Calabi-Yau manifold). We also show that all Einstein extensions of dimension four are Einstein solvmanifolds. A similar result holds valid in the case when $N$ is a Lie group with a left-invariant metric, under some additional assumptions.

1. Introduction

The construction and the study of Einstein manifolds is one of the main avenues of Riemannian Geometry. One of the starting points of our paper is the theory of Einstein homogeneous manifolds of negative scalar curvature. Assuming Alekseevsky Conjecture (and the fact that the isometry group is linear), such manifolds are necessarily solvmanifolds, solvable Lie groups with a left-invariant Einstein metric. At present, the theory of Einstein solvmanifolds is very well developed [12]. The basic construction is as follows. At the level of Lie algebras, one starts with a nilpotent Lie algebra $\mathfrak{n}$ with a special nilsoliton inner product characterised by the property that its Ricci operator is a linear combination of the identity operator and the Einstein derivation $D$. The derivation $D$ is always symmetric and its eigenvalues, up to scaling, are natural numbers (not every nilpotent Lie algebra admits such a derivation and such an inner product; those which do are called nilsolitons). The rank one extension of $\mathfrak{n}$ by $D$ is a solvable Lie algebra $\mathfrak{s}$. Extending the inner product from $\mathfrak{n}$ to $\mathfrak{s}$ in such a way that the extension is orthogonal (and choosing the correct scaling factor) one obtains a metric Einstein solvable Lie algebra whose solvable Lie group, with the corresponding left-invariant metric, is an Einstein solvmanifold $M$. All rank one Einstein extensions can be obtained in this way and the higher rank extensions can be obtained from rank one extensions by a known procedure [9, Theorem 4.18] and [13]. One can see that the resulting Riemannian metric on $M$ has precisely the form as in the definition below.
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The main idea of this paper is to drop the homogeneity assumption and to construct rank one Einstein extensions of arbitrary Riemannian manifolds by a field of symmetric endomorphisms $D$, as described below.

**Definition 1.** Let $(N,g)$ be a Riemannian manifold of dimension $n > 1$, and $D$ a field of symmetric endomorphisms on $(N,g)$. For $u \in \mathbb{R}$, the $D$-deformation of the metric $g$ on $N$ is the metric on $N$ given by $g^u := (\exp(uD))^*g$. The $D$-extension is the Riemannian manifold $(M,g^D)$ given by

$$(M := \mathbb{R} \times N, \quad g^D := du^2 + g^u).$$

When $D$ has eigenvalues $q_1, \ldots, q_m$ of constant multiplicities and $V(q_i)$ are the corresponding eigendistributions, the $D$-deformation is given by $g^u = e^{2q_1u}g_1 + \cdots + e^{2q_mu}g_m$, and the $D$-extension, by

$$g^D = du^2 + g^u = du^2 + e^{2q_1u}g_1 + \cdots + e^{2q_mu}g_m,$$

where $g_i := g|_{V(q_i)}$. Clearly, $D$ remains symmetric with respect to all the metrics $g^u$ on $N$.

This construction, both in the Riemannian and pseudo-Riemannian cases, is known in the literature (see e.g., [10]) and also appears in the theory of Riemannian submersions [4, Chapter 9]. It is a generalisation of the warped product metrics; note however that we make no assumptions on the integrability of the eigendistributions of $D$.

**Definition 2.** A manifold $(N,g)$ (and the metric $g$ on the manifold $N$) is called *Ricci $D$-stable* if the Ricci operator $\text{Ric}^u := \text{Ric}_{g^u}$ does not depend on $u$, and is called *$D$-Einstein* if the extension $(M,g^D)$ is Einstein.

Our main question is, when a metric is $D$-Einstein, or in other words, *when the extension $(M,g^D)$ is Einstein*? As we will see, in many cases, this general construction bears a remarkable resemblance to the homogeneous (the solvmanifold) case, and in some cases (as in Theorem 5), the Einstein condition even implies the homogeneity. Below we present the structure of the paper and the main results.

In Section 2, we compute the Ricci tensor of $(M,g^D)$ and prove the following theorem which gives a necessary and sufficient condition for a Riemannian manifold $(N,g)$ to admit an Einstein $D$-extension.

**Theorem 1.** Let $(M,g^D)$ be the $D$-extension of $(N,g)$. Then $(M,g^D)$ is Einstein if and only if the following two conditions are satisfied:

(a) The endomorphism $D$ has constant eigenvalues and

$$\text{div } D = 0,$$

where $\text{div}$ is the divergence relative to $g$ (so that $(\text{div } D)X = \text{Tr}(Y \mapsto (\nabla_Y D)X)$).

(b) The manifold $(N,g)$ is Ricci $D$-stable and

$$\text{Ric}^u = (\text{Tr } D) D - \text{Tr}(D^2) \text{id}.$$

The Einstein constant of $g^D$ is $-\text{Tr}(D^2)$.

**Example 1.** A Ricci flat manifold $(N^n,g)$ is $\text{id}$-Einstein, i.e. the metric $g^{\text{id}} = du^2 + e^{2u}g$ is Einstein with the Einstein constant $-n$. In particular, if $g$ is Euclidean, then $g^{\text{id}}$ is a hyperbolic metric written in horospherical coordinates. The converse (“any id-Einstein manifold is Ricci flat”) follows from (2).
Example 2. A direct product \((N_1 \times N_2, g_1 + g_2)\) of Ricci \(D_t\)-stable manifolds \((N_i, g_i)\), \(i = 1, 2\), is Ricci \(D\)-stable, where \(D = D_1 \oplus D_2\). Moreover, it is \(D\)-Einstein if and only if for \(i = 1, 2\), condition (a) of Theorem 1 is satisfied and \(\text{Ric}_{g_i} = (\text{Tr} \, D_i)D_i - \text{Tr}(D_i^2)\text{id}_{N_i}\).

Example 3. Let \((N, g)\) be a Lie group with a left-invariant metric and \(D\) be defined by a symmetric derivation of the Lie algebra of \(N\). Then \((N, g)\) is \(D\)-stable (see Section 6).

In Section 3 we study the eigenvalue type of \(D\), the vector \(p = (p_1, \ldots, p_n)^t\) of its eigenvalues (recall that all of them must be constant by Theorem 1). We call \(p\) the spectral vector. We show in Lemma 1 that \(D\) is scalar if and only if \((N, g)\) is Ricci flat, and that in all the other cases, the eigenvalues satisfy some restrictions, in particular, some nontrivial relations of the form \(p_k = p_i + p_j\).

In the case when all \(p_i\) are nonzero, we can be much more specific. In the Euclidean space \(\mathbb{R}^n\) with an orthonormal basis \(f_i, i = 1, \ldots, n\), introduce the subset \(F = \{f_i + f_j - f_k: i \neq j, k \neq i, j\}\) and consider the vectors \(p = (p_1, \ldots, p_n)^t\) and \(1_n = (1, \ldots, 1)^t\) (\(n\) ones). In the (finite) set \(F \cap p^\perp\), choose a maximal linearly independent subset \(F_p = \{v_1, \ldots, v_m\}\) (any of them, if there are more than one). Let \(V\) be an \(n \times m\) matrix whose vector columns are the vectors \(v_a\) (so that if \(v_a = f_i + f_j - f_k \in F_p\), then the \(a\)-th column of \(V\) has a one in the \(i\)-th and in the \(j\)-th rows, a minus one in the \(k\)-th row, and zeros elsewhere). The following theorem is analogous to [9, Theorem 4.14, Corollary 4.17] for rank one Einstein solvmanifolds.

Theorem 2. Let \((M, g^D)\) be an Einstein \(D\)-extension of \((N, g)\) with \(\det D \neq 0\).

(i) Then the projection of \(1_n\) to \(p^\perp\) belongs to the convex cone hull of the set \(F \cap p^\perp\).

(ii) If, in addition, \(\text{Tr} \, D \neq 0\), then up to scaling, the spectral vector is given by

\[
p = 1_n - V(V^tV)^{-1}1_m.
\]  

In particular, up to scaling, all the \(p_i\) are integers. Moreover, for every dimension \(n\), there is only a finite number of the eigenvalue types of the operators \(D\), with \(\det D \neq 0\) and \(\text{Tr} \, D \neq 0\).

If the operator \(D\) is non-scalar, the simplest possible case to consider is when it has an eigenvalue of multiplicity \(n - 1\), so that \(p = (\lambda, \ldots, \lambda, \nu)^t\), \(\lambda \neq \nu\). Up to scaling, we can have \((\lambda, \nu) = (0, 1), (1, 0), \text{or} (1, 2)\), where the fact that \(\nu/\lambda = 2\) in the latter case follows from Theorem 2 (or from Lemma 1(ii) below). These three eigenvalue types are studied in Section 4. If \(p = (0, \ldots, 0, 1)^t\), we have the following theorem.

Theorem 3. Let \((M, g^D)\) be the \(D\)-extension of \((N, g)\) with the spectral vector \(p = (0, \ldots, 0, 1)^t\). If \((M, g^D)\) is Einstein, then \((N, g)\) is locally isometric to the Riemannian product of the real line and an Einstein manifold \(N'\) of dimension \(n - 1\) with the Einstein constant \(-1\). The manifold \((M, g^D)\) is locally isometric to the Riemannian product of the hyperbolic plane of curvature \(-1\) and \(N'\).

When \(p = (1, \ldots, 1, 0)^t\) we show that \((M, g^D)\) is a warped product with a two-dimensional base, and that it can be obtained as a “double extension”, by two commuting extensions, of a Ricci flat manifold \(N'\) (Theorem 7).

In the third case (which is probably the most interesting one), we prove the following theorem.
Theorem 4. Let $(M, g^D)$ be the $D$-extension of $(N, g)$ with the spectral vector $p = (1, \ldots, 1, 2)^t$. The following are equivalent.

(i) The extension $(M, g^D)$ is Einstein.
(ii) The Riemannian manifold $(N, g)$ is locally K-contact $\eta$-Einstein with $\text{ric} = -2g + (n + 1)\eta \otimes \eta$, where $\eta$ is the one-form dual to a unit eigenvector $\xi$ of $D$ with the eigenvalue 2.
(iii) The metric $g$ on $N$ is locally given by $g = g' + (dt + \theta')^2$, where $t \in \mathbb{R}$ and $(N', g')$ is an almost Kähler manifold with the Kähler form such that the associated Reeb vector field $\xi = \eta$ is unit and $g \perp \xi$ with the $\xi$-form on $\text{Ker } \eta$.

Under any of the above three conditions, the Einstein metric $g^D$ on $M$ is almost Kähler and is locally given by $g^D = du^2 + e^{2u}g' + e^{4u}(dt + \theta')^2$ in the notation of (iii).

We prove Theorem 4 in Section 4.4. Recall that a unit Killing vector field $\xi$ on a Riemannian manifold $(N, g)$ defines a $K$-contact structure if $\xi^\perp$ is a contact distribution with the contact form $\eta = g \circ \xi$ and the restriction $J = \Phi|_{\xi^\perp}$ of the endomorphism $\Phi = -\nabla \xi$ to $\xi^\perp$ is an almost CR structure, that is, $J^2 = -\text{id}$. It is called a Sasakian structure if $(\xi^\perp, J)$ is a CR structure or equivalently, if $(\nabla_X \Phi) = \xi \otimes g \circ X - X \otimes g \circ \xi$, and it is called $\eta$-Einstein, if $\text{ric} = a g + b \eta \otimes \eta$ for some constants $a, b \in \mathbb{R}$ [5].

Remark 1. Note that in (ii), “locally” can be replaced by “globally” if $N$ is orientable (or otherwise we can replace $N$ by its orientable cover). We also note that the equivalence of (ii) and (iii) is a known fact [5, 7], which we included for completeness; the almost Kähler, Ricci flat manifold in $(N', g')$ in (iii) is locally the “leaf space” of the geodesic foliation on $(N, g)$ defined by $\xi$.

If we additionally assume $N$ to be compact (and orientable), then by the result of [6, Theorem 7.2], $(N, g)$ is Sasakian, and then $(N', g')$ is Kähler and Ricci flat and hence $(M, g^D)$ is Einstein Kähler. Moreover, if the geodesic foliation on $N$ defined by $\xi$ is regular (this means that every point has a neighbourhood through which every geodesic of that foliation passes at most once), one obtains that $(N, g)$ is a circle bundle over a Calabi-Yau manifold $(N', g')$.

On the other hand, starting with an almost Kähler non-Kähler Ricci flat manifold $(N', g')$ (an example is constructed in [15]) one gets that $(N, g)$ is K-contact, but is not Sasakian.

Remark 2. It is interesting to compare our construction to the standard cone construction in contact geometry. Let $(N, g, \eta)$ be a contact metric structure (this means that $\eta$ is a contact form such that the associated Reeb vector field $\xi$ is unit and $g^{-1} \circ d\eta_{\text{Ker } \eta}$ is an almost CR structure on $\text{Ker } \eta$). Then the cone $C = \mathbb{R}_+ \times N$ with the metric $g_C = du^2 + u^2 g$, $u \in \mathbb{R}_+$, is an almost Kähler manifold with the Kähler form $\omega = d(\frac{1}{2} u^2 \eta) = u du \wedge \eta + \frac{1}{2} u^2 d\eta$. It is a Kähler manifold if and only if $(N, g, \eta)$ is a Sasakian manifold.

Our construction can be viewed as the “$D$-deformation cone”. For a contact metric structure $(N, g, \eta)$ and a positive number $r > 0$, the $D$-deformed structure is given by $\tilde{\eta} = r \eta, \tilde{\xi} = r^{-1} \xi$ and $\tilde{g} = r g + r (r - 1) \eta \otimes \eta$; see [5, §7.3], [7, §7.3.3]. A $D$-deformation preserves the property of being K-contact, Sasakian and $\eta$-Einstein. Our metric $(N, g^u)$ is obtained from $(N, g)$ by the $D$-deformation with $r = e^{2u}$.

In Section 5, we consider the case $n = 3$, the first case when our construction produces interesting examples. Remarkably, in that case the Einstein condition forces the homogeneity.
**Theorem 5.** Let \((M, g^D)\) be the \(D\)-extension of the manifold \((N, g)\) of dimension 3. If \((M, g^D)\) is Einstein, then both \((N, g)\) and \((M, g^D)\) are locally isometric to Lie groups with left-invariant metrics; \(N\) is a nilmanifold or a solvmanifold, \(D\) is a derivation, and \((M, g^D)\) is an Einstein solvmanifold. All the possible cases, up to scaling, are listed in Table 1.

| \(p_i\) | \(n\) | \((M, g^D)\) | \(ds^2\) |
|--------|--------|----------------|----------|
| 0, 0, 0 | abelian | \(\mathbb{R}^4\) | \(du^2 + (dx^1)^2 + (dx^2)^2 + (dx^3)^2\) |
| 1, 1, 1 | abelian | \(H^4(-1)\) | \(du^2 + e^{2u}((dx^1)^2 + (dx^2)^2 + (dx^3)^2)\) |
| 1, 1, 2 | Heisenberg, \([\overline{e}_1, \overline{e}_2] = 2\overline{e}_3\) | \(\mathbb{C}H^2(-4)\) | \(du^2 + e^{2u}((dx_1)^2 + (dx_2)^2) + e^{4u}(dx_3^2 + x^1 dx^2 - x^2 dx^1)^2\) |
| 1, \(p\), 0 | Solvable, \([\overline{e}_3, \overline{e}_1] = p\overline{e}_1, \overline{e}_3, \overline{e}_2 = -\overline{e}_2\) | \(H^2(-(p^2 + 1)) \times H^2(-(p^2 + 1))\) | \(du^2 + (dx^1)^2 + e^{2(u-p^2)}(dx^1)^2 + e^{2(pu+x^3)}(dx^2)^2\) |

**Table 1.** Four-dimensional Einstein extensions.

In the first column of Table 1, we list the eigenvalues \(p_i\) of the derivation \(D\) of the Lie algebra \(n\) of \(N\), with the corresponding eigenvectors \(\tau_i\), \(i = 1, 2, 3\). The second column gives the types and the defining relations for \(n\) (note that the relations for the Lie algebra \(g\) of \(M\) are obtained by adding the relations \([e_4, \tau_i] = p_i\tau_i\) to the relations for \(n\)). The third and the fourth columns give the homogeneous spaces to which \((M, g^D)\) is locally isometric and the explicit forms of the metric \((M, g^D)\) in local coordinates respectively, where we denote \(H^n(c)\) the hyperbolic space of curvature \(c\), and \(\mathbb{C}H^2(-4)\) the complex hyperbolic space of holomorphic curvature \(-4\).

Note that in the last row of Table 1, \(p\) is arbitrary. The fact that the metric \(g^D\) on \(M\) is indeed the Riemannian product of two hyperbolic planes (of curvature \(-\left(p^2 + 1\right)\) each) can be seen by the change of variables \(y_1 = (p^2 + 1)^{-1/2}(u - px^3)\), \(y_2 = (p^2 + 1)^{-1/2}(pu + x^3)\).

In Section 6, we turn our attention to the case when \(N\) is a Lie group with a left-invariant metric \(g\) and \(D\) is left-invariant. Denote \(n\) the Lie algebra of \(N\). It would be interesting to know if the condition that \((M, g^D)\) is Einstein forces it to be an Einstein solvmanifold. We answer this question in positive in two cases.

**Theorem 6.** Suppose the extension \((M, g^D)\) of a Lie group \((N, g)\) by \(D\) is Einstein, and that both \(g\) and \(D\) are left-invariant.

(a) If the Killing form of \(n\) is nonnegative, then \(D\) is a symmetric derivation of \(n\).

(b) Let \(n = h \oplus m\) be a decomposition into an orthogonal sum of an abelian subalgebra \(h\) and a nilpotent ideal \(m\) and suppose that one of the following conditions is satisfied:

(i) either \(D\) preserves the decomposition \(n = h \oplus m\),

(ii) or \(m\) is abelian.

Then there exists a metric solvable Lie group \((N', g')\) and an isometry \(\Phi : (N, g) \rightarrow (N', g')\) such that \(D' = (d\Phi)D\) is left-invariant relative to \(N'\) and \(D'(e)\) is a symmetric derivation of the Lie algebra \(n'\) of \(N'\).

In both cases, the manifold \((M, g^D)\) is an Einstein solvmanifold.
2. Ricci curvature of $D$-deformation and $D$-extension. Proof of Theorem 1

2.1. Ricci curvature of the $D$-extension. In this subsection, we find the Ricci tensor of the $D$-extension $(M, g^D)$, assuming neither $D$-stability, nor $D$-Einstein property.

Locally, on an open, connected domain $U$ of $(N, g)$ on which the eigenvalues $p_i$ of $D$ have constant multiplicities, we can choose a smooth orthonormal frame $\{e_i\}$, $i = 1, \ldots, n$, of eigenvectors of $D$. We extend $\tau_i$ and $D$ to $M' := \mathbb{R} \times U \subset M$ by the Lie translation along the vector field $\partial_u$. Let $\theta^i$ be the one-forms dual to $e_i$, so that

$$\theta^0 = du, \quad \theta^i = e^{up} \theta^i, \quad \text{for } i > 0.$$ 

The structure equations for $(M', g^D)$ are given by

$$d\theta^a = -\sum_b \psi^a_b \wedge \theta^b, \quad \psi^a_b = -\psi^b_a, \quad \Omega^a_b = d\psi^a_b + \sum_c \psi^a_c \wedge \psi^c_b,$$

where $\psi^a_b$ and $\Omega^a_b$ are the connection and the curvature two-forms respectively. Decomposing them by the basis $\theta^a \wedge \theta^b$ we obtain

$$\psi^a_b = \sum_c \Gamma^a_{bc} \theta^c, \quad \Gamma^a_{bc} = \langle \nabla e_b, e_a \rangle, \quad \Gamma^b_{ac} = -\Gamma^a_{bc}, \quad \Omega^a_b = -\Omega^b_a = \frac{1}{2} \sum_{c,d} R_{abcd} \theta^c \wedge \theta^d.$$ 

We use the same notation with the bar for the corresponding objects relative to the metric $g$ on $N$; the convention for the index ranges is $0 \leq a, b, c, \ldots \leq n$ and $1 \leq i, j, k, \ldots \leq n$.

We have $d\theta^0 = 0$, $d\theta^i = e^{up} (p_i \theta^0 + u \sum_j e_j (p_i) \theta^j) \wedge \overline{\theta} - e^{up} \sum_j \overline{\psi}_j \wedge \overline{\theta}$, so

$$\sum_{b,c} \Gamma^0_{bc} \theta^c \wedge \theta^0 = 0, \quad \sum_{b,c} \Gamma^i_{bc} \theta^c \wedge \theta^b = -p_i \theta^0 \wedge \theta^i - e^{up} \sum_j \overline{\psi}_j (p_i) \theta^j \wedge \overline{\theta} + e^{up} \sum_{j,k} \Gamma^i_{jk} \theta^k \wedge \overline{\theta}.$$ 

It follows that

$$\Gamma^0_{00} = \Gamma^0_{i0} = 0, \quad \Gamma^0_{ii} = p_i, \quad \Gamma^0_{ij} = \Gamma^0_{ji} = 0, \quad \text{for } i \neq j,$$

and that $\sum_{j,k}(e^{u(p_j + p_k)} \Gamma^i_{jk} - e^{u(p_j)} (u e_j (p_i) \delta_{ik} + \overline{\Gamma}_{jk}) \overline{\theta}^j \wedge \overline{\theta}^k = 0$. By the cyclic permutation of $i, j, k$ we obtain

$$\Gamma^i_{jk} = \frac{1}{2} e^{u(p_k - p_j)} (\overline{\Gamma}^i_{jk} - \overline{\Gamma}^i_{kj} + u (\delta_{ki} e_j - \delta_{kj} e_i) (p_k))$$

$$= \frac{1}{2} e^{u(p_k - p_j)} (\overline{\Gamma}^i_{kj} - \overline{\Gamma}^i_{kij} + u (\delta_{ij} e_k - \delta_{jk} e_i) (p_k))$$

and

$$\Gamma^i_{kj} = \frac{1}{2} e^{u(p_k - p_j)} (\overline{\Gamma}^i_{kj} - \overline{\Gamma}^i_{kij} + u (\delta_{ij} e_k - \delta_{jk} e_i) (p_k)).$$

By (5) the Ricci tensor $\text{ric}$ of $(M', g^D)$ is given by

$$\text{ric}_{ab} = \sum_c R_{eacb} = \sum_c (e_c (\Gamma^c_{ab} - e_b (\Gamma^c_{ac}) + \sum_d (\Gamma^e_{de} \Gamma^d_{ab} - \Gamma^e_{ad} \Gamma^d_{bc})).$$

Then by (6)

$$\text{ric}^{00} = -\sum_i p_i^2 = -\text{Tr}(D^2),$$
and by (6, 7),
\[
\text{ric}_{ij} = e^{-u_p} \left( \bar{\text{e}}_i (\text{Tr} D - p_i) + \sum_j \Gamma_{ij}^k (p_i - p_j) + u (\bar{\text{e}}_i (\frac{1}{2} \text{Tr}(D^2)) - p_i \bar{\text{e}}_i (\text{Tr} D)) \right)
\]
\[
= e^{-u_p} \left( \bar{\text{e}}_i (\text{Tr} D) - \langle \bar{\text{e}}_i, \sum_j (\bar{\nabla}_{\bar{y}} D) \bar{e}_j \rangle + u (\bar{\text{e}}_i (\frac{1}{2} \text{Tr}(D^2)) - p_i \bar{\text{e}}_i (\text{Tr} D)) \right). \tag{10}
\]
Note that the connection forms of the metric \( g^u \) on \( N \) relative to the frame \( e_i \) are the same as those of \( (M, g^D) \) and are given by (7), so from (8) (or from the Gauss equation) we obtain
\[
\text{ric}_{ij} = \text{ric}^u_{ij} - \delta_{ij} p_i \text{Tr} D, \tag{11}
\]
where \( \text{ric}^u \) is the Ricci tensor of \( (N, g^u) \).

2.2. Proof of Theorem 1. Suppose \((M, g^D)\) is Einstein. Let \( U \) be an open, connected domain of \((N, g)\) on which the eigenvalues \( p_i \) of \( D \) have constant multiplicities and on which the rank of \( D \) is constant. Let \( M' := \mathbb{R} \times U \subset M \). Then by (9) the Einstein constant is \(-\text{Tr}(D^2)\), so from (10) and (11) at the points of \((M', g^D)\) we obtain:
\[
p_i \bar{\text{e}}_i (\text{Tr} D) = 0, \quad \text{for all } i = 1, \ldots, n, \tag{12}
\]
\[
\text{div} D = \text{grad} (\text{Tr} D), \tag{13}
\]
\[
\text{Ric}^u = (\text{Tr} D) D - \text{Tr}(D^2) \text{id}, \tag{14}
\]
where \( \text{grad} \) is the gradient relative to \( g \).

The right-hand side of (14) is independent of \( u \), while the left-hand side, by (8) and (7), is the sum of expressions of the form \( f_a e^{l_\alpha} \), \( f_a u^2 e^{l_\alpha} \), and \( f_a u^2 e^{l_\alpha} \), where \( l_\alpha \) are linear combinations of the \( p_i \)'s with integer coefficients, and \( f_a \) are functions on \( N \). For any sum \( F \) of such expressions, we denote by \([u^2 \exp] F\) the sum of all terms of \( F \) of the form \( f_a u^2 e^{l_\alpha} \).

Then (14) gives \([u^2 \exp] \text{ric}^u = 0 \). To compute \( \text{ric}^u \) we use (8) replacing \( a, b, c, d \) with \( i, j, k, l \). Then from (7) we obtain
\[
0 = [u^2 \exp] \text{ric}^u = [u^2 \exp] \left( e^{-u_p} \bar{\text{e}}_i (\Gamma^k_{ij}) - e^{-u_p} \bar{\text{e}}_j (\Gamma^k_{ik}) - \Gamma^k_{ij} \Gamma^l_{jk} + \Gamma^l_{ik} \Gamma^j_{lk} + \Gamma^k_{il} \Gamma^l_{jk} - \Gamma^k_{il} \Gamma^l_{jk} \right)
\]
\[
= u^2 e^{-u(p_i + p_j)} \left( \bar{\text{e}}_i (\text{Tr} D) \bar{\text{e}}_j (p_i) + \bar{\text{e}}_j (\text{Tr} D) \bar{\text{e}}_i (p_j) - 2 \bar{\text{e}}_j (p_i) \bar{\text{e}}_i (p_j) - \sum_k \bar{\text{e}}_j (p_k) \bar{\text{e}}_i (p_k) \right)
\]
\[
+ \delta_{ij} u^2 \sum_k e^{-2u_p} \bar{\text{e}}_i (p_k) \bar{\text{e}}_j (2p_k - \text{Tr} D).
\]
In particular, taking \( i = j \) and summing up by \( i = 1, \ldots, n \) we get
\[
\sum_i (e^{-2u_p} (\bar{\text{e}}_i (\text{Tr} D) \bar{\text{e}}_i (p_i) - 2(\bar{\text{e}}_i (p_i))^2 - \sum_k (\bar{\text{e}}_i (p_k))^2) + \sum_k e^{-2u_p} \bar{\text{e}}_i (\text{Tr} D) \bar{\text{e}}_i (2p_k - \text{Tr} D) = 0.
\]
On the domain \( U \subset N \), the rank \( r := \text{rk} D \) is constant, and by relabelling we can assume that \( p_{r+1} = \ldots = p_n = 0 \) and that all the functions \( p_1, \ldots, p_r \) are nonzero on \( U \). Then from (12) we get \( \bar{\text{e}}_i (p_i) \bar{\text{e}}_i (\text{Tr} D) = 0 \), for all \( i = 1, \ldots, n \), and so the above equation gives
\[
- \sum_i e^{-2u_p} (2(\bar{\text{e}}_i (p_i))^2 + \sum_k (\bar{\text{e}}_i (p_k))^2) - \sum_k e^{-2u_p} (\bar{\text{e}}_k (\text{Tr} D))^2= 0.
\]
Thus \( \bar{\text{e}}_i (p_k) = 0 \), for all \( i, k = 1, \ldots, n \), at all the points of \( U \). It follows that the coefficients of the characteristic polynomial of \( D \) are locally constant on every open, connected domain \( U \subset N \) where the eigenvalues of \( D \) have constant multiplicities. As the union of such domains
is dense in \( N \), the eigenvalues of \( D \) are constant on the whole manifold \( N \). Then (13, 14) imply (1), as required.

The converse easily follows from (10) and (11).

2.3. Ricci and scalar curvature of the \( D \)-deformation with constant eigenvalues.

In this subsection, we compute the Ricci tensor and the scalar curvature of the \( D \)-deformation assuming the eigenvalues of \( D \) to be constant. Note that by Theorem 1(a), this condition must be always satisfied if the \( D \)-extension is Einstein.

From (7), the connection components of \( g^u \) are given by

\[
\Gamma_{jk}^i = \frac{1}{2} e^{u(p_k-p_j-p_i)} (\Gamma_{ji}^k - \Gamma_{ij}^k) - \frac{1}{2} e^{u(p_i-p_j-p_k)} (\Gamma_{kj}^i - \Gamma_{ijk}) - \frac{1}{2} e^{u(p_j-p_k-p_i)} (\Gamma_{ik}^j - \Gamma_{ikj})
\]

\[
= \frac{1}{2} \Gamma_{jk}^i (e^{u(p_k-p_j-p_i)} + e^{u(p_i-p_j-p_k)})
\]

\[
+ \frac{1}{2} \Gamma_{ji}^k (e^{u(p_k-p_j-p_i)} - e^{u(p_j-p_k-p_i)}) - \frac{1}{2} \Gamma_{ij}^k (e^{u(p_i-p_j-p_k)} - e^{u(p_j-p_i-p_k)}).
\]

Introduce the functions \( \mu_{ij|k} = \langle [\overline{e}_i, \overline{e}_j], \overline{e}_k \rangle \). Then from (15) we have

\[
\mu_{ij|k} = \frac{1}{\Gamma_{ji}^k - \Gamma_{ij}^k},
\]

\[
\Gamma_{jk}^i = \frac{1}{2} e^{u(p_k-p_j-p_i)} \mu_{ij|k} - \frac{1}{2} e^{u(p_i-p_j-p_k)} \mu_{jk|i} - \frac{1}{2} e^{u(p_j-p_k-p_i)} \mu_{ki|j}.
\]

Substituting into (8) we obtain:

\[
\langle \text{Ric}^u, e_i, e_j \rangle_u = -\frac{1}{2} e^{-u(p_i+p_j)} \left( \overline{e}_j \left( \sum_k \mu_{kj|k} \right) + \overline{e}_i \left( \sum_k \mu_{jk|k} \right) + \sum_{k,l} \mu_{jk|l} \mu_{ij|l} \right)
\]

\[
+ \frac{1}{2} e^{u(p_i-p_j)} \left( \sum_k e^{-2up_k} \overline{e}_k (\mu_{kj|k}) + \sum_{k,l} e^{-2up_k} \mu_{kl|i} \right)
\]

\[
+ \frac{1}{2} e^{u(p_j-p_i)} \left( \sum_k e^{-2up_k} \overline{e}_k (\mu_{jk|k}) + \sum_{k,l} e^{-2up_k} \mu_{kl|i} \right)
\]

\[
+ \frac{1}{2} e^{u(p_i+p_j)} \sum_{k,l} e^{-2u(p_k+p_l)} \mu_{kl|i} \mu_{ij|l}
\]

\[
- \frac{1}{2} e^{u(p_i+p_j)} \sum_{k,l} e^{-2u(p_k-p_l)} \mu_{kl|i} \mu_{ij|l}.
\]

In particular, we get

\[
\langle \text{Ric}^u, e_i, e_i \rangle_u = -\frac{1}{2} e^{-2up_i} \left( 2\overline{e}_i \left( \sum_k \mu_{kj|k} \right) + \sum_{k,l} \mu_{ij|l} \right)
\]

\[
+ \sum_k e^{-2up_k} \left( \overline{e}_k (\mu_{kj|i}) + \mu_{ki|i} \right)
\]

\[
+ \frac{1}{4} \sum_{k,l} e^{2u(p_i-p_j-p_k)} \left( \mu_{kl|i} \right)^2 - \frac{1}{2} \sum_{k,l} e^{2u(p_i-p_j-p_k)} \left( \mu_{kj|i} \right)^2.
\]

and for the scalar curvature of the \( D \)-deformation,

\[
\text{scal}^u = \sum_k e^{-2up_k} \left( 2\overline{e}_k \left( \sum_i \mu_{k|i} \right) - \left( \sum_i \mu_{k|i} \right)^2 - \frac{1}{2} \sum_{k,l} \mu_{kl|i} \mu_{kl|i} \right)
\]

\[
- \frac{1}{4} \sum_{i,k,l} e^{2u(p_i-p_j-p_k)} \left( \mu_{kl|i} \right)^2.
\]

If we additionally assume the \( D \)-extension to be Einstein, then by (2) we obtain

\[
\langle \text{Ric}^u, e_i, e_j \rangle_u = \left( (\text{Tr} D)p_i - \text{Tr}(D^2) \right)\delta_{ij},
\]

\[
\text{scal}^u = (\text{Tr} D)^2 - n \text{Tr}(D^2),
\]
where the left-hand sides are given by (17) and (19) respectively. We also note that (1) can be explicitly written in the equivalent form

\[ \sum_{j} \Gamma_{ij}^{j}(p_i - p_j) = \sum_{j} \mu_{ijj}(p_i - p_j) = 0. \]  

(22)

Summarising the above we can express the conditions of Theorem 1 explicitly as follows.

**Corollary 1.** The extension \((M, g^D)\) is Einstein if and only if \(D\) has constant eigenvalues and equations (20) (with \(\text{Ric}^u\) given by (17)) and (22) are satisfied.

3. The Eigenvalue Type of \(D\). Proof of Theorem 2

By Theorem 1, the eigenvalues \(p_i\) of \(D\) are constant. In this section, we show that there are strong algebraic restrictions on \(p_i\).

We have the following lemma (note that assertion (i) is well-known, as in that case \(g^D\) is a warped product).

**Lemma 1.** Suppose that \((M, g^D)\) is Einstein. Then

(i) \(D\) is scalar if and only if \(N\) is Ricci flat.

(ii) In all the other cases, there exist \(i, j, k\) with \(i \neq j\) such that \(p_k = p_i + p_j\).

(iii) If \(p_i + p_j - p_k \notin \{0, p_1, \ldots, p_n\}\), then \(\mu_{ijk} = 0\).

**Proof.** (i) Suppose that \(D\) is scalar. Then from (2) \(\text{Ric}^u = 0\). In particular, \(\text{Ric}^0 = 0\), as required.

Conversely, if \(\text{Ric}^0 = 0\), then by (2) we have \((\text{Tr} D) D = \text{Tr}(D^2) \text{id}\). Taking the traces of both sides we obtain \((\text{Tr} D)^2 = n \text{Tr}(D^2)\), which is only possible when \(D\) is scalar, by the Cauchy-Schwarz inequality.

(ii) Suppose such a triple \(i, j, k\) does not exist. In particular, this means that all the \(p_i\) are nonzero. Then the only possible way for the scalar curvature \(\text{scal}^u\) given by (19) to be constant is when it is identically zero. By (21) this implies that \((\text{Tr} D)^2 = n \text{Tr}(D^2)\), so that \(D\) is scalar.

(iii) Let \(S\) be the set of all triples \((i, j, k)\), with \(i \neq j\), satisfying the assumption of the assertion (note that for \(i = j\), the claim is trivial). Then \(k \neq i, j\) (as otherwise \(p_i + p_j - p_k \notin \{0, p_1, \ldots, p_n\}\)). Then from (19), \(\text{scal}^u = \sum_k e^{-2up_k} (\ldots) + (\ldots) - \frac{1}{4} \sum_{(k,l,i) \in S} e^{2u(p_i - p_l - p_k)}(\mu_{kl|i})^2\), where \((\ldots)\) are some expressions not involving \(u\). As no terms in the last sum have zero exponents or the same exponents as the terms in the first sum (by the definition of \(S\)), and as \(\text{scal}^u\) is a constant, we get \(\sum_{(k,l,i) \in S} e^{2u(p_i - p_l - p_k)}(\mu_{kl|i})^2 = 0\), so \(\mu_{kl|i} = 0\), for all \((k, l, i) \in S\). \(\square\)

**Remark 3.** It follows from Lemma 1(iii) and from (18) and (20) that in the diagonal components \((\text{Ric}^u)_{ii} = \langle \text{Ric}^u e_i, e_i \rangle_u\) of the Ricci tensor of \(g^u\), the only non-vanishing terms are those with \(e^{-2uq}\), where \(q \in P := \{0, p_1, \ldots, p_n\}\). Let \(P = \{0, q_1, \ldots, q_m\}\) (without repetitions). Collecting the similar terms in (18), we obtain

\[ (\text{Ric}^u)_{ii} = \sum_{a=1}^{m} e^{-2uq_a} r_{ia} + r_{i0}, \]  

(23)

where the expressions \(r_{ia}, r_{i0}\) do not depend on \(u\) (but only on \((N, g)\)), and so for all \(i = 1, \ldots, n\), (20) implies

\[ r_{ia} = 0, \quad \text{for all } a = 1, \ldots, m, \quad \text{and } r_{i0} = \left(\sum_j p_j\right) p_i - \left(\sum_j p_j^2\right). \]  

(24)
Proof of Theorem 2. (i) Suppose that all the $p_i$ are nonzero. Then from (18) and (23), the terms $r_{i0}$ of the diagonal elements $(\text{Ric}^c)^i_i = (\text{Ric}^u e_i, e_i)_u$ of $\text{Ric}^u$ are given by

$$r_{i0} = \frac{1}{2} \sum_{k,l,p_i-p_k=p_l=0} (\mu_{k|i})^2 - \frac{1}{2} \sum_{k,l,p_i-p_k=p_l=0} (\mu_{k|i})^2,$$

Note that, as $p_i \neq 0$, all the three subscripts $i,k,l$ in each of the above summations are pair-wise non-equal. It follows that

$$r_{i0} = \frac{1}{2} \sum_{k,l,f_k+f_i \in (F \cap p^\perp)} (\mu_{k|i})^2 - \frac{1}{2} \sum_{k,l,f_k+f_i \in (F \cap p^\perp)} (\mu_{k|i})^2 = \frac{1}{2} \sum_{a:v_a=f_k+f_i \in (F \cap p^\perp)} (\mu_{k|i})^2 - \frac{1}{2} \sum_{a:v_a=f_k+f_i \in (F \cap p^\perp)} (\mu_{k|i})^2,$$

where $v_a$ is some labeling of the elements of the set $F \cap p^\perp$. Denote $\mu_a^2 = (\mu_{ij|i})^2$ for $v_a = f_i + f_j - f_k \in (F \cap p^\perp)$. Then we obtain

$$r_{i0} = \frac{1}{2} \sum_{a:v_a \in (F \cap p^\perp), \langle v_a, f_i \rangle = 1} \mu_a^2 - \frac{1}{2} \sum_{a:v_a \in (F \cap p^\perp), \langle v_a, f_i \rangle = 1} \mu_a^2 = -\frac{1}{2} \sum_{a:v_a \in (F \cap p^\perp)} \langle v_a, f_i \rangle \mu_a^2.$$

By the second equation of (24), the latter expression equals $\langle p, 1_n \rangle p - \|p\|^2$, so we obtain

$$\sum_{a:v_a \in (F \cap p^\perp)} (\frac{1}{2} \mu_a^2) v_a = \|p\|^2 1_n - \langle p, 1_n \rangle p. \quad (25)$$

The right-hand side is the projection of $1_n$ to $p^\perp$ multiplied by $\|p\|^2$, and the claim follows.

(ii) From (25) we obtain that $V c = \|p\|^2 1_n - \langle p, 1_n \rangle p$, for some vector $c \in \mathbb{R}^m$ (note that its components are not necessarily nonnegative). By construction, $V^t 1_n = 1_m$, $\text{rk} V = m$ and $V^t p = 0$ (in particular, $n > m$, as otherwise $p = 0$). Then $V^t V c = \|p\|^2 1_m$, so $c = \|p\|^2 (V^t V)^{-1} 1_m$. Therefore $\langle p, 1_n \rangle p = \|p\|^2 (1_n - V(V^t V)^{-1} 1_m)$, and equation (3) follows, as $\langle p, 1_n \rangle = \text{Tr} D$ is assumed to be nonzero.

As all the components of the vector on the right-hand side of (3) are rational, all the $p_i$’s, up to scaling, are integer.

The last claim of the assertion follows from the fact that for every $n$, there is a finite number of possible matrices $V$.

□

Remark 4. The conditions imposed by Theorem 2(i) on the eigenvalue type of $D$ are quite restrictive (although somewhat implicit). For example, it follows that if $n = 3$ and $\det D \neq 0$, then $D = \text{diag}(1, 1, 2)$ and $D = \text{id}$ are the only possible eigenvalue types, up to scaling. Indeed, there can be no more than one relation of the form $p_i + p_j - p_k = 0$, with $i \neq j$, between $p_1, p_2, p_3$. It follows that $F \cap p^\perp$ is either empty (then $D$ is scalar by Lemma 1(ii)), or consists of a single element $f_1 + f_2 - f_3$, up to relabelling. In the latter case, the matrix $V$ is $3 \times 1$, $V = (1, 1, -1)^t$, and by (3), the vector $p$ is a multiple of $(1, 1, 2)^t$. If $n = 4$ and $\det D \neq 0$, then considering all the possibilities for the matrix $V$ we obtain that all the eigenvalue types, up to scaling, are

$$(1, 1, 1, 1)^t, \ (2, 2, 3, 4)^t, \ (3, 4, 4, 7)^t, \ (1, 2, 3, 4)^t, \ (1, 1, 2, 2)^t, \ (1, 1, 1, 2)^t, \ (1, 1, 2, 3)^t, \ (1, 1, 1, 2)^t, \ (1, 1, 2, 3)^t.$$

Remark 5. In general, the condition $\det D \neq 0$ in Theorem 2 cannot be dropped, as shows the analysis of the case $n = 3$ in Section 5 (for example, in the last row of Table 1 in Theorem 5, $p$ can be any real number). One might ask however, if the assumption $\text{Tr} D = 0$ in Theorem 2(ii) can be removed. It follows from the proof that the condition $\text{Tr} D = 0$
is equivalent to $V(V^tV)^{-1}1_m = 1_n$ (which geometrically means that the manifold $(N, g)$ is by itself Einstein). The following example shows the necessity of this assumption, at least at the algebraic level. Let $n = 6$ and let $p = (-3, -2, -1, 1, 2, 3)^t$. Then $F \cap p^\perp = \{v_{142}, v_{153}, v_{231}, v_{243}, v_{264}, v_{354}, v_{365}, v_{456}\}$, where $v_{ijk} = f_i + f_j - f_k$. The projection of $1_6$ to $p^\perp$ is $1_6$ which belongs to the convex cone hull of the set $F \cap p^\perp$ as $2 \cdot 1_6 = 3v_{142} + 2v_{153} + 2v_{231} + 2v_{243} + 2v_{264} + v_{354} + v_{365} + v_{456}$, but (3) is not satisfied (taking the inner product of both sides with $p$ we obtain $\|p\|^2 = 0$).

4. **Einstein $D$-extension of the eigenvalue type $p = (\lambda, \cdots, \lambda, \nu)^t$**

4.1 **Three cases.** In the previous section, we considered the conditions which the Einstein property of $(M, g^D)$ imposes on $D$. Clearly, there are also some conditions on $(N, g)$. For example, the Ricci eigenvalues of $(N, g)$ are constant by (2), and the scalar curvature is negative, unless $(N, g)$ is Ricci flat, by Lemma 1(i).

In this section, we give a complete characterisation of $(N, g)$ and of $(M, g^D)$ in the case when $D$ has the “next simplest” eigenvalue type after being a scalar operator, namely when one of the eigenvalues of $D$ has multiplicity $n - 1$. As we know from the Introduction, there are only three possibilities, up to scaling; the Ricci operator $\text{Ric}^u$ is given by (2):

- (a) $p = (0, \ldots, 0, 1)$, $\text{Ric}^u = \text{diag}(-1, \ldots, -1, 0)$,
- (b) $p = (1, \ldots, 1, 0)$, $\text{Ric}^u = \text{diag}(0, \ldots, 0, 1 - n)$,
- (c) $p = (1, \ldots, 1, 2)$, $\text{Ric}^u = \text{diag}(-2, \ldots, -2, n - 1)$.

We consider them in Theorem 3, Theorem 7, and Theorem 4 respectively. We start with the following lemma valid in all three cases. Denote $S_i = \sum_k \mu_{ki} jk$.

**Lemma 2.** Let $(M, g^D)$ be the $D$-extension of $(N, g)$ with the spectral vector $p = (\lambda, \cdots, \lambda, \nu)^t$, $\lambda \neq \nu$. Then

(i) $\text{div} D = 0$ if and only if $S_n = 0$ and $\mu_{injn} = 0$, for all $i < n$.

(ii) Locally there exists a frame $\xi_1, \ldots, \xi_{n-1}$ for the $\lambda$-eigendistribution of $D$ such that $\mu_{nij} = \mu_{njij}$, for all $i, j = 1, \ldots, n - 1$. Such a frame can be chosen arbitrarily on a hypersurface transversal to $\xi_n$.

**Proof.** (i) follows from (22).

(ii) Let $W = (w_{ij})$ be an $(n - 1) \times (n - 1)$ orthogonal matrix whose entries are smooth functions on $N$, and define $\xi_i = \sum_k w_{ik} \xi_k$. Relative to the orthonormal frame $\xi_1, \ldots, \xi_{n-1}, \xi_n$, we have $\mu'_{nij} = \langle [\xi_n, \xi_i], \xi_j \rangle = \sum_k \xi_n(w_{ik})w_{jk} + \sum_{k, s} w_{ik}w_{js}\mu_{nkjs}$. Let $K', K''$ be $(n - 1) \times (n - 1)$ skew-symmetric matrices defined by $K_{ij} = \mu_{nij} - \mu_{njij}$ and $K''_{ij} = \mu'_{nij} - \mu'_{njij}$. Then $K' = WKW^t + \xi_n(W)W^t - W\xi_n(W)^t$ which is equivalent to $W^tK'W = K + 2W^t\xi_n(W)^t$. Solving the equation $\xi_n(W) = -\frac{1}{2}WK$ along the integral curves of $\xi_n$, with the initial condition $W = 1d$ on a hypersurface transversal to $\xi_n$, we get $K' = 0$, as required.

For the rest of this section, we assume the frame $\xi_i$ to be chosen as in Lemma 2(ii).

4.2 **Proof of Theorem 3.** From Lemma 1(iii) we get $\mu_{ijin} = 0$, for all $i, j < n$. Using this fact and Lemma 2 we find $(\text{Ric}^u)_n = -e^{-2u} \sum_{k, l < n} (\mu_{nkjl})^2$ from (18). But $(\text{Ric}^u)_n = 0$ by (2), so $\mu_{nkjl} = 0$, for all $k, l$. Therefore $\mu_{ijlk} = 0$ whenever at least one of the subscripts equals $n$. It follows that the vector field $\xi_n$ is parallel, and so $(N, g)$ is locally isometric to the Riemannian product of the real line and an $(n - 1)$-dimensional manifold $N'$. Furthermore,
for \(i, j < n\) we get \((\text{Ric}^u)^i_j = -\delta_{ij}\) by (2). It follows that \(N'\) is Einstein, with the Einstein constant \(-1\). Then the metric \(g\) on \(N\) is given by \(ds^2 = (dx^n)^2 + ds^2\), where \(ds^2\) is an Einstein metric on \(N'\), and hence the metric \(g^D\) on \(M\) is given by \(ds^2 = du^2 + e^{\alpha u}(dx^n)^2 + ds^2\). Thus \((M, g^D)\) is locally isometric to the Riemannian product of the hyperbolic plane of curvature \(-1\) and the Einstein manifold \(N'\) with the Einstein constant \(-1\).

**Remark 6.** Note that the converse to Theorem 3 is easily verified: starting with the Riemannian product of the real line \(\mathbb{R}\) and an Einstein manifold \(N'\) of dimension \(n - 1\) with the Einstein constant \(-1\) and extending it by the endomorphisms \(D\) with the spectral vector \(p = (0, \ldots, 0, 1)^t\) whose kernel is \(TN'\) we get an Einstein manifold \((M, g^D)\) isometric to the Riemannian product of the hyperbolic plane of curvature \(-1\) and \(N'\).

### 4.3. Case (b).

In the case \(p = (1, \ldots, 1, 0)^t\), we have the following theorem.

**Theorem 7.** Let \((M, g^D)\) be the \(D\)-extension of \((N, g)\) with the spectral vector \(p = (1, \ldots, 1, 0)^t\). If \((M, g^D)\) is Einstein, then the 1-extension of \(D\) is integrable and the manifold \((N, g)\) is locally an extension of a Ricci flat manifold \((N', g')\) of dimension \(n - 1\) by a field of symmetric endomorphism \(D'\) with constant eigenvalues, such that \(\text{Tr} D' = 0\), \(\text{Tr} D'^2 = n - 1\), and \(\text{div} D' = 0\). The Einstein metric \(g^D\) on \(M\) is locally given by \(ds^2 = du^2 + dt^2 + \sum_{i=1}^{n-1} e^{2u + 2q_i(\theta^n)^2}\), where \(q_i\) are the eigenvalues of \(D'\) and \(\{\theta^n\}\) is the coframe dual to an orthonormal frame of eigenvectors of \(D'\) on \(N'\).

**Proof.** From Lemma 2(i) and Lemma 1(iii) we obtain that \(S_n = 0\) and that \(\mu_{ij}n = 0\), for all \(i, j\). It follows that the vector field \(\tau_n\) is geodesic and that its orthogonal distribution is integrable. Therefore we can define a function \(x^n\) locally on \(N\) in such a way that \(\theta = dx^n\). Without loss of generality, assume that \(N'\) is the level hypersurface of \(N\) defined by the equation \(x^n = 0\). Denote \(g'\) the induced metric on \(N'\).

From (20) we get \((\text{Ric}^u)^i_j = 0\) for \(i, j < n\). Then by (17), the sum of the terms of \((\text{Ric}^u)^i_j\) which do not depend on \(u\) gives \(\tau_n(\mu_{ij}n) = 0\), for all \(i, j < n\). We can now specify the frame \(\tau_i, i < n\), further. Note that \(\mu_{ij} = \langle \tau_n, \tau_i, \tau_j \rangle = \langle \nabla_{\tau_n} \tau_i, \tau_j \rangle = \langle \nabla_{\tau_n} \tau_i, \tau_j \rangle + \langle \nabla_{\tau_n} \tau_i, \tau_n \rangle\). On the hypersurface \(N'\), we have \(\langle \nabla_{\tau_n} \tau_i, \tau_n \rangle = h(\tau_i, \tau_j)\), where \(h\) is the second fundamental form of \(N'\). As \(\mu_{ij} = \mu_{ij}n\) we obtain that on \(N'\), the expression \(\langle \nabla_{\tau_n} \tau_i, \tau_j \rangle\) is symmetric relative to \(i, j\), hence \(\langle \nabla_{\tau_n} \tau_i, \tau_j \rangle = 0\), and so \(\mu_{ij} = h(\tau_i, \tau_j)\) on \(N'\). We can now choose the frame \(\tau_i, i < n\), on \(N'\) consisting of orthonormal eigenvectors of the second fundamental form \(h\) and then extend it to \(N\) as in Lemma 2(ii). Then the symmetric matrix \((\mu_{ij})\) restricted to \(N'\) is diagonal, and from the fact that \(\tau_n(\mu_{ij}n) = 0\), for all \(i, j < n\), we obtain that \(\mu_{ij}n = q_i\delta_{ij}\) and \(\tau_n(q_i) = 0\). Then the vector fields \(e_i = e^{-x^n}\tau_i, i < n\), are Lie parallel along the integral curves of \(\tau_n = \partial_n\), as also are their dual one-forms \(\theta^i = e^{x^n}q_i\theta\). It follows that the metric \(g\) on \(N\) is locally given by \(ds^2 = \sum_{i=1}^{n} (\theta^i)^2 = (dx^n)^2 + \sum_{i<n} e^{2x^n q_i(\theta^n)^2}\). Thus the metric \((M, g^D)\) has the required form and moreover, by (4), \((N, g)\) is locally an extension of \((N', g')\) by the field of the symmetric endomorphism \(D'\) defined by \(D' \tau_i = q_i \tau_i\) at the points of \(N'\).

We also have \(\text{Tr} D' = \sum_i \mu_{ij} = -S_n = 0\) by Lemma 2(i). Furthermore, from (20) we get \((\text{Ric}^n)^i_j = 1 - n\), which by (18) gives \(\text{Tr} D'^2 = \sum_i \mu_{ij}^2 = n - 1\). Moreover, as \((\text{Ric}^n)^i_j = 0\) for \(i, j < n\), we have \((\text{Ric}^0)^i_j = 0\) (note that \(g^0 = g\)), and so (11) applied to the extension of
(\(N', g'\)) by \(D'\) implies that \((N', g')\) is Ricci flat. We also have \((\text{Ric}^0)^i_n = 0\) for \(i < n\), so by (10) applied to the extension of \((N', g')\) by \(D'\) we obtain \(\text{div}'D' = 0\).

The metric \(g^D\) is locally obtained as the result of two consecutive extensions from the metric \(g'\) on \(N'\), first by \(D'\) and then by \(D\). Note that these two extensions “commute”, so we can first extend the Ricci flat metric \((N', g')\) by the identity endomorphism to obtain an Einstein manifold \(\tilde{N}\) with the Einstein constant \(-1\) (compare to Lemma 1(i)), and then extend again by the endomorphism \(\tilde{D}\) which coincides with \(D'\) on \(TN'\), is zero on \(\partial_u\), and is Lie parallel along \(\partial_u\), to obtain the Einstein metric \((M, g^D)\). By Theorem 1, the eigenvalues of \(\tilde{D}\) are constant, and so the eigenvalues of \(D'\) are also constant, as claimed. □

Remark 7. Note that the condition for \((M, g^D)\) to be Einstein given in Theorem 7 is only necessary. To make it sufficient one has to additionally require that all the \(D'\)-deformations of the metric \((N', g')\) are Ricci flat, not only the metric \((N', g')\) itself. In general, it may be too difficult to classify Ricci flat deformations of a Ricci flat manifold, even under the additional assumption that \(\text{Tr}D' = 0\), \(\text{Tr}D'^2 = n - 1\), and \(\text{div}'D' = 0\). One simple example is the Riemannian product of Ricci flat manifolds, with the operator \(D'\) acting by scaling on each factor (compare to Example 2). When \(\dim N' = 2\), this is the only possible case (see the end of the proof of Theorem 5 in the next section).

4.4. Proof of Theorem 4. (i) \(\iff\) (ii). By Corollary 1, (i) is equivalent to the fact that equations (22) are satisfied and that \(\text{Ric}^a\) given by (17) satisfies (20). By Lemma 2, (22) is equivalent to the fact that \(S_n = 0\) and \(\mu_{m|n} = 0\), for all \(i < n\). Furthermore, we can assume that the frame \(\overline{e}_1, \ldots, \overline{e}_{n-1}\) is chosen in such a way that \(\mu_{nij} = \mu_{nj}i\) (and there is still the freedom of choosing it (locally) arbitrarily on a hypersurface transversal to \(\overline{e}_n\)).

From (18) and (20) by Lemma 2 we get

\[
(\text{Ric}^u)^n_n = -e^{-4u} \sum_{k,l<n} (\mu_{nk|l})^2 + \frac{1}{2} \sum_{k,l<n} (\mu_{k|ln})^2 = n - 1,
\]

which is equivalent to the fact that

\[
(\text{Ric}^0)^n_n = n - 1 \quad \text{and} \quad \mu_{nk|l} = 0,
\]

for all \(k, l < n\). Then from (5) and (16) we obtain \(d\overline{\theta} = -\frac{1}{2} \sum_{j,k<n} \mu_{jk|j} \overline{\theta}^j \wedge \overline{\theta}^k\). It follows that \(d(\sum_{j<k<n} \mu_{jk|j} \overline{\theta}^j \wedge \overline{\theta}^k) = 0\), so \(\overline{e}_n(\mu_{j<k}) = 0\), for all \(j, k < n\), and in particular, \(\overline{e}_n(S_i) = 0\).

Now computing the components \((\text{Ric}^u)^i_i\), \((\text{Ric}^a)^i_i\), \(i < n\), by (17) and (18) and using (20) we get

\[
(\text{Ric}^u)^i_i = e^{-2u}(\text{Ric}^0)^i_i + \frac{1}{2} \sum_{k<n} (\mu_{ik|n})^2 - \frac{1}{2} \sum_{k<n} (\mu_{ik|n})^2 = -2,
\]

\[
(\text{Ric}^a)^i_i = e^{-u}(\text{Ric}^0)^i_i = 0,
\]

which is equivalent to the fact that for all \(i < n\),

\[
(\text{Ric}^0)^i_i = -2, \quad (\text{Ric}^0)^i_i = 0, \quad \text{and} \quad \sum_{k<n} (\mu_{ik|n})^2 = 4.
\]

Now taking \(\xi = \overline{e}_n\) we find that \(\xi\) is geodesic if and only if \(\mu_{m|n} = 0\). Furthermore, choosing an orthonormal frame in the distribution \(\xi^\perp\) as in Lemma 2(ii) (so that \(\mu_{nij} = \mu_{nj}i\) for \(i, j < n\)) and defining \(J = -\nabla \xi \) we obtain \(\langle J\overline{e}_i, \overline{e}_j \rangle = \mu_{nij} = \frac{1}{2} \mu_{ij|n}\) for \(i, j < n\), and so \(\xi\) is Killing if and only if \(\mu_{nij} = 0\). Then the condition that the contact structure defined by \(\xi\) is K-contact is equivalent to the fact that \(\sum_{k<n} (\mu_{ik|n})^2 = 4\), for all \(i < n\). Finally, the
condition that \((N, g)\) is \(\eta\)-Einstein, with \(\text{ric} = -2g + (n+1)\eta \otimes \eta\), where \(\eta = \nabla^\perp\), is equivalent to the fact that \((\text{Ric})_i^i = -2\), \((\text{Ric})_i^j = 0\) and \((\text{Ric})_n^n = n-1\), as the orthonormal basis \(\tau_i\) at a point can be chosen arbitrarily.

\((ii) \iff (iii)\). The foliation defined by \(\xi\) on \((N, g)\) is geodesic. Locally take \(N' = N/\xi\) and define the metric \(g'\) on \(N'\) in such a way that the natural projection is a submersion (this is possible as \(\xi\) is Killing). Then the restriction of \(J\) to \(N'\) defines an almost Kähler structure. The fact that \((N', g')\) is Ricci flat follows from \([6, Equation 7.3]\) or by a direct calculation. The implication \((iii) \iff (ii)\) is proved by reversing the construction.

Finally, it is easy to see that \((M, g^D)\) is almost Kähler, with the fundamental 2-form \(\varepsilon^a(2du \wedge (dt + \theta') + \omega)\), in the notation of \((ii)\).

5. Four-dimensional Einstein extensions

In this section we consider the case \(n = 3\), the lowest dimension when our construction provides interesting examples. Note that in the case \(n = 2\), there are only two independent connection components, \(\Gamma^1_{21}\) and \(\Gamma^1_{22}\), and \((22)\) implies that \(\Gamma^1_{21}(p_1 - p_2) = \Gamma^1_{22}(p_1 - p_2) = 0\), so either \((N, g)\) is flat, or \(D\) is scalar, which again implies that \((N, g)\) is flat by Lemma 1(i). Then the manifold \((M, g^D)\) is hyperbolic.

**Proof of Theorem 5.** We consider all the possible eigenvalue types of \(D\).

In the case when \(D\) is scalar, the manifold \((N, g)\) is flat by Lemma 1(i). We can locally introduce Cartesian coordinates \(x^1, x^2, x^3\) on \(N\) and set \(\tau_i = \partial_i\). Then \(N\) is abelian, \(D\) is left-invariant, and its value at the identity of \(N\) is obviously a derivation of the abelian Lie algebra \(\mathfrak{n}\) of \(N\). We get the first two rows of Table 1, up to scaling.

Next suppose that two out of three eigenvalues \(p_i\) are zeros. Up to scaling, we can assume that \(p_1 = p_2 = 0\), \(p_3 = 1\). By Theorem 3 we can choose local coordinates on \(N\) in such a way that \(\overline{ds^2} = (dx^3)^2 + (dx^1)^2 + e^{2x_1}(dx^2)^2\), and the orthonormal frame of eigenvectors of \(D\) is \(\tau_1 = \partial_1\), \(\tau_3 = \partial_3\), and \(\tau_2 = e^{-x_1}\partial_2\). Then \(N\) is locally a solvable Lie group, with the only nontrivial relation in \(\mathfrak{n}\) being \(\{\tau_1, \tau_2\} = -\tau_3\). Moreover, \(D\) is left-invariant and is a derivation of \(\mathfrak{n}\). Up to relabelling we obtain the case in the last row of Table 1, with \(p = 0\).

Suppose that \(D\) is non-scalar and nonsingular. Up to scaling, we get \(D = \text{diag}(1, 1, 2)\) by Remark 4. Then by Theorem 4, we can choose local coordinates on \(N\) in such a way that \(\overline{ds^2} = ds^2 + (dx^3 + \theta')^2\), where \(ds^2 = (dx^1)^2 + (dx^2)^2\) is a two-dimensional flat metric and \(\theta' = x_1dx^2 - x_2dx^1\). Then \(\overline{ds^2} = (dx^1)^2 + (dx^2)^2 + (dx^3 + x_1dx^2 - x_2dx^1)^2\). An orthonormal frame of eigenvectors of \(D\) can be chosen as \(\tau_1 = \partial_1 + x^2\partial_3\), \(\tau_2 = \partial_2 - x^1\partial_3\), and \(\tau_3 = -\partial_3\). Then \(N\) is locally the Heisenberg Lie group, with the only nontrivial relation in \(\mathfrak{n}\) being \([\tau_1, \tau_2] = 2\tau_3\). The endomorphism field \(D\) is left-invariant and its value at the identity is a derivation of \(\mathfrak{n}\). We obtain the case in the third row of Table 1. The fact that the extension \((M, g^D)\) is locally isometric to \(\mathbb{C}H^2\) is well-known (see e.g., \([9, Section 6.5]\)).

Suppose that one of the eigenvalues of \(D\) is zero and the other two are nonzero. Up to relabeling and scaling, we can take \(p_1 = 1\), \(p_3 = 0\), \(p_2 = p\), where \(|p| \geq 1\).

We have the following lemma.

**Lemma 3.** If \(p \neq 1\), then the only nonzero \(\mu_{ijk}\), \(i < j\), are \(\mu_{23|2} = 1\) and \(\mu_{13|1} = -p\).

**Proof.** As in Section 4, we denote \(S_i = \sum_k \mu_{kij}\). Consider three cases.
Let \( p \neq -1,1,2 \). Then for pairwise non-equal \( i,j,k \), we have \( p_i + p_j - p_k \notin \{0,1,p\} \), so \( \mu_{ijk} = 0 \), by Lemma 1(iii). From (22) we obtain that \( \mu_{212} = \frac{1}{p} S_1 \), \( \mu_{313} = \frac{1}{p-1} S_1 \), \( \mu_{121} = p S_2 \), \( \mu_{323} = (1-p) S_2 \), \( \mu_{131} = \frac{p}{p-1} S_3 \), \( \mu_{232} = \frac{1}{1-p} S_3 \). Collecting the similar terms of (18) as in (23), we obtain by (24):

\[
\bar{\epsilon}_1(S_1) + S_1^2 = \bar{\epsilon}_1(S_1) + \frac{1+(1-p)p}{p^2} S_1^2 = 0, \quad \bar{\epsilon}_2(S_2) + S_2^2 = \bar{\epsilon}_2(S_2) + (p^2 + (1-p)^2) S_2^2 = 0,
\]

\[
\bar{\epsilon}_3(S_3) + S_3^2 = (1-p)^2, \quad \bar{\epsilon}_3(S_3) + \frac{1+p^2}{(1-p)^2} S_3^2 = p^2 + 1,
\]

and so \( S_1 = S_2 = 0 \) and \( S_3 = 1-p \) (up to changing the sign of \( \bar{\epsilon}_3 \)), and the claim follows.

Now suppose \( p = 2 \). Then by Lemma 1(ii), we have \( \mu_{123} = \mu_{312} = 0 \). From (22) we obtain that \( \mu_{212} = \mu_{313} = \frac{1}{2} S_1 \), \( \mu_{121} = 2 S_2 \), \( \mu_{323} = -2 S_2 \), \( \mu_{131} = 2 S_3 \), \( \mu_{232} = -S_3 \). From (18) and (2) we get:

\[
\bar{\epsilon}_1(S_1) + S_1^2 + \mu_{231}^2 = \bar{\epsilon}_1(S_1) + \frac{1}{2} S_1^2 - \frac{1}{2} \mu_{231}^2 = 0, \quad \bar{\epsilon}_2(S_2) + S_2^2 = \bar{\epsilon}_2(S_2) + 5 S_2^2 = 0,
\]

\[
\bar{\epsilon}_3(S_3) + S_3^2 = 1, \quad \bar{\epsilon}_3(S_3) + 5 S_3^2 = 5,
\]

which then implies that \( S_1 = S_2 = \frac{1}{2} S_3 = 0 \) and \( S_3 = -1 \) (up to changing the sign of \( \bar{\epsilon}_3 \)), and the claim follows.

The last case is \( p = -1 \). By Lemma 1(iii), we get \( \mu_{231} = \mu_{312} = 0 \). From (22) we obtain \( \mu_{212} = -S_1 \), \( \mu_{313} = 2 S_1 \), \( \mu_{121} = -S_2 \), \( \mu_{323} = 2 S_2 \), \( \mu_{131} = \mu_{232} = \frac{1}{2} S_3 \). Then equations (18) and (2) give:

\[
\bar{\epsilon}_1(S_1) + S_1^2 + \mu_{231}^2 = \bar{\epsilon}_1(S_1) + 5 S_1^2 = 0, \quad \bar{\epsilon}_2(S_2) + S_2^2 = \bar{\epsilon}_2(S_2) + 5 S_2^2 = 0,
\]

\[
\bar{\epsilon}_3(S_3) + S_3^2 + \mu_{123}^2 = 4, \quad \bar{\epsilon}_3(S_3) + S_3^2 - \mu_{123}^2 = 4,
\]

which implies that \( S_1 = S_2 = 0 \) and \( S_3^2 + 3 \mu_{123}^2 = 4 \), \( \bar{\epsilon}_3(S_3) = 2 \mu_{123}^2 \). So all the \( \mu_{ijk}, i < j \), except possibly \( \mu_{131} = \mu_{232} = \frac{1}{2} S_3 \) and \( \mu_{123} \), vanish. Then \( d \bar{\epsilon}_1 = -\frac{1}{2} S_3 \bar{\epsilon}_1 \wedge \bar{\epsilon}_3 \), \( d \bar{\epsilon}_2 = -\frac{1}{2} S_3 \bar{\epsilon}_2 \wedge \bar{\epsilon}_3 \), \( d \bar{\epsilon}_3 = -\frac{1}{2} S_3 \bar{\epsilon}_3 \wedge \bar{\epsilon}_3 \). Differentiating the last equation we get \( 0 = (\bar{\epsilon}_3, \mu_{123}) \bar{\epsilon}_3 + \mu_{123} \bar{\epsilon}_2 \wedge \bar{\epsilon}_3 \wedge \bar{\epsilon}_3 \), and so \( \bar{\epsilon}_3(\mu_{123}) = -\mu_{123} \bar{\epsilon}_3 \). But then differentiating the equation \( S_3^2 + 3 \mu_{123}^2 = 4 \) along \( \bar{\epsilon}_3 \) and using the fact that \( \bar{\epsilon}_3(S_3) = 2 \mu_{123} \), we obtain \( S_3^2 + 3 \mu_{123}^2 = 0 \). It follows that \( \mu_{123} = 0 \), \( S_3 = 2 \) (up to changing the sign of \( \bar{\epsilon}_3 \)), and \( \mu_{232} = \mu_{131} = 1 \).

We return to the proof of the theorem. Suppose \( p \neq 1 \). Then it follows from Lemma 3 that \( d \bar{\epsilon}_3 = \bar{\epsilon}_1 \wedge \bar{\epsilon}_3 \wedge \bar{\epsilon}_3 \) and \( d \bar{\epsilon}_3 = -\bar{\epsilon}_2 \wedge \bar{\epsilon}_3 \wedge \bar{\epsilon}_3 \), \( d \bar{\epsilon}_3 = 0 \), so we can choose local coordinates on \( N \) such that \( \bar{\epsilon}_3 = \epsilon_1 \wedge \epsilon_3 \wedge \epsilon_3 \). Then the metric \( g \) is locally given by \( ds^2 = e^{2x^3}(dx_1)^2 + e^{2x^3}(dx_2)^2 + (dx_3)^2 \). Furthermore, the eigenvectors \( \bar{\epsilon}_i \) of \( D \) satisfy the relations \( [\bar{\epsilon}_3, \bar{\epsilon}_1] = 3 \bar{\epsilon}_1 \), \( [\bar{\epsilon}_3, \bar{\epsilon}_2] = -\bar{\epsilon}_2 \), \( [\bar{\epsilon}_1, \bar{\epsilon}_2] = 0 \). Hence \( N \) is (locally) a solvable, non-nilpotent Lie group, and \( D \) is left-invariant and is a derivation of \( n \). The Einstein metric \( g^D \) on \( M \) is locally given by \( ds^2 = e^{2(u-px^3)}(dx_1)^2 + e^{2(u-px^3)}(dx_2)^2 + (dx_3)^2 \). The only remaining case to consider is \( p = 1 \), so that the eigenvalues of \( D \) are \( p_1 = p_2 = 1 \), \( p_3 = 0 \). By Theorem 7, \( (N, g) \) is the extension of a flat two-dimensional manifold \( (N', g') \) by a symmetric endomorphism \( D' \) such that \( Tr D' = 0 \), \( Tr D'^2 = 2 \), and \( \text{div}' D' = 0 \). Choosing local Cartesian coordinates \( x^1, x^2 \) on \( N' \), we obtain \( D' = \begin{pmatrix} 0 & b \\ b & 0 \end{pmatrix} \), for some functions \( a \) and \( b \) on \( N' \). Then \( a^2 + b^2 = 2 \). The condition \( \text{div}' D' = 0 \) gives \( \partial_x a + \partial_y b = \partial_y b - \partial_x a = 0 \), so \( a - ib \)
is a holomorphic function with a constant module. It follows that both $a$ and $b$ are constants, so choosing $\partial_x, \partial_{x^2}$ to be the unit eigenvectors of $D'$ we obtain $D' = \text{diag}(-1, 1)$. Then the metric $g$ on $N$ is locally given by $ds^2 = (dx^1)^2 + e^{-2x^3}(dx^1)^2 + e^{2x^3}(dx^2)^2$. Choosing the unit eigenvectors of $D$ as $\overline{e}_1 = e^x \partial_1$, $\overline{e}_2 = e^{-x} \partial_2$, $\overline{e}_3 = \partial_3$ we obtain $[\overline{e}_3, \overline{e}_1] = \overline{e}_1$, $[\overline{e}_3, \overline{e}_2] = -\overline{e}_2$, and $[\overline{e}_1, \overline{e}_2] = 0$, so $N$ is a Lie group defined by the corresponding Lie algebra $\mathfrak{n}$ and $D$ is a derivation of $\mathfrak{n}$. By Theorem 7, the Einstein metric $g^D$ on $M$ is given by $ds^2 = du^2 + (dx^1)^2 + e^2(u-x^3)(dx^1)^2 + e^2(u+x^3)(dx^2)^2$, as in the last row of Table 1, with $p = 1$. □

6. Extensions of a Lie group. Proof of Theorem 6

Suppose that $N$ is a Lie group, and both the metric $g$ and the endomorphism field $D$ are left-invariant. We will mostly work on the level of Lie algebras. We can take the vector fields $\overline{e}_i$ left-invariant. Then $\mu_{ij|k} = \langle [\overline{e}_i, \overline{e}_j], \overline{e}_k \rangle$ are constants and are the structure constants of the Lie algebra $\mathfrak{n}$ of $N$, and we have $\sum_{k,l} \mu_{ij|kl} \mu_{kl|ij} = \sum_{k,l} (\text{ad}_{\overline{e}_i} \overline{e}_k) (\text{ad}_{\overline{e}_j} \overline{e}_k) = B(\overline{e}_i, \overline{e}_j)$, where $B$ is the Killing form of $\mathfrak{n}$. Moreover, $S_l = \sum_k \mu_{k|ij} = -\text{Tr} \text{ad}_l$ (where we abbreviate $\text{ad}_{\overline{e}_i}$ to $\text{ad}_i$).

Then equation (22) (which is equivalent to (1)) takes the form

$$\text{Tr}(\text{ad}_{DX} - \text{ad}_X D) = 0, \quad \text{for all } X \in \mathfrak{n},$$

and equations (17) and (20) give

$$\langle \text{Ric}^u \rangle_i = -\frac{1}{4} e^{-u(p_i + p_j)} B(\overline{e}_i, \overline{e}_j) - \frac{1}{4} \sum_l (e^u(p_i - p_j - 2p_l) \mu_{ij|l} + e^u(p_i - p_l - 2p_j) \mu_{kl|j}) \text{Tr} \text{ad}_l$$

$$+ \frac{1}{4} e^{u(p_i + p_j)} \sum_{k,l} e^{-2u(p_i + p_k)} \mu_{kj|l} \mu_{kl|j} - \frac{1}{4} e^{-u(p_i + p_j)} \sum_{k,l} e^{2u(p_i - p_k)} \mu_{ki|l} \mu_{kl|j}$$

$$= ((\text{Tr} D)p_i - (\text{Tr} D^2)) \delta_{ij}. \quad (27)$$

From (27) (or from (21)) we also obtain

$$\text{scal}^u = -\sum_k e^{-2u(p_i + p_j)} (\text{Tr} (\text{ad}_k)^2 + \frac{1}{2} B(\overline{e}_k, \overline{e}_k)) - \frac{1}{4} \sum_{i,k,l} e^{2u(p_i - p_k - p_l)} (\mu_{kl|j})^2$$

$$= (\text{Tr} D)^2 - n \text{Tr} (D^2). \quad (28)$$

One can rewrite equation (27) in a different form using the action of the group $\text{GL}(\mathfrak{n})$ on the Lie bracket of $\mathfrak{n}$ as in [12, 13, 14] (for a similar approach, with $\text{GL}(\mathfrak{n})$ acting on the inner product, see [9, Section 3]). For the metric Lie algebra $\mathfrak{n}$, denote the Lie bracket by $\mu(X, Y) := [X, Y]$, and for $A \in \text{GL}(\mathfrak{n})$, define the new Lie bracket on the underlying Euclidean space $(\mathbb{R}^n, \langle \cdot, \cdot \rangle)$ of $\mathfrak{n}$, keeping the inner product fixed, by $A \mu(X, Y) = A \mu(A^{-1}X, A^{-1}Y)$. The resulting metric Lie algebra is isomorphic (but not, in general, isometric) to $(\mathfrak{n}, \langle \cdot, \cdot \rangle)$.

In our case, taking $A = e^{uD}$ we obtain the metric Lie algebra $(\mathfrak{n}(u), \langle \overline{e}_i, \overline{e}_j \rangle)$ with the Lie bracket $e^{uD} \mu(X, Y) = e^{uD} [e^{-uD} X, e^{-uD} Y]$ whose structure constants $\mu^{ij|k}_{u}$ are given by $\mu^{ij|k}_{u} = e^{u(p_i - p_j)} \mu_{ij|k}$, so equation (27) takes the form $\text{Ric}^{\mathfrak{n}(u)} = (\text{Tr} D) D - (\text{Tr} D^2) \text{id}$, where $\text{Ric}^{\mathfrak{n}(u)}$ is the Ricci operator of $(\mathfrak{n}(u), \langle \cdot, \cdot \rangle)$. Using [4, sec 7.38] (or (27)) we obtain
that for the Lie bracket $e^{uD} \mu$, equation (27) is equivalent to

\[
\langle \text{Ric}^{n(u)} X, X \rangle = -\frac{1}{2} B(e^{-uD} X, e^{-uD} X) - \langle (e^{uD} \text{ad}_{e^{-uD} H} e^{-uD}) X, X \rangle + \frac{1}{4} \sum_{k,l} \langle (e^{-uD} E_k, e^{-uD} E_l), e^{uD} X \rangle^2 - \frac{1}{2} \text{Tr} \text{ad}_{e^{-uD} X} e^{2uD} \text{ad}_{e^{-uD} X} e^{-2uD} \tag{29}
\]

for all $X \in \mathfrak{n}$, where $H \in \mathfrak{n}$, the mean curvature vector of the unimodular ideal, is defined by $\langle H, X \rangle = \text{Tr} \text{ad}_X$, and $\{E_k\}$ is an arbitrary orthonormal basis for $\langle \mathfrak{n}, \langle \cdot, \cdot \rangle \rangle$ (not necessarily a basis of eigenvectors of $D$).

From Theorem 1 we obtain the following.

**Corollary 2.** Suppose $(N, g)$ is a Lie group and both $g$ and $D$ are left-invariant. The extension $(M, g^D)$ is Einstein if and only if equations (29) (or equivalently (27)) and (26) are satisfied.

An immediate consequence of (29) is the fact that the Ricci tensor of the metric Lie algebra $(\mathfrak{n}(u), \langle \cdot, \cdot \rangle)$ must be independent of $u$. One obvious case when this happens is when $D$ is a derivation of $\mathfrak{n}$, as then $e^{uD}$ is an automorphism, and so $e^{uD} \mu(X, Y) = e^{uD}[e^{-uD} X, e^{-uD} Y] = \mu(X, Y)$. In that case, the resulting Einstein manifold $(M, g^D)$ is a Lie group with a left-invariant metric. Moreover, assuming Alekseevsky Conjecture, the manifold $(M, g^D)$ must be an Einstein solvmanifold (if $\det D \neq 0$, this follows from the fact that $\mathfrak{n}$ is nilpotent [11]).

However, $D$ is not necessarily a derivation. The simplest example is when $D = \text{id}$. Then $(N, g)$ is Ricci flat by Lemma 1(i), hence is flat by [2], hence $\mathfrak{n} = \mathfrak{n}_1 \ltimes \mathfrak{n}_2$, an (orthogonal) semidirect product of the abelian algebras $\mathfrak{n}_1$ and $\mathfrak{n}_2$, with $\mathfrak{n}_2$ acting on $\mathfrak{n}_1$ by commuting skew-symmetric endomorphisms [2, 3]. Therefore the algebra $\mathfrak{n}$ is not necessarily abelian, while $D = \text{id}$ can be a derivation only of an abelian Lie algebra. Note however that $(N, g)$ is isometric to an abelian group and the extension $(M, g^D)$ is a solvable group with the hyperbolic metric. In the proof of Theorem 6(b) below, we will see more complicated examples of the same phenomenon. However, we know no examples of non-homogeneous Einstein extensions of a Lie group with a left-invariant metric by a left-invariant $D$. Under some additional assumptions on the structure of $\mathfrak{n}$, as in Theorem 6, the fact that the extension $(M, g^D)$ is Einstein forces it to be an Einstein solvmanifold.

**Proof of Theorem 6.** (a) For $q \in \mathbb{R}$, introduce the sets $\mathcal{S}_q = \{(k, l, i) : k \neq l, p_l + p_k - p_i = q\}$ and $P_q = \{i : p_i = q\}$. Let $Q = \{q \in \mathbb{R} : P_q \cup \mathcal{S}_q \neq \emptyset\}$. Then (28) gives

\[
\text{scal}^u = -\sum_{q \in Q} e^{-2uq}(\sum_{k \in P_q} (\text{Tr} \text{ad}_k)^2 + \frac{1}{2} B(\tau_k, \tau_k)) + \frac{1}{4} \sum_{(k,l,i) \in \mathcal{S}_q} \mu_{kli}^2.
\]

It follows that for all $q \in Q \setminus \{0\}$, we get $\sum_{k \in P_q} (\text{Tr} \text{ad}_k)^2 + \frac{1}{2} B(\tau_k, \tau_k) + \frac{1}{4} \sum_{(k,l,i) \in \mathcal{S}_q} \mu_{kli}^2 = 0$. As by assumption $B \geq 0$, all the terms on the left-hand side are zeros. Hence $\mu_{kli} = 0$, unless $p_l + p_k = p_i$ and $k \neq l$, and $\text{Tr} \text{ad}_k = B(\tau_k, \tau_k) = 0$, unless $p_k = 0$. The former fact implies that for all $k, l$ we have $D(\tau_k, \tau_l) - [D\tau_k, \tau_l] - [\tau_k, D\tau_l] = \sum_i (p_i - p_k - p_l) \mu_{kli} = 0$, so $D$ is a derivation of $\mathfrak{n}$. It follows that the extension $(M, g^D)$ is a metric Einstein Lie group, whose Lie algebra $\mathfrak{g}$ is the extension of $\mathfrak{n}$ by the derivation $D$.

To see that $\mathfrak{g}$ is solvable, consider the Killing form $B_{\mathfrak{g}}$ of $\mathfrak{g}$. As for all $X \in \mathfrak{n}$ we have $\text{ad}_X e_0 \in \mathfrak{n}$, it follows that $B_{\mathfrak{g}}(X, X) = B(X, X) \geq 0$. Moreover, as $\text{Tr} \text{ad}_k = 0$, unless $p_k = 0$,
we get $\text{Tr} \text{ad}_{DX} = 0$ for all $X \in \mathfrak{n}$, and so $B_\varrho(X, e_0) = 0$ by (26). As $B_\varrho(e_0, e_0) = \text{Tr} D^2 \geq 0$, the Killing form $B_\varrho$ is nonnegative, hence $\mathfrak{g}$ is solvable [9, Remark 4.8(a)].

(b) (i) Denote $\dim \mathfrak{h} = d$ and let $\mathfrak{h} = \text{Span}(\tau_a : a = 1, \ldots, d)$, $\mathfrak{m} = \text{Span}(\tau_k : k = d + 1, \ldots, n)$. Throughout the proof, the indices $a, b, c$ range from 1 to $d$, and the indices $k, l, s$, from $d + 1$ to $n$. Note that $\mu_{k|a} = \mu_{ab|k} = 0$.

Lemma 4.

(a) $\mu_{ab|c} = \mu_{ab|k} = \mu_{kb|c} = \mu_{kl|c} = \mu_{ak|c} = 0$, for all $a, b, c \leq d < k, l$.

(b) If $\mu_{ak|l} \neq 0$ for $a \leq d < k, l$, then

- either $p_a = 0$ and $p_k = p_l$,
- or $p_a \neq 0$ and either $p_k = p_l$ and then $\mu_{ak|l} + \mu_{al|k} = 0$, or $p_l - p_k - p_a = 0$.

(c) For all $k, l, s > d$, we have $\mu_{s|l} = 0$ unless $p_k - p_l - p_s = 0$.

(d) $\sum_{p_a = p} \left( \sum_{k, p_k = p} \mu_{ak|k} \mu_{al|l} - \sum_{k, p_k = p} \mu_{ak|s} \mu_{al|s} \right) = 0$, for all $k, l > d$ with $p_l - p_k = q \neq 0$.

Proof. (a) is obvious, as $\mathfrak{h}$ is abelian and is orthogonal to the derived algebra of $\mathfrak{g}$.

(b) Denote $Q := \{p_l - p_k : k, l = d + 1, \ldots, n\}$. Take $i = j = a$ in equation (27) (so that $\tau_i = \tau_j \in \mathfrak{h}$). If $p_a = 0$ we get by (a)

$$\left(\text{Ric}^u\right)_a^a = -\left(\text{Tr} D^2\right) = -\frac{1}{2} B(\tau_a, \tau_a) - \frac{1}{2} \sum_{k,l} \epsilon^{2u(p_l - p_k)} b^2 \mu_{ak|l},$$

and so $\mu_{ak|l} = 0$ unless $p_l = p_k$. If $p_a \neq 0$ we obtain

$$\left(\text{Ric}^u\right)_a^a = \left(\text{Tr} D\right)p_a - \left(\text{Tr} D^2\right) = -\frac{1}{2} \epsilon^{2u p_a} \sum_{k,l} \mu_{ak|l} b^2 \mu_{al|k} - \frac{1}{2} \epsilon^{2u p_a} \sum_{k,l} \epsilon^{2u(p_l - p_k)} b^2 \mu_{ak|l}$$

$$= -\frac{1}{2} \sum_{q \in Q \setminus \{p_a\}} \epsilon^{2u(q - p_a)} \sum_{k,l; p_l - p_k = q} \mu_{ak|l}^2 - \frac{1}{2} \sum_{k,l; p_l - p_k = p_a} \mu_{ak|l}^2$$

$$- \frac{1}{2} \epsilon^{-2u p_a} \left( \sum_{k,l} \mu_{ak|l} b^2 \mu_{al|k} + \sum_{k,l; p_l - p_k = p_a} \mu_{ak|l}^2 \right).$$

It follows that $\mu_{ak|l} = 0$ unless $p_l - p_k \in \{0, p_a\}$. But then the expression in the last brackets equals $\frac{1}{2} \sum_{k,l; p_l = p_k} (\mu_{ak|l} + \mu_{al|k})^2$ which implies that $\mu_{ak|l} + \mu_{al|k} = 0$ when $p_l = p_k$.

(c) Take $i = j = k$ (so that $\tau_i = \tau_j \in \mathfrak{m}$) in (27). Using (a) we get

$$\left(\text{Ric}^u\right)_k^k = \left(\text{Tr} D\right)p_k - \left(\text{Tr} D^2\right) = -\sum_{a} \epsilon^{-2u p_a} \mu_{ak|k} \text{Tr} \text{ad}_a$$

$$+ \frac{1}{2} \epsilon^{2u p_a} \sum_{a,l} \epsilon^{-2u(p_l + p_a)} b^2 \mu_{al|k}^2 - \frac{1}{2} \epsilon^{2u p_a} \sum_{a,l} \epsilon^{2u(p_l - p_a)} b^2 \mu_{ak|l}^2$$

$$+ \frac{1}{4} \epsilon^{2u p_a} \sum_{s,l} \epsilon^{2u(p_l - p_s)} b^2 \mu_{sl|k}^2 - \frac{1}{4} \epsilon^{2u p_a} \sum_{s,l} \epsilon^{2u(p_l - p_s)} b^2 \mu_{ks|l}^2.$$

But the sum of the first three terms on the right-hand side is constant (does not depend on $u$) by (b), and therefore the sum of the last two terms must also be a constant. Summing up these sums by $k$ we get $-\frac{1}{4} \sum_{k,s,l} \epsilon^{2u(p_k - p_s)} b^2 \mu_{sl|k}^2$, and the claim follows.
Let $k, l > d$ with $p_l - p_k = q \neq 0$. Using (a), (b) and (c) we obtain

\[ 0 = (\text{Ric}^\gamma_k)_l = \frac{1}{2}e^{u(p_k+p_l)} \sum_{a,s} e^{-2u(p_s+p_a)} \mu_{as} |k| \mu_{as} |l| - \frac{1}{2}e^{-u(p_k+p_l)} \sum_{a,s} e^{2u(p_s-p_a)} \mu_{ak} |s| \mu_{al} |s| \]

\[ = \frac{1}{2}e^{u(p_k+p_l)} \sum_{a,s: (p_a,p_s) \in \{(q,p_k),(q,p_l)\}} e^{-2u(p_s+p_a)} \mu_{as} |k| \mu_{as} |l| - \frac{1}{2}e^{-u(p_k+p_l)} \sum_{a,s: (p_a,p_s) \in \{(-q,p_k),(q,p_l)\}} e^{2u(p_s-p_a)} \mu_{ak} |s| \mu_{al} |s| \]

\[ = \frac{1}{2}e^{-uq} \sum_{a:p_a=q} \left( \sum_{s:p_s=p_k} e^{u(p_s-k_{a})} \mu_{as} |k| \mu_{as} |l| - \sum_{s:p_s=p_l} e^{u(p_s-l_{a})} \mu_{ak} |s| \mu_{al} |s| \right) \]

\[ + \frac{1}{2}e^{uq} \sum_{a:p_a=-q} \left( \sum_{s:p_s=p_k} e^{-u(p_s-k_{a})} \mu_{as} |k| \mu_{as} |l| - \sum_{s:p_s=p_l} e^{-u(p_s-l_{a})} \mu_{ak} |s| \mu_{al} |s| \right), \]

and the claim follows. \qed

The claim of Lemma 4(c) is equivalent to the fact that the restriction of $D$ to $\mathfrak{m}$ is a derivation. The restriction of $D$ to $\mathfrak{h}$ is also a derivation, as $\mathfrak{h}$ is abelian. But $D$ may fail to be a derivation of the whole algebra $\mathfrak{n}$, as by Lemma 4(b), the expression $(p_l - p_k - p_a) \mu_{akl}$ is not necessarily zero. To “fix” that we will modify $\mathfrak{n}$ by a twisting, but first we will further clarify the action of $\text{ad}_b$ on $\mathfrak{m}$.

Let $\{q_1, \ldots, q_m\} = \{p_{d+1}, \ldots, p_n\}$ be the eigenvalues of the restriction of $D$ to $\mathfrak{m}$ labelled in such a way that $q_1 < \cdots < q_m$, and let $d_0, \alpha = 1, \ldots, m$, be the multiplicity of $q_\alpha$. Specify the basis $\{e_k\}, k = d + 1, \ldots, n$, for $\mathfrak{m}$ in such a way that $p_{d+1} = \cdots = p_{d+d_1} = q_1, p_{d+d_1+1} = \cdots = p_{d+d_2} = q_2, \ldots, p_{d+d_{m-1}} = \cdots = p_n = q_m$. For $p_a = 0$, denote $T_a$ the matrix of the restriction of $\text{ad}_b$ to $\mathfrak{m}$ relative to the chosen basis for $\mathfrak{m}$ (note that $\text{ad}_b$ acts trivially on $\mathfrak{h}$). We have $(T_a)_{kl} = \mu_{a|l|k}$, and so by Lemma 4(b), the matrix $T_a$ is block-diagonal with the diagonal blocks having dimensions $d_1 \times d_1, d_2 \times d_2, \ldots, d_m \times d_m$, in that order (so that $T_a$ commutes with $D|\mathfrak{m}$).

If $p_a \neq 0$, then $\text{ad}_b$ still acts trivially on $\mathfrak{h}$. For the restriction of $\text{ad}_b$ to $\mathfrak{m}$, relative to the chosen basis for $\mathfrak{m}$, we have $(\text{ad}_b|\mathfrak{m})_{kl} = \mu_{a|l|k}$, and so by Lemma 4(b), $(\text{ad}_b|\mathfrak{m})|_{\mathfrak{m}} = Q_a + N_a$, where $Q_a$ is a block-diagonal skew-symmetric matrix whose diagonal blocks have dimensions $d_1 \times d_1, d_2 \times d_2, \ldots, d_m \times d_m$, in that order (so that $Q_a$ commutes with $D|\mathfrak{m}$), and $N_a$ is a strictly upper or lower triangular matrix (depending on the sign of $p_a$) which may only have nonzero entries in the blocks $d_x \times d_y$ such that $q_x - q_y = p_a$ (so that $[D|\mathfrak{m}, N_a] = p_a N_a$). In terms of the $\mu$’s, when $p_a \neq 0$, we have

\[ (Q_a)_{kl} = \mu_{a|l|k}, \quad (Q_a)_{kl} = -Q_a, \quad (Q_a)_{kl} \neq 0 \implies p_k = p_l, \]

\[ (N_a)_{kl} = \mu_{a|l|k}, \quad (N_a)_{kl} \neq 0 \implies p_k = p_l + p_a. \]  

(30)

Let $d_0 \geq 0$ be the multiplicity of the eigenvalue 0 of the restriction of $D$ to $\mathfrak{h}$. Relabel the basis $\{e_a\}, a = 1, \ldots, d$, for $\mathfrak{h}$ in such a way that $p_1 = \cdots = p_{d_0} = 0$ and $p_a \neq 0$ for $d_0 < a \leq d$. We have the following lemma.

**Lemma 5.** All the matrices $T_a, Q_b, N_b$, where $1 \leq a \leq d_0$, $d_0 < b \leq d$, pairwise commute.

**Proof.** As $\mathfrak{h}$ is abelian, the operators $\text{ad}_{e_a}$ commute. Then $[T_a, T_b] = 0$, for all $a, b \leq d_0$. Moreover, for all $a, b$ such that $1 \leq a \leq d_0 < b \leq d$, we have $[T_a, Q_b + N_b] = 0$, and so $[T_a, Q_b] = [T_a, N_b] = 0$, because $T_a$ and $Q_b$ are block-diagonal, but all the nonzero blocks of $N_b$ are outside the diagonal.
Furthermore, for \( a, b > d_0 \), we have 0 = \([Q_a + N_a, Q_b + N_b] = [Q_a, Q_b] + [Q_a, N_b] + [N_a, Q_b] + [N_a, N_b] \). The same argument on the block structure of the \( Q_a \)'s and \( N_a \)'s now implies that
\[
[Q_a, Q_b] = [Q_a, N_b] = [Q_b, N_a] = [N_a, N_b] = 0,
\]
with only two possible exceptions:

(A) \( p_a = -p_b \neq 0 \); then \([N_a, N_b] \) is block-diagonal and so we only get \([Q_a, N_b] = [Q_b, N_a] = 0\) and \([Q_a, Q_b] + [N_a, N_b] = 0\).

(B) \( p_a = p_b \neq 0 \); then \([Q_a, N_a]\) and \([N_a, Q_b] \) have nonzero blocks at the same places and so we only get \([Q_a, Q_b] = [N_a, N_b] = 0\) and \([Q_a, N_b] + [N_a, Q_b] = 0\).

Consider case (B) first. Denote \( q = p_a = p_b \neq 0 \), and let \( k, l > d \) be such that \( p_l - p_k = q \) (if no such pair \( k, l \) exists, then \( N_a = 0 \), for all \( a \) with \( p_a = q \), by Lemma 4(b)). Then by Lemma 4(d) and from (30) we get
\[
0 = \sum_{a:p_a=q} \left( \sum_{s:p_s=p_k} \mu_{as}|k|\mu_{as}|l| \right) - \sum_{s:p_s=p_l} \mu_{al}|s|\mu_{as}|l| \right).
\]
As \((Q_a)_ks = 0\) when \( p_s \neq p_k \) and \((Q_a)_s = 0\) when \( p_s \neq p_l \), by (30). But then \( \sum_{a:p_a=q}[Q_a, N_a]_{kl} = 0 \), and since all the entries \([Q_a, N_a]_{kl} \) with \( p_l - p_k \neq q \) are zeros from (30) we get \( \sum_{a:p_a=q}[Q_a, N_a]_{kl} = 0 \), that is, \( \sum_{a:p_a=q}[Q_a, N_a] = 0 \), as the matrices \( Q_a \) are skew-symmetric.

Now take the commutator of the latter equation with \( Q_b \) such that \( p_b = q \). As in our case \([Q_a, Q_b] = 0\) and \([Q_a, N_b] = [Q_b, N_a] \) we obtain 0 = \( \sum_{a:p_a=q}[Q_b, [Q_a, N_b]] = \sum_{a:p_a=q}[Q_a, [Q_b, N_b]] \) Multiplying by \( N_b^t \) and taking the trace we obtain 0 = \( \sum_{a:p_a=q} \text{Tr}([Q_a, [Q_a, N_b]]_{N_b^t}) = - \sum_{a:p_a=q} \text{Tr}([Q_a, N_b][Q_a, N_b]_{N_b^t}) \), as the matrices \( Q_a \) are skew-symmetric. It follows that \([Q_a, N_b] = 0\), for all \( a, b \) such that \( p_a = p_b \neq 0 \).

Now consider case (A). We have \([Q_a, Q_b] + [N_a, N_b] = 0\). Taking the commutator with \( Q_b \) and using the fact that \( Q_b \) and \( N_a \) commute we get 0 = \([Q_b, [Q_a, Q_b]] + [Q_b, [N_a, N_b]] = [Q_b, [Q_a, Q_b]] + [N_a, [Q_b, N_b]] = [Q_b, [Q_a, N_b]] + [N_a, [Q_b, N_b]] = [Q_b, [Q_b, Q_b]] = 0\), as \([Q_b, N_b] = 0\) from case (B). But then multiplying by \( Q_b \) and taking the trace we obtain \( \text{Tr}([Q_a, Q_b]_{N_b}) = 0 \), and so \([Q_a, Q_b] = 0 \). \( \square \)

For \( b = d_0 + 1, \ldots, d \) define the operators \( Q_b, N_b \in \text{End}(n) \) by
\[
Q_b(h) = N_b(h) = 0, \quad Q_bX = Q_bX, \quad N_bX = N_bX \text{ for } X \in m.
\]
Note that \( \text{ad}\tau_b = Q_b + N_b \). Moreover, as both \( D_m \) and \( (\text{ad}\tau_b)_m = Q_b + N_b \) are derivations of \( m \) and as \([D_m, Q_b] = 0\), \([D_m, N_b] = p_bN_b \), \( p_b \neq 0 \), all the \( Q_b \)'s and \( N_b \)'s are derivations of \( m \). It follows from Lemma 5 that the operators \( \text{ad}\tau_a, a \leq d_0 \) and \( Q_a, N_a, b > d_0 \) are commuting derivations of the whole algebra \( n \).

We now consider the metric solvable Lie algebra \( n' \), defined on the same underlying linear space as \( n \), with the same inner product \( (\cdot, \cdot)' = (\cdot, \cdot) \), and with the Lie bracket \( [\cdot, \cdot]' \) defined as follows:
\[
\text{ad}\tau_k = \text{ad}\tau_k, \quad k > d, \quad \text{ad}\tau_a = \text{ad}\tau_a, \quad a \leq d_0, \quad \text{ad}\tau_b = N_b, \quad d_0 < b \leq d.
\]
Then \( n' \) is indeed a Lie algebra, and what is more, \( D \) is a symmetric derivation of \( (n', (\cdot, \cdot)') \). The algebra \( n' \) is obtained from \( n \) by the twisting \( X \mapsto X + \phi(X) \), where \( \phi \) is the homomorphism from \( n \) to the Lie algebra of skew-symmetric derivations of \( n \) defined on the basis by \( \phi(\tau_a) = -Q_b \) for \( d_0 < b \leq d \), and \( \phi(\tau_b) = \phi(\tau_d) = 0 \) for \( a \leq d_0 \) and \( b > d \). It follows from
[1, § 2] that the metric Lie groups \((N, g)\) and \((N', g')\) are isometric (\(n'\) is a standard modification of \(n\) \[8\]). Furthermore, as the field of endomorphisms \(D\) defined on the underlying Riemannian space \((N, g)\) is \(N\)-left-invariant and as \([D, \phi(X)] = 0\), for all \(X \in n\), it is also \(N'\)-left-invariant.

(b) (ii) We will prove that \(D\) respects the decomposition \(n = \mathfrak{h} \oplus \mathfrak{m}\). Then the claim will follow from assertion (i).

Denote \(\dim \mathfrak{h} = d\) and let \(\mathfrak{h} = \text{Span}(E_a : a = 1, \ldots, d)\), \(\mathfrak{m} = \text{Span}(E_k : k = d + 1, \ldots, n)\).

The index \(a\) will range from 1 to \(d\), and the index \(l\), from \(d + 1\) to \(n\).

Polarising (29) with \(u = 0\) we obtain that for all \(X \in \mathfrak{m}, Y \in \mathfrak{h}\)
\[
\langle \text{Ric}^{(0)} X, Y \rangle = 0 = (\text{Tr} D)\langle DX, Y \rangle.
\]

If \(\text{Tr} D \neq 0\), we are done. Suppose \(\text{Tr} D = 0\). Then it follows from (29) that for each \(u \in \mathbb{R}\), the metric Lie algebra \((\mathfrak{n}(u), \langle \cdot, \cdot \rangle)\) is Einstein, with the Einstein constant \(-(\text{Tr} D^2)\).

The same is true for the metric Lie algebra \((\mathfrak{n}(u), \langle \cdot, \cdot \rangle_u)\) which is isometrically isomorphic to \((\mathfrak{n}(u), \langle \cdot, \cdot \rangle)\). Taking \(u = 0\) and \(X \in \mathfrak{m}\) in (29) we obtain
\[
\langle \text{Ric}^{(0)} X, X \rangle = -\langle \text{ad}_X X, X \rangle + \frac{1}{2} \sum_{a,l} \langle [E_a, E_l], X \rangle^2 - \frac{1}{2} \text{Tr}(\text{ad}_X \text{ad}_X) = -\langle \text{ad}_X X, X \rangle + \frac{1}{2} \sum_{a,l} \langle \text{ad}_X E_a, E_l \rangle^2 - \frac{1}{2} \sum_a \langle \text{ad}_X E_a \rangle^2 X^2 = -\frac{1}{2} (A_H + A_H^*) + \frac{1}{2} \sum_a \langle A_{E_a}, A_{E_a}^* \rangle = -(\text{Tr} D^2)\text{id}_\mathfrak{m},
\]
where \(A_Y, \ Y \in \mathfrak{h}\), is the restriction of \(\text{ad}_Y\) to \(\mathfrak{m}\).

In particular, taking the traces of both sides of (31) we obtain
\[
(n - d) \text{Tr}(D^2) = \text{Tr} A_H = \text{Tr} \text{ad}_H = \|H\|^2.
\]

If \(\mathfrak{n}\) is unimodular, then \(H = 0\), and so \(D = 0\) (which is clearly a derivation). Moreover, \((N, g)\) is flat and \((M, g^D)\) is the Riemannian product of \((N, g)\) and the line. Suppose \(\mathfrak{n}\) is non-unimodular. Then \((\mathfrak{n}, \langle \cdot, \cdot \rangle)\) is a standard metric solvable Einstein Lie algebra. In particular, by [9, Corollary 4.11], the derived algebra of \(\mathfrak{n}\) coincides with \(\mathfrak{m}\), and by [9, Theorem 4.10(1)], all the operators \(\text{ad}_Y, \ Y \in \mathfrak{h}\), are normal. Then equation (31) gives
\[
\frac{1}{2} (A_H + A_H^*) = (\text{Tr} D^2)\text{id}_\mathfrak{m}.
\]

Every algebra \((\mathfrak{n}, \langle \cdot, \cdot \rangle_u), \ u \in \mathbb{R}\), is a metric solvable non-unimodular Lie algebra, with the same Einstein constant \(\text{Tr}(D^2)\). As any Einstein solvmanifold is standard by [13], the \(\langle \cdot, \cdot \rangle_u\)-orthogonal complement \(\mathfrak{h}_u\) to \(\mathfrak{m} = [\mathfrak{n}, \mathfrak{n}]\) must be abelian. We have \(\mathfrak{h}_u = e^{-2uD} \mathfrak{h}\), and so \([e^{-2uD}X, e^{-2uD}Y] = 0\), for all \(X, Y \in \mathfrak{h}\). Differentiating by \(u\) at \(u = 0\) we obtain
\[
[DX, Y] + [X, DY] = 0, \text{ for all } X, Y \in \mathfrak{h}.
\]

Furthermore, equation (32) still holds if we replace \(\langle \cdot, \cdot \rangle\) with \(\langle \cdot, \cdot \rangle_u\) and \(H\) with \(H_u\), the mean curvature vector of \((\mathfrak{n}, \langle \cdot, \cdot \rangle_u)\) defined by \(\langle H_u, X \rangle_u = \text{Tr} \text{ad}_X\), for all \(X \in \mathfrak{n}\). We have \(\langle e^{uD}H_u, e^{uD}Y \rangle = \langle H, Y \rangle\) and so \(H_u = e^{-2uD}H\). Then from (32) we get \((n - d) \text{Tr}(D^2) = \)
\[ \|H_u\|^2_0 = \langle e^{-2uD}H, H \rangle. \] Decomposing \( H \) by an orthonormal basis of eigenvectors of \( D \) we obtain \( DH = 0 \). Then from (34) with \( X = H \) we obtain \( DY \in \text{Ker} \text{ad}_H \), for all \( Y \in \mathfrak{h} \). Clearly, \( \mathfrak{h} \subset \text{Ker} \text{ad}_H \), and if \( X \in \mathfrak{m} \cap \text{Ker} \text{ad}_H \), then by (33) we get \( 0 = \frac{1}{2} \langle (A_H + A_H^*)X, X \rangle = (\text{Tr} D^2)\|X\|^2 \), and so \( X = 0 \), as \( D \neq 0 \). It follows that \( D\mathfrak{h} \subset \mathfrak{h} \), and so \( D \) preserves the decomposition \( \mathfrak{n} = \mathfrak{h} \oplus \mathfrak{m} \). \( \square \)
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