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ABSTRACT

Feature subspace selection is an important part in speech emotion recognition. Most of the studies are devoted to finding a feature subspace for representing all emotions. However, some studies have indicated that the features associated with different emotions are not exactly the same. Hence, traditional methods may fail to distinguish some of the emotions with just one global feature subspace. In this work, we propose a new divide and conquer idea to solve the problem. First, the feature subspaces are constructed for all the combinations of every two different emotions (emotion-pair). Bi-classifiers are then trained on these feature subspaces respectively. The final emotion recognition result is derived by the voting and competition method. Experimental results demonstrate that the proposed method can get better results than the traditional multi-classification method.

Index Terms— speech emotion recognition, feature subspace, emotion pair

1. INTRODUCTION

Emotion recognition plays an important role in many applications, especially in human-computer interaction systems that are increasingly common today. As one of the main communication media between human beings, voice has received widespread attention from researchers\textsuperscript{[1].} Speech contains a wealth of emotional information, how to extract such information from the original speech signal is of great importance for speech emotion recognition.

As an important part of speech emotion recognition, the selection of feature subspace has attracted a lot of research interests. Existing researches on feature subspace selection can be divided into three categories, including the artificial selection of emotion-related features, the automatic feature selection algorithms to select feature subset from a large set of numerous feature candidates, and the transformation method to map the original feature space to the new one in favor of emotion recognition. Most of these researches are devoted to finding a common and global feature subspace that can represent all kinds of emotions. However, studies have already indicated that the features associated with different emotions are not exactly the same. In other words, if we can divide the whole emotions space into several subspaces and find the features that are most distinguishable for each subspace separately, the emotion recognition performance on the whole space might be boosted. Motivated by this, we propose a divide and conquer idea for emotion recognition by leveraging feature subspaces. The feature subspaces are first constructed for every two different emotions (i.e. emotion-pair); bi-classifier are then used to distinguish the emotions for each emotion-pair from the feature subspace; and the final emotion recognition result is derived by voting and competition method.

The reset of the paper is organized as follows. Section 2 summarizes previous related work on feature selection. Our proposed method is then detailed in Section 3. Experiments and results are presented in Section 4. Section 5 concludes the paper.

2. RELATED WORK

As a common issue for many classification problems, feature selection aims to pick a subset of features that are most relevant to the target concept or to reduce the dimension of features for reducing computational time as well as improving the performance. There have been many studies on feature selection for speech emotion recognition. In\textsuperscript{[5, 7]}, prosody-based acoustic features, including pitch-related, energy-related and timing features have been widely used for recognizing speech emotion. Spectral-based acoustic features also play an important role in emotion recognition, such as Linear Predictor Coefficients (LPC)\textsuperscript{[3]}, Linear Predictor Cepstral Coefficients (LPCC)\textsuperscript{[2]} and Mel-frequency Cepstral Coefficients (MFCC)\textsuperscript{[10]}. In\textsuperscript{[11]}, voice quality features have also been shown to be related to emotions.

Besides manual selection, there have also been many automatic feature selection algorithms been proposed. For example, Sequential Floating Forward Selection (SFFS)\textsuperscript{[12]} is an iterative method that can find a subset of features near to the optimal one. Some evolutionary algorithms such as Genetic Algorithm (GA)\textsuperscript{[13]} are often used in feature selection. Feature space transformation is another type of method, including Principal Component Analysis (PCA)\textsuperscript{[4]} and Neural Network (NN)\textsuperscript{[14]}. To describe emotions, some studies have used the psychological dimensional space such as the 2-dimensional arousal-valence model and the 3-dimensional valence-activation-
dominance model [15]. Besides, discrete emotional labels, the so-called archetypal emotions [16], are common used in speech emotion recognition. Different archetypal emotions are located at different locations in the dimensional space. [17] has proposed a hierarchical approach to classify the speech emotions with the dimensional model. However, the selection of emotions at different stages is too subjective, and the used feature sets may not have a good match to the psychological emotional model.

3. METHOD

Our study is based on archetypal emotions. The emotion-pair is composed of two different kinds of archetypal emotion, like Anger and Happiness. For all possible combinations of archetypal emotion-pairs, the bi-classification and voting method is used to distinguish every emotion-pair and to derive the final emotion recognition result. As shown in Fig. 1, the whole method involves four steps: feature extraction, feature subspace selection, emotion classification and voting decision.

3.1. Feature Extraction

The used acoustic features include the following low-level descriptors (LLDs): Intensity, Loudness, 12 MFCC, Pitch (F0), Probability of voicing, F0 envelope, 8 LSF (Line Spectral Frequencies), Zero-Crossing Rate. Delta regression coefficients are computed from these LLDs, and the following statistical functionalities are applied to the LLDs and delta coefficients: Max./Min. value and respective relative position within input, range, arithmetic mean, 2 linear regression coefficients and linear and quadratic error, standard deviation, skewness, kurtosis, quartile 1-3, and 3 inter-quartile ranges. All the features are utterance-level features. In feature selection stage, the relevant feature subset or relevant feature space will be derived from the above large feature set.

3.2. Feature Subspace Selection

Different from traditional methods that distinguish all emotions with just one global feature subspace, this work selects different feature subspaces for different combination of emotion-pairs. For a specific emotion-pair, its corresponding feature subspace should be of the best power in distinguishing the two emotions of the pair. In order to verify the generality of our idea, the methods of feature subset selection and feature space transformation has been considered. Genetic algorithm (GA) is used for feature subset selection, while neural network (NN) is used for feature space transformation. GA is a kind of stochastic searching and optimizing algorithm, that simulates the natural evolution process. We use a fixed number of features to form a vector (so called individual), and a fixed number of individuals to form the first population. Crossover and mutation operation is then used to generate a new individual. New population will be selected by comparing fitness. The “Wrapper” method is used to calculate the fitness of individuals, i.e. the accuracy of the classifier is used as the fitness. The above procedures are repeated until the average fitness of population reaches the threshold or the evolutionary generation reaches the threshold. Compared to some other heuristic searching algorithm, such as Sequential Floating Forward Selection (SFFS), it is more flexible to control the computing time for GA, especially when the feature set is relatively large.

3.3. Emotion Classification

By using the feature subspace obtained in the previous step, a particular classifier can be trained for a specific emotion-pair and be designated to distinguish the emotions in that emotion-pair. As each classifier is only related to a specific emotion-pair, we call it bi-classifier. For feature subset selection, two basic classification algorithms are used, including Logistic Regression (LR) and Support Vector Machine (SVM). For feature space transformation, neural network (NN) is used as the classifier.

3.4. Voting Decision

After getting the emotion distinguishing result for each emotion-pair in the previous emotion classification step, a voting and competition method is finally used to integrate the emotion classification results for all emotion-pairs to derive the final emotion recognition result. The voting decision process is summarized in Algorithm 1.

It can be proved that the final emotion recognition result can be correctly derived by the above voting decision algorithm given that all the bi-classifiers give the correct distinguishing result for each emotion-pair. The theorem and proof procedure is described in Theorem 1.

**Theorem 1.** Voting decision will be able to derive the correct result given all bi-classifiers are in correct situation.

**Proof.** Given the symbol definitions in Algorithm 1, let \( e_i \) be the target emotion and \( e_j \in E \). So,

\[
R \text{ is correct } \Rightarrow n_{e_i} = M - 1
\]

\[
\Rightarrow n_{e_j} < M - 1, e_j \neq e_i
\]

\[
\Rightarrow c_m = e_i
\]
require:

Algorithm 1 Voting Decision Algorithm

Ensure:

Input:

\[ M \]: the number of emotions

\[ E = \{ e_i | i = 1, 2, ..., M \} \]: emotion set

\[ R = \{ r_{e_i, e_j} | e_i \neq e_j; r_{e_i, e_j}, e_i, e_j \in E \} \]: classification result of bi-classifier

Ensure:

1. Compute the number of different emotions in \( R \): \( N_e = \{ n_{e_i} | e_i \in R \} \)
2. Create an emotion set with the maximum number in \( N_e \):
   \[ E_{\text{max}} = \{ m_k | m_k \in \arg\max_{n_{e_k}} E; k = 1, 2, ..., K \} \]
3. \( e_m := m_1 \)
4. if \( K = 1 \) then
   5. return \( e_m \)
   6. else
      7. for \( k = 2 \) to \( K \) do
         8. \( e_m := r_{e_m, m_k} \)
      9. end for
10. return \( e_m \)
11. end if

4. EXPERIMENT

4.1. Experimental Setting

In this study, we used the well known Berlin emotional database (EmoDB) \[18\]. Ten actors (5 male and 5 female) simulated the emotions, producing 10 German sentences (5 short and 5 longer). EmoDB comprises 535 utterances that cover 6 archetypal emotions and 1 neutral emotion from everyday communication, namely, Anger, Fear, Happiness, Sadness, Disgust, Boredom and Neutral. Our work focuses on speaker independent emotion recognition, hence the samples of 8 actors (4 males and 4 females) are used as the training set, and the samples from the other 2 actors (1 male and 1 female) are used as the test set. The 5-fold-cross-validation method is used to conduct the experiments. OpenSmile toolkit \[19\] is used to extract acoustic features, and a total of 988 features are obtained.

Two experiment are conducted. In the first one, GA is used to select feature subset for each emotion-pair. As for emotion classification, the same emotion classifier is used for all emotion-pairs, but trained with different features subsets associated with different emotion-pairs. Furthermore, the same classifier is also used to recognize the emotions from the feature subsets associated with all emotions. This experiment is to verify that selecting the feature subset associated with emotion-pairs is better than the feature subset associated with all emotions using the same classifier. Batch gradient descend method is used to learn the weights and the activation function is the sigmoid function. The learning rate is set to 0.1.

4.2. Experimental Result

4.2.1. Feature Selection Method

We first conduct the feature selection experiment by comparing the similarity degree of the feature subspace for each emotion-pair and the global feature subspace for all emotions. Figure \[2\] depicts the number of the common features (vertical axis) that are shared between the feature subspace for a specific emotion-pair and the global feature subspace for all emotions, where the horizontal axis represents different emotion-pairs (e.g. N-A is theNeutral-Anger pair). It should be noted that all feature subspaces (including emotion-pair specific feature subspace, and the global feature subspace for all emotions) contain 50 selected features, as described in Section 4.1. From the figure, it can be seen that the number of the common features between each emotion-pair and all emotions is no more than 5 (5 out of 50). This indicates that the feature subspace of each emotion-pair is quite different from the global feature space of all emotions. This further confirms the necessity to perform pair-wised emotion classification with feature subspace related to emotion-pairs.

![Fig. 2. The number of the common features (vertical axis) shared between the feature subspace for each emotion-pair and the global feature subspace for all emotions. (N:Neutral, A:Anger, B:Boredom, H:Happiness, S:Sadness, D:Disgust, F:Fear)](image-url)
traditional method. Experimental results are shown in Table 1, where “Bi-classification and voting” is the proposed method, while “Multi-classification” is the traditional method using the global feature subspace for all emotions. As can be seen, the recognition accuracy obtained by “Bi-classification and voting” is significantly higher than that using the “Multi-classification” method ($P < 0.05$ by T-test).

### Table 1. Comparison of emotion recognition accuracy by using different feature selection criterions. ($P < 0.05$)

|                      | Logistic Regression | SVM  |
|----------------------|---------------------|------|
| Bi-classification and voting | 0.735               | 0.625|
| Multi-classification  | 0.653               | 0.513|

The emotion recognition accuracy (recognition rate) of different emotions are further computed and shown in Figure 3, where Bi-clf and voting represents “Bi-classification and voting”, Multi-clf represents “Multi-classification”. It should be noted that the result about Disgust is not depicted because there are only quite few utterances with Disgust emotion. The experimental results indicate that the “Bi-classification and voting” method achieve better performance than the “Multi-classification” method for all emotions using both classifiers (LR and SVM). This result further proves that the priori information of the emotion-pair is helpful to feature selection and can bring further performance improvements for emotion recognition.

Fig. 3. Emotion recognition accuracy of different emotions by using different feature selection criterions.

#### 4.2.2. Feature Space Transformation

Similarly, we also conduct experiments in the feature space transformation scenario to validate the efficiency of our proposed divide and conquer idea for emotion recognition. The emotion recognition accuracy (recognition rate) by using different classification criterions with feature space transformation are shown in Table 2 and the recognition of different emotions are showed in Figure 4.

From the experimental results, we can get the same conclusion as the feature selection method. It is indicated that the method of “Bi-classification and voting” is also effective in feature space transformation. This confirms the generality of our proposed method. For details of the experiment, please refer to our code and document on GitHub.

### Table 2. Comparison of emotion recognition accuracy by using feature space transformation. ($P < 0.05$)

|                      | Neural Network         |
|----------------------|------------------------|
| Bi-classification and voting | 0.652                  |
| Multi-classification  | 0.552                  |

Fig. 4. Emotion recognition accuracy of different emotions for different classification methods by using feature space transformation.

#### 5. CONCLUSION

In this paper we present a “Bi-classification and voting” method by distinguishing different emotion-pairs in different feature space. The experimental results have proved that this method can get better result compared to the traditional multi-classification method. In addition, our method is a kind of divide and conquer algorithm which converts a complex multi-classification problem into many simple bi-classification problems. This idea makes it possible to boost the multi-class emotion recognition performance by optimizing the emotion classification performance for each emotion-pair. Hence, our future work will be devoted to the classifier optimization of different emotion-pairs.
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