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Abstract

We prove existence of the largest and the smallest entropy solutions to the Cauchy problem for a nonlinear degenerate anisotropic parabolic equation. Applying this result, we establish the comparison principle in the case when at least one of the initial functions is periodic. In the case when initial function vanishes at infinity (in the sense of strong average) we prove the long time decay of an entropy solution under exact nonlinearity-diffusivity condition.
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1 Introduction

In the half-space $\Pi = \mathbb{R}_+ \times \mathbb{R}^n$, $\mathbb{R}_+ = (0, +\infty)$, we consider the nonlinear parabolic equation

$$u_t + \text{div}_x (\varphi(u) - a(u)\nabla_x u) = 0,$$

where the flux vector $\varphi(u) = (\varphi_1(u), \ldots, \varphi_n(u))$ is merely continuous: $\varphi_i(u) \in C(\mathbb{R})$, $i = 1, \ldots, n$, and the diffusion matrix $a(u) = (a_{ij}(u))_{i,j=1}^n$ is Lebesgue measurable and bounded: $a_{ij}(u) \in L^\infty(\mathbb{R})$, $i, j = 1, \ldots, n$. We also assume that the matrix $a(u) \geq 0$ (nonnegative definite). This matrix may have nontrivial kernel. Hence (1.1) is a degenerate (hyperbolic-parabolic) equation. In particular case $a \equiv 0$ it reduces to a first order conservation law

$$u_t + \text{div}_x \varphi(u) = 0.$$  

Equation (1.1) can be written (at least formally) in the conservative form

$$u_t + \text{div}_x \varphi(u) - D_x^2 \cdot A(u) = 0,$$

where the matrix $A(u)$ is a primitive of the matrix $a(u)$, $A'(u) = a(u)$, and the operator $D_x^2$ is the second order “divergence”

$$D_x^2 \cdot A(u) = \sum_{i,j=1}^n \frac{\partial^2}{\partial x_i \partial x_j} A_{ij}(u), \quad u = u(t, x).$$
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Equation (1.1) is endowed with the initial condition

\[ u(0, x) = u_0(x). \]  

Let \( g(u) \in BV_{loc}(\mathbb{R}) \) be a function of bounded variation on any segment in \( \mathbb{R} \). We will need the bounded linear operator \( T_g : C(\mathbb{R})/C \to C(\mathbb{R})/C \), where \( C \) is the space of constants. This operator is defined up to an additive constant by the relation

\[ T_g(f)(u) = g(u-)f(u) - \int_0^u f(s)dg(s), \]  

where \( g(u-) = \lim_{v \to u-} g(v) \) is the left limit of \( g \) at the point \( u \), and the integral in (1.5) is understood in accordance with the formula

\[ \int_0^u f(s)dg(s) = \text{sign } u \int_{J(u)} f(s)dg(s), \]

where \( \text{sign } u = 1 \), \( J(u) \) is the interval \([0, u]\) if \( u > 0 \), and \( \text{sign } u = -1 \), \( J(u) = [u, 0] \) if \( u \leq 0 \). Observe that \( T_g(f)(u) \) is continuous even in the case of discontinuous \( g(u) \). For instance, if \( g(u) = \text{sign}(u - k) \) then \( T_g(f)(u) = \text{sign}(u - k)(f(u) - f(k)) \). Notice also that for \( f \in C^1(\mathbb{R}) \) the operator \( T_g \) is uniquely determined by the identity \( T_g(f)'(u) = g(u)f'(u) \) (in \( \mathcal{D}'(\mathbb{R}) \)).

We fix some representation of the diffusion matrix \( a(u) \) in the form \( a(u) = b^T(u)b(u) \), where \( b(u) = (b_{ij}(u))_{i,j=1}^n \) is a matrix-valued function with measurable and bounded entries, \( b_{ij}(u) \in L^\infty(\mathbb{R}) \). We recall the notion of entropy solution of the Cauchy problem (1.1), (1.4) introduced in [4].

**Definition 1.1.** A function \( u = u(t, x) \in L^\infty(\Pi) \) is called an entropy solution (e.s. for short) of (1.1), (1.4) if the following conditions hold:

(i) for each \( j = 1, \ldots, n \) the distributions

\[ \text{div}_x B_j(u(t, x)) \in L^2_{loc}(\Pi), \]  

where vectors \( B_j(u) = (B_{j1}(u), \ldots, B_{jn}(u)) \in C(\mathbb{R}, \mathbb{R}^n) \), and \( B_j'(u) = b_{ji}(u), j, i = 1, \ldots, n; \)

(ii) for every \( g(u) \in C^1(\mathbb{R}) \), \( j = 1, \ldots, n \)

\[ \text{div}_x T_g(B_j)(u(t, x)) = g(u(t, x)) \text{div}_x B_j(u(t, x)) \quad \text{in } \mathcal{D}'(\Pi); \]  

(iii) for any convex function \( \eta(u) \in C^2(\mathbb{R}) \)

\[ \eta(u)_t + \text{div}_x T_{\eta'}(\varphi)(u) - D^2_x \cdot T_{\eta'}(A)(u) + \eta''(u) \sum_{j=1}^n (\text{div}_x B_j(u))^2 \leq 0 \quad \text{in } \mathcal{D}'(\Pi); \]  

(iv) \( \text{ess lim}_{t \to 0} u(t, \cdot) = u_0 \) in \( L^1_{loc}(\mathbb{R}^n) \).

Relation (1.8) means that for any non-negative test function \( f = f(t, x) \in C^\infty_0(\Pi) \)

\[ \int_\Pi \left[ \eta(u)f_t + T_{\eta'}(\varphi)(u) \cdot \nabla_x f + T_{\eta'}(A)(u) \cdot D^2_x f - f \eta''(u) \sum_{j=1}^n (\text{div}_x B_j(u))^2 \right] dt dx \geq 0, \]  

where \( D^2_x f \) is the symmetric matrix of second order derivatives of \( f \), and ”.” denotes the standard scalar multiplications of vectors or matrices (in particular, \( A \cdot B = \text{Tr } A^\top B \) for matrices \( A, B \)).
In the case of conservation laws (1.2) Definition 1.1 reduces to the known definition of entropy solutions in the sense of S. N. Kruzhkov [8]. Taking in (1.8) \( \eta(u) = \pm u \), we deduce that

\[
u_t + \text{div}_x \varphi(u) - D^2_x \cdot A(u) = 0 \text{ in } \mathcal{D}'(\Pi),
\]

that is, an e.s. \( u \) is a weak solution of (1.3).

Theorem 1.1. There exist the unique largest e.s. \( u_+(t, x) \) and the smallest e.s. \( u_-(t, x) \) of the problem (1.1), (1.4). Moreover, \( u_-(t, x) \leq u_+(t, x) \).

The largest and the smallest e.s. exhibit \( L^1 \)-contraction property. More precisely, the following result holds.

Theorem 1.2. Let \( u_{1+}, u_{2+} \) be the largest e.s. of (1.1), (1.3) with initial data \( u_{10}, u_{20} \). Then for a.e. \( t > 0 \)

\[
\int_{\mathbb{R}^n} (u_{1+}(t, x) - u_{2+}(t, x))^+ dx \leq \int_{\mathbb{R}^n} (u_{10}(x) - u_{20}(x))^+ dx,
\]

where we use the standard notation \( z^+ = \max(z, 0) \). The analogous property is valid the smallest e.s. \( u_{1-} \) and \( u_{2-} \): for a.e. \( t > 0 \)

\[
\int_{\mathbb{R}^n} (u_{1-}(t, x) - u_{2-}(t, x))^+ dx \leq \int_{\mathbb{R}^n} (u_{10}(x) - u_{20}(x))^+ dx.
\]

On the base of Theorem 1.1 we also establish the following comparison principle.

Theorem 1.3. Let functions \( u = u(t, x), v = v(t, x) \) be e.s. of (1.1), (1.4) with corresponding initial data \( u_0(x), v_0(x) \), and \( u_0(x) \leq v_0(x) \). If at least one of the initial functions is periodic then \( u(t, x) \leq v(t, x) \) a.e. in \( \Pi \).

The last our result is about the large time decay property of e.s. in the case when initial function vanishes at infinity in the sense of measure. More precisely we assume that

\[
\forall \lambda > 0 \quad \text{meas}\{ x \in \mathbb{R}^n : |u_0(x)| > \lambda \} < +\infty \quad (1.10)
\]

(in particular, this requirement is satisfied if \( u_0(x) \to 0 \) as \( x \to \infty \) and also if \( u_0 \in L^p(\mathbb{R}^n), 0 < p < \infty \)). It is not difficult to verify that (1.10) is equivalent to the condition that \( |u_0| \) has the null strong mean value

\[
\lim_{|I| \to \infty} \frac{1}{|I|} \int_I |u_0(x)| dx = 0, \quad (1.11)
\]

where \( I \) runs over Lebesgue measurable subsets of \( \mathbb{R}^n \) with finite measure \( |I| = \text{meas} I \).

In fact, assuming (1.10), we denote \( A_\lambda = \{ x \in \mathbb{R}^n : |u_0(x)| > \lambda \}, \lambda > 0 \), so that \( |A_\lambda| < +\infty \). Then for every measurable set \( I \) of finite measure

\[
\int_I |u_0(x)| dx = \int_{I \setminus A_\lambda} |u_0(x)| dx + \int_{I \cap A_\lambda} |u_0(x)| dx \leq \lambda |I| + \|u_0\|_\infty |A_\lambda|.
\]

Therefore,

\[
\limsup_{|I| \to \infty} \frac{1}{|I|} \int_I |u_0(x)| dx \leq \lim_{|I| \to \infty} (\lambda + \|u_0\|_\infty |A_\lambda|/|I|) = \lambda.
\]

Since \( \lambda > 0 \) is arbitrary, we deduce (1.11). Conversely, suppose that (1.11) holds. We need to prove (1.10). Assuming that (1.10) is violating, we can find \( \lambda > 0 \) such that the set \( A_\lambda \) has
infinite measure. Then we can choose the sequence of measurable subsets $I_m \subset A_\lambda$ such that $|I_m| = m, m \in \mathbb{N}$. Obviously,

$$\frac{1}{|I_m|} \int_{I_m} |u_0(x)| \, dx \geq \lambda$$

while $|I_m| = m \rightarrow \infty$ as $m \rightarrow \infty$. But this contradicts (1.11), and we conclude that (1.10) is satisfied.

Assume also that the following nonlinear-diffusivity condition is satisfied

On each interval $(a, 0), (0, b)$ it cannot happen that the vector $\varphi(u)$ is affine and the matrix $a(u) \equiv 0$ on this interval.

In (1.12) and in the sequel the relation $p(u) \equiv 0$ on an interval, where $p(u)$ is a measurable function (or a vector function), means that $a(u) = 0$ almost everywhere on this interval. Condition (1.12) simply means that our equation is not a first-order linear equation on each interval $u \in (a, 0)$ or $u \in (0, b)$.

To study the decay property, we introduce the topology on $L^\infty(\mathbb{R}^n)$ stronger than one induced by $L^1_{loc}(\mathbb{R}^n)$. This topology is generated by the following shift-invariant norm

$$\|u\|_X = \sup_{y \in \mathbb{R}^n} \int_{|x-y|<1} |u(x)| \, dx$$

(1.13)

(where we denote by $|z|$ the Euclidean norm of a finite-dimensional vector $z$). It is not difficult to verify that norm (1.13) is equivalent to each of more general norms

$$\|u\|_V = \sup_{y \in \mathbb{R}^n} \int_{y+V} |u(x)| \, dx,$$

(1.14)

where $V$ is any bounded open set in $\mathbb{R}^n$ (the original norm $\| \cdot \|_X$ corresponds to the unit ball $|x| < 1$). For the sake of completeness we prove this result in Lemma 4.1 below.

Our last result is the following decay property.

**Theorem 1.4.** If $u(t, x)$ is an e.s. of (1.1), (1.4) then, under assumptions (1.10), (1.12),

$$\lim_{t \rightarrow +\infty} \|u(t, \cdot)\|_X = 0.$$  

(1.15)

Notice that condition (1.12) is precise. In fact, if it fails, there exists an interval $(a, 0)$ or $(0, b)$ where the vector $\varphi(u)$ is affine while the diffusion matrix $a(u) \equiv 0$. Assume for definiteness that $\varphi(u) = uc+d, a(u) \equiv 0$ on an interval $(0, b), b > 0$, where $c, d \in \mathbb{R}^n$. If initial function $u_0(x)$ is such that $0 \leq u_0(x) \leq b$ then an e.s. of (1.1), (1.4) is the traveling wave $u(t, x) = u_0(x-tc)$. If $u_0 \not\equiv 0$ this e.s. does not satisfy (1.15).

Observe also that in the case when $u_0 \geq 0$ ($u_0 \leq 0$) an e.s. $u \geq 0$ (respectively, $u \leq 0$) as well, by the maximum/minimum principle (see Corollary 2.2 below) and the nonlinearity-diffusivity assumption (1.12) in Theorem 1.4 can be relaxed, it is sufficient to require that the flux vector $\varphi(u)$ is not affine or $a(u) \not\equiv 0$ on any interval $(0, b)$ (respectively, on any interval $(a, 0)$).

Concerning exactness of condition (1.11) in Theorem 1.4 remark that we cannot replace it by a weaker condition that $|u_0|$ has the null standard mean value, i.e.,

$$\lim_{R \rightarrow +\infty} R^{-n} \int_{|x|<R} |u_0(x)| \, dx = 0.$$  

(1.16)

Let us confirm this by the following simple example.
Example 1.1. In the case of one space variable we consider the Cauchy problem for Burgers’ equation
\[ u_t + \frac{1}{2}(u^2)_x = 0, \quad u(0, x) = u_0(x), \quad (1.17) \]
where \( u_0(x) \) is the indicator function of the set \( \bigcup_{n=1}^{\infty} [2^n, 2^n + n] \). Since measure of this set is infinite, condition (1.11) is violated but condition (1.16) holds. In fact, for \( 2^n \leq R < 2^{n+1} \),
\[ R^{-1} \int_{-R}^{R} |u_0(x)| dx \leq 2^{-n} \sum_{k=1}^{n} k \leq n^2 2^{-n} \xrightarrow{n \to \infty} 0. \]

Let \( u(t, x) \) be the unique e.s. of (1.17). By the comparison principle \( u(t, x) \geq u_n(t, x) \), where \( u_n(t, x) \) is an e.s. for Burgers’ equation with initial data being the indicator function of the segment \([2^n, 2^n + n]\). It is clear that \( u_n(t, x) = U(t/n, (x - 2^n)/n) \), where \( U(t, y) \) is the e.s. of Burgers’ equation \( u_t + \frac{1}{2}(u^2)_y = 0 \), with initial data \( u(0, y) = \chi_{[0,1]}(y) \) being the indicator of the segment \([0, 1]\). This solution is well known. We only need the fact that \( U(t, y) = 1 \) for \( t < y < 1 + t/2 \). This implies that \( u_n(t, y) = 1 \) if \( 2^n + t < y < 2^n + n + t/2 \). Since length of the interval \((2^n + t, 2^n + n + t/2)\) is more than 1 if \( t < 2n - 2 \), we obtain that \( \|u(t, \cdot)\|_X \geq \|u_n\|_X \geq 1 \) if \( t < 2n - 2 \). By arbitrariness of \( n \in \mathbb{N} \) we conclude that \( \|u(t, \cdot)\|_X \geq 1 \) for all \( t \geq 0 \) and decay property (1.15) is violated.

2 Preliminaries

It will be convenient to include the initial condition in the integral entropy inequality.

Proposition 2.1. A function \( u = u(t, x) \in L^\infty(\Pi) \) satisfying conditions (i), (ii) is an e.s. of (1.11), (1.14) if and only if for any convex function \( \eta(u) \in C^2(\mathbb{R}) \) and each nonnegative test function \( f = f(t, x) \in C^0(\Pi) \), where \( \Pi = [0, +\infty) \times \mathbb{R}^n \),
\[ \int_\Pi \left[ \eta(u)f_t + T_\eta(\varphi)(u) \cdot \nabla_x f + T_\eta(A)(u) \cdot D_x^2 f - f \eta''(u) \sum_{j=1}^{n} (\text{div}_x B_j(u))^2 \right] dt dx \]
\[ + \int_{\mathbb{R}^n} \eta(u_0(x)) f(0, x) dx \geq 0. \quad (2.1) \]

Proof. Let \( E \) be a set of \( t > 0 \) such that \((t, x)\) is a Lebesgue point of \( u(t, x) \) for almost all \( x \in \mathbb{R}^n \). It is rather well-known (see for example [16, Lemma 1.2]) that \( E \) is a set of full measure and \( t \in E \) is a common Lebesgue point of the functions \( t \to \int_{\mathbb{R}^n} u(t, x)b(x) dx \) for all \( b(x) \in L^1(\mathbb{R}^n) \). Since every Lebesgue point of \( u \) is also a Lebesgue point of \( \eta(u) \) for an arbitrary function \( \eta \in C(\mathbb{R}) \), we may replace \( u \) in the above property by \( \eta(u) \). We choose a function \( \omega(s) \in C^0(\mathbb{R}) \), such that \( \omega(s) \geq 0 \), supp \( \omega \subset [0,1] \), \( \int \omega(s) ds = 1 \), and define the sequences \( \omega_r(s) = r\omega(rs), \theta_r(s) = \int_{-\infty}^{s} \omega_r(\sigma) d\sigma = \int_{-\infty}^{s} \omega(r\sigma) d\sigma, r \in \mathbb{N} \). Obviously, the sequence \( \omega_r(s) \) converges as \( r \to \infty \) to the Dirac \( \delta \)-measure weakly in \( D'(\mathbb{R}) \) while the sequence \( \theta_r(s) \) converges to the Heaviside function \( \theta(s) \) pointwise and in \( L^1_{loc}(\mathbb{R}) \). Notice that \( 0 \leq \theta_r(s) \leq 1 \). We take \( f = f(t, x) \in C^0(\Pi) \), \( f \geq 0 \), and \( t_0 \in E \). Applying (1.8) to the nonnegative test function \( \theta_r(t - t_0)f(t, x) \in C^0(\Pi) \), we arrive at the relation
\[ \int_\Pi \eta(u)\omega_r(t - t_0) f dt dx + \int_\Pi \left[ \eta(u)f_t + T_\eta(\varphi)(u) \cdot \nabla_x f + \right. \]
\[ \left. T_\eta(A)(u) \cdot D_x^2 f - f \eta''(u) \sum_{j=1}^{n} (\text{div}_x B_j(u))^2 \right] \theta_r(t - t_0) dt dx \geq 0. \quad (2.2) \]
As a result, we obtain
$$\int \eta(u) \omega_r(t - t_0) f dt dx = \int_0^{+\infty} \left( \int_{\mathbb{R}^n} \eta(u(t, x)) f(t, x) dx \right) \omega_r(t - t_0) dt$$
and $t_0$ is a Lebesgue point of the function $t \to \int_{\mathbb{R}^n} \eta(u(t, x)) f(t, x) dx$, it follows from (2.2) in the limit as $r \to \infty$ that
$$\int_{\mathbb{R}^n} \eta(u(t_0, x)) f(t_0, x) dx + \int_{(t_0, +\infty) \times \mathbb{R}^n} \left[ \eta(u) f_t + T_{\eta}(\varphi)(u) \cdot \nabla_x f + T_{\eta}(A)(u) \cdot D^2 f - f \eta''(u) \sum_{j=1}^n (\text{div}_x B_j(u))^2 \right] dt dx \geq 0. \quad (2.3)$$

Now we pass in (2.3) to the limit as $E \ni t_0 \to 0$. Since
$$|\eta(u(t, x)) - \eta(u_0(x))| \leq C|u(t, x) - u_0(x)|, \quad C = \text{const},$$
we obtain that
$$\lim_{E \ni t_0 \to 0} \int_{\mathbb{R}^n} \eta(u(t_0, x)) dx = \int_{\mathbb{R}^n} \eta(u_0(x)) f(0, x) dx,$$
where we take into account initial condition (iv). With the help of this relation, the desired inequality (2.1) follows from (2.3) in the limit as $E \ni t_0 \to 0$.

Conversely, assume that relation (2.1) holds. Taking in this relation a nonnegative test function $f \in C_0^\infty(\Pi)$, we obtain (1.9), showing that entropy condition (iii) is satisfied. It only remains to prove initial requirement (iv) from Definition 1.1. We fix a nonnegative function $h(x) \in C_0^\infty(\mathbb{R}^n)$, and apply (2.1) to the test function $f = h(x)(1 - \theta_r(t - t_0))$, where $t_0 \in E$. As a result, we obtain
$$\int_{\mathbb{R}^n} \eta(u_0(x)) h(x) dx - \int_{\Pi} \eta(u(t, x)) \omega_r(t - t_0) h dt dx + \int_{(0, t_0 + 1/r) \times \mathbb{R}^n} \left[ T_{\eta}(\varphi)(u) \cdot \nabla h + T_{\eta}(A)(u) \cdot D^2 h \right] \geq \int_{\Pi} f \eta''(u) \sum_{j=1}^n (\text{div}_x B_j(u))^2 dt dx \geq 0.$$
Since
\[ |u(t_0, x) - u_0(x)| \leq |u(t_0, x) - v(x)| + |v(x) - u_0(x)| < |u(t_0, x) - v(x)| + \varepsilon, \]
it follows from (2.5) that
\[ \limsup_{E \ni t_0 \to 0} \int_{\mathbb{R}^n} |u(t_0, x) - u_0(x)| h(x) dx \leq 2\varepsilon \| h \|_1 \]
and in view of arbitrariness of \( \varepsilon > 0 \), we conclude that
\[ \lim_{E \ni t_0 \to 0} \int_{\mathbb{R}^n} |u(t_0, x) - u_0(x)| h(x) dx = 0 \]
for all \( h(x) \in L^1(\mathbb{R}^n) \). Obviously, this implies that
\[ \text{ess lim}_{t \to 0^+} (u(t, x) - u_0(x)) = 0 \text{ in } L^1_{\text{loc}}(\mathbb{R}^n) \]
and completes the proof. \( \square \)

We will need some a priori estimates of entropy solutions.

**Proposition 2.2.** If \( u = u(t, x) \) is an e.s. of (1.1), (1.4) then \( \forall k \in \mathbb{R} \)
\[ \int_{\mathbb{R}^n} (u(t, x) - k)^+ dx \leq \int_{\mathbb{R}^n} (u_0(x) - k)^+ dx \]
for a.e. \( t > 0 \).

**Proof.** It follows from (1.8) that for each convex \( \eta \in C^2(\mathbb{R}) \)
\[ \eta(u)_t + \text{div}_x T_\eta(\varphi)(u) - D_2^2 \cdot T_\eta(A)(u) \leq 0 \text{ in } D'(\Pi). \]
(2.7)
By the continuity (2.7) remains valid for any convex \( \eta \).

Let \( M = \|u\|_\infty \). We observe that (2.6) is nontrivial only if \( \int_{\mathbb{R}^n} (u_0(x) - k)^+ dx < +\infty \), which will be assumed in the sequel. Let us consider firstly the case \( k = 0 \). We denote for \( m \geq n, \delta > 0 \)
\[ \alpha(s) = \min((s^+)^m, 1), \beta(k) = \alpha(k/\delta), \quad \eta(u) = \int_{-\infty}^u \beta(k) dk = \begin{cases} 0, & u \leq 0, \\ \frac{u^{m+1}}{(m+1)m^m}, & 0 < u \leq \delta, \\ u - \frac{m\delta}{m+1}, & u > \delta. \end{cases} \]
In view of (2.7) for \( u = u(t, x) \)
\[ \eta(u)_t + \text{div}_x \psi(u) - D_2^2 \cdot H(u) \leq 0 \text{ in } D'(\Pi), \]
(2.8)
where we denote
\[ \psi(u) = T_\beta(\varphi)(u) = \int_0^u (\varphi(u) - \varphi(k))\beta'(k) dk \in C(\mathbb{R}, \mathbb{R}^n), \]
\[ H(u) = T_\beta(A)(u) = \int_0^u (A(u) - A(k))\eta'(k) dk \in C(\mathbb{R}, \mathbb{R}^{n \times n}). \]
These estimates imply that for \( \varepsilon > 0 \), and analogously

\[
|\psi(u)| \leq 2 \max_{|u| \leq M} |\varphi(u)| \int_0^u \beta'(k)dk = 2 \max_{|u| \leq M} |\varphi(u)| \beta(u)
\]

(here and in the sequel we denote by \( |v| \) the Euclidean norm of a finite-dimensional vector \( v \)), and analogously

\[
|H(u)| \leq 2 \max_{|u| \leq M} |A(u)| \beta(u).
\]

These estimates imply that for each \( \varepsilon > 0 \)

\[
\frac{|\psi(u)|}{\eta(u) + \varepsilon} \leq \frac{C_1 \beta(u)}{\eta(u) + \varepsilon}, \quad \frac{|H(u)|}{\eta(u) + \varepsilon} \leq \frac{C_2 \beta(u)}{\eta(u) + \varepsilon},
\]

where \( C_1 = 2 \max_{|u| \leq M} |\varphi(u)| \), \( C_2 = 2 \max_{|u| \leq M} |A(u)| \).

Since \( \beta(u) = 1 \) for \( u > \delta \) the function \( \omega(u) = \frac{\beta(u)}{\eta(u) + \varepsilon} \) decreases on \([\delta, +\infty)\). This implies that

\[
\max \omega(u) = \max_{|u| < \delta} \omega(u) \leq \max_{u > 0} \frac{(u/\delta)^m}{\delta(u/\delta)^{m+1}/(m+1) + \varepsilon} = \max_{v = 0/\delta > 0} \frac{m+1}{\delta v + (m+1)\varepsilon v^{-m}}.
\]

By direct computations we find

\[
\min_{v > 0} (\delta v + (m+1)\varepsilon v^{-m}) = \frac{\delta(m+1)}{m} \left( \frac{m(m+1)\varepsilon}{\delta} \right)^{\frac{1}{m+1}}.
\]

Therefore,

\[
\omega(u) \leq \frac{m}{\delta} \left( \frac{\delta}{m(m+1)} \right)^{\frac{1}{m+1}} \varepsilon^{-\frac{1}{m+1}}.
\]

Hence

\[
\frac{|\psi(u)|}{\eta(u) + \varepsilon} \leq C \varepsilon^{-\frac{1}{m+1}}, \quad \frac{|H(u)|}{\eta(u) + \varepsilon} \leq C \varepsilon^{-\frac{1}{m+1}},
\]

where

\[
C = \max(C_1, C_2) \frac{m}{\delta} \left( \frac{\delta}{m(m+1)} \right)^{\frac{1}{m+1}} = \text{const}.
\]

In view of (2.8) for every \( \varepsilon > 0 \)

\[
(\eta(u) + \varepsilon) \xi + \text{div}_x \psi(u) - D^2_x \cdot H(u) \leq 0 \quad \text{in } \mathcal{D}'(\Pi),
\]

that is, for each test function \( f = f(t, x) \in C^\infty_0(\Pi), f \geq 0 \)

\[
\int_\Pi [(\eta(u) + \varepsilon)f_t + \psi(u) \cdot \nabla_x f + H(u) \cdot D^2_x f] dt dx \geq 0.
\]

We choose a nonstrictly decreasing function \( \rho(r) \in C^\infty(\mathbb{R}) \) with the properties \( \rho(r) = 1 \) for \( r \leq 0 \), \( \rho(r) = e^{-r} \) for \( r \geq 1 \), it is concave on \((-\infty, 1/2)\) and is convex on \([1/2, +\infty)\) (so that \( 1/2 \) is an inflection point of \( \rho(r) \)). Such a function satisfies the inequality

\[
\rho''(r) \leq c|\rho'(r)| = -c\rho'(r)
\]
for some positive constant \( c \). In fact, \( \rho''(r) \leq 0 \leq |\rho'(r)| \) for \( r < 1/2 \), \( \rho''(r) = -\rho'(r) = e^{-r} \) for \( r > 1 \) while on the segment \([1/2, 1]\) we have \( -\rho'(r) \geq -\rho'(1) = e^{-1} \) by the convexity of \( \rho(r) \), and therefore \( \rho''(r) \leq -c\rho'(r) \) where \( c = e \max_{1/2 \leq r \leq 1} \rho'(r) \geq 1 \). We conclude that (2.11) holds.

Now we take the test function in the form

\[
f(t, x) = \rho(N(t - t_0) + |x| - R) \chi(t),
\]

where \( 0 < t_0 < T, R > 1 \), the constant \( N = N(\varepsilon) \) will be indicated later, and a nonnegative function \( \chi(t) \in C_0^\infty((0, t_0)) \). Observe that \( f = \chi(t) \) in a neighborhood \( |x| < R \) of the set where \( x = 0 \), which implies that \( f(t, x) \in C_0^\infty(\Pi) \). Since the function \( f \) and all its derivatives are exponentially vanishes as \( |x| \to \infty \), we may choose the function \( f \) as a test function in (2.10). Observe that

\[
f_t(t, x) = N \rho'(N(t - t_0) + |x| - R) \chi(t) + \rho(N(t - t_0) + |x| - R) \chi'(t),
\]

\[
\nabla_x f = \rho'(N(t - t_0) + |x| - R) \chi(t)|x|
\]

\[
D_x^2 f = \left( \rho''(N(t - t_0) + |x| - R) \frac{x \otimes x}{|x|^2} + \rho'(N(t - t_0) + |x| - R) \frac{|x|^2 |\xi|^2 - (x \cdot \xi)^2}{|x|^3} \right) \chi(t),
\]

where \( E \) denotes the unit matrix. In view of (2.14) for all \( \xi \in \mathbb{R}^n \),

\[
\chi(t) \left( \rho''(N(t - t_0) + |x| - R) \frac{(x \cdot \xi)^2}{|x|^2} + \rho'(N(t - t_0) + |x| - R) \frac{|x|^2 |\xi|^2 - (x \cdot \xi)^2}{|x|^3} \right) \leq -c\rho'(N(t - t_0) + |x| - R) \frac{(x \cdot \xi)^2}{|x|^2} \chi(t),
\]

where we use that \( \rho'(\cdots)(|x|^2 |\xi|^2 - (x \cdot \xi)^2) \leq 0 \). Relation (2.15) implies that the matrix

\[-c\rho'(N(t - t_0) + |x| - R) \chi(t) M(x) - D_x^2 f \geq 0\]

(nonnegative definite), where \( M(x) = \frac{x \otimes x}{|x|^2} \). Using the known property that the scalar product \( A \cdot B \geq 0 \) whenever matrices \( A, B \geq 0 \), we find that

\[
H(u) \cdot D_x^2 f \leq -c\rho'(N(t - t_0) + |x| - R) \chi(t) H(u) \cdot M(x) \leq -c\rho'(N(t - t_0) + |x| - R) \chi(t) |H(u)|
\]

(notice that \( |M(x)| = 1 \)). It now follows from (2.10) with the help of (2.12), (2.13) and (2.16) that

\[
\int_\Pi \left[ (\eta(u) + \varepsilon) \chi'(t) \rho(N(t - t_0) + |x| - R) dt dx + \int_\Pi [N(\eta(u) + \varepsilon) - |\psi(u)| - c|H(u)|] \rho'(N(t - t_0) + |x| - R) \chi(t) dt dx \geq 0. \tag{2.17} \]

Taking in (2.17) \( N = C(c + 1) \varepsilon^{-\frac{1}{n+1}} \), we find that \( N(\eta(u) + \varepsilon) - |\psi(u)| - c|H(u)| \geq 0 \) in view of (2.9). Since \( \rho'(r) \leq 0 \), the last integral in (2.17) is nonpositive and (2.17) implies that

\[
\int \left( \int_{\mathbb{R}^n} (\eta(u) + \varepsilon) \chi'(t) \rho(N(t - t_0) + |x| - R) dx \right) \chi(t) dt = \int_\Pi (\eta(u) + \varepsilon) \chi'(t) \rho(N(t - t_0) + |x| - R) dt dx \geq 0 \quad \forall \chi(t) \in C_0^\infty((0, t_0)), \chi(t) \geq 0.
\]
This means that
\[
\frac{d}{dt} \int_{\mathbb{R}^n} (\eta(u) + \varepsilon) \rho(N(t - t_0) + |x| - R) dx \leq 0 \text{ in } \mathcal{D}'((0, t_0)). \tag{2.18}
\]

Let \( E \) be a set of \( t > 0 \) of full measure defined in the proof of Proposition 2.1. Then every \( t \in E \) is a Lebesgue point of the function \( t \to \int_{\mathbb{R}^n} (\eta(u) + \varepsilon) \rho(N(t - t_0) + |x| - R) dx \). If \( t_0 \in E \), then it follows from (2.18) that for all \( t \in E, t < t_0 \)
\[
\int_{\mathbb{R}^n} (\eta(u(t_0, x)) + \varepsilon) \rho(|x| - R) dx \leq \int_{\mathbb{R}^n} (\eta(u(t, x)) + \varepsilon) \rho(N(t - t_0) + |x| - R) dx.
\]

Passing to the limit as \( t \to 0 \) in the above inequality with the help of initial condition (iv) of Definition 1.1, we arrive at the relation
\[
\int_{\mathbb{R}^n} \eta(u(t_0, x)) \rho(|x| - R) dx \leq \int_{\mathbb{R}^n} (\eta(u_0(x)) + \varepsilon) \rho(|x| - Nt_0 - R) dx \leq \int_{\mathbb{R}^n} \eta(u_0(x)) dx + \varepsilon \int_{\mathbb{R}^n} \rho(|x| - Nt_0 - R) dx. \tag{2.19}
\]

Observe that
\[
\int_{\mathbb{R}^n} \rho(|x| - Nt_0 - R) dx \leq \int_{|x|\leq Nt_0+R+1} dx + e^{Nt_0+R} \int_{|x|>Nt_0+R+1} e^{-|x|} dx \leq c_n(Nt_0 + R + 1)^n + nc_n e^{Nt_0+R} \int_{Nt_0+R+1}^{+\infty} e^{\tau} d\tau, \tag{2.20}
\]
where \( c_n \) is the measure of a unit ball in \( \mathbb{R}^n \). Since
\[
\int_{Nt_0+R+1}^{+\infty} e^{-\tau} d\tau = \int_{0}^{+\infty} e^{-s-Nt_0-R-1}(s + Nt_0 + R + 1)^n-1 ds \leq (Nt_0 + R + 1)^{n-1} e^{-Nt_0-R-1} \int_{0}^{+\infty} e^{-s(1+s)} d\tau = a(Nt_0 + R + 1)^{n-1} e^{-Nt_0-R-1},
\]
where \( a = \text{const} \), it follows from (2.20) that for some constants \( a_1, a_2 \)
\[
\varepsilon \int_{\mathbb{R}^n} \rho(|x| - N(\varepsilon)t_0 - R) dx \leq a_1 \varepsilon(N(\varepsilon)t_0 + R + 1)^n \leq a_2 \varepsilon(1 + \varepsilon^{-\frac{1}{m+1}})^n \to 0
\]
(recall that \( m + 1 > n \)). Therefore, passing to the limit in (2.19) as \( \varepsilon \to 0^+ \), we obtain that for all \( t_0 \in E \)
\[
\int_{\mathbb{R}^n} \eta(u(t_0, x)) \rho(|x| - R) dx \leq \int_{\mathbb{R}^n} \eta(u_0(x)) dx. \tag{2.21}
\]

Now observe that \( 0 \leq \eta(u) \leq u^+ \) and \( \eta(u) \to u^+ \) as \( \delta \to 0 \). By Lebesgue dominated convergence theorem it follows from (2.21) in the limit as \( \delta \to 0 \) that for a.e. \( t = t_0 > 0 \)
\[
\int_{\mathbb{R}^n} (u(t, x))^+ \rho(|x| - R) dx \leq \int_{\mathbb{R}^n} (u_0(x))^+ dx < +\infty.
\]

By Fatou lemma this implies in the limit as \( R \to \infty \) that
\[
\int_{\mathbb{R}^n} (u(t, x))^+ dx \leq \int_{\mathbb{R}^n} (u_0(x))^+ dx, \tag{2.22}
\]
that is exactly (2.6) with \( k = 0 \). To complete the proof for general \( k \in \mathbb{R} \), we notice that \( u - k \) is an e.s. of the problem
\[
u_t + \text{div}_x(\varphi(u + k) - a(u + k)\nabla_x u) = 0, \quad u(0, x) = u_0(x) - k.
\]

Applying (2.22) to this e.s., we obtain the desired estimate (2.6). \( \square \)
Corollary 2.1. If $u = u(t, x)$ is an e.s. of (1.1), (1.4) then $\forall k \in \mathbb{R}$

$$\int_{\mathbb{R}^n} (k - u(t, x))^+ dx \leq \int_{\mathbb{R}^n} (k - u_0(x))^+ dx$$  \hspace{1cm} (2.23)

does not hold for a.e. $t > 0$.

Proof. As is easy to verify, the function $v = -u$ is an e.s. of problem

$$v_t + \text{div}_x(-\varphi(-v) - a(-v)\nabla_x v) = 0, \quad v(0, x) = -u_0(x).$$  \hspace{1cm} (2.24)

Applying (2.6) to this e.s. with $k$ replaced by $-k$, we arrive at (2.23). \hfill \Box

Corollary 2.2. Any e.s. $u = u(t, x)$ of (1.1), (1.4) satisfies the maximum/minimum principle

$$a = \text{ess inf} u_0(x) \leq u(t, x) \leq b = \text{ess sup} u_0(x) \quad \text{for a.e.} \quad (t, x) \in \Pi.$$  \hspace{1cm} (2.25)

Proof. The maximum/minimum principle directly follows from (2.6) and (2.23) with $k = b$ and $k = a$, respectively. \hfill \Box

Lemma 2.1. Let $u = u(t, x)$ be an e.s. of problem (1.1), (1.4), $\|u\|_{\infty} \leq M$. Then for each nonnegative function $f = f(t, x) \in C_0^\infty(\Pi)$

$$\int_{\Pi} \left( \sum_{j=1}^{n} (\text{div}_x B_j(u))^2 \right) f(t, x) dtdx \leq C(f, M),$$

where $C(f, M)$ is a constant depending only on $f$ and $M$.

Proof. we choose $\eta(u) = u^2/2$, $\psi(u) = T_{\eta'}(\varphi)(u)$, $H(u) = T_{\eta'}(A)(u)$. By entropy relation (1.8)

$$\int_{\Pi} \left( \sum_{j=1}^{n} (\text{div}_x B_j(u))^2 \right) f dtdx \leq \int_{\Pi} \left[ \eta(u) f_t + \psi(u) \cdot \nabla_x f + H(u) \cdot D^2_x f \right] dtdx \leq \max_{|u| \leq M} (\eta(u) + |\psi(u)| + |H(u)|) \int_{\Pi} \max(|f_t|, |\nabla_x f|, |D^2_x f|) dtdx,$$

as was to be proved. \hfill \Box

3 Main results

As was established in [4] (for the isotropic case see earlier paper [7]) by application of a variant of Kruzhkov’s doubling variables method, the following Kato inequality holds for a pair of entropy solutions $u_1$, $u_2$.

$$(|u_1 - u_2|)_t + \text{div}_x [\text{sign}(u_1 - u_2)(\varphi(u_1) - \varphi(u_2)) - D^2_x \cdot \text{sign}(u_1 - u_2)(A(u_1) - A(u_2))] \leq 0 \quad \text{in} \quad D'(\Pi).$$  \hspace{1cm} (3.1)

Relation (3.1) is the basis for the proof of comparison principle and uniqueness of e.s. But in the case under consideration when the flux functions are merely continuous while the diffusion matrix is degenerate these properties may be generally violated (see examples in [9, 10] for the case of conservation laws) and additional conditions are necessary. Some of them can be found in [2, 3, 11] in the isotropic case. The following result is the straightforward extension of [1, Lemma 1].
Lemma 3.1. Let $u_1 = u_1(t,x)$, $u_2 = u_2(t,x)$ be e.s. of problem (1.1), (1.4) with initial functions $u_{01}$, $u_{02}$, respectively. Suppose that for every $T > 0$ the set

$$A_T = \{ (t,x) \in (0,T) \times \mathbb{R}^n \mid u_1(t,x) > u_2(t,x) \}$$

has finite Lebesgue measure. Then for a.e. $t > 0$

$$\int_{\mathbb{R}^n} (u_1(t,x) - u_2(t,x))^+ dx \leq \int_{\mathbb{R}^n} (u_{01}(x) - u_{02}(x))^+ dx.$$

In particular, if $u_{01} \leq u_{02}$ then $u_1 \leq u_2$ a.e. on $\Pi$ (comparison principle).

Proof. Putting (3.1) together with the identity

$$(u_1 - u_2)_t + \text{div}_x (\varphi(u_1) - \varphi(u_2)) - D_x^2 \cdot (A(u_1) - A(u_2)) = 0 \text{ in } \mathcal{D}'(\Pi),$$

we obtain the relation

$$((u_1 - u_2)^+)_t + \text{div}_x [\theta(u_1 - u_2)(\varphi(u_1) - \varphi(u_2))] - D_x^2 \cdot [\theta(u_1 - u_2)(A(u_1) - A(u_2))] \leq 0 \text{ in } \mathcal{D}'(\Pi),$$

where $\theta(u) = \text{sign}^+(u)$ is the Heaviside function.

We take $0 < t_0 < t_1$, and set $f = f(t,x) = (\theta_r(t-t_0) - \theta_r(t-t_1))p(x/l)$, where $r, l \in \mathbb{N}$, the nonnegative function $p(y) \in C_0^\infty (\mathbb{R}^n)$ is such that $0 \leq p(y) \leq p(0) = 1$, and the sequence $\theta_r(s) = \int_{-\infty}^s \omega_r(\sigma)d\sigma$ of approximations of the Heaviside function was constructed in Proposition 2.1 above. Applying (3.2) to the test function $f$, we obtain, after simple transforms

$$\int_{\Pi} (u_1(t,x) - u_2(t,x))^+ \omega_r(t-t_1)p(x/l)dtdx \leq \int_{\Pi} (u_1(t,x) - u_2(t,x))^+ \omega_r(t-t_0)p(x/l)dtdx + \frac{1}{l} \int_{\Pi} \theta(u_1 - u_2)(\varphi(u_1) - \varphi(u_2)) \cdot \nabla_y p(x/l)(\theta_r(t-t_0) - \theta_r(t-t_1))dtdx + \frac{1}{l^2} \int_{\Pi} \theta(u_1 - u_2)(A(u_1) - A(u_2)) \cdot D_y^2 p(x/l)(\theta_r(t-t_0) - \theta_r(t-t_1))dtdx.$$  \hspace{1cm} (3.3)

Suppose that $t_0, t_1 \in E$, where $E$ is a set of full measure of values $t$ such that $(t,x)$ is a Lebesgue point of the function $(u_1(t,x) - u_2(t,x))^+$ for a.e. $x \in \mathbb{R}^n$. Then $t_0, t_1$ are Lebesgue points of the functions $t \rightarrow \int_{\mathbb{R}^n} (u_1(t,x) - u_2(t,x))^+ p(x/l)dx$, $l \in \mathbb{N}$, and it follows from (3.3) in the limit as $r \rightarrow \infty$ that

$$\int_{\mathbb{R}^n} (u_1(t_1,x) - u_2(t_1,x))^+ p(x/l)dx \leq \int_{\mathbb{R}^n} (u_1(t_0,x) - u_2(t_0,x))^+ p(x/l)dx + \frac{1}{l} \int_{(t_0,t_1) \times \mathbb{R}^n} \theta(u_1 - u_2)(\varphi(u_1) - \varphi(u_2)) \cdot \nabla_y p(x/l)dtdx + \frac{1}{l^2} \int_{(t_0,t_1) \times \mathbb{R}^n} \theta(u_1 - u_2)(A(u_1) - A(u_2)) \cdot D_y^2 p(x/l)dtdx \leq \int_{\mathbb{R}^n} (u_1(t_0,x) - u_2(t_0,x))^+ dx + \left( \frac{1}{l} \|\varphi(u_1) - \varphi(u_2)\|_{\infty} \|\nabla_y p\|_{\infty} + \frac{1}{l^2} \|A(u_1) - A(u_2)\|_{\infty} \|D_y^2 p\|_{\infty} \right) \int_{(0,t_1) \times \mathbb{R}^n} \theta(u_1 - u_2)dtdx.$$  \hspace{1cm} (3.4)
Observe that by our assumption \( \int_{(0,t_1)^*} \theta(u_1 - u_2) dt dx < +\infty \). Passing in (3.4) to the limit as \( E \ni t_0 \to 0^+ \), we obtain that for all \( t = t_1 \in E \)

\[
\int_{\mathbb{R}^n} (u_1(t,x) - u_2(t,x))^+ p(x/l) dx \leq \int_{\mathbb{R}^n} (u_0_1(x) - u_0_2(x))^+ p(x/l) dx + \\
\left( \frac{1}{l} \|\varphi(u_1) - \varphi(u_2)\|_\infty \|\nabla p\|_\infty + \frac{1}{l^2} \|A(u_1) - A(u_2)\|_\infty \|D_y^2 p\|_\infty \right) \int_{(0,t)^*} \theta(u_1 - u_2) dt dx,
\]

where we use that

\[ |(u_1(t_0,x) - u_2(t_0,x))^+ - (u_0_1(x) - u_0_2(x))^+| \leq |u_1(t_0,x) - u_0_1(x)| + |u_2(t_0,x) - u_0_2(x)| \xrightarrow{E \ni t_0 \to 0^+} 0, \]

by initial condition (iv). Passing in (3.5) to the limit as \( l \to \infty \), with the help of Fatou’s lemma, we arrive at

\[
\int_{\mathbb{R}^n} (u_1(t,x) - u_2(t,x))^+ dx \leq \int_{\mathbb{R}^n} (u_0_1(x) - u_0_2(x))^+ dx.
\]

This completes the proof.

Now, we are ready to establish existence of the largest and the smallest e.s. of our problem.

### 3.1 Proof of Theorem 1.1

We choose a strictly decreasing sequence \( b_r \), \( r \in \mathbb{N} \) such that \( b_r > b = \text{ess sup} u_0(x) \) for all \( r \in \mathbb{N} \), and define a sequence of initial functions

\[
u_{0r}(x) = \begin{cases} u_0(x) & |x| \leq r, \\ b_r & |x| > r. \end{cases}
\]

Let \( u_r = u_r(t,x) \) be an e.s. of (1.1), (1.4) with initial data \( u_{0r} \). Existence of this e.s. is known, for sufficiently regular nonlinearities it was established in [4], the general case can be treated by approximation with the help of known a priori estimates. Observe that \( \forall r \in \mathbb{N} \)

\[
 u_0(x) \leq u_{0r+1}(x) \leq u_{0r}(x) \leq b_r \text{ a.e. on } \mathbb{R}^n, \text{ and } \lim_{r \to \infty} u_{0r}(x) = u_0(x).
\]

Denote \( d_r = b_r - b_{r+1} > 0 \). By the maximum principle \( u_r \leq b_r \) for all \( r \in \mathbb{N} \). Therefore,

\[
\{(t,x)|u_{r+1}(t,x) > u_r(t,x)\} \subset \{(t,x)|b_{r+1} > u_r(t,x)\} = \{(t,x)|b_r - u_r(t,x) > d_r\}.
\]

By Chebyshev’s inequality and Proposition 2.2 for each \( T > 0 \)

\[
\text{meas}\left\{ (t,x) \in (0,T) ? \mathbb{R}^n \mid u_{r+1}(t,x) > u_r(t,x) \right\} \leq \frac{1}{d_r} \int_{(0,T) \times \mathbb{R}^n} (b_r - u_r)^+ dt dx \leq \frac{T}{d_r} \int_{\mathbb{R}^n} (b_r - u_0)^+ dx = \frac{T}{d_r} \int_{|x| \leq r} (b_r - u_0) dx.< +\infty.
\]

We see that the assumption of Lemma 3.1 regarded to the e.s. \( u_{r+1} \) and \( u_r \) is satisfied and by this lemma \( u_{r+1} \leq u_r \) a.e. on \( \Pi \). Since \( u_{0r} \geq u_0 \geq a = \text{ess inf} u_0(x) \) then \( u_r \geq a \), by the minimum principle. Hence, the sequence

\[
u_r(t,x) \to u_+(t,x) \rightleftharpoons \text{inf}_{r>0} u_r(t,x)
\]
a.e. on Π, as well as in $L^1_{\text{loc}}(\Pi)$. Further, $\|u_r\|_\infty \leq M = \text{const}$ and by Lemma [2.1] the sequences $\text{div}_x B_j(u_r)$ are bounded in $L^1_{\text{loc}}(\Pi)$ for all $j = 1, \ldots, n$. Passing to a subsequence if necessary, we may suppose that $\text{div}_x B_j(u_r) \to p_j$ as $r \to \infty$ weakly in $L^2_{\text{loc}}(\Pi)$, $j = 1, \ldots, n$. It follows from the relation

$$
\int_\Pi B_j(u_r) \cdot \nabla_x f \, dt \, dx = - \int_\Pi f \text{div}_x B_j(u_r) \, dt \, dx, \quad f = f(t, x) \in C_0^\infty(\Pi)
$$

in the limit as $r \to \infty$ that

$$
\int_\Pi B_j(u_+) \cdot \nabla_x f \, dt \, dx = - \int_\Pi f p_j \, dt \, dx, \quad \forall f = f(t, x) \in C_0^\infty(\Pi),
$$

that is, $\text{div}_x B_j(u_+) = p_j \in L^2_{\text{loc}}(\Pi; \mathbb{R}^n)$ in $D'(\Pi)$ for all $j = 1, \ldots, n$. We conclude that $u_+$ satisfies assumption (i) of Definition [1.1]. Further, in view of (ii) applied to e.s. $u_r$ we have for every $g(u) \in C^1(\mathbb{R})$, $j = 1, \ldots, n$, $f \in C_0^\infty(\Pi)$

$$
\int_\Pi T_g(B_j)(u_r) \cdot \nabla_x f \, dt \, dx = - \int_\Pi g(u_r) \text{div}_x B_j(u_r) f \, dt \, dx.
$$

In the limit as $r \to \infty$ this implies that $\forall f \in C_0^\infty(\Pi)$

$$
\int_\Pi T_g(B_j)(u_+) \cdot \nabla_x f \, dt \, dx = - \int_\Pi g(u_+) p_j f \, dt \, dx,
$$

that is,

$$
\text{div}_x T_g(B_j)(u_+) = g(u_+) p_j = g(u_+) \text{div}_x B_j(u_+) \in D'(\Pi).
$$

We find that $u_+$ satisfies the chain rule (ii).

By Proposition [2.1] e.s. $u_r$ satisfies integral inequality (2.1): for any convex entropy $\eta \in C^2(\mathbb{R})$ and each nonnegative test function $f = f(t, x) \in C_0^\infty(\Pi)$

$$
\int_\Pi \left[ \eta(u_r) f_t + T_{\eta'}(\varphi)(u_r) \cdot \nabla_x f + T_{\eta'}(A)(u_r) \cdot D_x^2 f \right] \, dt \, dx + \int_{\mathbb{R}^n} \eta(u_0(x)) f(0, x) \, dx \geq 0. \quad (3.6)
$$

Observe that for each $j = 1, \ldots, n$

$$
v_{j+r} = \sqrt{\eta''(u_r)} \text{div}_x B_j(u_r) \to v_j = \sqrt{\eta''(u_+)} \text{div}_x B_j(u_+)
$$
as $r \to \infty$ weakly in $L^2_{\text{loc}}(\Pi)$. By the known property of weak convergence

$$
\int_\Pi f \sum_{j=1}^n v_{j+r}^2 \, dt \, dx \leq \liminf_{r \to \infty} \int_\Pi f \sum_{j=1}^n v_{j+r}^2 \, dt \, dx,
$$

which reduces to the inequality

$$
\int_\Pi f \eta''(u_+) \sum_{j=1}^n (\text{div}_x B_j(u_+))^2 \, dt \, dx \leq \liminf_{r \to \infty} \int_\Pi f \eta''(u_r) \sum_{j=1}^n (\text{div}_x B_j(u_r))^2 \, dt \, dx. \quad (3.7)
$$
Passing in (3.6) to the limit as \( r \to \infty \) and taking into account (3.7), we obtain that for every \( f = f(t, x) \in C_0^\infty(\Pi) \), \( f \geq 0 \),

\[
\int_{\Pi} \left[ \eta(u_+)f_t + T_\varphi(\varphi)(u_+) \cdot \nabla_x f + T_\varphi(A)(u_+) \cdot D_x^2f - f\eta''(u_+) \sum_{j=1}^{n} (\text{div}_x B_j(u_+))^2 \right]dt\,dx + \int_{\mathbb{R}^n} \eta(u_0(x))f(0, x)\,dx \geq 0.
\]

Thus, the function \( u_+ \) also satisfies (2.11). By Proposition 2.1, \( u_+ \) is an e.s. of (1.1), (1.4).

Let us demonstrate that \( u_+ \) is the largest e.s. of this problem. For that, we choose an arbitrary e.s. \( u = u(t, x) \) of (1.1), (1.4). By the maximum principle, \( u \leq b \). Therefore, in the set \( \Pi_T = (0, T) \times \mathbb{R}^n \) \( \{ u > u_r \} \subset \{ b > u_r \} = \{ b_r - u_r > b_r - b \} \) and consequently

\[
\text{meas}\{ u > u_r \} \leq \frac{1}{b_r - b} \int_{\Pi_T} (b_r - u_r)^+ \,dx \leq \frac{T}{b_r - b} \int_{|x| < r} (b_r - u_0)\,dx < +\infty,
\]

where we use again Chebyshev’s inequality and Proposition 2.2. Hence, the requirement of Lemma 3.1 applied to the e.s. \( u \) and \( u_r \), is satisfied and, by the comparison principle, the inequality \( u_0 \leq u_{0r} \) implies that \( u \leq u_r \) a.e. on \( \Pi \). In the limit as \( r \to \infty \) we conclude that \( u \leq u_+ \) a.e. on \( \Pi \). Hence, \( u_+ \) is the unique largest e.s.

Let \( v_+ = v_+(t, x) \) be the largest e.s. of (2.24). It is clear that the function \( u_-(t, x) = -v_+(t, x) \) is the smallest e.s. of the original problem. The inequality \( u_- \leq u_+ \) is evident. The proof of Theorem 1.1 is complete.

### 3.2 Proof of Theorem 1.2

Let \( u_{1r}, u_{2r} \) be the largest e.s. of (1.1), (1.4) with initial data \( u_{10}, u_{20} \). We choose a strictly decreasing sequence \( b_r, r \in \mathbb{N} \), such that \( b_r > \max(\|u_{10}\|_\infty, \|u_{20}\|_\infty) \), and consider the sequences

\[
u_{1r}^0(x) = \begin{cases} u_{10}(x) & , |x| \leq r, \\ b_r & , |x| > r \end{cases}, \quad u_{2r}^0(x) = \begin{cases} u_{20}(x) & , |x| \leq r, \\ b_r + 1 & , |x| > r \end{cases}.
\]

Then the corresponding sequences \( u_{1r}, u_{2r} \) of e.s. strongly converges as \( r \to \infty \) to the largest e.s. \( u_{1+}, u_{2+} \), respectively. By the maximum principle \( u_{1r} \leq b_r \). Therefore, for each \( T > 0 \)

\[
\{ (t, x) \in \Pi_T | u_{1r}(t, x) > u_{2r}(t, x) \} \subset \{ (t, x) \in \Pi_T | b_r > u_{2r}(t, x) \} = \{ (t, x) \in \Pi_T | b_r + 1 - u_{2r}(t, x) > 1 \},
\]

and by Chebyshev’s inequality and Proposition 2.2

\[
\text{meas}\{ (t, x) \in \Pi_T | u_{1r}(t, x) > u_{2r}(t, x) \} \leq \int_{\Pi_T} (b_r + 1 - u_{2r}(t, x))\,dt\,dx \leq T \int_{|x| < r} (b_r + 1 - u_{20}(x))\,dx < \infty.
\]

By Lemma 3.1 again we conclude that for a.e. \( t > 0 \)

\[
\int_{\mathbb{R}^n} (u_{1r}(t, x) - u_{2r}(t, x))^+ \,dx \leq \int_{\mathbb{R}^n} (u_{1r}^0(x) - u_{2r}^0(x))^+ \,dx = \int_{|x| < r} (u_{10}(x) - u_{20}(x))^+ \,dx \leq \int_{\mathbb{R}^n} (u_{10}(x) - u_{20}(x))^+ \,dx.
\]
Passing to the limit as \( r \to \infty \) with the help of Fatou’s lemma, we derive the desired result

\[
\int_{\mathbb{R}^n} (u_{1+}(t, x) - u_{2+}(t, x))^+ dx \leq \int_{\mathbb{R}^n} (u_{10}(x) - u_{20}(x))^+ dx.
\]

Concerning the smallest e.s., we observe that \( u_{1-} = -v_{1+} \), \( u_{2-} = -v_{2+} \), where \( v_{1+} \), \( v_{2+} \) are the largest e.s. of problem (2.24) with initial data \(-u_{10}(x)\), \(-u_{20}(x)\), respectively. As was already proved,

\[
\int_{\mathbb{R}^n} (v_{2+}(t, x) - v_{1+}(t, x))^+ dx \leq \int_{\mathbb{R}^n} (u_{10}(x) - u_{20}(x))^+ dx,
\]

which reduces to the desired relation

\[
\int_{\mathbb{R}^n} (u_{1-}(t, x) - u_{2-}(t, x))^+ dx \leq \int_{\mathbb{R}^n} (u_{10}(x) - u_{20}(x))^+ dx.
\]

### 3.3 The case of periodic initial data

Now we assume that the initial function \( u_0(x) \) is periodic with a lattice of periods \( L \subset \mathbb{R}^n \). Hence, \( u_0(x + e) = u_0(x) \) a.e. on \( \mathbb{R}^n \) for each \( e \in L \).

**Theorem 3.1.** The largest e.s. \( u_+ \) and the smallest e.s. \( u_- \) of the problem (1.1), (1.4) are space-periodic and coincide: \( u_+ = u_- \).

**Proof.** Let \( e \in L \). In view of periodicity of the initial function it is obvious that \( u(t, x + e) \) is an e.s. of (1.1), (1.4) if and only if \( u(t, x) \) is an e.s. of the same problem. Therefore, \( u_+(t, x + e) \) is the largest e.s. of (1.1), (1.4) together with \( u_- \). By the uniqueness \( u_+(t, x + e) = u_+(t, x) \) a.e. on \( \Pi \) for all \( e \in L \), that is \( u_+ \) is a space periodic function. In the same way we prove space periodicity of the smallest e.s. \( u_- \). Since \( u_\pm \) are weak solutions of (1.1), we find

\[
(u_+ - u_-)_t + \text{div}_x (\varphi(u_+) - \varphi(u_-)) - D_x^2 : (A(u_+) - A(u_-)) = 0 \quad \text{in} \ D'(\Pi). \tag{3.8}
\]

Let \( \alpha(t) \in C^1_0(\mathbb{R}_+) \), \( \beta(y) \in C^2_0(\mathbb{R}^n) \), \( \alpha(t), \beta(y) \geq 0 \), \( \int_{\mathbb{R}^n} \beta(y) dy = 1 \). Applying (3.8) to the test function \( \alpha(t)\beta(x/k) \), with \( k \in \mathbb{N} \), we arrive at the relation

\[
\int_\Pi (u_+ - u_-)\alpha'(t)\beta(x/k) dtdx + k^{-1} \int_\Pi (\varphi(u_+) - \varphi(u_-)) \cdot \nabla_y \beta(x/k) \alpha(t) dtdx +
\]

\[
k^{-2} \int_\Pi (A(u_+) - A(u_-)) \cdot D_y^2 \beta(x/k) \alpha(t) dtdx = 0.
\]

Multiplying this equality by \( k^{-n} \) and passing to the limit as \( k \to \infty \), we obtain

\[
\int_{\mathbb{R}^+ \times \mathbb{T}^n} (u_+(t, x) - u_-(t, x))\alpha'(t) dtdx = 0, \tag{3.9}
\]

where \( \mathbb{T}^n = \mathbb{R}^n / L \) is a torus (which can be identified with a fundamental parallelepiped), equipped with the normalized Lebesgue measure \( dx \). We use here the known property

\[
\lim_{k \to \infty} k^{-n} \int_\Pi \mu(t, x) \alpha(t)\beta(x/k) dtdx = \int_{\mathbb{R}^+ \times \mathbb{T}^n} \alpha(t)\mu(t, x) dtdx
\]

for an arbitrary \( x \)-periodic function \( \mu(t, x) \in L^1_{loc}(\Pi) \). Identity (3.9) means that

\[
\frac{d}{dt} \int_{\mathbb{T}^n} (u_+(t, x) - u_-(t, x)) dx = 0 \quad \text{in} \ D'(\mathbb{R}_+).
\]
This implies that for a.e. $t, t_0, t > t_0$
\[ \int_{\mathbb{T}^n} (u_+(t, x) - u_-(t, x))dx = \int_{\mathbb{T}^n} (u_+(t_0, x) - u_-(t_0, x))dx. \]  
(3.10)

Taking into account the initial relation (iv), we find that
\[ \int_{\mathbb{T}^n} (u_+(t, x) - u_-(t, x))dx \leq \int_{\mathbb{T}^n} |u_+(t_0, x) - u_0(x)|dx + \int_{\mathbb{T}^n} |u_-(t_0, x) - u_0(x)|dx \to 0 \]
as $t_0 \to 0$ running over a set of full measure. Therefore (3.10) implies in the limit as $t_0 \to 0$ that
\[ \int_{\mathbb{T}^n} (u_+(t, x) - u_-(t, x))dx = 0 \]
for a.e. $t > 0$. Since $u_+ \geq u_-$, we conclude that $u_+ = u_-$ a.e. on $\Pi$.

Since any e.s. of (1.1), (1.4) is situated between $u_-$ and $u_+$, we deduce the following

Corollary 3.1. An e.s. of (1.1), (1.4) is unique and coincides with $u_+$.

More generally we establish below the comparison principle formulated in Theorem 1.3.

3.4 Proof of Theorem 1.3

For definiteness suppose that the function $u_0(x)$ is periodic. The case of periodic $v_0$ is treated similarly. By Theorem 3.1 the functions $u_+ = u_-$ coincide with the unique e.s. of (1.1), (1.4).

As follows from Theorem 1.2 and the condition $u_0 \leq v_0$, $u_- \leq v_-$. Therefore, $u = u_- \leq v_- \leq v$, as was to be proved.

We underline that for conservation laws (1.2) Theorems 1.1–1.3 were established in [12, 13, 14]. Moreover, the comparison principle and the uniqueness of e.s. remain valid in the case when the initial function is periodic at least in $n - 1$ independent directions, this can be proved by the same methods as for conservations laws, see [13, 14].

4 The long time decay property

We will essentially rely on results about decay of space-periodic e.s. Assume that the initial function $u_0$ is periodic. Let
\[ I = \int_{\mathbb{T}^n} u_0(x)dx \]
be the mean value of initial data, and
\[ L' = \{ \xi \in \mathbb{R}^n | \xi \cdot e \in \mathbb{Z} \forall e \in L \} \]
be the dual lattice to the lattice of periods $L$.

Theorem 4.1. Assume that for all $\xi \in L'$, $\xi \neq 0$ there is no vicinity of $I$, where simultaneously the function $\xi \cdot \varphi(u)$ is affine and the function $a(u)\xi \cdot \xi = 0$ almost everywhere. Then
\[ \text{ess lim}_{t \to +\infty} u(t, x) = I \quad \text{in} \quad L^1(\mathbb{T}^n). \]  
(4.1)

Theorem 4.1 was established in recent paper [17] and generalizes earlier results [5, 15].

To prove Theorem 4.1 we will follow the scheme of paper [18], where the case of conservation laws $a \equiv 0$ was treated.
4.1 Auxiliary lemmas

The following simple lemmas were proved in [18]. For the sake of completeness we reproduce them with the proofs.

**Lemma 4.1.** The norms \( \| \cdot \|_V \) defined in \((1.14)\) are mutually equivalent.

*Proof.* Let \( V_1, V_2 \) be open bounded sets in \( \mathbb{R}^n \), and \( K_1 = \text{Cl} V_1 \) be the closure of \( V_1 \). Then \( K_1 \) is a compact set while \( y + V_2, y \in K_1 \), is its open covering. By the compactness there is a finite set \( y_i, i = 1, \ldots, m, \) such that \( K_1 \subset \bigcup_{i=1}^m (y_i + V_2) \). This implies that for every \( y \in \mathbb{R}^n \) and \( u = u(x) \in L^\infty(\mathbb{R}^n) \)

\[
\int_{y + V_1} |u(x)|dx \leq \sum_{i=1}^m \int_{y + y_i + V_2} |u(x)|dx \leq m \| u \|_{V_2}.
\]

Hence, \( \forall u = u(x) \in L^\infty(\mathbb{R}^n) \)

\[
\| u \|_{V_1} = \sup_{y \in \mathbb{R}^n} \int_{y + V_1} |u(x)|dx \leq m \| u \|_{V_2}.
\]

Changing the places of \( V_1, V_2 \), we obtain the inverse inequality \( \| u \|_{V_2} \leq l \| u \|_{V_1} \) for all \( u \in L^\infty(\mathbb{R}^n) \), where \( l \) is some positive constant. This completes the proof. \( \square \)

**Lemma 4.2.** Let \( X_\alpha, \alpha \in \mathbb{N} \), be a countable family of proper linear subspaces of \( \mathbb{R}^n \). Then there exists a lattice \( L \subset \mathbb{R}^n \) such that \( L \cap X_\alpha = \{0\} \) for all \( \alpha \in \mathbb{N} \).

*Proof.* Denote by \( L_n \) the linear space of linear endomorphisms of \( \mathbb{R}^n \), and by \( \text{GL}_n \) the group of linear automorphisms of \( \mathbb{R}^n \). It is clear that \( \text{GL}_n \) is an open subset of \( L_n \), this set can be identified with the set of all \( n \times n \) matrices with nonzero determinant. For \( \alpha \in \mathbb{N}, \xi \in \mathbb{Z}^n, \xi \neq 0 \), we define the sets

\[
H_{\xi,\alpha} = \{ A \in L_n : A\xi \in X_\alpha \}, \quad H = \bigcup_{\xi \in \mathbb{Z}^n \setminus \{0\}, \alpha \in \mathbb{N}} H_{\xi,\alpha}.
\]

Obviously, the sets \( H_{\xi,\alpha} \) are proper linear subspaces of \( L_n \) and therefore they have zero Lebesgue measure in \( L_n \). This implies that \( H \) is a set of zero measure as a countable union of \( H_{\xi,\alpha} \). Since the measure of \( \text{GL}_n \) is positive (even infinite), then \( \text{GL}_n \not\subset H \) and we can find \( A \in \text{GL}_n \) such that \( A \not\in H \). We define the lattice \( L \) as the image of the standard lattice \( \mathbb{Z}^n \) under the automorphism \( A : L = A(\mathbb{Z}^n) \). Since \( A \not\in H \), we conclude that \( L \) satisfies the required condition \( L \cap X_\alpha = \{0\} \forall \alpha \in \mathbb{N} \). \( \square \)

We define the set \( F \subset \mathbb{R} \) consisting of points \( u_0 \) such that in any neighborhood of \( u_0 \) it is not possible that simultaneously the vector \( \varphi(u) \) is affine and the matrix \( a(u) = 0 \) on this neighborhood. We also denote \( F_+ = F \cap (0, +\infty), F_- = F \cap (-\infty, 0) \).

**Lemma 4.3.** Assume that nonlinearity-diffusivity assumption \((1.12)\) is satisfied. Then

\[
\sup F_- = \inf F_+ = 0. \tag{4.2}
\]

*Proof.* Supposing the contrary, we find that either \( \sup F_- < 0 \) or \( \inf F_+ > 0 \). We consider the latter case \( \inf F_+ > 0 \), the former case \( \sup F_- < 0 \) is treated similarly. Let \( 0 < b < \inf F_+ \) (notice that \( \inf F_+ = +\infty \) in the case \( F_+ = \emptyset \)). We see that \( (0, b) \cap F = \emptyset \), that is, the vector \( \varphi(u) \) is affine and the matrix \( a(u) = 0 \) in some vicinity of each point in \( (0, b) \). We deduce that, firstly, \( a(u) = 0 \) on \( (0, b) \). Secondly, \( \varphi(u) \in C^\infty((0, b)) \) and \( \varphi'(u) \) is a piecewise constant continuous function on \( (0, b) \). This is possible only if \( \varphi'(u) \) is constant, \( \varphi'(u) \equiv c \in \mathbb{R}^n \). This implies that \( \varphi(u) = uc + d \) on \( (0, b) \), \( d \in \mathbb{R}^n \). Hence, the vector \( \varphi(u) \) is affine on \( (0, b) \) while the matrix \( a(u) = 0 \) on \( (0, b) \), which contradicts to \((1.12)\). \( \square \)
4.2 Proof of Theorem 1.4

The proof is relied on the decay property for periodic e.s. First we choose a lattice of periods $L$.

Let $J$ be the sets of intervals $I = (a, b)$ with rational ends $a, b \in \mathbb{Q}$ such that $I \cap F \neq \emptyset$. It is clear that $J$ is a countable set. For each $I \in J$ we define the linear sets

$$X_I = \{ \xi \in \mathbb{R}^n : \text{the function } u \to \xi \cdot \varphi(u) \text{ is affine on } I, \text{ and the function } u \to a(u)\xi \cdot \xi = 0 \text{ on } I \}.$$ 

Then $X_I \neq \mathbb{R}^n$, otherwise, the vector $\varphi(u)$ is affine on $I$ while the matrix $a(u) = 0$ on $I$, which contradicts to the condition that $I$ is a neighborhood of some point $u_0 \in I \cap F$. Hence $X_I$, $I \in J$, are proper linear subspaces of $\mathbb{R}^n$. By Lemma 4.2 we can find a lattice $L_1$ in $\mathbb{R}^n$ such that $\xi \notin X_I$ for all $\xi \in L_1$, $\xi \neq 0$, and all $I \in J$. Let $L = L_1' = \{ e \in \mathbb{R}^n : \xi \cdot e \in \mathbb{Z} \forall \xi \in L_1 \}$ be the dual lattice. Then by the duality $L \cap L_1 = L'$. By the density of $\mathbb{Q}$, any nonempty interval $(a, b)$ intersecting with $F$ contains some interval $I \in J$. Since every nonzero $\xi \in L' = L_1$ does not belong to $X_I$, we claim that either the function $\xi \cdot \varphi(u)$ is not affine on $I$ or $a(u)\xi \cdot \xi \neq 0$ on $I$. All the more this property holds on the larger interval $(a, b)$. Hence,

$$\forall \xi \in L', \xi \neq 0, \text{ either the function } u \to \xi \cdot \varphi(u) \text{ is not affine or } a(u)\xi \cdot \xi \neq 0 \text{ on intervals intersecting with } F. \quad (4.3)$$

Let $e_k$, $k = 1, \ldots, n$, be a basis of the lattice $L$. We define for $r > 0$ the parallelepiped

$$P_r = \left\{ x = \sum_{k=1}^{n} x_k e_k : -r/2 \leq x_k < r/2, k = 1, \ldots, n \right\}.$$

It is clear that $P_r$ is a fundamental parallelepiped for a lattice $rL$. We introduce the functions

$$v_{0r}^+(x) = \sup_{e \in L} u_0(x + re), \quad v_{0r}^-(x) = \inf_{e \in L} u_0(x + re).$$

Since $L$ is countable, these functions are well-defined in $L^\infty(\mathbb{R}^n)$, and $\|v_{0r}^\pm\|_\infty \leq C_0 \equiv \|u_0\|_\infty$. It is clear that $v_{0r}^\pm(x)$ are $rL$-periodic and

$$v_{0r}^-(x) \leq u_0(x) \leq v_{0r}^+(x). \quad (4.4)$$

We denote

$$V_r(x) = \sup_{e \in L} |u_0(x + re)|, \quad M_r = \frac{1}{|P_r|} \int_{P_r} V_r(x)dx.$$

It is clear that for a.e. $x \in \mathbb{R}^n$

$$|v_{0r}^\pm(x)| \leq V_r(x) \leq C_0.$$

As was demonstrated in [18], under condition (1.10)

$$M_r \to 0 \quad \text{as } r \to +\infty. \quad (4.5)$$

For the sake of completeness we give details of the proof.

We fix $\varepsilon > 0$ and define the set $A = \{ x \in \mathbb{R}^n : |u_0(x)| > \varepsilon \}$. In view of (1.10) the measure of this set is finite, $\text{meas } A = p < +\infty$. We also define the sets

$$A_r^e = \{ x \in P_r : x + re \in A \} \subset P_r, \quad r > 0, \quad e \in L, \quad A_r = \bigcup_{e \in L} A_r^e.$$
By the translation invariance of Lebesgue measure and the fact that $\mathbb{R}^n$ is the disjoint union of the sets $re + P_r$, $e \in L$, we have

$$\sum_{e \in L} \text{meas } A_e^r = \sum_{e \in L} \text{meas} (re + A_e^r) = \sum_{e \in L} \text{meas} (A \cap (re + P_r)) = \text{meas } A = p.$$ 

This implies that

$$\text{meas } A_r \leq \sum_{e \in L} \text{meas } A_e^r = p. \quad (4.6)$$

If $x \in P_r \setminus A_r$ then $|u_0(x + re)| \leq \varepsilon$ for all $e \in L$, which implies that $V_r(x) \leq \varepsilon$. Taking (4.6) into account, we find

$$\int_{P_r} V_r(x) dx = \int_{A_r} V_r(x) dx + \int_{P_r \setminus A_r} V_r(x) dx \leq C_0 \text{meas } A_r + \varepsilon \text{meas } P_r \leq C_0 p + \varepsilon |P_r|.$$

It follows from this estimate that

$$\limsup_{r \to +\infty} M_r \leq \lim_{r \to +\infty} \left( \frac{C_0 p}{|P_r|} + \varepsilon \right) = \varepsilon$$

and since $\varepsilon > 0$ is arbitrary, we conclude that (4.5) holds. Let

$$M_r^+ = \frac{1}{|P_r|} \int_{P_r} v_{0r}^+(x) dx$$

be mean values of $rL$-periodic functions $v_{0r}^+(x)$. In view of (4.5)

$$|M_r^+| \leq M_r \to 0. \quad (4.7)$$

By (4.7) and (4.2) we can find such values $B_r^-, B_r^+ \in F$, where $r > 0$ is sufficiently large, that $B_r^- \leq M_r^- \leq M_r^+ \leq B_r^+$, and that $B_r^+ \to 0$ as $r \to \infty$. We define the $rL$-periodic functions

$$u_{0r}^+(x) = v_{0r}^+(x) - M_r^+ + B_r^+ \geq v_{0r}^+(x), \quad u_{0r}^-(x) = v_{0r}^-(x) - M_r^- + B_r^- \leq v_{0r}^-(x)$$

with the mean values $B_r^+, B_r^-$, respectively. In view of (4.4), we have

$$u_{0r}^-(x) \leq u_0(x) \leq u_{0r}^+(x). \quad (4.8)$$

Let $u_r^\pm$ be unique (by Corollary 3.1) e.s. of (1.1), (1.4) with initial functions $u_{0r}^\pm$, respectively. Taking into account that $(rL)' = \frac{1}{r}L'$, we derive from (4.3) that the requirement of Theorem 4.1 corresponding to the lattice $rL$ and the mean value $M = B_r^\pm \in F$, is satisfied. By this theorem we find that

$$\lim_{t\to+\infty} \int_{P_r} |u_r^\pm(t, x) - B_r^\pm| dx = 0. \quad (4.9)$$

By the periodicity, for each $y \in \mathbb{R}^n$

$$\int_{y + P_r} |u_r^\pm(t, x) - B_r^\pm| dx = \int_{P_r} |u_r^\pm(t, x) - B_r^\pm| dx,$$

which readily implies that for $V = \text{Int } P_r$

$$\|u_r^\pm(t, x) - B_r^\pm\|_V = \int_{P_r} |u_r^\pm(t, x) - B_r^\pm| dx.$$
In view of Lemma 4.1 we have the estimate
\[ \|u_r^\pm(t,x) - B_r^\pm\|_X \leq C \int_{P_r} |u_r^\pm(t,x) - B_r^\pm| dx, \quad C = C_r = \text{const}. \]

By (4.9) we claim that
\[ \lim_{t \to +\infty} \|u_r^\pm(t,\cdot) - B_r^\pm\|_X = 0. \] (4.10)

Let \( u = u(t,x) \) be an e.s. of the original problem (1.1), (1.4) with initial data \( u_0(x) \). Since the functions \( u_0^\pm \) are periodic, then it follows from (4.8) and the comparison principle stated in Theorem 1.3 that \( u_r^- \leq u \leq u_r^+ \) a.e. in \( \Pi \). This readily implies the relation
\[ \|u(t,\cdot)\|_X \leq \|u_r^-(t,\cdot)\|_X + \|u_r^+(t,\cdot)\|_X \leq \|u_r^-(t,x) - B_r^-\|_X + \|u_r^+(t,x) - B_r^+\|_X + c(|B_r^-| + |B_r^+|), \] (4.11)

where \( c \) is Lebesgue measure of the unit ball \(|x| < 1\) in \( \mathbb{R}^n \). In view of (4.10) it follows from (4.11) in the limit as \( t \to +\infty \) that
\[ \limsup_{t \to +\infty} \|u(t,\cdot)\|_X \leq c(|B_r^-| + |B_r^+|). \]

Since \( B_r^\pm \to 0 \) as \( r \to \infty \), the latter relation implies the desired decay property
\[ \lim_{t \to +\infty} \|u(t,\cdot)\|_X = 0. \]
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