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Abstract—
This paper illustrates the way for estimating position and orientation of a vehicle with an Extended Kalman Filter (EKF). For this purpose a non-linear model is designed and an adaptive calculation of measurement noise covariance matrix is used, a so called ROSE-Filter (Rapid Ongoing Stochastic estimation-Filter). Input of the system is the measured pose from a two dimensional position system. Estimated is the pose (position and orientation) and the velocity of the vehicle.

Index Terms—Adaptive Extended Kalman Filter, EKF, ROSE, Position, Orientation.

I. INTRODUCTION

The exact pose (position and orientation) of objects is required for a lot of applications. This pose is base of controlling vehicles and creating a model of the environment.

Sensors, like GPS just frequently measured the position not accurately. Therefore it is necessary to filter the position and estimate the orientation of the object.

The Kalman filter is a popular approach to solve this topic. This filter requires to firstly define a model to estimate the pose. There are different applications which are based on linear models and non-linear models. Each approach has its own advantages and disadvantages. Linear models have problems estimating the orientation of an object. However non-linear models can estimate the pose but are less stable as linear models. Hence a stable non-linear model is required.

This paper focuses on vehicles, like cars or robots, based on a planar vehicle model. The planar vehicle model uses the steering for changing the direction of the vehicle to describe the x- and y- position of the center of gravity and the orientation of the vehicle. Such kind of modeling is described in more detail in [1] and [2].

II. MODELING

A. Nonlinear model

The trajectory of objects based on a planar vehicle model can be described within a small time step as circular trajectory with radius $R$ around the center of the circle $(x_c, y_c)$.

The position of the object at time $t = 0$ is given by

\[
\begin{align*}
  x(0) &= x_c + R \cdot \cos(\varphi(0)) \\
  y(0) &= y_c + R \cdot \sin(\varphi(0))
\end{align*}
\]  

and at time $t = 1$ given by

\[
\begin{align*}
  x(1) &= x_c + R \cdot \cos(\varphi(1)) \\
  y(1) &= y_c + R \cdot \sin(\varphi(1))
\end{align*}
\]

Solve equations (1) for $x_c$ and (2) for $y_c$ and substitute into (3) and (4). Thus,

\[
\begin{align*}
  x(1) &= R \cdot \cos(\varphi(1)) + x(0) - R \cdot \cos(\varphi(0)) \\
  &= x(0) + R \cdot (\cos(\varphi(1)) - \cos(\varphi(0))) \\
  &= x(0) - 2 \cdot R \cdot \sin\left(\frac{\varphi(1) + \varphi(0)}{2}\right) \cdot \sin\left(\frac{\varphi(1) - \varphi(0)}{2}\right) \\
  y(1) &= R \cdot \sin(\varphi(1)) + y(0) - R \cdot \sin(\varphi(0)) \\
  &= y(0) + R \cdot (\sin(\varphi(1)) - \sin(\varphi(0))) \\
  &= y(0) + 2 \cdot R \cdot \cos\left(\frac{\varphi(1) + \varphi(0)}{2}\right) \cdot \sin\left(\frac{\varphi(1) - \varphi(0)}{2}\right)
\end{align*}
\]

The length of the driven trajectory $\Delta s(0)$ between $(x(0), y(0))$ and $(x(1), y(1))$ is the circular arc and is represented by

\[
\Delta s(0) = R \cdot (\varphi(1) - \varphi(0))
\]

Solve equation (7) for $\varphi(1)$ and use the relation between radius $R$ and curvature $\kappa$ with $R = \frac{1}{\kappa}$. Thus $\varphi(1)$ is given by

\[
\varphi(1) = \varphi(0) + \Delta s(0) \cdot \kappa
\]

Expand equation (5) and (6), using (8) is

\[
\begin{align*}
  x(1) &= x(0) - 2 \cdot R \cdot \sin\left(\frac{2 \cdot \varphi(0) + \Delta s(0) \cdot \kappa}{2}\right) \cdot \sin\left(\frac{\Delta s(0) \cdot \kappa}{2}\right) \\
  y(1) &= y(0) + 2 \cdot R \cdot \cos\left(\frac{2 \cdot \varphi(0) + \Delta s(0) \cdot \kappa}{2}\right) \cdot \sin\left(\frac{\Delta s(0) \cdot \kappa}{2}\right)
\end{align*}
\]

$\sin(0.5 \cdot \Delta s(0) \cdot \kappa)$ $\approx$ $0.5 \cdot \Delta s(0) \cdot \kappa$ can be assumed for small angles. This approximated equation (9) and (10) can written as

\[
\begin{align*}
  x(1) &\approx x(0) - \Delta s(0) \cdot \sin\left(\varphi(0) + 0.5 \cdot \Delta s(0) \cdot \kappa\right) \\
  y(1) &\approx y(0) + \Delta s(0) \cdot \cos\left(\varphi(0) + 0.5 \cdot \Delta s(0) \cdot \kappa\right)
\end{align*}
\]
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Assuming that the vehicle drives between two time steps $\Delta t = t_k - t_{k-1}$ with constant velocity $v$, distance $\Delta s(0)$ can written as

$$\Delta s(0) = v(0) \cdot \Delta t$$  \hspace{1cm} (13)

Using this equation and substituting $\varphi(0) + 0.5 \cdot \Delta s(0) \cdot \kappa$ with $\alpha(0)$, equation (11) and (12) can be simplify as follows

$$x(1) \approx x(0) - v(0) \cdot \Delta t \cdot \sin(\alpha(0))$$  \hspace{1cm} (14)

$$y(1) \approx y(0) + v(0) \cdot \Delta t \cdot \cos(\alpha(0))$$  \hspace{1cm} (15)

Using equation (13) and considering

$$\alpha(0) = \varphi(0) + 0.5 \cdot \Delta s(0) \cdot \kappa$$

$$\alpha(1) = \varphi(1) + 0.5 \cdot \Delta s(1) \cdot \kappa$$

$$\alpha(1) = \alpha(0) + 0.5 \cdot \Delta t \cdot \kappa$$

Equation (8) can be written as

$$\varphi(1) = \varphi(0) + v(0) \cdot \Delta t \cdot \kappa$$

$$\alpha(1) - 0.5 \cdot v(1) \cdot \Delta t \cdot \kappa = \alpha(0) - 0.5 \cdot v(0) \cdot \Delta t \cdot \kappa + v(0) \cdot \Delta t \cdot \kappa$$

Equation (18) can be simplify if the velocity between two time steps is approximately constant, thus $v(1) \approx v(0)$

$$\alpha(1) \approx \alpha(0) + \frac{v(0) \cdot \Delta t \cdot \kappa}{2}$$

Summing up, the following equation describes the model of moving vehicles (assuming small angles thus $\sin(0.5 \Delta s(0) \kappa) \approx 0.5 \cdot \Delta s(0) \kappa$):

$$x(i+1) \approx x(i) - v(i) \cdot \Delta t \cdot \sin(\alpha(i))$$  \hspace{1cm} (20)

$$y(i+1) \approx y(i) + v(i) \cdot \Delta t \cdot \cos(\alpha(i))$$  \hspace{1cm} (21)

$$\alpha(i+1) \approx \alpha(i) + v(i) \cdot \Delta t \cdot \kappa(i)$$  \hspace{1cm} (22)

$$v(i+1) \approx v(i)$$  \hspace{1cm} (23)

Note that for many applications, term $0.5 \cdot \Delta s(0) \cdot \kappa$ is very small. In these cases angle is approximatly $\alpha \approx \varphi$.

### B. Linear model

Another way to describe kinematics of a vehicle can be achieved by using models which use setting a certain derivative of the position to zero [3] as basis. For example, assuming that a vehicle moves between two time steps $\Delta t$ with constant velocity $v$, the movement is given by

$$x(i+1) = x(i) + v_x(i) \cdot \Delta t(i)$$

$$y(i+1) = y(i) + v_y(i) \cdot \Delta t(i)$$

where $v_x(i)$ and $v_y(i)$ are the velocity of x- and y-coordinate.

### III. Kalman Filter

#### A. Kalman Equations

In general a physical system can be written as state-space model

$$x(i+1) = f(x(i), u(i)) + \zeta(i)$$  \hspace{1cm} (29)

$$y(i) = h(x(i), u(i)) + \omega(i)$$  \hspace{1cm} (30)

where $f(x(i), u(i))$ and $h(x(i), u(i))$ are two (nonlinear) equation vectors, $x(i)$ is the state vector, $u(i)$ is the control vector and $y(i)$ is the measurements (or observations) at time step $i$. Model uncertainties are illustrated with the random vector $\zeta(i)$ and errors of measurements are described by the random vector $\omega(i)$.

A Kalman Filter for such a state-space representation is given by the following equations

$$K(i) = P(i) \cdot C_T \cdot (C_J \cdot P(i) \cdot C_T^T + R(i))^{-1}$$

$$\hat{x}(i) = \hat{x}(i) + K(i) \cdot (y(i) - h(\hat{x}(i), u(i)))$$

$$\hat{P}(i) = (I - K(i) \cdot C_J) \cdot P(i) \cdot (I - K(i) \cdot C_J)^T$$

$$\hat{P}(i+1) = A_J \cdot \hat{P}(i) + Q(i) \cdot A_T$$

with $Q(i) = \text{Var}(\zeta(i))$, $R(i) = \text{Var}(\omega(i))$ and the Jacobian matrices $A_J$ and $C_J$

$$A_J = \begin{bmatrix} \frac{\partial f}{\partial x_1} & \cdots & \frac{\partial f}{\partial x_n} \end{bmatrix}, \quad C_J = \begin{bmatrix} \frac{\partial h}{\partial x_1} & \cdots & \frac{\partial h}{\partial x_n} \end{bmatrix}$$

#### B. Nonlinear model - Extended Kalman Filter

Choosing the state vector $\tilde{x}(i)$ as

$$\tilde{x}(i) = \begin{bmatrix} x(0) & y(0) & \alpha(i) & \kappa(i) & v(0) \end{bmatrix}^T$$

and using the nonlinear model described in section II-A the Jacobian matrices $A_J$ and $C_J$ is written as

$$A_J = \begin{bmatrix} 0 & -v(0) \cdot \Delta t(i) \cdot \cos(\alpha(i)) & 0 & -\Delta t(i) \cdot \sin(\alpha(i)) & 0 \\ 0 & -v(0) \cdot \Delta t(i) \cdot \sin(\alpha(i)) & 0 & \Delta t(i) \cdot \cos(\alpha(i)) & 0 \\ 0 & 1 & \Delta t(i) & \Delta t(i) \cdot \kappa(i) & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

$$C_J = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{bmatrix}$$

and

$$z(i) = \begin{bmatrix} z_1(i) & z_2(i) & z_3(i) & z_4(i) & z_5(i) \end{bmatrix}^T$$

#### C. Covariance of Measurement Noise

The Covariance of measurement noise can be calculated by

$$R(i) = \text{Var}(\omega(i)) = \text{Var}(\tilde{y}(i))$$

$$R(i) = E\left((y(i) - E(y(i))) \cdot (y(i) - E(y(i)))^T\right)$$

The linear model described in section II-B can be used to estimate the expected value $E(y(i))$. In this linear model each
coordinate is independent of the other one, so it is better to use one Kalman Filter for each coordinate.

Choosing the state vector $\tilde{x}(i)$ as

$$\tilde{x}(i) = \begin{bmatrix} x(i) \\ v_x(i) \\ v_y(i) \end{bmatrix}$$

or

$$\tilde{x}(i) = \begin{bmatrix} y(i) \\ v_y(i) \end{bmatrix}$$

the matrices $A_J$ and $C_J$ is written as

$$A_J = \begin{bmatrix} 1 & \Delta t(i) \\ 0 & 1 \end{bmatrix}^T$$

and

$$C_J = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$$

(44)

Assuming a time invariant variance of random vector $z(i)$ and $\omega(i)$ the update of the state vector for this linear model can be simplified as (see [4]).

$$E(y(i)) = \tilde{x}(k) = y_k + (I - K \cdot C_J) \cdot A_J \cdot \tilde{x}(k-1)$$

(45)

with

$$K = \frac{0.125}{\Delta t(i)} \left[ \Delta t(i) \cdot (-\lambda^2 - 8\lambda + (\lambda + 4) \cdot \sqrt{\lambda^2 + 8\lambda}) \right.$$  

$$\left. - 2 \cdot (\lambda^2 + 4\lambda - \lambda \cdot \sqrt{\lambda^2 + 8\lambda}) \right\}$$

$$\lambda = \Delta t(i) \cdot \sqrt{\frac{Q}{R}}$$

(46)

(47)

Assuming that the covariance of measurement noise will change slowly, equation (42) can be written as (see [4])

$$R(i) = \gamma \cdot \alpha_R \cdot (E(y(i)) - \hat{y}(i)) \cdot (E(y(i)) - \hat{y}(i))^T$$

$$+ (1 - \alpha_R) \cdot R(i-1)$$

(48)

IV. RESULTS

A. Position

To improve the performance of the ROSE-Filter a vehicle with changing velocity is used. The covariance of measurement noise change over the time. (See olive line in fig. 2). The red line shows the ROSE-filtered x- and y-position of the vehicle.

B. Orientation, Curvature and Velocity

Fig. 3 compares the results of two different approaches regarding the estimated values, orientation of the vehicle, curvature of the driven course and the velocity. The classical EKF is based on the model described in section II-B with a static covariance of measurement noise which is determined at the beginning of the driving cycle. Whereas the ROSE-Filter is based on the same physical model but with an adaptive covariance of measurement noise described in section III-C.

Fig. 3: Estimated orientation, curvature and velocity of vehicle with classical EKF and ROSE-Filter

The estimated values calculated with ROSE-Filter are smoother and growth more weakly with increasing noise of the measured position.
C. Root Mean Square

To determine the quality of the classical EKF and the ROSE-Filter the root-mean-square error is calculated for each estimated value.

\[
\text{RMS Errors} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}(i) - x(i))^2}
\]  \hspace{1cm} (49)

The root-mean-square error of the position is calculated by the euclidean distance.

In tab. I the root-mean-square error for each estimated value is shown for the test drive of the vehicle.

| position $(x, y)$ | orientation $(\alpha)$ | curvature $(\kappa)$ | velocity $(v)$ |
|------------------|-----------------------|----------------------|----------------|
| EKF              | 0.215                 | 0.236                | 0.142          | 0.332          |
| ROSE-Filter      | 0.182                 | 0.183                | 0.123          | 0.223          |
| Improvement      | 18.2%                 | 28.6%                | 15.4%          | 48.5%          |

Tab. I: root-mean-square error and improvement of ROSE-Filter compared to classical EKF

The improvement of the ROSE-Filter is between 15.4% and 48.5% depending on the estimated value. An averaged enhancement of 27.7% is achieved.

V. Conclusion

This paper illustrates the way for estimating position, orientation and velocity of a vehicle by measuring its x- and y-position. For this, a Extended Kalman-Filter (EKF) uses a model which calculates the trajectory based on circular path. With such a model the given position can be smoothed and the orientation of the vehicle, curvature of the driven course and the velocity can be estimated.

Changing in the covariance of measurement noise can be determined continuously by using a ROSE-Filter. Thus for every measured x- and y-position the correct covariance of measurement noise is available.
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