HiCo: Hierarchical Contrastive Learning for Ultrasound Video Model Pretraining
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Abstract. The self-supervised ultrasound (US) video model pretraining can use a small amount of labeled data to achieve one of the most promising results on US diagnosis. However, it does not take full advantage of multi-level knowledge for learning deep neural networks (DNNs), and thus is difficult to learn transferable feature representations. This work proposes a hierarchical contrastive learning (HiCo) method to improve the transferability for the US video model pretraining. HiCo introduces both peer-level semantic alignment and cross-level semantic alignment to facilitate the interaction between different semantic levels, which can effectively accelerate the convergence speed, leading to better generalization and adaptation of the learned model. Additionally, a softened objective function is implemented by smoothing the hard labels, which can alleviate the negative effect caused by local similarities of images between different classes. Experiments with HiCo on five datasets demonstrate its favorable results over state-of-the-art approaches. The source code of this work is publicly available at \url{https://github.com/983632847/HiCo}.

1 Introduction

Thanks to the cost-effectiveness, safety, and portability, combined with a reasonable sensitivity to a wide variety of pathologies, ultrasound (US) has become one of the most common medical imaging techniques in clinical diagnosis [1]. To mitigate sonographers’ reading burden and improve diagnosis efficiency, automatic US analysis using deep learning is becoming popular [2–5]. In the past decades, a successful practice is to train a deep neural network (DNN) on a large number of well-labeled US images within the supervised learning paradigm [1, 6]. However, annotations of US images and videos can be expensive to obtain and sometimes infeasible to access because of the expertise requirements and time-consuming reading, which motivates the development of US diagnosis that requires few or even no manual annotations.
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In recent years, pretraining combined with fine-tuning has attracted great attention because it can transfer knowledge learned on large amounts of unlabeled or weakly labeled data to downstream tasks, especially when the amount of labeled data is limited. This has also profoundly affected the field of US diagnosis, which started to pretrain models from massive unlabeled US data according to a pretext task. To learn meaningful and strong representations, the US video pretraining methods are designed to correct the order of a reshuffled video clip, predict the geometric transformation applied to the video clip or colorize a grayscale image to its color version equivalent [7, 8]. Inspired by the powerful ability of contrastive learning (CL) [9, 10] in computer vision, some recent studies propose to learn US video representations by CL [11, 3], and showed a powerful learning capability [12, 11]. However, most of the existing US video pretraining methods following the vanilla contrastive learning setting [10, 13], only use the output of a certain layer of a DNN for contrast (see Fig. 1(a)). Although the CL methods are usually better than learning from scratch and supervised learning, the lack of multi-level information interaction will inevitably degrade the transferability of pretrained models [3, 14].

To address the above issue, we first propose a hierarchical contrastive learning (HiCo) method for US video model pretraining. The main motivation is to design a feature-based peer-level and cross-level semantic alignment method (see Fig. 1(b)) to improve the efficiency of learning and enhance the ability of feature representation. Specially, based on the assumption that the top layer of a DNN has strong semantic information, and the bottom layer has high-resolution local information (e.g., texture and shape) [15], we design a joint learning task to force the model to learn multi-level semantic representations during the CL process; minimize the peer-level semantic alignment loss (i.e., ① global CL loss, ② medium CL loss, and ③ local CL loss) and cross-level semantic alignment loss (i.e., ④, ⑤ global-medium CL losses, and ⑥, ⑦ global-local CL losses) simultaneously. Intuitively, our framework can greatly improve the convergence speed of the model (i.e., providing a good initialized model for downstream tasks) (see

**Fig. 1.** Motivation of hierarchical contrastive learning. Unlike (a) vanilla contrastive learning, our (b) hierarchical contrastive learning can fully take advantage of both peer-level and cross-level information. Thus, (c) the pretraining model from our proposed hierarchical contrastive learning can accelerate the convergence speed, which is much better than learning from scratch, supervised learning, and vanilla contrastive learning.
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Due to the sufficient interaction of peer-level and cross-level information. Different from existing methods [16–20], this work assumes that the knowledge inside the backbone is sufficient but underutilized, so that simple yet effective peer-level and cross-level semantic alignments can be used to enhance feature representation other than designing a complex structure. In addition, medical images from different classes/lesions may have significant local similarities (e.g., normal and infected individuals have similar regions of tissues and organs unrelated to disease), which is more severe than natural images. Thus, we follow the popular label smoothing strategy to design a batch-based softened objective function during the pretraining to avoid the model being over-confident, which alleviates the negative effect caused by local similarities.

The main contributions of this work can be summarized as follows:

1) We propose a novel hierarchical contrastive learning method for US video model pretraining, which can make full use of the multi-level knowledge inside a DNN via peer-level semantic alignment and cross-level semantic alignment.

2) We soften one-hot labels during the pretraining process to avoid the model being over-confident, alleviating the negative effect caused by local similarities of images between different classes.

3) Experiments on five downstream tasks demonstrate the effectiveness of our approach in learning transferable representations.

2 Related Work

We first review related works on supervised learning for US diagnosis and then discuss the self-supervised representation learning.

2.1 US Diagnosis

With the rise of deep learning in computer vision, supervised learning became the most common strategy in US diagnosis with DNN [1, 3, 21–23]. In the last decades, numerous datasets and methods have been introduced for US image classification [24], detection [25] and segmentation [26] tasks. For example, some US image datasets with labeled data were designed for breast cancer classification [27, 28], breast US lesions detection [25], diagnosis of malignant thyroid nodule [29, 30], and automated measurement of the fetal head circumference [31]. At the same time, many deep learning approaches have been done on lung US [32, 33], B-line detection or quantification [34, 35], pleural line extraction [36], and subpleural pulmonary lesions [37]. Compared with image-based datasets, recent video-based US datasets [1, 3] are becoming much richer and can provide more diverse categories and data modalities (e.g., convex and linear probe US images [3]). Thus, many works are focused on video-based US diagnosis within the supervised learning paradigm. In [1], a frame-based model was proposed to correctly distinguish COVID-19 lung US videos from healthy and bacterial pneumonia data. Other works focus on quality assessment for medical US video
compressing [38], localizing target structures [39], or describing US video content [2]. Until recently, many advanced DNNs (e.g., UNet [40], DeepLab [41, 42], Transformer [43]), and technologies (e.g., neural architecture search [44], reinforcement learning [45], meta-learning [46]) have brought great advances in supervised learning for US diagnosis. Unfortunately, US diagnosis using supervised learning highly relies on large-scale labeled, often expensive medical datasets.

2.2 Self-supervised Learning

Recently, many self-supervised learning methods for visual feature representation learning have been developed without using any human-annotated labels [47–49]. Existing self-supervised learning methods can be divided into two main categories, i.e., learning via pretext tasks and CL. A wide range of pretext tasks have been proposed to facilitate the development of self-supervised learning. Examples include solving jigsaw puzzles [50], colorization [8], image context restoration [51], and relative patch prediction [52]. However, many of these tasks rely on ad-hoc heuristics that could limit the generalization and robustness of learned feature representations for downstream tasks [13, 10]. The CL has emerged as the front-runner for self-supervision representation learning and has demonstrated remarkable performance on downstream tasks. Unlike learning via pretext tasks, CL is a discriminative approach that aims at grouping similar positive samples closer and repelling negative samples. To achieve this, a similarity metric is used to measure how close two feature embeddings are. For computer vision tasks, a standard loss function, i.e., Noise-Contrastive Estimation loss (InfoNCE) [53], is evaluated based on the feature representations of images extracted from a backbone network (e.g., ResNet [22]). Most successful CL approaches are focused on studying effective contrastive loss, generation of positive and negative pairs, and sampling method [10, 9]. SimCLR [10] is a simple framework for CL of visual representations with strong data augmentations and a large training batch size. MoCo [9] builds a dynamic dictionary with a queue and a moving-averaged encoder. Other works explores learning without negative samples [54, 55], and incorporating self-supervised learning with visual transformers [56], etc.

Considering the superior performance of contrastive self-supervised learning in computer vision and medical imaging tasks, this work follows the line of CL. First, we propose both peer-level and cross-level alignments to speed up the convergence of the model learning, compared with the existing CL methods, which usually use the output of a certain layer of the network for contrast (see Fig. 1). Second, we design a softened objective function to facilitate the CL by addressing the negative effect of local similarities between different classes.

3 Hierarchical Contrastive Learning

In this section, we present our HiCo approach for US video model pretraining. To this end, we first introduce the preliminary of CL, after that present the peer-level semantic alignment and cross-level semantic alignment, and then describe the softened objective function. The framework of HiCo is illustrated in Fig. 2.
Fig. 2. Overall framework of the proposed HiCo, which consists of peer-level semantic alignment, cross-level semantic alignment, and softened objective function. 1) We extract two images from each US video as a positive sample pair. 2) We use ResNet-FPN as the backbone to obtain the local, medium and global embeddings, followed by three projection heads $h$, $m$ and $g$. 3) The entire network is optimized by minimizing peer-level semantic alignment loss (i.e., local CL loss, medium CL loss and global CL loss), cross-level semantic alignment loss (i.e., global-medium CL loss and global-local CL loss), and the softened CE loss.

3.1 Preliminary

The vanilla contrastive learning learns a global feature encoder $\Phi$ and a projection head $g$ that map the image $X$ into a feature vector $F = g(\Phi(X)) \in \mathbb{R}_d$ by minimizing the InfoNCE loss [53]:

$$L_{nce}(F_i, F_j) = - \log \frac{\exp(sim(F_i, F_j)/\tau)}{\sum_{k=1}^{2N} \mathbb{I}_{k \neq i} \exp(sim(F_i, F_k)/\tau)},$$  \hspace{1cm} (1)

where $(F_i, F_j)$ are the global feature vectors of the two views of image $X$, $N$ is the batch size. $sim(F_i, F_j) = F_i \cdot F_j/(||F_i|| ||F_j||)$ denotes the cosine similarity, $\mathbb{I}_{k \neq i} \in \{0, 1\}$ is an indicator function evaluating to 1 iff $k \neq i$, and $\tau$ is a tuning temperature parameter.

In practice, $\Phi$ is a DNN (e.g., ResNet [22]) and the objective function is minimized using stochastic gradient descent. The two feature vectors of the one image are a positive pair, while the other $2(N-1)$ examples within a mini-batch are treated as negative examples. The positive and negative contrastive feature pairs are usually the global representations (e.g., the output from the last layer of a DNN) that lack multi-scale information from different feature layers, which are important for downstream tasks. In addition, having a large number of negative samples is critical while minimizing the InfoNCE loss. Hence, a large batch size (e.g., 4096 in SimCLR [10]) is required during the pretraining.

To address the above problem, we explore multi-level semantic alignments for CL, peer-level and cross-level ones (see Fig.2). Specifically, we use ResNet-FPN as the backbone. For each image pair, we extract two local feature vectors ($F^l$ and $F'^l$), two medium feature vectors ($F^m$ and $F'^m$) and two global feature vectors ($F^g$ and $F'^g$) from Conv2 (C2), Conv4 (C4) and Conv5 (C5), respectively. We then optimize the peer-level and cross-level alignments simultaneously.
3.2 Peer-level Semantic Alignment

Fine-grained Contrast. The $F^l$ and $F'^l$ encode the fine-grained local information (e.g., edges and shapes) of original images. Such fine-grained information is useful for US diagnosis, but is usually ignored in existing CL algorithms. To leverage the fine-grained information, we define the local CL loss $L_{local}^{ll}$ as

$$L_{local}^{ll} = \frac{1}{2N} \sum_{i=1}^{N} (L_{nce}(F^l_i, F'^l_i) + L_{nce}(F'^l_i, F^l_i)),$$

where $N$ denotes the batch size, $L_{nce}(\cdot)$ is the InfoNCE loss [53].

Medium-grained Contrast. Considering that $F^m$ and $F'^m$ capture medium-grained information of original images, we therefore define the medium CL loss $L_{medium}^{mm}$ as

$$L_{medium}^{mm} = \frac{1}{2N} \sum_{i=1}^{N} (L_{nce}(F^m_i, F'^m_i) + L_{nce}(F'^m_i, F^m_i)),$$

Notably, we find that medium-grained information demonstrate complementary superiority relative to fine-grained and global information, further improving model performance (see Section 4.2 Table 1).

Coarse-grained Contrast. Owing to $F^g$ and $F'^g$ capture coarse-grained global information of original images, we hope to reach a consensus among their representations by maximizing the similarity between global embeddings from the same video, while minimizing the similarity between the global embeddings from different videos. Thus, the global CL loss $L_{global}^{gg}$ can be defined as

$$L_{global}^{gg} = \frac{1}{2N} \sum_{i=1}^{N} (L_{nce}(F^g_i, F'^g_i) + L_{nce}(F'^g_i, F^g_i)),$$

3.3 Cross-level Semantic Alignment

Global-local Contrast. We regard the global feature vector $F^g$ as the anchor of the local feature vector $F'^l$, because it contains the global semantic information of the original image and shares some semantic content with the local feature vector. Thus, we define the global-local objective $L_{gl}$ to make the local feature vectors move closer to the global ones as

$$L_{gl} = \frac{1}{2N} \sum_{i=1}^{N} (L_{nce}(F^g_i, F'^l_i) + L_{nce}(F'^l_i, F^g_i)),$$

The $L_{gl}$ can be calculated similarly. Then, the global-local CL loss can be written as $L_{global} = L_{gl} + L_{gl'}$. 
Algorithm 1 Hierarchical Contrastive Learning

Input: US videos $V$, backbone $\Phi$, projection heads $g, m, h$, linear classifier $f_\theta$, hyper-parameters $\lambda, \alpha, \beta$, max epoch $e_{\text{max}}$, batch size $N$.

Output: pretrained backbone $\Phi$.

1: random initialize $\Phi$, $g$, $m$, $h$, and $f_\theta$
2: for $e = 1, 2, \ldots, e_{\text{max}}$ do
3:     for random sampled US videos $\{V_i\}_{i=1}^N$ do
4:         # extract two images from each US video as a positive sample pair.
5:         random sample $\{(x_i^{(1)}, x_i^{(2)}), y_i\}_{i=1}^N$ into mini-batch
6:     for $i \in \{1, \ldots, N\}$ do
7:         # Augment image pair for each US video.
8:         random cropping, resizing, flipping, and color jitter
9:         # Get local, medium and global embeddings.
10:        $F_{li} = h(\Phi(x_i^{(1)}))$, $F_{li}' = h(\Phi(x_i^{(2)}))$;
11:        $F_{mi} = m(\Phi(x_i^{(1)}))$, $F_{mi}' = m(\Phi(x_i^{(2)}))$;
12:        $F_{gi} = g(\Phi(x_i^{(1)}))$, $F_{gi}' = g(\Phi(x_i^{(2)}))$;
13:     # Get outputs of the linear classifier.
14:        $o_i = f_\theta(F_{gi})$, $o_i' = f_\theta(F_{gi}')$
15:     # peer-level semantic alignment
16:         for $i \in \{1, \ldots, N\}$ do
17:             calculate the local CL loss $L_{\text{local}}$ by Eq. (2)
18:             calculate the medium CL loss $L_{\text{medium}}$ by Eq. (3)
19:             calculate the global CL loss $L_{g'}$ by Eq. (4)
20:         # cross-level semantic alignment
21:             for $i \in \{1, \ldots, N\}$ do
22:                 calculate the global-local CL loss $L_{\text{global}}$ by Eq. (5)
23:                 calculate the global-medium CL loss $L_{g'\text{medium}}$
24:             calculate the overall CL loss $L_{\text{con}}$ by Eq. (6)
25:             calculate the softened CE loss $L_{\text{soften}}$ by Eq. (8)
26:             $L = L_{\text{con}} + \beta L_{\text{soften}}$
27:         update $\Phi$, $g$, $m$, $h$, and $f_\theta$ through gradient descent
28: return pretrained $\Phi$, discard $g$, $m$, $h$, and $f_\theta$

Global-medium Contrast. Similar to the global-local CL loss, the global-medium CL loss can be written as $L_{\text{medium}} = L_{g'm'} + L_{g'm}$.

Therefore, the overall CL loss of HiCo is formulated as

$$L_{\text{con}} = \lambda(L_{\text{local}} + L_{\text{medium}} + L_{g'} + L_{g'm'}) + (1 - \lambda)(L_{\text{local}} + L_{\text{medium}}),$$

where $\lambda$ is a trade-off coefficient, the first three terms $L_{\text{local}}$, $L_{\text{medium}}$ and $L_{g'}$ represent the peer-level semantic alignment objective functions, while the last two terms $L_{g'm'}$ and $L_{g'm}$ represent the cross-level semantic alignment objective functions.
3.4 Softened Objective Function

The one-hot label assumes there is absolutely no similarity between different classes. However, in medical imaging, the images from different classes may have some local similarities (e.g., the tissues and organs unrelated to diseases). Thus, we propose the softened objective function to alleviate the negative effect caused by local similarities. We first define the corresponding softened label $\hat{y}_i$ as

$$\hat{y}_i = (1 - \alpha)y_i + \alpha/(N - 1),$$  \hspace{1cm} (7)

where $y_i$ is the original one-hot label, $\alpha$ is a smoothing hyper-parameter, and $N$ is the number of videos in a training batch. Then the softened cross-entropy (CE) loss $L_{\text{soften}}$ with corresponding softened label $\hat{y}_i$ is formulated as

$$L_{\text{soften}} = \frac{1}{2N} \sum_{i=1}^{N} (CE(o_i, \hat{y}_i) + CE(o'_i, \hat{y}_i)), \hspace{1cm} (8)$$

where $o_i = f_\theta(F^i_G)$, $o'_i = f_\theta(F'^i_G)$, and $f_\theta$ is a linear classifier.

Finally, the total loss can be written as

$$L = L_{\text{con}} + \beta L_{\text{soften}}, \hspace{1cm} (9)$$

where the parameter $\beta$ is used to balance the total CL loss and softened CE loss. The whole algorithm is summarized in Algorithm 1.

4 Experiments

4.1 Experimental Settings

Network Architecture. In our experiments, we apply the widely used ResNet18-FPN [57] network as the backbone. Conv2 to Conv5 are followed by a convolution layer with kernel size of 1*1 to obtain intermediate feature maps. In the FPN structure, we double upsampling the intermediate feature maps, and then add them to the intermediate feature maps of the previous layer. The intermediate feature maps are followed by a convolution layer with kernel size of 3*3 to obtain local embedding, medium embedding, and global embedding, respectively. All convolution layers are followed by batch normalization and ReLU. The projection heads $h$, $m$, and $g$ are all 1-layer MLP. After the projection heads, the local, medium, and global embeddings are reduced to 256-dimensional feature vectors for CL tasks. The linear classifier is a fully connected (FC) layer.

Pretraining Details. We use the US-4 [3] video dataset (lung and liver) for pretraining and fine-tune the last 3 layers of pretrained models on various downstream tasks to evaluate the transferability of the proposed US video pretraining models. During the pretraining process, the input images are randomly cropped...
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and resized to 224*224, followed by random flipping and color jitter. The pre-
training epoch and batch size are set to 300 and 32, respectively. The parameters
of models are obtained by optimizing the loss functions via an Adam optimizer
with a learning rate $3 \times 10^{-4}$ and a weight decay rate $10^{-4}$. Following the popular
CL evaluations [10], the backbone is used for fine-tuning on downstream tasks,
projection heads ($h, m,$ and $g$) and linear classifier ($f_\theta$) are discarded when the
pretraining is completed. The $\tau = 0.5$ is a tuning temperature parameter as in
SimCLR [10]. We empirically set $\lambda = 0.5$, indicating that peer-level semantic
alignment and cross-level semantic alignment have equal weights in the CL loss.
The smoothing parameter $\alpha$ set to 0.2 indicates slight label smoothing. The $\beta$
empirically set to 0.2, indicating that the CL loss dominates the total loss. All
experiments were implemented using PyTorch and a single RTX 3090 GPU.

**Downstream Datasets.** We fine-tune our pretrained backbones on four US
datasets (POCUS [1], Thyroid US [29], and BUSI-BUI [27, 28] joint dataset), and
a chest X-ray dataset (COVID-Xray-5k [58]) to evaluate the transferability of our
pretraining models. For fair comparisons, all fine-tuning results on downstream
datasets are obtained with 5-fold cross-validation. The POCUS is a lung convex
probe US dataset for pneumonia detection that contains 2116 frames across 140
videos from three categories (COVID-19, bacterial pneumonia and the regular).
The BUSI contains 780 breast tumor US images from three classes (the normal,
benign and malignant), while BUI consists of 250 breast cancer US images with
100 benign and 150 malignant. Thyroid US [29] dataset contains thyroid images
with 61 benign and 288 malignant. Note that the BUSI, BUI and Thyroid US
datasets are collected with linear probes. The COVID-Xray-5k is a chest X-
ray dataset that contains 2084 training and 3100 test images from two classes
(COVID-19 and the normal). In our fine-tuning experiments, the learning rate,
weight decay rate and epoch are set to $10^{-2}$, $10^{-4}$ and 30, respectively. The
performance is assessed with Precision, Recall, Accuracy or F1 score.

4.2 Ablation Studies

In this section, we verify the effectiveness of each component in our approach
on the downstream POCUS pneumonia detection task, and all the models are
pretrained on the US-4 dataset.

**Peer-level Semantic Alignment.** The impact of peer-level semantic align-
ment is summarized in Table 1. We reimplement the self-supervised method
SimCLR [10] with ResNet18 (w/o FPN) as our baseline. We can find that the
baseline cannot achieve satisfying performance (85.6%, 87.0% and 86.9% in terms
of Precision, Recall and Accuracy, respectively). The effectiveness of fine-grained
contrast, medium-grained contrast and coarse-grained contrast can be verified
by comparing backbones pretrained using $L_{local}^{global}, L_{medium}^{global}, L_{global}^{global}$ with the base-
line, which contribute to the absolute performance gains of 1.4%, 2.7% and 3.2%
in terms of Accuracy. In addition, better or comparable results can be achieved
Table 1. Impact of peer-level semantic alignment. The models are pretrained on US-4 and fine-tuned on POCUS dataset.

| $L_{\text{local}}$ | $L_{\text{medium}}$ | $L_{\text{global}}$ | Precision (%) | Recall (%) | Accuracy (%) |
|-------------------|---------------------|---------------------|---------------|------------|--------------|
| ✓                 |                     |                     | 85.6          | 87.0       | 86.9         |
|                   | ✓                   |                     | 87.6          | 87.5       | 88.3         |
| ✓                 | ✓                   |                     | 87.9          | 90.2       | 89.6         |
| ✓                 | ✓                   | ✓                   | 90.5          | 89.8       | 90.1         |
| ✓                 | ✓                   | ✓                   | 89.3          | 89.5       | 90.1         |
| ✓                 | ✓                   | ✓                   | 91.0          | 90.7       | 90.5         |
| ✓                 | ✓                   | ✓                   | 91.9          | 92.3       | 91.9         |
| ✓                 | ✓                   | ✓                   | 91.3          | 92.3       | 92.0         |

Table 2. Impact of cross-level semantic alignment. The models are pretrained on US-4 and fine-tuned on the POCUS dataset.

| $L_{\text{global}}$ | $L_{\text{medium}}$ | $L_{\text{local}}$ | Precision (%) | Recall (%) | Accuracy (%) |
|---------------------|---------------------|---------------------|---------------|------------|--------------|
| ✓                   |                     |                     | 85.6          | 87.0       | 86.9         |
| ✓                   | ✓                   |                     | 88.0          | 89.6       | 89.4         |
| ✓                   | ✓                   | ✓                   | 89.4          | 90.8       | 90.9         |

when using two contrasts (e.g., coarse-grained contrast and medium-grained contrast) than a single contrast (e.g., coarse-grained contrast). Considering the excellent performance of backbones when using only the global CL loss (i.e., an Accuracy of 90.1%), and using both the global CL loss and the medium CL loss (i.e., an Accuracy of 91.9%), we argue that coarse-grained global information is very important to improve the transferability of pretrained US models. The best performance is achieved when all three peer-level semantic contrasts are used.

Cross-level Semantic Alignment. The impact of cross-level semantic alignment is summarized in Table 2. In previous experiments, we find that global information is pivotal to CL tasks. Therefore, when performing cross-level semantic alignment, we regard the global feature as an anchor, and only consider aligning the local features and the middle-level features with the global features (i.e., global-local contrast and global-medium contrast). From Table 2, we can observe that consistent performance gains are achieved by conducting global-local contrast and global-medium contrast in terms of Precision, Recall and Accuracy. When global-local contrast and global-medium contrast are performed at the same time, our pretrained model can achieve the best performance in terms of Accuracy (i.e., 90.9%). However, using the proposed peer-level semantic alignment can achieve the best Accuracy of 92.0% as shown in Table 1. Therefore, it is difficult to learn better transferable representations by using cross-level semantic alignment alone. Next, we will demonstrate that using the peer-level semantic alignment and cross-level semantic alignment at the same time can bring significant performance gains.
Table 3. Ablation study of each component in our approach. The models are pretrained on US-4 and fine-tuned on POCUS dataset.

| Component | Precision (%) | Recall (%) | Accuracy (%) |
|-----------|---------------|------------|--------------|
| $L^{\text{local}}$ | 85.6 | 87.0 | 86.9 |
| $L^{\text{medium}}$ | ✓ | 87.6 | 87.5 | 88.3 |
| $L^{\text{global}}$ | ✓ ✓ | 89.3 | 89.5 | 90.1 |
| $L^{\text{global}}$ + $L^{\text{medium}}$ | ✓ ✓ ✓ | 91.3 | 92.3 | 92.0 |
| $L^{\text{global}}$ + $L^{\text{medium}}$ + $L^{\text{local}}$ | ✓ ✓ ✓ ✓ | 92.2 | 93.2 | 93.2 |
| $L^{\text{global}}$ + $L^{\text{medium}}$ + $L^{\text{local}}$ + $L^{\text{soften}}$ | ✓ ✓ ✓ ✓ ✓ | 93.5 | 94.2 | 94.4 |

Fig. 3. Impact of batch size. Fine-tuning results obtained on POCUS dataset with different batch sizes.

Ablation Study of Each Component. The impact of each component in our approach is summarized in Table 3. We can see that each component can bring a certain performance improvement to our final method, which verifies the effectiveness of each component. An interesting observation is that our method (an Accuracy of 94.4%) without using labels can surpass the current state-of-the-art semi-supervised method USCL (an Accuracy of 94.2%) and supervised method (an Accuracy of 85.0%) on POCUS dataset (see Tables 3 and 4). This result demonstrates the superiority of peer-level semantic alignment and cross-level semantic alignment for learning transferable representations. In addition, the softened objective function can further facilitate the performance of our approach (from 94.4% to 94.7% in terms of Accuracy).

Impact of Batch Size. The effect of batch size is shown in Fig. 3. We can observe that as the batch size increases, the overall performance demonstrates a trend from rising to decline, where the best overall performance is achieved when the batch size is 32. Compared with existing state-of-the-art CL algorithms that rely on large batch sizes (more negative samples), e.g., 1024 in MoCo [9], 2048 in SimCLR [10], to achieve convergence, our proposed method is easier to optimize. In this way, we can train the model in fewer epochs and steps to obtain a given accuracy. We argue that the multi-level contrast promotes the effective and sufficient interaction of information from different layers of a DNN, thus we can use a smaller batch size.
Impact of Label Rate. The effect of label rate is shown in Fig. 4. We pretrain eleven models on US-4 dataset with different label rates. We find that the performance of models gradually improve with the increase of label, as more label can bring stronger supervision signals to promote the process of pretraining.

4.3 Comparison with State-of-the-art Methods

To verify the effectiveness of our approach, we compare the proposed HiCo with supervised ResNet18 backbones (i.e., “ImageNet” pretrained on ImageNet dataset, “Supervised” pretrained on US-4 dataset), and other backbones pre-trained on US-4 dataset with semi-supervised methods (i.e., Temporal Ensembling (TE) [59], II Model [59], FixMatch [60], USCL [3]) and self-supervised methods (i.e., MoCo v2 [13], SimCLR [10]).

POCUS Pneumonia Detection. On POCUS, we fine-tune the last three layers to verify the transferability of pretrained backbones on the pneumonia detection task. The results are summarized in Table 4. We report the Accuracy of three classes (i.e., COVID-19, pneumonia and the regular), total Accuracy and F1 scores on POCUS. The proposed HiCo achieves the best performance in terms of total Accuracy (i.e., 94.7%) and F1 (94.6%) scores, which are significantly better than other supervised, semi-supervised and self-supervised methods. HiCo also obtains the best Accuracy on COVID-19 and pneumonia classes, and the second-best Accuracy on the regular. USCL achieves the best Accuracy on the regular, which is a semi-supervised CL method with a carefully designed sample pair generation strategy for US video sampling. Compared with USCL, HiCo makes full use of the peer-level and cross-level knowledge from the network via multi-level contrast, which presents a stronger representation capability.

BUSI-BUI Breast Cancer Classification. The fine-tuning results on BUSI-BUI joint dataset are summarized in Table 4. Among the compared methods, HiCo provides the best Accuracy (i.e., 86.0%). Compared with “Supervised”, HiCo obtains an absolute gain of 14.7% in terms of Accuracy. We also observe
Table 4. Comparison of fine-tuning results on POCUS and BUSI-BUI classification datasets. Top two results are in bold and underlined.

| Method          | POCUS COVID-19 Pneumonia Regular Accuracy (%) | F1 (%) | BUSI-BUI Accuracy (%) |
|-----------------|---------------------------------------------|--------|------------------------|
| ImageNet [61]   | 79.5                                        | 78.6   | 88.6                   |
| Supervised [3]  | 83.7                                        | 82.1   | 86.5                   |
| TE [59]         | 75.7                                        | 70.0   | 89.4                   |
| II Model [59]   | 77.6                                        | 76.4   | 88.7                   |
| FixMatch [60]   | 83.0                                        | 77.5   | 85.7                   |
| MoCo v2 [13]    | 79.7                                        | 81.4   | 88.9                   |
| SimCLR [10]     | 83.2                                        | 89.4   | 87.1                   |
| USCL [3]        | 90.8                                        | 97.0   | 95.4                   |
| HiCo (Ours)     | **97.1**                                    | **100.0** | **92.5**       |

Table 5. Comparison of fine-tuning results on Thyroid US Images dataset. “Supervised”, “LFS”, and “VCL” denote the backbones pretrained with supervised learning, learning from scratch, and vanilla contrastive learning, respectively.

| Method          | Precision (%) | Recall (%) | Accuracy (%) |
|-----------------|---------------|------------|--------------|
|                 | Benign        | Malignant  | Benign       | Malignant    |              |
| Supervised      | 81.3          | 89.0       | 42.6         | 97.9         | 88.3         |
| LFS             | 79.3          | 88.1       | 37.7         | 97.9         | 87.4         |
| VCL             | 89.3          | 88.8       | 41.0         | 99.0         | 88.8         |
| HiCo (Ours)     | **91.2**      | **89.7**   | **49.2**     | **99.7**     | **90.5**     |

that our HiCo does not demonstrate significant superiority to “ImageNet” like on POCUS dataset. This is because our pretraining dataset US-4 is captured with convex probes, while BUSI-BUI joint dataset is captured with linear probes. The domain gap between convex and linear probes damages the performance of backbones pretrained on convex probe US data including our HiCo.

4.4 Transferability to Thyroid US Images

We further evaluate the transferability of HiCo on Thyroid US classification dataset. We compare HiCo with the other three backbones pretrained using supervised learning (i.e., Supervised), learning from scratch (i.e., LFS), and vanilla contrastive learning (i.e., VCL). For fair comparisons, all the backbones are pretrained on US-4 dataset and fine-tuned the last three layers. The results are shown in Table 5. We report the Precision and Recall of two classes (i.e., the benign and malignant) and the total Accuracy. We find that HiCo has the consistent best performance on the classification of two classes, and its total Accuracy of 90.5% is also significantly better than the other three methods.

4.5 Cross-modal Transferability to Chest X-ray

The goal of this work is to design an effective method for US video model pretraining. To test our approach’s transferability, we also apply our approach to
Table 6. Comparison of fine-tuning results on COVID-Xray-5k chest X-ray dataset. “Supervised”, “LFS”, and “VCL” denote the backbones pretrained with supervised learning, learning from scratch, and vanilla contrastive learning, respectively.

| Method     | Precision (%) | Recall (%) | Accuracy (%) |
|------------|---------------|------------|--------------|
|            | COVID-19      | Normal     | COVID-19     | Normal     |                |
| Supervised | 94.2          | 94.5       | 90.6         | 96.7       | 94.4           |
| LFS        | 87.2          | 94.2       | 90.5         | 92.1       | 91.5           |
| VCL        | 92.2          | 94.9       | 91.5         | 95.4       | 93.9           |
| HiCo (Ours)| 94.5          | 97.7       | 96.2         | 96.7       | 96.5           |

a Chest X-ray classification dataset (i.e., COVID-Xray-5k). This experiment can verify the cross-modal transferability of our approach. The detailed results about Supervised, LFS and VCL are listed in Table 6. From Table 6, we can see that our HiCo achieves the best performance of two classes (i.e., COVID-19 and the normal) and total Accuracy. Specifically, HiCo outperforms the LFS, VCL and Supervised by 5.0%, 2.6% and 2.1%, respectively. Although our approach is designed for US video model pretraining, the above results demonstrate its excellent cross-modal transferability.

5 Conclusion

In this work, we propose the hierarchical contrastive learning for US video model pretraining, which fully and efficiently utilizes both peer-level and cross-level knowledge from a DNN via multi-level contrast, leading to the remarkable transferability for the pretrained model. The advantage of our proposed method is that it flexibly extends the existing CL architecture (i.e., the vanilla contrastive learning framework) and promotes knowledge communication inside the network by designing several simple and effective loss functions instead of designing a complex network structure. We empirically identify that multi-level contrast can greatly accelerate the convergence speed of pretrained models in downstream tasks, and improve the representation ability of models. In addition, a softened objective function is introduced to alleviate the negative effect of some local similarities between different classes, which further facilitates the CL process. Future works include exploiting more general frameworks for multi-level contrast and other applications for US diagnosis.
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