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Abstract. Many real-world graphs involve different types of nodes and relations between nodes, being heterogeneous by nature. The representation learning of heterogeneous graphs (HGs) embeds the rich structure and semantics of such graphs into a low-dimensional space and facilitates various data mining tasks, such as node classification, node clustering, and link prediction. In this paper, we propose a self-supervised method that learns HG representations by relying on knowledge exchange and discovery among different HG structural semantics (meta-paths). Specifically, by maximizing the mutual information of meta-path representations, we promote meta-path information fusion and consensus, and ensure that globally shared semantics are encoded. By extensive experiments on node classification, node clustering, and link prediction tasks, we show that the proposed self-supervision both outperforms and improves competing methods by 1% and up to 10% for all tasks.

1 Introduction

Heterogeneous graphs (HGs) model compositions of different types of entities and relations and naturally emerge in various real-world applications. Such examples include bibliographic networks, social networks, and recommendation systems. Encoding this high-dimensional, non-Euclidean, and heterogeneous information to a low-dimensional Euclidean embedding space facilitates various data related tasks that benefit from operating on Euclidean spaces, such as classification, clustering, and link prediction. Such an encoding could be done, for example, by using traditional machine learning techniques, which have been proven to be powerful when learning embeddings (a.k.a. representations). However, the graph nature (non-Euclidean structure) and heterogeneity of HGs pose great challenges to their representation learning. Moreover, embedding HGs based on self-supervision signals allows the re-usability of the representations for various tasks and fine-tuning on specific tasks with few labeled data.

When dealing with homogeneous graphs, different self-supervised graph embedding methods have been proposed for learning representations. Early approaches rely on random walk techniques (e.g., DeepWalk [11]) and they mainly preserve the input structure, i.e., nodes that are close in the input should have
similar representations. The limitation of these methods is that they are not inherently designed to handle additional feature data of nodes, which are present in most real-world graphs. As a result, graph neural networks (GNNs) have been proposed, which are deep learning methods designed for handling both the graph structure and the node attributes. GNNs mainly estimate node representations through a recursive neighborhood aggregation scheme. Since GNN already capture the structural information, recent graph embedding methods learn the representations to encode different scales of the data (such as clusters of nodes, e.g., GIC [8]), which conveys higher order information.

A natural approach of HG representation learning is to extend the existing homogeneous-designed methods such as they handle the heterogeneity of the data. A common way is to model different compositions of HG relations as different meta-paths [18], which then, can be treated as homogeneous graphs by disregarding intermediate relations. Representations of each meta-path can be encoded and optimized by any self-supervised method for homogeneous graphs (e.g., random walk on each meta-path [1], or a GNN encoder with GIC self-supervision). Oftentimes, in order to capture the full semantics of the data, it may be necessary to combine and fuse information across various meta-paths. This is mostly achieved with heterogeneous graph neural networks (HGNNs), which aggregate the different meta-path representations to a compact representation (e.g., HAN [24]). In this case, the supervision is directly optimizing the compact representation, which is used for downstream tasks.

**Contribution.** In this paper, we advocate that relying solely on homogeneous-designed self-supervision signals is not sufficient for learning good representations, since they do not help different meta-paths to learn from each other. We propose a heterogeneous-designed method, HeMI, that allows information exchange and knowledge discovery across meta-paths. Specifically, per-meta-path node representations are aggregated together to a fused representation and these representations are jointly optimized so that their mutual information is maximized. As a result, the fused representations encode information that is mutually helpful to all meta-paths and integrate globally shared semantics to each meta-path representation.

We evaluate HeMI on four standard datasets using node classification, node clustering and link prediction as the downstream tasks. Experiments show that HeMI outperforms both unsupervised and semi-supervised competing approaches in all tasks. HeMI’s improvement over the best competing method is over 1%, 2%, and 3% in the majority of the datasets for node classification, node clustering and link prediction, respectively. HeMI is also powerful as an augmented loss objective providing better performance by 2% and 10% for node classification and link prediction, respectively.

### 2 Preliminary

**Heterogeneous graph** [17]. A heterogeneous graph (HG), denoted as $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, consists of an object set $\mathcal{V}$ and a link set $\mathcal{E}$. It is used to represent a
network with multiple types of nodes $A$ and links $R$. A heterogeneous graph is associated with a node type mapping function $\chi_V : V \rightarrow A$ and a link type mapping function $\chi_E : E \rightarrow R$. $A$ and $R$ denote the sets of predefined node types and link types, where $|A| + |R| > 2$. The type of a link automatically defines the types of nodes on its two ends. Fig. 1(a) shows an example of a HG where $V$ consists of \{paper, keyword, author\} nodes and $E$ consists of \{cites, contains, writes\} links. Here, $\chi_V$ corresponds to the shape used for illustration of each node type (circle, rectangular, and diamond) and $\chi_E$ corresponds to the color used for illustration of each link type (green, blue, and red).

**Meta-path** [18]. A meta-path $P$ is defined as a path in the form $A_1 \xrightarrow{R_1} A_2 \xrightarrow{R_2} \cdots \xrightarrow{R_l} A_l$ (abbreviated as $A_1A_2\cdots A_l$), which describes a composite relation $R = R_1 \circ R_2 \cdots \circ R_l$ between node types $A_1$ and $A_l$, where $\circ$ denotes the composition operator on relations. In Fig. 1(c), example meta-paths include

- $\text{Paper} \xrightarrow{\text{cites}} \text{Paper}$ (PP)
- $\text{Paper} \xrightarrow{\text{contains}} \text{Keyword} \xrightarrow{\text{contains}} \text{Paper}$ (PKP)
- $\text{Paper} \xrightarrow{\text{written}} \text{Author} \xrightarrow{\text{writes}} \text{Paper}$ (PAP).

Different meta-paths reveal different semantics of the data. Note that we could obtain more meta-paths, such as PAPK, PKPPA, etc.

**Meta-path based neighbor.** Given a meta-path $P$ whose starting vertices are of type $A_1$ and ending vertices are of type $A_l$, the meta-path based neighbors $N_v^P$ of $v \in A_1$ are defined as the set of $A_l$ nodes that connect with $v$ via meta-path $P$ (following the right type of relations). Note that the node’s neighbors include itself. Fig. 1(d) shows the meta-path based neighbors of the upper paper node via meta-path PP.

**Meta-path based graph.** Given a meta-path $P$ whose starting vertices are of type $A_1$ and ending vertices are of type $A_l$, the meta-path based graph $G^P$ is a graph constructed from all node pairs $v \in A_1$ and $u \in A_l$ that connect via meta-path $P$. Meta-path based graphs can exploit different aspects of structure information in heterogeneous graph.
Heterogeneous graph representations. Given a heterogeneous graph \( G = (\mathcal{V}, \mathcal{E}) \), with node attribute matrix \( X \in \mathbb{R}^{|\mathcal{V}| \times d_{in}} \), heterogeneous graph embedding is the task of learning the \( d \)-dimensional node representations \( z_v \in \mathbb{R}^d \) for all \( v \in \mathcal{V} \). It is desired that the representations are able to capture rich structural and semantic information involved in \( G \). The learned (low-dimensional) representations can be applied to downstream graph-related tasks such as node classification, node clustering, and link prediction. We focus on learning the representations of specific types of nodes in this paper, i.e., \( Z \in \mathbb{R}^{|\mathcal{V}_t| \times d} \), where \( \mathcal{V}_t \) is the set of nodes of the target types.

Here, we denote vectors by bold lower-case letters and matrices by bold upper-case letters. We also use the terms representation and embedding interchangeably.

3 Related Work

Homogeneous graph representation learning. Early graph representation learning approaches, such as DeepWalk (DW) [11], optimize the embeddings so that nodes that tend to co-occur on short random walks over the graph have similar embeddings. Following the paradigm of DeepWalk, node2vec (N2V) [3] and LINE [20] are more generalized versions of DeepWalk with biased random walks and additional proximity measures, respectively. Since these methods are not inherently designed to handle node attributes, GNNs have been proposed to encode both the structural and semantic information of the graph and its attributes. Widely used GNNs include GCN [7], which at each layer learns to convolve features (or embeddings) of 1-hop neighbors, and GAT [21], which substitutes the statically normalized convolution operation of GCN with an attention mechanism. Leveraging GNNs to handle the structural properties of the graph, recent self-supervised methods do not rely on structure-based proximities, but optimize the representations based on higher order similarities. DGI [22] encodes information that is shared among all nodes of the graph, while GIC [8] extends DGI to encode additional shared information within clusters of nodes. In a similar manner, MVGRL [4] uses data augmentation techniques to obtain different views of the graph and to encode the information that is shared among these views.

Heterogeneous graph representation learning. Inspired by homogeneous graph representation learning, most heterogeneous based approaches handle and encode the heterogeneity of the graph by operating on meta-paths, which can also be treated as homogeneous graphs. For example, metapath2vec (M2V) [1] and ESim [14] are random walk methods applied on a single meta-path and multiple meta-paths, respectively. Unlike ESim, that cannot learn the importance of each meta-path, HERec [15] utilizes a fusion algorithm to better combine information from different meta-paths. The fusion strategy inspired the development of HGNNs to better handle the heterogeneity of the graph compared to conventional GNNs. For example, HAN [24] uses a GAT-like encoder on each meta-path and learns to aggregate the information from these meta-paths with
an additional attention mechanism. This strategy can be applied to any homogeneous self-supervised method to handle the heterogeneity of the graph; for example, we later extend GIC to heterogeneous GIC (HGIC). HDGI\cite{12} acts in similar manner to obtain compact representations, which are optimized with the DGI objective. DMGI\cite{9} enhances the DGI objective with a consensus regularization so that meta-path representations are similar to each other. Different from most methods that treat each meta-path as a homogeneous graph, MAGNN\cite{2} extends HAN by considering both the meta-path based neighborhod and the nodes along the meta-path, so that all the meta-path information is preserved for learning. Finally, since most heterogeneous graphs can be treated as knowledge graphs and vice versa, many learning methods on knowledge graphs, e.g., RGCN\cite{13} and RotatE\cite{19}, can often be applied to heterogeneous graph learning. Applications of HGNNs range from citations networks\cite{24} and recommendation systems\cite{15} to biological networks\cite{10} and drug interactions\cite{5}.

4 Methodology

4.1 Hypothesis and motivation

We assume that the HG $G$ is given as distinct meta-path graphs $G^{P_1}, \ldots, G^{P_M}$, which can be regarded as different views (multi-views) – each describing a different perspective. We also assume that all meta-paths contain useful information that needs to be encoded (the meta-paths could be provided by experts or data engineers) and our methodology is postulated on the following:

First, specific knowledge of one view can be exploited by other views in order to better describe the underlying data and unveil hidden semantics. Thus, meta-path fusion, i.e., information exchange, among views seems necessary in order to obtain good representations. Second, good representations are the ones that simultaneously benefit all meta-paths. Thus, meta-path consensus among the views is needed in order to decide which information is globally helpful and to prevent over-emphasizing or neglecting information associated with specific meta-paths.

For the example in Fig.\ref{fig:example}, suppose we wish to make recommendations based on a particular paper. Then, a natural approach is to regard simultaneously which papers it cites, which keywords it contains, and by whom authors it is written (meta-path fusion). Since not all citations, keywords or authors are equally important (e.g., out-dated prior work, keywords co-used for multiple domains, co-authors of different disciplines), a good representation of the paper is the one that preserves the information that best describes its overall contribution (meta-path consensus). By computing such representations, good recommendations include papers with similar scientific contributions.

4.2 A mutual information maximization solution

In this subsection, we present our proposed framework (a graphical illustration is given in Fig.\ref{fig:framework}).
Fig. 2: HeMI framework. The representations for node \( v \) for meta-path \( P_1 \), \( z_{P_1}^v \), and for meta-path \( P_2 \), \( z_{P_2}^v \), are computed with encoders \( f_1 \) and \( f_2 \), respectively. The representations are aggregated with a function \( g \) to the fused representation \( z_v \). In addition, nodes' representation in \( P_1 \) and \( P_2 \) are summarized to \( s_{P_1} \) and \( s_{P_2} \) respectively. All \( z_{P_1}^v \), \( s_{P_1} \), \( z_{P_2}^v \), and \( s_{P_2} \), along with \( z_v \), are optimized by maximizing their consensus, i.e., mutual information, with \( z_v \). Different MI estimators, \( I_{\psi_1}, I_{\phi_1}, I_{\psi_2}, \) and \( I_{\phi_2} \), are employed for each consensus case.

For each meta-path graph \( G_{P_j} \) we capture its structure and attributes by employing a GNN/HGNN encoder \( f_j \) to obtain representations for each node \( v \); i.e., \( z_{P_j}^v = f_j(G_{P_j}^v) \). In order to achieve meta-path information fusion, we use an aggregation function \( g : \mathbb{R}^{|V_t| \times d} \times \cdots \times \mathbb{R}^{|V_t| \times d} \rightarrow \mathbb{R}^{|V_t| \times d} \) which combines and compresses the representations \( z_{P_j}^v \) together to \( z_v \) such as \( z_v = g(z_{P_1}^v, \ldots, z_{P_M}^v) \) (for simplicity, we assume the output dimensionality is the same).

The representations are optimized by focusing on achieving meta-path consensus. However, instead of achieving consensus between all meta-path combinations (which exponentially grow to the number of the meta-paths), we use \( z_v \) to globally guide the consensus between the meta-paths. In order to measure the consensus, we use the mutual information (MI) \( I \) between \( z_v \) and each one of the meta-path specific representations; i.e., \( I(z_{P_j}^v; z_v) \). We maximize the consensus between all \( z_{P_j}^v \) by maximizing the MI of each \( z_{P_j}^v \) with \( z_v \) to achieve global optimization, such as

\[
\max \sum_j I(z_{P_j}^v; z_v).
\]  

The MI measure has several advantages. If the encoders \( f_j \) are injective \([25]\), we have \( I(G_{P_j}^v; z_v) = I(z_{P_j}^v; z_v) \), and thus can achieve MI maximization with the actual input; here, \( G_{P_j}^v \) is a subgraph centered around node \( v \). Moreover, if a meta-path contains a lot of noise, this does not increase the MI and thus, is not preferred to be encoded; in contrast to other measures, such as Euclidean distances, which are affected by noisy instances.

Since mutual information is in general intractable, it is often estimated by a parametrized function \( I_\psi \), such as a deep neural network. The estimated MI
is a lower bound of the true MI, which is maximized during optimization in the course of maximizing the true MI. The MI estimation becomes

$$\sum_j I(z_{v_j}^{P_j}; z_v) \geq \sum_j I_{\psi_j}(z_{v_j}^{P_j}; z_v).$$

(2)

In self-supervised settings for graphs, it is common to maximize the MI between representations and coarse-grain parts of the graph, such as the full graph representation \[22\] or representations of clusters of nodes \[8\]. This facilitates to propagate higher order properties to the representations. We follow a similar strategy and compute the summary of each meta-path graph as

$$s_{P_j} = c(Z_{P_j}),$$

where

$$c : \mathbb{R}^{|V_t| \times d} \rightarrow \mathbb{R}^1 \times d.$$ Due to the data processing inequality of MI and then by using MI estimators, we have

$$I(z_{v_j}^{P_j}; z_v) \geq I(s_{P_j}; z_v) \geq I_{\phi_j}(s_{P_j}; z_v).$$

(3)

Eq. (2) and Eq. (3) are two lower bounds of the desired MI \(\sum_j I(z_{v_j}^{P_j}; z_v)\), which both can be maximized. By multiplying each bound with \(\lambda\) and \((1 - \lambda)\), respectively, and adding them together, we obtain the final objective

$$\max \sum \lambda I_{\psi_j}(z_{v_j}^{P_j}; z_v) + (1 - \lambda) I_{\phi_j}(s_{P_j}; z_v),$$

(4)

where \(\lambda \in \mathbb{R}\) controls the relative importance of each objective term.

Our proposed method is designed to compute embeddings that optimize Eq. (4). Since our method relies on heterogeneous graph MI maximization, we name our method HeMI.

4.3 Implementation

MI estimators. In order to estimate the MI we use the Jensen-Shannon MI estimator. The estimator’s objective maximizes the expected log-ratio of the samples from the joint distribution (positive examples) and the product of marginal distributions (negative examples). It acts as a binary cross-entropy (BCE) loss between positive and negative examples with an aid of a function \(T_\psi : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}\) with learnable parameters \(\psi\), which assigns higher scores to the positive than the negative examples. The objective for each \(v \in V_t\) is

$$\min \lambda \mathcal{L}_f + (1 - \lambda) \mathcal{L}_c,$$

(5)

where

$$\mathcal{L}_f = \frac{1}{M} \sum_j \left( \log T_\psi(z_{v_j}^{P_j}, z_v) + \log (1 - T_\psi(z_{v_j}^{P_j}, \tilde{z}_v)) \right),$$

(6)

$$\mathcal{L}_c = \frac{1}{M} \sum_j \left( \log T_{\phi_j}(s_{P_j}, z_v) + \log (1 - T_{\phi_j}(s_{P_j}, \tilde{z}_v)) \right).$$

(7)
Positive examples are pairings of \((z_v^{P_j}, z_u^v)\) and \((s^{P_j}, z_u^v)\), and negatives are pairings of \((z_v^{P_j}, \tilde{z}_u^v)\) and \((s^{P_j}, \tilde{z}_u^v)\). We obtain \(z_v^v\) as the output of our model with a corrupted input, which in our case is the original graph with row-shuffled features (for node \(v\) we use the attributes of a randomly selected node). As functions \(T_{\psi_j}, T_{\phi_j}\), we use a bilinear scoring function, followed by a logistic sigmoid nonlinearity \(\sigma(\cdot)\), which converts scores into probabilities, as \(T_{\psi_j}(z_v^{P_j}, z_u^v) = \sigma(z_v^{P_j} W_{\psi_j} z_u^v)\) and \(T_{\phi_j}(z_v^{P_j}, z_u^v) = \sigma(s^{P_j} W_{\phi_j} z_u^v)\), where \(W_{\psi_j}, W_{\phi_j} \in \mathbb{R}^{d \times d}\) are learnable weights. Finally, the summary of each meta-path is computed as \(s^{P_j} = \sigma\left(\frac{1}{|V|} \sum_v z_v^{P_j}\right)\).

**Information fusion.** Recall that in order to fuse information among meta-paths, we use an aggregation function \(g\) as \(z_v = g(z_v^{P_1}, \ldots, z_v^{P_M})\). We employ an attention based function \(g\), which is common in the literature \([24,2]\) to learn the importance of each meta-path. Specifically, we first compute

\[
e^{P_j} = \frac{1}{|V|} \sum_v q^j (W_{\text{sem}} z_v^{P_j} + b),
\]

where \(W_{\text{sem}} \in \mathbb{R}^{d_m \times d}\), \(b \in \mathbb{R}^{d_m}\) are learnable parameters and \(q \in \mathbb{R}^{d_m}\) is a parametrized attention vector. The importance of each meta-path \(\beta^{P_j}\) is obtained by normalizing \(e^{P_j}\) with a softmax function and the representation \(z_v\) is the weighted average of each meta-path graph representation as

\[
z_v = \sum_j \beta^{P_j} z_v^{P_j}, \quad \text{with} \quad \beta^{P_j} = \frac{\exp(e^{P_j})}{\sum_j \exp(e^{P_j})}.
\]

**Encoders.** In order to compute \(z_v^{P_j}\) we can employ both GNN and HGNN encoders. When using GNN encoders, each meta-path is reduced to an adjacency matrix \(A_{P_j} \in \mathbb{R}^{|V| \times |V|}\) with \(A_{P_j}^{v, v} = 1\) if nodes \(v\) and \(u\) connect through meta-path \(P_j\), and \(A_{P_j}^{v, u} = 0\) otherwise. For example if we use a GCN \([7]\) encoder, \(Z^{P_j}\) is computed as

\[
Z^{P_j} = \sigma(D^{-0.5} \tilde{A}^{P_j} D^{-0.5} X W_{t}^{P_j}),
\]

where \(\tilde{A}^{P_j} = A^{P_j} + I\), with \(I\) the identity matrix, \(D^{P_j}\) is the diagonal node degree matrix of \(\tilde{A}^{P_j}\), \(W_t^{P_j} \in \mathbb{R}^{d_v \times d}\) is a learnable matrix, and \(\sigma\) is a nonlinear activation such as ReLU.

HGNN encoders, such as MAGNN \([2]\), offer the advantage that they also encode intermediate nodes (of a different type) between two nodes of the same type for each meta-path (intra-meta-path information). Node attributes of different node types may have different dimensions, so first, they are projected to a space with same dimensions as \(X'_v = X W_t\), where \(W_t \in \mathbb{R}^{d \times d}\). Let \(P(v, u)\) be a meta-path instance connecting the target node \(v\) and the meta-path-based neighbor \(u \in N_v^{P_j}\), the intermediate nodes of \(P(v, u)\) are defined as \(\{m^{P(v, u)}\} = P(v, u) \setminus \{u, v\}\). An intra-meta-path encoder \(g_{P(v, u)}\) transforms all the node features along a meta-path into a single vector, for example at the first layer, as

\[
h_{P(v, u)} = g_{P(v, u)} \left(\{x'_v, x'_u, \{x'_k, \forall k \in \{m^{P(v, u)}\}\}\right),
\]
Table 1: Datasets.

| Dataset | Node-type: #Nodes | Edge-type: #Edges | #Features | Labels | Meta-paths |
|---------|------------------|------------------|----------|--------|------------|
| ACM     | Paper (P): 3,025 | Paper-Author: 9,744 | 1,870 | P: Database, Wireless Communication | PAP, PSP |
|         | Author (A): 5,835 | Paper-Subject: 3,025 |          |        |            |
|         | Subject (S): 56  |                  |          |        |            |
| DBLP    | Author (A): 4,057 | Paper-Paper: 19,645 | 334 | A: Database, Data Mining | APA, APCPA |
|         | Paper (P): 14,328 | Paper-Conference: 14,328 |        |        |            |
|         | Conference (C): 20 |                  |        |        |            |
|         | Term (T)-EP1: 8,789 | Paper-Term-EP1: 88,420 |        | Machine Learning, Information Retrieval | APPTA |
|         | Term (T)-EP2: 7,723 | Paper-Term-EP2: 85,810 |        |        |            |
| IMDB-EP1| Movie (M): 4,275 | Movie-Actor: 12,838 | 6,344 | M: Action, Comedy | MAM, MDM |
|         | Director (P): 2,082 | Movie-Director: 4,280 |        |        |            |
|         | Actor (A): 5,431 | Movie-Key: 20,529 | Drama |        | MKM |
|         | Keyword (K): 7,313 |                  |        |        |            |
| IMDB-EP2| Movie (M): 4,278 | Movie-Actor: 12,838 | 1,232 | M: Action, Comedy | DMD, DMAMD |
|         | Director (P): 2,081 | Movie-Director: 4,278 |        |        |            |
|         | Actor (A): 5,257 |                  | Drama |        | AMA, AMDMA |
| Last.fm | User (U): 1,892 | User-User: 12,717 | -      |        | UU, UAU, AU |
|         | Artist (A): 17,632 | User-Artist: 92,834 | identity |        | UATAU, AU |
|         | Tag (T): 1,088 | Artist-Tag: 23,253 | features |        | AUAA, ATA |

where $h_{P(v,u)} \in \mathbb{R}^{d'}$. Various useful $g_{P(v,u)}$ meta-path encoders can be found in [2], and the final representation can be obtained by any aggregator (mean, attention, sum, etc.); e.g., the mean aggregator computes $h_P^v = \frac{1}{N_P} \sum_{u \in N_P} h_{P(v,u)}$, followed usually by a nonlinear activation, such as PReLU or ELU.

5 Experimental Methodology

In this section, we describe the experimental configuration and evaluation of our and competing methods. We found out that competing methods treat the same dataset in various different ways to report their performance. In order to show that our method is efficient under different configurations, we employ two different evaluation protocols (EP) as proposed in [12] (EP1) and in [2] (EP2).

5.1 Datasets

Four widely used heterogeneous graph datasets from different domains are adapted to evaluate the performance of HeMI. Specifically, we use the ACM, DBLP, IMDB, and Last.fm datasets\(^1\), of which statistics are summarized in Table 1 and their detailed descriptions in the Supplementary Material. DBLP and IMDB have different configuration for EP1 and EP2. For IMDB, we extract additional labels from the raw data in Section 6.3, as explained in the Supplementary Material. For nodes without attributes, we assign them one-hot identity vectors.

---

1. https://dl.acm.org/  
2. https://dblp.uni-trier.de/  
3. https://www.imdb.com/  
4. https://www.last.fm/
5.2 Tasks

The node-related tasks for evaluation are node classification, node clustering, and link prediction.

- **Node classification.** In the node classification task, the unsupervised learned representations are fed to a downstream classifier, while the supervised methods output the classification result as end-to-end models. The classification is repeated 10 times, and average Macro-F1 and Micro-F1 scores are reported. In EP1, the training set sizes (i.e., given labels for training) is 20% or 80% of full datasets, and the validation set and test set sizes are fixed at 10% of full datasets. The downstream classifier is logistic regression classifier which is optimized using the Adam [6] with a learning rate of 0.001 and with an early stopping on the validation accuracy.

  In EP2, the training, validation, and testing sets are of 400 (9.35%), 400 (9.35%), and 3478 (81.30%) nodes respectively in IMDB and 400 (9.86%), 400 (9.86%), and 3257 (80.28%) nodes respectively in DBLP. The downstream classifier is a linear SVM classifier with default parameters, which only uses the test node representations (i.e., 3478 nodes for IMDb and 3257 nodes for DBLP). For training, the test nodes are re-divided into training and testing proportions, namely 20%, 40%, 60% and 80%.

- **Node clustering.** In the node clustering task, the K-Means algorithm is used to conduct the clustering based on the learned representations. The number of clusters $K$ is set as to the number of target node classes. Unsupervised methods do not use any label during learning representations, while supervised methods do. The clustering process is repeated 10 times and the average normalized mutual information (NMI) and adjusted rand index (ARI) evaluation metrics are reported (computed for all nodes in EP1 and computed for the test nodes in EP2).

- **Link prediction.** In link prediction, the goal is to correctly predict whether two nodes connect or do not connect. Usually, some positive and negative edges of the original graph are masked and used to test the predictions. Given two node representations $z_u$ and $z_v$ generated by the trained model, the probability that $u$ and $v$ link together is calculated as $p(u,v) = \sigma(z_u^T z_v)$, where $\sigma(\cdot)$ is the sigmoid function. The probability should be close to 1 for positive edges and close to 0 for negative edges. The evaluation is performed by reporting the mean area under the ROC curve (AUC) and average precision (AP) scores after 5 runs.

  For EP1, we mask 50% (45% for testing and 5% for validation) of edges (and we obtain an equal number of negative edges) of each meta-path and use the computed representations to predict them. Heterogeneous methods use the same representation for all meta-path link predictions, while homogeneous use the per-meta-path representation for each meta-path.

  For EP2 and Last.fm, the graph is divided into batches with size of 64. To make the task more challenging, we train the model on the subgraphs of
the obtained batches, and evaluate to an equal number of completely unseen subgraphs of other batches. The number of batches experimented is 1, 10, 50.

– **Loss augmentation with HeMI.** We also evaluate the effectiveness of HeMI by employing it as an additional loss function to end-to-end trained models. The final representations of the models are obtained by $h_v = W_{task}z_v$, where $W_{task}$ are learnable weights with proper dimensions. Then, $h_v$ is optimized based on a task specific loss.

In semi-supervised node classification, we minimize the cross-entropy over all labeled nodes between the ground-truth labels and the predicted labels as

$$L_{nc} = - \sum_{v \in \mathcal{V}_Y} Y_v \ln H_v, \quad (12)$$

where $\mathcal{V}_Y$ is the set of nodes that have labels, and $Y_v$ and $H_v$ are the labels and the predicted label probabilities of the labeled nodes, respectively.

In link prediction, we minimize the binary cross-entropy loss function between positive and negative edges as

$$L_{lp} = - \sum_{\{(v,u)\}} \log \sigma(h_v^T h_u) - \sum_{\{(v,u')\}} \log \sigma(-h_v^T h_{u'}), \quad (13)$$

where $\sigma(\cdot)$ is the sigmoid function, $\{(v,u)\}$ is the set of observed (positive) node pairs, $\{(v,u')\}$ is the set of negative node pairs sampled from all unobserved node pairs (the complement of $\{(v,u)\}$).

In both cases, HeMI is used to optimize the intermediate representations $z_v$ based on Eq. (5).

### 5.3 Reproducibility

For competing methods, we report their performance by reusing the reported results of [122]. Whenever we need to implement a method by our own, we do it based on their original implementations and proposed configurations, and for a fair comparison, we use the same encoders for these methods as explained below. All competitive approaches are described in Section 3.

For HeMI, we set representations’ dimensions to $d = 256$ and the semantic attention dimensions to $d_m = 16$, in all experiments; we only set $d = 64$ in link prediction tasks. In EP1 experiments, we use 1-layer GCN encoders, and for IMDB dataset only, we use the same GCN encoder for all views. In EP2 experiments, we use either a neighbor-based MAGNN encoder (MAGNN$_{nb}$) or a RotatE [19] MAGNN encoder (MAGNN$_{rot}$) with layers selected from {1, 2} and we use a mean aggregator in Eq. (11). HeMI is optimized with Adam, with a learning rate of 0.001, for epochs selected from {1000, 2000} with an early stopping of 50 patience epochs on the training loss. The hyper-parameter $\lambda$,

[^2]: [https://github.com/cmavro/Graph-InfoClust-GIC](https://github.com/cmavro/Graph-InfoClust-GIC)
Table 2: Node classification and clustering performance for EP1.

| Fusion/Consensus | ACM | DBLP | IMDB |
|------------------|-----|------|------|
|                  | Classif. | Clust. | Classif. | Clust. | Classif. | Clust. |
| DG1+concat No/No | 93.28 | 67.31 | 93.21 | 74.97 | 59.54 | 1.61 |
| GIC+concat No/No | 93.18 | 67.92 | 93.28 | 73.33 | 62.11 | 5.95 |
| MVGRL No/Yes    | 92.19 | 66.75 | 92.40 | 72.79 | 60.37 | 1.87 |
| HGIC Yes/No     | 92.27 | 71.83 | 91.75 | 69.25 | 58.93 | 1.87 |
| DMI Yes/Yes     | 93.58 | 69.32 | 92.57 | 69.80 | 57.45 | 8.87 |
| HeMI Yes/Yes    | 93.97 | 73.45 | 93.06 | 69.98 | 63.65 | 12.23 |

The scores reported are Micro-F1 with 20% train nodes and NMI, for classification (Classif.) and clustering (Clust.), respectively.

Table 3: Link prediction performance for EP1.

| Fusion/Consensus | ACM | DBLP |
|------------------|-----|------|
|                  | Consistency | AUC/AP | AUC/AP |
|                  | Consistency | AUC/AP | AUC/AP |
| DGI+concat No/No | 63.26/62.34 | 51.27/54.38 | 57.26/58.36 |
| GIC+concat No/No | 84.38/79.63 | 44.53/56.76 | 64.46/68.20 |
| MVGRL No/Yes     | 71.50/72.15 | 62.05/58.28 | 66.77/65.21 |
| HGIC Yes/No      | 73.22/73.11 | 60.77/55.48 | 62.08/60.20 |
| DMI Yes/Yes      | 69.71/62.44 | 66.23/60.17 | 67.97/61.31 |
| HeMI Yes/Yes     | 74.69/74.64 | 70.77/64.92 | 72.87/69.24 |

We report scores for each meta-path graph (PAP and PSP in ACM, and APA, APTPA, and APCPA in DBLP) and overall scores of all meta-paths (avg).

which controls the relative importance of each objective term, is selected from \{0, .25, .5, .75, 1\}, with a parameter study provided in the Supplementary Material.

We implement HeMI by modifying HDGI original code\(^3\) (which is implemented with PyTorch\(^{10}\)) for EP1, and by modifying MAGNN original code\(^4\) (which is implemented with PyTorch and Deep Graph Library\(^{23}\)) for EP2. All experiments were performed on a Nvidia GeForce RTX-2070 GPU on a i5-8400 CPU and 32GB RAM machine.

6 Results

In this section, we wish to answer the following research questions (RQ):

- **RQ1.** Is meta-path fusion and consensus important when learning HG representations?
- **RQ2.** How does the proposed method perform compared to other methods?
- **RQ3.** Can the proposed objective be used as an augmented loss function for better representation learning?

\(^3\) https://github.com/YuxiangRen/Heterogeneous-Deep-Graph-Infomax
\(^4\) https://github.com/cynricfu/MAGNN
6.1 Results using the first evaluation protocol (EP1)

(RQ1 & RQ2). Table 2 shows that HeMI, which relies on both meta-path fusion and meta-path consensus, outperforms all other methods in ACM and IMDB. An exception is the DBLP dataset, since the labels (conference types) are directly obtained by the APCPA meta-path and thus, fusion does not convey additional information; here, DMGI performs the worst due to its strict consensus regularization. Moreover, for node classification, methods that simply concatenate the per-meta-path representations (DGI and GIC) can outperform their fusion-based counterparts (HDGI and HGIC) because the downstream classifier is powerful enough to extract hidden interactions, in the same way fusion does. However, this does not happen for node clustering since fusion-based methods compute more compact representations (with the exception of DBLP).

Table 3 shows that HeMI outperforms (avg. column) all other methods for link prediction tasks, indicating that it is able to encode useful information from all meta-paths simultaneously. Note that fusion-based methods do not perform as well as they appear to overestimate information from specific meta-paths, e.g., HGIC and HDGI overestimate PAP in ACM. Although, non-fusion methods, like GIC, outperform other methods on some meta-paths, e.g., on PAP in ACM and APTPA in DBLP, they cannot generalize as well for all meta-paths, since information exchange is necessary. Finally, other consensus-based methods either lose the per-meta-path useful information for link prediction (MVGRL) or are not as powerful as HeMI (DMGI).

We also release full results for node classification, node clustering, and link prediction in the Supplementary Material.

6.2 Results using the second evaluation protocol (EP2)

(RQ2). Tables 4 and 5 show the node classification and clustering performance, respectively, for EP2. As it can be seen, HeMI outperforms both semi-supervised...
Table 5: Node clustering results for EP2.

| Dataset | Metric | Supervised | Unsupervised |
|---------|--------|------------|--------------|
|         |        | GCN | GAT | HAN | MAGNN | GCN | GAT | HAN | MAGNN | GCN | GAT | HAN | MAGNN | GCN | GAT | HAN | MAGNN | GCN | GAT | HAN | MAGNN |
| IMDb    | NMI    | 7.46 | 7.84 | 10.79 | 15.58 | 7.69 | 8.87 | 11.11 | 16.73 | 1.13 | 5.22 | 1.07 | 0.89 | 0.39 | 7.2  | 0.74 |
| ARI     |        | 9.74 | 10.53 | 11.44 | 16.73 | 1.06 | 5.03 | 1.04 | 0.89 | 0.39 | 7.2  | 0.74 |
| DBLP    | NMI    | 73.45 | 70.73 | 77.49 | 80.81 | 71.02 | 77.01 | 68.33 | 74.18 | 69.03 | 70.51 | 57.18 |
| ARI     |        | 77.50 | 76.04 | 82.95 | 83.54 | 76.52 | 81.37 | 72.22 | 78.11 | 72.45 | 76.19 | 81.71 |

Table 6: Link prediction and HeMI as objectives for Last.fm.

| Train/Test | Metric | 1 batch | 10 batches | 50 batches |
|------------|--------|---------|------------|------------|
|            |        | AUC | AP | AUC | AP | AUC | AP | AUC | AP | AUC | AP |
| Supervision | Link Prediction | 65.65 | 56.50 | 67.95 | 56.54 | 87.46 | 83.74 |
|            | Link Prediction + HeMI (λ = 0) | 78.56 | 66.96 | 71.49 | 60.12 | 88.28 | 83.80 |
|            | Link Prediction + HeMI (λ = 1) | 73.17 | 63.92 | 75.52 | 65.85 | 94.37 | 95.16 |

and unsupervised methods for node classification. Specifically, HeMI outperforms the best performing unsupervised method by up to 3.3% in IMDb and by up to 1.1% in DBLP dataset. HeMI achieves slightly better than MAGNN (about 1%) and outperforms other semi-supervised methods by more than 4% and 1.3% in IMDb and DBLP, respectively. For node clustering, HeMI performs better than other unsupervised HGNN/GNN methods in both datasets. However, it is not able to outperform semi-supervised methods HAN and MAGNN since they have already seen the labels during training. Here, we only report HGIC from methods of Section 6.1 since we found out that it performs the best with a MAGNN encoder and is a generalized version of HDGI.

6.3 Loss augmentation with HeMI

(RQ3). Table 6 shows that HeMI benefits the MAGNN encoder when used together for link prediction. Specifically, when using 1 batch for training and 1 for testing, the fine-grain consensus (λ = 0) leads to superior performance by more than 10% compared to only using the link prediction loss. Here, the coarse-grain consensus (λ = 1) does not work as well, since there are few nodes in the batch. By increasing the batches, the coarse-grain consensus’ power is also increased and outperforms the link-prediction-only supervision by 8%, in average.

Table 6 shows that HeMI preserves useful information that can be used for various node classification tasks, compared to a supervised MAGNN encoder. When using Genre labels with HeMI self-supervision, it outperforms the label-only supervision by more than 2.5%, in average. Genre labels depend more on the plot of a movie (node attributes) and HeMI gives extra importance on the features by using fake attributes. Budget label depends usually on the cast of a movie, e.g., director and actor, and consequently on the information MDM and MAM meta-paths provide. HeMI is designed to preserve this information and thus, leads to superior performance by more than 1%, in average. Rating labels are more challenging to predict, and thus, using labels during training
facilitates the learning. Finally, HeMI as a self-supervision alone outperforms its semi-supervised counterpart for all labels and tasks, which indicates that it preserves all the information useful for the classification tasks.

7 Conclusion

In this paper, we have proposed HeMI for learning representations from heterogeneous graphs. HeMI relies on meta-path information fusion and consensus to optimize the representations. Experiments show that HeMI outperforms competing approaches in various node-related tasks, such as node classification, node clustering, and link prediction.
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Dataset descriptions.

– **IMDB.** The IMDB dataset contains 4,780 movies (M), 5,841 actors (A), 2,269 directors (D) and 7,313 keyword (K). The movies are divided into three classes (Action, Comedy, Drama) according to their genre. In EP1, the movie features are composed of \{color, title, language, keywords, country, rating, year\} with a TF-IDF encoding. The meta-paths chosen are MAM, MDM, and MKM. On the other hand, in EP2, the movie features correspond to elements of a bag-of-words represented of plots and the meta-path set is \{MAM, MDM, DMD, DMAMD, AMA, AMDMA\}.

In order to show that our method’s learned representations are useful for various tasks, we manually extract two additional set of classes from the raw data. The first set of classes corresponds to movie ratings (rating $< 6$, $6 \leq$ rating $< 7$, $7 \leq$ rating) and the second to movie budgets (budget $< $10M, $10M \leq$ budget $< $50M, $50M \leq$ budget). We choose the specific boundary values of each class label, so that classes are equally distributed among the movie instances.

– **DBLP.** The DBLP dataset contains 14328 papers (P), 4057 authors (A), 20 conferences (C), 8789 terms (T). The authors are divided into four areas: database, data mining, machine learning, information retrieval. Also, each author’s research area is labeled according to the conferences they submitted. For both EP1 and EP2, author features are the elements of a bag-of-words represented of keywords and the meta-path set employed the meta-path is \{APA, APCPA, APTPA\}.

– **ACM.** The ACM dataset is constructed by papers published in KDD, SIGMOD, SIGCOMM, MobiCOMM, and VLDB and are divided into three classes (Database, Wireless Communication, Data Mining). The heterogeneous graph comprises 3025 papers (P), 5835 authors (A) and 56 subjects (S). Paper features correspond to elements of a bag-of-words represented of keywords and the meta-path set is PAP, PSP. Here, the papers are labeled according to the conference they published and this dataset is used in EP1 only.

– **Last.fm.** The dataset consists of 1892 users (U), 17632 artists (A), and 1088 artist tags (T). Last.fm is used for the link prediction task, no labels or features are included, it is used in EP2 only, and the selected meta-paths are \{UU, UAU, UATAU, AUA, AUUA, ATA\}.

**Comparison against other methods.** Table\(\text{S}\) shows HeMI’s performance against other methods for node classification. In ACM, HeMI outperforms the best competing self-supervised method by more than 0.5% and the best competing semi-supervised method by more than 1%, in average. In DBLP, the labels relate directly to the APCPA meta-path, so other meta-paths’ information does not help for learning. Here, GIC+concat (denoted as (H)GIC), outperforms other heterogeneous methods (HeMI included). However, HeMI outperforms the best
Table 8: Node classification results for EP1.

| Dataset | Train | Metric | GCN | RGCN | GAT | HAN | RAW | MPV | DW | DGI | HDGI | (H)GIC | HeMI |
|---------|-------|--------|-----|------|-----|-----|-----|-----|----|-----|------|--------|------|
| ACM     | 20%   | Micro-F1 | 0.9250 | 0.5766 | 0.9178 | 0.9267 | 0.8590 | 0.6125 | 0.8786 | 0.9014 | 0.9027 | 0.9388 | 0.9397 ± 0.011 |
| ACM     | 80%   | Micro-F1 | 0.9317 | 0.5939 | 0.9250 | 0.9400 | 0.8820 | 0.6378 | 0.8965 | 0.9175 | 0.9379 | 0.9378 | 0.9437 ± 0.010 |
| DBLP    | 20%   | Micro-F1 | 0.8192 | 0.1932 | 0.8244 | 0.8992 | 0.7520 | 0.6085 | 0.7653 | 0.8795 | 0.9175 | 0.9227 | 0.9268 ± 0.012 |
| IMDB    | 20%   | Micro-F1 | 0.5982 | 0.4350 | 0.5985 | 0.6077 | 0.5112 | 0.3985 | 0.5262 | 0.5726 | 0.5893 | 0.6211 | 0.6365 ± 0.024 |
| IMDB    | 80%   | Micro-F1 | 0.6467 | 0.4476 | 0.6440 | 0.6600 | 0.6000 | 0.4201 | 0.6014 | 0.6900 | 0.7014 | 0.6222 | 0.6367 ± 0.025 |

Table 9: Node clustering results for EP1.

| Dataset | ACM | DBLP | IMDB |
|---------|-----|------|------|
|        | NMI | ARI  | NMI | ARI  | NMI | ARI  |
| DeepWalk | 25.47 | 18.24 | 7.40 | 5.30 | 1.23 | 1.22 |
| Raw Feature | 32.62 | 30.99 | 11.21 | 6.98 | 1.06 | 1.17 |
| DeepWalk+Features | 32.54 | 31.20 | 11.98 | 6.99 | 1.23 | 1.22 |
| Metapath2vec | 27.59 | 24.57 | 34.30 | 37.54 | 1.15 | 1.51 |
| DGI+concat | 67.31 | 70.12 | **74.97** | **79.36** | 1.61 | 3.62 |
| HDGI | 71.83 | 74.56 | 69.25 | 74.21 | 1.87 | 3.70 |
| (H)GIC | 69.32 | 72.86 | 73.33 | 78.55 | 8.87 | 9.09 |
| HeMI | **73.45** | **77.58** | 69.98 | **75.76** | **12.23** | **12.48** |

(H)GIC: We report the best result between GIC+concat and HGIC.

competing semi-supervised and self-supervised methods by up to 3% and 2.5%, respectively, in average. In IMDB, HeMI achieves significantly better results, outperforming the best competing approach by more than 1.5%, in average. Table 9 shows HeMI’s performance against other methods for node clustering. In ACM and IMDB, HeMI performs the best and the overall performance gain is more than 4% compared to the best competing approach for both datasets. In DBLP, homogeneous-based methods, such as DGI+concat, perform the best, like in node classification. Finally, we would like to note here that using the same MI estimators for both meta-paths, and thus promoting additional consensus, achieved better performance than using different MI estimators, which perform about 0.5% worse than the scores reported.

Table 10 shows the performance in the IMDB dataset for the link prediction task, where HeMI ranks 3rd. HeMI gives additional importance to the node features (through the negative examples of its loss function), and for IMDB, features are directly related to the MKM meta-path, which results into the overestima-
Table 10: Link prediction performance for EP1.

| Fusion/ Consensus | IMDB |   |   | AUC/ AP | AUC/ AP | AUC/ AP |
|-------------------|------|---|---|-------|-------|-------|
|                   | MDM  | MAM | MKM|       |       |       |
| DGI+concat | No/No | 68.91/67.18 | 51.63/47.80 | 73.85/73.32 | 64.79/62.77 |
| GIC+concat | No/No | 74.22/72.11 | 70.63/67.75 | 76.53/77.11 | 73.79/72.32 |
| MVGRL       | No/Yes | 51.85/53.13 | 45.39/45.48 | 70.53/68.76 | 55.92/55.79 |
| HDGI        | Yes/No | 50.78/50.49 | 54.09/52.13 | 70.13/68.80 | 58.33/57.14 |
| HGIC        | Yes/No | 52.29/52.62 | 53.73/53.47 | 83.41/82.35 | 63.14/62.81 |
| DMGI        | Yes/Yes | 86.98/82.55 | 56.39/55.20 | 63.58/60.19 | 68.98/66.08 |
| HeMI        | Yes/Yes | 55.85/55.74 | 61.18/58.80 | 72.70/72.89 | 63.24/62.48 |

Fig. 3: Ablation study on classification performance in EP1 with 20% of train nodes (y-axis: scores in %, x-axis: λ values).

Fig. 4: Attention weights for each meta-path (y-axis: attention values, x-axis: λ values).

...tion of this meta-path. GIC is a powerful link prediction method and performs well in all meta-paths, while DMGI gains its power by performing very well on the MDM meta-path (although it neglects the other two meta-paths).

**Parameter Study.** Fig. 3 shows a parameter study of the λ regularization of HeMI’s loss function. Different λ values seem to differently affect the performance on each dataset. In order to explain the results, we also provide Fig. 4 which shows the learned importance of each meta-path.

In ACM, coarse-grain consensus works the best (λ = 1), although it computes similar weights for each meta-path with the fine-grain consensus. We believe this happens because the coarse-grain information helps to promote more useful semantics for the PAP and PSP meta-paths. In DBLP, the labels are directly...
related to the APCPA meta-path, so more weight needs to be given to this meta-
path. For $\lambda = 0.5$ (and values below), this happens and the best performance
is achieved; while the coarse-grain consensus downgrades the performance since
it under-estimates APCPA and completely neglects APA or APTPA. In IMDB,
we use the same GNN encoder for all meta-paths and thus promote additional
consensus. All $\lambda$ values compute almost identical weights for the meta-paths. An
exception is for $\lambda = 1$, which performs the worst.

Finally, we note that the attention weights computed by the supervised
method HAN are: $\sim$0.7 PAP and $\sim$0.3 PSP for ACM, and $\sim$0.25 APA, $\sim$0.7
APCPA and $\sim$0.05 APTPA for DBLP. Our method computes very similar at-
tention weights, although it does not use any labels, and we assume that these
weight values are the ones that benefit the classification and clustering tasks.