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Abstract—In this paper, we study the power-efficient resource allocation for multicarrier non-orthogonal multiple access (MC-NOMA) systems. The resource allocation algorithm design is formulated as a non-convex optimization problem which takes into account the statistical channel state information at transmitter and quality of service (QoS) constraints. To strike a balance between system performance and computational complexity, we propose a suboptimal power allocation and user scheduling with low computational complexity to minimize the total power consumption. The proposed design exploits the heterogeneity of QoS requirement to determine the successive interference cancellation decoding order. Simulation results demonstrate that the proposed scheme achieves a close-to-optimal performance and significantly outperforms a conventional orthogonal multiple access (OMA) scheme.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) has been recognized as a promising multiple access technique for the fifth-generation (5G) wireless networks due to its high spectral efficiency and user fairness [1]. Compared to conventional orthogonal multiple access (OMA), NOMA transmission allows multiple users to share the same frequency resource via exploiting the power domain multiplexing and performing successive interference cancellation (SIC) at the receiver side. It has been shown that NOMA offers considerable performance gains over OMA in previous works [2]–[8]. In particular, resource allocation of NOMA has received significant attention since it is critical for the performance of NOMA. In [6], [7], the authors evaluated the system-level performance of NOMA systems. The authors in [8] studied a minimum total transmission power beamforming problem. In [9], the optimal resource allocation for multiple-input multiple-output (MIMO) NOMA systems to maximize the instantaneous sum-rate was proposed. However, existing works [6]–[9] on resource allocation of NOMA have relied on the assumption of perfect channel state information at transmitter (CSIT) which is difficult to obtain in practice.

Recently, the notion of imperfect CSIT in NOMA systems for resource allocation algorithm design has been pursued in [10]–[14] under various system performance metrics. In [10], for a fixed power allocation, the outage probability and ergodic sum-rate of NOMA under statistical CSIT were investigated in a cellular downlink scenario with randomly deployed users. In [11], the authors analyzed the performance degradation on these two system performance metrics due to partial CSIT. The authors in [12] investigated the impact of user pairing on the sum-rate of NOMA for a fixed power allocation scheme. Power allocation was proposed for the maximization of the ergodic capacity and the minimization of the maximum outage probability in [13] and [14] under statistical CSIT, respectively.

Apart from those performance metrics mentioned above, power efficiency is also important due to the rising energy costs and green communication concerns. In [15], the authors solved the energy efficiency optimization problem for single-carrier NOMA systems. Yet, if multicarrier NOMA (MC-NOMA) systems are considered, the result from [15] may no longer be applicable. In [16]–[18], various power allocation and user scheduling algorithms were proposed to maximize the sum-rate of MC-NOMA systems. However, the results from [16]–[18] were based on perfect CSIT assumption which may not available in practice, especially for MC-NOMA systems overloaded with exceedingly number of users. In addition, the aforementioned works have not taken into account the heterogeneous quality of service (QoS) requirements, which play an important role in 5G networks, in particular for small cells and massive access. In fact, power-efficient resource allocation based on statistical CSIT for MC-NOMA systems has not been reported in the literature so far.

In this paper, we focus on the power-efficient resource allocation for MC-NOMA systems with QoS constraints under statistical CSIT. Due to the absence of perfect CSIT, a SIC policy taking consideration of QoS requirements is proposed, where the BS only allows one user to perform SIC. Based on the adopted SIC policy, we formulate the resource allocation problem for MC-NOMA systems to minimize the total transmit power. Since the optimization problem is a mixed combinatorial non-convex problem, a suboptimal solution is proposed to solve the power allocation and the user scheduling problems separately. For a given user scheduling policy, the multicarrier power allocation problem is simplified to a per-subcarrier basis power allocation problem which facilitates the optimal power allocation design. Interestingly, based on the derived power allocation solution, an explicit metric for SIC decoding order associated with the level of QoS stringency is obtained, as an analogous to the channel gain based SIC decoding order for NOMA with perfect CSIT [6], [7]. In addition, we have quantified the performance gain of NOMA over OMA in terms of power reduction and shown that the gain increases when the multiplexed users have more distinctive QoS stringency levels. For the user scheduling problem, a low computational complexity suboptimal scheduling algorithm based on agglomerative hierarchical clustering is proposed, which can achieve a close-to-optimal performance. Simulation results show that the proposed scheme significantly increases...
the power efficiency compared to a conventional OMA scheme.

The rest of the paper is organized as follows. Section II presents the system model and discusses the SIC policy with statistical CSIT. In Section III, we formulate the resource allocation as a non-convex optimization problem with QoS constraints. Section IV and Section V present the solution for power allocation and user scheduling, respectively. Simulation results are presented and analyzed in Section VI. Finally, Section VII concludes this paper.

Notations used in this paper are as follows. Boldface lower case letters denote vectors. $\mathbb{C}$ denotes the set of complex value; $\mathbb{R}^{M \times 1}$ denotes the set of all $M \times 1$ vectors with real entries; $\mathbb{Z}^{M \times 1}$ denotes the set of all $M \times 1$ vectors with integer entries; $\lvert \cdot \rvert$ denotes the absolute value of a complex scalar; $\Pr \{ \cdot \}$ denotes the probability of a random event. The circularly symmetric complex Gaussian distribution with mean $\mu$ and variance $\sigma^2$ is denoted by $\mathcal{CN}(\mu, \sigma^2)$; the uniform distribution in the interval $[a, b]$ is denoted by $U[a, b]$; and $\sim$ stands for “distributed as”.

II. SYSTEM MODEL

In this section, we present the system model and the adopted assumptions for the considered MC-NOMA system.

A. Multicarrier NOMA System

A multicarrier downlink NOMA system with one base station (BS) and $K$ downlink users is considered, cf. Figure 1. All transceivers are equipped with a single-antenna. $M$ subcarriers are provided to serve the $K$ users. In this paper, to provide fairness in resource allocation, we assume that only $L$ subcarriers are allocated to one user. In addition, we assume that each of the $M$ orthogonal subcarriers is allocated to at most two users to reduce the computational complexity and delay incurred at receiver side due to the SIC decoding, i.e., $KL \leq 2M$. According to the NOMA protocol [7], on subcarrier $m \in \{1, \ldots, M\}$, the BS transmits the messages of user $i$ and $j$, i.e., $x_i^m$ and $x_j^m$, with transmit power $p_i^m$ and $p_j^m$, $i, j \in \{1, \ldots, K\}$, respectively. The corresponding transmitted signal is represented by

$$x^m = \sqrt{p_i^m} x_i^m + \sqrt{p_j^m} x_j^m. \quad (1)$$

The received signal at user $i \in \{1, \ldots, K\}$ on subcarrier $m$ is given by

$$y_i^m = h_i^m x_i^m + z_i^m, \quad (2)$$

where $z_i^m \sim \mathcal{C}\mathcal{N}(0, \sigma^2)$ denotes the additive white Gaussian noise (AWGN) on subcarrier $m$ at user $i$. Variable $h_i^m \in \mathbb{C}$ represents the channel coefficient including the joint effect of large scale fading and small scale fading, i.e., $h_i^m = \frac{d_i}{\alpha_i} e^{-\alpha_i d_i}$ and $g_i^m \sim \mathcal{C}\mathcal{N}(0, 1)$, with $d_i$ denoting the distance between user $i$ to the BS and $\alpha_i$ denoting the path loss exponent. We assume that the channel gain of small scale fading is Rayleigh distributed and the path loss information is known at the BS due to long term measurement. The cumulative distribution function (CDF) of channel gain of user $i$ on subcarrier $m$ is given by

$$F_{g_i^m}(x) = 1 - e^{-(1+d_i^m)x}, \quad x \geq 0. \quad (3)$$

B. Successive Interference Cancellation Policy

NOMA exploits the power domain to perform multiple access [3], [10], [20]. Based on the availability of CSIT, the BS performs user scheduling and power allocation. Besides, SIC will be performed at some of the downlink users to mitigate multi-user interference, cf. Figure 1. In the literature [6], [8], [9], [19], with perfect CSIT and without QoS consideration, the user with better channel quality (strong user) decodes and removes message of user (weak user) before decoding its own, while the weak user directly decodes its own message by treating the signal from the strong user as noise. Furthermore, the BS will allocate more power to the weak user to obtain fairness and facilitate SIC process.

Unfortunately, without perfect CSIT, the BS cannot decide the SIC decoding order based on the ordered channel gain information. Similar to the case of NOMA with perfect CSIT, distance might be a criterion to define a strong or weak user. However, this criterion does not take consideration of QoS requirements, which also affect the SIC decoding order and hence change the behavior of power allocation. For example, if a user near the BS requires a lower outage probability, selecting this user to perform SIC needs more transmit power than selecting the other user, which is in contrast to the case of conventional NOMA without considering the QoS requirements.

On the other hand, it can be shown that for the case of NOMA with perfect CSIT and QoS requirements, both users performing SIC will require more transmit power than selecting only the strong user to perform SIC. Intuitively, the allocated power for both users will be increased to cope with the interference in decoding the other user’s message. Inspired by this fact, we assume that the BS only allows one user to perform SIC on each subcarrier. Specifically, the BS will select user $i$ to perform SIC on subcarrier $m$ if the power consumption based on this selection is lower than that of selecting user $j$ to perform SIC. Latter in this paper, based on this assumption, an explicit SIC decoding order is derived with the level of QoS stringency.

In addition, given the total required target rate for user $j$ as $R_j$, we can split it into $L$ allocated subcarriers equally, since only statistical CSIT is available at the BS. Therefore, the target rate of user $j$ on its allocated subcarrier $m$ is given by

$$\tilde{R}_j^m = \frac{R_j}{L} \quad (4)$$

and the corresponding target SINR is given by

$$\tilde{\gamma}_j^m = 2\tilde{R}_j^m - 1. \quad (5)$$
We assume that SIC at user $i$ on subcarrier $m$ is successful when the achievable rate for decoding the message of user $j$ is not smaller than the target rate of user $j$ on subcarrier $m$, i.e.,

$$R_{i\rightarrow j}^m \geq \tilde{R}_{i,j}^m,$$

(6)

where $R_{i\rightarrow j}^m$ denotes the achievable rate for user $i$ to decode the message of user $j$ on subcarrier $m$ and it is given by

$$R_{i\rightarrow j}^m = \log_2 \left( 1 + \frac{p_i^m |h_{i,j}^m|^2}{p_j^m |h_{j,i}^m|^2 + \sigma^2} \right).$$

(7)

III. PROBLEM FORMULATION

In this section, we first define the QoS requirements and then formulate the power allocation and user scheduling problem for NOMA systems.

A. Quality of Service

QoS is usually defined by a target rate and a required outage probability. Given the target rate $\tilde{R}_i^m$ for each user on each allocated subcarrier, the QoS required by user $i$ on subcarrier $m$ is given by the following outage probability constraint:

$$\text{Pr}\left\{ R_{i}^m \geq \tilde{R}_i^m \right\} \geq 1 - \delta_i^m, \quad \forall i,$$

(8)

with

$$R_i^m = \begin{cases} R_{i,i}^m & \text{if } R_{i\rightarrow j}^m \geq \tilde{R}_j^m, \\ R_{i,j}^m & \text{otherwise}, \end{cases}$$

(9)

where $R_i^m$ and $\delta_i^m$ denote the achievable rate and the required outage probability of user $i$ on subcarrier $m$, respectively. Note that outage probability is defined on each subcarrier, which is commonly adopted in the literature for the simplification of resource allocation design [21], [22]. Variables $R_{i,i}^m$ and $R_{i,j}^m$ denote the achievable rates for user $i$ on subcarrier $m$ with and without SIC, respectively, and they are given by

$$R_{i,i}^m = \log_2 \left( 1 + \frac{p_i^m |h_{i,i}^m|^2}{\sigma^2} \right)$$

(10)

and

$$R_{i,j}^m = \log_2 \left( 1 + \frac{p_i^m |h_{i,j}^m|^2}{p_j^m |h_{j,i}^m|^2 + \sigma^2} \right),$$

(11)

respectively.

B. Optimization Problem Formulation

Now, the joint power allocation and user scheduling design for the MC-NOMA system can be formulated as the following optimization problem:

$$\min_{p,c} \sum_{m=1}^{M} \sum_{i=1}^{K} \sum_{j=1}^{K} c_{i,j}^m (p_{i,j}^m + p_j^m)$$

(12a)

s.t. $\Pr\left\{ R_i^m \geq \tilde{R}_i^m \right\} \geq 1 - \delta_i^m, \quad \forall i, m,$

(12b)

$p_{i,j}^m \geq 0, \quad \forall i, m,$

(12c)

$K \sum_{i=1}^{K} c_{i,j}^m \leq 2, \quad \forall m,$

(12d)

$M \sum_{m=1}^{M} c_{i,j}^m = L, \quad \forall i,$

(12e)

$c_{i,j}^m \in \{0,1\}, \quad \forall i, j, m,$

(12f)

where $c_{i,j}^m$ is the subcarrier allocation variable which is one if both user $i$ and user $j$ are multiplexed on subcarrier $m$, and will be zero otherwise. Vectors $p \in \mathbb{R}^{MK \times 1}$ and $c \in \mathbb{Z}^{MK^2 \times 1}$ denote the collection of power allocation variables and user scheduling variables. Constraint (12b) guarantees the QoS of all the users on their allocated subcarriers and it is inactive when user $i$ is not allocated on subcarrier $m$, i.e., $c_{i,j}^m = 0$. Constraint (12c) is non-negative constraint for power allocation variables. Constraints (12d) and (12f) are imposed to ensure that at most two users are multiplexed on one subcarrier and all the subcarriers are allocated to reduce the total power consumption. Constraint (12e) is introduced for resource allocation fairness such that all the users have the same amount of frequency resources.

We note that, for the case of $c_{i,j}^m = 1, \quad i = j$, subcarrier $m$ is exclusively allocated to user $i$, and the user scheduling policy for subcarrier $m$ is degenerated to conventional orthogonal assignment. In other words, the proposed optimization framework in (12) generalizes the resource allocation for conventional OMA as a subcase. We note that the problem in (12) is a mixed combinatorial non-convex problem, and there is no systematic and computational efficient approach to solve it optimally. According to (12), the user scheduling is jointly affected by distance $d_i$, target rate $\tilde{R}_i^m$, and required outage probability $\delta_i$, while the counterpart of traditional NOMA with perfect CSIT depends only on channel gain order [12]. In addition, according to (12a) and (12b), the power allocation and user scheduling variables are coupled. Therefore, in the following two sections, we propose a suboptimal solution which intends to solve the power allocation and user scheduling separately.

IV. SOLUTION FOR POWER ALLOCATION PROBLEM

For a given user scheduling policy $c$ that satisfies constraints (12d), (12e), and (12f), power allocation can be performed independently on each subcarrier. Therefore, the original problem (12) can be simplified to a per-subcarrier two-user power allocation problem. For notational simplicity, we drop the subcarrier index $m$. The simplified optimization problem is given by

$$\min_{p_1,p_2} \sum_{i=1}^{2} p_i$$

(13a)

s.t. $\Pr\left\{ R_i \geq \tilde{R}_i \right\} \geq 1 - \delta_i, \quad i \in \{1,2\},$

(13b)

$p_i \geq 0, \quad i \in \{1,2\},$

(13c)

where $R_i$ is given by (9).

In the following, we first solve the problem in (13) by assuming only one user to perform SIC, then derive the SIC decoding order based on power allocation solution, and compare its performance with OMA.

A. Power Allocation Solution

The optimal power allocation solution for the problem in (13) can be obtained via the following two cases. For the first case, we only allow user 1 to perform SIC and obtain the corresponding power allocation solution. The power allocation solution for the second case, which only allows user 2 to perform SIC, is also obtained. Then, the optimal solution for the problem in (13) is given by the solutions for both cases with the lower power consumption.
According to (6), if we allow user 1 to perform SIC and prevent user 2 to do that, the following prerequisites should be satisfied:

\begin{align}
    p_2 - p_1 \gamma_2 > 0 \quad \text{and} \\
    p_1 - p_2 \gamma_1 \leq 0.
\end{align}

(14) (15)

We note that, due to the channel uncertainty, the prerequisite in (14) cannot guarantee the success of SIC and the success of SIC also cannot guarantee outage free transmission. This makes the resource allocation for MC-NOMA in this paper fundamentally different from the case of perfect CSIT. Under these two prerequisites, (14) and (15), the outage probability for both users are given by

\begin{align}
    P_{1\text{out}} &= \Pr \left\{ R_{1\to 2} \geq \tilde{R}_2, R_{1,1} < \tilde{R}_1 \right\} \\
    &+ \Pr \left\{ R_{1\to 2} < \tilde{R}_2, R_{1,2} < \tilde{R}_1 \right\},
\end{align}

(16)

\begin{align}
    P_{2\text{out}} &= \Pr \left\{ R_{2,1} < \tilde{R}_2 \right\},
\end{align}

(17)

where \(P_{1\text{out}}\) and \(P_{2\text{out}}\) denote the outage probability of user 1 and user 2, respectively. Equation (13b) requires that \(P_{1\text{out}} \leq \delta_i\). Note that \(P_{1\text{out}}\) consists of two terms which denote the outage probability with a successful SIC and an unsuccessful SIC at user 1, respectively.

Substituting (7), (10), and (11) into (16) and (17) yields

\begin{align}
    P_{1\text{out}} &= \Pr \left\{ |h_1|^2 < \min \left( \frac{\gamma_1 \sigma^2}{p_1}, \frac{\gamma_2 \sigma^2}{p_2 - p_1 \gamma_2} \right) \right\} \quad \text{and} \\
    P_{2\text{out}} &= \Pr \left\{ |h_2|^2 < \frac{\gamma_2 \sigma^2}{p_2 - p_1 \gamma_2} \right\},
\end{align}

(18) (19)

respectively.

Exploiting the CDF of channel gain (3) in (18) and (19), and substituting them into (13b), we obtain the solution of (13) with the minimized total transmit power as:

\begin{align}
    p_1^{(1)} &= \frac{\gamma_1}{\beta_1} \quad \text{and} \\
    p_2^{(1)} &= \max \left( \frac{\gamma_1 \gamma_2}{\beta_1}, \frac{\gamma_2 \gamma_1}{\beta_1}, \frac{\gamma_1}{\beta_1}, \frac{\gamma_2}{\beta_2}, \frac{1}{\beta_1} \right),
\end{align}

(20) (21)

where \(\beta_i = \frac{\ln(1-\delta_i)}{\sigma^2(1+\delta_i)}\), \(p_i^{(1)}\), \(i \in \{1, 2\}\), is the allocated power for user \(i\) for the first case, and the superscript \(1\) denotes allowing user 1 to perform SIC. Note that \(\frac{1}{\beta_i}\) can be interpreted as the level of QoS stringency for user \(i\), where a large \(\frac{1}{\beta_i}\) means user \(i\) is far away from the BS or has a small required outage probability, such that a higher transmit power is necessary to satisfy its stringent QoS requirement. Similar to the case of NOMA with perfect CSIT, we can define a user with larger \(\beta_i\) as a QoS non-demanding user and define the other user as a QoS demanding user.

For the second case which allows user 2 to perform SIC and prevents user 1 to do that, the prerequisites are given by

\begin{align}
    p_1 - p_2 \gamma_1 > 0 \quad \text{and} \quad p_2 - p_1 \gamma_2 \leq 0.
\end{align}

(22)

Similarly, the power allocation solution for (13) can be derived and given as

\begin{align}
    p_1^{(2)} &= \max \left( \frac{\gamma_1 \gamma_2}{\beta_2}, \frac{\gamma_1 \gamma_2}{\beta_2}, \frac{\gamma_1}{\beta_1}, \frac{1}{\beta_2} \right) \quad \text{and} \\
    p_2^{(2)} &= \frac{\gamma_2}{\beta_2},
\end{align}

(23) (24)

where the superscript \((2)\) denotes allowing user 2 to perform SIC.

In summary, the optimal solution for the problem in (13) can be selected by

\begin{align}
    (p_1, p_2) = \begin{cases} 
        (p_1^{(1)}, p_2^{(1)}) & \text{if } p_1^{(1)} + p_2^{(1)} \leq p_1^{(2)} + p_2^{(2)}, \\
        (p_1^{(2)}, p_2^{(2)}) & \text{otherwise},
    \end{cases}
\end{align}

(25)

and the BS will inform user \(i\) to perform SIC and forbid the other user to do that if \(p_1^{(i)}, p_2^{(i)}\) is selected.

\section{A Simple SIC Decoding Order}

The selection of optimal power allocation in (25) incorporates the SIC decoding policy implicitly to achieve minimum power consumption. However, we can obtain an explicit rule to determine the SIC decoding order for a general condition of \(\gamma_1 \geq 1\) and \(\gamma_2 \geq 1\), which means that both users’ target rates are not smaller than 1 bits/Hz. In such a condition, \(\frac{1}{\beta_1}\) and \(\frac{1}{\beta_2}\) will never be chosen in (21) and (23), respectively. Thus, we have a simple solution for the joint optimal SIC decoding order and power allocation:

\begin{align}
    (p_1, p_2) = \begin{cases} 
        (p_1^{(1)}, p_2^{(1)}) & \text{if } \beta_1 \geq \beta_2, \\
        (p_1^{(2)}, p_2^{(2)}) & \text{otherwise},
    \end{cases}
\end{align}

(26)

which indicates that the QoS non-demanding user is always selected to perform SIC to minimize the power consumption.

Therefore, for a general condition of \(\gamma_1 \geq 1\) and \(\gamma_2 \geq 1\), \(\beta_i\) defines the optimal SIC decoding policy in terms of power efficiency, where we only allow the QoS non-demanding user to perform SIC to reduce the total power consumption. Note that for \(\gamma_i < 1\), we have to evaluate both solutions and compare them in (25) to find the SIC decoding order.

\section{Comparison between NOMA and OMA}

For the case of NOMA with perfect CSIT, it is well known that the performance gain of NOMA over OMA increases when the differences in channel gains between the multiplexed users become larger [6], [12], [19]. In this paper, we can obtain a similar conclusion with our scheme in terms of power reduction for the case of imperfect CSIT. For a fair comparison, we impose the same spectral efficiency for NOMA and OMA, where a single subcarrier is further split into two subcarriers with equal bandwidth for the OMA case. Therefore, the power allocation for two OMA users with statistical CSIT on one subcarrier is given by

\begin{align}
    (p_1^{\text{OMA}}, p_2^{\text{OMA}}) = \left( \frac{2^{\tilde{R}_1} - 1}{2\beta_1}, \frac{2^{\tilde{R}_2} - 1}{2\beta_2} \right),
\end{align}

(27)

where the superscript “OMA” denotes the case of OMA.

Now, we provide a sufficient condition that the power consumption of NOMA is no larger than that of OMA. Suppose \(\tilde{R}_1 \geq 1\) bits/Hz and \(\tilde{R}_2 \geq 1\) bits/Hz, we can obtain the performance gain of NOMA over OMA in terms of power reduction as follows:

\begin{align}
    p_1^{\text{OMA}} - p_1^{\text{NOMA}} &= \\
    &\begin{cases} 
        \frac{\gamma_1}{\sqrt{\beta_1}} \left( \frac{1}{\sqrt{\beta_1}} - \frac{1}{\sqrt{\beta_2}} \right) + \frac{1}{2} \left( \frac{\gamma_1}{\sqrt{\beta_1}} - \frac{\gamma_2}{\sqrt{\beta_2}} \right)^2 \geq 0 & \text{if } \beta_1 \geq \beta_2, \\
        \frac{\gamma_1}{\sqrt{\beta_1}} \left( \frac{1}{\sqrt{\beta_1}} - \frac{1}{\sqrt{\beta_2}} \right) + \frac{1}{2} \left( \frac{\gamma_1}{\sqrt{\beta_1}} - \frac{\gamma_2}{\sqrt{\beta_2}} \right)^2 > 0 & \text{otherwise},
    \end{cases}
\end{align}

(28)
where $p_{\text{total}}^{\text{OMA}}$ and $p_{\text{total}}^{\text{NOMA}}$ denote the total power consumption of OMA and NOMA on a single subcarrier, respectively. It can be observed that under the sufficient condition, the power reduction of NOMA over OMA is non-negative. More importantly, with $\hat{R}_1 \geq 1$ bit/s/Hz and $\hat{R}_2 \geq 1$ bit/s/Hz, the performance gain of NOMA over OMA also increases when the difference in the level of QoS stringency or the target rate between the QoS demanding user and QoS non-demanding user become larger, e.g., $\beta_1 \gg \beta_2$ or $\gamma_1 \gg \gamma_2$. Note that the total power consumption difference between NOMA and OMA is zero for the case of statistical CSIT when the multiplexed users have identical distances and QoS requirements, i.e., $\beta_1 = \beta_2$ and $\gamma_1 = \gamma_2$.

In summary, from (26) and (28), we conclude that the level of QoS stringency $\frac{1}{\beta_i}$ plays a significant role in power allocation and SIC decoding order design.

V. USER SCHEDULING ALGORITHM

According to (12), the $K$ users can be treated as $KL$ independent virtual users since their QoS constraints (12b) are imposed on each subcarrier independently. In addition, NOMA provides significant system performance gain in high system load scenario. Thus we focus on a practical overload scenario, i.e., $KL > M$. Now, to serve $K$ users via $M$ subcarriers, we intend to generate a user combination consisting of $KL - M$ users pairs and $2M - KL$ single users, which correspond to NOMA and OMA, respectively. In all candidate user combinations, user scheduling needs to select one combination which consumes the minimal power.

Without loss of generality, we assume $L = 1$ in this section. For $L > 1$, we simply eliminate the combinations where one user is paired with itself to satisfy constraint (12c). As we mentioned before, the power consumption of each subcarrier is only affected by the two multiplexed users on it. To schedule $K$ user over $M$ subcarriers, there are $\binom{K}{2}$ possible candidate pairs of users, and we can get the power consumption for all the pairs from (25), i.e., $p_{ij}, i, j \in \{1, \ldots, K\}$ and $i \neq j$. In addition, for orthogonal subcarrier assignment, the power consumption for user $i$ is given by $p_{ii} = \frac{M}{\beta_i}$.

The number of all candidate combinations is given by

$$N = \binom{K}{2} \frac{K-M}{2M-K} \prod_{m=1}^{K-M} (2m - 1). \quad (29)$$

To obtain the optimal user scheduling policy, we need to verify and compare all these $N$ candidate combinations, where $N$ is prohibitively large even for moderate $K$ and $M$. Thus, we attempt to propose a heuristic user scheduling algorithm based on the following geometric illustration.

Figure 2 illustrates a user scheduling case with 4 users, where every point denotes a user, every line $l_{ij}$ denotes pairing user $i$ and user $j$. The length of line $l_{ij}$ is given by $p_{ij}$, which denotes the power consumption for pairing user $i$ and user $j$. Note that it is an undirected graph, i.e., $p_{ij} = p_{ji}$, since both $p_{ij}$ and $p_{ji}$ denote the power consumption for pairing user $i$ and user $j$. From a minimum power consumption perspective, users $i$ and user $j$ are more likely to be paired with each other if point $i$ and point $j$ are close and they are far away from other points, such as point 2 and point 3 in Figure 2. Based on this simple idea, the user scheduling problem becomes a clustering problem among all the points on a two-dimensional plane.

Now, we apply agglomerative hierarchical clustering to build the hierarchy from the individual points by progressively merging clusters [23]. Based on the length of all the lines $l_{ij}$, we can obtain the dendrogram structure of all the points, which illustrates the arrangement of clusters, cf. Figure 3. In the dendrogram, the vertical axis of a point denotes the average distance between this point with all the clusters below it, and the horizon axis presents the ordered points set in terms of distance to the clusters on the left of it. For example, Figure 3 illustrates a dendrogram for the case in Figure 2, where point 3 is the nearest point to point 2, and point 4 is the farthest point to the cluster consists of points 2, 3, and 1. In other words, the horizon axis illustrates the ordered users set in terms of average power consumption for pairing with each user on its left. Note that the generated order in dendrogram is based on the joint effect of $\frac{1}{\beta_i}$ and $\gamma_i$, which provides a rule of thumb for user scheduling.

According to (20), (21), (23), and (24), the power consumption of NOMA increases with the target SINR of both multiplexed users. Thus we expect that the right $2M - K$ users in the horizontal axis of the dendrogram are assigned on $2M - K$ subcarriers exclusively to reduce the total system power consumption since these users are usually QoS demanding. For the remaining left $2K - 2M$ users, we need to generate $K - M$ pairs of users. Since the performance gain over OMA increases with the difference of $\frac{1}{\sqrt{\beta_i}}$ as well as $\frac{\gamma_i}{\sqrt{\beta_i}}$ between paired users, referring to (28), we intend to partition the remaining left $2K - 2M$ users into two groups and pair them in successive order. For example, if we only have two subcarriers for the case of 4 users in Figure 3, we partition them into two groups, $\{2, 3\}$ and $\{1, 4\}$. Then we pair user 2 with user 1 and pair user 3 with user 4. The user scheduling
Note that for the case of $L > 1$, each point in Figure 2 will be replaced by $L$ points which have the same distance to all the other points due to our equally target rate assignment (4). Therefore, the dendrogram in Figure 3 will be extended by replacing each user with a cluster of $L$ users of equal altitude. Therefore, our scheduling will avoid the pair of users where one user is paired with itself unless $KL - M = 1$. For the case of $KL - M = 1$, we will select the first point of the right $2M - K$ users to pair to satisfy constraint (12e).

We note that although the proposed user scheduling algorithm is suboptimal, it is more computational efficient compared to optimal exhaustive search. In particular, the complexity of agglomerative clustering algorithm is only $O(K^3)$ in general case. Besides, the suboptimality of the proposed user scheduling algorithm will be verified in the simulation section.

VI. RESULTS

In this section, the performance of our proposed scheme is verified with simulations. In a single-cell with BS located at the center with cell size $D$, there are $K$ users randomly and uniformly distributed between 30 m and $D$ m, i.e., $d_i \sim U[30, D]$ m. Similarly, the target rates of all the users are generated by $\tilde{R}_i \sim U[0.1, 10]$ bit/s/Hz. In the following simulations, two kinds of outage probability are evaluated to compare the performance gain by introducing the QoS constraints: Case I with equal outage probability $\delta_i = 10^{-2}$ and Case II with random outage probability $\delta_i \sim U[10^{-3}, 0.1]$. The user noise power on each subcarrier is $\sigma^2 = -128$ dBm. The 3GPP path loss model with path loss exponent $\alpha = 3.6$ is adopted in our simulations [24]. The simulation results shown in the sequel are averaged over 1000 realizations of different user distances, target rates, multipath fading coefficients, and outage probability requirements.

A. Power Consumption versus Cell Size

In Figure 4, we investigate the power consumption versus cell size $D$ for the considered MC-NOMA system with $M = 5$, $K = 4$, and $L = 2$ \footnote{Since the computational complexity of full search is extremely large, we adopt small values for $M$, $K$, and $L$ to compare our proposed scheme with the full search scheduling. We note that our proposed scheme is very computational efficient compared to exhaustive search, which can apply to a scenario with more users and subcarriers.}. For comparison, we also show the performance of OMA, random scheduling and, full search scheduling. Note that power consumption for OMA is given with (27) by replacing $2\tilde{R}_i$ with $K/M\tilde{R}_i$ since the available frequency bandwidth is split equally for $K$ users. In addition, we note that the random scheduling and the full search scheduling are performed together with the proposed power allocation solution (25). It can be seen that our proposed user scheduling method provides a significant power saving compared to the random scheduling, and achieves a performance close to the full search scheduling in both cases. The reason for this improvement is that our proposed user scheduling method takes into account the joint effect of $\frac{1}{K\gamma_i}$ and $\gamma_i$, and exploits the heterogeneity of QoS requirements, which achieves a better utilization of power domain. More importantly, the performance gain of our proposed scheme over OMA in Case I is larger than Case II. This result demonstrates the effectiveness of our proposed scheme in exploiting the QoS heterogeneity to reduce power consumption.

B. Total Power Consumption versus Number of Users

In Figure 5, we investigate the performance of our proposed scheme versus the number of users. A MC-NOMA system with $M = 5$ subcarriers and cell size $D = 200$ m is
considered. We assume $L = 1$ in this case, and the number of users $K$ varies from 6 to 10. It can be observed that our proposed resource allocation scheme reduces the power consumption substantially compared to the random scheduling, and also performs closely to the full search scheduling in both cases. Besides, it can be observed that the performance gain of our proposed scheme over OMA in Case II is also larger than that in Case I owing to a better resource utilization via taking into account the diversification of QoS requirements. More importantly, it can be seen that the performance gain over OMA increases with number of users in both cases, which is consistent with the case of NOMA with perfect CSIT. In fact, the QoS requirements and average user channel gain become more heterogeneous for an increasing number of users. Thus the conventional OMA scheme fails to accommodate the diverse needs, and our proposed scheme will obtain more performance gain.

We note that the power consumption of OMA is lower than that of random scheduling for $K = 6$ and $K = 7$ but still higher than our proposed scheme. Although NOMA significantly outperforms OMA in single subcarrier (28), MC-NOMA with random scheduling may consume more power than OMA in such low overload ratio, e.g. $\frac{K}{L} \approx 1$. In fact, with low overload ratio, due to the user scheduling constraint (12e) for fairness consideration, there are only few pairs of users in the user combination, and thus MC-NOMA with random scheduling cannot fully exploit the power domain. In addition, we note that the performance gap between our proposed suboptimal scheme with the full search scheduling increases slightly with the number of users. However, the computational complexity of our proposed scheme is significantly lower than that of the full search scheduling.

VII. Conclusion

In this paper, we studied the power-efficient resource allocation for MC-NOMA systems with statistical CSIT by taking into account the heterogeneity of QoS requirements. The resource allocation was formulated as a non-convex optimization problem to minimize the total power consumption. A low computational complexity suboptimal solution was proposed to solve power allocation and user scheduling problems separately. We derived the power allocation solution and characterized an explicit metric to decide the SIC decoding order associated with the level of QoS stringency. Besides, under a sufficient condition, we showed that the performance gain of NOMA over OMA in terms of power reduction increases with the difference in the level of QoS stringency between the multiplexed users. For the user scheduling, a computational efficient scheduling algorithm based on agglomerative hierarchical clustering was proposed. Simulation results demonstrated that our proposed scheme achieves a close-to-optimal performance and significant outperforms the conventional OMA scheme. Furthermore, our results also showed the effectiveness of our proposed scheme in exploiting the QoS heterogeneity to reduce power consumption.
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