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ABSTRACT

A key step during industrial design is the passing of design information from computer aided design (CAD) to analysis tools (CAE) and vice versa. Here, one is faced with a severe incompatibility in geometry representation: While CAD is usually based on surface representations, analysis mostly relies on volumetric representations. The forward pass, i.e., converting CAD data to computational meshes, is well understood and established. However, the same does not hold for the inverse direction, i.e., CAD reconstruction of deformed geometries resulting from analysis. This is particularly important for industrial workflows in which the shape optimization of an initial product is outsourced. Such shape optimization is the focus of this work. The few reconstruction methods reported mainly rely on spline fitting, in particular on creating new splines similar to shape reconstruction from 3D imaging. In contrast, this paper studies a novel approach that reuses the CAD data given in the initial design. We show that this concept enables one to shape reconstruct mediocre deformations while preserving the initial notion of features defined during design. Furthermore, reusing the initial CAD representation reduces the shape reconstruction problem to a shape modification problem. We study this unique feature and show that it enables the reconstruction of CAD data from computational meshes by composing each spline in the initial CAD data with a single, global deformation spline. While post-processing is needed for use in current CAD software, most notably, this novel approach enables reconstructing complete CAD models even from defeatured computational meshes.
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1 Introduction

The current engineering design workflow relies heavily on computer-aided approaches, i.e., CAx. CAx is an umbrella term for computer-aided design (CAD) – i.e., the software utilized for the geometrical design –, computer-aided engineering – i.e., the software utilized for computational analysis –, and computer-aided manufacturing (CAM) – referring to the use of software to guide machine tools. Despite the unity suggested by the umbrella term CAx, each individual component has evolved from its unique community, leading to significant differences in how data is represented and processed; and this is not only a matter of converting between different formats, but instead a matter of completely different concepts of geometry representation, as for example described in [1]. In practice, this can make the interaction between the different elements of CAx not only tedious, but there is also a loss of information along the design pipeline. It is exactly this loss of information that has motivated the method presented in this paper. In particular, we will present a method that allows to reconstruct CAD data from a shape-optimization analysis (CAE) under consideration of the initial CAD representation.

To contextualize this work, we start with a summary of the industrial design process, which almost exclusively revolves around CAD. The first step of the design process is the system design, from which the conceptual principals are derived. These then lead to the requirements on individual components, which can then either be selected from a catalogue or designed individually. It is this last step – the individual component design – that is the focus of this paper. Component design can be based on either design-altering methods, such as shape optimization, or design-generating methods, such as topology optimization [2–4].

During shape optimization, the designer creates an experience-driven initial design, which is then modified automatically based on computational analysis. This means that the basic layout of the component is already known. During the shape optimization process, the component is then adapted to optimally fulfill certain design criteria. In particular, there will always exist a continuous mapping between the initial and the optimized geometry. Instead, during topology optimization, the designer only defines the boundary conditions and an admissible design space. Based on the computational analysis, the optimal load path is identified and as such the necessary material distribution. In a sense, the component is generated from scratch. Figs. 1 and 2 illustrate how during shape optimization, the principal layout of the component remains intact, whereas it is the aim of topology optimization to determine this layout. Both approaches have been studied intensively in literature. In the field of shape optimization, most existing literature focuses on how the initial shape can be parameterized in such a way that the computational-analysis-based adaptation is flexible and able to represent a broad range of shapes while the outcome of the optimization is still manufacturable. In the past, two main approaches have evolved: (a) vertex-based representations [6,7] and (b) spline-based representations [8,9]. Vertex-based representations feature a higher flexibility in the representable shapes, but are faced with a need of CAD-reconstruction of the optimized shape. In contrast, spline-based approaches can be transferred back into a CAD-system immediately, but they offer less flexibility. Notice also that the splines used for optimization almost never coincide with the splines available via CAD and instead require manual reworking. In the field of topology optimization, key areas of research are on the one hand geometry representation for generative design, such as SIMP or ESO [10], but on the other hand also the reconstruction of the generated geometries [11,12]. This paper is only concerned with shape optimization and in particular vertex-based shape optimization. What is addressed specifically is the topic of CAD-reconstruction. In the following, we will describe the workflow of vertex-based shape optimization, addressing challenges and research gaps. Figure 3 will guide this description.

As previously mentioned, based on component-design requirements that have been extracted from the system design, the designer will prepare an initial design using CAD. Also as mentioned above, during this first step, the principal layout (topology) of the component is fully defined and will not be modified during future steps. What is also an
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Figure 3: Shape optimization in an industrial design workflow from top to bottom: For efficient computations, the CAD model is defeatured, and a computational mesh is obtained by tessellating this defeatured model. Shape-optimizing CAE yields a deformed computational mesh and this deformation needs to be imposed onto the CAD model.

essential constituent of this first step is that all features of the future component are already defined. These include fillets, drill holes, etc.. This full design proposal is then passed on to the analysis software (CAE). Due to the lack of consistency between CAD and CAE, two essential modifications need to be made during this step: (1) defeaturing, and (2) change of geometry representation. Here, defeaturing refers to the fact that all geometrical features that are not immediately relevant to the to-be-conducted computational analysis will be removed \[13\]. This becomes necessary as the representation of all features would result in a level of detail that exceeds the available computational resources. The step of change of geometry representation becomes necessary as CAD and CAE operate on completely different geometrical concepts. While CAD is generally based on a boundary representation (B-rep) of the geometry with Non-Uniform Rational B-Splines (NURBS) \[14\], CAE most often requires a tessellated volume representation, such as a computational mesh. For the sake of completeness, we mention exceptions to using such tessellated, volumetric computational meshes such as isogeometric analysis \[15\], which performs computational analysis on analysis-suitable splines, boundary element methods \[16\] that do not require a volume mesh, and mesh-free methods \[17\] that require no mesh at all. However, to this day, none of these methods have been able to replace the established representation of a volumetric computational mesh. As such, the need of conversion from the full model as B-rep NURBS to a defeatured computational mesh (and later vice-versa) is still omnipresent. The forward step, i.e., generating a defeatured geometry and creating a computational mesh is – possibly tedious – yet well-understood. This computational mesh can then be used to perform the shape optimization. Also this step, which is completely enclosed within the analysis framework, is well-understood. The research gap lies in the subsequent step: the reconstruction of a CAD geometry from the shape-optimized, i.e., deformed, computational mesh. What we propose in order to close this gap is to adapt the initial CAD geometry based on a geometry transformation guided by the deformed computational mesh and performed using functional composition of splines. In addition to the pure spline reconstruction, this will allow to automatically reinstate all removed features. Before leading over to the main part of the paper, where our reconstruction approach is explained in detail, we will summarize the state of the art for this particular reconstruction problem.

The answers that literature has found so far to the CAD reconstruction problem is almost exclusively based on spline fitting. For example, inspired by creating CAD data from 3D imaging with unknown initial shape, many works construct generic initial parameterizations that are subsequently adjusted \[18\] \[19\]. This approach can be further enhanced by adjusting the generic spline based on properties of the computational mesh; e.g. the mesh resolution can be an indicator of high curvature of the initial geometry. In such areas, also the spline resolution can be increased \[20\]. A reconstruction whose exact representation is closer to the initial design can be obtained by retrieving the original spline surfaces and reconstructing each one individually using an interpolating plane \[21\] or regular lattices \[22\].
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This work is structured as follows: We first recall the most important aspects of vendor-neutral CAD data formats and Non-Uniform Rational B-Splines (NURBS) as well as the principal concept of (1) spline fitting and (2) functional composition in Sec. 2. In Sec. 3 we introduce the application of a global reconstruction based on spline composition, and we give a demonstration of our method in Sec. 4. Finally, in Sec. 5 we discuss how the initial CAD representation can be modified via one global deformation operator and as such how the entire CAD model can be reconstructed from a defeatured computational mesh.

2 Basic concepts: CAD representations, NURBS, and related algorithms

In this section, we will introduce a number of concepts related to CAD: CAD representation, NURBS, spline fitting, and functional composition. We will also illustrate how these concepts affect the aim of CAD reconstruction of shape-optimized computational meshes.

2.1 CAD representations

The internal data structures in a CAD model are comprised of two building blocks: On the one hand, information on individual geometric entities, such as curves or surfaces, is stored, whereas on the other hand, their topological relations (given by Boolean operations) are recorded. In the remainder of this work, we refer to these two kinds of data as geometry data and topology data. The concept of two kinds of data is visualized in Fig. 4.

Figure 4: Topological connection of three single surfaces to a closed cylinder in CAD data. (A) shows the geometric representation of the single surfaces, (B) the intersected visualized parts, and (C) their topological connection as a surface representation. Modified from [23].

This particular distinction between geometry and topology allows to update shapes while retaining the topology. In the example given in Fig. 4, a geometry update could be achieved by offsetting the upper plane. The resulting cylinder would be higher, but it would still be a cylinder; meaning that the geometry has changed but the topology remained unaffected. This implies that as long as the topology data remains unaltered and only geometry data is modified, features are unimpaired.

Notice that as suggested by Fig. 4 it is typical that splines comprising a CAD model will extend beyond the actual geometry. This is related to the fact that CAD design usually mimics manufacturing processes, a fact that cannot be captured if only considering reconstruction based on point clouds. The novelty of our method is therefore to reuse exactly these initial spline representations as they are native to the CAD software. This approach reduces the shape reconstruction problem (cf. Fig. 3 bottom) to: Given post-analysis point data, find the modified CAD geometry data that best approximates these points.

Finally, we would like to remark that not all CAD data is per se represented by splines. However, we restrict our discussion to vendor-neutral file formats like IGES, for which many CAD systems support spline-only export. Furthermore, converters exist that transform arbitrary geometric representations into splines [24].

2.2 A general introduction to NURBS

In the next paragraphs, we briefly review the basic concept of splines in general and Non-Uniform Rational B-Splines (NURBS) in particular. For further details, the reader is referred to [25].
Since their advent in automotive design, splines became one of the most important geometry parameterizations in CAD. Splines are interpolants of a set of shape-defining points, referred to as control points, $D$. With the basis functions $R^{o,p,q}_{k,l,m}$ of orders $o$, $p$, and $q$ per parametric direction, a volumetric spline body is evaluated as

$$T(\xi, \eta, \zeta) = \sum_{k=1}^{n} \sum_{l=1}^{m} \sum_{m=1}^{n} R^{o,p,q}_{k,l,m}(\xi, \eta, \zeta) D_{k,l,m},$$

where $\xi$, $\eta$, and $\zeta$ denote its parametric coordinates. A curve $C$ or a surface spline $S$ is represented analogously by dropping two or one parametric directions. The basis functions $R^{o,p,q}_{k,l,m}$ are defined on the parameter space, which in turn is defined and also partitioned by knot vectors $\theta$. These knot vectors contain a non-decreasing sequence of parametric coordinates, the knots. Given a degree and a knot vector, the basis functions are uniquely defined. The interval between two knots is referred to as a knot span.

Common spline types are Bézier splines, B-splines, and NURBS. Both Bézier splines and B-splines feature polynomial basis functions. What differentiates the two spline types is the support of the basis functions which is always global for the Bézier case and can be arbitrarily locally restricted for B-splines. Instead, NURBS have basis functions that consist of rational polynomials offering an even increased modeling flexibility.

2.3 Mapping between point clouds using splines

In this work, we use splines to map between two point clouds. We use spline fitting to construct such a spline mapping from given points, where the initial set of points (Fig. 5A) is assumed to be in the parameter space (Fig. 5B). We then aim to find a spline representation that interpolates the second set of points in physical space (Fig. 5C), i.e., after applying the spline mapping.

![image](image.png)

Figure 5: We embed an initial point cloud (A) in a spline’s parameter space (B). By adapting the control points, the trivariate mapping approximates the deformation between initial and shape-optimized point cloud (C).

The starting point of such a spline fit is always a set of sampling points, where for each point the coordinates in the initial as well as in the shape-optimized model are known, as well as an initial spline. We associate each target point to one point on the initial spline, i.e., we determine the parametric coordinates of the associated point. Subsequently, we find those control point positions that generate a spline where the distance between the target and their associated points is minimized. Examples of this concept are found in the book by Piegl and Tiller [25] or the work by Weiss et al. [18].

While the modeling flexibility of a spline largely depends on its parametrization and degree, we illustrate the choice of these quantities in Sec. 3 and we first outline how to optimally place the control points in the following. We denote the to-be-deformed spline with a fixed parameterization by $S$. $X$ denotes the initial set of grid points that have been generated in such a way that they lie on the initial shape of $S$ at the parametric coordinates $\Xi$ meaning that $S(\Xi) = X$. Finally, we are given a set of target points $\hat{X}$ that are to be interpolated by a deformed version $\hat{S}$. The Euclidean distance measures the pointwise reconstruction error at point $i$ as

$$R_i = \| \hat{S}(\Xi_i) - \hat{X}_i \|.$$

In order to determine the new representation, we minimize the summed pointwise reconstruction errors given by

$$R = \sum_i R_i = \sum_i \| \hat{S}(\Xi_i) - \hat{X}_i \|.$$
where, $\mathcal{R}$ is a direct measure of the reconstruction performance.

We formulate the shape optimization problem: *Find the optimal control points $D$ for $S$, such that $\mathcal{R}$ is minimized:*

$$
\hat{S}_D = \arg \min_D \sum_i \left\| \hat{S}_D(\xi_i) - \hat{X}_i \right\|
$$

(4)

It is beneficial to choose a gradient-based optimization algorithm for this minimization problem since otherwise, undesired results like self-intersecting control polygons would need to be eliminated via constraints on the optimization. In this work, we solve problem Eq. (4) as an unconstrained optimization problem using the low-storage BFGS algorithm [26, 27] implemented in the optimization package NLopt [28].

Note that it is also possible to solve the aforementioned spline fitting problem as a linear equation system as:

$$
\hat{X} = RD
$$

(5)

where $R$ is the matrix of basis functions $R$ (cf. Eq. (1)) evaluated at the parametric coordinates $\xi$.

### 2.4 Functional composition of splines

As recently presented in [29], two spline mappings can be concatenated as

$$
\mathcal{T} \circ S
$$

(6)

which can be referred to as *functional composition*. Effectively, $S$ is placed into the parametric domain of $\mathcal{T}$. What makes this type of spline manipulation relevant to this paper is that a mapping $\mathcal{T}$ can be imposed onto $S$, leading to a well-defined *deformation of $S$* (cf. Fig. 6). In general, the resulting geometry is only a valid spline if $S$ is entirely contained in one single knot span of $\mathcal{T}$, meaning that it may not cross knot lines. If the outer spline $\mathcal{T}$ has only one non-zero knot-span (Fig. 7a), this condition is always met. In case the outer spline $\mathcal{T}$ consists of multiple non-zero knot-spans, the inner spline $S$ must lie completely within one of those knot spans (Fig. 7b). If the inner spline extends beyond one parametric knot-span (Fig. 7c), the composition will – in general – not yield a valid result.

In the context of this work, we limit ourselves to outer splines with a single non-zero knot-span, which is why techniques to overcome this limitation (e.g., [30]) have not been pursued. It may be noted that not using such techniques may, in specific cases, limit the reconstruction accuracy since kinks occurring only in the optimized geometry cannot be exactly captured using a Bézier spline.

![Bi-quadratic sphere placed in parametric domain (green) of $\mathcal{T}$](image1)

(b) Resulting object $\mathcal{T} \circ S$ shown inside of $\mathcal{T}$.

Figure 6: Composition of a sphere and a deformation spline. The initial sphere template is bi-quadratic. The resulting composed sphere has degrees $o = 12$ and $p = 12$ along its parametric dimensions.

### 3 Shape reconstruction using functional composition

Existing approaches for CAD/CAE integration that assume an initial CAD model and a deformed mesh [21, 22], identify and deform each surface entity $S_i$ individually. In contrast, we approach the problem from a new perspective as one unique volumetric deformation. This view separates the deformation from the individual surfaces and introduces two tasks: (1) appropriately representing the volumetric deformation, and (2) applying this deformation to the CAD model.
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We suggest to solve these tasks in the following way: First, the deformation encoded in the computational mesh is transferred to one single enclosing spline, a concept similar to free-form deformation [31]. Subsequently, the deformation is transferred to the initial CAD model by functional composition of the enclosing spline and the splines of the CAD model. This means that one needs to define the enclosing spline – a volumetric (trivariate) Bézier spline – that is constructed in such a way that it constitutes a mapping between the initial vertices of the computational mesh $X$ and $\hat{X}$: the new positions of these vertices in the deformed mesh:

$$\mathcal{T} : X \mapsto \hat{X}. \quad (7)$$

In this case, the sampling points mentioned before are obtained from the initial and deformed computational meshes. This means that we seek for a trivariate that maps the initial computational mesh into the shape-optimized computational mesh. This mapping $\mathcal{T}$ is subsequently applied to all entities in the geometry data of the initial CAD model using functional composition such that:

$$\hat{S}_i = \mathcal{T} \circ S_i \forall i. \quad (8)$$

Algorithms for functional composition have already been proposed, e.g., by Elber [32] and DeRose et al. [33]. We will thus rather focus on an outline of the approach, and subsequently discuss in detail how we construct the mapping $\mathcal{T}$. The basic algorithm is given in Algorithm 1 and consists of three points: (1) Construct a suitable parametric domain for the trivariate $\mathcal{T}$, (2) place control points such that $\mathcal{T}$ fulfills Eq. (7), and (3) apply functional composition to the initial splines.

One particularity of the method is that the functional composition is mathematically exact. From this exactness follows that the precision of the method is directly governed by how well we fulfill Eq. (3).

After this outline of the method, we will now detail on the construction of $\mathcal{T}$. To construct $\mathcal{T}$, we need to define control points $D$, knot vectors $\theta$, and degrees per parametric direction. We start by choosing the degrees.

As discussed in Sec. 2.4, $\mathcal{T}$ must be a Bézier spline (i.e., a single-knot-span B-spline). Consequently, only the degrees determine the number of control points, and thus influence how well Eq. (3) can be fulfilled. In other words, $\mathcal{T}$ needs to be sufficiently fine to capture local shape modifications and since $\mathcal{T}$ has to be a Bézier spline, being fine – in this context – equals holding a suitably high degree. In practice, we iteratively solve the optimization problem in Eq. (4) and degree-elevate $\mathcal{T}$ until Eq. (3) is satisfied.

With the degrees chosen, we require that $\mathcal{T}$’s parameter space contains all initial points, i.e., $\text{span} (\Theta) \supset X_S$. Accordingly, we select the knot vectors $\Theta = \{\theta_1, \theta_2, \theta_3\}$ as an equidistantly spaced grid embedded in the linear hull of the initial points. Choosing the parameter space this way, we obtain the parametric coordinates $\Xi$ (cf. Algorithm 1) from the direct relation

$$\Xi = X. \quad (9)$$

For completeness, we shall mention that, in general, we can also utilize Newton’s method to determine the parametric coordinates by solving $\mathcal{T} (\Xi) - x_j = 0 \forall x_j \in X$.

With the parameter space’s span determined by $X$, we finally place the control points $D$ such that $\mathcal{T}$ prior to the spline fit becomes a unitary mapping.
Algorithm 1 Shape reconstruction by functional composition

Input:
NURBS-only IGES file;
initial computational mesh \( \mathcal{X} \);
deformed computational mesh \( \hat{\mathcal{X}} \);

Output:
Updated IGES file;

Algorithm:
1: \( \Sigma = \{ S^i \} := \) Collect all splines from IGES;
2: Construct unitary trivariate \( \mathcal{T} \) such that \( \mathcal{T} \supset \mathcal{X} \);
3: \( \Xi = \{ \xi_j \mid \mathcal{T} (\xi_j) = \mathbf{x}_j \ \forall \ \mathbf{x}_j \in \mathcal{X} \} := \) Get parametric coordinates to \( \mathcal{X} \);
4: \( \mathcal{T}_{\hat{D}} = \arg \min_{\mathcal{D}} \sum_i \| \mathcal{T}_D (\Xi_i) - \hat{\mathcal{X}}_i \| := \) Find \( \hat{D} \) s.t. \( \mathcal{T}_{\hat{D}} : \Xi \mapsto \hat{\mathcal{X}} \);
5: for all \( S^i \in \Sigma \) do
6: \( \hat{S} = \mathcal{T}_{\hat{D}} \circ S^i \);
7: Replace \( S \) by \( \hat{S} \) in IGES file;
8: end for
9: return Updated IGES file;

It is essential to note that once fitted, \( \mathcal{T} \) encodes the entire model's deformation as a single continuous mapping. From \( \mathcal{T} \)'s continuity follows that the mapping can be applied to any point or spline entirely contained in its parametric space. This has the unique effect that one can even reconstruct CAD models from computational meshes, that are topologically non-identical to the original CAD geometry, e.g. caused by defeaturing as shown in Fig. 8.

Figure 8: The mapping \( \mathcal{T} \) is defined on the defeated computational mesh without the stiffeners (A), and applied to the CAD model (B) resulting in updated CAD data. The approach yields watertight reconstructions even if defeatured models are used in CAE (compare missing stringers).

4 Numerical examples

In this section, we apply the proposed shape reconstruction approach based on trivariate fitting and spline composition to two numerical examples. We start using a plate with a hole as a simplified study example before presenting its application to a complex, industrial CAD model. All calculations were performed serially by an Intel® Xeon® Platinum 8160 CPU clocked at 2.1GHz.
4.1 Example: Plate with hole

We reconstruct CAD data for a generic plate with dimensions $200\text{ mm} \times 100\text{ mm} \times 1.5\text{ mm}$ and a central hole with diameter of $50\text{ mm}$. The geometry is built from six initially planar surfaces, cut by a two-piece cylinder in its center. As for the remainder of this work, we plot all entities in the geometry data in individual color, to emphasize that we only change geometry data (cf. Fig. 4). The initial CAD representation is shown in Fig. 9.

![Plate with hole](image)

Figure 9: Initial geometry of plate with hole shown with different color for each entity in the geometry data. Results will show the identical coloring for identical entities. The dimensions are $200\text{ mm} \times 100\text{ mm} \times 1.5\text{ mm}$ and the hole diameter is $50\text{ mm}$.

For the reconstruction, a total of $3352$ points in $\mathcal{X}$ is used. The prescribed deformation is obtained from a mock simulation result and has no direct physical interpretation. The maximal point deflection is $18.88\text{ mm}$.

For the reconstruction, we choose degrees $[3, 2, 1]$ for $\mathcal{T}$ and obtain the result depicted in Fig. 10. The resulting spline degrees reach up to $18$. The reconstruction yields a residual of mean pointwise error $2.96 \times 10^{-1}\text{ mm}$, with a maximum point error of $1.08\text{ mm}$ (Tab. 1).

As discussed in the construction of $\mathcal{T}$, increasing the spline degree results in a reduced error. For the plate test case with degrees $[19, 18, 1]$ we obtain a mean error reduction from $2.96 \times 10^{-1}\text{ mm}$ to $2.10 \times 10^{-2}\text{ mm}$ and maximum error reduction from $1.08\text{ mm}$ to $0.15\text{ mm}$ as shown in Tab. 1. The computational time of the reconstruction consists of the time for (a) global splinefit, (b) for the functional composition (FC), and (c) for the low-degree approximation (optional). As Tab. 2 reveals, fitting $\mathcal{T}$ dominates the computational effort. The computational time for the functional composition and the low-degree approximation differs largely among individual splines, but generally has a minor effect. We compare the computational effort of our global reconstruction method to performing a splinefit for each individual spline in the geometry, related to the approach presented in [21, 22].

4.2 Example: Sensor box

As a second and both computationally and methodologically more challenging example, we reconstruct CAD data for a pressure sensor box. The initial geometry has length, width and depth of $O(10)\text{ mm}$ and is shown in Fig. 11a.

For the reconstruction, a total of $26177$ grid points is used. In absence of simulation data, we prescribe a non-linear deformation (Fig. 11b) resulting in nodal offsets $d_j$ for all $\mathbf{x}_j \in \mathcal{X}$ with $c = 0.15$ via:

![Sensor box](image)
Table 1: The reconstruction error for the plate with a hole (in mm) of (A): the composed model, and (B): the composed and degree-reduced model (cf. Sec 4.3).

| Process step | Cumulative | Minimal | Maximal |
|--------------|------------|---------|---------|
| Splinefit    | 20.000     | –       | –       |
| FC           | 0.564      | 6.664 × 10^{-3} | 6.438 × 10^{-2} |
| Low-degree approx. | 3.139 | 6.610 × 10^{-2} | 0.657 |
| Overall      | 23.703     | –       | –       |
| Individual splinefit (reference) | 4.304 × 10^{4} | 20.010 | 1.746 × 10^{4} |

Table 2: Computational time (in s) for the plate with a hole. Each major processing step (functional composition, trivariate fit and low-degree approximation) is individually timed for each single spline $S^i \in \Sigma$. A comparison is given by individually fitting each spline $S^i$ instead of using a global deformation spline (Individual splinefit).

\[
\begin{align*}
\mathbf{x}_{\text{center}} &= \overline{\mathbf{X}} \\
\mathbf{r} &= \left\{ r_j \mid r_j = (\mathbf{x}_j - \mathbf{x}_{\text{center}})^2 \right\} \\
d_j &= c \frac{r_j}{\max_j r_j} (\mathbf{x}_j - \mathbf{x}_{\text{center}}),
\end{align*}
\]

which yields a maximum point deflection of 6.59 mm and an average deflection of 1.70 mm.

Figure 11: The proposed method deforms an initial CAD model (A) to the shape of a deformed computational grid (B).

With degrees $[3, 3, 2]$ for $\mathbf{T}$, a reconstruction with a mean error of $3.52 \times 10^{-3}$ mm and a maximum point error of $4.58 \times 10^{-2}$ mm is achieved as shown in Tab. 3. With initially bicubic splines in the geometry data, the composed splines, however, yield degrees up to 24. For the pressure sensor, the mean error reduces from $3.52 \times 10^{-3}$ mm to $7.11 \times 10^{-4}$ mm, and the maximum error reduces from $4.58 \times 10^{-2}$ mm to $1.02 \times 10^{-2}$ mm when a refined spline with degrees $[7, 3, 4]$ is used. Table 4 lists the computational time for the individual steps of the reconstruction process.
This paper introduces a new approach to spline-based CAD reconstruction. Instead of creating new parameterizations, we recycle spline parameterizations available from initial CAD files.

A composition-based approach is presented, which not only appears intuitive as it applies the same deformation that has been applied to the mesh during the analysis step also to the CAD data, but also presents two unique features: (1) Due to the analytically exact shape modification, the initial CAD model’s level of watertightness is largely preserved, and (2) the deformation of an arbitrary number of splines is possible irrespective of the availability of local reconstruction data within the mesh.

### 4.3 Low-degree approximation

One downside of functional composition is the resulting high degree. As shown by Elber [29], the degrees of a surface $S$ of degrees $[m_1, m_2]$ composed with a trivariate $T$ of degrees $[n_1, n_2, n_3]$ are

$$[m_1 (n_1 + n_2 + n_3), m_2 (n_1 + n_2 + n_3)].$$

For a fourth degree trivariate composed with a bi-quadratic surface, this already yields degrees [24, 24]. At the same time, we find that most CAD systems are incapable of handling data of such high degrees.

For such cases, we adopt a low-degree approximation explained in the following. Using iterative knot insertion and degree-reduction, we approximate the composed spline by a lower-degree version. We build the degree-reduction algorithm utilized here around the core algorithm presented in [25]. The full algorithm, however, is given in Algorithm 2. Particularly, we measure the error introduced by the degree-reduction and insert additional knots into the knot span that causes the largest error. We also observe that the degree-reduction algorithm in [25] tends to produce oscillatory control polygons, which leads to problems during repeated degree-reduction. To counteract this behavior, we finally add control points through knot insertion in every knot span in which the control polygon’s length increases more than a selected threshold. The additional modeling flexibility thereby introduced, effectively ensures repeated degree-reduction is possible.

As a demonstration, we apply degree reduction until $[p, q] = [4, 4]$ to every curve and surface of both deformed example geometries, where degree four is chosen to provide $G^2$ continuity. For the plate with hole, the reduction increases the mean pointwise error of $2.96 	imes 10^{-1}$ mm by $1.7 	imes 10^{-6}$ mm, and the maximum point error of $1.08$ mm by $0.9 	imes 10^{-8}$ mm.

Applying the algorithm to the sensor box, the mean pointwise reconstruction error rises from $3.52 	imes 10^{-3}$ mm to $3.54 	imes 10^{-3}$ mm, and the maximum point error of $4.58 	imes 10^{-2}$ mm increases by $1.0 	imes 10^{-9}$ mm. The reconstruction yields the geometry depicted in Fig. 12.

### 5 Discussion and outlook

Table 3: The reconstruction error (in mm) for the pressure sensor of: (A) composed model, (B) composed and degree-reduced model (cf. Sec 4.3).

| Process step       | Cumulative | Minimal | Maximal |
|--------------------|------------|---------|---------|
| Global splinefit   | $5.785 \times 10^3$ | –       | –       |
| FC                 | $16.120$   | $1.094 \times 10^{-3}$ | $7.839 \times 10^{-2}$ |
| Low-degree approx. | $4.343 \times 10^4$ | $6.340$ | $6.341 \times 10^2$ |
| Overall            | $4.923 \times 10^4$ | –       | –       |
| Individual splinefit (reference) | $4.192 \times 10^4$ | $20.010$ | $1.166 \times 10^4$ |

Table 4: Computational time (in s) for the pressure sensor with our method at each individual step and overall. Similar to Tab. 2, timings are compared to an individual splinefit of each curve or surface spline in the geometry (Individual splinefit).

This paper introduces a new approach to spline-based CAD reconstruction. Instead of creating new parameterizations, we recycle spline parameterizations available from initial CAD files.
From the industrial view, we shall mention that the composition approach is currently limited by two factors: First, a post-processing, low-degree approximation is needed, which may cause a slight loss of watertightness. One could, however, argue that all trimmed CAD data inherently suffer from geometric approximations and inaccuracies. This very fundamental shortcoming may invalidate the argument of possible inaccuracies resulting from low-degree approximations. The second factor is its limitation to moderate, smooth deformations as a result of the trivariate \( f \) having to be a Bézier spline: Since fitting very-high-degree Bézier splines requires an impractical number of control points, the resulting limit on the admissible degree also limits the method’s ability to recover local shape modifications.

However, the significant difference to all state-of-the-art methods is that we achieve the reconstruction using a single operator, which we can apply to all entities in the initial CAD data. From the ability to deform all splines contained in the original CAD file follows that composition-based CAD reconstruction is without modification able to reconstruct entire CAD models even from post-analysis results obtained from defeatured geometries (cf. Fig. 8).

The novel approach of reusing the existing CAD representation, however, not only tightens the connection between CAD and CAE but, beyond that, turns out to allow the reconstruction of defeatured geometries – an application outside the practical realm of all existing spline fitting methods. We claim that this unique feature motivates further research towards locally enhanced composition methods, e.g., hierarchical application and improved degree-reduction techniques.
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Appendix

Algorithm 2 Low-degree approximation

Input:
Spline \( S \);
Target degree \( p \);

Output:
Degree-reduced spline \( \hat{S} \) with maximal error \( \| \hat{S} - S \| \leq \varepsilon \);

Algorithm:
1: Normalize all control point weights to \( [0, 1] \);
2: while \( S \).degrees > \( p \) do
3: Calculate length of control polygon;
4: \( \varepsilon, \hat{S} = S \).reduce_degree() := Reduce spline degree with error \( \varepsilon \);
5: while \( \varepsilon > \varepsilon \) do
6: Determine the knot span \( i \) with the highest error contribution;
7: Insert a new knot \( S \).degrees \( - p + 1 \) times at \( \frac{1}{2} (\xi_i + \xi_{i+1}) \);
8: \( \varepsilon, \hat{S} = S \).reduce_degree() := Recompute degree-reduction;
9: end while
10: Calculate length of new control polygon;
11: if length of new control polygon / length of control polygon > 1.1 then
12: for all knot spans in \( S \).knot spans do
13: if length of new knot span control polygon / length of knot span control polygon > \( \delta \) then
14: Insert a knot in knot span center;
15: end if
16: end for
17: end if
18: \( S = \hat{S} \);
19: end while
20: return \( \hat{S} \);
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