Non-equilibrium effective field theory for absorbing state phase transitions in driven open quantum spin systems
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Phase transitions to absorbing states are among the simplest examples of critical phenomena out of equilibrium. The characteristic feature of these models is the presence of a fluctuationless configuration which the dynamics cannot leave, which has proved a rather stringent requirement in experiments. Recently, a proposal to seek such transitions in highly tuneable systems of cold atomic gases offers to probe this physics and, at the same time, to investigate the robustness of these transitions to quantum coherent effects. Here we specifically focus on the interplay between classical and quantum fluctuations in a simple driven open quantum model which, in the classical limit, reproduces a contact process, which is known to undergo a continuous transition in the “directed percolation” universality class. We derive an effective long-wavelength field theory for the present class of open spin systems and show that, due to quantum fluctuations, the nature of the transition changes from second to first order, passing through a bicritical point which appears to belong instead to the “tricritical directed percolation” class.

I. INTRODUCTION

The dynamics of many-body systems is typically too complex to admit a complete description. It is well-known, however, that for systems at thermal equilibrium time-averaged, macroscopic quantities (i.e., quantities which do not react to fluctuations on microscopic time- and length-scales) can be equivalently extracted from appropriate statistical ensembles [12]. Statistical mechanics provides a very powerful simplification which recasts all the relevant physics in terms of a few thermodynamic parameters and potentials independently of the initial state of the system, although one could envision cases in which some initial state information is kept due to an extensive amount of symmetries, and the ensembles would have to be generalized accordingly [3–5].

Equilibrium systems, however, are but a portion of what nature has in store. Despite significant efforts, a thorough, systematic understanding of non-equilibrium phenomena has yet to be developed. As in equilibrium, though, there are cases in which collective behaviors supersede the minute details of the microscopic dynamics, allowing their description in terms of few coarse-grained variables and rules. One example is given by cooperative relaxation at the onset of glassiness [6–8] in which, e.g., it is not possible to change the local configuration of particles without an extensively growing number of rearrangements in the neighborhood taking place. Another relevant instance relies on the presence of continuous phase transitions [9–11]. These are associated to a diverging length in the correlations of fluctuations [8–13]. Hence, fluctuations encompass larger and larger portions of the system as the critical point is approached, so that they end up being governed only by general features which do not depend on the scale, such as dimensionality and symmetries. This idea lies at the basis of the concept of universality; simply put, all systems sharing these scale-insensitive features will display quantitatively identical behavior at asymptotic distances, and studying one instance will provide information on all of them. It is therefore a relevant task to identify and study phase transitions as they provide a natural classification scheme.

In dynamical systems, a crucial distinction must be made depending on whether detailed balance conditions – or the associated symmetry, microreversibility [14–17] – hold or not. In the former case, the system will evolve towards a stationary equilibrium state. Examples of this kind are systems subject to an external thermal bath, which have been extensively investigated and classified [18]. It is worth remarking that this symmetry might be absent from the microscopic description, but be effectively recovered under coarse-graining at long times and long wavelengths [19–21]. If this is not the case, the system will instead remain out of equilibrium even in the long-time limit, being typically described by flux equilibrium states [22]. Phase transitions in this regime will have no equilibrium counterpart but are genuinely non-equilibrium in nature [11–24].

In classical physics, a paradigmatic class of systems displaying the latter kind of transitions is given by models with absorbing states [24]. These are stochastic processes whose dynamical rules are built in such a way that there is a configuration (or set thereof) which, once reached, cannot be left under the evolution (hence the term “absorbing”, to be contrasted with the remainder of the phase space, dubbed “transient”). The absorbing property of this subspace survives coarse-graining and
thus prevents detailed balance from being recovered at any scale. The most characteristic universality class in this set of systems is probably directed percolation (originally studied in \[25\], see \[24\] for a review) which, for our present purposes, is more easily introduced via the so-called “contact process” (CP) \[24\] \[26\] \[27\]. The CP is defined on a lattice of classical Ising variables (either \(\uparrow\) or \(\downarrow\)) with rules which mimic an epidemic spreading: an \(\uparrow\) site is active (sick) and can either decay to \(\downarrow\) with a certain rate \(\gamma\) or produce another active site in its neighborhood with another rate \(\kappa\). Sites in the \(\downarrow\) state are inactive (healthy) and can only be activated (infected) via the aforementioned mechanism, which we will refer to in the following as branching. This can be summarized as

\[
\uparrow \xrightarrow{-\gamma} \downarrow \quad \uparrow \xrightarrow{\kappa} \uparrow \uparrow \uparrow . \tag{1.1}
\]

As their name suggests, inactive sites do not produce any dynamics. The configuration where all sites are inactive thus cannot be left and constitutes the unique absorbing state of the model. Note that the two processes in \[1.1\] are competing: decay tends to deplete the system of \(\uparrow\)s, whereas branching tries to fill it up. In the thermodynamic limit, depending on the ratio \(\kappa/\gamma\) between the rates the dynamics starting from an active configuration can end up in two distinct phases: for \(\kappa \ll \gamma\) decay dominates and the system at long times invariably falls into the absorbing state. For \(\kappa \gg \gamma\), instead, a finite density of active sites persists for arbitrarily long times and the dynamics survives in the transient portion of the phase space. Note that this is only strictly true in the thermodynamic limit: for any finite size, there is always a finite probability of a (rare) fluctuation trapping the system into its absorbing state. In the active phase, however, the time required for such a fluctuation to take place increases with the system size \[28\].

The directed percolation class is conjectured \[29\] \[30\] to encompass all systems featuring a one-component order parameter, short-range interactions, no additional symmetries, and a unique, fluctuationless absorbing state. This last condition is crucial; the difficulty in having a perfectly fluctuation-free state in real systems has made it a challenge to identify experimental setups undergoing a phase transition in this class \[31\]. The first clear examples have only recently been highlighted in two-dimensional nematic liquid crystals \[32\] \[33\] and one-dimensional \[34\] and two-dimensional \[35\] turbulent flows. In addition, a recent numerical study links DP to the onset of turbulence in quantum fluids (such as superfluids) \[36\].

Upon relaxing the other assumptions, different transitions, alongside their universality classes, have been identified and investigated: for instance, the introduction of quenched spatial randomness \[37\] \[39\] makes the DP critical point unstable (it constitutes a “relevant” perturbation in the renormalization group sense) and generates non-universal power laws; the presence of multiple absorbing states often leads to the appearance of discontinuous transitions \[40\] \[41\]; other symmetries, such as preservation of the parity of active sites \[42\] \[43\], also change the critical properties, as does introducing long-range processes (Lévy flights) \[44\].

As in equilibrium systems, multicritical behavior can emerge when higher-order processes take over the simple ones in Eq. \[1.1\] \[45\] \[46\]. A simple example studied in the literature is the so-called tricritical directed percolation \[30\] \[47\] \[48\], obtained e.g. by adding processes involving pairs such as \(\uparrow \downarrow \rightarrow \uparrow \uparrow \uparrow\) or \(\uparrow \uparrow \rightarrow \downarrow \downarrow\). Depending on the relative rates of these processes compared to the ordinary DP ones, the transition may become first-order by crossing a bicritical point \[49\].

Recently, a proposal \[50\] has been made to realize DP with cold atomic gases excited to high-lying electronic orbitals (so-called Rydberg states \[51\] \[52\]). This yields greatly enhanced dipolar or van-der-Waals mutual interactions \[53\] \[54\], which can easily produce strong correlations and in fact induce several examples of collective behaviors \[55\] \[59\]. In particular, they make it possible to engineer a facilitation mechanism \[60\] \[62\], where atoms lying at a certain distance from already-excited ones have a much higher probability of getting excited, thereby reproducing a branching process (rate \(\kappa\) above) \[63\] \[64\]. Spontaneous radiative decay provides the competing process (rate \(\gamma\) above). A strong dephasing noise projects the dynamics onto an effective classical master equation \[65\] \[66\], although the microscopic dynamics is properly described by a quantum master equation. Quantum driven-dissipative systems such as this one currently attract great theoretical interest \[17\] \[21\] \[67\] \[71\] and have been investigated in a broad spectrum of experimental set-ups, including, e.g., light-driven semiconductor heterostructures \[72\], arrays of driven microcavities \[73\] \[74\] and cold atoms in optical lattices \[75\] and cavities \[76\] \[77\]. These systems share in common that the microscopic processes governing the driving and dissipation explicitly break detailed balance, pushing these systems out of equilibrium \[17\] \[21\]. However, as mentioned above, equilibrium conditions can be recovered on mesoscopic time- and length-scales upon coarse-graining this turns out to be indeed the case in several instances \[19\] \[67\] \[69\] \[78\]; from a physical perspective, this is due to the “fast” degrees of freedom acting as an effective thermal bath for the “slow” ones \[79\] \[80\]. However, examples have been identified in which not only the non-equilibrium nature \[81\] \[82\], but also the quantum coherent aspects \[83\] \[84\] of the dynamics persist under rescaling to arbitrarily long wavelengths. The proposal outlined above then opens up a new path to explore – i.e., to check the robustness of DP under the influence of quantum fluctuations in regimes which are not dominated by the dephasing noise. This question was addressed in Ref. \[85\] via an effective action approach; it was found...
that, while the nature of the transition from the absorbing phase to the active one does not change when the quantum terms are small compared to the classical ones, it instead switches to discontinuous (first-order) in the opposite regime.

A. Overview and key results

From the microscopic action to an effective field theory – In order to perform the transition from the microscopic physics described in terms of a quantum master equation for the underlying spin model, we have devised a procedure which incorporates the qualitatively crucial short distance physics in terms of suitable mean field theory, and allows us to systematically construct the long wavelength excitation dynamics on top of it. An indispensable part is played in the latter by the finiteness of the local spin Hilbert space, or equivalently by the fact that the magnetization is bounded. This constraint is accounted for in the present approach based on noisy Heisenberg-Langevin equations. It is a necessary requirement for the implementation of the microscopic dynamical rules of the contact process: when lifted, it produces strikingly different behaviors (see, e.g., [50]). Other widely-employed approaches, such as bosonization via a Holstein-Primakoff transformation (see e.g. Ref. [57]), do not preserve this constraint and thus do not constitute a viable option in our case. Technically, we first recast the quantum master equation into noisy Heisenberg equations for the three onsite spin operators $\sigma_i^x, \sigma_i^y, \sigma_i^z$. The resulting equations of motion are decoupled at the mean field level, which accounts for the short distance physics of the problem. These equations feature two gapped and one potentially gapless variable, the latter being associated with density fluctuations. We then map the problem into a Martin-Siggia-Rose-Janssen-De Dominicis (MSRJD) functional integral.

After elimination of the gapped fluctuations, we end up with a description in terms of a dynamical action for the density variable alone. In the limit where the coherent microscopic processes vanish, we reproduce the action governing the DP universality class, so that our procedure represents one of the rare instances where the DP action is derived from a concrete microscopic model. Incorporating the “quantum scale” associated to the coherent branching process introduces a new relevant parameter in the problem on the microscopic level, and leads to important structural modifications of the DP action in the vicinity of the bicritical point resembles the effective action for the so-called “tricritical directed percolation” class. In order to assess the physics of the new (bi)-critical point and the first order transition, we elaborate as follows:

(i) Nature of the bicritical point phase transition – We compute a set of critical exponents, determining the universality class, of the bicritical point. To this end, we develop a background-field functional RG method approaching the phase transition from the active side, based on previous work benchmarked for the DP universality class [58]. This approach is capable of effectively incorporating higher loop effects, which turns out to be crucial at the bicritical point. We furthermore deliver an exact RG argument for the protection from the generation of an additive Markovian noise level term. Remarkably, this substitutes the usual symmetry based argument due to the presence of rapidity inversion symmetry, which we cannot rely on in the presence of coherent branching. Finally, we estimate the Ginzburg scale for the extent of the critical domain near the phase transition. As expected, its range increases substantially when lowering the dimension.

(ii) First order transition – We investigate the properties of the first order non-equilibrium phase transition in a homogeneous optimal path approximation. A remarkable trait of the analysis is that, despite the problem is manifestly out of equilibrium due to the special nature of the noise, we are still able to construct a stationary, non-Gibbsian probability distribution within our approximations. The role of the density-dependent noise is to stabilize the inactive phase with respect to what an analogous, but field-independent noise would do. In addition, we estimate finite size effects, and find that systems of around 5000 lattice sites should suffice to see a clear discontinuity, evidencing the first order nature of the phase transition. We note that this approach gives a rough idea on the physics of the first order transition only. It discards explicitly instanton-like, spatially inhomogeneous field configurations, that should play a role at least close to the transition. Surprisingly little is known on non-equilibrium first order transitions, and we reserve an in-depth study of this problem for future research.

Physical implementation – We furthermore discuss an idea for implementing the considered physics with the help of atomic lattice systems in which interacting Rydberg states are excited both coherently and incoherently.
This could provide a guide for current experiments to address the competition between classical and coherent processes in non-equilibrium phase transitions.

This paper is structured as follows: in Sec. II we introduce the microscopic model and derive the effective functional integral description for its dynamical properties; in Sec. III we analyze the phase diagram and highlight the nature of the phase transitions encountered. The more detailed discussion of the properties of the bicritical point can be subsequently found in Sec. IV while Sec. V is devoted to the features of the first-order line. The connection with current experiments with Rydberg atoms is finally established in Sec. VI, where we also report a numerical study carried over with quantum-jump Monte Carlo techniques before providing our concluding remarks (Sec. VII).

II. MICROSCOPIC MODEL AND DENSITY ACTION FUNCTIONAL

We consider here the quantum contact process originally introduced in Ref. [85], which is defined on a d-dimensional square lattice with spacing a. For simplicity, we label the sites with a single index $l$; each individual site is a two-level quantum system which can be either active (|↑⟩) or contribute to the dynamics or inactive (|↓⟩) and remain inert until activated. In the Rydberg-atom language of Ref. [50] these would correspond to an excited atom and a ground state one, respectively. Note that, in contrast to the classical contact process, we admit generic coherent superpositions $\alpha|\uparrow⟩ + \beta|\downarrow⟩$ with $|\alpha|^2 + |\beta|^2 = 1$. The dynamics is defined in terms of the following processes:

(i) **decay:** active sites are spontaneously inactivated at a rate $\gamma$ ($|\uparrow⟩ \xrightarrow{\gamma} |\downarrow⟩$).

(ii) **classical branching/coagulation:** to mimic the facilitated dynamics introduced above, we consider incoherent activation at rate $\kappa$ of sites neighboring an excitation ($|\uparrow\downarrow⟩ \xrightarrow{\kappa} |\uparrow\uparrow⟩$), but we also account for the time-reversed process, i.e., facilitated inactivation or coagulation occurring at the same rate ($|\uparrow\uparrow⟩ \xrightarrow{\kappa} |\uparrow\downarrow⟩$). In our current conventions, the actual rates are proportional to the number $N_A$ of active neighbors, e.g., $|\uparrow\downarrow⟩ \xrightarrow{2\kappa} |\uparrow\uparrow⟩$.

(iii) **quantum branching/coagulation:** we introduce a Hamiltonian $H$ (see further below) which connects precisely the same states connected by classical branching and coagulation, i.e., such that $\langle a | H | b \rangle = N_A \Omega$ if $|a⟩ N_A b⟩$ (and, in particular, $\langle a | H | b \rangle = 0$ if $N_A = 0$), $\Omega$ being an overall coefficient fixing its amplitude. The example above translates here to $\langle \uparrow\downarrow\downarrow | H | \uparrow\uparrow\uparrow⟩ = 2\Omega$.

The third process is the minimal quantum equivalent of the second one and provides the quantum competition to the purely classical process. It is also important to remark that (i)-(iii) preserve the fundamental property of DP, i.e., the presence of a unique absorbing state corresponding to the fully-inactive one $|\text{abs}⟩ = \otimes_l |\downarrow⟩$.

In order to describe the dynamics of this quantum contact process, we will discuss the corresponding microscopic Heisenberg-Langevin equations and derive an effective long-wavelength non-equilibrium path integral description. The latter is particular well suited to describe the dynamics close to the active-to-inactive – i.e. the absorbing-state – phase transition.

A. Microscopic model

The ideal model presented above is a driven open quantum lattice of spin-$\frac{1}{2}$ variables. In order to define it formally, it is convenient to introduce here a complete set of spin operators acting on site $l$,

$$\sigma_l^z = |\uparrow⟩_l \langle \downarrow|_l \ , \ \sigma_l^z = |\downarrow⟩_l \langle \uparrow|_l$$

or, equivalently,

$$\sigma_l^z = \sigma_l^+ + \sigma_l^- \ , \ \sigma_l^z = -i\sigma_l^+ + i\sigma_l^-$$

In particular, $\sigma_l^z$ is the local projector onto an active site, i.e., $\sigma_l^z |\uparrow⟩_l = |\uparrow⟩_l$ and $\sigma_l^z |\downarrow⟩_l = 0$. Its global expectation value $n = \langle 1/N \rangle \sum_l \langle \sigma_l^z⟩$ will constitute our order parameter. As we are considering only Markovian processes as appropriate for these systems [21], the time evolution of the system’s density matrix $ρ$ is given by a quantum master equation [89, 90]

$$\partial_t ρ = S ρ - i [H, ρ] + \sum_l L_l^{(d)} ρ + \sum_l L_l^{(b)} ρ + \sum_l L_l^{(c)} ρ.$$

We have introduced the shorthand $S$ for the superoperator acting on the density matrix $ρ$ for future reference. The coherent part (iii) is encoded in the Hamiltonian

$$H = Ω \sum_l \tilde{Π}_l \tilde{σ}_l^+ \tilde{σ}_l^- \sum_m \tilde{Π}_m = \sum_{m,n} \tilde{Π}_m$$

where “nn” denotes a summation restricted to nearest neighbors only. The operator $\tilde{Π}_l$ “counts” the number of active nearest neighbors of $l$ and enforces the constraint of at least one excitation being present for being able to flip site $l$. Processes (i) and (ii) are instead accounted for via the Liouvillians $L_l^{(i)}$, $i = d, b, c$, with the apices distinguishing between those contributing to decay (d), classical branching (b), and coagulation (c). The Liouvillians are each generated by a set of Lindblad or quantum jump operators $L_m^{(i)}$, and take the standard Lindblad form [89, 90],

$$L_l^{(i)} ρ = \sum_m \left[ L_m^{(i)} ρ L_m^{(i)\dagger} - \frac{1}{2} \left\{ L_m^{(i)} L_m^{(i)\dagger}, ρ \right\} \right].$$
which ensures preservation of probability and positivity. For the dissipative processes considered, the jump operators read
\[ L^{(d)}_{l,m} = L^{(d)}_l = \sqrt{\gamma} \hat{\sigma}^-_l, \]  
\[ L^{(b)}_{l,m} = \sqrt{\kappa} \hat{n}_m \hat{\sigma}^+_l, \]  
\[ L^{(c)}_{l,m} = \sqrt{\kappa} \hat{n}_m \hat{\sigma}^-_l, \]  
so that we find
\[ L^{(d)}_l \rho = \gamma \left( \hat{\sigma}^-_l \rho \hat{\sigma}^+_l - \frac{1}{2} \{ \hat{n}_l, \rho \} \right) \]  
for spontaneous decay,  
\[ L^{(b)}_l \rho = \kappa \sum_{m, \{n\}} \left( \hat{n}_m \hat{\sigma}^+_l \rho \hat{n}_m \hat{\sigma}^-_l - \frac{1}{2} \{ \hat{n}_l, \rho \} \right) \]  
for classical branching and  
\[ L^{(c)}_l \rho = \kappa \sum_{m, \{n\}} \left( \hat{n}_m \hat{\sigma}^-_l \rho \hat{n}_m \hat{\sigma}^+_l - \frac{1}{2} \{ \hat{n}_l, \rho \} \right) \]  
for classical coagulation.

We remark here that, according to the formalism outlined in Refs. [65][66], in the presence of strong decoherence noise (acting with a rate \( \gamma_{\text{deph}} \rightarrow \infty \)), the evolution under the Hamiltonian (2.4) effectively reduces, up to leading order in \( \Omega/\gamma_{\text{deph}} \), to a classical master equation which can be described via a set of jump operators
\[ L^{(H)}_l = \sqrt{\frac{4\Omega^2}{\gamma_{\text{deph}}} \hat{\Pi}_l} \left( \hat{\sigma}^-_l + \hat{\sigma}^+_l \right), \]  
which only differ from the ones in Eqs. (2.6a) and (2.6c) by the fact that, in the presence of \( N_A \) active neighbors, the rate of “facilitated flipping” is enhanced quadratically \( (4N_A^2\Omega^2/\gamma_{\text{deph}}) \), instead of linearly \( (N_A) \). However, at the critical point the density of active sites \( n \) vanishes; therefore, the critical properties are dominated by configurations in which \( N_A \) remains low on average. In particular, if \( (N_A) \ll 1 \), then \( N_A^2 \approx N_A \), since typically it mostly takes the discrete values 0 and 1. Therefore, this difference can at most shift the critical point and change the profile of \( n \) in the active phase, but cannot modify the universal properties.

### B. Heisenberg-Langevin equations

In order to derive a path integral description for the current model, we will determine the Heisenberg-Langevin equations for the spin operators in this section. These equations represent the equations of motion for the spins in the presence of Hamiltonian and dissipative dynamics and by construction preserve the local spin algebra (see App. [A] some general aspects of Heisenberg-Langevin equations). The latter is crucial for the correct implementation of the contact process dynamics in terms of local quantum operators. Afterwards, we will perform a mean-field decoupling, which approximates the spin operators by local, stochastically fluctuating fields, obeying Langevin equations of motion. The Langevin dynamics will then be recast in terms of a non-equilibrium path integral, which is discussed below. One should note that a Holstein-Primakoff approximation of the master equation and a subsequent mapping of the master equation to a Keldysh path integral, e.g. performed in Ref. [87], typically replaces the strong constraint on the spin Hilbert space via a soft constraint, which implements the spin algebra not exactly but only on average. This is not sufficient in order to derive a field theory for the contact process and thus the present approach via the Heisenberg-Langevin equations is required instead.

In order to keep our order parameter explicit, we write the Heisenberg-Langevin equations in terms of the set (2.2) of one-spin observables (alongside the identity, they span the entire local Hilbert space of operators). For convenience, we introduce the shorthand \( \hat{s}_l = \sum_{m} \hat{\sigma}^z_m \) and the coordination number \( z = 2d \) of the lattice, i.e. the number of nearest neighbors per site, where we recall that \( d \) is the number of spatial dimensions. The equations of motion (EOM) are derived by applying (A4), which leads to
\[ \partial_t \hat{n}_l = -\gamma \hat{n}_l + [\Omega \hat{\sigma}^y_l - \kappa (2\hat{n}_l - 1)] \hat{\Pi}_l + \hat{\xi}^n_l, \]  
\[ \partial_t \hat{\sigma}^+_l = -\Omega \hat{\sigma}^y_l \hat{s}_l - \frac{\kappa z + \gamma}{2} \hat{\sigma}^-_l \hat{\Pi}_l + \hat{\xi}^\sigma_l, \]  
\[ \partial_t \hat{\sigma}^-_l = \Omega \hat{\sigma}^y_l \hat{s}_l - \frac{\kappa z + \gamma}{2} \hat{\sigma}^+_l \hat{\Pi}_l + \hat{\xi}^\sigma_l, \]  
\[ \partial_t \hat{\sigma}^y_l = \Omega \hat{\sigma}^y_l \hat{s}_l - \kappa z + \gamma \hat{\sigma}^+_l \hat{\sigma}^+_l + \hat{\xi}^\sigma_l \]  
\[ - [2\Omega (2\hat{n}_l - 1) + \kappa \hat{\sigma}^+_l \hat{\Pi}_l. \]  
Note that Eq. (2.12) differs from Eq. (3) of Ref. [85] by the sign of the first addend (which reads \( + \Omega \hat{\sigma}^y_l \hat{s}_l \) there, once translated in our present notation). This constitutes a typo which we correct here; the discussion of the phase diagram and critical properties, however, remains completely unaffected, as we shall show in the following. As anticipated above, in order to fix the noise operators we consider a system-bath coupling which, once the bath variables are integrated out in a Born-Markov approximation, yields the same deterministic part of the equations (2.11)-(2.13). We assume that the spatial correlations of the bath are much shorter than the lattice constant \( a \), such that noise correlations between different lattice sites are absent and every lattice site is effectively coupled to its own independent (but identical) environment. This allows us to focus our subsequent analysis on a single site; for simplicity, in the derivation of the noise we will be dropping the position index. The discussion for the general case can be straightforwardly recovered by adding a subscript \( t \) to all system and bath operators. We need three terms to separately account for decay, branching and coagulation, which will generate contributions \( \hat{\xi}_d \), \( \hat{\xi}_b \) and \( \hat{\xi}_c \) to the noise, respectively. We thus introduce
the three local Hamiltonians \(H_d, H_b, H_c\). The former reads
\[
H_d = \sum_q \lambda_q \left( \hat{\sigma}^+ \hat{d}_q + \hat{d}^+_q \hat{\sigma}^- \right) + \sum_q \omega_q \hat{d}^+_q \hat{d}_q, \tag{2.14}
\]
where the \(\hat{d}_q\) operators represent bosonic modes (\(\left[ \hat{d}_q, \hat{d}^+_k \right] = \delta_{qk}\)), \(\omega_q\) their dispersion relation and \(\lambda_q\) their respective coupling with the spin. Since decay corresponds to photon emission into the vacuum, we assume these modes to be in a state \(\rho_0^d\) at zero temperature and sufficiently numerous so that the action of the system on them can be considered negligible (i.e., they can be approximated as a continuum of modes). In order to reproduce the branching and coagulation dynamics above, we actually have to impose a further constraint, i.e., that there are two independent baths of harmonic oscillators for every pair of neighboring spins. The system-bath Hamiltonians will read, for a generic (neighboring) pair,
\[
H_b = \sum_k \alpha_k \hat{a}_{nn} \left( \hat{\sigma}^- \hat{b}_k + \hat{b}^+_k \hat{\sigma}^+ \right) + \sum_k \nu_k \hat{b}^+_k \hat{b}_k, \quad H_c = \sum_k \alpha_k \hat{a}_{nn} \left( \hat{\sigma}^+ \hat{c}_k + \hat{c}^+_k \hat{\sigma}^- \right) + \sum_k \nu_k \hat{c}^+_k \hat{c}_k, \tag{2.15}
\]
where the \(nn\) denotes a given neighbor of the site considered, and correspondingly
\[
H_{b,nn} = \sum_k \alpha_k \hat{a}_{nn} \left( \hat{\sigma}^- \hat{b}_{k,nn} + \hat{b}^+_k \hat{\sigma}^+ \right) + \sum_k \nu_k \hat{b}^+_k \hat{b}_k, \quad H_{c,nn} = \sum_k \alpha_k \hat{a}_{nn} \left( \hat{\sigma}^+ \hat{c}_{k,nn} + \hat{c}^+_k \hat{\sigma}^- \right) + \sum_k \nu_k \hat{c}^+_k \hat{c}_k, \tag{2.16}
\]
and the \(\hat{b}_k\)s and \(\hat{c}_k\)s are bosonic modes with equal dispersions \(\nu_k\) and coupling \(\alpha_k\) to the spin. These baths are initialized in equal states \(\rho_0^b/e\), to allow excitation and de-excitation of the spin at the same rate.

We start by considering spontaneous decay. The (ordinary) Heisenberg equations under the action of \(H_d\) read
\[
\partial_t \hat{\sigma}^- = i [H_d, \hat{\sigma}^-] = \sum_q \lambda_q \hat{d}_q \hat{\sigma}^+, \tag{2.17}
\]
\[
\partial_t \hat{a}_{nn} = i [H_d, \hat{a}_{nn}] = \sum_q \lambda_q \left( \hat{d}^+_q \hat{\sigma}^- - \hat{\sigma}^+ \hat{d}^-_q \right), \tag{2.18}
\]
\[
\partial_t \hat{d}_q = i [H_d, \hat{d}_q] = -i \lambda_q \hat{\sigma}^- - i \omega_q \hat{d}_q. \tag{2.19}
\]
Equation (2.19) can be formally integrated yielding
\[
\hat{d}_q(t) = \hat{d}_q(0) e^{-i \omega_q t} - i \lambda_q \int_0^t dt' \hat{\sigma}^- (t') e^{-i \omega_q (t-t')}. \tag{2.20}
\]
Inserting (2.20) into (2.18) gives
\[
\partial_t \hat{n}(t) = -\sum_q \omega_q^2 \int_0^t dt' \hat{\sigma}^+ (t') \hat{\sigma}^- (t) e^{i \omega_q (t-t')} + \text{h.c.} + i \sum_q \lambda_q \left( \hat{d}^+_q(0) \hat{\sigma}^- (t) e^{i \omega_q t} - \hat{\sigma}^+ (t) \hat{d}_q(0) e^{-i \omega_q t} \right) 
\approx -\gamma \hat{n}(t) + i \sum_q \lambda_q \left( \hat{d}^+_q(0) \hat{\sigma}^- e^{i \omega_q t} - \text{h.c.} \right). \tag{2.21}
\]
The first term of Eq. (2.21) is obtained by applying the Born-Markov approximation for a bath, which is fluctuating rapidly on typical system time scales [1]. The effective coupling strength \(\gamma = 2 \pi \lambda^2 (0) D(0)\) is proportional to the bath density of states \(D(\omega) = \sum_q \delta (\omega - \omega_q)\) and the coupling constants \(\lambda(\omega) = \sum_q \lambda_q \delta (\omega - \omega_q)\) both evaluated at zero frequency. The second term contains information on the initial state of the bath and is nothing but the desired noise operator. This clarifies the meaning of the noise average \(\langle \cdot \rangle_{\xi}\), which is nothing else than the trace over the bath degrees of freedom
\[
\langle \cdot \rangle_{\xi} = \text{tr} \left\{ \langle \cdot \rangle_{\rho^0} \right\}. \tag{2.22}
\]
Since \(\rho_0^d\) is a definite-particle-number state, the noise has zero mean \(\langle \hat{\xi}^\dagger_d \hat{\xi}^\dagger_d \rangle_{\xi} = 0\). The variance, however, does not vanish and reads
\[
\left\langle \hat{\xi}^\dagger_d(t) \hat{\xi}^\dagger_d(t') \right\rangle_{\xi} = \sum_q \lambda_q^2 \left[ n_q e^{-i \omega_q (t-t')} \hat{\sigma}^- (t) \hat{\sigma}^+ (t') \right] + (1 + n_q) e^{-i \omega_q (t-t')} \hat{\sigma}^+ (t) \hat{\sigma}^- (t') \tag{2.23}
\approx \gamma (N_d + \hat{n}(t)) \delta (t - t'). \tag{2.24}
\]
Here, we have applied the Born-Markov approximation to commute system and bath variables at different times and employed the shorthand \(n_q = \langle \hat{d}^+_q \hat{d}_q \rangle_{\xi}\) and \(N_d = \sum_q n_q\). The second (approximate) equality comes, as mentioned above, from assuming that the bath fluctuates much faster than the typical system timescales, implying that both spectral densities \(D(\omega)\) and \(\lambda(\omega)\) are slowly-varying functions of their arguments, such that the summation effectively yields a time-local result. The final equality is exact and comes from the fact that the bath is at zero temperature, hence \(\langle \hat{d}^+_q \hat{d}_q \rangle_{\xi} = 0 \forall q\) and \(N_d = 0\). Equation (2.24) highlights the multiplicative nature of the density noise (\(\xi^\dagger_d \sim \sqrt{n}\)). This property leads to a noiseless density channel for the empty state \(n = 0\), and ensures the absence of density fluctuations in the absorbing state. A small but non-zero temperature of the bath \(T \neq 0\) will instead lead to a non-vanishing bath photon number \(N_d \sim T^d\) (valid for relativistic bosonic particles in \(d\) spatial dimensions).
and modify the absorbing-state nature of the transition on timescales \( \tau > (\gamma N_d)^{-1} \sim T^{-d} \) and distances \( x > (\gamma N_d)^{-1/2} \sim T^{-d/2} \). For sufficiently low temperatures, as achieved by current cold atom experiments, these scales are much larger than the system’s and these effects can thus be ignored.

The remaining equation of motion for \( \tilde{\sigma} \) can be solved in the same spirit of Eqs. (2.21), (2.24), which yields

\[
\partial_t \tilde{\sigma}^{-}(t) = -\frac{2}{\gamma} \tilde{\sigma}^{-}(t) + i \sum_q \lambda_q \tilde{a}_q(0) \tilde{\sigma}^{-}(t) e^{i\omega_q t}.
\]  

(2.25)

This defines the noise operator \( \tilde{\xi}_d(t) \) and, via conjugation, \( \tilde{\xi}_d^x(t) = (\tilde{\xi}_d(t))^\dagger \), as well as \( \tilde{\xi}_d^x = \tilde{\xi}_d^+ + \tilde{\xi}_d^- \) and \( \tilde{\xi}_d^y = i(\tilde{\xi}_d^- - \tilde{\xi}_d^+) \). The complete noise correlations can be determined from Eqs. (2.21), (2.25), which are straightforwardly extended to the entire lattice by re-instanting the position indices. In the \((x, y, n)\) basis (i.e., set \( \tilde{\xi}_d \)) the noise correlations can be expressed as

\[
\langle \tilde{\xi}_{d,l}(t)\tilde{\xi}_{d,l'}(t') \rangle_{\xi} = \gamma \delta(t - t') \delta_{ll'} \left( \begin{array}{cc} 1 & -i \sigma_l^- \\ i & 1 \end{array} \right),
\]

(2.26)

where \( \tilde{\xi}_{d,l}(t) = (\tilde{\xi}_d^x(t), \tilde{\xi}_d^y(t), \tilde{\xi}_d^z(t)) \). As pointed out above, the noise average \( \langle \cdot \rangle_{\xi} \) represents a quantum mechanical average over the bath degrees of freedom, such that the entries in (2.26) remain operator valued. We remark again that the noise is only additive in the \( \sigma^{x,y} \) channels, while it remains multiplicative in the density channel. In the limit \( \Omega < \kappa \) the coupling of the density field to the \( \tilde{\sigma} \) matrix can be eliminated and leads to a modification of the branching rate \( \kappa \), as mentioned above. In this limit, the Heisenberg-Langevin equation for the density (2.11) has an absorbing configuration for \( \{n_l\} = 0 \). We will show in the following, that the latter feature persists for all values of \( \Omega \) and that the \( \{n_l\} = 0 \) configuration remains an absorbing state for the density channel. Note that, due to our choice of the bath state \( \rho_d^0 \), the noise is Gaussian and therefore entirely defined in terms of its mean expectation value and two-point correlations. Due to the Markov approximation, the noise is white (time-local) as well.

So far, we have not considered the noise contribution from the branching and coagulation dynamics stemming from the Hamiltonian (2.15). Interestingly, there is no need to: as long as we are only interested in the critical properties, we can safely neglect higher orders in \( n \), as they will just provide subleading corrections. Due to the factors \( \tilde{n} \) and \( \tilde{n}_{mn} \) in the Hamiltonians \( H_b/c \) and \( H_b/c,mn \), we are guaranteed that the noise terms \( \tilde{\xi}_b \) and \( \tilde{\xi}_c \) will never dominate, at low densities, over the decay noise \( \tilde{\xi}_d \). Therefore, for simplicity, we can safely neglect their presence and set \( \xi \equiv \tilde{\xi}_d + \tilde{\xi}_b + \tilde{\xi}_c \rightarrow \tilde{\xi}_d \). For completeness, we provide a discussion on the discarded terms in Appendix E.

Together with the noise kernel (2.26), the Heisenberg Langevin equations (2.11)-(2.13) represent the starting point for our analysis of the absorbing state phase transition in terms of a non-equilibrium path integral framework. While the deterministic part of the Heisenberg Langevin equations is exact, we have approximated the noise kernel up to leading order in the density according to the previous discussion and kept only the decay contribution which still generates all relevant terms.

C. Non-equilibrium path integral description

In order to investigate the dynamics close to the absorbing state, we derive a non-equilibrium path integral description for the density variable \( n \). Our method is based on the Martin-Siggia-Rose-Janssen-de Dominicis (MSRJD) approach [42, 53], a well-established mapping of Langevin equations into effective field theory actions. In order to this, we therefore first need to reduce our Heisenberg-Langevin equations (2.11)-(2.13) to semiclassical ones. This is achieved via a mean-field, site-decoupling approximation (i.e., averages involving operators acting on different sites are factorized, \( \langle O_l O_m \rangle \rightarrow \langle O_l \rangle \langle O_m \rangle \) for \( l \neq m \)), which yields a set of (deterministic) equations

\[
\begin{align*}
\partial_t n_l &= -\gamma n_l + \{[\Omega \sigma^y_l - \kappa(2n_l - 1)] \Pi_l, \\
\partial_t \sigma_l^x &= -\Omega \sigma^y_l s_l - \frac{\kappa z + \gamma}{2} \sigma_l^x - \kappa \sigma_l^x \Pi_l, \\
\partial_t \sigma_l^y &= \Omega \sigma^x_l s_l - \frac{\kappa z + \gamma}{2} \sigma_l^y - 2\Omega(2n_l - 1) + \kappa \sigma_l^y \Pi_l,
\end{align*}
\]

(2.27)

as we recall that both \( \Pi_l \) and \( \tilde{\Pi}_l \) act non-trivially only on the nearest-neighbors of \( l \), and not on site \( l \) itself. Relying on translational invariance to make an uniform assumption \( \{n_l = n_m = n \} \) and \( \sigma^x/y_n \equiv \sigma^x/y \) \( \forall \ l, m \) one can further reduce them to

\[
\begin{align*}
\partial_t n &= -\gamma + z \langle [\Omega \sigma^y - \kappa(2n_l - 1)] \rangle, \\
\partial_t \sigma^x &= -\left[ \Omega z \sigma^y + \frac{\kappa z + \gamma}{2} \sigma^x + \kappa zn \right] \sigma^x, \\
\partial_t \sigma^y &= \Omega z (\sigma^x)^2 - \frac{\kappa z + \gamma}{2} \sigma^y - zn [2\Omega(2n_l - 1) + \kappa \sigma^y].
\end{align*}
\]

(2.28)

The stationary solutions are found by setting the time derivatives to 0. Introducing the dimensionless constants \( \chi = z\kappa/\gamma \) and \( \omega = z\Omega/\gamma \), we find that the stationary density of active sites obeys

\[
n \left[ 4\omega^2 + 2\chi^2 \right] n^2 - 2(\omega^2 - \chi) n + \frac{1}{2} \left( 1 - \chi^2 \right) = 0.
\]

(2.29)

The solution \( n = 0 \) corresponds to the absorbing state, which is always present, but is only dynamically stable for \( \chi < 1 \) (see Appendix E). For \( \chi > 1 \), instead, any
perturbation away from it will grow to reach one of the other solutions, marking the active phase. For \( \chi < 1 \), the non-absorbing solutions still exist as long as the discriminant is positive \((\omega^2 + \chi^2 + 2\omega^2 (\chi^2 - \chi - 1)) \geq 0\). If additionally \( \omega^2 > \chi \), a saddle-node bifurcation takes place, corresponding to a first-order phase transition to a coexisting, bistable regime.

The mean-field equations \(2.27\) constitute our starting point. We stress here again that the present approach respects the constrained nature of the local spin Hilbert space, which is crucial for the correct description of the contact process. This is advantageous over a bosonic Holstein-Primakoff approximation, which introduces a much larger bosonic Hilbert space and does not preserve the local spin constraint, i.e. it allows for an arbitrary number of bosonic excitations being present on each site. In the classical case, it turns out that the latter produces a completely different behavior \(3.16\), e.g., if the branching and decay rates are equal, the average density of excitations remains constant. As a consequence, the representation of the spins in terms of Holstein-Primakoff bosons excludes any absorbing dark state, unless the local Hilbert space has a strict upper bound on the number of bosons per lattice site. It is therefore important to keep the “hard-core” (or “exclusion”) as a fundamental property of the dynamics. This hard-core constraint promotes any bosonic field theory to a formidable problem to solve and is conveniently avoided by the present approach. Furthermore, the fluctuations induced by the environment must be taken into account in a way that is consistent with the discussion above. In particular, it is crucial to maintain the multiplicative nature of the noise on \( n \). The variables \( n_i, \sigma^{x/y}_i \) are now real-valued and the noise must be as well. We thus introduce a Gaussian, white noise \( \xi^T = (\xi^x, \xi^y, \xi^n) \) with vanishing mean and a covariance matrix extracted from the Hermitian part of the operatoral one in Eq. \(2.26\) (see Eq. \(2.34\) below).

Since continuous phase transitions involve collective modes, we can adopt at this point a mesoscopic description for our system, i.e., we take the continuum limit. This corresponds to sending the lattice spacing \( a \to 0 \) while appropriately rescaling the coupling constants. We thus replace our quantities by the corresponding local densities

\[
n_i(t) \to n_X, \quad \sigma^{x/y}(t) \to \sigma^{x/y}_X,
\]

where we denote \( X \equiv (\vec{x}, t), \vec{x}^T = (x_1, x_2, \ldots, x_d) \) being the continuous spatial coordinate. In the spirit of a low frequency effective field theory, the corrections introduced by fluctuations over the site-decoupling approximation are taken into account by terms which contain higher powers of the variables or derivatives. Close to a (second order) phase transition, this procedure becomes particularly efficient, as each of the coupling constants can be classified according to canonical power counting, and both higher-order derivatives and densities lower the degree of relevance of the couplings. With this in mind, we discard higher order spatial derivatives and set \( \Pi_i(t) \to (a^2 \nabla^2 + z)n_X, s_i(t) \to (a^2 \nabla^2 + z)\sigma^X \). For simplicity, we also rescale time according to \( t \to \gamma t \) and define the dimensionless couplings \( \chi = zk/\gamma, \omega = z\Omega^2/\gamma \) and the diffusion constant \( D = \chi a^2/z \). The continuum Langevin equations now read

\[
\begin{align*}
\partial_t n_X &= (\chi - 1 + D \nabla^2)n_X + \left( \frac{\omega}{\chi} \sigma^x_X - 2n_X \right)(D \nabla^2 + \chi)n_X + \xi^x_X, \\
\partial_t \sigma^x_X &= -\frac{\chi + 1}{2} \sigma^x_X - \frac{\omega}{\chi} \sigma^y_X (D \nabla^2 + \chi) \sigma^x_X - \sigma^x_X (D \nabla^2 + \chi)n_X + \xi^x_X, \\
\partial_t \sigma^y_X &= -\frac{\chi + 1}{2} \sigma^y_X - \sigma^x_X (D \nabla^2 + \chi)n_X + \frac{\omega}{\chi} \sigma^x_X (D \nabla^2 + \chi) \sigma^y_X - \left[ \frac{2\omega}{\chi} (2n_X - 1) \right] (D \nabla^2 + \chi)n_X + \xi^y_X.
\end{align*}
\]

with Markovian noise kernel

\[
\langle \xi^x X \xi^y \rangle = \frac{\delta(X - Y)}{2} \left( \begin{array}{ccc} 2 & 0 & \sigma^x_X \\ 0 & 2 & \sigma^y_X \\ \sigma^x_X & \sigma^y_X & 2n_X \end{array} \right) = M_{XY}.
\]

\[
(2.34)
\]

We note that, in Eq. \(2.31\), the linear term in \( n_X \) changes sign at \( \chi = 1 \). This indicates a closing gap and corresponds, at the mean-field level, to a continuous phase transition taking place at this point. Conversely, at \( \chi = 1 \) the equations for \( \sigma^{x/y}_i \) remain gapped, and these variables play the role of spectator modes at the transition,
coordinates, i.e.,

\[ A \ast B = \int dX A_X B_X \equiv \int d^d x d t A(\vec{x}, t) B(\vec{x}, t). \tag{2.37} \]

In Eq. (2.35), \( \mathbf{M} \) depends on \( \sigma^x/y \) and \( n \). These are to be interpreted here as the solutions \( \sigma^x/y \) and \( n_\xi \) of the Langevin equations (2.31)-(2.35) at fixed realization \( \xi \) of the noise. By definition, we have \( \langle \cdot \rangle_\xi = \int D\xi (\cdot) p[\xi] \).

We proceed now with the standard MSRJD construction [10]: we shall introduce here the vectorial shorthand \( \sigma^T = (\sigma^x, \sigma^y, n) \) for the variables and \( \sigma^T_\xi = (\sigma^x_\xi, \sigma^y_\xi, n_\xi) \) for the solutions at fixed \( \xi \). In principle, all correlation and response properties of the system are encoded in the system’s generating functional

\[ Z[\hat{h}, \hat{h}^x, \hat{h}^y] \equiv \langle \hat{e}^{\hat{h}^T \sigma_\xi} \rangle_\xi = \langle \hat{e}^{\hat{h}^T n_\xi + \hat{h}^T \sigma_\xi + \hat{h}^T \sigma^T_\xi} \rangle_\xi, \tag{2.38} \]

where \( \hat{h}^x_\xi \equiv (\hat{h}^x_\xi, \hat{h}^y_\xi, \hat{h}^y_\xi) \) are the conjugated fields (sources) to the variables. Generic correlations can then be found via functional differentiation:

\[ \langle n_{X_1} \ldots n_{X_k} \sigma^T_{X_{k+1}} \ldots \sigma^T_{X_{k+m}} \rangle_\xi = \prod_{i_n=1}^k \frac{\delta}{\delta h^*_{X_{i_n}}}, \quad \prod_{i_y=k+1}^m \frac{\delta}{\delta h^*_{X_{i_y}}} \prod_{i_y=m+1}^q \frac{\delta}{\delta h^*_{X_{i_y}}} Z[\hat{h}^n, \hat{h}^x, \hat{h}^y] \big|_{\hat{h}=0}, \tag{2.39} \]

We recall that the average in the definition of the generating functional (2.38) can be expressed as

\[ Z[\hat{h}] = \int D[\xi] \hat{e}^{\hat{h}^T \sigma_\xi} p[\xi]. \tag{2.40} \]

We multiply the integrand by

\[ 1 = \int D[\sigma] \delta(\sigma - \sigma_\xi) = \int D[\sigma^x, \sigma^y, n] \delta(\sigma^x - \sigma^x_\xi) \delta(\sigma^y - \sigma^y_\xi) \delta(n - n_\xi), \tag{2.41} \]

\[ \int D[n_X, \sigma^T_X, \sigma^T_X] \hat{e}^{\hat{h}^T \sigma_\xi} e^{\delta(\partial_t n_X - R^n_X)} \delta(\partial_t \sigma^T_X - R^\sigma_X) \delta(\partial_t \sigma^T_X - R^\sigma_X) = \]

\[ \int D[n_X, \sigma^T_X, \sigma^T_X, \bar{n}_X, \tilde{\sigma}_X, \tilde{\sigma}_X] e^{\hat{h}^T \sigma_\xi} e^{-\tilde{n}(\partial_t n - R^n)e^{-\delta^x(\partial_t \sigma^x - R^\sigma)e^{-\delta^y(\partial_t \sigma^y - R^\sigma)},} \]

where \( \delta \) denotes here a functional Dirac delta function such that, e.g.,

\[ \int D[n] F(n) \delta(n - n_\xi) = F(n_\xi) \tag{2.42} \]

for every test functional \( F \). Assuming that the integrations over \( \sigma \) and \( \xi \) can be exchanged, this yields

\[ Z[\hat{h}] = \int D[\sigma] e^{\hat{h}^T \sigma} \int D[\xi] \delta(\sigma - \sigma_\xi) p[\xi]. \tag{2.43} \]

Note that the generating exponential factor does not depend now on the noise \( \xi \); correspondingly, the integral over \( \sigma \) is performed over all possible trajectories for the variables, while it is the \( \delta \) function which ensures that only those which represent valid solutions of the Langevin equations actually contribute to its result. Denoting now for brevity the r.h.s. of Eqs. (2.31)-(2.33) with \( R^T_X = (R^x_X, R^y_X, R^\sigma_X) \), such that

\[ \partial_t n_X = R^n_X, \quad \partial_t \sigma^x = R^\sigma^x_X, \quad \partial_t \sigma^y = R^\sigma^y_X, \tag{2.44} \]

we can rewrite the \( \delta \) functions as

\[ \delta(\sigma - \sigma_\xi) = J \delta(\partial_t \sigma - R^T_X), \tag{2.45} \]

where \( J \) is the Jacobian accounting for the corresponding change of variables. This Jacobian is a functional of the integration variables \( \sigma^T = (\sigma^x, \sigma^y, n) \) and in principle it could not be neglected. However, it can be shown [10] that it produces a term \( \propto \theta(0) \), where

\[ \theta(t) = \begin{cases} 1 & (t > 0) \\ 0 & (t < 0) \end{cases} \tag{2.46} \]

is the Heaviside step function, and its role is exactly to remove the ambiguity in the definition of \( \theta(0) \) in expectation values. Setting \( \theta(0) = 0 \), we can thereby proceed as if \( J = 1 \). The integration over \( \sigma \) now takes the form

where we have introduced the imaginary response fields \( \tilde{\sigma}^T_X = (\tilde{\sigma}^x_X, \tilde{\sigma}^y_X, \tilde{n}_X) \) and applied the integral representation of the \( \delta \)-function, \( \delta(x) = \int \frac{d y}{2 \pi} e^{-i y x} / 2 \pi \) where the “response variable” \( \tilde{x} \) would correspond in this case to \( y \). The denomination “response fields” comes from the fact that, if one introduces source terms in the Langevin equations \( R_X \to R_X + \tilde{n}_X, \) not to be confused with the effective sources \( \tilde{h} \) which appear in the definition of \( Z \), one sees that the linear response of any observable \( O \) to one of these fields is (with the slight abuse of notation \( \sigma^n \equiv n \))

\[ \frac{\delta \langle O \rangle_\xi}{\delta h^*_X} \big|_{h=0} = \langle O \tilde{\sigma}^T_X \rangle_\xi. \tag{2.47} \]
Since \((\mathcal{R}^x, \mathcal{R}^y, \mathcal{R}^n)\) are linear in \((\xi^x, \xi^y, \xi^n)\), respectively, the integration over the noise can be now computed according to the standard Gaussian identity

\[
\mathcal{N} \int \mathcal{D}[\xi] e^{-\frac{1}{2} \xi^\dagger M^{-1} \xi + \tilde{\xi}^\dagger \tilde{\xi}} = e^{\frac{1}{2} \tilde{\xi}^\dagger M \tilde{\xi}}. \tag{2.48}
\]

The remainder comes instead from the conservative portion of the Langevin equations and constitutes (minus) the “deterministic part” of the action \(S_{\text{det}}\). The generating functional now has the form

\[
Z[\mathcal{H}] = \int \mathcal{D}[\sigma, \tilde{\sigma}] e^{\mathcal{H} + S_{\text{det}} - S_{\text{fluc}}}. \tag{2.50}
\]

The total action of the system is defined as the sum \(S = S_{\text{det}} + S_{\text{fluc}}\). Its full expression is reported below, where we employ the additional abbreviation \(P_X = (D \nabla^2 + \chi)\) to make it more compact:

\[
S = \int_X \tilde{n}_X \left[ (\partial_t - D \nabla^2 + 1 - \chi) n_X + \left( 2n_X - \frac{\epsilon}{\chi} \sigma_X^y \right) P_X n_X - \frac{1}{2} (\tilde{n}_X n_X - \tilde{\sigma}_X^y \sigma_X^y - \tilde{\sigma}_X^y \sigma_X^y) \right]
+ \int_X \tilde{\sigma}_X^y \left[ (\partial_t + \frac{\epsilon + 1}{2} + \left( \frac{\epsilon}{\chi} \sigma_X^y n_X \right) P_X) \sigma_X^y - \frac{1}{2} \sigma_X^y \right]
+ \int_X \tilde{n}_X \left[ (\partial_t + \frac{\epsilon + 1}{2} + n_X P_X) \sigma_X^y n_X - \frac{2\epsilon}{\chi} \sigma_X^y P_X \sigma_X^y - \frac{1}{2} \sigma_X^y \right]. \tag{2.51}
\]

Successively integrating over the two gapped \(\sigma^x, \sigma^y\) fields by neglecting irrelevant derivative terms, we derive the effective microscopic action for the active site density \(n\) alone. This procedure is detailed in the appendix \[B\] and yields

\[
S = \int_X \tilde{n}_X \left[ (\partial_t - D \nabla^2) n_X + \frac{\partial \Gamma(n_X)}{\partial n_X} \right] - \tilde{n}_X^2 \Xi(n_X). \tag{2.52}
\]

In this functional, the information on the coupling to the \(\sigma^x, \sigma^y\) modes is encoded in the effective potential \(\Gamma\) and the noise vertices \(\Xi\).

The potential has the form

\[
\Gamma(n_X) = \frac{\Delta}{2} n_X^2 + \frac{u_3}{3} n_X^3 + \frac{u_4}{4} n_X^4, \tag{2.53}
\]

where \(\Delta\) represents the gap and \(u_3, u_4\) the cubic and quartic nonlinearities. The quartic one

\[
u_4 = \frac{8\omega^2}{\chi + 1} \tag{2.54}
\]

is always positive and ensures dynamical stability of the system, i.e. it guarantees a finite steady-state solution \(n_X < +\infty\). On the other hand, the cubic nonlinearity

\[
u_3 = 2\chi - \frac{4\omega^2}{\chi + 1} \tag{2.55}
\]

experiences a negative correction due to the coherent coupling \(\omega\) and becomes negative for \(\omega > \sqrt{\chi(\chi + 1)/2}\). The existence of the quartic coupling and the negative correction for the cubic coupling result from cohering second order conversion processes

\[
| \uparrow \rangle \rightarrow \frac{\Omega}{\sqrt{2}} (| \uparrow \rangle + | \downarrow \rangle) \rightarrow \left\{ \begin{array}{cl} \Omega^2 | \downarrow \rangle & \text{in } u_4 \\ \Omega^2 | \uparrow \rangle & \text{in } u_3 \end{array} \right. \tag{2.56}
\]

and vice versa. Due to the permanent decay of the coherences, such processes are suppressed by a factor \(1/\chi^{+1}\).

The gap

\[
\Delta = 1 - \chi - \frac{\omega^2}{2(1 + \chi)^3} \tag{2.57}
\]

can be either positive or negative. In the former case (\(\Delta > 0\)), the decay from up-spin states exceeds the "pumping" processes and the system is driven towards the absorbing, state. For \(\chi > 1\), the gap is generally negative and the system ends up in a finite density phase.
while for $\chi < 1$, the strength of the coherent conversion processes $\sim \omega^2$ determines whether the system remains active or becomes inactive. The correction $\propto \omega^2$, coming from the coherent processes, is again suppressed by a factor $\frac{1}{\chi + 1}$ and proportional to the fluctuations in the $\sigma^2$ channel $\sim \frac{1}{(\chi + 1)^2}$, see Appendix B. The physics corresponding to the potential $\Gamma$ will be further detailed in the next Section.

The noise vertices

$$\Xi (n_X) = \mu_3 n_X + \mu_4 n_X^2$$

(2.58)

with couplings

$$\mu_3 = \frac{1}{2} \quad \text{and} \quad \mu_4 = \frac{2\omega^2}{(\chi + 1)^2} \left(1 + \frac{32}{(\chi + 1)^2}\right)$$

(2.59)

vanish for $n_X \to 0$. The linear multiplicative noise factor $\sim n_X$, which we already discussed in the previous Section, is joined here by a quadratic term $\sim n_X^2$, which is proportional to the coherent coupling $\omega^2$, stemming from second order conversion processes. The importance of the noise vertex for the phase transition will be discussed in Secs. IV, V.

Starting from the microscopic Langevin equations, we have derived here the effective density action (2.52). We start by analyzing some of its general properties. Subsequently, we discuss the phase diagram, which contains active and absorbing regimes, as well as the corresponding first and second order phase transitions. In the last part of this Section, we discuss the scaling regimes corresponding to the second order phase transition and the associated critical exponents.

### III. RESULTS

We shall now discuss in further detail the physics of the quantum contact process, which is encoded in the effective density (2.52). We start by analyzing some of its general properties. Subsequently, we discuss the phase diagram, which contains active and absorbing regimes, as well as the corresponding first and second order phase transitions. In the last part of this Section, we discuss the scaling regimes corresponding to the second order phase transition and the associated critical exponents.

#### A. The Action

The action (2.52) interpolates between three structurally different limits:

- **(A) classical:** $\omega \to 0$, associated to a continuous phase transition in the DP universality class.

- **(B) quantum:** $\chi \to 0$, associated to a first-order phase transition between an absorbing and an active state.

- **(C) competing:** $u_3 \to 0$, featuring a bicritical point which separates between the two regimes above.

In region (A), the coupling $u_3 \approx 2\chi > 0$ does not vanish and one can perform the transformation $n_X \to n_X/(\sqrt{2u_3})$ and $\tilde{n}_X \to \sqrt{2u_3} \tilde{n}_X$, such that the action (2.52) becomes

$$S = S_{\text{DP}} + S_4$$

(3.1)

$$= \int_X \tilde{n}_X \left[ \partial_t - D\nabla^2 + \Delta + \sqrt{\frac{u_3}{2}} (n_X - \tilde{n}_X) \right] n_X$$

$$+ \int_X \tilde{n}_X^2 \tilde{n}_X \left[ \frac{u_4}{2u_3} n_X - \mu_4 \tilde{n}_X \right].$$

The first part, $S_{\text{DP}}$, corresponds precisely to the Reggeon field theory, which is known to describe the physics of directed percolation [96, 98]. It stands invariant under the transformation

$$n_X \leftrightarrow -\tilde{n}_X, \quad t \to -t,$$

(3.2)

which is a characteristic symmetry of DP, known as “rapidity inversion” [27, 99]. The second term $S_4$ represents instead the modification to the classical action due to the coherent terms and scales in fact as $S_4 \sim \omega^2 \to 0$ for $\omega \to 0$. This term breaks rapidity inversion, however, for $\omega \ll \chi$ the quartic correction is negligible in a two-fold sense. First and more importantly, loop corrections to the action stemming from the integration over the cubic couplings are strongly infrared-sensitive in dimensions $d < 4$ and, on large wavelengths, dominate over the quartic loop corrections. Second, the microscopic parameters $\mu_4, u_4$ are much smaller than their cubic counterparts such that even on short distances, $S_4$ can be considered an unimportant perturbation. The regime in which the dynamics is dominated by $S_{\text{DP}}$ features a DP phase transition; its extension to values $\omega > 0$ will be discussed in Sec. IV.

The second important parameter region (B) features a large and negative $u_3 < 0$, which leads to the emergence of a second, meta-stable minimum in the potential landscape. In this regime, the transition from the absorbing to the active phase is first-order and takes place at finite gap $\Delta \neq 0$. In this case, no irrelevant terms can be dropped from Eq. (2.52) and a different approach is required. Its discussion will be covered in Sec. V.

The third region (C) is identified by $u_3 = 0$. At this point, coherent and classical processes determine the dynamics of the system on equal footing, which leads to the cancellation of the cubic coupling. Obviously, for this point (and generally for $u_3 \leq 0$) the above introduced transformation to directed percolation type models is not well defined; this anticipates a modified canonical power counting and a universality class different from DP. Instead, we perform the transformation $n_X \to n_X (u_4/\mu_3)^{-1/3}, \tilde{n}_X \to \tilde{n}_X (u_4/\mu_3)^{1/3}$, which yields

$$S = S_{\text{DP}} - \tilde{S}_4$$

(3.3)

$$= \int_X \tilde{n}_X \left[ \partial_t - D\nabla^2 + \Delta + (u_4 \mu_3^2)^{1/3} (n_X^2 - \tilde{n}_X) \right] n_X$$

$$- \int_X \mu_4 \tilde{n}_X^2 n_X^2.$$
For case (C), the first part \( S_{QP} \) determines the long-wavelength dynamics and encodes the novel critical features of the quantum contact process. The loop corrections involving the \( \mu_4 \) vertex, on the other hand, are subleading and may be neglected. This will be expanded upon in Sec. IV. During the completion of this work, we became aware that an action of the form of \( S_{QP} \) has been discussed in the context of generalized reaction diffusion models with a unique absorbing state in Refs. 45–48, and classical models falling in this class numerically analyzed in Refs. 47–48. In these models, as in the present case, \( S_{QP} \) describes the long-wavelength physics at a critical point, which separates a continuous phase transition, corresponding to the directed percolation universality class, from a discontinuous first order phase transition. The corresponding scaling regime and dynamics has been termed “tricritical directed percolation” although the considered systems display only two distinct, stable thermodynamic phases. In the present work, the critical point represents the end point of a line of second order transitions, which separates an active from an inactive phase and represents thus a bicritical point. Since previous analysis of the corresponding dynamics in the literature is rare and inconclusive, we perform an independent mean-field and renormalization group analysis of \( S_{QP} \), i.e. the tricritical directed percolation dynamics, in the following sections. In the present case, this regime is established by classical and coherent contact dynamics on equal footing and will term it the “quantum contact process”.

B. Mean-Field Phase Diagram

In the thermodynamic limit, the steady state corresponds either to the absorbing phase or to the active, finite density phase. In this Section, we discuss the mean-field phase diagram and the nature of the active-to-inactive phase transition for different parameter regimes by neglecting spatial fluctuations at the level of the action. This corresponds to restricting to a stationary, spatially-uniform \((n_X \rightarrow n, \hat{n}_X \rightarrow \hat{n})\) saddle-point approximation of the path integral, which satisfies the Euler-Lagrange equations

\[
\frac{\delta S}{\delta \hat{n}} = 0 \quad \Leftrightarrow \quad \Gamma'(n) - 2\hat{n} \Xi(n) = 0,
\]

\[
\frac{\delta S}{\delta n} = 0 \quad \Leftrightarrow \quad \hat{n} [\Gamma''(n) - \hat{n} \Xi'(n)] = 0,
\]

where the primes are the standard notation for differentiation with respect to the argument. A further simplification comes from the properties of the response fields: according to Eq. (2.47),

\[
\hat{n} = \langle \hat{n}_X \rangle_\xi = \left( \frac{\delta}{\delta \hat{n}_X} \right)_\xi |_{\hat{n} = 0} = 0,
\]

i.e., \( \hat{n} \) is the response of the identity to an external field and therefore trivially vanishes. Hence, one finds the intuitive result that the properties of the system are encoded in the potential (3.6) (reported here for convenience)

\[
\Gamma(n) = \frac{\Delta}{2} n^2 + \frac{u_3}{3} n^3 + \frac{u_4}{4} n^4,
\]

Figure 1. Mean-field phase diagram of the quantum contact process. The system can undergo a phase transition from an absorbing state towards an active, non-zero density phase, which can be either continuous (solid line) or first order (dashed line). The second and first order lines meet at a bicritical point. The axes represent the rescaled classical branching rate \( \chi = \Delta \kappa/\gamma \) and the quantum branching rate \( \omega = \Omega z \kappa/\gamma \) and correspond to the classical (A) and quantum (B) limits, respectively. The dotted diagonal line indicates the competing regime (C). On the right, the corresponding evolution of the potential as a function of the axes’ parameters is shown for i) the first order transition and ii) the second order transition.

with the couplings (2.54)–(2.57). The potential \( \Gamma \) describes the deterministic dynamics in the absence of noise and spatio-temporal fluctuations; in the long-time limit, this dynamics will relax towards its global minimum, whose properties thereby determine the thermodynamic phases and the in-between phase boundaries. The corresponding results are reported in the left panel Fig. [1].

Recalling that \( u_4 \) is always positive, one can distinguish three different regimes:

(I) For \( \Delta < 0 \), \( \Gamma \) has a single minimum at finite density

\[
n_X = n_{MF} = \frac{-u_3 + \sqrt{u_3^2 - 4u_4 \Delta}}{2u_4}.\]

This region is thus a portion of the active phase.

(II) For \( \Delta > 0 \), \( u_3 > 0 \), there is a single minimum of the potential at \( n_X = 0 \) and the absorbing state is the steady state of the system.

(III) For parameters \( \Delta > 0 \), \( u_3 < 0 \), \( \Gamma \) has one local minimum at \( n_X = 0 \) and a second local minimum at \( n_X = n_{MF} \). In the absence of noise, the system will always relax towards the global minimum of the potential, which is located at \( n_X = 0 \) for \( u_3 > u_c = -3 \sqrt{u_4 \Delta/2} \) and at \( n_X = n_{MF} \) for \( u_3 < u_c \).
The nature of the transition between the active and the absorbing phases depends on the position in parameter space.

We start from the boundary separating (I) from (III), corresponding to the regime dominated by the quantum limit (B) discussed above: for \( u_3 < 0 \), i.e. for \( \omega > \sqrt{\chi(\chi+1)/2} \), the phase transition takes place at \( u_3 = u_c \). As the transition line is crossed, the density jumps from zero to a finite value. Furthermore, the system remains gapped (\( \Delta > 0 \)) at the transition and keeps a finite correlation length \( \xi = \sqrt{D/\Delta} < \infty \). These are hallmarks of a discontinuous, first-order phase transition. Due to the finite correlation length, the theory remains well behaved at long wavelengths (i.e., free of infrared singularities) and the qualitative mean-field picture does not break down once fluctuations are included. The latter will only lead to perturbative corrections of the system parameters, which may become quantitatively substantial, but remain finite. An interesting situation appears in one spatial dimension, where the critical region of the neighboring bicritical point – i.e., the region where critical fluctuations become comparable with the mean-field couplings and therefore dominate the behavior of the system – grows to encompass part of the first-order line (see Fig. 3). This leads to strong, infrared dominated corrections to the dynamics of the first order transition. An estimation of the extension of the critical region via the calculation of the corresponding Ginzburg scale \( \xi \) will be provided further below. Apart from spatial fluctuations, one has to consider the effect of the non-equilibrium noise vertices \( \xi \). Their effect is non-perturbative and leads to a shift of the transition line, which is discussed in Sec. V.

For \( u_3 \geq 0 \), the transition takes place when the gap vanishes (\( \Delta = 0 \)), corresponding to the boundary between (I) and (II) and to the regime dominated by classical physics (B). In this case, the density varies continuously across the transition and the phase transition is of second order. Due to the vanishing gap, spatial fluctuations induce infrared divergent corrections to the dynamics and the mean-field picture is significantly modified. The relevant scaling and the corresponding regimes are discussed in Sec. III C.

Finally, a special role is played by the point (\( \Delta, u_3 \)) = (0,0) (lying within (C)) at which the first and second order transition lines terminate. This represents a bicritical point, for which the physics is dominated by the coherent vertex \( u_3 = \omega^2 \) alone. The corresponding scaling regime is discussed in the subsequent Section, while a renormalization group analysis is presented in Sec. IV.

C. Scaling Regimes at the Second Order Transition

We present here the universal scaling behavior at the second order phase transition and identify the corresponding regimes for which it is observable. The mean-field description of the previous Section breaks down when fluctuation corrections become significantly strong. The scale at which this occurs is known as Ginzburg scale \( \xi \); we will discuss it together with the corresponding scaling corrections. The main points highlighted in this Section are summarized in Table I and Fig. 3.

For \( u_3 < 0 \), the transition takes place when the gap vanishes (\( \Delta = 0 \)), corresponding to the boundary between (I) and (II) and to the regime dominated by classical physics (B). In this case, the density varies continuously across the transition and the phase transition is of second order. Due to the vanishing gap, spatial fluctuations induce infrared divergent corrections to the dynamics and the mean-field picture is significantly modified. The relevant scaling and the corresponding regimes are discussed in Sec. III C.

Finally, a special role is played by the point (\( \Delta, u_3 \)) = (0,0) (lying within (C)) at which the first and second order transition lines terminate. This represents a bicritical point, for which the physics is dominated by the coherent vertex \( u_3 = \omega^2 \) alone. The corresponding scaling regime is discussed in the subsequent Section, while a renormalization group analysis is presented in Sec. IV.

In the following, we shall employ the standard notation \([1,8,9,10]\) for the critical exponents of magnetic systems, such that in a neighborhood of the critical point the order parameter (density of active sites) scales as \( n \sim \Delta^\beta \) with the closing gap, the correlation length \( \xi \) diverges as \( \xi \sim \Delta^{-\nu} \) and the dispersion relation of the frequencies \( \varpi \) vanishes as \( \varpi \sim q^{\nu} \) in the limit of vanishing momenta \( q \to 0 \) (IR, or large-wavelength limit), with \( z \) the dynamical exponent, not to be confused with the aforementioned coordination number of the lattice appearing e.g. in Eqs. (2.11)-(2.13). With these conventions, the scaling dimension \( d_n \) of the field \( n \) can be expressed via the hyperscaling relation \( d_n = -\beta/\nu \). Within the mean-field description, \( \varpi = iDq^{z} \) and \( \xi = \sqrt{D/\Delta} \). Consequently, \( z_{MF} = 2 \) and \( \nu_{MF} = 1/2 \) independently.

![Figure 2. Diagrammatic representation of the a) one-loop and b) two-loop correction of the vertex \( \mu_3 \). Ingoing lines represent density fields \( n \), while outgoing lines represent response fields \( \bar{n} \). The retarded propagator (3.11) corresponds to a directed line, where the arrow points from earlier to later times (the propagator vanishes if this order is inverted, see (3.12).)]
of the dimensionality. In order to determine the order parameter exponent \( \beta_{MF} \), one has to solve the deterministic (stationary) equation for the density in the absence of fluctuations

\[
\partial_t n = 0 = \frac{\delta \Gamma}{\delta n} = (\Delta + u_3 n + u_4 n^2) n. \quad (3.7)
\]

Apart from the absorbing state solution \( n = 0 \), one finds

\[
n = \frac{u_3}{2u_4} \left[ \sqrt{1 + 4\Delta u_4 u_3^{-1}} - 1 \right] = \begin{cases} \left( \Delta / u_4 \right)^{\frac{1}{4}} & \text{for } u_3 = 0, \\ \Delta / u_3 & \text{for } u_4 = 0. \end{cases} \quad (3.8)
\]

As a consequence, the value of the order parameter exponent depends on the parameter regime. For \( 4\Delta u_4 \gg u_3^2 \), the classical branching process dominates over the coherent process and \( \beta_{MF} = 1 \). In this limit, the theory describes the mean-field dynamics of classical directed percolation (DP).

On the other hand, for \( 4\Delta u_4 \ll u_3^2 \) the coherent processes dominate and the corresponding scaling behavior is that of a \( \phi^4 \)-theory with a non-equilibrium noise vertex \( \Xi \sim n \), which explicitly breaks the \( \mathbb{Z}_2 \) symmetry \( n \rightarrow -n \), \( \tilde{n} \rightarrow -\tilde{n} \). We term this the quantum contact process regime (QP) and the corresponding mean-field exponent is \( \beta_{MF} = \frac{1}{2} \).

The mean-field predictions remain valid as long as fluctuations remain small. In order to estimate the scale (in particular, we choose here the gap \( \Delta \)) at which fluctuations become sufficiently correlated to compete with the average local field, i.e. the Ginzburg scale, we compare here the bare couplings with the one-loop perturbative corrections induced by the interaction terms, which read

\[
\Delta S = \frac{1}{2} \text{Tr} \log S^{(2)}, \quad \text{with } S^{(2)}_{\alpha, \beta, XY} = \frac{\delta^2 S}{\delta n_{\alpha, X} \delta n_{\beta, Y}}. \quad (3.9)
\]

Here, the indices \( \alpha \) and \( \beta \) distinguish between density \( n_{1,X} = n_X \) and response fields \( n_{2,X} = \tilde{n}_X \). A detailed computation of the loop corrections can be found in Appendix B. The strongest infrared divergence is associated to the most relevant non-linearity in the action and therefore produces a correction to the cubic coupling \( \mu_3 \), which can be represented as the Feynman diagram in Fig. 2(a). It corresponds to the free propagator and momentum integral

\[
\delta \mu_3^{(1)} = u_3 \mu_3^2 \int_{q,\omega} (G_{q,\omega})^2 G_{q, -\omega} \approx \gamma_d^{(1)} \frac{u_3 \mu_3^2}{D^2} |\Delta|^{\frac{d-1}{4}}, \quad (3.10)
\]

over the retarded Green’s functions

\[
G_{q,\omega} = (-i\omega + Dq^2 + \Delta) \quad (3.11)
\]

in \( d \) dimensions and a dimension-dependent numerical prefactor \( \gamma_d^{(1)} \), see App. B. The diagrammatic representation of Eq. (3.10) is shown in Fig. 2(a). We recall that \( G_{q,\omega} \) corresponds to the response function \( n_{q,\omega} \sim n_{q, -\omega} \); indeed, Fourier back-transforming to time coordinates yields

\[
G_{q,t} = \int \frac{d\omega}{2\pi} e^{-i\omega t} G_{q,\omega} = \theta(t) e^{-t(Dq^2 + \Delta)}, \quad (3.12)
\]

highlighting the causal structure \( G(t < 0) = 0 \). \( \delta \mu_3^{(1)} \) is diverging for \( \Delta \rightarrow 0 \) in dimensions \( d < 4 \). The Ginzburg scale is obtained by setting \( \delta \mu_3^{(1)} = \mu_3 \), which defines a threshold

\[
\Delta_G \approx \left( \frac{D^2}{\gamma_d^{(1)} u_3 \mu_3^2} \right)^{\frac{d}{d-4}} \quad (3.13)
\]

below which \( (|\Delta| < \Delta_G) \) fluctuations are strong and the system enters the critical scaling regime, and above which \( (|\Delta| > \Delta_G) \) fluctuations are instead small and the system is approximated by the mean-field solutions. In the critical regime, the exponents correspond to the directed percolation universality class below the critical dimension \( d_c = 4 \) (see Table I or Table 2 in [24]).

Approaching the bicritical point, the cubic coupling \( u_3 \) vanishes, alongside all one-loop corrections to the action. The leading order corrections thus consist of two-loop diagrams, of which the cubic noise correction \( \delta \mu_3^{(2)} \) turns out to have the strongest infrared divergence. The diagrammatic representation is shown in Fig. 2(a) and the analytical value is determined by the integral

\[
\delta \mu_3^{(2)} = \int_{q,\omega,\nu} G_{q,\omega} G_{p,\nu} G_{p-\nu, -\omega} G_{p+q,\nu-\omega} \approx \gamma_d^{(2)} \frac{u_3 \mu_3^2}{D^2} |\Delta|^{d-3}. \quad (3.14)
\]

This correction diverges for \( \Delta \rightarrow 0 \) only in \( d < 3 \) and the corresponding Ginzburg scale is set by \( \delta \mu_3^{(2)} = \mu_3 \); it reads

\[
\Delta_G \approx \left( \frac{D^2}{\gamma_d^{(2)} u_3 \mu_3^2} \right)^{\frac{d}{d-3}} \quad (3.15)
\]

and appears only in dimensions \( d = 2, 1 \). Inside the associated critical regime, the scaling behavior is determined by the bicritical point, which represents a different non-equilibrium universality class. In the following Section we set up a functional renormalization group approach and determine the relevant universal quantities.

IV. RENORMALIZATION GROUP APPROACH TO THE BICRITICAL POINT

In the previous Section, we have discussed the emergence of a bicritical point in the phase diagram and analyzed the associated scaling behavior. In three spatial dimensions, this point displays mean-field scaling behavior, with exponents given in Tab. I. In lower dimensions,
however, the exponents experience strong infrared modifications below the Ginzburg scale and one finds universal corrections to the mean-field exponents. Our estimates for the critical exponents have been determined instead via a background field functional renormalization group approach (FRG) [88, 105], with results reported in Tab. I. We devote this Section to present the application of this method to our case.

A. Canonical scaling dimensions

The action describing the leading order dynamics at the bicritical point is given by $S_{QP}$ in Eq. (3.3). The cubic coupling $u_3$ is zero at this point and the quartic noise vertex $\sim \mu_4$ represents a subleading correction. Due to causality, all one-loop corrections of the quadratic sector vanish for $u_3 = 0$. On the other hand, two loop corrections involving $\mu_4$ have a less relevant infrared divergence $\sim |\Delta|^{d/2}$ than the corrections involving $\mu_3$, which diverge as $|\Delta|^{d/3}$ for $\Delta \to 0$. In order to give a first estimate for the critical exponents at the bicritical point, we focus here on the leading order action $S_{QP}$.

In the absence of a quadratic noise scale $\sim T\tilde{n}_X^2$, the canonical scaling dimensions $d_n, d_\nu$ of the fields $n_X, \tilde{n}_X$ have been determined on the basis of the mean-field scaling behavior and the general properties of the action. As mentioned in the previous Section, the strongest infrared divergence in the absence of $u_3$ appears, below $d = 3$, in the renormalization of the cubic noise vertex $\delta \mu_3^{(2)} \sim |\Delta|^{d/3}$. This sets the upper critical dimension of the bicritical point to $d_c = 3$. The hyperscaling relation $\beta = -n d_n$, which is valid in dimensions $d \leq d_c$, together with the mean-field exponents $\beta_{MF} = \nu_{MF} = 1/2$, determines the scaling dimension $d_n = -1$ in three dimensions. This deviates from the canonical scaling of the directed percolation universality class, which is fixed instead by the rapidity inversion symmetry to $\nu_{0} = \nu_{\hat{c}} = -d/2$ (i.e., $d_\nu = -3/2$ in $d = 3$). In order to determine the canonical power counting at the bicritical point, one requires the action to be invariant under the canonical scaling transformation $x \to bx, t \to b^\beta t$. Thus one finds $z = 2, d_n + d_\nu = -d$ in the quadratic sector, as well as $2d_n = d_\nu$ in the cubic and quartic sector. This sets the canonical scaling of the fields and couplings at the bicritical point to

$$d_n = -d/3, \quad d_\nu = -2d/3, \quad d_\Delta = -2, \quad d_{\mu_3} = d_{u_3} = 2(d - 3)/3.$$  (4.1)

This result is consistent with the upper critical dimension $d_c = 3$, below which the scaling of the non-linearities in Eq. (4.1) becomes relevant. It also reproduces the mean-field scaling $\beta = \nu = 1/2$ in $d = d_c = 3$.

According to the canonical scaling in Eq. (4.1), there exist only two additional relevant couplings at the bicritical point. The first one is the cubic coupling $u_3$, which has $d_{u_3} = (d - 6)/3$. A non-zero cubic coupling $u_3 \neq 0$ would therefore induce a much stronger infrared divergence than the couplings $u_4, \mu_3$ and always dominate the renormalization group flow on long wavelengths. A second relevant coupling according to the present power counting is represented by an additive noise scale, described by a term $T\tilde{n}_X^2$. In this term, $T$ acts as an effective low frequency temperature and its canonical scaling dimension is as well $d_T = (6 - d)/3$ and would be a relevant perturbation if generated under RG (even if absent in the microscopic model). It is thus important to show, that such terms cannot be generated in the renormalization group flow and $T$ remains pinned exactly to its initial value $T = 0$. In the following, we will give a brief

Figure 3. Scaling regimes for the second order phase transition in dimensions $d = 3, 2, 1$. In the white region, mean-field scaling behavior according to classical directed percolation (DP) is observed, while the blue region corresponds to critical scaling of the classical DP universality class below the Ginzburg scale. In the yellow regions, the dynamics is dominated by the mean-field behavior of the quantum contact process (QP). The critical behavior of the QP corresponds to the bicritical point and is found in the red region. The black (red) dashed line indicates the line of second (first) order transitions.
argument, why this is the case for the present system based on the functional renormalization group.

For the present system, the microscopic action has the important property \( S_{\tilde{n}=0} = 0 = S_n=0 \). The first equality is nothing but the causality condition and must hold for any MSRJD action. The second is a specific property of the present system, resulting from the fact that the microscopic action contains no vertex consisting solely of response fields. Moreover, it is clear that for an action with the property \( S_{\tilde{n}=0} = 0 \) no such noise vertex can be generated on one-loop level. Since the functional renormalization group is the one-loop exact RG evolution equation for the effective action \[109\], the property \( S_{\tilde{n}=0} = 0 \) remains exact for each single renormalization group step. It is thus invariant under renormalization.

This demonstrates the two necessary conditions in order to observe the properties of this specific bicritical point. First, one has to fine tune the coherent and classical branching \( \omega, \chi \) into the scaling regime of the bicritical point, centered around the point \( u_3 = 0 \) and displayed in Fig. 3. Second, there must not be any additive noise scale \( \sim T \) or any other pure noise vertex in order to ensure the condition \( S_{\tilde{n}=0} = 0 \).

B. Functional Renormalization Group Approach

In order to determine the critical exponents at the bicritical point, we perform a functional renormalization group (FRG) analysis of the effective action \( \Gamma_{\text{eff}} \). It is important to remark that \( \Gamma_{\text{eff}} \) here is not just the rescaled version of the potential \( \Gamma[n] \) under RG, but the full generator of one-particle irreducible (1PI) correlation and response functions \[107\] \[108\]. The FRG describes the evolution of the microscopic action \( S \) towards the effective action \( \Gamma_{\text{eff}} \) via the Wetterich equation \[109\] \[110\]

\[
\partial_k \Gamma_k = \frac{1}{2} \text{Tr} \ln \left[ (\Gamma_k^{(2)} + R_k)^{-1} \partial_k R_k \right].
\]

Here, \( k \) is a running momentum scale and \( \Gamma_k \) interpolates between the microscopic action \( S = \Gamma_{k=\Lambda} \), where \( \Lambda \) is the ultraviolet cutoff of the theory and the effective action \( \Gamma_{\text{eff}} = \Gamma_{k=0} \). \( \Gamma_k^{(2)} \) is the second order functional derivative of \( \Gamma_k \) with respect to the fields \( n, \tilde{n} \) — analogously to \( S_k^{(2)} \) in Eq. \[3.9\] — and \( R_k \) is an optimized momentum cutoff, which is diagonal in momentum and frequency, and has momentum-space matrix elements \[111\]

\[
R_k(q) = D_k (k^2 - q^2) \Theta(k^2 - q^2).
\]

Here, \( D_k \) is the flowing diffusion constant (i.e., the value taken by \( D \) at the scale \( k \)).

The defining property of a critical point is the scale invariance of correlation and response functions, which is equivalent to the scale invariance of \( \Gamma_{\text{eff}} \). Thus a critical point in parameter space corresponds to the scale invariance of the Wetterich equation \[4.2\] in the limit \( k \to 0 \). The present system contains at least two different critical points, namely the one corresponding to the directed percolation universality at \( \omega = 0 \) and the bicritical point \( u_3 = 0 \). In order to ensure that the effective action flows towards the latter, we initialize Eq. \[4.3\] with \( \Gamma_{k=\Lambda} = S_{QP} \) and set the cubic coupling \( u_3 \) to remain zero during the entire flow. Generally, a non-zero flow of \( u_3 \) is generated when starting from a microscopic action of the form of \( S_{QP} \), which is in accordance with the fact that the bicritical point corresponds to a fine tuning of two distinct parameters, \( \Delta, u_3 \), both representing relevant directions. Strictly speaking, setting \( u_3 \) to zero during the flow thus corresponds to a microscopic starting point in the scaling regime of the bicritical point and an RG flow towards the bicritical point, which is reached in the limit \( k \to 0 \).

For the present approach, we consider only the most relevant vertices at the bicritical point, which corresponds to a truncation of the form

\[
\Gamma_k = \int_X \tilde{n}_X \left[ Z_k \partial_t + D_k \nabla^2 + \Delta_k - \mu_k \tilde{n}_X + u_k \tilde{n}_X^2 \right] n_X.
\]

Within this truncation, the flow of \( \Gamma_k \) is mapped onto the flow of the field independent couplings \( (Z_k, D_k, \Delta_k, \mu_k, u_k) \). In the limit \( k \to \Lambda \) the microscopic parameters are recovered and the “wave function” renormalization (i.e., the renormalization factor of the composite field \( \tilde{n} \)) \( Z_{\Lambda} \to 1 \). As discussed in the previous Sections, the truncated action \[4.4\] does not get renormalized at the one-loop level, and the corresponding FRG flow is zero according to \[4.2\]. New contributions appear, however, in a two-loop computation, and indeed \( \Gamma_k \) gets renormalized. Thus, for the specific dynamics at the bicritical point, the leading order corrections are of two-loop order and one has to modify the truncation \[4.4\] in order to capture this effect.

In order to do so, we approach the bicritical point not from the absorbing, but from the active phase, such that the density field \( n_X \to n_X + \rho_k \) is expanded around a finite stationary value \( \rho_k \). This new variable \( \rho_k \) represents now a field-dependent background field \[112\]. Some of us have performed the same approach in Ref. \[112\] in order to determine the critical exponents of the directed percolation (DP) universality class. The effect of the background field is the effective inclusion of higher order loop corrections within a one-loop computation. There are, however, two major differences between the setup in \[112\] and the present one. First, in \[112\] the effective higher order diagrams gave a valuable correction to the leading order renormalization group flow, which led to a significant improvement in the estimates for the critical exponents. In the present setup, however, the effective higher order loop corrections represent the leading order terms in the renormalization group flow. Second, in \[112\] the background field introduced an imbalance between the response and the density field during the FRG flow, which had to be compensated by an additional flowing...
parameter. Here, the imbalance between density and response field is present already in the microscopic action and no such parameter has to be introduced. The background field approach increases the number of flowing parameters by one and one has to determine now the flow equations for \((Z_k, D_k, \rho_k, \Delta_k, \mu_k, u_k)\).

The standard procedure for obtaining these flow equations consists in projecting Eq. (4.2) onto the different (quadratic, cubic, . . . ) sectors \[20, 110\]. The flow of the inverse propagator for instance is determined via

\[
\partial_k G_k^{-1}(q, \omega) = \left( \frac{\delta^2}{\delta n_{q,\omega} \delta \bar{n}_{q,\omega}} \partial_k \Gamma_k \right)_{n = \bar{n} = 0}
\]

(4.5)

and the flow of the remaining couplings is determined accordingly. In order to identify a scale invariant fixed point of these equations, one has to rescale the couplings to make them dimensionless. Moreover, the wave function renormalization and diffusion constants are eliminated via the transformation

\[
(n, \bar{n}, t) \rightarrow (n Z_k^{-\frac{1}{4}}, \bar{n} Z_k^{-\frac{3}{4}}, t Z_k D_k^{-1}),
\]

(4.6)

in accordance with canonical power counting. The rescaled couplings are

\[
\begin{pmatrix}
\tilde{\rho}_k
\\tilde{\Delta}_k
\tilde{\mu}_k
\tilde{u}_k
\end{pmatrix} = \begin{pmatrix}
(Z_k)^{\frac{1}{4}} \rho_k
k^{-2} \Delta_k^\frac{1}{2} D_k
k^{-3} \Delta_k^\frac{3}{2} D_k
k^{-3} \Delta_k D_k
\end{pmatrix}
\]

(4.7)

In these units, the anomalous dimensions read

\[
\eta_D = -\frac{k \partial_k D_k}{D_k} = \frac{3 C_d \bar{u}_k \tilde{\mu}_k \tilde{\rho}_k}{d(1 + \Delta_k)^3},
\]

(4.8)

\[
\eta_Z = -\frac{k \partial_k Z_k}{Z_k} = \frac{2(2 + d - \eta_D)}{(2 + d)} \eta_D,
\]

(4.9)

where

\[
C_d = \frac{2 \pi \frac{d}{2}}{\Gamma(d/2)}
\]

(4.10)

is the surface of the d-dimensional unit sphere (or d-dimensional solid angle). Employing \(\eta_Z\) as a shorthand, the flow equations of the background field and the gap can be brought as well into a simple form

\[
k \partial_k \tilde{\rho}_k = \left( \frac{\eta_Z}{4} \left( 42 + \frac{1}{\bar{u}_k \tilde{\rho}_k^2} - \frac{d + \eta_Z}{3} \right) \right) \tilde{\rho}_k,
\]

(4.11)

\[
k \partial_k \tilde{\Delta}_k = \left( -2 + \eta_D + \frac{\eta_Z}{2} \left( 3 + \frac{1}{\tilde{\Delta}_k} \right) \right) \tilde{\Delta}_k,
\]

(4.12)

while the ones for the non-linear couplings show an increased complexity

\[
k \partial_k \tilde{\mu}_k = \left( \frac{2}{3} (d - 3 + \eta_Z) + \eta_D - \eta_Z (6 - \mathcal{O}(\tilde{\mu}_k^2)) \right) \tilde{\mu}_k,
\]

(4.13)

\[
k \partial_k \tilde{u}_k = \left( \frac{2}{3} (d - 3 + \eta_Z) + \eta_D - \eta_Z (21 - \mathcal{O}(\tilde{\mu}_k^2)) \right) \tilde{u}_k.
\]

(4.14)

Hence, the corresponding fixed point equations

\[
k \partial_k \begin{pmatrix}
\tilde{\rho}_k
\tilde{\Delta}_k
\tilde{\mu}_k
\tilde{u}_k
\end{pmatrix} = 0
\]

(4.15)

have to be solved numerically. The critical exponents are extracted from the numerical fixed point values via the relations,

\[
z = 2 - \eta_D + \eta_Z, \quad \beta = \frac{d + \eta_Z}{3} \nu
\]

(4.16)

while \(\nu\) corresponds to the inverse of the largest eigenvalue of the flow equations’ stability matrix at the fixed point. The results of this analysis are summarized in Tab. \(\|\) which provides a quantitative estimate of the critical behavior governed by the class of the bicritical point.

**V. FIRST ORDER TRANSITION**

In Section III B we have seen that in regime (III) (i.e., \(\Delta > 0\) and \(u_3 < 0\)) the mean-field prescription predicts the presence of two stable stationary configurations in the dynamics (corresponding to the minima of the effective potential (2.53)). Once fluctuations are included, however, one of them becomes metastable and eventually decays to the other one. Depending on the parameters, different minima can become stable in different regimes; the separatrices (i.e., all the points at which stability switches from one solution to the other) between these phases correspond to first-order transitions. In equilibrium, the actual stable state is the global minimum of the free energy, while the remaining local minima are metastable. The present case is however different due to the multiplicative \(\propto \sqrt{n}\) nature of the noise, which makes fluctuations much more relevant in the neighborhood of the finite-density minimum than in the one of the absorbing state. Therefore, this produces a bias towards the latter, which must be accounted for. The metastable dynamics takes place at a finite correlation length \(\xi < \infty\) and therefore is not driven by infrared divergent spatial fluctuations. In the following, we will thus neglect them and discuss the first order phase transition in the presence of non-equilibrium noise via an optimal path approximation \(39\).
A. Optimal path approximation

In the coexistence region (III), the mean-field solutions found in Sec. III B read \( n_0 = 0 \) (absorbing) and \( n_{MF} = \sqrt{a^2 - 4a\Delta - u_0} \) (active), which solve

\[
\Gamma'[n] = \frac{\partial \Gamma}{\partial n}[n] = 0. \quad (5.1)
\]

In order to determine the stable phase of this model in the thermodynamic limit (in the following “thermodynamic phase” for short), we search for a “classical” trajectory in phase space — i.e., a trajectory in the \((n, \tilde{n})\) space which keeps the action stationary — which connects the two minima. This trajectory is referred to as the \textit{optimal path} and determines the preferred minimum of the potential in the presence of noise \([99]\). The stationarity of the action is ensured by enforcing the Euler-Lagrange equations

\[
\frac{\delta S}{\delta n_X} = \frac{\delta S}{\delta \tilde{n}_X} = 0. \quad (5.2)
\]

The common solution \( \tilde{n}_X = 0 \) of vanishing noise field yields the deterministic equation of motion

\[
\partial_t n_X = -\Gamma'[n_X] \quad (5.3)
\]

for \( n_X \) and remains valid for small fluctuations around the minima \( n_0 \) and \( n_{MF} \), but does not account for large fluctuations connecting one minimum to the other. We have therefore to look for those solutions of \( (5.2) \) that do.

Neglecting spatial fluctuations and keeping only the dependence on time, we replace the fields \((n_X, \tilde{n}_X) \rightarrow (n_t, \tilde{n}_t)\) with spatially homogeneous and temporally fluctuating ones. The action \( S \) takes the form

\[
S = V \int \left[ \tilde{n}_t \left( \partial_t n_t + \Gamma'[n_t] \right) - \tilde{n}_t^2 \Xi[n_t] \right]; \quad (5.4)
\]

with \( V \) the volume of the system. This leads to the dynamical saddle point equations

\[
0 = \frac{1}{V} \frac{\delta S}{\delta \tilde{n}_t} = \partial_t \tilde{n}_t + \Gamma'[n_t] - 2\tilde{n}_t \Xi[n_t], \quad (5.5)
\]

\[
0 = \frac{1}{V} \frac{\delta S}{\delta n_t} = (\partial_t \Gamma''[n_t] - \tilde{n}_t \Xi'[n_t]) \tilde{n}_t. \quad (5.6)
\]

Note that, by defining the effective Hamiltonian

\[
H[n_t, \tilde{n}_t] = \tilde{n}_t (\tilde{n}_t \Xi[n_t] - \Gamma''[n_t]), \quad (5.7)
\]

these take the form of Hamilton-Jacobi equations

\[
\partial_t n_t = \frac{\partial H}{\partial \tilde{n}_t}, \quad \partial_t \tilde{n}_t = -\frac{\partial H}{\partial n_t}, \quad (5.8)
\]

and thus \( \frac{dH}{dt} = 0 \). Consequently, trajectories in phase space can be seen as level curves at constant \( H = \bar{E} \). The stationary solutions \( n_0 \) and \( n_{MF} \) have been identified for \( \tilde{n} = 0 \), which implies \( H = 0 \). The remaining trajectories at zero energy are given by either \( n_t = 0 \) or

\[
\tilde{n}_t = \Xi^{-1} \Gamma'. \quad (5.9)
\]

With this last choice, the equation of motion for the density field \( (5.5) \) becomes

\[
\partial_t n_t = \Gamma', \quad (5.10)
\]

corresponding to motion in an inverted potential \(-\Gamma\). This implies that the stationary solutions become unstable along these trajectories, which are thus the right candidates to escape from the attraction basins of the steady states and to describe large fluctuations \([99]\).

The exponential of the action \( e^{-S[n_t, \tilde{n}_t]} \) represents the statistical weight of a trajectory; for optimal paths we have, upon substitution of Eq. \( (5.9) \),

\[
S_{OP} = V \int_{t_i}^{t_f} \tilde{n}_t \partial_t n_t \, dt = V \int_{n_i}^{n_f} \tilde{n} \, dn = V \int_{n_i}^{n_f} \Gamma' \, dn, \quad (5.11)
\]

for a generic trajectory connecting an initial field configuration \( n_i = n_{i-t} \) with a final state configuration \( n_f = n_{t-t_f} \). The remaining expression is independent of the initial and final time and one can thus choose \( t_i = 0 \) and \( t_f = t \), such that \( S_{OP} \) interpolates between the initial and the current state at time \( t \). Fixing a given \( n_i \) as a reference value, these rates can be used to reconstruct the probability distribution to reach \( n_f \) (for details, see Appendix D) which is proportional to

\[
e^{-S_{OP}(n_i, n_f)} = e^{-V(F(n_f) - F(n_i))}, \quad (5.12)
\]

where the integral \( F(n_i) \) is defined (up to an irrelevant constant) by \( \frac{\partial F}{\partial n} = \Xi \frac{\partial}{\partial n} \). Setting \( n_i = 0 \) and normalizing the distribution yields

\[
P(n_f) = Z^{-1} e^{-V F(n_f)}, \quad \text{with} \quad Z = \int dn \ e^{-V F(n)}. \quad (5.13)
\]

We want to stress that the existence of a stationary state probability distribution of the form \( (5.13) \) does not imply that the system is effectively in thermal equilibrium. The balance between noise and deterministic dynamics leads to an effective ”free energy” \( F \) for the stationary distribution. However, detailed balance is not restored in the system, which can be seen by the fact that the equation of motion from the field — cannot — be read off the function \( F \). Naively taking this \( F \) as describing thermal equilibrium, the equation of motion derived from Eq. \( (5.13) \) would read

\[
\partial_t \phi = -\frac{\partial F}{\partial \phi} + \xi_t \quad \text{with} \quad \langle \xi_t \xi_{t'} \rangle = \frac{\delta(t-t')}{V}. \quad (5.14)
\]

This equation is not equivalent to the correct Langevin equation of motion for the dynamics of the field

\[
\partial_t \phi = -\frac{\partial \Gamma}{\partial \phi} + \xi_t \quad \text{with} \quad \langle \xi_t \xi_{t'} \rangle = \frac{\delta(t-t')}{V} \Xi. \quad (5.15)
\]
In this sense, the existence of an effective stationary state probability distribution does neither imply detailed balance nor can a corresponding equation of motion be derived from the functional $F$ alone.

The integral $F(n)$ can be determined by common integration with respect to $n$ and reads

$$F(n) = \Delta l + 2u_3 \frac{n^3}{\mu} + u_4 \frac{n(n\mu - 2) + 2l}{\mu^2}. \quad (5.16)$$

Here, we defined the function $l = \frac{\ln(1+\mu n)}{\mu}$ and noise ratio $\mu = \mu_4/\mu_3 = 2\mu_4$.

In the thermodynamic limit $V \to \infty$, the volume factor in the exponent of $P(n_f)$ suppresses all field configurations except the one that minimizes $F$. Thus

$$P(n_f) \overset{V \to \infty}{\to} \delta(n_f - n_{\text{min}}), \quad (5.17)$$

where $n_{\text{min}}$ is the minimizing density field. One can thus compare $F(n = 0) = 0$ with the value $F(n = n_{\text{MF}})$ and finds the system in the active phase for $F(n = n_{\text{MF}}) < 0$ and in the absorbing phase for $F(n = n_{\text{MF}}) > 0$. The first order phase transition takes place at $F(n = n_{\text{MF}}) = 0$.

We compare our non-equilibrium result to the more usual case of thermal equilibrium. In the latter case, the noise kernel is simply the temperature $\Xi_i = T$ and the integration over the optimal path trajectories yields the thermal distribution according to the Boltzmann weight function

$$P_{\text{th}}(n) = Z_{\text{th}}^{-1} e^{-V \Gamma(n)} \ , \quad (5.18)$$

where $\Gamma(n)$ can be identified as the free energy density. In this case, the thermodynamic phase is determined by the global minimum of the potential $\Gamma$ independently of the thermal noise strength $T$. We want to stress at this point, that the mean-field value of the phase transition in the absence of noise corresponds exactly to a finite-temperature, equilibrium transition. In Fig. 4 b) we draw the actual phase boundary of the first order transition in the presence of non-equilibrium noise (determined by $F(n_{\text{MF}}) = 0$) and compare it to the thermal transition line (corresponding to $\Gamma(n_{\text{MF}}) = 0$) as predicted by mean-field. Crucially, the transition line is shifted to larger values of $\omega$ in the presence of a noise kernel, which prefers the absorbing state over any active field configuration and pulls the system towards an empty state.

### B. First order transition at finite volume

The partition function for the density distribution evolves into a discontinuous $\delta$-function only in the limit $V \to \infty$ but remains a continuous function for any finite volume $V < \infty$. Strictly speaking, the corresponding first order phase transition occurs only in the thermodynamic limit and for all finite system sizes, macroscopic observables in the active and absorbing phase are continuously connected.

Figure 4. Optimal path approximation. a) Phase space $(n, \dot{n})$ trajectories for parameters $\omega = 1.6, \chi = 0.5$ (represented by the dot in parameter space in b)). The optimal path trajectories are displayed in red. One distinguishes between the deterministic, zero-noise trajectory (dashed line) and the noise dominated trajectory (solid line). b) Shift of the first order transition line from the mean-field result $\Gamma(n_{\text{MF}}) = 0$ (red) to the one determined by the optimal path approach $F(n_{\text{MF}}) = 0$ (blue) in the presence of temporal, noise-induced fluctuations.

Figure 5. First order phase transition at a finite system size $V < \infty$. The figures a)-c) display the density distribution function $P(n)$ in Eq. (5.13) as in the $(\omega, n)$ plane for fixed value of $\chi = 0.4$ for different system sizes $V$ in units of the $d$-dimensional unit volume $a^d$. In the thermodynamic limit, a first order transition occurs at $\omega_c \approx 1.6$. d) The density expectation value $\langle n \rangle = \int dn n P(n)$ is plotted as a function of $\omega$ for $\chi = 0.4$. The different plots correspond to the volume $V$ in a)-c). In both rows, the discontinuity at $\omega = \omega_c$ is established for increasing system size and is significant already for moderate system sizes of $V = 5000a^d$.

For the previously discussed second order transitions, the Ginzburg scale sets the minimal system size beyond which universal scaling behavior can be observed. For the first order transition, however, we have not determined such a scale and thus we have to detect numerically at which volumes the discontinuity at the phase transition is observable. In Fig. 5 we discuss the density distribution $P(n)$ and the behavior of the average density $\langle n \rangle$, when the system crosses the first order transition line, as a function of the system size $V$. As one can see, already for moderate system sizes of $\approx 5000$ lattice sites, the discontinuity at the transition is clearly visible.

A comprehensive picture of the first order non-
equilibrium phase transition, and a more detailed and quantitative estimation of the nucleation events and their effects on the first-order phase transition would require accounting for spatially inhomogeneous field configurations as well (\( n_t \) back to \( n_x \)), see e.g. Chapter 8 of [99]). In addition, in one dimension, there may be domain wall defects with a non-extensive barrier for their creation, which may act to wash out the first order transition. However, such an analysis is beyond the scope of the current work.

If we assume that every lattice site in our original description corresponds to a frozen, tightly-trapped Rydberg atom, the non-equilibrium phase transitions discussed in the present work should in principle be observable in an experimental context as well, as detailed in the next Section.

VI. EXPLORING THE NON-EQUILIBRIUM PHASE TRANSITION WITH RYDBERG ATOMS

In this Section we discuss the possibility of observing aspects of the non-equilibrium phase transitions discussed here in ensembles of laser excited cold atomic gases. To this end we consider a setup in which atoms are confined to a rectangular lattice with one atom per site at positions \( \mathbf{r}_l \), as e.g. realized experimentally in Refs. [113–116]. The internal dynamics of the atoms is described by a two-level system where \( |↓⟩ \) is an electronic ground state and \( |↑⟩ \) is a high-lying Rydberg S-state [52–53]. Atoms are excited to the Rydberg state with a laser (Rabi frequency \( \Omega \) and detuning \( \Delta \)). Here they interact with a van-der-Waals potential of the form \( V_{lm} = C_6 |\mathbf{r}_l - \mathbf{r}_m|^6 \) with \( C_6 \) being the so-called dispersion coefficient that parameterizes the interaction strength [52–54]. With this modeling, the coherent dynamics of an ensemble of atoms in which Rydberg states are excited is described by the Hamiltonian

\[
H_{\text{Ryd}} = \Omega \sum_l \hat{\sigma}_l^x + \Delta \sum_l \hat{n}_l + \frac{1}{2} \sum_{l \neq m} V_{lm} \hat{n}_l \hat{n}_m, \quad (6.1)
\]

where we recall that \( \hat{\sigma}_l^x = |↑⟩⟨↑| + |↓⟩⟨↓| \) and \( \hat{n}_l = |↑⟩⟨↑| \) and rotating-wave approximation has been performed (i.e., a transformation to the frame rotating with the frequency of the laser has been applied and subsequently counter-rotating terms have been neglected).

One central aspect of the non-equilibrium physics explored here is the presence of a facilitation mechanism, i.e. an enhanced probability of creating an excitation right next to an already existing one. In the context of Rydberg lattice gases, this can be in principle achieved via the so-called anti-blockade condition [60–64]. In order to realize it, the laser detuning is set to cancel exactly one single excitation and 0 otherwise. In one dimension its explicit form reads

\[
\hat{\Lambda}_l = \hat{n}_{l-1} - 2 \hat{n}_{l-1} \hat{n}_{l+1}.
\]

The Hamiltonian (6.2) has a striking resemblance to the one given in Eq. (2.4). Discrepancies arise in the structure of the operators \( \hat{\Lambda}_l \), which however differ from the operators \( \hat{\Pi}_l \) only through higher order terms in the local densities \( \hat{n}_m \). These differences are actually irrelevant to the determination of the critical properties, as detailed later in this Section. The second discrepancy arises from the residual interaction terms which are a consequence of the power-law tail of the van-der-Waals interaction. Clearly, the energy shifts caused by them become more severe in higher dimensions \( d > 1 \), as the distance between next-nearest neighbors decreases. Note, that in principle the importance of the residual long-range interaction can be further suppressed by employing potential shaping techniques as discussed in Ref. [54].

Before addressing further the influence of the differences in the Hamiltonians (6.2) and (2.4) on the features of the phase diagram, let us first discuss how the required dissipative processes are realized within a Rydberg setting. Spontaneous decay, e.g. the process described by Eq. (2.7), is to a good degree of approximation realized naturally by the spontaneous emission of photons and a subsequent de-excitation of a Rydberg atom. In practice such events might proceed through a cascade, but within the two-level approximation one may model it by Eq. (2.7), where \( \gamma \) is the radiative decay rate.

Processes similar to the classical branching and coagulation described by Eqs. (2.8) and (2.9) can be introduced by exciting Rydberg atoms with a laser source subject to strong phase noise, with a dephasing rate \( \Gamma \), and a spatial correlation length that is shorter than the inter-atomic distance. The derivation of such effective classical branching has been discussed extensively in Refs. [50–52] and experimentally confirmed in Ref. [64]. Here, we sketch a slightly different derivation of the corresponding dynamics as this allows us to include both coherent as well as incoherent branching in the equations of motion. To this end, we introduce for each atomic position a (bosonic) laser mode \( \hat{a}_l \). Following the derivation leading to Eq. (6.2), but without substituting \( \hat{a}_l \) by the classical Rabi frequency, we obtain the

\[
H_{\text{res}} = \Omega \sum_l \hat{\Lambda}_l \hat{\sigma}_l^x + \frac{1}{2} V_{lm} \hat{n}_l \hat{n}_m.
\]
of Ref. [50] (see also [65, 66]). Taking subsequently the
g_{\text{atom-light interaction Hamiltonian}}
\begin{align}
H_{\text{AL}} &= g \sum_l \hat{\Lambda}_l (\hat{a}_l \hat{\sigma}_l^+ + \hat{\sigma}_l^+ \hat{a}_l), \quad (6.3)
\end{align}
with coupling $g$. The dynamics of the atom-light density matrix $\hat{\rho}$ is now given (in the interaction picture) by
\begin{align}
\dot{\rho} &= -i \left[ \sum_l g \hat{\Lambda}_l (\hat{\sigma}_l^+ \hat{a}_l + \hat{a}_l^+ \hat{\sigma}_l^+), \hat{\rho} \right] \\
&\quad + \Phi \sum_l \left( \hat{a}_l^+ \hat{a}_l \hat{\rho} \hat{a}_l^+ \hat{a}_l - \frac{1}{2} \left( \left( \hat{a}_l^+ \hat{a}_l \right)^2, \hat{\rho} \right) \right). \quad (6.4)
\end{align}

The final Lindblad dissipator, with rate $\Phi$, describes the laser phase noise [118].

One can now obtain an effective equation of motion for the atoms by first performing second order perturbation theory in the small parameter $g/\Phi$ along the lines of Ref. [50] (see also [65, 66]). Taking subsequently the expectation value of the light field, i.e. disregarding the back action of the atoms onto the light, the effective master equation for the reduced atomic density matrix reads
\begin{align}
\dot{\rho} &= \sum_l \frac{4 g^2 (\hat{a}_l^+ \hat{a}_l)}{\Phi} \left( \hat{\Lambda}_l \hat{\sigma}_l^+ \hat{\rho} \hat{\Lambda}_l \hat{\sigma}_l - \frac{1}{2} \left( \hat{\Lambda}_l^2 \hat{\sigma}_l^+ \hat{\sigma}_l^+, \hat{\rho} \right) \right) \\
&\quad + \sum_l \frac{4 g^2 (\hat{a}_l^+ \hat{a}_l + 1)}{\Phi} \left( \hat{\Lambda}_l \hat{\sigma}_l^+ \hat{\rho} \hat{\Lambda}_l \hat{\sigma}_l - \frac{1}{2} \left( \hat{\Lambda}_l^2 \hat{\sigma}_l^+ \hat{\sigma}_l^+, \hat{\rho} \right) \right).
\end{align}

For sufficiently high light intensity, i.e. the photon occupation obeying $(\hat{a}_l^+ \hat{a}_l) \gg 1$, and a homogenous system, $(\hat{a}_l^+ \hat{a}_l) = (\hat{a}_m^+ \hat{a}_m)$ one can define the rate $\kappa = 4 g^2 (\hat{a}_l^+ \hat{a}_l)/\Phi$. The resulting dissipative dynamics thus has the form of Eqs. (2.8) and (2.9) where $\tilde{\Pi}_l$ is replaced by $\hat{\Lambda}_l$.

Adding all contributions together we find that the dynamics of the Rydberg gas under anti-blockade conditions is approximately described by the master equation
\begin{align}
\dot{\rho} &= -i \left[ \sum_l \hat{\Lambda}_l \hat{\sigma}_l^+ + \frac{1}{2} \sum_{km} \hat{V}_{km} \hat{\mu}_m \hat{\mu}_m, \hat{\rho} \right] \\
&\quad + \sum_l \kappa \left( \hat{\Lambda}_l \hat{\sigma}_l^+ \hat{\rho} \hat{\Lambda}_l \hat{\sigma}_l - \frac{1}{2} \left( \hat{\Lambda}_l^2 \hat{\sigma}_l^+ \hat{\sigma}_l^+, \hat{\rho} \right) \right) \\
&\quad + \sum_l \kappa \left( \hat{\Lambda}_l \hat{\sigma}_l - \rho \hat{\Lambda}_l \hat{\sigma}_l - \frac{1}{2} \left( \hat{\Lambda}_l^2 \hat{\sigma}_l^+ \hat{\sigma}_l^+, \hat{\rho} \right) \right) \\
&\quad + \sum_l \gamma \left( \hat{\sigma}_l^+ \hat{\rho} \hat{\sigma}_l^+ - \frac{1}{2} \left( \hat{\sigma}_l^+ \hat{\sigma}_l^+, \hat{\rho} \right) \right). \quad (6.5)
\end{align}

The projector $\hat{\Lambda}_l$ enables the excitation of a ground state atom if and only if a single neighboring lattice site is excited. On the other hand, the operator $\tilde{\Pi}_l$ in (2.4) is “proportional” to the number of neighboring lattice sites that are excited. The difference between the physical projector $\hat{\Lambda}_l$ and the operator $\tilde{\Pi}_l$ is thus expected to become irrelevant in the limit of small densities, when multiple occupancies in the proximity of a lattice site $l$ are unlikely. This should be the case in the entire absorbing state phase and for the active phase sufficiently close to the transition line. As long as one stays in this parameter regime, the substitution $\hat{\Lambda}_l \rightarrow \tilde{\Pi}_l$ in the master equation is justified. More rigorously, in terms of continuous density fields, the difference
\begin{align}
\Pi_X - \Lambda_X &= 2 n_X^2 + 2 D (n_X \nabla^2 n_X - (\nabla n_X)^2), \quad (6.6)
\end{align}
or, in higher dimensions,
\begin{align}
\Pi_X - \Lambda_X &= z n_X \left[ 1 - (1 - n_X)^{z-1} \right] + \\
&\quad + D \left[ 1 - (1 - n_X)^{z-2} (1 - z n_X) \right] (\nabla^2 n_X) + \\
&\quad - 2 D (1 - n_X)^{z-3} (1 - z n_X) |\nabla n_X|^2 + \\
&\quad + \text{(higher order derivatives)}, \quad (6.7)
\end{align}
only includes shifts to $u_4$ and $\mu_4$ in the density action \[2.52\], and therefore affects neither the qualitative features of the phase diagram nor the universal properties.

Finally, we perform a numerical simulation of the many-body dynamics in order to gain some insight as to whether the predicted phases structure is also present for Rydberg gases. The classical limit $\Omega = 0$ was explored in Ref. \[50\] and indeed signatures of the expected second order phase transition, falling in the DP universality class, have been identified. We will thus focus on the opposite limit in which there is solely quantum branching and coagulation ($\kappa = 0$). This situation is far more challenging to treat numerically and only rather small systems can be studied. In Fig. \[6\] we show the histogram of the excitation count as a function of $\Omega/\gamma$ for the model studied in the previous Sections, the Rydberg lattice gas with and without van-der-Waals tails as well as for the effective Rydberg model \[6.5\]. All simulations are performed on a one-dimensional chain with periodic boundary conditions and all of them show the onset of the expected first order phase transition which becomes manifest in the bimodal shape of the histogram.

Thus we can expect the Rydberg system to reproduce the physics in the classical and the quantum limit at least in one dimension. In an experiment one might therefore be able to study the competition between quantum and classical fluctuations, and to ultimately probe the physics at the bicritical point shown in the phase diagram (Fig. \[1\]).

VII. CONCLUSION

We have introduced a model of driven-dissipative two-level systems with coherent and dissipative branching and coagulation dynamics, which features a unique absorbing state throughout the entire parameter regime. By mapping the dissipative Heisenberg-Langevin equations to a non-equilibrium path integral for the density of the excited atomic levels, we have shown that this model undergoes a phase transition from the absorbing state towards an active, finite excitation density state for sufficiently strong branching rates. In the classical limit, i.e. in the limit of weak coherent branching, the system corresponds to a classical contact process and the absorbing-state phase transition belongs to the universality class of directed percolation. On the other hand, in the quantum limit, i.e. in the limit of vanishing incoherent branching, the phase transition is drastically modified and becomes a discontinuous non-equilibrium first order transition. These two regimes are separated by a bicritical point, which features a continuous absorbing state phase transition, which resembles the tricritical DP class. The dynamics at this point represents the quantum analog of the classical contact process. Performing a functional renormalization group analysis, we have analyzed the critical scaling behavior and characterized the universality class of this quantum contact process below its upper critical dimension $d_c = 3$. By showing that the critical scaling regime of the bicritical point is extended in parameter space, we have demonstrated that the quantum contact universality class can be explored experimentally for reasonably large system sizes and with moderate parameter fine tuning. The experimental realization of the quantum contact process with ensembles of laser excited Rydberg atoms opens the door for the exploration of novel quantum and classical non-equilibrium phase transitions in the framework of current cold atom experiments.
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Appendix A: General remarks on the Heisenberg-Langevin equations

The quantum master equation (2.3) is amenable to exact numerical treatment only for very small system sizes (results of quantum-jump Monte Carlo simulations can be found in Sec. VI). In order to determine the properties of the system in the thermodynamic limit, we undertake in the following an analytical approach aiming at constructing...
As a first step, we derive the Heisenberg-Langevin equations for the one-spin observables of our system. For an arbitrary operator \( O \), these are obtained by adding a quantum noise term \( \xi^O \) – whose properties are briefly discussed further below – to the conjugate master equation \( \partial_t \rho = S^* \rho \), where \( S^* \) is the adjoint operator to \( S \), i.e., it satisfies
\[
\text{tr} \{ O (S \rho) \} = \text{tr} \{ (S^* O) \rho \} \quad \forall O, \rho, \tag{A1}
\]
and reads
\[
S^* O = i[H, O] + \sum_l L_l^{(d)\dagger} O + \sum_l L_l^{(b)\dagger} O + \sum_l L_l^{(c)\dagger} O. \tag{A2}
\]

The adjoint Liouvillians \( L^* \) are defined in the same way and it is not difficult to see from Eq. (2.5) that
\[
L^* O = \sum_m \left[ L_m^{\dagger} O L_m - \frac{1}{2} \{ L_m^{\dagger} L_m, O \} \right]. \tag{A3}
\]

Including the quantum noise term, the evolution equation for \( O \) thus reads
\[
\partial_t \rho = i[H, O] + \sum_l L_l^{(d)\dagger} O + \sum_l L_l^{(b)\dagger} O + \sum_l L_l^{(c)\dagger} O + \xi^O. \tag{A4}
\]

From a physical point of view, the origin of the noise lies in the coupling to the environment which is producing dissipation upon the system; because of this, averaging over it ideally corresponds to averaging over the action of the bath degrees of freedom and constitutes a distinct operation from taking the quantum expectation value \( \langle \cdot \rangle = \text{tr} \{ \cdot \rho \} \). We shall thereby employ a different notation \( \langle \cdot \rangle_{\xi} \) to indicate it. In order to highlight the significance of the noise term, we first remark that the evolution under \( S^* \) alone (which we denote for brevity by \( O^* (t) \equiv e^{S^* t} O \)) does not generally satisfy \( \langle O^2 \rangle^* (t) = O^* (t) O^* (t) \), due to its non-unitary character. The noise is introduced to ensure that this condition is met again once the average is taken, i.e.,
\[
\langle O^2 (t) \rangle_{\xi} = \langle O (t) O (t) \rangle_{\xi}, \tag{A5}
\]
where by \( O (t) \) we mean here the operator \( O \) evolved according to Eq. (A4). In general, \( \xi^O \) is an \( O \)-dependent, operator-valued random variable whose moments are defined via the consistency relation above. Its average must identically vanish \( \langle \langle \xi^O \rangle_{\xi} \equiv 0 \rangle \), which implies that \( \langle O (t) \rangle_{\xi} = O^* (t) \). In other words, \( \langle O (t) \rangle_{\xi} \) as an operator evolves under \( S^* \). Note that this must be the case in order to guarantee that the correct state evolution is recovered:
\[
\langle O (t) \rangle_{\xi} = \text{tr} \{ O (t) \xi (0) \} = \text{tr} \{ O (0) \xi (t) \rho (0) \} = \text{tr} \{ O \xi (t) \rho (0) \} = \text{tr} \{ O \rho (t) \}, \tag{A6}
\]
where the last equality comes from the fact that the initial conditions of Eq. (A4) are fixed. Now, since \( \rho (t) = e^{S t} \rho (0) \), we have \( \langle O (t) \rangle_{\xi} = e^{S^* t} \langle O (0) \rangle_{\xi} \). In order to determine higher-order correlations of \( \xi^O \), one way is to enforce that canonical (anti-)commutation relations are preserved under time evolution.

In this work, we will follow a different path and derive them instead from the coupling of the system to an auxiliary bath of harmonic oscillators. This is equivalent to the derivation of the Heisenberg-Langevin equations directly from the microscopic system-bath coupling. We will, however, choose a simplified bath compared to the microscopic one, which produces the same noise operators but is much more convenient and instructive to deal with. In this approach, which preserves the commutation relations of all operators and is therefore physically consistent, the noise correlations turn out to be simply the correlation functions of the bath, which is in agreement with physical intuition.

**Appendix B: Derivation of the density-only action**

Starting from Eq. (2.5), we realize that the action is at most quadratic in \( \sigma^y, \tilde{\sigma}^y \). Hence, the corresponding functional integration is Gaussian and can be carried out exactly. However, to simplify it further, we recall that, in the quadratic sector, the mass \((\chi + 1)/2 \) is always \( \geq 1/2 \); therefore, the propagator is strongly gapped in the entire
parameter regime and fluctuations $\sim \partial_\mu, n, \tilde{n}$ are negligibly small. Eliminating these terms and grouping at the end the remaining quadratic and linear ones yields the action

\[
S = \int_X \tilde{n}_X \left[ (\partial_\mu - D \partial^\mu + 1 - \chi) n_X + 2n_X P_X n_X - \frac{1}{2} (\tilde{n}_X n_X - \partial_\mu n_X) \right] \\
+ \int_X \tilde{\sigma}_X \left[ (\partial_\mu + \frac{\chi + 1}{2} + n_X P_X) \sigma_X - \frac{1}{2} \tilde{\sigma}_X \right] \\
+ \int_X \tilde{\sigma}_X \left[ \frac{\chi + 1}{2} \tilde{\sigma}_X - \frac{1}{2} \tilde{\sigma}_X \right] \\
+ \int_X \sigma_X \left[ -n_\omega \tilde{n}_X P_X n_X + \frac{\omega}{\chi} \tilde{\sigma}_X \sigma_X \right] + \tilde{\sigma}_X \left( \frac{2\omega}{\chi} (2n_X - 1) P_X n_X - \frac{\omega}{\chi} \tilde{\sigma}_X \sigma_X \right). \tag{B1}
\]

We recall that $P_X = (D \partial^\mu + \chi)$. The $\sigma^y, \tilde{\sigma}^y$ fields can now straightforwardly be integrated out. This replaces the last two lines in the expression above with

\[
- \int_X \frac{2\omega^2}{\chi^2(\chi + 1)} \left\{ \frac{1}{\chi + 1} [\tilde{\sigma}_X P_X \sigma_X - \tilde{n}_X P_X n_X]^2 + [(4n_X - 2)P_X n_X - \sigma_X \sigma_X] [\tilde{\sigma}_X P_X \sigma_X - \tilde{n}_X P_X n_X] \right\}. \tag{B2}
\]

Collecting now the terms according to their order in the $\sigma^x, \tilde{\sigma}^x$ fields we find

\[
S = \int_X \tilde{n}_X \left[ (\partial_\mu - D \partial^\mu + 1 - \chi) n_X + 2n_X P_X n_X - \frac{2\omega^2}{\chi^2(\chi + 1)} (P_X n_X)^2 \right] - \frac{1}{2} \tilde{n}_X n_X \\
- \int_X \frac{2\omega^2}{\chi^2(\chi + 1)^2} (P_X n_X)^2 - \frac{8\omega^2}{\chi^2(\chi + 1)} \tilde{n}_X n_X (P_X n_X)^2 \\
+ \int_X \tilde{\sigma}_X \left[ (\partial_\mu + \frac{\chi + 1}{2} + n_X P_X + \frac{4\omega^2}{\chi^2(\chi + 1)^2} \tilde{n}_X P_X n_X - \frac{4\omega^2}{\chi^2(\chi + 1)^2} (2n_X - 1) P_X n_X P_X \right) \sigma_X - \frac{1}{2} \tilde{\sigma}_X \right] \tag{B3}
\]

At this level we perform two manipulations. First, the elimination of negligible fluctuations in the quadratic $\sigma^x, \tilde{\sigma}^x$ sector, exploiting the presence of a gap $(\chi + 1)/2 > 1/2$. Second, we neglect all spatial fluctuations in cubic and quartic nonlinearities since the corresponding terms are irrelevant in the renormalization group sense (we recall that the dynamic exponent here is $z = 2$). This corresponds to substituting all $P_X \rightarrow \chi$. This yields

\[
S = \int_X \tilde{n}_X \left[ (\partial_\mu - D \partial^\mu + 1 - \chi) n_X + 2n_X P_X n_X - \frac{2\omega^2}{\chi^2(\chi + 1)^2} (P_X n_X)^2 \right] - \frac{1}{2} \tilde{n}_X n_X \\
- \int_X \frac{2\omega^2}{\chi^2(\chi + 1)^2} \tilde{n}_X n_X (P_X n_X)^2 \\
+ \int_X \frac{2\omega^2}{\chi^2(\chi + 1)^2} (P_X n_X)^2 - \frac{2\omega^2}{\chi^2(\chi + 1)^2} (\tilde{\sigma}_X (P_X n_X))^2 \right] \tag{B4}
\]

The only relevant coupling of the density with the $\sigma^x$ sector is in the $(\sigma^x)^2$ component, which is not gapped due to causality. Therefore this coupling has to be taken seriously. The quadratic part in this sector can be expressed as

\[
\left( \frac{\sigma^x}{\tilde{\sigma}^x} \right)^T G^{-1}_x \left( \frac{\sigma^x}{\tilde{\sigma}^x} \right) \quad \text{with} \quad (G^{-1}_x)_{XY} = \delta(X - Y) \left( \frac{2\omega^2}{(\chi + 1)^2} \tilde{n}_X n_X \chi + \frac{1}{2} \chi - \frac{1}{2} \right) \tag{B5}
\]

the inverse Green’s function. Since the $\sigma^x$ field is strongly gapped, it is a good approximation to integrate it out in a quadratic approach. We remark here that by doing this the terms generated by $-\Omega \tilde{\sigma}^y \tilde{\sigma}^y$ in (2.12) (the ones $\propto \tilde{\sigma}^x$ in the third line of (E35) disappear, making the original sign (and hence the typo in [SS]) irrelevant. The remaining Gaussian path-integral over $\sigma^x, \tilde{\sigma}^x$ produces a factor $(\det G^{-1}_x)^{-1/2}$ which can be exponentiated and included in the action as a correction $\Delta S = 1/2 \log \det(G^{-1}_x) = 1/2 \text{tr} \{ \log(G^{-1}_x) \}$. Apart from a field-independent part, which we disregard, this correction reads

\[
\Delta S = \frac{1}{2} \int_X \log \left[ 1 - \frac{16\omega^2}{(\chi + 1)^3} \tilde{n}_X n_X \right] = -\frac{8\omega^2}{(\chi + 1)^3} \tilde{n}_X n_X - \frac{64\omega^4}{(\chi + 1)^6} (\tilde{n}_X n_X)^2 + \ldots, \tag{B6}
\]
where the omitted terms in the Taylor expansion on the r.h.s. are irrelevant in a RG sense. Collecting all terms, the action is now cast in the form

\[
S = \int_X \tilde{n}_X \left[ \left( \partial_t - D \nabla^2 + 1 - \chi - \frac{8 \omega^2}{(1 + \chi)^3} \right) n_X + 2 \left( \chi - \frac{2 \omega^2}{\chi + 1} \right) n_X^2 + \frac{8 \omega^2}{\chi + 1} n_X^3 \right] - \int_X \tilde{n}_X^2 \left[ \frac{1}{2} n_X + \left( \frac{2 \omega^2}{(\chi + 1)^2} + \frac{64 \omega^4}{(\chi + 1)^6} \right) n_X^3 \right].
\]

(B7)

This is the density action (2.52) for the quantum contact process, with the parameters corresponding to Eqs. (2.53)-(2.58).

Appendix C: First non-trivial contributions in the loop expansion

We briefly report here the calculation of the one- and two-loop corrections represented by the Feynman diagrams in Fig. 2. Throughout this section we assume \( \Delta > 0 \), so that we are adding fluctuations around the absorbing solution. The one-loop contribution \( \delta \mu_3^{(1)} \) in panel (a) comes with a combinatoric factor 8, i.e., \( \delta \mu_3^{(1)} = 8 \Gamma_3^{(1)} \) with

\[
\Gamma_3^{(1)} = \frac{1}{u_3 \mu_3^2} \int \frac{d^d q}{(2\pi)^d} \frac{d\varpi}{2\pi} (G_{q,\varpi})^2 G_{q,-\varpi}
\]

(C1)

the integral in Eq. (3.10) and \( G_{q,\varpi} \) as in Eq. (3.11), which, once the substitution is performed, reads

\[
i_3^{(1)} = \frac{\Gamma_3^{(1)}}{u_3 \mu_3^2} = \int \frac{d^d q}{(2\pi)^d} \frac{d\varpi}{2\pi} \left[ -i\varpi + Dq^2 + \Delta \right]^{-2} \left[ i\varpi + Dq^2 + \Delta \right]^{-1}.
\]

(C2)

The frequency integration here is particularly simple, as it can be performed in the complex plane, where the structure of the poles of the integrand is apparent. In the upper half plane, e.g., the only one is \( \varpi = i(Dq^2 + \Delta) \). We thus find

\[
i_3^{(1)} = \int \frac{d^d q}{(2\pi)^d} \frac{1}{4\left[Dq^2 + \Delta\right]^2},
\]

(C3)

which can be then exponentiated to yield

\[
i_3^{(1)} = \frac{1}{4} \int \frac{d^d q}{(2\pi)^d} \int_0^\infty dT T e^{-T(Dq^2 + \Delta)} = \frac{1}{4} \int_0^\infty dT T (4\pi DT)^{-d/2} e^{-T\Delta} = \frac{\Delta^{d-2} \Gamma_E(2 - \frac{d}{2})}{4(4\pi D)^{d/2}},
\]

(C4)

where \( \Gamma_E \) denotes the Euler Gamma function, implying

\[
\delta \mu_3^{(1)} = 2u_3 \mu_3 ^3 \frac{\Delta^{d-4} \Gamma_E(2 - \frac{d}{2})}{(4\pi D)^{d/2}}.
\]

(C5)

The two-loop contribution in panel (b) comes with a combinatoric factor \( 2^3 \times 3! = 48 \). We take this factor out, so that \( \delta \mu_3^{(2)} = 48 \Gamma_3^{(2)} = 48(u_3 \mu_3)^3 i_3^{(2)} \) with

\[
i_3^{(2)} = \int \frac{d^d q d^d p d\varpi d\nu}{(2\pi)^{2d+2}} (G_{q,\varpi})^2 G_{p,\nu} G_{p,-\nu} G_{p-q,\varpi-\nu} =
\]

\[
\int \frac{d^d q d^d p d\varpi d\nu}{(2\pi)^{2d+2}} \left[ -i\varpi + Dq^2 + \Delta \right]^{-2} \left[ -i\nu + Dp^2 + \Delta \right]^{-1} \left[ i\nu + Dp^2 + \Delta \right]^{-1} \left[ -i(\nu - \varpi) + D(\vec{p} - \vec{q})^2 + \Delta \right]^{-1}.
\]

(C6)

The integration over the frequencies yields now

\[
i_3^{(2)} = \int \frac{d^d q d^d p d\varpi}{(2\pi)^{2d+1}} \left[ -i\varpi + Dq^2 + \Delta \right]^{-2} \left[ 2(Dp^2 + \Delta) \right]^{-1} \left[ i\varpi + Dp^2 + D(\vec{p} - \vec{q})^2 + 2\Delta \right]^{-1} =
\]

\[
\int \frac{d^d q d^d p}{(2\pi)^{2d}} \left[ Dp^2 + D(\vec{p} - \vec{q})^2 + Dq^2 + 3\Delta \right]^{-2} \left[ 2(Dp^2 + \Delta) \right]^{-1}.
\]

(C7)
After a translation $q \to \tilde{q} + \tilde{p}/2$ we have

\[
\tilde{i}_3^{(2)} = \int \frac{d^dq d^d p \left[ \frac{3}{2} D p^2 + 2 D q^2 + 3 \Delta \right]^{-2} [2(D p^2 + \Delta)]^{-1} = \\
= \frac{1}{18 \Gamma(2) \Gamma(1)} \int_0^1 dx \int \frac{d^dq d^d p}{(2\pi)^d} x \left( \frac{1}{2} D p^2 + \frac{2}{3} D q^2 + \Delta \right) + (1 - x) \left( D p^2 + \Delta \right)^{-3} = \\
= \frac{1}{9} \int_0^1 dx \int_0^\infty dT T^2 \int \frac{d^dq d^d p}{(2\pi)^d} e^{-T[(1 - \frac{1}{2} x) D p^2 + \frac{1}{2} x D q^2 + \Delta]} = \\
= \frac{1}{9} \int_0^1 dx \int_0^\infty dT T^2 e^{-\Delta} (4\pi D T)^{-d} \left[ (1 - \frac{1}{2} x) \frac{2}{3} x \right]^{-\frac{d}{2}} = \\
= \frac{\Gamma_E(3 - d)}{9(4\pi D)^d} \Delta^{d-3} \left( \frac{2}{3} \right)^{-\frac{d}{2}} \Theta_d
\]

with

\[
\Theta_d = \int_0^1 dx x^{1-\frac{d}{2}} \left( 1 - \frac{1}{2} x \right)^{-\frac{d}{2}} = \begin{cases} \frac{\pi^2}{\sqrt{2} \Gamma(\frac{d}{2})} & \text{for } d = 1, \\
\ln 4 & \text{for } d = 2, \\
2\sqrt{2} & \text{for } d = 3.
\end{cases}
\]

Collecting all factors, we finally find

\[
\delta \mu_3^{(2)} = 16 \left( \frac{3}{32\pi^2} \right)^\frac{d}{2} \Theta_d \Gamma_E(3 - d) (\mu_3)^3 u_4 D^{-d} \Delta^{d-3}.
\]

(Appendix D: Optimal path approximation)

We comment here on the meaning of the optimal path approximation and how this can yield the probability distribution of the density field $n$. We recall that we focus entirely on infinite-time trajectories. This implies that only paths which start or end at a stationary point (or both) are to be accounted. Therefore, we separate the space of values of the density field into a stationary subset (the solutions of $\Gamma'[n] = 0$)

\[
S = \left\{ 0, n_U = -\frac{u_3 + \sqrt{u_3^2 - 4u_4}}{2u_4}, n_{MF} = -\frac{u_3 + \sqrt{u_3^2 - 4u_4}}{2u_4} \right\}
\]

(with $n_U$ the unstable local maximum of $\Gamma$) and the remaining set of transient values $T = \mathbb{R}^+/S$. We further divide it into the two basins of attraction $T_0 = T \cap \{ n < n_U \}$ and $T_{MF} = T \cap \{ n > n_U \}$. In the optimal path approximation, the statistical weights $e^{-S}$ can be now interpreted as rates at which the system can switch, over extensively long times, from very close to a stationary point ($\in S$) to any other value of $n$ or vice versa. In this way, the dynamics reduces to an effective stochastic process (in discrete time) between different values of $n$. We shall demonstrate here that this process satisfies detailed balance, which will allow us to extract the probability distribution $p(n)$. Intuitively, one could argue that, since thermal fluctuations would produce a term $\propto T \tilde{n}^2$ in the action, $\Xi[n]$ can be regarded as an effective, $n$-dependent temperature. For constant $\Xi = T$, one would have the ordinary Boltzmann weights $e^{-\Gamma[n]/T} = e^{\int^n \Gamma'[n]/T}$ in terms of the energy functional $\Gamma$. Thus, replacing $T$ with $\Xi[n]$, one gets the expression $e^{\int^n \Gamma'/\Xi}$ introduced in the main text, which can be interpreted as an effective thermal process with temperature $T_{eff} = 1$ and energy functional $\int^n \Gamma'/\Xi$. In the following, we reformulate this picture on more solid grounds. For simplicity, we will omit here the volume factor $V$, since it does not affect the discussion.

In Fig. 7, we display the paths the dynamics can take to connect the various configurations. Within our scheme, the allowed processes can be summarized as in Fig. 8. Each allowed transition follows a given path in phase space, as indicated by the arrow labels. One could also include for completeness the asymptotic states at $n = \pm \infty$, but the rates for getting there vanish, as the corresponding actions diverge. The paths can be divided in deterministic ($B$ and $D$), which describe fluctuationless relaxation to the minima of the effective potential $\Gamma$, and escape trajectories ($C$ and $D$), which allow the latter to be left. On the former, $\tilde{n}_B = \tilde{n}_D = 0$, whereas on the latter $\tilde{n}_A = \tilde{n}_C = \Gamma'[n]/\Xi[n]$.
Figure 7. Optimal trajectories at $H[n, \tilde{n}] = 0$ in the $(n, \tilde{n})$ phase space for $\chi = 0.05$ and $\omega = 0.3671$. Black circles identify the stationary points, whereas the arrows indicate the direction the dynamics proceeds towards along each path. The dashed lines correspond to the deterministic solution $\tilde{n} = 0$ (divided in paths B and D up to $n = n_{MF}$) and the irrelevant one $n = 0$. The solid line is instead the escape solution $\tilde{n} = \Gamma'[n]/\Xi[n]$ and includes paths A and C. The greyed area corresponds to the action $S(n, n_U)$ which defines the rate $w(n \to n_U) = e^{-S(n, n_U)}$.

Figure 8. Stochastic process which mimics the dynamics of large fluctuations in the system. Small nodes in this graph indicate stationary $n$ field configurations, whereas larger ones denote sets of transient values, as defined in the text. Arrows indicate allowed transitions, with the letters referring to the trajectory being followed.

as reported in the main text. For example, a process going from $n \in T_{MF}$ to $n_U$, as in Fig. 7, the rate reads, up to a normalization constant which can be fixed at the very end,

$$w(n \to n_U) = e^{-S(n, n_U)} = \exp \left\{ - \int_{n}^{n_U} \tilde{n}_C \ dn \right\}, \quad (D2)$$

corresponding to the exponential of the shaded area. The inverse process occurs with a trivial rate

$$w(n_U \to n) = e^{-S(n_U, n)} = \exp \left\{ - \int_{n_U}^{n} \tilde{n}_B \ dn \right\} = 1, \quad (D3)$$

since $\tilde{n}_B = 0$. For later convenience, we introduce also the functions

$$w(n_1, n_2) = e^{-S(n_1, n_2)}, \quad (D4)$$

which would correspond to the statistical weights of trajectories going from $n_1$ to $n_2$ along an optimal path in a finite time, but for our purposes merely represent an auxiliary definition. Of course, for any allowed transition $n_1 \to n_2$ among the ones sketched in Fig. 8, $w(n_1, n_2) = w(n_1 \to n_2)$ holds. We emphasize that these functions are path-dependent. However, the paths are uniquely determined by the direction (e.g., for the transition between $n$ and $n_U$.
in Fig. 7, \(B \) is chosen for going from left to right and \(C \) otherwise. Hence, as long as the directionality is maintained, one can directly exploit the usual integral decomposition. In other words, \(\forall n \in [n_1, n_2] \) one has

\[
S(n_1, n_2) = S(n_1, n) + S(n, n_2) \quad \text{and also} \quad w(n_1, n_2) = w(n_1, n)w(n, n_2).
\]

Furthermore, for any (not necessarily ordered) pair \(n_1, n_2\), the product \(w(n_1, n_2)w(n_2, n_1)\) always corresponds to the exponential of minus the geometric area enclosed between the deterministic and escape curves in the interval of extrema \(n_1\) and \(n_2\). It is important to remark that this is the geometric area, not the signed one arising from Riemann integration (e.g., the shaded area in Fig. 7 is taken to be positive).

To prove that detailed balance holds, we wish to verify Kolmogorov’s criterion, i.e., the fact that for every finite closed sequence of (allowed) jumps

\[
n^{(1)} \to n^{(2)} \to n^{(3)} \to \ldots \to n^{(m-1)} \to n^{(m)} \to n^{(1)}
\]

the product of the rates along the loop \(\prod_j w(n^{(j)} \to n^{(j+1)})\) is equal to its time-reversed counterpart \(\prod_j w(n^{(j+1)} \to n^{(j)})\). First, we permute the \(m\) values of \(n\) to an increasing sequence \(n_1 \leq n_2 \leq n_3 \leq \ldots \leq n_m\). For instance, if we consider, with the same parameters as in Fig. 7, the \(m = 6\) loop

\[
n_U \approx 0.052 \to 0.01 \to 0 \to 0.03 \to 0 \to 0.04 \to n_U
\]

the ordered sequence would be

\[
n_1 = 0, \quad n_2 = 0, \quad n_3 = 0.01, \quad n_4 = 0.03, \quad n_5 = 0.04, \quad n_6 = n_U.
\]

Correspondingly, we introduce the intervals \(I_j = [n_j, n_{j+1})\), \(j = 1, \ldots, m - 1\) and the areas \(A_j\) enclosed between the deterministic and escape paths on each of them, so that \(w(n_j, n_{j+1})w(n_{j+1}, n_j) = \exp(-A_j)\). The generic stochastic jump \(n^{(j)} \to n^{(j+1)}\) will correspond in the ordered sequence to a jump \(n_a \to n_b\) for some given \(a\) and \(b\). We now decompose this rate on all the covered intervals:

\[
w(n^{(j)} \to n^{(j+1)}) = w(n_a \to n_b) = w(n_a, n_b) = \begin{cases} 
\prod_{k=a}^{b} w(n_k, n_{k+1}) & \text{if} \ b > a \\
\prod_{k=a}^{b} w(n_k, n_{k-1}) & \text{if} \ b < a
\end{cases}
\]

In order for the sequence in configuration space to be closed, i.e. to form a loop, every interval \(I_j\) must be covered an equal number of times \(M_j\) forward and backward. For example, the interval \(I_3 = [0.01, 0.03]\) in the example (D8) is covered twice forward (in the jumps 0 → 0.03 and 0 → 0.04) and twice backward (in the jumps \(n_U \to 0.01\) and 0.03 → 0), so that \(M_3 = 2\). Therefore, we have reduced the product of the rates along the loop to

\[
\prod_{j=1}^{m} w(n^{(j)} \to n^{(j+1)}) = \prod_{k=1}^{m-1} [w(n_k, n_{k+1})w(n_{k+1}, n_k)]^{M_k} = \exp \left\{ -\sum_{k=1}^{m-1} M_j A_j \right\},
\]

where we took \(n^{(m+1)} = n^{(1)}\) for brevity. Therefore, every interval contributes \(A_j\) to the action every time it is covered. The extension of the intervals and their multiplicities \(M_j\) are thereby the only elements relevant for determining the overall rate. But, time-reversing the loop changes neither. Hence,

\[
\prod_{j=1}^{m} w(n^{(j)} \to n^{(j+1)}) = \prod_{j=1}^{m} w(n^{(j+1)} \to n^{(j)})
\]

and the process satisfies detailed balance.

Exploiting this property, we can now look for the stationary distribution \(P(n)\). Taking \(P(0)\) as a reference, we can write

\[
P(n) = P(0) \frac{w(0, n)}{w(n, 0)} = P(0) \exp \left\{ -S(0, n) + S(n, 0) \right\}.
\]

It is not difficult to see that the deterministic paths yield no contribution and

\[
S(0, n) = \theta(n_U - n) \int_0^n \Gamma' \left[ \frac{n}{n_U} \right] dn + \theta(n - n_U) \int_0^{n_U} \Gamma' \left[ \frac{n}{n_U} \right] dn + \theta(n - n_{MF}) \int_{n_{MF}}^{n} \Gamma' \left[ \frac{n}{n_{MF}} \right] dn,
\]

where \(\Gamma' \) is the distribution of the deterministic path.
while

$$S(n, 0) = \theta(n - n_U) \left[ \theta(n_{MF} - n) \int_{n}^{n_{MF}} \frac{\Gamma'}{\Xi}[n] \, dn + \theta(n - n_{MF}) \int_{n}^{n_{MF}} \frac{\Gamma'}{\Xi}[n] \, dn \right].$$  \(\text{(D14)}\)

Summing up the two contributions simply yields

$$P(n) = P(0) \exp \left\{ \int_{0}^{n} \frac{\Gamma'}{\Xi}[n] \, dn \right\}$$  \(\text{(D15)}\)

which, once the volume factor \(V\) is reinstated and the normalization made explicit, exactly corresponds to Eq. [5.13] in the main text.

### Appendix E: Branching and coagulation noise

#### a. Branching noise

The Heisenberg equations for branching are

$$\partial_t \hat{\sigma}^- = i[H_b + H_{b, nn}, \hat{\sigma}^-] =$$

$$= i \sum_k \alpha_k \left[ \hat{b}^k_{nn} \hat{n} \hat{\sigma}^z - \hat{\sigma}^- \hat{n} \hat{b}^k_{nn} + b^k_{nn} \hat{\sigma}^- \right];$$  \(\text{(E1a)}\)

$$\partial_t \hat{n} = i[H_b + H_{b, nn}, \hat{n}] = i \sum_k \alpha_k \hat{n} \left[ \hat{\sigma}^- \hat{b}^k_{nn} - b^k_{nn} \hat{\sigma}^+ \right];$$  \(\text{(E1b)}\)

$$\partial_t \hat{b}^k_n = i[H_b + H_{b, nn}, \hat{b}^k_n] = -i\alpha_k \hat{n} \hat{\sigma}^+ - i\nu k \hat{b}^k.$$  \(\text{(E1c)}\)

The equations for the variables on the neighboring (nn) site have the same structure with the indices exchanged between “nn” and “non-nn” operators. Substituting the integral version

$$\hat{b}^k(t) = e^{-i\nu t} \hat{b}^k(0) - i\alpha_k \int_{0}^{t} d\tau \hat{\sigma}^+(\tau) \hat{n}_{nn}(\tau) e^{-i\nu(t-\tau)}$$  \(\text{(E2)}\)

of the last equation in the remaining two yields, after a Born-Markov approximation on the “deterministic” part

$$\partial_t \hat{\sigma}^- = -\frac{\kappa}{2} \hat{\sigma}^- + \hat{\xi}^-$$  \(\text{(E3)}\)

with

$$\hat{\xi}^-(t) = \sum_k \alpha_k \left[ b^k_{nn}(0) e^{i\nu t} \hat{n}_{nn} \hat{\sigma}^z - \hat{\sigma}^- \hat{n}_{nn} b^k_{nn}(0) e^{-i\nu t} + b^k_{nn}(0) e^{i\nu t} \hat{\sigma}^+ \hat{n}_{nn} \right].$$  \(\text{(E4)}\)

Again, \(\langle \hat{\xi}^- (t) \rangle_\xi = 0\) and only contractions of the form \(\langle \hat{b} \hat{b}^\dagger \rangle_\xi\) (with equal indices) will yield a non-vanishing result, implying, in the Born-Markov approximation,

$$\langle \hat{\xi}_b^-(t) \hat{\xi}_b^-(t') \rangle_\xi = \langle \hat{\xi}_b^+(t) \hat{\xi}_b^+(t') \rangle_\xi = 0;$$

$$\langle \hat{\xi}_b^-(t) \hat{\xi}_b^+(t') \rangle_\xi = \kappa \delta(t - t')(1 - \hat{n})(1 - \hat{n}_{nn});$$  \(\text{(E5)}\)

$$\langle \hat{\xi}_b^+(t) \hat{\xi}_b^-(t') \rangle_\xi = \kappa \delta(t - t') (\hat{n}_{nn} + \hat{n}(1 - \hat{n}_{nn})).$$

or, equivalently,

$$\langle \hat{\xi}_b^-(t) \hat{\xi}_b^-(t') \rangle_\xi = \langle \hat{\xi}_b^+(t) \hat{\xi}_b^+(t') \rangle_\xi = \kappa \delta(t - t');$$

$$\langle \hat{\xi}_b^-(t) \hat{\xi}_b^+(t') \rangle_\xi = -i\kappa \delta(t - t') (1 - 2\hat{n} - 2\hat{n}_{nn} + 2\hat{n}_{nn});$$  \(\text{(E6)}\)

$$\langle \hat{\xi}_b^+(t) \hat{\xi}_b^-(t') \rangle_\xi = i\kappa \delta(t - t') (1 - 2\hat{n} - 2\hat{n}_{nn} + 2\hat{n}_{nn}).$$
Similarly, one can work out the equation for the density
\[
\partial_t \hat{n} = \kappa (1 - \hat{n}) \hat{n}_{nn} + \hat{\xi}^n_b
\]  
(E7)
with
\[
\hat{\xi}^n_b = i \sum_k \alpha_k \hat{n}_{nn} \left( \sigma^- \hat{b}_k(0) e^{-\nu_k t} - e^{i\nu_k t} \hat{b}_k(0) \sigma^+ \right).
\]  
(E8)

The remaining variances thus read
\[
\begin{align*}
\langle \hat{\xi}^n_b(t) \hat{\xi}^n_b(t') \rangle_\xi &= \kappa \delta(t-t') \hat{n}_{nn}(1 - \hat{n}), \\
\langle \hat{\xi}^n_b(t) \hat{\xi}^-_b(t') \rangle_\xi &= -\kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^-, \\
\langle \hat{\xi}^n_b(t) \hat{\xi}^+_b(t') \rangle_\xi &= \langle \hat{\xi}^-_b(t) \hat{\xi}^n_b(t') \rangle_\xi = 0, \\
\langle \hat{\xi}^+_b(t) \hat{\xi}^+_b(t') \rangle_\xi &= -\kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^+.
\end{align*}
\]  
(E9)

and, in the \((x, y)\) basis,
\[
\begin{align*}
\langle \xi^n_b(t) \xi^n_b(t') \rangle_\xi &= -\kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^+, \\
\langle \xi^n_b(t) \xi^+_b(t') \rangle_\xi &= i \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^+, \\
\langle \xi^n_b(t) \xi^-_b(t') \rangle_\xi &= -\kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^-, \\
\langle \xi^+_b(t) \xi^+_b(t') \rangle_\xi &= -i \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^-.
\end{align*}
\]  
(E10)

Additionally, cross-correlations between neighbors develop, i.e.,
\[
\begin{align*}
\langle \hat{\xi}^-_b(t) \hat{\xi}^-_{b,nn}(t') \rangle_\xi &= \kappa \delta(t-t') \hat{\sigma}^- \hat{\sigma}^-_{nn}, \\
\langle \hat{\xi}^+_b(t) \hat{\xi}^-_{b,nn}(t') \rangle_\xi &= \kappa \delta(t-t') \hat{\sigma}^- \hat{\sigma}^+_{nn}, \\
\langle \hat{\xi}^+_b(t) \hat{\xi}^-_{b,nn}(t') \rangle_\xi &= \langle \hat{\xi}^-_b(t) \hat{\xi}^-_{b,nn}(t') \rangle_\xi = 0, \\
\langle \hat{\xi}^+_b(t) \hat{\xi}^+_b(t') \rangle_\xi &= 0, \\
\langle \hat{\xi}^-_b(t) \hat{\xi}^+_b(t') \rangle_\xi &= -\kappa \delta(t-t') \hat{\sigma}^+_b(1 - \hat{n}), \\
\langle \hat{\xi}^-_b(t) \hat{\xi}^-_{b,nn}(t') \rangle_\xi &= -\kappa \delta(t-t') \hat{\sigma}^- \hat{\sigma}^-_{nn}, \\
\langle \hat{\xi}^+_b(t) \hat{\xi}^-_{b,nn}(t') \rangle_\xi &= \langle \hat{\xi}^-_b(t) \hat{\xi}^+_b(t') \rangle_\xi = 0
\end{align*}
\]  
(E11)

which, in the \((x, y)\) basis, read
\[
\begin{align*}
\langle \xi^n_b(t) \xi^n_{b,nn}(t') \rangle_\xi &= \frac{\kappa}{2} \delta(t-t') (\hat{\sigma}^x \hat{\sigma}^x_{nn} - \hat{\sigma}^y \hat{\sigma}^y_{nn}), \\
\langle \xi^n_b(t) \xi^+_b(t') \rangle_\xi &= \frac{\kappa}{2} \delta(t-t') (\hat{\sigma}^y \hat{\sigma}^x_{nn} - \hat{\sigma}^x \hat{\sigma}^y_{nn}), \\
\langle \xi^n_b(t) \xi^-_b(t') \rangle_\xi &= \frac{\kappa}{2} \delta(t-t') (\hat{\sigma}^x \hat{\sigma}^x_{nn} + \hat{\sigma}^y \hat{\sigma}^y_{nn}), \\
\langle \xi^+_b(t) \xi^-_{b,nn}(t') \rangle_\xi &= -\kappa \delta(t-t') \hat{\sigma}^+_b(1 - \hat{n}), \\
\langle \xi^+_b(t) \xi^-_{b,nn}(t') \rangle_\xi &= i \kappa \delta(t-t') \hat{\sigma}^+_b(1 - \hat{n}).
\end{align*}
\]  
(E12)
As for decay, we can introduce the vectorial notation

$$\xi_{b,l,m}(t) = (\hat{c}_{b,l}(t), \hat{c}_{b,l}'(t), \hat{c}_{b,m}(t), \hat{c}_{b,m}'(t), \hat{c}_{b,m}'(t), \hat{c}_{b,m}(t)),$$

with \(m\) denoting a neighbor of \(l\), and write

$$\langle \xi_{b,l,m}(t) \xi_{b,l',m'}(t') \rangle_{\xi} = \kappa \delta(t - t') \delta_{l,l'} \delta_{m,m'} \times$$

$$\begin{pmatrix}
1 & -i(2\hat{p}_l \hat{p}_m - 1) & -\hat{n}_m \hat{a}_l^+ & \frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & -\hat{a}_l^-(1 - \hat{n}_m) \\
-i(2\hat{p}_l \hat{p}_m - 1) & 1 & i\hat{n}_m \hat{a}_l^+ & \frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & -i\hat{a}_l^-(1 - \hat{n}_m) \\
-\hat{n}_m \hat{a}_l^- & -i\hat{n}_m \hat{a}_l^+ & \hat{n}_m(1 - \hat{n}_l) & -\hat{a}_m^+(1 - \hat{n}_l) & i\hat{a}_m^+(1 - \hat{n}_l) & 0 \\
\frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & -\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & 1 & -i(2\hat{p}_l \hat{p}_m - 1) & -\hat{n}_l \hat{a}_m^+ \\
\frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & -i\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & 1 & i(2\hat{p}_l \hat{p}_m - 1) & \hat{a}_l \hat{a}_m^+ \\
-\hat{a}_l^+(1 - \hat{n}_m) & i\hat{a}_l^+(1 - \hat{n}_m) & 0 & -i\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & -i\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & \hat{n}_l \hat{a}_m^+
\end{pmatrix} \times$$

with the shorthand \(\hat{p} = 1 - \hat{n} = \langle \downarrow \rangle \langle \uparrow \rangle\). Keeping only the “leading” terms in the density operators, the matrix above reduces to

$$\begin{pmatrix}
1 & -i & -\hat{n}_m \hat{a}_l^+ & \frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & -\hat{a}_l^- \\
i & 1 & i\hat{n}_m \hat{a}_l^+ & \frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & -i\hat{a}_l^- \\
-\hat{n}_m \hat{a}_l^- & -i\hat{n}_m \hat{a}_l^+ & \hat{n}_m(1 - \hat{n}_l) & -\hat{a}_m^+(1 - \hat{n}_l) & i\hat{a}_m^+(1 - \hat{n}_l) & 0 \\
\frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & -\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & 1 & -i(2\hat{p}_l \hat{p}_m - 1) & -\hat{n}_l \hat{a}_m^+ \\
\frac{i \hat{a}_l^+ \hat{a}_m^+ + \hat{a}_l^+ \hat{a}_m^-}{2} & \frac{i \hat{a}_l^+ \hat{a}_m^+ - \hat{a}_l^+ \hat{a}_m^-}{2} & -i\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & 1 & i(2\hat{p}_l \hat{p}_m - 1) & \hat{a}_l \hat{a}_m^+ \\
-\hat{a}_l^+(1 - \hat{n}_m) & i\hat{a}_l^+(1 - \hat{n}_m) & 0 & -i\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & -i\hat{a}_m^- \hat{n}_m(1 - \hat{n}_l) & \hat{n}_l \hat{a}_m^+
\end{pmatrix}.$$
b. Coagulation noise

We repeat here the same derivation employed for branching, adapted at the case of coagulation processes. The Heisenberg equations of motion in this case are

\[ \partial_t \hat{\sigma}^- = i[H_\sigma + H_{c,nn}, \hat{\sigma}^-] = \]
\[ = i \sum_k \alpha_k \left[ \hat{n}_{nn} \hat{\sigma}^- \hat{c}_k \right] - \hat{\sigma}^- \hat{\sigma}^+ \hat{n}_{nn} \hat{c}_k - \hat{c}_k \hat{n}_{nn} \hat{\sigma}^- \right], \quad \text{(E17a)} \]
\[ \partial_t \hat{n} = i[H_\sigma + H_{c,nn}, \hat{n}] = i \sum_k \alpha_k \hat{n}_{nn} \left( \hat{c}_k \hat{\sigma}^- - \hat{\sigma}^+ \hat{c}_k \right), \quad \text{(E17b)} \]
\[ \partial_t \hat{c}_k = i[H_\sigma + H_{c,nn}, \hat{c}_k] = -i\alpha_k \hat{n}_{nn} \hat{\sigma}^- - i\nu_k \hat{c}_k. \quad \text{(E17c)} \]

The equations for the variables on the neighboring (nn) site have the same structure with the indices exchanged between “nn” and “non-nn” operators. Substituting the integral version

\[ \hat{c}_k(t) = e^{-i\nu_k t} \hat{c}_k(0) - i\alpha_k \int_0^t d\tau \hat{\sigma}^- (\tau) \hat{n}_{nn}(\tau) e^{-i\nu_k (t-\tau)} \]
\[ \text{(E18)} \]

of the last equation in the remaining two yields, after a Born-Markov approximation on the “deterministic” part

\[ \partial_t \hat{\sigma}^- = -\kappa \hat{n}_{nn} \hat{\sigma}^- + \hat{\xi}_c^- \]
\[ \text{(E19)} \]

with

\[ \hat{\xi}_c^- (t) = i \sum_k \alpha_k \left[ e^{-i\nu_k t} \hat{n}_{nn} \hat{\sigma}^- \hat{c}_k(0) - \hat{\sigma}^- \hat{\sigma}^+ \hat{n}_{nn} \hat{c}_k(0) e^{-i\nu_k t} + \right. \]
\[ - \hat{c}_k \hat{n}_{nn} (0) e^{i\nu_k t} \hat{\sigma}^- \hat{\sigma}^- \hat{\sigma}^- \hat{\sigma}^- \right]. \quad \text{(E20)} \]

Again, \( \langle \hat{c}_c^- (t) \rangle_\xi = 0 \) and only contractions of the form \( \langle \hat{c}_c^+ \hat{c}_c^- \rangle_\xi \) (with equal indices) will yield a non-vanishing result, implying, in the Born-Markov approximation,

\[ \langle \hat{\xi}_c^- (t) \hat{\xi}_c^- (t') \rangle_\xi = \langle \hat{\xi}_c^+ (t) \hat{\xi}_c^+ (t') \rangle_\xi = 0, \]
\[ \langle \hat{\xi}_c^- (t) \hat{\xi}_c^+ (t') \rangle_\xi = \kappa \delta(t - t')(2 - \hat{n}) \hat{n}_{nn}, \quad \text{(E21)} \]
\[ \langle \hat{\xi}_c^+ (t) \hat{\xi}_c^- (t') \rangle_\xi = \kappa \delta(t - t') \hat{n}_{nn} \hat{n} \]

or, equivalently,

\[ \langle \hat{\xi}_c^+ (t) \hat{\xi}_c^+ (t') \rangle_\xi = \langle \hat{\xi}_c^- (t) \hat{\xi}_c^- (t') \rangle_\xi = 2 \kappa \hat{n}_{nn} \delta(t - t'), \]
\[ \langle \hat{\xi}_c^+ (t) \hat{\xi}_c^- (t') \rangle_\xi = -2i \kappa \delta(t - t') (1 - \hat{n}) \hat{n}_{nn}, \quad \text{(E22)} \]
\[ \langle \hat{\xi}_c^- (t) \hat{\xi}_c^- (t') \rangle_\xi = 2i \kappa \delta(t - t') (1 - \hat{n}) \hat{n}_{nn}. \]

Similarly, one can work out the equation for the density

\[ \partial_t \hat{n} = -\kappa \hat{n}_{nn} + \hat{\xi}_c^\dagger \]
\[ \text{(E23)} \]

with

\[ \hat{\xi}_c^\dagger = i \sum_k \alpha_k \hat{n}_{nn} \left( e^{i\nu_k t} \hat{c}_k(0) \hat{\sigma}^- - \hat{\sigma}^+ \hat{c}_k(0) e^{-i\nu_k t} \right). \quad \text{(E24)} \]
The remaining variances thus read

\[
\langle \hat{\xi}^c(t) \hat{\xi}^c(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{n}_{nn} \hat{n}, \\
\langle \hat{\xi}^c(t) \hat{\xi}^c_-(t') \rangle_{\xi} = \langle \hat{\xi}^c_+(t) \hat{\xi}^c(t') \rangle_{\xi} = 0, \\
\langle \hat{\xi}^c(t) \hat{\xi}^c_+(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^+, \\
\langle \hat{\xi}^c_-(t) \hat{\xi}^c_+(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^-
\]

(E25)

and, in the \((x,y)\) basis,

\[
\langle \hat{\xi}^c_-(t) \hat{\xi}^c_-(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^-, \\
\langle \hat{\xi}^c_-(t) \hat{\xi}^c_+(t') \rangle_{\xi} = i \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^+, \\
\langle \hat{\xi}^c_+(t) \hat{\xi}^c_+(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^+, \\
\langle \hat{\xi}^c_+(t) \hat{\xi}^c_-(t') \rangle_{\xi} = -i \kappa \delta(t-t') \hat{n}_{nn} \hat{\sigma}^-.
\]

(E26)

Additionally, cross-correlations between neighbors develop, i.e.,

\[
\langle \hat{\xi}^c_-(t) \hat{\xi}^c_{-nn}(t') \rangle_{\xi} = \langle \hat{\xi}^c_+(t) \hat{\xi}^c_{-nn}(t') \rangle_{\xi} = 0, \\
\langle \hat{\xi}^c_-(t) \hat{\xi}^c_{+nn}(t') \rangle_{\xi} = 0, \\
\langle \hat{\xi}^c_+(t) \hat{\xi}^c_{+nn}(t') \rangle_{\xi} = 2 \kappa \delta(t-t') \hat{\sigma}^+ \hat{\sigma}^-, \\
\langle \hat{\xi}^c_-(t) \hat{\xi}^c_{+nn}(t') \rangle_{\xi} = 0, \\
\langle \hat{\xi}^c_+(t) \hat{\xi}^c_{+nn}(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{\sigma}^+ \hat{n}, \\
\langle \hat{\xi}^c_-(t) \hat{\xi}^c_{-nn}(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{\sigma}^- \hat{n}_{nn}, \\
\langle \hat{\xi}^c_+(t) \hat{\xi}^c_{-nn}(t') \rangle_{\xi} = \langle \hat{\xi}^c_+(t) \hat{\xi}^c_{+nn}(t') \rangle_{\xi} = 0.
\]

(E27)

which, in the \((x,y)\) basis, read

\[
\langle \hat{\xi}^c_x(t) \hat{\xi}^c_{x,nn}(t') \rangle_{\xi} = 2 \kappa \delta(t-t') \hat{\sigma}^+ \hat{\sigma}^-, \\
\langle \hat{\xi}^c_y(t) \hat{\xi}^c_{y,nn}(t') \rangle_{\xi} = 2 \kappa \delta(t-t') \hat{\sigma}^+ \hat{\sigma}^-, \\
\langle \hat{\xi}^c_x(t) \hat{\xi}^c_{y,nn}(t') \rangle_{\xi} = -2 i \kappa \delta(t-t') \hat{\sigma}^+ \hat{\sigma}^-, \\
\langle \hat{\xi}^c_y(t) \hat{\xi}^c_{x,nn}(t') \rangle_{\xi} = \kappa \delta(t-t') \hat{\sigma}^+ \hat{n}, \\
\langle \hat{\xi}^c_y(t) \hat{\xi}^c_{y,nn}(t') \rangle_{\xi} = -i \kappa \delta(t-t') \hat{\sigma}^+ \hat{n}.
\]

(E28)

As for decay and branching, we can introduce the vectorial notation

\[
\hat{\xi}^c_{x,l,m}(t) = (\hat{\xi}^c_{x,l}(t), \hat{\xi}^c_{x,l}(t), \hat{\xi}^c_{x,l}(t), \hat{\xi}^c_{x,m}(t), \hat{\xi}^c_{x,m}(t), \hat{\xi}^c_{x,m}(t)),
\]

(E29)
with \( m \) denoting a neighbor of \( l \), and write

\[
\langle \hat{\xi}_{c,l,m}(t) \hat{\xi}_{c,l,m'}(t') \rangle_\xi = \kappa \delta(t-t') \delta_{l,l'} \delta_{m,m'} \times
\]

\[
\begin{pmatrix}
2\hat{n}_m & -2i\hat{m}_m(1 - \hat{n}_l) & \hat{n}_m \hat{\sigma}_l^- & 2\hat{\sigma}_m^+ \hat{\sigma}_l^- & -2i\hat{\sigma}_m^+ \hat{\sigma}_l^- & \hat{\sigma}_l^- \hat{n}_m \\
2i\hat{m}_m(1 - \hat{n}_l) & 2\hat{n}_m & i\hat{m}_m \hat{\sigma}_l^- & 2i\hat{\sigma}_m^- \hat{\sigma}_l^+ & 2\hat{\sigma}_m^- \hat{\sigma}_l^+ & i\hat{\sigma}_l^- \hat{n}_m \\
\hat{n}_m \hat{\sigma}_l^+ & -i\hat{m}_m \hat{\sigma}_l^+ & \hat{n}_m \hat{n}_l & \hat{\sigma}_m^- \hat{n}_l & -i\hat{\sigma}_m^- \hat{n}_l & 0 \\
2\hat{\sigma}_m^+ \hat{\sigma}_l^- & -2i\hat{\sigma}_m^+ \hat{\sigma}_m^- & \hat{\sigma}_m^- \hat{n}_l & 2\hat{n}_l & -2i\hat{m}_l(1 - \hat{n}_m) & \hat{n}_l \hat{\sigma}_m^- \\
2i\hat{\sigma}_m^+ \hat{\sigma}_l^- & 2\hat{\sigma}_l^+ \hat{\sigma}_m^- & i\hat{\sigma}_m^- \hat{n}_l & 2i\hat{m}_l(1 - \hat{n}_m) & 2\hat{n}_l & \hat{\sigma}_l^- \hat{n}_m \\
\hat{\sigma}_l^- \hat{n}_m & -i\hat{\sigma}_l^- \hat{n}_m & 0 & \hat{n}_l \hat{\sigma}_l^+ & -i\hat{\sigma}_l^+ \hat{n}_m & \hat{n}_l \hat{n}_m \\
\end{pmatrix}
\]

where the grid is only meant as a guide to the eye, to help distinguish the various elements. Keeping only the terms which compete with decay in terms of powers of the density operator, we have

\[
\begin{pmatrix}
0 & 0 & 0 & 2\hat{\sigma}_m^+ \hat{\sigma}_l^- & -2i\hat{\sigma}_m^+ \hat{\sigma}_l^- & 0 \\
0 & 0 & 0 & 2i\hat{\sigma}_m^- \hat{\sigma}_l^+ & 2\hat{\sigma}_m^+ \hat{\sigma}_l^- & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
2\hat{\sigma}_l^+ \hat{\sigma}_m^- & -2i\hat{\sigma}_l^+ \hat{\sigma}_m^- & 0 & 0 & 0 & 0 \\
2i\hat{\sigma}_m^+ \hat{\sigma}_l^- & 2\hat{\sigma}_l^+ \hat{\sigma}_m^- & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[(E31)\]

c. Corrections to the effective action

Here we show what corrections to the couplings in the effective action \([2.52]\) would ensue if we had accounted for branching and coagulation noise as well. First, we are going to disregard all terms higher than quadratic in the \( \sigma^x/y \), \( \hat{\sigma}^x/y \) variables. This already makes coagulation unimportant and leaves us with just branching to analyze. Neglecting derivative terms, the covariance matrix reads

\[
\langle \xi_{b,X} \xi_{b,Y} \rangle_\xi = \kappa \delta(X - Y) \begin{pmatrix}
2 & 0 & -\sigma_X^x \\
0 & 2 & -\sigma_X^x \\
-\sigma_X^x & -\sigma_X^y & 2n_X
\end{pmatrix} = \delta(X - Y) M_{b,X}
\]

and produces in the action density a correction

\[
\Delta S_b = -\frac{1}{2} \hat{\sigma}_X^x \hat{M}_{b,X} \hat{\sigma}_X^x = -\kappa \left[ (\hat{\sigma}_X^x)^2 + (\hat{\sigma}_X^y)^2 + \hat{n}_X n_X - \sigma_X^x \hat{n}_X \sigma_X^x - \hat{\sigma}_X^x \hat{n}_X \sigma_X^y \right].
\]

\[(E33)\]

The latter two addends provide negligible fluctuations to the (gapped) quadratic parts of the \( \sigma \) fields and will be disregarded. The simplified action thus reads

\[
S = \int_X \hat{n}_X \left[ (\partial_t - D \hat{\sigma}^2 + 1 - \chi) n_X + 2n_X P_X n_X - \frac{1 + 2\chi}{2} \hat{n}_X n_X \right] \\
+ \int_X \hat{\sigma}_X^x \left[ \frac{\chi + 1}{2} \hat{\sigma}_X^x - \frac{1 + 2\chi}{2} \sigma_X^x \right] \\
+ \int_X \hat{\sigma}_X^y \left[ \frac{\chi + 1}{2} \hat{\sigma}_X^y - \frac{1 + 2\chi}{2} \sigma_X^y \right] \\
+ \int_X \sigma_X^y \left( -\frac{\omega}{\chi} \hat{n}_X P_X n_X + \frac{\omega}{\chi} \sigma_X^x P_X \sigma_X^x \right) + \hat{\sigma}_X^x \left( \frac{2\omega}{\chi} (2n_X - 1) P_X n_X - \frac{\omega}{\chi} \sigma_X^x P_X \sigma_X^x \right).
\]

\[(E34)\]
Integration over the $\sigma^x, \sigma^y$ modes now yields, after simplifying it again along the same lines of the discussion above (i.e., disregarding all fluctuations over gapped parts, the quartic non-linearities in the $\sigma$ and derivatives),

$$S = \int_X \bar{n}_X \left[ (\partial_x - D \nabla^2 + 1 - \chi) n_x + 2 \left( x - \frac{2 \omega^2}{\chi + 1} \right) n_x^2 - \frac{1 + 2 \chi}{2} \bar{n}_X n_x \right] - \int_X \left[ \frac{2 \omega^2 (1 + 2 \chi)}{\chi + 1} n_x^2 n_x - \frac{8 \omega^2}{\chi + 1} n_x^3 \bar{n}_X \right]$$

$$+ \int_X \sigma^x_2 \left[ \chi + 1 - \frac{1 + 2 \chi}{2} \sigma^x \right] - \int_X \left[ \frac{2 \omega^2 (1 + 2 \chi)}{\chi + 1} \bar{n}_X n_x \sigma^x \sigma^x \right].$$

(E35)

Similarly, the integration over $\sigma^z, \tilde{\sigma}^x$ produces

$$\Delta S = \frac{1}{2} \int_X \log \left[ 1 - \frac{16 \omega^2 (1 + 2 \chi)^2}{(\chi + 1)^3} \bar{n}_X n_x \right] = -\frac{8 \omega^2 (1 + 2 \chi)^2}{(\chi + 1)^3} \bar{n}_X n_x - \frac{64 \omega^4 (1 + 2 \chi)^4}{(\chi + 1)^6} (\bar{n}_X n_x)^2 + \ldots$$

(E36)

The final action would thus read

$$S = \int_X \bar{n}_X \left[ \left( \partial_t - D \nabla^2 + 1 - \chi - \frac{8 \omega^2 (1 + 2 \chi)^2}{(\chi + 1)^3} \right) n_x + 2 \left( x - \frac{2 \omega^2}{\chi + 1} \right) n_x^2 + \frac{8 \omega^2}{\chi + 1} n_x^3 \right]$$

$$- \int_X \bar{n}_X^2 \left[ \frac{1 + 2 \chi}{2} n_x + \frac{2 \omega^2 (1 + 2 \chi)}{(\chi + 1)^2} + \frac{64 \omega^4 (1 + 2 \chi)^4}{(\chi + 1)^6} \right] n_x^3 \right],$$

from which we see that only the gap and the noise vertices get modified according to

$$\Delta = 1 - \chi - \frac{8 \omega^2 (1 + 2 \chi)^2}{(1 + \chi)^3},$$

$$\Xi_X = -\frac{1 + 2 \chi}{2} n_x - \frac{2 \omega^2 (1 + 2 \chi)}{(\chi + 1)^2} \left( 1 + \frac{32 (1 + 2 \chi)^3}{(\chi + 1)^4} \right) n_x^3.$$

(E38)

### Appendix F: Discussion of the fluctuationless mean-field equations

Rescaling time by the decay rate $t \rightarrow \gamma t$ as we have done in the main text, the mean-field equations read

$$\partial_t n = n + [\omega \sigma^y + \chi (1 - 2 n)] n,$$

(F1a)

$$\partial_t \sigma^x = - \left[ \omega \sigma^y + \frac{\chi + 1}{2} + \chi n \right] \sigma^x,$$

(F1b)

$$\partial_t \sigma^y = \omega (\sigma^x)^2 - \left( \frac{\chi + 1}{2} + \chi n \right) \sigma^y - 2 n \omega (2 n - 1).$$

(F1c)

Due to the presence of the absorbing state, $n = 0 \Rightarrow \partial_t n = 0$. Therefore, starting from $n > 0$ (physically meaningful subspace) the dynamics cannot cross to $n < 0$ (unphysical subspace) and we can thus safely restrict our considerations to the physical solutions. We first prove that no stationary solution with $\sigma^x \neq 0$ is physically acceptable. In fact, the only other way to make the middle equation vanish is to set

$$\omega \sigma^y = -\frac{\chi + 1}{2} - \chi n.$$

(F2)

Since we must require that $n \geq 0$, we have to conclude that $\sigma^y \leq 0$. This means that, in the third equation, the first two addends are positive. Therefore, it can only vanish if the third one is negative, which implies $2 n - 1 > 0$, i.e., $n > 1/2$. However, substituting (F2) into the first equation yields

$$n = \frac{1}{6 \chi} (\chi - 3) < \frac{1}{6},$$

(F3)

which is absurd. Hence, $\sigma^x = 0$ in the steady state. Apart from the absorbing phase $n = \sigma^y = \sigma^x = 0$, the other solutions read

$$n \equiv n(t \rightarrow \infty) = \frac{1}{4 \omega^2 + 2 \chi^2} \left[ (\omega^2 - \chi) \pm \sqrt{(\omega^2 - \chi)^2 + (\chi^2 + 2 \omega^2)(\chi^2 - 1)} \right],$$

(F4a)

$$\sigma^y \equiv \sigma^y(t \rightarrow \infty) = 2 n \omega (1 - 2 n) \frac{\chi_1 + 1}{\chi_2 + \chi n} = \frac{1}{\omega} [1 - \chi (1 - 2 n)].$$

(F4b)
Clearly, \( n_+ \geq n_- \) always holds. The stability of the absorbing solution is easily checked: expanding to the leading order around it
\[
n \rightarrow n_{ss} + \delta n = \delta n, \quad \sigma_{x/y} \rightarrow \sigma_{ss}^{x/y} + \delta \sigma^{x/y} = \delta \sigma^{x/y},
\] the stability can be easily checked: expanding to the leading order around it
\[
n \rightarrow n_{ss} + \delta n = \delta n, \quad \sigma_{x/y} \rightarrow \sigma_{ss}^{x/y} + \delta \sigma_{x/y} = \delta \sigma_{x/y},
\] one finds
\[
\partial_t \begin{pmatrix} \delta n \\ \delta \sigma^{x/y} \end{pmatrix} = \begin{pmatrix} \chi - 1 \\ 2 \omega \end{pmatrix} \begin{pmatrix} \delta n \\ -\chi + 1 \\ 2 \omega - 8 \omega n_{ss} - \chi n_{ss} \end{pmatrix}.
\] (F6)
The eigenvalues of the stability matrix can be easily read off from the diagonal: the second one is always stable (negative), whereas the first one is stable for \( \chi < 1 \) and unstable for \( \chi > 1 \). This latter condition identifies an active phase for the system (the smallest fluctuations drives the dynamics away from the empty state). We recall that the remaining solutions are real for \( (\omega^2 - \chi)^2 + (\chi^2 + 2 \omega^2)(\chi^2 - 1) \geq 0 \) (which, in particular, is guaranteed for \( \chi \geq 1 \)). Their signs can be classified as follows:

(I) \( \chi > 1 \Rightarrow n_+ \geq 0 \) and \( n_- \leq 0 \);

(II) \( \chi < 1, \omega^2 < \chi \Rightarrow n_\pm \leq 0 \);

(III) \( \chi < 1, \omega^2 > \chi \Rightarrow n_\pm \geq 0 \).

The stability matrix for these solutions is
\[
M_\pm = \begin{pmatrix} \omega \sigma_{ss}^y - 1 + \chi - 4 \chi n_{ss} \\ -\chi \sigma_{ss}^y + 2 \omega - 8 \omega n_{ss} \end{pmatrix} = \begin{pmatrix} -2 \chi n_{ss} \\ -\chi \sigma_{ss}^y + 2 \omega - 8 \omega n_{ss} - \chi n_{ss} \end{pmatrix},
\] (F7)
where the second equality comes from applying Eq. (F4b) to the first element. Again, we are only interested in the case when the solutions are real-valued and positive and therefore \( M \) is a real matrix and has either real or complex-conjugate eigenvalues. Its determinant reads
\[
\det M_\pm = 2 n_\pm \left[ n_\pm (2 \chi^2 + 4 \omega^2) + \chi - \omega^2 \right] = \pm 2 n_\pm \sqrt{(\omega^2 - \chi)^2 + (\chi^2 + 2 \omega^2)(\chi^2 - 1)},
\] (F8)
while the trace is
\[
\text{tr} \{ M_\pm \} = -\frac{\chi + 1}{2} - 3 \chi n_{ss}.
\] (F9)
For \( n_- \) in region (III) the determinant is negative, implying that the eigenvalues are real and one is positive, and thereby signalling an instability. The solutions \( n_+ \) in regions (I) and (III) feature instead a positive determinant and a negative trace, implying that both eigenvalues have negative real part, and are consequently both stable under small perturbations. All the remaining solutions are negative and can thus be discarded. These considerations lead to the phase diagram in Fig. 9, which includes the main features discussed in the main text, i.e., the presence of both a second-order and a first-order transition from the absorbing state to finite-density phases and a bicritical point where these two lines join. The regimes (I) - (III) discussed here correspond to the ones introduced in Sec. III B. At this level, however, we have no way to prefer the active solution over the absorbing one in regime (III), highlighting one of the advantages of employing an effective potential description.
Figure 9. Stationary mean-field phase diagram as extracted from Eqs. (F1a)-(F1c). The dark blue patch at $\chi < 1$ corresponds to the absorbing phase. The solid red line highlights where the second-order transition occurs to the active phase, whereas the dashed yellow line separates the domain of real solutions (RS), corresponding to the areas labeled with “3RS” from where the (non-absorbing) solutions are complex (one real solution, “1RS”, regions). This line joins the second-order one at the bicritical point $(\omega, \chi) = (1, 1)$. Its upper branch denotes the appearance of a second, physically-acceptable, attractive solution, whose density is displayed in the upper left portion of the diagram. The dashed-dotted, white line indicates $\chi = \omega^2$ and separates regions (II) and (III) defined in this Section. Finally, the vertical dashed red line separates the region of stability of the absorbing solution ($\chi < 1$) from the region in which the latter is unstable ($\chi > 1$).