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1. Introduction

Problems for nonlinear singularly perturbed reaction-diffusion-advection equations arise in gas dynamics [1], combustion theory [2], chemical kinetics [3–10], nonlinear wave theory [11], biophysics [12–16], medicine [17–20], ecology [21–25], finance [26] and other fields of science [27]. A specific feature of problems of this type is the presence of processes of different scales. Therefore, the mathematical models of these problems are described by nonlinear parabolic equations with a small parameter at the highest derivative. In this regard, solutions to these problems may contain narrow moving fronts that divide the space into two parts: the disturbed part, through which the front has already passed, and the undisturbed part. The front is a region in which the function describing some characteristic of the medium (temperature, density, etc.) changes quite sharply from the values of the function describing one state of the medium (for example, undisturbed) to the value of the function describing another state. The width of such a front is rather small in relation to the size of the entire region [11]. As a consequence, the reaction front can be distinguished experimentally.

Some applied problems for equations of this type require solving inverse problems for recovering some coefficient in the equation. To formulate the inverse problem, additional information is required, which is usually measured in an experiment. Often, in the formulation of inverse problems for partial differential equations, additional information about the solution on a part of the boundary of the domain is used (see, for example, [24,28–37]).
However, one of the possible statements of inverse problems for equations of the type under consideration is a statement with additional information about the dynamics of the reaction front motion (see, for example, [38–40]). Additional data of this type are in demand in practice, since they are most easily to observe in experiments (the front is an easily distinguishable contrast structure).

The simplest formulation of an inverse problem of this type relates to the case of recovering a function of an argument from experimental observations of a function of the same argument. For example, in [41], an approach was considered to restore the function of a temporary variable argument from the observation data of the function also of the variable argument in time. More complex formulations are formulations in which it is required to restore the function of one argument (for example, spatial) from the observation data of the function of another argument (for example, temporal). This class of inverse problems is considered by the authors recently—the recovering of the function of the argument of a spatial variable (that determines the properties of the medium) from the data of observations of the function of the argument of the time variable (that determined by the dynamics of the reaction front). In this paper, we consider the question of the possibility of recovering the advection coefficient in the generalized Burgers equation [42] from the data on the dynamics of the reaction front.

To effectively solve such inverse problems the methods of asymptotic analysis can be used [3,43]. In such cases, it is possible to reduce the original inverse problem for a nonlinear singularly perturbed partial differential equation to a much simpler problem with respect to the coefficient to be restored. The resulting simplified problem is called as a reduced statement (formulation) of the inverse problem.

However, the reduced formulations of such inverse problems may have special features. It was shown that the reduced formulations can contain (1) algebraic equations for an unknown coefficient (see, for example, [44]), (2) differential equations for an unknown coefficient (see, for example, [40]), (3) integral equations for an unknown coefficient. The first case is the simplest and allows to restore the unknown function only at those points through which the reaction front passed during its experimental observation. In this case, a pointwise recovering of the unknown coefficient is possible. The second case is more complicated, since additional input information is required for the correct formulation of the inverse problem being solved. The third case is the most difficult. In this paper, we consider a more complex example compared to the example discussed in [39]. Now, as a result of applying the asymptotic analysis methods, a nonlinear integral equation arises.

The structure of this work is as follows. Section 2 presents the physical formulation of the inverse problem of determining the advection coefficient in the generalized Burger’s equation with data on the position of the reaction front. As a consequence, an important question arises: is it possible to obtain a mathematical connection between the unknown coefficient and the data of the inverse problem? The methods of asymptotic analysis of the direct problem help to solve this question. Thus, in Section 3 the methods of asymptotic analysis are used in order to obtain the so-called reduced statement of the inverse problem. The next question is: how to solve the obtained equation? Thus, Section 4 describes the features of the numerical search for the unknown solution from the reduced formulation of the inverse problem. The final question is whether the proposed approach can be trusted? Section 5 demonstrates the results of numerical experiments, from which it is possible to draw conclusions about the possibilities and limitations of the proposed approach.

2. Statement of the Inverse Problem

Consider the problem for a nonlinear singularly perturbed Burger’s type equation:

\[
\begin{cases}
\varepsilon \frac{\partial^2 u}{\partial x^2} - \frac{\partial u}{\partial t} = -q(x)u \frac{\partial u}{\partial x} - u^3, & x \in (0,1), \quad t \in (0,T], \\
u(0,t) = u_{left}, & t \in (0,T], \\
u(1,t) = u_{right}, & t \in (0,T], \\
u(x,0) = u_{init}(x), & x \in [0,1],
\end{cases}
\] (1)
where $0 < \varepsilon \ll 1$ is a small parameter, and the functions $q(x)$ and $u_{init}(x)$ are sufficiently smooth, with $q(x) > 0$ everywhere on the segment $x \in [0, 1]$.

Under certain conditions, the problem (1) can have a solution of the moving front type. A solution of this type is a function that has a narrow interior layer in a small (of the order of $\varepsilon |\ln \varepsilon|$) neighborhood of some point, that moving according to the law $x = x_{t,p}(t)$. We call the point $x_{t,p}(t)$ as “transition point” (“t.p.”). Outside this neighborhood, the solution is close to one of two functions, $\phi^l(x)$ or $\phi^r(x)$, each of which is independent of time (see Figure 1).

![Figure 1. Typical form of the moving front-type solution in Problem (1) for a fixed $t$. The figure is drawn for set of parameters (16) and time $t \approx 0.36$.](image)

**Remark 1.** There is no need to specify and verify the conditions under which a front-type solution exists. Our aim is to solve the inverse problem. Thus, if we observe a reaction front in an experiment, the conditions for the existence of a front-type solution are satisfied (whatever they may be).

The inverse problem is to determine the coefficient $q(x) > 0$ in (1) from the known additional information about the position of the reaction front

$$x_{t,p}(t) = f(t), \quad t \in [0, T]. \quad (2)$$

**Remark 2.** Note that in practice, instead of the exact data $f(t)$, the experimentally measured approximate value $f_\delta(t)$ (see Figure 1) is known, such that:

$$\|f - f_\delta\|_{L^2} \leq \delta.$$

To solve the inverse problem, an explicit connection between the unknown function $q(x)$ and the data of the inverse problem $f(t)$ is required. The question arises: whether such a connection can be obtained? The methods of asymptotic analysis, the application of which to the problem (1) is discussed in the next section, will help us solve this question (the result is the Equation (13)).

3. Construction of the Reduced Statement of the Inverse Problem Using the Asymptotic Analysis Methods

We assume that for any $x \in [0, 1]$, the inequality $\phi^l(x) < \phi^r(x)$ is satisfied. Then the solution is of the front type (if it exists) and it will be increasing over the entire segment $x \in [0, 1]$ at any time $t \in [0, T]$. In order for such a solution of the direct problem (1) to exist, we require the following conditions to be met.
(A1) Let the initial function \( u_{init}(x) \) of the problem (1) have the form of a formed front with a large gradient in the vicinity of the point \( x_{l,p}(0) \). Let the initial and boundary conditions be consistent to continuity: \( u_{init}(0) = u_{left}, \ u_{init}(1) = u_{right}. \)

(A2) Let the inequalities \( \phi'(x) < 0, \ \phi'(x) > 0 \) be satisfied everywhere on the segment \( x \in [0, 1] \).

The algorithm from the work [45] based on the methods of asymptotic analysis allows us to obtain an approximate law of motion of the point of localization of the reaction front \( x = x_{l,p}(t) \). In this paper, it is proved that the following representations are valid

\[
    u(x, t) = U_0(x, t) + O(\varepsilon), \quad x_{l,p}(t) = x_0(t) + O(\varepsilon),
\]

where \( U_0(x, t) \) is the zero-order asymptotic approximation in the small parameter of the solution to the problem (1), and \( x_0(t) \) is the zero approximation for the coordinate of the reaction front localization point at time \( t \).

The function \( U_0(x, t) \) is constructed separately on each of the sets \( D^{(-)} := \{(x, t) \in [0, x_{l,p}(t)] \times (0, T]\} \) and \( D^{(+)} := \{(x, t) \in [x_{l,p}(t), 1] \times (0, T]\} \):

\[
    U_0(x, t) = \begin{cases} 
        U_0^{(-)}(x, t), & (x, t) \in D^{(-)}, \\
        U_0^{(+)}(x, t), & (x, t) \in D^{(+)}. 
    \end{cases}
\]

Each of the functions \( U_0^{(\pm)}(x, t) \) is the sum of two terms: (1) the regular part, the function \( \phi'^{\pm}(x) \), and (2) the transition layer function, \( Q^{(\pm)}(\xi, x_{l,p}(t)) \), describing the behavior of the solution in the vicinity of the point \( x_{l,p}(t) \) at each time instant and depending on the stretched variable \( \xi = (x - x_{l,p}(t))/\varepsilon \):

\[
    U_0^{(-)}(x, t) = \phi^l(x) + Q^{(-)}(\xi, x_{l,p}(t)), \quad U_0^{(+)}(x, t) = \phi^r(x) + Q^{(+)}(\xi, x_{l,p}(t)).
\]

These functions satisfy the joining condition at the point \( x_{l,p}(t) \) at each moment of time \( t \in [0, T] \) in such a way that the following condition is fulfilled (see Figure 2)

\[
    U_0^{(-)}(x_{l,p}(t), t) = U_0^{(+)}(x_{l,p}(t), t) = \phi(x_{l,p}(t)),
\]

where \( \phi(x) \) is defined as

\[
    \phi(x) \equiv \frac{1}{2}(\phi^l(x) + \phi^r(x)), \quad x \in [0, 1].
\]

Figure 2. Relationship of the functions \( U_0^{(\pm)}(x, t) \) and \( \phi(x) \) with the localization point of the reaction front \( x_{l,p}(t) \).
Far from the region of localization of the reaction front, the solution of the problem (1) in the zero approximation can be described by the functions of the regular part \( \phi(x) \). The equations for these functions are obtained from the Equation (1), if we discard the term containing \( \epsilon \) and take into account that these functions do not depend on time. According to the algorithm from the work [45] these functions are defined as solutions to the following Cauchy problems:

\[
\begin{align*}
q(x)\phi'' - \frac{\partial}{\partial x} + (\phi')^3 &= 0, \quad x \in (0,1], \\
\phi'(0) &= u_{left}, \tag{5}
\end{align*}
\]

and

\[
\begin{align*}
q(x)\phi'' - \frac{\partial}{\partial x} + (\phi')^3 &= 0, \quad x \in [0,1), \\
\phi'(1) &= u_{right}. \tag{6}
\end{align*}
\]

The solutions to the problems (5) and (6) can be written out explicitly:

\[
\begin{align*}
\phi^l(x) &= \frac{1}{u_{left}} + \int_{0}^{x} \frac{ds}{q(s)}, \\
\phi^r(x) &= \frac{1}{u_{right}} - \int_{x}^{1} \frac{ds}{q(s)}. \tag{7}
\end{align*}
\]

Let us define the functions \( Q^{(\pm)}(\xi, x_{t,p}(t)) \) so that the functions \( U_{0}^{(\pm)} \) satisfy the Equation (1) with respect to the residual up to \( O(\epsilon^0) \) in the domains \( D^{(\pm)} \). To do this, we substitute each of these functions into the Equation (1). At the same time, we note that the differential operators included in this equation are rewritten as follows through the variable \( \xi \):

\[
\frac{\partial}{\partial x} = \frac{1}{\epsilon} \frac{\partial}{\partial \xi}, \quad \frac{\partial^2}{\partial x^2} = \frac{1}{\epsilon^2} \frac{\partial^2}{\partial \xi^2}, \quad \frac{\partial}{\partial t} = -\frac{1}{\epsilon} \frac{dx_{t,p}}{dt} \frac{\partial}{\partial \xi} + O(\epsilon^0).
\]

Combining the terms of the order \( O(\epsilon^{-1}) \), we obtain the following equations for the functions \( Q^{(\pm)}(\xi, x_{t,p}(t)) \):

\[
\frac{\partial^2 Q^{(\pm)}}{\partial \xi^2} + \frac{x_{t,p}}{dt} \frac{\partial Q^{(\pm)}}{\partial \xi} = -q(x_{t,p}(t) + \epsilon \xi) \left( Q^{(\pm)} + \phi^l(x_{t,p}(t) + \epsilon \xi) \right) \frac{\partial Q^{(\pm)}}{\partial \xi}.
\]

Let us introduce the function

\[
\hat{u}(\xi, x_{t,p}(t)) := \begin{cases} 
Q^{(-)}(\xi, x_{t,p}(t)) + \phi^l(x_{t,p}(t)), & \xi \leq 0, t \in (0, T], \\
Q^{(+)}(\xi, x_{t,p}(t)) + \phi^r(x_{t,p}(t)), & \xi \geq 0, t \in (0, T].
\end{cases} \tag{8}
\]

We will define the function \( \hat{u} \) separately for \( \xi \leq 0 \) and \( \xi \geq 0 \) from the following problems, in which the variable \( t \in (0, T] \) is a parameter:

\[
\begin{align*}
\frac{\partial^2 \hat{u}}{\partial \xi^2} + \frac{x_{t,p}}{dt} \frac{\partial \hat{u}}{\partial \xi} &= -q(x_{t,p}(t)) \hat{u} \frac{\partial \hat{u}}{\partial \xi}, \quad \xi \leq 0, \\
\hat{u}(0, x_{t,p}(t)) &= \phi(x_{t,p}(t)), \quad \hat{u}(-\infty, x_{t,p}(t)) = \phi^l(x_{t,p}(t)), \tag{9}
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial^2 \hat{u}}{\partial \xi^2} + \frac{x_{t,p}}{dt} \frac{\partial \hat{u}}{\partial \xi} &= -q(x_{t,p}(t)) \hat{u} \frac{\partial \hat{u}}{\partial \xi}, \quad \xi \geq 0, \\
\hat{u}(0, x_{t,p}(t)) &= \phi(x_{t,p}(t)), \quad \hat{u}(+\infty, x_{t,p}(t)) = \phi^r(x_{t,p}(t)). \tag{10}
\end{align*}
\]

Consider the solutions to the last problems on the phase plane. To do this, we pass from the second-order equation in these problems to the equivalent system of equations
\[
\begin{align*}
\frac{\partial \Phi}{\partial t} &= \Phi, \quad \xi \in (-\infty, +\infty), \\
\frac{\partial \Phi}{\partial \xi} &= -\frac{dx_{l.p.}}{dt} \cdot \Phi - q(x_{l.p.}(t)) \frac{\partial}{\partial \xi} \Phi, \quad \xi \in (-\infty, +\infty).
\end{align*}
\] (11)

Dividing the second equation of this system by the first, we obtain an equation describing the phase trajectories in the \((\tilde{u}, \Phi)\) plane. The points \((q', 0)\) and \((q'', 0)\) of the phase plane are the rest points of the system (11). Let us define the functions \(\Phi^\pm(\xi, x_{l.p.}(t))\) for each value of the parameter \(t \in (0, T]\) as solutions to Cauchy problems

\[
\begin{align*}
\frac{\partial \Phi^-(\xi)}{\partial \tilde{u}} &= -q(x_{l.p.}(t)) \cdot \tilde{u} - \frac{dx_{l.p.}}{dt}, \quad \tilde{u} \in \left[q'(x_{l.p.}(t)), q'(x_{l.p.}(t))\right], \\
\Phi^-(\xi, q'(x_{l.p.}(t))) &= 0,
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial \Phi^+(\xi)}{\partial \tilde{u}} &= -q(x_{l.p.}(t)) \cdot \tilde{u} - \frac{dx_{l.p.}}{dt}, \quad \tilde{u} \in \left[q'(x_{l.p.}(t)), q'(x_{l.p.}(t))\right], \\
\Phi^+(\xi, q'(x_{l.p.}(t))) &= 0.
\end{align*}
\]

By condition (A2) and \(q(x_{l.p.}(t)) > 0\), the function \(\Phi^-(\xi)\) describes a phase trajectory that enters the rest point \((q', 0)\) at \(\xi \to -\infty\), and the function \(\Phi^+(\xi)\) describes a phase trajectory that enters the rest point \((q'', 0)\) at \(\xi \to +\infty\). The initial conditions of these Cauchy problems ensure that the conditions for \(\xi \to \mp \infty\) of the problems (9) and (10) are met, and their solutions can be written out explicitly:

\[
\Phi^\mp(\xi, x_{l.p.}(t)) = -\frac{q(x_{l.p.}(t))}{2} \left(\tilde{u}^2 - \left(q^{(r)}(x_{l.p.}(t))\right)^2\right) - \frac{dx_{l.p.}}{dt} \left(\tilde{u} - q^{(r)}(x_{l.p.}(t))\right).
\]

The function \(x_0(t)\) is determined from the condition of joining the left and right derivatives of the asymptotic approximation with respect to the variable \(x\) at the point \(x_{l.p.}(t)\) at each moment of time. This condition, taking into account the representation (4), is written as

\[
\frac{\partial Q^-(\xi, x_{l.p.}(t))}{\partial \xi} - \frac{\partial Q^+(\xi, x_{l.p.}(t))}{\partial \xi} = O(\epsilon).
\]

Substituting here the representation (3) for the function \(x_{l.p.}(t)\), taking into account the equality (8), the first equation of the system (11) and leaving only terms of order zero in the Taylor expansion in the parameter \(\epsilon\), we obtain the equality

\[
\Phi^-(0, x_0(t)) - \Phi^+(0, x_0(t)) = 0,
\]

which can be considered an equation for determining the function \(x_0(t)\).

Let us substitute explicit expressions for the functions \(\Phi^\mp(\xi)\) into this equation and take into account that at the initial moment of time the front is formed in the vicinity of the point \(x_{l.p.}(0)\). As a result, we obtain the Cauchy problem, which determines the leading term \(x_0(t)\) of the asymptotic approximation in the small parameter \(\epsilon\) of the exact position \(x_{l.p.}(t)\) of the moving front:

\[
\begin{cases}
\frac{dx_0}{dt} = -\frac{q(x_0)}{2} (q''(x_0) + q'(x_0)), & t \in (0, T], \\
x_0(0) = x_{l.p.}(0).
\end{cases}
\]

After substituting the explicit form (7) of the functions \(q'(x)\) and \(q''(x)\), we come to the problem.
\[
\begin{align*}
\frac{dx_0}{dt} &= -\frac{q(x_0)}{2} \left( \frac{1}{u_{left}} + \int_0^{x_0} \frac{ds}{q(s)} + \frac{1}{u_{right}} - \int_{x_0}^1 \frac{ds}{q(s)} \right), \\
x_0(0) &= x_{t,p}(0).
\end{align*}
\] (12)

According to (3) it is true that \( \|x_{t,p}(t) - x_0(t)\| = O(\varepsilon) \). As a consequence, for sufficiently small values of the parameter \( \varepsilon \), we can replace in (12) the zero-order term \( x_0(t) \) with the function \( f(t) \) that determines the position of the reaction front. As a result, we get the equation

\[
\frac{df(t)}{dt} = -\frac{q(f(t))}{2} \left( \frac{1}{u_{left}} + \int_0^{f(t)} \frac{ds}{q(s)} + \frac{1}{u_{right}} - \int_{f(t)}^1 \frac{ds}{q(s)} \right), \\
\quad t \in [0, T].
\] (13)

Thus, we have obtained a reduced statement (13) of the original inverse problem (1)–(2). This statement relates the function \( q(x) \), which must be recovered when solving the inverse problem, with the data of the inverse problem (function \( f(t) \), which determines the position of the moving reaction front \( x_{t,p}(t) \equiv f(t) \), measured experimentally).

Note that the equation in the reduced formulation of the problem does not contain a small parameter and is a nonlinear integral equation for the unknown function \( q(x) \).

Based on the assumption that through each point \( x \) of the observation area \([f(0), f(T)]\) the reaction front has passed only once, the existence of an inverse function for \( f(t) \) follows. By replacing \( t = f^{-1}(x) \) in (13), we get:

\[
v(x) = -\frac{q(x)}{2} \left( \frac{1}{u_{left}} + \int_0^x \frac{ds}{q(s)} + \frac{1}{u_{right}} - \int_x^1 \frac{ds}{q(s)} \right), \\
\quad x \in [f(0), f(T)].
\]

Here \( v(x) \) is the dependence of the observed reaction front velocity on the point \( x \) of its localization, known from experimental data:

\[
v(x) = \left. \frac{df(t)}{dt} \right|_{t = f^{-1}(x)}.
\]

In the next section, we describe the numerical features of the search for a solution to the inverse problem from the obtained reduced formulation of the problem.

4. Numerical Algorithm for Solving the Inverse Problem in the Reduced Statement

In the previous section, we obtained a reduced formulation of the inverse problem (1)–(2):

\[
v(x) = -\frac{q(x)}{2} \left( \frac{1}{u_{left}} + \int_0^x \frac{ds}{q(s)} + \frac{1}{u_{right}} - \int_x^1 \frac{ds}{q(s)} \right), \\
\quad x \in [f(0), f(T)].
\] (14)

where

\[
v(x) = \left. \frac{df(t)}{dt} \right|_{t = f^{-1}(x)}.
\]

The numerical algorithm for determining the approximate values of the unknown function \( q(x) \) from the known data of the inverse problem \( f_q(t) \) will be as follows.
1. It is assumed that we know the grid values \( f_m = f_0(t_m), m = 0, M \), the experimentally measured function \( x_{t,p}(t) \) on the grid of the time variable \( T_M = \{t_m, 0 \leq m \leq M : t_m = 0 + \tau m, \tau = T / M \} \).

2. Smooth the function \( f_3(t) \) given by a set of grid values \( f_m, m = 0, M \), using the cubic smoothing spline \( s_3(t) \). The spline \( s_3 \) minimizes the functional

\[
F^p(s_3) = p \sum_{m=0}^{M} \left| f_m - s_3(t_m) \right|^2 + (1 - p) \sum_{m=0}^{M} \left| \frac{d^2 s_3(t_m)}{dt^2} \right|^2.
\]

This method is well known and implemented in many software packages, so we will not describe its numerical implementation in this article. The value of the smoothing parameter \( p \) must be consistent with the error \( \delta \) of the input data \( f_3 \). For example, the parameter \( p \) can be selected based on the generalized residual principle [46]:

\[
\sum_{m=0}^{M} \left| f_m - s^p_m(t_m) \right|^2 - \delta^2 = 0,
\]

where \( s^p_m \) is the extremal of the functional \( F^p(s_3) \).

Next, we will redefine \( f_m := s_3(t_m) \).

3. Calculate the grid values of \( \overline{v}_m, m = 0, M \), which are derivatives of the smoothed function \( f_3(t) \), according to formulas with the second order of accuracy:

\[
\begin{align*}
    v_0 &= \frac{-\frac{3}{2} f_0 + 2 f_1 - \frac{1}{2} f_2}{\tau}, \\
    v_m &= \frac{f_{m+1} - f_{m-1}}{2 \tau} \quad \text{for} \quad m = 1, M - 1, \\
    v_M &= \frac{\frac{3}{2} f_M - 2 f_{M-1} + \frac{1}{2} f_{M-2}}{\tau}.
\end{align*}
\]

As a result, we will define the function \( \overline{v}(t) \) as a set of its grid values \( \overline{v}_m = \overline{v}(t_m), m = 0, M \), on the grid of temporary variable \( T_M \). On the other hand, each moment of time \( t_m \) corresponds to the value \( f_m \), which determines the position of the reaction front at this moment of time (here we proceed from the assumption of the monotonicity of the function \( f(t) \)). Thus, we can define the function \( v = v(x) \) as a set of its grid values \( v_m = v(f_m) \equiv v(x_{t,p}(t_m)), m = 0, M \), already on a non-uniform grid of spatial variable with nodes \( f_m, m = 0, M \) [39].

4. It is assumed that a uniform grid is introduced with respect to the spatial variable \( X_N = \{x_n, 0 < n \leq N : x_n = 0 + n h, h = \frac{1}{N} \} \). Let us determine the values of \( \overline{v}_n = v(x_n), n = k_{min}, k_{max} \), by interpolating the function of one variable \( v(x) \), given by its grid values \( v_m = v(f_m), m = 0, M \), on a grid with nodes \( f_m, m = 0, M \). Here \( k_{min} = \min_n n, k_{max} = \max_n n \) (see Figure 3).

5. Let us write the Equation (14) for all grid nodes \( X_N \) by spatial variable. However, this can be done only for those nodes of the \( X_N \) grid in which the experimental observation of the reaction front movement was carried out, i.e., in nodes with indices \( n = k_{min}, k_{max} \). Only at these nodes we know the grid values of \( \overline{v}_n \). Thus we get

\[
\overline{v}_n = -\frac{q_n}{2} \left( \frac{1}{u_{left}} + \int_0^{x_n} \frac{1}{q(s)} ds \right) + \frac{1}{u_{right}} - \int_{x_n}^{1} \frac{1}{q(s)} ds, \quad n = k_{min}, k_{max}.
\]

Here \( q_n \equiv q(x_n) \).

Since the system (15) contains \( k_{max} - k_{min} + 1 \) equations, we can determine from it no more than \( k_{max} - k_{min} + 1 \) unknowns, namely only \( q_n \) for \( n = k_{min}, k_{max} \). The
system (15) can be rewritten in the following form, using only the specified grid values \( q_n \):

\[
q_n \left( \frac{1}{u_{left}} + \frac{1}{q_{k_{min}}} k_{min} h + \frac{1}{\sum_{i=k_{min}+1}^{n} q_i} \frac{h}{u_{right}} - \frac{1}{\sum_{i=n}^{k_{max}-1} q_i} - \frac{1}{q_{k_{max}}} \left( N - k_{max} \right) h \right) = -2v_n, \quad n = k_{min}, k_{max}.
\]

This nonlinear system can be rewritten in the following form

\[
A(Q) = B,
\]

where \( Q = (q_{k_{min}} \ldots q_{k_{max}})^T, B = (-2v_{k_{min}} \ldots -2v_{k_{max}})^T \).

6. The problem of determining the vector of unknown \( Q \) is reduced to the search for the extremal of the functional

\[
F[Q] = \| A(Q) - B \|_{L^2}^2,
\]

the minimum of which can be found using, for example, some gradient method.

Figure 3. The region passed through by the reaction front during the experimental observations of the function \( f_\delta(t) \equiv x_{t,p.(t)} \).

As a result of applying this algorithm, we will get an approximate set of grid values \( q(x_n), n = k_{min}, k_{max} \), of an unknown function \( q(x) \) in those nodes of the spatial grid \( X_N \) through which the reaction front passed during its observation in the experiment.

**Remark 3.** It follows from the constructed algorithm that for \( \epsilon \to 0, k_{min} \to 0, k_{max} \to N, N \to +\infty, \delta \to 0 \) approximate values \( q(x_n) \) of the unknown function \( q(x) \) will tend to exact values.

5. Numerical Experiments

Let us consider the efficiency of the proposed algorithm by the example of solving the inverse problem (1) and (2) for the following model set of parameters:
\[ q(x) \equiv q^{model}(x) = 2 \exp \left( -\frac{338}{3} \left( x - \frac{5}{13} \right)^2 \right) + 1.2 \exp \left( -\frac{169}{3} \left( x - \frac{8}{13} \right)^2 \right) + 2, \]

\[ \epsilon = 10^{-2.5}, \quad T = 0.52, \quad u_{\text{left}} = -1.5, \quad u_{\text{right}} = 0.5, \]

\[ u_{\text{init}}(x) = \begin{cases} 
q^l(x), & \text{if } x < 0.005 - \epsilon |\ln \epsilon|, \\
1.107 \cdot \tanh(x - 0.005) - 0.485, & \text{if } 0.005 - \epsilon |\ln \epsilon| < x < 0.005 + \epsilon |\ln \epsilon|, \\
q^r(x), & \text{if } x > 0.005 + \epsilon |\ln \epsilon|, 
\end{cases} \] (16)

where \( q^l(x) \) and \( q^r(x) \) are defined using (7) for the model function \( q^{model}(x) \).

The position of the reaction front \( x_{t,p}(t) \equiv f(t) \) at each moment of time is sought as the intersection of the solution of the direct problem \( u(x,t) \) with the function \( q(x) \equiv 1/2(q^l(x) + q^r(x)) \). Due to the fact that during the time of the order of \( O(\epsilon^3) \) the process of establishing the initial approximation \( u_{\text{init}}(x) \) to the front-type solution takes place, the function \( f(t) \) with the domain of \([0.01, 0.99]\) was isolated from the generated data. A detailed description of the numerical simulation of the function \( f_{\delta}(t) \) for problems of this type can be found, for example, in [41].

Figure 4 shows the model function \( f(t) \) and the result of restoring the function \( q^{inv}(x) \) from the simulated data \( f_{\delta}(t) \), given with an error. When implementing the proposed algorithm grids with \( N = 100 \) and \( M = 200 \) intervals were used. In this case, \( k_{\text{min}} = 1 \) and \( k_{\text{max}} = 98 \). As a result, the real recovery of the function occurs on the segment \( x \in [0.01, 0.098] \), which is reflected in the figure.

Figure 4. (a) Solution of the problem (1) at several fixed moments of time \( t \); (b) exact model function \( f(t) \) and noisy function \( f_{\delta}(t) \); (c) result of recovering the function \( q^{inv}(x) \) for \( \delta = 0.014 \).
Figure 5 shows the dependence $\|q^{inv}(x) - q^{model}(x)\|_{L^2([0,T])}$ on the error level of the input data $\delta' = \delta / <f_0(t)>^1_{L^2([0,T])} > \cdot 100\%$ in percents, where $< >$ means averaging over the performed set of experiments (10 experiments) for the same $\delta$. Thus, we have numerically shown that (1) small values of the parameter $\varepsilon$ correspond to a more accurate reconstruction of the unknown function $q(x)$, (2) the inverse problem solution is stable with respect to the input data error level $\delta$.

**Figure 5.** The norm of the residual versus the noise level $\delta$ of the inverse problem data for various $\varepsilon$.

Figure 6 shows the dependence $\|q^{inv}(x) - q^{model}(x)\|_{L^2([0,T])}$ on $k$, where $k = (f_0(T) - f_0(0)) / (1 - 0)$ denoting the part of the region $[0, 1]$ that the reaction front passes through during the observation time $T$. Thus, we have numerically shown that the quality of solution reconstruction strongly depends on the size of the domain in the spatial variable $x$ which the reaction front passed through during its experimental observation. It can be expected that the unknown function $q(x)$ will be restored in the best way at $k \to 1$.

**Figure 6.** Dependence of the accuracy of reconstruction the approximate solution $q^{inv}(x)$ on the part of the region $k$ passed through by the reaction front during its experimental observations (the case of $\varepsilon = 10^{-2.5}, \delta = 0$).

6. Conclusions

One of the main result of the paper is using the method of asymptotic analysis in order to obtain mathematical connection between the unknown coefficient and the data of the inverse problem. The second result is the algorithm of solving obtained nonlinear integral equation. It has been shown that the above-proposed algorithm gives good results...
if (1) the reaction front has passed most of the region in terms of the spatial variable during its experimental observation, and (2) the parameter $\epsilon$, included in the original problem statement, is sufficiently small. If the size of the observation area is not large enough, the obtained solution can be used as a good initial approximation when solving the inverse problem in the full statement (see, for example, [38]). Some recent results concerning features of solving nonlinear inverse problems (see, for example, [47–55]), could be used to construct more efficient algorithms, including error estimation (see, for example, [56–62]).
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