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Abstract—Control Barrier Functions (CBFs) are becoming popular tools in guaranteeing safety for nonlinear systems and constraints, and they can reduce a constrained optimal control problem into a sequence of Quadratic Programs (QPs) for affine control systems. The recently proposed High Order Control Barrier Functions (HOCBFs) work for arbitrary relative degree constraints. One of the challenges in a HOCBF is to address the relative degree problem when a system has multiple control inputs, i.e., the relative degree could be defined with respect to different components of the control vector. This paper proposes two methods for HOCBFs to deal with systems with multiple control inputs: a general integral control method and a method which is simpler but limited to specific classes of physical systems. When control bounds are involved, the feasibility of the above mentioned QPs can also be significantly improved with the proposed methods. We illustrate our approaches on a unicycle model with two control inputs, and compare the two proposed methods to demonstrate their effectiveness and performance.

I. INTRODUCTION

Barrier functions (BFs) are Lyapunov-like functions [1], [2], whose use can be traced back to optimization problems [3]. More recently, they have been employed to prove set invariance [4], [5], [6] and for multi-objective control [7]. In [1], it was proved that if a BF for a given set satisfies Lyapunov-like conditions, then the set is forward invariant.

Control BFs (CBFs) are extensions of BFs for control systems that are used to map a constraint defined over system states onto a constraint on the control input. Recently, it has been shown that, to stabilize an affine control system while optimizing a quadratic cost and satisfying state and control constraints, CBFs can be combined with Control Lyapunov Functions (CLFs) [8], [9], [10] to form a sequence of quadratic programs (QPs) [11], [12], [13].

The CBFs from [12] and [13] work for constraints that have relative degree one with respect to the system dynamics. A general form [14] for arbitrarily high relative degree constraints, termed exponential CBF, employs input-output linearization and finds a pole placement controller with negative poles. The high order CBF (HOCBF) proposed in [15] is simpler and more general than the exponential CBF [14]. However, when we have a system with multiple control inputs, an additional problem arises in a HOCBF when considering the relative degree of a safety constraint. In other words, the relative degree could be defined with respect to different components of the control vector. How to make a desired subset or all the control components show up in the HOCBF constraint remains an open problem.

In order to deal with systems with multiple control inputs, this paper proposes to guarantee constraint satisfaction through HOCBFs with desired control components of the control vector using two methods: integral control (for general systems) and a simpler constraint transformation-based approach (for a specific class of systems). In the integral control method, we define auxiliary dynamics for the control components that are differentiated in the corresponding CBF constraint. Then, we consider integral CBFs [16] to guarantee constraint satisfaction while having the desired control components in the HOCBF constraint. In the transformation method, we transform a safety constraint into a new constraint that forces all the desired control components to show up in the corresponding HOCBF constraint. Unlike the integral control method, the latter, although simpler, works only for a certain class of systems, which are described later in the paper. The satisfaction of this new constraint implies the satisfaction of the original constraint. When control bounds are involved, the feasibility of the QPs can be significantly improved if all the control components show up in the HOCBF constraint. We demonstrate the effectiveness of our methods on a unicycle model with two controls, and compare their relative performance.

II. PRELIMINARIES

Definition 1: (Class \( \mathcal{K} \) function [17]) A continuous function \( \alpha : [0, a) \to [0, \infty), a > 0 \) is said to belong to class \( \mathcal{K} \) if it is strictly increasing and \( \alpha(0) = 0 \). A continuous function \( \beta : \mathbb{R} \to \mathbb{R} \) is said to belong to extended class \( \mathcal{K} \) if it is strictly increasing and \( \beta(0) = 0 \).

Consider an affine control system of the form

\[
\dot{x} = f(x) + g(x)u
\]

(1)

where \( x \in \mathbb{R}^n, f : \mathbb{R}^n \to \mathbb{R}^n \) and \( g : \mathbb{R}^n \to \mathbb{R}^{n \times q} \) are locally Lipschitz, and \( u \in U \subset \mathbb{R}^q \) with the control constraint set \( U \) defined as

\[
U := \{ u \in \mathbb{R}^q : u_{\text{min}} \leq u \leq u_{\text{max}} \}.
\]

(2)
\[ u_{\text{min}}, u_{\text{max}} \in \mathbb{R}^{q} \text{ and the inequalities are componentwise.} \]

**Definition 2:** A set \( C \subset \mathbb{R}^{n} \) is forward invariant for system \( (1) \) if its solutions for some \( u \in U \) starting at any \( x(0) \in C \) satisfy \( x(t) \in C, \forall t \geq 0. \)

**Definition 3:** (Relative degree) The relative degree of a (sufficiently many times) differentiable function \( b : \mathbb{R}^{n} \to \mathbb{R} \) with respect to system \( (1) \) is the number of times it needs to be differentiated along its dynamics until the control \( u \) explicitly shows in the corresponding derivative. The above definition works for a system with a single control input. In Sec. III we will provide an extension for systems with multiple control inputs. Since function \( b \) is used to define a (safety) constraint \( b(x) \geq 0 \), we will also refer to the relative degree of \( b \) as the relative degree of the constraint.

For a constraint \( b(x) \geq 0 \) with relative degree \( m \), \( b : \mathbb{R}^{n} \to \mathbb{R} \), and \( \psi_{0}(x) := b(x) \), we define a sequence of functions \( \psi_{i} : \mathbb{R}^{n} \to \mathbb{R}, i \in \{1, \ldots, m\} \):

\[
\psi_{1}(x) := \dot{\psi}_{1-1}(x) + \alpha_{1}(\psi_{1-1}(x)), \quad i \in \{1, \ldots, m\}, \tag{3}
\]

where \( \alpha_{i}(\cdot) \), \( i \in \{1, \ldots, m\} \) denotes a \((m - i)\)th order differentiable class \( K \) function.

We further define a sequence of sets \( C_{i}, i \in \{1, \ldots, m\} \) associated with (3) in the form:

\[
C_{i} := \{ x \in \mathbb{R}^{n} : \psi_{i-1}(x) \geq 0 \}, \quad i \in \{1, \ldots, m\}. \tag{4}
\]

**Definition 4:** (High Order Control Barrier Function (HOCBF) \([15]\)) Let \( C_{1}, \ldots, C_{m} \) be defined by (4) and \( \psi_{1}(x), \ldots, \psi_{m}(x) \) be defined by (3). A function \( b : \mathbb{R}^{n} \to \mathbb{R} \) is a High Order Control Barrier Function (HOCBF) of relative degree \( m \) for system (1) if there exist \((m - i)\)th order differentiable class \( K \) functions \( \alpha_{i}, i \in \{1, \ldots, m - 1\} \) and a class \( K \) function \( \alpha_{m} \) such that

\[
\sup_{u \in U} \left( L_{f}^{i} b(x) + L_{g}^{m-1} b(x) u + O(b(x)) \right) + \alpha_{m}(\psi_{m-1}(x)) \geq 0,
\]

for all \( x \in C_{1} \cap \ldots \cap C_{m} \). In (5), \( L_{f} \) (\( L_{g} \)) denotes the Lie derivative along \( f \) (\( g \)) \( m \) (one) times, and \( O(\cdot) = \sum_{i=1}^{m-1} L_{f}(\alpha_{m-i} \circ \psi_{m-i-1})(x) \).

The HOCBF is a general form of the relative degree one CBF \([13]\) \([12]\), (setting \( m = 1 \) reduces the HOCBF to the common CBF form in \([13]\), and it is also a more general form of the exponential CBF \([14]\). Note that we can define \( \alpha_{i}(\cdot), i \in \{1, \ldots, m\} \) in Def. 4 to be extended class \( K \) functions to ensure robustness to perturbations \([12]\).

**Theorem 1:** (\([15]\)) Given a HOCBF \( b(x) \) from Def. 4 with the associated sets \( C_{1}, \ldots, C_{m} \) defined by (4), if \( x(0) \in C_{1} \cap \ldots \cap C_{m} \), then any Lipschitz continuous controller \( u(t) \) that satisfies the constraint in (5), \( \forall t \geq 0 \) renders \( C_{1} \cap \ldots \cap C_{m} \) forward invariant for system (1).

Many existing works \([12]\), \([14]\) combine CBFs for systems with relative degree one with quadratic costs to form optimization problems. Time is discretized and an optimization problem with constraints given by the CBFs (inequalities of the form (5)) is solved at each time step. Note that these constraints are linear in control since the state value is fixed at the beginning of the interval, therefore, each optimization problem is a quadratic program (QP) if the cost is quadratic in the control. The optimal control obtained by solving each QP is applied at the current time step and held constant for the whole interval. Since the aforementioned QPs are myopically solved pointwise, these QPs can easily become infeasible when control bounds are also involved. We have recently shown that this problem may be overcome by finding sufficient conditions that can guarantee the feasibility of the QP at each time step \([18]\). This CBF method works well for systems with single input. However, for systems with multiple controls, it is not clear how to choose the relative degree \( m \) in a HOCBF, which we address in this paper.

## III. SYSTEMS WITH MULTIPLE INPUTS

In this section, we consider how we may guarantee (safety) constraint satisfaction for systems with multiple control inputs with HOCBFs while having a desired subset or all of the control components show up in the corresponding HOCBF constraint (5).

Suppose there is a safety requirement \( b(x) \geq 0 \) for system (1). If we enforce this constraint using a HOCBF, we first need to determine the relative degree of \( b(x) \). As system (1) may have multiple control inputs, we may consider the relative degree as the minimum number of times that we differentiate \( b(x) \) along the dynamics (1) until any component of the control vector shows up in the corresponding derivative. However, this may reduce the system performance (such as only limited control components can be used to guarantee constraint satisfaction); an example is given below.

For instance, to make an autonomous vehicle satisfy a safety constraint with respect to a preceding vehicle using HOCBFs, we may require the ego vehicle to follow the preceding vehicle or overtake it. In the former case, steering wheel control is not desired to show up in the HOCBF constraint (5) as the ego vehicle fails to follow the preceding vehicle. However, in the latter case, we wish that both the acceleration control and steering wheel control show up in the HOCBF constraint (5). This can improve the mobility of an autonomous vehicle compared to the former case, as well as significantly improve the feasibility of the resulting HOCBF-based QPs when control bounds are involved.

In this section, we focus on the case where we wish all the components of the control vector to show up in the HOCBF constraint (5). We can always fix the control (e.g., setting it to 0) of undesired control components in the HOCBF constraint (5) if we wish to guarantee safety using some desired control components. In order to achieve this, we define the relative degree set \( S \subset \mathbb{N} \) of a function \( b : \mathbb{R}^{n} \to \mathbb{R} \) as follows:

**Definition 5:** (Relative degree set) The relative degree set \( S \subset \mathbb{N} \) of a function \( b : \mathbb{R}^{n} \to \mathbb{R} \) with respect to system (1) is defined by the set of numbers of times we need to differentiate \( b \) along system (1) until each component of the control vector \( u \) first shows in the corresponding derivative.

This definition is illustrated in the following example.
A. Motivating Example

Consider a simplified unicycle model of the form:
\[
\begin{align*}
\dot{x} &= v \cos \theta, \quad \dot{y} = v \sin \theta, \quad \dot{\theta} = \frac{u_2}{M},
\theta &= \phi, \quad \phi = u_1,
\end{align*}
\]
where \((x, y) \in \mathbb{R}^2\) denotes the 2-D location of the system, \(v \in \mathbb{R}\) denotes the linear speed, \(\theta \in \mathbb{R}\) is the heading angle, \(\phi \in \mathbb{R}\) denotes the rotation speed, \(M > 0\) is the mass of the system, and \(u_1 \in \mathbb{R}, u_2 \in \mathbb{R}\) stand for the angular acceleration and driven force (control inputs), respectively.

Suppose we have a constraint for system state:
\[
\sqrt{(x-x_0)^2 + (y-y_0)^2} \geq r,
\]
where \((x_0, y_0) \in \mathbb{R}^2\), and \(r > 0\). With \(b(x) := \sqrt{(x-x_0)^2 + (y-y_0)^2} - r\), we can see that the relative degree of \(b\) with respect to \(u_1\) is 3, and the relative degree of \(b\) with respect to \(u_2\) is 2. Therefore, the relative degree set of \(b(x)\) is \(S = \{3, 2\}\).

When defining a HOCBF (taking class \(\mathcal{K}\) functions \(\alpha_1, \alpha_2\) as linear functions) for the constraint (7) with respect to \(u_2\), i.e., the relative degree \(m = 2\) in Def. 4, we have
\[
L_2^j b(x) + L_{g_2} L_j b(x) u_2 + 2 L_j b(x) + b(x) \geq 0,
\]
where \(g_2 = [0, 0, \frac{1}{2}, 0, 0]^T\) is the second column of \(g(x)\) in (6).

We can also define a HOCBF (taking class \(\mathcal{K}\) functions \(\alpha_1, \alpha_2, \alpha_3\) as linear functions) for the constraint (7) with respect to \(u_1\), i.e., the relative degree \(m = 3\) in Def. 4 and we have
\[
L_3^j b(x) + L_{g_1} L_j b(x) u_1 + L_f [L_{g_2} L_j b(x)] u_2 + L_2 L_j b(x) u_2 + 2 L_j b(x) + b(x) \geq 0,
\]
where \(g_1 = [0, 0, 0, 0, 1]^T\) is the first column of \(g(x)\) in (6).

Note that the derivative of \(u_2\) is included in the above.

There is only one control input in the HOCBF constraint (8). The safety constraint (7) can only be guaranteed using \(u_2\) (not \(u_1\)) and the CBF-CLF based QP feasibility is also impaired when control bounds as in (2) are present. In other words, a robot can only use the linear deceleration to avoid the obstacle specified by the constraint (7). On the other hand, (9) includes the derivative of \(u_2\), and this introduces an additional problem (i.e., how to choose \(\dot{u}_2\)) in the HOCBF-based QP. In order to address these issues, we propose two approaches as shown in the following sections.

B. Integral HOCBFs

We begin by introducing some notations that will facilitate the analysis that follows. There may be some control components of \(u\) that are differentiated at least once in the HOCBF constraint, and we define the index set of those differentiated control components as \(S_d\). The cardinality of \(S_d\) is denoted by \(N_d \in \mathbb{N}\). Let \(u_n\) denote the control vector that includes only those control components whose derivatives are never present in the corresponding HOCBF constraint (e.g., \(u_n = u_1\) in (9)), and let \(U_n\) denote the control constraint set (defined as in (8)) corresponding to \(u_n\). Let \(g_n : \mathbb{R}^n \to \mathbb{R}^{n \times (q-N_d)}\) denote a matrix that is composed of the columns of the matrix \(g(x)\) in (1) corresponding to each control component in \(u_n\).

Let \(\overline{m}\) denote the maximum relative degree of \(b(x) \geq 0\) with respect to \(u_n\), i.e., \(\overline{m} = \max_{k \in S} k\). Then, we define \(b(x)\) to be a HOCBF with relative degree \(\overline{m}\). In order to deal with the derivatives of the control components, we define auxiliary dynamics for each \(u_j, j \in S_d\) that is differentiated \(m_j\) times, \(1 \leq m_j < \overline{m}\).

\[
\dot{u}_j = f_j(u_j) + g_j(u_j) u_j,
\]
where \(u_j = (u_{j,1}, u_{j,2}, \ldots, u_{j,m_j}) \in \mathbb{R}^{m_j}\) is the corresponding auxiliary state, and \(f_j, g_j : \mathbb{R}^{m_j} \to \mathbb{R}^{m_j}, g_j : \mathbb{R}^{m_j} \to \mathbb{R}^{m_j}\), and \(u_j \in \mathbb{R}\) is a new control for the auxiliary dynamics (10) corresponding to \(u_j\). The relative degree of \(u_j\) (now a state variable) with respect to (10) is \(m_j\), and \(u_j\) can be initialized to any vector as long as \(u_j\) strictly satisfies its control bound in (2). Although \(f_j, g_j\) may be arbitrarily selected, for simplicity, we may define (10) in linear form, and initialize \(u_{j,k}, k \in \{2, \ldots, m_j\}\) to 0. Further, let \(\nu \in \mathbb{R}^{N_d}\) be the concatenation of \(u_j, \forall j \in S_d\), and let \(u_n\) be the concatenation of \(u_j, \forall j \in S_d\). Thus, \(u_j, j \in S_d\), unlike \(u_n\), contains all control components whose derivatives appear at least once in the HOCBF constraint.

Combining the auxiliary dynamics (10), we get the HOCBF constraint (relative degree \(\overline{m}\)) enforcing \(b(x) \geq 0\):
\[
L_{\overline{m}} b(x) + [L_{g_n} L_{\overline{m}}^{-1} b(x)] u_n + R(b(x), u_n, \nu) + \alpha_{\overline{m}}(\nu) \geq 0,
\]
where \(R(\cdot)\) is defined similar to \(O(\cdot)\) as in (5), but also includes the derivatives of \(u_j, \forall j \in S_d\), i.e., \(u_{j,1}, \ldots, u_{j,m_j}\), and \(u_{j,m_j}\) denotes the \(m_j\)th derivative of \(u_j\).

In order to apply the CBF-based QP approach to guarantee (safety) constraint satisfaction, we can take \(u_n, \forall j \in S_d\) instead of \(u\) as the decision variables in the QP. After solving the QP, we obtain the optimal \(u_n, \forall j \in S_d\) for each time interval, and the controls \(u_j, j \in S_d\) are obtained by solving (10). Since this is done by integration, we call this integral control. We refer to the resulting HOCBF in (11) as an integral HOCBF (iHOCBF), and it is a class of integral control barrier functions [16].

As in (2), we have control bounds for each \(u_j, j \in S_d\):
\[
u_j \leq u_j \leq u_{j,\text{max}},
\]
where \(u_{j,\text{min}}, u_{j,\text{max}} \in \mathbb{R}, u_{j,\text{max}} \in \mathbb{R}\) denote the minimum and maximum control bounds, respectively. In order to guarantee the above control bound (12) under the auxiliary dynamics (10), we define two HOCBFs for each \(u_j, j \in S_d\) to map the bound from \(u_j\) to \(\nu_j\). Letting \(b_{j,\text{min}}(u_j) = u_j - u_{j,\text{min}}\) and \(b_{j,\text{max}}(u_j) = u_{j,\text{max}} - u_j\), we can then define the set of the auxiliary control \(\nu_j\) that enforces (12):
\[
u_j = \{\nu \in \mathbb{R}^{N_d} : L_{\overline{m}}^j b_{j,\text{min}}(u_j) + O(b_{j,\text{min}}(u_j)) + [L_{g_n} L_{\overline{m}}^{-1} b_{j,\text{min}}(u_j)] \nu_j + \alpha_{\overline{m}}(\nu) \geq 0, \quad L_{\overline{m}}^j b_{j,\text{max}}(u_j) + [L_{g_n} L_{\overline{m}}^{-1} b_{j,\text{max}}(u_j)] \nu_j + O(b_{j,\text{max}}(u_j)) + \alpha_{\overline{m}}(\nu) \geq 0, \forall j \in S_d\},
\]

where \(O(\cdot)\) is a matrix that is composed of the columns of the matrix \(O(x)\) in (1) corresponding to each control component in \(u_n\).
Through the equations above, the states of the auxiliary dynamics \((10)\) are strictly bounded for each \(i, j \in S_d\). This property is captured by the invariant sets defined as in \((4)\).

**Definition 6:** (Integral HOCBFs) Let \(C_1, C_2, \ldots, C_m\) be defined as in \((4)\) and \(\psi_0(x, u_a), \psi_1(x, u_a), \ldots, \psi_m(x, u_a)\) be defined as in \((3)\). A function \(b : \mathbb{R}^n \rightarrow \mathbb{R}\) is an integral HOCBF (iHOCBF) of relative degree \(m\) for system \((1)\) if there exist differentiable class \(K\) functions \(\alpha_1, \alpha_2, \ldots, \alpha_m\) and auxiliary dynamics \((10)\) such that

\[
\sup_{u_n \in \mathcal{U}_n, \nu \in \mathcal{U}_\nu} \left[ L_f^T b(x) + [L_a, L_{\alpha_{m-1}} b(x)] u_n + R(b(x), u_n, \nu) + \alpha_m(\psi_m^{-1}(x, u_n)) \right] \geq 0,
\]

for all \((x, u_a) \in C_1 \cap C_2 \cap \ldots \cap C_m\).

Note that \(u_j, \forall j \in S_d\) and their derivatives become state variables with the auxiliary dynamics \((10)\). All control inputs \(u_n, \nu\) are in linear forms if we fix \(x, u_j, \forall j \in S_d\). Similar to Thm. \([1]\) we also have the following theorem:

**Theorem 2:** Given an iHOCBF \(b(x)\) from Def. \([6]\) with the associated sets \(C_1, C_2, \ldots, C_m\) defined as in \((4)\), if \((x(t_0), u_a(t_0)) \in C_1 \cap C_2 \cap \ldots \cap C_m\), then any continuously differentiable controller \((u_n(t), \nu(t)) \in \mathcal{U}_n \times \mathcal{U}_\nu, \forall t \geq t_0\) that satisfies the constraint in \((14)\) renders the set \(C_1 \cap C_2 \cap \ldots \cap C_m\) forward invariant for systems \((1), (10)\). Moreover, the control \(u_n, \nu\) and integral controls \(u_j, \forall j \in S_d\) render \(C_1\) forward invariant for system \((1)\).

**Proof:** Combining dynamics \((1)\) and the auxiliary dynamics \((10)\), we still have an affine control system with \(u_n, \nu\) as the control inputs. In other words, the combined dynamics are in the form:

\[
y = F(y) + G(y) u_n
\]

where \(y = (x, u_a), u_n = (u_n, \nu), F : \mathbb{R}^{n+\sum_{j \in S_d} m_j} \rightarrow \mathbb{R}^{n+\sum_{j \in S_d} m_j}, G : \mathbb{R}^{n+\sum_{j \in S_d} m_j} \rightarrow \mathbb{R}^{n+\sum_{j \in S_d} m_j} \times \mathbb{R}^q\).

Considering the above dynamics, the HOCBF constraint \((14)\) is equivalent to:

\[
\sup_{u_n \in \mathcal{U}_n, \nu \in \mathcal{U}_\nu} \left[ L_f^T b(y) + [L_a, L_{\alpha_{m-1}} b(x)] u_n + R(b(y)) + \alpha_m(\psi_m^{-1}(x, u_n)) \right] \geq 0,
\]

where \(b(y) = b(x)\).

By Thm. \([1]\) we have that the set \(C_1 \cap C_2 \cap \ldots \cap C_m\) is forward invariant for systems \((1), (10)\). As \(u_j, \forall j \in S_d\) are obtained through the integration of \((10)\), each \(u_j\) is differentiable, then we have that the set \(C_1\) is forward invariant for system \((1)\).

**Example revisited.** For the motivating example, the minimum and maximum relative degrees of \((7)\) are 2 and 3, respectively. If we define a HOCBF with relative degree 3 to enforce \((7)\), we will have the derivative of \(u_2\) in the corresponding HOCBF constraint. Following the above process, we may define the following simple auxiliary dynamics for \(u_2\): \(\dot{u}_2 = \nu\). Then, the HOCBF (taking class \(K\) functions \(\alpha_1, \alpha_2, \alpha_3\) as linear functions) constraint \((14)\) for \((7)\) is

\[
L_f^T b(x) + L_a^T b(x) u_1(t) + L_f^T [L_2 f L_f b(x(t))] u_2(t) + L_2 f b(x(t)) \nu + 3L_f^T b(x(t)) + 3L_2 f b(x(t)) u_2(t) + 3L_f b(x(t)) + b(x(t)) \geq 0,
\]

where \(u_2\) in the above is a state variable instead of a decision variable (control) in the QP. The resulting \(u_2\) applied to system \((4)\) is obtained through the integration of the auxiliary dynamics \(\dot{u}_2 = \nu\). Meanwhile, the control bound for \(\nu\) is obtained through the two CBFs in \((13)\).

**C. HOCBFs based on Constraint Transformation**

The integral control method in the last section involves the derivatives of some control components. However, this can be actually avoided if we can determine a transformation of the constraint into a new one which has a unique relative degree with respect to \(\nu\) and such that the associated HOCBF includes all the components of \(u\). Clearly, this is not always possible and requires some extra structure in the system. In particular, the transformation approach we propose in this section targets a special class of systems corresponding to physical objects (e.g., robotic systems) with well-defined geometric structures (e.g., a vehicle has a rectangular footprint, as shown in Fig. \([1]\)). This approach can be extended to other types of systems, as long as we can find a reasonable constraint transformation that avoids the presence of control input derivatives as in \((9)\).

A control point (origin) on a system is the point for which we define dynamics \((1)\), as the one shown in Fig. \([1]\). Since the system we consider has a geometric boundary, we need to make sure that any point on this system never violates safety constraints. This can be (conservatively) achieved by considering the safety requirement on the system geometric center, i.e., the geometric center should stay away from unsafe sets with an additional distance that is determined by the geometry of the system. For the vehicle example in Fig. \([1]\) the additional safe distance with respect to the center is \(r_s > 0\), where \(r_s\) is the radius of the circle circumscribing the geometric boundary.

In such systems, we map safety constraints from the control point to the system geometric center (or other point that plays a similar role). The original constraint is given by \(b(x) \geq 0\) (on the control point), which may be (geometrically) mapped to a new one (on the geometric center):

\[
b_T(x) \geq 0,
\]

where \(b_T : \mathbb{R}^n \rightarrow \mathbb{R}\). The satisfaction of the above constraint implies the satisfaction of the original constraint \(b(x) \geq 0\).
An example of finding such a transformation function is given at the end of this section. The specification of $b_T$ is such that it has a unique relative degree with respect to $[1]$ and all the control components of $u$ show in the corresponding HOCBF constraint. Note that this approach may not work for some systems, in which case we can turn to the integral control approach introduced in the last section.

Letting $m_t$ denote the (unique) relative degree of $b_T$, we have a definition of an extra mixed relative degree CBF as:

**Definition 7:** (HOCBFs based on constraint transformation) Let $C_1, \ldots, C_{m_t}$ be defined as in [4] and $\psi_0(x), \ldots, \psi_{m_t}(x)$ be defined as in [3], a function $b : \mathbb{R}^n \rightarrow \mathbb{R}$ is a HOCBF with transformation of relative degree $m_t$ for system [1] if there exist differentiable class $\mathcal{K}$ functions $\alpha_1, \alpha_2, \ldots, \alpha_{m_t}$, a transformation function $b_T : \mathbb{R}^n \rightarrow \mathbb{R}$ whose relative degree is uniquely determined by $m_t$, and $b_T(x) \geq 0$ implies $b(x) \geq 0$ such that

$$L_T^{m_t}b_T(x) + L_0L_T^{m_t-1}b_T(x)u + O(b_T(x))$$

$$+\alpha_m(\psi_{m_t-1}(x)) \geq 0$$

(19)

for all $x \in C_1 \cap C_2 \cap \ldots \cap C_{m_t}$, the above equation, both $C_1, C_2, \ldots, C_{m_t}$ and $\psi_0(x), \psi_1(x), \ldots, \psi_{m_t}(x)$ are defined by $b_T$ instead of $b$. $O(\cdot)$ denotes the remaining Lie derivatives along $f$ with degree less than $m_t$ (omitted for simplicity).

Since $b_T$ has a unique relative degree $m_t$, all control inputs $u_1, u_2, \ldots, u_q$ show up in (19), and the constraint (19) is linear on control inputs. Similar to Thm. [1] we also have the following theorem:

**Theorem 3:** Given a HOCBF $b(x)$ from Def. [7] with the associated sets $C_1, C_2, \ldots, C_{m_t}$ defined as in [4], if $x(t_0) \in C_1 \cap C_2 \cap \ldots \cap C_{m_t}$, then any Lipschitz continuous controller $u(t) \in U, \forall t \geq t_0$ that satisfies the constraint in (19) guarantees $b(x) \geq 0$ for system [1].

The proof of the above theorem is simple as we have $C_1 \cap C_2 \cap \ldots \cap C_{m_t}$ is forward invariant by Thm. [1] i.e., $b_T(x) \geq 0$ is guaranteed. The constraint transformation method might be conservative as $b_T(x) \geq 0$ might not imply $b(x) \geq 0$. Note that since $b_T(x) \geq 0$ implies $b(x) \geq 0$, we also have that $b(x) \geq 0$ is always satisfied. An example is given below.

**Example revisited.** Consider a vehicle with the geometry shown in Fig. [1] and the dynamics are as in [6]. The location of the control point of the model is $(x, y) \in \mathbb{R}^2$, and its geometric center location is given by $(x + d \cos(\theta), y + d \sin(\theta))$, where $d > 0$. If we consider the safety constraint [7] which does not take into account any geometric structure on the control point, then we need to define $b(x) := \sqrt{(x - x_0)^2 + (y - y_0)^2} - r - r_v \geq 0$ in order to avoid collision between the robot and the obstacle described by the safety constraint, where $r_v$ is determined by $d, r_o$ in Fig. [1] (i.e., the distance between the control point and the corner). However, if we consider the safety constraint [7] on the geometric center, then we have a transformation function $b_T(x) = b(x + d \cos(\theta), y + d \sin(\theta)) + r_v - r_0$ that guarantees collision avoidance. The relative degrees of $b_T$ with respect to $[4]$ corresponding to $u_1$ and $u_2$ are both 2, thus, the HOCBF (taking class $\mathcal{K}$ functions $\alpha_1, \alpha_2$ as linear functions) constraint (19) which in this case is

$$L_T^2b_T(x) + L_0L_Tb_T(x)\begin{bmatrix} u_1 \\ u_2 \end{bmatrix} + 2L_Tb_T(x) + b_T(x) \geq 0,$$

(20)

**Remark 1:** (Comparison between the integral control and transformation methods) The integral control method works for general systems that have multiple control inputs, but the resulting HOCBFs have higher relative degree compared with the transformation method. Higher relative degree may cause additional difficulties when we consider the feasibility of a HOCBF in an unknown environment as there are more class $\mathcal{K}$ functions. The transformation method only works for specific physical systems for which we can find a transformation function from the original safety constraint with the property that the relative degrees of all the control components are the same. The computational cost in the transformation method is lower than the integral control method as the HOCBFs usually have lower relative degree. Therefore, in practice, we always seek to apply the constraint transformation method first.

**D. Optimal Control for Systems with Multiple Inputs**

Consider an optimal control problem for system [1] in which are multiple inputs with the cost defined as:

$$J(u(t)) = \int_{t_0}^{t_f} C(||u(t)||)dt,$$

(21)

where $|| \cdot ||$ denotes the 2-norm of a vector, and $C(\cdot)$ is a strictly increasing function. Assume a constraint $b(x) \geq 0$ has to be satisfied by system [1]. Then the control input $u$ should satisfy the HOCBF constraint [14] or [19].

If convergence to a given state is required in addition to optimality and safety, then, as in [12], the HOCBF can be combined with a CLF. We discretize time and formulate a cost (21) subject to the HOCBF constraint [14] or [19] and the CLF constraint at each time step. With the optimal control input $u$ obtained from the QP at each time step, we update the system dynamics [1], and the procedure is repeated. Then, the safety constraint $b(x(t)) \geq 0$ is satisfied for [1], $\forall t \in [t_0, t_f]$, and the system performance and QP feasibility are improved since all the control components show up in the corresponding HOCBF constraint. This will be illustrated in the following case study.

**IV. CASE STUDY**

We consider a robot with the unicycle model as in [6]. The robot has a circular shape with radius $r_o > 0$, and its control point is displaced from the geometric center by $d$, where $0 < d < r_o$ (see Fig. [1]).

**Objective:** We consider a cost in the form: $J(u(t)) = \int_{t_0}^{t_f} \left[ u_1^2(t) + u_2^2(t) \right] dt + p||x_p(t_f) - X||$, where $p > 0, x_p = (x, y)$ and $X \in \mathbb{R}^2$ is a terminal position.

**Constraint 1 (Safety constraint):** The robot should avoid collision with a circular obstacle (see Fig. [2]), i.e., it should satisfy a constraint imposed on the control point $(x, y)$:

$$\sqrt{(x - x_0)^2 + (y - y_0)^2} \geq r + r_v + d,$$

(22)
Constraint 2 Robot Limitations: The state and control limitations are defined as: $v_{\min} \leq v \leq v_{\max}$, $\phi_{\min} \leq \phi \leq \phi_{\max}, u_{1,\min} \leq u_1 \leq u_{1,\max}, u_{2,\min} \leq u_2 \leq u_{2,\max}$, where $v_{\min} \geq 0$, $v_{\max} > 0$, $\phi_{\min} \geq 0$, $\phi_{\max} > 0$, $u_{1,\min} < 0, u_{1,\max} > 0$, and $u_{2,\min} < 0, u_{2,\max} > 0$.

**Problem 1**: Determine a control law to minimize Objective 1 subject to Constraints 1, 2, for the robot governed by dynamics (6).

We use iHOCBFs to implement (22), and use a CLF to enforce the desired terminal state in Objective 1. We conducted simulations in MATLAB to compare the effectiveness and performance of the proposed HOCBFs for systems with multiple control inputs. The simulation parameters are $v_0 = 5m/s, \Delta t = 0.1s, (x_d, y_d) = (65, 15), r = 5m, r_b = 1m, d = 0.5m, M = 1650kg, \phi_{\max} = -\phi_{\min} = 0.6981rad/s, v_{\max} = 5m/s, v_{\min} = 0, u_{1,\max} = -u_{1,\min} = 0.3491rad/s^2, u_{2,\max} = -u_{2,\min} = 3M$. The robot initial state vector is $x(t_0) = (5m, 15m, 0, 0, 0)$.

We also consider the case of implementing the safety constraint (22) with a standard HOCBF ($m = 2$, i.e., Eqn. (8)) to make a comparison between the original HOCBF and the HOCBFs proposed in this paper. The simulation trajectories for all cases are shown in Fig. 2.

![Fig. 2. Robot trajectories under different forms of HOCBFs.](image)

As shown in Fig. 2, if we implement the safety constraint (22) with a standard HOCBF, only the control input $u_2$ shows up in the HOCBF constraint (8). In other words, the robot can only use deceleration to avoid the obstacle, and thus it cannot get to the destination. This is also demonstrated in its control profile in Fig. 3(a) with $u_1(t) = 0, \forall t \in [t_0, t_f]$ (black solid line).

In the iHOCBF, the relative degree of the HOCBF is higher than the one in the transformation approach. Therefore, we need to pay more effort in the definition of a iHOCBF in terms of the QP feasibility as there are more class $K$ functions involved. The QP feasibilities of the two proposed approaches are better than the one in the classical HOCBF method whose control $u_1$ is always (constrained to) 0 (the solid black line in Fig. 3(a)).

**V. Conclusion**

We propose two different approaches for high order control barrier functions that work for systems with multiple control inputs. The resulting HOCBFs improve the system performance, as well as improve the problem feasibility. Simulation results on a unicycle model demonstrate the performance and the effectiveness of the proposed approaches. Future work will focus on feasibility analysis and comparison for the proposed approaches under tight control bounds.

**References**

[1] K. P. Tee, S. S. Ge, and E. H. Tay, “Barrier lyapunov functions for the control of output-constrained nonlinear systems,” Automatica, vol. 45, no. 4, pp. 918–927, 2009.

[2] P. Wieland and F. Allgower, “Constructive safety using control barrier functions,” in Proc. of 7th IFAC Symposium on Nonlinear Control System, 2007.

[3] S. P. Boyd and L. Vandenberghe, Convex optimization. New York: Cambridge university press, 2004.

[4] J. P. Aubin, Viability theory. Springer, 2009.

[5] S. Prajna, A. Jadbabaie, and G. J. Pappas, “A framework for worst-case and stochastic safety verification using barrier certificates,” IEEE Transactions on Automatic Control, vol. 52, no. 8, pp. 1415–1428, 2007.

[6] R. Wisniewski and C. Sloth, “Converse barrier certificate theorem,” in Proc. of 52nd IEEE Conference on Decision and Control, Florence, Italy, 2013, pp. 4713–4718.

[7] D. Panagou, D. M. Stipanovic, and P. G. Voulgaris, “Multi-objective control for multi-agent systems using lyapunov-like barrier functions,” in Proc. of 52nd IEEE Conference on Decision and Control, Florence, Italy, 2013, pp. 1478–1483.

[8] E. Sontag, “A lyapunov-like stabilization of asymptotic controllability,” SIAM Journal of Control and Optimization, vol. 21, no. 3, pp. 462–471, 1983.

[9] Z. Artstein, “Stabilization with relaxed controls,” Nonlinear Analysis: Theory, Methods & Applications, vol. 7, no. 11, pp. 1163–1173, 1983.

[10] R. A. Freeman and P. V. Kokotovic, Robust Nonlinear Control Design. Birkhauser, 1996.

[11] K. Galloway, K. Sreenath, A. D. Ames, and J. Grizzle, “Torque saturation in bipedal robotic walking through control lyapunov function based quadratic programs,” preprint arXiv:1302.7314, 2013.

[12] A. D. Ames, X. Xu, J. W. Grizzle, and P. Tabuada, “Control barrier function based quadratic programs for safety critical systems,” IEEE Transactions on Automatic Control, vol. 62, no. 8, pp. 3861–3876, 2017.

[13] P. Glotfelter, J. Cortes, and M. Egerstedt, “Nonsmooth barrier functions with applications to multi-robot systems,” IEEE control systems letters, vol. 1, no. 2, pp. 310–315, 2017.

[14] Q. Nguyen and K. Sreenath, “Exponential control barrier functions for enforcing high relative-degree safety-critical constraints,” in Proc. of the American Control Conference, 2016, pp. 322–328.

[15] W. Xiao and C. Belta, “Control barrier functions for systems with high relative degree,” in Proc. of 58th IEEE Conference on Decision and Control, Nice, France, 2019, pp. 474–479.

[16] A. D. Ames, G. Notomista, Y. Wardi, and M. Egerstedt, “Integral control barrier functions for dynamically defined control laws,” IEEE control systems letters, vol. 5, no. 3, pp. 887–892, 2020.

[17] H. K. Khalil, Nonlinear Systems. Prentice Hall, third edition, 2002.

[18] W. Xiao, C. Belta, and C. G. Cassandras, “Sufficient conditions for feasibility of optimal control problems using control barrier functions,” Automatica, vol. 135, p. 109960, 2022.