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ABSTRACT. We consider the semi-relativistic Pauli-Fierz model for a single free electron interacting with the quantized radiation field. Employing a variant of Pizzo's iterative analytic perturbation theory we construct a sequence of ground state eigenprojections of infra-red cutoff, dressing transformed fiber Hamiltonians and prove its convergence, as the cutoff goes to zero. Its limit is the ground state eigenprojection of a certain Hamiltonian unitarily equivalent to a renormalized fiber Hamiltonian acting in a coherent state representation space. The ground state energy is an exactly two-fold degenerate eigenvalue of the renormalized Hamiltonian, while it is not an eigenvalue of the original fiber Hamiltonian unless the total momentum is zero. These results hold true, for total momenta inside a ball about zero of arbitrary radius $p > 0$, provided that the coupling constant is sufficiently small depending on $p$ and the ultra-violet cutoff. Along the way we prove twice continuous differentiability and strict convexity of the ground state energy as a function of the total momentum inside that ball.
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1. INTRODUCTION AND MAIN RESULTS

1.1. The general framework. The mathematically rigorous investigation of the infra-red (IR) problem in non-relativistic (NR) quantum electrodynamics (QED) has recently undergone some substantial progress. Notably, infra-particle scattering
states in the one-electron sector have been constructed for the NR Pauli-Fierz model in [10] based on investigations of the corresponding mass shell in [9]. We recall that, by translation invariance, the NR Pauli-Fierz Hamiltonian for a free electron interacting with the quantized radiation field admits a fiber decomposition with respect to the total momentum of the combined electron-photon system. The mass shell is the ground state energy of the fiber Hamiltonians considered as a function of the total momentum. Another important recent result is the existence of the renormalized electron mass. This has been established in [14] where the authors have been able to prove twice continuous differentiability and strict convexity of the mass shell in some ball about the origin. Earlier works already provided bounds on the renormalized electron mass [1, 7]. The results of [7] have been used to discuss coherent IR representations in NR QED [8]. All these results have been obtained at fixed ultra-violet cutoff and for sufficiently small coupling constants.

While a general guideline for the mathematical treatment of the IR problem and in particular of infra-particle scattering has been settled long ago in a study of the Nelson model [11, 12], the recent progress in QED is due to the development of new, sophisticated multi-scale techniques. For instance, the analysis in [1, 7] is based on the spectral renormalization group introduced by Bach, Fröhlich, and Sigal. A second method is the iterative analytic perturbation theory (IAPT) developed mainly by Pizzo in his analysis of Nelson’s model [30, 31]. The latter method is employed in the papers [9, 14] mentioned above and in [2, 3, 4] to provide expansions of atomic ground state eigenvalues and eigenvectors and of scattering amplitudes. Recently the removal of the ultra-violet cutoff in Nelson’s model has been studied by means of the IAPT [6]. The general principles of the IAPT also serve as the starting point of our own analysis. An alternative procedure employing continuous flows to remove an artificial IR cutoff instead of the discrete iteration steps used in the IAPT can be found in [5]. For a discussion of the physical background and remarks on the historical development of the analysis of the IR problem we refer the reader to [10, 11].

The objective of the present article is to establish several of the afore-mentioned results in the semi-relativistic (SR) Pauli-Fierz model, which is obtained by replacing the NR kinetic energy term in the Pauli-Fierz operator by a square-root operator. Its mathematical analysis has been initiated in [27], where the bottom of the essential spectrum of the fiber Hamiltonians is characterized. By addition of an exterior Coulomb potential, \(-\frac{e^2 Z}{|x|}\) (with \(e^2 Z \in [0, 2/\pi]\)), one may also define a semi-relativistic model for a hydrogen-like atom coupled to the quantized radiation field. Binding energies, exponential localization of low-lying spectral subspaces, and the existence of ground states of this atomic model have been studied in [18, 21, 22, 23, 26]. A scalar square-root Hamiltonian appeared earlier in the mathematical analysis of Rayleigh scattering [13]. Notice that the vector potential is introduced via minimal coupling in the SR Pauli-Fierz Hamiltonian. Fiber Hamiltonians with a relativistic kinetic energy for the matter particles and linearly coupled radiation fields appear, e.g., in [11, 28].

A second purpose of our article is to propose several new arguments or alterations of earlier ones within the general frame of Pizzo’s IAPT, in particular in the study of the convergence of IR regularized ground state projections and in the analysis of Hellmann-Feynman type formulas for the derivatives of ground state energies. (To mention some keywords for the experts: We do not employ contour integrals and
avoid repeated Neumann series expansions and certain bounds relating expectations of operators with expectations of their absolute values; by a minor modification of the dressing transforms we avoid the discussion of intermediate Hamiltonians.) Although one might expect the analysis of square-root Hamiltonians to be technically more involved we are able to establish essentially all main results of \cite{8,9,14} in the semi-relativistic case. We hope that some of our observations will be helpful in forthcoming investigations including the NR case.

Another novelty achieved here is the study of the multiplicity of the ground state eigenvalue of certain renormalized fiber Hamiltonians in the presence of spin. (In the scalar Nelson model one may apply Perron-Frobenius arguments to show non-degeneracy of ground states \cite{11}.) As our corresponding argument is essentially based on a certain relative form bound required to get the IAPT started, it seems clear that it also applies \textit{mutatis mutandis} to the NR Pauli-Fierz and Nelson models.

1.2. The model and main results. In this subsection we explain the model under investigation and state our main results. We also give a few comments on the proofs and on the organization of this article.

The semi-relativistic Pauli-Fierz Hamiltonian for a single free electron interacting with the quantized radiation field is given by

\begin{equation}
H_{sr} := \sqrt{H^2 + m^2} + \mathbb{I} \otimes H_f.
\end{equation}

It is acting in the tensor product $L^2(\mathbb{R}_x^3, \mathbb{C}^2) \otimes \mathcal{F} = \int_{\mathbb{R}^3} \mathbb{C}^2 \otimes \mathcal{F} \, d^3x$, where the bosonic Fock space $\mathcal{F}$ is modeled over the one-photon space $\mathcal{K} := L^2(\mathbb{R}_k^3 \times \mathbb{Z}_2)$; see Appendix C for the definition of Fock spaces and operators acting in them. The vector $\sigma = (\sigma_1, \sigma_2, \sigma_3)$ contains the three Pauli spin matrices, $H_f$ is the radiation field energy, and the parameter $\epsilon > 0$ is eventually assumed to be small. For a single photon state $f \in \mathcal{K}$, let $a_f^\dagger(f)$ and $a_f(f)$ denote the standard bosonic creation and annihilation operators acting in $\mathcal{F}$ and satisfying the following canonical commutation relations (CCR) on some suitable dense domain,

\begin{equation}
[a^\dagger(f), a^\dagger(g)] = 0, \quad [a(f), a^\dagger(g)] = \langle f | g \rangle \mathbb{I}, \quad f, g \in \mathcal{K}.
\end{equation}

Here $a^\dagger$ is $a^\dagger$ or $a$. Denote the field operators as

\begin{equation}
\varphi(f) := 2^{-1/2} (a^\dagger(f) + a(f)), \quad \varpi(f) := 2^{-1/2} (i a^\dagger(f) - i a(f)),
\end{equation}

and write $\varphi(f) := (\varphi(f_1), \varphi(f_2), \varphi(f_3))$, for a vector of single photon states $f = (f_1, f_2, f_3)$. (More precisely, \textbf{(1.3)} defines essentially self-adjoint operators whose closures are henceforth denoted again by the same symbols.) In this notation the quantized vector potential is given as $\mathcal{A} := \int_{\mathbb{R}^3} \mathbb{C}^2 \otimes A(x) \, d^3x$ with

\begin{equation}
\mathcal{A}(x) := \varphi(e^{-ik \cdot x} G), \quad G(k, \lambda) := (2\pi)^{-3/2} |k|^{3/2} e^{-\epsilon \lambda |k|^{1/2}} \mathbb{I}_{|k| \leq \kappa} |k|^{-1/2} \mathbb{I}_{|k| \leq \kappa}.
\end{equation}

Together with $k/|k|$ the two polarization vectors $\varepsilon_0(k)$ and $\varepsilon_1(k)$ appearing here form an orthonormal basis of $\mathbb{R}^3$, for almost every $k$. The number $\kappa > 0$ is an ultra-violet cut-off parameter. As $\kappa \to \infty$, the values of $\epsilon > 0$ covered by our main results will go to zero.

As the operator given by \textbf{(1.1)} is invariant under space translations of the total electron-photon system it is unitarily equivalent to a direct integral

\begin{equation}
H_{sr} \cong \int_{\mathbb{R}^3} \mathcal{H}(P) \, d^3P, \quad \mathcal{H}(P) := \sqrt{P^2 + m^2} + \mathbb{I} + H_f.
\end{equation}
The vector $P \in \mathbb{R}^3$ is interpreted as the total momentum of the combined electron-photon system. Moreover, $A := \varphi(G)$, and $p_f$ is the photon momentum operator. The present article deals with the spectral analysis of the fiber Hamiltonians $H(P)$ acting in $C^2 \otimes \mathcal{F}$, whose mathematically precise definition is discussed in Section 2. (For a precise definition of $H_{sr}$ we refer to [18, 24, 26]; in the present paper we study only the fiber Hamiltonians explicitly.) It turns out that $H(P)$ is self-adjoint on the domain of $H_f$, for all $e, \kappa > 0$. (This improves on a result in [27] where $e$ and/or $\kappa$ are assumed to be small.) Our aim is to analyze the infimum of its spectrum,

$$E(P) := \inf \text{Spec}[H(P)],$$

as a function of $P \in \mathbb{R}^3$, and to address the question whether it be a two-fold degenerate eigenvalue or not. Notice that the shape of $E(P)$ is not fixed by relativity because of the ultra-violet cutoff. We collect our first main results in the following theorem. It applies to total momenta contained in balls

$$B_p := \{ P \in \mathbb{R}^3 : |P| < p \}, \quad 0 < p < \infty,$$

of bounded but arbitrary large radius. The possibility to choose $p$ large is due to the semi-relativistic nature of our model. In the non-relativistic Pauli-Fierz model Part (1) of the next theorem would be false, if $p$ were too large.

**Theorem 1.1.** For all $\kappa, p > 0$, we find $e_0 > 0$ such that the following holds, for all $e \in (0, e_0]$:

1. $E$ is twice continuously differentiable and strictly convex on $B_p$ and it attains its unique global minimum at zero, $E(0) = \inf \{ E(P) : P \in \mathbb{R}^3 \}$. 
2. $E(0)$ is a two-fold degenerate eigenvalue of $H(0)$. The expectation value of the photon number operator in any corresponding eigenstate is finite. 
3. If $P \in B_p \setminus \{0\}$, then $E(P)$ is not an eigenvalue of $H(P)$.

**Proof.** The assertions are contained in Theorems 6.4 and 7.3, Corollary 8.3, and Theorem 8.4; see also (2.11) and the paragraph preceding it.

**Remark 1.2.** Here we comment on the three items of the above theorem:

1: It is possible to show that the curvature of the mass shell is strictly smaller than the one of the mass shell with $e = 0$, i.e. of $\sqrt{P^2 + 1}$. In other words, the renormalized electron mass is strictly larger than its bare mass 1. We shall prove this assertion in a separate paper [22].

As explained below we approximate $E$ by a sequence, $\{E_j\}$, of ground state energies of IR cutoff operators to prove (1). Estimates on the convergence rates for the derivatives of $E_j$ are stated in Theorem 6.4.

The analog of (1) for the NR Pauli-Fierz model has been proven in [14].

2: It has already been observed in [27] that every (speculative) eigenvalue of $H(P)$ is at least two-fold degenerated. In fact, this follows from Kramer’s degeneracy theorem as there is an anti-linear involution commuting with $H(P)$. Part (2) of Theorem 1.1 is actually a special case of Theorem 1.3(1) below.

In the NR case, the existence of ground state eigenvectors at $P = 0$ is proven in [9]. It also follows from Chen’s spectral renormalization group analysis [7].

3: The asserted phenomenon is called absence of a proper mass shell; following [33], one also says the system exhibits an infra-particle behavior.
In the NR Pauli-Fierz model it is known that, if $E$ is differentiable at some arbitrary $\mathbf{P} \in \mathbb{R}^3$, then for $E(\mathbf{P})$ to be an eigenvalue it is necessary that $\nabla E(\mathbf{P}) = 0$ \cite{17}. In our case $\nabla E \neq 0$ on $B_\rho \setminus \{0\}$ and $\nabla E(0) = 0$ by Theorem \cite{17}(1). The exact NR analog of (3) follows from \cite{8}.

The IAPT applied in this paper comprises an inductive spectral analysis of a certain sequence of Hamiltonians whose interaction term is cut off in the infra-red. Thus, to obtain our results we introduce a sequence of IR cutoff parameters\textsuperscript{4}.

\begin{equation}
\rho_j := \kappa \left( \frac{1}{2} \right)^j, \quad j \in \mathbb{N}_0 = \{0, 1, 2, \ldots \}, \quad \rho_\infty := 0,
\end{equation}

and approximate $\mathcal{H}(\mathbf{P})$ by IR cutoff Hamiltonians,

\begin{equation}
\mathcal{H}_j^{\infty}(\mathbf{P}) := \sqrt{\langle \mathbf{P} \cdot (\mathbf{P} - \mathbf{p}_j + c\mathbf{A}_j) \rangle^2 + 1} + H_{\ell}, \quad \mathbf{A}_j := \varphi(1_{\rho_j \leq |\mathbf{k}|} \mathbf{G}).
\end{equation}

Hence, the set of non-zero photon momenta is split into a sequence of annuli,

\begin{equation}
\hat{\mathbb{P}}^3_k = \mathcal{A}_0 \cup \bigcup_{j \in \mathbb{N}_0} \mathcal{A}_j^{j+1}, \quad \mathcal{A}_0^j := \{ \rho_j \leq |\mathbf{k}| < \rho_k \}, \quad \mathcal{A}_j := \{ \rho_j \leq |\mathbf{k}| \},
\end{equation}

with corresponding one-photon Hilbert spaces,

\begin{equation}
\mathcal{K}^j_k := L^2(\mathcal{A}_k^j \times \mathbb{Z}_2), \quad \mathcal{K}_j := L^2(\mathcal{A}_j \times \mathbb{Z}_2).
\end{equation}

It is crucial for the whole analysis that the orthogonal splittings

\begin{equation}
\mathcal{K} = \mathcal{K}_j \oplus \mathcal{K}_j^{\infty}, \quad \mathcal{K}_{j+1} = \mathcal{K}_j \oplus \mathcal{K}_{j+1}^{j+1},
\end{equation}

give rise to the following isomorphisms of Fock spaces,

\begin{equation}
\mathcal{F} = \mathcal{F}_j \otimes \mathcal{F}_j^{\infty}, \quad \mathcal{F}_{j+1} = \mathcal{F}_j \otimes \mathcal{F}_{j+1}^{j+1}.
\end{equation}

Here $\mathcal{F}_k^j$ is the bosonic Fock space modeled over $\mathcal{K}_k^j$ and $\mathcal{F}_j$ the one over $\mathcal{K}_j$; see Appendix \cite{C}

In the following discussion we assume that $\mathbf{p} > 0$ is fixed, $\mathbf{P} \in B_\rho$, and $\varepsilon > 0$ is sufficiently small. As it turns out, then, in Section \cite{3} suitable versions of $\mathcal{H}_j^{\infty}(\mathbf{P})$ acting only in $C^2(\mathcal{F}, \mathcal{F}_{j+1})$ – below denoted by $\mathcal{H}_j(\mathbf{P})$ (resp. $\mathcal{H}_j^{j+1}(\mathbf{P})$) – have a strictly positive spectral gap above their twice degenerate ground state eigenvalue

\begin{equation}
E_j(\mathbf{P}) := \inf \text{Spec}[\mathcal{H}_j^{\infty}(\mathbf{P})] = \inf \text{Spec}[\mathcal{H}_j(\mathbf{P})] = \inf \text{Spec}[\mathcal{H}_j^{j+1}(\mathbf{P})].
\end{equation}

Moreover, $E_j(\mathbf{P}) \to E(\mathbf{P})$ and $E_0(\mathbf{P}) = \sqrt{\mathbf{P}^2 + 1}$. Furthermore, $E_j$ is real analytic on $B_\rho$, so that its derivatives can be represented by Hellmann-Feynman (HF) type formulas; see Section \cite{3} In Section \cite{3} the latter formulas are used to show that $\sum_j (E_j - E_{j+1})$ is absolutely convergent w.r.t. the norm on $C^2_0(B_\rho)$, so that $E \in C^2_0(B_\rho)$. To estimate $E_j - E_{j+1}$, one employs HF formulas involving $\mathcal{H}_j^{j+1}(\mathbf{P})$ for the derivatives of $E_j$ and represents derivatives of $E_{j+1}$ by means of a (partially) dressing transformed version of $\mathcal{H}_{j+1}(\mathbf{P})$, namely

\begin{equation}
\mathcal{H}_{j+1}(\mathbf{P}) := U_j(\mathbf{P}) \mathcal{H}_{j+1}(\mathbf{P}) U_j^*(\mathbf{P}), \quad U_j(\mathbf{P}) := e^{-i \varphi(f_j(\mathbf{P}))},
\end{equation}

where the coherent factor is given by the formula determined in \cite{8},

\begin{equation}
f_j(\mathbf{P}; \mathbf{k}, \lambda) := 1_{\rho_{j+1} \leq |\mathbf{k}| < \rho_j} \frac{G(\mathbf{k}, \lambda) \cdot \nabla E_j(\mathbf{P})}{|\mathbf{k}| - \mathbf{k} \cdot \nabla E_j(\mathbf{P})}, \quad j \in \mathbb{N}_0.
\end{equation}

\textsuperscript{4} One could choose a slightly larger value than $1/2$ in the definition of $\rho_j$; smaller choices would restrict the range of allowed values for $\varepsilon$. 

\textsuperscript{5}
Roughly speaking, an application of $U_j^*(P)$ to ground state eigenvectors of $H^{j+1}_j(P)$, which look like $\Psi_j \otimes \Omega^{j+1}_j$ ($\Omega^{j+1}_j = \text{vacuum in } \mathcal{F}^{j+1}_j$), turns them into better test functions for $H_{j+1-j}(P)$ by dressing $\Omega^{j+1}_j$ in a cloud of soft photons. The soft photon cloud is due to the movement of the total system at momentum $P$ and, accordingly, $U_j(0) = 1$. We remark that the formula for $f_j$ is essentially determined by the IR bound (3.2) below.

The analysis of $E_j - E_{j+1}$ by means of HF formulas also furnishes convergence of the ground state eigenprojections of the Hamiltonians

$$\tilde{H}^\infty_j(P) := W_j(P) H^\infty_j(P) W_j(P)^*, \quad W_j(P) := \prod_{j=0}^{j-1} U_j(P).$$

The operators $\tilde{H}^\infty_j(P)$ are self-adjoint on the domain of $H_j$ and converge in the norm resolvent sense to some limit Hamiltonian denoted by

$$\tilde{H}^\infty(P) := \text{norm-res-lim}_{j \to \infty} \tilde{H}^\infty_j(P).$$

For $P \neq 0$, this limit Hamiltonian is, however, not a unitary transform of our original Hamiltonian $H(P)$, although the latter is the norm resolvent limit of $\{H^\infty_j(P)\}_j$. In fact, if $P \in B_\infty$ is non-zero, then $\lim_{j \to \infty} \nabla E_j(P) = \nabla E(P) \neq 0$, and, hence, the sum $\sum_{k=0}^{\infty} f_k$ is not square-integrable. As a consequence we cannot define a reasonable limit of the unitaries $W_j$ in $B(C^2 \circ \mathcal{F})$. However, we may define a unitary operator,

$$W_\ast^\infty(P) : C^2 \circ \mathcal{F} \to \mathcal{H}^{\text{ren}}_P := C^2 \circ \mathcal{F}_0 \otimes \bigotimes_{j \in N_0} \mathcal{F}^{j+1}_j,$$

with values in some incomplete direct product space (in the sense of [29]) associated with the coherent state

$$\Omega^{\text{ren}}_P := \eta \otimes e^{i \varphi(f_0(P))} \Omega_0^1 \otimes e^{i \varphi(f_1(P))} \Omega_1^2 \otimes \ldots \in \mathcal{H}^{\text{ren}}_P,$$

where $\eta$ is a normalized vector in the vacuum sector of $C^2 \circ \mathcal{F}_0$. Recall that $\mathcal{H}^{\text{ren}}_P$ is a (topologically complete) subspace of the complete direct product space $\mathcal{H} := C^2 \circ \mathcal{F}_0 \otimes \bigotimes_{j \in N_0} \mathcal{F}^{j+1}_j$ [29]. (If we changed $\Omega^{\text{ren}}_P$ slightly by replacing $E_j$ in (1.12) by $E_j(\star)$, then it would still determine the same space $\mathcal{H}^{\text{ren}}_P$; see Remark [1.2].)

We may then define a renormalized Hamiltonian,

$$\tilde{H}^{\text{ren}}(P) := W_\ast^\infty(P) \tilde{H}^\infty(P) W_\ast^\infty(P), \quad W_\ast^\infty(P) := W_\ast^\infty(P)^*,$$

which is an analog of the operators introduced in [11] §2.3 for the Nelson model. It can be used to describe coherent IR representations of the $C^*$-algebra $\mathfrak{A}$, where

$$\mathfrak{A} := \mathfrak{A}^0 \| B(C^2 \circ \mathcal{F}), \quad \mathfrak{A}_j := 1 \otimes B(\mathcal{F}^{j+1}_j) \otimes 1, \quad j \in N_0,$$

and $\mathfrak{A}^0$ is the $*$-sub-algebra of $B(C^2 \circ \mathcal{F})$ generated by all $\mathfrak{A}_j$, $j \in N_0$, and by $\mathfrak{A}_{-1} := B(C^2 \circ \mathcal{F}_0) \otimes 1$. Let $\mathfrak{M}_j$ denote the Weyl algebra generated by the operators $W(v) := e^{i \varphi(\text{Im} v_j)} e^{i \varphi(\text{Re} v_j)}$ with $v \in \mathcal{F}^{j+1}_j$, interpreted as a sub-algebra of $\mathfrak{A}_j$. Let $\mathfrak{M}_{j+1} \subset \mathfrak{A}_{j+1}$ be the $C^*$-algebra generated by all $M \otimes W(u)$ with $M \in B(C^2)$ and $u \in \mathcal{F}_0$. Then we may also consider the $C^*$-algebra $\mathfrak{M} := \mathfrak{M}^0 \subset \mathfrak{A}$, where $\mathfrak{M}^0$ is the $*$-algebra generated by all $\mathfrak{M}_j$, $j \geq -1$.

There is a natural isometric embedding $\pi : \mathfrak{A} \to B(\tilde{\mathcal{H}})$ such that every $\pi(A)$, $A \in \mathfrak{A}$, is reduced by $\mathcal{H}^{\text{ren}}_P$ [29]; see Section 9 for more details. Denoting the
restriction of \( \pi(A) \) to \( \mathcal{H}_P^{\text{ren}} \) by \( \pi_P(A) \) we obtain a representation

\[
\pi_P : \mathfrak{A} \to \mathcal{B}(\mathcal{H}_P^{\text{ren}}).
\]

To state our main results on these objects we need yet some more notation: \( 1_M(T) \) is the spectral projector associated with some self-adjoint operator, \( T \), and some Borel set, \( M \subset \mathbb{R} \); \( \text{Tr} \) denotes the trace.

**Theorem 1.3.** For all \( \kappa, p > 0 \), we find \( c, c_0 > 0 \) such that the following holds, for all \( P \in \mathcal{B}_p \) and \( \epsilon \in (0, c_0] \):

1. \( E(P) \) is a two-fold degenerate eigenvalue of \( \mathcal{H}_\infty(P) \) and \( \mathcal{H}_p^{\text{ren}}(P) \), and

\[
\left\| \mathbb{1}_{\{E(P)\}}(\mathcal{H}_\infty(P)) - \mathbb{1}_{\{E(P)\}}(\mathcal{H}_P^{\text{ren}}(P)) \right\| \leq c \epsilon (1 + c \epsilon)^j j^{j \to \infty} 0.
\]

2. There is a unique linear functional, \( \omega_P \in \mathfrak{A}^* \), such that

\[
\omega_P(A) = \lim_{j \to \infty} \text{Tr} \left[ \mathbb{1}_{\{E(P)\}}(\mathcal{H}_P^{\text{ren}}(P)) \pi_P(A) \right], \quad A \in \mathfrak{A}^c.
\]

(In particular, the limit exists.) We have

\[
\omega_P(A) = \text{Tr} \left[ \mathbb{1}_{\{E(P)\}}(\mathcal{H}_P^{\text{ren}}(P)) \pi_P(A) \right], \quad A \in \mathfrak{A}.
\]

3. If \( Q \in \mathcal{B}_p \setminus \{P\} \), then the representations \( \pi_P \) and \( \pi_Q \) of \( \mathfrak{M} \) are disjoint and, in particular, \( \omega_P \) is not a \( \pi_Q \)-normal functional on \( \mathfrak{M} \).

**Proof.** (1) follows from (1.14), Theorem 7.3 and the explanation below (1.3); see also (2.11). Part (2) follows from the discussion in Section 9. With Theorem 1.4 and Part (2) at hand (3) follows from arguments in [11, 20, 34]; for the reader’s convenience we sketch its proof in Corollary 9.1. The crucial point is that \( \nabla E(P) \neq \nabla E(Q) \), if \( P \neq Q \), by the strict convexity of \( E \) on \( \mathcal{B}_p \). Recall that disjointness of \( \pi_P \) and \( \pi_Q \) means that no \( \pi_P \)-normal positive functional on \( \mathfrak{M} \) is \( \pi_Q \)-normal and vice versa; by (2) \( \omega_P \) is \( \pi_P \)-normal.

**Remark 1.4.** The Hilbert space \( \mathbb{C}^2 \otimes \mathcal{F} \) is identified in a canonical way with \( \mathcal{H}_0^{\text{ren}} \). Choosing \( P \neq 0 = Q \) in Part (3) then shows that \( \omega_P \) cannot be represented by a positive trace class operator acting on \( \mathbb{C}^2 \otimes \mathcal{F} \).

In the NR case results similar to (2) and (3) can be found in [8]. Compared to [8] there are some simplifications in our proofs due to the fact that Pizzo’s recursive scheme establishes directly the existence of ground state projections of \( \mathcal{H}_\infty(P) \). In [8] the analog of \( \omega_P \) is defined via compactness arguments and analyzed by means of abstract results from the representation theory of the CCR algebra. Statements similar to (1) for the NR model have appeared in [9, 30].

**Convention.** The symbols \( c, c', \ldots \) denote positive constants sometimes depending on \( \kappa \) and upper bounds on \( c \) or \( |P| \), but on no other relevant parameters. Their values might change from one estimate to another. \( D(T) \) and \( Q(T) \) denote the domain and form domain, respectively, of a suitable operator \( T \).

2. Relative bounds and self-adjointness

In Subsection 2.2 below we derive some basic relative bounds on various modified versions of the SR Pauli-Fierz fiber Hamiltonian and study their self-adjointness and domains. It shall be very convenient in the whole paper to work on a Hilbert space with four spin degrees of freedom instead of only two. For we may then employ fiber Dirac operators in the computations which are linear in the vector
potential ideas and whose absolute values can be represented by very handy formulas. Similar ideas have been used earlier in \[23,26,27\]. The Dirac operators and some further necessary notation are introduced in the following Subsection 2.1.

2.1. Operators on four-spinors. Recall the definition of the annuli \(A^j_k\) and \(A_j^j\) in \((1.8)\) and of the corresponding Fock spaces \(F^j_k\) and \(F^j_j\) explained below \((1.10)\); see also Appendix C for their precise definition as well as for the notation \(dI\) used below. We first fix the notation for the energy and momentum of the photon field: Writing \(\omega(k, \lambda) := |k|\) and \(m(k, \lambda) = k\), for \(k \in \mathbb{R}^3\), \(\lambda \in \mathbb{Z}_2\), we define

\[
\begin{align*}
H^{(k,j)}_l &= dI(\omega|A^j_k \times \mathbb{Z}_2), & H^{(j)}_l &= dI(\omega|A_j \times \mathbb{Z}_2), \\
p^{(k,j)}_l &= dI(m|A^j_k \times \mathbb{Z}_2), & p^{(j)}_l &= dI(m|A_j \times \mathbb{Z}_2).
\end{align*}
\]

At some points in our constructions there appear unitarily equivalent sequences of IR cutoff fiber Hamiltonians, whose norm resolvent limits are not unitarily equivalent anymore. In the preparatory Sections 2.3 we wish to treat these sequences in a unified fashion, whence we introduce the following hypotheses on field operators:

Assumption 2.1. For every \(j \in \mathbb{N}_0\), let \((f_j, g_j) \in L^2(A^{j+1}_j \times \mathbb{Z}_2, \mathbb{R} \times \mathbb{R}^3), (b_j, c_j) \in \mathbb{R} \times \mathbb{R}^3\), and assume there exists \(\epsilon > 0\) such that

\[\|\omega^{-1/2}(f_j, g_j)\| \leq \epsilon \rho_j^{1/2}, \quad |(b_j, c_j)| \leq \epsilon \rho_j, \quad j \in \mathbb{N}_0.\]

For integers \(0 \leq k < j \leq \infty\) and \(\epsilon > 0\), set

\[\Phi^{j}_{k} := \sum_{k \leq \ell < j} (\varphi(f_{\ell}) + \epsilon b_{\ell}), \quad A^{j}_{k} := \sum_{k \leq \ell < j} (\varphi(g_{\ell}) - \epsilon c_{\ell}),\]

and abbreviate \(\Phi^{j}_{j} := \Phi^{j}_{0}\) and \(A^{j}_{j} := A^{j}_{0}\). Finally, assume (for convenience) that \(H^{(j)}_i + \epsilon \Phi^{j}_{k} \geq 0\).

The sums \(\sum_{k \leq \ell < j}\) in \((2.2)\), which are infinite when \(j = \infty\), are well-defined because of \((2.1)\) and define self-adjoint operators whose domain contains the one of \((H^{(j)}_i)_{1/2}\); see, e.g., \[22\]. Without further notice we shall often regard \(A_k\) and \(A^j_k\) as operators in \(\mathcal{F}_j\) by identifying \(A_k \equiv A_k \otimes 1_{\mathcal{F}_j}\) and \(A^j_k \equiv 1_{\mathcal{F}_j} \otimes A^j_k\). The same convention is used for \(\Phi^{j}_{k}\), \(H^{(j)}_i\), \(H^{(k,j)}_i\), etc.

Next, we introduce the Hilbert spaces

\[\mathcal{H}^j_j := \mathbb{C}^4 \otimes \mathcal{F}_j, \quad j \in \mathbb{N}_0 \cup \{\infty\}, \quad \mathcal{H} := \mathcal{H}_\infty.\]

As usual we shall consider operators \(L\) and \(M\) acting in \(\mathcal{F}_j\) and \(\mathbb{C}^4\), respectively, also as operators in \(\mathcal{H}^j\) by identifying \(L \equiv 1_{\mathbb{C}^4} \otimes L\) and \(M \equiv M \otimes 1_{\mathcal{F}_j}\). For instance this convention applies to the four Dirac matrices,

\[
\alpha_0 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \in \mathcal{L}(\mathbb{C}^4), \quad \alpha_j := \begin{pmatrix} 0 & \sigma_j \\ \sigma_j & 0 \end{pmatrix} \in \mathcal{L}(\mathbb{C}^4), \quad j = 1, 2, 3.
\]

satisfying \(\alpha_i = \alpha_i^* = \alpha_i^{-1}\) and the Clifford algebra relations

\[\{\alpha_i, \alpha_j\} = 2 \delta_{ij} 1, \quad i, j \in \{0, 1, 2, 3\}.\]

To show degeneracy of ground states we shall exploit the fact that the first and third Pauli matrices are real while the second one is imaginary,

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]
As a consequence of (2.4) and the $C^\ast$-equality we obtain
\begin{equation}
\| \mathbf{\alpha} \cdot \mathbf{v} \|_{\mathcal{F}(\mathbb{C})} = |\mathbf{v}|, \quad \mathbf{v} \in \mathbb{R}^3,
\end{equation}
where $\mathbf{\alpha} \cdot \mathbf{v} := \alpha_1 v_1 + \alpha_2 v_2 + \alpha_3 v_3$. It is a standard exercise using the CCR, (2.1), and (2.3) to derive the following fundamental relative bounds,
\begin{equation}
\| \Phi_k^j (H_t^{(k,j)} + \rho_k)^{-1/2} \| \leq c \rho_k^{1/2}, \quad \| \mathbf{\alpha} \cdot \mathbf{A}_k^j (H_t^{(k,j)} + \rho_k)^{-1/2} \| \leq c \rho_k^{1/2},
\end{equation}
for all $k, j \in \mathbb{N}_0 \cup \{\infty\}$, $k < j$, and $\epsilon \in (0, \epsilon_0]$, with $\epsilon \equiv \epsilon(\epsilon_0)$.

Let $\mathbf{P} \in \mathbb{R}^3$ in what follows. We define the fiber Dirac operator, $D_k^j(\mathbf{P})$, to be the closure of the symmetric operator in $\mathcal{H}_j$ given by
\begin{equation}
D(H_t^{(j)}) \ni \phi \mapsto \mathbf{\alpha} \cdot (\mathbf{P} - \mathbf{p}^{(j)} + \epsilon \mathbf{A}_k) \phi + \alpha_0 \phi
\end{equation}
and put $D_j(\mathbf{P}) := D_j^1(\mathbf{P})$. Let $\mathcal{C}_j \subset \mathcal{H}_j$ denote the dense subspace of all $(\psi^{(n)})_{n=0}^{\infty} \in \mathcal{H}_j = \bigoplus_{n=0}^{\infty} \mathbb{C}^4 \otimes |\mathcal{F}_j|^{(n)}$ such that only finitely many $\psi^{(n)}$ are non-zero and each $\psi^{(n)}$, $n \in \mathbb{N}$, has a compact support. According to Lemma A.1 below $D_k^j(\mathbf{P})$ is self-adjoint and $\mathcal{C}_j$ is a core for $D_k^j(\mathbf{P})$. Actually, it has already been remarked in (2.4) that the essential self-adjointness of $D_k^j(\mathbf{P})$ on $\mathcal{C}_j$ follows from Nelson’s commutator theorem with test operator $H_t^{(j)} + 1$. We give an alternative argument in Lemma A.1 which also shows that the square, $D_k^j(\mathbf{P})^2$, is essentially self-adjoint on $\mathcal{C}_j$. A direct computation shows, however, that
\begin{equation}
D_k^j(\mathbf{P})^2 = \mathcal{T}_k^j(\mathbf{P}) \oplus \mathcal{T}_k^j(\mathbf{P}) \quad \text{on} \quad \mathcal{C}_j,
\end{equation}
where the direct sum refers to the splitting of the spinor components $\mathbb{C}^4 = \mathbb{C}^2 \oplus \mathbb{C}^2$, and where
\begin{equation}
\mathcal{T}_k^j(\mathbf{P}) := (\mathbf{\sigma} \cdot (\mathbf{P} - \mathbf{p}^{(j)} + \epsilon \mathbf{A}_k))^2 + 1.
\end{equation}
In particular,
\begin{equation}
\sigma(D_k^j(\mathbf{P})) \subset (-\infty, -1] \cup [1, \infty).
\end{equation}
Thus, using the essential self-adjointness of $D_k^j(\mathbf{P})^2$ it is easy to see that two possibilities to make sense out of the square root in (1.5) yield the same operator: We may take the square root of the closure of $\mathcal{T}_k^j(\mathbf{P})$ defined by means of the spectral theorem or, equivalently, we may define the square root in (1.5) to be equal to the upper left (or lower right) $2 \times 2$ block of the block-diagonal operator $|D_k^j(\mathbf{P})|$. For technical reasons we find it convenient to work with absolute values of the Dirac operator.

We finally define fiber Hamiltonians on four spinors by
\begin{equation}
H_k^j(\mathbf{P}) := |D_k^j(\mathbf{P})| + H_t^{(j)} + \epsilon \Phi_k, \quad H_j(\mathbf{P}) := H_j^1(\mathbf{P}),
\end{equation}
on the domain $\mathcal{D}(H_k^j(\mathbf{P})) := \mathcal{D}(H_t^{(j)})$. As it turns out in the next subsection they are self-adjoint on that domain. According to the remarks above they are block diagonal,
\begin{equation}
H_k^j(\mathbf{P}) = H_k^j(\mathbf{P}) \oplus H_k^j(\mathbf{P}), \quad H_k^j(\mathbf{P}) := \mathcal{T}_k^j(\mathbf{P})^{1/2} + H_t^{(j)}.
\end{equation}
Notice that $|D_k^j(\mathbf{P})| \leq H_k^j(\mathbf{P})$ by the last condition imposed in Assumption 2.1. Notice also that the photon momentum and energy operators $p^{(j)}_k$ and $H_t^{(j)}$ contained in $H_k^j(\mathbf{P})$ act in the Fock space $\mathcal{F}_j$ attached to the scale $j$ while the field operators $\mathbf{A}_k$ and $\Phi_k$ in $H_k^j(\mathbf{P})$ act non-trivially only in $\mathcal{F}_k$. 
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Notational warning. From Section 5 forth, the symbols $D^j_k(P)$ and $H^j_k(P)$ will solely denote the operators obtained by choosing $(f_j, g_j) = (0, \mathbb{1}_{H^j_k(P)})$ and $(b_j, c_j) = (0, 0)$. Then $\mathcal{H}(P) := \mathcal{H}_\infty^\infty(P)$ is the physical operator in (1.5).

Convention. Up to now we have always kept the symbol $P$ in the notation. Henceforth, we shall include it in the notation only when new mathematical objects are defined (to clarify their dependence on $P$). Afterwards we then tacitly drop the explicit reference to $P$ in most formulas to reduce clutter.

2.2. Basic relative bounds. We denote the resolvent of the fiber Dirac operator at $iy \in i\mathbb{R}$ by

$$ R^j_k(iy) := (D^j_k(P) - iy)^{-1}, \quad R_j(iy) := R^j_1(iy). $$

As $0$ belongs to the resolvent set of $D^j_k$ its sign function can be represented as a strongly convergent principal value (see, e.g., [19, Page 359]),

$$ S^j_k \psi = S^j_k(P) \psi := D^j_k(P) |D^j_k(P)|^{-1} \psi = \lim_{\tau \to \infty} \int_{-\tau}^{\tau} R^j_k(P, iy) \psi \frac{dy}{\pi}, $$

for all $\psi \in \mathscr{H}_j$. This yields a convenient representation of its absolute value,

$$ |D^j_k| \psi = S^j_k D^j_k \psi = \lim_{\tau \to \infty} \int_{-\tau}^{\tau} (1 + iy R^j_k(iy)) \psi \frac{dy}{\pi}, \quad \psi \in \mathcal{D}(D^j_k). $$

The previous formula is very useful in combination with the bounds

$$ |\langle \phi | (R_j(iy) - R^j_k(iy)) (H^{(k,j)}_j + \rho_k)^{-1/2} \psi \rangle| \leq c \epsilon \rho_k^{1/2} \| R_j(-iy) \phi \| \| R^j_k(iy) \psi \| \leq c \epsilon \rho_k^{1/2} (1 + y^2)^{-1}, $$

for all normalized $\phi, \psi \in \mathscr{H}_j$; see Lemma A.2 of the appendix.

Part (i) of the next lemma improves on [27] Proposition 1.2 where the same assertions have been derived, for sufficiently small values of $\epsilon > 0$.

**Lemma 2.2.** Let Assumption 2.2 be fulfilled. Then, for all $P \in \mathbb{R}^3$, $k, j \in N_0 \cup \{\infty\}$, $k < j$, $\epsilon, \delta > 0$, and some constant $c > 0$ proportional to the one in (2.10), the following holds:

(i) $H_j$ and $H^j_k$ are self-adjoint on $\mathcal{D}(H^{(j)}_j)$ and essentially self-adjoint on $\mathcal{C}_j$.

(ii) For all $\psi \in \mathcal{D}(H^{(j)}_j)$,

$$ \| (H_j - H^j_k) \psi \| \leq c \epsilon \rho_k^{1/2} \| D^{1/4}_j (H^{(k,j)}_j + \rho_k)^{1/2} \psi \|, $$

$$ \leq \delta \epsilon \rho_k^{1/2} \| H^j_k \psi \| + c^2 \epsilon \rho_k^{1/2} \| \psi \|/\delta^3, $$

$$ \| D^j_k \| \psi \|, \| H^j_k \| \psi \| \leq c(\epsilon_0) \| H^j_k \| \psi \|, \quad 0 \leq \ell \leq j, \epsilon \leq \epsilon_0. $$

(iii) $H^\infty_k \to H^\infty_k$ in the norm resolvent sense, as $k \to \infty$.

(iv) The form domain of both $H_j$ and $H^j_k$ is $\mathcal{Q}(H^{(j)}_j)$ and the following form bounds hold true on $\mathcal{Q}(H^{(j)}_j)$,

$$ \pm (H_j - H^j_k) \leq \delta \epsilon \rho_k |D|_j + \epsilon^2 \epsilon (H^{(k,j)}_j + \rho_k)/\delta, $$

$$ \pm (H_j - H^j_k) \leq \delta \epsilon \rho_k |D|_k + \epsilon^2 \epsilon (1 + (\delta \epsilon \rho_k)^2) (H^{(k,j)}_j + \rho_k)/\delta. $$
In the penultimate step we applied (2.21) bound the right one. By Young’s inequality this implies (2.16), for all \( r,s \).

(2.20)

\[
\langle \phi \mid (H_j - H_k^0) \psi \rangle = \epsilon \langle S_j \phi \mid \alpha \cdot A_k^l \psi \rangle + \langle \phi \mid (S_j - S_k^0) D_k^j \psi \rangle + \epsilon \langle \phi \mid \Phi_k^l \psi \rangle
\]

In order to treat the difference of the sign functions let \((r,s)\) be either \((1,0)\) or \((0,1)\), and let \( \varepsilon, \alpha \in (0,1) \), \( \varepsilon + \alpha = 1 \), and \( \phi, \psi \in \mathcal{C}_j \). Then a successive application of (2.13), (2.15), and \( \|D_k^j R_k^l(i\eta)\| \leq (1 + \eta^2)^{-1(1-\nu)/2}, \nu \in [0,1), \) permits to get

\[
\left\| \left( \langle D_j^r \phi \mid (S_j - S_k^0) (H_t^{(k,j)} + \rho_k)^{-1/2} (D_k^j)^* \psi \rangle \right) \right\|
\]

\[
= \left\| \lim_{\tau \to \infty} \int_{-\tau}^\tau \langle D_j^r \phi \mid (R_j(i\eta) - R_k^l(i\eta)) (H_t^{(k,j)} + \rho_k)^{-1/2} (D_k^j)^* \psi \rangle \frac{d\eta}{\pi} \right\|
\]

\[
\leq \int_R \| D_j^r \| \, \| R_j(i\eta) - R_k^l(i\eta) \| \, \| (H_t^{(k,j)} + \rho_k)^{-1/2} (D_k^j)^* \psi \| \frac{d\eta}{\pi}
\]

\[
\leq c(\varepsilon) \| \rho_k^{1/2} \| \| D_j^r \| \, \| (H_t^{(k,j)} + \rho_k)^{-1/2} (D_k^j)^* \psi \| \frac{d\eta}{\pi}
\]

Choosing \((r,s) = (0,1), \varepsilon := 1/4\), and using (2.6), \( |D_k^j| \geq 1 \), and the fact that \( D_k^j \) and \( (H_t^{(k,j)} + \rho_k)^{-1/2} \) commute on \( \mathcal{C}_j \), we obtain

\[
\|
(\langle \phi \mid (H_j - H_k^0) \psi \rangle)
\| = \sup_{\| \phi \| = 1} \left\| \langle \phi \mid (H_j - H_k^0) \psi \rangle \right\|
\]

\[
\leq \epsilon \| \alpha \cdot A_k^l \psi \| + \sup_{\| \phi \| = 1} \left\| \langle \phi \mid (S_j - S_k^0) D_k^j \psi \rangle \right\| + \epsilon \| \Phi_k^l \psi \|
\]

\[
\leq c \epsilon \rho_k^{1/2} \| D_k^j \|^{1/4} \| (H_t^{(k,j)} + \rho_k)^{1/2} \psi \|
\]

\[
\leq c \epsilon \rho_k^{1/2} \| D_k^j \|^{1/2} \| (H_t^{(k,j)} + \rho_k)^{1/2} \psi \|^{1/2}
\]

(2.21)

In the penultimate step we applied \( |D_k^j| \leq H_k^j \) to the left norm and used that \( |D_k^j| + H_t^{(k)} + \epsilon \Phi_k \geq 0 \) and \( H_t^{(k,j)} \) commute on \( \mathcal{C}_j \) and \( H_t^{(k,j)} + H_t^{(k,j)} = H_t^{(j)} \) to bound the right one. By Young’s inequality this implies (2.10), for all \( \psi \in \mathcal{C}_j \).

Choosing \((r,s) = (1,0), \varepsilon := 1/2\), we also obtain (2.18), which actually holds, for all \( \delta > 0 \),

\[
\|
(\langle \phi \mid (H_j - H_k^0) \phi \rangle)
\| \leq c \| \alpha \cdot A_k^l \phi \| \| \phi \| + \| \langle D_j \phi \mid (S_j - S_k^0) \phi \rangle \| + \epsilon \| \Phi_k^l \phi \| \| \phi \|
\]

\[
\leq c \epsilon \rho_k^{1/2} \| D_j \|^{1/2} \| (H_t^{(k,j)} + \rho_k)^{1/2} \phi \|
\]

for every \( \phi \in \mathcal{C}_j \). Setting \( \Phi_k^0 = 0 \) for the moment we see that (2.18) with \( 1/\delta = 2c\rho_k \) implies \( |D_j| \leq \epsilon \| (D_k^j + H_t^{(k,j)}) \| \), from which we finally infer (2.19) (for non-zero \( \Phi_k^l \)).

Let \( 0 \leq \ell \leq j \) and \( m := \max\{k, \ell\} \). Choosing \( A_m^l = 0 \) and \( \Phi_m^0 = 0 \) (if \( m < j \)) for the moment we infer

\[
\|
(\langle H_t^j - H_k^0 \rangle \psi)
\| \leq \epsilon \| H_t^j \| \psi + c(\varepsilon, \alpha) \| \psi \| , \, \, \varepsilon > 0 , \, \, \| H_t^j \| \psi \| \leq c'(\alpha) \| H_t^j \| \psi ,
\]

from (2.16), which is already known to hold for \( \psi \in \mathcal{C}_j \). Since \( H_t^0 = ((P - P_t^{(j)})^2 + 1)^{1/2} + H_t^{(j)} \) is obviously self-adjoint on \( D(H_t^{(j)}) \) and essentially self-adjoint on \( \mathcal{C}_j \) this proves Part (i) by virtue of the Kato-Rellich theorem. We also conclude that
Remark 2.3. We can use the arguments of the above proof to compare Hamiltonians with the same scale parameters but for different fibers. For instance, set \( k = j, \) \( e \mathbf{A}_j = h, \) and \( \Phi_j = H_j^{(3,3)} = 0. \) In accordance with (2.16) we should then replace \( \epsilon \rho k^{1/2} \) by \( |h| \). Making these changes in (2.20) and (2.21) we immediately obtain

\[
\|(H_k^j(P + h) - H_k^j(P))\psi\| \leq c|h| \|\nabla I_k^j(P)\|^{1/4} \leq c|h| \|H_k^j(P)\|^{1/4}\psi,
\]

for all \( P, h \in \mathbb{R}, k, j \in \mathbb{N}_0 \cup \{\infty\}, k \leq j, \) and \( \psi \in D(H_k^j). \) (To cover the cases \( k < j \) simply choose suitable \( g_k \))

3. A priori bounds on the mass shell

Let Assumption 2.1 be satisfied in the whole Section 3. From now on we use the following notation for ground state energies,

\[
E_k^j(P) := \inf \{ \text{Spec}[H_k^j(P)] \}, \quad E_j(P) := E_j^j(P), \quad E(P) := E_\infty(P).
\]

Moreover, we denote the spectral gap of \( H_k^j(P) \) by

\[
gap_k^j(P) := \inf \{ \text{Spec}[H_k^j(P) - E_k^j(P)] \setminus \{0\} \}, \quad \text{gap}_j(P) := \text{gap}_j^j(P).
\]

Here \( P \in \mathbb{R}^3, k, j \in \mathbb{N}_0 \cup \{\infty\}, k \leq j. \) Notice that at this point we neither claim that \( \text{gap}_k^j \) be strictly positive nor that \( E_k^j \) be a simple eigenvalue. In fact, if \( E_k^j \) is an eigenvalue, then it will always be degenerate.

We now start to study the dependence of \( E_k^j \) on \( P \). The main result of this section is the lower Lipschitz type bound (3.15) obtained in Subsection 3.2 below. It serves as an essential ingredient for the estimation of spectral gaps in Pizzo’s inductive scheme and, in particular, similar bounds have been derived in the NR setting, e.g., in [9] [30]. First, we collect, however, some general results on \( E_k^j \) and the Hamiltonians in a series of remarks we shall repeatedly refer to in the remaining part of the text.

3.1. Derivatives of infra-red cut-off Hamiltonians and their mass shells.

Remark 3.1. Let us choose \((f_j, g_j) = (0, G_j^{j+1})\) and \((b_j, c_j) = (0, 0)\) in Assumption 2.1 where \( G_j^{j+1}(k, \lambda) := \Pi_{A^{j+1}}(k) G(k, \lambda), j \in \mathbb{N}_0, \) with \( G \) denoting the coupling function introduced in (1.4). In this case it has already been noted in [27] that \( E_k^j \) is rotationally symmetric, i.e., \( E_k^j(U P) = E_k^j(P) \), for all \( U \in \text{SO}(3) \). This follows from the fact that the Hilbert space \( \mathcal{H}_j \) carries a unitary representation, \( \pi, \) of \( \text{SU}(2) \) such that \( \pi_U H_k^j(P) \pi_U^{-1} = H_k^j(U^{-1}P) \), where \( U \in \text{SO}(3) \) corresponds to \( U \in \text{SU}(2) \) w.r.t. the universal covering \( \text{SU}(2) \rightarrow \text{SO}(3) \). In particular, we may conclude that \( \nabla E_k^j(0) = 0 \), as soon as we know that \( E_k^j \) is differentiable at \( 0. \)

Remark 3.2. We now show that \( \{H_k^j(P)\}_{P \in \mathbb{R}^3} \) is an analytic family of type A and record some frequently used formulas: Representing the absolute value by means
of \([2.14]\) and using a Neumann series expansion we deduce that

\[
H'_k(P + h) = H'_k(P) + \lim_{\tau \to \infty} \int_{-\tau}^{\tau} (R'_k(P + h, iy) - R'_k(P, iy)) \frac{iy \, dy}{\pi} 
\]

\[
= \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \partial^\ell_h H'_k(P), \quad \text{on } \mathcal{D}(H'^{(j)}_k), \quad |h| < 1,
\]

where we define (again dropping all \(P\)‘s so that \(R'_k(iy) \equiv R'_k(P, iy)\))

\[
\partial^\ell_h H'_k \psi := \lim_{\tau \to \infty} \int_{-\tau}^{\tau} R'_k(iy) \alpha \cdot h R'_k(iy) \psi \frac{dy}{i\pi}, \quad \psi \in \mathcal{D}(H'^{(j)}_k),
\]

\[
\partial^\ell_h H'_k := (-1)^{\ell+1} \ell! \int_{\mathbb{R}} R'_k(iy) (\alpha \cdot h R'_k(iy)) \frac{dy}{i\pi} \in \mathcal{B}(\mathcal{H}'), \quad \ell \geq 2.
\]

In fact, since \(\|\alpha \cdot h R'_k(iy)\| \leq |h|(1 + y^2)^{-1/2}\) the integrals in \([3.3]\) are absolutely convergent and one easily verifies \(\|\partial^\ell_h H'_k\| \leq 2\ell!|h|^\ell/(\ell - 1),\) for \(\ell \in \mathbb{N}, \ell \geq 2.\) So, indeed, the part \(\sum_{\ell=1}^{\infty} \cdots of the series in \([3.1]\) converges in \(\mathcal{B}(\mathcal{H}'),\) if \(|h| < 1.\) It is then clear that the limit in \([3.2]\) exists. Combining \([2.22]\) with \([3.1]\) we further infer that the closure of the symmetric operator \(\partial_h H'_k\) – henceforth again denoted by the same symbol – is defined on a domain containing the domain of \(|D^j_k|^{-1/4}\) and \(\|\partial_h H'_k |D^j_k|^{-1/4}\| \leq c|h| + \mathcal{O}(|h|^2),\)

\[
\tag{3.4}
\|\partial_h H'_k (H^j_k)^{-1/2}\| \leq \|\partial_h H'_k |D^j_k|^{-1/4}\| \leq c|h|.
\]

The first order term in the series \([3.1]\) is therefore an infinitesimal perturbation of the self-adjoint zeroth order term \(H'_k\) and, as all higher order terms are bounded, we conclude that the series \([3.1]\) defines an extension of \(\{H'_k(P)\}\) to an analytic family of type A defined on \(\{P \in \mathbb{C}^3 : |\text{Im} P| < 1\}.\)

\[\Box\]

Remark 3.3. We note the following bound for later reference.

\[
\tag{3.5}
\|\partial^\ell_h H_j - \partial^\ell_h H'_k (H^j_k)^{-1/2}\| \leq c(\ell) \epsilon \rho_k^{1/2} |h|^{\ell} \|\psi\|,
\]

for \(\psi \in \mathcal{H}', \ell \in \mathbb{N}, \epsilon \in (0, 1].\) It is easily derived as follows: Represent the difference of the \(\ell\)-th derivatives by means of \([3.2]\) or \([3.3]\) and rearrange the integrants in a telescopic sum of terms \(\propto (R_j \alpha \cdot h) (R'_k - R'_k) (\alpha \cdot h R'_k)^{-n}, n = 0, 1, \ldots, \ell.\) Then multiply the telescopic sum from the right with \((H^j_k + \rho_k)^{-1/2},\) observe that \((\alpha \cdot h R'_k)^{-n} \text{ and } (H^j_k + \rho_k)^{-1/2}\) commute, and estimate all terms by \(\|R'_k\| \leq \|y\|^{-1/2}\) and \([2.15].\) Each summand in the telescopic sum is absolutely integrable. (For \(\ell = 1,\) start with \(\psi \in \mathcal{D}(H^j_k)\) and extend \((\partial_h H_j - \partial_h H'_k) (H^j_k + \rho_k)^{-1/2}\) to all of \(\mathcal{H}'\) by continuity, preserving the same symbol for the extension.)

\[\Box\]

Remark 3.4. We next derive some Hellmann-Feynman type formulas for the derivatives of \(E'_k.\) To this end we assume that \(P\) is contained in some fixed open set, \(V \subset \mathbb{R}^3,\) and that \(E'_k\) is an isolated eigenvalue of constant, finite multiplicity on \(V,\) i.e. it does not split when \(P\) varies in \(V.\) (For \(j < \infty,\) this assumption is verified in Theorem \([4.3]\) below where \(V\) is a ball about the origin and \(\epsilon\) is assumed to be sufficiently small.)

Let \(\Pi'_k := \mathbb{1}_{[E'_k]} (H^j_k)\) be the spectral projection onto the eigenspace corresponding to \(E'_k.\) By Remark \([3.2]\) and the above assumption \(E'_k\) and \(\Pi'_k\) depend analytically
on $\mathbb{P}$ \[^{[19]}\]. Then, by differentiating $\langle H^j_k \phi | \Pi^j_k \psi \rangle = E^j_k \langle \phi | \Pi^j_k \psi \rangle$ we obtain the following Leibniz formula, for all $\phi \in \mathcal{D}(H^{(j)}_t)$, $\psi \in \mathcal{H}^j$, $\mu \in \mathbb{N}$, and $h \in \mathbb{R}^3$,

$$\sum_{\nu=0}^{\mu} \left( \frac{\mu}{\nu} \right) (\partial^{\nu}_h H^j_k \phi | \partial^{\mu-\nu}_h \Pi^j_k \psi) = \sum_{\nu=0}^{\mu} \left( \frac{\mu}{\nu} \right) (\partial^{\nu}_h E^j_k) \langle \phi | \partial^{\mu-\nu}_h \Pi^j_k \psi \rangle. \tag{3.6}$$

In view of $\mathcal{D}(\partial^{\nu}_h H^j_k) \supset \mathcal{D}(H^{(j)}_t) \supset \text{Ran}(\Pi^j_k)$ we infer from (3.6) by induction on $\mu$ that $\partial^{\mu}_h \Pi^j_k : \mathcal{H}^j \to \mathcal{D}(H^{(j)}_t)$, and, in particular,

$$\begin{align*}
(\partial \Pi^j_k)^{\perp} &= \Pi^j_k - (H^j_k - E^j_k) \partial \Pi^j_k, \\
(\partial^2 \Pi^j_k) &= -2(\partial H^j_k - \partial E^j_k) \partial \Pi^j_k + (\partial^2 H^j_k) \Pi^j_k - (H^j_k - E^j_k) \partial^2 \Pi^j_k.
\end{align*} \tag{3.7}$$

On the range of $(\Pi^j_k)^{\perp} = \mathbb{I} - \Pi^j_k$ the resolvent $(\mathcal{R}^j_k)^{\perp} = \mathcal{B}((\Pi^j_k)^{\perp})$, 

$$\begin{align*}
(\mathcal{R}^j_k)^{\perp} &= (H^j_k (\Pi^j_k)^{\perp} - E^j_k)^{-1}(\Pi^j_k)^{\perp}, \\
\| (\mathcal{R}^j_k)^{\perp} \| &\leq 1/\text{gap}_k,
\end{align*} \tag{3.8}$$

is well-defined and we deduce from the first line in (3.7) that

$$\begin{align*}
(\Pi^j_k)^{\perp} \partial \Pi^j_k &= -(\mathcal{R}^j_k)^{\perp} (\partial H^j_k) \Pi^j_k, \\
(\partial \Pi^j_k)^{\perp} &= -((\mathcal{R}^j_k)^{\perp})^{\perp} (\partial H^j_k) \Pi^j_k.
\end{align*} \tag{3.9}$$

Multiplying the second line in (3.7) by $\Pi^j_k$ and using (3.9) we further get

$$d \partial^2 \Pi^j_k = \text{Tr}(\Pi^j_k (\partial^2 \Pi^j_k) \Pi^j_k) - 2 \|(\mathcal{R}^j_k)^{\perp})^{\perp} (\partial H^j_k) \Pi^j_k\|_\text{HS}^2, \tag{3.10}$$

with $d := \text{Tr}(\Pi^j_k)$, $\text{Tr}$ denoting the trace and $\| \cdot \|_\text{HS}$ the Hilbert-Schmidt norm. This formula will be used to prove the strict convexity of the mass shell. 

\section*{3.2. Lower Lipschitz bound on the mass shell.} We are now heading towards a proof of the bound \[^{[3.15]}\] below. First, we consider $H^0_d(\mathbb{P}) = ((\mathbb{P} - p^{(j)}_d)^2 + 1)^{1/2} + H^{(j)}_t$. Recall that $p^{(j)}_d$ and $H^{(j)}_t$ act in the $n$-particle sectors $[\mathcal{F}^j]^n$, $n \in \mathbb{N}$, simply by multiplication with $k_1 + \cdots + k_n$ and $|k_1 + \cdots + k_n|$, respectively, and $p^{(j)}_d \Omega_j = 0$, $H^{(j)}_t \Omega_j = 0$, where $\Omega_j$ is the vacuum vector in $\mathcal{F}^j$, so that $[\mathcal{F}^j]^{(0)} \subset \Omega_j$. In particular, it is an elementary exercise to derive the following lemma. We present its proof only for the convenience of the reader.

\textbf{Lemma 3.5 (Spectrum of $H^0_d(\mathbb{P})$).} For all $\mathbb{P} \in \mathbb{R}^3$ and $j \in \mathbb{N}_0 \cup \{\infty\}$, the following holds:

\begin{enumerate}[label=(\roman*)]
\item $E^j_0(\mathbb{P}) = (\mathbb{P}^2 + 1)^{1/2}$ is a four-fold degenerate eigenvalue of $H^0_d(\mathbb{P})$. The corresponding eigenspace is $\{ v \in \mathcal{E}_j : v \in \mathbb{C}^4 \}$.
\item $\text{gap}_d(\mathbb{P}) \geq \min\{\rho_j, 1\}/(2(\mathbb{P}^2 + 1))$.
\end{enumerate}

\textbf{Proof.} (i): It is obvious that $(\mathbb{P}^2 + 1)^{1/2}$ is an eigenvalue of $H^0_d(\mathbb{P})$ and that $\mathbb{C}^4 \otimes \mathcal{E}_j$ belongs to the corresponding eigenspace. It follows from the arguments below that the latter is actually the whole eigenspace (even in the case $j = \infty$) and that $(\mathbb{P}^2 + 1)^{1/2}$ is the infimum of the spectrum.

To prove (ii) we observe that the spectrum of $H^0_d(\mathbb{P})$ restricted to the invariant subspace $\{ \mathbb{C}^4 \otimes [\mathcal{F}^j]^{(0)} \}^\perp$ is given by the closure of

$$\{ \left( \mathbb{P}^2 + \sum_{i=1}^n k_i^2 \right)^{1/2} + \sum_{i=1}^n |k_i| : k_1, \ldots, k_n \in \mathcal{A}_j \}. \tag{3.11}$$
On account of \( |\sum_{n=1}^{n} |k_n| | \leq \sum_{n=1}^{n} |k_n| \), for \( k_1, \ldots, k_n \in A_j \), this implies
\[
\inf \text{Spec} [H_{j}^{(\varphi)}(1)]_{(C^+([\varphi], \mathcal{A}, \mathcal{B})} \geq \inf_{k \in \mathbb{K}} \left( (|P - k|)^{1/2} + \max \{\rho_j, |k|\} \right)
= \inf_{r \geq 0} \left( (|P - r|)^{1/2} + \max \{\rho_j, r\} \right).
\]
Writing \( g(r) := ((|P - r|)^{1/2} + (P^2 + 1)^{1/2} + \max \{\rho_j, r\}, r \in [0, \infty) \), we find \( g' > 0 \) on \( [\rho_j, \infty) \), thus \( \min_{r \geq \rho_j} g(r) = g(\rho_j) \). The possible minima of \( g \) on \( [0, \rho_j] \) are \( g(\rho_j) \), \( g(0) = \rho_j \), and \( g(|P|) \), if \( |P| \leq \rho_j \). Since \( \mathbb{R} \ni t \mapsto (t^2 + 1)^{1/2} \) is convex Taylor’s formula yields, for all \( P \in \mathbb{R}^3 \),
\[
g(\rho_j) \geq \rho_j - \frac{|P|}{(P^2 + 1)^{1/2}} \rho_j = \frac{\rho_j}{(P^2 + 1)^{1/2}} - (P^2 + 1)^{1/2} \geq \frac{\rho_j}{2(P^2 + 1)}.
\]
In the case \( |P| \leq \rho_j \) we apply the inequality
\[
f(t) := 1 - (t^2 + 1)^{1/2} + t \geq \min \{t, 1\}/2, \quad t \geq 0,
\]
to get \( g(|P|) = 1 - (P^2 + 1)^{1/2} + \rho_j \geq \min \{\rho_j, 1\}/2 \). (At least for \( t \in [0, 1] \), (3.12) is clear by Taylor’s formula; for \( t > 1 \), then, use \( f(t) = tf(1/t) \).
\[ \square \]
Note that the next lemma is valid even when \( E_j \) is in the essential spectrum of \( H_j \) and no ground state exists. In particular, it holds for \( E = E_\infty \).

**Lemma 3.6.** (1) There exists \( \epsilon > 0 \) such that, for all \( \epsilon \in (0, 1] \) and \( P \in \mathbb{R}^3 \),
\[
(1 - \epsilon) E_0(P) \leq E_j(P) \leq (1 + \epsilon) E_0(P).
\]
(2) There is some \( \epsilon > 0 \) such that, for all \( \epsilon \in (0, 1], j \in \mathbb{N} \cup \{\infty\} \), normalized \( u \in \mathbb{R}^3 \), and \( P \in \mathbb{R}^3 \) for which \( \partial_u E_j(P) := \frac{d}{dt} E_j(P + tu)|_{t=0} \) exists,
\[
|\partial_u E_j(P)| \leq 1 - \frac{1}{2(1 + \epsilon) E_0(P)} + \epsilon \epsilon E_0(P).
\]
(3) For all \( p > 0 \), we find \( \epsilon_0 > 0 \) and \( q \in (0, 1) \) such that
\[
E_j(P + h) - E_j(P) \geq -(1 - q)|h|,
\]
for all \( \epsilon \in (0, \epsilon_0), h \in \mathbb{R}^3 \), \( P \in \mathbb{R}^3 \), \( p \in \mathbb{R}^3, \) and \( j \in \mathbb{N} \cup \{\infty\} \).

**Proof.** (1): The form bound (2.18) implies \( H_0^j \leq (1 + \epsilon) H_j \) and (2.19) implies \( H_j \leq (1 + \epsilon) H_0^j \). Hence, Part (1) is a consequence of the variational principle and \( E_0^j = E_0 \).

(2): Let \( \phi \in \mathcal{D}(H_0^j) \) and \( j \in \mathbb{N} \cup \{\infty\} \). On account of Remark 3.2
\[
H_j(P + h) \phi - H_j(P) \phi = \partial_h H_j(P + h) \phi + |h|^2 \mathcal{O}(1) \phi, \quad |h| \to 0,
\]
where the norm of \( \mathcal{O}(1) \in \mathcal{B} \mathcal{H}_j \) can be bounded uniformly in \( P \in \mathbb{R}^3 \) and in \( j \). Note that \( H_0^j(P + h) = (v^2 + 1)^{1/2} + H_0^j \) with \( v := P + h - p_j^{(1)} \). Since the components of \( v \) and \( p_j^{(1)} \) commute strongly we obtain
\[
\langle \phi | \partial_h H_0^j(P + h) \phi \rangle = \langle \phi | h \cdot v (v^2 + 1)^{-1/2} \phi \rangle
\geq -|h| ||h||^2 + |h| \langle \phi | (1 - |v| (v^2 + 1)^{-1/2}) \phi \rangle
\geq -|h| ||h||^2 + |h| \langle \phi | (v^2 + 1)^{-1} \phi \rangle / 2.
\]
By the trivial bound $(v^2 + 1)^{-1} \geq H_0^2(P + h)^{-2}$ (between multiplication operators) this yields $\partial_h H_0^2(P + h) \geq -|h| + |h| H_0^2(P + h)^{-2}/2$. Next, 

\[(H_0^2)^{-2} - (H_j)^{-2} = ((H_0^2)^{-1} - H_j^{-1}) (H_0^2)^{-1} + H_j^{-1} ((H_0^2)^{-1} - H_j^{-1}).\]

Using Lemma 2.2 ii) and ||$(H_0^2)^{-1}$||, ||$H_j^{-1}$|| \(\leq 1\) we find some $c > 0$ such that

\[(3.16) \parallel (H_0^2)^{-2} - (H_j)^{-2} \parallel \leq 2 \parallel (H_j - H_0^2)(H_0^2)^{-1} \parallel \leq 2 c |h|,\]

at every value of the total momentum. We end up with 

\[(3.17) \partial_h H_0^2(P + h) \geq -|h| + (|h|/2) H_j(P + h)^{-2} - c c |h|.\]

By virtue of (3.5), $\pm \{\partial_h H_j - \partial_h H_0^2\} \leq c e |h| (H_j^{(j)} + 1) \leq c' e |h| H_j$, whence 

\[H_j(P + h) - E_j(P) \geq H_j(P + h) - H_j(P) \geq -|h| + (|h|/2) H_j(P + h)^{-2} - c c |h| - c' e |h| H_j(P + h) - O(|h|^2).\]

In particular, we obtain by means of the spectral calculus 

\[(3.18) E_j(P + h) - E_j(P) \geq -|h| + |h| E_j(P + h)^{-2}/2 - c e |h| 

- c' e |h| E_j(P + h) - O(|h|^2).\]

Now, let $P \in \mathbb{R}^3$, let $u \in \mathbb{R}^3$ be normalized, and assume $\partial_u E_j(P)$ exists. Replacing $h$ by $\pm s u$, for small $s > 0$, in (3.18), dividing by $\pm s$, and passing to the limit $s \rightarrow 0$, we obtain an estimate for $|\partial_u E_j(P)|$ in terms of $E_j(P)$. Employing (3.13), then, we arrive at (3.14).

(3): In the following we borrow an argument from [12], namely the way to prove the concavity of $\Delta$.

We fix $P \in \overline{B}_p$ and some normalized $u \in \mathbb{R}^3$, and define 

\[e(t) := E_j(P + tu), \quad h_\phi(t) := \langle \phi | H_j(P + tu) \phi \rangle,\]

for all normalized $\phi \in \mathcal{D}(H_j^{(j)})$ and all $t \in \mathbb{R}$. Thanks to Remark 3.2 we know that $|h_\phi''(t)| = \parallel \phi \parallel^2 \parallel \partial_u^2 H_j(P + tu) \phi \parallel \leq c_1$. Consequently, the function defined by $\Delta_\phi(t) := -c_1 t^2 + h_\phi(t), t \in \mathbb{R}$, is concave. Thus, $\Delta(t) := \inf \{\Delta_\phi(t) : \phi \in \mathcal{D}(H_j^{(j)}), \parallel \phi \parallel = 1\}, t \in \mathbb{R}$, defines a concave function, as well. By a general theorem on concave functions, we know that the left derivative $\Delta^-_\phi(t)$ and right derivative $\Delta^+_\phi(t)$ exist, and that $\Delta^+_\phi$ are both decreasing, and coincide outside a countable set. $\Delta$ is differentiable at every point $t \in \mathbb{R}$ where $\Delta^-_\phi(t) = \Delta^+_\phi(t)$. Moreover, 

\[\Delta(t) - \Delta(s) = \int_s^t \Delta'_\phi(r) \, dr.\]

Since $e(t) = \Delta(t) + c_1 t^2$, the function $e$ also has left and right derivatives $e'_{\pm}$ on $\mathbb{R}$ which coincide almost everywhere, and 

\[(3.19) e(t) - e(s) = \int_s^t e'_\pm(r) \, dr; \quad s, t \in \mathbb{R}.\]

Given $h \neq 0$ we may choose $u := h/|h|$ and, inserting $t = |h|$ and $s := 0$ into (3.19), we obtain 

\[(3.20) E_j(P + h) - E_j(P) = e(|h|) - e(0) = \int_0^{|h|} e'(r) \, dr.\]

Now, in order to prove (3.13) we may assume that $E_j(P + h) - E_j(P) < -|h|/2$, which together with (3.13), $E_j \geq 1$, and $|P| \leq p$ implies $|h| \leq 2 (1 + c e) E_0(P) - 2 \leq 2 p + 1$, if $c > 0$ is sufficiently small, say $c \in (0, c_0]$. Thus, $E_0(Q) \leq c (p + 1)$, for every $Q$ on the line segment from $P$ to $P + h$ we integrate over in (3.20) and for $c \in (0, c_0]$.\]
Thanks to (3.14) we may conclude that $|\partial_a E_j(Q)| \leq 1 + c\epsilon (p + 1) - 1/4c^2(p + 1)^2$, for all $Q$ on the same segment, where $\partial_a E_j(Q)$ exists, and for small $\epsilon$. Combining this with (3.20) and decreasing the value of $\epsilon_0$, if necessary, we see that the assertion of (3) holds true.

□

4. Spectral gaps

In this section we derive lower bounds on the gap above the first (degenerate) eigenvalues of $H_j(P)$ and $H_{j+1}^j(P)$. This is done by induction on $j = 0, 1, 2, \ldots$. More precisely, as in [30] we successively estimate the gaps of $H_0^1(P), H_1(P), H_2^2(P), \ldots, H_j(P), H_{j+1}^j(P), H_{j+1}(P), \ldots$, assuming that $|P| \leq p$ and $\epsilon > 0$ is sufficiently small. The crucial step is taken in Lemma 4.1 where the key ingredient (3.16) is applied in order to estimate the gap of $H_{j+1}^j(P)$ in terms of the gap of $H_j(P)$. After a technical intermediate step (Lemma 4.2) the final results of this section are stated in Theorem 4.3 below.

In the proof of Theorem 4.3 we perform the induction and estimate the gap of $H_{j+1}(P)$ in terms of the gap of $H_{j+1}^j(P)$. Since our model includes spin we have to give an additional argument ensuring that the ground state eigenvalue always stays four-fold degenerated. This can, however, be done by an essentially well-known [27] application of Kramer’s degeneracy theorem. In [27] the authors also show the existence of a spectral gap, for strictly positive photon masses and small $\epsilon > 0$, when a pre-factor $\gamma \in (0, 1)$ is introduced in front of the square-root in (1.3) (motivated by requirements of adiabatic perturbation theory). A bound on the spectral gap of IR cutoff fiber Hamiltonians with $\gamma = 1$ has not yet been derived.

We denote the projection onto the vacuum sector in $\mathcal{F}_k^j$ by $P_{\Omega_k^j}$.

Lemma 4.1. Let Assumption 2.1 be satisfied and let $k, j \in \mathbb{N}_0 \cup \{\infty\}$, $k < j$. Assume there exist $p, \epsilon_0 > 0$ such that, for all $P \in \overline{B}_p$ and $\epsilon \in (0, \epsilon_0]$, $E_k(P)$ is a 4-fold degenerate eigenvalue of $H_j(P)$. Let $\Pi_k := 1_{\{E_k\}}(H_k)$ denote the spectral projection onto the corresponding eigenspace. Then the following holds, at every $P \in \overline{B}_p$ and for all $\epsilon \in (0, \epsilon_0]$:

1. $E_k$ is also an eigenvalue of $H_k^j$, and the range of $\Pi_k \otimes P_{\Omega_k^j}$ belongs to the corresponding eigenspace of $H_k^j$.

2. With $q$ as in Lemma 3.4(3) we have, for all $\rho \geq 0$ and $\lambda > 0$,

$$\text{gap}^j_k \geq \min \{\text{gap}_k, q \rho_j\}, \quad E_k^j = E_k,$$

$$H_{k+1}^{(k,j)} + \rho \leq \max\{q^{-1}, \lambda^{-1}\} \left( H_k^j - E_k + \lambda \rho \right).$$

3. If $j < \infty$ and $\text{gap}_k^j > 0$, then $\text{gap}_k^j > 0$ and $E_k$ is also a 4-fold degenerate eigenvalue of $H_k^j$.

Proof. (1): Recall that $H_k^j = [D_k^j] + H_k^{(k)} + \epsilon \Phi_0 + H_k^{(k,j)} \Omega_k^j = 0$, $|D_k^j|(1 \otimes P_{\Omega_k^j}) = |D_k| \otimes P_{\Omega_k^j}$, and $H_k = |D_k| + H_k^{(k)} + \epsilon \Phi_0$. Therefore,

$$(H_k^j - E_k) \Pi_k \otimes P_{\Omega_k^j} = \{(H_k - E_k) \Pi_k\} \otimes P_{\Omega_k^j} = 0.$$
(2): The following direct integral representation holds, for all \( n \in \mathbb{N} \),

\[
H_k^i(P)|_{\mathcal{H}_k \otimes [\mathcal{F}_k^i]^{(n)}} = \bigoplus_{\lambda_1, \ldots, \lambda_n \in \mathbb{Z}^2} \int_{[\mathcal{A}_k^i]^n} \left\{ H_k(P) - \sum_{\ell=1}^n k_\ell + \sum_{\ell=1}^n |k_\ell| \right\} d^{3n}(k_1, \ldots, k_n).
\]

By virtue of (3.15) and the triangle inequality we obtain

\[
H_k(P - \sum_{\ell=1}^n k_\ell) \geq E_k(P - \sum_{\ell=1}^n k_\ell) \geq E_k(P) - (1 - q) \sum_{\ell=1}^n |k_\ell|,
\]

for all \( k_1, \ldots, k_n \in \mathcal{A}_k^i \). Dropping again the argument \((P)\), we further conclude from the remarks in the first part of this proof that

\[
(H_k^i - E_k)(1 \otimes P_{\Omega_k^i}) = (H_k - E_k) \otimes P_{\Omega_k^i} \geq \text{gap}_k \Pi_k^i \otimes P_{\Omega_k^i},
\]

where \( \Pi_k^i := 1 - \Pi_k \). Altogether we obtain

\[
H_k^i - E_k \geq q H_k^{(k,j)} + \text{gap}_k \Pi_k^i \otimes P_{\Omega_k^i} \geq q \rho_j P_{\Omega_k^i} + \text{gap}_k \Pi_k^i \otimes P_{\Omega_k^i} \geq 0,
\]

which yields (4.4). Combining the first estimate in (4.4) with the obvious bound \( H_k^{(k,j)} + \rho \leq \max\{q^{-1}, \lambda^{-1}\} (q H_k^{(k,j)} + \lambda \rho) \) we arrive at (4.2).

(3): The assertion follows from Part (1) and (4.4). \qed

In what follows we shall use the notation

\[
\mu_5^j(P) := \sup_{L \in \mathcal{G}_5(\mathcal{H}_j)} \phi \in Q(H_j^{(j)}, \|\phi\| = 1, \phi \perp L),
\]

where \( \mathcal{G}_5(\mathcal{H}_j) \) is the set of four-dimensional subspaces of \( \mathcal{H}_j \). According to the minimax principle \( \mu_5^j(P) \) is the fifth eigenvalue of \( H_j(P) - E_j(P) \), counting from below including multiplicities, or the lower bottom of the essential spectrum of \( H_j(P) - E_j(P) \). This notation shall be useful in a situation where we do not already know whether \( \mu_5^j(P) \) be equal to \( \text{gap}_5^j(P) \).

**Lemma 4.2.** Let \( k, j \in \mathbb{N}_0 \cup \{\infty\}, k < j \), and let all assumptions of Lemma 4.1 be satisfied. Then the following form bounds hold true on \( Q(H_j^{(j)}) \), at every \( P \in \mathcal{B}_p \) and for all \( \epsilon \in (0, \epsilon_0) \) and \( \lambda > 0 \), with constants depending only on \( p \) and \( \epsilon_0 \),

\[
|D_j| \leq \max\{1, c/\lambda\}(H_j - E_j + \lambda),
\]

\[
\pm(H_j - H_k^i) \leq c \epsilon \max\{1, 1/\lambda\} (H_k^i - E_k + \lambda \rho_k),
\]

\[
\pm(H_j - H_k^i) \leq c'' \epsilon (H_j - E_k + \rho_k).
\]

Furthermore,

\[
|E_j - E_k| \leq \epsilon c \rho_k,
\]

and, if \( j < \infty \) and \( \text{gap}_k > 0 \), then

\[
\mu_5^j \geq (1 - \epsilon \epsilon) \text{gap}_k^j - \epsilon \epsilon \rho_k.
\]
Proof: To start with we observe that \((3.13)\) implies the upper bound, \(E_j(P) \leq (1 + \epsilon \epsilon_0) \max_{Q \subseteq P} E_0(Q) =: C\), which is uniform in \(j \in \mathbb{N} \cup \{\infty\}\), \(\epsilon \in (0, \epsilon_0]\), and \(|P| \leq p\). From now on we again drop the reference to \(P\) in the notation. Then \(|D_j| \leq H_j - E_j + C\) (recall \(H_j^{(j)} + \epsilon \Phi_j \geq 0\)) which implies \((4.5)\). Combining \((2.19)\) and \((4.2)\) we further obtain

\[
(4.10) \quad \pm (H_j - H_j^j) \leq \epsilon \epsilon \rho_k |D_j^j| + \epsilon \epsilon (H_j^j - E_k + \rho_k)
\]
on \(Q(H_j^{(j)})\). Adding the term \(\epsilon \epsilon \rho_k (H_j^{(j)} + \Phi_0^j - E_k + C) \geq 0\) to the RHS of \((4.10)\) and absorbing one factor \(\rho_k \leq \kappa\) in the constant we arrive at \((4.6)\). If, say, \(\epsilon \epsilon \leq 1/2\), then \((4.7)\) follows from \((4.6)\) and some trivial manipulations. From \((4.6)\) we further deduce that \(E_j - E_k \leq H_j - E_k \leq (1 + \epsilon \epsilon)(H_j^j - E_k) + \epsilon \epsilon \rho_k\). By Lemma \(4.1.1\) we have \(E_k = \inf \text{Spec}[H_k^j]\) and, hence, the variational principle yields \(E_j - E_k \leq \epsilon \epsilon \rho_k\). In the same way we infer the bound \(E_k - E_j \leq \epsilon \epsilon \rho_k\) from \((4.7)\). Altogether this proves \((4.8)\). Writing \(N_j := \ker(H_k - E_k) \otimes [\mathcal{F}_j^i]^{(0)}\) and \(S_j := \{\psi \in Q(H_j^{(j)}) : \|\psi\| = 1\}\) and employing \((4.6)\) and \((4.8)\) we finally obtain

\[
\mu_j^0 \geq \inf_{\phi \in N_j \cap S_j} \langle \phi \mid (H_j^j - E_j) \phi \rangle \\
\geq (1 - \epsilon \epsilon) \inf_{\phi \in N_j \cap S_j} \langle \phi \mid (H_k^j - E_k) \phi \rangle + E_k - E_j - \epsilon \epsilon \rho_k \\
\geq (1 - \epsilon \epsilon) \text{gap}_j^0 - \epsilon \epsilon \rho_k. 
\]

In the next theorem we combine the previous lemmata in an induction argument to derive a bound on the spectral gaps of \(H_j\) and \(H_j^{j+1}\), \(j \in \mathbb{N}\). The argument based on Kramer’s degeneracy theorem which is used to show that the ground state energies of both operators are four-fold degenerate eigenvalues is essentially well-known; see [27].

Let

\[
(4.11) \quad \vartheta := \begin{pmatrix} \sigma_2 & 0 \\ 0 & -\sigma_2 \end{pmatrix} \mathcal{C}, \quad X_1 := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad X_2 := \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix},
\]

where \(\sigma_2\) is the second Pauli matrix and \(\mathcal{C}\) denotes complex conjugation.

**Theorem 4.3 (Spectral gaps of \(H_j\) and \(H_j^{j+1}\)).** Let Assumption \(2.7\) be satisfied. Then there exist \(\epsilon_0 > 0\) and \(q \in (0, q)\) such that, at every \(P \in \mathcal{F}_p\) and for all \(\epsilon \in (0, \epsilon_0]\) and \(j \in \mathbb{N}_0\), the following holds:

1. \(E_j = \inf \text{Spec}[H_j] = \inf \text{Spec}[H_j^{j+1}]\) is a four-fold degenerate eigenvalue of both \(H_j\) and \(H_j^{j+1}\) and

\[
(4.12) \quad \text{gap}_j \geq q \rho_j/2 \quad \text{and} \quad \text{gap}_j^{j+1} \geq q \rho_j/2.
\]

2. The operators \(\vartheta, X_1,\) and \(X_2\) commute with \(H_j\) and \(H_j^{j+1}\). If \(\psi_j^{(1)}\) is a ground state eigenvector of \(H_j\) satisfying \(X_1 \psi_j^{(1)} = \psi_j^{(1)}\) (which always exists), then four mutually orthogonal ground state eigenvectors are given by \(\psi_j^{(1)}\) and

\[
(4.13) \quad \psi_j^{(2)} := X_2 \psi_j^{(1)}, \quad \psi_j^{(3)} := \vartheta \psi_j^{(1)}, \quad \psi_j^{(4)} := X_2 \vartheta \psi_j^{(1)}.
\]

3. Any vector \(\psi_j \in \mathcal{H}_j\) is a ground state eigenvector of \(H_j\), if and only if \(\psi_j \otimes \Omega_j^{j+1}\) is a ground state eigenvector of \(H_j^{j+1}\).
Proof. (1)&(3): It suffices to prove the following assertions by induction on \( j \in \mathbb{N}_0 \),
\[
\mathcal{A}_j :\iff \text{E}_j \text{ is a 4-fold eigenvalue of } H_j \text{ and gap}_j \geq q \rho_j / 2. 
\]
In fact, if \( j \in \mathbb{N}_0 \) and the assertion \( \mathcal{A}_j \) holds true, then Lemma 4.1 implies \( \text{gap}_{j+1} \geq q \min\{\rho_j / 2, \rho_{j+1}\} = q \rho_j / 2 \) and all the remaining statements of (1) and (3).

Assertion \( \mathcal{A}_0 \) follows, however, from Lemma 3.5 if \( |\mathbf{P}| \leq p \), provided that \( q \) is sufficiently small.

Now, assume that \( \mathcal{A}_j \) holds true, for some \( j \in \mathbb{N}_0 \). Then the bound \( \text{gap}_{j+1} \geq q \rho_j / 2 \) is available as well as our conclusion \( \text{gap}_{j+1} \geq q \rho_j / 2 \).

In combination they give
\[
\mu_{j+1}^2 \geq (1 - c \epsilon) q \rho_j / 2 - c \epsilon \rho_j = q \rho_{j+1} (1 - c \epsilon) \geq q \rho_{j+1} / 2, 
\]
for small \( \epsilon > 0 \). In particular, there is some non-vanishing \( \phi_{j+1} \in D(H_{j+1}) \) with \( H_{j+1} \phi_{j+1} = E_{j+1} \phi_{j+1} \). Below we apply Kramer’s degeneracy theorem in order to show that \( E_{j+1} \) is an at least four-fold degenerate eigenvalue of \( H_{j+1} \). After that it also follows that \( \text{gap}_{j+1} \geq q \rho_{j+1} \).

(2): Since \( \sigma_2 = \sigma_2^j \) has purely imaginary entries we have \( \vartheta^2 = -1 \) and
\[
\langle \varphi \mid \vartheta \psi \rangle = -\langle \psi \mid \vartheta \varphi \rangle, \quad \varphi, \psi \in \mathcal{H}_j.
\]
Obviously, \( \vartheta \) leaves \( D(H_j) = D(H_{j}^{(j)}) \) invariant and using \( \{\sigma_k, \sigma_l\} = 2 \delta_{kl} \mathbf{1}_2 \) and the fact that \( \alpha_0, \alpha_1, \) and \( \alpha_3 \) have real entries it is straightforward to check that \( \vartheta D_j = D_j \vartheta \) on \( D(H_{j}^{(j)}) \). Since the fiber Dirac operator \( D_j \) is essentially self-adjoint on \( D(H_{j}^{(j)}) \) we deduce that it commutes with \( \vartheta \) on \( \vartheta D(H_j) = D(D_j) \) and its resolvent satisfies \( \vartheta R_j(i\lambda) = R_j(-i\lambda) \vartheta \) on \( \mathcal{H}_j \). Using, e.g., (2.14) (and a substitution \( y \to -y \)) we infer that \( \vartheta |D_j| = |D_j| \vartheta \) on \( D(D_j) \). Altogether it follows that \( \vartheta H_j = H_j \vartheta \) on \( D(H_j) \) and the same argument can be applied to \( H_j^{(j)} \).

In view of (2.11) it is clear that \( \chi_1 \) and \( \chi_2 \) commute with the Hamiltonians.

So, let \( \psi_j^{(3)} \) be as in the statement of Part (2). Then \( \psi_j^{(3)} = \vartheta \psi_j^{(1)} \in D(H_j) \) and \( H_j \psi_j^{(3)} = E_j \psi_j^{(3)} \). Upon choosing \( \varphi := \psi := \psi_j^{(1)} \) in (4.14) we further see that \( \psi_j^{(3)} \perp \psi_j^{(1)} \) and the assertion of Part (2) becomes obvious. \( \square \)

5. The dressing transformation

**Notation for Sections 5–9 and Appendix**
From now on we reserve the symbols \( D_k^j \), \( H_k^j \), and \( R_k^j \) to denote the operators defined by (2.7), (2.10), and (2.12), respectively, for the special choices \((f_j, g_j) = (0, G_j^{(j)}) \) and \((b_j, c_j) = (0, 0) \) in **Assumption** 2.7. Here \( \mathbf{G} \) is the physical, ultra-violet cutoff coupling function introduced in (1.4) and
\[
\mathbf{G}_j(k, \lambda) := \mathbb{1}_{A_j}(k) \mathbf{G}(k, \lambda), \quad \mathbf{G}_j^{(j)}(k, \lambda) := \mathbb{1}_{A_j^{(j)}}(k) \mathbf{G}(k, \lambda), \quad j \in \mathbb{N}_0.
\]

In fact, this choice is allowed in view of
\[
\|\omega^\nu \mathbf{G}_j^{(j)} \| \leq \epsilon \rho_j^{1+\nu}, \quad \nu \in \{-1/2, 0, 1/2, 1\}, \quad j \in \mathbb{N}_0.
\]

More explicitly, from now on we fix the notation
\[
D_k^j := \text{closure of } \left\{ (\alpha \cdot (\mathbf{P} - \mathbf{p}_k^{(j)}) + \epsilon \varphi(\mathbf{G}_k) + \alpha_0) |_{D(H_k^{(j)})} \right\}, \\
H_k^j := |D_k^j| + H_k^{(j)}, \quad R_k^j(i\lambda) := (D_k^j - i\lambda)^{-1}.
\]
where \( t \) only in the second tensor factor of \( H \).

If we work with other choices of \((f_j, g_j)\) and \((b_j, c_j)\), then we shall always indicate this by putting accents on top of the symbols \( D, H, \) and \( R \)

Pick some \( p > 0 \) and let \( 0 < q < q < 1 \) denote the parameters appearing in Lemma 3.6(3) and Theorem 4.3. Let also \( j \in \mathbb{N}_0 \) and recall the definition (1.7) of \( \rho_j \). We always assume that

\[
|P| \leq p.
\]

According to (4.8) and (5.2) we may choose \( \epsilon > 0 \) so small that

\[
|E_{j+1} - E_j| \leq \epsilon \rho_j \leq q \rho_j/8,
\]

and Theorem 4.3(1) and (5.2) imply

\[
gap_j \geq q \rho_j/2, \quad \gap_j+1 \geq q \rho_j+1/2 = q \rho_j/4.
\]

We define spectral projections associated with the ground state energy.

\[
\Pi_j(P) := 1_{\{E_j(P)\}}(H_j(P)), \quad \Pi_j^{j+1}(P) := 1_{\{E_j(P)\}}(H_j^{j+1}(P)).
\]

For later reference we note that Theorem 4.3(3) and (5.2) imply

\[
\Pi_j^{j+1}(P) = \Pi_j(P) \otimes \Pi_{\Omega_j^{j+1}}, \quad \Pi_{\Omega_j^{j+1}} := |\Omega_j^{j+1}\rangle \langle \Omega_j^{j+1}|,
\]

where \( \Omega_j^{j+1} = (1, 0, 0, \ldots) \) is the vacuum vector in \( \mathcal{F}_j^{j+1} \). Notice that \( E_j \) is analytic on \( \mathcal{B}_p \) by the discussion in Section 3 and by Theorem 4.3(1).

From now on \( f_j \) will always denote the coherent factor defined in (1.12). By now we actually know that \( f_j \) is well-defined by (1.12), as (3.15) and (5.2) imply \( |\nabla E_j| \leq 1 - q < 1 \), for every small \( \epsilon \).

### 5.1. Definition and basic properties of dressing transformed operators.

Define \( U_j \) by (1.11), i.e. \( U_j(P) = e^{-i\varphi(f_j(P))} \). Obviously, \( U_j \) acts non-trivially only in the second tensor factor of \( \mathcal{H}_j^{j+1} = \mathcal{H}_j \otimes \mathcal{F}_j^{j+1} \). Standard arguments imply that \( U_j \) maps \( \mathcal{D}([H_j^{j+1}]) \) into itself, for every \( \nu \geq 1/2 \); see Lemma C.1 of the appendix. Therefore, we may take strong derivatives at \( t = 0 \) of the following Weyl relations on the domain of \( [H_t^{j+1}]^{1/2} \),

\[
e^{-it\varphi(f_j)} e^{it\varphi(h)} e^{-it\varphi(f_j)} = e^{-it\varphi(f_j)} e^{it\varphi(h)} e^{-it\varphi(f_j)} = e^{it\varphi(h)},
\]

where \( t \in \mathbb{R} \) and \( h \in L^2(\mathcal{A}_j^{j+1} \times \mathbb{Z}_2) \) is real-valued. Using also the relations (1.3) we thus obtain

\[
U_j a^\dagger(h) U_j^* = a^\dagger(h) - \epsilon \langle h | f_j \rangle^2 \quad \text{on} \quad \mathcal{D}([H_t^{j+1}]^{1/2}).
\]

As a preparation for the succeeding subsections we next compute explicit representations of the transformed operators

\[
\hat{H}_{j+1} := U_j H_{j+1} U_j^*, \quad \hat{D}_{j+1} := U_j D_{j+1} U_j^*, \quad \hat{H}_t^{j+1} := U_j H_t^{j+1} U_j^*.
\]

for all \( j \in \mathbb{N}_0 \). The action of \( U_j \) can be expressed by means of the quantities

\[
F_j^{j+1} := f_j k + G_j^{j+1}, \quad c_j := \langle f_j | F_j^{j+1} + G_j^{j+1} \rangle, \quad b_j := \langle f_j \omega f_j \rangle,
\]

where \( a^\dagger \) and \( a \) are the creation and annihilation operators for the single-particle states \( \mathcal{H}_j \) and \( \mathcal{F}_j^{j+1} \), respectively.
which all depend on $P$ through $f_j = f_j(P)$. They satisfy the bounds
\begin{equation}
|b_j|, |c_j| \leq \epsilon \rho_j, \quad \|\omega^{\nu} F_j^{j+1} \| \leq \epsilon \rho_j^{j+\nu}, \quad \nu \in \{-1/2, 0, 1/2, 1\},
\end{equation}
which follow from elementary computations and $|\nabla E_j| \leq 1 - q < 1$. The constant $\epsilon$ in (5.8) neither depends on $j$, $\epsilon \in (0, \epsilon_0]$, nor on $P \in \mathcal{B}_p$. (It does depend on $\epsilon_0$ and $p$.) In the proof of Lemma 5.3 the following identity leads to an absolutely crucial cancellation of terms which, by counting powers of $\rho_j$, seem to destroy the iterative analysis at first sight,
\begin{equation}
F_j^{j+1} \cdot \nabla E_j = \frac{1}{(2\pi)^{3/2}} \frac{1}{|k|^{3/2}} \frac{\epsilon \cdot \nabla E_j}{1 - \mathbf{k} \cdot \nabla E_j} = \omega f_j, \quad \mathbf{k} := |k|^{-1} k.
\end{equation}

Writing $H_i^{(j+1)} \psi = H_i^{(j)} \psi + \sum_j a^j(\omega_j'^{1/2} e_j) a(\omega_j^{1/2} e_j) \psi$, for some orthonormal basis, \{e_j\}, of $\mathcal{H}_j^{j+1}$, and for $\psi \in \mathcal{D}(H_i^{(j+1)})$, we deduce that
\begin{align}
H_i^{(j+1)} &= H_i^{(j+1)} - \epsilon \varphi(\omega f_j) + \epsilon^2 b_j \quad \text{on } \mathcal{D}(H_i^{(j+1)}), \\
D_{j+1} &= D_{j+1}^{j+1} + \epsilon \cdot \{ \epsilon \varphi(F_j^{j+1}) - \epsilon^2 c_j \} \quad \text{on } \mathcal{D}(H_i^{(j+1)}).
\end{align}

**Lemma 5.1.** For all $p > 0$, we find $\epsilon_0 > 0$ such that, for all $P \in \mathcal{B}_p$, $\epsilon \in (0, \epsilon_0]$, and $j \in \mathbb{N}_0$, the operator $H_{j+1}$ is self-adjoint on $\mathcal{D}(H_i^{(j+1)})$ and essentially self-adjoint on $\mathcal{D}_j^{j+1}$. Moreover, $H_{j+1} = [D_{j+1} + H_i^{(j+1)} - \epsilon \varphi(\omega f_j) + \epsilon^2 b_j$.

**Proof.** We may apply Lemma 2.2 if $f_j, g_j, b_j, \epsilon_j$ are chosen appropriately in Assumption 2.1, which is then satisfied in view of (5.1) and (5.8). (Self-adjointness on $\mathcal{D}(H_i^{(j+1)})$ follows also from 2.27 and Lemma C.1) $\square$

To study the multiplicity of the ground state eigenvalue of the renormalized Hamiltonians we also define the following dressing transforms,
\begin{equation}
W_k(P) := \prod_{\ell=0}^{k-1} U_\ell(P), \quad k \in \mathbb{N}.
\end{equation}

(While an analog of $W_k$ used in [9, 30] is defined only in terms of $E_{k-1}$, our choice of $W_k$ involves the functions $E_0, \ldots, E_{k-1}$. We think that this simplifies the analysis by avoiding the discussion of the “intermediate Hamiltonians” appearing in [9, 30].) Without danger of confusion we shall consider $W_k$ as a unitary operator in the various spaces $\mathcal{H}_j$ with $j \in \mathbb{N} \cup \{\infty\}$, $j \geq k$, by identifying $W_k \equiv W_k \otimes 1$. We abbreviate
\begin{align}
g_k(P) := & \sum_{\ell=0}^{k-1} f_\ell(P), & F_k(P) := & \sum_{\ell=0}^{k-1} F_\ell^{j+1}(P), \\
C_k(P) := & \langle g_k(P) | G_k + F_k(P) \rangle, & B_k(P) := & \langle g_k(P) | \omega g_k(P) \rangle,
\end{align}
where $k \in \mathbb{N}$. In order to apply the results of Section 4 we actually have to consider the momenta appearing in the transformation $W_k$ and in the Hamiltonian as separate parameters. For the functions introduced in Assumption 2.4 do not depend on the total momentum. So, let $k, j \in \mathbb{N}_0 \cup \{\infty\}$, $k \leq j$, $|P| \leq p$, and $Q \in \mathbb{R}^3$. Then we define
\begin{equation}
\tilde{D}_k(Q, P) := \alpha \cdot \{ Q - P^{(j)}_k + \epsilon \varphi(F_k(P)) - \epsilon^2 C_k(P) \} + \alpha_0,
\end{equation}
a priori as an essentially self-adjoint operator on $\mathcal{C}_j$, and then by taking its closure; see Lemma A.1. Furthermore, we define, on the domain $\mathcal{D}(H^{(j)}_f)$,
\begin{equation}
\tilde{H}^{(j)}_k(Q, P) := |\tilde{D}^{(j)}_k(Q, P)| + H^{(j)}_f - \epsilon \varphi(\omega g_k(P)) + \epsilon^2 B_k(P).
\end{equation}
As usual we write $\tilde{H}_j := \tilde{H}^{(j)}_j$, $j \in \mathbb{N}_0 \cup \{\infty\}$. By definition and (5.10) & (5.11),
\begin{equation}
\tilde{H}^{(j)}_k(Q, P) := W_k(P) H^{(j)}_k(Q) W_k^*(P), \quad k \leq j, \quad k < \infty,
\end{equation}
and analogously for $\tilde{D}^{(j)}_k(Q, P)$, $k < \infty$. Notice that the unitary transforms $W_k$ do not have a limit since $\sum_{0}^{\infty} f_j \notin L^2(\mathbb{R}^3 \times Z_2)$, so that (5.12) does not make sense in the case $k = \infty$ and there is no analog of (5.15) with $k = \infty$. Finally, we abbreviate
\begin{equation}
\tilde{H}^{(j)}_k(P) := \tilde{H}^{(j)}_k(P, P), \quad |P| \leq \rho.
\end{equation}

**Lemma 5.2.** Let $p > 0$ be arbitrary and $\epsilon_0 > 0$ be sufficiently small. Then the following holds, for all $P \in \mathbb{F}_p$, $Q \in \mathbb{R}^3$, $\epsilon \in (0, \epsilon_0]$, and $j \in \mathbb{N}_0 \cup \{\infty\}$:

1. The operator $\tilde{H}^{(j)}_\infty(Q, P)$ is self-adjoint on $\mathcal{D}(H_f)$ and essentially self-adjoint on $\mathcal{C}_\infty$. Moreover, $\tilde{H}^{(j)}_\infty(Q, P) \to \tilde{H}_\infty(Q, P)$, $j \to \infty$, in the norm resolvent sense.

2. $\inf \text{Spec}[\tilde{H}^{(j)}_\infty(Q, P)] = E_j(Q)$.

3. We find $\epsilon, \epsilon' > 0$, depending only on $p, \epsilon_0$, such that
\begin{equation}
\pm (\tilde{H}_\infty(P) - \tilde{H}^{(j)}_\infty(P)) \leq \epsilon (\tilde{H}_\infty(P) - E_j(P) + \rho_j)
\end{equation}
\begin{equation}
\leq \epsilon' (\tilde{H}_\infty(P) - E_\infty(P) + \rho_\infty).
\end{equation}

**Proof.** Upon choosing $f_j, g_j, b_j$, and $c_j$ appropriately we are in the situation of Assumption 2.1. In particular, (1) follows directly from Lemma 2.2.

(2): If $j \in \mathbb{N}_0$, then $\tilde{H}_\infty^{(j)}$ is unitarily equivalent to $H^{(j)}_\infty$ (by (5.14)) and the statement is clear. Since $\tilde{H}_\infty^{(j)} \to \tilde{H}_\infty$, $k \to \infty$, in the norm resolvent sense we have $\inf \text{Spec}[\tilde{H}_\infty^{(j)}] \to \inf \text{Spec}[\tilde{H}_\infty]$. This proves the assertion for $j = \infty$, since we also know that $E_k \to E_\infty$.

(3): The first inequality in (5.17) is a special case of (4.7). The second one follows by applying (4.8). \qed

**Remark 5.3.** We close this subsection by explaining why the following bound to be used later on is actually a special case of (3.5),
\begin{equation}
\|U_j \partial_h^{(j)} H_{j+1, j+1}^{-1} \psi\| \leq \epsilon \partial \rho_j^{\beta/2} h^{\ell/2} \|((H_{j+1, j+1}^{(j)})^{(j)} + \rho_j)^{\beta/2} \psi\|
\end{equation}
on $\mathbb{F}_p$ and for all $\ell = 1, 2$, $h \in \mathbb{R}^3$, $\epsilon \in (0, \epsilon_0]$, $j \in \mathbb{N}_0$, $\psi \in \mathcal{D}(H_{j+1, j+1}^{(j)}),$ and some $\epsilon, \epsilon_0 > 0$. In fact, setting
\begin{equation}
\check{R}_{j+1}(iy) := U_j R_{j+1}(iy) U_j^* = (\check{D}_{j+1} - iy)^{-1}, \quad y \in \mathbb{R}, \quad j \in \mathbb{N}_0,
\end{equation}
and using (3.2) and (3.3) we observe that
\begin{equation}
U_j \partial_h^{(j)} H_{j+1, j+1}^{-1} \psi = (-1)^{\ell+1} \lim_{\tau \to \infty} \int_{\tau}^{\tau} \check{R}_{j+1}(iy) \{\alpha \cdot h \check{R}_{j+1}(iy)\}^{\ell} \psi \frac{y dy}{i\pi}.
\end{equation}
On the RHS we have the derivatives of $\tilde{H}_{j+1}$ w.r.t. the total momentum when the total momentum $P$ in the transformation $U_j(P)$ is kept fixed. Thus, we are precisely in the situation of Remark 3.3. \diamond
5.2. Comparison of transformed and non-transformed operators. In the following important lemma we compare the Hamiltonians $H_{j+1}$ and $H_j^{j+1}$ on the range of the projection $\Pi_j^{j+1}$ given by (5.5) and (5.6). It will be applied in the proof of Lemma 6.1 below. Thanks to (5.9) the error term $A_j$ in the next lemma is of order $\epsilon \rho_j^2$. If it were of order $\epsilon \rho_j$ only, then the proof of Lemma 6.1 did not work. The term $\epsilon^2 \kappa_j$ in the next lemma, with

$$\kappa_j := c_j \cdot \nabla E_j - \langle f_j \mid \omega f_j \rangle = \langle f_j \mid \nabla E_j \cdot G_j^{j+1} \rangle \geq 0, \quad \kappa_j = O(\rho_j),$$

does not cause any harm to Lemma 6.1 since it is non-negative. (Even if it were negative one could exploit that it is of second order in $\epsilon$.) Besides (5.19) we use the following notation for resolvents of the Dirac operator,

$$R_j(\iota y) = (D_j - \iota y)^{-1}, \quad R_j^{j+1}(\iota y) = (D_j^{j+1} - \iota y)^{-1}.$$

**Lemma 5.4.** For all $p > 0$, there exist $c, c_0 > 0$ such that, for all $\epsilon \in (0, c_0]$ and $j \in \mathbb{N}_0$, we find some rank four operator $A_j \in \mathcal{B}(\mathcal{H}_j)$ with $\|A_j\| \leq \epsilon c \rho_j^2$ and

$$(\hat{H}_{j+1} - H_j^{j+1} + \epsilon^2 \kappa_j) \Pi_j^{j+1} = \epsilon (\nabla H_j \Pi_j) \otimes \{a^t(F_j^{j+1}) - \epsilon c_j\} \Omega_j^{j+1} + A_j.$$

**Proof.** Let $\vartheta \in \mathcal{D}(H_{j+1})$. Abbreviating $\Delta_j(\vartheta) := \hat{R}_{j+1}(\iota y) - R_j^{j+1}(\iota y)$ we have

$$I := \|\hat{D}_{j+1} - |D_j^{j+1}|\| \vartheta \otimes \Omega_j^{j+1} = \lim_{\tau \to \infty} \int_{-\tau}^\tau \Delta_j(\vartheta)(\vartheta \otimes \Omega_j^{j+1}) \frac{\iota y \, dy}{\pi}.$$

A brief computation using (5.11) (and taking Lemma A.2 into account) yields

$$(\hat{D}_{j+1} - \iota y) \Delta_j(\vartheta) = \alpha \cdot \{\epsilon^2 c_j - \epsilon \varphi(F_j^{j+1})\} R_j^{j+1}(\iota y) \text{ on } \mathcal{D}(H_{j+1}),$$

(5.22) $$\Delta_j(\vartheta)(\vartheta \otimes \Omega_j^{j+1}) = \hat{R}_{j+1}(\iota y) \alpha \cdot (R_j(\iota y) \vartheta) \otimes \{\epsilon^2 c_j \Omega_j^{j+1} - \epsilon |F_j^{j+1}|\}.$$ We recall that $|c_j|, \|F_j^{j+1}\| \leq \epsilon \rho_j$, $\|R_j^{j+1}(\iota y)\| \leq (1 + y^2)^{-1/2}$, and observe that the resolvent $R_j^{j+1}(\iota y)$ leaves the subspaces $\mathcal{X}_n := \mathcal{X}_j \otimes [\mathcal{F}_j^{j+1}]^{(n)}$, $n = 0, 1, \ldots$, invariant. Moreover, the restriction of the field operator $\varphi(F_j^{j+1})$ is bounded as a map from $\mathcal{X}_0 \oplus \mathcal{X}_1$ to $\mathcal{X}_0 \oplus \mathcal{X}_1 \oplus \mathcal{X}_2$, with norm $\leq \epsilon \|F_j^{j+1}\| \leq \epsilon' \rho_j$. Taking all these remarks into account we infer from (5.21) that

$$\|\Delta_j(\vartheta)\|_{\mathcal{X}_0 \oplus \mathcal{X}_1} \leq \epsilon \epsilon' \rho_j (1 + y^2)^{-1}.$$

Rearranging (5.22) using $R_j^{j+1}(\psi \otimes \Omega_j^{j+1}) = (R_j \psi) \otimes \Omega_j^{j+1}$ we further obtain

$$\Delta_j(\vartheta)(\vartheta \otimes \Omega_j^{j+1}) = (R_j(\iota y) \alpha \cdot (R_j(\iota y) \vartheta) \otimes \{\epsilon^2 c_j \Omega_j^{j+1}\} - V + W,$$

$$V := R_j^{j+1}(\iota y) \alpha \cdot (R_j(\iota y) \vartheta) \otimes \{|F_j^{j+1}|\},$$

$$W := \Delta_j(\vartheta) \alpha \cdot (R_j(\iota y) \vartheta) \otimes \{\epsilon^2 c_j \Omega_j^{j+1} - \epsilon |F_j^{j+1}|\}.$$ We represent $V \in \mathcal{H}_j \otimes [\mathcal{F}_j^{j+1}]^{(1)}$ as $V = \{V_\lambda(k)\} \in L^2(A_j^{j+1} \times \mathbb{Z}_2, \mathcal{H}_j)$ with

$$V_\lambda(k) = \epsilon |F_j^{j+1}(k, \lambda)| R_j(P - k, i\lambda) \alpha \cdot R_j(P, i\lambda) \vartheta, \quad \text{a.e. } k \in A_j^{j+1}, \lambda \in \mathbb{Z}_2.$$ Since $|k| \leq \rho_j$, for $k \in A_j^{j+1}$, the resolvent identity implies $R_j(P - k, i\lambda) = R_j(P, i\lambda) + O(\rho_j (1 + y^2)^{-1})$, and together with $\|F_j^{j+1}\| \leq \epsilon \rho_j$ this gives

$$V = (R_j(\iota y) \alpha \cdot R_j(\iota y) \vartheta) \otimes \{|F_j^{j+1}| + O(\epsilon \rho_j^2 (1 + y^2)^{-3/2})\}.$$
The inequality \( 5.23 \) applied to the third member on the RHS of \( 5.24 \) yields
\[
\|\hat{W}\| \leq c \, \rho_j (1 + y^2)^{-1} \| R_j(y) \| \{ e^2 |c_j| + c \|F^j_+\| \} \leq c^' \rho_j^2 (1 + y^2)^{-3/2} \|\theta\|.
\]
Altogether, employing the formula \( 5.22 \) for the derivative of \( H_j \) and using \( \int_k dy/(1+y^2) \), we see that the term in \( 5.20 \) can be written as
\[
I = (\nabla H_j \vartheta) \otimes \{ e |F^j_+| - c^2 c_j \Omega^j_+ \} + \mathcal{O}(\epsilon \rho_j^2 \|\vartheta\|).
\]
But we have \( (\hat{H}_{j+1} - H_j) \) \( (\partial \otimes \Omega^j_+) = I + II \) with
\[
II := (\hat{H}_j^{j+1} - H_j^{j+1}) (\partial \otimes \Omega^j_+) = e \vartheta \otimes \{ e \|\omega f_j\|^2 \Omega^j_+ + |\omega f_j| \}.
\]
Applying these formulas for every \( \vartheta \in \text{Ran}(\Pi_j) \subset \mathcal{D}(H_j^{j+1}) \) we arrive at
\[
(\hat{H}_{j+1} - H_j^{j+1}) \Pi_j^+ = e \nabla H_j \Pi_j \otimes |F^j_+| (\Omega^j_+ - e \Pi_j \otimes |\omega f_j| (\Omega^j_+ + (e^2 \{ f_j \otimes \omega f_j \} - c^2 c_j \nabla H_j) \Pi_j^+ + \mathcal{O}(\epsilon \rho_j^2),
\]
and we conclude by means of \( 5.28 \) and \( \nabla H_j \Pi_j = \nabla E_j \Pi_j + \Pi_j^+ \nabla H_j \Pi_j. \]

5.3. Comparison of resolvents. In order to control the difference of various operators attached to succeeding scales in the IAPT it is necessary to prepare a number of resolvent comparison estimates. This is done in the present subsection. To start with we introduce some notation for various resolvents:

For all \( P \in \overline{R}_p \) and \( j \in \mathbb{N}_0 \), we abbreviate (compare \( 3.8 \) and \( 5.4 \))
\[
R_j(P, z) := (H_j(P) - E_j(P) + z)^{-1}, \quad \text{Re} \, z > 0,
\]
\[
R_j^{j+1}(P, z) := (H_j^{j+1}(P) - E_j(P) + z)^{-1}, \quad \text{Re} \, z > 0,
\]
\[
R_j^+(P) := (H_j(P) \Pi_j^+(P) - E_j(P))^{-1} \Pi_j^+(P),
\]
\[
\tilde{R}_j(P, k) := (H_j(P - k) - E_j(P) + |k|)^{-1}, \quad k \in \mathbb{R}^3.
\]
We shall see in the proof of Lemma \( 5.5 \) that the resolvent in \( 5.25 \) is actually well-defined. Since the spectral gap of \( \hat{H}_{j+1} \) is not smaller than \( q \rho_j/4 \) we further know that the restriction of \( \hat{H}_{j+1} - E_{j+1} \) to the range of \( \Pi_{j+1} := \Pi - \Pi_{j+1} \), with
\[
(5.26)
\Pi_{j+1} := \Pi_{(E_{j+1})} (\hat{H}_{j+1}),
\]
is continuously invertible, for every \( z \in \mathbb{C} \), \( \text{Re} \, z > -q \rho_j/4 \). In fact, defining
\[
(5.27)
(\hat{H}_{j+1})^j_+ := H_j^{j+1}(\Pi_j^+)^j_+, \quad (R_j^j)^+ := ((H_j^{j+1})^j_+ - E_j)^{-1}(\Pi_j^+)^j_+,
\]
\[
(5.28)
\hat{H}_{j+1}^j := \hat{H}_{j+1} \Pi_{j+1}^j, \quad \tilde{R}_j^j(z) := (\hat{H}_{j+1}^j - E_{j+1} + z)^{-1} \Pi_{j+1}^j,
\]
on \( \overline{R}_p \) and for \( j \in \mathbb{N}_0 \) and \( z \) as above, we infer from \( 5.33 \) and \( 5.4 \) that
\[
\| (\hat{R}_j^j)^+ \| = (\text{gap}^j)^{-1} \leq c \rho_j^{-1}, \quad \| (\hat{R}_j^j)^+ (z) \| \leq (q \rho_j/4 + \text{Re} \, z)^{-1}.
\]

**Lemma 5.5.** Pick \( p > 0 \) and let \( \delta_j \) be some real-valued function of small \( \epsilon > 0 \) with \( \delta_j = \mathcal{O}(\epsilon \rho_j) \). Then we find \( c, \epsilon_0 > 0 \) such that the following holds, for all \( P \in \overline{R}_p \), \( \epsilon \in (0, \epsilon_0) \), and \( j \in \mathbb{N}_0 \):

1. For all \( \psi \in \mathcal{H}_j \) and \( k \in \mathcal{A}_{j+1} \),
   \[
   \| \tilde{R}_j(P, k) \Pi_{j+1}^j(P) \psi \| \leq c \| R_j^j(P) \psi \| .
   \]
(2) For all $\psi \in \mathcal{H}_j \otimes \{ C \Omega_{j}^{j+1} \oplus L^2(\mathcal{A}_{j}^{j+1} \times \mathbb{Z}_2) \} \subset \mathcal{H}_{j+1}$, we have the bounds

$$\left\| \mathcal{R}_{j+1}^{\perp} (\delta_j)^s (\Pi_j^{j+1})^\perp \psi - \mathcal{P}_{j+1}^{\perp} ((\mathcal{R}_j^{j+1})^\perp)^s \psi \right\| \leq \epsilon \rho_j^{\frac{s}{2}} \left( \|\psi\| + \|((\mathcal{R}_j^{j+1})^\perp)^s \psi\| \right),$$

(5.30)

$$\left\| \mathcal{R}_{j+1}^{\perp} (\delta_j) (\Pi_j^{j+1})^\perp \psi \right\| \leq (1 + \epsilon) \|((\mathcal{R}_j^{j+1})^\perp)^\frac{1}{2} \psi\| + \epsilon \|\psi\| .$$

(5.31)

Proof: (1): On account of (5.3) and $|k| \geq \rho_j + \rho_j/2$ we have

$$r_j(p, k) := E_j(p - k) - E_j(p) + |k| \geq \rho_j/4 .$$

Hence, $E_j(p) - |k|$ belongs to the resolvent set of both $H_j(p - k)$ and $H_j(p)$ and together with the second resolvent identity implies

$$\left\| (\mathcal{R}_j(p, k) - \mathcal{R}_j(p, k)) \Psi \right\| \leq \epsilon \|H_j(p - k)^{1/4}R_j(p, k)\| \|R_j(p, k)\| \Psi ,$$

for all $\Psi \in \mathcal{H}_j$. Here $|k| \leq \rho_j$ and, by the spectral calculus, the first norm on the RHS is not greater than $E_j(p - k)^{1/4}/r_j(p, k) \leq \epsilon(p)/\rho_j$. Choosing $\Psi := \Pi_j^{\perp} \psi$ we obtain (5.29) since, of course, $\|\mathcal{R}_j(p, k)\| \leq \|\mathcal{R}_j^{\perp}(p)\|$. (2): We may apply Lemma 2.22 with $A_j^{j+1} = \varphi(F_j^{j+1}) - c \psi_j$ and $B_j^{j+1} = 0$, $\Phi_j^{j+1} = \varphi(\omega f_1 + \epsilon f_2)$, and $z := t + \epsilon \rho_j$. Then $\delta_j = \mathcal{O}(\rho_j)$, $|E_j - E_{j+1}| = \mathcal{O}(\epsilon \rho_j)$, and the first inequality in (2.16) imply

$$N_2^{(1)} := \left\| \Pi^{\perp}_{j+1} (\mathcal{R}_{j+1}(z + \delta_j) - \mathcal{R}_j^{j+1}(z)) (\Pi_j^{j+1})^\perp \psi \right\| \leq \epsilon \rho_j^{\frac{s}{2}} \left\| \Pi^{\perp}_{j+1} \mathcal{R}_{j+1}(z + \delta_j) \psi \right\| \cdot \left\| D_j^{j+1}^{1/2} (H_j^{(j+1)} + \rho_j)^{1/2} (\Pi_j^{j+1})^\perp \mathcal{R}_j^{j+1}(z) \psi \right\| .$$

Here, (5.3) and (5.4) permit to get

$$\left\| \mathcal{R}_{j+1}(z + \delta_j) \Pi^{\perp}_{j+1} \right\| \leq (\text{gap}_{j+1} + \delta_j + t)^{-1} \leq \epsilon (\rho_j + t)^{-1} ,$$

uniformly in $\epsilon > 0$ and small $\epsilon > 0$. Moreover, $(H_j^{(j+1)} + \rho_j)^{1/2}$ commutes strongly with $(\Pi_j^{j+1})^\perp$ and $\mathcal{R}_j^{j+1}(z)$. Since also $|D_j^{j+1}| \leq (H_j^{j+1} - E_j) + E_j$ and $E_j \leq \epsilon(p)$ on $\mathcal{B}_p$ we deduce that

$$\theta := \lim_{\epsilon \downarrow 0} \left\| D_j^{j+1}^{1/2} (H_j^{(j+1)} + \rho_j)^{1/2} (\Pi_j^{j+1})^\perp \mathcal{R}_j^{j+1}(z) \psi \right\| \leq \|((H_j^{(j+1)} + \rho_j)^{1/2} (\mathcal{R}_j^{j+1})^\perp)^{1/2} \psi\| + \epsilon \|((H_j^{(j+1)} + \rho_j)^{1/2} (\mathcal{R}_j^{j+1})^\perp)^{1/2} \psi\| .$$

Next, we use that $\psi$ and, hence, $(\mathcal{R}_j^{j+1})^\perp \psi$, belong to $\mathcal{H}_j := \mathcal{H}_j \otimes \{ C \Omega_{j}^{j+1} \oplus L^2(\mathcal{A}_{j}^{j+1} \times \mathbb{Z}_2) \}$ and that $\eta \in \mathcal{H}_j$ entails $\|((H_j^{(j+1)} + \rho_j)^{1/2} \eta\| \leq (2\rho_j)^{1/2} \|\eta\|$. Taking this observation into account we obtain

$$\theta \leq \epsilon \rho_j^{1/2} \left( \|((\mathcal{R}_j^{j+1})^\perp)^{1/2} \psi\| + \|(\mathcal{R}_j^{j+1})^\perp)^{1/2} \psi\| \right) \leq \epsilon \rho_j^{1/2} \left( \|\psi\| + \|(\mathcal{R}_j^{j+1})^\perp)^{1/2} \psi\| \right) .$$

Altogether we arrive at

$$\lim_{\epsilon \downarrow 0} N_2^{(1)} \leq \epsilon \rho_j (\rho_j + t)^{-1} \left( \|\psi\| + \|(\mathcal{R}_j^{j+1})^\perp \psi\| \right) ,$$

for every $\psi \in \mathcal{H}_j$. For $t = 0$, this is (5.30) with $s = 1$, which immediately implies (5.31).
Let $N_0^{(1/2)}$ denote the LHS of (5.30) with $s = 1/2$. We have $\tilde{R}_{j}^{1/2} (\delta_j)^{1/2} = \int_0^\infty \tilde{R}_{j+1}^t (t+\delta_j)^{-1/2} dt/\pi$ and an analogous representation of the square root of $(\tilde{R}_{j+1}^t)^{1/2}$. Therefore,

$$N_0^{(1/2)} \leq \int_0^\infty N_j^{(1)} \frac{dt}{t^{1/2}} \leq c \varepsilon \int_0^\infty \frac{\rho_j + t}{\rho_j + t} \left( \|\psi\| + \|R_j^{j+1}\|^2 \psi \right),$$

which is (5.30) with $s = 1/2$, as the integral on the RHS equals $\rho_j^{1/2}$.

\[\square\]

6. Regularity of the ground state energy

The main objective of this section is to show that $E_\infty$ is twice continuously differentiable and strictly convex on $B_p$, at least for small $\varepsilon > 0$. The starting point of our analysis are the Hellmann-Feynman type formulas (3.9) and (3.10) for the first and second derivatives of the approximating functions $E_j$, $j \in \mathbb{N}$. To make use of these formulas we first have to control the quantities

$$K_j^{(s)} := \|(R_j^{1/2})^s \Pi_j^* \nabla H_j \Pi_j\|_{HS}, \quad j \in \mathbb{N}_0, \ s \in \{1/2, 1\}.$$

Here and henceforth we set $\|T\|^2 := \|T_1\|^2 + \|T_2\|^2 + \|T_3\|^2$, for a triple of operators $T = (T_1, T_2, T_3)$ and a suitable norm $\|\cdot\|$. The expression in (6.1) is well-defined since $\text{Ran}(\Pi_j) \subset \mathcal{D}(H_j) = \mathcal{D}(H_j^{(1)}) \subset \mathcal{D}(\partial_p H_j)$ and $\text{Tr}(\Pi_j) = 4$. From (3.4) we immediately obtain the a priori bounds

$$\|\Pi_j^* \nabla H_j \Pi_j\|_{HS} \leq 2 \|\nabla H_j \Pi_j\| \leq \varepsilon, \quad K_j^{(s)} \leq \varepsilon \rho_j^{-s},$$

uniformly on $\overline{B}_p$. If we seek for a better bound on $K_j^{(s)}$, showing that it actually stays bounded, as $j \to \infty$, we must not estimate the effect of the resolvent in (6.1) trivially, as we just did, by its norm which is of order $\rho_j^{-s}$. It is a guiding theme in Pizzo’s iterative analytic perturbation theory that expressions like $K_j^{(s)}$ are estimated inductively, i.e. by relating $K_j^{(s)}$ to its predecessor $K_j^{(s)}$. In fact, the estimation of $K_j^{(s)}$ is enmeshed in the analysis of the ground state projections of $\tilde{H}_j^\infty$ and vice versa. The convergence of the latter is shown in the next section as an immediate consequence of the results obtained in the present one.

Let $\kappa, p > 0$ be fixed in the whole section. The first step is to bound the difference of the projections defined in (5.3) and (5.26) in terms of $K_j^{(1)}$:

**Lemma 6.1.** We find $c, c_0 > 0$ such that, for all $P \in \overline{B}_p$, $c \in (0, c_0)$, and $j \in \mathbb{N}_0$,

$$\|\tilde{P}_{j+1} - P_{j+1}\|_{HS}, \|\tilde{P}_{j+1}^* P_{j+1}\|_{HS}, \|\Pi_j^{(1)} \tilde{P}_{j+1} \|_{HS} \leq c \varepsilon \rho_j (K_j^{(1)} + 1).$$

**Proof.** Step 1. First, we consider $\|\tilde{P}_{j+1}^* P_{j+1}\|_{HS}$. Let $\kappa_j \geq 0$ be the constant appearing in Lemma 5.4. By (5.3) and (5.4) we know that the restriction of $\tilde{H}_{j+1} - E_j + c^2 \kappa_j$ to the range of $\tilde{P}_{j+1}$ is continuously invertible. In fact, (5.3) implies $\|(\tilde{H}_{j+1} - E_j + c^2 \kappa_j)^{-1} \tilde{P}_{j+1}\| \leq c \rho_j^{-1}$, for small $\varepsilon$, where we use the notation (5.28). Since $\tilde{H}_{j+1}$ and $H_{j+1}$ have the same domain, which contains the range of $\tilde{P}_{j+1}$, this permits us to write

$$\tilde{P}_{j+1}^* P_{j+1} = (\tilde{H}_{j+1} - E_j + c^2 \kappa_j)^{-1} \tilde{P}_{j+1} (\tilde{H}_{j+1} - H_{j+1} + c^2 \kappa_j) P_{j+1}.$$

...
Applying Lemma 5.4 we obtain
\[
\tilde{\Pi}^+_{j+1} \Pi^{j+1}_j = (\hat{H}^+_{j+1} - E_j + c^2 \mathcal{H}_j)^{-1} \tilde{\Pi}^+_{j+1} \Theta_j + \mathcal{O}(c \rho_j),
\]
where the rank four operator
\[
\Theta_j := c (\Pi^+_{j+1} \nabla H_j \Pi_j) \otimes (\Pi \mathcal{F}^{j+1}_j - c \mathcal{F}_j) P^+_{\Omega^{j+1}}
\]
satisfies \(\|\Theta_j\|_{\text{HS}} \leq c \epsilon \rho_j\) according to (5.8) and (6.2). Since we have \(\text{Ran}(\Theta_j) \subset \text{Ran}(\tilde{\Pi}^{j+1}_1) \cap \{\mathcal{H}_j \otimes (c \Omega^{j+1} \otimes L^2(\mathcal{A}^{j+1}_j \times \mathbb{Z}_2))\}\), we may apply (5.31) (with \(\delta_j = E_{j+1} - E_j\)) using \(\mathcal{H}_j \geq 0\) to deduce that
\[
\|\tilde{\Pi}^+_{j+1} \Pi^{j+1}_j\|_{\text{HS}} \leq (1 + c \epsilon) \|((R^{j+1}_j)^{1/2} \Theta_j)\|_{\text{HS}} + c \epsilon \rho_j.
\]
Next, we consider the action of \((R^{j+1}_j)^{1/2}\) on \(\Theta_j\) more closely, taking into account that \((R^{j+1}_j)^{1/2} = \Pi^+_{j+1} \otimes P \mathcal{O}^{j+1}_{\Omega^j} + \Pi \otimes P_{\Omega^{j+1}}\) and, hence,
\[
(R^{j+1}_j)^{1/2} |_{\mathcal{H}_j \otimes \mathcal{O}^{j+1}_{\Omega^j}} = \mathcal{R}^{j+1}_j,
\]
\[
(R^{j+1}_j)^{1/2} |_{\mathcal{H}_j \otimes L^2(\mathcal{A}^{j+1}_j \times \mathbb{Z}_2)} = \bigoplus_{\ell \in \mathbb{Z}_2} \int_{A^{j+1}_j} (H_j(\mathcal{P} - \mathbf{k}) - E_j(\mathcal{P}) + |\mathbf{k}|)^{-1} d^3 \mathbf{k};
\]
recall (4.3) and (5.32). The resolvents under the direct integral are just the ones in (5.29). For the member of \(\Theta_j\) without creation operator we thus have
\[
(R^{j+1}_j)^{1/2} (\Pi^+_{j} \nabla H_j \Pi_j \otimes P \mathcal{O}^{j+1}_{\Omega^j}) = (R^{j+1}_j \nabla H_j \Pi_j) \otimes P \mathcal{O}^{j+1}_{\Omega^j}.
\]
Applying (5.29) we further deduce that
\[
\|((R^{j+1}_j)^{1/2} (\Pi^+_{j} \nabla H_j \Pi_j) \otimes (\Pi \mathcal{F}^{j+1}_j) P^+_{\Omega^{j+1}})\|_{\text{HS}} \leq c \|\mathcal{F}^{j+1}_j\|_{\text{HS}} \|R^{j+1}_j \nabla H_j \Pi_j\|_{\text{HS}},
\]
by computing the Hilbert-Schmidt norm on the LHS in a basis of the form \(\{\epsilon_i \otimes \epsilon'_j\}\), where \(\{\epsilon_i\}\) and \(\{\epsilon'_j\}\) \(\geq \Omega^{j+1}\) are orthonormal bases of \(\mathcal{H}_j\) and \(\mathcal{F}^{j+1}_j\), respectively. Using also the a priori bounds (6.2), \(\|\Theta_j\|_{\text{HS}} \leq c \epsilon \rho_j\), and \(\|\mathcal{F}^{j+1}_j\|_{\text{HS}} |\mathcal{F}_j| \leq c \rho_j\), we obtain, for sufficiently small \(c\),
\[
\|\tilde{\Pi}^+_{j+1} \Pi^{j+1}_j\|_{\text{HS}} \leq c \epsilon \rho_j (R^{(1)}_{J} + 1) \leq 1/2.
\]

\textbf{Step 2.} Next, we turn to \(\|\tilde{\Pi}^+_{j+1} - \Pi^{j+1}_j\|_{\text{HS}}\) and \(\|((\Pi^{j+1}_j)^{1/2}) \tilde{\Pi}^+_{j+1}\|_{\text{HS}}\).

Choose any orthonormal basis, \(\{\chi_k\}_{k=1}^{\infty}\), of \(\mathcal{H}_{j+1}\) with \(\tilde{\Pi}^+_{j+1} \chi_k = \chi_k\), for \(k = 1, 2, 3, 4\), and \(\tilde{\Pi}^+_{j+1} \chi_k = \chi_k\), for \(k \geq 5\). Then
\[
\|\tilde{\Pi}^+_{j+1} - \Pi^{j+1}_j\|_{\text{HS}}^2 = \sum_{k=1}^{4} \|(\tilde{\Pi}^+_{j+1} - \Pi^{j+1}_j) \chi_k\|^2
\]
\[
= \sum_{k=1}^{4} \|(\Pi^{j+1}_j)^{1/2} \tilde{\Pi}^+_{j+1} \chi_k\|^2 + \sum_{k=5}^{\infty} \|\Pi^{j+1}_j \tilde{\Pi}^+_{j+1} \chi_k\|^2.
\]

The last expression on the right side of (6.4) is just
\[
\sum_{k=5}^{\infty} \|\Pi^{j+1}_j \tilde{\Pi}^+_{j+1} \chi_k\|^2 = \|\Pi^{j+1}_j \tilde{\Pi}^+_{j+1}\|^2_{\text{HS}} = \|\tilde{\Pi}^+_{j+1} \Pi^{j+1}_j\|^2_{\text{HS}}.
\]

Thanks to Theorem 4.3(1) we may pick a normalized \(\phi_1 \in \text{Ran}(\Pi^{j+1}_j)\) satisfying \(X_1 \phi_1 = \phi_1\). By (6.3) we have \(\|\tilde{\Pi}^+_{j+1} \phi_1\| \geq 1/2\). Thus, we may define \(\chi_1 := \tilde{\Pi}^+_{j+1} \phi_1/\|\tilde{\Pi}^+_{j+1} \phi_1\|\). Clearly, \(X_1 \chi_1 = \chi_1\). Since \(X_1, X_2, \) and \(\theta\) commute with \(U_j\)
we may choose $\chi_2 := X_2 \chi_1$, $\chi_3 := \vartheta \chi_1$, and $\chi_4 = X_2 \vartheta \chi_1$; see Theorem 4.3(2). Moreover,

$$
\| (\Pi_j^{(s+1)})^\perp \Pi_j \|^2_{HS} = \sum_{k=1}^{4} \| (\Pi_j^{(s+1)})^\perp \Pi_j\chi_k \|^2 = 4 \| (\Pi_j^{(s+1)})^\perp \Pi_j \chi_1 \|^2
$$

(6.6)\leq 16 \| (\Pi_j^{(s+1)})^\perp \Pi_j \phi_i \|^2 \leq 16 \| \Pi_j^{(s+1)} \|^2_{HS}.

Combining (6.3), (6.4), (6.5), and (6.6) we conclude the proof.

$$
\text{Lemma 6.2. There exist } c, c_0 > 0 \text{ such that, for all } P \in \overline{B}_p, c \in (0, c_0], \text{ and } j \in \mathbb{N}_0,

(6.7) \quad K_j^{(s+1)} \leq \left( 1 + c \right) K_j^{(s)} + c c_0, \quad |K_j^{(s+1)} - K_j^{(s)}| \leq c c_0 \rho_j^{1/2} (K_j^{(1)} + 1).

\text{Proof. Let } s \in \{1/2, 1\}. \text{ We derive a bound on the difference between the two numbers}

$$
\begin{align*}
\alpha_s := & \| (\tilde{R}_j^{(s+1)})^s (U_j \nabla H_j + U_j^*) \Pi_j^{(s+1)} \|^2_{HS}, \\
\alpha'_s := & \| (\tilde{R}_j^{(s+1)})^s \nabla H_j + U_j^* \Pi_j^{(s+1)} \|^2_{HS},
\end{align*}

\text{with}

(6.8) \quad \tilde{R}_j^{(s+1)} = (H_j + U_j^*) \Pi_j^{(s+1)} = U_j \tilde{R}_j^{(s+1)} U_j^*.

\text{Notice that } \alpha_s = K_j^{(s)} \text{ by unitary invariance of the Hilbert-Schmidt norm, and } \alpha'_s = K_j^{(s)} \text{ because } \Pi_j^{(s+1)} = \Pi_j \otimes P_{\Pi_j^{(s+1)}} \text{ and } (\tilde{R}_j^{(s+1)})^\perp \text{ and } \nabla H_j + U_j^* \text{ reduce to } \tilde{R}_j^{(s)} \text{ and } \nabla H_j, \text{ respectively, on } \tilde{R}_j \cap \Omega_j^{(s+1)}. \text{ To compare these two numbers we successively replace each operator in } \alpha_s \text{ by a corresponding one associated with the preceding scale } j. \text{ More precisely, we estimate}

(6.9) \quad |\alpha_s - \alpha'_s| \leq |\alpha_s - b_s| + |b_s - c_s| + |c_s - d_s| + |d_s - e_s| + |e_s - \alpha'_s|,

\text{with}

$$
\begin{align*}
b_s := & \| (\tilde{R}_j^{(s+1)})^s (U_j \nabla H_j + U_j^*) \Pi_j^{(s+1)} \|^2_{HS}, \\
c_s := & \| (\tilde{R}_j^{(s+1)})^s \nabla H_j^* \Pi_j^{(s+1)} \|^2_{HS}, \\
d_s := & \| (\tilde{R}_j^{(s+1)})^s (\Pi_j^{(s+1)})^\perp \nabla H_j + U_j^* \Pi_j^{(s+1)} \|^2_{HS}, \\
e_s := & \| \Pi_j^{(s+1)} (\Pi_j^{(s+1)})^\perp \nabla H_j^* \Pi_j^{(s+1)} \|^2_{HS}.
\end{align*}

\text{Each of the following five steps deals with one of the absolute values on the RHS of (6.9).}

\text{Step 1. First, we replace the projection } \Pi_j^{(s+1)} \text{ in } \alpha_s \text{ by } \Pi_j^{(s+1)}.

(6.10) \quad |\alpha_s - b_s| \leq \| U_j (\nabla H_j + \Pi_j^{(s+1)} (\tilde{R}_j^{(s)})^s) U_j^* \| \| \Pi_j^{(s+1)} - \Pi_j \|^2_{HS}.

\text{From (3.4) and the spectral calculus we deduce that}

(6.11) \quad \| \nabla H_j + \Pi_j^{(s+1)} (\tilde{R}_j^{(s)})^s \| \leq \| \nabla H_j + \Pi_j^{(s+1)} (\tilde{R}_j^{(s)})^s \| \leq \| \Pi_j^{(s+1)} \| \| \Pi_j^{(s+1)} \| \leq c \rho_j^{s}.

\text{By Lemma 6.1 we obtain } |\alpha_s - b_s| \leq c \rho_j^{1-s} (K_j^{(1)} + 1).
Step 2. Next, we replace the velocity $U_j \nabla H_{j+1}^+ U_j^*$ in $b_s$ by $\nabla H_{j+1}^+$. This is just a direct application of (6.15), which together with $\| (\mathcal{R}_{j+1}^+)^s \| \leq c \rho_j^{s-1}$ and $(H_{j+1}^+ + \rho_j)^{1/2} \Pi_{j+1}^\perp = \rho_j^{1/2} \Pi_{j+1}^\perp$ implies
\[ \left\| (\mathcal{R}_{j+1}^+)^s \left( U_j \nabla H_{j+1}^+ U_j^* - \nabla H_{j+1}^+ \right) \Pi_{j+1}^\perp \right\|_{\text{HS}} \leq c \epsilon \rho_j^{1-s}. \]
By definition of $b_s$ and $c_s$, we thus have $|b_s - c_s| \leq c \epsilon \rho_j^{s-1}$. Step 3. By (6.4), i.e. $\Pi_{j+1}^\perp \nabla H_{j+1}^+ \Pi_{j+1} = \nabla E_j \Pi_{j+1}^\perp$, and by Lemma 6.1, we obtain
\[ |c_s - d_s| \leq \| \nabla E_j \| \left\| (\mathcal{R}_{j+1}^+)^s \right\| \| \Pi_{j+1}^\perp \Pi_{j+1}^\perp \|_{\text{HS}} \leq c \epsilon \rho_j^{1-s} (K_j^{(1)} + 1). \]
Step 4. We employ (5.30) with $\delta_j := 0$ to deduce that $|d_s - e_s| \leq c \epsilon \rho_j^{1-s} (a'_1 + 1)$, where $a'_1 = K_j^{(1)}$. Step 5. By Lemma 6.1 and the fact that the Hilbert-Schmidt norm dominates the operator norm,
\[ |e_s - a'_s| \leq \| \Pi_{j+1}^\perp (\Pi_{j+1}^\perp)^{1/2} \|_{\text{HS}} a'_s \leq c \epsilon \rho_j (K_j^{(1)} + 1) a'_s. \]
Collecting the results of the above steps and using $a_s = K_{j+1}^{(s)}$, $a'_s = K_{j}^{(s)}$, and $a''_s \leq c \rho_j^{s-1}$ (by (6.2)), we arrive at $|K_{j+1}^{(s)} - K_j^{(s)}| \leq c \epsilon \rho_j^{1-s} (K_j^{(1)} + 1)$, which implies (6.7). □

Corollary 6.3. There exist $c, c_0 > 0$ such that, for all $P \in \mathcal{B}_p$, $c \in (0, c_0]$, and $j \in \mathbb{N}_0$, we have
\[ K_j^{(1)} \leq (1 + c c)^j - 1, \quad K_j^{(1/2)} \leq c c (1 - (1/2)^{1/2} (1 + c c)^j), \]
as well as
\[ \left\| \Pi_{j+1} - \Pi_{j+1}^\perp \right\|_{\text{HS}}, \left\| \Pi_{j+1}^\perp \Pi_{j+1}^\perp \right\|_{\text{HS}}, \left\| (\Pi_{j+1})^{1/2} \Pi_{j+1} \right\|_{\text{HS}} \leq c c (1 + c c)^j \rho_j. \]
Proof. First, we prove the bound on $K_j^{(1)}$ by means of (6.7), using $K_0^{(s)} = 0$, which follows from the fact that $\partial_h H_0$ and $\Pi_0$ are merely multiplication operators which commute with each other. After that we use again (6.7) to obtain the recursion formula $K_j^{(1/2)} \leq K_{j+1}^{(1/2)} + c c (1 + c c)^j \rho_j^{1/2}$, which together with $K_0^{(1/2)} = 0$ yields the second asserted bound. The remainder of the proof follows from Lemma 6.1 and the bound on $K_j^{(1)}$ we have just obtained. □

Theorem 6.4. There exist $c, c_0 > 0$ such that the following assertions hold, for all $c \in (0, c_0]$: We have $E_\infty = \lim_{j \to \infty} E_j$ in the norm of $C_0^\infty (\mathcal{B}_p)$ and $E_\infty - E_0 \| c_0^\infty (\mathcal{B}_p) \| \leq c c$. More precisely, we have the following estimates,
\[ |E_j - E_\infty| \leq c c \rho_j, \]
\[ |\partial_h (E_j - E_\infty)| \leq c c (1 + c c)^j \rho_j, \]
\[ |\partial_h^2 (E_j - E_\infty)| \leq c c (1 + c c)^j \rho_j^{1/2}, \]
uniformly on $\mathcal{B}_p$ and for all $h \in \mathbb{R}^3$, $|h| = 1$, and $j \in \mathbb{N}_0$. In particular, $E_\infty$ is strictly convex on $\mathcal{B}_p$ and attains its global minimum, $\inf_{P \in \mathbb{F}^3} E_\infty$, at $P = 0$.

Proof. For sufficiently small $c$, we may infer (6.13) from (6.3); compare (6.14) below. Recall the formulas in (3.9) and (3.10) for the first and second derivative of $E_k^h = E_k$. When we represent $\partial_h^2 E_{j+1}^h, \nu = 1, 2$, by means of these formulas, we actually replace all involved operators by unitarily equivalent ones using the fact that the trace and
the Hilbert-Schmidt norm are invariant under conjugation with $U_j$. For instance, $4 \partial_h E_{j+1}$ is equal to $a_1$ with
\[
a_\nu := \text{Tr} \left( \Pi_{j+1} U_j \left( \partial_h^\nu H_j \right) \Pi_j U_j^* \Pi_{j+1}^* \right), \quad \nu = 1, 2.
\]

In order to deal with operators defined on the same Hilbert space we represent $\partial_h^\nu E_j$, $\nu = 1, 2$, in terms of the Hamiltonian $H_j^{j+1}$. In particular, we write $4 \partial_h E_j = a'_1$ with
\[
a'_\nu := \text{Tr} \left( \Pi_j^{j+1} \left( \partial_h^\nu H_j^{j+1} \right) \Pi_j^{j+1} \right), \quad \nu = 1, 2.
\]

We plan to estimate $|a_\nu - a'_\nu| \leq |a_\nu - b_\nu| + |b_\nu - c_\nu| + |c_\nu - a'_\nu|$ with
\[
b_\nu := \text{Tr} \left( \Pi_{j+1} U_j \left( \partial_h^\nu H_j \right) U_j^* \Pi_j^{j+1} \right),
\]
\[
c_\nu := \text{Tr} \left( \Pi_{j+1} \left( \partial_h^\nu H_j^{j+1} \right) \Pi_j^{j+1} \right),
\]
for $\nu = 1, 2$. Here, we have
\[
|a_\nu - b_\nu| \leq \|\Pi_{j+1} U_j \left( \partial_h^\nu H_j \right) U_j^* \|_{\text{HS}} \| \Pi_j^{j+1} - \Pi_j \|_{\text{HS}},
\]
and because of $\|\Pi_{j+1} U_j \left( \partial_h H_j \right) U_j^* \|_{\text{HS}} \leq 4 \| \left( \partial_h H_j \right) \Pi_{j+1} \|_{\text{HS}}^2$ it follows from (6.2) and Corollary 6.3 that $|a_\nu - b_\nu| \leq c c (1 + c c)^j \rho_j$, $\nu = 1, 2$. By (6.18) we further have
\[
|b_\nu - c_\nu| \leq \| \left( U_j \left( \partial_h H_j \right) U_j^* - \partial_h H_j^{j+1} \right) (H_j^{(j+1)} + \rho_j)^{-1/2} \| \cdot \| (H_j^{(j+1)} + \rho_j)^{1/2} \|_{\text{HS}} \cdot \| \Pi_{j+1} \|_{\text{HS}} \leq c c \rho_j,
\]
since $(H_j^{(j+1)} + \rho_j)^{1/2} \Pi_j^{j+1} = \rho_j^{1/2} \Pi_{j+1}^{j+1}$ by Theorem 4.3. Again by (6.2) and Corollary 6.3 we finally know that
\[
|c_\nu - a'_\nu| \leq \| \left( \partial_h^\nu H_j^{j+1} \right) \Pi_j^{j+1} \|_{\text{HS}} \| \Pi_j^{j+1} - \Pi_{j+1} \|_{\text{HS}} \leq c c (1 + c c)^j \rho_j.
\]

Altogether this yields
(6.16) $4 |\partial_h (E_j - E_{j+1})|^{1/2} |a_\nu - a'_\nu| \leq c c (1 + c c)^j \rho_j$, which implies (6.13), if $c$ is sufficiently small; compare (6.19) below.

Next, we turn to the second member in the formula (3.10) for the second derivatives. We have
(6.17) $4 \partial_h^2 (E_j - E_{j+1}) = a'_2 - a_2 + 2 \Delta$,
with
\[
\Delta := \| (\mathcal{R}_{j+1}^{j+1})^{1/2} U_j \left( \partial_h H_{j+1} \right) U_j^* \Pi_{j+1} \|_{\text{HS}}^2 - \| (\mathcal{R}_{j+1}^{j+1})^{1/2} \left( \partial_h^2 H_{j+1}^{j+1} \right) \Pi_j^{j+1} \|_{\text{HS}}^2.
\]

Employing Lemma 6.2 and Corollary 6.3 we infer that
(6.18) $|\Delta| \leq \| (K_{j+1}^{(1/2)} + K_{j+1}^{(2/2)}) \| K_{j+1}^{(1/2)} - K_{j+1}^{(2/2)} \| \leq c c^2 (1 + c c)^j \rho_j^{1/2}$.

Combining (6.10)–(6.18) and using $\rho_k = \rho_j (1/2)^{k-j}$, $k \geq j \geq 0$, we get
(6.19) $\sum_{k=j}^{\infty} |\partial_h^2 (E_k + E_{k+1})| \leq c c \sum_{k=j}^{\infty} (1 + c c)^k \rho_k^{1/2} \leq c c \frac{1}{1 - b} (1 + c c)^j \rho_j^{1/2}$,
uniformly on $B_p$, provided that $c > 0$ is sufficiently small with $b := (1 + c c) (1/2)^{1/2} < 1$. By the Weierstraß test this implies (6.15). Since $E_j$ and $E_{\infty}$ are rotationally symmetric this also implies convergence in $C^2(B_p)$.

To discuss the convexity of $E_{\infty}$ we recall that $E_0 (P) = (P^2 + 1)^{1/2}$. Since $\inf_{B_p} \partial_h^2 E_0 > 0$, we obtain $\inf_{B_p} \partial_h^2 E_{\infty} > 0$ from (6.15), provided that $c$ is small.
enough. So $E_\infty$ is strictly convex on $B_p$. By rotational symmetry, $\nabla E_\infty(0) = 0$, thus $E_\infty$ attains its unique minimum in $B_p$ at 0. Thanks to Lemma 3.6.1 we know, however, that for small $\epsilon$, the global infimum of $E_\infty$ is located in $B_p$, i.e. at $P = 0$. □

7. Existence and multiplicity of ground states

Let $P_{1\gamma}$ be the projection onto the vacuum sector in $H^{\infty}_{\gamma}$. On $\mathcal{H}$ we define

$$\Pi_{1\gamma}^{\infty}(P) := \Pi_{\gamma}(P) \otimes P_{1\gamma}, \quad \text{with} \quad \Pi_{\gamma} \equiv W_{\gamma}(P) \Pi_{\gamma}(P) W_{\gamma}^{*}(P).$$

Here $j \in \mathbb{N}_0$ and the unitaries $W_j$ are given by (5.12). Then

$$\Pi_{j+1}^{\infty} - \Pi_{j}^{\infty} = W_{j-1}(\Pi_{j+1} - \Pi_{j+1}^{\perp})W_{j-1}^{\perp} \otimes P_{1\gamma}, \quad j \in \mathbb{N}. $$

Hence, by Corollary 6.3 we may define the rank four projection

$$(7.1) \quad \Pi_{1\gamma}^{\infty}(P) := \lim_{j \to \infty} \Pi_{j}^{\infty}(P),$$

if $\epsilon$ is sufficiently small. The goal of this section is to show that $\Pi_{1\gamma}^{\infty}$ is the whole eigenspace of $\tilde{H}_{\infty}$ corresponding to $E_\infty$ we need the next proposition. Its proof is based on the following consequence of (4.8) and (5.17),

$$(7.2) \quad \epsilon_1 (\tilde{H}_{\infty} - E_\infty + \epsilon \rho_j) \geq \tilde{H}_j^{\infty} - E_j. $$

Proposition 7.1. Let $P \in B_p$ and suppose that $\phi$ is a normalized ground state eigenvector of $\tilde{H}_{\infty}(P)$. If $\epsilon > 0$ is sufficiently small depending only on $p$, then

$$(7.3) \quad \lim_{j \to \infty} \inf ||\Pi_{j}^{\infty} \phi|| > 0. $$

Proof. Defining $F_{\gamma}(t) := (1 + t \epsilon_1 \epsilon \rho_j)^{1/2} (1 + t \epsilon_1 (\tilde{H}_{\infty} - E_\infty + \epsilon \rho_j))^{-1/2}$, $t \geq 0$, $j \in \mathbb{N}$, we observe that

$$1 = \lim_{t \to \infty} ||F_{\gamma}(t) \phi|| \leq \lim_{t \to \infty} ||F_{\gamma}(t) \Gamma \otimes P_{1\gamma}^{\infty} \phi|| + ||\Gamma \otimes P_{1\gamma}^{\infty} \phi|| ,$$

for every $j \in \mathbb{N}$. If $\epsilon > 0$ is sufficiently small, then (7.2) and the operator monotonicity of the inversion $T \mapsto T^{-1}$ permit to get

$$||F_{\gamma}(t) \Pi_{j}^{\perp} \otimes P_{1\gamma}^{\infty} \phi||^2 \leq (1 + t \epsilon_1 \epsilon \rho_j) \left((1 + t (\tilde{H}_j^{\infty} - E_j))^{-1/2} \Pi_{j}^{\perp} \otimes P_{1\gamma}^{\infty} \phi\right)^2 $$

$$= (1 + t \epsilon_1 \epsilon \rho_j) \left((1 + t (\tilde{H}_j - E_j))^{-1/2} \Pi_{j}^{\perp} \otimes P_{1\gamma}^{\infty} \phi\right)^2 $$

$$\leq \frac{1 + t \epsilon_1 \epsilon \rho_j}{1 + t \epsilon_1 \epsilon \rho_j / 2} \leq 2 \epsilon_1 \epsilon / q \leq \epsilon_2 < 1,$$

for all $j \in \mathbb{N}$. Since also $\lim_{j \to \infty} \inf ||(1 \otimes P_{1\gamma}^{\perp}) \phi|| = 0$ (by dominated convergence) this implies $0 < 1 - \sqrt{\epsilon_2} \leq \lim_{j \to \infty} \inf ||\Pi_{j}^{\infty} \phi||.$ □
For later use we record the following observation. In the case $P \neq 0$ we shall use it to produce a contradiction showing that $\phi$ as in the following statement cannot exist.

**Corollary 7.2.** Given $p > 0$ we find $\epsilon_0 > 0$ such that, if $P \in B_p$, $\epsilon \in (0, \epsilon_0]$, and if $\phi$ is a normalized ground state eigenvector of $H_\infty(P)$, then $\{\Pi_j \otimes P_{1j}\phi\}_{j \in \mathbb{N}}$ contains a subsequence with a non-zero weak limit, $\phi' \neq 0$.

**Proof.** The bound (7.2) holds true also with $\tilde{H}_\infty$ and $\tilde{H}_j^\infty$ replaced by $H_\infty$ and $H_j^\infty$, respectively. Hence, by exactly the same proof as above (just drop the tildes) we obtain $\lim_{j \to \infty} \|\Pi_j \otimes P_{1j}\phi\| \geq 1 - \sqrt{c_\phi}$.

Now, the bounded sequence defined by $\phi_j := \Pi_j \otimes P_{1j}\phi$, $j \in \mathbb{N}$, contains a weakly convergent subsequence, say $\phi'_\epsilon = \phi_{j\epsilon}$, $\epsilon \in \mathbb{N}$. Denoting its weak limit by $\phi'$, we have $(\phi | \phi') = \lim_{\epsilon \to \infty} (\phi | \phi'_\epsilon) \geq (1 - \sqrt{c_\phi})^2$, thus $\phi' \neq 0$. □

**Theorem 7.3 (Ground states).** For every $p > 0$, there exists $\epsilon_0 > 0$ such that, for all $P \in B_p$, the ground state energy $E_\infty(P)$ is an exactly four-fold degenerate eigenvalue of $H_\infty(P)$ and the corresponding eigenprojection is given by $\Pi_\infty(P)$ (defined in (7.1)). In particular, $E_\infty(0)$ is a four-fold degenerate eigenvalue of $H_\infty(0)$.

**Proof.** According to Lemma 2.2(iii) $\tilde{H}_j^\infty \to \tilde{H}_\infty$ in norm resolvent sense and $E_\infty = \lim_{j \to \infty} E_j = \inf \text{Spec} \{	ilde{H}_\infty\}$. Together with Lemma 4.1(1) and (7.1) this implies $\Pi_\infty = \lim_{j \to \infty} (\tilde{H}_j^\infty - E_j + 1)^{-1} \Pi_j^\infty = (\tilde{H}_\infty - E_\infty + 1)^{-1} \Pi_\infty$, which shows that $\text{Ran}(\Pi_\infty) \subset D(\tilde{H}_\infty)$ and $\tilde{H}_\infty \Pi_\infty = E_\infty \Pi_\infty$.

Suppose $\phi$ is some normalized ground state eigenvector of $\tilde{H}_\infty$ contained in the range of $\Pi_\infty$. By Proposition 7.1 and (7.1) we then obtain the contradiction $0 = (\phi | \Pi_\infty \phi) = \lim_{j \to \infty} ||\Pi_j^\infty \phi||^2 > 0$. Therefore, $\Pi_\infty = 1_{\{E_\infty\}}(\tilde{H}_\infty)$. □

8. Absence of ground states at non-zero momenta

While the Hamiltonians $\tilde{H}_\infty(P)$ possess ground state eigenvectors, for small $\epsilon$, the original Hamiltonians $H_\infty(P)$ do not, unless $P$ is equal to zero. The latter assertion is proved in the present section. The starting point is the following bound implied by Appendix B where we again use the definition (6.25) of the resolvent $\tilde{R}_j(P, k)$. We also recall the notation

$$(a_\lambda(k) \psi)^{(n)}(k_1, \lambda_1, \ldots, k_n, \lambda_n) = (n + 1)^{1/2} \psi^{(n+1)}(k, \lambda, k_1, \lambda_1, \ldots, k_n, \lambda_n),$$

almost everywhere, for $n \in \mathbb{N}_0$, $\psi = (\psi^{(n)})_{n=0}^\infty \in \mathcal{F}_j$, and $a_\lambda(k) \Omega_j = 0$.

**Lemma 8.1.** Let $P \in \mathbb{R}^3$, $j \in \mathbb{N}_0 \cup \{\infty\}$, $\epsilon > 0$, and let $\phi_j(P)$ be a normalized ground state eigenvector of $H_j(P)$. Then, for almost every $k$,

$$(8.1) \quad \|a_\lambda(k) \phi_j(P) + \epsilon \tilde{R}_j(P, k) G_j(k, \lambda, \lambda) \cdot \nabla H_j(P) \phi_j(P)\| \leq \epsilon \epsilon \frac{\|\phi_j\|_{L^2} < \kappa}{|k|^{1/2}}.$$

**Proof.** In Lemma 8.1 below we derive a representation formula for $a_\lambda(k) \phi_j$ which implies the asserted estimate. (Use $|k| \tilde{R}_j(P, k) = O(1).$) □

Together with Corollary 6.3 this implies the following analog of an estimate stated in [8] Proposition 5.1 (with an improved exponent on the RHS, in fact):
Proposition 8.2. Let \( p > 0 \). Then there exist \( \epsilon, \epsilon_0 > 0 \) such that, for all \( P \in B_p \), \( \epsilon \in (0, \epsilon_0] \), \( j \in \mathbb{N}_0 \), every normalized ground state eigenvector, \( \phi_j(P) \), of \( H_j(P) \), and almost every \( k \),
\[
(8.2) \quad \|a_\lambda(k)\phi_j(P) + \epsilon G_j(k, \lambda) \cdot \nabla E_j(P) \| \leq \epsilon \| e \|_{\mathcal{P}_j \leq |k| < \kappa} \frac{1}{|k|^{1/2}}.
\]

Proof. On account of (5.29) and Corollary 6.3 we have
\[
(8.3) \quad \|\tilde{R}_j(P, k) \Pi_j^2 \partial_H \phi_j \| \leq \epsilon \| R_j^2 \partial_H \phi_j \| \leq \epsilon K_j^{(1)} \leq \epsilon'.
\]

(Here and below all derivatives are evaluated at \( P \).) On account of (8.1) and \( |G_j(k, \lambda)| \leq \epsilon \mathbb{1}_{|p_j| \leq |k| < \kappa} |k|^{-1/2} \) it thus remains to treat \( \tilde{R}_j(P, k) \Pi_j \nabla H_j \phi_j \) = \( \nabla E_j \tilde{R}_j(P, k) \phi_j \). For this we again write \( \mathcal{R}_j(|k|) = (H_j(P) - E_j(P) + |k|)^{-1} \). Then the second resolvent formula implies
\[
\tilde{R}_j(P, k) \phi_j = \mathcal{R}_j(|k|) \phi_j + \mathcal{R}_j(P, k) \{H_j(P) - H_j(P - k)\} \mathcal{R}_j(|k|) \phi_j
\]
\[
(8.4) \quad = |k|^{-1} \phi_j + |k|^{-1} \tilde{R}_j(P, k) \{k \cdot \nabla H_j + O(|k|^2)\} \phi_j.
\]

Writing \( \nabla H_j \phi_j = \nabla E_j \phi_j + \Pi_j^2 \nabla H_j \phi_j \) and solving (8.4) for \( \tilde{R}_j(P, k) \phi_j \) yields
\[
\tilde{R}_j(P, k) \phi_j = \frac{1}{|k| - k \cdot \nabla E_j} (\phi_j + \tilde{R}_j(P, k) \{\Pi_j^2 \phi_j + \mathcal{R}_j(P, k) \{\Pi_j^2 \phi_j + \mathcal{R}_j(|k|) \phi_j\} \} \phi_j).
\]

Here \( \tilde{R}_j(P, k) \{\Pi_j^2 \phi_j + \nabla H_j + O(|k|^2)\} \phi_j = \mathcal{O}(|k|) \) by (8.3).

Recall that \( \nabla E_j(0) = 0 \), for all \( j \in \mathbb{N}_0 \), so that the coherent factor in the formula (8.2) vanishes at \( P = 0 \). As an immediate corollary we observe that the expectation value of the number operator, \( N := \mathcal{O}(1) \), in a state belonging to the range of \( \Pi_\infty(0) := \Pi_\infty(0) = 1_{\mathcal{E}_\infty(0)}(H_\infty(0)) \) is finite. Recall also \( \Pi_j^\infty(0) \to \Pi_\infty(0) \) in norm, as \( j \to \infty \).

Corollary 8.3. There exist \( \epsilon, \epsilon_0 > 0 \) such that \( \text{Ran}(\Pi_\infty(0)) \subset \mathcal{D}(N^{1/2}) \) and \( \|N^{1/2} \Pi_\infty(0)\| \leq \epsilon \epsilon_0 \), for all \( \epsilon \in (0, \epsilon_0] \).

Proof. Let \( \phi \in \mathcal{D}(N^{1/2}) \) and \( \psi \in \mathcal{H} \) be both normalized. Then, by (8.2),
\[
|\langle N^{1/2} \phi | \Pi_\infty(0) \psi \rangle|^2 \leq \left| \lim_{j \to \infty} \langle \phi | N^{1/2} \tilde{\Pi}_j^\infty(0) \psi \rangle \right|^2
\]
\[
\leq \sup_{j \in \mathbb{N}_0} \sum_{\lambda \in \mathbb{N}_0} \int_{\mathbb{R}^3} \|a_\lambda(k) \tilde{\Pi}_j^\infty(0) \psi\|^2 d^3k \leq \epsilon \epsilon_0 \int_{|k| < \kappa} \frac{d^3k}{|k|},
\]
which implies the assertion, since \( N^{1/2} \) is self-adjoint.

In an essentially traditional fashion we next infer the absence of ground states of \( H_\infty(P), P \neq 0 \), from Proposition 8.2, compare, e.g., 17 [33].

Theorem 8.4. Given \( p > 0 \) we find \( \epsilon_0 > 0 \) such that, for all \( P \in B_p \setminus \{0\} \), and \( \epsilon \in (0, \epsilon_0] \), the ground state energy \( E_\infty(P) \) is not an eigenvalue of \( H_\infty(P) \).

Proof. We write \( H = H_\infty, E = E_\infty \). Suppose that \( \phi \in \mathcal{D}(H(P)) \) is normalized and \( H(P) \phi = E(P) \phi \). To get a contradiction we exploit that \( \nabla E(P) \neq 0 \) which follows from the strict convexity of \( E \) on \( B_p \) and \( \nabla E(0) = 0 \).

Let \( \phi_j := \Pi_j \otimes P_{\infty} \phi_j \). Borrowing an idea from 17 we pick some \( \eta \in \mathcal{D}(N^{1/2}), \|\eta\| = 1 \). Furthermore, let \( g_r := 1_{r \leq |k| < \kappa} G \cdot \nabla E/|k| - k \cdot \nabla E \), for \( r \in (0, \kappa) \).
Then \( \|g_r\| = c_1 \ln(k/r) \) with some \( c_1 \in (0, \infty) \) because \( 0 < |\nabla E| < 1 \). Finally, let \( g_r^{(j)} := \mathbb{1}_{\{r < |k| < \kappa\}} G \cdot \nabla E_j / (|k| - k \cdot \nabla E_j) \). By virtue of (8.2) we then have

\[
\|g_r\| (N + 1)^{1/2} \eta \geq |\langle a^\dagger_k(g_r) \eta | \phi_j \rangle| = \sum_{\lambda \in \mathbb{Z}_2} g_r(k, \lambda) \langle \eta | a\lambda(k) \phi_j \rangle d\lambda d^3k
\]

\[
\geq \varepsilon |\langle g_r | g_r^{(j)} \rangle \eta | \phi_j \rangle| + \varepsilon \sum_{\lambda \in \mathbb{Z}_2} \int_{r \leq |k| < \kappa} |\varepsilon\lambda(k) \cdot \nabla E| d\lambda d^3k,
\]

for every \( j \in \mathbb{N} \). By Corollary 7.2 \( \{\phi_j\}_{j \in \mathbb{N}} \) converges weakly to some non-zero vector \( \phi' \) along some subsequence. We fix \( \eta \) such that \( \langle \eta | \phi' \rangle > 0 \). Since also \( \nabla E_j \to \nabla E \), thus \( \langle g_r | g_r^{(j)} \rangle \to \|g_r\|^2 \), \( j \to \infty \), we arrive at \( c_1 \ln(k/r)^{1/2} (N + 1)^{1/2} \eta \geq \varepsilon c_1 \ln(k/r) \langle \eta | \phi' \rangle - c \varepsilon (k - r) \). For sufficiently small \( r \in (0, \kappa) \), this gives a contradiction. \( \square \)

9. COHERENT INFRA-RED REPRESENTATIONS

In this final section we discuss certain representations of the Weyl algebra associated with the functionals

\[ \sigma_P(A) := \text{Tr}[\hat{\Pi}_\infty(P) A], \quad A \in \mathcal{B}(\mathcal{H}), \quad P \in \mathcal{B}_p. \]

For the most part we proceed along the lines of [11]. We shall also recall various arguments from [34]. There is, however, one simplification: Thanks to the existence of the limit projection \( \hat{\Pi}_\infty \) guaranteed by the IAPT we may define \( \sigma_P \) directly as the corresponding trace functional. In [3] [11] the analog of \( \sigma_P \) is defined via compactness arguments and some additional arguments are required in order to study its GNS representation. We also point out that the proof of the final result of this section, Corollary 9.1 below, is based on the strict convexity of \( E_\infty \) (or rather uniform strict convexity of \( E_j \), \( j \gg 1 \)).

In the rest of this section we fix \( p > 0 \) and we always assume that \( \varepsilon > 0 \) is sufficiently small, depending only on \( p \) and \( \kappa \).

Recall that \( \hat{\Pi}_\infty \) has been obtained as a limit of dressing transformed ground state projections and that the sequence of dressing transformations \( W_j \) has no limit in the Banach space \( \mathcal{B}(\mathcal{H}) \). We can, however, give a mathematical meaning to a ‘limit transform’ of sorts as follows:

We consider the complete infinite direct product space (CDPS) [29]

\[ \hat{\mathcal{H}} := \mathcal{H}_0 \otimes \prod_{j \in \mathbb{N}_0} \mathcal{F}_j^{j+1} = \mathcal{H}_k \otimes \prod_{j > k} \mathcal{F}_j^{j+1}. \]

The Hilbert space \( \hat{\mathcal{H}} \) is non-separable and contains the coherent states

\[ \Omega^{\text{ren}}_\mathcal{P} := \eta \otimes \prod_{j \in \mathbb{N}_0} \Omega^j_{\mathcal{P}}, \quad \Omega^{j+1}_{\mathcal{P}} := U^*_\mathcal{P}(\Omega^j_{\mathcal{P}}), \quad P \in \mathcal{B}_p. \]

Here \( \eta \) is some fixed normalized element of the vacuum sector in \( \mathcal{H}_0 \). Recall from [29] that two vectors \( \Phi = \phi_0 \otimes \phi_1 \otimes \ldots \) and \( \Psi = \psi_0 \otimes \psi_1 \otimes \ldots \) in \( \hat{\mathcal{H}} \) are called equivalent, \( \Phi \approx \Psi \), iff \( \sum_{j=0}^\infty |\langle \phi_j | \psi_j \rangle - 1| < \infty \). Moreover, \( \Phi \) is called a \( C_0 \)-vector iff \( \sum_{j=0}^\infty \|\phi_j\| - 1 \) \( \in \infty \) and, if \( \Phi \) and \( \Psi \) are both \( C_0 \)-vectors, they are called weakly equivalent, \( \Phi \approx_w \Psi \), iff \( \sum_{j=0}^\infty |\langle \phi_j | \psi_j \rangle - 1| < \infty \). The separable Hilbert subspace of \( \hat{\mathcal{H}} \) generated by the equivalence class of some \( C_0 \)-vector \( \Phi \) is denoted
by $\mathcal{H}_0 \otimes \prod_{j \in \mathbb{N}_0} \mathcal{F}_j$. It is called an incomplete direct product space (IDPS).

Although we are now dealing with four-spinors we denote the IDPS corresponding to the coherent states defined above as in the introduction by

$$\mathcal{H}_{\text{ren}} := \mathcal{H}_0 \otimes \prod_{j \in \mathbb{N}_0} \mathcal{F}_j^{j+1}.$$ 

Now, we can, loosely speaking, ‘invert’ the ‘limit dressing transformation’ by regarding its ‘inverse’ as a unitary map from $\mathcal{H}$ to $\mathcal{H}_{\text{ren}}$. More precisely, denoting elements of $\mathcal{F}_j$ by $h^{(j)}$, etc., we set

$$b^+_p(h^{(j)}) := U_j(P)^* a^+(h^{(j)}) U_j(P) = a^+(h^{(j)}) + \epsilon(h^{(j)} | f_j(P))^2, \quad j \in \mathbb{N}_0,$$

and define a unitary map $W^*_p : \mathcal{H} = \mathcal{H}_0 \otimes \mathcal{F}_\infty \to \mathcal{H}_{\text{ren}}$ first by the following formula and then by linear and isometric extension:

$$W^*_p \zeta \otimes \prod_{j=0}^N \prod_{\kappa=1}^{n_j} a^{\dagger}(h^{(j)}_\kappa) \Omega := \zeta \otimes \prod_{j=0}^N \prod_{\kappa=1}^{n_j} b^+_p(h^{(j)}_\kappa) \Omega^{j+1}_j \cdot \prod_{j>N} \Omega^{j+1}_j.$$

Here $n_j$ may be equal to zero in which case $\prod_{\kappa=1}^{0} a^{\dagger} := 1$, etc. The isometry is clear from the definition of the scalar product on $\mathcal{H}$. After isometric extension $W^*_P$ is surjective because the set of vectors appearing on the RHS of the previous definition is total in $\mathcal{H}_{\text{ren}}$, when the $h^{(j)}_\kappa$ are chosen from some orthonormal basis of $\mathcal{F}_j$, for every $j \in \mathbb{N}_0$. In particular, $W^*_0$ is just the natural identification $\mathcal{H} \equiv \mathcal{H}_0$.

Let $\mathfrak{A}, \mathfrak{A}^\circ, \mathfrak{A}, \mathfrak{M}_j, \mathfrak{M}_\infty$, and $\mathfrak{M}$ be the $*$-algebras defined in and below (1.15) with $\mathbb{C}^2$ replaced by $\mathbb{C}^4$. There is an isometry, $\pi : \mathfrak{A}^\circ \to B(\mathcal{H})$, with

$$\pi(A) \otimes_k \psi_k = \prod \otimes_k \psi'_k, \quad \psi'_j := A' \psi_j, \quad \psi'_k = \psi_k, \quad k \neq j,$$

where $A = 1 \otimes A' \otimes 1 \in \mathfrak{A}$, and $\prod \otimes_k \psi_k \in \mathcal{H}$. By its isometry $\pi$ extends to all of $\mathfrak{A}$. Then $\pi(\mathfrak{M}_j)^{\text{op}} = \pi(\mathfrak{A}_j)^{\text{op}}$ and, hence, $\pi(\mathfrak{A}^\circ)$ and $\pi(\mathfrak{M}_\infty)$ generate the same von Neumann algebra

$$B^{##} := \pi(\mathfrak{A}^\circ)^{\text{op}} = \pi(\mathfrak{M}_\infty)^{\text{op}} \subseteq B(\mathcal{H}), \quad B^{##} \supset \pi(\mathfrak{A}).$$

The spaces $\mathcal{H}_{\text{ren}}$ are reducing subspaces for every element of $B^{##}$ [29 Theorem X(I)]. We denote restriction to $\mathcal{H}_{\text{ren}}$ by a subscript $P$ and set $\pi_p(A) := \pi(A)_P$, $A \in \mathfrak{A}$. Then we have $\pi_p(\mathfrak{M}_j)^{\text{op}} = \pi_p(\mathfrak{A}_j)^{\text{op}}$ and, hence,

$$B(\mathcal{H}_{\text{ren}}) = \{ Q_P : Q \in B^{##} \} = \pi_p(\mathfrak{A}^\circ)^{\text{op}} = \pi_p(\mathfrak{M}_\infty)^{\text{op}}.$$ 

The three identities above follow from [29 Theorem X(II)], [16 Part II, Prop. II.12], [31 Lemma 2], respectively. In particular, it follows (as in [31]) that the representation $\pi_p : \mathfrak{M} \to B(\mathcal{H}_{\text{ren}})$ is irreducible.

Next, we define functionals on $B(\mathcal{H}_{\text{ren}})$ by

$$\omega_{\text{ren}} : = \sigma_p \circ \alpha_p, \quad \alpha_p(T) := W_P T W^*_P, \quad T \in B(\mathcal{H}_{\text{ren}}).$$

It is then a direct consequence of the various definitions recalled above that, for every local observable $A \in \mathfrak{A}^\circ$, we have $\alpha_p(\pi_p(A)) = W_N A W^*_N$, with some $N \in \mathbb{N}$. Therefore,

$$\omega_{\text{ren}}(\pi_p(A)) = \text{Tr}(\prod_{j=N}^\infty W_j A W^*_j) = \lim_{j \to \infty} \text{Tr}[W_j \prod_{j=N}^\infty W_j A] =: \omega_p(A), \quad A \in \mathfrak{A}^\circ, \quad \ell \text{ suitable},$$

as the limit converges uniformly in $\ell$. These functionals are just the $\omega$ of (1.16) for $\mathfrak{M}$. Therefore $\omega_{\text{ren}} \equiv \omega$ for every local observable $A$. The $\omega_p$ extend uniquely to functionals on $B(\mathcal{H}_{\text{ren}})$.
because $W_j A W^*_j = W_j A W^*_j$, if $j \geq \ell$ and $\ell$ is large enough. This shows that the limits in the second line define a continuous linear functional on $\mathcal{A}^\circ$ whose unique continuous extension to $\mathcal{A}$ – henceforth again denoted by the same symbol – is given by $\omega_p(A) = \omega_p^{\text{ren}}(\pi_p(A)), A \in \mathcal{A}$.

Given that $E$ is strictly convex the following corollary is folkloric; see [11] [20] [34]. We include its proof for convenience of the reader.

**Corollary 9.1.** Let $P, Q \in \mathcal{B}_p$, $P \neq Q$. Then $\Omega^{\text{ren}}_P$ and $\Omega^{\text{ren}}_Q$ are not weakly equivalent. Therefore, $\mathcal{H}^{\text{ren}}_P \perp \mathcal{H}^{\text{ren}}_Q$ (as subspaces of $\mathcal{H}$), and the representations $\pi_P$ and $\pi_Q$ of $\mathcal{M}$ are unitarily inequivalent and, thus, disjoint as they are irreducible.

**Proof.** We have $\Omega^{\text{ren}}_P \approx \Omega^{\text{ren}}_Q$ if and only if $\sum_{j=0}^{\infty} ||\alpha_j| - 1| < \infty$, where

$$\alpha_j := \langle U_j^*(P) \Omega_j^{+1} | U_j^*(Q) \Omega_j^{+1} \rangle = \langle \Omega_j^{+1} | e^{i\varepsilon_\pi (h^{(j)}_{P,Q})} \Omega_j^{+1} \rangle = e^{-\frac{\varepsilon_\pi^2}{2} ||h^{(j)}_{P,Q}||^2},$$

with $h^{(j)}_{P,Q}(k, \lambda) := f_j(P; k, \lambda) - f_j(Q; k, \lambda)$. By strict convexity of $E_{\infty}$ on $\mathcal{B}_p$ we have $|\nabla E_j(P) - \nabla E_j(Q)| \geq c > 0$, for all sufficiently large $j \in \mathbb{N}$. Hence, it is elementary to check that $\sum_{j=0}^{\infty} ||h^{(j)}||^2 = \infty$. Therefore, $\sum_{j=0}^{\infty} ||\alpha_j| - 1| = \infty$, as we easily see. Now, it is known that two representations of the Weyl algebra in different IDPS are unitarily equivalent if and only if the IDPS belong to weakly equivalent reference vectors [20] [34]. Let us recall the brief argument for the “only if” part given in [34] in our special situation: Assume there is a unitary $T \in \mathcal{B}(\mathcal{H}^{\text{ren}}_P, \mathcal{H}^{\text{ren}}_Q)$ such that

$$\langle T \Psi | \pi(W) T \Psi \rangle = \langle T \Psi | \pi_Q(W) T \Psi \rangle = \langle \Psi | \pi(W) \Psi \rangle,$$

for all $W \in \mathcal{M}$ and $\Psi \in \mathcal{H}^{\text{ren}}_P$. Then $\langle T \Psi | Q T \Psi \rangle = \langle \Psi | Q \Psi \rangle$, for all $Q \in \pi(\mathcal{M}^\circ)^\circ = B^\#$ and $\Psi \in \mathcal{H}^{\text{ren}}_P$. Since $\Omega^{\text{ren}}_P \neq \Omega^{\text{ren}}_Q$, there exists, however, some $Q \in B^\#$ which is reduced by both $\mathcal{H}^{\text{ren}}_P$ and $\mathcal{H}^{\text{ren}}_Q$ such that $Q_P = 1$ and $Q_Q = 0$ [20] Theorem X(II); a contradiction! □

**Remark 9.2.** One might think it is more natural to determine the spaces $\mathcal{H}^{\text{ren}}_P$ by slightly different coherent states, namely $\Omega^{\text{ren}}_P := \eta \otimes \prod_{j \in \mathbb{N}_0} U_j^{+1} \Omega_j^{+1}$ with $\Omega_j^{+1} := \tilde{U}_j^*(P) \Omega_j^{+1}$, where $\tilde{U}_j^*(P)$ is defined by (1.11) and (1.12) with $E_j$ in (1.12) replaced by $E = E_{\infty}$. Using $|\nabla E_j - \nabla E| \leq \varepsilon (1 + \varepsilon)^j \rho_j$, it is, however, straightforward to verify that $\Omega^{\text{ren}}_P$ and $\Omega^{\text{ren}}_Q$ are equivalent and, hence, give rise to the same IDPS. □

**Appendix A. Some properties of the fiber Dirac operator**

Below we prove two lemmata on the Dirac operators defined as the closures of the operators [2.7] which have been used several times in the main text. We recall that the dense subspace $\mathcal{C}_j \subset \mathcal{G}_j$ has been defined below (1.11). In the whole Appendix A the vector potential $A^*_j$ satisfies the conditions in Assumption 2.1. The values of $\varepsilon, \kappa > 0$ are arbitrary.

**Lemma A.1.** $D^*_k(P)$ and $D^*_j(P)^2$ are essentially self-adjoint on $\mathcal{C}_j$, for all $P \in \mathbb{R}^3$ and $k, j \in \mathbb{N}_0 \cup \{\infty\}$, $k \leq j$.

**Proof.** Assume that $\psi = (\psi^{(0)}, \ldots, \psi^{(m)}, 0, 0, \ldots) \in \mathcal{C}_j$ and that $\psi^{(n)} \in \mathbb{C}^4 \otimes \mathcal{G}^{(n)} \approx L^2_\text{sym}((-R, R)^3 \times \mathbb{Z}_2)^n, \mathbb{C}^4)$ is supported in $([-R, R]^3 \times \mathbb{Z}_2)^n$, for every $n =$
1, \ldots, m$, and some $m \in \mathbb{N}$ and $R > \kappa$. Let $N := d\Gamma(1)$ denote the number operator. A trivial estimate using $\gamma_j := \|\alpha \cdot A_j (N + 1)^{-1/2}\| < \infty$ shows that
\begin{equation}
\|D_k^j(P) \psi\| \leq C(j, R, P)(m + 1) \|\psi\|, \quad C(j, R, P) := |P| + R + \gamma_j.
\end{equation}
Furthermore, we observe that $(D_k^j(P) \psi)^{(n)}$ is still supported in $([-R, R]^3 \times \mathbb{Z}_2)^n$, for every $n \in \mathbb{N}$, and $(D_k^j(P) \psi)^{(n)} = 0$, for $n = m + 2, m + 3, \ldots$. Applying $(A.1)$ repeatedly we conclude, for $\varphi \in \mathcal{C}_j$, such that $\varphi^{(n)}$ is supported in $([-R, R]^3 \times \mathbb{Z}_2)^n$, for every $n \in \mathbb{N}$, and $\varphi^{(n)} = 0$, for $n = m + 1, m + 2, \ldots$,
\begin{equation}
\|D_k^j(P)^{\nu t} \varphi\| \leq C(j, R, P)^{\nu t} (m + \nu t)! m! \|\varphi\|, \quad \nu \in \{1, 2\}.
\end{equation}
Since $\frac{(m+\nu t)!}{(\nu t)!m!} = (\frac{m+\nu t}{m}) < 2^{m+\nu t}$ this implies
\begin{equation}
\sum_{t=0}^{\infty} \frac{\nu t!}{(\nu t)!} \|D_k^j(P)^{\nu t} \varphi\| < \infty, \quad \nu \in \{1, 2\},
\end{equation}
for all $0 < t < 2^{-\nu}/C(j, R, P)$. Consequently, every $\varphi \in \mathcal{C}_j$ is an analytic vector for $D_k^j(P)$ and a semi-analytic vector for $D_k^j(P)^2$, which implies the assertion; see [32] Theorems X.39 and X.40].

The following lemma on the resolvent $R_k^j(\imath y) \equiv R_k^j(P, \imath y)$ and the sign function $S_k^j \equiv S_k^j(P)$ of the fiber Dirac operator defined in (2.12) and (2.13), respectively, is a variant of [26] Corollary 3.1 & Lemma 3.3. We present its proof for the sake of completeness.

**Lemma A.2.** For $\nu > 0$, we find $\rho \in (0, \infty)$ and $Y_\nu(y), \Upsilon_\nu \in \mathcal{L}(\mathcal{H}_j)$ with
\begin{equation}
R_k^j(\imath y)(H^{(j)}_t + \rho)^{-\nu} = (H^{(j)}_t + \rho)^{-\nu} R_k^j(\imath y) Y_\nu(y), \quad \|Y_\nu(y)\| \leq 2, \quad \nu \in \{1, 2\},
\end{equation}
\begin{equation}
S_k^j(\imath y)(H^{(j)}_t + \rho)^{-\nu} = (H^{(j)}_t + \rho)^{-\nu} (S_k^j + \Upsilon_\nu), \quad \|\Upsilon_\nu\| \leq 1, \quad \nu \in \{1, 2\},
\end{equation}
for $y \in \mathbb{R}$. In particular, $R_k^j(\imath y)$ and $S_k^j$ map $\mathcal{D}((H^{(j)}_t)^\nu)$ into itself. Furthermore, the following resolvent identity is valid, for all $\lambda > 0$,
\begin{equation}
(R_k^j(\imath y) - R_j(\imath y))(H^{(k,j)}_t + \lambda)^{-1/2} = R_j(\imath y) \epsilon \alpha \cdot A_k^j (H^{(k,j)}_t + \lambda)^{-1/2} R_k^j(\imath y),
\end{equation}
and the bound (2.15) holds true (with the same constant as in (2.6)).

**Proof.** We put $\Theta := H^{(j)}_t + \rho$ and recall from [25] Lemma 3.2] & [26] Lemma 3.1] that, for every $\nu \in \mathbb{R}$, $[\alpha \cdot A_k^j, \Theta^{-\nu}]\Theta^{\nu}$, defined a priori on $\mathcal{C}_j$, extends to a bounded operator on $\mathcal{H}_j$, henceforth denoted by $T_\nu$, and $\|T_\nu\| \leq C(\nu, \kappa)/\rho^{1/2}$, for all $\nu > 0$. We choose $\rho$ so large that $\|T_\nu\| \leq 1/2$. For $\varphi \in \mathcal{C}_j$,
\begin{equation}
R_k^j(\imath y) \Theta^{-\nu} (D_k^j - \imath y) \varphi = R_k^j(\imath y) (D_k^j - \imath y) \Theta^{-\nu} \varphi + R_k^j(\imath y) [\Theta^{-\nu}, \alpha \cdot A_k^j] \varphi
\end{equation}
\begin{equation}
= (1 - R_k^j(\imath y) T_\nu) \Theta^{-\nu} R_k^j(\imath y) (D_k^j - \imath y) \varphi.
\end{equation}
Since $D_k^j$ is essentially self-adjoint on $\mathcal{C}_j$ we know that $(D_k^j - \imath y) \mathcal{C}_j$ is dense in $\mathcal{H}_j$, whence
\begin{equation}
R_k^j(\imath y) \Theta^{-\nu} = (1 - R_k^j(\imath y) T_\nu) \Theta^{-\nu} R_k^j(\imath y).
\end{equation}
Since $\|R_k^j(\imath y) T_\nu\| \leq 1/2(y)$ we may define $X_\nu(y) := (1 - R_k^j(\imath y) T_\nu)^{-1}$, so that $X_\nu(y) R_k^j(\imath y) \Theta^{-\nu} = \Theta^{-\nu} R_k^j(\imath y)$. Thus, we obtain (A.2) with $Y_\nu(y) := X_\nu(y)^* = X_\nu(y)^*$.
$1 + Z_r(y)$, where $\|Z_r(y)\| \leq 1/\langle y \rangle$. Computing the strongly convergent principal value of $\langle A.2 \rangle$ and using $\langle 2.13 \rangle$ we also obtain $\langle A.3 \rangle$.

Next, we verify the asserted resolvent identity first on the domain of $H^{(j)}_1$ by applying $D_j - iy$ on both sides and using that $R_k^j(iy)$ and $(H^{(k,j)}_1 + \lambda)^{-1/2}$ commute. After that it extends by continuity to an identity in $\mathcal{B}(\mathcal{H}_j)$, which together with $\langle 2.0 \rangle$ implies $\langle 2.15 \rangle$.

**Appendix B. Infra-red behavior of ground states**

In the next formula we employ the notation $\hat{\mathcal{R}}_j(P, k)$ introduced in $\langle 5.26 \rangle$.

**Lemma B.1.** Let $P \in \mathbb{R}^3$, $j \in \mathbb{N} \cup \{\infty\}$, and $\epsilon > 0$, and assume that $\phi_j \equiv \phi_j(P) \in \mathcal{D}(H_j)$ is a ground state eigenvector of $H_j = H_j(P)$. Then the following representation is valid, for $\lambda \in \mathbb{Z}_2$ and almost every $k \in \mathcal{A}_j$,

$$\langle B.1 \rangle \quad a_\lambda(k) \phi_j + \epsilon \mathbf{G}_j(k, \lambda) \cdot \hat{\mathcal{R}}_j(P, k) \nabla H_j \phi_j$$

$$= -\epsilon \int_{\mathbb{R}} \mathcal{R}_j(P, k) R_j(P - k, iy) \alpha \cdot k \mathcal{R}_j(P, iy) \alpha \cdot \mathbf{G}(k, \lambda) R_j(P, iy) \phi_j \frac{dy}{i\pi}.$$

**Proof.** Let $f \in C_0^\infty(A_j)$, $p \in \mathbb{R}^3 \setminus \{0\}$, and $\lambda \in \mathbb{Z}_2$. We fix $P \in \mathbb{R}^3$ and the scale parameter $j \in \mathbb{N} \cup \{\infty\}$, and abbreviate $D := D_j(P)$, $D_p := D_j(P - p)$, $R(iy) := (D - iy)^{-1}$, $R_p(iy) := (D_p - iy)^{-1}$, and $\mathbf{G}_\lambda := \mathbf{G}_j(\cdot, \lambda)$. We also write $\hat{\mathcal{R}}_j(P, k) := a_\lambda(f)$, where $\hat{\mathcal{R}}_j(P, k) := f(k) \delta_{\lambda, \mu}$, for $(k, \mu) \in \mathbb{R}^3 \times \mathbb{Z}_2$. Finally, we recall that $\mathbf{m}$ denotes multiplication with $k$.

On the dense domain $\mathcal{D}((H^{(j)}_1)^{\gamma/2})$ we then have the operator identities

$$\langle B.2 \rangle \quad [H^{(j)}_1, a_\lambda^\dagger(f)] = a_\lambda^\dagger(\omega f), \quad [p^{(j)}_f, a_\lambda^\dagger(f)] = a_\lambda^\dagger(\mathbf{m} f),$$

and, hence,

$$D a_\lambda^\dagger(f) - a_\lambda^\dagger(f) D_p = \alpha \cdot \{\epsilon \mathbf{G}_\lambda \phi_j \alpha^\dagger((\mathbf{m} - p) f) = a_\lambda^\dagger((\mathbf{m} - p) f)\}.$$

Thanks to Lemma $\langle A.2 \rangle$ we know that $R_p(iy)$ maps $\mathcal{D}((H^{(j)}_1)^{\gamma/2})$ into itself. On that domain we thus have

$$a_\lambda^\dagger(f) R_p(iy) - R(iy) a_\lambda^\dagger(f) = R(iy) \alpha \cdot \{\epsilon \mathbf{G}_\lambda \phi_j \alpha^\dagger((\mathbf{m} - p) f) = a_\lambda^\dagger((\mathbf{m} - p) f)\} R_p(iy).$$

Since $\phi_j \in \mathcal{D}(H^{(j)}_1)$, the previous relation implies, for all $\eta' \in \mathcal{C}_j$,

$$\Delta(p, f, \eta') := \langle |D_p| \eta' \mid a_\lambda(f) \phi_j \rangle - \langle a_\lambda^\dagger(f) \eta' \mid |D| \phi_j \rangle$$

$$= \lim_{\tau \to \infty} \int_{-\tau}^{\tau} \langle R(iy) \alpha \cdot a^\dagger((\mathbf{m} - p)f) R_p(iy) \eta' \mid \phi_j \rangle \frac{dy}{i\pi}$$

$$- \epsilon \langle \mathbf{G}_\lambda \phi_j \mid \alpha R_p(iy) \eta' \rangle \phi_j \frac{dy}{i\pi},$$

where we used the representation $\langle 2.14 \rangle$ of the absolute value. In the integral appearing in the second line we now write $R_p(iy) y/i = |D_p| D_p R_p(iy)$ and apply the formula $\langle 2.13 \rangle$ for the sign function $S := \text{sgn}(D)$. In the third line we expand the right resolvent as $R_p = R + R\alpha \cdot \mathbf{p} R_p$, apply the formula $\langle B.2 \rangle$ for the derivative of the Hamiltonian. Proceeding in the way we arrive at

$$\Delta(p, f, \eta') = \langle S \alpha \cdot a^\dagger((\mathbf{m} - p)f) \eta' \mid \phi_j \rangle - J(p, f, \eta')$$

$$- \epsilon \langle f \mid \mathbf{G}_\lambda \rangle \cdot \{\langle \eta' \mid \nabla H_j \phi_j \rangle + I(p, \eta')\}.$$
Here and below $\nabla H_j$ is evaluated at $P$ and

$$I(p, \eta') := \int_R \langle R(iy) \alpha R(iy) (\alpha \cdot p) R_p(iy) \eta' \mid \phi_j \rangle \frac{i y dy}{\pi},$$

$$J(p, f, \eta') := \int_R \langle R_p(iy) D_p \eta' \mid \alpha \cdot a((m - p)f) R(-iy) \phi_j \rangle \frac{dy}{\pi}.$$

By means of (A.2) it is easy to see that the latter integral is absolutely convergent. In fact, let $\rho > 1$ be sufficiently large and set $T := H^{(j)} + \rho$ and $B_p := \alpha \cdot a((m - p)f) \Theta^{-1/2}$. Then (A.2) shows that the composition $F(y) := \Theta^{1/2} R(-iy) \Theta^{-1/2}$ is well-defined on $H_j$ and $\|F(y)\| \leq c(1 + y^2)^{-1/2}$. Moreover, $\|B_p\| \leq c\|(1 + 1/\omega)^{1/2}(m - p)f\|$ by a standard estimate. From the representation

$$J(p, f, \eta') = \int_R \langle \{D_p R_p(iy) | D_p|^{-1/2}\} |D_p|^{1/2} \eta' \mid B_p F(y) \Theta^{1/2} \phi_j \rangle \frac{dy}{\pi},$$

where the operator in curly brackets satisfies $\|\{\cdots\}\| \leq c(1 + y^2)^{-1/4}$, we may thus read off that the map $s \mapsto \eta' \mapsto J(p, f, \eta')$ is continuous when $s_j$ is equipped with the form norm of $H_p := H_j^0(P - p)$. Since $s_j$ is a form core for $H_p$ we may hence extend the definition of $J(p, f, \eta')$ to all $\eta' \in \mathcal{Q}(H_p)$.

We further find by means of (B.2) and a virial type argument

$$\langle \{ (H_p - E_j(P) + |p|) \eta' \mid a_\lambda(f) \phi_j \rangle = \langle H_p \eta' \mid a_\lambda(f) \phi_j \rangle - \langle a_\lambda(f) \eta' \mid H_j(P) \phi_j \rangle + |p| \langle \eta' \mid a_\lambda(f) \phi_j \rangle$$

$$= \Delta(p, f, \eta') + \langle \eta' \mid a((|p| - \omega)f) \phi_j \rangle.$$

Since $\phi_j \in \mathcal{D}(H^{(j)}_j)$ we know that $a_\lambda(f) \phi_j \in \mathcal{Q}(H^{(j)}_j)$ and, by Lemma 2.2(iv), the form domain of $H_p$ is $\mathcal{Q}(H^{(j)}_j)$. Taking this and the above remarks on $J(p, f, \eta')$ into account we conclude that the first and the last line of (B.3) are continuous in $\eta'$ w.r.t. the form norm of $H_p$. Approximating $\tilde{\mathcal{R}}_p \eta := \tilde{\mathcal{R}}_p(P, p) \eta$, where $\eta \in \mathcal{H}_j$ is arbitrary, by some sequence in $\mathcal{S}_j$, which is convergent w.r.t. the form norm of $H_p$, we thus obtain

$$\langle \eta \mid a_\lambda(f) \phi_j \rangle = \Delta(p, f, \tilde{\mathcal{R}}_p \eta) + \langle \eta \mid \tilde{\mathcal{R}}_p a(|p| - \omega f) \phi_j \rangle.$$

Now, let $f_{p, \varepsilon}(k) := \varepsilon \varepsilon_0(k - p)$, $f_{p, \varepsilon}(k) := h(k/\varepsilon)/\varepsilon^3$, for tiny $\varepsilon > 0$, where $h \in C^\infty_0([|k| \leq 1], [0, \infty))$ satisfies $\int_{\mathbb{R}^3} h = 1$. In the next step we insert the peak function $f_{p, \varepsilon}$ into (B.4), multiply the resulting expressions with $g \in C^\infty_0(\mathbb{R}^3 \setminus \{0\})$, and integrate with respect to $p$. Proceeding in this way we arrive at

$$\int_{\mathbb{R}^3} g(p) \langle \eta \mid a_\lambda(f_{p, \varepsilon}) \phi_j \rangle d^3 p = \sum_{\ell = 1}^5 C_{\ell}(\varepsilon),$$
with (in $C_3(\varepsilon)$ we have $S \phi_j \in D(a((\mathbf{m} - \mathbf{p})f_{p,\varepsilon}))$ because of (A.3))

$$C_1(\varepsilon) := -\varepsilon \int_{\mathbb{R}^3} g(\mathbf{p}) \langle f_{p,\varepsilon} | G_\lambda \rangle \langle \eta | \hat{R}_p \nabla H_j \phi_j \rangle \, d^3 \mathbf{p},$$

$$C_2(\varepsilon) := \int_{\mathbb{R}^3} g(\mathbf{p}) \langle \eta | \hat{R}_p a((|\mathbf{p}| - \omega)f_{p,\varepsilon}) \phi_j \rangle \, d^3 \mathbf{p},$$

$$C_3(\varepsilon) := \int_{\mathbb{R}^3} g(\mathbf{p}) \langle \eta | \hat{R}_p \alpha \cdot a((\mathbf{m} - \mathbf{p})f_{p,\varepsilon}) S \phi_j \rangle \, d^3 \mathbf{p},$$

$$C_4(\varepsilon) := -\varepsilon \int_{\mathbb{R}^3} g(\mathbf{p}) \langle f_{p,\varepsilon} | G_\lambda \rangle \langle \mathbf{I}(\mathbf{p}, \hat{R}_p \eta) \rangle \, d^3 \mathbf{p},$$

$$C_5(\varepsilon) := \int_{\mathbb{R}^3} g(\mathbf{p}) J(\mathbf{p}, f_{p,\varepsilon}, \hat{R}_p \eta) \, d^3 \mathbf{p}.$$

It is straightforward to see that the LHS of (B.5) converges to $\langle \eta | a_\lambda(\mathbf{p}) \phi_j \rangle$, as $\varepsilon > 0$ tends to zero. Furthermore, $|\langle \eta | \hat{R}_p \nabla H_j \phi_j \rangle| \leq \varepsilon \|\eta\|/|\mathbf{p}| \leq \varepsilon' \|\eta\|$ on the support of $g$ by (B.2), and $|\mathbf{I}(\mathbf{p}, \hat{R}_p \eta)| \leq |\mathbf{p}| \|\hat{R}_p\| \|\eta\| \leq \varepsilon \|\eta\|$. Hence, $\mathbf{p} \mapsto g(\mathbf{p}) \langle \eta | \hat{R}_p \nabla H_j \phi_j \rangle$ and $\mathbf{p} \mapsto g(\mathbf{p}) \mathbf{I}(\mathbf{p}, \hat{R}_p \eta)$ belong to $L^2(\mathbb{R}^3, \mathbb{C}^3)$. Since also $\langle f_{p,\varepsilon} | G_\lambda \rangle = (h_\varepsilon * G_\lambda)(\mathbf{p})$ and $h_\varepsilon * G_\lambda \to G_\lambda$ in $L^2(\mathbb{R}^3, \mathbb{C}^3)$ we conclude that

$$\lim_{\varepsilon \searrow 0} C_1(\varepsilon) = -\varepsilon \int_{\mathbb{R}^3} g(\mathbf{p}) G_j(\mathbf{p}, \lambda) \cdot \langle \eta | \hat{R}_p \nabla H_j \phi_j \rangle \, d^3 \mathbf{p},$$

$$\lim_{\varepsilon \searrow 0} C_4(\varepsilon) = \varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} g(\mathbf{k}) \langle R(\cdot) \cdot G_j(\mathbf{k}, \lambda) || R(\cdot) \cdot \mathbf{k} || \rangle \, d^3 \mathbf{k} \, \frac{dy}{i \pi}.$$

Next, we show that $C_5(\varepsilon)$ goes to zero: We have $\text{supp}(g) \subset \{r \leq |\mathbf{p}| \leq 1/r\}$, for some $r > 0$, and we shall always assume that $0 < \varepsilon \leq r/2$. Then $\mathbf{p} \in \text{supp}(g)$ and $h_\varepsilon(\mathbf{k} - \mathbf{p}) \neq 0$ implies $1/|\mathbf{p}| \leq 1/r$ and $1 \leq 2|\mathbf{k}|/r$. By Fubini’s theorem we thus have

$$C_5(\varepsilon) \leq \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |g(\mathbf{p})| h_\varepsilon(\mathbf{k} - \mathbf{p}) |\mathbf{k} - \mathbf{p}| \left| \langle \alpha | D_p R_p(\cdot) | \hat{R}_p \rangle \eta \rangle \right| \, d^3 \mathbf{k} \, d^3 \mathbf{p} \, \frac{dy}{i \pi}.$$

In the previous expression we have $|\mathbf{k} - \mathbf{p}| \leq \varepsilon$, if $h_\varepsilon(\mathbf{k} - \mathbf{p}) \neq 0$. Furthermore,

$$\|\langle \cdots \rangle\| \leq \|D_p R_p(\cdot)\| \|D_p\|^{-1/2} \|D_p \hat{R}_p\| \leq \varepsilon (1 + y^2)^{-1/4}.$$  

We estimate the remaining factors of the integrand by Young’s inequality, $|\langle u | v * w \rangle| \leq \varepsilon \|u\|_2 \|v\|_1 \|w\|_2$, applied to the $d^3 \mathbf{k} \, d^3 \mathbf{p}$-integration. In this way we obtain

$$|C_5(\varepsilon)| \leq \frac{\varepsilon \varepsilon}{r} \|h_\varepsilon\|_1 \|g\|_2 \|\eta\| \cdot \int_{|\mathbf{k}| \geq r/2} \left(2/\varepsilon + \int_{|\mathbf{k}| \geq r/2} |\mathbf{k}| \|a_\lambda(\mathbf{k}) \Theta^{-1/2} F(y) \Theta^{1/2} \phi_j\|^2 \, d^3 \mathbf{k}\right)^{1/2} \, \frac{dy}{(1 + y^2)^{1/2}}.$$

Here, the integral $\int_{|\mathbf{k}| \geq r/2} \cdot d^3 \mathbf{k}$ is not greater than

$$\|(H_j^{(1)})^{1/2} \Theta^{-1/2} F(y) \Theta^{1/2} \phi_j\|^2 \leq \|F(y)\|_2^2 \|H_j^{(1)} \phi_j\|^2 \leq \varepsilon (1 + y^2)^{-1}.$$  

Since also $\|h_\varepsilon\|_1 = 1$ we conclude that $C_5(\varepsilon) \to 0$, as $\varepsilon \searrow 0$. 
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Obviously, $C_2$ and $C_3$ can also be treated by means of Young’s inequality and we easily verify that $\lim_{r \to 0} C_2(\varepsilon) = \lim_{r \to 0} C_3(\varepsilon) = 0$, again using that $\|p - k\| \leq |k - p| \leq \varepsilon$, when $h_c(k - p) \neq 0$. For $C_3$ we actually find

$$C_3(\varepsilon) \leq \varepsilon (\varepsilon/r) \|h_{\varepsilon}\|_1 \|\eta\| (2l/r)^{3/2} \|H^{(j)}_3\| S_3 \phi_j\|, \quad 0 < \varepsilon \leq r/2,$$

where last norm $\|H^{(j)}_3\| S_3 \phi_j\|$ is well-defined and bounded by equation (A.3) and $\phi_j \in D(H^{(j)}_3)$.

Putting everything together we see that $\langle \eta \mid a_\lambda(k) \phi_j \rangle$ is equal to the sum of terms on the RHS of (B.6) and (B.7). As this holds true, for every $g \in C_0^\infty(\mathbb{R}^3 \setminus \{0\})$, we conclude that

$$
\langle \eta \mid a_\lambda(k) \phi_j \rangle = -\varepsilon G_j(k, \lambda) \cdot \langle \eta \mid R_k(|k|) \nabla H_j \phi_j \rangle \\
+ \varepsilon \int_{\mathbb{R}} \langle R(iy) (\alpha \cdot G_j(k, \lambda)) R(iy) (\alpha \cdot k) R_k(iy) \hat{R}_k \eta \mid \phi_j \rangle \frac{y dy}{i\pi},
$$

for all $k \in \mathbb{R}^3 \setminus N_\eta$, where $N_\eta$ is some $\eta$-dependent zero set. Applying this results to all $\eta$ in some countable dense domain in $\mathcal{H}$ we obtain (B.1). $\square$

**APPENDIX C. OPERATORS ON FOCK SPACES**

**Bosonic Fock spaces**

Recall the definition of the annuli $A^j_k$, and $\mathcal{A}_j$ in (1.8). The bosonic Fock space over $\mathcal{F}^j_k := L^2(A^j_k \times \mathbb{Z}_2)$ is a direct sum of $n$-particle subspaces, $\mathcal{F}^j_k := \bigoplus_{n=0}^{\infty} [\mathcal{F}^j_k]^{(n)} \ni \psi = (\psi^{(n)})_{n=0}^\infty$, which are given as $[\mathcal{F}^j_k]^{(0)} := \mathbb{C}$ and $[\mathcal{F}^j_k]^{(n)} := \mathcal{S}_n L^2((A^j_k \times \mathbb{Z}_2)^n)$, $n \in \mathbb{N}$, where $\mathcal{S}_n$ is the orthogonal projection onto the permutation symmetric functions, $\mathcal{S}_n \psi^{(n)}(k_1, \ldots, k_n) := \frac{1}{n!} \sum_{\pi \in \mathcal{S}_n} \psi^{(n)}(k_{\pi(1)}, \ldots, k_{\pi(n)})$, almost everywhere, for $\psi^{(n)} \in L^2((A^j_k \times \mathbb{Z}_2)^n)$, $\mathcal{S}_n$ denoting the group of permutations of $\{1, \ldots, n\}$. $\mathcal{F}^j_k$ is defined in the same way but with $A^j_k$ replaced by $\mathcal{A}_j$.

Finally, we write $\mathcal{F} := \mathcal{F}_\infty$, i.e. in the definition of $\mathcal{F}$ the set $A^j_k$ is replaced by $\mathbb{R}^3$.

**Second quantized multiplication operators**

The second quantization of some measurable function $\varpi : \mathcal{A}^j_k \times \mathbb{Z}_2 \to \mathbb{R}$ is the direct sum $d\Gamma(\varpi) := \bigoplus_{n=0}^{\infty} d\Gamma^{(n)}(\varpi)$, where $d\Gamma^{(0)}(\varpi) := 0$, and $d\Gamma^{(n)}(\varpi)$ is the maximal operator in $[\mathcal{F}^j_k]^{(n)}$ of multiplication with the permutation symmetric function $(k_1, \lambda_1, \ldots, k_n, \lambda_n) \mapsto \varpi(k_1, \lambda_1) + \cdots + \varpi(k_n, \lambda_n)$. For instance, $N := d\Gamma(1)$ is the number operator.

**Creation and annihilation operators**

For $f \in \mathcal{F}^j_k$, the bosonic creation and annihilation operators, $a^\dagger(f)$ and $a(f)$, are given as follows: Defining $a^\dagger(f)^{(n)} : [\mathcal{F}^j_k]^{(n)} \to [\mathcal{F}^j_k]^{(n+1)}$ by $a^\dagger(f)^{(n)} \psi^{(n)} := \sqrt{n+1} \mathcal{S}_n+1(f \otimes \psi^{(n)})$, we set $a^\dagger(f) \psi := (0, a^\dagger(f)^{(0)} \psi^{(0)}, a^\dagger(f)^{(1)} \psi^{(1)}, \ldots)$, for all $\psi = (\psi^{(0)}, \psi^{(1)}, \ldots) \in \mathcal{F}^j_k$ such that the right side again belongs to $\mathcal{F}^j_k$. Then $a(f)$ is the adjoint operator, $a(f) := a^\dagger(f)^\ast$. Straightforward computations yield the CCR (1.2) on, e.g., the domain of $N^2$. 


Mapping properties of Weyl operators

Lemma C.1. Let \( j \in \mathbb{N}_0 \cup \{\infty\} \), \( \nu \geq 1/2 \), and let \( f \in \mathcal{K}_j \) satisfy \( \omega^{-1/2} f \in \mathcal{K}_j \) and \( \omega^\nu f \in \mathcal{K}_j \). Then both \( e^{i\varphi(f)} \) and \( e^{i\varpi(f)} \) map \( D((H^{(j)})^\nu) \) into itself.

Proof. Let \( A \) be either \( \varphi(f) \) or \( \varpi(f) \) and set \( \Theta := (H^{(j)} + \lambda)^\nu \), for some \( \lambda \geq 1 \). According to Lemma 2 of \cite{15} it suffices to show that

(i) \[ \|\langle \Theta^{-1} \psi | A \psi \rangle - \langle A \psi | \Theta^{-1} \psi \rangle \| \leq c \| \psi \|^2, \text{ for all } \psi \in D(A). \]

(ii) The quadratic form \( \langle \Theta \phi | A \psi \rangle - \langle A \phi | \Theta \psi \rangle \), \( \phi, \psi \in D(A) \cap D(\Theta) = D(\Theta), \)

is bounded w.r.t. the topology on \( D(\Theta) \) and the unique operator \([\Theta, A]_0 \in B(D(\Theta), D(\Theta)^*)\) representing it obeys \( \text{Ran}(\Theta, A)_0 \subset \mathcal{K}_j \).

Since \( \Theta^{-1} \) maps into the domain of \( A \) and \( A \Theta^{-1} \) is a bounded operator condition (i) is trivially fulfilled. (It implies \( \Theta \in C^1(A) \).) Furthermore, under the above assumptions on \( f \) Lemma 3.1 in \cite{20} shows that \([a^\varphi(f), \Theta^{-1}] \Theta \) defines a bounded operator on the dense domain \( \mathcal{C}_j \), if \( \lambda \) is large enough. Therefore, \( |\langle \Theta \phi | A \psi \rangle - \langle A \phi | \Theta \psi \rangle| \leq c \| \phi \| \| \Theta \psi \| \), for all \( \phi, \psi \in \mathcal{C}_j \). Since \( \Theta \) is essentially self-adjoint on \( \mathcal{C}_j \) and \( \|A \phi\| \leq c \|\Theta \phi\| \), this implies (ii). \( \square \)
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