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5.1 Introduction

The move of propaganda and disinformation to the online environment is possible thanks to the fact that within the last decade, digital information channels radically increased in popularity as a news source. The main advantage of such media lies in the speed of information creation and dissemination. This, on the other hand, inevitably adds pressure, accelerating editorial work, fact-checking, and the scrutiny of source credibility.

In this chapter, an overview of computer-supported approaches to detecting disinformation and manipulative techniques based on several criteria is presented. We concentrate on the technical aspects of automatic methods which support fact-checking, topic identification, text style analysis, or message filtering on social media channels. Most of the techniques employ artificial intelligence and machine learning with feature extraction combining available information resources. The following text firstly specifies the tasks related to computer detection of manipulation and disinformation spreading. The second section presents concrete methods of solving the tasks of the analysis, and the third sections enlists current verification and benchmarking datasets published and used in this area for evaluation and comparison.

5.2 Task specification

With the growth of digital-born and social media publishing, the origin of news distributed to the general public can be easily performed and the process of publishing a message to a wide group of readers is extremely simplified. This opens new possibilities for any pressure group to publish disinformation or purpose-modified news, which are expressed so as to be apparently accepted as objective reporting of current events (Woolley and Howard 2018). On the other hand, the predetermined availability of the texts in an online digital form opens new...
possibilities for the detection of such persuasive techniques through the analysis of the content, the style of the text, and its broader context.

The presented approaches usually distinguish the two main aspects of the analysed texts: (a) whether the text is intentionally truthless (disinformation, fake news), or (b) whether the text refers to an actual event or situation but the form and content is adapted from an objective description for a reason (propaganda, manipulation). Note that the first category usually does not include ‘misinformation’, that is, texts which are unintentionally truthless, where their author is convinced the message is faithful (see chapter 1).

5.2.1 Fake news detection

In general, a fully capable technical method to recognise that an input text contains truthless statement(s) would have to be implemented as an omniscient oracle. In practice, the task of fake news detection uses various second-level aspects of the text, which can be handled by a thorough analysis of the available data (Kavanagh, Rich 2018). Fake news detection approaches include:

- fact-checking,
- source credibility analysis,
- information flow analysis, and
- manipulative style recognition.

The fact-checking or verification approach implements the most logical idea of verifying whether a message is true or not, which resembles the same process executed by a human expert—a journalist when processing the input information, for example. In the automated approach, the text first needs to be analysed using natural language processing (NLP) methods, and individual objective fact statements or claims are identified. Consequently, each individual fact is verified—confirmed or refuted, usually with a confidence score—by comparing the statement to a predefined source of knowledge, for example, knowledge graphs built from Wikipedia texts (Ciampaglia et al. 2015); manual datasets of verified facts prepared by human experts, such as CNN Facts First or PolitiFact by the Poynter Institute (Hassan et al. 2017); or collaborative verification by a network of engaged specialists, such as CaptainFact or CrossCheck (Cazalens et al. 2018). Collaborative verification can be used in the broader sense of the claim verification process as the involved
community can also judge the truthfulness of images and video content, which is still unrealistic with automated tools. In the process of simplifying and distributing the process of fact annotation, Duke University and Google Research (Adair et al. 2017) have published an open standard entitled ClaimReview, which details how to annotate the result of checking someone else’s claims. Accessible online ClaimReviews are then aggregated and used for the continuous expansion of fact-checking databases. Since the ratio of possible errors in the fact processing chain is still rather high, practical tools for fact-checking usually offer multiple fact verification sources and offer the automated results as expert supporting tools where the final decision is left to the human specialist. Exploiting fact-supporting tools became such an important part of serious news preparation that a completely new style of editing has been defined as ‘computational’ or ‘digital journalism’ (Caswell, Anderson 2019).

Source credibility analysis exploits information about the origin of the text. This method can of course be inclined to counterfeiting or interpolating the source identification, but in cases where the text author is sufficiently documented, source credibility offers an important piece of information. The simplest case of source analysis takes the form of consulting a trustworthy database of internet IP addresses as this is the primary information about where an online text originated. An example of such a general database (and accompanying tools, e.g. web browser extensions) is the Adblock Plus tool, which allows for the management of multiple blacklisted (forbidden) and whitelisted (allowed) sources, including external community created lists, such as EasyList (Wills, Uzunoglu 2016). Intensive efforts in source certification widen the simple address-based judgement with transparency rules for best practices, covering citation and references work, reporter expertise, or other trust indicators. Even though those approaches can include analysis via automated tools, the main aspect of the credibility decisions is driven by human experts organised in an established initiative, such as Trust Project Indicators or the International Fact-Checking Network (Graves 2016).

According to Shearer (2018), more than two-thirds of US adults receive news via social media such as Facebook, YouTube, or Twitter. These networks provide detailed information about the process of sharing each message across the network and thus open the possibility of an information flow analysis. For example, TwitterTrails (Finn et al. 2014) uses knowledge from the Twitter network about the originator, the burst time and the whole timeline of the message, the propagators, and other actors related to the message (including the audience), and it checks whether there are any refutations of the message in the flow. Vosoughi et al. (2018) have shown that false news spreads substantially faster and reaches
more people than true stories; while the most retweeted true news arrived to about a thousand people, the same category of false news found their way to tens of thousands of readers. The Hoaxy Twitter analysis system by Indiana University (Shao et al. 2016) has gathered and published the Misinformation and Fact-Checking Diffusion Network, consisting of more than 20 million retweets with timestamp and user identifiers, allowing for the observation and quantification of all message flows between Twitter users, including important statistical information about user activity and URL popularity. The data allows automated bot users to be distinguished from real humans as well as the identification of influence centres or the origins of selected fake news.

The fourth category of fake news detection tasks leans on the fact that intentional disinformation is often expressed with a specific expressive style in order to promote the intended manipulation of the reader. Manipulative style recognition also belongs among the detection techniques described in the next section devoted to the recognition of propagandistic texts. With fake news, the characteristic style of the news usually forms a supplemental indicator and is analysed in combination with other factors. Volkova et al. (2017) designed a neural network model processing text, social graph and stylistic markers expressing bias, subjectivity, persuasiveness, and moral foundations cues. They showed that linguistic or stylistic analysis significantly improved the results.

### 5.2.2 Detection of manipulative techniques

Within this chapter, we define propagandistic news as texts which report about (at least partially) true events or facts but use specific manipulative techniques, framing the content of the messages in a purposeful way to promote political, economic, or other goals (see chapter 1). Basic algorithms to detect propaganda have been published for more than eighty years (Institute for Propaganda Analysis 1938), naturally for processing by people, not machines. The instructions presented seven stylistic techniques (propaganda devices) used by manipulators in the text, such as name-calling, transfer, or bandwagoning. In the current detection procedures, this main task remains very similar: to identify whether any specific reader manipulation technique exists in the text.¹

Everybody has met at one point the most widespread example of simple propagandistic texts: spam email messages or web spam (Metaxas 2010). Unlike antispam techniques, which are based on the weighted occurrence scores of specific words and word

¹ For detailed lists of the current analysed techniques, see section 4.4 ‘Datasets and evaluation’.
combinations, the style of propaganda in news is analysed with complex metrics of computational stylometry. The question of whether the studied message contains a specific manipulative technique or not is here shifted to the question of whether the message is written in a specific style usually used with that manipulation device. Besides propaganda style detection, stylometric methods are used to recognise anonymous authorship attribution or personal information about the text author, such as his or her gender, age, education, or native language (Neal et al. 2017). The input data for stylometric methods is formed by a multitude of measurable quantitative features in the input text—besides the words and word combinations themselves, the metrics exploit information about the statistics of word and sentence lengths, world class co-occurrences, syntactic (sub)structures, emoticons, typographical and grammatical errors, punctuation marks, and so on. Within the algorithms of manipulative technique recognition, these features can be supplemented with information drawn from user profile analyses or publicly available traits of a previous user’s behaviour, such as ratings or registration date (Peleschyshyn et al. 2016). In detailed analyses, especially when seeking specific explanations, the identification task orients from whole documents to individual sentences where a manipulative technique should be discovered (Da San Martino et al. 2019).

5.2.3 Generating fictive content

Language models are probabilistic devices which can predict the probability a sequence of words is a correct phrase in a language. Besides this function, language models may be also used for generating artificial text, which resembles a text written by a human. Until recently, generated texts were not able to ‘fool’ a human reader if the generated sequence was longer than one or two sentences. However, in 2019, the OpenAI group published a new neural model named GPT-2 (Radford et al. 2019) which was able to generate coherent newspaper articles of several paragraphs which sound authentic to a reader. The main reason for this change was the growth of both the data used for training as well as the size of the underlying neural network architecture. Following this, other current neural approaches, especially BERT (Devlin et al. 2019) and Grover (Zellers et al. 2019), proved it possible to generate thematically predetermined fictive news which is very difficult to distinguish from real human-generated newspaper texts. Zellers et al. (2019) showed that propaganda texts generated by Grover were on average evaluated as better in style than human written propaganda. In such a case, the opposite question of deciding whether a news text was
written by a human or generated as a fictive one by a machine becomes crucial. Fortunately, the same techniques used for generations can also be exploited for detection, and, at this task, they reach super-human performance.

5.3 Methods specification

The amount of information posted online is very large and keeps growing as the Internet becomes more widely available and as users move from established media channels to consume and generate more content online. The immediate nature of the Internet combined with the humongous amount of content to be checked for malicious influence precludes any possibility of manual inspection of any significant part of online traffic before it is spread among more and more users. Various automated methods have been proposed to monitor and detect the actions of malicious actors online. In this section, we present a summary of these methods.

The methods can be broadly classified into four classes. (1) Fact-checking based methods inspect the information content of the articles. Automated knowledge extraction is still in its infancy, the usual approach is therefore semi-automatic, where the algorithmically extracted facts are verified by human annotators and then checked against a knowledge base. (2) Manipulative style recognition methods are based on the assumption that deception can be detected from surface features of the content. The cues include, for example, vocabulary used, sentiment, loaded language, subjectivity, and others. (3) Methods based on source credibility rely on the belief that unreliable users and sources have a higher probability of spreading deceptive information. Collaborative filtering based on crowdsourced data, where users vote on posts or articles, can be used. Based on these noisy votes, the aim is to extract a reliable signal from which posters or the posts themselves can be classified as malicious. A closely related research stream is based on (4) information flow analysis. The object of the study is the flow of information between different sources and users and the interaction between them.

As the task of fake news identification is only specified very vaguely, and no objective large-scale test set of fake news currently exists, comparison between different approaches is difficult. In the following sections, we describe the most common approaches to deception detection.
5.3.1 Fact-checking

Manual fact-checking by experts is a very reliable way of distinguishing fake news. However, it is very laborious and time-consuming and, therefore, expensive and not scalable with the amount of information being generated.

In addition to websites disseminating expert provided fact-checking, such as Snopes, which is one of the oldest websites debunking myths, or Hoax Slayer, dedicated mainly to combating email and social media hoaxes, websites aiming to provide crowdsourced fact-checking services have been appearing recently, for example, CrossCheck, Trive, or Fiskkit.

The fact-checking task can be split into two steps. The first step deals with the extraction of facts from the text, and, in the second step, the truthfulness of these facts is verified against a reliable knowledge base—in other words, a predefined database of (human) verified facts in a machine-readable format. A common knowledge representation format is the SPO (subject–predicate–object) triple as defined in the Resource Description Framework (Klyne et al. 2014). For example, the assertion ‘The capital of France is Paris’ would be represented as (Paris–capital_of–France). The knowledge can be understood as a knowledge graph, where the subjects and objects represent nodes and predicates form links between these nodes.

Approaches to knowledge base construction range from the manually built Freebase (Bollacker et al. 2008) or DBpedia (Auer et al. 2007), which extract structured facts from Wikipedia, to Knowledge Vault (Dong et al. 2014), which extracts facts from web content and also provides the probability of correctness of stored facts. These resources are mainly focused on common knowledge about the world, which changes relatively slowly, whereas fact-checking recent stories requires access to current and potentially rapidly changing knowledge.

While a knowledge base can be universal and built collaboratively from many sources, the fact-checking process is constrained to specific documents. No reliable automatic method for extracting check-worthy facts has been created yet. One possible approach towards this end has been described in Hassan et al. (2017). The authors created the ClaimBuster fact-checking platform, which contains a claim spotting model built on top of a human-labelled dataset of check-worthy claims. The system uses machine learning and natural language processing of live discourses, social media, and news to identify factual claims which are compared against a database of facts verified by professionals.
Fact confirmation or refutation based on a knowledge base requires a sophisticated search through the database. Ciampaglia et al. (2015) present a method for verifying specific claims by finding the shortest path between concept nodes in a knowledge graph of facts extracted from Wikipedia infoboxes. Published and generally known facts are often not fully covered in one specific knowledge base. Trivedi et al. (2018) describe LinkNBed, a framework able to effectively process multiple knowledge graphs and identify entity links across the databases. The linkage information then allows the resulting facts to be combined from different knowledge bases.

The fact extraction and verification (FEVER) shared task (Thorne et al. 2018) provides a comparison of 23 competing systems for automated fact-checking. The benchmark dataset consists of 185,445 human-generated claims, manually evaluated against textual evidence from Wikipedia to be true or false. The best scoring participant managed to obtain a 64.21% accuracy in correctly classified claims. The approach described in Nie et al. (2019) improves this result to obtain 66.49% accuracy.

Fact-checking is possibly the most reliable and accurate approach of detecting fake news; current automated methods serve mainly as (advanced) supporting tools. Approaches which can be deployed now must be human assisted, with annotators extracting claims from articles while fact-checking against a knowledge graph is provided automatically.

5.3.2 Manipulative style recognition

The assumption on which these methods are based is that the veracity of text can be assessed from its secondary characteristics and not directly from the semantics of the message itself. The mechanism has been theorised to be possibly subconscious (Zhou, Zhang 2008; Siering et al. 2016)—if the author knows that a piece of information is deceptive, or his intent is malicious, he or she will change the way the message is formulated. This theory has been confirmed in practice, and many successful methods based on this approach have been devised.

The general task is to predict, for a given article or post, whether it is deceptive or not. Older methods tend to operate on the whole investigated piece, while recent approaches are more fine-grained and also attempt to pinpoint the exact locations in the text in which deceptive techniques appear.
The methods build on the standard machinery of natural language processing and machine learning in which text classification has been studied extensively. The task is usually specified in a supervised setting. An annotated corpus consisting of representative examples of both truthful and deceptive posts is used as a training set for a machine learning classifier. The classifier attempts to find patterns in the training data, and it is then able to predict the authenticity of previously unseen articles.

In contrast to older methods which train the classifiers on various hand-crafted features extracted from the text ranging from simple measures, such as the presence of specific words or phrases, the amount of special characters, expletives, spelling errors, length of sentences, and the ratio of modal verbs, to complex ones, such as the writer’s stance towards the topic discussed, its readability score, or the syntactic structure of the text, recent approaches widely employ deep learning methods where the classifier operates directly on the source text.

The main issue for style-based methods lies in constructing the gold standard datasets as humans have been shown to be poor at detecting deception (Rubin 2010). Nevertheless, style-based methods are a very active research area, possibly for multiple reasons: No external information is necessary, only the content itself; text classification methods are well studied in natural language processing, with many different applications; and style-based methods generalise well and can be easily applied to previously unseen data in isolation. Some interesting results of style-based deception detection are presented below.

One of the first methods is described in Burgoon et al. (2003). The authors aim to discriminate deceptive chat communications using a decision tree classifier on simple features extracted from the text. Song et al. (2012) describe their experiments in detecting deceptive reviews and essays by adding the syntactic structure of text to word sequence and part-of-speech features, and they note that syntactic features along with unigrams reach the best accuracy. Chen et al. (2015) suggest detecting misleading content by detecting clickbait\(^2\) in news article headlines using support vector machines, but they do not provide a rigorous evaluation. Rubin et al. (2015) look at using features based on rhetorical structure theory (Mann, Thompson 1987) for identifying deceptive news along with a logistic regression based classifier. While the reported accuracy is low, the authors claim this might be due to the limited amount of training data. The work of Popoola (2017) evaluates rhetorical structure theory features against deceptive Amazon reviews and notes a significant correlation.

\(^2\) Hyperlinks or headlines crafted to deceptively attract attention.
The experiments of Rubin et al. (2016) describe a predictive method for discriminating between satirical and truthful news articles using support vector machines based on an article’s vocabulary and additional features quantifying negative affect, absurdity, humour, grammar, and punctuation. The obtained precision is 0.90, recall 0.84. Reis et al. (2019) compare multiple classifiers on a large set of features extracted from the BuzzFeed dataset and conclude that XGBoost (Chen, Guestrin 2016) and Random Forests (Breiman 2001) provide the best results in the context of fake news classification. This supports the conclusions of Fernández-Delgado et al. (2014), which compares 179 different machine learning classifiers in a more general setting. While the previously described approaches use a diverse set of classifiers, the extracted features can be used to train any of the classifiers presented. Similarly Horák et al. (2019) applied a variety of classifiers to the dataset described in section 4.4.4, ‘Dataset of propaganda techniques in Czech news portals (MU dataset)’, achieving accuracy up to 0.96 and weighted $F_1$ 0.85 with support vector machines trained using stochastic gradient descent.

A thorough evaluation of Mitra et al. (2017) uncovers words and phrases which correlate with a high or low credibility perception of event reports on Twitter. While this information does not directly provide a signal related to fake news, it can be used to assess how credible and, therefore, dangerous a post will appear to be.

The approaches presented so far process the input texts in a limited workflow scenario. First, each text is analysed and a set of preselected features (binary or numeric) is extracted in a table row form. All automated processing then works only with the resulting table. Such an approach reveals and summarises important aspects of the input news article, which are often sufficient and necessary for the resulting decision. However, the tabular methods are not able to distinguish subtle differences in the meaning based on the order of information (e.g. words) in the text. This is the reason why recurrent neural network (RNN) architectures, such as long short-term memory (LSTM) networks (Hochreiter, Schmidhuber 1997), have been designed to operate on word sequences instead of just extracted tabular features and are able to discriminate based on long distance meaning dependencies in the input context. The capture, score, and integrate (CSI) model (Ruchansky et al. 2017) employs a complex hybrid system which uses information about user engagement and source in addition to the article text and trains a recurrent neural network with this data. The reported accuracy on a Twitter dataset for classifying false information is 0.89.

Volkova et al. (2017) evaluate various deep neural network architectures against traditional methods and find a significant improvement in classification accuracy when
including certain social network and linguistic features. The presented neural network models benefited strongly from additional inputs denoted as bias cues (e.g. expressions of tentativeness and possibility as well as assertive, factive, or implicative verbs), subjectivity cues (positive and negative subjective words and opinion words), psycholinguistic cues (persuasive and biased language), and moral foundation cues (appeals to moral foundations, such as care and harm, fairness and cheating, or loyalty and betrayal). Ajao et al. (2018) describe an RNN model for the detection of fake news on Twitter and achieve 0.82 accuracy on the PHEME dataset (Zubiaga et al. 2016), beating the previous state-of-the-art result.

The shared task described in Da San Martino et al. (2019) evaluated the performance of 25 systems for detection of 18 different deceptive techniques in news articles and the specific locations in which they appear. The most successful approaches employ the BERT (bidirectional encoder representations from transformers) language model (Devlin et al. 2018) to obtain an abstract representation of the text. The best reported $F_1$ for identifying deceptive techniques at the sentence level is 0.63. The best result for obtaining the locations reaches $F_1$ 0.23. The dataset used for training and evaluation of the techniques is described in section 4.4.3, ‘Dataset for fine-grained propaganda detection (QCRI dataset)’.

### 5.3.3 Source credibility

An article published on an unreliable website by an unreliable user is much more likely to be unreliable. From this perspective, the reliability of an article can be assessed independently of its content. In the analysis of Silverman (2016), it is shown that a vast majority of fake news comes from either hyper-partisan websites or fake news websites pretending to be regular news outlets. Therefore, identifying spam websites can assist in identifying unreliable sources. Traditional website reliability metrics which had been used by search engines, such as PageRank (Page et al. 1999), are not useful today as spammers have managed to overcome them, so new approaches are necessary.

The work of Esteves et al. (2018) provides a method of assessing the credibility of news sites by applying various machine learning methods to indicators, such as the article text content (e.g. text category, outbound links, contact information, or readability metrics) and the article metadata (e.g. the website domain, the time of the last update, or specific HTML tags). The authors exclude social-based features, such as popularity and link structure,
as these rely on external data sources which can be easily manipulated and access to the information at scale is expensive.

Another approach attempts to identify automated malicious users and bots that spread misleading information. Mehta et al. (2007) characterise the behaviour of spam users and the patterns of their operations and propose a statistical method of identifying these users based on outlier detection.

Abbasi and Liu (2013) describe the CredRank algorithm which quantifies user credibility. The main idea is that malicious users cooperate and form larger and more coherent clusters compared to regular users, who are likely to form smaller clusters. Shu et al. (2017) devise a framework for evaluating news credibility based on the relationship between the publisher, the news piece, user engagement, and social links among the users. These metrics are obtained from different sources and then the resulting score is extracted using optimisation methods.

5.3.4 Information flow analysis

This approach is based on the patterns in which fake news propagates—how users and other sources interact with it, and how it is shared. As actual empirical information on the prevalence of fake news is sparse, studies in this field also commonly investigate rumours or unconfirmed news which can be identified more easily.

A central concept for this approach is a propagation tree or propagation cascade (Wu et al. 2015; Vosoughi et al. 2018). The tree consists of nodes, representing posts, and edges, which connect pairs of posts. The edges represent the relationship between the posts—commonly is a share of or is a response to. The root of the propagation tree is the original post.

The propagation patterns of fake news and those of regular news differ. Vosoughi et al. (2018) analyse the diffusion of verified true and false news stories on Twitter and report that falsehoods diffuse significantly farther, faster, and broader than truth. This effect was even more pronounced for political news. The authors report that they did not observe any acceleration in the propagation of false news due to the effect of bots, which suggests that humans, not bots, are the cause of the faster spread of false news.

The inherent weakness of these methods is their need to first observe the behaviour of a significant amount of users in order to make any judgements, so their predictive power is
low in the early diffusion stages; reliable predictions can be obtained only after most of the damage had already been done.

5.4 Datasets and evaluation

Despite the importance of the task, there are only a few existing datasets suitable to evaluate automatic methods for the analysis and detection of propaganda. In this section, we describe them in detail.

In general, the datasets are rather small, which is due to the often complex annotation process. Annotators need to go through specific training and the annotation itself is also very tedious. Annotation schemes differ, so the datasets are hard to compare as each of them serves a different purpose and is suitable for different tasks. The datasets are also heterogenous and not all are in English.

5.4.1 Trusted, satire, hoax, and propaganda (TSHP) 2017 corpus

For the purpose of language analysis of fake news, Rashkin et al. (2017) have prepared a dataset comprising articles from eleven sources and labelled with four classes: trusted (articles from Gigaword News–see Graff, Cieri 2003), satire (The Onion, The Borowitz Report, Clickhole), hoax (American News, DC Gazette) and propaganda (The Natural News, Activist Report), together 22,580 news articles fairly balanced between the classes. The data is available for download (Rashkin, n.d.; Rashkin et al. 2017). The accompanied linguistic analysis showed that the level of news reliability can be predicted using the detection of certain language devices, such as subjectives (brilliant), superlatives, or action adverbs (foolishly).

5.4.2 QProp corpus

Barrón-Cedeño et al. (2019) have built a dataset containing 52 thousand articles from over one hundred news sources. The articles are annotated on the document level with either ‘propagandistic’ (positive) or ‘non-propagandistic’ (negative) labels. If an article comes from
a source considered ‘propagandistic’ by Media Bias Fact Check (Media Bias/Fact Check, n.d.), then it is labelled as positive. Authors also added meta-information from the GDELT project (Global Database of Events, Language, and Tone, see Leetaru, Schrod 2013). The corpus is available for download (Barrón-Cedeño et al. 2019).

5.4.3 Dataset for fine-grained propaganda detection (QCRI dataset)

The dataset has been used in the shared task on fine-grained propaganda detection, organised in 2019 as a part of the ‘Conference on Empirical Methods in Natural Language Processing’ and the ‘9th International Joint Conference on Natural Language Processing’. It has also been used for ‘Hack the News Datathon Case—Propaganda Detection’ held in January 2019 and in ‘Semeval 2020’ for Task 11. It has been provided by researchers from the Qatar Computing Research Institute (QCRI).

The authors worked with propaganda defined as ‘whenever information is purposefully shaped to foster a predetermined agenda’. The propaganda in the dataset is classified into the following 18 types of manipulative techniques:

1. loaded language (strongly positive and negative, emotionally loaded vocabulary);
2. name-calling or labelling (linking subjects with words of fear, hate, desire, and other emotions);
3. repetition (i.e. ‘a lie that is repeated a thousand times becomes truth’);
4. exaggeration or minimisation;
5. doubt;
6. appeal to fear/prejudice;
7. flag-waving (playing on a strong national, ethnic, racial, cultural, or political feeling);
8. causal oversimplification (replacing a complex issue with one cause);
9. slogans;
10. appeal to authority;
11. black-and-white fallacy, dictatorship\(^3\) (eliminating many options with only two alternatives or even with only a single right choice);
12. thought-terminating cliché (e.g. ‘stop thinking so much’ or ‘the Lord works in mysterious ways’);
13. whataboutism (do not argue but charge opponents with hypocrisy);

\(^3\) This manipulative technique is sometimes referred as a false dilemma.
14. *reductio ad Hitlerum* (Hitler hated chocolate, X hates chocolate, therefore X is a Nazi);
15. red herring (divert attention away by introducing something irrelevant);
16. bandwagoning (a form of *argumentum ad populum*);
17. obfuscation, intentional vagueness, and confusion (deliberately unclear language); and
18. straw man (arguing with a false and superficially similar proposition as if an argument against the proposition were an argument against the original proposition).

A more detailed explanation of the techniques is described in Da San Martino et al. (2019). The dataset has been created by a private company named A Data Pro and contains 451 articles gathered from 48 news outlets (372 from propagandistic and 79 from non-propagandistic sources). The dataset contains 21,230 sentences (350,000 words) with 7,485 instances of propaganda technique use. The most common are *loaded language* and *name-calling/labelling*.

The inter-annotator agreement has been assessed with a gamma measure (Mathet et al. 2015) suitable for tasks with annotations containing potentially overlapping spans. For an independent annotation of four annotators and six articles $\gamma = 0.31$. To improve this rather low agreement, the annotation schema was changed, and pairs of annotators came up with a final annotation together with a consolidator. This yielded a significantly higher $\gamma$ (up to 0.76) when measured between an individual annotator and the appropriate consolidated annotation.

Below is a sentence example with an annotation:

‘In a glaring sign of just how stupid and petty things have become in Washington these days, Manchin was invited on Fox News Tuesday morning to discuss how he was one of the only Democrats in the chamber for the State of the Union speech not looking as though Trump killed his grandma.’

The three fragments are labelled as follows:

1. 400–416 loaded language;
2. 607–653 exaggeration or minimisation; and
3. 635–653 loaded language.
5.4.4 Dataset of propaganda techniques in Czech news portals (MU dataset)

Since 2016, researchers from the Department of Political Science at the Faculty of Social Studies, Masaryk University (MU) have been collecting and manually annotating propaganda techniques at document-level in articles from four Czech media outlets\(^4\) with a frequent pro-Russian bias and/or manipulative content as the original research focus has been mainly on pro-Russian propaganda. Since 2017, the annotation has been made more fine-grained, and techniques have also been annotated at the phrase-level. This was accomplished by using a dedicated editor built by researchers from the Natural Language Processing Centre at the Faculty of Informatics, MU.

The dataset contains binary and multi-value attributes with the phrase-level attributes capturing the presence of a certain kind of manipulation and the document-level attributes framing the broader context of the news article.

Phrase-level attributes (with possible values) include:
1. blaming (yes/no/not sure; accusing someone of something);
2. labelling (yes/no/not sure);
3. argumentation (yes/no/not sure; does the text contains arguments for or against a proposition?);
4. emotions (outrage/compassion/fear/hatred/other/not sure);
5. demonising (yes/no/not sure; extreme form of negative labelling);
6. relativising (yes/no/not sure);
7. fearmongering (yes/no/not sure; appeal to fear, uncertainty, or threat);
8. fabulation (yes/no/not sure; rumouring and fabrication);
9. opinion (yes/no/not sure; does the text contain the clearly stated opinion of the author?);
10. location (EU/Czech Republic/USA/other country/Russia/Slovakia/not sure);
11. source (yes/no/not sure; is the proposition backed up with a reference?);
12. Russia (positive example/neutral/victim/negative example/hero/not sure; how is Russia portrayed?);
13. expert (yes/no/not sure; is the fact corroborated by an expert?); and

\(^4\) www.sputnik.cz, www.parlamentnilisty.cz, www.ac24.cz, and www.svetkolemnas.info.
14. attitude towards a politician (positive/neutral/negative/acclaiming/not sure).

Document-level attributes include:
15. topic (migration crisis/domestic policy/foreign policy [diplomacy]/society [social situation]/energy/social policy/conflict in Ukraine/culture/conflict in Syria/arms policy/economy [finance]/conspiracy/other);
16. genre (news/interview/commentary);
17. focus (foreign/domestic/both/not sure); and
18. overall sentiment (positive/neutral/negative).

The dataset was described in detail in Horák et al. (2019) but was later enlarged with annotated data from 2018. It contains 5,500 documents from 2016, 1,994 documents from 2017, and 2,200 documents from 2018. The documents from 2016 are annotated one annotator per article, but before annotating there was a pilot phase in which the annotators were trained and tested including multiple-round control of the inter-annotator agreement\(^5\). The other documents have been annotated by three annotators, so the inter-annotator agreement can be measured. If at least two annotators agreed upon a value of an attribute, it was included in the final dataset. The overall percentage agreement has been around 80%; however, as attributes differ in value sets, the average Cohen’s kappa (Cohen 1960) ranges from 0.2 (relativisation) to 0.7 (location), clearly showing the difficulty of the annotation task.

An example of annotated data\(^6\):

Film director Nvotová: \((\text{Slovakia})_{\text{location=Slovakia}} \text{ is rotten})_{\text{labelling=yes}}, (\text{its politics has its brutal roots in corruption.})_{\text{argumentation=yes}} \text{ President of the (Czech Republic)}_{\text{location=Czech republic}} \text{ Miloš Zeman said during his inaugural speech that there were no voters in the better and worse category.} (‘The president should not grade political parties...
because there are no better and worse category parties’.

President Zeman.

5.4.5 Dataset to study fake news in Portuguese

Moreno and Bressan (2019) introduced corpus FACTCK.BR, a dataset to study fake news. It contains 1,309 claims in paragraph form (a short text) which have been fact-checked by one of nine Brazilian fact-checking initiatives. Each claim consists of the following items:

1. URL of origin;
2. fact-checking author;
3. publishing date;
4. date the claim was reviewed;
5. the claim itself;
6. title of the article;
7. rating of the veracity;
8. best rating (based on various ratings); and
9. text label (various fact-checking agencies use different labels—false, true, impossible to prove, exaggerated, controversial, inaccurate, etc.).

The data items in this dataset are short texts but, in fact, the annotation is document-level. This makes this resource similar to the Proppy corpus.

5.4.6 Topics and emotions in the Russian propaganda dataset

The study from Miller (2019) has used a dataset consisting of roughly two hundred thousand tweets from 3,814 Twitter accounts associated by Twitter with the Russia-based Internet Research Agency (Popken 2018). The same dataset was used in the special counsel’s investigation (2017–19) of Russian interference in the 2016 United States elections. The dataset does not contain manual annotation but is useful for the analysis of topics, keywords, and emotions in Russian propaganda on social media.
5.4.7 *The BuzzFeed-Webis Fake News Corpus 2016*

This dataset, introduced in Potthast et al. (2017), contains a sample of posts published on Facebook from nine news agencies close to the 2016 United States election. Posts and linked articles from mainstream, left-wing, and right-wing publishers have been fact-checked by five journalists. It contains 1,627 articles—826 mainstream, 356 left-wing, and 545 right-wing articles. Posts have been labelled as mostly true, mixture of true and false, mostly false, and no factual content if the post lacked a factual claim.

5.4.8 *LIAR*

Wang (2017) gathered 12,836 short statements labelled by fact-checkers from PolitiFact. The statements come from news releases, television or radio interviews, and campaign speeches. The labels represent a range of fact-checked truthfulness including ‘pants on fire’ (utterly false), false, barely true, half true, mostly true, and true.

5.4.9 *B.S. Detector dataset*

This dataset (Risdal 2016) has been collected from 244 websites classified by a browser extension B.S. Detector\(^7\) developed for checking (and notifying users of) news truthfulness. It comprises the texts and metadata of 12,999 posts.

5.4.10 *CREDBANK*

Mitra and Gilbert (2015) crowdsourced a dataset of approximately 60 million tweets covering the end of 2015. The tweets have been linked to over a thousand news events and each event has been assessed for credibility by 30 annotators from Amazon Mechanical Turk.

---

\(^7\) B.S. here stands for bullshit.
Table 5.1: Overview of datasets and corpora

| Name       | Data + annotation                                | Approx. size | Lang |
|------------|--------------------------------------------------|--------------|------|
| TSHP       | web articles in four classes                     | 22,000 articles | En   |
| Qprop      | news articles in two classes                     | 52,000 articles | En   |
| QCRI dataset | news articles labelled with manipulation techniques | 451 articles | En   |
| MU dataset | news articles labelled with manipulation techniques | 9,500 articles | Cs   |
| FACTCT.BR  | statements rated by veracity                     | 1,300 paragraphs | Pt   |
| IRA twitter| unclassified tweets                              | 3,800 tweets | En   |
| BuzzFeed   | Facebook posts                                   | 1,600 articles | En   |
| LIAR       | statements labelled with truthfulness             | 13,000 statements | En   |
| BS detector| web pages in a few classes                       | 13,000 posts | En   |
| CREDBANK   | tweets linked to events classified by credibility | 60M tweets | En   |

Source: Authors.

5.5 Summary

In this chapter, we have summarised the latest approaches to the automatic recognition and generation of fake news, disinformation, and manipulative texts in general. The technological progress in this area accelerates the dispersal of fictive texts, images, and videos at such a rate and quality that human forces cease to be sufficient. The importance of high-quality propaganda detection techniques thus increases significantly. Computer analyses allow the identification of many aspects of such information misuse based on the text style of the message, the information flow characteristics, the source credibility, or exact fact-checking. Nevertheless, final precautions always remain with the human readers themselves.
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