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Supplementary Methods

1. Tuning the Circular Mixed Effect Model

The circular mixed effects model was created using the R package “bprep”, which uses an embedding method to generate bivariate estimates of each coefficient in the model equivalent to x- and y-coordinates on the unit circle. Because model coefficients are estimated using a Markov Chain Monte Carlo sampler, the number of model iterations, burn-in period (i.e. the first \( n \) iterations to exclude from the final estimate calculation to only include samples that have converged), and lag (i.e. every \( n^{th} \) sample is included in each estimate calculation to prevent autocorrelation between samples) must be determined to ensure all coefficients converge on reliable estimates. To tune the model parameters, five iterations of the circular mixed effects model were run in parallel to generate five different sets of posterior estimates. The outcomes of these five models were then evaluated for convergence by calculating the potential scale reduction factor for each coefficient estimate. Factors near or equal to 1 indicate that additional iterations of the model will not improve convergence and, therefore, that the parameters are sufficient to generate reliable coefficient estimates. Multivariate potential scale reduction factors (MPSRF) for the first and second components of each coefficient estimate are presented here to summarize the convergence.

**Component I Gelman Plots**

**Supplementary Figure S1:** Gelman plots of the potential scale reduction factor for the first component of each coefficient estimate in the model up to 10,000 model iterations and the MPSRF for the first component at 10,000 iterations, a burn-in period of 2,000 iterations, and lag of 3.
results of the parameters entered into the final model in our analysis. To further assess convergence, Gelman plots were generated for both components of each coefficient estimate (Supplementary Figs. S1 and S2) 8.

After iteratively adjusting the parameters entered into the five parallel models, we settled on 10,000 iterations, a burn-in period of 2,000 iterations, and a lag of 3 for our final circular model used in the analysis. We also entered a seed value of 101 to ensure the final model returned the same results after every execution. The choice of 101 is arbitrary, it only fixes the “starting point” of the model. No seed was entered when tuning the model. Trace plots were generated for both components of each coefficient estimate of the final model to double-check convergence and autocorrelation across iterations (Supplementary Figs. S3 and S4). The desired appearance of a trace plot is a “fat caterpillar”; the values should fluctuate about the coefficient estimate and not stay at an adjacent value over many iterations 1.

Supplementary Figure S2: Gelman plots of the potential scale reduction factor for the second component of each coefficient estimate in the model up to 10,000 model iterations and the MPSRF for the second component at 10,000 iterations, a burn-in period of 2,000 iterations, and lag of 3.
Supplementary Figure S3: Trace plots for component I of each coefficient estimate across model iterations.
Supplementary Figure S4: Trace plots for component II of each coefficient estimate across model iterations.
2. Transforming Bivariate Coefficient Estimates

The bivariate coefficient estimates output by the circular mixed effects model are difficult to interpret in terms of direction. Univariate estimates of direction can be derived from the bivariate output of the model since component I and II of each coefficient estimate is analogous to an x- and y-coordinate, respectively. The function “coef_circ” contained within the “bpnreg” R package performs this conversion on all outcome measures of the model using the two-argument arctangent (atan2) function. The atan2 function works as follows:

\[ \theta = \text{atan2} \left( \frac{\hat{y}^{II}}{\hat{y}^I} \right) \]

\[ \text{if } \hat{y}^I > 0; \]
\[ = \tan^{-1} \left( \frac{\hat{y}^{II}}{\hat{y}^I} \right) + \pi \text{ if } \hat{y}^I < 0, \hat{y}^{II} > 0; \]
\[ = \tan^{-1} \left( \frac{\hat{y}^{II}}{\hat{y}^I} \right) - \pi \text{ if } \hat{y}^I < 0, \hat{y}^{II} < 0; \]
\[ = \frac{\pi}{2} \text{ if } \hat{y}^I = 0, \hat{y}^{II} > 0; \]
\[ = -\frac{\pi}{2} \text{ if } \hat{y}^I = 0, \hat{y}^{II} < 0; \]
\[ = \text{undefined} \text{ if } \hat{y}^I = 0, \hat{y}^{II} = 0. \]

The atan2 function returns univariate estimates of direction in a range of -180°-180°. Because we present our results in a range of 0°-360°, negative direction values were further converted to their positive counterparts by adding 360° to the negative value.
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Supplementary Figures

Supplementary Figure S5: Resultant a) slip distances and b) peak slip velocities, grouped by slipped foot and path radius. Error bars extend to the most extreme data point within 1.5*IQR of the first and third quartiles, while outliers fall outside the range of 1.5*IQR.
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