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Abstract

The ICML Expressive Vocalization (ExVo) Competition is focused on understanding and generating vocal bursts: laughs, gasps, cries, and other non-verbal vocalizations that are central to emotional expression and communication. ExVo 2022 includes three competition tracks using a large-scale dataset of 59,201 vocalizations from 1,702 speakers. The first, ExVo-MultiTask, requires participants to train a multi-task model to recognize expressed emotions and demographic traits from vocal bursts. The second, ExVo-Generate, requires participants to train a generative model that produces vocal bursts conveying ten different emotions. The third, ExVo-FewShot, requires participants to leverage few-shot learning incorporating speaker identity to train a model for the recognition of 10 emotions conveyed by vocal bursts. This paper describes the three tracks and provides performance measures for baseline models using state-of-the-art machine learning strategies. The baseline for each track is as follows, for ExVo-MultiTask, a combined score, computing the harmonic mean of Concordance Correlation Coefficient (CCC), Unweighted Average Recall (UAR), and inverted Mean Absolute Error (MAE) ($S_{MTL}$) is at best, 0.335 $S_{MTL}$; for ExVo-Generate, we report Fréchet inception distance (FID) scores ranging from 4.81 to 8.27 (depending on the emotion) between the training set and generated samples. We then combine the inverted FID with perceptual ratings of the generated samples ($S_{Gen}$) and obtain 0.174 $S_{Gen}$; and for ExVo-FewShot, a mean CCC of 0.444 is obtained.

1. Introduction

The Expressive Vocalizations Workshop and Competition (ExVo) is a novel competition-based workshop that addresses a critically overlooked problem in computer audition: understanding and generating vocal bursts, non-linguistic vocalizations that are central to the expression of emotion and to human communication more generally. Given that vocal bursts have largely been overlooked in the field of machine learning, likely due to the scarcity of vocal burst data, this first iteration of ExVo introduces a large-scale dataset of human vocalizations as a means to explore a wide range of computational approaches for understanding vocal bursts. In the present paper, we describe competition data, detail the three sub-challenges of the competition, and, to accelerate progress by competition teams, provide baseline performance benchmarks using state-of-the-art methods.

The dataset used within the ExVo competition, the Hume Vocal Bursts dataset (HUME-VB) comprises 59,201 recordings totaling more than 36 hours of audio data from 1,702 speakers. To our knowledge, this is substantially larger than any previously available dataset of human vocal bursts. The recordings in HUME-VB are rich and diverse in a number of ways that present unique opportunities for understanding vocal bursts: (1) They were self-recorded by speakers in 4 countries spanning 3 native languages, the USA (English), China (Mandarin), South Africa (English), and Venezuela (Spanish). (2) From an audio quality perspective, the recordings are diverse in acoustic conditions and noise profiles, as they were collected within speakers’ homes via their own microphones, and can be considered ‘in-the-wild’ (capturing uncontrolled and realistic settings). (3) The breadth of vocal bursts represented in the dataset is unprecedented, capturing 10 classes of emotional expression each rated for intensity on a [0: 100] scale. Thus, all three sub-challenges can be approached using multi-label regression methods, although separate modeling of each class is also permitted.

These properties of the HUME-VB dataset enable the modeling of granular characteristics of vocal bursts, moving beyond the coarse classification of laughter (Truong &
With these goals in mind, and given the novelty and importance of modeling vocal bursts in multiple sub-fields of machine learning, ExVo 2022 explores three machine learning tasks. The first, ExVo-MULTITASK, requires participants to train a multi-task predictive model to jointly learn to measure the 10 continuous dimensions of emotional expression along with speaker age and native-country. Second, ExVo-GENERATE requires participants to train a generative model that produces vocal bursts conveying each of the 10 dimensions of emotional expression. Finally, ExVo-FEWSHOT requires participants to train a predictive model to measure the 10 dimensions of emotional expression while incorporating speaker identity information using two-shot speaker personalization.

In this paper, we describe the HUME-VB dataset in detail (Section 2), provide rules for the three tasks (Section 3), and present baseline methods for each task (Section 5). We summarize our results in Section 6 and conclude with a discussion of insights from baseline development in Section 7.

2. The Competition Dataset

The ExVo competition relies on HUME-VB, a large-scale dataset of emotional non-verbal vocalizations (vocal bursts). This dataset consists of 36:47:04 (HH:MM:SS) of total audio data from 1702 speakers, aged from 20 to 39 years old. The data was gathered in 4 countries with broadly differing cultures: the United States, China, South Africa, and Venezuela. Furthermore, the data is ‘in-the-wild’, recorded at home via the speakers own microphones.

Each vocal burst has been labeled in terms of the intensity of ten different expressed emotions, each on a [1 : 100] scale, and these are averaged over an average of 85.2 rater’s responses, Amusement, Awe, Awkwardness, Distress, Excitement, Fear, Horror, Sadness, Surprise, Triumph.

Participants within HUME-VB were recruited via a range of crowdsourcing platforms (Amazon Mechanical Turk, Clickworker, Prolific, Microworkers, and RapidWorker). Participants heard a ‘seed’ vocal burst and were instructed to use their computer microphone to record themselves mimicking the vocal burst such that their imitation would be perceived to convey similar emotions to the original recording. Participants completed 30 trials per survey and could complete multiple versions of the survey. All participants provided informed consent and all aspects of the study design and procedure were approved by Heartland IRB.

In Figure 1, the distribution of emotional expressions, based on the intensity scores across the training set is visualized using t-SNE. We can see that the expressions vary continuously, with clearly defined regions corresponding to each expressed emotion as well as continuous gradients between emotions (e.g., amusement and excitement). Of note, there are fewer samples that differentially convey Triumph, so we expect this class to be more challenging to model.

The intensity ratings for each emotion were normalized to range from [0 : 1]. For our baseline experiments, the audio files were normalized to -3 decibels and converted to 16 kHz, 16 bit, mono (we also provide participants with the raw unprocessed audio, which was captured at 48 kHz). No other processing was applied to the files. Thus, data processing strategies for speech enhancement may be beneficial. The data was subsequently partitioned into training, validation, and test splits, considering speaker independence and balance across classes of interest. In Table 1, we tabulate the number of samples and speakers by native-country and gender for each split.

3. The Competition Tasks

The three tasks of the ExVo competition explore several machine learning approaches to modeling vocal bursts.

3.1. ExVo Multi-Task Learning Track

In the ExVo-MULTITASK track, participating teams are tasked with training multi-task models that use vocal bursts to jointly predict the expression of 10 emotions along with the age and native-country of the speaker. Continuous inten-
Table 1. An overview of the HUME-VB data. Including (No.) Samples, Duration (HH: MM: SS), Speakers, (M)ale:(F)emale, and per native-country. The age range for speakers is 20:39.5 years. For the purposes of the competition, the test set is blinded.

| HH: MM: SS No. | Train        | Validation | Test         | Total |
|---------------|--------------|------------|--------------|-------|
| 12:19:06      | 12:05:45     | 12:22:12   | 36:47:04     | 59:201|
| 19990         | 19396        | 19815      |              |       |

| Speakers      | F:M          | USA         | China        | South Africa | Venezuela |
|---------------|--------------|-------------|--------------|--------------|-----------|
| 571           | 1702         | 532         | 76           | 42           |           |
| 305:266       | 324:244      | 206         | 79           | 244          |           |

3.2. **EXVo Emotion Generation Track**

In the EXVo-Generate track, participating teams are tasked with training generative models that produce vocal bursts that differentially convey each of the 10 emotions. Each team will submit 100 generated samples for each emotion class they have chosen to target. The vocal bursts will be evaluated using both automated (Equation (1)) and human evaluation methods (Equation (2)). The participants should report the mean Concordance Correlation Coefficient (CCC) (Equation (1)) and the mean Absolute Error (MAE) (Equation (2)) should be reported. Native-country should be predicted using classification and Unweighted Average Recall (UAR) should be reported. Each team should provide predictions for all samples in the test set. The three performance metrics will be averaged using a harmonic mean (with MAE inverted) to determine the final standings.

3.3. **EXVo Few-Shot Emotion Recognition Track**

In the EXVo-FewShot track, participating teams are tasked with performing personalized recognition of emotional vocalizations using few-shot learning. Personalization is achieved by incorporating speaker identity (permitting the model to learn factors such as the pitch, intensity, and fundamental frequency of the speaker’s voice). To the best of our knowledge, this is the first challenge to tackle personalized recognition of vocal bursts.

In this track, two labeled samples per speaker are to be used as the ‘support set’ for personalization (2-shot learning). Identity labels are provided for all samples in the training (support) and evaluation (query) sets. A week before the submission deadline for the EXVo-FewShot sub-challenge, two labeled samples will be provided for each speaker in the test set. As in EXVo-MultiTask, participants will then use their models to provide personalized predictions of 10 expressed emotions for each sample in the test set. Performance will be evaluated using the CCC (Equation (1)).

3.4. **General Guidelines**

To participate in the EXVo 2022 competition, all participants are asked to provide a completed copy of the Hume-VB End-User License Agreement (EULA) (more details can be found on the competition homepage). In addition, participants should submit a paper describing their methods and results that meets the official ICML guidelines. (The EXVo workshop is also accepting contributions on related topics.) To obtain test scores, participants should submit their test set predictions or generated samples to the competition organizers (each team can do this up to 5 times) with final scores being computed using the most recent submission. Participants are free to compete in any or all of the tasks. We also ask participants to upload their code along with their paper submission, and the organizers will reproduce and evaluate selected submissions.

4. **Baseline Methods**

For the baseline of each track in the EXVo competition, we apply modeling strategies using established methods known to perform well for audio-based machine learning.

**EXVo-MultiTask:** We train a baseline model for this task using common acoustic features extracted from the vocal bursts (made available to participants). We extract several sets of features that have been successfully deployed for related tasks. (Schuller et al. 2013; Schmitt et al. 2016; Baird et al. 2019). One feature vector is extracted per sample for each feature set.
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Using the openSMILE toolkit, we extracted the 6,373-dimensional COMPARE set and the 88-dimensional eGeMAPS set. The 2016 COmputational PARalinguistics Challenge (COMPARE) (Schuller et al. 2016) set contains 6,373 static features computed based on functionals from low-level descriptors (LLDs) (Eyben et al., 2013; Schuller et al., 2013). The extended Geneva Minimalist Acoustic Parameter Set (eGeMAPS) (Eyben et al., 2015), which is smaller in size (88-dimensions), was designed for affective-based computational paralinguistic tasks. We also computed a Bag-of-Audio-Words (BOAW) representation from the COMPARE LLD’s, utilizing the openXBOW toolkit (Schmitt & Schuller, 2017). For our baseline, with BOAW we computed codebooks of size 125, 250, 500, 1,000, and 2,000. Finally, we extracted the 4,096-dimensional feature set of deep data representations using the DEEP SPECTRUM toolkit (Amimparian et al., 2017). In this contribution, we utilize the default parameters from the DEEP SPECTRUM authors, utilizing VGG-19 (Simonyan & Zisserman, 2014) pre-trained on ImageNet (Russakovsky et al., 2015), and the viridis colormap for the spectrograms.

The baseline model for EXVO-MULTI TASK applies a multi-task learning (MTL) network with hard-parameter sharing, in other words, the three tasks share the first two fully-connected layers which then feed into task-specific output layers (Ruder, 2017). In more detail, the MTL network consists of fully-connected layers, with layer normalization applied only between the first two shared layers. A leaky rectified linear unit (Leaky ReLU) is used as the activation function for all layers.

EXVO-GENERATE: Our baseline generative model is based on the work by (Alsar et al., 2021) which uses a Multi-Scale Gradient Generative Adversarial Network (MSG-GAN) (Karnewar & Wang, 2020) architecture trained to generate Mel spectrograms of audio samples (Kumar et al., 2019). The independent training bins for each class are created by selecting all samples with an emotional value of 1 for that class. The generated spectrograms are converted back into audio signals using the ‘fast’ Griffin Lim inversion method implemented by the audio toolkit Librosa (McFee et al., 2020). We present a comparison of a selection of generated spectrograms against some real spectrograms from the HUME-VB dataset in Figure 2.

EXVO-FEWSHOT: Our baseline for this task integrates a few-shot learning approach with an end-to-end convolution recurrent neural network architecture (Tzirakis et al., 2018). In particular, our end-to-end architecture is comprised of three blocks of 1-D CNN layers with a Leaky ReLU (with negative slope equal to 0.01) activation function and max-pooling operations. Both convolution and pooling operations are performed in the time domain, i.e., using the raw waveform as input. Based on previous studies (Tzirakis et al., 2018), we perform convolution with a small kernel size (8, 6, 6), and stride of one, and a large kernel (10, 8, 8) and stride size for the max-pooling. After the convolution network, a 2-layer LSTM is added to extract temporal characteristics in the signal.

The training of our model is performed without taking into consideration the speaker’s identity information. As such, we use the training set to train our model and the best performing model on the validation set is selected for inference. In this manner, the model will learn to recognize vocal bursts independent of the speaker. We leave a more suited training process to the participants (e.g., episodic training). On inference, however, we consider the speaker’s identity. In more detail, given the 2 samples in the support set per speaker, we fine-tune the linear and the recurrent network using these samples before computing the prediction of the samples in the query set.

5. Baseline Experiments

We adopted commonly used strategies to produce baseline scores for each task. We provide reproducible code supporting each baseline model on GitHub.

5.1. Experimental Setup

EXVO-MULTI TASK. For training the multi-task model, the Adam optimization method is used (Kingma & Ba, 2014), and we sum the three losses calculated for each target: (i) the Mean Squared Error (MSE) for the emotion recognition and the age detection task, and (ii) the cross-entropy loss for the native-country detection. After tuning the hyperparameters on the validation set, we find that a learning rate (lr) of $10^{-3}$ and batch size (bs) of 8 is optimal. To avoid overfitting, we apply an early stopping strategy with a patience of 5 epochs, and a maximum number of epochs of 20.

EXVO-GENERATE. We use a similar hyper-parameter configuration to (Alsar et al., 2021) except that some models were trained with the ExtraAdam optimizer (Gidel et al., 2018) and we use different learning rates for the generator ($3 \times 10^{-3}$) and the discriminator ($3 \times 10^{-4}$). For each emotion, we trained our model on the train and validation set for 1,450 to 5,000 epochs (which corresponds to 72 hours of training on an RTX 8000).

EXVO-FEWSHOT. For training the model for this task, we used the MSE loss function and the Adam (Kingma & Ba, 2014) optimization algorithm with initial learning rate of $10^{-4}$. We used a mini-batch of 8 samples, and the weights of
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the network have been initialized with Kaiming uniform \cite{He2015} initialization with the biases to be set to zero.

5.2. Evaluation Metrics

Different evaluation metrics are reported for each task. For \textsc{ExVo-MultiTask}, we use the mean Concordance Correlation Coefficient (CCC) of all emotions ($C$) for the emotion recognition task, the Mean Absolute Error (MAE), which is then inverted as $1/\text{MAE}$ ($M$), for the age detection task, and the Unweighted Average Recall (UAR) ($U$) for the native-country classification. All of the metric values are combined to an overall metric score using the harmonic mean. For \textsc{ExVo-FewShot}, we also report the mean CCC of all emotions. In more detail,

- **Concordance Correlation Coefficient (CCC)**. Between the predictions ($\hat{y}$) and the ground truth ($y$) of an emotion dimension ($e$), the CCC function is defined as

\[
C_e = \frac{2\sigma_{xy}^2}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2},
\]

where $\mu_x = \mathbb{E}(x)$, $\mu_y = \mathbb{E}(y)$, $\sigma_x^2 = \text{var}(x)$, $\sigma_y^2 = \text{var}(y)$, and $\sigma_{xy} = \text{cov}(x, y)$. As our emotion recognition task provides ten emotions, the overall CCC is defined as the mean for each emotion dimension: $\bar{C} = \sum_{i=1}^{10} C_i / 10$.

- **Harmonic Mean**. The harmonic-mean of all scores ($S_{\text{MTL}}$) is defined as

\[
S_{\text{MTL}} = \frac{3}{(1/\bar{C} + 1/M + 1/U)}. \tag{2}
\]

For \textsc{ExVo-Generate}, we offer two core strategies for evaluating the generated samples and combine these as our baseline. Principally, the Fréchet inception distance (FID) \cite{Heusel2017}, which will be calculated using 1,000 generated samples against the training samples. It will be computed separately for generated samples targeting each emotional class. Competition standings will then be presented for each emotion separately as well as for the full distribution. It is expected that some participating teams may elect to compete only for a subset of targeted emotions. In addition, human ratings will be gathered for a random subset of 5/100 samples per targeted emotion per team.

- **Fréchet inception distance (FID)** to compare the distribution of samples that have been generated against the distribution of the original data, defined as

\[
\text{FID} = ||\mu - \mu^*||^2 + Tr(C + C^* - 2(CC^*)^{1/2}), \tag{3}
\]

where $\mu$ and $C$ (resp. $\mu^*$ and $C^*$) correspond to the empirical mean and covariance of the generated distribution (resp. validation set) whose samples are first mapped to the feature space of a classifier trained on the HUME-VB data.

- **Human-Evaluated Expression Precision (HEEP)**. The evaluation metric computed from human ratings of generated vocal bursts will be defined as

\[
\text{HEEP} = \sigma_{TH} / \sqrt{\sigma_H^2 \sigma_T^2}; \tag{4}
\]

where $T$ corresponds to the vectorized target matrix, a dummy matrix of size $N$ (number of generated vocal bursts) by 10 (emotions), with ones for targeted emotions and zeros for non-targeted emotions, and $H$ corresponds to the vectorized rating matrix, a matrix of size $N \times 10$ with entries corresponding to the average human intensity ratings of each generated vocal burst.

- As a final metric for the \textsc{ExVo-Generate} baseline, we calculate $S_{\text{GEN}}$, we compute the mean between the inverted FID distance, and the HEEP score for each emotion ($e$); this is defined as

\[
S_{\text{GEN}e} = \frac{1}{2} \frac{\text{FID}_e + \text{HEEP}_e}{2}. \tag{5}
\]
6. Baseline Results

In the following, we discuss the baseline results obtained for each of the three tracks.

6.1. ExVo-MultiTask

Results for the ExVo-MultiTask can be seen in Table 2. Across each task, emotion, native-country, and age, all feature sets appear to be performing robustly. With a generally lower performance for the 4 class native-country task (best score on validation 0.51 UAR, chance level 0.25 UAR, with COMPARE features) than would be typically possible from speech. These lower results for the native-country task, show that the cultural diversity in the set is less easily modeled from non-verbal vocalization with extracted features, indicating that there is strong similarity across cultures for these non-verbal expressions. For age, we see results which are within a state-of-the-art range (best score on validation 4.01 MAE in years with eGEMAPS features). For the 10-class emotion regression task, we see a mean CCC of at best 0.42 on validation, utilizing the COMPARE feature set; this indicates a moderate correlation across all the classes.

For specific features, we see the COMPARE set performs well across all tasks, and sets the baseline for this task ($S_{MTL}$ 0.335). Interestingly, for BoAW features, we see a gradual increase in CCC and UAR as the codebook size increases. The inverse of this is seen for Age, with a decrease in MAE the larger the BoAW codebook size. Similarly, we also see a strong performance for age MAE with the smaller size eGEMAPS set, both indicating that the age task does not benefit from brute-force modeling, and a knowledge-based approach may be beneficial.

6.2. ExVo-Generate

In our experiments, we trained a different generator on the samples of each individual emotion (i.e., samples with value 1 for that emotion) except Triumph (given the limited number of samples) as well as a generator on the data from all emotions simultaneously (note that we do not report the performance of this model, since the competition focuses on the generation of specific emotions). We restricted our training to US samples, but we evaluated our method using the FID between 1,000 generated samples and the validation set containing all the locations. We observed that the training was considerably harder to stabilize when considering samples from all locations. While the use of ExtraAdam and different learning rates could somewhat stabilize the training of the model, restricting ourselves to just US samples was necessary to obtain meaningful results. We hypothesize that this difference may be due to US samples being on average of higher audio quality with less background noise (though further investigation is required to determine the exact cause).

There is a substantial margin for improvement by managing to train a generative model using all examples. Investigating conditional generative models to simultaneously solve all the generation tasks could also provide some improvements. Finally, we invite the participants to try other generative models such as, autoregressive models (van den Oord et al., 2016), variational autoencoders (Kim et al., 2021; Kong et al., 2020), normalizing flows (Esling et al., 2019), or diffusion models (Dhariwal & Nichol, 2021).

We present in Table 3 our FID metric across different emotions to give an idea of the order of magnitude of the metric on the ExVo dataset as well as the performance of our model. In Table 3, the baseline is given, where FID is calculated between training and generated samples. As well as this the HEEP score is provided and the baseline is given as the $S_{GEN}$ metric, see Section 5. Of interest we see that Amusement and Awe perform strongly in terms of FID and HEEP with more room for improvement across the other classes. Based on these current results, we also provide a selection of samples for the interested listener to evaluate.
Table 3. (Above) Fréchet inception distance (FID) between different emotions in training vs (val)idation sets and (Below) the scores for samples generated for EXVO-GENERATE baseline. For each emotion, we evaluated 1,000 samples. The diagonal of the FID between train and validation set provides lower-bound on the best FID to expect from a generative model, going below this value may indicate that the generator merely memorized the training set. Across all emotions, the baseline for EXVO-GENERATE is 0.174 $S_{GEN}$.

|       | Amuse. | Awe | Awkward. | Distress | Excite. | Fear | Horror | Sadness | Surprise | Triumph |
|-------|--------|-----|----------|----------|---------|------|--------|---------|----------|---------|
| Train | Amuse. | 0.634 | 17.65 | 8.40 | 12.83 | 10.78 | 13.64 | 13.61 | 8.53 | 15.37 | 11.47 |
|       | Awe    | 17.65 | 0.776 | 11.61 | 8.34 | 9.42 | 13.15 | 11.07 | 14.60 | 8.43 | 16.23 |
|       | Ackward.| 8.40 | 11.61 | 1.20 | 3.73 | 7.18 | 5.81 | 6.68 | 7.90 | 6.48 | 9.80 |
|       | Distress| 12.83 | 8.34 | 3.73 | 0.866 | 6.33 | 4.22 | 3.11 | 8.43 | 4.64 | 10.88 |
|       | Excite. | 10.78 | 9.42 | 7.18 | 6.33 | 0.697 | 8.43 | 6.37 | 10.34 | 6.65 | 10.97 |
|       | Fear    | 13.64 | 13.15 | 5.81 | 4.22 | 8.43 | 0.649 | 2.88 | 8.14 | 4.10 | 12.29 |
|       | Horror  | 13.61 | 11.07 | 6.68 | 3.11 | 6.37 | 2.88 | 1.25 | 9.62 | 4.92 | 12.58 |
|       | Sadness | 8.53 | 14.60 | 7.90 | 8.43 | 10.34 | 8.14 | 9.62 | 0.992 | 12.91 | 16.58 |
|       | Surprise| 15.37 | 8.43 | 6.48 | 4.64 | 6.65 | 4.10 | 4.92 | 12.91 | 0.341 | 10.15 |
|       | Triumph | 11.47 | 16.23 | 9.80 | 10.88 | 10.97 | 12.29 | 12.58 | 16.58 | 10.15 | 3.76 |

Table 4. Test results (w. r. t. $\hat{C}$) for the EXVO-FewShot task. Reporting the individual CCC for each emotion and the average ($\bar{C}$) across the 10 emotion dimensions when varying the number of hidden units ($H$) 64, 128, and 256. Baseline score is emphasized.

| $H$ | Amuse. | Awe | Ackward. | Distress | Excite. | Fear | Horror | Sadness | Surprise | Triumph | $\bar{C}$ |
|-----|--------|-----|----------|----------|---------|------|--------|---------|----------|---------|---------|
| 64  | 0.478  | 0.591 | 0.260 | 0.377 | 0.262 | 0.493 | 0.447 | 0.400 | 0.563 | 0.237 | 0.421 ± 0.010 |
| 128 | 0.551  | 0.587 | 0.287 | 0.376 | 0.314 | 0.523 | 0.478 | 0.388 | 0.594 | 0.297 | 0.442 ± 0.007 |
| 256 | 0.554  | 0.581 | 0.302 | 0.420 | 0.311 | 0.544 | 0.490 | 0.383 | 0.561 | 0.315 | 0.444 ± 0.006 |

6.3. EXVO-FewShot

In our experiments, we investigate how the performance of the model varies when different hidden units are used in the 2-layer LSTM. Essentially, we explore how the number of temporal dimensions affect the prediction of the ten emotion dimensions of each speaker. To this end, we experiment with 64, 128, and 256 number of hidden units. Table 4 depicts the test results (w. r. t. $\hat{C}$). Each experiment was run twice and the mean of each emotion is shown in the table, along with the mean (with the standard deviation) across all emotions which is the baseline of the task.

We observe that increasing the dimensionality improves the results with a 256 hidden units to provide the best performing model, with mean CCC of 0.444 ± 0.006. Using a size of 64 is not adequate to fully capture the complex temporal dynamics in the signal, as the mean CCC is 0.421 with higher standard deviation (0.010) compared to the other experiments. Finally, we see that using 128 hidden units we get very similar mean results compared to using 256 units, and as such we have not tried using higher number of hidden units (e.g. 512).

7. Conclusions

With this contribution, we introduced the guidelines and baseline results for the first ICML Expressive Vocalizations (ExVo) competition. The competition investigates the understanding and generation of vocal bursts with a newly introduced large-scale and ‘in-the-wild’ dataset, Hume-VB. In this year’s competition, three tasks were introduced: (i) EXVO-MULTITASK, a multi-task learning track in which participants must jointly predict the native-country, age, and 10 emotion dimensions. We report a baseline score of 0.335 $S_{MULTITASK}$ for EXVO-MULTITASK, (ii) EXVO-GENERATE, in which participants should generate emotionally expressive vocal bursts. We report, an average $S_{GEN}$ of 0.174 for EXVO-GENERATE across all emotions, and for a single emotion (Amusement) 0.347 $S_{GEN}$. Currently, we do not report a score for Triumph, (iii) EXVO-FewShot in which participants should personalize the prediction of 10 emotion dimensions in a few-shot manner. We report a baseline score of, 0.444 CCC for EXVO-FewShot. There are several aspects which can be explored by participants of the ExVo competition to improve on the provided baselines. Namely, via knowledge-based approaches targeted at fully harnessing the diversity present across the Hume-VB dataset, as well as modeling strategies suitable for the large quantity of data made available.

Acknowledgments

We thank Hume AI, Mila, and the National Film Board of Canada for their support in sponsoring this year’s ExVo competition. Elif Muller and Gauthier Gidel are supported by the Canada CIFAR AI Chairs Program.
References

Afsar, M. M., Park, E., Paquette, É., Gidel, G., Mathewson, K. W., and Muller, E. Generating diverse realistic laughter for interactive art. *arXiv preprint arXiv:2111.03146*, 2021.

Amiriparian, S., Gereczuk, M., Ottl, S., Cummins, N., Freitag, M., Pugachevskiy, S., Baird, A., and Schuller, B. Snore sound classification using image-based deep spectrum features. In *Proc. Interspeech 2017*, pp. 3512–3516, Stockholm, Sweden, 2017.

Baird, A., Amiriparian, S., Cummins, N., Sturmbauer, S., Janson, M., Messner, E.-M., Baumeister, H., Rohleder, N., and Schuller, B. Using speech to predict sequentially measured cortisol levels during a Trier Social Stress Test. In *Proc. INTERSPEECH, 20th Annual Conference of the International Speech Communication Association*, pp. 534–538, Graz, Austria, 2019. Isca.

Cowen, A. S., Elfenbein, H. A., Laukka, P., and Keltner, D. Mapping 24 emotions conveyed by brief human vocalization. *American Psychologist*, 74(6):698, 2019.

Dhariwal, P. and Nichol, A. Diffusion models beat gans on image synthesis. *Advances in Neural Information Processing Systems*, 34, 2021.

Esling, P., Masuda, N., Bardet, A., Despres, R., and Chemla-Romeu-Santos, A. Flow synthesizer: Universal audio synthesizer control with normalizing flows. *Applied Sciences*, 10(1):302, 2019.

Eyben, F., Weninger, F., Groß, F., and Schuller, B. Recent Developments in openSMILE, the Munich Open-Source Multimedia Feature Extractor. In *Proc. ACM Multimedia*, pp. 835–838, Barcelona, Spain, 2013.

Eyben, F., Scherer, K. R., Schuller, B. W., Sundberg, J., André, E., Busso, C., Devillers, L. Y., Epps, J., Laukka, P., Narayanan, S. S., et al. The geneva minimalistic acoustic parameter set (gemaps) for voice research and affective computing. *IEEE Transactions on Affective Computing*, 7(2):190–202, 2015.

Gidel, G., Berard, H., Vignoud, G., Vincent, P., and Lacoste-Julien, S. A variational inequality perspective on generative adversarial networks. In *International Conference on Learning Representations*, 2018.

He, K., Zhang, X., Ren, S., and Sun, J. Delving deep into rectifiers: Surpassing human-level performance on imagenet classification. In *Proc. the IEEE international conference on computer vision*, pp. 1026–1034, 2015.

Heusel, M., Ramsauer, H., Unterthiner, T., Nessler, B., and Hochreiter, S. Gans trained by a two time-scale update rule converge to a local nash equilibrium. *Advances in neural information processing systems*, 2017.

Karnewar, A. and Wang, O. Msg-gan: Multi-scale gradients for generative adversarial networks. In *Proc. the IEEE/CVF conference on computer vision and pattern recognition*, pp. 7799–7808, 2020.

Kim, J., Kong, J., and Son, J. Conditional variational autoencoder with adversarial learning for end-to-end text-to-speech. In *International Conference on Machine Learning*, pp. 5530–5538. Pmlr, 2021.

Kingma, D. and Ba, J. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

Kong, Z., Ping, W., Huang, J., Zhao, K., and Catanzaro, B. Diffwave: A versatile diffusion model for audio synthesis. *arXiv preprint arXiv:2009.09761*, 2020.

Kumar, K., Kumar, R., de Boissiere, T., Gelistin, L., Teoeh, W. Z., Sotelo, J., de Brébisson, A., Bengio, Y., and Courville, A. C. Melgan: Generative adversarial networks for conditional waveform synthesis. *Advances in neural information processing systems*, 32, 2019.

McFee, B., Lostanlen, V., Metsai, A., McVicar, M., Balke, S., Thomé, C., Raffel, C., Zalkow, F., Malek, A., Dana, Lee, K., Niels, O., Mason, J., Ellis, D., Battenberg, E., Seyfarth, S., Yamamoto, R., Choi, K., viktorandreevich-morozov, Moore, J., Bittner, R., Hidaka, S., Wei, Z., nullmightybofo, Herenţiu, D., Köster, F.-R., Friesch, P., Weiss, A., Vollrath, M., and Kim, T. librosa/librosa: 0.8.0, July 2020. URL: https://doi.org/10.5281/zenodo.3955228.

Ruder, S. An overview of multi-task learning in deep neural networks. *arXiv preprint arXiv:1706.05098*, 2017.

Russakovsky, O., Deng, J., Su, H., Krause, J., Satheesh, S., Ma, S., Huang, Z., Karpathy, A., Khosla, A., Bernstein, M., et al. Imagenet large scale visual recognition challenge. *International journal of computer vision*, 115(3):211–252, 2015.

Schmitt, M. and Schuller, B. W. openXBOW – Introducing the Passau Open-Source Crossmodal Bag-of-Words Toolkit. *Journal of Machine Learning Research*, 18:1–5, 2017.

Schmitt, M., Ringeval, F., and Schuller, B. At the Border of Acoustics and Linguistics: Bag-of-Audio-Words for the Recognition of Emotions in Speech. In *Proc. Interspeech*, pp. 495–499, San Francisco, CA, 2016.
Schuller, B., Steidl, S., Batliner, A., Vinciarelli, A., Scherer, K., Ringeval, F., Chetouani, M., Weninger, F., Eyben, F., Marchi, E., Mortillaro, M., Salamin, H., Polychroniou, A., Valente, F., and Kim, S. The Interspeech 2013 Computational Paralinguistics Challenge: Social Signals, Conflict, Emotion, Autism. In Proc. Interspeech, pp. 148–152, Lyon, France, 2013.

Schuller, B., Steidl, S., Batliner, A., Hirschberg, J., Burgoon, J. K., Baird, A., Elkins, A., Zhang, Y., Coutinho, E., Evanini, K., et al. The interspeech 2016 computational paralinguistics challenge: Deception, sincerity & native language. In Proc. INTERSPEECH, pp. 2001–2005, 2016.

Simonyan, K. and Zisserman, A. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556, 2014.

Truong, K. P. and Leeuwen, D. A. v. Automatic detection of laughter. In Ninth European Conference on Speech Communication and Technology, 2005.

Tuduce, R. I., Cucu, H., and Burileanu, C. Why is my baby crying? an in-depth analysis of paralinguistic features and classical machine learning algorithms for baby cry classification. In Proc. the 41st International Conference on Telecommunications and Signal Processing (TSP), pp. 1–4. IEEE, 2018.

Tzirakis, P., Zafeiriou, S., and Schuller, B. W. End2you–the imperial toolkit for multimodal profiling by end-to-end learning. arXiv preprint arXiv:1802.01115, 2018a.

Tzirakis, P., Zhang, J., and Schuller, B. End-to-end speech emotion recognition using deep neural networks. In Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 5200–5204, 2018b.

van den Oord, A., Dieleman, S., Zen, H., Simonyan, K., Vinyals, O., Graves, A., Kalchbrenner, N., Senior, A. W., and Kavukcuoglu, K. Wavenet: A generative model for raw audio. CoRR, abs/1609.03499, 2016.