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We present magneto-transport calculations for YBa$_2$Cu$_3$O$_{7-\delta}$ (YBCO) materials to show that the electron-like metallic chain state gives both the negative Hall effect and in-plane anisotropic large Nernst signal. We show that the inevitable presence of the metallic 1D CuO chain layer lying between the CuO$_2$ bilayers in YBCO renders an electron-like Fermi surface in the doping range as wide as $p = 0.05$ to overdoping. With underdoping, a pseudogap opening in the CuO$_2$ state reduces its hole-carrier contribution, and therefore the net electron-like quasiparticles dominate the transport properties, and a negative Hall resistance commences. We also show that the observation of in-plane anisotropy in the Nernst signal – which was taken as a definite evidence of the electronic ‘nematic’ pseudogap phase – is naturally explained by including the ‘quasi-uniaxial’ metallic chain state. Finally, we comment on how the chain state can also lead to electron-like quantum oscillations.

PACS numbers: 71.10.Hf, 71.18.+y, 74.72.Kf, 74.25.F-

An understanding of the pairing mechanism in cuprate superconductors relies on the underlying complex Fermi surface (FS) properties, and how they are derived from the normal state pseudogap (PG) phase. Important clues to the origin of the PG state have been put forward by recent Hall effect measurements which observed a negative Hall resistance below the PG temperature in YBCO systems. This result received further supports from the negative Seebeck coefficient, strongly enhanced Nernst effect, as well as identification of quantum oscillations with cyclotron frequency indicative of electron-like FS. These stimulating discoveries, which according to the conventional Onsager-Lifshitz paradigm implies a closed electron pocket, point toward the topological changes in the FS in the PG state when compared with its large metallic FS in the overdoped sample. Such small electron pockets do not arise naturally from the band-structure calculations considering the CuO$_2$ planes and their total area is inconsistent with the nominal doping concentration.

To explain these results, candidate proposals for various symmetry-breaking patterns have been offered, leading to drastic FS reconstruction into multiple Fermi pockets of different natures. We would, however, expect to see signatures of these pockets in spectroscopies such as angle-resolved photoemission spectroscopy (ARPES) and scanning tunneling microscopy/spectroscopy (STM/S). Yet, extensive ARPES studies on various cuprate materials consistently have so far been able to map out only one Fermi pocket or ‘Fermi arc’ – both would represent the same FS segment if the intensity on the pocket’s back side is suppressed by the coherence factors – which is again of hole-like character. Furthermore, to explain the large negative Hall coefficient, one requires to have electron-like quasiparticles dominating over the hole quasiparticles on the FS, which is prohibited in hole doped system due to Luttinger theorem. On the basis of this reasoning, the recent experimental evidence of a field induced charge ordering will also find difficulty in explaining the negative Hall coefficient even if it is assumed to induce electron pocket. Taken together, the electron-pocket scenarios of various density wave origins are inadequate to explain the negative slope of the magneto-transport data.

In this study, we introduce a fundamentally new perspective – we show that the emergence of the electron-like FS in the PG state can be rationalized by realistically considering the contributions of the much ignored metallic CuO chain bands in YBCO. The unambiguous existence of the chain states on the FS has been well established by many ARPES studies from extreme underdoped region ($p = 0.05$) to overdoping ($p = 0.29$ and above). Its contribution to $c$-axis transport and quantum oscillation in specific heat measurements is also studied earlier, further supporting the metallic character of chain state. The chain states seem to exhibit neither the PG opening nor any considerable doping dependence. Nevertheless, it dominates in the electronic spectra in the PG state due to its interplay with the CuO$_2$ states. Our reasoning that underlies this conclusion is that the PG opens in the CuO$_2$ bilayers, truncating its full metallic FS into small segments. Irrespective of the specific origin and nature of the small FS, it contains much reduced hole-carrier concentrations, determining the nominal hole doping of the sample. Therefore, the low-energy electronic state becomes effectively characterized by electron-like charge carriers of the chain state. Above the PG regime both in temperature ($T$) and doping ($p$), the large CuO$_2$ state is recovered, restoring the predominant hole-carrier on the FS of YBCO. The resulting two-carriers FSs quantify the negative Hall effect, and also the enhanced Nernst signal with prominent in-plane anisotropy due to the ‘quasi-uniaxial’ character of the chain state.

Tri-layer lattice model: Encouraged by the ARPES results and the first-principle calculations, we formulate a unified non-interacting three band model, originating from 2D CuO$_2$ bilayers and a 1D CuO chain. To effectively model the reminiscent nodal FS segment of the CuO$_2$ bands in the PG state, we consider some form of density-wave...
order whose front side would also accommodate the Fermi arc property. Constrained by this assumption, a Hartree-Fock like order parameter is introduced to the Hamiltonian with a periodic modulation \( Q = (\pi, \pi) \), which is commensurate with the \( \text{CuO}_2 \) lattice plane. We can think of a residual spin-3\( \overrightarrow{\text{S}} \) or charge-density wave \( \text{S/CDW} \) or a d-density wave \( \text{D/DW} \) or some other commensurate FS instability as the microscopic origin of such ordering, however, the macroscopic properties we aim to describe here do not rely on these details.[3]

On the basis of these experimental considerations, we deduce the general form of the Hamiltonian in the Nambu representation per unit cell:

\[
H = \sum_{k\sigma, i j} \left[ \xi_{ij} k c_{i k \sigma}^\dagger c_{j k \sigma} + V_{ij} k c_{i (k+Q) \sigma}^\dagger c_{j k \sigma} + h.c. \right],
\]

where \( c_{i k \sigma}^\dagger \) (\( c_{i k \sigma} \)) creates (annihilates) an electron with momentum \( k \) and spin \( \sigma \) on the \( i = p, p', c \) tri-layers. The singe-particle dispersions \( \xi_{ij} \) are defined within tight-binding expansion of the Cu \( d_{x^2-y^2} \) orbitals (hybridized intrinsically with \( p \) orbitals) hopping on a periodic lattice in the tetragonal crystal as given in Ref.[28]

Next, we exemplify how a small hole-pocket forms in the PG state. To simplify the analysis, while retaining the salient spectroscopic features, we adopt a \( k \)-independent interaction potential \( V = 0 \) for both bilayer states, while setting \( V = 0 \) for the chain layer, as the latter do not exhibit any PG opening. We set the spin index \( \sigma = -\sigma \) to construct a SDW modulation. In this case, \( V \) encodes the on-site Hubbard \( U \), and a order parameter \( S \), as \( V = U S \), with \( S_i = \langle c_{i (k+Q) \sigma}^\dagger c_{i k \sigma} \rangle \) \((i = p, p', \) where the canonical average is taken over the entire Brillouin zone. We use the value of effective \( U=1.59 \) eV, deduced from earlier calculations,[3][32] and the order parameter \( S \) is evaluated self-consistent at each \( T \) and doping. See supplementary material[33] for details. We emphasize that our choice of a particular form of density wave does not preclude us from analyzing the full problem, rather improves the reliability of the results with respect to a single parameter \( U \). The choice of \( Q = (\pi, \pi) \) order however gives the FS topology which agrees well with most ARPES data.

In Figs.[1](c) and (d), we notice that a direct band gap is opened at \( E_F \) everywhere in the Brillouin zone, except at the nodal points, giving rise to a hole-pocket in the \( \text{CuO}_2 \) states. The width of each line depicts the associated quasiparticle weight which is in detailed agreement with experiments, given that the weak intensity of the shadow bands can be detected by ARPES.[34][35] It is important to note that while the parameters of the chain states are doping independent, its electronic states posses a weak doping evolution via the interlayer coupling to the plane states. It is self-evident from the band curvature of the chain states at \( E_F \) that it continues to host electron-like FS (although open orbit) at all doping; see Fig.2 for further illustration. The electron-like property of the chain state is also evident in the ARPES data of Ref.[12]

Hall and Nernst effect calculation:- Relying on the aforementioned effective normal state Hamiltonian for YBCO, we now proceed to study the quasi-particle transport properties based on a semiclassical numerical calculation. Nernst experiment measures the transverse electric field, \( E \), in response to a combination set-up of an externally-imposed temperature gradient, \( \nabla T \), and an orthogonal magnetic field, \( B \).[4][14]

The net electric current density \( J \) produced via this effect is essentially related to \( E \) and \( \nabla T \) via linear response in-plane Hall conductivity tensor \( \sigma \) and Nernst conductivity tensor \( \alpha \), as 

\[
J = \sigma E - \alpha \nabla T.
\]

In case of a perfect cancelation of the net charge current, we obtain a working formula for these two measured quantities: 

\[
E = \sigma^{-1} \alpha \nabla T = -\nabla \theta \nabla T.
\]

Experimentally, the Hall resistance, \( \rho_{xy} \), and the Nernst coefficient, \( \nu = \theta / B \), are measured independently via transport probes typically by setting a weak magnetic field \( B = B_z \) along the c-axis of the lattice.[4][13]

In theory, \( \sigma \) and \( \alpha \) are calculated by solving the standard Boltzmann equations for the low-T DC transport.[9][10] After some tedious algebra we derive the formalism for these quantities in terms of the quasiparticle states and their associated weight (see supplementary material[33]):

\[
\sigma_{\mu \nu} = \frac{\beta e^2}{2} \sum_{k,n} M_{nk}^{\mu \nu} \Omega_{nk}^{-1} \nu \sech^2 \left( \frac{\beta \epsilon_{nk}}{2} \right),
\]

\[
\alpha_{\mu \nu} = -\frac{\beta e^2}{2} \sum_{k,n} M_{nk}^{\mu \nu} \Omega_{nk}^{-1} \nu \sech^2 \left( \frac{\beta \epsilon_{nk}}{2} \right)
\]

Here \( E_{nk} \) stands for the quasiparticle band with wavevector \( k \), and band index \( n \), of Hamiltonian in Eq.[1] Denoting the

\[
\sum_{k,n} M_{nk}^{\mu \nu} \Omega_{nk}^{-1} \nu \sech^2 \left( \frac{\beta \epsilon_{nk}}{2} \right)
\]
corresponding Bloch eigenstate by \( \psi_{nk}^i \), we express the transport matrix-element \( M_{nk}^{ij} = \psi_{nk}^i \psi_{nk}^j \). \( M \) essentially projects the transport tensors from the Bloch quasiparticle representation to the tri-layer lattice indices \( i, j \). \( \nu_{nk} = \partial E_{nk}/\hbar \delta k \) is the quasiparticle velocity along the \( \mu = x, y, z \) axes, and \( \beta = 1/k_BT \), where \( k_B \) is Boltzmann constant. The differential operator that drives the system into a non-equilibrium state in response to the applied field is evaluated within relaxation-time approximation[12]: \( \Omega_{nk} = \left[-\frac{\nu}{\hbar} (v_{nk} \times B) \cdot \nabla_k + \tau_k \right] \), where the relaxation time is taken to be constant both in \( k \) and \( T \).\[37\] e, h and c have their usual meanings.

The accurate evaluation of the \( T \)-dependence of the transport properties requires an experimentally constrained \( T \)-dependent gap parameters, in other words, an accurate description of the \( T \)-evolution of the FS topology. It is well known that a mean-field order parameter overestimates the PG transition temperature.[3, 9] To overcome this difficulty, we adopt a phenomenological form of the \( T \)-dependence of the gap parameter \( V(T)=V(1-T/T_c)\)\[9,38\] with the onset \( T \) for the density wave order is set to be \( T_s \approx 55 \) K, in close agreement with the presented results. A visual comparison between theory and experiment reveals a systematic agreement between them. To relate the sign and magnitude of \( R_H \) and \( \nu_{yx}/T \) to their corresponding charge carrier features, we introduce a function called ‘quasi-charge weight’, in analogy with the quasi-particle weight: \( C_{ij}(k, \omega = E_F) = \sum_{n,k} e_{nk} \psi_{nk}^i \psi_{nk}^j \delta(\omega - E_{nk}) \), where \( e_{nk} = \pm e \) at electron and hole like \( k \) obtained from the slope of the bands at \( E_F \), respectively, for \( n^{th} \) band. We emphasize that in the orthorhombic real-space unit cell, the Hall current arises due to finite tunneling between two adjacent chain layers (which gives a warped chain FS in the \( k \)-space). We plot the total the ‘quasi-charge weight’ in Fig. 2 to d for several representative cases where the Hall coefficient is negative, zero and positive as a function of \( T \) and doping.

The obtained results confirm our aforementioned postulates that at low-\( T \) when the strong PG shrinks the CuO\(_2\) states into small hole-pockets, the dominant chain states produce a net electron-like quasiparticle character on the FS. With increasing \( T \) when the strength of the PG reduces, the area of the hole-pocket gradually increases, while the chain state remains very much unperturbed (note that with increasing hole-pocket area, the self-consistency allows the associated coherence factors to adjust themselves to maintain the same doping concentrations). At some intermediate temperature, \( T_m \), the ‘quasi-hole’ and ‘quasi-electron’ weights exactly cancel each other to make \( R_H \) vanishes; see Fig. 1(b). At \( T > T_m \), the larger hole-pocket reverses the sign of the Hall-resistance, in Fig. 1(e). Finally, above the SDW temperature, the metallic state is restored and the Hall coefficient becomes featureless.

The same analysis applies to the higher doping result in that doping reduces the PG order, rendering a smaller hole-pocket, and hence less transport contribution. The results are in excellent agreement with the corresponding experimental data\[13\], plotted with symbols in Fig. 2(e) and (f).

The discussion of Nernst effect proceeds similarly, although the fundamental mechanism for the enhanced Nernst signal is somewhat different. Experimentally, it is well established that the Nernst signal changes sign from negative to positive as well as it becomes abruptly enhanced below the PG temperature, but much above the superconducting transition
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**FIG. 2.** (Color online) (a)-(d) 2D color plots of the total ‘quasi-charge-weight’ \( C_{ij}(k, E_F) \) (averaged over all layers) plotted at four representative cases. The red-white-blue color scheme gives the electron-like quasiparticle to no quasiparticle to hole-like quasiparticle states at a given \( k \) on the FS. (a) ‘Quasi-charge-weight’ calculated at an extreme low-\( T \) region for doping \( p = 0.10 \), where the Hall coefficient, \( R_H \) is negative and Nernst coefficient, \( \nu / T \), is small, demonstrating the dominance of the electron-like quasiparticle state on the FS. (b) is chosen at an intermediate \( T \) where ‘quasi-electron’ and ‘quasi-hole’ weight compensate each other to lead to zero Hall coefficient and enhanced Nernst signal. At a higher \( T \) in (c) SDW disappears and the ‘quasi-hole’ weight dominates. Here Hall and Nernst coefficients flip sign. The plot in (d) is similar to that in (a), but at a higher doping \( p = 0.14 \). It should be noted here that, unlike in a strict ambipolar state, the maximum of the Nernst signal shifts from the zero of Hall coefficient, due to overlapping FS topology and matrix-element effects. (e) The computed \( T \)-evolution of the Hall coefficient, \( R_H \), is compared with corresponding experimental data\[11\] at two representative dopings of YBCO. The excellent agreement below the SDW temperature can be clearly marked. (f) Corresponding computed \( T \)-evolution of the Nernst coefficient, \( \nu_a = \nu_{xy} \) and \( \nu_b = \nu_{yx} \), at same \( T \) as in (e). The experimental data for YBCO (shown in inset) is available at a slightly different doping.\[14\] Despite a characteristically good agreement between theory and experiments, we expect discrepancies due to the relaxation time approximation as mentioned in the text. Results of \( \nu_a \) and \( \nu_b \) reveal a large anisotropy, which is \( T \)-dependent. The source is this anisotropy is the presence of the ‘quasi-uniaxial’ chain state, lying along the \( y \)-axis of the crystal. The anisotropy is strongest when the Nernst signal attains its maximum, in good agreement with experimental data taken from Ref. [14].
temperature, $T_c$.\cite{4} see inset to Fig. 2(f). Despite some proposals that there exists vortex-type excitations even above $T_c$ which can drive Nernst signal\cite{7}, the widely used ambipolar phenomena suggests that the compensating electron-like and hole-like FSs are primarily necessary to obtain an enhanced ‘normal state’ Nernst signal.\cite{8, 10} Within the present theory, such ambipolar state naturally evolves in the vicinity of the intermediate temperature $T_m$, where ‘quasi-hole’ and ‘quasi-electron weights’ become comparable, and a positive maximal of Nernst signal arises, as shown in Fig. 2(b). Quantum-oscillation measurement has also detected similar compensating electron- and hole-like FSs in YBCO.\cite{8} Away from this $T$ region, the positive Nernst signal diminishes as the underlying states depart from predominant ambipolar character, that is, when only one type of ‘quasi-charge weight’ dominates the excitation spectrum. Interestingly, even when the metallic state appears above the onset temperature of the density wave order, the so-called Sondheimer cancelation of the Nernst signal in a metallic state is still not strictly applicable here due to the coexistence of two-carrier charges on different bands.\cite{42} In fact, the finite experimental value of the Nernst signal above $T_s$, which remained an unexplained puzzle in the existing theories, is surprisingly well reproduced within the present theory. The results capture the salient experimental features of YBCO data available at a slightly different doping,\cite{14, 43} although some discrepancies are clearly visible. The adopted relaxation time approximation imposes limitation to quantitatively map out the detailed shape and peak positions of the Nernst signal. Furthermore, the present linear-response theory is mainly applicable to the low magnetic field region; on the other hand, experimentally it requires sufficiently high field to expose the ‘normal state’ Nernst signal. Despite these approximations, the Hall and Nernst anomalies are robust features in YBCO, tied to the underlying electronic structure that is confirmed by ARPES\cite{12, 22} and first-principle results\cite{13}.

In-plane anisotropy:- The added benefit of the present theory is that the existence of the the quasi-1D chain state naturally explains the associated in-plane anisotropy in the Nernst signal. For the 1D state lying along the (100)-direction, the corresponding quasiparticle velocity is $v_x \ll v_y$, which leads to a similar anisotropy in the Nernst conductivity $\tilde{a}$ defined in Eq. 3 and hence in the Nernst coefficient $\nu/T$, plotted in Fig. 2(f). Most importantly, the in-plane anisotropy continues to persist even above the PG phenomena disappears, both in experiment and theory, which adds confidence to our conclusion that the PG phase in YBCO is unlikely to arise from any spontaneous rotational symmetry-breaking ordering. Furthermore, the metallic chain states have been demonstrated by ARPES data\cite{12} to be present for doping range as large as $p = 0.05$ to $p = 0.29$ (and above), and all the existing evidences of in-plane anisotropy via transport,\cite{4, 44} neutron scattering measurement\cite{45} are obtained within this doping range. This clearly indicates that the presence of chain state is responsible for the observed in-plane anisotropy in this system. It is worthwhile mentioning that most of the evidences for the electronic nematic phase in cuprate is obtained in YBCO family only,\cite{4, 44, 45} with some indication of it is presented in an analysis of the STM data in Ba-based compound.\cite{46}

Outlook and conclusion:- To further support our postulates, we refer to several other experimental facts where the present mechanism can offer a consistent explanation, at least in principle. (1) An important finding of the quantum oscillation measurements is that the cyclotron frequency of the electron-like FS–which is proportional to the quasiparticle density at $E_F$–is very much doping independent in the optimal doping region.\cite{9, 10} In this context, a phenomenological model can be recalled which has shown that quantum oscillation can arise from open-orbit ‘Fermi arc’, by taking advantage of the electron-hole mixing of the Cooper pairs.\cite{47} This argument finds support from an independent experimental consideration.\cite{48} Based on this mechanism, the electron and hole quasiparticles, residing on different part of the FS in our present model, can also give rise to a quantum oscillation. If so, the doping independent cyclotron frequency arising from the weakly doping dependent chain state can naturally explain the experimental observation of the cyclotron mass. Another explanation follows in that the open-orbit chain state becomes ‘warped FS’ and can create closed FS pockets if the orthorhombic-II unit cell is chosen, which within the conventional framework will give rise to quantum oscillation. (2) A second important result of recent quantum oscillations study is that the oscillation disappears at a critical value of the doping for YBCO, and the cyclotron mass diverges as the critical value is approached from the high doping side. Millis et al.\cite{15} have argued that the mass divergence is related to a Lifshitz transition where the multiple FS pockets connect to form an open (quasi-1D) FS. Our argument follows similarly where we expect that in extreme underdoping, the CuO$_2$ states become vanishingly small, and the residual 1D chain states effectively cause a logarithmic divergence of the cyclotron mass. A rigorous calculation of the quantum oscillation would be of considerable benefit to confirm our predictions. (3) Finally, we see no fundamental error in postulating that the ‘electron-like’ and ‘quasi-uniaxial’ chain FS can also explain the negative Seebeck coefficient and thermopower signal,\cite{2, 3} induced in-plane anisotropy in the spin-susceptibility measured by inelastic neutron scattering study.\cite{45, 49} Finally, we mention that since the chain state remains metallic in double chain layered YBa$_2$Cu$_{3.8+\delta}$O$_{6+\delta}$ (Y124),\cite{13} the above postulates continue to hold in this system, which is consistent with the observation of quantum oscillation in Y124.\cite{50}

Our realistic framework narrows the range of possible theoretical models for the PG state in cuprates. It strongly suggests that the microscopic route toward understanding the nature of the PG physics may be generic to all cuprates containing a common CuO$_2$ plane. Most of the other accompanying normal state properties can then be explained as added features coming from the material specific crystallographic differences, such as apical oxygens surrounding Cu
atoms on the CuO$_2$ planes in La- and Bi-based superconductors, chain layers in YBCO, chemically active Cl-ions in Ca$_{2-x}$Na$_x$CuO$_2$Cl$_2$, among others.

*Note added:* We argue that recent observations of charge density wave (CDW) do not alter our results. The reasons are: (1) The CDW has so far been observed in monolayer Bi-based cuprate[51] and YBCO[18, 52], and its onset temperature and doping are very different from the PG temperature $T^*$. On the other hand, the psuedogap phenomena and similar FS properties are obtained in all hole doped cuprates. (2) A theoretical study[19] has shows that a biaxial CDW induced nodal FS pocket is electron-like. According to the definition of electron-pocket, it is associated with a band bottom or band folding below $E_F$, implying a gap opening along the nodal direction below $E_F$. But ARPES evidence for a gap along this line is yet far from definitive. Based on these facts, we argue that CDW is a secondary or weak material-specific feature, while the PG has more fundamental and generic origin.
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SUPPLEMENTARY MATERIAL

Eigenstates of the tri-layer Lattice model

Supplementary Fig. 3 presents the unit cell of YBCO crystal. The unit-cell contains two chain-layers and two CuO$_2$ plane layers. In order to obtain a minimum low-energy model we assume that the inter-layer electron tunneling is only active between the the two nearest neighbor layers. In doing so, we are left with a tri-layer system which consists of two CuO$_2$ planes and one CuO chain, while the periodic boundary conditions on infinite lattice is imposed along all three dimensions. Furthermore, the chain state does not exhibit any gap opening throughout the doping range of YBCO. The plane states undergo FS reconstruction which can be captured within a commensurate spin-density wave with modulation vector $Q = (\pi, \pi)$. The commensurate modulation doubles the unit cell in real-space. Using the standard Nambu notation, we define the tri-layer eigenfunction in the magnetic zone as

$$\Psi_k = \left[ c_{p \uparrow}^k, c_{p \downarrow}^k, c_{c \uparrow}^k, c_{c \downarrow}^k, c_{p' \uparrow}^{k+Q}, c_{p' \downarrow}^{k+Q}, c_{c' \uparrow}^{k+Q}, c_{c' \downarrow}^{k+Q} \right].$$

In this notation the Hamiltonian presented in the main text in Eq. 1 becomes a $6 \times 6$ matrix: $H = \sum_k \psi_k^\dagger H_k \psi_k$.

In obtaining the non-interacting dispersions $\xi_{ijk}$, we assume that Cu $d_{xy}$ orbitals contribute to the low-energy scales of present interest (as commonly used for all cuprates). The Cu $d_{xy}$ electrons hop to their neighbors via O $p_{x,y}$ orbitals which can be taken into account within effective tight-binding formalism.[1][2] The hoping terms are depicted in supplementary Fig. 3 which gives,

$$\begin{align*}
\xi_{ppk} &= -2t(\phi_x + \phi_y) - 4't \phi_x \phi_y - 2t''(\phi_{2x} + \phi_{2y}) - \mu_p, \\
\xi_{ckk} &= -2t_c \phi_y - \mu_c, \\
\xi_{pp'k} &= -2t_{pp'}(\phi_x - \phi_y)\phi_z/4, \\
\xi_{cp} &= -2t_{cp}\phi_z/4,
\end{align*}$$

where $\phi_{\alpha \mu} = \cos(\alpha k_\mu)$ with $\mu=x,y,z$. $\mu_p, c$ are the chemical potential for the plane and chain states, respectively, which encode relative onsite energy differences and other crystal effects between the two levels. $t, t'$, and $t''$ are the 1st, 2nd and 3rd nearest neighbor (NN) hopping on the 2D CuO$_2$ plane, $t_c$ is the NN hopping on the 1D chain aligned along $y$-axis, and $t_{pp'}$ ($t_{cp}$) is the plane-plane (chain-plane) hopping along $z$-direction.

The eigenvalues for the upper $3 \times 3$ interblock matrix is obtained as

$$\begin{align*}
E_{Ck} &= \epsilon^+_k + E_{0k} \\
E_{Ak} &= \epsilon^-_k - E_{0k} \\
E_{Bk} &= \chi_k,
\end{align*}$$

Here subscripts ‘A’ and ‘B’ stand for the anti-bonding and bonding states created by the bi-CuO$_2$ layers, where ‘C’ denotes the chain state. $\epsilon^\pm_k = (\chi_k + \xi_{ckk})/2$, $\chi_k = \xi_{ppk} + \xi_{pp'k}$.
and $E_{0k} = \sqrt{(\epsilon_k^2 + 2\xi_{cpk}^2)}$. Of course, the weight of the each layers are mixed between each bands which can be determined by their corresponding eigenvectors: $u_{ik}^\pm = \frac{1}{2}[\xi_k \pm E_{0k}] / \xi_{cpk}$. The eigenvalues of the full Hamiltonian can now be expressed as two split bands of the above three bands gapped by SDW order parameter $U_i$.

The self-consistent order parameters are defined as $V_A = U S_A$ and $V_B = U S_B$ (and $V_C = 0$), where $U$ is the onsite Hubbard interaction which is kept to be same for both CuO$_2$ planes. $S_{A/B}$ are the two order parameters, $p$ is the doping concentration which are evaluated by solving the following two self-consistent equations:

$$p = 2 - \frac{1}{N} \sum_{k,i=1,2, \sigma} \langle c_{ik\sigma}^\dagger c_{ik\sigma} \rangle$$

$$S_i = \frac{1}{2} (n_{i\uparrow} - n_{i\downarrow})$$

where $f$ is the Fermi function and $E_j$ are the eigenstates listed in Eq. 10-11, where indices $i=A,B$ and $j=1-6$. $n_{i\uparrow}$ is the number of up-spin on the $i^{th}$ layer defined as $\langle c_{i(k+Q)}^\dagger c_{i(k+Q)} \rangle$.
in Fig. 1, we get \( S_A(T = 0) \approx S_B(T = 0) = 0.3145 \) and 
\( \mu_p = -0.4 \). At two dopings at which Fig. 2 is obtained in the 
main text, we find \( S_A(T = 0) \approx S_B(T = 0) = 0.25 \) 
and \( \mu_p = -0.41 \) at \( T=0 \) to -0.43 eV at \( T = 55 \) K for \( p=0.10 \), 
and \( S_A(T = 0) \approx S_B(T = 0) = 0.22 \) and \( \mu_p = -0.38 \) at \( T=0 \) 
to -0.41 eV at \( T = 55 \) K for \( p=0.14 \). The results are plotted 
in supplementary Fig. 3(b), and compared with the schematic 
phase diagram of YBCO in Fig. 1(a). Note that the temper-
ature dependence of the order parameters is phenomenologi-
ically assumed as \( S_i = S_i(0) \sqrt{1 - T/T_c} \), where \( T_s = 55 \) K 
is the SDW transition temperature.\[5, 6\]

**DETAILS OF HALL AND NERNST COEFFICIENT 
CALCULATIONS.**

The Nernst effect experiments measure the transverse elec-
tric field response of a system to a combination set-up of 
an externally-imposed temperature gradient and an orthogo-
nal magnetic field. The Nernst effect depends sensitively on 
anisotropies in the band structure. Similarly, the Hall effect is 
a powerful probe of the Fermi surface of a metal because of its 
sensitivity to the sign of charge carriers, which distinguishes 
between electrons and holes. These two probes have recently 
gained much attention in the context of cuprates, since they 
demonstrate very unusual behavior in the underdoped region 
when the pseudogap sets in. Apart from the superconducting 
fluctuation origin of enhanced Nernst effect in cuprates,\[7\] 
purely quasiparticle picture is extensively proposed in vari-
ous contexts.\[5, 8, 10\] The quasiparticle Nernst effect has 
been studied on the basis of the linearized Boltzmann equa-
tion in the relaxation-time approximation. This is a reliable 
approach if the scattering rate is isotropic, since then the 
 neglected ‘scattering-in’ contributions average out to zero.

We start from the semiclassical Boltzmann transport equa-
tion for quasiparticles (charge \( e \)) in a weak magnetic field \( B \), 
driven out of equilibrium by a spatially uniform electric field \( E \) 
and temperature gradient \( \nabla T \). If we linearize the deriv-
ation of the fermion distribution function from its equilibrium 
state \( f(\xi_k) \) in both \( E \) and \( \nabla T \) as \( f(\xi_k) = f + g_k \), then the 
Boltzmann equation\[11\] becomes:

\[
V_k \left( -\frac{\partial f(\xi_k)}{\partial \xi_k} \right) - \Omega^0_k g_k = \sum_{k'} \hat{Q}_{k,k'} (g_k - g_{k'}) \quad (16)
\]

\[
V_k = v_k \cdot \left( -eE - \xi_k \nabla T - \frac{\nabla T}{T} \right) \quad (17)
\]

\[
\Omega_k = -\frac{e}{\hbar c} (v_k \times B) \cdot \nabla \xi_k. \quad (18)
\]

Here \( \xi_k \) is the quasiparticle state whose velocity is \( v_k = 
\hbar^{-1} \nabla \xi_k \). The band index and the eigenvectors are implicit 
to the quasiparticle states in the above equations. \( \hat{Q}_{k,k'} \) is 
the scattering matrix-element for incoming state \( \sum_{k'} \hat{Q}_{k,k'} g_{k' \gamma} \) 
and outgoing state \( \sum_{k'} \hat{Q}_{k,k'} g_{k' \gamma} \). For the present DC trans-
port property, we assume the elastic scattering with \( \hat{Q}_{k,k'} = 
\delta(\xi_k - \xi_{k'}) g_{k' \gamma} \). Furthermore, we impose the standard 
relaxation-time approximation\[12\] which implies that the 
system has enough time to lose its memory, i. e. scattering-
in term is negligible. In that case, the scattering rate is gov-
erned is entirely governed by the out-going state as \( g_{k} = g_k \sum_{k'} \hat{Q}_{k,k'} \), while relating its momentum dependence:

\[
\frac{1}{\gamma_k} = \sum_{k'} \hat{Q}_{k,k'} = N_0 \langle g_{k} \rangle_F S. \quad (19)
\]

Within this approximation Eq. 16-18 becomes

\[
g_k = \Omega^{-1}_k V_k \left( -\frac{\partial f(\xi_k)}{\partial \xi_k} \right) \quad (20)
\]

\[
V_k = v_k \cdot \left( -eE - \xi_k \nabla T - \frac{\nabla T}{T} \right) \quad (21)
\]

\[
\Omega_k = -\frac{e}{\hbar c} (v_k \times B) \cdot \nabla \xi_k + \frac{1}{\gamma_k}. \quad (22)
\]

It is now convenient to introduce the band index \( n \):

\[
g_{nk} = \Omega^{-1}_n V_n \left( -\frac{\partial f(\xi_n)}{\partial \xi_n} \right) \quad (23)
\]

From Eq. 23, the net electrical, \( J_n \), and thermal current den-
sities, \( Q_n \), that flow on the \( i-th \) layer (or orbital) can be calculated 
as from the diagonal term of the following matrix

\[
J^{ij} = -2e \sum_{k,n} M^{ij}_n v_{nk} g_{nk} \quad (24)
\]

\[
Q^{ij} = 2 \sum_{k,n} M^{ij}_n v_{nk} \xi_n g_{nk} \quad (25)
\]

where \( M \) is the matrix-element:

\[
M^{ij}_n(k) = \psi^i_n(k) \psi^{\dagger j}_n(k). \quad (26)
\]

In Eq. 24 we project the densities from its band basis \( n \) (a 
band index is implicit on both sides of Eq. 21) to the layer 
indices, \( i, j \). The factor ‘2’ introduced in Eqs. 24, 25 to 
count spin-degeneracy.

**Linear response theory:** The interplay of electrical and 
thermal effects necessarily implies two conductivity tensors 
\( \hat{\sigma}, \hat{\alpha} \), which relate charge current \( J \) to electric field, \( E \) 
and thermal gradient, \( \nabla T \) vectors:

\[
J^{ij} = \hat{\sigma}^{ij} E - \hat{\alpha}^{ij} \nabla T \quad (27)
\]

The Nernst response is defined as the electrical field induced 
by a thermal gradient in the absence of an electrical current, 
and is given in linear response by the relation \( E = -\hat{\theta} \nabla T \). In 
absence of charge current (i.e. when \( J=0 \), Eq. (6) yields:

\[
E = (\hat{\sigma}^{ij})^{-1} \hat{\alpha}^{ij} \nabla T = -\hat{\theta} \nabla T, \quad (28)
\]

where Hall resistance, \( \hat{\rho} = \hat{\sigma}^{-1} \), and the Nernst coefficient, 
\( \nu = \hat{\theta} / B \), are measured independently via transport probes by 
setting a weak magnetic field \( B=Bz \) along the \( c \)-axis of the 
lattice.\[13, 14\] In Eq. 27 and 28 the layer indices \( i, j \) run on 
both sides. From Eqs. 21, 24, 27, we easily deduce that
\[ \hat{\sigma}_{ij}^{\mu \nu} = 2 \sum_{k,n} M_{ij}^{\mu \nu} n_{nk}^{-1} (\partial V_{nk} / \partial e) (\partial f(\xi_{nk}) / \partial \xi_{nk}) = \frac{\beta e^2}{2} \sum_{k,n} M_{ij}^{\mu \nu} n_{nk}^{-1} v_{nk}^{-1} \text{sech}^2 \left( \frac{\beta E_{nk}}{2} \right) \]

where we have used the identity \(- \partial f(\xi_{nk}) / \partial \xi_{nk} = \beta \text{sech}^2 \left( \frac{\beta E_{nk}}{2} \right)\). In the usual manner, the differential operator \(\Omega_{nk}^{-1}\) can be arranged as a perturbative expansion in the magnetic field \(B\) [5][12] in order to obtain transport coefficients that do not depend on \(B\). For this purpose we define \(\Omega_{nk} = \Upsilon_{nk} + \Lambda_{nk}\) (Eq. 18), where \(\Upsilon_{nk} = 1 / \tau_{nk}\) and \(\Lambda_{nk}\) is the rest. Then

\[ \Omega_{nk}^{-1} = \Upsilon_{nk}^{-1} - \Upsilon_{nk}^{-1} \Lambda_{nk} \Upsilon_{nk}^{-1} + \mathcal{O}(B^2). \]  

The diagonal entries in Eq. 30 (in the \(\mu, \nu\) basis, not in the \(i, j\) basis) are obtained from the zeroth order in \(B\) in Eq. 31 while the lowest-order contribution to the off-diagonal coefficients arises from the linear order in \(B\) in the expansion of Eq. 31. To this accuracy, the expressions Eq. 30 can be simplified in form of the expressions

\[ \hat{\sigma}_{ij}^{\mu \nu} = \frac{\beta e^2}{2} \sum_{k,n} M_{ij}^{\mu \nu} n_{nk}^{-1} v_{nk}^{-1} \text{sech}^2 \left( \frac{\beta E_{nk}}{2} \right) \]

\[ \hat{\sigma}_{ij}^{\mu \nu} = \frac{\beta e^2 B}{2 \hbar c} \sum_{k,n} M_{ij}^{\mu \nu} n_{nk}^{-1} v_{nk}^{-1} \left[ v_{nk}^{-1} \frac{\partial \nu_{nk}^{-1}}{\partial k^\mu} - v_{nk}^{-1} \frac{\partial \nu_{nk}^{-1}}{\partial k^\nu} \right] \text{sech}^2 \left( \frac{\beta E_{nk}}{2} \right) \]

\[ \hat{\sigma}_{ij}^{\mu \nu} = -\frac{\beta e^2 B}{2 \hbar c} \sum_{k,n} M_{ij}^{\mu \nu} n_{nk}^{-1} v_{nk}^{-1} \left[ v_{nk}^{-1} \frac{\partial \nu_{nk}^{-1}}{\partial k^\mu} - v_{nk}^{-1} \frac{\partial \nu_{nk}^{-1}}{\partial k^\nu} \right] E_{nk}^{-1} \text{sech}^2 \left( \frac{\beta E_{nk}}{2} \right) \]

In a simplest model, we assume a momentum and temperature independent value of relaxation time \(\tau_k = \tau_0\). A temperature dependent value of \(\tau_0\) can improve the results, especially for the Nernst signal, however, with this simplest form, we are able to capture the salient features of both Hall coefficient and Nernst coefficient. The results in the main text are normalized to the constant value of \(B\) and \(\tau_0\). The above expressions matches exactly with the one proposed earlier for various form of density wave order, [5][9][10] except the matrix element terms. It is important to note that, if no other crystal symmetry is broken, then the Mott relation \(\nu_{xy} = -\nu_{yx}\) for Nernst coefficient can be recovered from the Boltzmann theory [15]. This implies that the choice of sign convention for the Nernst effect is arbitrary. To facilitate direct comparison, we have taken the same sign for \(|\nu_a|\) and \(|\nu_b|\).
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