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Abstract. In this paper we prove a matrix Li-Yau-Hamilton inequality for the Green function on complete Kähler manifolds with nonnegative holomorphic bisectional curvature. This estimate can be seen as an elliptic analogue of the matrix estimate of Cao and Ni for the heat equation on Kähler manifolds, or the complex analogue of the estimate for Riemannian manifolds obtained previously by the author.

1. Introduction

In [13], Li and Yau proved a fundamental gradient estimate for positive solutions to the heat equation on complete Riemannian manifolds with Ricci curvature bounded below. Since the Harnack inequality can be derived by integrating the inequality along geodesics, this estimate itself is often referred to as gradient Harnack inequality. In [9], Hamilton showed the following generalization of the gradient Harnack inequality. Inequalities of this type are often called matrix Li-Yau-Hamilton estimates.

Theorem 1.1 ([9], Main Theorem). Let \((M, g)\) be a compact Riemannian manifold and \(f : M \to \mathbb{R}\) a positive solution to the heat equation on \(M\). Suppose that \(M\) has nonnegative sectional curvature and parallel Ricci curvature. Then for any \(t > 0\) and any vector field \(V_i\) on \(M\),

\[
f_{ij} + \frac{f}{2t}g_{ij} + D_if \cdot V_j + D_jf \cdot V_i + fV_iV_j \geq 0. \tag{1}
\]

Although the drawback is that the curvature assumption is more restrictive than just \(\text{Ric} \geq 0\), Hamilton’s estimate is on the full Hessian of \(f\). By taking the trace of (1) one recovers the Li-Yau gradient estimate.

An elliptic analogue of the Li-Yau gradient estimate is the gradient estimate for the Green function, obtained by Colding in [2] for nonparabolic manifolds with nonnegative Ricci curvature. We recall that a Riemannian manifold of dimension \(m\) is said to be nonparabolic if it possesses a positive Green function, that is, a smooth function \(G : M \setminus D \to (0, \infty)\) so that

\[
\Delta G(x, \cdot) = -m(m-2)\omega_m \delta_x
\]

where \(D = \{(x, x) \mid x \in M\}\) is the diagonal and \(\omega_m\) is the volume of the unit \(m\)-ball. By fixing a pole \(x \in M\), we may understand \(G\) as a smooth one-variable function on \(M \setminus \{x\}\) given by \(G(y) = G(x, y)\). In particular, \(G = r^{2-m}\)
when $M = \mathbb{C}^n$ with the flat metric. Although the positive Green function is nonunique, one can always choose the minimal one. Given the presence of a gradient estimate, it is natural to ask whether one can extend it to a full Hessian estimate on the Green function, which would be an elliptic analogue of Theorem 1. Indeed, a matrix Harnack inequality holds on manifolds with nonnegative sectional curvature and parallel Ricci curvature [17]. In fact the nonnegative sectional curvature condition can be slightly weakened in this case; for the precise statement of the assumptions, we refer the reader to [17].

The aim of this paper is to prove the following complex geometry analogue of the matrix inequality for the Green function.

**Theorem 1.2.** Let $M$ be a nonparabolic complete Kähler manifold of complex dimension $n \geq 2$, and $p \in M$. Suppose that $M$ has nonnegative holomorphic bisectional curvature. Let $G$ be the minimal positive Green function with pole $x \in M$. Suppose that for some $C \in \mathbb{R}$,

$$G_{\alpha \overline{\beta}} + \frac{2n}{2-2n} \cdot \frac{G_{\alpha}G_{\beta}}{G} \geq CG^{2n-2}g_{\alpha \overline{\beta}}$$

on a neighborhood of $x$, and that for some $D \in \mathbb{R}$,

$$G_{\alpha \overline{\beta}} + \frac{2n}{2-2n} \cdot \frac{G_{\alpha}G_{\beta}}{G} \geq DG^{2n-2}g_{\alpha \overline{\beta}}$$

on $M \{x\}$. Then the Hessian estimate (5) holds on $M \{x\}$, no matter how small $D$ is. In other words, the constant $C$ given near the pole $x$ propagates to all of $M$.

The theorem can be stated with error terms for holomorphic bisectional curvature merely bounded below, instead of nonnegative. The notable advantage of the complex case over the Riemannian case is that we only need to assume nonnegativity of the holomorphic bisectional curvature, which is a much weaker condition than nonnegative sectional curvature and parallel Ricci curvature.

The coefficient $\frac{2n}{2-2n}$ might seem arbitrary at first sight. In fact it is the most natural choice, since the tensor on the left hand side is the canonical one to consider, in the sense that if $M = \mathbb{C}^n$ then equality holds in (5) with $C = (2n-2)$,

$$G_{\alpha \overline{\beta}} + \frac{2n}{2-2n} \cdot \frac{G_{\alpha}G_{\beta}}{G} = (2n-2)G^{2n-2}g_{\alpha \overline{\beta}}.$$  

However it is also possible to formulate Theorem 1.2 for not only $\frac{2n}{2n-2}$, but any other negative coefficient, as stated in the following theorem.

**Theorem 1.3.** Let $C \leq -1$. Let $M$ be a nonparabolic complete Kähler manifold of complex dimension $n \geq 2$, and $p \in M$. Suppose that $M$ has nonnegative
holomorphic bisectional curvature. Let $G$ be the minimal positive Green function with pole $x \in M$. Suppose that for some $D \in \mathbb{R}$,

$$G_{a\overline{\beta}} + C \cdot \frac{G_aG_{\overline{\beta}}}{G} \geq DG^{2n-2}g_{a\overline{\beta}}$$

(5)

on a neighborhood of $x$, and that for some $E, F \in \mathbb{R}$,

$$G_{a\overline{\beta}} + E \cdot \frac{G_aG_{\overline{\beta}}}{G} \geq FG^{2n-2}g_{a\overline{\beta}}$$

(6)

on $M\setminus\{x\}$. Then the Hessian estimate (5) holds on $M\setminus\{x\}$, no matter how small $F$ is. In other words, the constant $D$ given near the pole $x$ propagates to all of $M$.

Theorems 1.2 and 1.3 can be understood as an elliptic version of [1], where Cao and Ni proved a complex analogue of Hamilton’s matrix inequality for the heat equation on Riemannian manifolds. There are Matrix Li-Yau-Hamilton estimates for other parabolic equations as well, such as for the Ricci flow [8], Kähler-Ricci flow [15], and mean curvature flow [10].

It is also worthwhile to view these theorems as a Hessian comparison theorem for the distance-like function $b$, defined to be $b = G^{1/2n}$. Then (4) is equivalent to $\text{Hess}_b \leq 2g$, which is an equality precisely on $\mathbb{C}^n$. For the distance function itself, there is an abundance of Hessian comparison theorems both on Riemannian manifolds on Kähler manifolds. To name just a few among the Kähler cases, we note that in [7] and [1], Hessian comparison theorems were proved for nonnegative holomorphic bisectional curvature, and in [12] for nonnegative holomorphic sectional curvature. Among many applications of the Hessian comparison theorems, we note that Liu [14] applied [12] to prove that a complete Kähler manifold satisfies the three circle theorem if and only if it has nonnegative holomorphic sectional curvature. We expect that Theorems 1.2 and 1.3 would also be useful in the analysis on manifolds with holomorphic bisectional curvature bounded below, considering the advantage of $b$ over the distance function that it satisfies an elliptic equation and is smooth. Indeed, $b$ is used as an almost splitting function for manifolds of nonnegative Ricci curvature in Cheeger-Colding theory [3], [4]. $\text{Hess}_b$ is a term that comes up naturally in the careful analysis of weighted integrals measuring the Gromov-Hausdorff distance between such manifolds and their tangent cones [5].

In the rest of this paper we will prove Theorems 1.2 and 1.3. Before embarking on the proof, in Section 2 we will recall some facts about the positive Green function, then provide the proof in Section 3.
2. Nonparabolicty and the gradient estimate for Green function

The results in this section hold for Riemannian manifolds, not necessarily Kähler manifolds.

Let \( M \) be a complete Riemannian manifold of dimension \( m \), and \( x \in M \). If \( M \) has nonnegative Ricci curvature, Varopoulos [18] showed that \( M \) is non-parabolic if and only if

\[
\int_s^\infty \frac{t}{\text{Vol}(B_x(t))} \, dt < \infty
\]

for some \( s > 0 \). If \( M \) is nonparabolic, then by the work of Li and Tam [11] and Gilbarg and Serrin [6], there exists a unique minimal positive symmetric Green function \( G \) with pole at \( x \) such that \( G = O(r^{2-m}) \), where \( r \) is the distance from \( x \). As in the introduction, define the function \( b \) by

\[
b = G^{s/m}.
\]

To prove Theorem 1.3, we will need the following gradient estimate for \( b \).

**Theorem 2.1** ([2], Theorem 3.1). Let \( M^m \) be a nonparabolic Riemannian manifold with nonnegative Ricci curvature of dimension \( m \geq 3 \). Then

\[
|\nabla b| \leq 1,
\]

Or equivalently,

\[
|\nabla G| \leq (m - 2)G^{\frac{m-1}{m-2}}. \tag{7}
\]

3. Proof of Theorems 1.2 and 1.3

As in [1] and [8], the main ingredient in the proof is the matrix maximum principle of Hamilton. The difference with the parabolic case is that we work on the spacial domain \( \{0 < r < R\} \) then take \( R \to \infty \). In some sense, \( r \) plays the role of \( t \) in our proof.

Let \( M \) be a Kähler manifold of dimension \( n \). Let us work in holomorphic normal coordinates, so that the Riemannian Laplacian is given by

\[
\Delta = \frac{1}{2} (\nabla_\gamma \nabla_\gamma + \nabla_\bar{\gamma} \nabla_\bar{\gamma}).
\]

Let \( s \in \mathbb{R} \). By a direct calculation using that \( \Delta G = 0 \), we obtain the following expression of \( \Delta G^s \).

\[
\Delta G^s = s(s-1)G^{s-2}\gamma_\gamma G_{\bar{\gamma}}.
\]

In particular, taking \( s = \frac{2n}{2n-2} \),

\[
\Delta G^{\frac{2n}{2n-2}} = \frac{4n}{(2n-2)^2} G^{\frac{2n-4}{2n-2}} \gamma_\gamma G_{\bar{\gamma}}.
\]
It is convenient to define the tensor $B$ by

$$B_{\alpha \beta} = \frac{G_\beta G_\beta}{G}.$$  

Then $B$ is nonnegative definite with eigenvalues $\frac{G_\gamma G_\gamma}{G}$ and 0.

Fix $\alpha, \beta \in \{1, \ldots, n\}$. To calculate $\Delta G_\alpha \beta$ and $\Delta B_\alpha \beta$, we take note of the following standard identities on Kähler manifolds, again in holomorphic normal coordinates. Here, the subscripts simply indicate taking the directional derivatives repeatedly.

$$G_{\alpha \gamma \gamma} = G_{\gamma \gamma \alpha} + R_{\alpha \delta} G_{\delta},$$

$$G_{\alpha \beta \gamma} = G_{\gamma \gamma \beta},$$

$$G_{\gamma \gamma \gamma} = G_{\gamma \gamma \gamma} + R_{\delta \gamma} G_{\delta \gamma}.$$  

Using that $\Delta G = 0$, we obtain that

$$\Delta(G_\alpha) = \frac{1}{2} R_{\alpha \delta} G_\delta,$$

$$\Delta(G_\beta) = \frac{1}{2} R_{\delta \gamma} G_\delta.$$  

(8)

One can also calculate $\Delta(G_{\alpha \beta})$ in a straightforward manner,

$$\Delta(G_{\alpha \beta}) = -R_{\alpha \delta \gamma} G_{\gamma \delta} + \frac{1}{2} R_{\delta \gamma} G_{\alpha \gamma} + \frac{1}{2} R_{\delta \gamma} G_{\gamma \alpha}.$$  

(9)

(9) can be obtained by a standard calculation similar to the appendix [17].

One can also calculate $\Delta u_\alpha \beta$ for $u$ a solution to the heat equation as in [16], Lemma 2.1, then observe that $G$ is a stationary solution.

We also calculate $\Delta B_{\alpha \beta}$.

$$\Delta B_{\alpha \beta} = \frac{\Delta(G_\alpha) G_\beta + \Delta(G_\beta) G_\alpha}{G} + \frac{G_{\alpha \gamma} G_{\gamma \beta} + G_{\alpha \beta} G_{\gamma \gamma}}{G} + 2 \frac{G_{\alpha \beta} G_{\gamma \gamma}}{G^3}$$

$$= \frac{R_{\alpha \delta} G_{\beta \gamma} + R_{\delta \beta} G_{\gamma \alpha}}{2G} + \frac{G_\alpha G_{\gamma \gamma} + G_{\gamma \gamma}}{G} + \frac{G_{\beta \gamma} G_{\alpha \gamma} + G_{\alpha \gamma} G_{\gamma \gamma}}{G} + 2 \frac{G_{\alpha \beta} G_{\gamma \gamma}}{G^3}$$

$$= \frac{R_{\alpha \delta} G_{\beta \gamma} + R_{\delta \beta} G_{\gamma \alpha}}{2G} + \frac{G_{\alpha \gamma} G_{\gamma \beta}}{G} + \frac{1}{G} \left( G_{\alpha \gamma} - \frac{G_{\alpha \gamma}}{G} \right) \left( G_{\beta \gamma} - \frac{G_{\beta \gamma}}{G} \right).$$
\[ \frac{G_\alpha G_\beta G_\gamma + G_\gamma G_\alpha G_\beta}{G^2} + \frac{G_\alpha G_\beta G_\gamma}{G^3}. \]  

(10)

**Proof of Theorem 1.3.** For \( C < -1 \) and \( D \in \mathbb{R} \), define the tensor \( T \) by

\[ T_{\alpha \beta} = G_{\alpha \beta} + C \cdot \frac{G_\alpha G_\beta}{G} - D \cdot G^{2n-2} g_{\alpha \beta}. \]

(11)

Our goal is to show that under the assumptions of Theorem 1.3, \( T_{\alpha \beta} \geq 0 \).

Let us consider the domain \( \{ \varepsilon < r < R \} \), where we will take \( \varepsilon \to 0 \) and \( R \to \infty \). To show that \( T_{\alpha \beta} \geq 0 \), by the maximum principle it is enough to check that

\[ \Delta T_{\alpha \beta} \leq 0 \]  

on \( \{ \varepsilon < r < R \} \), and that

\[ T_{\alpha \beta} \geq -f(r) \]

for some continuous \( f : (0, \infty) \to (0, \infty) \) with \( \lim_{r \to 0} f(r) = 0 \) and \( \lim_{r \to \infty} f(r) = 0 \).

In fact, for the maximum principle argument (see for instance [9], [1], [17]) it suffices to check that \( \Delta(T_{\alpha \beta}) V_\alpha V_\beta \leq 0 \) when \( T \) is nonnegative definite and \( V \) is a null vector of \( T \) so that \( T_{\gamma \delta} V_\gamma = T_{\gamma \delta} V_\delta = 0 \), instead of all vectors.

Using equations (8), (9) and (10), and simplifying the calculation noting that by the definition of Ricci curvature,

\[ -R_{\alpha \beta \gamma \delta} g_{\alpha \delta} + \frac{1}{2} R_{\gamma \delta} g_{\alpha \gamma} + \frac{1}{2} R_{\alpha \gamma} g_{\gamma \delta} = 0, \]

it is now straightforward to calculate \( \Delta T_{\alpha \beta} \):

\[
\Delta(T_{\alpha \beta}) = -R_{\alpha \beta \gamma \delta} T_{\gamma \delta} + \frac{1}{2} R_{\gamma \delta} T_{\alpha \beta} + \frac{1}{2} R_{\alpha \gamma} T_{\gamma \delta} + \frac{C}{G} \left( G_{\alpha \gamma} - \frac{G_\alpha G_\gamma}{G} \right) \left( G_{\beta \gamma} - \frac{G_\beta G_\gamma}{G} \right) \\
+ \frac{C}{G} \left( T_{\gamma \delta} T_{\beta \gamma} + C R_{\gamma \delta} B_{\beta \gamma} + C D G^{2n-2} T_{\alpha \beta} + C D^2 G^{2n-2} g_{\alpha \beta} \right) \\
- \frac{C^2 + C}{G} \left( T_{\gamma \delta} B_{\beta \gamma} + T_{\beta \gamma} B_{\alpha \beta} \right) - \frac{(C^2 + C)D}{G} G^{2n-2} \left( g_{\gamma \delta} B_{\beta \gamma} + g_{\beta \gamma} B_{\alpha \beta} \right) \\
+ \frac{C^3 + 2C^2 + C}{G} B_{\alpha \beta} B_{\gamma \delta} - D \cdot \frac{4n}{(2n-2)^2} G^{-\frac{4n-6}{2n-2}} B_{\gamma \delta} g_{\alpha \beta}. \]

(12)

Now we make some observations in order to check that the terms on the left hand side of (12) are nonpositive on a null vector \( V \) of \( T \). For the first three terms, we observe that

\[
\left( -R_{\alpha \beta \gamma \delta} T_{\gamma \delta} + \frac{1}{2} R_{\gamma \delta} T_{\alpha \beta} + \frac{1}{2} R_{\alpha \gamma} T_{\gamma \delta} \right) V_\alpha V_\beta = -R_{\alpha \beta \gamma \delta} T_{\gamma \delta} V_\alpha V_\beta \leq 0,
\]

since \( T \) is nonnegative definite, and \( M \) has nonnegative holomorphic bisectional curvature, hence nonnegative Ricci curvature.
For the remainder of the first row, since $C < 0$, we obtain that
\[
\frac{C}{G} \left( G_{\alpha\gamma} - \frac{G_{\alpha\gamma}}{G} \right) \left( G_{\bar{\beta}\bar{\gamma}} - \frac{G_{\bar{\beta}\bar{\gamma}}}{G} \right) \leq 0,
\]
and
\[
\frac{C}{G} T_{\alpha\gamma} T_{\bar{\gamma}\bar{\beta}} \leq 0.
\]

By the assumption that $M$ has nonnegative holomorphic bisectional curvature,
\[
C R_{\alpha\beta\gamma\delta} V_{\gamma\delta} V_{\alpha\beta} = \frac{C}{G} R_{\alpha\beta\gamma\delta} V_{\gamma\delta} V_{\alpha\beta} G_{\gamma} G_{\delta} \leq 0.
\]

We have that
\[
CDG^{\frac{2n-2}{2}} T_{\alpha\beta} V_{\alpha\beta} = 0
\]
since $V$ is a null vector of $T$. Since $CD \leq 0$ and $T$ is nonnegative definite, we obtain that It is also obvious that $CD \leq 0$ and $T$ is nonnegative definite, we obtain that
\[
\Delta T_{\alpha\beta} V_{\alpha\beta} \leq 0.
\]

Next, $C \leq -1$ implies $C^2 + C \geq 0$. Using that $B$ is nonnegative definite and that $V$ is a null vector of $T$, the third row in (12) also becomes nonpositive
\[
\left( - \frac{C^2 + C}{G} \left( T_{\alpha\gamma} B_{\gamma\bar{\beta}} + T_{\bar{\gamma}\bar{\beta}} B_{\alpha\gamma} \right) - \left( C^2 + C \right) \frac{D}{G} G^{\frac{2n}{2n-2}} \left( g_{\alpha\gamma} B_{\gamma\bar{\beta}} + g_{\bar{\gamma}\bar{\beta}} B_{\alpha\gamma} \right) \right) V_{\alpha\beta} V_{\beta} \leq 0,
\]

The last row of (12) is obviously nonpositive as well, since $C^3 + 2C^2 + C \leq 0$ and $D \geq 0$. Combining these observations, we conclude that $\Delta T_{\alpha\beta} V_{\alpha\beta} \leq 0$.

It only remains to check the boundary. By the hypothesis of the theorem, we already have that $T \geq 0$ as $r \to 0$, and that
\[
T \geq (C - E) \frac{G_{\alpha\gamma} G_{\bar{\gamma}\bar{\beta}}}{G} + (F - D) G^{\frac{2n}{2n-2}} g_{\alpha\beta}
\]
on $M$. Since $G = O(r^{2-2n})$, we have that $G^{\frac{2n}{2n-2}} = O(r^{-2n})$, so $G^{\frac{2n}{2n-2}} \to 0$ as $r \to \infty$. Also by the gradient estimate (7),
\[
\left| \frac{G_{\alpha\gamma} G_{\bar{\gamma}\bar{\beta}}}{G} \right| \leq C(n) G^{\frac{2n}{2n-2}} = O(r^{-2n}),
\]

Where $C(n)$ is a dimensional constant. Thus we conclude that the right hand side of (13) tends to 0 as $r \to \infty$. Theorem 1.3 now follows by the maximum principle.

\[\square\]

**Proof of Theorem 1.3.** Theorem 1.2 follows immediately from Theorem 1.3 by replacing $C, D, E,$ and $F$ with $\frac{2n}{2-2n}, C, \frac{2n}{2-2n},$ and $D$, respectively. \[\square\]

**Remark 3.1.** It would be desirable to drop the boundary conditions in both theorems, especially the assumptions at infinity (3), (6). In the parabolic case...
the noncompact case can be dealt with using Li-Yau gradient estimate and
the Hopf maximum principle. However, in our problem a naive application
of this strategy leads to undesirable signs in the calculation, hence does not
work. It is an interesting problem whether these assumptions can be removed
by some other way.

References

[1] Cao, H.D., Ni, L., *Matrix Li-Yau-Hamilton estimates for the heat equation on Kähler
manifolds*, Math. Ann. 331 (2005), 795–807.
[2] Colding, T.H., *New monotonicity formulas for Ricci curvature and applications. I*, Acta
Math., 209 (2012), 229–263.
[3] Cheeger, J., Colding, T.H., *Lower bounds on Ricci curvature and the almost rigidity of
warped products*, Ann. of Math.(2) 144 (1996), 189–237.
[4] ——, *On the structure of spaces with Ricci curvature bounded below I*, J. Diff. Geom. 45
(1996), 406–480.
[5] Colding, T.H., Minicozzi, W., *On uniqueness of tangent cones for Einstein manifolds,
Invent. Math.*, 196 (2014), 515–588.
[6] Gilbarg, D., Serrin, J., *On isolated singularities of solutions of second order elliptic
differential equations*, J. Anal. Math., 4 (1955/56), 309–340.
[7] Greene, R., Wu, H., *On Kähler manifolds of positive bisectional curvature and a theorem
of Hartogs*, Abh. Math. Sem. Univ. Hamburg., 47 (1978), 171–185.
[8] Hamilton, R.S., *The Harnack estimate for the Ricci flow*, J. Diff. Geom., 37 (1993),
225–243.
[9] ——, *A matrix Harnack estimate for the heat equation*, Comm. in Anal. and Geom., 1(1)
(1993), 113–126.
[10] ——, *Harnack estimate for the mean curvature flow*, J. Diff. Geom., 41 (1995), 215–226.
[11] Li, P., Tam, L., *Symmetric Green’s functions on complete manifolds*, Amer. J. Math.,
109(6) (1987), 1129–1154.
[12] Li, P., Wang, J., *Comparison theorem for Kähler manifolds and positivity of spectrum,
J. Diff. Geom.*, 69 (2005), 43–74.
[13] Li, P., Yau, S.-T., *On the parabolic kernel of the Schrödinger operator*, Acta Math.,
156 (1986), 153–201.
[14] Liu, G., *Three-circle theorem and dimension estimate for holomorphic functions on
Kähler manifolds*, Duke Math. J. 165 (2016), 2899–2919.
[15] Ni, L., *A matrix Li-Yau-Hamilton estimate for the Kähler-Ricci flow*, J. Diff. Geom.,
75 (2007), 303–358.
[16] Ni, L., Tam, L.-F., *Plurisubharmonic functions and Kähler Ricci flow*, Amer. J. Math.
125 (2003), 623–645.
[17] Park, J., *Matrix inequality for the Laplace equation*, Int. Math. Res. Not., 11 (2019),
3485–3497.
[18] Varopoulos, N.T., *The Poisson kernel on positively curved manifolds*, J. Funct. Anal.,
44 (1981), 359–389.