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Abstract

The second-order multireference driven similarity renormalization group perturbation theory (DSRG-MRPT2) theory provides an efficient means of correcting the dynamical correlation with the multiconfiguration reference function. The state-averaged DSRG-MRPT2 (SA-DSRG-MRPT2) method is the simplest means of treating the excited states with DSRG-MRPT2. In this method, the Hamiltonian dressed with dynamical correlation is diagonalized in the CASCI state subspace (SA-DSRG-MRPT2c) or the configuration subspace (SA-DSRG-MRPT2). This work develops the analytical gradient theory for spin-free SA-DSRG-MRPT2(c) with the density-fitting (DF) approximation. We check the accuracy of the analytical gradients against the numerical gradients. We present applications for optimizing minimum energy conical intersections (MECI) of ethylene and retinal model chromophores (PSB3 and RPSB6). We investigate the dependence of the optimized geometries and energies on the flow parameter and reference relaxations. The smoothness of the SA-DSRG-MRPT2(c) potential energy surfaces near the reference (CASSCF) MECI is comparable to the XMCQDPT2 one. These results render the SA-DSRG-MRPT2(c) theory a promising approach for studies of conical intersections.
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1. INTRODUCTION

Multireference perturbation theories (MRPTs) provide efficient and accurate balanced descriptions of static and dynamical correlations. There are many variants of MRPT2. For example, complete active space perturbation theory (CASPT),1-3 $N$-electron valence perturbation theory (NEVPT),4-6 multireference Møller–Plesset theory (MRMP),7-9 generalized van Vleck perturbation theory (GVVPT),10-12 and static-dynamic-static perturbation theory (SDSPT)13,14 have been presented over the last four decades.

The multireference-driven similarity renormalization group perturbation theory (DSRG-MRPT) can be considered another kind of MRPT.15,16 This method is based on the perturbative analysis of the driven similarity renormalization group (DSRG)15-24 energy and flow equations.16 This method naturally alleviates the intruder state problem (which is present in CASPT and MRMP), and the internally contracted basis (which is required for internally contracted methods such as CASPT and NEVPT) is not required.

From a practical perspective, the DSRG-MRPT2 theory has other advantages over the other MRPT2 methods. First, all the DSRG-MRPT2 equations are solved noniteratively [this is the case for the CASPT2(D), NEVPT2, and MRMP2 methods]. Second, this theory requires up to only three-particle reduced density matrix elements (which is the case for MRMP2). Additionally, the three-cumulant [cu(3)] approximation, in which one neglects the three-particle terms, yields sufficient accuracies in many cases.24 Moreover, one can include the relaxations of the reference function (CI coefficients) through dynamical correlation with the effective Hamiltonian constructed from the DSRG-MRPT2 calculations.18

In treating the electronically excited states, accurate descriptions of static and dynamical correlations are essential, particularly near a degeneracy. MRPTs are therefore widely used to study
excited states.^{25-27} (X)MCQDPT2,^{28-31} (X)MS-CASPT2,^{31-33} XDW-CASPT2,^{34} and QD-NEVPT2^{35} are among the widely used variants for studying excited states. For DSRG-MRPT2, Li, Evangelista, and coworkers developed the state-averaged DSRG-MRPT2 (SA-DSRG-MRPT2)^{19}, multistate DSRG-MRPT2 [(X)MS-DSRG-MRPT2], and its dynamically weighted (DW) variant (DW-DSRG-MRPT2).^{36}

Many quantum chemical studies of electronically excited states involve geometry optimizations and molecular dynamics (MD) simulations.^{26} Naturally, the corresponding applications greatly benefit from the availability of analytical nuclear derivatives.^{37} Analytical gradient algorithms for (X)MCQDPT2,^{38-41} (X)MS-CASPT2,^{32,42-52} and QD-NEVPT2^{50,53-55} were developed and applied for conical intersection searches and MD simulations. For DSRG theories, the single-reference DSRG-PT2 gradient^{22} and the multireference single-state DSRG-MRPT2 gradient^{24} were recently reported by Wang, Li, and Evangelista.^{24} Therein, the authors suggested several future directions. Such directions included incorporations of the reference relaxations, applications of the density-fitting approximation for reducing the storage (memory) requirement, excited state extensions, and implementations of the higher-order MR-DSRG theories.^{24}

This work incorporates the former three features into the DSRG-MRPT2 analytical first derivatives based on spin-free implementations.^{23} Namely, we present the implementation of analytical gradient theory for spin-free state-specific and state-averaged DSRG-MRPT2 based on density fitting (DF). We implement analytical derivatives both with (SA-DSRG-MRPT2) and without (SA-DSRG-MRPT2c) so-called reference relaxation.^{18} We apply the developed theory to optimize the minimum energy conical intersection (MECI) geometries of ethylene and retinal model chromophores (PSB3 and RPSB6). We discuss the dependence of optimized geometries and energies on the DSRG flow parameters. We also investigate the potential energy surfaces near the
reference (CASSCF) surface crossing point to examine the reliability of SA-DSRG-MRPT2(c) theory for studies of the conical intersections. We distribute the resulting multithreaded computer codes as a patch on the open-source program package BAGEL.56

2. THEORY

In this section, we first briefly summarize the spin-free DSRG-MRPT2 theory, closely following the presentation by Li, Evangelista, and coworkers. Then, we present the analytical gradient theory for the single-state and state-averaged DSRG-MRPT2. For readability, we closely follow the notation in the DSRG literature.15-22 For the orbitals, p, q, r, s, ..., a, b, ..., i, j, ..., e, f, ..., u, v, ..., m, n, ... denote the general, particles (P), holes (H), virtual (V), active (A), and core (C) orbitals, respectively.

DSRG-MRPT2. Here, we provide a very brief review of the DSRG-MRPT2 theory. For more detailed derivations, one can refer to the previous literature by Li, Evangelista, and coworkers.15-22 We assume that general reference function,

$$|\Phi\rangle = \sum_l c_l |I\rangle,$$

is used, where $|I\rangle$ is a single Slater determinant. The DSRG energy is

$$E(s) = \langle \Phi | \overline{H}(s) | \Phi \rangle,$$

where $s$ is the flow parameter and $\overline{H}(s)$ is the transformed Hamiltonian,

$$\overline{H}(s) = \hat{U}^\dagger(s) \hat{H} \hat{U}(s),$$

whose nondiagonal part is the source operator $\hat{R}(s)$,

$$\left[ \overline{H}(s) \right]_\nu = \hat{R}(s).$$
The unitary transformation matrix \( \hat{U}(s) \) is parameterized with the anti-Hermitian amplitude operator \( \hat{A}(s) \) as

\[
\hat{U}(s) = \exp[\hat{A}(s)].
\] (5)

This operator is defined as

\[
\hat{A}(s) = \sum_{k=1}^{n} \hat{A}_k(s) = \sum_{k=1}^{n} \hat{T}_k(s) - \hat{T}_k^\dagger(s),
\] (6)

where the \( k \)-body excitation operator is

\[
\hat{T}_k(s) = \frac{1}{(k!)^2} \sum_{\gamma_{ab} \cdots} \sum_{\gamma_{ab} \cdots} f_{ab \cdots}(s) \{a_{ab \cdots}\}.
\] (7)

Here, “\( \{ \} \)” denotes normal ordering of the operators. With perturbative analysis of the DSRG energy and flow equations (Eqs. 2 and 4),\textsuperscript{15} one can derive the DSRG-MRPT2 theory.\textsuperscript{16} The Hamiltonian is partitioned into

\[
\hat{H} = \hat{H}^{(0)} + \xi \hat{H}^{(i)},
\] (8)

where the zeroth-order Hamiltonian is defined as

\[
\hat{H}^{(0)} = E_0 + \hat{F}^{(0)}.
\] (9)

This operator includes \( E_0 \), the reference energy, and

\[
\hat{F}^{(0)} = \sum_m \epsilon_m \hat{E}_{mm} + \sum_u \epsilon_u \hat{E}_{uu} + \sum_v \epsilon_v \hat{E}_{vv},
\] (10)

where the orbitals are semicanonicalized (the Fock matrix is diagonal in the core-core, active-active, and virtual-virtual subblocks). The Fock matrix elements are

\[
f_{pq} = h_{pq} + \sum_r \gamma_{rs} \left[ (pq \mid rs) - \frac{1}{2} (pr \mid qs) \right] = h_{pq} + \left[ g(\gamma) \right]_{pq},
\] (11)

and \( \epsilon_p \) is the \( p \)-th eigenvalue of the Fock matrix. The first-order Hamiltonian is
\[ \hat{H}^{(1)} = \hat{F}^{(1)} + \hat{V}^{(1)}. \]  

The one-body operator \( \hat{F}^{(1)} \) and the two-body operator \( \hat{V}^{(1)} \) include the off-diagonal contributions of the Fock operator and all two-body interactions, respectively. Then, the energy and flow equations with the dependence on the perturbative parameter \( \xi \) are

\[ E(s, \xi) = \langle \Phi | \overline{H}(s, \xi) | \Phi \rangle \]  

\[ \hat{R}(s, \xi) = \left[ \overline{H}(s, \xi) \right]_{s}. \]

The source operator, the anti-Hermitian amplitude operator, and the energy are then expanded in the form of a power series. Collecting the terms in Eqs. 13 and 14 with the same power of \( \xi \) gives expressions for the DSRG-MRPT amplitudes and energies. The spin-free amplitude equations are

\[ T_{ijab} = V_{abij} \frac{1 - \exp(-s\Delta_{ijab}^2)}{\Delta_{ijab}}, \]  

\[ t_{ia} = \left[ f_{ia} + \frac{1}{2} \sum_{uvw} \gamma_{uv} \left( U_{uaw}f_{uw} - U_{iaw}f_{yw} \right) \right] \frac{1 - \exp(-s\Delta_{ia}^2)}{\Delta_{ia}} = f_{ia} \frac{1 - \exp(-s\Delta_{ia}^2)}{\Delta_{ia}}, \]

where \( V_{abij} = (ai|bj) \), the denominators are \( \Delta_{ijab} = \varepsilon_i + \varepsilon_j - \varepsilon_a - \varepsilon_b \) and \( \Delta_{ia} = \varepsilon_i - \varepsilon_a \), \( \gamma_{uv} = \langle \Phi | \hat{E}_{uv} | \Phi \rangle \), and we define the antisymmetrized two-electron amplitude \( U \) as

\[ U_{ijab} = 2T_{ijab} - T_{jiba}. \]

Then, the second-order correction to the energy is

\[ E^{(2)}(s) = \left\langle \Phi \left[ \hat{H}^{(1)}, \hat{A}^{(1)}(s) \right] \right\rangle + \frac{1}{2} \left\langle \Phi \left[ \left[ \hat{H}^{(0)}, \hat{A}^{(1)}(s) \right], \hat{A}^{(1)}(s) \right] \right\rangle = \frac{1}{2} \left\langle \Phi \left[ \hat{H}^{(1)}, \hat{A}^{(1)}(s) \right] \right\rangle, \]

where the modified first-order effective Hamiltonian, \( \tilde{H}^{(1)}(s) = \hat{H}^{(1)}(s) + \hat{R}^{(1)}(s) \), is defined with the modified integrals
Analytical Gradient Theory: Single-State DSRG-MRPT2. The first implementation of the DSRG-MRPT2 analytical gradient was recently presented by Wang, Li, and Evangelista.\(^2\) For completeness, let us rederive the expressions for the analytical first-order derivative of the spin-free DSRG-MRPT2 energy. As in the cases of other MRPT2 theories,\(^{12,32,37-55}\) the analytical gradient can be elegantly derived using the Lagrangian formalism. Including all the quantities in the DSRG-MRPT2 energy, the single-state DSRG-MRPT2 Lagrangian, which is stationary with respect to all parameters in the DSRG-MRPT2 energy, is

\[
L_{DSRG} = E^{(0)} + E^{(2)} + \Lambda_f \left[ f_i + f_i \exp(-s\Delta_{ia}^2) - \tilde{f}_i \right] + \Lambda'_{ia} \left[ f_i \exp\left(-s\Delta_{ia}^2\right) - t_i \right] + \Lambda_{ia}^F \left[ f_i + \frac{1}{2} \gamma_{av} (U_{ivaw} f_{wv} - U_{iwau} f_{vw}) - f_i \right] + \Lambda_{ijab}^U \left[ 2T_{ijab} - T_{ijba} - U_{ijab} \right] + \Lambda_{ijab}^T \left[ V_{abij} \frac{1 - \exp(-s\Delta_{ijab}^2)}{\Delta_{ijab}} - T_{ijab} \right] + \Lambda_{ijab}^T \left[ V_{abij} \left( 1 + \exp(-s\Delta_{ijab}^2) \right) - \tilde{V}_{abij} \right], \quad (21)
\]

where the Einstein summation convention is again employed. All the multipliers, denoted with \(\Lambda\), are obtained sequentially by setting the Lagrangian to be stationary, as none of these quantities are coupled. For example, \(\Lambda_f\) and \(\Lambda'\) are obtained by solving

\[
0 = \frac{\partial}{\partial f_i} \left\{ E^{(0)} + E^{(2)} + \Lambda_f \left[ f_i + f_i \exp(-s\Delta_{ia}^2) - \tilde{f}_i \right] \right\}, \quad (22)
\]
\[ 0 = \frac{\partial}{\partial t_{ia}} \left\{ E^{(0)} + E^{(2)} + \Lambda_i^f \left[ f_i^{\text{eff}} \frac{1 - \exp(-s\Delta_i^2)}{\Delta_i^2} - t_{ia} \right] \right\}, \]  

(23)

which results in

\[ \Lambda_{em}^f = 2t_{me}, \quad \Lambda_{av}^f = \sum_w t_{wa}\gamma_{uw}, \quad \Lambda_{wm}^f = \sum_v t_{vm}\eta_{vw}, \quad \Lambda_{ex}^f = \sum_{uvy} T_{uvy}\lambda_{svy}, \quad \Lambda_{vm}^f = -\sum_{uvy} T_{uvy}\lambda_{svy}, \]

(24)

\[ \Lambda_{me}^t = 2\tilde{f}_{em}, \quad \Lambda_{wa}^t = \sum_v \tilde{f}_{av}\gamma_{uw}, \quad \Lambda_{mv}^t = \sum_w \tilde{f}_{vm}\eta_{vw}, \quad \Lambda_{we}^t = \sum_{xvy} \tilde{v}_{xvy}\lambda_{svy}, \quad \Lambda_{mv}^t = -\sum_{xvy} \tilde{v}_{xvy}\lambda_{svy}, \]

(25)

Then, the next multiplier \( \Lambda^F \) is calculated by solving

\[
0 = \frac{\partial}{\partial f_i^{\text{eff}}} \left\{ E^{(0)} + E^{(2)} + \Lambda_i^f \left[ f_i^{\text{eff}} \frac{1 - \exp(-s\Delta_i^2)}{\Delta_i^2} - \tilde{f}_{ia} \right] \right\} \\
+ \Lambda_i^t \left[ f_i^{\text{eff}} \frac{1 - \exp(-s\Delta_i^2)}{\Delta_i^2} - t_{ia} \right] + \Lambda_i^{\tilde{f}} \left[ \left( f_i^{\text{eff}} + \frac{1}{2} \gamma_{ia}(U_{iwan} f_{wa} - U_{iwan} f_{we}) - f_i^{\text{eff}} \right) \right],
\]

(26)

and the solution is

\[
\Lambda_i^{\tilde{f}} = \Lambda_i^f \exp(-s\Delta_i^2) + \Lambda_i^{\tilde{f}} \frac{1 - \exp(-s\Delta_i^2)}{\Delta_i^2}.
\]

(27)

The other multipliers \( \Lambda^{U}, \Lambda^{T}, \Lambda^{v}, \Lambda^{(3)}, \Lambda^{(2)}, \) and \( \Lambda^{(1)} \) are computed in a similar way, basically by collecting all the terms that are multiplied with the variables \( U, T, \tilde{v}, \Gamma^{(3)}, \Gamma^{(2)}, \) and \( \gamma \). The exceptions are the multipliers \( \Lambda^A \), which take a form

\[
\Lambda_i^{A} = \Lambda_i^t f_i^{\text{eff}} \left[ 2s \exp(-s\Delta_i^2) + \frac{\exp(-s\Delta_i^2) - 1}{\Delta_i^2} \right],
\]

(28)

\[
-2s\Delta_i^2 \Lambda_i^t f_i^{\text{eff}} \exp(-s\Delta_i^2)
\]

\[
\Lambda_{ijab}^{A} = \Lambda_{ijab}^{T} V_{abij} \left[ 2s \exp(-s\Delta_{ijab}^2) + \frac{\exp(-s\Delta_{ijab}^2) - 1}{\Delta_{ijab}^2} \right],
\]

(29)

\[
-2s\Lambda_{abij}^{T} V_{abij} \Lambda_{ijab}^{\tilde{v}} \exp(-s\Delta_{ijab}^2)
\]

due to the nonlinear dependence of the energy on the denominators \( \Delta \). The final DSRG-MRPT2 Lagrangian can be rearranged as
\[ L_{\text{DSRG}} = \sum_{pq} f_{pq} d^{(2)}_{pq} + \sum_{pqrs} V_{pqrs} D^{(2)}_{pqrs} \]

\[ + \sum_{xyzuvw} \Lambda^{(3)}_{xyz,uvw} \left[ \langle \Phi | \hat{E}_{xyz,uvw} | \Phi \rangle - \Gamma^{(3)}_{xyz,uvw} \right] \]

\[ + \sum_{u,v} \Lambda^{(2)}_{uv,xy} \left[ \langle \Phi | \hat{E}_{uv,xy} | \Phi \rangle - \Gamma^{(2)}_{uv,xy} \right] \]

\[ + \sum_{uv} \Lambda^{(1)}_{uv} \left[ \langle \Phi | \hat{E}_{uv} | \Phi \rangle - \gamma_{uv} \right], \]

where

\[ d^{(2)}_{ai} = \frac{1}{2} \left( \Lambda_{ai}^{f} + \Lambda_{ia}^{f} \right) \]

\[ d^{(2)}_{ii} = \sum_{jab} \Lambda_{ijab}^{A} + \Lambda_{jiba}^{A} + \sum_{a} \Lambda_{ia}^{A} \] \hspace{1cm} (31)

\[ d^{(2)}_{aa} = -\left( \sum_{jab} \Lambda_{ijab}^{A} + \Lambda_{jiba}^{A} + \sum_{i} \Lambda_{ia}^{A} \right), \]

\[ D^{(2)}_{ab} = \Lambda^{T}_{jab} \frac{1 - \exp(-s\Delta^{2}_{jab})}{\Delta^{2}_{jab}} + \Lambda^{v}_{abj} \left[ 1 + \exp\left(-s\Delta^{2}_{jab}\right) \right] \]. \hspace{1cm} (32)

The size of \( D^{(2)} \) could require a large amount of memory when the number of basis functions is more than 1000. We take advantage of the density-fitting approximation to reduce the memory requirement from \( N_{\text{particle}}^2 N_{\text{hole}}^2 \) to \( N_{\text{aux}} N_{\text{particle}} N_{\text{hole}} \), where \( N_{\text{aux}} \) is the number of auxiliary basis functions.

The total DSRG-MRPT2 Lagrangian is not stationary with respect to the variations in the orbital (\( C \)) and CI coefficients (\( c \)). The total Lagrangian, which is stationary with all the variations in \( C \) and \( c \), is

\[ L = L_{\text{DSRG}} + \sum_{mn} z_{mn} f_{mn} + \sum_{ef} z_{ef} f_{ef} \]

\[ + \frac{1}{2} \sum_{pq} Z_{pq} [A - A^+]_{pq} + \sum_{uv} Z_{uv} f_{uv} - \frac{1}{2} \sum_{pq} X_{pq} \left[ (C^S C)_{pq} - \delta_{pq} \right], \] \hspace{1cm} (33)

\[ + \frac{1}{2} \sum_{I} z_{I} \left( I | \hat{H} - E^{(0)} | \Phi \right) - x \left( \langle \Phi | \Phi \rangle - 1 \right), \]
where $A$ defines the complete active space self-consistent field (CASSCF) convergence condition as

$$A_{pq} = 2\sum_q h_{iq} \left\langle \Phi | \hat{E}_{pq} | \Phi \right\rangle + \sum_{rs} (tq | rs) \left\langle \Phi | \hat{E}_{pq,rs} | \Phi \right\rangle.$$  

(34)

Then, the so-called Z-vector equation takes a coupled form

$$\frac{\partial L}{\partial \kappa_{pq}} = 0, \quad (35)$$

$$\frac{\partial L}{\partial \kappa_{ij}} = 0, \quad (36)$$

where $\kappa_{rs}$ is the orbital rotation parameter that parameterizes the unitary orbital transform matrix as $V = \exp(-\kappa)$. The source term for this equation is

$$Y_{pi} = \frac{\partial L_{DSRG}}{\partial \kappa_{pi}} = 2 \left[ f_d^{(2)} + g(d^{(2)}) \gamma + \sum_{kl} D_{kl}^{ij} K_{lk}^{ik} \right]_{pi} + 2 \sum_{jst} D_{ps}^{ij} (ps | tj), \quad (37)$$

$$Y_{pa} = \frac{\partial L_{DSRG}}{\partial \kappa_{pa}} = 2 \left[ f_d^{(2)} + g(d^{(2)}) \gamma + \sum_{kl} D_{kl}^{ij} K_{lk}^{ik} \right]_{pa}, \quad (38)$$

$$\nu_i = \frac{\partial L_{DSRG}}{\partial \kappa_{pa}} = \sum_{xyzw} \Lambda_{xyzw,uvw}^{(3)} \left[ \left\langle I | \hat{E}_{uvw,xyz} | \Phi \right\rangle + \left\langle \Phi | \hat{E}_{uvw,xyz} | I \right\rangle \right]$$

$$+ \sum_{xyzw} \Lambda_{uvw,xyz}^{(2)} \left[ \left\langle I | \hat{E}_{uvw,xyz} | \Phi \right\rangle + \left\langle \Phi | \hat{E}_{uvw,xyz} | I \right\rangle \right]$$

$$+ \sum_{uvw} \Lambda_{uvw}^{(1)} \left[ \left\langle I | \hat{E}_{uvw} | \Phi \right\rangle + \left\langle \Phi | \hat{E}_{uvw} | I \right\rangle \right] + 2 \sum_{uvw} \left\langle I | \hat{E}_{uvw} | \Phi \right\rangle \left[ g(d^{(2)}) \right]_{uvw}, \quad (39)$$

where $D_{kl}^{ij} = \frac{1}{2} D_{kl}^{(2)}$ and $K_{rs}^{lk} = (rl | sk)$. We note that the derivative of the CASSCF energy is not included in these source terms, as this energy is already stationary with respect to the orbital and CI coefficients. In Eq. (37), the orbital gradient associated with the act-act rotations should be evaluated. This is because we compute the DSRG-MRPT2 energies and densities under the semicanonical condition of the active orbitals. The multipliers $z^c$ is straightforwardly computed as
\[ z_{mn}^c = -\frac{1}{2} \frac{Y_{nm} - Y_{mn}}{\varepsilon_m - \varepsilon_n}, \]  
\[ z_{ef}^c = \frac{1}{2} \frac{Y_{ef} - Y_{fe}}{\varepsilon_e - \varepsilon_f}, \]  
and these multipliers contribute to \( Y \) and \( y \) as

\[ Y' = Y + 2 \left[ f z^c + g(z^c) \gamma \right], \]  
\[ y'_i = y_i + 2 \sum_{uv} \left[ g(z^u) \right] \left\langle I \left| \hat{E}_{uv} \right| \Phi \right\rangle. \]  

Then, one can solve the \( Z \)-vector equation with \( Y' \) and \( y' \) for \( Z, z, X, \) and \( Z^c \) using the method described in Ref. 40. With these evaluated multipliers, one can obtain the final gradients upon contraction with the integral derivatives. We also note that the core-core multiplier in Eq. 40 also accounts for the frozen core approximations.

**State-Averaged DSRG-MRPT2.** Next, let us give a brief synopsis of the state-averaged DSRG-MRPT2 (SA-DSRG-MRPT2) calculations. The state-averaged transformation of the Hamiltonian gives rise to the SA-DSRG-MRPT2 theory.\(^{19}\) The basic equations are the same as the single-state case, but the state-averaged reduced density matrices (RDMs) and cumulants replace their state-specific counterparts.

To extract the energy of the electronic states, the DSRG-MRPT2 transformed Hamiltonian is diagonalized. The transformed Hamiltonian is

\[ \overline{H}^{(1)}(s) = \hat{H}^{(1)} + \left[ \hat{H}^{(0)}, \hat{A}^{(1)}(s) \right], \]  
\[ \overline{H}^{(2)}(s) = \left[ \hat{H}^{(0)}, \hat{A}^{(2)}(s) \right] + \frac{1}{2} \left[ \hat{H}^{(0)}, \hat{A}^{(1)}(s) \right], \]  
and the terms multiplied by the one- and two-particle density matrices are collected to form the
one-electron and two-electron transformed integrals in the active space, \( \tilde{h} \) and \( (uv|xy) \), respectively. The effective core energy (scalar term) is\(^{18} \)

\[
E_{\text{core}} = E_{\text{DSRG-MRPT2}} - \tilde{h}_{uv} \gamma_{uv}^{\text{SA}} + \frac{1}{4} \left\{ 2 \left( (vy|ux)-(vy|xu) \right) \right\} \gamma_{uv}^{\text{SA}} \gamma_{xy}^{\text{SA}} - 2 \left( (xy|uv) \lambda_{uv,xy}^{(2),\text{SA}} \right), \tag{46}
\]

while the state-averaged density matrices are evaluated as

\[
\gamma_{uv}^{\text{SA}} = \sum_{\alpha} W_{\alpha} \langle \Phi_{\alpha} | \hat{E}_{uv} | \Phi_{\alpha} \rangle, \tag{47}
\]

where \( W_{\alpha} \) is the reference weight for the state \( \alpha \). The state-averaged cumulants are evaluated according to Ref. 57 with the state-averaged density matrices. The weights are assumed to be identical for all the states in our current implementation. The elements \( \tilde{h} \) and \( (uv|xy) \) are the Hamiltonian elements dressed with dynamical correlation\(^{3,21} \).

There are two schemes for obtaining the SA-DSRG-MRPT2 energies of each state. The first “contracted” scheme diagonalizes the Hamiltonian computed in the state space. Namely, diagonalizing the effective Hamiltonian

\[
H_{\text{eff}}^{(2)} = E_{\text{core}} \delta_{\alpha \beta} + \sum_{uv} \tilde{h}_{uv} \gamma_{uv}^{\alpha \beta} + \sum_{uvxy} (uv|xy) \Gamma_{uvxy}^{\alpha \beta}, \tag{48}
\]

results in the energy,

\[
E_p = \sum_{\alpha \beta} R_{\alpha P} H_{\text{eff}}^{(2)} R_{\beta P}. \tag{49}
\]

Note that the modified one-electron transformed integral\(^{18} \)

\[
\tilde{h}_{uv}^{\prime} = \tilde{h}_{uv} - \frac{1}{2} \sum_{xy} \gamma_{xy}^{\text{SA}} \left[ 2 (ux|vy)-(ux|vy) \right] \tag{50}
\]

is used in this diagonalization. This scheme is abbreviated as SA-DSRG-MRPT2c. The second “uncontracted” scheme rediagonalizes the Hamiltonian in the determinantal or configuration state
function (CSF) space. More explicitly, the Hamiltonian

\[ H^{(2)}_{IJ} = E_{\text{core}} \delta_{IJ} + \sum_{uv} \bar{h}_{uv} \left \langle I | \hat{E}_{uv} | J \right \rangle + \frac{1}{2} \sum_{uvxy} (uv|xy) \left \langle I | \hat{E}_{uv,xy} | J \right \rangle, \]  

is diagonalized with conventional CASCI algorithms (e.g., Knowles–Handy\textsuperscript{58}) so that

\[ E_p = \sum_{IJ} c_{IJ}^{(2)} H_{IJ}^{(2)} c_{IJ}^{(2)} . \]  

The uncontracted calculation requires one more CASCI diagonalization. This scheme is the SA-DSRG-MRPT2 theory, which accounts for the relaxation of the reference\textsuperscript{18} due to the dynamical correlation effect.

**Analytical Gradient Theory: SA-DSRG-MRPT.** Now, let us present the analytical gradient theory for the SA-DSRG-MRPT2 theory, both with and without the relaxed CI coefficients. The Lagrangian is

\[ L_{\text{DSRG},p} = E_p + \Lambda_{uv}^h \left [ \bar{h}_{uv}(\vec{f}, t, U, T, \vec{v}) - \bar{h}_{uv} \right ] + \Lambda_{uv,xy}^g \left [ (uv|xy)(\vec{f}, t, U, T, \vec{v}) - (uv|xy) \right ] + \Lambda_{ia}^f \left [ f_{ia} + f_{ia}^{\text{eff}} \exp(-s\Delta_{ia}^2) - \tilde{f}_{ia} \right ] + \Lambda_{ia}^{f'} \left [ f_{ia}^{\text{eff}} \frac{1-\exp(-s\Delta_{ia}^2)}{\Delta_{ia}} - t_{ia} \right ] + \Lambda_{ia}^F \left [ (f_{ia} + \frac{1}{2} \gamma_{uv}(U_{ivaw} f_{wa} - U_{iwav} f_{vw})) - f_{ia}^{\text{eff}} \right ] + \Lambda_{ijab}^U \left [ 2T_{ijab} - T_{iaba} - U_{ijab} \right ] + \Lambda_{ijab}^T \left [ \frac{1-\exp(-s\Delta_{ijab}^2)}{\Delta_{ijab}} - T_{ijab} \right ] + \Lambda_{ijab}^{\text{v}} \left [ V_{abij} (1 + \exp(-s\Delta_{ijab}^2)) - \tilde{v}_{abij} \right ] + \Lambda_{ijab}^\alpha \left [ \alpha_{ijab} + \epsilon_i + \epsilon_j - \epsilon_a - \epsilon_b - \Delta_{ijab} \right ] + \Lambda_{ia}^{\Delta} \left [ \epsilon_i - \epsilon_a - \Delta_{ia} \right ] + \Lambda_{uv,xyz}^{(3)} \left [ \sum_{\alpha} W_{\alpha} \langle \Phi_{\alpha} | \hat{E}_{uv,xyz} | \Phi_{\alpha} \rangle - \Gamma_{uv,xyz}^{\text{SA}(3)} \right ] + \Lambda_{uv,xy}^{(2)} \left [ \sum_{\alpha} W_{\alpha} \langle \Phi_{\alpha} | \hat{E}_{uv,xy} | \Phi_{\alpha} \rangle - \Gamma_{uv,xy}^{\text{SA}(2)} \right ] + \Lambda_{uv}^{(1)} \left [ \sum_{\alpha} W_{\alpha} \langle \Phi_{\alpha} | \hat{E}_{uv} | \Phi_{\alpha} \rangle - \Gamma_{uv}^{\text{SA}} \right ] + \Lambda_{uv,xy}^{(2)} \langle \Phi_{\alpha} | \hat{E}_{uv,xy} | \Phi_{\beta} \rangle - \Gamma_{uv,xy}^{\text{SA}} + \Lambda_{uv}^{(1),ab} \langle \Phi_{\alpha} | \hat{E}_{uv} | \Phi_{\beta} \rangle - \Gamma_{uv}^{\text{SA}} \right ] . \]  

The multipliers are also sequentially obtained as in the case of the single-state DSRG-MRPT2
theory. For example, the multipliers $\Lambda^h$ and $\Lambda^g$ are evaluated as

$$\Lambda^h_{uv} = -\gamma^S_{uv} + \sum_{\alpha\beta} R_{\alpha\beta} R_{\beta\alpha} \gamma^{\alpha\beta}_{uv}, \quad (54)$$

$$\Lambda^g_{uv,xy} = \frac{1}{2} \gamma^S_{uv} \gamma^S_{xy} - \frac{1}{4} \gamma^S_{xy} \gamma^S_{uv} - \frac{1}{2} \Gamma^{(2),SA}_{xyuv} + \frac{1}{2} \sum_{\alpha\beta} R_{\alpha\beta} R_{\beta\alpha} \Gamma^{(2),SA}_{uvxy}, \quad (55)$$

for SA-DSRG-MRPT2c, and

$$\Lambda^h_{uv} = -\gamma^S_{uv} + \sum_{ij} c_{ij, p}^{(2), SA} \left(I \left| \hat{E}_{uv} \right| J \right), \quad (56)$$

$$\Lambda^g_{uv,xy} = \frac{1}{2} \gamma^S_{uv} \gamma^S_{xy} - \frac{1}{4} \gamma^S_{xy} \gamma^S_{uv} - \frac{1}{2} \Gamma^{(2),SA}_{xyuv} + \frac{1}{2} \sum_{ij} c_{ij, p}^{(2), SA} \left(I \left| \hat{E}_{uv,xy} \right| J \right), \quad (57)$$

for SA-DSRG-MRPT2. Then, one computes the following multipliers using a similar method as in the single-state case. For example, the multipliers $\Lambda^f$ are evaluated as

$$\Lambda^f_{ai} = \partial E_p \partial f_{ai} + \Lambda^h_{av} \frac{\partial \hat{h}_{av}}{\partial f_{ai}} + \Lambda^g_{av,xy} \frac{\partial \left( \hat{E}_{uv} \left| xy \right\right)}{\partial f_{ai}}. \quad (58)$$

RDM-related multipliers $[\Lambda^{(n),\alpha\beta}]$ are also needed for the SA-DSRG-MRPT2c analytical gradients. These multipliers are

$$\Lambda^{(1),\alpha\beta}_{uv,xy} = R_{\alpha\beta} R_{\beta\alpha} \left( uv \left| xy \right\right), \quad (59)$$

$$\Lambda^{(1),\alpha\beta}_{uv} = R_{\alpha\beta} R_{\beta\alpha} \hat{h}_{uv}, \quad (60)$$

for SA-DSRG-MRPT2c. Then, the CI derivative of the SA-DSRG-MRPT2c energy is
\[ y_{1,a} = \frac{\partial L_{\text{DSRG}}}{\partial c_{1,a}} = \sum_{uvwxyz} \Lambda^{(3)}_{uvwxyz} \sum_{a} W_{a} \left[ \langle I | \hat{E}_{uvwxyz} | \Phi_{a} \rangle + \langle \Phi_{a} | \hat{E}_{uvwxyz} | I \rangle \right] \\
+ \sum_{uv} \Lambda^{(2)}_{uvw} \sum_{a} W_{a} \left[ \langle I | \hat{E}_{wuv} | \Phi_{a} \rangle + \langle \Phi_{a} | \hat{E}_{wuv} | I \rangle \right] \\
+ \sum_{uv} \Lambda^{(1)}_{uvw} \sum_{a} W_{a} \left[ \langle I | \hat{E}_{wuv} | \Phi_{a} \rangle + \langle \Phi_{a} | \hat{E}_{wuv} | I \rangle \right] + 2 \sum_{a} \sum_{uv} W_{a} \langle I | \hat{E}_{wuv} | \Phi_{a} \rangle \left[ g(d^{(2)}) \right]_{uv} . \tag{61} \]

The SA-DSRG-MRPT2 energies are already optimal with respect to the CI coefficients, and their contributions to the CI derivative are zero. In other words, the computational cost for evaluating the last four terms in Eq. 61 is saved for SA-DSRG-MRPT2. The total Lagrangian is modified to reflect the state averaging as

\[ L = L_{\text{DSRG}} + \sum_{mn} z_{mn} f_{mn} + \sum_{ef} z_{ef} f_{ef} + \frac{1}{2} \sum_{pq} Z_{pq} \left[ A - A^{\dagger} \right]_{pq} + \sum_{uv} Z_{uv} f_{uv} - \frac{1}{2} \sum_{pq} X_{pq} \left[ (C^{\dagger}SC)_{pq} - \delta_{pq} \right] \tag{62} \]

Then, the \( Z \)-vector equations are similarly solved as in the case of the state-specific DSRG-MRPT2 analytical gradients and the XMCQDPT2 analytical gradients.\(^{40,41}\) Finally, we note that the so-called interstate couplings between the states \( P \) and \( Q \) can be simply obtained by substituting \( E_{P} \) with the coupling elements (\( \sum_{alpha} R_{alpha} H_{alpha}^{(2)} R_{beta}^{0} \) and \( \sum_{lj} c_{l,j}^{(2)} H_{lj}^{(2)} c_{j}^{(2)} \)) for SA-DSRG-MRPT2c and SA-DSRG-MRPT2, respectively) as described in Refs. 43 and 47. This quantity is useful for optimizing the conical intersection geometries.

3. NUMERICAL APPLICATIONS
Next, let us present the numerical applications of the SA-DSRG-MRPT2 analytical gradient theory. First, we test the accuracy of the current algorithm by comparing the analytical and finite-difference gradients. Then, we show the applications of the computer program for optimizing the MECIs of ethylene and retinal model chromophores (three double-bonded PSB3 and six double-bonded RPSB6). We also investigated the flow-parameter dependencies of the energies and optimized geometries of ethylene and PSB3. For comparative purposes, we also present the previous XMS-CASPT2, QD-NEVPT2, and XMCQDPT2 results. We evaluated the two-electron integrals using the DF approximation with the JKFIT basis sets in all calculations. We used the frozen core approximations in SA-DSRG-MRPT2(c) calculations unless otherwise noted. We searched the MECIs with the gradient projection method established by Bearpark, Robb, and Schlegel. We used the imaginary shift of 0.2 $E_h$, and the intruder state avoidance (ISA) parameter of 0.02 $E_h^2$ for XMS-CASPT2 and XMCQDPT2 computations, respectively, unless otherwise mentioned.

Table 1. Root-mean-squared differences between the SA-DSRG-MRPT2(c) analytical gradient and five-point finite difference gradient in a.u. ($E_h$ Bohr$^{-1}$). The DSRG flow parameter was set to 0.5 $E_h^{-2}$. The cc-pVTZ basis set was used. The frozen core approximation was not invoked in these tests. The test geometries are compiled in the Supporting Information.

| Active space | $N_{state}$ | State | SA-DSRG-MRPT2(c) | SA-DSRG-MRPT2 |
|--------------|-------------|-------|------------------|---------------|
| LiF$^a$      | (6e, 4o)    | 4     | $S_3$            | $2.47 \times 10^{-7}$ | $2.53 \times 10^{-7}$ |
| Ethylene$^b$ | (2e, 2o)    | 3     | $S_1$            | $1.70 \times 10^{-7}$ |
| Acrolein     | (6e, 5o)    | 1     | $S_0$            | $2.25 \times 10^{-6}$ | $3.42 \times 10^{-6}$ |
| Benzene      | (6e, 6o)    | 2     | $S_1$            | $1.92 \times 10^{-7}$ | $1.94 \times 10^{-7}$ |
| PSB3         | (6e, 6o)    | 3     | $S_0$            | $4.34 \times 10^{-6}$ | $3.30 \times 10^{-6}$ |

$^a$ The def2-JKFIT basis set was used for density-fitting approximation.

$^b$ The number of CSFs equals $N_{state}$, rendering the results of SA-DSRG-MRPT2(c) the same with and without reference relaxation.
**Accuracy of Analytical Gradient.** We tested the accuracy of SA-DSRG-MRPT2 analytical gradients for various molecules (lithium fluoride, ethylene, acrolein, benzene, and PSB3), active spaces, and electronic states with and without reference relaxation, and the results are shown in Table 1. The number of CSFs and $N_{\text{state}}$ are identical for ethylene, and the SA-DSRG-MRPT2 and SA-DSRG-MRPT2c results are the same. All the root-mean-squared errors between the analytical and five-point finite-difference gradients are smaller than $5.0 \times 10^{-6}$ a.u., which is similar to those from QD-NEVPT2$^{55}$ or XMCQDPT2. The errors in PSB3 are about 20 times larger than in benzene. However, compared with the previous results, the magnitudes of errors in each system are similar to the XMCQDPT2 ones. This similarity implies that these discrepancies are due to the quality of the CASSCF references. From these results, we conclude that the accuracy of our algorithm is satisfactory for optimizing the equilibrium and MECI geometries.

**Conical Intersection Optimizations of Ethylene.** The current algorithm is applied for the MECI optimizations of ethylene. We selected a small active space, $(2e, 2o)$, with three states for comparison to the previous results computed using multireference configuration interaction (MRCI),$^{64}$ XMS-CASPT2, QD-NEVPT2,$^{55}$ and XMCQDPT2.$^{40}$ As mentioned earlier, the SA-DSRG-MRPT2 and SA-DSRG-MRPT2c results are the same for this case. We used the aug-cc-pVTZ basis set. We optimized the ground state equilibrium geometry and four $S_0/S_1$ MECIs [Et, Et ($C_{3v}$), Hm, Pyr], as shown in Figure 1.
Figure 1. Geometries of the ethylene Franck–Condon point and MECIs optimized using SA-DSRG-MRPT2 with $s = 2.0 \, E_h^{-2}$. The geometrical parameters (bond lengths in Å) for the other MRPT2 and MRCI methods are also displayed. The molecular graphics were generated with the program IboView.\textsuperscript{65,66}
Figure 2. Dependence of the SA-DSRG-MRPT2 (solid) ethylene vertical excitation and conical intersection energies on the flow parameter. The $S_0$ energy at the Franck–Condon point is set to zero. The reference XMCQDPT2 values are also shown as dashed lines. For visibility, the vertical excitation energies are shifted by $-3.0$ eV.

Table 2. Energies (eV) at the equilibrium geometry and the optimized MECIs of ethylene for various methods. The $S_0$ energy at the Franck–Condon point is set to zero.

| Method              | DSRG flow parameter $s$ ($E_h^{-2}$) | Vertical excitation energy | Et   | Et ($C_{3v}$) | Hm   | Pyr   |
|---------------------|--------------------------------------|---------------------------|------|---------------|------|-------|
| SA-DSRG-MRPT2       | 0.5                                  | 8.22                      | 4.52 | 4.62          | 5.21 | 4.75  |
|                     | 1.0                                  | 8.05                      | 4.57 | 4.66          | 5.07 | 4.57  |
|                     | 2.0                                  | 7.95                      | 4.61 | 4.70          | 5.01 | 4.47  |
| XMS-CASPT2$^a$      |                                      |                           | 7.62 | 4.64          | 4.74 | 4.92  | 4.32  |
| QD-NEVPT2$^{255}$   |                                      |                           | 7.64 | 4.74          | 4.86 | 5.13  | 4.51  |
| XMCQDPT2$^{40b}$    |                                      |                           | 7.71 | 4.66          | 4.76 | 4.99  | 4.42  |
| MRCISD+Q+RDP$^{64c}$|                                      |                           | 7.79 | 4.56          | 4.69 | 5.20  | 4.46  |
| SA-CASSCF           | 8.75                                 | 4.12                      | 4.21 | 5.90          | 5.64 |

$^a$ The imaginary shift$^{49,61}$ of 0.2 $E_h$ was used.  
$^b$ The ISA technique$^{62}$ was used with an ISA parameter of 0.02 $E_h^{-2}$.  
$^c$ The $S_0$ and $S_1$ energies can differ due to the state-specific +Q+RDP corrections. The $S_1$ energy is presented.
We should select the DSRG flow parameter $s$ carefully. The correlation energy is recovered to a greater extent when the higher the $s$ value is chosen. On the other hand, when the $s$ value is too high, the energy is more sensitive to the small energy denominators (intruder states). In other words, it is important to select an $s$ value that is high enough to catch large correlation energies but simultaneously low enough to avoid intruder states. (In the other MRPT2 methods, the shift$^{61,67}$ or ISA parameters$^{62}$ are used to avoid intruder states. The lowest parameter that avoids unphysical contributions of the small energy denominator is assumed to be the most accurate.) The first DSRG-MRPT2 study suggested that $s$ should be between $[0.1, 1.0] \, E_h^{-2}$, and the first SA-DSRG-MRPT2 study employed $s = 0.5 \, E_h^{-2}$. The recent implementation of a single-state DSRG-MRPT2 gradient used $1.0 \, E_h^{-2}$. We first checked the flow parameter value that is suitable for ethylene. The dependences of SA-DSRG-MRPT2 energies at the equilibrium and MECI geometries are displayed in Figure 2. The values at $s = 0.5, 1.0,$ and $2.0 \, E_h^{-2}$ are also shown in Table 2, along with the values computed with XMS-CASPT2, QD-NEVPT2, XMCQDPT2, and SA-CASSCF.

The SA-DSRG-MRPT2 vertical excitation energy is the highest among the MRPT2 and MRCI results. For $s = 2.0 \, E_h^{-2}$, the vertical excitation energy is $\sim 0.16$ eV higher than the MRCISD+Q+RDP value,$^{64}$ and lower values of $s$ yield more significant errors. Nevertheless, the SA-DSRG-MRPT2 value has been lower than the SA-CASSCF value (8.75 eV) at any $s$ value we have tested. Therefore, we can conclude that the SA-DSRG-MRPT2 calculations recover the contributions of the dynamic correlation to the excitation energies to a reasonable degree at any $s$ values between $[0.1, 2.0] \, E_h^{-2}$. Using an $s$ value larger than $\sim 10.0 \, E_h^{-2}$ increases the computed vertical excitation energy values. This result implies that the recovered differential dynamical correlation effect becomes small with such a large $s$ value, so that qualitatively incorrect results...
are obtained. The energies at the MECIs are close to the previous MRPT2 values at $s \sim 2.0 \, E_h^{-2}$. Overall, the SA-DSRG-MRPT2 energies are most comparable to the previous MRPT2 or MRCI results when $s \sim 2.0 \, E_h^{-2}$.

We display the geometrical parameters of the FC point and MECIs at $s=2.0 \, E_h^{-2}$ in Figure 1. The SA-DSRG-MRPT2 optimized equilibrium geometry and MECIs share similar geometrical parameters with the other MRPT2 methods. The largest deviation in the bond length from the XMCQDPT2 value is $\sim 0.006 \, \text{Å}$ in the Hm MECI, while many geometrical parameters agree within $0.005 \, \text{Å}$ and $\sim 2 \, \text{deg}$ with the ones obtained with other PT2 methods. On the other hand, the SA-DSRG-MRPT2 geometries are significantly different from the SA-CASSCF geometries. In particular, the C-C bond lengths are either lengthened or shrunk by at least $0.005 \, \text{Å}$ by DSRG-MRPT2 corrections. Overall, our results for ethylene imply that the SA-DSRG-MRPT2 optimizations yield critical geometrical points that are comparable to the MRPT2 or MRCI results.

**Conical Intersection Optimizations of Retinal Model Chromophores: PSB3 and RPSB6.** Next, we applied the current algorithm to the retinal model chromophores, PSB3 and RPSB6. The active space included all the $\pi$ orbitals, resulting in $(6e, 6o)$ and $(12e, 12o)$ for these systems, respectively. We used the three lowest singlet states in the state-averaging scheme. We used the cc-pVTZ basis set. The ground state equilibrium geometry and two $S_0/S_1$ MECIs (11–12 and 13–14 twisted, abbreviated as 11–12 MECI and 13–14 MECI, respectively) shown in Figure 3 were optimized for both PSB3 and RPSB6.

As $N_{\text{state}} \neq N_{\text{CSF}}$, the SA-DSRG-MRPT2 and SA-DSRG-MRPT2c results differ for PSB3 and RPSB6. The vertical excitation energy at the FC point and the energies of the MECIs for both methods with varying flow parameters are shown in Figure 4. The values at $s = 0.5, 1.0, \text{ and } 2.0$
\( E_h^{-2} \) are also shown in Table 3, along with the values computed with XMS-CASPT2, QD-NEVPT2,\textsuperscript{55} XMCQDPT2,\textsuperscript{40} and SA-CASSCF. Again, in terms of energy, the SA-DSRG-MRPT2 values are closest to the XMCQDPT2 values at \( s \approx 2.0 \ E_h^{-2} \). The vertical excitation energy and the 11–12 MECI energies without reference relaxation (SA-DSRG-MRPT2c) are similar to the values with reference relaxation. On the other hand, the 13–14 MECI energies are not close to the XMCQDPT2 values without reference relaxation, particularly for higher flow parameters. This result highlights the importance of reference relaxation for optimizing molecular geometries.

The geometrical parameters at the \( S_0 \) equilibrium geometry and MECIs are close to the MRPT2 parameters (Figure 3). To see how SA-DSRG-MRPT2(c) yields geometries that resemble the MRPT2 geometries, we also computed the Euclidean distances between the SA-CASSCF and XMCQDPT2 geometries and the SA-DSRG-MRPT2(c) geometries. The molecules were aligned to minimize the distances between them in the manner described in Ref. 68. The results for the \( S_0 \) equilibrium and 11–12 MECI based on \( s \) variation are shown in Figure 5a. One can observe that SA-DSRG-MRPT2(c) resembles the XMCQDPT2 geometries more than the SA-CASSCF geometries for both the FC and 11–12 MECI. The SA-DSRG-MRPT2(c) geometries are the closest to the XMCQDPT2 geometries at \( s \approx 1.0 \ E_h^{-2} \). When \( s \) is higher than \( \approx 1.0 \ E_h^{-2} \), the distance increases. The increase in the length is much smaller in SA-DSRG-MRPT2 than in SA-DSRG-MRPT2c. In other words, the reference relaxation improves the optimized geometries, mainly when \( s \) is large. The trend in the distance contrasts with the result that the reference relaxation does not impact the energy at the 11–12 MECI relative to the \( S_0 \) energy (Figure 4). For the 13–14 MECI, the middle of the molecule is twisted, and the difference in the torsional angle along the 13–14 bond might exaggerate the Euclidean distance. Therefore, only one torsional parameter was compared (Figure 5b). As in the 11–12 MECI case, the SA-DSRG-MRPT2(c) torsional angle is similar to the
XMCQDPT2 value when \( s \sim 1.0 \, E_h^{-2} \). Again, the SA-DSRG-MRPT2 value is closer to the XMCQDPT2 value than the SA-DSRG-MRPT2c value, especially when \( s \) is large. Finally, when a large \( s \) value (\( s \sim 3.0 \, E_h^{-2} \)) is used, the SA-DSRG-MRPT2c optimizations converge to distinct geometrical points at varying \( s \), and some bumps on the geometrical parameters appear. This implies that there are multiple minima with similar energies on the conical intersection seam.

**Figure 3.** \( S_0 \) equilibrium geometry and MECIs of PSB3 optimized with SA-DSRG-MRPT2 using \( s = 2.0 \, E_h^{-2} \).
Figure 4. Dependence of SA-DSRG-MRPT2 (bold lines) and SA-DSRG-MRPT2c (thin solid lines) PSB3 vertical excitation and conical intersection energies on the flow parameter. The XMCQDPT2 values are also shown as dashed lines.

Table 3. Energies (eV) at the equilibrium geometry and optimized MECIs of PSB3 for various methods. The $S_0$ energy at the Franck–Condon point is set to zero.

| Method       | Vertical excit. energy | 11–12 MECI | 13–14 MECI |
|--------------|------------------------|------------|------------|
| SA-DSRG-MRPT2 | 4.48                   | 3.56       | 2.60       |
|              | 4.28                   | 3.38       | 2.61       |
|              | 4.17                   | 3.25       | 2.65       |
| SA-DSRG-MRPT2c | 4.52                   | 3.53       | 2.73       |
|              | 4.34                   | 3.34       | 2.83       |
|              | 4.24                   | 3.22       | 2.93       |
| XMS-CASPT2   | 4.07                   | 3.25       | 2.62       |
| QD-NEVPT2    | 4.24                   | 3.08       | 3.15       |
| XMCQDPT2     | 4.02                   | 3.26       | 2.57       |
| SA-CASSCF    | 5.06                   | 4.43       | 3.24       |

$^a$ The imaginary shift of 0.2 $E_h$ was used.

$^b$ The ISA technique was used with the ISA parameter of 0.02 $E_h^2$. 
Figure 5. (a) Euclidean distances between the SA-DSRG-MRPT2(c) $S_0$ equilibrium (black) and 11–12 MECI (red) geometries and the SA-CASSCF (dashed) and XMCQDPT2 (solid) geometries. The presence of the reference relaxation is clarified through bold (SA-DSRG-MRPT2) and thin (SA-DSRG-MRPT2c) lines. (b) The torsional angle along the 13–14 bond at the 13–14 MECI geometries with (bold) and without (thin) reference relaxations. The XMCQDPT2 value is also shown as a dashed line.
Finally, let us demonstrate the MECI optimizations with SA-DSRG-MRPT2 for a larger system, RPSB6. The active space size is modest [(12e, 12o)], and the number of basis functions is 1108. We optimized the $S_0$ equilibrium geometry and MECIs using three $s$ values (0.5, 1.0, and 2.0 $E_h^{-2}$). The resulting energies, compared with the previous XMCQDPT2 energies,\textsuperscript{41} are presented in Table 4. The relative stabilities of the MECIs with respect to the $S_1$ energy at the Franck–Condon point at $s \approx 0.5$ $E_h^{-2}$ agrees well with the previous XMCQDPT2 results, while the vertical excitation energy is the most similar at $s \approx 2.0$ $E_h^{-2}$. From the relative stabilities of the MECIs, we assume that $s = 0.5$ $E_h^{-2}$ is the most suitable value for investigating the photodynamics of RPSB6. We present the geometrical parameters at these points in Figure 6. This demonstration shows that even though our implementation is not fully optimized, it is possible to use the SA-DSRG-MRPT2 analytical gradients with a density-fitting approximation to optimize the molecular geometries of the systems with $N_{bas} > 1000$ and a modest active space.

**Table 4.** Energies (eV) at the equilibrium geometry and optimized MECIs of RPSB6 for various methods. The $S_0$ energy at the Franck–Condon point is set to zero.

| DSRG flow parameter $s$ ($E_h^{-2}$) | Vertical excitation energy | 11–12 MECI | 13–14 MECI |
|--------------------------------------|----------------------------|------------|------------|
| 0.5                                 | 2.43                       | 2.06       | 2.84       |
| SA-DSRG-MRPT2                        |                            |            |            |
| 1.0                                 | 2.20                       | 2.15       | 2.82       |
| 2.0                                 | 2.08                       | 2.21       | 2.77       |
| XMCQDPT2\textsuperscript{41a}       |                            |            |            |
| 2.14                                | 1.75                       | 2.47       |            |
| SA-CASSCF                           |                            | 2.39       | 2.21       |

\textsuperscript{a} The ISA technique was used with the ISA parameter of 0.02 $E_h^2$. 
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Figure 6. $S_0$ equilibrium geometry and MECIs of RPSB6 optimized with SA-DSRG-MRPT2 for $s = 0.5 \, E_h^{-2}$.

Figure 7. $S_0$ and $S_1$ energy gaps around the 0.002 Å loop centered at the CASSCF MECI, with MCQDPT2 (black dashed), XMCQDPT2 (black solid), SA-DSRG-MRPT2c (red dashed), and SA-DSRG-MRPT2 (red solid).
Smoothness of SA-DSRG-MRPT2 Potential Energy Surfaces. It is now widely acknowledged that the MCQDPT2, MS-CASPT2, and QD-NEVPT2 theories exhibit spurious behavior near the reference surface crossing points.\textsuperscript{25,31,37,55,69-71} There are three sources of this behavior: (i) non-invariance of the zeroth-order Hamiltonian in the model space,\textsuperscript{31,32} (ii) non-uniform zeroth-order Hamiltonian,\textsuperscript{34,72} and (iii) non-uniform FOIS by electronic states.\textsuperscript{31,55,69} The SA-DSRG-MRPT2(c) theory is based on the state-averaged DSRG transformation of the Hamiltonian, not relying on the multipartitioning scheme.\textsuperscript{73,74} Therefore, one can expect that the SA-DSRG-MRPT2(c) potential energy surfaces (PESs) will not exhibit such unphysical behavior near the CASSCF conical intersections. Let us verify the smoothness of the PESs numerically.

The results of the PES scan along the loop encompassing the CASSCF 13–14 MECI of PSB3 with a radius of 0.002 Å is shown in Figure 7. The two vectors that lift the degeneracy near the CI [gradient difference vector (\(\mathbf{g}\)) and interstate coupling vector (\(\mathbf{h}\))] define the loop. The amplitude of the gap energy oscillation is \(\sim 0.5\) kcal/mol for all SA-DSRG-MRPT2, SA-DSRG-MRPT2c, and artifact-free XMCQDPT2 theories. This amplitude is also similar to the values obtained in the previous CASSCF, MRCISD, XMCQDPT2, or XMS-CASPT2 scans.\textsuperscript{70,71} On the other hand, the amplitude of the gap energy oscillations obtained by the MCQDPT2 calculations is \(\sim 48\) kcal/mol. This result strikingly contrasts the PESs obtained with the non-invariant (MCQDPT2) and invariant (XMCQDPT2) theories, and of course, the SA-DSRG-MRPT2(c) theories exhibit the behavior that is similar to the invariant perturbation theories. The contour of the S\(_1\)-S\(_0\) energy gaps also shows the smooth PESs near the CASSCF MECI (Figure 8a). The potential energy surface is also smooth near the SA-DSRG-MRPT2(c) MECIs (Figure 8b). Notably, the differences between the S\(_1\) energy computed with and without the cu(3) approximation are slight (below 0.1 kcal/mol), and this error is smooth as well (Figure 8c). Of
course, the small error can be due to the small active space \([(6e, 6o)]\), and further investigations on the effects of cu(3) approximation are warranted. Overall, the SA-DSRG-MRPT2(c) theories yield smooth and physical PES near the reference surface crossing points. Therefore, given the small computational effort required, the SA-DSRG-MRPT2(c) methods can be a practical tool for investigating conical intersections.

4. CONCLUSION

In this work, we have derived the analytical gradient theory for spin-free SA-DSRG-MRPT2(c). With the density-fitting approximation, optimizations of the MECIs with more than 1,000 basis functions with modest active space \([(12e, 12o)]\) were possible. This method has several practical advantages over the previous MRPT2 methods: The solution is noniteratively obtained, and the four-particle coupling terms are not required. Furthermore, reference relaxations allowed us to obtain better agreements with the other MRPT2 methods (XMS-CASPT2 and XMCQDPT2). The only additional computational demand for the reference relaxation is a single CASCI calculation. At the same time, the cost for the gradient is even slightly smaller due to the lack of the last four terms in Eq. 61. The SA-DSRG-MRPT2(c) theory did not exhibit any spurious behavior near the reference and/or PT2 conical intersection, making this approach promising to investigate the dynamics near the conical intersections. The source code for the SA-DSRG-MRPT2 analytical gradients is distributed as a patch on open-source BAGEL (https://github.com/qsimulate-open/bagel) version Jun 9 2021 at http://sites.google.com/view/cbnuqbc/codes under a GPL-v3 license.
Figure 8. Smoothness of the PES near the CASSCF and SA-DSRG-MRPT2(c) MECIs. (a) The $S_0$-$S_1$ gap energies near the CASSCF MECIs obtained with (X)MCQDPT2 and SA-DSRG-MRPT2(c). Note the different color-scale between the MCQDPT2 contour and the others. (b) $S_0$ and $S_1$ PES near the SA-DSRG-MRPT2(c) MECIs. (c) The differences between the SA-DSRG-MRPT2 $S_1$ energy computed with and without the cu(3) approximation.
Our results showed a strong dependence of the energies and geometries on the flow parameters. To find an optimal value of the flow parameter \( s \), more benchmarks are warranted for further photodynamic applications. Additionally, the analytical gradients for the higher-order DSRG(-MRPT) can be derived similarly or possibly using the automatic implementation technique (as suggested in Ref. 24). The current implementation is suitable only with the CASCI reference, and implementation using the approximated CI references\(^{75}\) will also be needed to treat strongly correlated systems. Our implementation has yet to be fully optimized and parallelized. Improvement of the algorithm, particularly for massively parallel applications (MPI parallelization), is required. We are pursuing further investigations in these directions.
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