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We study two generalizations of the Pfaffian to non-antisymmetric matrices and derive their properties and relation to each other. The first approach is based on the Wigner normal-form, applicable to conjugate-normal matrices, and retains most properties of the Pfaffian, including that it is the square-root of the determinant. The second approach is to take the Pfaffian of the antisymmetrized matrix, applicable to all matrices. We show that this formulation is equivalent to substituting a non-antisymmetric matrix into the polynomial definition of the Pfaffian. We find that the two definitions differ in a positive real factor, making the second definition violate the determinant identity.

I. INTRODUCTION

The determinant of a skew-symmetric matrix is a complete square when considered as a polynomial of the matrix entries. The Pfaffian was first defined based on this observation, as the square root of this polynomial. For real skew-symmetric matrices the Pfaffian is invariant under proper orthogonal transformations. In quantum mechanics, the Pfaffian of complex matrices proved to be a valuable tool when characterizing antilinear operators.

Antilinear operators play an important role in physics, as time-reversal and particle-hole symmetries are represented by antilinear operators on the Hilbert space\textsuperscript{1}. Such operators have the form \( \mathcal{U} = \mathcal{U} \mathcal{K} \) where \( \mathcal{U} \) is unitary and \( \mathcal{K} \) is the complex conjugation operator. The square of an antilinear \( \mathcal{U}^2 = \mathcal{U} \mathcal{U}^* \) is unitary, and in the case of time-reversal and particle-hole symmetries \( \mathcal{U}^2 = \pm 1 \). The case of \( \mathcal{U}^2 = -1 \), relevant to time-reversal of half-integer spin fermions, implies \( \mathcal{U} = -\mathcal{U}^T \), allowing the use of the Pfaffian to analyze representations of the antunitary symmetry and the associated topological invariants\textsuperscript{2,3}.

More generally, however, antunitary symmetries which do not square to \( \pm 1 \) also occur, for example in magnetic symmetry groups. For example, a magnetically ordered structure may be invariant under fourfold rotation combined with time-reversal (which reverses magnetization), but not the two operations separately\textsuperscript{4,6}. The square of this operator is a twofold rotation, which is generally not proportional to the identity.

In this note we extend the formalism offered by the Pfaffian to such cases. First we review the Wigner normal form of normal antilinear operators, and define the generalized Pfaffian for these. As we show, this definition maintains most of the algebraic properties of the Pfaffian. Next, we consider an alternative definition by taking the Pfaffian of the antisymmetrized matrix. This definition has the advantage of being a polynomial of the matrix entries, and only differs from the previous definition in a positive real factor, however, it is no longer the square root of the determinant. Finally, we provide an algorithm to compute the normal form and the generalized Pfaffian.

II. NORMAL FORM OF ANTILINEAR OPERATORS

We rely on the result of Wigner\textsuperscript{7} showing that all antunitary operators admit a normal form, and its extension by Herbut and Vujičić\textsuperscript{8} to normal antilinear operators. We reproduce the key steps here in a slightly different convention, readers familiar with the subject may skip to the end of this section for the definition of the normal form.

Let \( \mathcal{A} \) be an antilinear operator which always factorizes as \( \mathcal{A} = \mathcal{A} \mathcal{K} \) with \( \mathcal{A} \) a linear operator and \( \mathcal{K} \) the complex conjugation operator (a fixed antilinear involution with \( \mathcal{K}^2 = 1 \)). It acts on a Hilbert-space \( \mathcal{H} \) that is equipped with inner product \( \langle \ldots, \ldots \rangle \), defining Hermitian adjoint through \( \langle \mathcal{v}, \mathcal{A} \mathcal{w} \rangle = \langle \mathcal{A}^\dagger \mathcal{v}, \mathcal{w} \rangle^* \) for all \( \mathcal{v}, \mathcal{w} \in \mathcal{H} \). In the following we assume that \( \mathcal{A} \) is a normal antilinear operator, i.e. it commutes with its adjoint: \( \mathcal{A}^\dagger \mathcal{A} = \mathcal{A} \mathcal{A}^\dagger \); or equivalently \( \mathcal{A} \) is conjugate-normal: \( \mathcal{A}^T \mathcal{A}^* = \mathcal{A} \mathcal{A}^\dagger \). This condition is automatically satisfied for the common cases of symmetric or antisymmetric \( \mathcal{A} \) (hermitian or antihermitean \( \mathcal{A} \)), as well as for unitary \( \mathcal{A} \) (antunitary \( \mathcal{A} \)). Under unitary basis transformations of the Hilbert-space antilinear operators transform as

\[ \mathcal{A}' = U^\dagger \mathcal{A} U \]  

or equivalently

\[ \mathcal{A}' = U^\dagger \mathcal{A}^* U \]  

where the columns of \( U \) form a new orthonormal basis.

We show that there exists a basis where \( \mathcal{A} \) takes a particularly simple form, allowing the decomposition

\[ \mathcal{A} = \hat{U} \hat{\Sigma} \hat{U}^T \]  

where \( \hat{\Sigma} \) is hermitian and block-diagonal with \( 1 \times 1 \) positive real and \( 2 \times 2 \) off-diagonal blocks.
First we show that the eigenvalues of the normal linear operator \( \Lambda = \mathcal{A}^2 = \mathcal{A} \mathcal{A}^* \) are either real or come in complex conjugate pairs. Let \( \omega \) and \( v \) be an eigenpair of \( \Lambda \):

\[
\Lambda v = \omega v.
\]

Then \( w = \mathcal{A} v = \mathcal{A} v^* \) is an eigenvector with eigenvalue \( \omega^* \):

\[
\Lambda w = \mathcal{A}^3 v = \mathcal{A} (\Lambda v) = \mathcal{A} (\omega v) = \omega^* \mathcal{A} v = \omega^* w.
\]

As \( \Lambda \) is normal, its eigenvectors belonging to different eigenvalues are orthogonal. This shows that \( \mathcal{A} \) only mixes eigensubspaces of \( \Lambda \) belonging to a pair of complex conjugate eigenvalues.

For non-negative real eigenvalues \( \omega \geq 0 \) it is possible to choose vectors that are invariant under \( \mathcal{A} \) and the corresponding block in the normal form is \( 1 \times 1 \) containing \( \sqrt{\omega} \geq 0 \).

Next we show that \( \mathcal{A} \) can be brought to an off-diagonal form if all eigenvalues of \( \Lambda \) are complex or negative real. In the well known case of antiunitary \( \mathcal{A} \) with \( \mathcal{A}^2 = -\mathbb{1} \), it can be shown that \( v \) and \( \mathcal{A} v \) are always orthogonal for arbitrary choice of \( v \) following the argument used to prove Kramers’ degeneracy:

\[
\langle v, \mathcal{A} v \rangle = \langle A v, A^2 v \rangle^* = - \langle A v, v \rangle^* = - \langle v, A v \rangle = 0.
\]

In the following we use a similar argument for the case of normal \( \mathcal{A} \). If \( \mathcal{A} \) and \( \mathcal{A}^\dagger \) commute, \( M = \mathcal{A} \mathcal{A}^\dagger \) and \( \Lambda = \mathcal{A}^2 \) also commute and can be simultaneously diagonalized. Let \( v \) be a common eigenvector such that \( \mathcal{A} v = \omega v \) with \( \omega 
eq 0 \) and \( M v = \mu v \) with \( \mu \geq 0 \). The last condition follows from \( M \) being positive semidefinite, and as \( \Lambda \mathcal{A}^\dagger = M^2 \), the eigenvalues are related as \( |\omega| = \mu \). Writing the overlap as

\[
\langle v, A v \rangle = \frac{1}{\omega} \langle A v, A^2 v \rangle = \frac{1}{\omega} \langle A^\dagger A v, A v \rangle^* = \frac{1}{\omega} \langle A^\dagger A v, v \rangle^* = \frac{\mu}{\omega} \langle A v, v \rangle = 0,
\]

which vanishes because \( \mu \neq \omega \), showing that \( v \) and \( A v \) are orthogonal. This can also be interpreted as the diagonal matrix elements of \( A \) vanishing.

Let \( v \) be normalized such that \( \langle v, v \rangle = 1 \), and choose

\[
w = \frac{\sqrt{\omega}}{\mu} A v,
\]

this guarantees that \( w \) is also normalized. For the off-diagonal matrix elements of \( \mathcal{A} \) we find

\[
\langle v, A w \rangle = \frac{\sqrt{\omega}}{\mu} \langle v, A^2 v \rangle = \frac{\omega \sqrt{\omega}}{\mu} = \sqrt{\omega},
\]

\[
\langle w, A v \rangle = \frac{\sqrt{\omega}}{\mu} \langle A v, A v \rangle = \frac{\omega \sqrt{\omega}}{\mu} \langle v, A^\dagger A v \rangle = \sqrt{\omega}.
\]

As \( v \) is an eigenvector of \( \mathcal{A}^2 \), the subspace spanned by \( v \) and \( w \) is closed under the action of \( \mathcal{A} \), all matrix elements with states orthogonal to this subspace vanish.

Hence for a pair of complex eigenvalues of \( \Lambda \) it is always possible to choose a basis where the normal form of \( \Lambda \) consists of \( 2 \times 2 \) off-diagonal blocks of the form

\[
\begin{pmatrix}
0 & \sqrt{\omega} \\
\sqrt{\omega} & 0
\end{pmatrix}
\]

where \( \mathrm{Im} \, \omega > 0 \) and the branch cut in the square root is chosen at the negative real axis.

In the case of \( \omega < 0 \), we can restrict \( \mathcal{A} \) to this eigensubspace where \( \Lambda = \omega \mathbb{1} \). Now \( \sqrt{\omega} \) is purely imaginary, and as seen from the above off-diagonal matrix elements, the restriction of \( \Lambda \) to this subspace is antisymmetric. Hence the known methods to obtain the normal form and Pfaffian are applicable. We note that there is a freedom in choosing the relative phases of the off-diagonal elements in the normal form with various conventions used in the literature, with our definition the blocks are purely imaginary, not purely real for antisymmetric \( \mathcal{A} \).

In summary, if \( \mathcal{A} = \mathcal{A} \mathcal{K} \) is normal, there exists a unitary basis transformation \( U \) that brings \( \mathcal{A} \) to its normal form, such that \( \mathcal{A} = U \Sigma U^T \). The normal form is given by

\[
\Sigma = U^\dagger A U^* = \begin{pmatrix}
0 & \sqrt{\Omega} \\
\sqrt{\Omega} & 0
\end{pmatrix} \oplus \left[ \bigoplus_{\omega_n \in \mathbb{R}_+} (\omega_n) \right]
\]

where \( \sqrt{\Omega} \) is a diagonal matrix composed of the square roots of half of the complex or negative real eigenvalues of \( \Lambda \) with \( \mathrm{Im} \, \omega_n \geq 0 \). We take the square root with the branch cut along the negative real axis, and only include half of the negative real \( \omega_n \) in the matrix \( \Omega \). This normal form differs in the ordering of the basis vectors from (3), but is identical otherwise.

If the spectrum of \( \Lambda \) does not include the non-negative real axis, only the first term appears. This statement is equivalent to the antisymmetrized matrix \( \frac{1}{2} (A - A^T) \) being nonsingular for conjugate-normal \( \mathcal{A} \). The basis where \( \mathcal{A} \) takes its normal form, also brings its antisymmetrized to its normal form:

\[
\frac{A - A^T}{2} = U \Sigma - \Sigma^T U^T = U (i \, \mathrm{Im} \, \Sigma) U^T.
\]

This is singular if and only if some eigenvalue \( \omega_n \) is non-negative real.

### III. Definition of the Generalized Pfaffian

With the normal form at hand, we define the generalized Pfaffian of a \( 2n \times 2n \) conjugate-normal matrix \( \mathcal{A} \) with non-singular antisymmetric part as

\[
\mathrm{pf}(A) = i^n \det(U) \sqrt{|\det(\Sigma)|}
\]
where the normal form is given by $A = UΣU^T$ as in equation (13). We may extend the definition to singular matrices with $\det(A) = 0$ by setting $\text{pf}(A) = 0$.

In the case of antisymmetric $A$ this coincides with the usual definition of the Pfaffian, as in this case the normal form is

$$\Sigma = (-σ_y) \otimes \sqrt{|Ω|},$$

where $σ_y$ is the $y$ Pauli matrix, with Pfaffian\(^{11}\)

$$\text{pf} \left[(-σ_y) \otimes \sqrt{|Ω|}\right] = i^{n^2} \det \left(\sqrt{|Ω|}\right) = i^{n^2} \sqrt{|\det(Σ)|},$$

and we use the identity

$$\text{pf} \left(UAU^T\right) = \det(U) \text{pf}(A).$$

(17)

We show that the definition (15) is unambiguous because the freedom in the choice of $U$ that produces the normal form leaves $\det(U)$ invariant. First we consider the ambiguity in the ordering of the eigenvalues in the diagonal matrix $\sqrt{|Ω|}$. Exchange of two different diagonal elements in $\sqrt{|Ω|}$ (and $\sqrt{|Ω'|}$) is compensated by two column exchanges in $U$, hence no change in its determinant. This shows that every normal form, regardless of the ordering of the eigenvalues, results in the same Pfaffian.

Next we consider the ambiguity in choosing $U$ when some eigenvalues are degenerate. In the general case, in the subspaces with complex $ω_n$ the off-diagonal entries in the normal form connect different eigensubspaces of $Λ$ with $ω_n ≠ ω_n^*$ eigenvalues. Any basis transformation leaving the normal form invariant must not mix different subspaces. Consider a restriction of $Λ$ to a pair of possibly degenerate subspaces such that

$$Λ_n = \begin{pmatrix} ω_n & 0 \\ 0 & ω_n^* \end{pmatrix}.$$  (19)

In this basis the restricted normal form of the restricted $A_n$ is

$$Σ_n = \begin{pmatrix} 0 & \sqrt{ω_n^*} \\ \sqrt{ω_n} & 0 \end{pmatrix}.$$  (20)

The most general unitary transformation leaving both $Λ_n$ and $Σ_n$ invariant has the form

$$U_n = \begin{pmatrix} V & 0 \\ 0 & V^* \end{pmatrix}$$  (21)

with unitary $V$. The determinant of such a transformation is $\det(U_n) = \det(V) \det(V^*) = 1$.

Restricted to a subspace with $ω_n < 0$ the normal form of $A_n = -A_n^T$ is $(-σ_y) \otimes \sqrt{ω_n}$ and any transformation $U$ leaving it invariant is symplectic and has $\det(U_n) = 1$, this can be seen by applying (18).

\section*{IV. PROPERTIES AND IDENTITIES}

A simultaneous interchange of two rows and the corresponding columns changes the sign of the Pfaffian because the corresponding permutation matrix has determinant $-1$ and can be included in $U$ without changing $Σ$. However, in general simultaneous row and column operations (multiplication with a constant or adding a row/column to another) do not preserve the normality of $A$, hence their effect on the Pfaffian is ill-defined. This is related to the fact that the identity

$$\text{pf}(UAU^T) = \det(U) \text{pf}(A)$$  (22)

applies by construction for unitary $U$, but not for a general $U$, as $UAU^T$ is in general not conjugate-normal. If we restrict to matrices that are proportional to their transpose, $A = αA^T$ with some complex $α ≠ 0$, the identity becomes valid for all $U$, which is seen using the determinant identity (23) and the continuity of pf.

The following identities involving the Pfaffian are also true for our generalization with conjugate-normal $A$ if $AA^*$ has no positive real eigenvalues:

$$\text{pf}(A)^2 = \det(A).$$  (23)

The proof involves simply substituting the normal form and the definition of $\text{pf}(A)$ and using that $\det(Σ) = (-1)^n |\det(Σ)|$.

For any $λ \in \mathbb{C}$

$$\text{pf}(λA) = λ^n \text{pf}(A).$$  (24)

The identity is true for $λ = 0$, and if $λ ≠ 0$ the normal form of $A' = λA$ is related to that of $A$ through $Σ' = |λ|Σ$ and $U' = (λ/|λ|)^{1/2}U$.

$$\text{pf}(A') = (-1)^n \text{pf}(A).$$  (25)

We use that the normal form of $A' = A^T$ is related to that of $A$ through $Σ' = Σ$, $U' = U(σ_x ⊗ \mathbb{1}_n)$. The new term appearing in $U'$ is a permutation matrix such that $(σ_x ⊗ \mathbb{1}_n)Σ(σ_x ⊗ \mathbb{1}_n) = Σ^T$, and its determinant is $(-1)^n$.

$$\text{pf}(A^T) = \text{pf}(A)^*.$$  (26)

By taking the hermitian adjoint of the normal form of $A$ we find that the normal form of $A' = A^T$ is $Σ' = Σ$, $U' = U^*$.

For non-singular $A$

$$\text{pf}(A^{-1}) = \text{pf}(A)^{-1}.$$  (27)

Taking the inverse of the normal form of $A$ we get $A^{-1} = U^*Σ^{-1}U^\dagger$. This is a suitable normal form for $A^{-1}$, and we use that $\det(U^\dagger) = \det(U)^{-1}$.

For $A_1$ and $A_2$ satisfying the same conditions as $A$:

$$\text{pf}(A_1 ⊕ A_2) = \text{pf}(A_1) \text{pf}(A_2),$$  (28)
which follows because a block-diagonal transformation matrix brings a block-diagonal matrix to its normal form up to row and column interchanges.

Let $A$ be as above and $B = B^T$ symmetric $m \times m$ matrix, then for the tensor product

$$\text{pf}(A \otimes B) = (-1)^{mn(m-1)/2} \text{pf}(A)^m \text{det}(B)^n.$$  \hspace{1cm} (29)

The proof follows a similar reasoning to the proof for antisymmetric $A$, see Ref. 11 for example. We write both matrices in the normal form as $A = U_A \Sigma_A U_A^T$ and $B = U_B \Sigma_B U_B^T$ where $\Sigma_B$ is non-negative real diagonal. The normal form of the tensor product is $A \otimes B = (U_A \otimes U_B)(\Sigma_A \otimes \Sigma_B)(U_A \otimes U_B)^T$, this is guaranteed to have the correct form as $\Sigma_B \geq 0$. Writing the definition of the Pfaffian, using that $\det(U_A \otimes U_B) = \det(U_A)^m \det(U_B)^n$ (and similarly for $\Sigma$) and collecting the powers of $i$ produces the result.

If $A$ is non-singular

$$\frac{\partial}{\partial x} \text{pf}(A) = \frac{1}{2} \text{pf}(A) \text{tr} \left( A^{-1} \frac{\partial A}{\partial x} \right).$$  \hspace{1cm} (30)

This can be seen either by using $\text{pf}(A) = \pm \sqrt{\det(A)}$ or by substituting the normal form, and using Jacobi’s identity for the derivative of the determinant.

While this last equation implies that the generalized Pfaffian is infinitely differentiable around any $A$ with a non-singular antisymmetric part, it is not possible to analytically continue the definition to the case when the antisymmetric part becomes singular. To see this consider the matrix

$$A = \begin{pmatrix} 0 & 1 + ix \\ 1 - ix & 0 \end{pmatrix}. \hspace{1cm} (31)$$

For $x > 0$ this matrix is in its normal form and $\text{pf}(A) = |1 + ix|$. For $x < 0$ however, the normal form is given by exchanging the rows and columns, and $\text{pf}(A) = -|1 + ix|$, showing the jump discontinuity in the Pfaffian at $x = 0$.

V. ANTISYMMETRIZED PFaffian

Motivated by Ref. 5, we consider an alternative way to define the Pfaffian of a general matrix, using the antisymmetrized matrix through\textsuperscript{12}

$$\text{pf}^{-}(A) = \text{pf}\left(\frac{A - A^T}{2}\right).$$  \hspace{1cm} (32)

First we show that this definition coincides with substituting a general matrix into the definition of the Pfaffian as a polynomial of the matrix entries

$$\text{pf}(A) = \frac{1}{2^n n!} \sum_{\pi \in S_{2n}} \text{sgn}(\pi) \prod_{i=1}^{n} a_{\pi(2i-1),\pi(2i)}.$$  \hspace{1cm} (33)

where $\pi$ runs over all permutations of $2n$ elements and $\text{sgn}$ is the signature of the permutation. Substituting the definition

$$\text{pf}^{-}(A) = \text{pf}\left(\frac{A - A^T}{2}\right) =$$

$$\frac{1}{2^n n!} \sum_{\pi \in S_{2n}} \text{sgn}(\pi) \prod_{i=1}^{n} (a_{\pi(2i-1),\pi(2i)} - a_{\pi(2i),\pi(2i-1)}),$$

$$\frac{1}{2^n n!} \sum_{\pi \in S_{2n}} \text{sgn}(\pi) \sum_{\pi' \in S_{\text{pair}}} \text{sgn}(\pi') \prod_{i=1}^{n} a_{\pi' \pi(2i-1),\pi' \pi(2i)},$$

$$\frac{1}{2^n n!} \sum_{\pi \in S_{2n}} \text{sgn}(\pi) \prod_{i=1}^{n} a_{\pi(2i-1),\pi(2i)}. \hspace{1cm} (34)$$

In the third line we expand the product of differences, and use that the matrix element in the transpose position agrees, $\text{arg} \text{pf}^{-}(A)$ is well defined for any matrix. It is tempting to take $(34)$ as a definition to generalize the Pfaffian to all matrices with non-singular antisymmetric part. The fraction under the square root, however, can have arbitrary complex phase for general matrices, introducing an ambiguity in the branch choice.

Finally we establish its relation to our previous generalization of the Pfaffian. Using the definition $(15)$ and the normal form of the antisymmetrized matrix $(14)$ we see that the magnitude of $\text{pf}^{-}(A)$ is different from the magnitude of $\text{pf}(A)$ unless $A$ is antisymmetric, but their phases agree, $\text{arg} \text{pf}^{-}(A) = \text{arg} \text{pf}(A)$. We summarise their relation as

$$\text{pf}(A) = \left| \frac{\det(A)}{\det \left( \frac{A - A^T}{2} \right)} \text{pf}^{-}(A) \right|,$$  \hspace{1cm} (35)

where the fraction under the square root is always positive real. This relation is only valid for conjugate-normal $A$ where $\text{pf}(A)$ is defined, while $\text{pf}(A)$ is well defined for any matrix. It is tempting to take $(35)$ as a definition to generalize the Pfaffian to all matrices with non-singular antisymmetric part. The fraction under the square root, however, can have arbitrary complex phase for general matrices, introducing an ambiguity in the branch choice.
of the square root. Hence, for non-conjugate-normal matrices the phase of \( \tilde{p}f \) lacks a connection to the phase of the determinant.

These relations to the the antisymmetrized matrix make it possible to reduce the computation of the Wigner normal form and the generalized Pfaffian to known methods applicable to antisymmetric matrices. We implemented such an algorithm based on Ref. 13 in Python, the source code is available on Zenodo, see Ref. 14.

VI. CONCLUSION

In this note we reviewed two closely related generalizations of the Pfaffian to non-antisymmetric matrices, investigated their relation to each other and to the Wigner normal form of antilinear operators. The question of whether a generalization of the Pfaffian to non-normal antilinear operators can be defined in a way such that it is the square-root of the determinant is left open.
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