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Abstract

The \textit{b}-symbol read channel is motivated by the limitations of the reading process in high density data storage systems. The corresponding new metric is a generalization of the Hamming metric known as the \textit{b}-symbol weight metric and has become an important object in coding theory. In this paper, the general \textit{b}-symbol weight enumerator formula for irreducible cyclic codes is presented by using the Gaussian period and a new invariant \(\#U(b, j, N_1)\). The related \textit{b}-symbol weight hierarchies \(\{d_1(C), d_2(C), \ldots, d_K(C)\}\) \((K = \dim(C))\) are given for some cases. The shortened codes which are optimal from some classes of irreducible cyclic codes are given, where the shorten set \(\mathcal{T}\) is the complementary set of \textit{b}-symbol support of some codeword with the minimal \textit{b}-symbol weight.
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1 Introduction

The theory of error-control codes aims to recover the original information units when some bound is given on their corruption. These corruption bounds can be defined at the code-block level, such as a certain number of errors in Hamming metric codes, or at the individual-symbol level, such as symbol-transition restrictions in asymmetric or unidirectional error-correcting codes. The alphabet on which the information unit is defined may change throughout the coding problem, like in soft-decoding, but it is still typically the same unit that is tracked and analyzed. In 2011, Cassuto and Blaum [3, 4] proposed a new coding framework for channels whose outputs are overlapping pairs of symbols. Such channels are motivated by storage applications in which the spatial resolution of the reader may be insufficient to isolate adjacent symbols. Codes are still defined by an alphabet, as usual. The goal is to protect against a certain number of pairwise errors, not a certain number of symbol errors. A pair-error is defined as a pair-read in which one or more of the symbols is read in error. Due to physical limitations, individual symbols cannot be read off the channel. Therefore, each channel read contains
contributions from two adjacent symbols. The constructions of symbol-pair codes are studied in a series of papers [5–7, 9, 11, 14, 19, 21, 24, 25, 35, 37]. Later, Yaakobi et al. [38] generalized the symbol-pair read channel to the $b$-symbol read channel. The contributions to the $b$-symbol codes can be found in [12, 31, 40–43] and the references therein.

The definition of $b$-symbol metric will be introduced in detail in Section II of this paper. It is not hard to see that the $b$-symbol metric is a natural generalization of Hamming metric. Another generalization of Hamming metric is the $b$-th generalized Hamming metric, which has appeared as early as in 1970s [17, 20] and has become an important research topic in coding theory after the famous paper [36] in 1991, where Wei gave a series of wonderful consequences on the $b$-th generalized Hamming metric and indicates that it completely characterizes the performance of a linear code when it is used on the wire-tap channel of type II. For more details on the $b$-th generalized Hamming metric, we refer the readers to [36].

Is there any connection between the two types of generalizations? Shi et al. [32] considered this question and showed many interesting results, especially if $C$ is constacyclic.

Let $C$ denote a linear code with dimension $k$. We use $d_b(C)$ to denote the minimum $b$-th generalized Hamming distance of $C$. When $b = 1$, $d_1(C)$ is the minimal Hamming distance of $C$. The set
\[
\{d_b(C)|1 \leq b \leq k\}
\]
is called the weight hierarchy of $C$. To distinguish it from the later definition, let us call it the generalized weight hierarchy in the sequel.

For a code $C$, $d_b(C)$ denotes the minimum $b$-symbol distance of $C$. When $b = 1$, $d_1(C)$ is also the minimum Hamming distance of $C$. The $b$-symbol metric is also called symbol-pair metric if $b = 2$. The set
\[
\{d_b(C)|1 \leq b \leq n\}
\]
is called the $b$-symbol weight hierarchy of $C$. Note that $C$ could be an unrestricted code under the $b$-symbol metric. If $C$ is a cyclic code (or a constacyclic code), then the $b$-symbol weight hierarchy of $C$ has the following property:
\[
d_1(C) < d_2(C) < \cdots < d_{k-1}(C) < d_k(C) = d_{k+1}(C) = \cdots = d_n(C) = n.
\]
The generalized Hamming weight hierarchy of $C$ has a similar property to (1), and $C$ could be a linear code but not cyclic.

**Theorem 1.** [32] If $C$ is a cyclic code with length $n$ and dimension $K$, then $d_b(C) = n$ for $K \leq b \leq n$. Moreover, if $C$ is a cyclic code, then $d_b(C) = d_b(C)$ if $b = 1$ or $b = \dim(C)$.

It is worth mentioning that there are other interesting connections between the two metrics. Liu and Pan [22, 30] considered the superposition of two metrics. They call this superposition a generalized $b$-weight (we prefer to call it a generalized $b$-symbol weight). For more details, we refer the readers to [22, 30].

The following result shows that $d_b(C)$ is a lower bound of $d_b(C)$.

**Theorem 2.** [32] If $C$ is a cyclic code, then $d_b(C) \geq d_b(C)$. 
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It is very meaningful to determine the $b$-symbol weight hierarchy of cyclic codes, since it provides a nice upper bound on their generalized weight hierarchy. Moreover, there is another application for determining the $b$-symbol weight hierarchy of cyclic codes. If the $b$-symbol weight hierarchy of cyclic codes is known, we can obtain a shortened code by shortening some coordinates associated with the codeword with the minimum $b$-symbol weight. We will discuss this in detail in Section V of this paper.

Besides the weight hierarchy of cyclic codes, the Hamming weight structure of cyclic codes is also a hot topic in coding theory. The Hamming weight structure of irreducible cyclic codes has been a research topic since the first works of McEliece and others [10,27,28] due to their connection to Gaussian sums and $L$-functions, and its intrinsic complexity. As we all know, it is very difficult to determine the Hamming weight distribution of irreducible cyclic codes. Predictably, determining the $b$-symbol weight distribution of an irreducible cyclic code is even more difficult. To the best of our knowledge, there are only a few papers dealing with the $b$-symbol weight distribution of some cyclic codes:

- Sun et al. [35] considered the symbol-pair distance distribution of a class of repeated-root cyclic codes;
- Ma and Luo [25] considered the symbol-pair weight distribution of MDS codes and Simplex codes;
- Shi et al. [31] gave some bounds on the $b$-symbol minimum distance of cyclic codes by a geometric approach;
- Zhu et al. considered the complete $b$-symbol weight distribution of a class of irreducible cyclic codes [41] and the $b$-symbol weight hierarchy of a class of reducible cyclic codes called Kasami codes [42].

This paper is a further study of the paper [41]. We give a formula for computing the $b$-symbol weight of a codeword of an irreducible cyclic code by using the Gaussian period and a new invariant $\#U(b, j, N_1)$. The definitions of the Gaussian period and $\#U(b, j, N_1)$ will be defined in Section II and Section III, respectively. The formula is a generalization of the formula for computing the Hamming weight of a codeword of an irreducible cyclic code given in [13]. We consider the $b$-symbol weight hierarchy of some irreducible cyclic codes. In particular, the two types of weight hierarchies of the same irreducible cyclic code are equal under some restrictions. Some optimal shortened codes are obtained by shortening some special coordinates, where these special coordinates are related to the codeword with the minimum $b$-symbol distance.

The paper is organized as follows. In Section II, we introduce various notations, definitions, and basic facts. Then, in Section III, we present a general formula for the $b$-symbol weight distribution of irreducible cyclic codes and some specific cases. In Section IV, we compute the $b$-symbol weight hierarchy of some classes of irreducible cyclic codes and compare these results with the known results on the generalized hierarchy of irreducible cyclic codes. In Section V, we present an application of the $b$-symbol weight hierarchy of cyclic codes in the shortening technique and construct some new shortened codes with nice parameters. Section VI concludes this paper.
2 Preliminaries

Throughout this paper we assume and fix the following:

- Let $q = p^s$, $Q = q^m$, where $p$ is a prime number, $s, m$ are positive integers.
- Let $n$ denote the length of the code, where $n|Q - 1$ and $\gcd(n, q) = 1$. Let $k_0$ be the multiplicative order of $q$ modulo $n$ and $k_0|m$.
- Let $N = \frac{Q - 1}{n}$, $\alpha$ be a primitive element of $\mathbb{F}_Q$ and $\theta = \alpha^N$.
- Let $T_{Q/q}$ denote the trace function from $\mathbb{F}_Q$ to $\mathbb{F}_q$.
- Let $\text{supp}(x)$ denote the support of the vector $x$.

2.1 The $b$-symbol metric

Let $b$ be a positive integer with $1 \leq b \leq n$. For any $x \in \mathbb{F}_q^n$, the Hamming weight $w_H(x)$ is defined as the number of nonzero coordinates in $x$. Let $\pi_b(x)$ denote the vector

$$\pi_b(x) = ((x_0, \ldots, x_{b-1}), (x_1, \ldots, x_b), \ldots, (x_{n-1}, \ldots, x_{b+n-2})) \in (\mathbb{F}_q^b)^n,$$

where the indices are taken modulo $n$. The $b$-symbol weight of $x$ is defined as

$$w_b(x) = w_H(\pi_b(x)).$$

Example 3. Let $x = (0, 0, a, 0, 0, 0, b, 0, 0, 0, c, 0, a) \in \mathbb{F}_q^{14}$, where $a, b, c \in \mathbb{F}_q^*$. Then the $b$-symbol weight of $x$ are the following.

(i) $w_1(x) = w_H(x) = 4$;
(ii) $w_2(x) = w_H(\pi_2(x)) = w_H((0, 0), (0, a), (a, 0), (0, 0), (0, 0), (0, b), (b, 0), (0, 0), (0, 0), (0, 0), (0, 0), (0, c), (c, 0), (a, 0), (a, 0)) = 8$;
(iii) $w_3(x) = w_H(\pi_3(x)) = w_H((0, 0, a), (0, a, 0), (a, 0, 0), (0, 0, b), (0, 0, b), (b, 0, 0), (0, 0, 0), (0, 0, 0), (0, 0, c), (c, 0, 0), (c, 0, a), (a, 0, 0), (a, 0, 0)) = 11$;
(iv) $w_4(x) = w_H(\pi_4(x)) = w_H((0, 0, a, 0), (0, a, 0, 0), (a, 0, 0, 0), (0, 0, b, 0), (0, 0, b, 0), (0, b, 0, 0), (0, 0, 0, 0), (0, 0, 0, 0), (0, 0, 0, c), (0, 0, c, 0), (0, 0, c, 0), (a, 0, a, 0), (a, 0, 0, a)) = 13$;
(iv) $w_b(x) = 14$ if $b \geq 5$.

For any $x, y \in \mathbb{F}_q^n$, the $b$-symbol distance between $x$ and $y$ is defined as

$$d_b(x, y) = w_b(x - y).$$

When $b = 1$, $w_1(x) = w_H(x)$ and $d_1(x, y) = d_H(x, y)$. For convenience, we adopt $w_1(x)$ and $d_1(x, y)$ to represent the Hamming weight of $x$ and the Hamming distance between
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Let $E$ be a subset of $F_q^n$. The minimum $b$-symbol distance of $d_b(E)$ is defined as

$$d_b(E) = \min\{d_b(x, y) | x, y \in E \text{ and } x \neq y\}.$$  

A linear $[n, K, d_b(C)]$ code $C$ over $F_q$ is a $K$-dimensional subspace of $F_q^n$ with minimum $b$-symbol distance $d_b(C)$. Let $A^b_i$ denote the number of codewords with $b$-symbol weight $i$ in a code of length $n$. The $b$-symbol weight enumerator of $C$ is defined by

$$1 + A^b_1T + A^b_1T^2 + \cdots + A^b_nT^n.$$  

In fact, the $b$-symbol weight of a nonzero vector will never less than $b$ by the definition of $b$-symbol metric. Therefore, the $b$-symbol weight enumerator of $C$ is better to write as

$$1 + A^b_bT^b + \cdots + A^b_nT^n.$$  

### 2.2 Cyclic codes

Let $\tau(x_0, x_1, \ldots, x_{n-1})$ denote the vector $(x_{n-1}, x_0, \ldots, x_{n-2})$ obtained from $(x_0, x_1, \ldots, x_{n-1})$ by the cyclic shift of the coordinates $i \mapsto i + 1 \bmod n$. A linear $[n, k]$ code $C$ over $F_q$ is called cyclic if $c \in C$ implies $\tau(c) \in C$. Let $\gcd(n, q) = 1$. The set

$$C(Q, N) = \{c(\beta) = (T_{Q/q}(\beta), T_{Q/q}(\beta^2), \ldots, T_{Q/q}(\beta^{n-1})) | \beta \in F_Q\}$$  

is called an irreducible cyclic code over $F_q$ with parameters $[n, k_0]$. It is worth mentioning that the celebrated Golay code is an irreducible cyclic code and was used on the Mariner Jupiter-Saturn Mission. An irreducible cyclic code is said to be semi-primitive if $n = \frac{Q-1}{N}$ where $N > 2$ divides $q^j + 1$ for some $j \geq 1$.

### 2.3 Group character, Gaussian sum, Gaussian periods

An additive character of $F_q$ is a nonzero function $\chi$ from $F_q$ to the set of complex numbers such that $\chi(x + y) = \chi(x)\chi(y)$ for any $(x, y) \in F_q^2$. For each $b \in F_q$, the function

$$\chi_b(c) = e^{2\pi\sqrt{-1}T_{q/p}(bc)/q}, \quad \text{for all } c \in F_q$$  

defines an additive character of $F_q$. $\chi_1$ is called the canonical additive character of $F_q$.

A multiplicative character of $F_q$ is a nonzero $\psi$ from $F_q^*$ to the set of complex numbers such that $\psi(xy) = \psi(x)\psi(y)$ for all pairs $(x, y) \in F_q^* \times F_q^*$. Let $g$ be a fixed primitive element of $F_q$. For each $j \in \{1, 2, \ldots, q - 1\}$, the function $\psi_j$ with

$$\psi_j(g^k) = e^{2\pi\sqrt{-1}jk/(q-1)}, \quad \text{for } k \in \{0, 1, 2, \ldots, q - 1\}$$  

defines a multiplicative character with order $\frac{q-1}{\gcd(q-1,j)}$ of $F_q$.

Let $\psi$ be a multiplicative character with order $k$ where $k|(q - 1)$ and $\chi$ an additive character of $F_q$. Then the Gaussian sum $G(\psi, \chi)$ of order $k$ is defined by

$$G(\psi, \chi) = \sum_{c \in F_q^*} \psi(c)\chi(c).$$
For convenience, let $G(\psi)$ denote $G(\psi, \chi_1)$ in the sequel.

Let $C_i^{(k,Q)} = \alpha^i \langle \alpha^k \rangle$ for $i \in \{0, 1, 2, \ldots, k-1\}$, where $\langle \alpha^k \rangle$ denotes the subgroup of $\mathbb{F}_Q^*$ generated by $\alpha^k$. The cosets $C_i^{(k,Q)}$ are called the cyclotomic classes of order $k$ in $\mathbb{F}_Q$.

The Guassian periods are defined by

$$\eta_i^{(k,Q)} = \sum_{x \in C_i^{(k,Q)}} \chi_1(x), \quad i \in \{0, 1, \ldots, k-1\}.$$ 

By the discrete Fourier transform, Gaussian periods and Gaussian sum have the following relationship,

$$\eta_i^{(k,Q)} = -1 + \sum_{j=1}^{k-1} \xi_k^{-ij} G(\psi^j) \frac{1}{k},$$

where $\xi_k = e^{2\pi \sqrt{-1}/k}$ and $\psi$ is a primitive multiplicative character of order $k$ over $\mathbb{F}_Q^*$.

**Lemma 4.** Let symbols be the same as before. Then we have

1. $\sum_{i=0}^{k-1} \eta_i^{(k,Q)} = -1$.
2. $\sum_{i=0}^{k-1} (\eta_i^{(k,Q)})^2 = Q\theta_j - \frac{Q-1}{k}$ for all $j \in \{0, 1, \ldots, k-1\}$, where

   $$\theta_j = \begin{cases} 1 & \text{if } \frac{Q-1}{k} \text{ is even and } j = 0 \\ 1 & \text{if } \frac{Q-1}{k} \text{ is odd and } j = \frac{k}{2} \\ 0 & \text{otherwise},\end{cases}$$

   and equivalently $\theta_j = 1$ if and only if $-1 \in C_j^{(k,Q)}$.

3. $\eta_0^{(k,Q)}, \eta_1^{(k,Q)}, \ldots, \eta_{k-1}^{(k,Q)}$ can not be all the same if and only if $k \geq 2$.

4. Let $f(x) = \sum_{i=0}^{k-1} \eta_i^{(k,Q)} x^i$ and $\omega$ denote a primitive $k$-th root of unity. The circulant matrix

   $$A = \begin{pmatrix}
   \eta_0^{(k,Q)} & \eta_1^{(k,Q)} & \cdots & \eta_{k-1}^{(k,Q)} \\
   \eta_1^{(k,Q)} & \eta_0^{(k,Q)} & \cdots & \eta_{k-2}^{(k,Q)} \\
   \vdots & \vdots & \ddots & \vdots \\
   \eta_{k-1}^{(k,Q)} & \eta_{k-2}^{(k,Q)} & \cdots & \eta_0^{(k,Q)}
   \end{pmatrix}_{k \times k}$$

   is invertible if and only if $f(\omega^i) \neq 0$ for all $i \in \{0, 1, \ldots, k-1\}$.

**Proof.** The first two properties of Gaussian periods are from [34]. Assume that

$$\eta_0^{(k,Q)} = \eta_1^{(k,Q)} = \cdots = \eta_{k-1}^{(k,Q)} = \lambda.$$  (4)

From assertions (1) and (2) of this Lemma, we have

$$\begin{cases}
   k\lambda = -1, \\
   k\lambda^2 = Q - \frac{Q-1}{k}.
\end{cases}$$
Then the Eq. (4) holds if and only if \( k = 1 \).

Let \( P \) denote the permutation matrix

\[
P = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{pmatrix}.
\]

Then \( P^k = I_k \) and \( A = \eta_0^{(k,Q)} I_k + \eta_1^{(k,Q)} P + \cdots + \eta_{k-1}^{(k,Q)} P^{k-1} \), where \( I_k \) denotes the unit matrix. Therefore, the circulant matrix \( A \) is invertible if and only if \( f(x) \) is coprime to \( x^k - 1 \). This completes the proof.

Since the values of the Gaussian sums in general are very hard to compute, the values of \( \eta_i^{(k,Q)} \) are also hard to compute. Some known results on \( \eta_i^{(k,Q)} \) are the following \([2, 29]\).

**Lemma 5.** The known results on the Gaussian periods are the following.

1. If \( k = 2 \), then

\[
\eta_0^{(2,Q)} = \begin{cases} 
\frac{-1+(-1)^{sm-1}Q^{\frac{p}{2}}}{2}, & \text{if } p \equiv 1 \pmod{4} \\
\frac{-1+(-1)^{sm-1}(\sqrt{-1})^{sm}Q^{\frac{p}{2}}}{2}, & \text{if } p \equiv 3 \pmod{4}
\end{cases}
\]

and \( \eta_1^{(2,Q)} = -1 - \eta_0^{(2,Q)} \).

2. If \( k = 3 \) and \( p \equiv 2 \pmod{3} \), then

\[
\eta_0^{(3,Q)} = -1 - \frac{(\sqrt{-1})^{sm}2Q^{\frac{p}{2}}}{3}, \quad \eta_1^{(3,Q)} = \eta_2^{(3,Q)} = -1 + \frac{(\sqrt{-1})^{sm}Q^{\frac{p}{2}}}{3}.
\]

3. If \( k = 4 \) and \( p \equiv 3 \pmod{4} \), then

\[
\eta_0^{(4,Q)} = -1 - \frac{(\sqrt{-1})^{sm}3Q^{\frac{p}{2}}}{4}, \quad \eta_1^{(4,Q)} = \eta_2^{(4,Q)} = \eta_3^{(4,Q)} = -1 + \frac{(\sqrt{-1})^{sm}Q^{\frac{p}{2}}}{4}.
\]

4. (Semi-primitive case) If \( k > 2 \) and there exists a positive integer \( j \) such that \( p^j \equiv -1 \pmod{k} \), and the \( j \) is the least such. Let \( Q = p^{2j\gamma} \) for some integer \( \gamma \).

- When \( \gamma, p \) and \( \frac{p^j+1}{k} \) are all odd, then

\[
\eta_i^{(k,Q)} = \frac{(k - 1)Q^{\frac{p}{2}} - 1}{k}, \quad \eta_i^{(k,Q)} = -\frac{Q^{\frac{p}{2}} + 1}{k} \quad \text{for } i \neq \frac{k}{2}.
\]

- In all other cases,

\[
\eta_0^{(k,Q)} = \frac{(-1)^{\gamma+1}(k - 1)Q^{\frac{p}{2}} - 1}{k}, \quad \eta_i^{(k,Q)} = \frac{(-1)^\gamma Q^{\frac{p}{2}} - 1}{k} \quad \text{for } i \neq 0.
\]
3 The complete $b$-symbol weight enumerators

Ding and Yang [13] proved that the determination of the Hamming weight distribution of an irreducible cyclic codes is equivalent to that of the Gaussian periods of order $\gcd\left(\frac{q-1}{q-1}, N\right)$. McEliece [28] gave another proof by Gaussian sums.

**Lemma 6.** [13, 28] Let $\mathbf{c}(\beta)$ be a codeword of the irreducible cyclic code $C(Q, N)$ as in (2). If $0 \neq \beta \in C_i^{\gcd\left(\frac{q-1}{q-1}, N\right)}$, then the Hamming weight of $\mathbf{c}(\beta)$ is

$$w_1(\mathbf{c}(\beta)) = \frac{(q-1)(Q-1)}{qN} - \frac{(q-1)\gcd\left(\frac{q-1}{q-1}, N\right)\eta_i^{\gcd\left(\frac{q-1}{q-1}, N\right)}}{qN}.
$$

Very recently, Shi et al. [32] studied the relationship between the $b$-th generalized Hamming weight metric and $b$-symbol weight metric. A very interesting expression on the $b$-symbol weight of a vector $\mathbf{c}$ is given in that paper, and we present it in the following. It is very important for giving the expression of the $b$-symbol weight of a codeword in $C(Q, N)$.

**Lemma 7.** [32] Let $\mathbf{c} \in \mathbb{F}_q^b$ and denote by $V_b(\mathbf{c})$ the codewords generated by all linear combinations of $\mathbf{c}$ and its first $b-1$ cyclic shifts. Then

$$w_b(\mathbf{c}) = \frac{1}{q^{b-1}(q-1)} \sum_{\mathbf{c'} \in V_b(\mathbf{c})} w_1(\mathbf{c'}).$$

Combining the two lemmas above, we obtain the following result, which is the key observation of this paper. For convenience, let $N_1 = \gcd\left(\frac{q-1}{q-1}, N\right)$ in the sequel.

**Theorem 8.** Let $\mathbf{c}(\beta)$ be a codeword of the irreducible cyclic code $C(Q, N)$ as in (2). Let $\alpha$ be a primitive element of $\mathbb{F}_Q$, $\theta = \alpha^N$ and $(u_1, \ldots, u_b) \in \mathbb{F}_q \setminus \{0\}$. Assume that $1 \leq b \leq k_0 - 1$ and the nonzero elements $\sum_{i=1}^b u_i \theta^{i-1}$ belongs to the cyclotomic class $C_i^{(N_1, Q)}$. If $0 \neq \beta \in C_i^{(N_1, Q)}$, then the $b$-symbol weight of $\mathbf{c}(\beta)$ is

$$w_b(\mathbf{c}(\beta)) = \frac{(q-1)(Q-1)}{q^b N} - \frac{N_1}{q^b N} \sum_{(u_1, \ldots, u_b) \in \mathbb{F}_q^b \setminus \{0\}} \eta_i^{(N_1, Q)} (u_1, \ldots, u_b),$$

where the indices are taken modulo $N_1$.

**Proof.** For any nonzero element $\beta \in \mathbb{F}_Q$, according to the definition of $V_b(\mathbf{c}(\beta))$ in Lemma 7 and the property of the trace function, we have

$$V_b(\mathbf{c}(\beta)) = \left\{ \sum_{j=1}^b u_j \tau(\mathbf{c}(\beta)) \mid (u_1, \ldots, u_b) \in \mathbb{F}_q^b \right\}$$

$$= \left\{ \sum_{j=1}^b u_j \mathbf{c}(\beta \theta^{j-1}) \mid (u_1, \ldots, u_b) \in \mathbb{F}_q^b \right\}$$

$$= \left\{ \mathbf{c}(\beta \sum_{j=1}^b u_j \theta^{j-1}) \mid (u_1, \ldots, u_b) \in \mathbb{F}_q^b \setminus \{0\} \right\} \cup \{0\}.$$
Since $\beta \in C_i^{(N_1,Q)}$ and $\sum_{j=1}^{b} u_j \theta^{j-1} \in C_i^{(N_1,Q)}$, we have
\[ \beta \sum_{j=1}^{b} u_j \theta^{j-1} \in C_i^{(N_1,Q)}, \]
where the indices are taken modulo $N_1$. Combining Lemma 6 and Lemma 7, the $b$-symbol weight of $c(\beta)$ equals
\[
w_b(c(\beta)) = \frac{1}{q^{b-1}(q-1)} \left( \sum_{c' \in V_{b}(\beta)} w_1(c') + w_1(0) \right)
= \frac{(q^b - 1)(Q - 1)}{q^b N} - \sum_{(u_1, \ldots, u_b) \in \mathbb{F}_q^b \setminus \{0\}} \frac{N_1 \eta_i^{(N_1,Q)}(u_1, \ldots, u_b)}{q^b N},
\]
where the indices are taken modulo $N_1$. This completes the proof. □

**Definition 9.** Define $U(b, i, N_1)$ be the set
\[ U(b, i, N_1) = \left\{ (u_1, \ldots, u_b) \mid \sum_{i=1}^{b} u_i \theta^{i-1} \in C_i^{(N_1,Q)} \text{ and } (u_1, \ldots, u_b) \in \mathbb{F}_q^b \setminus \{0\} \right\}, \]
where $\theta = \alpha^N$.

**Lemma 10.** We have the following properties on $U(b, i, N_1)$.

1. $\mathbb{F}_q^b = \{0\} \cup \bigcup_{i=0}^{N_1-1} U(b, i, N_1)$.
2. $\sum_{i=0}^{N_1-1} \#U(b, i, N_1) = q^b - 1$, where $\#U(b, j, N_1)$ denotes the size of $U(b, j, N_1)$.
3. $U(1, 0, N_1) = \mathbb{F}_q^b$ and $U(1, j, N_1) = \emptyset$ for all $j \in \{1, 2, \ldots, N_1 - 1\}$.
4. $\#U(k_0, i, N_1) = \frac{q^b - 1}{N_1}$ for all $i \in \{0, 1, \ldots, N_1 - 1\}$, where $k_0$ is the multiplicative order of $q$ modulo $n$.
5. $\#U(b, 0, N_1) \geq b(q - 1)$. Moreover, $\#U(b, i, N_1) \leq \frac{Q-1}{N_1}$ and $\#U(b, 0, \frac{Q-1}{(q-1)b}) = b(q - 1)$ if $b \leq k_0$.
6. $\mathbb{F}_q^* = U(1, 0, N_1) \subset U(2, 0, N_2) \subset \cdots \subset U(k_0, 0, N_1) = C_0^{(N_1,q^{k_0})}$ and $\emptyset = U(1, j, N_1) \subset U(2, j, N_2) \subset \cdots \subset U(k_0, j, N_1) = C_j^{(N_1,q^{k_0})}$ for all $j \in \{1, 2, \ldots, N_1 - 1\}$.

**Proof.** The first two statements are trivial. When $b = 1$, $u_1$ has to be a nonzero elements of $\mathbb{F}_q$. Since $\mathbb{F}_q^* = \langle \alpha^{\frac{Q-1}{q-1}} \rangle$ and $N_1 = \gcd\left( \frac{Q-1}{q-1}, N \right)$, we obtain $u_1 \in C_0^{(N_1,Q)}$, $k_{(u_1)} = 0$, $U(1, 0, N_1) = \mathbb{F}_q^*$ and $U(1, i, N_1) = \emptyset$ for $i \neq 0$. 


When $b = k_0$, the set \( \left\{ \sum_{i=1}^{k_0} u_i \theta^{i-1} \mid (u_1, \ldots, u_{k_0}) \in F_{q^{k_0}}^n \setminus \{0\} \right\} = F_{q^{k_0}}^* \) since $k_0$ is the multiplicative order of $q$ modulo $n$. Then \( \#U(k_0, i, N_1) \) equals the size of the following set
\[
\left\{ \alpha \left| \alpha \in C_i^{(N_1,Q)} \cap F_{q^{k_0}}^* \right. \right\}.
\]

Therefore, \( \#U(k_0, i, N_1) = \frac{q^{k_0} - 1}{N_1} \) for all $i \in \{0, 1, \ldots, N_1 - 1\}$.

For any $i \in \{1, 2, \ldots, b\}$, we have $u_i \theta^{i-1} \in C_i^{(N_1,Q)}$ if $u_i \neq 0$. Then
\[
(0, \ldots, 0, u_i, 0, \ldots, 0) \in U(b, 0, N_1).
\]

Therefore, \( \#U(b, 0, N_1) \geq b(q - 1) \). If $b \leq k_0$, then \( \#U(b, i, N_1) \leq \left| C_i^{(N_1,Q)} \right| = \frac{q-1}{N_1} \).

Moreover,
\[
b(q - 1) \leq \#U \left( b, 0, \frac{Q - 1}{(q - 1)b} \right) \leq \frac{Q - 1}{(q - 1)b} = b(q - 1).
\]

Therefore, \( \#U \left( b, 0, \frac{Q - 1}{(q - 1)b} \right) = b(q - 1) \).

Combining the parts (3), (4) and (5) of this lemma, we obtain the last desired result.

**Example 11.** The numerical examples in Table 1 are computed by Magma. In these examples, we let $b \left| \frac{Q - 1}{q - 1} \right|$, $1 \leq b \leq k_0$ and $N_1 = \frac{Q - 1}{q - 1}$. The value of \( \#U(b, 0, N_1) \) computed by Magma is consistent with the part (5) of Lemma 10.

| $Q$ | $q$ | $b$ | $N$ | $N_1$ | \( \#U(b, 0, N_1) \) |
|-----|-----|-----|-----|-----|----------------|
| $2^4$ | 2 | 3 | 5 | 5 | 3 |
| $2^6$ | 2 | 3 | 21 | 21 | 3 |
| $2^8$ | 2 | 5 | 51 | 51 | 5 |
| $2^{10}$ | 2 | 3 | 341 | 341 | 3 |
| $4^4$ | 4 | 3 | 455 | 455 | 9 |
| $4^6$ | 4 | 5 | 273 | 273 | 15 |
| $4^8$ | 4 | 5 | 4369 | 4369 | 15 |
| $3^4$ | 3 | 2 | 20 | 20 | 4 |
| $3^6$ | 3 | 2 | 182 | 182 | 4 |
| $3^8$ | 3 | 2 | 1640 | 1640 | 4 |
| $3^8$ | 3 | 4 | 820 | 820 | 8 |
| $3^8$ | 3 | 5 | 656 | 656 | 10 |

Therefore, the determination of the $b$-symbol weight distribution of an irreducible cyclic code is equivalent to the values of $\#U(b, i, N_1)$ and $\eta_i^{(N_1,Q)}$. The following result is a generalization of Lemma 6.
Corollary 12. Let $1 \leq b \leq k_0$ and let $\mathbf{c}(\beta)$ be a codeword of the irreducible cyclic code $C(Q, N)$ as in (2). Let $\alpha$ be a primitive element of $\mathbb{F}_Q$, $\theta = \alpha^N$, $N_1 = \gcd \left( \frac{Q-1}{q-1}, N \right)$ and $(u_1, \ldots, u_b) \in \mathbb{F}_q^b \setminus \{0\}$. If $0 \neq \beta \in C_i^{(N_1, Q)}$, then the $b$-symbol weight of $\mathbf{c}(\beta)$ is

$$w_b(\mathbf{c}(\beta)) = \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1}{q^b N} \sum_{i=0}^{N_1-1} \#U(b, i, N_1) \eta_i^{(N_1, Q)}.$$

Proof. The desired result follows from the definition of $U(b, i, N_1)$ and Theorem 8. □

The two keys to determine the $b$-symbol weight distribution of irreducible cyclic codes are $\#U(b, i, N_1)$ and $\eta_i^{(N_1, Q)}$. By Lemma 10, $\#U(1, i, N_1)$ are determined for $i \in \{0, 1, \ldots, N_1 - 1\}$. However, there are very few known results on $\#U(b, i, N_1)$ for $b \geq 2$. Under some restrictions on $b, i, N_1$ and $k_0$, Lemma 10 gives an upper bound for $\#U(b, i, N_1)$, a lower bound for $\#U(b, 0, N_1)$. When $b \leq k_0$ and $N_1 = \frac{Q-1}{q-1}b$, the value of $\#U(b, i, N_1)$ is determined.

Open Problem 13. Determine the value of $\#U(b, i, N_1)$ for all $i \in \{0, 1, \ldots, N_1 - 1\}$. Or give some strong bounds for $\#U(b, i, N_1)$.

The following theorem gives a necessary and sufficient condition for an irreducible cyclic code to be a constant $b$-symbol weight code under some assumption.

Theorem 14. Let $1 \leq b \leq m - 1$. Assume that the matrix $A$ defined as in (3) is invertible. Then the irreducible cyclic code $C(Q, N)$ is a constant $b$-symbol weight code with length $\frac{Q-1}{N}$ and dimension $m$ if and only if $\#U(b, i, N_1) = \#U(b, j, N_1)$ for all $i \neq j$. Moreover, the constant $b$-symbol weight is $\frac{(q^b - 1)Q}{q^b N}$.

Proof. We prove the sufficient condition at first. Assume that $\#U(b, i, N_1) = \#U(b, j, N_1)$ for all $i \neq j$. According to Theorem 8 and the definition of $U(b, i, N_1)$, for any two nonzero elements $\beta_1, \beta_2 \in \mathbb{F}_Q$,

- if $\beta_1$ and $\beta_2$ belong to the same cyclotomic class, then $w_b(\mathbf{c}(\beta_1)) = w_b(\mathbf{c}(\beta_2))$;
- if $\beta_1 \in C_i^{(N_1, Q)}$ and $\beta_2 \in C_j^{(N_1, Q)}$ where $i \neq j$, then

$$w_b(\mathbf{c}(\beta_1)) = \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1}{q^b N} \sum_{k=0}^{N_1-1} \#U(b, k, N_1) \eta_{i+k(\text{mod} N_1)}^{(N_1, Q)}$$

$$= \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1}{q^b N} \sum_{k=0}^{N_1-1} \eta_{i+k(\text{mod} N_1)}^{(N_1, Q)}$$

$$= \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1}{q^b N} \#U(b, 0, N_1) \sum_{k=0}^{N_1-1} \eta_{i+k(\text{mod} N_1)}^{(N_1, Q)}$$

$$= \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1}{q^b N} \#U(b, 0, N_1) (-1) \quad \text{(from Lemma 4)}$$

$$= \frac{(q^b - 1)(Q - 1)}{q^b N} + \frac{N_1}{q^b N} \#U(b, 0, N_1).$$
According to Lemma 4, we have
\[ w_b(c(\beta_2)) = \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1}{q^b N} \sum_{k=0}^{N_1-1} \# U(b, k, N_1) \eta^{(N_1, Q)}_{j+k(\text{mod } N_1)} \]
\[ = \frac{(q^b - 1)(Q - 1)}{q^b N} + \frac{N_1 \# U(b, 0, N_1)}{q^b N} \]
\[ = w_b(c(\beta_1)). \]

Solving the following system of equations, we obtain
\[ \text{det}(A(i)) = \frac{(q^b - 1)(Q - 1) N_1}{q^b N} \]
\[ = \frac{(q^b - 1)(Q - 1) N_1}{q^b N} \]
\[ = \frac{(q^b - 1)(Q - 1) N_1}{q^b N}. \]

Then \( \zeta_1 = \frac{(q^b - 1)Q}{q^b N} \) and \( \zeta_2 = -q^b + 1 \). Therefore, the constant \( b \)-symbol weight is \( \frac{(q^b - 1)Q}{q^b N} \). Solving the following system of equations, we obtain
\[ \begin{align*}
\begin{cases}
  w_b(c(\beta_0)) = \zeta_1, \\
  w_b(c(\beta_1)) = \zeta_1, \\
  \vdots \\
  w_b(c(\beta_{N_1-1})) = \zeta_1,
\end{cases} \quad \Rightarrow \quad A \cdot \begin{pmatrix}
  \# U(b, 0, N_1) \\
  \# U(b, 1, N_1) \\
  \vdots \\
  \# U(b, N_1 - 1, N_1)
\end{pmatrix} = \begin{pmatrix}
  \zeta_2 \\
  \zeta_2 \\
  \vdots \\
  \zeta_2
\end{pmatrix}, \tag{9}
\end{align*} \]

where the matrix \( A \) is defined as in Lemma 4. Combining the assumption that \( A \) is invertible and the Cramer’s rule, the solutions of (9) are
\[ \# U(b, i, N_1) = \frac{\det (A(i))}{\det (A)} \text{ for all } i \in \{0, 1, \ldots, N_1 - 1\}. \]

The desired result follows since \( \det (A(0)) = \cdots = \det (A(N_1 - 1)). \)
Theorem 14 gives a complete characterization of constant $b$-symbol weight irreducible cyclic codes in the general case that $N$ is any divisor of $Q - 1$. It easy to check that $#U(b, i, N_1) = #U(b, j, N_1)$ for all $i \neq j$ if $N_1 = 1$ or $b = m$. Shi et al. [31] give the $b$-symbol weight enumerator of the irreducible cyclic codes $C(Q, N)$ when $N_1 = 1$. By Theorem 1, for any cyclic code $C$ with dimension $m$, $C$ is a constant $b$-symbol weight code with $b$-symbol weight $n$ if $b \geq m$.

Recall that $f(x) = \sum_{i=0}^{k-1} \eta_i (k, Q) x^i$. From a number of numerical results computed by Magma, we find the assumption $f(w^i) \neq 0$ always holds for all $i \in \{0, 1, \ldots, N_1 - 1\}$. It is reasonable to conjecture that $A$ is invertible by the part (4) of Lemma 4. This conjecture is of interest for cyclotomy.

**Conjecture 15.** The circulant matrix $A$ defined as in (3) is invertible.

### 3.1 The complete $b$-symbol weight enumerator when $N_1 = 2$

Zhu et al. [41] considered the $b$-symbol weight enumerator of the irreducible cyclic codes $C(Q, N)$ where $N_1 = 2$. For completeness, we list these results as follows.

**Theorem 16.** [41] Let $\mathcal{P}(b)$ be the subset of cardinality $\frac{q^b - 1}{q - 1}$ in $\mathbb{F}_Q^*$ defined as

$$\mathcal{P}(b) = \bigcup_{j=1}^{b-1} \{ \theta^{(j-1)} + x_1 \theta^j + \cdots + x_{b-j} \theta^{(b-1)} | (x_1, \ldots, x_j) \in \mathbb{F}_q^j \} \cup \{ \theta^{(b-1)} \}$$

and let

$$\mu(b) = \# \{ x \in \mathcal{P}(b) | x \ is \ a \ square \ in \ \mathbb{F}_Q^* \}.$$ 

If $N_1 = 2$ and $1 \leq b \leq m - 1$, then the $b$-symbol weight distribution of $C(Q, N)$ is

$$1 + \frac{Q - 1}{2}(T^{u_1} + T^{u_2}),$$

where

$$u_1 = \begin{cases} \frac{q^b - 1}{N(q-1)q^{e-1}} \left( Q - \frac{Q+(q-1)Q_{\frac{1}{q}}}{q} \right) + \frac{2\mu(b)(q-1)Q_{\frac{1}{q}}}{Nq^b} & \text{if } p \equiv 1 \mod 4, \\ \frac{q^b - 1}{N(q-1)q^{e-1}} \left( Q - \frac{Q+(-1)\frac{Q}{q}(q-1)Q_{\frac{1}{q}}}{q} \right) + \frac{2\mu(b)(-1)\frac{Q}{q}(q-1)Q_{\frac{1}{q}}}{Nq^b} & \text{if } p \equiv 3 \mod 4, \end{cases}$$

and

$$u_2 = \begin{cases} \frac{q^b - 1}{N(q-1)q^{e-1}} \left( Q - \frac{Q-(q-1)Q_{\frac{1}{q}}}{q} \right) - \frac{2\mu(b)(q-1)Q_{\frac{1}{q}}}{Nq^b} & \text{if } p \equiv 1 \mod 4, \\ \frac{q^b - 1}{N(q-1)q^{e-1}} \left( Q - \frac{Q+(-1)\frac{Q}{q}(q-1)Q_{\frac{1}{q}}}{q} \right) - \frac{2\mu(b)(-1)\frac{Q}{q}(q-1)Q_{\frac{1}{q}}}{Nq^b} & \text{if } p \equiv 3 \mod 4. \end{cases}$$

The expressions of Theorem 16 depends on the invariant $\mu(b)$. By the definitions of $\#U(b, 0, 2)$ and $\mu(b)$, we obtain $\#U(b, 0, 2) = (q - 1)\mu(b)$. For the sake of consistency, we give the expression by using $\#U(b, 0, 2)$ rather than $\mu(b)$ in the following.
Theorem 17. If \( N_1 = 2 \) and \( 1 \leq b \leq m - 1 \), then the \( b \)-symbol weight distribution of \( C(Q,N) \) is
\[
1 + \frac{Q - 1}{2}(T^{u_1} + T^{u_2}),
\]
where
\[
u_1 = \begin{cases} 
\left(\frac{q^b - 1}{q^b N^b} - 2q^{1/2} N^{1/2} \Delta U(b,0,2)\right), & \text{if } p \equiv 1(\text{mod } 4), \\
\left(\frac{q^b - 1}{q^b N^b} + \frac{2q^{1/2} N^{1/2}}{q^{1/2} N^{1/2}} \Delta U(b,0,2)\right), & \text{if } p \equiv 3(\text{mod } 4),
\end{cases}
\]
and
\[
u_2 = \begin{cases} 
\left(\frac{q^b - 1}{q^b N^b} - 2q^{1/2} N^{1/2} \Delta U(b,0,2)\right), & \text{if } p \equiv 1(\text{mod } 4), \\
\left(\frac{q^b - 1}{q^b N^b} + \frac{2q^{1/2} N^{1/2}}{q^{1/2} N^{1/2}} \Delta U(b,0,2)\right), & \text{if } p \equiv 3(\text{mod } 4).
\end{cases}
\]
Moreover,
\[
w_b(c(\beta)) = \begin{cases} 
0, & \text{if } \beta = 0; \\
u_1, & \text{if } \beta \in C_{0}^{(2,Q)}; \\
u_2, & \text{if } \beta \in C_{1}^{(2,Q)}.
\end{cases}
\]

3.2 The complete \( b \)-symbol weight enumerator when \( N_1 = 3 \)

Theorem 18. Let \( N_1 = 3 \) and \( 1 \leq b \leq m - 1 \). When \( p \equiv 2(\text{mod } 3) \), the \( b \)-symbol weight enumerator of \( C(Q,N) \) is
\[
A_b(T) = 1 + \frac{Q - 1}{3}(T^{u_1} + T^{u_2} + T^{u_3}),
\]
where
\[
u_i = \begin{cases} 
\left(\frac{q^b - 1}{q^b N^b} - \frac{2q^{1/2} N^{1/2}}{q^{1/2} N^{1/2}} \Delta U(b,0,2)\right), & \text{if } p \equiv 1(\text{mod } 4), \\
\left(\frac{q^b - 1}{q^b N^b} + \frac{2q^{1/2} N^{1/2}}{q^{1/2} N^{1/2}} \Delta U(b,0,2)\right), & \text{if } p \equiv 3(\text{mod } 4),
\end{cases}
\]
and \( i + j \equiv 0 \pmod{3} \). Moreover,
\[
w_b(c(\beta)) = \begin{cases} 
0, & \text{if } \beta = 0; \\
u_1, & \text{if } \beta \in C_{0}^{(3,Q)}; \\
u_2, & \text{if } \beta \in C_{1}^{(3,Q)}; \\
u_3, & \text{if } \beta \in C_{2}^{(3,Q)}.
\end{cases}
\]

Proof. Assume the \( 0 \neq \beta \in C_{i}^{(3,Q)} \) and \( j \equiv -i \pmod{3} \). When \( p \equiv 2 \pmod{3} \), from the known results on the Gaussian periods, \( \eta_i^{(3,Q)} \) take only two values. Combining the values
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of $\eta_3^{(3,Q)}$ (see (5) of Lemma 5) and Theorem 8, we have

$$w_b(c(\beta)) = \frac{(q^b - 1)(Q - 1)}{q^b N} - \#U(b, j, 3) \frac{3\eta_3^{(3,Q)}}{q^b N}$$

$$- (q^b - 1 - \#U(b, j, 3)) \frac{3\eta_3^{(3,Q)}}{q^b N} \text{ (where } j_1 \neq 0)$$

$$= \begin{cases} \left(\frac{(q^b-1)(Q-Q^\frac{1}{2})}{q^b N} + \frac{3Q^\frac{1}{2}}{q^b N} \#U(b, j, 3) \right. & \text{if } \frac{sm}{2} \text{ is even;} \\ \left. \left(\frac{(q^b-1)(Q+Q^\frac{1}{2})}{q^b N} - \frac{3Q^\frac{3}{2}}{q^b N} \#U(b, j, 3) \right. & \text{if } \frac{sm}{2} \text{ is odd.} \right. \end{cases}$$

This completes the proof.

### 3.3 The complete $b$-symbol weight enumerator when $N_1 = 4$

**Theorem 19.** Let $N_1 = 4$ and $1 \leq b \leq m - 1$. When $p \equiv 3(\text{mod } 4)$, the $b$-symbol weight enumerator of $C(Q, N)$ is

$$A_b(T) = 1 + \frac{Q - 1}{4} (T^{u_1} + T^{u_2} + T^{u_3} + T^{u_4}),$$

where

$$u_i = \begin{cases} \left(\frac{(q^b-1)(Q-Q^\frac{1}{2})}{q^b N} + \frac{4Q^\frac{1}{2}}{q^b N} \#U(b, j, 4) \right. & \text{if } \frac{sm}{2} \text{ is even;} \\ \left. \left(\frac{(q^b-1)(Q+Q^\frac{1}{2})}{q^b N} - \frac{4Q^\frac{3}{2}}{q^b N} \#U(b, j, 4) \right. & \text{if } \frac{sm}{2} \text{ is odd.} \right. \end{cases}$$

and $i + j \equiv 0 \pmod{4}$. Moreover,

$$w_b(c(\beta)) = \begin{cases} 0, & \text{if } \beta = 0; \\ u_1, & \text{if } \beta \in C_0^{(4,Q)}; \\ u_2, & \text{if } \beta \in C_1^{(4,Q)}; \\ u_3, & \text{if } \beta \in C_2^{(4,Q)}; \\ u_4, & \text{if } \beta \in C_3^{(4,Q)}. \end{cases}$$

**Proof.** Assume that $0 \neq \beta \in C_3^{(4,Q)}$ and $i + j \equiv 0(\text{mod } 4)$. From (6) of Lemma 5, the values of $\eta_i^{(4,Q)}$ for $i = 0, 1, 2, 3$ are known. When $p \equiv 3(\text{mod } 4)$, we obtain

$$w_b(c(\beta)) = \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{4\eta_3^{(4,Q)}}{q^b N} \#U(b, j, 4)$$

$$- \frac{4\eta_3^{(4,Q)}}{q^b N} (q^b - 1 - \#U(b, j, 4)) \text{ (where } j_1 \neq 0)$$

$$= \begin{cases} \left(\frac{(q^b-1)(Q-Q^\frac{1}{2})}{q^b N} + \frac{4Q^\frac{1}{2}}{q^b N} \#U(b, j, 4) \right. & \text{if } \frac{sm}{2} \text{ is even;} \\ \left. \left(\frac{(q^b-1)(Q+Q^\frac{1}{2})}{q^b N} - \frac{4Q^\frac{3}{2}}{q^b N} \#U(b, j, 4) \right. & \text{if } \frac{sm}{2} \text{ is odd.} \right. \end{cases}$$

This completes the proof.
The values of Gaussian periods of some small order, such as, $\eta_i^{(5,Q)}$, $\eta_i^{(6,Q)}$, $\eta_i^{(8,Q)}$ and $\eta_i^{(12,Q)}$ are determined in [16,18]. Mimicking the proofs above, we can give the $b$-symbol weight enumerators of $C(Q,N)$ when $N_1 = 5, 6, 8$ and 12. These results depend on the values of $\#U(b,j,N_1)$ and have very tedious expression of the Gaussian periods. For the sake of brevity, we omit these cases.

3.4 The complete $b$-symbol weight enumerator in the semi-primitive cases

The following theorem gives the $b$-symbol weight enumerators for a class of irreducible cyclic codes.

**Theorem 20.** Let $s \cdot m$ be even and $N_1 > 2$. Assume that there exists a positive integer $j$ such that $p^j \equiv -1$ (mod $N_1$), and the $j$ is the least such. Let $Q = p^{2\gamma}$ for some integer $\gamma$.

If $\gamma, p$ and $\frac{p^i+1}{N_1}$ are all odd, we have the following result. Assume that $N_1 \leq Q^{\frac{1}{2}}$.

- If $\beta = 0$, then $w_b(c(\beta)) = 0$;
- If $\beta \in C_i^{(N_1,Q)}$, then
  $$w_b(c(\beta)) = \frac{(q^b - 1)(Q + Q^{\frac{j}{2}})}{q^b N} - \frac{N_1Q^{\frac{j}{2}}}{q^b N} \#U(b,j_1,N_1),$$
  where $i + j_1 \equiv \frac{N_1}{2}$ (mod $N_1$).

Moreover, the $b$-symbol weight enumerator of $C(Q,N)$ is

$$A_b(T) = 1 + \frac{Q - 1}{N_1} \sum_{j=1}^{N_1} T^{u_j},$$

where

$$u_i = \frac{(q^b - 1)(Q + Q^{\frac{j}{2}})}{q^b N} - \frac{N_1Q^{\frac{j}{2}}}{q^b N} \#U(b,j_1,N_1).$$

In all other cases, we have the following. Assume that $N_1 \leq Q^{\frac{1}{2}}$ if $\gamma$ is odd.

- If $\beta = 0$, then $w_b(c(\beta)) = 0$;
- If $\beta \in C_i^{(N_1,Q)}$, then
  $$w_b(c(\beta)) = \frac{(q^b - 1)(Q - (-1)^\gamma Q^{\frac{j}{2}})}{q^b N} + \frac{(-1)^\gamma N_1Q^{\frac{j}{2}}}{q^b N} \#U(b,j_2,N_1),$$
  where $i + j_2 \equiv 0$ (mod $N_1$).
Moreover, the $b$-symbol weight enumerator of $C(Q, N)$ is

$$A_b(T) = 1 + \frac{Q - 1}{N_1} \sum_{j=1}^{N_1} T^{u_j}.$$ 

where

$$u_i = \frac{(q^b - 1)(Q - (-1)^{\gamma}Q^{\frac{1}{2}})}{q^b N} + \frac{(-1)^{\gamma}N_1 Q^{\frac{1}{2}}}{q^b N} \# U(b, j_2, N_1).$$

Proof. To ensure the dimension of $C(Q, N)$ is $2j_\gamma$, there is not any $\beta \in \mathbb{F}_q^*$ such that $w_b(c(\beta)) = 0$. Then $w_b(c(\beta)) \geq b$ for any $\beta \in \mathbb{F}_q^*$.

If $\gamma, p$ and $\frac{p^t+1}{k}$ are all odd, by (7) and (8) of Lemma 5, then

$$w_b(c(\beta)) = \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1 \eta_b^{(N_1, Q)}}{q^b N} \# U(b, j_1, N_1)$$

$$- \frac{N_1 \eta_j^{(N_1, Q)}}{q^b N} (q^b - 1 - \# U(b, j_1, N_1)) \quad \text{(where } j_1 \neq \frac{N_1}{2} \text{)})$$

$$= \frac{(q^b - 1)(Q + Q^{\frac{1}{2}})}{q^b N} - \frac{N_1 Q^{\frac{1}{2}}}{q^b N} \# U(b, j_1, N_1),$$

where $i + j_1 \equiv \frac{N_1}{2} \pmod{N_1}$. We need the assumption that $N_1 \leq Q^{\frac{1}{2}} = \left\lfloor \frac{Q-b}{Q^{\frac{1}{2}}} \right\rfloor + 1$ since

$\# U(b, j_1, N_1) \leq q^b - 1$ and $w_b(c(\beta)) \geq b$.

In all other cases, we obtain

$$w_b(c(\beta)) = \frac{(q^b - 1)(Q - 1)}{q^b N} - \frac{N_1 \eta_0^{(N_1, Q)}}{q^b N} \# U(b, j_2, N_1)$$

$$- \frac{N_1 \eta_j^{(N_1, Q)}}{q^b N} (q^b - 1 - \# U(b, j_2, N_1)) \quad \text{(where } j_2 \neq 0 \text{)}$$

$$= \frac{(q^b - 1)(Q - (-1)^{\gamma}Q^{\frac{1}{2}})}{q^b N} + \frac{(-1)^{\gamma}N_1 Q^{\frac{1}{2}}}{q^b N} \# U(b, j_2, N_1),$$

where $i + j_2 \equiv 0 \pmod{N_1}$. Similarly, we need the assumption that $N_1 \leq Q^{\frac{1}{2}} = \left\lfloor \frac{Q-b}{Q^{\frac{1}{2}}} \right\rfloor + 1$ to ensure $w_b(c(\beta)) \geq b$ if $\gamma$ is odd.

It is easy to check that Theorem 17, Theorem 18, and Theorem 19 are special cases of Theorem 20. When $N_1 = N$, this is the classical semi-primitive case. The Hamming weight enumerator of the semi-primitive irreducible cyclic codes are studied by Delosarte and Goethals [8], McEliece [26], and Baumert and McEliece [1]. Ding and Yang [13] considered the more flexible case where $N_1 = \gcd \left( \frac{Q-1}{q-1}, N \right) > 2$. Theorem 20 generalizes their results to $b$-symbol metric.
4 The $b$-symbol weight hierarchy of some irreducible cyclic codes

Yang et al. [39] studied Hamming weight hierarchy $d_b(C)$ of irreducible cyclic codes in 2015. In this section, we study the $b$-symbol weight hierarchy $d_b(C)$ of some classes of irreducible cyclic codes and compare the two hierarchies. Since $d_b(C) = d_b(C)$ for any cyclic code if $b = 1$ or $b = \dim(C)$, we omit the two trivial cases in this section.

4.1 The $b$-symbol weight hierarchy when $N_1 = 1$

The following result on the $b$-th generalized weight hierarchy of $C(Q,N)$ is from [39, Corollary 7].

**Corollary 21.** [39] If $N_1 = 1$ and $2 \leq b \leq m - 1$, then

$$d_b(C(Q,N)) = \frac{(q^b - 1)Q}{q^b N}.$$  

Combining Theorem 14 and Corollary 21, we obtain the following result directly.

**Corollary 22.** If $N_1 = 1$ and $2 \leq b \leq m - 1$, then

$$d_b(C(Q,N)) = d_b(C(Q,N)) = \frac{(q^b - 1)Q}{q^b N}.$$  

4.2 The $b$-symbol weight hierarchy when $N_1 = 2$

The following result is also from [39].

**Theorem 23.** If $N_1 = 2$, then $2 \leq b \leq m - 1$, then

$$d_b(C(Q,N)) = \begin{cases} 
\frac{(q^b-1)(Q-Q^\frac{1}{2})}{Nq^b}, & \text{for } 2 \leq b \leq \frac{m}{2}; \\
\frac{2q^b-2Q+q^b}{Nq^b}, & \text{for } \frac{m}{2} < b \leq m - 1.
\end{cases}$$

When $N_1 = 2$, the two types of the minimum distance of the same irreducible cyclic code are equal under some restrictions.

**Theorem 24.** If $N_1 = 2$ and $1 \leq b \leq m - 1$, then

$$d_b(C(Q,N)) = \begin{cases} 
\frac{(q^b-1)(Q+Q^\frac{1}{2})}{Nq^b} - \frac{2q^b}{Nq^b} \#U(b,0,2), & \text{if } \#U(b,0,2) \geq \frac{q^b-1}{2}; \\
\frac{(q^b-1)(Q-Q^\frac{1}{2})}{Nq^b} + \frac{2q^b}{Nq^b} \#U(b,0,2), & \text{if } \#U(b,0,2) < \frac{q^b-1}{2}.
\end{cases}$$

Moreover, $d_b(C(Q,N)) = d_b(C(Q,N))$ if and only if one of the following two statement holds:

(1) $1 \leq b \leq \frac{m}{2}$ and $\#U(b,0,2) = q^b - 1$.  
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(2) $\frac{m}{2} < b \leq m$ and $\#U(b, i, 2) = \frac{(q^b - Q^1)(Q^{1/2} + 1)}{2Q^{1/2}}$ for some $i \in \{0, 1\}$.

Proof. Assume that $\beta_0 \in C_0^{(2, Q)}$ and $\beta_1 \in C_1^{(2, Q)}$. If $\#U(b, 0, 2) \geq \frac{q^b - 1}{2}$, then we have

\[
\begin{align*}
   w_0(c(\beta_0)) &= \frac{(q^b - 1)(Q - Q^{1/2})}{Nq^b} + 2q^{1/2}q^{-N/2} \#U(b, 0, 2) \\
   &\geq w_0(c(\beta_1)) = \frac{(q^b - 1)(Q + Q^{1/2})}{Nq^b} - 2q^{1/2}q^{-N/2} \#U(b, 0, 2), \quad \text{if } p \equiv 1(\mod 4) \text{ or } \frac{sm}{2} \text{ is even;} \\
   w_0(c(\beta_0)) &= \frac{(q^b - 1)(Q + Q^{1/2})}{Nq^b} - 2q^{1/2}q^{-N/2} \#U(b, 0, 2) \\
   &\geq w_0(c(\beta_1)) = \frac{(q^b - 1)(Q - Q^{1/2})}{Nq^b} + 2q^{1/2}q^{-N/2} \#U(b, 0, 2), \quad \text{if } p \equiv 3(\mod 4) \text{ and } \frac{sm}{2} \text{ is odd.}
\end{align*}
\]

If $\#U(b, 0, 2) < \frac{q^b - 1}{2}$, then we have

\[
\begin{align*}
   w_0(c(\beta_0)) &= \frac{(q^b - 1)(Q - Q^{1/2})}{Nq^b} + 2q^{1/2}q^{-N/2} \#U(b, 0, 2) \\
   &< w_0(c(\beta_1)) = \frac{(q^b - 1)(Q + Q^{1/2})}{Nq^b} - 2q^{1/2}q^{-N/2} \#U(b, 0, 2), \quad \text{if } p \equiv 1(\mod 4) \text{ or } \frac{sm}{2} \text{ is even;} \\
   w_0(c(\beta_0)) &= \frac{(q^b - 1)(Q + Q^{1/2})}{Nq^b} - 2q^{1/2}q^{-N/2} \#U(b, 0, 2) \\
   &> w_0(c(\beta_1)) = \frac{(q^b - 1)(Q - Q^{1/2})}{Nq^b} + 2q^{1/2}q^{-N/2} \#U(b, 0, 2), \quad \text{if } p \equiv 3(\mod 4) \text{ and } \frac{sm}{2} \text{ is odd.}
\end{align*}
\]

Therefore, the minimum $b$-symbol distance of $C(Q, N)$ is

\[
d_b(C(Q, N)) = \begin{cases} 
\frac{(q^b - 1)(Q + Q^{1/2})}{Nq^b} - 2q^{1/2}q^{-N/2} \#U(b, 0, 2), & \text{if } \#U(b, 0, 2) \geq \frac{q^b - 1}{2}; \\
\frac{(q^b - 1)(Q - Q^{1/2})}{Nq^b} + 2q^{1/2}q^{-N/2} \#U(b, 0, 2), & \text{if } \#U(b, 0, 2) < \frac{q^b - 1}{2}.
\end{cases}
\]

The two types of the minimum distance are equal if and only if the following equations hold:

- If $2 \leq b \leq \frac{m}{2}$, then

\[
(q^b - 1)(Q - Q^{1/2}) = \begin{cases} 
(q^b - 1)(Q + Q^{1/2}) - 2Q^{1/2} \#U(b, 0, 2), & \text{if } \#U(b, 0, 2) \geq \frac{q^b - 1}{2}; \\
(q^b - 1)(Q - Q^{1/2}) + 2Q^{1/2} \#U(b, 0, 2), & \text{if } \#U(b, 0, 2) < \frac{q^b - 1}{2};
\end{cases}
\]

\[
\iff \#U(b, 0, 2) = 0 \quad \text{or} \quad \#U(b, 0, 2) = q^b - 1.
\]

According to the part (5) of Lemma 10, $\#U(b, 0, 2)$ can not be zero, then $\#U(b, 0, 2) = q^b - 1$.

- If $\frac{m}{2} < b \leq m - 1$, then

\[
Qq^b - 2Q + q^b = \begin{cases} 
(q^b - 1)(Q + Q^{1/2}) - 2Q^{1/2} \#U(b, 0, 2), & \text{if } \#U(b, 0, 2) \geq \frac{q^b - 1}{2}; \\
(q^b - 1)(Q - Q^{1/2}) + 2Q^{1/2} \#U(b, 0, 2), & \text{if } \#U(b, 0, 2) < \frac{q^b - 1}{2};
\end{cases}
\]

\[
\iff \#U(b, 0, 2) = \frac{(q^b + Q^{1/2})(Q^{1/2} - 1)}{2Q^{1/2}} \quad \text{or} \quad \#U(b, 0, 2) = \frac{(q^b - Q^{1/2})(Q^{1/2} + 1)}{2Q^{1/2}}.
\]

This completes the proof. \(\square\)

**Example 25.** When $q = 3$, $m = 10$ and $b = 2$, we have $\#U(2, 0, 2) = 8 = q^b - 1$. Then the minimal symbol-pair distance of $C(3^{10}, 2)$ equals $d_2(C(3^{10}, 2)) = \frac{(3^2 - 1)(3^5 - 1)(3^5)}{2 \cdot 3^2} = 26136$. 
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4.3 The $b$-symbol weight hierarchy in the semi-primitive cases

**Theorem 26.** Let $s \cdot m$ be even and $N_1 > 2$. Assume that there exists a positive integer $j$ such that $p^j \equiv -1 \pmod{N_1}$, and the $j$ is the least such. Let $Q = p^{2\gamma}$ for some integer $\gamma$. Then

$$d_b(C(Q, N)) = \begin{cases} \frac{(q^b-1)(Q+Q^{\frac{1}{2}})}{q^bN} \cdot \max\{\#U(b, i, N_1)\} & \text{if } \gamma \text{ is odd and } N_1 \leq Q^{\frac{1}{2}}, \\ \frac{(q^b-1)(Q-Q^{\frac{1}{2}})}{q^bN} + \frac{N_1Q^{\frac{1}{2}}}{q^bN} \cdot \min\{\#U(b, i, N_1)\} & \text{if } \gamma \text{ is even.} \end{cases}$$

**Proof.** From Theorem 20, if $\gamma$, $p$ and $\frac{p^j+1}{N_1}$ are all odd, we have the following result. Assume that $N_1 \leq Q^{\frac{1}{2}}$. Then

$$d_b(C(Q, N)) = \frac{(q^b-1)(Q+Q^{\frac{1}{2}})}{q^bN} - \frac{N_1Q^{\frac{1}{2}}}{q^bN} \max\{\#U(b, i, N_1)\}.$$  

In all other cases, we have the following result. Assume that $N_1 \leq Q^{\frac{1}{2}}$ if $\gamma$ is odd. Then

$$d_b(C(Q, N)) = \begin{cases} \frac{(q^b-1)(Q+Q^{\frac{1}{2}})}{q^bN} - \frac{N_1Q^{\frac{1}{2}}}{q^bN} \max\{\#U(b, i, N_1)\} & \text{if } \gamma \text{ is odd,} \\ \frac{(q^b-1)(Q-Q^{\frac{1}{2}})}{q^bN} + \frac{N_1Q^{\frac{1}{2}}}{q^bN} \min\{\#U(b, i, N_1)\} & \text{if } \gamma \text{ is even.} \end{cases}$$

This completes the proof. \qed

**Remark 27.** From the Magma experimental data, $\#U(b, 0, N_1)$ is always the maximum value of the set $\{\#U(b, i, N_1)\}$. So it is important to determine the value of $\#U(b, 0, N_1)$.

5 Shortened codes from irreducible cyclic codes

In this section, we introduce a technique for constructing new codes from old codes, which we call $b$-symbol shortened construction. To this end, we need the following definition of $b$-symbol support of a vector.

**Definition 28.** The $b$-symbol support of a vector $x$ is defined by

$$I_b(x) = \text{supp}(\pi_b(x)) = \bigcup_{i=0}^{b-1} \text{supp}(\tau^i(x)),$$

where $\text{supp}(x)$ denotes the support of the vector $x$. Let $\overline{I_b(x)} = \{1, 2, \ldots, n\} \setminus I_b(x)$.

**Remark 29.** In the $b$-th generalized Hamming metric, there is a definition about the support of the subcode $D$ of $C$ which defined to be

$$\chi(D) = \{i : 0 \leq i \leq n-1 | c_i \neq 0 \text{ for some } (c_0, c_1, \ldots, c_{n-1}) \in D\}.$$  

The two definitions on the support can be viewed as two different generalizations for the support of a vector.
The following proposition gives an interesting shortening technique.

**Proposition 30.** Let $C$ be a cyclic code with parameters $[n, K, d_H(C)]$ over $\mathbb{F}_q$. Let $1 \leq b \leq K$ and let $c$ be a codeword with the minimal $b$-symbol weight of $C$. Then the shortened code $C_{\overline{z_b(c)}}$ has parameters $[d_b(C), b, \geq d_H(C)]$.

**Proof.** Let $G_b(c)$ be the matrix

$$G_b(c) = \begin{pmatrix} c \\ \tau(c) \\ \vdots \\ \tau^{b-1}(c) \end{pmatrix}_{b \times n},$$

where $r_i$ are column vectors belonging to $\mathbb{F}_q^{b}$ for $i \in \{1, \ldots, n\}$. From [32, Lemma 16], the rank of $G_b(c)$ equals $b$. Let

$$G'_b(c) = \begin{pmatrix} r_1 \\ r_2 \\ \cdots \\ r_m \end{pmatrix}_{b \times m},$$

where $r_1, \ldots, r_m$ are all the nonzero columns of $G_b(c)$. By the definition of the $b$-symbol weight metric, $m = d_b(C)$. This yields the desired result, since the shortened code $C_{\overline{z_b(c)}}$ is generated by $G'_b(c)$. \qed

The following bound is the famous Griesmer bound. It was proved by Griesmer [15] for binary codes, and later generalized by Solomon and Stiffler [33] for $q > 2$.

**Theorem 31.** Let $C$ be a linear codes with parameters $[n, K, d_H(C)]$ over $\mathbb{F}_q$ with $K \geq 1$. Then

$$n \geq \sum_{i=0}^{K-1} \left\lceil \frac{d_H(C)}{q^i} \right\rceil.$$

A code which achieves the Griesmer bound is called a Griesmer code. The following theorem gives a class of Griesmer codes from $C(Q, N)$ that shorten some proper coordinates.

**Theorem 32.** Let $N_1 = 1$ and $1 \leq b \leq m$. Let $c$ be a nonzero codeword of $C(Q, N)$. Then the parameters of the shortened codes $C(Q, N)_{\overline{z_b(c)}}$ are

$$\left\lceil \frac{(q^b - 1)Q}{q^b N} \right\rceil, b, \left\lceil \frac{(q-1)Q}{q N} \right\rceil.$$

Moreover, $C(Q, N)_{\overline{z_b(c)}}$ are Griesmer codes if $N | q - 1$.

**Proof.** When $N_1 = 1$, any nonzero codeword of $C(Q, N)$ has the minimal $b$-symbol weight. Combining Proposition 30 and Theorem 14, we obtain the desired parameters. Recall that $Q = q^m$. Then we have

$$\sum_{i=0}^{b-1} \left\lceil \frac{(q-1)Q}{q^i} \right\rceil = \frac{q - 1}{N} \sum_{i=1}^{b} q^{m-i} = n.$$

Therefore, $C(Q, N)_{\overline{z_b(c)}}$ are Griesmer codes if $N | q - 1$. \qed
Remark 33. When \( N = q - 1 \), the code \( C(Q, N) \) is the Simplex code. Liu et al. [23] considered the code from the Simplex code \( S(m, q) \) which shortened any one or two coordinates. Theorem 32 consider the case where the size of shortening set is greater than 2.

Example 34. As we all know, the parameters of the Simplex code \( S(m, q) \) over \( F_q \) are \( [2^{m-1}, m, q^m - 1] \). Let \( c \) be a nonzero codeword of \( S(m, q) \). The parameters of the shortened codes \( S(m, q)_{I_k}(c) \) are given in Table 2. These codes are all Griesmer codes. From the numerical example, we can see that when the size of the shortened set exceeds 2, we still get the codes with very good parameters.

| Shortened code | Parameters   |
|----------------|-------------|
| \( S(4, 2)_{I_3}(c) \) | \( [14, 3, 8]_2 \) |
| \( S(4, 2)_{I_2}(c) \) | \( [12, 2, 8]_2 \) |
| \( S(5, 2)_{I_3}(c) \) | \( [30, 4, 16]_2 \) |
| \( S(5, 2)_{I_2}(c) \) | \( [28, 3, 16]_2 \) |
| \( S(4, 3)_{I_3}(c) \) | \( [24, 2, 16]_2 \) |
| \( S(4, 3)_{I_2}(c) \) | \( [39, 3, 27]_3 \) |
| \( S(4, 3)_{I_1}(c) \) | \( [36, 2, 27]_3 \) |
| \( S(5, 3)_{I_4}(c) \) | \( [120, 4, 81]_3 \) |
| \( S(5, 3)_{I_3}(c) \) | \( [117, 3, 81]_3 \) |
| \( S(5, 3)_{I_2}(c) \) | \( [108, 2, 81]_3 \) |
| \( S(4, 4)_{I_4}(c) \) | \( [84, 3, 64]_4 \) |
| \( S(4, 4)_{I_3}(c) \) | \( [80, 2, 64]_4 \) |
| \( S(5, 4)_{I_4}(c) \) | \( [340, 4, 256]_4 \) |
| \( S(5, 4)_{I_3}(c) \) | \( [336, 3, 256]_4 \) |
| \( S(5, 4)_{I_2}(c) \) | \( [320, 2, 256]_4 \) |

6 Summary and concluding remarks

The main contributions of this paper are the following:

- A general formula for computing the \( b \)-symbol weight of a nonzero codeword of an irreducible cyclic code is given. It is a generalization of the formula for computing the Hamming weight of a nonzero codeword of an irreducible cyclic code from [13].

- The \( b \)-symbol weight hierarchies of some irreducible cyclic codes are given. The two types of weight hierarchies of the same irreducible cyclic code mentioned in this paper are compared. In particular, the two weight hierarchies are equal under certain conditions.
we present an application of the $b$-symbol weight hierarchy of cyclic codes in the shortening technique and construct some new shortened codes with nice parameters. Compared to the work in [23], when the object code is an irreducible cyclic code, the size of the shortened set can be greater than 2.

• The results that the $b$-symbol weight hierarchies of irreducible cyclic codes provide nice upper bounds on the generalized weight hierarchies of irreducible cyclic codes.
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