In this article, we propose a Poisson multi-Bernoulli (PMB) filter for extended object tracking (EOT), which directly estimates the set of object trajectories, using belief propagation (BP). The proposed filter propagates a PMB density on the posterior of sets of trajectories through the filtering recursions over time, where the PMB mixture (PMBM) posterior after the update step is approximated as a PMB. The efficient PMB approximation relies on several important theoretical contributions. First, we present a PMBM conjugate prior on the posterior of sets of trajectories for a generalized measurement model, in which each object generates an independent set of measurements. The PMBM density is a conjugate prior in the sense that both the prediction and the update steps preserve the PMBM form of the density. Second, we present a factor graph representation of the joint posterior of the PMBM set of trajectories and association variables for the Poisson spatial measurement model. Importantly, leveraging the PMBM conjugacy and the factor graph formulation enables an elegant treatment on undetected objects via a Poisson point process and efficient inference on sets of trajectories using BP, where the approximate marginal densities in the PMB approximation can be obtained without enumeration of different data association hypotheses. To achieve this, we present a particle-based implementation of the proposed filter, where smoothed trajectory estimates, if desired, can be obtained via single-object particle smoothing methods, and its performance for EOT with ellipsoidal shapes is evaluated in a simulation study.

I. INTRODUCTION

Multi-object tracking (MOT) refers to the process of estimating object trajectories of interest based on sequences of noisy sensor measurements obtained from multiple sources [1], [2]. Conventional MOT algorithms are usually tailored to the point object assumption, where each object is modeled as a point without spatial extent, and it gives rise to at most one measurement at each time step. This assumption is, however, unrealistic for modern high-resolution radar and Lidar sensors, for which it is common that an object gives rise to multiple measurements per time scan. The tracking of such an object is called extended object tracking (EOT), and overviews of EOT literature can be found in [3] and [4]. The focus of this article is on multiple EOT.

Various extended object measurement models exist in the literature, including, e.g., the Poisson spatial model [5], the set cluster process [6], [7], the set of points on a rigid body model [8], [9], and the physics-based model [10]. Among these different measurement models, it is most common to use the Poisson spatial model, where the set of object detections is modeled by an inhomogeneous Poisson point process (PPP). The PPP measurement likelihood has a simple factorization, which avoids explicit associations between measurements and points on objects, thereby making it convenient to use in EOT.

The Poisson spatial model has been used in many multiple EOT algorithms, which can be, in general, summarized into two categories. The first category contains methods based on random vectors, including, e.g., the multiple hypothesis tracker (MHT) [11], the probabilistic MHT [12], the joint (integrated) probabilistic data association filter [13], [14], [15], graph-based filters [16], [17], [18] using belief propagation (BP) [also known as the sum–product algorithm (SPA)], and the box particle filter [19]. The second category contains methods based on random...
finite sets (RFSs) [20], including the probability hypothesis density (PHD) filter [21], [22], [23], [24], [25], [26], the cardinalized PHD filter [27], filters based on labeled RFSs [28], [29], [30], [31], the Poisson multi-Bernoulli mixture (PMBM) filter [32], [33], [34], [35], and its approximation the Poisson multi-Bernoulli (PMB) filter [36], [37].

For estimating object trajectories, MOT methods based on random vectors link an object state estimate with a previous estimate or declare the appearance of a new object. For RFSs-based MOT methods, one approach to estimating trajectories is to add a unique label to each single-object state such that each object can be identified over time [25], [28], [29], [30]. This track labeling procedure may work well in some cases, but it often becomes problematic in challenging scenarios [38], [39], [40]. A more advantageous approach is to compute the multi-object posterior on sets of trajectories [40], which captures all the information about the trajectories. In the context of EOT, this has led to the development of the trajectory PHD filter [26] and the trajectory PMBM (TPMBM) filter [34].

Common to all the multiple extended object filters is that the data association problem, due to the unknown correspondences between measurements and objects, needs to be efficiently addressed to keep the computational complexity at a tractable level. A common way is to handle the data association problem in two stages: first, clustering algorithms are used to find a set of reasonable measurement partitions; second, for each partition, the explicit assignment of measurement clusters to objects is either avoided using the principle approximation [22], [23], [25], [27] or obtained using a 2-D assignment algorithm [28], [29], [30], [32], [34], [35], [36], [37]. These two-step approaches based on clustering and assignment (C&A) usually work well in scenarios with well-spaced objects, but they may suffer from a decreased performance in scenarios where objects move in close proximity. To improve the tracking performance in such scenarios, the authors in [24] and [33] used sampling-based methods, which work directly on the multi-object likelihood and solve the data association problem in a single step without using clustering. The simulation results in [33] showed that the sampling-based methods outperform methods based on C&A in scenarios with both distant and close objects. In addition, a method combining hierarchical clustering and Gibbs sampling is presented in [41] for automotive applications.

For both C&A and sampling-based methods, the exhaustive enumeration of association hypotheses is avoided by truncating hypotheses with negligible weights. Thus, their performance might be limited in scenarios with high data association uncertainty. A more scalable data association method for multiple EOT, which avoids explicit enumeration of local association hypotheses, is to directly compute the marginal multi-object posterior, where the uncertainty of unknown data association is marginalized out [14], [15], [16], [17], [42], [43]. [44]. The current state-of-the-art multiple EOT algorithm is the SPA filter proposed in [17] using particle belief propagation (BP), which is enabled by a factor graph representation of the joint posterior of the multi-object states and association variables. Simulation results in [17] show that the SPA filter outperforms a PMBM filter that uses C&A, in terms of both estimation error and runtime. However, the multi-object models employed in [17] are subject to two approximations, as compared with the standard multi-object models [20]. First, newborn objects are always detected with probability one. Second, object survival probability is state independent.

For the standard multi-object models [20] with PPP birth, the posterior density is of the form PMBM [45] without approximation. The PMBM density has a compact representation of global hypotheses with probabilistic object existence in each Bernoulli component and undetected objects represented by a PPP. The PMBM filtering recursions have been established for both point objects [46] and extended objects [32], and the resulting PMBM filters have achieved state-of-the-art performance compared with other RFSs-based filters. Moreover, in the PMBM filters, the density of undetected objects is propagated over time via a PPP, whereas in [17] and many other MOT methods using BP [47], the explicit modeling of undetected objects is ignored, and their PPP intensity becomes zero in the filtering density due to the modeling assumption. To provide full trajectory information, the PMBM filtering recursions have been extended to consider the posterior on sets of trajectories for both point objects [39] and extended objects [34]. Furthermore, the PMBM filtering recursions are recently extended in [35] to consider a generalized measurement model, in which each object generates an independent set of measurements, but the filtering recursions in [35] have not yet been further generalized to consider posterior on sets of trajectories.

In this article, we present the trajectory PMB (TPMB) filters for EOT, where the marginal association probabilities and Bernoulli densities in the update step are jointly obtained using BP. By doing so, we leverage 1) the PMBM filtering recursions on the posterior of sets of trajectories built on the standard extended object models and 2) the efficient data association method in [17] using BP. As a comparison, in our previous work on extended object PMB filtering [37], the PMB approximation is obtained by marginalizing the data association uncertainties using truncated global hypotheses. Furthermore, compared with previous works [47], [48], [49] that apply BP only to the data association variables in RFSs-based methods, this article presents a complete pipeline for applying BP to RFSs-based methods. That is, starting from the closed-form filtering recursion to the factor graph formulation of the joint posterior of sets of objects and association variables, and the message passing equations.

---

1An online course on MOT that explains all details regarding PMBM filtering and introduces sets of trajectories is available at https://www.youtube.com/channel/UCa2-fpj6A5V8T6JK1uTRuFpw.
In our preliminary work [34], we presented the PMBM filtering recursions for multiple EOT on posterior of sets of trajectories and an efficient track-oriented PMBM implementation. In addition, we have proposed multiple EOT using BP in [17] using a random vector-based derivation. This article is a significant extension of [17] and [34], and it contains the following contributions.

1) We extend the PMBM conjugacy on posterior of sets of trajectories to consider a generalized measurement model in [35], where each object generates an independent set of measurements.

2) We present a full pipeline for integrating TPMB filtering and BP data association methods. To do so, we present a factor graph representation of the PMBM set of trajectories posterior and association variables, on an augmented trajectory space. Importantly, by leveraging the PMBM filtering recursions, we obtain a simpler and more general derivation of the factor graph formulation, with undetected objects represented by a PPP, as compared with the derivation in [50, Sec. 1].

3) We present the message passing equations, derived using RFSs without the additional modeling assumptions made in [17], for running BP on the constructed factor graph. We also present particle implementations for two TPMB filters: one estimates the set of alive trajectories and the other estimates the set of all trajectories, which includes both alive and dead trajectories. In addition, we show how smoothed trajectory estimates, if desired, can be further obtained using backward simulation [51].

4) We evaluate the performance of several implementations of TPMBM and TPBM filters using different data association methods for EOT, including C&A, sampling-based method and BP, with ellipsoidal shapes in a simulation study. The results demonstrate that the TPMB filter using BP has the best trajectory estimation performance.

The rest of this article is organized as follows. In Section II, we introduce the background on multi-object models, sets of trajectories, and PMBM. The problem formulation and PMBM filtering recursions are given in Section III. The factor graph formulation and the corresponding equations for running loopy BP are presented in Sections IV and V, respectively. The particle implementations of the proposed TPBM filters are provided in Section VI. Simulation results are presented in Section VII. Finally, Section VIII concludes this article.

II. BACKGROUND

In this section, we first introduce the notations and the state variables of interest, and then we give the densities/integrals for trajectories and the general multi-object modeling. At last, we present the PMBM density representation and the TPMB approximation. More details on the background can be found in [40] and [52].

For a generic space $D$, the set of finite subsets of $D$ is denoted by $\mathcal{F}(D)$, and the cardinality of a set $A \in \mathcal{F}(D)$ is $|A|$. We use $\emptyset$ to denote the union of sets that are mutually disjoint, $(f, g)$ to denote the inner product $\int \! f(x)g(x)\,dx$, and the multi-object exponential $f^A$, for some real-valued function $f$, to denote the product $\prod_{i \in A} f(x)$ with $f^\emptyset = 1$ by convention. In addition, we use $\delta_L$ to represent the Kronecker delta and the generalized Dirac delta functions centered at $x$, respectively [53], [54]. Here, $x$ in $\delta_x(-)$ belongs to the space of $\nu$ Cartesian products of space $\mathcal{X}$, i.e., $x \in \mathcal{X}^\nu$.

A. State Variables

The single-object state $x_k \in \mathcal{X}$ at time step $k$, where $\mathcal{X}$ is a locally compact, Hausdorff and second-countable (LCHS) space [20, Sec. 2.2.2], contains information of interest of a single object, including its kinematic state (e.g., position and velocity) and possibly also its extent state, which describes the object shape and size. The set of object states at time step $k$ is an RFS $x_k = \{x_k^1, \ldots, x_k^m\} \in \mathcal{F}(\mathcal{X})$. The measurements collected by the sensor at time step $k$ is $z_k = \{z_k^1, \ldots, z_k^n\}$ with single measurement $z_k^j \in \mathbb{R}^d$, $j = \{1, \ldots, m_k\}$, and the sequence of measurement sets up to and including time step $k$ is denoted as $z_{1:k}$.

The trajectory of an object is a finite sequence of its states at consecutive time steps. In this article, we follow the notational convention in [40], [55], [52], and [56] to denote a single trajectory as $X = (t, x^{1:t})$, where $t$ is the initial time step of the trajectory, $v$ is its length, and $x^{1:v} = (x^1, \ldots, x^v)$ is a finite sequence of object states [40], [52], [55], [56]. The variable $(t, v)$ belongs to the set $I_k = \{t, v) : 0 \leq t \leq k, 1 \leq v \leq k-t+1\}$. A single trajectory $X$ up to time step $k$, therefore, belongs to the space $T_k = \psi_{(t,v) \in I_k} [t] \times \mathcal{X}^v$, which is also LCHS [40, Appendix A]. The set of trajectories up to the current time step $k$ is denoted as $X_k \in \mathcal{F}(T_k)$.

We note that trajectory $X$ is a combination of discrete and continuous states. Such a hybrid state is not uncommon in MOT: a typical example is the interacting multiple model [57]. We also note that the dimension of the state sequence $x^{1:v}$ becomes high for long trajectories. This, however, does not necessarily make the computation of multi-object filtering recursions complex at each time step, see, e.g., the efficient MOT implementations in [39] and [52].

B. Densities and Integrals

Given a real-valued function $\pi(\cdot)$ on the single trajectory space $T_k$, its integral is [52]

$$\int \pi(X)\,dX = \sum_{(t,v) \in I_k} \int \pi(t, x^{1:v})\,dx^{1:v}$$  \hspace{1cm} (1)

which goes through all possible start times, lengths, and object states of the trajectory. Since the single trajectory space $T_k$ is LCHS, we can apply Mahler’s FISTST theory set integral [20, Sec. 3.3] to a space of sets of trajectories $\mathcal{F}(T_k)$ [58]. Specifically, given a real-valued function $f(\cdot)$ on the space $\mathcal{F}(T_k)$ of finite sets of trajectories, its set integral
A function $f(\cdot)$ is a multitrajectory density of a random finite set of trajectories if $f(\cdot) \geq 0$ and its set integral is one. The reference measures and measure theoretic integrals for sets of trajectories are defined in [58].

C. Multi-Object Modeling

1) Multi-Object Dynamic Model: At time step $k$, new objects appear in the sensor’s field of view, following a PPP with birth intensity $\lambda_k^B(x_k)$, independently of any existing objects. For an existing object $x_{k-1}$, it survives with probability $p^S(x_{k-1})$, and if it survives, its state evolves with a Markovian transition density $g_k(x_k|x_{k-1})$, independently of other objects. It is also assumed that objects that have disappeared never reappear.

2) Multi-Object Measurement Model: At time step $k$, the set $z_k$ of measurements is the union of a set of object-generated measurements and a set of clutter measurements. The measurements from each object are independent of other objects and of clutter measurements. The set of clutter measurements is a PPP with Poisson intensity $\lambda_k^C(z_k) = \gamma_k^C \mu_k^C(z_k)$ where $\gamma_k^C$ is the Poisson rate and $\mu_k^C(z_k)$ is the clutter spatial distribution.

A single object with state $x_k$ generates an independent set $w_k$ of measurements with density $\ell_k(w_k|x_k)$. Note that in terms of multi-object conjugate priors, the difference between point and EOT is only how the single-object measurement likelihood $\ell_k(\cdot|x_k)$ is defined [28], [32]. For a point object, $w_k$ is a Bernoulli RFS with at maximum one measurement, whereas for an extended object, $w_k$ is commonly modeled as a PPP with state-dependent Poisson rate $\gamma_k(x_k)$ and spatial distribution $\ell_k(\cdot|x_k)$ [5]. For a set $w_k$ of measurements generated by an extended object with state $x_k$, its Poisson set density is [20, Sec. 21.2.4]

$$\ell_k(w_k|x_k) = e^{-\gamma_k(x_k)} \prod_{z \in w_k} \gamma_k(x_k) \ell_k(z_k|x_k)$$

and, accordingly, we have the effective probability of detection, i.e., the probability that object $x_k$ generates at least one measurement

$$p(w_k) = 1 - \ell_k(\emptyset|x_k) = 1 - e^{-\gamma_k(x_k)}$$

where $\emptyset$ denotes an empty set.

D. PMBM Conjugate Prior

Given the sequence of measurements $z_{1:k}$ up to time step $k$ and the multi-object models in Section II-C for point objects where the set of object-generated measurement is a Bernoulli RFS, the density $f_{k|z_{1:k}}(\cdot)$ of the set of trajectories at time step $k' \in [k-1, k]$ is a PMBM [39], [59] with

$$f_{k|z_{1:k}}(X_k) = \sum_{Y_k \subseteq V = X_k} \sum_{n_{w_k} \in n_k} \prod_{i=1}^{n_{w_k}} f_{k_i|k'}(X) f_{k|k'}^{\text{mbm}}(V)$$

$$f_{k|z_{1:k}}(Y) = e^{-\gamma_k(v,-1)} \left[ \gamma_k(x_k) \right]^Y$$

where the prior density at time step 0 is given by $f_{00}(\cdot)$. The multi-object density $f_{k|z_{1:k}}(\cdot)$ of the form (4) is shown to be a multi-object conjugate prior [39] and [45], where it can be observed that the PPP $f_{k|z_{1:k}}(\cdot)$ represents trajectories of objects that are hypothesized to exist but have never been detected, and that the mixture of multi-Bernoulli (MB) components $f_{k|z_{1:k}}^{\text{mbm}}(\cdot)$ represents potential trajectories that have been detected at least once at some point to time step $k'$.

In (5), $\lambda_{k|z_{1:k}}(\cdot)$ denotes the PPP intensity function, whereas in (6), each MB component describes the distribution of detected trajectories conditioned on global association hypothesis $a \in A_{k|z_{1:k}}$, and its weight $w_{k|z_{1:k}}^a$ represents the probability of the corresponding data association hypothesis [45]. In (6), there are $n_{z_{1:k}}$ Bernoulli components, indexed by variable $i$, and for each Bernoulli, there are $h_{k|i}$ local hypotheses. The density of the $i$th Bernoulli component with local hypothesis $a_i \in \{1, \ldots, h_{k|i}\}$ is given by (7), where $r_{k|i}^a$ is the probability of existence and $f_{k|z_{1:k}}(\cdot)$ is the single-trajectory density [59]. A global hypothesis $a = (a_1, \ldots, a_{n_{z_{1:k}}}) \in A_{k|z_{1:k}}$ selects a local hypothesis for each Bernoulli component, where the selected local hypotheses together form a valid data association and $A_{k|z_{1:k}}$ is the set of global hypotheses that will be described in Section III-C. The weight of global hypothesis $a$ satisfies

$$w_{k|z_{1:k}}^a \propto \prod_{i=1}^{n_{z_{1:k}}} w_{k|z_{1:k}}^i$$

where $w_{k|z_{1:k}}^i$ is the weight of local hypothesis $a_i$ for the $i$th Bernoulli component, and normalization is required to ensure that $\sum_{a \in A_{k|z_{1:k}}} w_{k|z_{1:k}}^a = 1$.

The explicit modeling of undetected objects is beneficial for automotive applications, e.g., in traffic scenes where pedestrians walking on sidewalks are occluded by parked vehicles along the street. More examples can be found in [4] and [32]. We also note that MOT algorithms based on the sets of trajectories, e.g., the TPMBM filter [39] and the TPMB filter [52], do not produce interrupted trajectories as this is an impossible event according to the standard models.

E. TPMB Approximation

The PMB is a special case of PMBM with a single MB component. We can form PMB approximations using different techniques, see, e.g., [37], [45], and [52]. In this

$$f_{k|z_{1:k}}(X_k) = \sum_{Y_k \subseteq V = X_k} \sum_{n_{w_k} \in n_k} \prod_{i=1}^{n_{w_k}} f_{k_i|k'}(X) f_{k|k'}^{\text{mbm}}(V)$$

The set of undetected trajectories arises naturally from the standard multi-object models with Poisson birth, see [45] for further explanations. The PPP of undetected trajectories is independent of the MBM that represents trajectories detected at some point.
work, we follow [52] where the best PMB approximation is defined by using Kullback–Leibler divergence (KLD) minimization, on a trajectory space with auxiliary variables [52]. The KLD on the space of sets of trajectories with auxiliary variables is an upper bound on the KLD for sets of trajectories without auxiliary variables [52, Lemma 3].

1) PMBM With Auxiliary Variables: We extend the single trajectory space with an auxiliary variable \( a \in \mathbb{U}_{k|t} = \{0, 1, \ldots, n_{k|t}\} \), such that \( (u, X) \in \mathbb{U}_{k|t} \times T_{k|t} \), and we denote a set of trajectories with auxiliary variables as \( \mathbf{X}_a \in \mathcal{F}(\mathbb{U}_{k|t} \times T_{k|t}) \). Given \( f_{k|t}(\cdot) \) of the form (4), the density \( \tilde{f}_{k|t}(\cdot) \) on the space \( \mathcal{F}(\mathbb{U}_{k|t} \times T_{k|t}) \) can be defined as [52]

\[
\tilde{f}_{k|t}(\mathbf{X}) = \sum_{a \in \mathbb{A}_{k|t}} \frac{n_{k|t}}{n_{k|t}} \tilde{f}_{i|t}(\mathbf{X}_a) 
\]

where, for a given \( \mathbf{X}_a \), \( \mathbf{Y}_a = (u, X) \in \mathbf{X}_a : u = 0 \) and \( \mathbf{X}_i = (u, X) \in \mathbf{X}_a : u = i \), and

\[
\tilde{f}_{i|t}(\mathbf{X}_i) = e^{-\bar{g}(\mathbf{X}_a, 1)} \left[ \bar{g}(\mathbf{X}_a) \right] \mathbf{Y}_a 
\]

(10a)

\[
\bar{g}(\mathbf{X}_a) = \delta_0[u] \bar{f}_{k|t}(\mathbf{X}) 
\]

(10b)

\[
\tilde{f}_{i|t}(\mathbf{X}_i) = \begin{cases} 
1 - r_{i|t}, & \mathbf{X}_i = (u, X) \\
0, & \text{otherwise}
\end{cases}
\]

(10c)

Here, the notation \( \tilde{f}_{k|t}(\cdot) \) is adopted to clarify that it is the distribution on the augmented space incorporating the auxiliary variables. We also note that the sum over sets in (4) disappears in (9) due to the use of auxiliary variables as now there is only one possible partition of \( \mathbf{X}_a \) into \( \mathbf{Y}_a \), \( \mathbf{X}_1, \ldots, \mathbf{X}_{n_{k|t}} \) that provides a nonzero density.

2) PMB Approximation: Given a PMBM density \( \tilde{f}_{k|t}(\cdot) \) of the form (9), the PMB density that minimizes the KLD from \( \tilde{f}_{k|t}(\cdot) \) has a closed form and is given by [52, Prop. 2]

\[
f_{k|t}^{\text{pmb}}(\mathbf{X}_a) = \sum_{a \in \mathbb{A}_{k|t}} \frac{n_{k|t}}{n_{k|t}} \tilde{f}_{i|t}(\mathbf{X}_a) 
\]

(11a)

\[
\tilde{f}_{i|t}(\mathbf{X}_i) = \begin{cases} 
1 - r_{i|t}, & \mathbf{X}_i = (u, X) \\
0, & \text{otherwise}
\end{cases}
\]

(11b)

\[
r_{i|t} = \sum_{d \in \mathbb{A}_{k|t}} w_{k|t}^{i|d} r_{i|t}^{d|k|t} 
\]

(11c)

\[
f_{k|t}(\mathbf{X}) = \begin{cases} 
\sum_{d \in \mathbb{A}_{k|t}} b_{k|t}^{i|d} w_{k|t}^{i|d} r_{i|t}^{d|k|t} f_{k|t}(\mathbf{X}) \\
0, & \text{otherwise}
\end{cases}
\]

(11d)

\[
w_{k|t}^{i|d} = \sum_{b \in \mathbb{A}_{k|t}} w_{k|t}^{i|b} 
\]

(11e)

If we integrate out the auxiliary variables in (11), we obtain the PMB density without auxiliary variables [52]

\[
f_{k|t}^{\text{pmb}}(\mathbf{X}) = \sum_{u \in \mathbb{U}_{k|t} \cap \mathbf{X} = \mathbf{X}_k} f_{k|t}^{u}(\mathbf{Y}) \prod_{i=1}^{n_{k|t}} f_{i|t}(\mathbf{X}_i) 
\]

(12)

where the \( i \)-th Bernoulli component \( f_{i|t}^{u}(\mathbf{X}) \) is parameterized by \( r_{i|t}^{u} \) in (11c) and \( f_{i|t}^{u}(\mathbf{X}) \) in (11d).

III. PROBLEM FORMULATION AND FILTERING RECURSIONS

In this section, we present the problem formulations and the PMBM filtering recursions based on the multi-object models introduced in Section II-C with a generalized measurement model.

A. Problem Formulation

We consider the following two MOT problem formulations.

1) The set \( \mathbf{X}_k \) of alive trajectories that exist at the current time step, i.e., \( t + \nu - 1 = k \) for each \( (t, X_{t+\nu}) \in \mathbf{X}_k \).
2) The set \( \mathbf{X}_k \) of all trajectories that have existed up to the current time step \( k \), i.e., \( t + \nu - 1 \leq k \) for each \( (t, X_{t+\nu}) \in \mathbf{X}_k \).

It should be noted that the set of trajectories included in both 1) and 2) does not depend on the sensor model, but on the object dynamic model in Section II-C. Therefore, trajectories of objects that move outside the sensor’s field-of-view, and appear in the field-of-view afterward, will always belong to 2), and will belong to 1) if the dynamic model indicates they are alive.

For both problem formulations, the objective is to compute the posterior density of the set \( \mathbf{X}_k \) of trajectories at time step \( k \) given the sequence \( f_{t|k} \) of measurements up to time step \( k \) using Bayesian recursive filtering.

B. Bayesian Models for Sets of Trajectories

We proceed to give the Bayesian multitarget dynamic and measurement models for the two types of problem formulations (see also [40] and [52]), required for deriving the Bayesian filtering recursions. The two multitarget dynamic models extend the multi-object dynamic model in Section II-C, where each object evolves according to a Markov process, to trajectories.

1) Dynamic Model for Sets of Alive Trajectories: Given the set \( \mathbf{X}_{k-1} \) of alive trajectories at time step \( k - 1 \), each \( X = (t, X_{t+\nu}) \in \mathbf{X}_{k-1} \) survives with probability \( p^s(X_{t+\nu}) = p^s(X_{t+\nu}) \) (i.e., the survival probability depends only on the final state in the trajectory), and if it survives, its state \( (t, X_{t+\nu}) \) evolves with a transition density [52, Sec. IV-A-1]

\[
g_k (\bar{t}, y_{t+\nu}^{i|\bar{t}} | X) = \delta_0[\bar{t}] \delta_{\bar{t}+i}^{\nu} \delta_{\bar{t}+i}^{\nu} (y_{t+\nu}^{i|\bar{t}}) g_k (y_{t+\nu}^{i|\bar{t}} | X) 
\]

(13)

where the state \( y_{t+\nu}^{i|\bar{t}} \) only depends on \( x_{t+\nu} \) due to the Markov property.
The set $X_k$ is the union of the surviving trajectories and the PPP newborn trajectories with birth intensity $\lambda_R^B(t, x^{1:v}) = \delta_k[r]\delta[v]\lambda_R^B(x^v)$. 

2) Dynamic Model for Sets of All Trajectories: Given the set $X_{k-1}$ of all trajectories at time step $k-1$, each $X = (t, x^{1:v}) \in X_{k-1}$ survives with probability $\rho^S(X) = 1$ and evolves with a transition density [52, Sec. IV-A-2]

$$g_k(\tilde{r}, y^{1:v}|X) = \delta_k[\tilde{r}]$$

$$\times\begin{cases} \cdot & \omega < k-1 \\ \cdot \delta[\tilde{r}]\delta[v](y^{1:v}) \cdot & \omega = k-1 \\ \cdot & \omega = k \end{cases}$$

(15)

where $\omega = \tilde{r} + \tilde{v} - 1$ and the state $y^{\tilde{v}}$ only depends on $x^v$ due to the Markov property. The birth model is also a PPP with intensity (14). Note that $\rho^S(X)$ refers to the probability that a trajectory remains in the considered set of trajectories for both problem formulations.

3) Measurement Model for Sets of Trajectories: The measurement model is the same for sets of alive trajectories and the sets of all trajectories. Each trajectory $(t, x^{1:v}) \in X_k$ generates a set $w_k$ of measurements with density $\ell_k(w_k|t, x^{1:v}) = \ell_k(w_k|x^v)$. The clutter model is a PPP, as described in Section II-C2.

C. Filtering Recursions

We present the prediction and update for the multitrajectory dynamic and measurement models in Section III-B.

PROPOSITION 1 Given the PMBM filtering density on the set of trajectories at time step $k-1$ of the form (4), the predicted density at time step $k$ is a PMBM of the form (4), with

$$\lambda_{k|k-1}(X) = \lambda_R^B(X) + (\lambda_{k-1|k-1}(X) \cdot \rho^S(X))$$

$$n_{k|k-1} = n_{k-1|k-1}$$

$$h_{k|k-1} = h_{k-1|k-1}$$

(16a)

(16b)

(16c)

$$u^{i,a}_{k|k-1} = u^{i,a}_{k-1|k-1}$$

$$r^{i,a}_{k|k-1} = \frac{r^{i,a}_{k-1|k-1} \cdot \rho^S(X)}{f^{i,a}_{k-1|k-1} \cdot \rho^S(X)}$$

(16d)

(16e)

(16f)

where $g_k(\cdot)$ and $\rho^S(\cdot)$ are chosen depending on the problem formulation.

The TPMBM prediction given in Proposition 1 is the same as the one in [39] as it is not affected by the choice of the measurement model.

Before presenting the update step, it is important to define the set of feasible global hypotheses for a generalized measurement model. We refer to measurement $z^p_k$ using the pair $(k, j)$, and the set of all such measurements pairs up to (and including) time step $k$ is denoted by $\mathcal{M}_k$. Then, a local hypothesis $a'$ for the $i$th Bernoulli component has a

set of measurement pairs denoted as $\mathcal{M}^{i,a'}_k \subseteq \mathcal{M}_k$, and the set $\mathcal{A}_{k|i}$ of all global hypotheses satisfies

$$\mathcal{A}_{k|i} = \left\{ (a', \ldots, a'^{a'w}) : a' \in \{1, \ldots, h^i_{k|k-1}\} \right\}$$

(17)

where the recursive constructions of $\mathcal{M}^{i,a'}_k$ and $\mathcal{M}_k$, with $\mathcal{M}_0 = \emptyset$, will be given in Proposition 2.

We note that every global hypothesis needs to explain the association of every measurement that has been received so far. The same measurement cannot be associated with more than one local hypothesis, but more than one measurement may be associated with the same local hypothesis at the same time step. Each global hypothesis therefore corresponds to a unique partition of $\mathcal{M}_k$, and the number of global hypotheses is then given by the Bell number of $|\mathcal{M}_k|$. At each time step, each measurement generates a new Bernoulli component, corresponding to an undetected object detected for the first time or clutter.

PROPOSITION 2 Given the PMBM predicted density on the set of trajectories at time step $k$ of the form (4), and measurements $z_k = (z^{1}_k, \ldots, z^{m_k}_k)$, the updated density is a PMBM of the form (4), with

$$n_{k|k} = n_{k-1|k-1} + m_k$$

$$\mathcal{M}_k = \mathcal{M}_{k-1} \cup \{ (k, j) | j \in \{1, \ldots, m_k\} \}$$

(19)

$$\lambda_{k|k}(X) = \ell_k(\emptyset|X) \lambda_{k-1|k-1}(X)$$

(20)

For Bernoulli components continuing from previous time steps $i \in \{1, \ldots, n_{k|k-1}\}$, a new local hypothesis is included for each previous local hypothesis and either a misdetection or an update with a nonempty subset of $z_k$. The updated number of local hypotheses is $h^i_{k|k-1} = 2^{n_k} h^i_{k-1|k-1}$. For missed detection hypotheses, $i \in \{1, \ldots, n_{k|k-1}\}$, $a' \in \{1, \ldots, h^i_{k|k-1}\}$, we have

$$\mathcal{M}^{i,a'}_{k|k} = \mathcal{M}^{i,a'}_{k-1|k-1}$$

$$\ell_{k|k|0}^{i,a'} = \left( r_{k|k-1}^{i,a'} \cdot \ell_k(\emptyset|\cdot) \right)$$

$$w_{k|k}^{i,a'} = w_{k|k-1}^{i,a'} \cdot \left( \frac{f_{k|k}^{i,a'} - r_{k|k-1}^{i,a'} \cdot \ell_{k|k}^{i,a'}}{f_{k|k}^{i,a'} - r_{k|k-1}^{i,a'} \cdot \ell_{k|k}^{i,a'}} \right)$$

(21a)

(21b)

(21c)

(21d)

$$f_{k|k}^{i,a'}(X) = \frac{\ell_{k}(\emptyset|X) \cdot f_{k|k-1}^{i,a'}(X)}{\ell_{k|k}^{i,a'} \cdot f_{k|k-1}^{i,a'}}$$

(21e)

Let $w_1^k, \ldots, w_{2^{m_k-1}}^k$ be the non-empty subsets of $z_k$. For the $i$th Bernoulli component, $i \in \{1, \ldots, n_{k|k-1}\}$, with a local hypothesis $a' \in \{1, \ldots, h^i_{k|k-1}\}$ in the predicted density, the new local hypothesis generated by a set $w^j$ of measurements has $a' = a' + h^i_{k|k-1}$ with $j \in \{1, \ldots, 2^{m_k} - 1\}$, and

$$\mathcal{M}^{i,a'}_{k|k} = \mathcal{M}^{i,a'}_{k-1|k-1} \cup \left\{ (k, p) : z^p_k \in w^j_k \right\}$$

(22a)
\[ \ell_{k|k}^{i,\text{all},j} = \begin{cases} f_{k|k-1}^{i,\text{all}}, & \ell_k^{i} \left( w_k^{i}| \right) \\ \ell_{k} \left( w_k^{i}| \right) f_{k|k-1}^{i,\text{all}}(X) & \ell_{k|k}^{i,\text{all},j} \end{cases}. \] (22b)

\[ w_{k|k}^{i,\text{all}} = w_{k|k-1}^{i,\text{all}} \ell_{k|k-1}^{i,\text{all}} \ell_{k|k}^{i,\text{all},j}, \] (22c)

\[ r_{k|k}^{i,\text{all}} = 1 \] (22d)

\[ f_{k|k}^{i,\text{all}}(X) = \ell_k \left( w_k^{i}|X \right) f_{k|k-1}^{i,\text{all}}(X). \] (22e)

Each new Bernoulli component has a different number of local hypotheses, each of which is created by a subset of \( z_k \). Let the set \( S_i \) of subsets of measurements associated with the \( i \)th new Bernoulli component \((i \in \{1, \ldots, m_k\})\) be recursively built as

\[ S_i = \{ \{ z_k^i \} \} \cup \left( \bigcup_{w \in \ell_{k|k}^{i,\text{all},j}} \{ \{ z_k^i \} \bigcup w \} \right) \] (23)

with \( S_i = \{ \{ z_k^i \} \} \), where \( \{ z_k^i \} \) denotes a set of subsets, containing the single element set \( \{ z_k \} \). According to (23), the \( i \)th new Bernoulli component has \( 2^{i-1} \) local hypotheses that are created by non-empty subsets of measurements. Further, let \( w_k^{i,\text{all}} \) denote the \( i \)th subset of measurements of the \( i \)th Bernoulli component \((i = n_{k|k-1} + j, j \in \{1, \ldots, m_k\}, i \in \{1, \ldots, 2^{i-1}\})\). Then, for the \( i \)th Bernoulli component, there are \( h_{k|k}^{i,\text{all}} = 2^{i-1} + 1 \) local hypotheses, one corresponding to a nonexistent Bernoulli component \((a^d = 1)\)

\[ M_{k|k}^{i,\text{all}} = \emptyset, \quad w_{k|k}^{i,\text{all}} = 1, \quad r_{k|k}^{i,\text{all}} = 0 \] (24)

and the others \((a^d = \ell + 1, \ell \in \{1, \ldots, 2^{i-1}\})\) have

\[ M_{k|k}^{i,\text{all}} = \{ (k, p) : z_k^i \in w_k^{i,\text{all}} \} \] (25a)

\[ \ell_{k|k}^{i,\text{all}} = \ell_{k|k-1} \ell_k \left( w_k^{i,\text{all}} \right) \] (25b)

\[ w_{k|k}^{i,\text{all}} = \delta \left[ \left( w_k^{i,\text{all}} \right) [A_k^C] w_k^{i,\text{all}} + \ell_{k|k}^{i,\text{all}} \right] \] (25c)

\[ \ell_{k|k}^{i,\text{all}} = \frac{w_{k|k}^{i,\text{all}}}{w_{k|k}^{i,\text{all}}} \] (25d)

\[ f_{k|k}^{i,\text{all}}(X) = \frac{\ell_k \left( w_k^{i,\text{all}}|X \right) \ell_{k|k-1}^{i,\text{all}}(X)}{\ell_{k|k}^{i,\text{all}}}. \] (25e)

Proposition 2 is an extension of the PMBM update for sets of objects [35, Th. 1] to sets of trajectories, and a short proof of Proposition 2 is given in Appendix A of the Supplementary Material.

Compared with the local hypothesis representation in [35, Th. 1], in Proposition 2, each measurement, instead of each non-empty subset of measurements, creates a new Bernoulli component, and the \( i \)th new potential object cannot generate more than \( i \) measurements, see Fig. 1 for an example. These two different local hypothesis representations lead to the same PMBM posterior, but the one in Proposition 2 facilitates the development of efficient PMB approximation methods [37].

The established PMBMB conjunction on posterior of sets of trajectories for a generalized object measurement model paves the way for developing efficient inference methods on sets of trajectories using more general object measurement models for both online and offline applications, using, e.g., BP [47] and Gibbs sampling [60]. A typical example is the extended object TPMBM filter presented in our preliminary work [34]. In the next section, we will elaborate on how to derive the factor graph formulation of the update step by making use of Proposition 2, with the objective to later develop BP algorithm for online MOT.

IV. FACTOR GRAPH FORMULATION

The TPMB filters are computationally lighter alternatives to the TPBMB filters. The prediction of the TPBM filter is a special case of the TPBMB prediction with only one mixture component. The update of the TPBMB filter is obtained by first performing a Bayesian update, which yields a PMB distribution, followed by a PMB approximation. The main challenge of the PMB approximation is the efficient calculation of the marginal density of set of trajectories, where the uncertainty on global hypotheses has been marginalized out. To address this problem, the existing works [35], [37] first prune global hypotheses with negligible weights using either C&A [32], [34] or sampling-based methods [33], and then approximately compute the marginal association probabilities (11e) by enumerating the truncated global hypotheses. Also, we note that, even if one manages to compute (11e), it may still be computationally challenging to evaluate (11d) in the closed form, see, e.g., [61] and [62].

The present work is motivated by an emergent approximation method for multiple EOT with Poisson spatial model that is both accurate and scalable [17]. The approximation is based on BP, which jointly computes the marginal density of object states as well as the marginal association probability of each measurement, without explicitly enumerating the associations between measurement clusters and objects. To apply the techniques in [16] and [17] to PMB approximation, we need to represent the joint posterior of sets of trajectories and association variables using a factor graph.

In this section, we give the factor graph representation of the joint posterior of sets of trajectories and association variables, required for developing efficient TPBM filters with Poisson spatial model using BP.

A. Factor Graph Formulation

Following [17], we use the measurement-oriented association vector \( \beta_k = [\beta_k^1, \ldots, \beta_k^m] \), where \( \beta_k^j \in \{0, 1, \ldots, n_{k|j}\} \) for \( j \in \{1, \ldots, m_k\} \), to describe the object-to-measurement associations. Specifically, \( \beta_k^j = i > 0 \) if
and only if the \( j \)th measurement \( z^j_k \) is associated with the \( i \)th potential object (described by the \( i \)th Bernoulli component), whereas \( \beta^i_k = 0 \) if the \( j \)th measurement is a false alarm and, thus, not associated with a potential object. According to the local hypothesis representation for new Bernoulli components in Proposition 2, the \( j \)th measurement \( z^j_k \) cannot be associated with new potential objects with index \( i \in \{ n_{k-1|k} + 1, \ldots, n_{k-1|k} + j - 1 \} \), i.e., \( \beta^i_k \in \{ 0, 1, \ldots, n_{k-1|k} \} \).

**Proposition 3** Given a predicted TPMB density at time step \( k \) of the form (11a), measurement set \( z_k \), and the PPP measurement likelihood

\[
\ell_k (w_k | X) = e^{-\gamma_k(X)} \prod_{z_k \in w_k} \gamma_k(X) \ell_k(z_k | X) \tag{26a}
\]

\[
\gamma_k (t, x^{1:v}) = \gamma_k (x^v) \delta_k[t + v - 1] \tag{26b}
\]

\[
\ell_k (z_k | t, x^{1:v}) = \ell_k (z_k | x^v) \delta_k[t + v - 1] \tag{26c}
\]

the joint posterior of the set of trajectories and measurement-oriented association vector is

\[
\tilde{f}_{i,k|k} \left( \bar{X}_k, \beta_k \right) 
\propto \tilde{f}_{i,k|k}^p \left( \bar{Y}_k \right) \prod_{i=1}^{n_{k-1}} \tilde{f}_{i,k|k-1} \left( \bar{X}_k \right) \prod_{j=1}^{m_k} s_k \left( \bar{X}_k^i, \beta_k^i, z^j_k \right)
\times \prod_{i=m_{k-1}+1}^{n_k} \left[ \tilde{f}_{i,k|k-1} \left( \bar{X}_k^i \right) s_k \left( \bar{X}_k^i, \beta_k^{i-m_{k-1}}, z^j_k \right) \right]
\times \prod_{j=1}^{m_k} s_k \left( \bar{X}_k^i, \beta_k^i, z^j_k \right) \tag{27}
\]

where \( \bar{Y}_k \) and \( \bar{X}_k^i \) with \( i \in \{ 1, \ldots, n_{k|k} \} \) are defined as in (9), and

\[
\tilde{f}_{i,k|k-1} (\bar{X}) = \begin{cases} r_{i,k|k-1} f_{i,k|k-1} (X) e^{-\gamma_i(X)} \delta_i[u] & \bar{X} = \{(u, X)\} \\ 1 - r_{i,k|k-1} & \bar{X} = \emptyset \\ 0 & \text{otherwise} \end{cases} \tag{28}
\]

\[
\tilde{f}_{i,k|k-1} (\bar{X}) = \begin{cases} \lambda_{i,k|k-1} (X) e^{-\gamma_i(X)} \delta_i[u] & \bar{X} = \{(u, X)\} \\ 1 & \bar{X} = \emptyset \\ 0 & \text{otherwise} \end{cases} \tag{29}
\]

\[
s_k \left( \bar{X}_k^i, \beta_k^i, z^j_k \right) = \begin{cases} \rho \left( \tilde{z}^j_k (X) \gamma_i(X) \right) \delta_i[u] & \bar{X}_k^i = \{(u, X)\}, \beta_k^i = i \\ 1 & \beta_k^i \neq i \\ 0 & \text{otherwise} \end{cases} \tag{30}
\]

The expression of the joint posterior (27) consists of three factors, including \( \tilde{f}_{i,k|k}^p (\cdot) \) and two products. The factor \( \tilde{f}_{i,k|k} (\cdot) \) describes the posterior density of the set of undetected trajectories. The first product over \( i \in \{ 1, \ldots, n_{k|k-1} \} \) describes the joint posterior of the set of existing trajectories and the measurement-oriented association vector. The second product over \( i \in \{ n_{k-1|k} + 1, \ldots, n_{k|k} \} \) describes the joint posterior of the set of newly detected trajectories and the measurement-oriented association vector.

Each factor in the two products in (27) can be further factorized as a product over several smaller factors. In particular, factors (28) and (29) describe the set \( \bar{X}_k^i \) of trajectories prior without relating to any measurements, respectively, for existing and newly detected objects. Factors (30) and (31) reflect the likelihood of associating a particular measurement with its corresponding Bernoulli component, respectively, for existing and newly detected objects. We note that an object may have several associated measurements; the factorized likelihood in (3) results in the factorized form of (27).

Proposition 3 is proved in Appendix B of the Supplementary Material, and the factor graph corresponding to (27) is illustrated in Fig. 2. By leveraging Proposition 2...
and RFSs, we can have a concise derivation of the factor graph formulation of the joint posterior, which is precisely built upon the multi-object models given in Section II-C and the Poisson spatial measurement model (26) without any further assumptions, as compared with the long and involved derivation given in [50, Sec. 1].

B. Relation to the Factor Graph in [17]

The factor graph formulation in [17] is for the joint posterior of set of object states and measurement-oriented association variables, derived using random vectors. As a comparison, in this work, we consider inference on sets of trajectories and the factor graph formulation is derived using RFSs. Also note that the factor graph in [17] also includes the time evolution of multi-object dynamics but with the assumption that the object survival probability \( p^S \) is state independent, whereas the factor graph in Fig. 2 only focuses on the update step. It is also possible to derive a factor graph formulation that considers the joint posterior of set of trajectories and association variables until the current time step, but this is not required for the development of TPMB filters using BP.

Another important difference is that in the factor graph shown in Fig. 2, we have one additional variable node and factor node for the set of undetected trajectories, which is a direct result of the explicit modeling of undetected trajectories in the PMBM conjugate prior. This is not the case in [17], where it is assumed that newborn objects are detected with probability one such that the posterior of the set of undetected objects is zero, and that the prior distribution for newborn objects [cf., (29)] needs to be normalized by \( 1 - \hat{\xi}_k(\bar{\theta}) \) to exclude the case that a newborn object may generate zero measurement. The difference on the predicted number of undetected objects at time step \( k \) is further elaborated in Appendix C of the Supplementary Material.

Note that both factor graph formulations are not unique. The one in [17] depends on the mapping between measurements and new potential objects, and a different mapping may result in a different factorization of the posterior. The factorization in (27) depends on the local hypothesis representation for new Bernoulli components since there is a one-to-one mapping between global hypothesis and measurement-oriented association vector. There is a family of hypothesis representations of the posterior that differ in the representation of new Bernoulli components [37, Th. 1]. Different hypothesis representations for the new Bernoulli components yield different joint posteriors on the space of auxiliary variables, and therefore, the corresponding factorizations are also different.

V. LOOPY BP FOR EOT

The objective is to compute the marginal density of each Bernoulli set \( \bar{X}_i \) of trajectory with \( i \in \{1, \ldots, n_{k|k}\} \). Since the factor graph in Fig. 2 has cycles, we apply loopy BP for inference, where at each time step, messages are computed and processed in parallel [17]. Loopy BP has been applied to solve multiple point object tracking problems [47]. Since the factor graph formulations are different for point and extended objects, the message passing equations are also different. In this section, we present the generic equations for message passing and belief calculation for the factor graph in Fig. 2. These equations resemble the message passing equations in [17], but they are derived using RFSs.

For notational brevity, we omit the time index for all the messages.

A. Iterative Message Passing

The notations for the different messages are given as follows. At iteration \( p \in \{1, \ldots, P\} \), we denote the message from variable node \( \bar{X}_i \), \( i \in \{1, \ldots, n_{k|k}\} \), to factor node \( \delta_k(\bar{X}_i, \beta_k^{j, i}; \gamma_k^i) \) or \( \delta_k(\bar{X}_i, \beta_k^{j, i}; \tilde{z}_k^i) \), \( j \in \{1, \ldots, m_k\} \), by \( \ell_{i,j}^{(p)}(\cdot) \) and the message in the reverse direction by \( \psi_{j,i}^{(p)}(\cdot) \). In addition, we also denote the message from factor node \( \delta_k(\bar{X}_i, \beta_k^{j, i}; \gamma_k^i) \) or \( \delta_k(\bar{X}_i, \beta_k^{j, i}; \tilde{z}_k^i) \) to variable node \( \beta_k^{j, i} \) by \( \theta_{j,i}(\cdot) \) and the message in the reverse direction by \( \varphi_{j,i}(\cdot) \).

1) Initialization: For \( p = 1 \), we set \( \ell_{i,j}^{(1)}(\cdot) = \int f_{k|k-1}(\bar{X}) \delta \bar{X} \)

\[
= \sum_{u \in U_{k|k}} \int \int f_{k|k-1}(\{u, X\}) dX + \int \delta_{k|k-1}(\bar{X}) \delta \bar{X}
\]

\[
= \int \int \int f_{k|k-1}(X) e^{-\gamma(X)} dX + 1 - r_{k|k-1}^{i}
\]

(32)

and for \( i \in \{n_{k|k-1} + 1, \ldots, n_{k|k}\} \),

\[
\ell_{i,j}^{(1)} = \int \int \int f_{k|k-1}(X) e^{-\gamma(X)} dX + 1.
\]

(33)

By comparing the initialization step with the update of local hypotheses in Proposition 2, it is not difficult to observe that the initialization of message \( \ell_{i,j}^{(1)}(\cdot) \), \( i \in \{1, \ldots, n_{k|k-1}\} \), corresponds to the unnormalized detection hypothesis density for the \( i \)th Bernoulli component, and that the initialization of message \( \ell_{i,j}^{(1)}(\cdot) \), \( i \in \{n_{k|k-1} + 1, \ldots, n_{k|k}\} \), corresponds to the unnormalized density of the second local hypothesis of the \( i \)th Bernoulli component but with \( \hat{\xi}_k(\bar{\theta}) \).

2) Measurement Evaluation: We first describe the messages \( \varphi_{j,i}^{(p)}(\cdot) \), with \( i \in \{1, \ldots, n_{k|k-1}\} \), \( j \in \{1, \ldots, m_k\} \) and \( i \in \{n_{k|k-1} + 1, \ldots, n_{k|k}\} \), \( j \in \{1, \ldots, i - n_{k|k-1} - 1\} \), sent from factor nodes \( \delta_k(\bar{X}_i, \beta_k^{j, i}; \gamma_k^i) \) to variable nodes \( \beta_k^{j, i} \). Applying the sum–product rule [63, Eq. (6)], we obtain an
We proceed to describe the \( \tilde{X}_k^i \) \( \beta_k^i \) at iteration \( \gamma \) \( \tilde{X}_k^i = \{(u, X)\} \) \( \tilde{X}_k^i = \emptyset \). After normalizing (41) by \( \epsilon_{i,j}^{(p)} \), we obtain \( \epsilon_{i,j}^{(p)} (\tilde{X}_k^i) = \frac{1}{1 + \rho} \delta_{i|u} \{ (u, X) \} \) \( \tilde{X}_k^i = \emptyset \).

5) Extrinsic Information: At last, the messages \( \epsilon_{i,j}^{(p+1)} \) at iteration \( p + 1 \), sent from variable nodes \( \tilde{X}_k^i \) to factor nodes \( \tilde{X}_k^j, \beta_k^j, z_j^i \) with \( i \in \{n_{k|k-1} + 1, \ldots, n_{k|k}\} \), \( j \in \{1, \ldots, m_k\} \), can be computed as [63, Eq. (5)]

\[
\epsilon_{i,j}^{(p+1)} (\tilde{X}_k^i) = f_{i,j}^{(p+1)} (\tilde{X}_k^i) = \prod_{j=1}^{m_k} \epsilon_{i,j}^{(p)} (\tilde{X}_k^j).
\] (45)

and similarly, for the messages \( \epsilon_{i,j}^{(p+1)} \), sent from variable nodes \( \tilde{X}_k^i \) to factor nodes \( \tilde{X}_k^j, \beta_k^j, z_j^i \) with \( i \in \{n_{k|k-1} + 1, \ldots, n_{k|k}\} \), \( j \in \{1, \ldots, i - n_{k|k-1}\} \), we have

\[
\epsilon_{i,j}^{(p+1)} (\tilde{X}_k^i) = f_{i,j}^{(p+1)} (\tilde{X}_k^i) = \prod_{j=1}^{m_k} \epsilon_{i,j}^{(p)} (\tilde{X}_k^j).
\] (46)

B. Belief Calculation

After the last iteration \( p = P \), we can evaluate the belief \( f_{i,k}^{(p)} \) for each Bernoulli component \( i \in \{1, \ldots, n_{k|k}\} \), which is proportional to the product of all coming messages [63]. In particular, for \( i \in \{1, \ldots, n_{k|k}\} \)

\[
\tilde{f}_{i,k}^{(p)} (\tilde{X}_k^i) \propto \prod_{j=1}^{m_k} \epsilon_{i,j}^{(p)} (\tilde{X}_k^j)
\] (47)

and for \( i \in \{n_{k|k-1} + 1, \ldots, n_{k|k}\} \)

\[
\tilde{f}_{i,k}^{(p)} (\tilde{X}_k^i) \propto \prod_{j=1}^{m_k} \epsilon_{i,j}^{(p)} (\tilde{X}_k^j)
\] (48)

where normalization is required to ensure that \( \tilde{f}_{i,k}^{(p)} (\cdot) \) is a valid set density.
VI. PARTICLE IMPLEMENTATION OF TPMB FILTERS USING BP

For general multi-object dynamic and measurement models, the messages in BP typically cannot be evaluated in the closed form. In this section, we present the particle-based implementation of the TPMB filter with Poisson spatial measurement model for both the set of all trajectories and the set of all trajectories. In addition, we discuss aspects that need to be considered in practical implementations and how the proposed implementation compares with the one in [17]. We note that only the update step of the proposed TPMB filters involves BP.

We represent a single-trajectory density/intensity by

\[ f(t, x^{1:v}) = \sum_{l=1}^{L} w^{(l)} \delta_{\nu}^{(l)}(t) \delta_{\nu}^{(l)}(v) \delta_{\nu}^{(l)}(x^{1:v}) \]

where the \( l \)th particle has weight \( w^{(l)} \geq 0 \), and it represents a single trajectory with start time \( t^{(l)} \) and sequence of object states \( x^{(l)} \in X^{(l)} \), where the length \( v^{(l)} \) is implicit in \( x^{(l)} \) [64]. In addition, we denote the last state of \( x^{(l)} \) as \( x^{v(l)} \). Furthermore, we note that \( f(\cdot) \) is a density and if only if \( \sum_{l=1}^{L} w^{(l)} = 1 \), and that it can be fully described by the set of parameters \((w^{(l)}, t^{(l)}, x^{(l)})\) for \( l = 1, \ldots, L \).

For the set of all trajectories, the single-trajectory density of the \( i \)th Bernoulli component is of the form

\[ f_{k|i}^{(l)}(t, x^{1:v}) = \sum_{l=1}^{L} w^{(l)} \delta_{\nu}^{(l)}(t) \delta_{\nu}^{(l)}(v) \delta_{\nu}^{(l)}(x^{1:v}) \]

which implies that, if the corresponding trajectory exists, it is alive at time step \( k \) with probability one. The PPP for undetected trajectories has intensity

\[ \lambda_k^{(l)}(t, x^{1:v}) = \sum_{l=1}^{L} w^{(l)} \delta_{\nu}^{(l)}(t) \delta_{\nu}^{(l)}(v) \delta_{\nu}^{(l)}(x^{1:v}) \]

where \( \sum_{l=1}^{L} w^{(l)} \) gives the expected number of undetected trajectories.

For the set of all trajectories, the single-trajectory density of the \( i \)th Bernoulli component is of the form

\[ f_{k|i}^{(l)}(t, x^{1:v}) = \sum_{l=1}^{L} w^{(l)} \delta_{\nu}^{(l)}(t) \delta_{\nu}^{(l)}(v) \delta_{\nu}^{(l)}(x^{1:v}) \]

and the Poisson intensity for undetected trajectories is of the same form as (50). In the implementation, we do not account for undetected trajectories that are not present at the current time step since these are usually not of practical interest.

A. Prediction Step

1) Set of Alive Trajectories: Assume that the filtering density for the alive trajectories is a PMB of the form (12) with \( f_{k-1|i-1|k-1}^{(l)}(\cdot) \) and \( \lambda_{k-1|i-1|k-1}^{(l)}(\cdot) \) given by (49) and (50). Then, the predicted density is a PMB of the form (12) with

\[ \lambda_{k|i}^{(l)}(t, x^{1:v}) = \sum_{l=1}^{L} w^{(l)} \delta_{\nu}^{(l)}(t) \delta_{\nu}^{(l)}(v) \delta_{\nu}^{(l)}(x^{1:v}) + \sum_{l=1}^{L} \frac{w^{(l)} b^{(l)} \delta_{\nu}^{(l)}(t) \delta_{\nu}^{(l)}(v) \delta_{\nu}^{(l)}(x^{1:v})}{L^b} \]

where \( L^b \) is the number of particles used to represent newborn trajectories, and we can see that the prediction of undetected trajectories comprises the prediction of existing particles and the generation of new particles. As for the predicted Bernoulli component, it is parameterized by

\[ L_{k|i}^{d} = L_{k|i-1}^{d} \]

\[ i_{k|i}^{(l)} = i_{k|i-1}^{(l)} \sum_{l=1}^{L} \chi^{(l)} \]

\[ \chi^{(l)} = \left( \frac{\lambda^{(l)} b^{(l)} - 1}{L^b} \right) \]

\[ \bar{\chi}^{(l)} = \frac{\lambda^{(l)} b^{(l)} - 1}{L^b} \]

\[ \frac{w^{(l)} b^{(l)}}{L^b} \]

\[ \frac{w^{(l)} b^{(l)}}{L^b} \]

The proposal densities used in the above prediction step for drawing samples are given by the motion model \( g_k(\cdot|\cdot) \) and the birth density \( \lambda^{(l)} b^{(l)} - 1 \). If these densities are difficult to sample from, then other proposal densities may be used for importance sampling [65].

2) Set of All Trajectories: Assume that the filtering density for the set of all trajectories is a PMB of the form (12) with \( f_{k-1|i-1|k-1}^{(l)}(\cdot) \) and \( \lambda_{k-1|i-1|k-1}^{(l)}(\cdot) \) given by (51) and (50). Then, the predicted density is a PMB of the form (12) with
\( \lambda_{k|k-1}(\cdot) \) given by (52) and \( f_{k|k-1}^{d} \) parameterized by

\[
\begin{align*}
\nu_{k|k-1}^{d} &= \nu_{k|k-1}^{d-1} \\
\epsilon_{k|k-1}^{d} &= \epsilon_{k|k-1}^{d-1}
\end{align*}
\]  

and if \( \nu_{k|k-1}^{d} = k - 1 \),

\[
X_{k|k}^{d} \sim g \left( \frac{1}{\nu_{k|k-1}^{d}} \right) \]

\[ L_{k|k-1}^{d} = L_{k|k-1}^{d-1} + \sum_{l=1}^{L_{k|k-1}} \left[ 1 - p \left( \frac{1}{\nu_{k|k-1}^{d}} \right) \right] \]

\[ u_{k|k}^{d} = u_{k|k}^{d-1} \]

otherwise

\[
X_{k|k}^{d} \sim g \left( \frac{1}{\nu_{k|k-1}^{d}} \right) \]

\[ L_{k|k-1}^{d} = L_{k|k-1}^{d-1} + \sum_{l=1}^{L_{k|k-1}} \left[ 1 - p \left( \frac{1}{\nu_{k|k-1}^{d}} \right) \right] \]

\[ u_{k|k}^{d} = u_{k|k}^{d-1} \]

We note that for each particle used to represent a Bernoulli component, it remains unchanged if its corresponding to a dead trajectory, and that a copy of it is created if it corresponds to an alive trajectory. In the latter case, there is a change in the weight for original particles to account for the probability that the object dies, and for each copy, its weight is updated with the survival probability and its state is propagated to the next time step. The dimensions of particles may be high for long trajectories, but this does not mean that the computation would be infeasible. In the standard particle filter implementations, the trajectory length also increases in time, see, e.g., [66, Eq. (40)]. The particle degeneracy problem in practical implementations is dealt in Section VI-C3. We also note that the particle implementation of the TPMB prediction step is general, which also holds for TPMBM and is not limited to EOT.

B. Update Step

The update step is the same for both the set of alive trajectories and the set of all trajectories, where for each Bernoulli component we only update its probability of existence and the weights of particles while leaving the states of particles unchanged. Assume that the predicted density is a PMB of the form (12) with parameters described in either Section VI-A1 or Section VI-A2, and the updated Poisson intensity \( \lambda_{k|k}(\cdot) \) for undetected trajectories is described by

\[
\begin{align*}
\left\{ \begin{array}{l}
L_{k|k-1}^{d} \\
\mid_{i=1}^{L_{k|k-1}}
\end{array} \right\}
\end{align*}
\]  

and the implementation of particle BP is given as follows, where we omit the auxiliary variables in all the messages and beliefs for notational brevity.

1) Initialization: Each message \( \epsilon_{i,j}^{(p)}(\cdot) \) is represented by a scalar and a set of weighted particles

\[
\left\{ \begin{array}{l}
\epsilon_{i,j}^{(p)}(t_{k|k}^{i}), \chi_{k|k}^{i}, u_{i,j}^{(p)}(t_{k|k}^{i})
\end{array} \right\}_{l=1}^{L_{k|k}}
\]

For \( p = 1 \) and \( i \in \{1, \ldots, n_{k|k}-1\} \), we set

\[
\left\{ \begin{array}{l}
\epsilon_{i,j}^{(1)}(t_{k|k}^{i}), \chi_{k|k}^{i}, u_{i,j}^{(1)}(t_{k|k}^{i})
\end{array} \right\}_{l=1}^{L_{k|k}}
\]

\[ u_{i,j}^{(1)} = \left\{ \begin{array}{ll}
w_{k|k}^{(1)} & k = 0, \epsilon_{i,j}^{(1)}(t_{k|k}^{i}) = 0, \chi_{k|k}^{i} \neq 0, u_{i,j}^{(1)}(t_{k|k}^{i}) = 1, \epsilon_{i,j}^{(1)}(t_{k|k}^{i}) = 1, \chi_{k|k}^{i} = 0, \epsilon_{k|k}^{i} = 0, \end{array} \right.
\]

and for \( i \in \{n_{k|k}-1, \ldots, n_{k|k}\} \), we set

\[
\left\{ \begin{array}{l}
\epsilon_{i,j}^{(1)}(t_{k|k}^{i}), \chi_{k|k}^{i}, u_{i,j}^{(1)}(t_{k|k}^{i})
\end{array} \right\}_{l=1}^{L_{k|k}}
\]

\[ u_{i,j}^{(1)} = \left\{ \begin{array}{ll}
w_{k|k}^{(1)} & \epsilon_{i,j}^{(1)}(t_{k|k}^{i}) = 0, \chi_{k|k}^{i} \neq 0, \epsilon_{k|k}^{i} = 0, \end{array} \right.
\]

2) Measurement Evaluation: For \( i \in \{1, \ldots, n_{k|k}-1\} \), \( j \in \{1, \ldots, m_{k}\} \) and \( i \in \{n_{k|k}-1, \ldots, n_{k|k}\} \), \( j \in \{1, \ldots, n_{k|k}-1\} \), we have

\[
\vartheta_{i,j}^{(p)}(i) = \frac{1}{\chi_{k|k}^{i}} \sum_{l=1}^{L_{k|k}} \left[ v_{k|k}^{l} \right] \times \gamma_{k} \frac{\left( \frac{1}{\chi_{k|k}^{i}} \right)}{L_{k|k}^{i}}.
\]

As for \( i \in \{n_{k|k}-1, \ldots, n_{k|k}\} \), \( j = i - n_{k|k}-1 \), the message \( \vartheta_{i,j}^{(p)}(i) \) is obtained by replacing \( e_{i,j}^{(p)}(\cdot) \) with \( e_{i,j}^{(p)}(\cdot) \) in (55). It should be noted that in (55) we only consider particles that represent alive trajectories.

3) Data Association, Measurement Update, and Extrinsic Information: The data association and measurement update steps do not need to be explicitly implemented. After computing \( \vartheta_{i,j}^{(p)}(\cdot) \), we can then obtain \( e_{i,j}^{(p+1)}(\cdot) \) using (42) and (55). Each message \( e_{i,j}^{(p+1)}(\cdot) \) is an unnormalized Bernoulli density, represented by a scalar and a set of weighted particles

\[
\left\{ \begin{array}{l}
\epsilon_{i,j}^{(p+1)}(t_{k|k}^{i}), \chi_{k|k}^{i}, u_{i,j}^{(p+1)}(t_{k|k}^{i})
\end{array} \right\}_{l=1}^{L_{k|k}}
\]
which can be calculated by first computing the particle-based representation of (43)/(44) and then plugging it into (45)/(46). This yields, for \(i \in \{1, \ldots, n_{k|k-1}\}, j \in \{1, \ldots, m_k\}\)

\[
\begin{align*}
\varepsilon_{i,j}^{(p+1)} &= r_{k|k-1}^{j} \sum_{l=1}^{L_i} w_{i,l}^{(p+1,l)} + 1 - r_{i,k-1}^{j} \\
ln_{i}^{(p+1,l)} &= w_{i,l}^{(1,l)} \prod_{j'=1}^{m_k} \left[ \frac{\ell_k \left( z_{i,j'}^{(p)} \mid X_{k|k}^{(j')} \right) \nu_k \left( X_{k|k}^{(j')} \right) \lambda_k^C \left( z_{i,j'}^{(p)} \right) \xi_{i,j'}^{(p)} \right] \\
&\times \delta_{k-i|k+1} \left[ \nu_{i,1}^{(j)} + 1 \right]
\end{align*}
\]

for \(i \in \{n_{k|k-1} + 1, \ldots, n_k\}, j \in \{1, \ldots, i - n_{k|k-1}\}\)

\[
\begin{align*}
\varepsilon_{i,j}^{(p+1)} &= \sum_{l=1}^{L_i} w_{i,l}^{(p+1,l)} + 1
\end{align*}
\]

for \(i \in \{n_{k|k-1} + 1, \ldots, n_k\}, j \in \{1, \ldots, i - n_{k|k-1} - 1\}\)

\[
\begin{align*}
ln_{i}^{(p+1,l)} &= w_{i,l}^{(1,l)} \prod_{j'=1}^{m_k} \left[ \frac{\ell_k \left( z_{i,j'}^{(p)} \mid X_{k|k}^{(j')} \right) \nu_k \left( X_{k|k}^{(j')} \right) \lambda_k^C \left( z_{i,j'}^{(p)} \right) \xi_{i,j'}^{(p)} \right] \\
&\times \prod_{j'=1}^{i-n_{k|k-1}-1} \left[ \frac{\ell_k \left( z_{i,j'}^{(p)} \mid X_{k|k}^{(j')} \right) \nu_k \left( X_{k|k}^{(j')} \right) \lambda_k^C \left( z_{i,j'}^{(p)} \right) \xi_{i,j'}^{(p)} \right] + 1
\end{align*}
\]

and for \(i \in \{n_{k|k-1} + 1, \ldots, n_k\}, j = i - n_{k|k-1}\)

\[
\begin{align*}
ln_{i}^{(p+1,l)} &= w_{i,l}^{(1,l)} \prod_{j'=1}^{i-n_{k|k-1}} \left[ \frac{\ell_k \left( z_{i,j'}^{(p)} \mid X_{k|k}^{(j')} \right) \nu_k \left( X_{k|k}^{(j')} \right) \lambda_k^C \left( z_{i,j'}^{(p)} \right) \xi_{i,j'}^{(p)} \right] + 1
\end{align*}
\]

4) Belief Calculation: Each belief \(f_{ik}^{(j)}(\cdot)\) is a Bernoulli RFS density, parameterized by

\[
\begin{align*}
\left( r_{ik}^{j}, \left( f_{ik}^{j}(\cdot), X_{k|k}^{(j)}, w_{ik}^{(j)}(\cdot) \right) \right)
\end{align*}
\]

which can be calculated similarly as the extrinsic product \(e_{i}^{(p+1)}(\cdot)\) with the difference that the product in (57) and (59) now needs to enumerate every element, and that normalization is required to ensure that \(f_{ik}^{(j)}(\cdot)\) is a valid density.

Specifically, we have, for \(i \in \{1, \ldots, n_{k|k-1}\}\)

\[
\begin{align*}
ln_{i}^{(p,l)} &= w_{i,l}^{(1,l)} \prod_{j'=1}^{m_k} \left[ \frac{\ell_k \left( z_{i,j'}^{(p)} \mid X_{k|k}^{(j')} \right) \nu_k \left( X_{k|k}^{(j')} \right) \lambda_k^C \left( z_{i,j'}^{(p)} \right) \xi_{i,j'}^{(p)} \right] \\
&\times \delta_{k-i_{ik}^{j}+1} \left[ \nu_{i,1}^{(j)} + 1 \right]
\end{align*}
\]

and for \(i \in \{n_{k|k-1} + 1, \ldots, n_k\}\)

\[
\begin{align*}
ln_{i}^{(p,l)} &= w_{i,l}^{(1,l)} \prod_{j'=1}^{m_k} \left[ \frac{\ell_k \left( z_{i,j'}^{(p)} \mid X_{k|k}^{(j')} \right) \nu_k \left( X_{k|k}^{(j')} \right) \lambda_k^C \left( z_{i,j'}^{(p)} \right) \xi_{i,j'}^{(p)} \right] \\
&\times \delta_{k-i_{ik}^{j}+1} \left[ \nu_{i,1}^{(j)} + 1 \right] + 1
\end{align*}
\]

\[
\begin{align*}
r_{k|k-1}^{i} &= \frac{\sum_{l=1}^{L_i} \sum_{i} \ln_{i}^{(p,l)}}{\sum_{i} \ln_{i}^{(p,l)} + 1 - r_{k|k-1}^{i}}
\end{align*}
\]

and find those \(i_{ik}^{j}\) with probability (66) smaller than a threshold. Then, we discard particles with the corresponding trajectory end times and renormalize the particle weights and the probability of existence \(r_{k|k}^{i}\). At last, we note that computational complexity can be further reduced by censoring of messages and reordering of measurements, see [16] for details.

2) Measurement-Driven Initialization of Newly Detected Trajectories: In the initialization step of particle BP described in Section VI-B1, particles describing newly detected trajectories are set as particles representing undetected trajectories. For noninformative birth densities, e.g., a single Gaussian with very large covariance and uniform
distribution, it becomes more advantageous to use importance sampling and directly draw samples from a proposal density related to the measurement likelihood $\ell_k(\cdot)$\footnote{If $\ell_k(z_k|x_k)$ does not depend on all the elements of $x_k$, one can draw samples of elements of $z_k$ that do not depend on $z_k$ from a suitable proposal density, e.g., a Gaussian or a uniform distribution.} [48].

Specifically, in the initialization step, for $i \in \{n_{k_{k-1}} + 1, \ldots, n_{k_{k-1}}\}$ and $l \in \{1, \ldots, L^u_{k_{k-1}}\}$, we draw sample $\chi_{k|k}^{i,l}$ from a proposal density $\ell_k^i(\cdot|z_{i-m_{k-1}}, \cdot)$, and its corresponding weight $w_{i,j}^{(1)}$ is given by

$$
w_{i,j}^{(1)} \propto \sum_{l=1}^{L^u_{k|k-1}} w_{i,k|k-1}^{0,0}(l) e^{-\gamma_z(\chi_{k|k}^{i,l} - x_{k|k-1})} \ell_k^i(\chi_{k|k}^{i,l} | z_{i-m_{k-1}})$$

where $K(\cdot)$ is a user-defined kernel function [48], typically a multivariate Gaussian with suitable covariance. At last, the weight $w_{i,j}^{(1)}$ needs to be normalized such that its sum is given by

$$
\sum_{j=1}^{L^e_{k|k-1}} w_{i,j}^{(1)} = w_{i,k|k-1}^{0,0}(l) e^{-\gamma_z(\chi_{k|k}^{i,l} - x_{k|k-1})}.
$$

In practical scenarios, the birth density is typically uniform or a Gaussian mixture. For these cases with state-independent Poisson measurement rate $\gamma_y$, it is not necessary to consider particle representation of the Poisson intensity of undetected trajectories $\lambda_{k|k}(\cdot)$, and consequently, there is no need to draw particles in the prediction step for undetected trajectories. In particular, when the birth density is uniform, $\lambda_{k|k}(\cdot)$ can be approximately represented using only a scalar [48], whereas when the birth density is a Gaussian mixture, $\lambda_{k|k}(\cdot)$ can be computed using the Gaussian implementation in [52]. For the more general cases, one can also use a grid of points to model the Poisson intensity of undetected objects [67].

3) Trajectory Estimation: One problem with sequential importance sampling is weight degeneracy, which can be reduced by resampling particles that represent alive trajectories [65]. Furthermore, resampling can be used to cap the number of particles in single-trajectory density/intensity representation. We also note that, by keeping the full sample histories in the prediction step, particle filtering provides an approximation to the smoothing problem as a by-product. However, the resulting approximation also tends to be degenerate for alive trajectories at some point in the past as many particles may share the same history at earlier time steps [68]. We proceed to describe how to obtain reasonable trajectory estimates in the proposed TPMB implementation.

We first select Bernoulli components with existence probability above a threshold, and then, from each of them, we obtain a single-trajectory estimate from a set of weighted particles (i.e., a mixture of Dirac delta single-trajectory densities) as follows. At time step $k'$, given the particle representation of single-trajectory density of the $i$th Bernoulli component,

$$
\left\{ \left( w_{k'|k'}^{i,0}(l), t_{k'|k'}^{i,0}(l), x_{k'|k'}^{i,0}(l) \right) \right\}_{l=1}^{L^e_{k'|k'}}
$$

we extract and store the particle representation of the marginal single-object state at time step $k'$

$$(w_{k'|k'}^{i,l}(l), X_{k'|k'}^{i,l}(l)) : l \in L^e_{k'}$$

$$(l: k' - t_{k'|k'}^{i,l}(l) + 1 = v_{k'|k'}^{i,l})$$

where $v_{k'|k'}^{i,l}$ is the length of $X_{k'|k'}^{i,l}$. To extract the trajectory estimate at time step $k' \leq k$, we first compute the probability mass functions of the trajectory start time $t_s^i$ and end time $t_e^i$, which are given by

$$P(t_s^i = t) = \frac{1}{\sum_{l=1}^{L^e_{k|k}} w_{k|k}^{i,0}(l)} \sum_{l=1}^{L^e_{k|k}} w_{k|k}^{i,0}(l) \ell_k^i(t_s^i, x_{k|k})$$

and (66), respectively. Note that for the implementation considering the set of current trajectories, we have $P(t_e^i = k) = 1$.

Next, we find the maximum a posteriori estimates $\hat{t}_s^i$ and $\hat{t}_e^i$ of the trajectory start and end times. Then, we can obtain the object state estimate at time step $k'$ with $t_s^i \leq k' \leq t_e^i$ by

$$\hat{x}_{k'}^i = \frac{1}{\sum_{l=1}^{L^e_{k|k}} w_{k|k}^{i,0}(l)} \sum_{l=1}^{L^e_{k|k}} w_{k|k}^{i,0}(l) X_{k|k}^{i,l}$$

where $\{w_{k|k}^{i,0}(l), X_{k|k}^{i,l}(l) : l \in L^e_{k'}\}$ are prestored particles (67) at previous time steps. This can be understood as using a type of $L$-scan approximation [52] with $L = 1$ for the object states. In the general $L$-scan approximation [55], past states of the trajectories before the last $L$ time steps are considered independent, and no smoothing is performed when $L = 1$. For Gaussian implementations, a larger $L$ yields more smoothed trajectory estimates. As for particle implementations, using a large $L$ does not necessarily improve the trajectory estimates due to the particle history degeneracy problem.

At last, we note that, if desired, individual smoothed trajectory estimate can be obtained using, e.g., backward simulation [51], which is described in Appendix D of the Supplementary Material. Backward simulation can be applied either only at the final time step or in a sliding window in the form of fixed-lag smoothing. Doing so does not improve the accuracy of the data association results or the object cardinality estimates. It is also possible to consider joint backward simulation of the whole multitrajectory distribution [64], where improved data associations can be obtained during backward smoothing.

D. Discussion

The connection between the proposed TPMB filter and the SPA filter [17] can be understood as follows. The SPA filter may be seen as a TPMB filter for the set of alive trajectories, where previous object states are marginalized out and the PPP intensity of undetected objects is set to zero after the update step. From another perspective, the TPMB filter may be regarded as a derivation of the SPA filter using RFSs, with undetected objects/trajectories propagated over time in parallel using the standard PMBM equations for
the PPP, which are equivalent to a zero-measurement PHD filter [69].

There are several important differences between the proposed TPMB filters and the SPA filter in [17]. First, the set of undetected objects is explicitly modeled as a PPP in the TPMB filters, and its Poisson intensity is propagated over time. This becomes advantageous when the state-dependent Poisson measurement rate \( \gamma_k(\cdot) \) is small, which could happen in, e.g., scenarios with low sensor resolution, occlusion, or long distance between the sensor and the objects. One such application is EOT with long-range automotive radar. Second, the object survival probability \( p^s(\cdot) \) is state dependent in the TPMB filters.

Lastly, the TPMB filter directly reports trajectory estimates from local trajectory hypotheses (trajectory Bernoulli components), and therefore, these trajectory estimates do not have any gaps in between. As a comparison, the SPA filter in [17] only estimates the set of object states at the current time step, and postprocessing is required to link object state estimates at different time steps and to bridge possible gaps. In addition, although for both implementations, smoothed object state estimates can be obtained using particle smoothing techniques, and the particle TPMB filters also provide smoothed estimate of the start time and length of trajectories, in the sense that estimates at early time steps may be refined at later time steps. This is an important feature for MOT algorithms based on sets of trajectories.

VII. SIMULATION RESULTS

In this section, we present the results from a MC simulation with 200 runs where the performance of the following multiple extended object trackers are compared: 5

1) TPMB filter using BP, referred to as TPMB-BP.
2) PMB filter using BP, referred to as PMB-BP.
3) The SPA filter [17].
4) TPMB and PMB filters using C&A [34], referred to as TPMBM-C&A and TPMBM-CA.
5) TPMBM and PMB filters using stochastic optimization [33], referred to as TPMBM-SO and TPMB-SO.

For all the TPMBM and TPMB filters, we consider the implementations for the set of all trajectories. We also present PMB-BP, which can be obtained from TPMB-BP by marginalizing out all the previous states after the prediction step [59], and its trajectory estimates are obtained by linking object state estimates that originate from the same first detection (i.e., the same Bernoulli component). Note that TPMB-BP and PMB-BP have the same filtering performance in terms of the set of current object states estimate.

A. Single-Object Model

There are several extended object models available in the literature, see [3] for an overview. We consider the random matrix model in [70], in which the object shape is approximated as an ellipse. The random matrix model has been used in several PBM implementations [32], [33], [34], [37], thereby making the comparison easy.

The single-object state \( x_k = (e_k, E_k) \), represented using a tuple \( [20, \text{Eq. (21.88)}] \), consists of a kinematic state vector, which describes the 2-D position and velocity of the object, and an extent state \( E_k \), which is a \( 2 \times 2 \) symmetric positive definite matrix. We assume that the object moves according to a nearly constant velocity model and its extent remains unchanged over time. In this case, the object state transition density is

\[
g_k(x_k|x_{k-1}) = \mathcal{N}(e_k; Fe_{k-1} + Q) \mathcal{W}(E_k; E_{k-1}/q, q)
\]

where \( F \) is a \( 2 \times 2 \) identity matrix, \( \otimes \) denotes the Kronecker product, \( T_s \) is the sampling period, \( \sigma_q \) is standard acceleration deviation, and \( \mathcal{W}(E_k; E_{k-1}/q, q) \) represents a Wishart distribution with mean \( E_k \) and degree of freedom \( q \). The single measurement likelihood is

\[
e_k(z_k|x_k) = \mathcal{N}(z_k; He_k, \rho E_k + R)
\]

where \( \rho > 0 \) is a scaling factor and \( \sigma_r \) is the measurement noise deviation.

The gamma distribution is the conjugate prior for the Poisson likelihood, whereas the Gaussian inverse-Wishart (GIW) distribution is the conjugate prior for the multivariate Gaussian likelihood with unknown mean and covariance. Therefore, the single-object state density in TPMBM(SM)-CA and TPMBM(SM)-SO is a gamma GIW (GGIW).

B. Simulation Scenario

We consider the same scenario as in [17] where ten object tracks intersect at the center of the region of interest of size \([-150 \text{ m}, 150 \text{ m}] \times [-150 \text{ m}, 150 \text{ m}] \). The ten objects start moving toward the center from positions uniformly placed on a circle of radius 75 m around the center with initial velocity 10 m/s, and then they become closely spaced for some time before they separate. The extent of each object is obtained by sampling from an inverse-Wishart distribution with mean \( 9I_2 \) and degree of freedom 1000. The object survival probability is \( p^s = 0.99 \). The following parameters for the single-object model specified in Section VII-A are used: \( T_s = 0.2 \), \( \sigma_q = 1 \), \( q = 1000 \), \( \rho = 1 \), and \( \sigma_r = 1 \). The PPP clutter is uniformly distributed in the region of interest with mean \( \gamma^c = 10 \). Three different settings for the mean number of measurements in the Poisson spatial model are considered: \( \gamma \in \{3, 5, 7\} \), and the corresponding effective

5MATLAB implementations of TPMB-BP and PMB-BP are available at https://github.com/yuhsuansia/Trajectory-PMB-EOT-BP. MATLAB implementation of SPA is available at https://github.com/meyer-ucsd/EOT-TSP-21. MATLAB implementations of TPMBM(1)-CA and TPMBM(1)-SO are available at https://github.com/yuhsuansia/Extended-target-PMBM-tracker.
probabilities of detection are approximately \(1 - \ell(\theta|\cdot) \in [0.950, 0.993, 0.999]\).

C. Implementation Details

For all the implementations, the Poisson rate of PPP birth is set to 0.01, and in the birth density, the velocity is Gaussian distributed with zero mean and covariance \(100I_2\), and the extent is inverse-Wishart distributed with mean \(9I_2\) and degree of freedom 1000. For particle-based implementations, the position in the birth density is uniformly distributed in the region of interest, whereas for GGIW implementations, the position is Gaussian distributed with zero mean and covariance \(150^2I_2\), and the Poisson measurement rate is gamma distributed with shape 1000 and scale 1000.

For implementations using particle BP, each particle describes both kinematic and extent states, and therefore more particles are needed to guarantee a reasonable performance as compared with particle-based implementation for point object tracking [47]. Moreover, new kinematic and extent states are obtained by sampling the Gaussian and Wishart distributions, respectively. We note that it is not difficult to generate random Wishart matrices. Empirical results show that the runtime taken by sampling from the Gaussian and Wishart distributions is rather marginal.

For PMB-BP and SPA, the number of particles is 2000, whereas for TPMB-BP, the number of particles is adaptive, and we set \(L_b = 2000\). Empirical results show that using 2000 particles is a good tradeoff between runtime and estimation performance. For all these three implementations, the number of message passing iterations is set to 3, and the measurement-driven initialization of newly detected objects, as described in Section VI-C2, is used, where samples of state elements that do not depend on the measurements are drawn from the birth density. In addition, we use message censoring and measurement reordering, as discussed in [16], to facilitate track initialization and reduce computational complexity. Furthermore, we prune Bernoulli components with probability of existence smaller than \(10^{-3}\). For TPMB-BP, we further discard particles using (66) with threshold \(10^{-4}\).

For GGIW implementations, we prune global hypotheses (MBs) with weight smaller than \(10^{-2}\) and Bernoulli components with probability of existence smaller than \(10^{-3}\). We also prune GGIW components in the PPP intensity of undetected objects with weight smaller than \(10^{-3}\). In addition, we use ellipsoidal gating with gate size 13.8 to reduce computational complexity. For TPMB(M)-CA and TPMB(M)-SO, we consider \(L\)-scan implementation with \(L = 1\), i.e., no smoothing-while-filtering is performed. Furthermore, Bernoulli components with probability being alive at current time step smaller than \(10^{-4}\) are not updated. For TPMB(M)-CA, we first apply the density-based spatial clustering of applications with noise (DB-SCAN) using 200 different distance values equally spaced between 0.1 and 20 to obtain a set of different measurement partitions, and then for each measurement partition and global hypothesis \(a\), we apply Murty’s algorithm\(^6\) [72] to find the \([1000w_a^2]\) best cluster-to-Bernoulli assignments. For TPMB(M)-SO, the number of iterations in SO at time step \(k\) is set to 10\(m_k\).

For all the implementations, the object/trajectory estimates are extracted from Bernoulli components with probability of existence no smaller than 0.5.

D. Performance Evaluation

The trajectory estimation performance is evaluated using the linear programming (LP) metric \(d(\cdot, \cdot)\) for sets of trajectories [56] with parameters: cutoff distance 20, order 1, and track switch cost 2, see Appendix E of the Supplementary Material for the detailed expression. The LP metric is integrated with the Gaussian Wasserstein distance for performance evaluation of extended object estimates with ellipsoidal extent [73]. In the simulated scenarios, we apply the metric at each time step, and normalize it by the time step. This enables a comparison of how the LP metric (filtering performance) evolves over time.

We also apply the LP metric [56] at the final time step to measure the smoothing error. Only the smoothing of kinematic states is performed, which is given by the backward simulation (with 100 iterations) and Rauch–Tung–Striebel smoother [65] for particle-based and GGIW implementations, respectively.

E. Results

The filtering and smoothing estimation errors in terms of the LP trajectory metric are presented in Figs. 4 and 5, respectively. In addition, the decompositions of the trajectory metrics into costs due to state estimation error, missed and false detections, as well as track switches, are given in Tables I and II. The results show that implementations using particle BP have the best estimation performance, followed by implementations using SO.

\(^6\)The C++ implementation in the Tracker Component Library [71] is used.
The different implementations have similar estimation performance when objects are well spaced. When objects become closely spaced, implementations using C&A and SO present increased estimation error, and in particular, implementations using C&A suffer from false detection error. This is because the clustering algorithm does not yield reasonable results when objects are in proximity: the generated measurement partitions contain either many small clusters or a single big cluster. For TPMB(M)-CA in the simulated scenario, the hypotheses with many small clusters have higher likelihoods, and therefore, they tend to overestimate the number of objects. This also explains why implementations using C&A show increased estimation error when the Poisson measurement rate $\gamma$ increases.

The tables and diagrams provide a detailed comparison of filtering and smoothing performance across different implementations and measurement rates. The tables summarize the performance metrics over all time steps, while the diagrams illustrate the performance trends over time for specific measurement rates.

**TABLE I**

| Method       | Performance | $\gamma = 3$ | $\gamma = 5$ | $\gamma = 7$ |
|--------------|-------------|---------------|---------------|---------------|
| PMB-BP       | Total       | State | Miss | False | Switch | Total       | State | Miss | False | Switch | Total       | State | Miss | False | Switch |
| PMB-BP       | 123.4       | 120.9 | 12.4 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |
| SPA          | 1452.1      | 1450.3 | 17.8 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |
| TPMBM-CA     | 1230.4      | 1209.0 | 12.4 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |
| TPMBM-SO     | 1230.4      | 1209.0 | 12.4 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |

**TABLE II**

| Method       | Performance | $\gamma = 3$ | $\gamma = 5$ | $\gamma = 7$ |
|--------------|-------------|---------------|---------------|---------------|
| PMB-BP       | Total       | State | Miss | False | Switch | Total       | State | Miss | False | Switch | Total       | State | Miss | False | Switch |
| PMB-BP       | 123.4       | 120.9 | 12.4 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |
| SPA          | 1452.1      | 1450.3 | 17.8 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |
| TPMBM-CA     | 1230.4      | 1209.0 | 12.4 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |
| TPMBM-SO     | 1230.4      | 1209.0 | 12.4 | 1.5   | 2.0     | 109.1       | 99.5 | 12.8 | 1.4   | 2.0     | 96.2       | 88.5 | 12.6 | 1.4   | 2.0     |

The tables and diagrams provide a detailed comparison of filtering and smoothing performance across different implementations and measurement rates. The tables summarize the performance metrics over all time steps, while the diagrams illustrate the performance trends over time for specific measurement rates.
which is instead the opposite for implementations using SO or particle BP that avoid clustering. Compared with implementations using SO, implementations using particle BP enjoy a better tradeoff between estimation performance and runtime. When the data association uncertainty is high, implementations using SO need a significant number of iterations in the sampling step to obtain hypotheses with high likelihoods. However, when the objects are relatively well spaced, implementations using SO actually present better performance. This can be observed in Fig. 5 around time step 15 to time step 20, and the difference is most noticeable in the case $\gamma = 7$.

For the three different implementations using particle BP, PMB-BP slightly outperforms SPA, and the moderate performance advantage of PMB-BP over SPA can be explained by the fact that PMB-BP also propagates the density of undetected objects over time. TPMB-BP shows the best trajectory estimation performance since estimates of trajectory end time at earlier time steps may be improved at later time steps. This is most obvious for the case $\gamma = 3$ where both PMB-BP and SPA present increased false detection error when objects die. When $\gamma = 3$, the effective probability of detection 0.95 is smaller than the object survival probability 0.99. Therefore, it is likely that the object death events cannot be immediately reported by the multi-object filter.

The average runtime\(^7\) of different implementations is given in Table III. As can be seen, PMB-BP and SPA are the fastest. TPMB-BP is slower than TPMB-SO, but it has significantly better estimation performance. It has been observed that a time-consuming part of the current implementation of TPMB-BP is the appending of particles representing dead trajectories in the prediction step via struct arrays. Possible improvements may be brought by implementing TPMB-BP is the appending of particles representing dead trajectories in the prediction step via struct arrays. Possible improvements may be brought by using more efficient data structures.

VIII. CONCLUSION

In this article, we present a PMBM conjugate prior on the posterior of sets of trajectories for a generalized measurement model. We also present the factor graph representation of the joint posterior of the PMBM set of trajectories and association variables for the Poisson spatial measurement model. Based on these important theoretical contributions, we present two TPMB filters for multiple EOT implemented using particle BP: one estimates the set of alive trajectories, and the other estimates the set of all trajectories. The proposed implementations show excellent performance advantages when objects move in proximity, while also providing full trajectory information.

For the future work, it would be interesting to investigate how to extend the current work to consider multi-scan data associations [74] and tracking co-existing point and extended objects [35]. Another interesting future work direction is to study how to integrate the particle flow filter [75], which does not suffer from the particle path degeneracy problem, into filters based on sets of trajectories, such that one can directly extract trajectory estimates from the multi-trajectory posterior density.
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