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Abstract: In this paper, we completely characterize time-reversal invariant three-dimensional Chern-Simons gauge theories with torus gauge group. At the level of the Lagrangian, toral Chern-Simons theory is defined by an integral lattice, while at the quantum level, it is entirely determined by a quadratic function on a finite Abelian group and an integer mod 24. We find that quantum time-reversally symmetric theories can be defined by classical Lagrangians defined by integral lattices which have self-perpendicular embeddings into a unimodular lattice. We find that the quantum toral Chern-Simons theory admits a time-reversal symmetry iff the higher Gauss sums of the associated modular tensor category are real. We conjecture that the reality of the higher Gauss sums is necessary and sufficient for a general non-Abelian Chern-Simons to admit quantum T-symmetry.
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1 Introduction

Three-dimensional Chern-Simons theory is one of the most interesting and well-studied topological quantum field theories. It has a wide range of applications, from the mathematics of invariants of three-manifolds and knots to the physics of the fractional quantum Hall effect and topological quantum computation. In a series of papers beginning with [72] it was observed that some Chern-Simons theories admit nontrivial time-reversal symmetries. See [16, 51] for summaries of known results. In the present paper we completely classify time-reversal invariant (spin) Chern-Simons theories with torus gauge group.

The basic idea of the classification is very simple (it is reviewed with some more care in the next section). It was demonstrated in [7] that the 2-3 quantum theory is completely determined by a choice of finite Abelian group \( \mathcal{D} \) (which can be viewed as the group of anyons, or as the group of so-called “one-form symmetries”), together with a quadratic function on it \( \hat{q} : \mathcal{D} \rightarrow \mathbb{Q}/\mathbb{Z} \). A quadratic function is one for which

\[
b(x, y) := \hat{q}(x + y) - \hat{q}(x) - \hat{q}(y) + \hat{q}(0)
\]

is bilinear form on \( \mathcal{D} \). (We will assume that the bilinear form is always non-degenerate.) The pair \((\mathcal{D}, \hat{q})\) is subject to a suitable equivalence relation recalled in the next section. The result of [7] was extended to the fully extended 0-1-2-3 theory in [32]. The time-reversal invariant theories are simply those such that \((\mathcal{D}, \hat{q})\) is equivalent to \((\mathcal{D}, -\hat{q})\). We classify such pairs of time-reversally-symmetric group-with-quadratic-function by building on the work of Wall [77], Miranda [54, 55], and Kawauchi and Kojima [46]. The main result is that a pair is time-reversal if and only if all the higher Gauss sums associated to the quadratic function \( \hat{q} \) are real. In the language of (super-) modular tensor categories, we find all “pointed” (super-) MTCs that are equivalent to their time-reversal.

It is of course interesting to extend the result to Chern-Simons theories with non-Abelian gauge group. We propose that the proper criterion is that the associated modular tensor category is equivalent to its reverse, where the braiding transformation has been time-reversed. (This criterion has also been proposed in [49, 51].) Phrasing the problem this way suggests that a simple criterion is that the modular tensor category should have real higher Gauss sums defined in [65]. We conjecture that any MTC with all higher Gauss sums real correspond to a time-reversal Chern-Simons theory. These higher Gauss sums have played a role in some recent developments in TQFT [34, 43].

This paper is organized as follows. In Section 2, we set the notation, introduce key definitions and formulate the main problem. In Section 3, we review the classification of finite forms \((\mathcal{D}, b)\), and we describe the forms isomorphic to their negation. We then review the Witt group of finite bilinear forms. In Section 4, we assemble time-reversal quantum data from finite forms and discuss the groups of anti-unitary symmetries they enjoy. In Section 5, we describe Lagrangians whose quantum data is time-reversal symmetric and partially describe classically symmetric theories. In Section 6, we review modular tensor categories and formulate the conjecture about the time reversal in non-Abelian Chern-Simons. We

\[\text{topological liquids with a transparent time-reversal symmetry were discussed in [61, 63] and their Chern-Simons description in [40, 62].}\]
summarize our main results in Section 7 and list some open problems. We review some auxiliary maps between finite forms in Appendix A, Seifert invariants in Appendix B, signature invariants in Appendix C, and review the categorical Witt group in Appendix D.

This paper is dedicated to the memory of Krzysztof Gawedzki. One of us (GM) had the privilege of enjoying many excellent scientific interactions with Krzysztof. He will be sorely missed.

2 Toral Chern-Simons-Witten Theory and Finite Forms

In this letter, we analyze how the toral Chern-Simons theories behave under the time-reversal transformation and study the condition for this family of topological quantum field theories to be time-reversal invariant. The definition of the $U(1)^N$ Chern-Simons gauge theory requires a choice of a rank $N$ integral symmetric bilinear form $K$ such that the CS functional informally reads

$$CS_{\Lambda,K} = \frac{1}{4\pi} \int_X K_{IJ} A_I \wedge dA_J,$$  \hspace{1cm} (2.1)

where $K_{IJ} = K(e_I,e_J)$ is the matrix of $K$ in the given basis for a lattice $\Lambda$. The gauge fields are normalized so that $F/2\pi$ has integral periods. This theory requires a choice of spin-structure for $X$ if $K$ is odd and does not require this extra choice if $K$ is even. In the former case, the theory is called spin, while in the latter, it is called bosonic. For a proper definition of the functional (2.1), and related matters, see [7, 75]. Ultimately, $K$ is an element of $H^4(BT,\mathbb{Z})$ where $T$ is the Abelian torus. Due to the isomorphism between $H^4(BT,\mathbb{Z})$ and the space of integral symmetric bilinear forms, will mean by $K$ the corresponding object in the space forms.

To begin, we set some notation. By a lattice $(\Lambda,K)$, we mean a finitely generated free $\mathbb{Z}$-module $\Lambda$ together with the bilinear form $K$ on it. Here and everywhere below, the form $K$ is assumed to be integral, symmetric, generically odd, and non-degenerate. If it does not lead to confusion, the lattice is denoted simply by $\Lambda$. As a gauge theory, $CS_{\Lambda,K}$ does not depend on the choice of basis for $\Lambda$, it rather depends on the isomorphism class of $(\Lambda,K)$ in the space of integral lattices. Classification of integral lattices is a notoriously complicated task, however, as we shall review, the full quantum theory defined by $(\Lambda,K)$ depends on a set of invariants that is much coarser than the isomorphism class. We proceed to a review of the classification of quantum toral Chern-Simons theories and associated lattice invariants first discussed in [7].

As a free module, $\Lambda$ can be embedded in the dual module $\Lambda^* = \text{Hom}(\Lambda,\mathbb{Z})$ by using the non-degenerate form $K$: in terms of the original lattice, the dual lattice reads $\Lambda^* = \{ x \in \Lambda \otimes \mathbb{Q} \mid K(x,\mu) \in \mathbb{Z} \text{ for all } \mu \in \Lambda \}$. Further, the form $K$ can be extended to the whole $\Lambda^*$ by $\mathbb{Q}$-linearity, giving rise to a form on the dual module:

$$K^*: \Lambda^* \times \Lambda^* \to \mathbb{Q}.$$  \hspace{1cm} (2.2)
Then, we define the discriminant group $\mathcal{D} = \Lambda^*/\Lambda$, it is a finite Abelian group of order $|\mathcal{D}| = |\det K|$ which can be equipped with the following torsion form:

$$b: \mathcal{D} \times \mathcal{D} \to \mathbb{Q}/\mathbb{Z},$$

$$b(x + \Lambda, y + \Lambda) = K^*(x, y) \mod 1.$$  \hspace{1cm} (2.3)

We call the pair consisting of a symmetric non-degenerate bilinear form $b$ and a finite Abelian group $\mathcal{D}$ simply by a finite bilinear form: the discriminant form on $\mathcal{D}$ is a finite bilinear form as long as $K$ is non-degenerate.

Given a lattice $(\Lambda, K)$, a quadratic refinement for it is a function $\hat{Q}: \Lambda \to \mathbb{Z}$ satisfying

$$\hat{Q}(\mu + \nu) - \hat{Q}(\mu) - \hat{Q}(\nu) + \hat{Q}(0) = K(\mu, \nu) \quad \text{for all } \mu, \nu \in \Lambda.$$  \hspace{1cm} (2.5)

A quadratic form is a quadratic refinement also satisfying $Q(n\mu) = n^2Q(\mu)$ for all $n$. Analogously, we define a quadratic refinement for finite bilinear form $(\mathcal{D}, b)$: this is a function $\hat{q}: \mathcal{D} \to \mathbb{Q}/\mathbb{Z}$ satisfying

$$\hat{q}(x + y) - \hat{q}(x) - \hat{q}(y) + \hat{q}(0) = b(x, y) \quad \text{for all } x, y \in \mathcal{D},$$  \hspace{1cm} (2.6)

while a quadratic form $q$ for $b$ is a quadratic refinement that also satisfies $q(nx) = n^2q(x)$ (alternatively, it must satisfy $q(-x) = q(x)$ and $q(0) = 0$). Note, the quadratic refinements that are not necessarily quadratic forms will be distinguished by a hat, like $\hat{Q}$ and $\hat{q}$, while quadratic forms are always unhatted, like $Q$ and $q$. The standard way to obtain a quadratic form for the even lattice $K$ is to define $Q(\mu) = K(\mu, \mu)/2$. If $K$ is odd, then $K(\mu, \mu)/2$ is not always an integer, and quadratic form refining $K$ does not exist. In order to deal with this problem, we define a quadratic refinement by picking a characteristic vector $W \in \Lambda^*$, i.e., a vector satisfying

$$K(W, \mu) \equiv K(\mu, \mu) \mod 2 \quad \text{for all } \mu \in \Lambda.$$  \hspace{1cm} (2.7)

For any choice of $W$, $K(\mu, \mu - W)/2$ is a quadratic refinement of $K$. Moreover, we can shift this refinement by any constant. It is convenient to define the standard quadratic refinement for $K$ odd as $\hat{Q}_W(\mu) = K(\mu, \mu - W)/2 + K(W, W)/8$. This definition depends on the choice of $W$ in a very mild way. One checks that for any $W' \in \Lambda^*$, there exists an element $\mu' \in \Lambda$ such that $\hat{Q}_{W+2W'}(\mu) = \hat{Q}_W(\mu - \mu')$. Therefore, up to a shift of the argument, quadratic refinements defined above depend only on the class $[W] \in \Lambda^*/2\Lambda^*$. In the bosonic (even) case, this class can be chosen 0, while in the spin (odd) case, a choice of non-trivial class $[W]$ is required. The refinement $\hat{Q}_W(\mu)$ descends to a refinement $\hat{q}_W(x)$ on the discriminant group in the full analogy with the discriminant bilinear form.

Another invariant of the integral lattice $K$ is its signature $\sigma$ – the difference between the numbers of positive and negative eigenvalues of $K$ diagonalized over $\mathbb{Q}$. The Gauss-Milgram formula (see, e.g. [39, 76]) states that the Gauss sum for the standard quadratic refinement $\hat{q}_W$, obtained from the lattice $(\Lambda, K)$, satisfies

$$\frac{1}{\sqrt{\mathcal{D}}} \sum_{x \in \mathcal{D}} e^{2\pi i \hat{q}_W(x)} = e^{2\pi i \sigma/8}.$$  \hspace{1cm} (2.8)
Let us define relations that will play a key role in our further discussion. Notice that a quadratic (bilinear) form precomposed with a group automorphism is another quadratic (bilinear) form. Since it is unreasonable to distinguish between isomorphic groups, we give the following definition of isomorphic quadratic (bilinear) forms on lattices and finite Abelian groups.

**Definition 2.1.** Integral lattices $(\Lambda, K)$ and $(\Lambda', K')$ are isomorphic $(\Lambda, K) \sim (\Lambda', K')$ if there exists an isomorphism of free modules $F : \Lambda \to \Lambda'$ such that $K = K' \circ F$.

**Definition 2.2.** Finite bilinear forms $(\mathcal{D}, b)$ and $(\mathcal{D}', b')$ are isomorphic $(\mathcal{D}, b) \sim (\mathcal{D}', b')$ if there exists a group isomorphism $f : \mathcal{D} \to \mathcal{D}'$ such that $b = b' \circ f$.

Finite quadratic forms $(\mathcal{D}, q)$ and $(\mathcal{D}', q')$ are isomorphic $(\mathcal{D}, q) \sim (\mathcal{D}', q')$ if there exists a group isomorphism $f : \mathcal{D} \to \mathcal{D}'$ such that $q = q' \circ f$.

There is an extra transformation which is allowed for quadratic refinements but not for quadratic forms. Notice that the shift of the argument maps a quadratic form to a quadratic refinement. On the contrary, a shift of the argument of a quadratic refinement

$$
\hat{q}(x) \mapsto \hat{q}'(x) = \hat{q}(x - \delta) = \hat{q}(x) + \hat{q}(-\delta) + b(x, -\delta) - \hat{q}(0)
$$

(2.9)
gives another quadratic refinement refining the same bilinear form $b$ as $\hat{q}$ refines. Motivated by this observation, we introduce the following equivalence relation

**Definition 2.3.** Quadratic refinements $\hat{q}$ and $\hat{q}'$ defined on $\mathcal{D}$ are equivalent $\hat{q} \sim \hat{q}'$ if there exists $\delta \in \mathcal{D}$ such that $\hat{q}(x) = \hat{q}'(x + \delta)$ for all $x \in \mathcal{D}$. The equivalence class of $\hat{q}$ is denoted by $\{\hat{q}\}$.

With this new notation, we reformulate the previous result: given an integral lattice $(\Lambda, K)$, the class of the quadratic refinement $\{q_W\}$ does not depend on the choice of the representative of the class $[W] \in \Lambda^*/2\Lambda^*$.

### 2.1 Quantization of lattices

In the previous section, we defined various invariants associated with integral lattices. Let us review the role those invariants play in the description of the quantum Abelian Chern-Simons-Witten theory.

It was shown in [7] that the classical spin Chern-Simons theory, defined by the lattice $(\Lambda, K)$, upon quantization becomes a theory which depends only on the quartet of lattice invariants $(\mathcal{D}, b, \{\hat{q}_W\}, \sigma \mod 24)$ — all topological invariants of manifolds assigned by this TQFT can be expressed through these four invariants. Note that [7] only classified torus CSW theory as a non-extended 2-3 spin TQFT, while torus CSW as a fully-extended 0-1-2-3 TQFT was analyzed in [32, 38].

Observe that keeping $b$ in the quartet is not necessary as $b$ can always be reconstructed from $\hat{q}$ according to (2.6). Nevertheless, we keep this redundant data in the quartet for a reason: many functions can refine the same finite form, and we will be finding refinements after fixing a finite form. In other words, we keep the redundancy to be aligned with the logic of this paper.
The process of quantization of a toral CS theory can be seen as the following mapping:

$$(\Lambda, K) \mapsto (\mathcal{D}, b, \{\hat{q}_W\}, \sigma \mod 24), \quad (2.10)$$
called “quantization of lattice” in [75]. While the quantization is far from injective, it is surjective. It was shown by Wall in [77] that any finite form $(\mathcal{D}, b)$ is a discriminant form for some integral lattice. Moreover, it was shown in Proposition 3.60 of [75] that there exists a unique class $[W]$ such that $\{q\} = \{q_W\}$. Therefore, any abstract quartet subject to (2.8) lifts to a (generically odd) lattice. If the quartet contains a refinement that is also a quadratic form, then such a quartet lifts to an even lattice. See [79] for examples of such a reconstruction in the bosonic case.

In summary, quantum toral CSW theory is defined by a quartet $(\mathcal{D}, b, \{\hat{q}_W\}, \sigma \mod 24)$. The following isomorphism relation is natural.

**Definition 2.4.** Quartets $(\mathcal{D}, b, \{\hat{q}\}, \sigma \mod 24)$ and $(\mathcal{D}', b', \{\hat{q}'\}, \sigma' \mod 24)$ are isomorphic if there exists a group isomorphism $f : \mathcal{D} \to \mathcal{D}'$ such that $\{\hat{q}'\} = \{\hat{q} \circ f\}$, $b = b' \circ f$, and $\sigma \equiv \sigma' \mod 24$.

In the next section, we define the action of time-reversal on classical data and formulate the condition for quantum and classical time-reversal invariance.

### 2.2 Time-reversal transformation

Classically, a time-reversal transformation (T-transformation) acts on the CS functional (2.1) by changing the sign of the volume form. Equivalently, the T-transformation acts as a negation of the bilinear form:

$$T : (\Lambda, K) \mapsto (\Lambda, -K). \quad (2.11)$$

The T-transformation can be accompanied with a lattice automorphism, and, in some cases, the former can be undone with the latter.

**Definition 2.5.** The classical CS functional defined through the (isomorphism class) of lattices $(\Lambda, K)$ is classically time-reversal invariant (T-invariant) if $(\Lambda, K) \cong (\Lambda, -K)$ as integral lattices.

If $(\mathcal{D}, b, \{\hat{q}\}, \sigma \mod 24)$ is the quantization of $(\Lambda, K)$, then $(\mathcal{D}, -b, \{-\hat{q}\}, -\sigma \mod 24)$ is the quantization of $(\Lambda, -K)$. Along with the classical T invariance, we can introduce the quantum T-invariance defined solely in terms of the lattice invariants.

**Definition 2.6.** The quantum toral CS theory specified by the quartet $(\mathcal{D}, b, \{\hat{q}\}, \sigma \mod 24)$ is quantum T-invariant if this quartet is isomorphic to $(\mathcal{D}, -b, \{-\hat{q}\}, -\sigma \mod 24)$. Such a quartet is called T-symmetric.

A T-symmetric quartet, in particular, consists of a finite form $(\mathcal{D}, b)$ and a refinement $\hat{q}$ that are isomorphic to their negation. These terms deserve their own definition.

**Definition 2.7.** A finite bilinear form $(\mathcal{D}, b)$ is a bilinear T-form if $(\mathcal{D}, b) \cong (\mathcal{D}, -b)$. A quadratic refinement $\hat{q}$ on $\mathcal{D}$ is a T-refinement if there exists an automorphism $\gamma$ of $\mathcal{D}$ such that $\{\hat{q} \circ \gamma\} = \{-\hat{q}\}$.

Clearly, a quadratic T-refinement refines a bilinear T-form.
2.3 $\sigma$ mod 8 vs $\sigma$ mod 24

Let us notice that the Gauss sum of any quadratic $T$-refinement $\hat{q}$ is real: any $T$-refinement satisfies the Gauss-Milgram constraint (2.8) with $2\sigma \equiv 0 \mod 8$. In the present paper, we find $T$-refinements in two steps: we firstly find a finite form satisfying $(\mathcal{D}, b) \cong (\mathcal{D}, -b)$, and then we find all possible quadratic polynomials refining the $(\mathcal{D}, b)$ found in the previous step, and whose Gauss sums are real. Assume $\hat{q}$ is a $T$-refinement for $(\mathcal{D}, b, \{\hat{q}\})$ satisfying (2.8) with $\sigma \equiv 0 \mod 8$, then there exists only one $T$-invariant quartet $(\mathcal{D}, b, \{\hat{q}\}, 0 \mod 24)$ containing that $T$-form. Similarly, if $\hat{q}$ is a $T$-refinement with $\sigma \equiv 4 \mod 8$, then there is only one $T$-invariant quartet $(\mathcal{D}, b, \{\hat{q}\}, 12 \mod 24)$ containing that refinement. Therefore, there is a $1-1$ correspondence between $T$-refinements and $T$-invariant quartets.

The reconstruction theorem [7, 75] states that any quartet $(\mathcal{D}, b, \{\hat{q}\}, \sigma \mod 24)$ is the image of the quantization map of some lattice. Clearly, the same theorem can proven about the data $(\mathcal{D}, b, \{\hat{q}\}, \sigma \mod 8)$. Indeed, by lifting the $\sigma$ and adding $E_8$ or $-E_8$, we reduce the theorem to the one that is already proven.

For example, we will find that $(\mathbb{Z}/5, xy/5, \{2x^2/5\}, 12 \mod 24)$ is a $T$-invariant quartet. This quartet is a quantization of the root lattice $A_4 \oplus E_8$. If we simply fix the refinement $2x^2/5$ on $\mathbb{Z}/5$, it corresponds to $\sigma \equiv 4 \mod 8$ and it can be realized by the root lattice $A_4$. Depending on the problem the reader is solving, we pick one of the two sets of data, and lift them to the corresponding lattices. In summary, there is no data lost when passing from $\sigma \mod 8$ to $\sigma \mod 24$, at least in the context of time-reversal theories.

Having in mind the preceding discussion, we will focus on finding $T$-refinements assuming that $T$-invariant quartets can always be recovered.

3 Finite Bilinear Forms

In this section, we review the classification of bilinear forms on finite Abelian groups and apply it to finding isomorphism classes of $T$-invariant forms. As a general reference for this section, we recommend the book by Miranda [55]. The main tool for the analysis of finite forms is localization to their prime and homogeneous subgroups. For a finite Abelian group $\mathcal{D}$, its $p$-subgroup $\mathcal{D}_p$ (a.k.a. Sylow $p$-subgroup) is the maximal subgroup of $\mathcal{D}$ consisting of elements whose order is a power of $p$. Any finite Abelian group is isomorphic to a direct sum of its $p$-subgroups:

$$\mathcal{D} \cong \bigoplus_p \mathcal{D}_p.$$  

Further, each $\mathcal{D}_p$ in this decomposition is isomorphic to a sum of homogeneous $p$-groups of exponent $k$ and rank $d^k_p$:

$$\mathcal{D}_p \cong \bigoplus_k (\mathbb{Z}/p^k)^{d^k_p}.$$  

Both splittings are orthogonal in the sense that any form $b$ on $\mathcal{D}$ admits an orthogonal decomposition into the direct sum of forms on prime and homogeneous components:

$$b \cong \bigoplus_p b_p, \quad b_p \cong \bigoplus_k b^k_p.$$  
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Thus, any finite form admits a splitting \((\mathcal{D}, b) \equiv \sum_p \sum_k ((\mathbb{Z}/p^k)^{d_k}, b_k^p)\).

**Definition 3.1.** \(\text{bil}(\mathbb{Z})\) is the monoid of finite forms modulo the equivalence relation \(\equiv\) defined in 2.2 with orthogonal sum as the binary operation.

Since automorphisms of \(\mathcal{D}\) preserve its prime decomposition, \(\text{bil}(\mathbb{Z})\) admits a decomposition into a direct sum of \(p\)-components \(\text{bil}(\mathbb{Z}) = \bigoplus_p \text{bil}(\mathbb{Z})_p\). A theorem by Wall [77] lists all generators of the semigroup \(\text{bil}(\mathbb{Z})_p\) for any prime \(p\). Let us review this theorem beginning with finite forms on cyclic groups.

**The finite forms on cyclic groups.** The non-degeneracy condition implies that finite forms on \(\mathbb{Z}/p^r\) must have the following form:

\[
 b(x, y) = \alpha xy/p^r \quad \text{where} \quad x, y \in \mathbb{Z}/p^r \quad \text{and} \quad \alpha \in (\mathbb{Z}/p^r)^\times .
\] (3.4)

Clearly, these forms are determined by the value \(b(1, 1) = \alpha/p^r\). Acting by the group automorphisms, we can get rid of the squares in \(\alpha\). Thus, non-isomorphic forms are classified by \((\mathbb{Z}/p^r)^\times /((\mathbb{Z}/p^r)^\times)^2\). Hensel’s lemma tells that for odd prime \(p\), quadratic residues mod \(p^r\) are the same as quadratic residues mod \(p\). Therefore, for \(p\) odd, there are two isomorphism classes of forms: \(b(1, 1) = 1/p^r\), denoted by \(X_{p^r}\), and \(b(1, 1) = \theta/p^r\) where \(\theta\) is any quadratic non-residue mod \(p\), denoted by \(Y_{p^r}\). The latter class does not depend on a specific choice of \(\theta\) since all of them are related by a square mod \(p^r\).

For \(p = 2\), the identity \(m^2 \equiv 1 \pmod{8}\) (and \(m^2 \equiv 1 \pmod{4}\)), holding for any odd \(m\), controls non-isomorphic forms on \(\mathbb{Z}/2^r\) for any \(r\). As a consequence, the groups of squares \((\mathbb{Z}/2)^\times\), \((\mathbb{Z}/4)^\times\), and \((\mathbb{Z}/8)^\times\) are trivial, while \((\mathbb{Z}/2^r)^\times \cong \{1, 9, \ldots\}\) for \(r > 3\). Therefore, \((\mathbb{Z}/2^r)^\times /((\mathbb{Z}/2^r)^\times)^2\) contains not more than four elements for any \(r\). This way, we listed all non-isomorphic forms on cyclic groups. It turns out that all finite forms are generated by forms on cyclic groups and forms on groups of the form \(\mathbb{Z}/2^r \oplus \mathbb{Z}/2^r\).

**Theorem 3.1.** (Wall, 1963 [77]) 1) The monoid \(\text{bil}(\mathbb{Z})_p\) for odd \(p\) is generated by forms on \(\mathbb{Z}/p^r\):

\[
 X_{p^r} \quad b(1, 1) = 1/p^r ,
 Y_{p^r} \quad b(1, 1) = \theta/p^r
\]

where \(\theta\) is any quadratic non-residue mod \(p\).
2) The monoid bil($\mathbb{Z}$)$_2$ is generated by the following forms:

\begin{align*}
A_{2^r} & \text{ on } \mathbb{Z}/2^r, \ r \geq 1; \ b(1,1) = +1/2^r, \\
B_{2^r} & \text{ on } \mathbb{Z}/2^r, \ r \geq 2; \ b(1,1) = -1/2^r, \\
C_{2^r} & \text{ on } \mathbb{Z}/2^r, \ r \geq 3; \ b(1,1) = +5/2^r, \\
D_{2^r} & \text{ on } \mathbb{Z}/2^r, \ r \geq 3; \ b(1,1) = -5/2^r, \\
E_{2^r} & \text{ on } \mathbb{Z}/2^r \oplus \mathbb{Z}/2^r, \ r \geq 1; \ b(e_i,e_j) = \begin{cases} 0 & \text{if } i = j, \\ 1/2^r & \text{if } i \neq j, \end{cases} \\
F_{2^r} & \text{ on } \mathbb{Z}/2^r \oplus \mathbb{Z}/2^r, \ r \geq 2; \ b(e_i,e_j) = \begin{cases} 1/2^{r-1} & \text{if } i = j, \\ 1/2^r & \text{if } i \neq j, \end{cases}
\end{align*}

where $e_1$ and $e_2$ generate $\mathbb{Z}/2^r \times \mathbb{Z}/2^r$ in the last two cases.

Thus, for odd $p$, any form on the homogeneous group $(\mathbb{Z}/p^r)^d$ is isomorphic to

$$s_1X_{p^r} + s_2Y_{p^r}$$ (3.5)

where $s_1 + s_2 = d$. However, this representation is not unique as there are relations among the generators. For odd $p$, the relations were found by Wall:

$$2X_{p^r} = 2Y_{p^r}.$$ (3.6)

Due to this relation, the most general form on $(\mathbb{Z}/p^r)^d$ is isomorphic to one of the two following types:

Type I : $(d - 1)X_{p^r} + Y_{p^r}$, (3.7)
Type II : $dX_{p^r}$ . (3.8)

We call them normal forms of finite forms and choose them as the standard representatives of the given isomorphism class. Algebraically, Type I and Type II normal forms can be distinguished by Seifert’s invariant $\chi^r_p(b)$ which we review in Appendix B. Type I forms correspond to $\chi^r_p(b) = -1$, while Type II forms correspond to $\chi^r_p(b) = +1$.

3.1 Normal forms for forms on 2-groups

We now turn our attention to 2-groups. Relations among the generators of bil($\mathbb{Z}$)$_2$ were found by Kawauchi and Kojima in [46]. These relations involve generators that are defined on groups with different exponents unlike the case of odd $p$. We do not provide the relations here, instead we jump to normal forms found by Miranda in [54], and summarized in Table 1. The last three columns will be explained in a moment.

---

2The labels for the generators of bil($\mathbb{Z}$) should not be confused with root lattices. The latter ones are denoted by bold letters like $A_n$.
3Here “2-groups” mean finite Abelian groups all of whose elements are torsion for some power of 2, and should not be confused with the recently fashionable subject of two-step Postnikov extensions over $BG$ for some $G$.  

---
Table 1. Normal forms of forms on \((\mathbb{Z}/2^r)^d\).

| Exponent \(r\) | Rank \(d\) | Normal form | \(\sigma_r\) | \(\sigma_{r-1}\) | \(\sigma_{r-2}\) |
|----------------|----------|-------------|-------------|-------------|-------------|
| 1              | \(d \geq 1\) | \(dA_2\)    | \(\infty\) | -           | -           |
| 1              | \(d\) even | \((d/2)E_2\) | 0           | -           | -           |
| 2              | \(d \geq 1\) | \(dA_2^2\)  | \(\infty\) | \(d\)       | -           |
| 2              | \(d \geq 1\) | \((d - 1)A_2 + B_2\) | \(\infty\) | \(d + 6\)  | -           |
| 2              | \(d \geq 2\) | \((d - 2)A_2 + 2B_2\) | \(\infty\) | \(d + 4\)  | -           |
| 2              | \(d \geq 3\) | \((d - 3)A_2 + 3B_2\) | \(\infty\) | \(d + 2\)  | -           |
| 2              | \(d\) even  | \((d/2)E_2\) | 0           | 0           | -           |
| 2              | \(d\) even  | \((d/2 - 1)E_2 + F_2\) | 0           | 4           | -           |
| \(r \geq 3\)  | 1         | \(D_{2^r}\)  | \(\infty\) | 7           | 3           |
| \(r \geq 3\)  | 2         | \(B_{2^r} + D_{2^r}\) | \(\infty\) | 6           | 2           |
| \(r \geq 3\)  | 3         | \(2B_{2^r} + D_{2^r}\) | \(\infty\) | 5           | 1           |
| \(r \geq 3\)  | \(d \geq 1\) | \((d - 1)A_{2^r} + C_{2^r}\) | \(\infty\) | \(d\)       | \(d + 4\)  |
| \(r \geq 3\)  | \(d \geq 2\) | \((d - 2)A_{2^r} + B_{2^r} + C_{2^r}\) | \(\infty\) | \(d + 6\)  | \(d + 2\)  |
| \(r \geq 3\)  | \(d \geq 3\) | \((d - 3)A_{2^r} + 2B_{2^r} + C_{2^r}\) | \(\infty\) | \(d + 4\)  | \(d\)       |
| \(r \geq 3\)  | \(d \geq 4\) | \((d - 4)A_{2^r} + 3B_{2^r} + C_{2^r}\) | \(\infty\) | \(d + 2\)  | \(d + 6\)  |
| \(r \geq 3\)  | \(d \geq 1\) | \(dA_{2^r}\)  | \(\infty\) | \(d\)       | \(d\)       |
| \(r \geq 3\)  | \(d \geq 1\) | \((d - 1)A_{2^r} + B_{2^r}\) | \(\infty\) | \(d + 6\)  | \(d + 6\)  |
| \(r \geq 3\)  | \(d \geq 2\) | \((d - 2)A_{2^r} + 2B_{2^r}\) | \(\infty\) | \(d + 4\)  | \(d + 4\)  |
| \(r \geq 3\)  | \(d \geq 3\) | \((d - 3)A_{2^r} + 3B_{2^r}\) | \(\infty\) | \(d + 2\)  | \(d + 2\)  |
| \(r \geq 3\)  | \(d\) even  | \((d/2)E_{2^r}\) | 0           | 0           | 0           |
| \(r \geq 3\)  | \(d\) even  | \((d/2 - 1)E_{2^r} + F_{2^r}\) | 0           | 4           | 0           |

**Theorem 3.2.** ([Miranda, 1984]) Let \(\mathcal{D}_2\) be a finite Abelian 2-group and \(b\) be a form on \(\mathcal{D}_2\), then \(b\) is isomorphic to a unique form expressed as a direct sum of the generators of \(\text{bil}(\mathbb{Z}/2)^d\) which is in normal form listed in Table 1.

Kawauchi and Kojima introduced the so-called signature invariants that distinguish isomorphism classes of forms on 2-groups. We review the definition of these invariants in Appendix C. The signature invariants are valued in the semigroup \(\mathbb{Z}_8 = \mathbb{Z}/8 \cup \infty\) – the semigroup with 9 elements \(\{0, \ldots, 7, \infty\}\) where addition within \(\mathbb{Z}/8\) is the standard one and addition with \(\infty\) is defined as

\[
x + \infty = \infty + x = \infty + \infty = \infty \quad \text{for all} \quad x \in \mathbb{Z}/8.
\]

Any form \(b\) on a 2-group can be assigned a sequence of \(\mathbb{Z}_8\)-valued invariants \(\{\sigma_k(b)\}_{k \in \mathbb{N}}\). Elements of this formal sequence vanish for large enough \(k\) for any finite Abelian 2-group. The signature invariants are additive in the sense that \(\sigma_k(b \oplus b') = \sigma_k(b) + \sigma_k(b')\), and define a semigroup homomorphism

\[
\sigma_k : \text{bil}(\mathbb{Z})_2 \to \mathbb{Z}_8.
\]
If \( b \) is a form on a homogeneous 2-group with exponent \( r \), then \( \sigma_k(b) = 0 \) for \( k > r \). The most interesting invariants \( \sigma_r, \sigma_{r-1}, \) and \( \sigma_{r-2} \) for forms in normal form are given in Table 1 (all other invariants are not independent and can be deduced from those three). The general expression can be found in Appendix C.

**Proposition 3.1.** (Miranda, 1984) Any two forms \( b \) and \( b' \) on the 2-group \( D_2 \) are isomorphic if and only if they have the same signature invariants \( \{\sigma_k(b)\}_{k\in\mathbb{N}} \) and \( \{\sigma_k(b')\}_{k\in\mathbb{N}} \).

As a conclusion, we use Seifert’s invariants to classify finite forms on \( p \)-groups for odd \( p \) and the signature invariants in the case of 2-groups, such that the isomorphism class of the finite form is fully determined by the sets of invariants \( \{d^k_p\}_{k\in\mathbb{N}}, \{\chi^k_p(b)\}_{k\in\mathbb{N}}, \) and \( \{\sigma_k(b)\}_{k\in\mathbb{N}} \) where \( p \) is any prime, and \( p' \) is any odd prime.

### 3.2 Bilinear T-forms

Our goal here is to determine the classes of T-forms given by Definition 2.7. Let us notice that the semigroup \( \mathbb{Z}_8 \) admits an involutive automorphism:

\[
* : \mathbb{Z}_8 \to \mathbb{Z}_8 , \quad * : x \mapsto *x = \begin{cases} -x, & x \in \mathbb{Z}/8 , \\ \infty , & x = \infty . \end{cases}
\]

As follows from definition of the signature invariants,

\[
\sigma_k(-b) = *\sigma_k(b) .
\]

This observation leads us to the following proposition.

**Proposition 3.2.** The finite form \((\mathcal{D}, b)\) is a finite T-form if and only if all of the following conditions are satisfied\(^4\):

1) \( d^k_p \equiv \begin{cases} 0 \text{ mod } 2 , & \text{for any odd prime } p , \\ 1 \text{ mod } 2 , & \text{for any odd prime } p \text{ satisfying } \left( \frac{-1}{p} \right) = 1 . \end{cases} \)

2) \( \sigma_k(b) \in \{0, 4, \infty\} , \)

for all integers \( k \geq 1 \).

The statement about odd \( p \) can be obtained by applying the negation transformation to a form in normal form and bringing it back to the normal form. For \( p = 2 \), the forms which are negation fixed points are precisely the forms having signature invariants equal to 0, 4 or \( \infty \). As a result, all isomorphism classes of finite T-forms are specified by the invariants from Proposition 3.2 and can be presented by forms in the normal form.

**Example 1.** For odd prime \( p \) such that \( \left( \frac{-1}{p} \right) = 1 \), or equivalently, \( p \equiv 1 \text{ mod } 4 \), any finite form on \((\mathbb{Z}/p')^d\) is a T-form.

\(^4\)Here, \( \left( \frac{a}{p} \right) \) stands for the Legendre symbol: it is 0 if \( p \) divides \( a \), +1 if \( a \) is a quadratic residue mod \( p \), and \(-1\) if \( a \) is a quadratic non-residue mod \( p \).
Example 2. It turns out that $((\mathbb{Z}/2^r)^4, 4A_2^r)$ is always a $T$-form for any $r \geq 1$.

Example 3. Trivial examples are $(\mathbb{Z}/2, A_2)$, $(\mathbb{Z}/2 \times \mathbb{Z}/2, E_2)$, and $(\mathbb{Z}/4 \times \mathbb{Z}/4, F_4)$.

Definition 3.2. The monoid of isomorphism classes of $T$-forms is denoted by $\text{Tbil}(\mathbb{Z})$. We also denote by $\text{Tbil}(\mathbb{Z})_p$ the monoid of $T$-forms on $p$-groups.

Clearly, $\text{Tbil}(\mathbb{Z}) \subseteq \text{bil}(\mathbb{Z})$ and $\text{Tbil}(\mathbb{Z}) = \bigoplus_p \text{Tbil}(\mathbb{Z})_p$. By direct inspection of Table 1, we obtain the following proposition.

Proposition 3.3. 1) For a prime $p$ and for all $r \geq 1$, the monoid $\text{Tbil}(\mathbb{Z})_p$ is generated by $X_{p^r}, Y_{p^r}$ if $p \equiv 1 \mod 4$ and by $2X_{p^r}, X_{p^r} + Y_{p^r}$ if $p \equiv 3 \mod 4$.

2) The monoid of $T$-forms on homogeneous 2-groups is generated by the following forms in normal form:

$$A_2; \quad E_{2r}; \quad F_{2^m}; \quad 4A_2^m; \quad A_2^n + B_2^n; \quad B_2^n + C_2^n; \quad 3A_2^n + C_2^n \quad (3.14)$$

where $r \geq 1$, $m \geq 2$, and $n \geq 3$.

In the next section, we will define and separate a class of $T$-forms that are somewhat trivially $T$-invariant, e.g. the forms from Example 3.

3.3 The Witt group of bilinear forms

We say that the finite form $(\mathcal{D}, b)$ is split if there exists a direct summand $\mathcal{D}'$ of $\mathcal{D}$ such that the orthogonal complement to $\mathcal{D}'$ is exactly $\mathcal{D}'$ (we assume the form on $\mathcal{D}$ is non-degenerate). The semigroup $\text{bil}(\mathbb{Z})$ modulo split finite forms is an Abelian group called the Witt group and denoted by $W$. Correspondingly, we have Witt groups $W_p$ and $W_p^k$ of forms on $p$-groups and homogeneous $p$-groups of exponent $k$. The following propositions by Kawachi and Kojima describe the split forms in terms of their invariants and calculate the corresponding Witt groups.

Proposition 3.4. (Kawachi and Kojima, 1980) 1) A finite form $(\mathcal{D}, b)$ is split if and only if

$$d_p^k \equiv 0 \mod 2 \quad \& \quad \chi_{p^r}^k(b) = (-1)^{d_p^{k'}}(p' - 1)/4 \quad \& \quad \sigma_k(b) = 0 \text{ or } \infty \quad (3.15)$$

for all prime $p$, all odd prime $p'$, and $k \geq 1$.

2) $W \cong \bigoplus_p W_p$. When $p$ is odd, $W_p \cong \bigoplus W_p^k$ and, for each $k \geq 1$,

$$W_p^k \cong \begin{cases} \mathbb{Z}/2 \oplus \mathbb{Z}/2 & \text{if } \left(\frac{-1}{p}\right) = +1, \\ \mathbb{Z}/4 & \text{if } \left(\frac{-1}{p}\right) = -1, \end{cases} \quad (3.16)$$

$W_2$ is isomorphic to a direct sum of infinite copies of $\mathbb{Z}/2$, while $W_2^1 \cong \mathbb{Z}/2$, $W_2^2 \cong \mathbb{Z}/8$, and, for each $k \geq 3$, $W_2^k \cong \mathbb{Z}/8 \oplus \mathbb{Z}/2$. 
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Notice that for \( p = 2 \), there is mixing among forms on groups with different exponents, and \( W_2 \) is not a direct sum of \( W_k^2 \) with different \( k \)'s. Matching Proposition 3.2 and 3.4, we observe that the monoid of split forms is a sub–monoid of finite \( T \)-forms. Analogously to the standard Witt group, we introduce the Abelian monoid of \( T \)-forms modulo split forms and call it \( T \)-Witt group, denoted by \( TW \). The subgroups \( TW_p \) and \( TW_k^p \) are defined accordingly.

**Proposition 3.5.** \( TW \cong \bigoplus_p TW_p \). When \( p \) is odd, \( TW_p \cong \bigoplus_k TW_k^p \), and for each \( k \geq 1 \\
TW_k^p \cong \begin{cases} \\ 
\mathbb{Z}/2 \oplus \mathbb{Z}/2 & \text{if } \left( \frac{-1}{p} \right) = +1, \\
\mathbb{Z}/2 & \text{if } \left( \frac{-1}{p} \right) = -1. \\
\end{cases} \) (3.17)

\( TW_k^2 \cong \mathbb{Z}/2, \ TW_k^3 \cong \mathbb{Z}/2 \) and, for each \( k \geq 3 \), \( TW_k^2 \cong \mathbb{Z}/2 \oplus \mathbb{Z}/2 \).

**Proof.** A sketch of the proof is the following. The \( W_k^p \) for \( p \equiv 1 \mod 4 \) can be presented as \( \mathbb{Z}/2 \oplus \mathbb{Z}/2 \cong \langle X_{p^k}, Y_{p^k} | 2X_{p^k} = 2Y_{p^k} = 0 \rangle \): all of the generators are \( T \)-forms. The \( W_k^p \) for \( p \equiv 3 \mod 4 \) can be presented as \( \mathbb{Z}/4 \cong \langle X_{p^k}, Y_{p^k} | X_{p^k} + Y_{p^k} = 0 \rangle \): the only \( T \)-form among the generators is \( 2X_{p^k} \). For \( p = 1, k = 1 \), the only generator of the Wit group is \( A_1 \), for \( p = 2, k = 2 \), the generator is \( A_4 \), and for \( p = 2, k \geq 3 \), the generators are \( A_{2k} \) and \( B_{2k} \oplus C_{2k} \). Among them, the \( T \)-forms are \( A_2, 4A_4 \), and \( B_{2k} \oplus C_{2k} \). \( \square \)

For reference, let us collect presentations for \( W \) and \( TW \).

\[

tw_k^p \cong \mathbb{Z}/2 \oplus \mathbb{Z}/2 \cong \langle [X_{p^k}], [Y_{p^k}] | 2[X_{p^k}] = 2[Y_{p^k}] = 0 \rangle, \quad p \equiv 1 \mod 4, \ k \geq 1 \\
tw_k^p \cong \mathbb{Z}/4 \cong \langle [X_{p^k}], [Y_{p^k}] | [X_{p^k}] + [Y_{p^k}] = 0, \ 2[X_{p^k}] = 2[Y_{p^k}] \rangle, \quad p \equiv 3 \mod 4, \ k \geq 1 \\
tw_k^2 \cong \mathbb{Z}/2 \cong \langle [A_2] | 2[A_2] = 0 \rangle \\
tw_k^2 \cong \mathbb{Z}/8 \cong \langle [A_4] | 8[A_4] = 0 \rangle \\
tw_k^n \cong \mathbb{Z}/8 \oplus \mathbb{Z}/2 \cong \langle [A_{2n}], \ [A_{2n} + D_{2n}] | 8[A_{2n}] = 0, \ 2[A_{2n} + D_{2n}] = 0 \rangle, \quad n \geq 3 \\
tw_k^p \cong \mathbb{Z}/2 \oplus \mathbb{Z}/2 \cong \langle [X_{p^k}], [Y_{p^k}] | 2[X_{p^k}] = 2[Y_{p^k}] = 0 \rangle, \quad p \equiv 1 \mod 4, \ k \geq 1 \\
tw_k^k \cong \mathbb{Z}/2 \cong \langle 2[X_{p^k}] | 4[X_{p^k}] = 0 \rangle, \quad p \equiv 3 \mod 4, \ k \geq 1 \\
tw_k^2 \cong \mathbb{Z}/2 \cong \langle [A_2] | 2[A_2] = 0 \rangle \\
tw_k^2 \cong \mathbb{Z}/8 \cong \langle [A_4] | 8[A_4] = 0 \rangle \\
tw_k^n \cong \mathbb{Z}/2 \oplus \mathbb{Z}/2 \cong \langle 4[A_{2n}], \ [A_{2n} + D_{2n}] | 8[A_{2n}] = 2[A_{2n} + D_{2n}] = 0 \rangle, \quad n \geq 3 \\
\] (3.18)

Notice that the \( T \)-Witt group is a subgroup of \( W \) consisting of elements of order 2. This is not a coincidence, as the following theorem demonstrates.

**Theorem 3.3.** If \( (\mathcal{O}, b) \) is a \( T \)-form, then its class in the Witt group of bilinear forms \( W \) is an element of order 2. Any element of order 2 in \( W \) lifts to a \( T \)-form.

**Proof.** We consider \( p = 2 \) and \( p \neq 2 \) cases separately.

1) \( p = 2 \). Consider a \( T \)-form \( (\mathcal{O}_2, b_2) \) on a 2-group having invariants \( \{d_2^k\}_{k=1} \) and \( \{\sigma_k(b_2)\}_{k=1} \). According to Proposition 3.2, the signature invariants take values 0, 4, or \( \infty \).
Therefore, \((\mathcal{D}_2 \oplus \mathcal{D}_2, b_2 \oplus b_2)\) has signature invariants 0 or \(\infty\) and is necessarily split. For the second statement, let \((\mathcal{D}_2, b_2)\) represent an order 2-element in \(W\): the signature invariants must satisfy \(2\sigma = 0\) or \(\infty\). The multiplication table of \(\mathbb{Z}_8\) shows that \((\mathcal{D}_2, b_2)\) is necessarily a \(T\)-form.

2) \(p \neq 2\). Let us fix a \(T\)-form \(((\mathbb{Z}/p^k)^{d_p}, b_p)\) on the homogeneous group of exponent \(k \geq 1\). There are two subcases: \(p \equiv 1 \mod 4\) and \(p \equiv 3 \mod 4\).

- \(p \equiv 1 \mod 4\):
  - \(d_p^k\) and \(\chi_p^k(b_p)\) are arbitrary. Multiplication by two makes \(d_p^k\) even and \(\chi_p^k(b_p) = 1\). This is necessarily a split form according to Proposition 3.4.
  - \(p \equiv 3 \mod 4\):
    - \(d_p^k\) is even, \(\chi_p^k(b_p)\) is arbitrary. After multiplication by two, \(d_p^k \equiv \mod 4\), and \(\chi_p^k(2b_p) = 1\) – this form must be split.

For the second statement of this theorem, we consider a finite form whose invariant \(d_p^k\) satisfies \(1 = (-1)^{2d_p^k(p-1)/4}\). This holds for any \(d_p^k\) if \(p \equiv 3 \mod 4\), and for even \(d\) if \(p \equiv 3 \mod 4\). This way, we obtain all \(T\)-forms on homogeneous \(p\)-groups with exponent \(k\). \(\Box\)

4 Quantum Data

In this section, we assemble the data defining quantum \(T\)-invariant toral CS theories from the finite \(T\)-forms. We fix the finite \(T\)-form \((\mathcal{D}, b)\) and try to find all possible \(T\)-refinements refining this form.

Let us begin with a review of the relations between finite bilinear and quadratic forms. A quadratic form \(q\) refines the bilinear form \(b\) on \(\mathcal{D}\) if (2.6) holds and \(q(nx) = n^2q(x)\) for all \(x \in \mathcal{D}\). In particular, \(2q(x) = b(x, x)\) for all \(x \in \mathcal{D}\). In general, this equation admits multiple solutions since the forms are valued in the torsion group \(\mathbb{Q}/\mathbb{Z}\). However, multiple quadratic forms refining the same bilinear form are often isomorphic. It is a classical result [20, 77] that generators of \(\text{bil}(\mathbb{Z})\) can be refined by not more than two quadratic forms up to isomorphism. The correspondence between the isomorphism classes of finite bilinear and finite quadratic forms is one-to-one [20, 77] for forms on \(p\)-groups with odd \(p\) and for forms on 2-groups of exponent greater than 2; otherwise the correspondence is one-to-two.

**Definition 4.1.** \(\text{quad}(\mathbb{Z})\) is the monoid of finite quadratic forms modulo the equivalence relation \(\equiv\) defined in 2.2 with orthogonal sum as the binary operation.

Let us introduce a notation for the standard representatives of the generators of \(\text{quad}(\mathbb{Z})\):

\[
\begin{align*}
\lambda_{p^r}^+ & \quad \text{on } \mathbb{Z}/p^r, \quad r \geq 1 ; \quad q(x) = ux^2/p^{r+1}, \\
\lambda_{p^r}^- & \quad \text{on } \mathbb{Z}/p^r, \quad r \geq 1 ; \quad q(x) = vx^2/p^{r+1}, \\
\omega_{2^r}^+ & \quad \text{on } \mathbb{Z}/2^r, \quad r \geq 1 ; \quad q(x) = \pm x^2/2^{r+1}, \\
\omega_{2^r}^- & \quad \text{on } \mathbb{Z}/2^r, \quad r \geq 2 ; \quad q(x) = \pm 5x^2/2^{r+1}, \\
\phi_{2^r} & \quad \text{on } \mathbb{Z}/2^r \oplus \mathbb{Z}/2^r, \quad r \geq 1 ; \quad q(x, y) = xy/2^r, \\
\psi_{2^r} & \quad \text{on } \mathbb{Z}/2^r \oplus \mathbb{Z}/2^r, \quad r \geq 1 ; \quad q(x, y) = (x^2 + xy + y^2)/2^r
\end{align*}
\]

(4.1)

where \(p\) is an odd prime, \(\left(\frac{p}{2^m}\right) = 1\), and \(\left(\frac{2^m}{p}\right) = -1\).

The correspondence between the generators of \(\text{bil}(\mathbb{Z})\) and \(\text{quad}(\mathbb{Z})\) is the following:

- \(X_{p^r} \leftrightarrow \lambda_{p^r}^+\), \(Y_{p^r} \leftrightarrow \lambda_{p^r}^-\), \(E_{2^m} \leftrightarrow \phi_{2^m}\), \(F_{2^m} \leftrightarrow \psi_{2^m}\), \(A_{2^m} \leftrightarrow \omega_{2^m}^+\), \(B_{2^m} \leftrightarrow \omega_{2^m}^-\), \(C_{2^m} \leftrightarrow \omega_{2^m}^+\).
For all \( r \geq 1, n \geq 2, \text{ and } m \geq 3 \), \( D_{2m} \leftrightarrow \omega_{2m}^{-5} \), \( A_2 \leftrightarrow \{ \omega_2^{+1}, \omega_2^{-1} \} \), \( A_4 \leftrightarrow \{ \omega_4^{+1}, \omega_4^{+5} \} \), \( B_4 \leftrightarrow \{ \omega_4^{-1}, \omega_4^{-5} \} \), \( E_2 \leftrightarrow \{ \phi_2, \psi_2 \} \).

### 4.1 Quadratic T-forms

Let us now discuss quadratic T-forms. First of all, we notice that a quadratic form \((\mathcal{Q}, q)\) refining the bilinear T-form \((\mathcal{Q}, b)\) need not not be T-symmetric. For example, both \( \omega_2^{+1} \) and \( \omega_2^{-1} \) refining the T-form \( A_2 \) are not T-symmetric. This happens because the negation operation maps one isomorphism class to another T: \( \omega_2^{\pm 1} \mapsto \omega_2^{\mp 1} \). On the contrary, if \((\mathcal{Q}, b)\) is a bilinear form that can be refined by exactly one isomorphism class of a quadratic form, then any quadratic form refining \((\mathcal{Q}, b)\) is automatically T-symmetric.

The mismatch between the bilinear and quadratic T-forms happens only for 2-groups of exponent not greater than 2. Therefore, our analysis will be complete if we work out groups of the small rank separately.

**Lemma 4.1.** A quadratic form

\[
q = a_2^{+1}\omega_2^{+1} + a_2^{-1}\omega_2^{-1} + a_4^{+1}\omega_4^{+1} + a_4^{+5}\omega_4^{+5} + b_4^{-1}\omega_4^{-1} + b_4^{-5}\omega_4^{-5}
\]  

(4.2)

where \( a_2^{+1}, a_2^{-1}, a_4^{+1}, a_4^{+5}, b_4^{-1}, b_4^{-5} \) are non-negative integers is T-symmetric if and only if the following condition holds:

\[
a_2^{+1} - a_2^{-1} + a_4^{+1} + a_4^{+5} - b_4^{-1} - b_4^{-5} \equiv 0 \mod 4.
\]  

(4.3)

Note, \( a_2^{+1}\omega_2^{+1} \) is a short notation for \( \bigoplus_{i=1}^{a_2^{+1}} \omega_2^{+1} \).

**Proof.** Direct check or use Proposition 4.8 of [55].

Quadratic forms of type \( \phi_2, \phi_4, \psi_2, \) and \( \psi_4 \) are always T-symmetric, so we did not include them in the lemma. In the previous section, we have used the invariants of Seifert and of Kawauchi and Kojima for the classification of finite bilinear forms. The latter invariants are certain Gauss sums of the associated quadratic form.

**Definition 4.2.** Let \((\mathcal{Q}, q)\) be a non-degenerate quadratic form. We define its \( n \)-th Gauss sum \( \tau_n(q) \) as

\[
\tau_n(q) = \sum_{x \in \mathcal{Q}} e^{2\pi inq(x)}.
\]  

(4.4)

We can use the higher Gauss sums to characterize quadratic T-forms directly, as the following theorem shows.

**Theorem 4.2.** The finite quadratic form \((\mathcal{Q}, q)\) is T-invariant if and only if the Gauss sums \( \tau_n(q) \) are real for all \( n = 1, 2, 3, \ldots \).

**Proof.** In one direction, the proof is obvious: the Gauss sums depend only on the isomorphism class of the form while the T-form and its negation must be isomorphic.

To prove the opposite direction, we decompose \( \mathcal{Q} \) into a direct sum \( \mathcal{Q} = \bigoplus_{p,k} (\mathbb{Z}/p^k)^d_k \), which is orthogonal with respect to \( q \), and decompose \( q \) into a sum of the generators (4.1).
Correspondingly, the $n$-th Gauss sum for $q$ is a product over the orthogonal summands. It follows from equation 4.5 and Table 4.1 below that the Gauss sums of $q$ will be real for all $n$ if for all primes $p$, the Gauss sums of $q_p$ are real for all $n$. Therefore, it suffices to analyze the reality of the Gauss sums of $q_p$ for the distinct primes $p$. We first discuss $p$ odd and then $p = 2$.

For a prime $p > 2$, there are only two generators of $\text{bil}(\mathbb{Z})_p$ and there is a 1-1 correspondence between the isomorphism classes of bilinear and quadratic forms. Let $n = p^k s$ where $s$ is coprime to $p$, then the $n$-th Gauss sum reads [55]:

$$
\tau_n(\lambda^\pm_1) = \begin{cases}
p^{k/2}, & l \geq k \\
p^{l/2} \left(\frac{s}{p}\right)^{k-l} (-i)^{\frac{l-k}{2}}, & l \leq k \text{ and } l - k \text{ odd} \\
\frac{p^{l/2}}{s}, & l < k \text{ and } l - k \text{ even}
\end{cases} \quad (4.5)
$$

$$
\tau_n(\lambda^\mp_1) = \begin{cases}
p^{k/2}, & l \geq k \\
p^{l/2} \left(\frac{s}{p}\right)^{k-l} (-i)^{\frac{l-k}{2}}, & l \leq k \text{ and } l - k \text{ odd} \\
\frac{-p^{l/2}}{s}, & l < k \text{ and } l - k \text{ even}
\end{cases} \quad (4.6)
$$

Note, the Gauss sums $\tau_n(\lambda^\pm_1)$ can have imaginary part only when $p$ divides $n$. If $\left(\frac{-1}{p}\right) = 1$, then all the Gauss sums for both $\lambda^\pm_1$ are real. If $\left(\frac{-1}{p}\right) = -1$, then $\tau_{p^k l}^{-1}(\lambda^\pm_1)$ is proportional to $i$. Let $r$ be the largest exponent of $D_p$, then the imaginary part of $\tau_{p^k l}^{-1}$ is absent only if $d^r_p$ is even. We conclude that the reality of all Gauss sums for $(D_p, q_p)$ implies Condition 1) of Proposition 3.2. In other words, all Gauss sums of $(D_p, q_p)$ are real if and only if it is a quadratic T-form.

Next, consider quadratic forms on 2-groups. We provide the Gauss sums for the basic quadratic forms in Table 2 [55]. Given the decomposition of $(D_2, q_2)$ into a direct sum of the generators (4.1), we further split it into two parts: $(D_2, q_2) = (D_2^{r<2}, q_2^{r<2}) \oplus (D_2^{r>2}, q_2^{r>2})$, where $D_2^{r<2}$ is a subgroup of $D_2$ whose cyclic subgroups have exponent at most 2 and $D_2^{r>2}$ is the rest. We analyze these two cases separately.

First, consider $(D_2^{r<2}, q_2^{r<2})$: the reality of $\tau_1(q_2^{r<2})$ is equivalent to the reality of $\tau_3(q_2^{r<2})$ and equivalent to (4.3). The reality of $\tau_1(q_2^{r<2})$ and $\tau_4(q_2^{r<2})$ does not imply any extra conditions. Clearly, $\phi_2, \phi_4, \psi_2,$ and $\psi_4$ are T-invariant and their Gauss sums are real.

Next, we proceed to $(D_2^{r>2}, q_2^{r>2})$. We notice that the Gauss sums $\tau_2(q_2^{r<2})$ with $l \geq 1$ correspond to the Kawauchi and Kojima invariants as of the associated bilinear
form. Recall, there is a 1-1 correspondence between the isomorphism class of \( q_2^{r>2} \) and the associated bilinear form \( b_2^{r>2} \) [20]. Therefore, the Gauss sums and the Kawauchi and Kojima invariants are related as follows:

\[
\tau_2'(q_2^{r>2}) = \begin{cases} 
|\tau_2'(q_2^{r>2})| e^{2\pi i \sigma_l(b_2^{r>2})} & \text{if } \sigma_l(b_2^{r>2}) \in \mathbb{Z}/8 \subseteq \bar{\mathbb{Z}}_8, \\
0 & \text{if } \sigma_l(b_2^{r>2}) = \infty.
\end{cases}
\]

(4.7)

As a consequence, the reality of the higher Gauss sums \( \tau_2'(q_2^{r>2}) \) for \( l \geq 1 \) is equivalent to \( \sigma_l(b_2^{r>2}) \in \{0, 4, \infty\} \). It is easy to see that there are no extra conditions coming from the other Gauss sums.

One might wonder about the logical possibility that there can be a non-T-invariant example where the Gauss sums of \( D_2^{r<2} \) and \( D_2^{r>2} \) are separately complex, but their product is always real. This option can be eliminated by considering the condition for the existence of a nonzero imaginary part requiring \( l < k \), as stated in Table 2. This completes the proof.

One can notice that Theorem 4.2 can be proved by means of the methods developed in [55], without making a reference to the bilinear T-forms. However, we could not use those methods for studying quadratic T-refinements which are not necessarily quadratic forms.

When discussing the relation of T-invariant bilinear and quadratic forms it is useful to note the:

**Proposition 4.1.** Given an isomorphism class of a finite bilinear form \((D, b)\) in \( T_{bil}(\mathbb{Z}) \) and \( \sigma \in \{0, 4\} \), there exists at most one isomorphism class of a quadratic form \((D, q)\) in \( T_{quad}(\mathbb{Z}) \) refining \((D, b)\) such that \( |\tau_1(q)| = e^{2\pi i \sigma/8} \).

**Proof.** The ambiguity exists only for \( p = 2, r \leq 2 \). Then one can check it by hand.

There are examples of T-symmetric bilinear forms that admit no T-symmetric quadratic form. (A simple example is \( A_2 \).) But, as we will see in Proposition 4.2 below, there is always a T-symmetric quadratic refinement.

### 4.2 The Witt group of quadratic forms.

In this section, we review the notion of the Witt group of quadratic forms, denoted by \( W_{pt} \), and discuss the interplay between the Witt relation of quadratic forms and time-reversal symmetry. The Witt equivalence relation of quadratic forms answers the physically-motivated question of when two quantum Abelian CS TQFTs in three dimensions share a topological interface [44]. One should not confuse the Witt group of bilinear forms \( W \) defined in 3.3 with the Witt group \( W_{pt} \) we shall define here. The Witt group we define below is coarser than \( W \) or its quadratic analog, while being more standard in the physics literature. In Theorem 3.3 above we found a simple criterion for T-invariance of a finite bilinear form expressed in terms of \( W \). One might expect a similar statement for the T-invariance of quadratic forms expressed in terms of \( W_{pt} \), but the situation turns out to be more subtle.
Let us review the standard notion of the Witt group of quadratic forms [19] (compared to the Witt group of bilinear forms \( W \) defined in Section 3.3). We assume that quadratic and bilinear forms are non-degenerate unless specified otherwise. Let \( (\mathcal{D}, q) \) be a quadratic form, \( \mathcal{H} \subseteq \mathcal{D} \) be an isotropic subgroup, and \( \mathcal{H}^\perp \) be the subgroup orthogonal to \( \mathcal{H} \) with respect to the bilinear form refined by \( q \). It is straightforward to check that \( (\mathcal{H}^\perp / \mathcal{H}, q_{|\mathcal{H}^\perp / \mathcal{H}}) \) is a non-degenerate quadratic form. We say that \((\mathcal{D}, q)\) and \((\mathcal{D}', q')\) are Witt-equivalent if there exist isotropic subgroups \( \mathcal{H} \subseteq \mathcal{D} \) and \( \mathcal{H}' \subseteq \mathcal{D}' \) such that \((\mathcal{H}^\perp / \mathcal{H}, q_{|\mathcal{H}^\perp / \mathcal{H}}) \cong (\mathcal{H}'^\perp / \mathcal{H}', q_{|\mathcal{H}'^\perp / \mathcal{H}'})\). We denote the Witt equivalence class of \((\mathcal{D}, q)\) by \([\mathcal{D}, q]\). The monoid of isomorphism classes of quadratic forms modulo the Witt equivalence relation forms an Abelian group denoted by \( \mathcal{W}_{pt} \): the inverse to \([\mathcal{D}, q]\) is \([\mathcal{D}, -q]\). One can check that the following relations hold for all \( k \geq 1 \):

\[
\begin{align*}
[\lambda_p^{\pm 1}]_{p2k+1} & = [\lambda_p^{\pm 1}], \quad [\lambda_p^{\pm 1}]_{p2k} = [0], \quad [\phi_{2k}] = [0], \quad [\psi_{2k}] = [0], \quad [\psi_{2k+1}] = [\psi_2], \\
[\omega_{2k+1}^{\pm 1}] & = [\omega_{2k+1}^{\pm 5}], \quad [\omega_{2k}^{\pm 1}] = [\omega_{2k+1}^{\pm 5}] = [\omega_2^{\pm 1}], \quad (4.8)
\end{align*}
\]

Clearly, any quadratic form is Witt equivalent to some anisotropic quadratic form, i.e., having no isotropic subgroups after reduction along the maximal isotropic subgroup (the choice of the maximal isotropic subgroup does not matter). Therefore, any Witt class can be represented by an anisotropic quadratic form. For completeness, we write down presentations for \( \mathcal{W}_{pt} \):

\[
\begin{align*}
(\mathcal{W}_{pt})_p & \cong \langle [\lambda_p^{\pm 1}], [\lambda_p^{-1}] | 2[\lambda_p^{\pm 1}] = 2[\lambda_p^{-1}] = 0 \rangle \cong \mathbb{Z}/2 \oplus \mathbb{Z}/2, & p & \equiv 1 \mod 4, \\
(\mathcal{W}_{pt})_p & \cong \langle [\lambda_p^{\pm 1}], [\lambda_p^{-1}] | 2[\lambda_p^{\pm 1}] = 2[\lambda_p^{-1}], \lambda_p^{\pm 1} + \lambda_p^{-1} = 0 \rangle \cong \mathbb{Z}/4, & p & \equiv 3 \mod 4, \\
(\mathcal{W}_{pt})_2 & \cong \langle [\omega_2^{\pm 1}], [\omega_2^{\pm 1} + \omega_2^{-1}] | 8[\omega_2^{\pm 1}] = 0, 2[\omega_2^{\pm 1} + \omega_2^{-1}] = 0 \rangle \cong \mathbb{Z}/8 \oplus \mathbb{Z}/2. & (4.9)
\end{align*}
\]

A standard argument demonstrates that \( \frac{1}{\sqrt{|\mathcal{D}|}} \tau_1(q) = \frac{1}{\sqrt{|\mathcal{H}'^\perp / \mathcal{H}'|}} \tau_1(q_{|\mathcal{H}'^\perp / \mathcal{H}'}) \) for any isotropic subgroup \( \mathcal{H} \subseteq \mathcal{D} \), see e.g., [55]. The argument works for any \( \tau_n \) as long as \( n \) is coprime to \(|\mathcal{D}|\). As a consequence, \((\mathcal{D}, q)\) represents the trivial element of \( \mathcal{W}_{pt} \) if and only if \( \frac{\tau_n(q)}{\tau_n(q)} \) = 1 for all \( n \) such that \( \gcd(n, |\mathcal{D}|) = 1 \). Indeed, if \((\mathcal{D}, q)\) contains a Lagrangian subgroup, then \( \frac{\tau_n(q)}{\tau_n(q)} = \tau_n(0) = 1 \) for \( \gcd(n, |\mathcal{D}|) = 1 \). To prove the opposite direction, we reduce any quadratic form to the anisotropic one, e.g. to the ones listed in (4.9) and check that all non-zero anisotropic forms satisfy this property. A similar proof can be found in [65].

Let us compare the Witt groups \( W \) and \( \mathcal{W}_{pt} \). We notice that the class of \((\mathcal{D}, q)\) in \( \mathcal{W}_{pt} \) contains much less information than the class of \((\mathcal{D}, b)\) in \( W \). We have proved that any bilinear form representing an order two element \( W \) is \( T \)-symmetric in Theorem 3.3. In sharp contrast, the condition that \((\mathcal{D}, q)\) represents an order two element in \( \mathcal{W}_{pt} \) is not sufficient for \( T \)-symmetry. A good example, pointed out to us by T. Johnson-Freyd, of a \( \mathcal{W}_{pt} \)-trivial quadratic form which is not \( T \)-symmetric is \( \lambda_3^{1+1} + \lambda_7^{2+1} \). This has a Lagrangian subgroup, so it is trivial in \( \mathcal{W}_{pt} \), but it is not \( T \)-symmetric, as one can check by noting that the higher Gauss sums are not real.
The $T$-symmetry need not be preserved by the Witt equivalence. Indeed, if $(\mathcal{D}, q)$ is a quadratic $T$-form with the $T$-symmetry realized by $\gamma \in \text{Aut}(\mathcal{D})$ and $\mathcal{H} \subseteq \mathcal{D}$ is an isotropic subgroup, then $\gamma(\mathcal{H})$ is isomorphic to $\mathcal{H}$, but it is in general a different subgroup of $\mathcal{D}$.

Any quadratic $T$-form $(\mathcal{D}, q)$ represents an order two element in $W_{pt}$ by definition: $[\mathcal{D} \oplus \mathcal{D}, q \oplus q] = [\mathcal{D} \oplus \mathcal{D}, q \oplus -q] = [0]$. On the other hand, any order two element of $W_{pt}$ can be presented by an anisotropic quadratic form which must be $T$-symmetric as can be seen in (4.9). In principle, one should be able to define an analog of the Witt relation which would preserve the $T$-symmetry, perhaps, by requiring that the isotropic subgroup is fixed by at least one time reversal. We leave this question for future work.

4.3 Generalized isometries

Let us conclude the discussion of quadratic $T$-refinements by extending groups of isometries to graded groups which might negate the quadratic function.

For any quadratic form $q$ on a finite Abelian group $\mathcal{D}$, we define its isometry group $\text{Isom}^+(q)$ as follows:

$$\text{Isom}^+(q) = \{ \gamma \in \text{Aut}(\mathcal{D}) \mid q \circ \gamma = q \}.$$  (4.10)

The isometry groups of the standard quadratic forms are known, see, e.g. [55]:

$$\text{Isom}^+(\omega_{2}^{\pm 1}) = \{ \text{Id} \}; \quad \text{Isom}^+(\omega_{2m}^{t}) = \{ \pm \text{Id} \}; \quad \text{Isom}^+(\lambda_{p^r}^{\pm 1}) = \{ \pm \text{Id} \};$$

$$\text{Isom}^+(\phi_{2r}) = \left\{ \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \begin{pmatrix} 0 & u \\ u^{-1} & 0 \end{pmatrix} \mid u \in (\mathbb{Z}/2^r)^{\times} \right\};$$

$$\text{Isom}^+(\psi_{2m}) = \left\{ \begin{pmatrix} a & -c \\ c & a+c \end{pmatrix}, \begin{pmatrix} a & a+c \\ c & -a \end{pmatrix} \mid a, c \in \mathbb{Z}/2^r, a^2 + ac + c^2 = 1 \right\}.$$  (4.11)

where $t \in \{ \pm 1, \pm 5 \}$, $p$ is an odd prime, $r \geq 1$, and $m \geq 2$. Clearly, isometry groups for the most general quadratic forms can be obtained from the isometry groups above.

Further, we can define the set $\text{Isom}^-(q)$ of automorphisms negating the given quadratic form

$$\text{Isom}^-(q) = \{ \gamma \in \text{Aut}(\mathcal{D}) \mid q \circ \gamma = -q \}.$$  (4.12)

By definition, the set $\text{Isom}^-(q)$ is non-empty for a quadratic $T$-form and empty otherwise. Unlike the set of isometries, $\text{Isom}^-(q)$ is not known explicitly: there is no general formula for the square roots of $-1$ even for cyclic groups. It is convenient to define the group $\text{Isom}^{\pm}(q)$ of generalized isometries as

$$\text{Isom}^{\pm}(q) = \{ \gamma \in \text{Aut}(\mathcal{D}) \mid q \circ \gamma = \pm q \}.$$  (4.13)

For cyclic groups, we obtain the abstract groups of generalized isometries:

$$\text{Isom}^{\pm}(\omega_2^{\pm 1}) = \text{Id}; \quad \text{Isom}^{\pm}(\omega_{2m}^{t}) \cong \mathbb{Z}/4; \quad \text{Isom}^{\pm}(\lambda_{p^r}^{\pm 1}) \cong \mathbb{Z}/4$$ (4.14)
where notation is the same as in (4.11). The \( Isom^\pm(q) \) is \( \mathbb{Z}/2 \)-graded group and is the direct analog of the \( \mathbb{Z}/2 \)-graded group of unitary and anti-unitary symmetries allowed in the ordinary quantum mechanics by Wigner’s theorem [31, 33, 36, 80].

One of the main goals of this paper is to discuss the necessary conditions for the existence of quantum time-reversal symmetry. Assuming that the quantum Chern-Simons admits a \( T \)-symmetry, any concrete realization of this symmetry requires a choice of an element \( \gamma \in Isom^-(q) \). This choice is important for the anomaly partition function [51], or, if we wish to “gauge” this symmetry [4].

### 4.4 Quadratic \( T \)-refinements

We proceed to the discussion of the most general quadratic \( T \)-refinement for a given bilinear \( T \)-form. In this section we solve the problem of finding the set of equivalence classes of quadratic refinements \( \{\tilde{q}\} \) satisfying (2.6), which are \( T \)-invariant in the sense of Definition 2.7, refining the fixed finite bilinear \( T \)-form \( (\mathcal{D}, b) \).

We begin with stripping off the constant from the quadratic refinement by defining the quadratic enhancement of \( b \), a function \( \tilde{q}(x) \) satisfying

\[
\tilde{q}(x + y) - \tilde{q}(x) - \tilde{q}(y) = b(x, y).
\]

The quadratic enhancement is related to a quadratic refinement \( \tilde{q}(x) \) through \( \tilde{q}(x) = \tilde{q}(x) - \tilde{q}(0) \). If \( \tilde{q}(x) \) is any enhancement of \( b \), then any other enhancement can be obtained by adding a group homomorphism \( \tilde{l} : \mathcal{D} \rightarrow \mathbb{Q}/\mathbb{Z} \), see e.g. [76]. Since \( b \) is non-degenerate, any such a group homomorphism can be presented as \( \tilde{l}(x) = b(x, \Delta) \) for some \( \Delta \in \mathcal{D} \). To this end, we bring back the constant and find that the most general quadratic refinement of \( b \) has the form \( \tilde{q}(x) = q(x) + b(x, \Delta) + \tilde{q}(0) \) where \( q(x) \) is any quadratic form refining \( b \), \( \Delta \in \mathcal{D} \), and \( \tilde{q}(0) \in \mathbb{Q}/\mathbb{Z} \) – all subject to the Gauss-Milgram constraint 2.8.

Recall, the equivalence class of a quadratic refinement \( \{\tilde{q}\} \), consists of all refinements related by a shift of the argument. The shift of the argument acts on a refinement in the following way \( \tilde{q}(x) \mapsto \tilde{q}(x + \delta) = \tilde{q}(x) + \tilde{q}(\delta) + b(x, \delta) - \tilde{q}(0) \). Therefore, any equivalence class \( \{\tilde{q}\} \) can be presented by a refinement of the form \( \tilde{q}(x) = q(x) + c \) where \( q(x) \) is any quadratic form refining \( b \) and \( c = \alpha/8 \) for some \( \alpha \in \mathbb{Z}/8 \) (the last condition follows from the fact that \( \tilde{q}(x) \) must satisfy the Gauss-Milgram constraint for some \( \sigma \)).

Finally, let us assume that \( \{\tilde{q}\} \) refines \( (\mathcal{D}, b) \) and require it to be a \( T \)-refinement according to Definition 2.7: there must exist a group automorphism \( \gamma \in Aut(\mathcal{D}) \) such that \( \{\tilde{q} \circ \gamma\} = \{-\tilde{q}\} \) (the same automorphism will negate \( b \)). We present \( \{\tilde{q}\} \) by the refinement of the form \( q(x) + c \) and apply the automorphism. There are two exceptional bilinear forms, \( A_2 \) and \( E_2 \), which are \( T \)-symmetric identically, i.e., the negating isomorphism is the identity. \( E_2 \) can be refined by a quadratic \( T \)-form \( \phi_2 \) and \( \psi_2 \), while there is no quadratic \( T \)-form refining \( A_2 \). Since the class of \( \{\tilde{q}_{A_2}\} \) can be presented by \( \tilde{q}_{A_2}(x) = x^2/4 + \alpha/8 \) with some \( \alpha \in \mathbb{Z}/8 \), we immediately find that \( A_2 \) admits two classes of quadratic \( T \)-refinements \( \{x^2/4 - 1/8\} \) and \( \{x^2/4 + 3/8\} \). For all other bilinear forms, we find that for \( \{\tilde{q}\} \), presented by \( q(x) + c \), the necessary and sufficient condition of \( T \)-invariance is that \( q(x) \) is quadratic \( T \)-form and \( c \in \{0, 1/2\} \).
Let us summarize our findings. The bilinear $T$-form of the type $A_2$ admits quadratic $T$-refinements of the forms $\{\omega_2^{-1} - 1/8\}$ and by $\{\omega_2^{-1} + 3/8\}$. Bilinear $T$-forms of other types admit $T$-refinements presented by $q(x)$ and $q(x) + 1/2$ where $q(x)$ is a quadratic $T$-form refining $b$.

We constructively proved that the class of a quadratic refinement $\{\hat{q}\}$ is $T$-symmetric only if all the higher Gauss sums of any representative $\hat{q}$ of this class are real. Since the necessary condition holds automatically, we obtain that an analog of Theorem 4.2 holds verbatim for quadratic refinements. The discussion above can be summarized by the following proposition.

**Proposition 4.2.** Given an isomorphism class of a bilinear $T$-form $(\mathcal{D}, b)$ and $\sigma \in \{0, 4\}$, there exists exactly one equivalence class of a quadratic $T$-refinement $\{\hat{q}\}$ which refines $(\mathcal{D}, b)$ and such that $\frac{\tau_1(\hat{q})}{|\tau_1(\hat{q})|} = e^{2\pi i \sigma/8}$.

## 5 Lattices

At the classical level, any concrete toral CS functional is specified by a lattice $(\Lambda, K)$. In this section, we discuss the lifting of quantum data corresponding to $T$-invariant quantum CS theories to lattices. Clearly, isomorphic lattices have isomorphic discriminant forms and quadratic refinements. In general, the interplay between isomorphism classes of finite forms and lattices is described by the following theorem.

**Theorem 5.1.** ([47],[30]) Two lattices $(\Lambda, K)$ and $(\Lambda', K')$ have isomorphic discriminant forms if and only if they are stably equivalent, that is $K \oplus U \cong K' \oplus U'$ where $U$ and $U'$ are unimodular lattices, even if $K$ and $K'$ are even, and odd if $K$ and $K'$ are odd.

Thus, finite $T$-forms lift to lattices that are classically $T$-invariant up to the addition of a unimodular lattice. In principle, we can describe lattices corresponding to $T$-invariant quartets in terms of their $p$-adic reductions, also known as the genus. However, there is a more constructive description in terms of lattice embeddings.

### 5.1 Lattice embeddings

Let us review some of the results obtained by Nikulin in [67]. An embedding of lattices $\phi : \Lambda \hookrightarrow M$ is called primitive if the quotient $M/\Lambda$ is a free $\mathbb{Z}$-module, i.e., another lattice. Note that, in general, embeddings of lattices need not be primitive. For example, $\Lambda/2\Lambda$ is a pure torsion, while for primitive embeddings, $M/\Lambda$ must be torsion-free.\(^5\) For a primitive embedding $\Lambda \hookrightarrow M$, we can consider the orthogonal complement $\Lambda^\perp \equiv (\Lambda)_1^\perp$ with respect to the bilinear form of $M$. We say that two lattices $\Lambda$ and $\Lambda'$ are perpendicular $\Lambda^\perp \Lambda'$ if there exists a unimodular lattice $M$ and a primitive embedding of $\Lambda$ into a $M$ such that $\Lambda^\perp \cong \Lambda'$.

\(^5\)In practice, the primitiveness of the given embedding can be determined by a criterion found by Sertöz [74] (Theorem 6): a lattice embedding is primitive if and only if the greatest common divisor of the maximal minors of the embedding matrix with respect to any choice of basis is 1. This criterion was rederived in [52].
Proposition 5.1. (Nikulin) Let \((\mathcal{D}, b)\) and \((\mathcal{D}', b')\) be the discriminant forms of \((\Lambda, K)\) and \((\Lambda', K')\) respectively. Then:

1) A primitive embedding of \(\Lambda\) into a unimodular lattice \(M\) such that \(\Lambda^\perp \cong \Lambda'\) is determined by an isomorphism \(\gamma : \mathcal{D} \rightarrow \mathcal{D}'\) for which \(b' \circ \gamma = -b\).

2) \((\Lambda, K) \perp (\Lambda', K')\) if and only if \((\mathcal{D}, b) \cong (\mathcal{D}', -b')\).

It is straightforward to see that any lattice is orthogonal to its negation: \((\Lambda, K) \perp (\Lambda, -K)\) trivially holds. However, the lattice need not be perpendicular to itself. As follows from the proposition above, \((\Lambda, K) \perp (\Lambda, K)\) if and only if \((\mathcal{D}, b)\) is a T-form. This gives us an alternative description of T-forms: these are discriminant forms of self-perpendicular lattices.

**Remark.** Physically, the condition \(\Lambda \perp \Lambda'\) for lattices means that there are three toral Chern-Simons theories: \(CS_{\Lambda, K}, CS_{\Lambda', K'}\), and \(CS_{M,U}\). Since \((M,U)\) is a unimodular lattice, \(CS_{M,U}\) is a “trivial” theory. Note, the primtivity of the embedding is crucial; otherwise, \(M/\Lambda\) has a torsion and does not define a toral gauge theory. The “trivial” theory has no anyons, yet it is still a toral gauge theory with the lattice of charges and we can pick off charges constituting the non-trivial theory \(CS_{\Lambda, K}\) such that the quotient theory is \(CS_{\Lambda', K'}\).

In its turn, if \(CS_{\Lambda,K}\) is T-invariant upon quantization, then it can be embedded into a trivial theory such that the quotient is the same theory. There is a close relation to the folding trick [44], where folded theory corresponds to \((\Lambda \oplus \Lambda, K \oplus (-K))\). Here, the pair \(CS_{\Lambda, K}\) and \(CS_{\Lambda, -K}\) is the simplest example of theories embeddable in the “trivial” theory.

5.1.1 Examples of rank 2

As an example, let us demonstrate a primitive self-orthogonal embedding of a rank 2 lattice in a rank 4 unimodular lattice. Let \(e_1, e_2\) be a basis for \(\Lambda\) in which the matrix of \(K\) is given by

\[
K_{m,n} = \begin{pmatrix} m^2 + n^2 & 0 \\ 0 & -1 \end{pmatrix}
\]

where \(m\) and \(n\) are coprime non-zero integers. (5.1)

Let \(\mathbb{Z}^{2,2}\) be the odd unimodular lattice of rank 4 with zero signature: we pick a basis \(f_1, \ldots, f_4\) in which the bilinear form is \(\text{diag}(+1, +1, -1, -1)\). Consider the following embedding of \((\Lambda, K_{m,n})\) into \(\mathbb{Z}^{2,2}\):

\[
e_1 = mf_1 + nf_2, \quad e_2 = f_3.
\]

(5.2)

(5.3)

This embedding is primitive as long as \(gcd(m, n) = 1\), the quotient is torsion-free due to Bézout’s identity. For this embedding, the orthogonal complement \((\Lambda)^\perp_{\mathbb{Z}^{2,2}}\) is embedded into \(\mathbb{Z}^{2,2}\) in the following way:

\[
e_1^\perp = nf_1 - mf_2, \quad e_2^\perp = f_4.
\]

(5.4)

(5.5)
We see that \((\Lambda)_{\mathbb{Z}^2}^\perp\) is isomorphic to \(\Lambda\), yet at the same time, proposition (5.1) tells that \(b_\Lambda \equiv -b_\Lambda\) and, consequently, \((\Lambda, K_{m,n})\) is stably isomorphic to \((\Lambda, -K_{m,n})\). As was shown in [16], \((\Lambda, K_{m,n})\) is classically \(T\)-invariant iff \(m^2 + n^2\) solves the negative Pell equation, i.e., there are integers \(p\) and \(q\) such that \((m^2 + n^2)p^2 - q^2 = 1\).

This example of rank 2 lattices was analyzed in [16, 72]. Moreover, Delmastro and Gomis prove that these lattices capture all \(T\)-invariant lattices of the form \(\text{diag}(n, -1)\). They also analyzed the isometry groups of such lattices.

Let us check that the quantization of lattices we have constructed gives us \(T\)-invariant quartets. We have \(\mathcal{Q} \cong \mathbb{Z}/(m^2 + n^2)\). Prime factorization of \(m^2 + n^2\) for non-zero coprime integers \(m\) and \(n\) may contain 2 with the power of 0 or 1 and any powers of primes of the form \(p \equiv 1 \mod 4\). As expected, the discriminant form is automatically a \(T\)-form. Depending on the parity of \(m^2 + n^2\), there are two inequivalent refinements for the discriminant form:

\[
\hat{\mathcal{Q}}(x) = \begin{cases} 
\frac{x^2}{2(m^2+n^2)} - \frac{1}{8}, & m^2 + n^2 \text{ even}, \\
\frac{x^2}{2(m^2+n^2)} + \frac{m^2+n^2-1}{8}, & m^2 + n^2 \text{ odd}.
\end{cases} \tag{5.6}
\]

### 5.1.2 Examples of rank 4

Consider the root lattices \(A_4\) and \(D_4\): they can be primitively embedded into \(E_8\) in an obvious way. It turns out that their orthogonal complements within \(E_8\) are equivalent to \(A_4\) and \(D_4\) respectively. For reference, we provide the concrete realizations below.

\[
A_4 = \begin{pmatrix} 2 & -1 & 0 & 0 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -1 \\ 0 & 0 & -1 & 2 \end{pmatrix}, \quad A_4^\perp = \begin{pmatrix} 2 & 0 & -1 & 0 \\ 0 & 2 & 0 & -5 \\ -1 & 0 & 2 & -5 \\ 0 & -5 & -5 & 30 \end{pmatrix} \tag{5.7}
\]

\[
D_4 = \begin{pmatrix} 2 & -1 & 0 & 0 \\ -1 & 2 & -1 & -1 \\ 0 & -1 & 2 & 0 \\ 0 & -1 & 0 & 2 \end{pmatrix}, \quad D_4^\perp = \begin{pmatrix} 12 & -6 & 2 & 0 \\ -6 & 4 & -2 & 0 \\ -2 & 2 & 2 & -1 \\ 0 & 0 & -1 & 2 \end{pmatrix} \tag{5.8}
\]

We have the equivalences \(A_4 \cong A_4^\perp\) and \(D_4 \cong D_4^\perp\). However, these lattices are not equivalent to their negations simply because they are positively-defined. Thus, these are examples of quantum \(T\)-invariant lattices. Their quantization gives \((\mathbb{Z}/5, \text{xy}/5, 2x^2/5, 4)\) and \((E_2, \text{xy}/2, 4)\) respectively. The case of \(D_4\) was also found in [67, 78].

### 5.2 Classical vs quantum time-reversal

In our approach to Abelian CS, the quantum time-reversal symmetry is much more common than the classical one. For the former, it suffices to find a \(T\)-form, while for the latter, there must be an equivalence between the lattice and its negation. Clearly, a positive-definite
lattice is never classically $T$-invariant. Let $t_+$ and $t_-$ be the numbers of positive and negative eigenvalues of $K$ over $\mathbb{Q}$. Then, we might expect $(\Lambda, K)$ to be classically $T$-invariant only if $t_+ = t_-$. Let $l(D)$ be the minimal number of generators of $D$.

**Proposition 5.2.** (Nukulin) An even lattice $(\Lambda, K)$ with invariants $(t_+, t_-, q)$ is unique up to isomorphism if $t_+ + t_- \geq 2 + l(D)$, $t_+ \geq 1$, $t_- \geq 1$.

This proposition gives sufficient conditions for an even lattice to be $T$-invariant. A classical Abelian CS theory defined by an even indefinite lattice $(\Lambda, K)$ is classically $T$-invariant if $t_+ = t_-$, its discriminant form $(D, b)$ is a $T$-form, $q$ is a $T$-refinement that is also a quadratic form, and $2t_+ \geq 2 + l(D)$). This condition eliminates $A_2$, as for this $T$-form, there does not exist a quadratic $T$-form. We expect that a similar condition can be formulated for odd lattices, and leave this question for the future.

### 6 Modular Tensor Categories

We discussed the quantum data defining quantum Abelian Chern-Simons-Witten theory as a result of canonical quantization. Every (spin) CSW theory defines a 3d TQFT, known as a Witten-Reshetikhin-Turaev theory [81] and, by the correspondence with 2d RCFT, it also defines a modular tensor category [56, 57]. In the spin case it should be a super-MTC. We shall view the (super-) MTC as the quantum data associated to a quantum CSW theory. In this section we briefly review how the quantum data of torus CSW theory fits into the categorical picture. We then define time-reversal invariance in terms of (super-) MTCs and consider some implications of this definition.

We begin by setting the most necessary notation⁷. Recall that a modular tensor category $\mathcal{C}$ is, in particular, a non-degenerate braided fusion category [19] equipped with a ribbon structure, see [49, 70] for recent reviews. The braided structure is a set of isomorphisms permuting objects in the monoidal product

$$c_{x,y} : x \otimes y \xrightarrow{\sim} y \otimes x,$$  \hfill (6.1)

while the ribbon structure is a set of isomorphisms $\theta_x : x \xrightarrow{\sim} x$, called twists, compatible with the braiding, i.e., satisfying the balancing condition:

$$\theta_{x \otimes y} = c_{y,x} \circ c_{x,y}(\theta_x \otimes \theta_y)$$  \hfill (6.2)

and such that $\theta_1 = id_1$ where $1$ is the monoidal unit.⁸

Since we are interested in super-MTCs arising from (spin) Chern-Simons theories, all of the categories below are assumed to be unitary. The spherical structure allows us to define the trace, such that the modular $S$-matrix is defined through the braiding as follows

$$S_{x,y} = \text{Tr}[c_{y,x} \circ c_{x,y}]$$  \hfill (6.3)

---

⁷See Appendix D for quick definitions of other terms from category theory used here.

⁸The physical origin of this condition is that, if $\phi_1, \phi_2, \phi_3$ are (holomorphic parts of) primary fields in 2d CFT, of conformal dimensions $h_1, h_2, h_3$, then the coefficient of $\phi_3(w)$ in the operator product of $\phi_1(z)$ and $\phi_2(w)$ depends on $z, w$ as a constant times $(z - w)^{h_3 - h_2 - h_1}$. 
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where $x$ and $y$ are simple objects of $\mathcal{C}$.

A unitary premodular category $\mathcal{C}$ is an MTC if and only if its $S$-matrix is non-degenerate. Working with spin TQFTs requires introduction of super-MTCs, see [10, 11] for reviews. We say that a premodular category $\mathcal{C}$ is a super-MTC if its Müger center is equivalent the category of super-vector spaces $\text{sVec}$. The $S$- and $T$-matrices of $\text{sVec}$ are given by $S_{\text{sVec}} = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$ and $T_{\text{sVec}} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. In general, the super-MTC does not factorize into a product of an MTC and $\text{sVec}$. However, the $S$-matrix of any super-MTC has the form $S = S_{\text{sVec}} \otimes S_{\text{nd}}$ where $S_{\text{nd}}$ is some non-degenerate $S$-matrix [10].

Further, we introduce the notion of time-reversed (super-) MTC analogous to the time-reversed quantum data of Abelian Chern-Simons. The time-reversal version of a unitary (super-) MTC $\mathcal{C}$, denoted by $\mathcal{C}^{\text{rev}}$, also known as the reversed category, is a category with the same objects as $\mathcal{C}$ but with the reversed braiding $c^{\text{rev}}_{x,y} = c_{y,x}^{-1}$. This definition of time-reversed category was also used in [49, 51].

**Definition 6.1.** The unitary (super-) MTC $\mathcal{C}$ is $T$-symmetric if there exists a braided monoidal equivalence $F : \mathcal{C} \xrightarrow{\sim} \mathcal{C}^{\text{rev}}$.

If such an $F$ exists, then $\bar{\theta}_x = \theta_{F(x)}$ and $\bar{S}_{x,y} = S_{F(x),F(y)}$ automatically [49] for all simple objects $x$ and $y$. Here, the overline means complex conjugation and we are identifying $\text{Hom}(x,x) \cong \mathbb{C}$ for simple objects $x$.

**Remark.** The condition for the time-reversal invariance is somewhat similar to the conditions used for gluing left and right movers into modular invariant correlation functions [35, 58]. In RCFT, the physical Hilbert space is a finite sum of irreducible representations of chiral and anti-chiral algebras $\mathcal{H} = \bigoplus_{i=1}^{\infty} \mathcal{H}_i \otimes \mathcal{H}_i$. The partition function of the full theory is $Z = \sum_{i,j} \chi_i h_{i,j} \chi_j$ where $\chi_i$ is the character of the $i$-th representation and $h_{i,j}$ are non-negative integers characterizing the field content of the theory. The set of numbers $h_{i,j}$ is subject to algebraic constraints ensuring the modular invariance [12, 17, 35, 58]. If the theory is time-reversal invariant, then we can form a bilinear modular invariant combination of chiral characters $X = \sum_{i,j} \chi_i g_{i,j} \chi_j$. Note, for the general theory, there always exists the diagonal partition function $Z = \sum_i \chi_i \bar{\chi}_i$, while $X$ need not exist at all.

### 6.1 (Super)-MTC for Abelian Chern-Simons

A prototypical example of an MTC corresponding to bosonic toral CS is the twisted group category $\mathcal{C}(\mathcal{D}, \mathcal{Q})$ introduced in [42]: objects are vector spaces labeled by the elements of the finite Abelian group $\mathcal{D}$ with the corresponding fusion rules, while the braiding and associators are encoded by the quadratic form $\mathcal{Q}$, see [75] for a pedagogical review. Alternatively, $\mathcal{C}(\mathcal{D}, \mathcal{Q})$ as a fusion category, can be seen as the category of vector bundles with convolution product. The twists and the $S$-matrix are determined by the quadratic and bilinear forms:

$$\theta_x = e^{2\pi i \mathcal{Q}(x)}, \quad S_{x,y} = e^{2\pi i \mathcal{Q}(x,y)}, \quad x, y \in \mathcal{D}.$$ (6.4)
Any finite quadratic form defines a pointed MTC $\mathcal{C}(\mathcal{D}, q)$ and all pointed MTCs are of this form \cite{13}. According to the connection between finite quadratic forms and braiding on $\mathcal{C}(\mathcal{D}, q)$ \cite{23} (see also \cite{75} for a review), all $T$-invariant MTCs correspond to $T$-invariant quadratic forms. Therefore, Theorem 4.2 gives the complete description of $T$-invariant pointed MTCs.

In the case of spin CS, the category assigned to a bounding circle (NS sector) is a super-MTC, while the category assigned to a non-bounding circle (R sector) is a module category for the super-MTC associated with the NS sector. According to Corollary A.19 of \cite{13}, any pointed super-MTC $C$ is a Deligne tensor product of some pointed MTC $\mathcal{D}$ and $sVec$: $\mathcal{C} \xrightarrow{\sim} \mathcal{D} \boxtimes sVec$. Therefore, any pointed super-MTC is defined by a finite quadratic form since $\mathcal{D} \xrightarrow{\sim} C(\mathcal{D}, q)$ for some $(\mathcal{D}, q)$. In other words, the NS sector is still defined by a quadratic form, while the R sector is defined by a quadratic refinement.

In the spin case, the quadratic refinement $\hat{q}$ defines the topological spin of anyons in the R sector. The fact that the R sector is a module for the NS sector is reflected in the equivalence relation imposed on the set of quadratic refinements defined in 2.3. Physically, the set of values of $\hat{q}$ defines the set of Hall conductivities $\sigma_H = \hat{q}$ mod 8 \cite{7}.

Let us discuss $T$-symmetric pointed super-MTCs. If $\mathcal{C}(\mathcal{D}, q)$ is $T$-symmetric, then $\mathcal{C}(\mathcal{D}, q) \boxtimes sVec$ is $T$-symmetric straightforwardly. Next, assume that $\mathcal{C}(\mathcal{D}, q)$ is not $T$-invariant, but $\mathcal{C}(\mathcal{D}, q) \boxtimes sVec$ is. Let us observe that $sVec$ is equivalent to “$\mathcal{C}(\mathbb{Z}/2, x^2/2)$”. Then, $\mathcal{C}(\mathcal{D} \oplus \mathbb{Z}/2, q + x^2/2)$ is $T$-invariant only if $D$ has a non-zero 2-subgroup $\mathcal{D}_2$: only in this case the automorphism group gets non-trivially enhanced. Further we notice that $\tau_n(q + x^2/2) = 0$ for all odd $n$, while $\tau_n(q + x^2/2) = \tau_n(q)$ for all even $n$. In other words, adding $x^2/2$ can only fix a possible non-reality of $\tau_n(q)$ with $n$ odd. Therefore, $q$ must be a sum of $\omega_2^{-1}$'s and $\omega_2^{1}$'s. Theorem 4.2 is not applicable to degenerate quadratic forms, yet the necessary condition still holds. We simply check that $(\mathbb{Z}/2)^{r+1}, \sum_{i=1}^{r} x_i^2/4 + y_i^2/2)$ is $T$-invariant for all $r \geq 1$. Remarkably, this conclusion is consistent with our analysis of $T$-invariant quadratic refinements. The R-sector is non-trivially $T$-invariant, i.e., the $T$-transformation involves a shift of the argument, only when the fusion group is $(\mathbb{Z}/2)^{r}$.

Let us summarize the classification of pointed $T$-invariant MTCs and super-MTCs. All pointed $T$-invariant MTCs are given by $\mathcal{C}(\mathcal{D}, q)$ where $(\mathcal{D}, q)$ is some quadratic $T$-form. All $T$-invariant super-MTCs are given by $\mathcal{C}(\mathcal{D}, q) \boxtimes C(\omega_2^{1}) \boxtimes sVec$ where $(\mathcal{D}, q)$ is a quadratic $T$-form and $r \geq 0$.

### 6.2 (Super)-MTC for non-Abelian Chern-Simons

Consider a compact non-Abelian Lie group $G$. Classically, the Chern-Simons functional with the gauge group $G$ is defined through an element $k \in H^4(BG, \mathbb{Z})$, see \cite{18}. We can associate the quantum data to such theory through the CS/WZW correspondence \cite{3,24,57,81}. Namely, for the bosonic CS theory with the group $G$ and positive level $k$, we associate the category $\mathcal{C}(g_k)$ of the integrable highest weight representations of the
corresponding Affine Lie algebra at level $k$. The category $\mathcal{C}(g_k)$ is an MTC if $g$ is semisimple. However, this is not always the case of physical interest. Along with the categories $\mathcal{C}(g_k)$, we shall use the modifications thereof obtained by gauging certain automorphisms.

**Example.** Our basic example is $\mathcal{C}(\mathfrak{su}(N)_k)$: the integrable irreps of $\mathfrak{su}(N)_k$ are labeled by Young diagrams with not more than $N-1$ rows and not more than $k$ columns. There is an action of the center $\mathbb{Z}/N$ of $SU(N)$ such that the irreps labeled by the Young diagrams with $r$ boxes have the $\mathbb{Z}/N$-charge $r$. By modding out the action of the center, we are left with the irreps whose Young diagrams contain $r \equiv 0 \mod N$ boxes. The category obtained in this way is a full subcategory of $\mathcal{C}(\mathfrak{su}(N)_k)$, denoted by $\mathcal{C}(\mathfrak{psu}(N)_k)$. The latter category is, in fact, a super-MTC for $N$ even: there is a “transparent object” labeled by the Young diagram with the maximal allowed number of boxes.

**A Summary Of Known T-invariant Chern-Simons theories.** Let us collect examples of T-invariant non-Abelian CS theories. As gauge theories, (spin) CS theories with $G = PSU(N)$ at level $N$ were shown to be T-invariant for all $N$ [41] (originally this was discovered as a special case of the level-rank duality in [50, 60]). Additional examples of T-invariant (spin) CS theories include the ones with the gauge groups $U(N)_{N,2N}$, $USp(2N)_N$, and $SO(N)_N$, see [1, 41]. In [22], it was demonstrated that $CS_{(SU(N)_2)}$ where $N$ is an odd number such that $(N^2) = 1$ is T-invariant. Finally, the T-invariance of $CS_{(PSU(2)_k)}$ was discussed in [28].

**6.3 Higher Gauss sums**

Analogously to the Abelian case, we can define the higher Gauss sums for any unitary (super-) MTC $\mathcal{C}$. Let $d_x = \text{Tr}[id_x]$ be the quantum dimension of $x \in \text{Irr}(\mathcal{C})$ where $id_x : x \to x$ is the identity morphism of $x$ and $\text{Irr}(\mathcal{C})$ is the set of irreducible objects of $\mathcal{C}$. For any $n \in \mathbb{Z}$, we define the $n$-th Gauss sum of $\mathcal{C}$ as

$$\tau_n(\mathcal{C}) = \sum_{x \in \text{Irr}(\mathcal{C})} d_x^2 \theta_x^n. \tag{6.5}$$

Assuming $\tau_n(\mathcal{C}) \neq 0$, the $n$-th multiplicative central charge of $\mathcal{C}$ [65] is

$$\xi_n(\mathcal{C}) = \frac{\tau_n(\mathcal{C})}{|\tau_n(\mathcal{C})|}. \tag{6.6}$$

Let us review the key properties of the higher Gauss sums and central charges. The first central charge $\xi_1(\mathcal{C})$ of any MTC is a root of unity [2], while the first Gauss sum of a super-MTC is always zero [10]. In general, if $\mathcal{C}$ is a only a premodular category, i.e., a category with all the precursors of the MTC except for the non-degeneracy condition, then the following relations hold [65]:

1) If $\tau_n(\mathcal{C}) \neq 0$, then $\xi_n(\mathcal{C}^{rev}) = \xi_{-n}(\mathcal{C}) = \overline{\xi_n(\mathcal{C})}$,

2) For all $n \in \mathbb{Z}$, $\tau_n(\mathcal{C} \boxtimes D) = \tau_n(\mathcal{C}) \tau_n(D)$,

3) If $\tau_n(\mathcal{C}) \tau_n(D) \neq 0$, then $\xi_n(\mathcal{C} \boxtimes D) = \xi_n(\mathcal{C}) \xi_n(D)$,
4) If $C$ is an MTC and $D(C)$ is its Drinfeld center (see Appendix D for definitions), then $\xi_n(\mathcal{Z}(C)) = 1$ for all $n \in \mathbb{Z}$ such that $\tau_n(C) \neq 0$.

The higher central charges, whenever defined, are multiplicative maps which take the unit value on the Drinfeld centers. We shall see that the higher central charges can be seen as homomorphisms from the Witt group $W_{un}$ of pseudo-unitary non-degenerate braided fusion categories to the group of roots of unity. For future convenience, let us introduce a notation for the subset of natural numbers coprime to the Frobenius-Schur exponent $\text{FSExp}(C)$:

$$D(C) \equiv \{ l \in \mathbb{N} \mid gcd(n, \text{FSExp}(C)) = 1 \}.$$ (6.7)

Note, if $C$ is an MTC, then the Frobenius-Schur exponent of $C$ coincides with the order of $\theta$, the minimal natural number $m$ such that $\theta^m = 1$ for all $x \in \text{Irr}(C)$.

According to Theorem 4.1 of [65], if $n \in D(C)$, then $\tau_n(C) \neq 0$ and $\xi_n(C)$ is a root of unity. Therefore, for any unitary MTC $C$, we define a formal sequence of roots of unity $\{\xi_n(C)\}_{n \in D(C)}$. We recommend the original papers [65, 66] for a more elegant treatment of those sequences in terms of the Galois group of $C$. If the sequence contains only 1’s, then such an MTC represents the trivial element of the Witt group of non-degenerate pseudo-unitary braided fusion categories $W_{un}$ (Theorem 4.4 of [65]). Thus, the sequence $\{\xi_n(C)\}_{n \in D(C)}$ is the same for all categories Witt-equivalent to $C$. Therefore, the $\{\xi_n(C)\}_{n \in D(C)}$ is a homomorphism from the Witt-class of $C$, denoted by $[C]$, to the group of roots of unity.

Finally, let us apply the higher Gauss sums to the study of time-reversal in unitary (super-) MTCs. An argument similar to the Abelian case, shows that each higher Gauss sum of the $T$-invariant (super-) MTC is a real number. Since each $d_x$ is a real number for any simple object in a spherical category [27], the braiding reversal complex conjugates the Gauss sum $\tau_n(C)$. As an example, consider the $T$-invariant super-MTC $C(PSU(N)_N)$: some higher central charges for these categories can be found in Table 3.

| N | m | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|---|---|---|---|---|---|---|---|---|
| 3 | -1 | +1 | -1 | +1 | -1 | +1 | -1 |
| 5 | -1 | +1 | -1 | +1 | +1 | -1 |
| 7 | +1 | +1 | +1 | +1 | +1 | -1 |

Table 3. Values of $\xi_m(C(PSU(N)_N))$.

From the preceding discussion, we obtain that the reality of all higher Gauss sums is a necessary condition for the unitary (super-) MTC $C$ to be $T$-invariant. Moreover, a necessary condition for the $T$-invariance of the MTC $C$ is that $[C]^2 = 1$ in $W_{un}$. As we discussed in the pointed case, the Witt-triviality alone is not sufficient for an MTC to be $T$-invariant. Indeed, the Witt-class of $C$ is constrained by $\tau_n(C)$ with $n \in D(C)$, while $\tau_n(C)$ with $n \notin D(C)$ can be arbitrary. In the case of pointed (super-) MTCs, the reality of all the higher Gauss sums is necessary and sufficient for the time-reversal invariance. One might
expect that in the non-pointed case, the reality of all higher Gauss sums would suffice as well, so we formulate

**Conjecture.** \( \mathcal{C}(G_k) \) is T-invariant if and only if \( \tau_n(\mathcal{C}(G_k)) \) is a real number for all \( n \in \mathbb{Z} \).

In principle, it should be possible to analyze simple MTCs directly. The proof of the conjecture, if it exists, might follow the lines of [68] and of [22].

Being order two in \( \mathcal{W}_{an} \) is necessary for a theory to be T-invariant. A subset of T-invariant theories can be obtained from Corollary 5.20 of [13] stating that if \( \mathcal{C} \) is simple non-pointed and completely anisotropic, then \( [\mathcal{C}]^2 = 1 \) in \( \mathcal{W} \) implies that \( \mathcal{C} \overset{\sim}{\rightarrow} \mathcal{C}^{rev} \). In other words, the smallest representative of a Witt class of order two is T-invariant.

### 7 Summary and Discussion

Let us briefly summarize our main results (not all of them are independent).

- We describe isomorphism classes \( \text{Tbil}(\mathbb{Z}) \) of torsion bilinear forms on finite Abelian groups that satisfy \( (\mathcal{D}, b) \cong (\mathcal{D}, -b) \) in Proposition 3.2.
- Any element of order 2 in the Witt group \( \mathcal{W} \) of finite bilinear forms lifts to an element satisfying \( (\mathcal{D}, b) \cong (\mathcal{D}, -b) \), according to Theorem 3.3.
- We characterize isomorphism classes \( \text{Tquad}(\mathbb{Z}) \) of torsion bilinear forms on finite Abelian groups that satisfy \( (\mathcal{D}, q) \cong (\mathcal{D}, -q) \) in Theorem 4.2.
- We describe equivalence classes of quadratic T-refinements satisfying in Section 4.4. Note the equivalence relations for quadratic refinements is a more relaxed notion than the isomorphism of quadratic forms, see Section 2.
- We formulate a condition for the classical Abelian spin CS theory \( \text{CS}_{(\Lambda, K)} \) to define a quantum T-invariant theory in Proposition 5.1.
- We classify all pointed T-invariant MTCs and super-MTCs in Section 6.1.
- We conjecture that non-Abelian (spin) Chern-Simons with compact gauge group \( G \) defined through \( k \in H^4(BG, \mathbb{Z}) \) is T-invariant if and only if the corresponding (super-) MTC \( \mathcal{C}(G_k) \) has real higher Gauss sums.

**Anti-unitary symmetries in TQFT.** In the present paper, we approach the question of when Chern-Simons admits an anti-unitary symmetry. Our approach is rather algebraic – we look for the condition on the quantum data to admit a time-reversal symmetry. A different approach to the definition of time-reversal invariant 3–2 TQFT should reflect the fact that such TQFT is not sensitive to changing the orientation of bordisms and 2-manifolds. Therefore, to ensure T-invariance, there must exist a lift of the corresponding tangential structure to a non-oriented one. For simplicity, consider a non-anomalous oriented bosonic
TQFT $\mathcal{F}^{SO}$, i.e., a monoidal functor from the category of oriented bordisms $\text{Bord}_{3,2}^{SO}$ to the category of vector spaces

$$\mathcal{F}^{SO} : \text{Bord}_{3,2}^{SO} \rightarrow \text{Vec}. \quad (7.1)$$

Time-reversal invariance can be seen as the existence of a lift of $\mathcal{F}$ to $\tilde{\mathcal{F}} : \text{Bord}_{3,2}^{O} \rightarrow \text{Vec}$ such that the following diagram with the forgetful functor $\kappa : \text{Bord}_{3,2}^{SO} \rightarrow \text{Bord}_{3,2}^{O}$ commutes (in the 2-categorical sense)

$$\begin{array}{ccc}
\text{Bord}_{3,2}^{SO} & \xrightarrow{\kappa} & \text{Bord}_{3,2}^{O} \\
\downarrow{\mathcal{F}} & & \downarrow{\tilde{\mathcal{F}}} \\
\text{Vec} & & \\
\end{array}$$

Similarly, a non-anomalous $3-2$ spin TQFT is a functor to the category of super vector spaces

$$\mathcal{S} : \text{Bord}_{3,2}^{Spin} \rightarrow \text{sVec}. \quad (7.2)$$

and $\mathbb{T}$-invariance condition is the existence of a lift of this functor. Depending on the realization of the time-reversal transformation, the $Spin$ structure lifts to $Pin^+$ or $Pin^-$ structure, see [15] for analysis of this question for the case of Chern-Simons with a finite Abelian gauge group.

In terms of topological invariants, it was pointed out in [65] that the Witten-Reshetikhin–Turaev invariants of the lens space $L(n, 1)$ and that of its orientation reversal are related as follows:

$$\frac{\text{WRT}_C(L(n, 1))}{\text{WRT}_C(-L(n, 1))} = \frac{\tau_n(C)}{\tau_{-n}(C)} \cdot \frac{\tau_{-1}(C)}{\tau_1(C)} \quad (7.3)$$

assuming that the relevant Gauss sums do not vanish. This relation is consistent with our conjecture, as we expect that time-reversal invariant MTCs provide us with invariants non-sensible to the orientation.

In the present paper, we analyse the algebraic data coming from the value $\mathcal{F}(S^1)$. It would be interesting to investigate how the time-reversal symmetry is reflected on the value $\mathcal{F}(pt)$, in the sense of [32, 38].

**Time-reversal symmetry vs. time-reversal duality** In [34], it was shown that Witten-Reshetikhin-Turaev theory admits a non-trivial boundary theory iff it is a Turaev-Viro theory. Recall, a 3d TQFT always admits a gapless boundary e.g., through the CS/WZW correspondence, while the existence of gapped boundary theory is a non-trivial condition. For Turaev-Viro theory, the value of the TQFT functor on a 3-framed circle is a Drinfeld center. Therefore, with TQFTs admitting gapped boundaries, we associate Witt-trivial theories. This statement was rederived for Abelian Chern-Simons in [43]– triviality of a certain subset of higher central charges suffices for bosonic Abelian Chern-Simons to admit a gapped boundary.
Being Witt-trivial is necessary and sufficient for the theory to admit a gapped boundary. Let us discuss what it means for the theory to represent an order two element in the Witt group. If \( [C(G_k)]^2 = 1 \), then there exists a braided equivalence

\[
C(G_k) \boxtimes C(G_k) \cong \mathcal{Z}(\mathcal{A})
\]

for some fusion category \( \mathcal{A} \) (Corollary 5.9 of [13]). Physically, this means that the theory \( C(G_k) \) stacked with itself is equivalent to a Witt-trivial theory, a theory admitting a gapped boundary. By unfolding this construction, we get that \( C(G_k) \) satisfying (7.4) admits a topological interface with its time-reversal: one can say that such a theory admits a time-reversal duality. Topological interfaces in Abelian Chern-Simons were discussed in [45] and studied in more detail in the context of general 3d TQFTs in [30]. There is a nice mathematical interpretation of such an interface pointed out to us by Christoph Schweigert: One can define a higher version of the Morita 2-category of (algebras, bimodules, intertwiners) called BrTens. It is a 4-category which is suitable for the Morita theory of braided fusion categories, and is spelled out in detail in [9]. A topological interface between \( C \) and \( C^{rev} \) can be seen as a 1-morphism between the corresponding objects in the higher Morita category BrTens of braided tensor categories.

Let us comment more on the analogy between pairing left- and right-movers in RCFT and the existence of time-reversal duality in CS (or self-duality in RCFT according to [57]). The equivalence \( C(G_k) \boxtimes C(G_k)^{rev} \cong \mathcal{Z}(C(G_k)) \), holding for any MTC \( C(G_k) \), is related to the existence of at least one sesqui-linear modular invariant pairing on \( \text{Irr}(C(G_k)) \), namely the diagonal modular invariant. In its turn, condition (7.4) is equivalent to the existence of a bilinear pairing on objects such that the total theory is “condensable to the vacuum” in the sense of [48].

**T-symmetry and Witt relations.** In Section 3.3, we discussed the Witt group of bilinear forms and its relation to the Kawachi and Kojima invariants. The latter invariants are given by the higher Gauss sums of a specific quadratic form associated to the given bilinear form. We noticed that the class of a bilinear form in \( W \) depends on all the higher Gauss sums of the associated quadratic form (though, not all of them are independent). This must be contrasted with the fact that the class of an abstract quadratic form in \( \mathcal{W}_{\mu} \) depends only on a subset of its higher Gauss sums (related to the Frobenius-Schur exponent). One might ask if there is an analog of \( W \) for pseudo-unitary braided fusion categories that depends on all of the higher Gauss sums of a class representative. We proved that being order two in \( W \) is necessary and sufficient for a bilinear form to be T-symmetric in Theorem 3.3. If the conjecture made in Section 6.3 is correct, then one might ask if being order two in the hypothetical analog of \( W \) is sufficient for T-invariance.

We noted that a quadratic T-form can be Witt equivalent to a non-T-invariant quadratic form. Similarly, the T-symmetry of a unitary MTC is not preserved by the Witt relation given in Definition D.1. It is an intriguing question if one can define an analog of \( W \) which would consist of T-symmetric uMTCs modulo a Witt-like relation preserving the T-symmetry.
“Real” fusion categories. According to the standard definition, a fusion category is, in particular, a tensor category over $\mathbb{C}$. A complex fusion category $\mathcal{C}$ is “real” if it is equivalent to a product of a tensor category $\mathcal{C}_\mathbb{R}$ defined over $\mathbb{R}$ and $\text{Vec}_\mathbb{C}$: $\mathcal{C} \xrightarrow{\sim} \mathcal{C}_\mathbb{R} \boxtimes \mathbb{R}\text{Vec}_\mathbb{C}$. This is the standard framework for the theory of Galois descent, which is discussed in the categorical context in [26] and [71]. When working over $\mathbb{R}$, we allow simple objects to have non-trivial endomorphism algebras. Almost trivial examples are $\mathcal{C}(\phi_2)$ and $\mathcal{C}(\psi_2)$: their real versions are fusion categories with two objects whose endomorphism algebras are simply $\mathbb{R}$. In general, $\mathcal{C}_\mathbb{R}$ and $\mathcal{C}_\mathbb{C}$ need not have the same sets of simple objects. It would be interesting to understand if the anomaly partition function [5, 51] can detect the splitting of $\mathcal{C}_\mathbb{C}$.
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A The Maps $\rho$

In this appendix, we review the maps $\rho_k$ producing certain homogeneous groups out of the general Abelian group, closely following the book [55]. For a finite Abelian group $G$, we introduce a subgroup $G_{p,k} = \{x \in G \mid p^kx = 0\}$ consisting of elements of order $p^k$. Then, we define

$$\rho_{p,k}(G) = G_{p,k}/(G_{p,k-1} + pG_{p,k}).$$

(A.1)

This map is additive and $\rho_{p,k}(G)$ is either trivial group or homogeneous group with exponent $p$:

$$\rho_{p,k}((\mathbb{Z}/p^r)^d) \simeq \begin{cases} \{0\} & \text{if } k \neq r, \\ (\mathbb{Z}/p)^d & \text{if } k = r. \end{cases}$$

(A.2)

The finite form $b$ on the $p$-group $G_p$ induces a form on $\rho_{p,k}(G_p)$, which we denote by $\rho_{p,k}(b)$, by the following rule:

$$\rho_{p,k}(b)(\bar{x}, \bar{y}) = 2^{k-1}b(x, y), \text{ where } x, y \in G_p \text{ and } \bar{x} = \rho_{p,k}(x), \bar{y} = \rho_{p,k}(y).$$

(A.3)

For example, $\rho_{2,r}(A_{2^r}) = \rho_{2,r}(B_{2^r}) = \rho_{2,r}(C_{2^r}) = \rho_{2,r}(D_{2^r}) = A_2$ and $\rho_{2,k}(E_{2^r}) = \rho_{2,k}(F_{2^r}) = E_2$, while for odd $p$ we have $\rho_{p,r}(X_{p^r}) = X_p$ and $\rho_{p,r}(Y_{p^r}) = Y_p$. 
B The Seifert Invariants

The invariants introduced by Seifert in [73] distinguish Types I and II of normal forms on $p$-groups for odd $p$. Since $\rho_{p,k}(G)$ is a $p$-group of exponent 1, we can treat it as a vector space over $\mathbb{Z}/p$ and $(\rho_{p,k}(G), \rho_{p,k}(b))$ is an inner product space over $\mathbb{Z}/p$. We embed $\mathbb{Z}/p$ into $\mathbb{Q}/\mathbb{Z}$ by sending 1 to $1/p$ and denote the induced form by $\tilde{\rho}_{p,k}(G)$. To this end, the Seifert invariant is the Legendre symbol of the determinant

$$\chi^k_p(b) = \left( \frac{\det \tilde{\rho}_{p,k}(b)}{p} \right).$$  \hfill (B.1)

For odd $p$, the isomorphism class of a linking $((\mathbb{Z}/p^r)^d, b)$ is fully determined by the invariants $r, d$, and $\chi^r_p(b)$. The isomorphism classes with $\chi^k_p(b) = 1$ and $\chi^k_p(b) = -1$ can be represented by a finite form of Type II 3.8 and Type I 3.7 respectively.

C The Signature Invariants

Consider a 2-group $G_2$. Due to the relation on the generators $A_2 + E_2 = 3A_2$ of forms on $(\mathbb{Z}/2)^d$, any form on the 2-group of exponent 1 can be brought to one of the two types: $dA_2$, or $(d/2)E_2$ (this is allowed only if $d$ is even). These two types are called type $A$ and type $E$, respectively.

Assume $\rho_{2,k}(b)$ is of type $E$, then we introduce a quadratic form on the group $G_2^{(k)} = G_2/\rho_{2,k}(G_2)$. Such quadratic form exists [46], and defined by

$$q_k : G_2^{(k)} \rightarrow \mathbb{Q}/\mathbb{Z}$$

$$q_k(\bar{x}) = 2^{k-1}b(x,x)$$  \hfill (C.1)

where $x$ is a pre-image of $\bar{x}$. Then, we define the Gaussian sum associated to the quadratic form:

$$S_k(b) = \frac{1}{\sqrt{|G_2^{(k)}|}} \sum_{\bar{x} \in G_2^{(k)}} \exp(2\pi i q_k(\bar{x})).$$  \hfill (C.3)

It was shown by Kawauchi and Kojima that $S_k(b)$ is the eighth root of unity $\exp(2\pi i \tilde{\sigma}_k(b)/8)$ whenever $\rho_{2,k}(b)$ is of type $E$.

Then, we define the signature invariant valued in the semigroup $\mathbb{Z}_8$:

$$\sigma_k(b) = \begin{cases} \infty & \text{if } \rho_{2,k}(b) \text{ is of type } A, \\ \tilde{\sigma}_k(b) & \text{if } \rho_{2,k}(b) \text{ is of type } E \text{ or the zero-form.} \end{cases}$$  \hfill (C.4)

Finally, Kawauchi and Kojima calculate the signatures for the generators of bil$(\mathbb{Z})_2$:

The Gauss sums are given by the standard formulas, see e.g., [8]:

$$\frac{1}{2^{r/2}} \sum_{n=0}^{2^r-1} e^{2\pi i an^2/2^{r+1}} = \exp \left( \frac{2\pi i}{8} \left( \frac{(a^2 - 1)(r + 2)}{2} + a \right) \right), \quad r \geq 2$$  \hfill (C.5)

for any odd $a$. 

\hfill \text{– 33 –}
Table 4. The signature invariants of generators of $\text{bil}(\mathbb{Z})_2$. We assume that $r - k \geq 1$, otherwise the signature is not defined.

D The Witt Group of Non-Degenerate Braided Fusion Categories

In this appendix, we collect some relevant definitions and give a very brief review of the Witt group of braided fusion categories. We assume the reader is familiar with the notion of a fusion category, see [27] and [25] for the general reference and the original paper by A. Davydov et al. [13] on the Witt groups.

We say that a fusion category is pointed if all its simple objects are invertible, i.e., the fusion of simple objects is group-like. A fusion category $\mathcal{C}$ is simple if the only proper fusion subcategory of $\mathcal{C}$ is Vec. For a braided fusion category $\mathcal{C}$, we introduce the Müger center $Z_2(\mathcal{C})$ as the full subcategory whose objects have trivial double braiding with all objects in $\mathcal{C}$:

$$Z_2(\mathcal{C}) = \{ x \in \mathcal{C} \mid c_{y,x} \circ c_{x,y} = \text{id}_{x \otimes y}, \text{ for all } y \in \mathcal{C} \}. \tag{D.1}$$

We say that braided fusion category $\mathcal{C}$ is non-degenerate if $Z_2(\mathcal{C}) \cong \text{Vec}$, and slightly-degenerate if $Z_2(\mathcal{C}) \cong s\text{Vec}$. We define a premodular category to be a braided fusion category equipped with a ribbon structure. The ribbon and braided structures are sets of isomorphisms (6.1) and $\theta_x : x \cong x$ subject to (6.2).

There are some useful types of categories with less structure than premodular categories. A pivotal category is a monoidal category with duals equipped with a morphism $\epsilon(x) : 1 \mapsto x \otimes x^\vee$ for each object $x$ with $x^\vee$ being the dual of $x$. The set of morphisms is subject to the conditions listed in [6]. Finally, right and left traces are maps defined for any object $x$ and morphism $f : x \mapsto x$ as $\text{Tr}_R[f] \equiv \epsilon(x^\vee) \circ (1 \otimes f) \circ (\epsilon(x))^\vee$ and $\text{Tr}_L[f] \equiv \epsilon(x) \circ (f \otimes 1) \circ (\epsilon(x))^\vee$ respectively. Note these are in $\text{End}(1) \cong \mathbb{C}$ and hence can be identified with complex numbers. A spherical category is a pivotal category where left and right traces are the same for all objects [6]. Returning to premodular categories, an alternative definition to the one given above, one could define a premodular category as a spherical braided fusion category.

In this paper, we are interested in unitary categories coming from CS theories. Any unitary category is, in particular, pseudo-unitary. We refer the reader to, e.g., [13] for the definition of pseudo-unitary categories. It is expected that the notions of unitarity and
pseudo-unitarity are equivalent [49]. We use the term pseudo-unitary to be consistent with the math literature keeping in mind the conjectured equivalence.

One of the results of [27] states that any pseudo-unitary fusion category admits a unique spherical structure. Next, for any braided fusion category, there is a one-to-one correspondence between the spherical and ribbon structures [83]. Therefore, unitary braided fusion categories, the categories of our interest, are premodular in a canonical way.

For any premodular category, we define the modular $S$-matrix:

$$S_{x,y} = \text{Tr}[c_{y,x} \circ c_{x,y}] \quad \text{(D.2)}$$

where $x$ and $y$ are simple objects of $\mathcal{C}$ and $\text{Tr}$ is the trace corresponding to the ribbon structure. The non-degeneracy of the $S$-matrix is equivalent to the non-degeneracy of the braiding.

Let $\mathcal{C}$ be a fusion category, then the Drinfeld center $Z(\mathcal{C})$ of $\mathcal{C}$ is a category whose objects are pairs $(x, \Phi_x)$ where $x \in \text{Obj}(\mathcal{C})$ and $\Phi_x$ is a family of natural isomorphisms

$$\Phi_x : x \otimes y \sim \rightarrow y \otimes x \quad \text{for all} \quad y \in \mathcal{C} \quad \text{(D.3)}$$

satisfying $\Phi_{x \otimes y} = (\text{id} \otimes \Phi_y) \circ (\Phi_x \otimes \text{id})$, see [49] for the full set of axioms. The Drinfeld center of any fusion category is automatically a braided category. Moreover, the Drinfeld center of a spherical fusion category is an MTC [59]. For any non-degenerate braided fusion category $\mathcal{C}$, there is a braided monoidal equivalence $\mathcal{C} \boxtimes \mathcal{C}^{\text{rev}} \sim \rightarrow Z(\mathcal{C})$ [59].

Let $\mathcal{C}$ and $\mathcal{C}'$ be fusion categories, then their Deligne tensor product $\mathcal{C} \boxtimes \mathcal{C}'$ is a fusion category satisfying the universal property: for any $\mathcal{C}$-bilinear functor $F : \mathcal{C} \times \mathcal{C}' \rightarrow \mathcal{B}$ for some fusion category $\mathcal{B}$, there exists a unique $\mathcal{C}$-linear functor $\tilde{F} : \mathcal{C} \boxtimes \mathcal{C}' \rightarrow \mathcal{B}$ such that the following diagram commutes.

Notice the universal property of the Deligne tensor product is a close analog of the universal property defining, e.g., the tensor product of vector spaces. If the categories are braided, so is their Deligne product. If $c_{x,y}$ and $c'_{x',y'}$ are the braiding isomorphisms of $\mathcal{C}$ and $\mathcal{D}$ respectively, then $c_{x,y} \boxtimes c'_{x',y'}$ is the braiding of the tensor product. Correspondingly, if $S_{x,y}$ and $S'_{x',y'}$ are the $S$-matrices of $\mathcal{C}$ and $\mathcal{C}'$, then the $S$-matrix of the Deligne product is simply $\tilde{S}_{x \boxtimes x', y \boxtimes y'} = S_{x,y} \otimes S'_{x',y'}$. If $\theta_x$ and $\theta'_{x'}$ are the ribbon structures on the categories $\mathcal{C}$ and $\mathcal{C}'$, then $\tilde{\theta}_{x \boxtimes x'} = \theta_x \boxtimes \theta'_{x'}$ is the ribbon structure on the product.

**Definition D.1.** Non-degenerate braided fusion categories $\mathcal{C}$ and $\mathcal{C}'$ are Witt-equivalent if there exists a braided monoidal equivalence $\mathcal{C} \boxtimes Z(A_1) \sim \rightarrow \mathcal{C}' \boxtimes Z(A_2)$ for some fusion categories $A_1$ and $A_2$. The equivalence class of $\mathcal{C}$ is denoted by $[\mathcal{C}]$.

Lemma 5.3 of [13] states that the monoid of the Witt-equivalence classes of non-degenerate braided fusion categories equipped with the inverses $[\mathcal{C}]^{-1} = [\mathcal{C}^{\text{rev}}]$ is a group.
Definition D.2. \(W\) is the group of Witt-equivalence classes of non-degenerate braided fusion categories. \(W_{un}\) is the subgroup of \(W\) consisting of the Witt-equivalence classes of pseudo-unitary non-degenerate braided fusion categories.

Definition D.2 uses pseudo-unitary categories instead of unitary ones, yet it is believed \([49]\) that they are equivalent. It is also expected \([13]\) that the classes of \(W_{un}\) are well represented by the categories \(C(g_k)\) of the integrable highest weight representations of some Affine Lie algebra \(g\) at some positive level \(k\). These are precisely our categories of interest.

In Section 7, we mentioned that for special categories, \(|C|^2 = 1\) in \(W_{un}\) implies that \(C\) is \(T\)-invariant \([13]\). For the reader’s reference, we collect the corresponding definitions here. A fusion category \(C\) is completely anisotropic if the only connected étale algebra \(A\) in \(C\) is trivial. Recall, a unital algebra object in a fusion category is an object equipped with a pair of morphisms: the unit map and multiplication map. An algebra object is called separable if the multiplication, as a map of \(A - A\) bimodules, splits. An algebra \(A \in C\) is called étale if it is commutative and separable. Finally, the algebra \(A \in C\) is connected if \(\dim_{C}\text{Hom}_{C}(1, A) = 1\).
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