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Abstract—The goal of co-salient object detection (CoSOD) is to discover salient objects that commonly appear in a query group containing two or more relevant images. Therefore, how to effectively extract interimage correspondence is crucial for the CoSOD task. In this article, we propose a global-and-local collaborative learning (GLNet) architecture, which includes a global correspondence modeling (GCM) and a local correspondence modeling (LCM) to capture the comprehensive interimage corresponding relationship among different images from the global and local perspectives. First, we treat different images as different time slices and use 3-D convolution to integrate all intrafeatures intuitively, which can more fully extract the global group semantics. Second, we design a pairwise correlation transformation (PCT) to explore similarity correspondence between pairwise images and combine the multiple local pairwise correspondences to generate the local interimage relationship. Third, the interimage relationships of the GCM and LCM are integrated through a global-and-local correspondence aggregation (GLA) module to explore more comprehensive interimage collaboration cues. Finally, the intra and inter features are adaptively integrated by an intra-and-inter weighting fusion (AEWF) module to learn co-saliency features and predict the co-saliency map. The proposed GLNet is evaluated on three prevailing CoSOD benchmark datasets, demonstrating that our model trained on a small dataset (about 3k images) still outperforms 11 state-of-the-art competitors trained on some large datasets (about 8k–200k images).
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I. INTRODUCTION

SALIENT object detection (SOD) simulates the human visual attention mechanism to locate the visually attractive or most prominent objects/regions from a scene [1], which has been applied to a large number of vision tasks, such as image classification [2], image compression [3], image retargeting [4], etc. With different data inputs, the SOD task can be further divided into some subtasks, such as RGB-D SOD [5]–[13], video SOD [14], remote sensing SOD [15]–[19], etc. In addition, with the explosive growth of data volume in recent years, people sometimes need to collaboratively perceive multiple relevant images, such as identifying teammates wearing the same uniform in different images. Therefore, simulating the human co-processing capabilities, co-salient object detection (CoSOD) aims to localize the common and salient objects in an image group containing multiple relevant images. As can be seen from the definition of CoSOD, it contains two key matters: 1) the saliency attribute and 2) the repetitiveness attribute. In other words, in addition to capturing the saliency attribute of each image, the interactive relationships among different images play an important role in determining whether the objects are shared in the entire image group. Moreover, the co-salient objects only belong to the same semantic category, but their appearance characteristics vary differently, which undoubtedly increases the difficulty of the task.

The existing CoSOD methods can be roughly divided into traditional methods [20]–[24] and deep-learning-based methods [25]–[41]. Traditional methods usually use handcrafted features to model the interimage relationships into feature clustering, similarity matching, rank constraint, etc. However, their performance is limited due to the lack of high-level semantic representation, especially for the complex scenes. Since entering the deep learning era, the CoSOD task has achieved a rapid development, and its performance has continued to set new records. For the process of generating group semantics, the modeling of the relationship among images can be classified into three categories: one is the global model, which combines all the intrafeatures into the designed model to learn the global semantics [25]–[30]. Another is the local model, which decouples the interimage relationship into the multiple pairwise correspondences [36]. The last one is the recurrent model, which utilizes recursive structure (such as RNN or GRU) to capture the group semantics [35], [37]. Among them, the recurrent model is sensitive to the input order of the images, the
global model is closer to a blind processing method requiring a delicately designed network to capture better group semantics, and the local model has a clearer physical meaning, but are more computationally expensive. On the whole, the global model and local model are naturally complementary to a certain degree, but there is no work to integrate them organically under a unified framework.

To this end, we propose a novel network based on global-and-local collaborative learning (GLNet) to fully explore the semantic association among the group images from the global and local perspectives. The interimage relationship extraction includes a global correspondence modeling (GCM) that directly integrates all intrafeatures to learn the global semantics, and a local correspondence modeling (LCM) that combines corresponding relationships between pairwise images in the group. Considering that the global modeling method directly extracts relationships of multiple images at a time, it includes the dimensions of different images other than the traditional spatial and channel dimensions. Simple 2-D convolution may be difficult to extract the corresponding relationships in an image group. Thus, we introduce 3-D convolution into the CoSOD task for the first time to capture a more accurate and comprehensive global interimage relationship. For LCM, we design a pairwise correlation transformation (PCT) to explore similarity correspondence between pairwise images. The differences with the existing local model [36] are reflected in two aspects: 1) When measuring the pairwise correlation, the PCT is executed at the pixel level. Each spatial location is associated with all other locations through a max-pooling layer, which has the global description capability and 2) when fusing the multiple local correspondences, we use progressive 3-D convolution layers, which assist in reducing the redundancy and suppressing the interference. In addition, the global and local interinformation are integrated through a global-and-local correspondence aggregation (GLA) module, and an intra-and-inter weighting fusion (AEWF) strategy is designed to adaptively integrate the intra and interfeatures into co-saliency features to predict the corresponding co-saliency map. As can be seen in Fig. 1, our method can accurately and completely detect the co-salient object, even if the size of the object varies dramatically.

The major contributions of the proposed method are summarized as follows.

1) We propose an end-to-end network for CoSOD, the core of which is to capture a more comprehensive interimage relationship through the GLNet. The GCM module directly extracts the interactive information of multiple images intuitively, and the LCM module defines the interimage relationship through the form of multiple pairwise images.

2) For the GCM, different images are regarded as different time dimensions and, thus, 3-D convolution is used instead of the usual 2-D convolution to capture global group semantics.

3) For the LCM, we design a PCT to explore similarity correspondence between pairwise images. The two modules work together to learn more in-depth and comprehensive interimage relationships.

The remainder of this article is organized as follows. Section II reviews the related works. Section III introduces the proposed GLNet method in detail. The experimental results with quantitative evaluation are presented in Section IV. Finally, the conclusion is drawn in Section V.
proposed the first CNN-based CoSOD model, where the individual image saliency features were simply concatenated to learn the groupwise feature representation. Wang et al. [26] learned the groupwise semantic vector to represent the interimage correspondence. Zhang et al. [27] designed an effective aggregation-and-distribution strategy for interimage modeling and achieved highly competitive performance. Zhang et al. [29] proposed a gradient induction model that used image gradient information to draw more attention to the discriminative common saliency features. Zhang et al. [30] designed an adaptive graph convolutional network to capture the intra and interimage correspondence of an image group. Jin et al. [36] proposed that the weighted average each pairwise image was masked by the predicted saliency map as group semantics, and then used to compare the cosine similarity of each position of each image. Fan et al. [38] learned common information using co-attentional projection strategy, and at the same time established a CoSOD3k dataset for the CoSOD task. Tang et al. [39] regarded the CoSOD task as an end-to-end sequence prediction problem and proposed the CoSOD transformer (CoSformer) network. Qian et al. [40] used a two-stream encoder generative adversarial network (TSE-GAN) with progressive training. Zhang et al. [41] proposed a consensus-aware dynamic convolution model to perform the summarize and search process.

For the process of generating group semantics, these methods perceive the interimage relationships from a global perspective or a local perspective. The global perspective uses a direct way to extract the group semantic features of multiple images at once, while the local perspective allows the network to learn pairwise relationships in a step-by-step manner and finally fuse them into group semantics. In fact, we can capture group semantics in an all-round way from two perspectives. Therefore, we propose a novel GLNet, where the GCM and LCM modules are designed to fully explore the semantic association among the group image from different perspectives.

### III. PROPOSED METHOD

#### A. Overview

The framework of the proposed method is shown in Fig. 2. Given a query group, including $N$ relevant images $I = \{I^n\}_{n=1}^N$, the goal of the CoSOD task is to detect commonly salient objects and predict the corresponding co-saliency maps $M = \{M^n\}_{n=1}^N$. First, we use the backbone network (e.g., VGG [56], ResNet [57], Dilated ResNet [58]) to extract the multilevel features of each image in the group. Considering that the top-level convolutional features contain more semantic information and are more suitable for exploring the corresponding information among the group images, we use them as the final intrafeatures $F^n_{in} \in \mathbb{R}^{C \times H \times W}$, where $C$, $H$, and $W$ denote the channel, height, and width of the feature map, respectively. Then, in order to fully exploit the interimage cues among different images, a GLNet architecture is designed. In addition to the designed GCM that directly fuses all the intrafeatures through the 3-D convolution, we also design an LCM method from a local perspective by decoupling the multi-image relationship into multiple pairwise-image correspondences. Furthermore, the interactive information of these two complementary aspects is integrated through a 3-D convolution, we also design an LCM method from a local perspective by decoupling the multi-image relationship into multiple pairwise-image correspondences. Finally, the intra and inter features are adaptively integrated through an AEWF module and are fed into a decoder network to predict the corresponding co-saliency maps $M$. 

![Fig. 2. Flowchart of the proposed GLNet. Given a query image group, we first obtain the deep intra features with a shared backbone feature extractor. A GCM module is applied to capture the global interactive information among multiple images, while an LCM module further collects the local interactive information between pairwise images. The global and local features are generated into inter features through a GLA module. Then, the intra and inter features are further adaptively aggregated through an AEWF module to learn co-saliency features. In the end, a multilayer deconvolution is used to predict the full-resolution co-saliency maps $M$.](image-url)
B. Global Correspondence Modeling

Intuitively, the co-salient objects in an image group have the same semantic attributes in features. The extraction of the interimage correspondence among images is essential to determine which features are shared by multiple images. Therefore, the most intuitive way to achieve this is to directly integrate the different intrafeatures in the group, and then learn the common relationship attributes through some 2-D convolutional layers [25], [26]. This is a global modeling method that can directly extract multiple-image relationships at once. However, it is very difficult to adequately extract the relationship between different images using traditional 2-D convolutional layers because a new dimension of different images is added compared to a single image (we will verify this in the ablation study of Section IV). The superiority of 3-D convolution has been previously demonstrated in other vision tasks [59], [60]. As stated in [59], replacing 2-D convolutions with 3-D convolutions not only reduces the size of the model but also improves the performance of the model. Inspired by this, we treat the different images as different time slices and use 3-D convolution to replace 2-D convolution for GCM.

Specifically, the group features \( \mathbf{F} \in \mathbb{R}^{C \times N \times H \times W} \) are first obtained by concatenating all intrafeatures \( \mathbf{F}_{ia} \) of different images along channel dimension, which are the inputs of the 3-D convolutional layer. Then, three 3-D convolutional layers are used to capture the global correspondence

\[
g = \delta \circ f_2 \circ \delta \circ f_3 \circ \delta \circ f_2 \circ \delta \circ \mathbf{F}
\]

where \( f_2 \) and \( f_3 \) denote 3-D convolutional layers with filter sizes of \( 2 \times 3 \times 3 \) and \( 3 \times 3 \times 3 \), respectively, \( \delta \) is the ReLU activation function, and \( \circ \) denotes function composition. In order to introduce more compact global interimage presentation, we use the channel attention (CA) [61] and spatial attention (SA) [62] to highlight the important channels and spatial locations, thereby producing the final global correspondence \( \mathbf{G} \in \mathbb{R}^{C \times H \times W} \)

\[
\mathbf{G} = \text{SA}(\text{CA}(g))
\]

where \( \text{CA}(\cdot) \) and \( \text{SA}(\cdot) \) are the CA operation and SA operation, respectively.

C. Local Correspondence Modeling

The GCM captures the interimage relationship straightforwardly and globally from the image group at one time, which means that it needs to analyze the relationship between all images in the group at the same time. In fact, we can further decompose the relationship modeling among multiple images into more basic and smaller units, that is, the combination of multiple pairwise correspondences. Specifically, in order to capture the corresponding relationship between a certain image and all other \( N - 1 \) reference images in the group, we can model the pairwise relationship between it and others separately, and then integrate these relationships together to obtain its final interimage correspondence. This is the LCM we proposed, which is conducive to capturing more in-depth local interaction information among images. In order to illustrate simply and clearly how our LCM works in the GLNet, we take the \( k \)th image \( \mathbf{I}^k \) in a group including \( N \) images as an example, where \( k \in \{1, 2, \ldots, N\} \). The left side of Fig. 3 shows the pipeline of LCM for calculating the local interimage correspondence \( \mathbf{P}^k \) of image \( \mathbf{I}^k \).

Because the LCM only needs to process two images in the group, it is different from the global correspondence model which is similar to a black-box calculation. Therefore, we design a more physically meaningful pairwise correlation method to measure the semantic correlation. We, respectively, calculate the correlation between the current intrafeatures \( \mathbf{F}_{ia}^k \) and other reference intrafeatures \( \mathbf{F}_{ia}^j \) (\( j \neq k \)), thereby generating the multiple pairwise local correlation features \( \mathbf{W}^{kij} \in \mathbb{R}^{C \times H \times W} \). Then, these features \( \mathbf{W}^{kij} \) regarding image \( \mathbf{I}^k \) are integrated by progressive 3-D convolution layers to obtain its local interimage correspondence \( \mathbf{P}^k \in \mathbb{R}^{C \times H \times W} \).

The CoSOD task needs to determine the common attributes of objects by modeling the correspondence among images and further select the common and salient objects. For a pair of images, the extraction of the interimage relationship becomes simpler and clearer, which can be defined as the correlation between two image features. If the correlation of a location is high, it means that the location is more likely to have a common object. Specifically, we design a PCT to explore similarity correspondence between pairwise images, as shown in the right side of Fig. 3. Taking the current intrafeatures \( \mathbf{F}_{ia}^k \in \mathbb{R}^{C \times H \times W} \) and reference intrafeatures \( \mathbf{F}_{ia}^j \in \mathbb{R}^{C \times H \times W} \) as...
the inputs of the PCT, we first transform each of them into a new feature subspace through a 1 × 1 convolution layer, respectively. Next, a matrix multiplication operation is performed for computing the affinity matrix $A^{ij} ∈ ℝ^{HW × HW}$

$$A^{ij} = γ_i(f_{1} × 1(f^{ia}_{i} \cdot f^{ja}_{j}))^T ⊙ γ_j(f_{1} × 1(f^{ia}_{i} \cdot f^{ja}_{j}))$$  \( (3) \)

where $f_{1} × 1$ is the 2-D convolutional layer with the filter size of 1 × 1, ⊙ represents the matrix multiplication, superscript T denotes the transposition, and $γ_i(·)$ reshapes the features into the dimension of $ℝ^{C×HW}$. The element $a^{ij}_{pq}$ in affinity matrix $A^{ij}$ represents the correlation probability between the location $p$ in features $F^{i}_{ia}$ and location $q$ in features $F^{j}_{ja}$, and a large response corresponds to a strong correlation. Furthermore, we need to measure the global correlation of each spatial position in image $I^k$ relative to all positions in image $I$. To this end, we apply the max pooling on the affinity matrix $A^{ij}$ by row to obtain an affinity vector $\bar{A}^{ij} ∈ ℝ^{HW × 1}$, then normalize and reshape it into a location-correlation weight map $\bar{A}^{ij} ∈ ℝ^{1 × HW}$

$$\bar{A}^{ij} = γ_2(softmax(maxpool(A^{ij})))$$  \( (4) \)

where maxpool(·) is the max pooling along the row, softmax(·) denotes the softmax layer for feature normalization, and $γ_2(·)$ reshapes the features into the dimension of $ℝ^{1 × HW}$. Finally, we combine the location-correlation weight map $\bar{A}^{ij}$ with the original features $F^{i}_{ia}$ in a residual connection manner, and use CA [61] and SA [62] for feature enhancement, thereby obtaining the pairwise correlation features $W^{ij}$ of the features $F^{i}_{ia}$ relative to the features $F^{j}_{ja}$

$$W^{ij} = SA(CA(\bar{A}^{ij} ⊙ F^{i}_{ia} ⊕ F^{j}_{ja}))$$  \( (5) \)

where ⊕ means elementwise multiplication broadcasted along feature planes, and CA(·) and SA(·) are the channel attention and spatial attention, respectively.

Repeating the above procedures, we can obtain $N − 1$ pairwise correlation features $W^{ij}$ ($i ∈ \{1, 2, …, N\}$ and $j ≠ k$) of image $I^k$. Then, they are fully integrated by progressive 3-D convolution layers with the filter size of 2 × 3 × 3 to obtain the local interfeatures $P^{i}_{k}$ of image $I^k$.

D. Global-and-Local Correspondence Aggregation

Both the GCM module and the LCM module can extract the interimage relationship among images, but their difference is that the global interfeatures $G$ describe the global correspondence among multiple images in the group, while the local interfeatures $P = \{P^{i}_{k}\}_{k=1}^{N}$ obtain the local relationship from multiple pairwise images. These two modules define the interimage relationship from different angles, and there is a certain degree of complementarity. Thus, we combine them to learn more comprehensive interfeatures $F^{ic}_{k} ∈ ℝ^{C×H×W}$ of image $I^k$ through a GLA module. Concretely, taking into account the advantages of 3-D convolution, we still use it for fusion learning. The GLA consists of a 3-D convolutional layer with the filter size of 2 × 3 × 3, the channel attention scheme, and a spatial attention scheme. The global interfeatures $G ∈ ℝ^{C×H×W}$ and local interfeatures $P^{i}_{k} ∈ ℝ^{C×H×W}$ are first concatenated along the channel dimension as the inputs of the GLA module. Then, we can obtain the final interfeatures $F^{ic}_{k}$ via a 3-D convolutional layer with ReLU activation as follows:

$$F^{ic}_{k} = SA(CA(δ(f_{2} × 3 × 3([G, P^{i}_{k}]))))$$  \( (6) \)

where $[·, ·]$ denotes the concatenation along the channel dimension.

E. Intra-and-Inter Weighting Fusion

As described previously, we construct the interfeatures $F^{ic}_{k}$ from global and local perspectives, aiming to capture the corresponding relationships among group images. Returning to the definition of CoSOD, we need to consider both the saliency attributes within an image and the correspondence among different images. Therefore, we should combine intrafeatures and interfeatures to obtain the co-saliency features. But for different scenes, intrafeatures and interfeatures play different roles, so we design a dynamic weighting strategy to adaptively fuse them instead of the clumsy addition or concatenation fusion strategies. Concretely, we first concatenate the features $F^{ic}_{k}$ and $P^{i}_{k}$, and apply a 1 × 1 convolutional layer for channel reduction to generate $F^{ic}_{c} ∈ ℝ^{C×H×W}$. Then, we learn a weighting map $α^{k} ∈ ℝ^{C×H×W}$ through a bottleneck convolutional layer, which determines the importance between intra and interfeatures. Therefore, the final co-saliency features $F^{co}_{k}$ of image $I^k$ can be obtained by

$$F^{co}_{k} = α^{k} ⊗ F^{ic}_{k} + (1 − α^{k}) ⊗ F^{i}_{ia}$$  \( (7) \)

$$α^{k} = σ(f_{p}(CA(F^{ic}_{c})))$$  \( (8) \)

where $f_{p}$ is a bottleneck convolutional layer, and $σ$ represents the sigmoid activation. For the final co-saliency map $M^{k}$ prediction, we need to upsample the co-saliency features $F^{co}_{k}$ to the same resolution with the input image, for which multilayer deconvolution operations are adopted.

F. Loss Function

During training, the proposed network is optimized by using the binary cross-entropy loss between each co-saliency map $M^{n}$ and the ground truth $T^{n}$ in an end-to-end manner. Specifically, given $N$ co-saliency maps and ground-truth masks (i.e., $\{M^{n}\}_{n=1}^{N}$ and $\{T^{n}\}_{n=1}^{N}$) in an image group, we define the loss function $ℓ$ by calculating the binary cross-entropy loss over all the samples

$$ℓ = \frac{1}{N} \sum_{n=1}^{N} ℓ^{bce}_{n}$$  \( (9) \)

where $ℓ^{bce}_{n} = −[T^{n}\log(M^{n}) + (1 − T^{n})\log(1 − M^{n})]$ is the binary cross-entropy loss of sample $n$, and $N$ denotes the image number in an image group.

IV. EXPERIMENTS

In this section, we first introduce the datasets, the evaluation, and the implementation details. Then, we make some comparisons between the proposed GLNet and the state-of-the-art (SOTA) SOD and CoSOD methods to demonstrate our superiority. Finally, the ablation studies will be discussed to investigate the effectiveness of each module.


A. Datasets and Evaluation Metrics

1) Benchmark Datasets: We evaluate different methods on three widely used CoSOD benchmark datasets, including: 1) MSRC [68]; 2) iCoseg [74]; and 3) Cosal2015 [65]. Each image in these datasets has a corresponding pixelwise CoSOD ground truth. Among them, the MSRC dataset [68] is the first available dataset for CoSOD and consists of 210 images in seven groups after removing the nonsaliency grass group. The iCoseg dataset [74] contains 643 images distributed in 38 image groups, and the number of images in each group varies from 4 to 42. The Cosal2015 dataset [65] is a large and challenging dataset containing 2015 images in 50 groups, which includes various challenging factors, such as complex background and occlusion issues.

2) Evaluation Metrics: For quantitative evaluation, we introduce five widely used evaluation indicators in the SOD background and occlusion issues.

For F-measure ($F_{β}) [75]$: 3) MAE score [76]; 4) S-measure ($S_o)$ [77]; and 5) E-measure ($E_p)$ [78]. The P-R curve intuitively shows the variation trend between different precision and recall scores, and the closer the curve is to (1, 1), the better the method performance. F-measure ($F_{β}$) is a comprehensive measurement of precision and recall values. The specific formula is written as follows:

$$F_{β} = \frac{(1 + \beta^2)\text{precision} \times \text{recall}}{\beta^2 \times \text{precision} + \text{recall}}$$

where precision and recall are the precision score and recall score, respectively, and $\beta^2$ is fixed to 0.3 as suggested in [75].

MAE score is used to calculate the pixelwise difference between the predicted co-saliency map $M$ and ground truth $T$, which is formalized as

$$\text{MAE} = \frac{1}{W \times H} \sum_{w=1}^{W} \sum_{h=1}^{H} |M(w, h) - T(w, h)|$$

where $W$ and $H$ are the width and height of the image, respectively.

S-measure ($S_o$) describes the structural similarity between the co-saliency map and ground truth, which is defined as

$$S_o = \alpha \times S_o + (1 - \alpha) \times S_r$$

where $S_o$ represents the object-aware structural similarity, summing foreground and background comparison terms with weights. $S_r$ denotes the region-aware structural similarity, which divides the saliency map and ground truth into multiple regions and computes the weighted summation of the corresponding structural similarity measure. $\alpha$ is the balance parameter and set to 0.5 as suggested in [77].

E-measure ($E_p$) consists of a single term to account for both pixel and image-level properties, which is computed as

$$E_p = \frac{1}{W \times H} \sum_{w=1}^{W} \sum_{h=1}^{H} \theta(\phi)$$

where $\theta(\phi)$ indicates the enhanced alignment matrix.

Among these indicators, the larger the $F_{β}$, $E_p$, and $S_o$, the better the performance, while the MAE value is just the opposite (i.e., the smaller value corresponds to the better performance).

B. Implementation Details

1) Training Data: Most of the previous state-of-the-art CoSOD models are trained on the large-scale COCO-SEG dataset [26], which contains more than 200,000 image samples. As pointed out in [27], although there are a large amount of data in COCO-SEG, many objects in this dataset do not have the saliency attributes, so it is not completely suitable for the CoSOD task. Following the settings in [27], we take the CoSOD3k dataset [73] as our training dataset. The CoSOD3k dataset is specially designed for the CoSOD task, which contains 3316 images distributed in 160 image groups.

2) Implementation Settings: We implement the proposed model via PyTorch toolbox and train it on an RTX 2080Ti GPU in an end-to-end manner. We also implement our network by using the MindSpore Lite tool. In order to avoid overfitting, we use random flipping and rotating to augment the training samples. Following the input settings in [25] and [27], we set the input image number of the GLNet to 5, and select minibatch groups from all categories in the CoSOD3k dataset. Due to the limited computing resources, all input images are resized to $160 \times 160$, and rescaled to the original size for testing. We use Adam [79] to train our model with weight decay of $10^{-4}$ and the training process converges until 40,000 iterations. The learning rate decay strategy adopts cosine annealing decay, where the initial and minimum learning rate are set to $5e^{-6}$ and $5e^{-7}$, respectively. The code and results can be found at https://rmcong.github.io/proj_GLNet.html.

3) Backbone Setting: In our experiment, we choose the VGG16 network as our feature extractor for two reasons. First, most of the previous methods used the VGG as the backbone, such as GCAGC [30], ICNet [36], and so on. Therefore, for a fair comparison, we also choose the VGG network to extract the multilevel features of each image in the group, which is the dominant reason. Second, the CoSOD task deals with image group data, using other more powerful backbone networks (e.g., Dilated ResNet [58]) may significantly increase the model size. Taken together, after a tradeoff, we chose VGG as the backbone in the experiments.

C. Comparison With State-of-the-Art Methods

In order to demonstrate the effectiveness of GLNet, we compare it with 11 SOTA methods on the above three datasets, including two SOD methods for single image (e.g., GCPANet [64], and CPD [63]), and nine CoSOD methods (e.g., GICD [29], GCAGC [30], CODW [65], UMLF [67], CSMG [69], RCGS [26], CoADNet [27], ICNet [36], and GCoNet [28]). For a fair comparison, all results are directly provided by authors or are reproduced by the public source codes under the default parameters.

Fig. 4 shows the visual comparison results of different CoSOD methods. Intuitively, we can see that our method locates the co-salient objects more accurately and completely than other competing methods. For example, in the third group (i.e., goose), only our method can accurately locate the co-salient object in each image and show superiority in terms of

\[1\]https://www.mindspore.cn/
the internal consistency, even if the co-salient object is partially occluded. When there are obvious appearance changes, strong semantic interference, and complex backgrounds in the scene (such as the first group of axes in Fig. 4), our model can still accurately, completely, and clearly detect the co-salient object, benefiting from the comprehensive modeling of the interactive information among images.

For quantitative evaluation, Fig. 5 shows the P-R curves of all compared methods on three benchmark datasets. We can observe that our GLNet outperforms the other SOTA methods on all datasets. In particular, the P-R curves are much higher than the other methods on the challenging and largest Cosal2015 dataset. Meanwhile, Table I lists the quantitative results. In general, we can notice that our GLNet achieves better performance than most of comparison methods in terms of three evaluation indicators. For example, compared to the second-best method on the Cosal2015 dataset, the percentage gain of \( F \)-measure is 4.00%, and the MAE score reaches 2.85%. Our GLNet model achieves the best \( F \)-measure of 0.8945 and 0.8880 on the MSRC and iCoseg datasets, respectively, where the performance gains on the MSRC dataset and iCoseg dataset, respectively reach 3.69% and 1.09% compared with the second-best method. For the \( E \)-measure, the minimum percentage gain against the comparison methods reaches 3.43% on the Cosal2015 dataset, and 2.28% on the iCoseg dataset, respectively.

We also draw the FPS–\( F \)-measure map in Fig. 6 for a better comprehensive evaluation of performance and time on the Cosal2015 dataset. Generally speaking, more than 30 FPS can be considered real time, and our model reaches 33 FPS, which
meets the real-time requirement. As shown in Fig. 6, the GLNet achieves up to 5% gain in $F$-measure compared with the existing models with similar speed. In summary, our method strikes a tradeoff between performance and real-time capability.

D. Ablation Study

We conduct thorough ablation studies to analyze the effects of the key modules in our GLNet on three datasets, and the visualization and quantitative results are shown in Fig. 7 and Table II. The specific experimental settings are as follows.

1) *full model* (model 1) is the full model containing all the modules proposed in this article.
2) *w/o (GCM + LCM)* (model 2) removes the GCM and LCM modules from the full model and degenerates the full model into a single-image SOD model.
3) *w/o LCM* (model 3) represents that only the LCM module is removed and the GCM module is retained in the full model.
4) *w/o GCM* (model 4) means that only the GCM module is removed and the LCM module is retained in the full model.
5) *w/o GCM-3D* (model 5) refers to that only the 3-D convolution in the GCM module of the full model is replaced by the ordinary 2-D convolution while still retaining the LCM module.

First, we remove the GCM and LCM modules, so that the full model degenerates into a single-image SOD model. As shown in the fourth column of Fig. 7, although it can detect the salient objects, there are a large number of backgrounds and noncommon salient objects are wrongly preserved, such as the towel in the first image, the red sofa in the second image, etc.
and the sticker on the wall in the third image. Similarly, it performs poorly in various indicators. It can be seen from Table II that compared to the full model (model 1), the $S$-measure, $F$-measure, $E$-measure, and MAE score of w/o (GCM+LCM) (model 2) are decreased by 6.59%, 5.80%, 4.44%, and 42.14% on the Cosal2015 dataset, respectively.

Then, we investigate the effects of the two ways of inter-image relationship modeling, that is: 1) GCM and 2) LCM. From Fig. 7, we can observe that GCM and LCM have different performances in objects positioning and background suppression, such as the towel and sticker in the third image. Moreover, it can be observed from Fig. 7 that when LCM and GCM are organically combined, the noncommon salient region is effectively suppressed (e.g., towel, sofa, and sticker), thereby further improving the performance. By comparing various indicators, it can be found that the performance of using LCM or GCM alone is decreased compared to the full model (model 1). For example, the MAE score of the model w/o LCM (model 3) is decreased by 17.24% on the Cosal2015 dataset, and the MAE score of the model w/o GCM (model 4) is dropped by 10.23% on the MSRC dataset.

Finally, let us verify the effect of 3-D convolution in the GCM module. Compared to the full model (model 1), all indicators in w/o GCM-3-D (model 5) are obviously reduced on the three datasets, especially for the $S$-measure and $F$-measure on the Cosal2015 dataset. Specifically, the $S$-measure drops from 0.8460 to 0.8150, and the $F$-measure decreases from 0.8936 to 0.8657. It further shows that the 3-D convolution used in the GCM module can more efficiently extract multiple image relations at once, with clear advantages over traditional 2-D convolution.

In summary, the ablation studies have proved the effectiveness and advantages of proposed modules from both qualitative and quantitative aspects, including the LCM, GCM, and 3-D convolution in GCM.

E. Future Work

In future work, three aspects of CoSOD can be focused on. One is a large-scale and appropriate dataset might improve the accuracy. Currently, CoSOD3k is the largest one tailored for the CoSOD task, but also contains only 3316 images. Compared with other SOD tasks, there is much room for efforts in the dataset scale. This is also the focus of our future work, building a large-scale and specialized dataset to further promote the development of the CoSOD research community. Another is the design of the model. Our current network uses a fixed number of image group inputs, which makes the network less flexible. Therefore, at the model design level, we will further explore the recurrent architecture to solve this problem and improve the detection performance. Meanwhile, different CNN models also have a certain impact on performance, as explored in [80]. This is also an important aspect of the design of the model in the future. Last but not the least, although our model reaches a real-time level of 33 FPS, it still has room for optimization. In the future, more attention can be paid to lightweight model design to better adapt to practical applications.

V. Conclusion

In this article, an end-to-end GLNet network was proposed to locate the co-salient objects in an image group by capturing the interimage information from both global and local perspectives. Our architecture contains two key modules for interimage correspondence extraction, that is: 1) global correspondence modeling (GCM) and 2) local correspondence modeling (LCM). The GCM directly captures the global group semantics by using the 3-D convolution, and the LCM explores the similarity correspondence between pairwise images through the designed PCT. The two complement each other and jointly improve the accuracy of the modeling interimage relationship. Experiments on three prevailing CoSOD datasets showed that our GLNet outperforms 11 SOTA competitors, even if our model is trained on a small dataset.
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