Estimates of entropy numbers in probabilistic setting

Abstract: In this paper, we define the entropy number in probabilistic setting and determine the exact order of entropy number of finite-dimensional space in probabilistic setting. Moreover, we also estimate the sharp order of entropy number of univariate Sobolev space in probabilistic setting by discretization method.
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1 Introduction

Entropy numbers are closely related to Kolmogorov’s concept of metric entropy, which dates back to the 1930s. Basic properties of entropy numbers may be found in the monographs by Pietsch [1], Carl and Stephani [2], and Lorentz et al. [3]. Schütt [4], Edmunds and Triebel [5], and Kühn [6] have determined the asymptotic behavior of the entropy numbers of identity operators and diagonal operators under mild regularity and decay conditions on the generating sequence. Dung [7] investigated optimal entropy numbers of multivariate periodic functions with mixed smoothness. Belinsky [8] obtained estimates for the entropy numbers of classes of functions with conditions on the mixed derivative in the uniform and integral metrics.

In [9], an approximation criterion called the probabilistic criterion was considered that permits one to construct the distribution function with respect to a given measure for the best approximation functional. In [10], Maiorov introduced the concept of Kolmogorov $(n, \delta)$-widths, i.e., Kolmogorov-widths in probabilistic setting, and studied the Kolmogorov $(n, \delta)$-widths of univariate Sobolev space $W^2_n(T)$ with the Gaussian measure $\mu$. In particular, he also gave some beautiful results of Kolmogorov $(n, \delta)$-widths of the finite-dimensional space $\mathbb{R}^m$ equipped with the standard Gaussian measure. In [11], Chen determined the asymptotic order of the Kolmogorov $(n, \delta)$-widths of the multivariate Sobolev space with mixed derivative $MW^2_n(T^d)$ in the space $L_q(T^d)$, $1 < q < \infty$.

Motivated by the aforementioned studies, in this paper, we introduce the concept of $(n, \delta)$-entropy numbers which are entropy numbers in probabilistic setting. In the probabilistic setting, $(n, \delta)$-entropy number is defined as in the worst case setting, but disregarding a set of measures at most $\delta$, where $\delta \in [0, 1]$. If disregarding a null set, then $(n, \delta)$-entropy number equals entropy number. This concept is an analogue to the Kolmogorov $(n, \delta)$-widths and it generalizes the concept of entropy numbers. Then we give the asymptotic order of the entropy numbers in probabilistic setting of the finite-dimensional space $\mathbb{R}^m$ equipped with the standard Gaussian measure in $L^q_n$-metric, $1 \leq q \leq 2$. In fact, this asymptotic quantity has the same order with Kolmogorov $(n, \delta)$-widths of the finite-dimensional space. Moreover, using the...
discretization method we study the entropy numbers in probabilistic setting of Sobolev space \( W^r_2(\mathbb{T}) \), \( r > 1/2 \), equipped with a Gaussian measure \( \mu \) in \( L_q(\mathbb{T}) \), \( 1 < q \leq 2 \).

## 2 Preliminaries

We first give some notions. We use \( \mathbb{Z} \) to denote the set of integer numbers. Let \( \mathbb{Z}_0 = \{ k \in \mathbb{Z} : k \neq 0 \} \), \( \mathbb{Z}_+ = \{ k \in \mathbb{Z} : k > 0 \} \), \( \mathbb{N} = \{ k \in \mathbb{Z} : k \geq 0 \} \). Assume that \( c, c_i, i = 0, 1, \ldots \), are positive constants depending only on the parameters \( p, q, r, \rho \). For two positive functions \( a(y) \) and \( b(y) \), \( y \in D \), we write \( a(y) \asymp b(y) \) or \( a(y) \ll b(y) \) if there exists constants \( c, c_i \) and \( c_2 \) such that \( c \leq a(y)/b(y) \leq c_2 \) or \( a(y) \leq cb(y) \) for any \( y \in D \).

Next, we recall some definitions. Let \( W \) and \( M \) be subsets of a normed linear space \( X \), the quantity

\[
e(W, M, X) = \sup_{x \in W} \inf_{y \in M} \| x - y \|
\]

is the deviation of \( W \) from \( M \). The number

\[
e_n(W, X) = \inf_{M \in M} e(W, M, X)
\]

is called the entropy number of \( W \) in \( X \), where \( M \) is the family of all subsets of \( X \) such that \( \log |M| = \log_2 |M| \leq n \), and \( |M| \) denotes the cardinality of \( M \).

Detailed information about the usual entropy numbers may be found in [2,5].

Assume that \( W \) contains a Borel field \( \mathcal{B} \) consisting of open subsets of \( W \) and is equipped with a probability measure \( \mu \) defined on \( \mathcal{B} \), i.e., \( \mu \) is a \( \sigma \)-additive non-negative function on \( \mathcal{B} \), and \( \mu(W) = 1 \).

Let \( \delta \in (0, 1] \) be an arbitrary number. The \( (n, \delta) \)-entropy number of a set \( W \) with a measure \( \mu \) in the space \( X \) is defined by

\[
e_{n, \delta}(W, \mu, X) = \inf_G e_{\delta}(W \setminus G, X),
\]

where \( G \) runs through all possible subsets in \( \mathcal{B} \) with measure \( \mu(G) \leq \delta \).

Let \( l^m_p \) be the \( m \)-dimensional normed space of vectors \( x = (x_1, x_2, \ldots, x_m) \in \mathbb{R}^m \), with the norm

\[
\| x \|_p = \left[ \sum_{i=1}^{m} |x_i|^p \right]^{1/p}, \quad 1 \leq p < \infty,
\]

\[
\max |x_i|, \quad p = \infty.
\]

Denote by \( B^m_p(r_0) = \{ x \in l^m_p : \| x \|_p \leq r_0 \} \) the ball of radius \( r_0 \) in \( l^m_p \). Let \( B^m_p = B^m_p(1) \).

Denote by \( V(K) \) the Euclidean volume of a set \( K \). From [10], we know that the ball \( B^m_p, 1 \leq p \leq \infty \), satisfy the inequalities

\[
(c'_p m)^{-m/p} < V(B^m_p) < (c''_p m)^{-m/p},
\]

where \( c'_p \) and \( c''_p \) depend only on \( p \). This follows from the relation

\[
V(B^m_p) = [2\Gamma(1/p + 1)]^m / [\Gamma(m/p + 1)],
\]

where \( \Gamma \) is the Euler \( \Gamma \)-function.

For diagonal operator \( D : l^m_p \to l^m_p, 1 \leq p \leq \infty \), the estimate of entropy number \( e_n(D(B^m_p)) \) is a case of Proposition 1.3.2 in [2].

**Proposition.** [2] Let \( D_1 \geq D_2 \geq \cdots \geq D_m \geq 0 \) be a non-increasing sequence of non-negative numbers and let

\[
Dx = (D_1 x_1, D_2 x_2, \ldots, D_m x_m)
\]

for \( x = (x_1, x_2, \ldots, x_m) \in l^m_p \) be the diagonal operator from \( l^m_p \) with \( 1 \leq p \leq \infty \) into itself, generated by the sequence \( (D_i) \). Then

\[
e_{\delta}(D(B^m_p)) \leq 6 \cdot \sup_{1 \leq k \leq m} 2^{-m/k}(D_1 D_2 \cdots D_k)^{1/k}.
\]
We consider in $\mathbb{R}^m$ the standard Gaussian measure $\nu = \nu_m$, which is defined on Borel subsets $G \subseteq \mathbb{R}^m$ by

$$
\nu(G) = (2\pi)^{-m/2} \int_G \exp\left(-\frac{1}{2} \|x\|^2\right) dx,
$$

and satisfies $\nu(\mathbb{R}^m) = 1$.

Let $n \in \mathbb{N}$, $1 \leq q \leq \infty$, and $\delta \in (0, 1]$ be arbitrary, we define $(n, \delta)$-entropy numbers of the space $\mathbb{R}^m$ equipped with the Gaussian measure $\nu$ in the space $l_q^m$:

$$
\epsilon_n,\delta(R^m, \nu, l_q^m) = \inf_G \epsilon_d(R^m\setminus G, l_q^m),
$$

where the infimum is taken over all possible Borel subsets $G \subset \mathbb{R}^m$ with measure $\nu(G) \leq \delta$ and $\epsilon_d(R^m\setminus G, l_q^m)$ is the entropy number of the set $\mathbb{R}^m\setminus G$ in the $l_q^m$-metric.

The rest of the paper is organized as follows. In Section 3, we determine the asymptotic order of the $(n, \delta)$-entropy numbers of finite-dimensional set. In Section 4, we calculate the asymptotic order of the $(n, \delta)$-entropy numbers of the Sobolev space $W^2_q(I)$ in the space $L_q(I)$, $1 < q \leq 2$.

### 3 $(n, \delta)$-entropy numbers of finite-dimensional set

Now we state our main result.

**Theorem 1.** Let $1 \leq q \leq 2$. If $\delta \in (0, 1/2]$, then

$$
\epsilon_n,\delta(R^m, \nu, l_q^m) \approx 2^{-n/m^2} m^{1/2} \left( m + \ln \left(1/\delta\right)\right).
$$

**Remark 1.** The estimate of Kolmogorov $(n, \delta)$-widths of finite-dimensional set was obtained by Maiorov [10]. If $n \leq m$, we can see that these two numbers are asymptotically equivalent when $1 \leq q \leq 2$.

To prove Theorem 1, we need some auxiliary assertions.

**Lemma 1.** If $1 \leq p \leq \infty$, then

$$
\epsilon_n(B_p^m, l_q^m) \leq c 2^{-n/m},
$$

where $c$ is an absolute constant.

Lemma 1 follows immediately from Proposition 1, here we omit the proof.

We first find some simple Borel subsets $G \in \mathbb{R}^m$ with measure $\nu(G) \leq \delta$ such that $\epsilon_n(R^m\setminus G, l_q^m)$ can be easily obtained. Obviously, this $\epsilon_d(R^m\setminus G, l_q^m)$ is an upper bound of $\epsilon_n,\delta(R^m, \nu, l_q^m)$. The following lemma provides such subsets $G$.

**Lemma 2.** [12] There exists an absolute positive constant $c_0$ such that for any $\delta \in (0, 1/2]$, we have

$$
\nu(\{x \in \mathbb{R}^m : \|x\|_2 \geq c_0 \sqrt{m + \ln(1/\delta)}\}) \leq \delta.
$$

**Proof of Theorem 1.** We first establish the upper estimate of $\epsilon_n,\delta(R^m, \nu, l_q^m)$.

Let $G_t = \{x \in \mathbb{R}^m : \|x\|_2 \geq t\}$, $t \in [0, \infty)$, and $t_0 = c_0 \sqrt{m + \ln(1/\delta)}$ with the same $c_0$ as in Lemma 2. From Lemma 2 and the definition of $\epsilon_n,\delta(R^m, \nu, l_q^m)$, we get

$$
\epsilon_n,\delta(R^m, \nu, l_q^m) \leq \epsilon_n(R^m\setminus G_{t_0}, l_q^m) = \epsilon_n(B^m_{t_0}, l_q^m) = \epsilon_{n,\delta}(B^m_{t_0}, l_q^m).
$$

It follows from $B^m_{t_0} \subseteq m^{1/q-1/2}B^m_q$, $1 \leq q \leq 2$, and Lemma 1 that

$$
\epsilon_n,\delta(R^m, \nu, l_q^m) \leq t_0 m^{1/q-1/2} \epsilon_n(B^m_q, l_q^m) \ll 2^{-n/m} m^{1/q-1/2} \sqrt{m + \ln(1/\delta)}.
$$
Now we estimate the lower bound of $\varepsilon_n,\delta(R^m,\nu, l_q^m)$.

For any $G \subseteq R^m$, it holds that $\nu(G) = \delta \in (0, 1/2]$. We consider the following two cases:

(i) $R^m \setminus G$ is unbounded. In this case, it is trivial that
\[
\varepsilon_n(R^m \setminus G, l_q^m) \geq 2^{-n/m}m^{1/q - 1/2}(\sqrt{m} + \sqrt{\ln(1/\delta)}).
\] (3)

(ii) $R^m \setminus G$ is bounded. We can find $t_1$ such that $\nu(G_{t_1}) = \delta$. Indeed, we consider
\[
f(t) = (2\pi)^{-m/2} \int_{G_{t_1}} \exp(-\frac{1}{2}\|x\|^2) \, dx, \quad t \in [0, +\infty).
\]

Obviously, $f$ is continuous monotone decreasing, $f(0) = 1$ and $f(t_0) \leq \delta$. From this $t_1$ must exist. Maiorov gives the following result in [10]:
\[
\nu \{x \in R^m : \|x\| > \max \{\sqrt{m}, \sqrt{\ln(1/\delta)}\} \} > \delta.
\]

It follows from this and $\nu(G_{t_1}) = \delta$ that
\[
t_1 \geq \max \{\sqrt{m}, \sqrt{\ln(1/\delta)}\} \geq \frac{\sqrt{m} + \sqrt{\ln(1/\delta)}}{2}.
\] (4)

Let $D = G \cap G_{t_1}$, $D_1 = G \setminus D$, and $D_2 = G_{t_1} \setminus D$. Then
\[
\|x\|_2 \leq t_1 \quad \text{if} \quad x \in D_1,
\|x\|_2 \geq t_1 \quad \text{if} \quad x \in D_2.
\] (5)

It is easy to verify that $\nu(D_1) = \nu(D_2)$, i.e.,
\[
(2\pi)^{-m/2} \int_{D_1} \exp(-\frac{1}{2}\|x\|^2) \, dx = (2\pi)^{-m/2} \int_{D_2} \exp(-\frac{1}{2}\|x\|^2) \, dx,
\]

which together with (5) gives
\[
\exp\left(-\frac{(t_1)^2}{2}\right) \int_{D_1} \, dx \leq \int_{D_1} \exp\left(-\frac{1}{2}\|x\|^2\right) \, dx = \int_{D_2} \exp\left(-\frac{1}{2}\|x\|^2\right) \, dx \leq \exp\left(-\frac{(t_1)^2}{2}\right) \int_{D_2} \, dx.
\]

Therefore,
\[
V(D_1) \leq V(D_2).
\]

By the definition of $G_{t_1}$, $D_1$, and $D_2$, we have
\[
V(R^m \setminus G) = V(D_2) + V(B_2^m(t_1)) - V(D_1)
\]
and
\[
V(R^m \setminus G_{t_1}) = V(B_2^m(t_1)).
\]

Hence,
\[
V(R^m \setminus G) \geq V(R^m \setminus G_{t_1}).
\] (6)

According to (1.2.1) (see [2, p. 10]), we get
\[
V(R^m \setminus G) \leq 2^n(\varepsilon_n(R^m \setminus G, l_q^m))\varepsilon_n(R^m \setminus G, l_q^m).
\] (7)

It follows from (6) and (7) that
\[
\left(\frac{V(R^m \setminus G_{t_1})}{V(B_2^m)}\right)^{1/m} = t_1 \left(\frac{V(B_2^m)}{V(B_2^m)}\right)^{1/m} \leq \left(\frac{V(R^m \setminus G)}{V(B_2^m)}\right)^{1/m} \leq 2^n(\varepsilon_n(R^m \setminus G, l_q^m)).
\] (8)
Combining the relations (1), (4), and (8), we have

$$\varepsilon_n(R^m) \geq 2^{-n/m} \left( \frac{V(B_1^m)}{V(B_q^m)} \right)^{1/m} \geq c 2^{-n/m} m^{1/q - 1/2} \left( \sqrt{m} + \sqrt{\ln(1/\delta)} \right),$$

where $c$ depends only on $q$. Using (3) and (9), we have

$$\varepsilon_n,\delta(R^m, V, l_{q}^m) \geq 2^{-n/m} m^{1/q - 1/2} \left( \sqrt{m} + \ln(1/\delta) \right).$$

The theorem follows from this and (2).

4 (*N*, *δ*)-entropy number of univariate Sobolev space

In this section, we estimate the sharp order of (*N*, *δ*)-entropy numbers of univariate Sobolev space. First, we recall some definitions.

Denote by $L_q(\mathbb{T})$, $1 < q < \infty$, the classical $q$-integral Lebesgue space of $2\pi$-periodic functions with the usual norm $\| \|_{L_q} = \| \|_{L_q(\mathbb{T})}$. We consider the Hilbert space $L_2(\mathbb{T})$ consisting of all functions $x$ defined on $\mathbb{T} = [0, 2\pi)$ with the Fourier series

$$x(t) = \sum_{k \in \mathbb{Z}} c_k \exp(ikt),$$

and inner product

$$\langle x, y \rangle = \frac{1}{2\pi} \int_{\mathbb{T}} x(t) \overline{y(t)} \, dt, \quad x, y \in L_2(\mathbb{T}).$$

For any $r \in \mathbb{R}$, we define the $r$th order derivative of $x$ in the sense of Weyl by

$$x^{(r)}(t) = (D^r x)(t) = \sum_{k \in \mathbb{Z}} (ik)^r c_k \exp(ikt),$$

where $(ik)^r = |k|^r \exp((\pi i/2) \text{sgn } r)$.

The Sobolev space $W^r_{2}(\mathbb{T})$ ($r > 0$) consists of all functions $x \in L_2(\mathbb{T})$ satisfying $x^{(r)} \in L_2(\mathbb{T})$ and the additional condition $c_0 = 0$. The space $W^r_{2}(\mathbb{T})$ is a Hilbert space with the inner product

$$\langle x, y \rangle_r = \langle x^{(r)}, y^{(r)} \rangle$$

and the norm

$$\|x\|_{W^r_{2}(\mathbb{T})} = \langle x^{(r)}, x^{(r)} \rangle.$$

It is well known that if $r > \max(0, 1/2 - 1/q)$, then $W^r_{2}(\mathbb{T})$ can be imbedded in $L_q(\mathbb{T})$, $1 \leq q \leq \infty$, continuously. In this paper, we suppose $r > 1/2$.

Let the space $W^r_{2}(\mathbb{T})$ be equipped with the Gaussian measure $\mu$ with zero mean and correlation operator $C_\mu$ having eigenfunctions

$$e_k = \exp(ikt)$$

and eigenvalues

$$\lambda_k = |k|^\rho, \quad \rho > 1,$$

i.e.,

$$C_\mu e_k = \lambda_k e_k, \quad k \in \mathbb{Z}_0.$$
Let \( y_1, \ldots, y_n \) be any orthogonal system of functions in \( L_2(\mathbb{T}) \), \( \sigma_j = \langle C_n y_j, y_j \rangle \), \( j = 1, \ldots, n \), and \( B \) be an arbitrary Borel subset of \( \mathbb{R}^n \). Then the Gaussian measure \( \mu \) on the cylindrical subsets in the space \( W^q_2(\mathbb{T}) \)

\[
G = \{ x \in W^q_2(\mathbb{T}) : (\langle x, y_1^{(-r)} \rangle, \ldots, \langle x, y_n^{(-r)} \rangle) \in B \}
\]

is defined by

\[
\mu(G) = \prod_{j=1}^{n} \frac{1}{(2\pi\sigma_j)^{1/2}} \int_B \exp \left( -\sum_{j=1}^{n} \frac{|u_j|^2}{2\sigma_j} \right) du_1 \cdots du_n.
\]

More detailed information about the Gaussian measure in Banach space is contained in the books of [13,14].

Now we state our main result of this section.

**Theorem 2.** Let \( r > 1/2 \), \( 1 < q \leq 2 \), \( \rho > 1 \), and \( \delta \in (0, 1/2] \). Then the \((N, \delta)\)-entropy numbers \( e_{N, \delta}(W^q_2(\mathbb{T}), \mu, L_q(\mathbb{T})) \) of the class \( W^q_2(\mathbb{T}) \) to the corresponding finite-dimensional problem for \((N, \delta)\)-entropy numbers \( e_{N, \delta}(\mathbb{R}^m, v_m, l^m_q) \) satisfy asymptotic relation

\[
e_{N, \delta}(W^q_2(\mathbb{T}), \mu, L_q(\mathbb{T})) \asymp N^{-r(r+\rho-1)/2} \sqrt{1 + (1/N) \ln (1/\delta)}.
\]

**Remark 2.** The estimate of Kolmogorov \((N, \delta)\)-widths of infinite-dimensional set was obtained by Maiorov [10]. We can see that these two numbers are asymptotically equivalent when \( 1 < q \leq 2 \).

To prove Theorem 2, we need two auxiliary discretization theorems (Theorems 3 and 4) that reduce the computation of \((N, \delta)\)-entropy numbers \( e_{N, \delta}(W^q_2(\mathbb{T}), \mu, L_q(\mathbb{T})) \) of the class \( W^q_2(\mathbb{T}) \) to the corresponding finite-dimensional problem for \((N, \delta)\)-entropy numbers \( e_{N, \delta}(\mathbb{R}^m, v_m, l^m_q) \). We introduce some notations and lemmas.

For \( k \in \mathbb{Z}_+ \), we take \( \Lambda_k = \{ n \in \mathbb{Z}_+ : 2^{k-1} \leq |n| < 2^k \} \). Then \( m_k = |\Lambda_k| = 2^k \).

If \( x(t) = \sum_{n \in \Lambda_k} c_n e^{int} \), then we set

\[
\Lambda_k x(t) = \sum_{n \in \Lambda_k} c_n e^{int}.
\]

The following two known lemmas are crucial for establishing discretization theorems (Theorems 3 and 4).

**Lemma 3.** [15] Let \( k \in \mathbb{Z}_+ \), \( \alpha \in \mathbb{R} \), and \( 1 < q \leq \infty \). Then we have

\[
2^{kn} \| \Lambda_k x \|_{L_q} \asymp \| (\Lambda_k x)^{(\alpha)} \|_{L_q}.
\]

**Lemma 4.** [15] Let \( k \in \mathbb{Z}_+ \). Then the space of trigonometric polynomial \( F^{m_k} = \text{span}\{ e^{int} : n \in \Lambda_k \} \) is isomorphic to the space \( \mathbb{R}^{2^k} \) via mapping:

\[
x(t) \mapsto \{ x(t_j) \}, \quad t_j = \pi 2^{-k} j, \quad j = 1, \ldots, 2^k.
\]

Moreover, the following relation is true:

\[
\| x \|_{L_q} \asymp 2^{-k/4} \| x(t_j) \|_{l^m_q}, \quad 1 < q < \infty,
\]

where the constant in the equivalence does not depend on \( k \).

**Theorem 3.** Let \( 1 < q < \infty \), \( r > 1/2 \), \( N \in \mathbb{N} \), \( \delta \in (0, 1/2] \), and let the sequence \( \{ N_k \} \) and \( \{ \delta_k \} \) \((k \in \mathbb{Z}_+) \) of numbers be such that \( N_k \in \mathbb{N} \), \( \sum_{k \in \mathbb{Z}_+} N_k \leq N \), and \( \delta_k \in [0, 1/2], \sum_{k \in \mathbb{Z}_+} \delta_k \leq \delta \). Then

\[
e_{N, \delta}(W^q_2(\mathbb{T}), \mu, L_q(\mathbb{T})) \ll \sum_{k=1}^{\infty} 2^{-(r+\rho-1)/2} k^{-1} \| x \|_{l^m_q}.
\]

**Proof.** We consider in the space \( F^{m_k} \) the polynomials

\[
\varphi_j(t) = \sum_{n \in \Lambda_k} \exp(int - t_j), \quad j = 1, \ldots, m_k.
\]
Obviously, these polynomials are orthogonal in $L_2(\mathbb{T})$, and for any $x \in F_{\mathfrak{m}}$

$$(D'x)(t_j) = \langle D'x, \varphi_j \rangle, \quad j = 1, \ldots, m_k.$$  

Lemma 3 and $x \in F_{\mathfrak{m}}$ lead to

$$2^{kr} \|x\|_{L_q} = \|x\|_{L_q}^{(kr)}.$$  

From the aforementioned inequality and (10), we have

$$\|x\|_{L_q} = 2^{-kr} \|x\|_{L_q} = 2^{-kr-k/4} \|\langle D'x(x) \rangle\|_{L_q} = 2^{-kr-k/4} \|\langle D'x, \varphi_j \rangle\|_{L_q}.$$  

(11)

For any $k \in \mathbb{Z}_+$, we consider a mapping

$$I_k : F_{\mathfrak{m}} \to \mathbb{R}^{m_k}, \quad x \mapsto \{\langle D'x, \varphi_j \rangle\}_j.$$  

It follows from Lemma 4 that $I_k$ is linear isomorphic from the space $F_{\mathfrak{m}}$ to the space $\mathbb{R}^{m_k}$.

Take $\sigma_j := \langle C_\mu \varphi_j, \varphi_j \rangle$. Then all $\sigma_j$ are equal and

$$\sigma_j = \sum_{n \in \mathbb{Z}_o} |n|^{-\rho} \langle \varphi_j, e^{int} \rangle^2 = \sum_{n \in \mathbb{Z}_o} |n|^{-\rho} = 2^{-k(\rho-1)}.$$  

Hence, there exists a constant $c_1$ such that

$$\sigma = \sigma_j = c_12^{-k(\rho-1)}.$$  

Let $\varepsilon_{N, \delta_{\mathfrak{k}}} := \varepsilon_{N, \delta_{\mathfrak{k}}} (R^{m_k}, \nu, l_{m_k}^{\mathfrak{k}})$. Denote by $M_k$ a subset of $R^{m_k}$ such that $\log |M_k| \leq N_k$ and

$$\nu\{y \in R^{m_k} : e(y, \sigma^{-1/2} M_k, l_{m_k}^{\mathfrak{k}}) > \varepsilon_{N, \delta_{\mathfrak{k}}} \} \leq \delta_k,$$  

(12)

where $\sigma^{-1/2} M_k = \{\sigma^{-1/2} x : x \in M_k\}$.

Let $x \in W_2^2(\mathbb{T})$. Then by virtue of (11) there exists constant $c_2$ independent of $k$ such that

$$e(\Lambda_k x, D^{-1} I_k^{-1} M_k, L_q(\mathbb{T})) \leq c_2 2^{-kr-k/4} \varepsilon(\langle D'x, \varphi_j \rangle)_j, M_k, l_{m_k}^{\mathfrak{k}}).$$  

(13)

Consider the set of $W_2^2(\mathbb{T})$

$$G_k = \{x \in W_2^2(\mathbb{T}) : e(\Lambda_k x, D^{-1} I_k^{-1} M_k, L_q(\mathbb{T})) > c_2 2^{-kr-k/4} \varepsilon_{N, \delta_{\mathfrak{k}}})\}.$$  

From (13), the definitions of the measure $\mu$ and the standard Gaussian measure $\nu$ in the space of $R^{m_k}$, and (12) it follows that

$$\mu(G_k) \leq \mu\{x \in W_2^2(\mathbb{T}) : e(\langle D'x, \varphi_j \rangle)_j, M_k, l_{m_k}^{\mathfrak{k}}) > \sigma^{1/2} \varepsilon_{N, \delta_{\mathfrak{k}}} \}$$  

$$= \nu\{y \in R^{m_k} : e(y \sigma^{1/2}, M_k, l_{m_k}^{\mathfrak{k}}) > \sigma^{1/2} \varepsilon_{N, \delta_{\mathfrak{k}}} \}$$  

$$= \nu\{y \in R^{m_k} : e(y, \sigma^{-1/2} M_k, l_{m_k}^{\mathfrak{k}}) > \varepsilon_{N, \delta_{\mathfrak{k}}} \}$$  

$$\leq \delta_k.$$  

Let us consider the set $G = \bigcup_{k \in \mathbb{Z}_+} G_k$ and the subset $M = \sum_{k \in \mathbb{Z}_+} D^{-1} I_k^{-1} M_k$, which is the sum of the subset $D^{-1} I_k^{-1} M_k$, where $\sum_{k \in \mathbb{Z}_+} D^{-1} I_k^{-1} M_k = \{\sum_{k \in \mathbb{Z}_+} x_k : x_k \in D^{-1} I_k^{-1} M_k\}$. From the hypothesis of the theorem, we get

$$\mu(G) \leq \delta, \quad \text{and} \quad \log |M| \leq N.$$  

Consequently, by the definitions of $\varepsilon_{N, \delta}(W_2^2(\mathbb{T}), \mu, L_q(\mathbb{T}))$ and $\varepsilon_{\delta}(W_2^2(\mathbb{T}) \setminus G, L_q(\mathbb{T}))$

$$\varepsilon_{N, \delta}(W_2^2(\mathbb{T}), \mu, L_q(\mathbb{T})) \leq e(W_2^2(\mathbb{T}) \setminus G, M, L_q(\mathbb{T})) = \sup_{x \in W_2^2(\mathbb{T}) \setminus G} e(x, M, L_q(\mathbb{T})).$$  

(14)

By the definitions of $M$ and $\{M_k\}$

$$e(x, M, L_q(\mathbb{T})) \leq \sum_{k=1}^{\infty} e(\Lambda_k x, D^{-1} I_k^{-1} M_k, L_q(\mathbb{T})).$$  

(15)
For any \( x \in W^2_q(\mathbb{T}) \setminus G \), by the definition \( G \) and \( \{G_k\} \)
\[
e(n_k x; D^r l_{k'}^1 M_k, L_q(\mathbb{T})) \ll 2^{-k^r - k'q} q^{1/2} E_{N, \delta_k}.
\] (16)
Combining the aforementioned three inequalities (14), (15), and (16), we obtain the desired result. \( \square \)

For any \( N \in \mathbb{Z}_+ \), let \( k = [\log N] \). We consider the space of trigonometric polynomials \( F = \text{span}\{e^{int} : n \in \Delta_k\} \).
It follows from (11) that there exist two positive constants \( c_1 \) and \( c_2 \) such that
\[
c_1 2^{-(r+1/q)k} \|\langle D'x, \varphi_j \rangle\|_q \leq \|x\|_{L_q} \leq c_2 2^{-(r+1/q)k} \|\langle D'x, \varphi_j \rangle\|_q.
\] (17)
Let
\[
I : F \to l_q^m, \quad x \mapsto \{\langle D'x, \varphi_j \rangle\}.
\]
Then \( I \) is a linear isomorphic mapping from the space of trigonometric polynomials \( F \) to \( l_q^m \).

**Theorem 4.** Suppose that \( 1 < q < \infty, r > 1/2, N \in \mathbb{Z}_+ \), and \( \delta \in (0, 1/2] \). Then it follows that
\[
e(N, \delta)(W^2_q(\mathbb{T}), \mu, L_q(\mathbb{T})) \gg 2^{-(r+1/q)(\rho^{-1/2})} E_{N, \delta}(R^m, \nu, l_q^m),
\]
where \( k = [\log N] \).

**Proof.** Let \( M_k \) be a subset of \( W^2_q(\mathbb{T}) \cap F \) such that \( \log |M_k| \leq N \) and
\[
\mu(x \in W^2_q(\mathbb{T}) \cap F : e(x, M_k, L_q(\mathbb{T}) \cap F) > e(N, \delta)) \leq \delta,
\] (18)
where \( e(N, \delta) = e(N, \delta)(W^2_q(\mathbb{T}), \mu, L_q(\mathbb{T})) \). Set
\[
G = \{y \in R^m : e(y, \sigma^{-1/2} ID'M_k, l_q^m) > c_1 2^{-(r+1/q)k} \delta_{N, \delta}\},
\]
where \( c_1 \) is defined by (17). Then from (17) and (18), we get
\[
v(G) = \nu(y \in R^m : e(y, \sigma^{-1/2} ID'M_k, l_q^m) > c_1 2^{-(r+1/q)k} \delta_{N, \delta})
= \mu(x \in W^2_q(\mathbb{T}) \cap F : e(\langle D'x, \varphi_j \rangle, ID'M_k, l_q^m) > c_1 2^{-(r+1/q)k} \delta_{N, \delta})
\leq \mu(x \in W^2_q(\mathbb{T}) \cap F : e(x, M_k, L_q(\mathbb{T})) > e(N, \delta)) \leq \delta.
\] (19)
Clearly, \( \log |ID'M_k| \leq N \). Therefore, by (19),
\[
e(N, \delta)(R^m, \nu, l_q^m) = e(R^m \setminus G, \sigma^{-1/2} ID'M_k, l_q^m) = \sup_{y \in R^m \setminus G} e(y, \sigma^{-1/2} ID'M_k, l_q^m) \ll 2^{-(r+1/q)(\rho^{-1/2})} E_{N, \delta}.
\]
Theorem 4 follows from this. \( \square \)

**Proof of Theorem 2.** We first estimate the upper bound of \( e_{N, \delta}(W^2_q(\mathbb{T}), \mu, L_q(\mathbb{T})) \). For a given \( N \in \mathbb{Z}_+ \), \( N_k \) and \( \delta_k \) are defined by
\[
N_k = \begin{cases} (2^{k/2^{1-\beta k(k^{-1}-\delta)}}, k \leq k') \quad \text{or} \quad (2^{k/2^{1-\beta k(k^{-1}-\delta)}}, k > k') \quad \delta_k = \delta N_k / N, \end{cases}
\]
where \( 0 < \beta < 1 \) and \( k' = \log N \). It is easy to verify that
\[
\sum_{k=1}^{\infty} N_k < N, \quad \sum_{k=1}^{\infty} \delta_k < \delta.
\]
By Theorem 3, we obtain
\[
e(N, \delta)(W^2_q(\mathbb{T}), \mu, L_q(\mathbb{T})) \leq e(N, \delta)(W^2_q(\mathbb{T}), \mu, L_q(\mathbb{T}))
\ll \sum_{k=1}^{\infty} 2^{-(r+1/q)k} \delta_k \delta_{N_k} \delta(\nu, l_q^m) \ll \sum_{k=1}^{\infty} 2^{-(r+1/q)k} \delta_k \delta_{N_k} \delta(\nu, l_q^m).
\]
According to Theorem 1,

\[
I_1 \ll \sum_{l \leq k \leq k'} 2^{-(r(p-1)/2)k-k} \sum_{k \leq k'} 2^{-(r(p-1)/2)k-k} 2 \left(2^{k/2} + \sqrt{\ln(2^{k/2} / (2^{2(1-\beta)(k-k')/\delta}))} \right)
\]

\[
= \sum_{1 \leq k \leq k'} 2^{-(r(p-1)/2)k-k} 2 - \sum_{1 \leq k \leq k'} 2^{-(r(p-1)/2)k-k} 2 \left(2^{k/2} + \sqrt{\ln(2^{k/2} / (2^{2(1-\beta)(k-k')/\delta}))} \right)
\]

\[
\ll 2^{-(r(p-1)/2)k-k} \sum_{1 \leq k \leq k'} 2^{-(r(p-1)/2)k-k} - 2^{-(r(p+1)/2)(k'-k)} - 2^{-(r(p-1)/2)k-k} 2 \left(2^{k/2} + \sqrt{\ln(2^{k/2} / (2^{2(1-\beta)(k-k')/\delta}))} \right)
\]

\[
\ll N^{-2(r-1)/2} + N^{-r-2} \sqrt{\ln(1/\delta)}.
\]

Therefore, we get the upper bound estimate of Theorem 2.

We proceed to estimate the lower bound of \(\varepsilon_{N,n}(W_q^2(\mathbb{I}), \mu, L_q(\mathbb{I}))\) for \(1 < q \leq 2\). Let \(k = \lfloor \log N \rfloor\). Then \(2^k \approx 2N\). By Theorems 4 and 1, we have

\[
\varepsilon_{N,n}(W_q^2(\mathbb{I}), \mu, L_q(\mathbb{I})) \gg 2^{-(r+1)/q}(p-1)2^{k} 2^{-(r+1)/q}(p-1)2^{k} 2^{-(r+1)/q} 2^{k} 2^{-(r+1)/q} 2^{k} \sqrt{\ln(1/\delta)}
\]

\[
\approx N^{-2(r-1)/2} + N^{-r-2} \sqrt{\ln(1/\delta)},
\]

which is the required lower estimate of Theorem 2. The proof of Theorem 2 is complete.

5 Conclusion

Entropy number is a geometric concept. It shows how well one can approximate a set by finite sets, and the Kolmogorov widths characterize the error of approximation of a set by finite dimensional sets. These two numbers describe approximation properties of sets from different viewpoints. In this paper, we see that \((n, \delta)\)-entropy numbers and Kolmogorov \((n, \delta)\)-widths have essentially the same asymptotic behavior.
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