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Abstract. With the wide application of Electronic Health Record (EHR) in hospitals in past few decades, researches that employ artificial intelligence (AI) and machine learning methods based on EHR data have been explosive. With such EHR data, one can engage in many tasks such as risk prediction, treatment recommendation, information imputation, etc. The performance of classification or prediction highly depends on the quality of data representation, i.e., representing original records into numerical vectors to facilitate further learning. However, there is little research that focuses on the representation learning techniques for EHR data at present, which makes it hard to understanding the development trend of EHR learning in a global map. In this paper, we bridge this gap by systematically investigating the related research efforts that apply the representation learning on EHR data. We analyze and conclude the techniques used in the typical representation learning approaches as well as the limitations and advantages of them. The survey would provide a comprehensive reference for further analysis and application in EHR research.

1. Introduction
With the recent increasing requirements of medical care, the application of medical data is treated as an effective approach to mitigate the widening gap between health care requirements and supplies [1]. The application of Electronic Health Record (EHR) has brought health care to a new era. Medical workers benefit from the convenience of EHR by the long-lasting record interval and data sharing between medical institutions, e.g. financial institutions leverage the secondary usage of EHR to evaluate risk of insurance [2]. More remarkably, some researches target at using such data to develop new medical tools based on data-driven method, which forms a novel trend. In fact, due to the high-dimensionality, temporal dependency, sparsity, irregularity and heterogeneity [3-5], there are still many obstacles in making full of use in medical data, in which looking for effective approaches to represent EHR data is a fundamental issue.

In EHR study, representation learning is a necessary preparation step of any learning-based framework. In the past, researchers usually work with domain experts to label and represent the data manually. The defect of such method is apparent that it is time consuming and the representation is hard to be meaningful and context-aware. Alternatively, learning for representation provides a novel way that automatically derives the representation from the original EHR data. The representation could be either simple or highly abstract, depending on different algorithms. Furthermore, because of the diversity of the learning process, there are opportunities to discover novel representation algorithms. Although representation learning has been applied in a lot of data-related research fields, the study that focuses on the application to EHR representation, especially from a technical perspective, is still insufficient. In
In fact, there are still many challenges in deriving effective representation of health data, where current investigation is not enough for supporting such research on the EHR.

In this paper, we attempt to conduct a survey to study the representation learning methods on EHR in a comprehensive way, particularly from technical perspective. We demonstrate and discuss several popular representation learning methods that widely used in EHR research, such as word embedding, machine learning, deep learning and hybrid learning. We analyze how the data characteristics and the representation targets impact the choosing of representation learning methods. We introduce some typical works that apply representation learning methods in EHR study and evaluate their performance. Ultimately, we review the application of representation learning in medical domain, analyze the advantages of each methods and discuss the opportunities, challenges and some potential further works based on present study from our perspective.

2. Representation Learning

The performance of a data-driven algorithm is highly based on the representation of data. Representation learning is method of extract useful information from raw data that can promote the accuracy and efficiency of classifiers or predictors [6]. There are many approaches of Representation Learning, such as Word Embedding, Word2Vec, Deep Learning etc. In this part, we will demonstrate several widely used Representation Learning approaches in detail.

2.1. Word Embedding

Embedding is a term derived from mathematic, the meaning of embedding is to represent one mathematical structure by another form. In NLP (Natural Language Processing), the Word Embedding is the collective name of the methods that map the phases and words into vectors that composed of real numerical value. There are different approaches of word embedding, such as Simple Embedding (One-hot) and Word2Vec. In this section, we will introduce the widely used embedding methods.

2.1.1. One-hot Encoding. One-hot encoding is one of the simplest methods of Word Embedding. One-hot encoding uses a vector composed by one high bit (1) and several low bits (0) to represent a feature. For example, if we are discussing the effect of a treatment to some certain illnesses, we can assign the effect such as improved, worsen and ineffective as three different states. The three states of the feature correspond to three vectors ([100],[010],[001]). For a paragraph include many features, the final one-hot vector is generated through combine each of single feature vector together.

As a fundamental method of Word Embedding, One-hot coding is comprehensive and concise. However, this method represents the features of words only by discrete number 1 or 0, ignoring the logic of contextual semantics within the word sequences. In addition, when the number of features is large, one-hot coding usually confront the problem of dimension explosion.

2.1.2. Word2Vec. Word2vec is a 3-layer neural networks proposed by Mikolov et al [7]. The input layer is inputed one-hot code and connect to a linear hidden layer, where the one-hot code will generate by a weight matrix. Finally, the final vector is produced by a Softmax transformation. Generally, there are two typical implementations for the Word2vec, the Continuous Bag-of-Words Model (CBOW) and the Skip-gram Model, we will introduce the tow in the following parts.

1)Continuous Bag-of-Words (CBOW)

The CBOW is one of the popular embedding models for implementation of the Word2Vec, which is first proposed by Mikolov et al [7]. In the CBOW model, context is represented by multiple words for a given target words.[8] The input layer consists of one-hot encoded input contexts \{x1,...,xC\}, where the window size is C and the vocabulary size is V. The hidden layer is a N-dimensional vector. The final output layer is the output word y that is also encoded by one-hot. The input vector encoded by one-hot is connected to the hidden layer by a V×N -dimensional weight matrix W; the hidden layer is connected to the output layer by a weight matrix W′ of N×V. The entire CBOW model can be shown in Figure 1.
2) Skip-gram

Different from the CBOW, Skip-gram uses a given current word to predict the words in context. The input layer of the Skip-gram receives one-hot encoded N-dimensional word 0-1 vectors, which is connected to hidden layer by a V\times N weight matrix W. Then, the hidden layer is connected to the output layer by a N\times V weight matrix W'. Eventually, the word vectors are outputted and represent the feature of the target word. The overall Skip-gram model is shown in Figure 2.

2.2. Machine Learning/Deep Learning

1) Machine Learning

The concept of Machine Learning was raised by Arthur Samuel in 1959[3]. With the developing of hardware, machine learning gradually becomes one of the most active area in data science. In Electric Health Record (EHR) analysis, the EHRs data are used as data samples that can be utilize by certain learning models to join the model training.

2) Deep Learning

Deep learning was originated from the research of neuroscience, which works as a non-linear model that can transform the input representation into high-level abstract form. The vast majority architectures
of deep learning algorithms are based on the framework of artificial neural network (ANN), which is composed of numerous layers of interconnected nodes. The nodes between the input layer and the output layer is called hidden layer, which are assigned a set of weight factors that trained in the learning model. It is noticeable that there are increasing research works that apply machine learning or deep learning related techniques to represent EHR data. Follows list two typical learning-based representation learning techniques.

2.2.1. Automated Encoder (AE). Autoencoder is a specific type of neural network that can zip the data. The architecture of Autoencoder is an hourglass-shaped neural network. There are the maximum number of nodes in the input layer and the output layer, and minimum number in the middle of hidden layer called the bottleneck. The data samples will be encoded layer-by-layer with the decrease of nodes in each layer. When reaching the bottleneck, the representation is highly abstract and dimension reduced. Then, the representation will be decoded through the layer-by-layer increasing nodes to generate a representation with the same dimension as input one. (See Figure 3)

![Figure 3. The overall structure of AE][10]

2.2.2. Restricted Boltzmann Machine (RBM). Restricted Boltzmann Machine was firstly proposed by Hinton and Sejnowski in 1986. It is a generative stochastic neural network composed of a visible layer and a hidden layer. The nodes in the same layer are not connected to each other. The nodes of RBM are binary-valued, and connected to a m×n weight matrix W. RBM is able to deal with some complex problem and reduce the risk of overfitting. It is widely used in dimension reduction, classification and feature learning.

3. Representation Learning for HER

As the information stored in EHR explosively increasing, many applications based on data science have been developed by using the HER data. EHR including data of diagnoses, radiological images, prescription, laboratory result and more. The applications usually utilize the data to implement predict or classify work. [11] However, the prediction and classification algorithms can’t directly use the original data from EHR which is imputed in natural language by medical worker. Therefore, extract and process the crucial information from EHR is an important preparatory work. Representation Learning is a model that can leverage a big amount of unlabeled data to learn good intermediate representations. In EHR researching field, Representation Learning is widely used to process the original EHR data. In this section, we will expound the application of representation learning in EHR researching.
3.1. Word Embedding
Word embedding as one of the most used representation techniques, has been widely adopted in EHR learning and analysis. A few works directly use the one-hot encoding as the data representation. For instance, [12] applies two statistical relational learning (SRL) algorithms to the task of predicting primary myocardial infarction. The learning is conducted on the simple one-hot code of category data, such as date, sex, age, etc. The experiment results show that the prediction outcomes produced by single SRL algorithm outperform their propositional analogs. [13] employs one-hot and word vector to model the diagnosis event and predict heart failure using a neural network. They used one-hot encoding to represent each diagnostic event sequence and employ a long short-term memory networks (LSTM) for heart failure prediction with the modeled diagnosis events as the input. Word2vec is widely used to represent data in EHR researching, [14] uses skip-gram model to pre-train the clinic information from two large clinic database with a 10 tokens window size.[15] uses word2vec to train the word embeddings with a empirical 100 dimension and use the representation to expand abbreviation. They finally achieved 82.27% accuracy, which is close to expert human performance. [16] employs word2vec tool using skip-gram model and tf-idf model to convert the clinical record into numerical vector. they find that word2vec perform relatively accurate for SSAE (Stacked Sparse Auto-Encoder) classifier than SRBM (Sparse Restricted Boltzmann Machine), for which tf-idf have a better performance. In [17], researchers propose a framework to extract the information according to EHR data. They use word2vec to create the distributed representation for the concepts of the gender and family relationships that associated with the family medical history. [18] train the word2vec model with continuous bag-of-word (CBOW) method to learn medical feature embedding from HER data. And input the data into a convolutional neural network prediction model. Their model shows noticeable accuracy in heart failure (86.30%) and diabetes (98.44%) prediction. [19] applies word2vec to pretrain the embedding matrix in their model DeepR. For the original input, they employ time stamps between medical events to improve the accuracy of prediction of unplanned readmission after discharge. In their result, DeepR shows superior performance than BoW+LR baseline. [20] use skip-gram embedding to initialized embedding layer values in their models with unlabeled EHR corpus and use recurrent neural network (RNN) to improve exact phase labeling. Their results suggest that their structured prediction model is a good direction for improving the exact phrase extraction for medical entities.

3.2. Machine Learning/ Deep Learning
Some of the researchers employ machine learning/deep learning technique to study the representation of EHR. For example, [20] combine RNN with a pre-training word2vec model to improve the accuracy of phase extraction and obtain a satisfying result. [21] applies an RNN initialized by skip-gram in their model doctor AI. They conclude that their RNN-based model can learn efficient patient representation from a large amount of longitudinal patient record and shows high performance in transfer learning. In their result, their model pre-trained in large dataset improve 10% performance than which directly trained in smaller dataset. In [22], researchers investigated deep neural network (DNN) for Named Entity Recognition (NER) which is applied in word embedding in Chinese clinical text. Their results show that DNN-base word embedding achieved the highest performance at the minimal feature setting. [23] explore an RNN framework initialized by skip-gram word embedding method. The RNN is trained in sentence level and document level. Their results show that their RNN model has achieved a noticeable leap in performance compare to the traditional CRF method. [24] employ a CNN for extracting phenotype for each patient and fuse them with temporal domain, the proposed model was validated on real world EHR data a quantitatively and qualitatively. [25] applies autoencoder approach in imputation model to solve the missing information in EHR. In their works, the weights and bias of autoencoder is trained only by present features and the missingness is labeled in the process. The trained vector is used as a resource for the further imputation work. Their results show that autoencoder has strong accuracy in imputation work and contributes to disease progression predictor. In [26-27], a stack of denoising autoencoders are applied in their model to learn the representation of patients and achieve the top performing in severe diabetes, schizophrenia and various cancer.[28] applies denoising
autoencoder (Ds) for phenotype extraction in EHR. The Ds is trained by unlabeled clinical data and successfully learn the structure of the high-dimensional EHR data. In the result, their model performs good dimensionality reduction capability that able to promote the discovery of new subtype of disease. Restricted Boltzmann machine (RBM) as a popular feature extracting approach is widely used in EHR word embedding. [29] use RBM to extract feature from EHR data by assign a weight for different type of transcripts measurement such as height, weight, blood pressure and temperature. [30] applies RBM to embed medical object in a low-dimensional vector space. In their novel model, embedding coefficients are restricted to be nonnegative and the learning is trained by clinical structures originated from the disease taxonomy, the procedure hierarchy and the temporal progression of care and disease. Their result shows that the representation derived from their model achieved meaningful clinical feature grouping and able to facilitate short-term risk stratification. The F-scores of their model are 0.21 for moderate-risk and 0.36 for high-risk which is much higher than those obtained by clinicians.

3.3. Hybrid Learning
Hybrid learning is a short of effective learning model that usually applied in representation learning. There are many remarkable works attempt the method and obtain reliable result. [31] proposes a robust hybrid approach based on O-Learning. in [32], researcher annotate the clinical text by an open source annotation tool called Knowtator, and propose a Unstructured Information Management Architecture (UMIA) framework to extract the information from medical entity. In their result, the system level F1-measure reaching a high level for exact matches and precision (>85%) for the medication information such as dosage and frequency, but not as good for durations. [33] proposed a Multiple Kernel Learning with Adaptive Neuro-Fuzzy Inference System (MKL with ANFIS) based deep learning method for heart disease diagnosis. For the representation learning part, they apply MKL method to separate the feature variable between healthy and heart disease patient. Their result shows that MKL with ANFIS method has the highest specificity of 94% and second highest sensitivity of 95.9% among various existing approach. [34] use Word2Vec and GloVe to pretraining the data and applies an RNN model to learning the representation of the de-identification data in EHR. In their result, recall on their data set discharge summaries of over 90%, which is a considerable achievement. [35] uses CBOW model combine with an unsupervised learning model to derive the representation of EHR. The representation is used to evaluating the similarity between patient. Their result achieves Rand index of 0.9887, which is superior to others that the second-best model performs 0.6769 of Rand index. [36] applies GloVe with a Graph-based attention model to derive the representation of patient to solve the problem of constrained volume of data. The result shows their model perform significant improvement on low-frequency dieses and small datasets with a 10% outperformance than basic RNN on their dataset MMIC-III. [37] applies One-hot code to pre-notate the representation. Then employs a fully connected network layer to reduce feature dimension, and use a CNN to derive the final representation. The representation is used to identify and rank the similarity among patients. Their result shows that their CNN-based frameworks outperform the widely used distance metric learning methods.

4. Discussion
We conclude the typical investigated representation approaches in the EHR learning researches as shown in Table 1. Overall, the Word2Vec representation approaches shows high performance in well-organized EHR data. This can be attributed to its high dependency of the relation between neighboring context. When processing EHR data with much missing information, researchers tend to use other methods to carry out the representation.

The RNN based models perform well in EHR data that contains adequate time stamps and they are not very strict to the organization of data. However, the training speed is relatively low for RNN. In some cases, RNN shows slight outperformance compared with other methods but considerably falls behind in efficiency.
Table 1. Conclusion of typical representation in EHR learning research

| Author            | Task                                                                 | Representation Techniques | Reference |
|-------------------|----------------------------------------------------------------------|---------------------------|-----------|
| Choi E et al.     | Transfer learning for patient record                                | RNN                       | [21]      |
| Weiss J C, Nataraj S, Peissig P L, et al. | Predicting primary myocardial infarction from electronic health records | SRL                       | [12]      |
| Jin B, Che C, Liu Z, et al. | predict heart failure                                              | One-hot+LSTM              | [13]      |
| J. A. Fries       | Temporal information extraction                                       | Word Embedding+RNN N      | [14]      |
| Liu Y, Ge T, Mathews K S, et al. | Clinical abbreviation expansion                                     | Word2Vec                  | [15]      |
| Jacobson O, Dalianis H. | Healthcare-associated infections prediction                          | Skip-gram                 | [16]      |
| Shah S, Luo X.    | Extracting Modifiable Risk Factors                                  | Word2Vec                  | [17]      |
| Che Z, Cheng Y, Sun Z, et al. | Diseases risk prediction                                             | CBOW                      | [18]      |
| Nguyen P, Tran T, Wickramasinghe N, et al. | Prediction of unplanned readmission after discharge                 | Word2Vec+CN N             | [19]      |
| Jagannatha A N, Yu H. | Improving the accuracy of phase extraction                          | Word2Vec+RNN N            | [20]      |
| Wu Y, Jiang M, Lei J, et al. | Word embedding in Chinese clinical texts                            | DNN                       | [22]      |
| Jagannatha A N, Yu H. | Medical event detection                                               | RNN + skip-gram           | [23]      |
| Beaulieu-Jones B K, Moore J H. | Missing data imputation                                              | Autoencoder               | [25]      |
| Miotto R, Li L, Kidd B A, et al. | Predicting the future disease                                       | Autoencoder               | [26][27] |
| Beaulieu-Jones B K, Greene C S. | Phenotype extraction                                                  | Autoencoder               | [28]      |
| Gupta P, Sivalingam U, Pölsterl S, et al. | Identifying patients with diabetes                                   | RBM                       | [29]      |
| Tran T, Nguyen T D, Phung D, et al. | Learning vector representation of medical objects                   | RBM                       | [30]      |
| Cheng Y, Wang F, Zhang P, et al. | Extracting phenotype for risk prediction                             | CNN                       | [24]      |
| Liu Y, Wang Y, Kosorok M R, et al. | Estimating personalized dynamic treatment regimens                   | O-Learning                | [31]      |
| Meystre S M, Thibault J, Shen S, et al. | Prescription extraction                                              | Knottator+UM IA           | [32]      |
| Manogaran G, Varatharajan R, Priyan M K. | Heart disease diagnosis                                              | MKL + ANFIS               | [33]      |
| F. Demoncourct, J. Y. Lee, O. Uzuner, and P. Szolovits | Learning the representation of the de-identification data             | Word2Vec+Glove + RNN      | [34]      |
| Zhu Z, Yin C, Qian B, et al. | Measuring patient similarities                                       | Unsupervised Learning     | [35]      |
| Choi E, Bahadori M T, Song L, et al. | Representation learning for constrained dataset                      | GloVe+ Graph-based attention model | [36]      |
| Suo Q, Ma F, Yuan Y, et al. | Identify and rank the similarity among patients                      | One-hot+CNN               | [37]      |
The CNN related representation learning methods are quite easy in model training and show high performance in high dimensional data. But for time sequence data, CNN shows lower performance than RNN.

The RBM related representation learning is concise, explicit and extendable. RBM can estimate representation on unseen data by a matrix operator in very short time, which makes the RBM be able to process complex and big scale data. However, the RBM can’t effectively extract rich domain relations or prior knowledge [38]. For the presence of diagnosis codes aggregated over time in the medical data, RBM shows its limitation.

The hybrid learning representation can combine the advantages of different approaches. Usually, Word Embedding would be employed as a pretraining model. Machine learning and Deep learning are applied to generate more abstract and precise representation.

5. Conclusion

Although representation learning approaches have been successfully used in many EHR researches, the representation itself is usually treated as a black box. In other words, the interpretability and the real usage of such representation are still lack of focuses. Also, because of the high-dimensionality, temporal dependency, sparsity, irregularity and heterogeneity of EHR data, the representation approaches on the EHR data are extremely diverse. Therefore, it is challenging to seek a comprehensive way to derive such representation approaches. In this paper, we address the challenge by presenting typical representation learning approaches applied in EHR data related researches and analyzing their performance in technical perspective. Additionally, we conclude their advantages and limitations by the comparison between techniques and targets. The work can be a useful reference of further EHR data related researches.
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