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Abstract

We propose a new framework for differentially private optimization of convex functions which are Lipschitz in an arbitrary norm \( \| \cdot \|_X \). Our algorithms are based on a regularized exponential mechanism which samples from the density \( \propto \exp(-k(F + \mu r)) \) where \( F \) is the empirical loss and \( r \) is a regularizer which is strongly convex with respect to \( \| \cdot \|_X \), generalizing a recent work of [GLL22] to non-Euclidean settings. We show that this mechanism satisfies Gaussian differential privacy and solves both DP-ERM (empirical risk minimization) and DP-S CO (stochastic convex optimization) by using localization tools from convex geometry. Our framework is the first to apply to private convex optimization in general normed spaces, and directly recovers non-private SCO rates achieved by mirror descent, as the privacy parameter \( \epsilon \to \infty \). As applications, for Lipschitz optimization in \( \ell_p \) norms for all \( p \in (1, 2) \), we obtain the first optimal privacy-utility tradeoffs; for \( p = 1 \), we improve tradeoffs obtained by the recent works [AFKT21, BGN21] by at least a logarithmic factor. Our \( \ell_p \) norm and Schatten-\( p \) norm optimization frameworks are complemented with polynomial-time samplers whose query complexity we explicitly bound.
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1 Introduction

The study of convex optimization in spaces where the natural geometry is non-Euclidean, beyond being a natural question of independent interest, has resulted in many successes across algorithm design. A basic example of this is the celebrated multiplicative weights, or exponentiated gradient method [AHK12], which caters to the $\ell_1$ geometry and has numerous applications in learning theory and algorithms. Moreover, optimization in real vector spaces equipped with different $\ell_p$ norms has found use in sparse recovery [CRT06], combinatorial optimization [KLOS14, KPSW19], multi-armed bandit problems [BC12], fair resource allocation [DFO20], and more (see e.g. [AKPS19, DG21] and references therein). Furthermore, optimization in Schatten-$p$ norm geometries (the natural generalization of $\ell_p$ norms to matrix spaces) has resulted in improved algorithms for matrix completion [ANW10] and outlier-robust PCA [JLT20]. In addition to $\ell_p$ and Schatten-$p$ norms, the theory of non-Euclidean geometries has been very useful in settings such as linear and semidefinite programming [Nem04] and optimization on matrix spaces [AGL+18], amongst others.

The main result of this paper is a framework for differentially private convex optimization in general normed spaces under a Lipschitz parameter bound. Differential privacy [DKM+06, DMNS06] has been adopted as the standard privacy notion for data analysis in both theory and practice, and differentially private algorithms have been deployed in many important settings in the industry as well as the U.S. census [EPK14, Abo16, Tea17, BEM+17, DKY17]. Consequently, differentially private optimization is an increasingly important and fundamental primitive in modern machine learning applications [BST14, ACG+16]. However, despite an extensive body of theoretical work providing privacy-utility tradeoffs (and more) for optimization in the Euclidean norm geometry, e.g. [CM08, CMS11, KST12, JT14, BST14, KJ16] (and many other follow-up works), more general settings have been left relatively unexplored. This state of affairs prohibits the application of private optimization theory to problems where the natural geometry is non-Euclidean. Recent works [AFKT21, BGN21, BGM21] have investigated special cases of private convex optimization, e.g. for $\ell_p$ spaces or polyhedral sets, under smoothness assumptions, or under structured losses. However, the systematic study of private convex optimization in general normed spaces in the most fundamental setting of Lipschitz losses has been left open, a gap that our work addresses.

Our framework for private convex optimization is simple: we demonstrate strong privacy-utility tradeoffs for a regularized exponential mechanism when optimizing a loss over a set $\mathcal{X} \subset \mathbb{R}^d$ equipped with a norm $\|\cdot\|_{\mathcal{X}}$. More concretely, our algorithms sample from densities

$$\propto \exp (-k(F_D + \mu r))$$

where $k, \mu > 0$ are tunable parameters, $F_D$ is a (data-dependent) empirical risk, and $r$ is a strongly convex regularizer in $\|\cdot\|_{\mathcal{X}}$ with bounded range over $\mathcal{X}$. In the analogous non-private Lipschitz convex optimization setting, most theoretical developments (namely mirror descent frameworks) have focused on precise applications where such an $r$ is readily available [Sha12, Bub15]. In this sense, our framework directly extends existing Lipschitz convex optimization theory to the private setting (and indeed, recovers existing non-private guarantees obtained by mirror descent [NY83]).

In the remainder of the introduction, we summarize our results (Section 1.1), highlight our technical contributions (Section 1.2), and situate our paper in the context of prior work (Section 1.3).

1.1 Our results

We study both the empirical risk minimization (ERM) problem and the stochastic convex optimization (SCO) problem in this paper; the goal in the latter case is to minimize the population risk. We formalize this under the following assumption, which parameterizes the space we are optimizing and the (empirical and population) risks we aim to minimize.
**Assumption 1.** We make the following assumptions.

(1) There is a compact, convex set $\mathcal{X} \subset \mathbb{R}^d$ equipped with a norm $\|\cdot\|_{\mathcal{X}}$.

(2) There is a 1-strongly convex function $r : \mathcal{X} \to \mathbb{R}$ in $\|\cdot\|_{\mathcal{X}}$, and $\Theta \geq \max_{x \in \mathcal{X}} r(x) - \min_{x \in \mathcal{X}} r(x)$.

(3) There is a set $\Omega$ such that for any $s \in \Omega$, there is a convex function $f(\cdot; s) : \mathcal{X} \to \mathbb{R}$ which is $G$-Lipschitz in $\|\cdot\|_{\mathcal{X}}$.

For definitions used above, see Section 2. We remark that by strong convexity, the parameter $\Theta$ scales at least as $\Omega(D^2)$, where $D$ is the diameter of $\mathcal{X}$ with respect to $\|\cdot\|_{\mathcal{X}}$; in many cases of interest, we may upper bound $\Theta$ by $O(D^2)$ as well up to a logarithmic factor.

Finally, throughout the paper when working under Assumption 1, $\mathcal{D} = \{s_i\}_{i \in [n]}$ denotes a dataset drawn independently from $\mathcal{P}$, a distribution supported on $\Omega$, and we define $F_{\mathcal{D}} : \mathcal{X} \to \mathbb{R}$ and $F_{\text{pop}} : \mathcal{X} \to \mathbb{R}$ by

$$F_{\mathcal{D}}(x) := \frac{1}{n} \sum_{i \in [n]} f(x; s_i), \quad F_{\text{pop}}(x) := \mathbb{E}_{s \sim \mathcal{P}}[f(x; s)]. \tag{1}$$

**Private ERM and SCO.** We first present the following general results under Assumption 1.

**Theorem 1** (Informal, see Theorems 3, 4). Under Assumption 1 and following notation (1), drawing a sample $x$ from the density $\nu \propto \exp(-k(F_{\mathcal{D}}+\mu r))$ for some $k, \mu > 0$ specified in Theorem 3 is $(\epsilon, \delta)$-differentially private, and produces $x$ such that

$$\mathbb{E}_{x \sim \nu}[F_{\mathcal{D}}(x)] - \min_{x \in \mathcal{X}} F_{\mathcal{D}}(x) \leq G\sqrt{\Theta} \cdot \frac{\sqrt{8d \log \frac{1}{2\delta}}}{n\epsilon}.$$  

Moreover, drawing a sample $x$ from the density $\nu \propto \exp(-k(F_{\mathcal{D}}+\mu r))$ for some $k, \mu > 0$ specified in Theorem 4 is $(\epsilon, \delta)$-differentially private, and produces $x$ such that

$$\mathbb{E}_{x \sim \nu, x \sim \mathcal{P}}[F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq G\sqrt{\Theta} \cdot \left( \frac{\sqrt{8d \log \frac{1}{2\delta}}}{n\epsilon} + \sqrt{\frac{8}{n}} \right).$$

Minimizing the non-private population risk under the same setting as Assumption 1 is a very well-studied problem, with matching upper and lower bounds in many cases of interest, such as $\ell_p$ norms [NY83, ABRW12, DJW14]. The population utility achieved by our regularized exponential mechanism in Theorem 1 (namely, as $\epsilon \to \infty$) matches the rate obtained by the classical mirror descent algorithm [NY83], which to our knowledge has not been previously observed. Finally, in Appendix A we provide an analog of Theorem 1 under the stronger assumption that the sample losses $f(\cdot; s)$ are strongly convex, bypassing the need for explicit regularization. Our results in Appendix A recover the optimal rate in the Euclidean case, matching known lower bounds [BST14].

We next show how to apply the results of Theorem 1 under various instantiations of Assumption 1 to derive new rates for private convex optimization under $\ell_p$ and Schatten-$p$ norm geometries.

**$\ell_p$ and Schatten-$p$ norms.** In Corollaries 2, 3, and 4, we combine known (optimal) uniform convexity estimates for $\ell_p$ spaces [BCL94] with the algorithms of Theorem 3 and 4 to obtain privacy-utility tradeoffs summarized in Table 1. Interestingly, we achieve all these bounds with a single algorithmic framework, which in all cases matches or partially matches known lower bounds.

We now contextualize our results with regard to the existing literature. In the following discussion, the “privacy-dependent” loss term is the term in the SCO loss scaling with $\epsilon, \delta$, and the “privacy-independent” loss term is the SCO loss when $\epsilon \to \infty$. 
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Table 1: Privacy-utility tradeoffs for $\ell_p$ norm optimization under $(\epsilon, \delta)$-differential privacy obtained by: Corollary 2 ($p \in (1, 2)$), Corollary 3 ($p = 1$), and Corollary 4 ($p \geq 2$). We assume $\mathcal{X}$ has $\ell_p$ diameter bounded by $D$ and hide constants (stated in the formal results) for brevity. $(\ast)$ indicates that our result matches the private ERM and SCO lower bound [BGN21, LL22]. $(\dagger)$ indicates that our result (as $\epsilon \to \infty$) matches the non-private SCO lower bound [ABRW12, DJW14].

In the case of constant $p \in (1, 2)$, our Corollary 2 sharpens Theorem 5 of [AFKT21] by a $\sqrt{\log d}$ factor in the privacy-dependent loss term, and is the first to match lower bounds of [BGN21, LL22]. It improves bounds by [BGN21] by at least a $\log n$ factor on both parts of the SCO loss, which further loses an $n^{1/4}$ factor on the privacy-dependent loss and requires additional smoothness assumptions.

In the important case of $p = 1$, of fundamental interest due to its applications in sparse recovery [CRT06] as well as online learning [Sha12, AHK12], our Corollary 3 improves the privacy-dependent loss term of [AFKT21] by a $\log d$ factor, and matches the privacy-independent loss lower bound in the SCO literature [DJW14], matching the rate of entropic mirror descent. The privacy-dependent loss term incurs an additional overhead of $\sqrt{\log d}$ compared to existing lower bounds. However, just as lower bounds on the privacy-independent loss increase as $p \to 1$, it is plausible that the upper bound obtained by Corollary 3 is optimal, which we leave as an interesting open direction.

In the $p \geq 2$ case, prior work by [BGN21] obtains a rate matched by Corollary 4. The non-private population risk term in (15) is again known to be optimal [ABRW12]. We again find it an interesting open direction to close the gap between the upper bound (13) and known lower bounds for private convex optimization when $p \geq 2$, e.g. [BGN21, LL22].

We further demonstrate in Corollary 5 that all of these results have direct analogs in the case of optimization over matrix spaces equipped with Schatten norm geometries. To the best of our knowledge, this is the first such result in the private optimization literature; we believe this showcases the generality and versatility of our approach.

Finally, we mention that all of these results are algorithmic and achieved by samplers with polynomial query complexity and runtime, following developments of [LST21, GLL22]. In all cases, by simple norm equivalence relations, the query complexity of our samplers is at most a $d$ factor worse than the $\ell_2$ case, with improvements as $p \to 2$. It is an exciting direction to develop efficient high-accuracy samplers catering to structured densities relevant to the setups considered in this paper, e.g. those whose negative log-likelihoods are strongly convex in $\ell_p$ norms. The design of sampling algorithms for continuous distributions has been an area of intense research activity in the machine learning community, discussed in greater detail in Section 1.3. We mention here that our hope is that our results and general optimization framework serve as additional motivation for the pursuit of efficient structured sampling algorithms working directly in non-Euclidean geometries.
1.2 Our techniques

Our results essentially build on the recent work of [GLL22], who observed that a regularized exponential mechanism achieves optimal privacy-utility tradeoffs for empirical and population risks when losses are Lipschitz in the $\ell_2$ norm. Under a Euclidean specialization of Assumption 1, [GLL22] provided variants of Theorem 1 using the regularizer $r(x) = \frac{1}{p} \|x\|_2^2$, i.e., reweighting by a Gaussian.

We demonstrate several key tools used in [GLL22] have non-Euclidean extensions by using a simple, general approach based on a convex geometric tool known as localization. For example, the starting point of our developments is relating the privacy curves of two nearby, strongly convex densities with the privacy curve of Gaussians (see Section 2 for definitions).

**Theorem 2.** Let $\mathcal{X} \subset \mathbb{R}^d$ be compact and convex, let $F, \tilde{F} : \mathcal{X} \to \mathbb{R}$ be $\mu$-strongly convex in $\|\cdot\|_{\mathcal{X}}$, and let $P \propto \exp(-F)$ and $Q \propto \exp(-\tilde{F})$. Suppose $\tilde{F} - F$ is $G$-Lipschitz in $\|\cdot\|_{\mathcal{X}}$. For all $\varepsilon \in \mathbb{R}_{\geq 0}$,

$$
\delta(P \parallel Q)(\varepsilon) \leq \delta\left(\mathcal{N}(0, 1) \parallel \mathcal{N}\left(\frac{G}{\sqrt{\mu}}, 1\right)\right)(\varepsilon).
$$

An analog of Theorem 2 when $\|\cdot\|_{\mathcal{X}}$ is the Euclidean norm was proven as Theorem 4.1 of [GLL22]. Moreover, the analog of Theorem 1 in [GLL22] follows from combining Theorem 4.1 of that work, and their Theorem 6.10, a reduction from the SCO problem to the ERM problem (containing a generalization error bound). These proofs in [GLL22] rely on powerful inequalities from probability theory, which were initially studied in the Gaussian (Euclidean norm regularizer) setting. For example, Theorem 4.1 applied the Gaussian isoperimetric inequality of [ST74, Bor75a] (see also Theorem 1.1, [Led99]), which states that strongly logconcave distributions in the Euclidean norm have expansion quality at least as good as a corresponding Gaussian. Moreover, the generalization error bound in Theorem 6.10 was proven based on a Euclidean norm log-Sobolev inequality and transportation inequality, relating Wasserstein distances, KL divergences, and Lipschitz bounds on negative log-densities. Fortunately, it turns out that all of these inequalities have non-Euclidean generalizations (possibly losing constant factors). For example, a non-Euclidean log-Sobolev inequality was shown by Proposition 3.1 of [BL00], and a non-Euclidean transport inequality sufficient for our purposes is proved as Proposition 1 of [CE17]. Finally, variants of the Gaussian isoperimetric inequality in general norms are given by [MS08, Kol11]. Plugging these tools into the proofs of [GLL22] allows us to recover Theorems 1 and 2, as well as our applications.

In this work, we take a different (and in our opinion, simpler) strategy to proving the probability-theoretic inequalities required by Theorems 1, 2, yielding an alternative to the proofs in [GLL22] which we believe may be of independent intellectual interest to the privacy community. In particular, our technical insight is the simple observation that several of the definitions in differential privacy are naturally cast in the language of localization [KLS95, FG04], which characterizes extremal logconcave densities subject to linear constraints (see our proof of Lemma 2 for an example of this). This observation allows us to reduce the proofs of key technical tools used in Theorems 1 and 2 to proving these tools in one dimension, where all norms are equivalent up to constant factor rescaling.\footnote{The one-dimensional case can then typically be handled by more straightforward “combinatorial” arguments, see e.g. Section 2.b of [LS93] or Appendix B.3 of [CDWY20] for examples.}

After deriving several extensions of basic localization arguments in Section 3.1, we follow this reduction approach to give a more unified proof to Theorems 1 and 2. To our knowledge, this is the first direct application of localization techniques in differential privacy.

The interplay between the privacy and probability theory communities is an increasingly active area of exploration [DRS21, GLL22, GTU22] (discussed in more detail in Section 1.3). We are
hence optimistic that localization-based proof strategies will have further applications in the privacy literature, especially in situations (beyond this paper) where probability theoretic tools used in the Euclidean case do not have non-Euclidean variants in full generality. In such settings, it may be a valuable endeavor to see if necessary inequalities may be directly recast in the language of localization.

1.3 Prior work

Private optimization in Euclidean norm. Many prior works on private convex optimization have focused on variants of the ERM and SCO problems studied in this work, under $\ell_2$ Lipschitz losses and $\ell_2$ bounded domains, such as [CMS11, KST12, BST14, BFTT19, BFGT20]. The optimal information-theoretic rate for these private optimization problems was given by [BST14], which was matched algorithmically up to constant factors by [BFTT19, BFGT20].

From an algorithmic perspective, a topic of recent interest in the Euclidean case is the problem of attaining optimal privacy-utility tradeoffs in \textit{nearly-linear time}, namely, with $\approx n$ gradient queries [FKT20, AFKT21, KLL21]. Under additional smoothness assumptions, this goal was achieved by [FKT20]; however, achieving near-optimal gradient oracle query rates in the general Lipschitz case remains open. We note that under \textit{value oracle} access, a near-optimal bound was recently achieved by [GLL22]. This paper primarily focuses on the information-theoretic problem of achieving optimal privacy-utility tradeoffs for a given dataset size. However, we believe the corresponding problem of designing algorithms with near-optimal query complexities and runtimes (under value or gradient oracle access) is also an important open direction in the case of general norm geometries.

Private optimization in non-Euclidean norms. The study of convex optimization in non-Euclidean geometries was recently initiated by [AFKT21, BGN21], who focused primarily on developing algorithms under $\ell_p$ regularity assumptions and bounded domains. In follow-up work, [BGM21] gave improved guarantees for the family of generalized linear losses. We discuss the rates we achieve for $\ell_p$ norm geometries compared to [AFKT21, BGN21] in Section 1.1; in short, we improve prior results by logarithmic factors in the case $p \in [1,2)$, and match them when $p \geq 2$. Independently from our work, [HLL+22] designed an algorithm for private optimization in $\ell_p$ geometries improving upon [BGN21] in gradient query complexity (matching their privacy-utility tradeoffs); both [BGN21, HLL+22] require further smoothness assumptions on the loss functions.

One of the main motivations for this work was to develop a general theory for private convex optimization under non-Euclidean geometries, beyond $\ell_p$ setups. In particular, [BGN21] designed a \textit{generalized Gaussian mechanism} for the case $p \in [1,2)$, where gradients were perturbed by a noise distribution catering to the $\ell_p$ geometry. However, how to design a corresponding mechanism for more general norms may be less clear. The algorithm of [AFKT21] in the non-smooth case was based on a (Euclidean norm) Gaussian mechanism; again, this strategy is potentially more specialized to $\ell_p$ geometries. Beyond giving a general algorithmic framework for non-Euclidean convex optimization based on structured logconcave sampling, we hope that the information-theoretic properties we show regarding regularized exponential mechanisms (e.g. Theorem 2) may find use in designing “generalized Gaussian mechanisms” beyond $\ell_p$ norms.

Connections between privacy and sampling. Our work extends a line of work exploring privacy-utility tradeoffs for the exponential mechanism, a general strategy for designing private algorithms introduced by [MT07] (see additional discussion in [GLL22]). For example, the regularized exponential mechanisms we design are similar in spirit to the exponential mechanism “in the $X$ norm” designed by [HT10, BDKT12]. Moreover, our work continues a recent interface between the sampling and privacy literature, where (continuous and discrete-time) sampling al-

\footnote{That is, the norm induced by the convex body $X$, not to be confused with the $\|\cdot\|_X$ of Assumption 1.}
algorithms are shown to efficiently obtain strong privacy-utility tradeoffs for optimization problems [GLL22, GTU22]. This work further develops this interface, motivating the design of efficient samplers for densities satisfying non-Euclidean regularity assumptions.

The design of sampling algorithms under general geometries (e.g. “mirrored Langevin algorithms”) has been a topic of great recent interest, independently from applications in private optimization. Obtaining mixing guarantees under regularity assumptions naturally found in applications is a notoriously challenging problem in the recent algorithmic sampling literature [HKRC18, ZPFP20, AC21, Jia21, LTVW22]. For example, it has been observed both theoretically and empirically that without (potentially restrictive) relationships between regularity parameters, natural discretizations of the mirrored Langevin dynamics may not even have vanishing bias [ZPFP20, Jia21, LTVW22]. Recently, [LST21] gave an alternative strategy (to discretizing Langevin dynamics) for designing sampling algorithms in the Euclidean case, used in [GLL22] to obtain private algorithms for $\ell_2$-structured ERM and SCO problems (see Proposition 8). Our work suggests a natural non-Euclidean generalization of these sampling problems, which is useful to study from an algorithmic perspective. We are optimistic that a non-Euclidean variant of [LST21] may shed light on these mysteries and yield new efficient private algorithms. More generally (beyond the particular [LST21] framework), we state the direction of designing efficient samplers for densities of the form $\exp(-F_D - \mu)$. This work further develops this interface, motivating the design of efficient

2 Preliminaries

General notation. Throughout, $\hat{O}$ hides logarithmic factors in problem parameters when clear from the context. For $n \in \mathbb{N}$, $[n]$ refers to the naturals $1 \leq i \leq n$. We use $\mathcal{X}$ to denote a compact convex subset of $\mathbb{R}^d$. The standard ($\ell_2$) Euclidean norm is denoted $\|\cdot\|_2$. We will be concerned with optimizing functions $f : \mathcal{X} \to \mathbb{R}$, and $\|\cdot\|_\mathcal{X}$ will refer to a norm on $\mathcal{X}$. The diameter of such a set is denoted $\text{diam}_{\|\cdot\|_\mathcal{X}}(\mathcal{X}) := \max_{x,y \in \mathcal{X}} \|x - y\|_\mathcal{X}$. We let $\mathcal{N}(\mu, \Sigma)$ be the Gaussian density of specified mean and covariance. We denote the convex hull of a set $S$ (when well-defined) by $\text{conv}(S)$. When $a, b \in \mathbb{R}^d$, we abuse notation and let $[a, b]$ be the line segment between $a$ and $b$.

Norms. For $p \geq 1$, we let $\|\cdot\|_p$ applied to a vector-valued variable be the $\ell_p$ norm, namely $\|v\|_p = (\sum_{i\in[d]} |v_i|^p)^{1/p}$ for $v \in \mathbb{R}^d$; the $\ell_\infty$ norm is the maximum absolute value. We will use the well-known inequality

$$\|v\|_p \leq \|v\|_q \leq d^{1 - \frac{1}{p}} \|v\|_p, \text{ for } v \in \mathbb{R}^d, q \leq p. \quad (2)$$

Matrices will be denoted in boldface throughout, and $\|\cdot\|_p$ applied to a matrix-valued variable $M$ is the Schatten-$p$ norm, i.e. the $\ell_p$ norm of the singular values of $M$.

Optimization. In the following discussion, fix some $f : \mathcal{X} \to \mathbb{R}$. We say $f$ is $G$-Lipschitz in $\|\cdot\|_\mathcal{X}$ if for all $x, x' \in \mathcal{X}$, $|f(x) - f(x')| \leq G \|x - x'\|_\mathcal{X}$. We say $f$ is $\mu$-strongly convex in $\|\cdot\|_\mathcal{X}$ if for all $x, x' \in \mathcal{X}$ and $t \in [0, 1]$,

$$f(tx + (1 - t)y) \leq tf(x) + (1 - t)f(y) - \frac{\mu t(1 - t)}{2} \|x - y\|_\mathcal{X}^2.$$

Probability. For two densities $\pi, \pi'$, we define their total variation distance by $\|\pi - \pi'\|_{\text{TV}} := \frac{1}{2} \int \|\pi(x) - \pi'(x)\|dx$ and (when the Radon-Nikodym derivative exists) their KL divergence by $D_{\text{KL}}(\pi||\pi') := \int \pi(x) \log \frac{\pi(x)}{\pi'(x)}dx$. We define the 2-Wasserstein distance by

$$W_2(\pi, \pi') = \inf_{\Gamma \in \Gamma(\pi, \pi')} \sqrt{\mathbb{E}(x,x')\sim\Gamma \|x - x'\|^2_2},$$

where $\Gamma(\pi, \pi')$ is the set of couplings of $\pi$ and $\pi'$. We note $W_2$ satisfies the following inequality.
**Fact 1.** Let \( \text{Lip}_2(f) \) be the Lipschitz constant in the \( \ell_2 \) norm of a function \( f \). Then, for densities \( \pi, \pi' \) supported on \( \mathcal{X} \),

\[
W_2(\pi, \pi') \geq \sup_{\text{Lip}_2(f) \leq 1} \int_{\mathcal{X}} f(x)(\pi(x) - \pi'(x))dx.
\]

**Proof.** This follows from the dual characterization of the 1-Wasserstein distance (which shows \( \sup_{\text{Lip}_2(f) \leq 1} \int_{\mathcal{X}} f(x)(\pi(x) - \pi'(x))dx = \inf_{\Gamma \in \Gamma(\pi, \pi')} \mathbb{E}_{(x, x') \sim \Gamma} \|x - x'\|_2 \)), and convexity of the square.

We use \( \propto \) to indicate proportionality, e.g. if \( \pi \) is a density and we write \( \pi \propto \exp(-f) \), we mean \( \pi(x) = \frac{\exp(-f)}{Z} \) where \( Z := \int \exp(-f(x))dx \) and the integration is over the support of \( \pi \).

We say that a measure \( \pi \) on \( \mathbb{R}^d \) is logconcave if and only if for any \( \lambda \in (0, 1) \) and compact \( A, B \subset \mathbb{R}^d \),

\[
\pi(\lambda A + (1-\lambda)B) \geq \pi(A)\pi(B)^{1-\lambda}.
\]

We have the following equivalent characterization of logconcave measures.

**Proposition 1 ([Bor75b]).** Let \( \pi \) be a measure on \( \mathbb{R}^d \). Let \( E \) be the least affine subspace containing the support of \( \pi \), and let \( m_E \) be the Lebesgue measure in \( E \). Then \( \pi \) is logconcave if and only if \( d\pi = f dm_E \), \( f \) is nonnegative and locally integrable, and \( -\log f : E \rightarrow \mathbb{R} \cup \{+\infty\} \) is convex.

In particular, Proposition 1 shows that the measure of any subspace of \( E \) according to \( \pi \) is zero.

If in the characterization of [Bor75b] the function \( -\log f \) is affine, we say \( \pi \) is logaffine. Following [Bor75b], we analogously define strong logconcavity with respect to a norm.

**Definition 1** (strong logconcavity). Let \( \pi \) be a measure on \( \mathbb{R}^d \). Let \( E \) be the least affine subspace containing the support of \( \pi \), and let \( m_E \) be the Lebesgue measure in \( E \). We say \( \pi \) is \( \mu \)-strongly

logconcave with respect to \( \|\cdot\|_X \) if \( d\pi = f dm_E \), \( f \) is nonnegative and locally integrable, and \( -\log f : E \rightarrow \mathbb{R} \cup \{+\infty\} \) is \( \mu \)-strongly convex in \( \|\cdot\|_X \).

**Privacy.** Throughout, \( \mathcal{M} \) denotes a mechanism, and \( \mathcal{D} \) denotes a dataset. We say \( \mathcal{D} \) and \( \mathcal{D}' \) are neighboring if they differ in one entry. We say a mechanism \( \mathcal{M} \) satisfies \( (\epsilon, \delta) \)-differential privacy if it has output space \( \Omega \) and for any neighboring \( \mathcal{D}, \mathcal{D}' \),

\[
\sup_{S \subseteq \Omega} \Pr[\mathcal{M}(\mathcal{D}) \in S] - \exp(\epsilon) \Pr[\mathcal{M}(\mathcal{D}') \in S] \leq \delta.
\]

We define the privacy curve of two random variables \( X, Y \) supported on \( \Omega \) by

\[
\delta(X|Y)(\epsilon) := \sup_{S \subseteq \Omega} \Pr[Y \in S] - \exp(\epsilon) \Pr[X \in S].
\]

We say \( \mathcal{M} \) has a privacy curve \( \delta : \mathbb{R}_{\geq 0} \rightarrow [0, 1] \) if for all neighboring \( \mathcal{D}, \mathcal{D}' \), \( \delta(\mathcal{M}(\mathcal{D})\|\mathcal{M}(\mathcal{D}')) \leq \delta(\epsilon) \). For any \( \epsilon \in \mathbb{R}_{\geq 0} \), it is clear that such a \( \mathcal{M} \) is \( (\epsilon, \delta(\epsilon)) \)-differentially private. We will frequently compare to the privacy curve of a Gaussian, so we recall the following bound from prior work.

**Fact 2** (Gaussian privacy curve, Lemma 6.3, [GLL22]). Let \( \delta \in (0, \frac{1}{2}) \) and \( \epsilon > 0 \). For any \( |t| \leq \sqrt{2 \log \frac{1}{2\delta} + 2\epsilon} - \sqrt{2 \log \frac{1}{2\delta}} \leq \frac{\epsilon}{\sqrt{2 \log \frac{1}{2\delta}}} \), \( \delta(\mathcal{N}(0, 1)\|\mathcal{N}(t, 1))(\epsilon) \leq \delta \).

We will use Fact 2 after deriving our Gaussian differential privacy guarantees [DRS21] for strongly logconcave densities in Theorem 2.
3 Gaussian differential privacy in general norms

In this section, we give a generalization of Theorem 4.1 of [GLL22], which demonstrates that a regularized exponential mechanism for (Euclidean norm) Lipschitz losses achieves privacy guarantees comparable to an analogous instance of the Gaussian mechanism. The proof from [GLL22] was specialized to the Euclidean setup; to show our more general result, we draw upon the localization technique from convex geometry [LS93, KLS95]. We provide the relevant localization tools we will use in Section 3.1, and prove our Gaussian differential privacy result in Section 3.2.

3.1 Localization

We recall the localization lemma from [FG04]. We remark that the statement in [FG04] is more refined than our statement (in that [FG04] gives a complete characterization of extreme points, whereas we give a superset), but the following form of the [FG04] result suffices for our purposes.

Proposition 2 (Theorem 1, [FG04]). Let $\mathcal{X} \subset \mathbb{R}^d$ be compact and convex, and let $f : \mathcal{X} \to \mathbb{R}$ be upper semi-continuous. Let $S(f)$ be the set of logconcave densities $\nu$ supported in $\mathcal{X}$ satisfying $\int_{\mathcal{X}} f d\nu \geq 0$. The set of extreme points of $\text{conv}(S(f))$ satisfies one of the following.

- $\nu$ is a Dirac measure at $x \in \mathcal{X}$ such that $f(x) \geq 0$.
- $\nu$ is logaffine and supported on $[a,b] \subset \mathcal{X}$ such that $\int_{[a,b]} f d\nu = 0$.

We next derive several extensions of Proposition 2.

Lemma 1 (Strongly logconcave localization). Let $\mathcal{X} \subset \mathbb{R}^d$ be compact and convex, let $\beta : \mathcal{X} \to \mathbb{R}_{\geq 0}$ be continuous, and let $f : \mathcal{X} \to \mathbb{R}$ be upper semi-continuous. Let $S_{\mu,\beta}(f)$ be the set of probability densities $\pi$ such that $\pi$ is $\mu$-strongly logconcave with respect to $\|\cdot\|_\mathcal{X}$ and supported in $\mathcal{X}$, such that $\pi' \propto \beta \pi$ is also $\mu$-strongly logconcave, and $\int_{\mathcal{X}} f d\pi \geq 0$. The set of extreme points of $\text{conv}(S_{\mu,\beta}(f))$ satisfy one of the following.

- $\pi$ is a Dirac measure at $x \in \mathcal{X}$ such that $f(x) \geq 0$.
- $\pi$ is supported on $[a,b] \subset \mathcal{X}$.

Proof. Clearly, Dirac measures at $x$ with $f(x) \geq 0$ are extreme points, so it suffices to consider other extreme points. Given any extreme point $\pi$ which is not a Dirac measure, we prove the least affine subspace containing the support of $\pi$ has dimension one, i.e. denoting the least affine subspace containing the support of $\pi$ by $S$, we prove $\dim S = 1$.

Assume for the sake of contradiction that $\dim S \geq 2$. There exists $x_0$ in the relative interior of the support of $\pi$ and a two-dimensional subspace $E \subset \mathbb{R}^d$ such that $x_0 + E \subseteq S$. Let $S_1(E)$ be the unit circle in $E$, and for any $u \in S_1(E)$ denote $H_u = \{x \in S : \langle x - x_0, u \rangle = 0\}$, $H_u^+ = \{x \in S : \langle x - x_0, u \rangle \geq 0\}$ and $H_u^- = \{x \in S : \langle x - x_0, u \rangle \leq 0\}$. Finally, define $\phi : S_1(E) \to \mathbb{R}$ by $\phi(u) := \int_{H_u^+} f d\pi - \frac{1}{2} \int f d\pi$, such that $\phi(u) = 0 \implies \int_{H_u^+} f d\pi = \frac{1}{2} \int f d\pi \geq 0$.

By Proposition 1, we know $\pi(H_u) = 0$. Moreover, $\phi$ is continuous since every hyperplane $H_u$ has $\pi(H_u) = 0$. Since $\phi(u) = -\phi(-u)$, by the intermediate value theorem there exists $u_0 \in S_1(E)$ such that $\phi(u_0) = 0$. We can hence rewrite $\pi$ as a convex combination of its restrictions to $H_u^+$ and $H_u^-$, both of which are $\mu$-strongly logconcave, and whose (renormalized) multiplications by $\beta$ are also $\mu$-strongly logconcave. Since $\phi(u_0) = 0$ both of these restrictions belong to $S_{\mu,\beta}(f)$, contradicting extremality of $\pi$.

We briefly remark that the proof technique used in Lemma 1 is quite general, and the only property we used about $S_{\mu,\beta}$ is that it is a subset of logconcave densities, and it is closed under restrictions to convex subsets. Similar arguments hold for other density families with these properties.
Further, we note that restrictions to compact sets are upper semi-continuous; it is straightforward to verify our applications of Lemma 1 satisfy the upper semi-continuity assumption.

We prove the following two technical lemmas using Lemma 1.

**Lemma 2.** Following notation of Lemma 1, fix a continuous function \( \alpha : \mathcal{X} \to \mathbb{R} \) and a subset \( S \subset \mathcal{X} \). For any probability density \( \pi \) on \( \mathcal{X} \), define the renormalized density \( \tilde{\pi} \propto e^{-\alpha} \pi \). Finally, let

\[
g(\pi) := \Pr_{x \sim \tilde{\pi}} [x \in S] - \epsilon \Pr_{x \sim \tilde{\pi}} [x \in S].
\]

Then \( \max_{\pi \in S_{\mu,\beta}} g(\pi) = \max_{\pi \in S^*_{\mu,\beta}} g(\pi) \) where \( S^*_{\mu,\beta} \) is the subset of densities \( \pi \in S_{\mu,\beta} \) satisfying one of the following.

- \( \pi \) is a Dirac measure at \( x \in \mathcal{X} \).
- \( \pi \) is supported on \([a,b] \subset \mathcal{X} \).

**Proof.** Let \( S_{\mu,\beta}(f) \subseteq S_{\mu,\beta} \) be the set of \( \pi \in S_{\mu,\beta} \) such that \( \int f d\pi \geq 0 \). We have

\[
\max_{\pi \in S_{\mu,\beta}} g(\pi) = \max_{\pi \in S_{\mu,\beta}} \int_{x \in S} d\tilde{\pi}(x) - \epsilon \int_{x \in S} d\pi(x)
= \max_{\pi \in S_{\mu,\beta}} \int_{x \in S} e^{-\alpha(x)} d\pi(x) - \epsilon \int_{x \in S} d\pi(x)
= \max_{\pi \in S_{\mu,\beta}} \max_{C \geq \int_{x \in \mathcal{X}} e^{-\alpha(x)} d\pi(x)} \left( \frac{e^{-\alpha(x)}}{C} - \epsilon \right) 1_S(x) d\pi(x)
= \max_{C} \max_{\pi \in S_{\mu,\beta}(C-e^{-\alpha})} \int_{x \in \mathcal{X}} \left( \frac{e^{-\alpha(x)}}{C} - \epsilon \right) 1_S(x) d\pi(x),
\]

where \( S_{\mu,\beta}(C-e^{-\alpha})^* \) is the (super)set of extreme points of \( S_{\mu,\beta}(C-e^{-\alpha}) \) given by the strongly logconcave localization lemma (Lemma 1). These candidate extreme points are Dirac measures at \( x \) such that \( C \geq e^{-\alpha(x)} \), or are supported in \([a,b] \subset \mathcal{X} \). Hence, \( S_{\mu,\beta}(C-e^{-\alpha})^* \subseteq S^*_{\mu,\beta} \), and we conclude

\[
\max_{\pi \in S_{\mu,\beta}} g(\pi) = \max_{C} \max_{\pi \in S_{\mu,\beta}(C-e^{-\alpha})^*} \int_{x \in \mathcal{X}} \left( \frac{e^{-\alpha(x)}}{C} - \epsilon \right) 1_S(x) d\pi(x) \tag{3}
\leq \max_{C} \max_{\pi \in S_{\mu,\beta}(C-e^{-\alpha})^*} \int_{x \in \mathcal{X}} \left( \frac{e^{-\alpha(x)}}{\int_{x \in \mathcal{X}} e^{-\alpha(x)} d\pi(x)} - \epsilon \right) 1_S(x) d\pi(x) \tag{4}
\leq \max_{\pi \in S^*_{\mu,\beta}} \int_{x \in \mathcal{X}} \left( \frac{e^{-\alpha(x)}}{\int_{x \in \mathcal{X}} e^{-\alpha(x)} d\pi(x)} - \epsilon \right) 1_S(x) d\pi(x) = \max_{\pi \in S^*_{\mu,\beta}} g(\pi). \tag{5}
\]

The first inequality used that \( C \geq \int_{x \in \mathcal{X}} e^{-\alpha(x)} d\pi(x) \) for \( \pi \in S_{\mu,\beta}(C-e^{-\alpha})^* \), and the second used that \( S_{\mu,\beta}(C-e^{-\alpha})^* \subseteq S^*_{\mu,\beta} \) for any \( C \). Since \( S^*_{\mu,\beta} \subseteq S_{\mu,\beta} \), we have the claim. \( \square \)

**Lemma 3.** Following notation of Lemma 1, fix continuous function \( \alpha : \mathcal{X} \to \mathbb{R} \) and upper semi-continuous function \( f : \mathcal{X} \to \mathbb{R} \). For any probability density \( \pi \) on \( \mathcal{X} \), define \( \tilde{\pi} \propto e^{-\alpha} \pi \) to be a renormalized density on \( \mathcal{X} \). Finally, let

\[
g(\pi) := \int_{x \in \mathcal{X}} f(x) d(\pi - \tilde{\pi})(x).
\]
Then \( \max_{\pi \in S_{\mu, \beta}} g(\pi) = \max_{\pi \in S^*_{\mu, \beta}} g(\pi) \) where \( S^*_{\mu, \beta} \) is the subset of densities \( \pi \in S_{\mu, \beta} \) satisfying one of the following.

- \( \pi \) is a Dirac measure at \( x \in \mathcal{X} \).
- \( \pi \) is supported on \([a, b] \subset \mathcal{X}\).

**Proof.** We follow the notation from Lemma 2. If \( \pi \) is a Dirac measure, \( g(\pi) = 0 \), so we only need to consider the case when \( \max_{\pi \in S_{\mu, \beta}} g(\pi) > 0 \). We have

\[
\max_{\pi \in S_{\mu, \beta}} g(\pi) = \max_{\pi \in S_{\mu, \beta}} \int_{x \in \mathcal{X}} f(x) \left( 1 - \frac{e^{-\alpha(x)}}{\int_{x \in \mathcal{X}} e^{-\alpha(x)} d\pi(x)} \right) d\pi(x)
\]

\[
= \max_{\pi \in S_{\mu, \beta}} \max_{C \leq \int_{x \in \mathcal{X}} e^{-\alpha(x)} d\pi(x)} \int_{x \in \mathcal{X}} \left( f(x) - \frac{e^{-\alpha(x)} f(x)}{C} \right) d\pi(x)
\]

\[
= \max_{C} \max_{\pi \in S_{\mu, \beta}} \max_{(e^{-\alpha} - C)} \int_{x \in \mathcal{X}} \left( f(x) - \frac{e^{-\alpha(x)} f(x)}{C} \right) d\pi(x)
\]

The remainder of the proof is analogous to Lemma 2. \( \square \)

### 3.2 Gaussian differential privacy

Using an instantiation of the localization lemma, we prove Gaussian differential privacy in general norms by first reducing to one dimension and then using the result of [GLL22] to handle the one-dimensional case. Gaussian differential privacy was introduced by [DRS21] and is a useful tool to compare privacy curves. We first recall the \((\ell_2)\) Gaussian differential privacy result of [GLL22].

**Proposition 3** (Theorem 4.1, [GLL22]). Let \( \mathcal{X} \subset \mathbb{R}^d \) be compact and convex, let \( F, \tilde{F} : \mathcal{X} \to \mathbb{R} \) be \( \mu \)-strongly convex in \( \|\cdot\|_2 \), and let \( P \propto \exp(-F) \) and \( Q \propto \exp(-\tilde{F}) \). Suppose \( \tilde{F} - F \) is \( G \)-Lipschitz in \( \|\cdot\|_2 \). For all \( \epsilon \in \mathbb{R}_{\geq 0} \),

\[
\delta(P \| Q)(\epsilon) \leq \delta\left( \mathcal{N}(0, 1) \left\| \mathcal{N}\left( \frac{G}{\sqrt{\mu}} \cdot 1 \right) \right\| (\epsilon) \right).
\]

We next give a simple comparison result between norms.

**Lemma 4.** For \( f : \mathcal{X} \to \mathbb{R} \), fix \( a, b \in \mathcal{X} \), and let \( \tilde{f} : [a, b] \to \mathbb{R} \) be the restriction of \( f \) to \([a, b]\).

1. If \( f \) is \( G \)-Lipschitz in \( \|\cdot\|_\mathcal{X} \), \( \tilde{f} \) is \( G \cdot \frac{\|b-a\|_\mathcal{X}}{\|b-a\|_2} \)-Lipschitz in \( \|\cdot\|_2 \).

2. If \( f \) is \( \mu \)-strongly convex in \( \|\cdot\|_\mathcal{X} \), \( \tilde{f} \) is \( \mu \cdot \frac{\|b-a\|_\mathcal{X}^2}{\|b-a\|_2^2} \)-strongly convex in \( \|\cdot\|_2 \).

**Proof.** To see the first claim, let \( c = a + r(b - a) \) and \( d = a + s(b - a) \) for \( s, r \in [0, 1] \). We have by Lipschitzness of \( f \) that

\[
\left| \tilde{f}(d) - \tilde{f}(c) \right| \leq G |s - r| \|b - a\|_\mathcal{X} = \left( G \cdot \frac{\|b-a\|_\mathcal{X}}{\|b-a\|_2} \right) \cdot \|d - c\|_2.
\]
Similarly, to see the second claim, by strong convexity of \( f \),
\[
\tilde{f}(tc + (1-t)d) \leq t\tilde{f}(c) + (1-t)\tilde{f}(d) - \frac{\mu t(1-t)}{2}\|c-d\|_X^2
\]
\[
= t\tilde{f}(c) + (1-t)\tilde{f}(d) - \frac{\mu t(1-t)(r-s)^2}{2}\|a-b\|_X^2
\]
\[
= t\tilde{f}(c) + (1-t)\tilde{f}(d) - \left(\mu \cdot \frac{\|b-a\|_X^2}{2}\right) \left(\frac{t(1-t)}{2}\|d-c\|_2^2\right).
\]

We now present our main result on Gaussian differential privacy with respect to arbitrary norms.

**Theorem 2.** Let \( X \subset \mathbb{R}^d \) be compact and convex, let \( F, \tilde{F} : X \rightarrow \mathbb{R} \) be \( \mu \)-strongly convex in \( \|\|_X \), and let \( P \propto \exp(-F) \) and \( Q \propto \exp(-\tilde{F}) \). Suppose \( \tilde{F} - F \) is \( \Gamma \)-Lipschitz in \( \|\|_X \). For all \( \epsilon \in \mathbb{R}_{\geq 0} \),
\[
\delta(P \parallel Q)(\epsilon) \leq \delta\left(\mathcal{N}(0, 1) \left\| \mathcal{N}\left(\frac{G\sqrt{\mu}}{\Gamma}, 1\right)\right\|_2\right)(\epsilon).
\]

*Proof.* Throughout this proof, fix some \( \alpha \) which is \( \Gamma \)-Lipschitz in \( \|\|_X \) by assumption. We first claim that amongst all \( \mu \)-strongly convex (in \( \|\|_X \)) functions \( F : X \rightarrow \mathbb{R} \) such that \( F + \alpha \) is also \( \mu \)-strongly convex, defining \( P \propto \exp(-F) \) and \( Q \propto \exp(-(F + \alpha)) \), some \( F \) maximizing \( \delta(P \parallel Q)(\epsilon) \) is either a Dirac measure or supported on \([a, b] \subset X\). We will prove this by contradiction.

Suppose otherwise, and let \( F \) be a \( \mu \)-strongly convex function that maximizes \( \delta(P \parallel Q)(\epsilon) \) defined above. Define \( P \propto \exp(-F) \) and \( Q \propto \exp(-(F + \alpha)) \). Let \( S^* \subseteq X \) be the set achieving
\[
\delta(P \parallel Q)(\epsilon) = \Pr_{X \sim P^*}[X \in S^*] - \exp(\epsilon) \Pr_{X \sim Q^*}[X \in S^*].
\]

By Lemma 2, there is another \( \mu \)-strongly logconcave \( \pi \) where the renormalized density \( \pi \propto \exp(-\alpha) \) is also \( \mu \)-strongly logconcave, such that (following notation of Lemma 2) \( g(\pi) \geq g(P) \), where \( \pi \) is either a Dirac or supported on \([a, b] \). We conclude that \( \delta(P \parallel Q)(\epsilon) \leq \delta(\pi \parallel \pi \exp(-\alpha))(\epsilon) \) (since the maximizing set for \( \pi \) is at least as good as \( S^* \)), a contradiction.

It hence suffices to prove the theorem statement for \( F, \tilde{F} \), which are supported on some \([a, b] \subseteq X\). By Lemma 4, we have that \( \tilde{F} - F \) is \( G \cdot \frac{\|b-a\|_X}{\|b-a\|_2} \)-Lipschitz in \( \|\|_2 \) and \( F, \tilde{F} \) are \( \mu \cdot \frac{\|b-a\|_X^2}{\|b-a\|_2^2} \)-strongly convex in \( \|\|_2 \). We conclude by Proposition 3 which shows
\[
\delta(P \parallel Q)(\epsilon) \leq \delta\left(\mathcal{N}(0, 1) \left\| \mathcal{N}\left(\frac{G\sqrt{\mu}}{\frac{\|b-a\|_X^2}{\|b-a\|_2^2}}, 1\right)\right\|_2\right)(\epsilon)
\]
\[
= \delta\left(\mathcal{N}(0, 1) \left\| \mathcal{N}\left(\frac{G\sqrt{\mu}}{\frac{\|b-a\|_X^2}{\|b-a\|_2^2}}, 1\right)\right\|_2\right)(\epsilon).
\]

Our proof strategy is a reduction to an application of Proposition 3 in one dimension. It is an interesting open question to obtain a simpler direct proof of Proposition 3 in the one-dimensional setting (without using the machinery of [GLL22]), which is tight up to constant factors.

### 4 Private ERM and SCO in general norms

In this section, we derive our results for private ERM and SCO in general norms. We will state our results for private ERM (Section 4.1) and SCO (Section 4.2) with respect to an arbitrary compact convex subset \( X \) of a \( d \)-dimensional normed space, satisfying Assumption 1. We then use this to derive guarantees for a variety of settings of import in Section 4.3.
4.1 Private ERM under Assumption 1

To develop our private ERM algorithms, we recall the following risk guarantee from [dKL18] of sampling from Gibbs distributions (improving upon [KV06, BST14]).

**Proposition 4** ([dKL18], Corollary 1). Let $X \subseteq \mathbb{R}^d$ be compact and convex, let $F : X \rightarrow \mathbb{R}$ be convex, and let $k > 0$. If $\nu \propto \exp(-kF)$,

$$\mathbb{E}_{x \sim \nu}[F(x)] \leq \min_{x \in X} F(x) + \frac{d}{k}.$$  

We conclude by a simple combination of Proposition 4 (providing a risk guarantee) and Theorem 2 (providing a privacy guarantee), which yields our main result on private ERM.

**Theorem 3** (Private ERM). Under Assumption 1 and following notation (1), drawing a sample $x$ from the density $\nu \propto \exp(-k(F_D + \mu r))$ for

$$k = \frac{\sqrt{dne}}{G \sqrt{2\Theta \log \frac{1}{2\delta}}}, \quad \mu = \frac{G \sqrt{2d \log \frac{1}{2\delta}}}{\sqrt{\Theta n} \epsilon},$$

is $(\epsilon, \delta)$-differentially private, and produces $x$ such that

$$\mathbb{E}_{x \sim \nu}[F_D(x)] - \min_{x \in X} F_D(x) \leq G\sqrt{\Theta} \cdot \frac{\sqrt{8d \log \frac{1}{2\delta}}}{n\epsilon}.$$  

**Proof.** Let $F_D'$ be the realization of (1) when $D$ is replaced with a neighboring dataset $D'$ which agrees in all entries except some sample $s'_i \neq s_i$. By Assumption 1, we have $k(F_D - F_D')$ is $\frac{kG}{n}$-Lipschitz, and both $k(F_D + \mu r)$ and $k(F_D' + \mu r)$ are $k\mu$-strongly convex (all with respect to $\|\cdot\|_X$). Hence, combining Theorem 2 and Fact 2 shows the mechanism is $(\epsilon, \delta)$-differentially private, since

$$\mu = \frac{2G^2k \log \frac{1}{2\delta}}{n^2 \epsilon^2} \Rightarrow \frac{G\sqrt{k}}{n\sqrt{\mu}} \leq \frac{\epsilon}{\sqrt{2\log \frac{1}{2\delta}}},$$

(6)

Let $x^*_D := \arg\min_{x \in X} F_D(x)$. We obtain the risk guarantee by the calculation (see Proposition 4)

$$\mathbb{E}_{x \sim \nu}[F_D(x)] \leq F_D(x^*_D) + (\mu r(x^*_D) - \mathbb{E}_{x \sim \nu} \mu r(x)) + \frac{d}{k}$$

$$\leq F_D(x^*_D) + \mu \Theta + \frac{d}{k}$$

and plugging in our choices of $\mu$ and $k$. □

4.2 Private SCO under Assumption 1

We first give a generic comparison result between population risk and empirical risk under Assumption 1. To do so, we use two helper results from prior work. The first was derived in [GLL22] by combining a transportation inequality and a log-Sobolev inequality (see e.g. [OV00]).

**Proposition 5** ([GLL22], Theorem 6.7, Lemma 6.8). Let $X \subseteq \mathbb{R}^d$ be compact and convex, let $F, F : X \rightarrow \mathbb{R}$ be $\mu$-strongly convex in $\|\cdot\|_2$, and let $P \propto \exp(-F)$ and $Q \propto \exp(-\tilde{F})$. Suppose $\tilde{F} - F$ is $H$-Lipschitz in $\|\cdot\|_2$. Then, $W_2(P, Q) \leq \frac{H}{\mu}$. 
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Corollary 1. Let $\mathcal{X} \subset \mathbb{R}^d$ be compact and convex, and let $\alpha, f : \mathcal{X} \to \mathbb{R}$ be $H$-Lipschitz and $G$-Lipschitz respectively in $\|\cdot\|_\mathcal{X}$. Let $S_{\mu, \exp(-\alpha)}$ be the set of densities $\pi$ over $\mathcal{X}$ such that $\pi$ is $\mu$-strongly logconcave with respect to $\|\cdot\|_\mathcal{X}$, and $\tilde{\pi} \propto \pi \exp(-\alpha)$ is also $\mu$-strongly logconcave. For any $\pi \in S_{\mu, \exp(-\alpha)}$ define $g(\pi) := \int_{\mathcal{X}} f(x) d(\pi - \tilde{\pi})(x)$ where $\tilde{\pi} \propto \pi \exp(-\alpha)$. Then, $g(\pi) \leq \frac{GH}{\mu}$.

Proof. By Lemma 3 (and following its notation), it suffices to show $g(\pi) \leq \frac{GH}{\mu}$ for all $\pi \in S_{\mu, \exp(-\alpha)}$. Clearly this is true for a Dirac measure $\pi$ as then $g(\pi) = 0$, so consider the other case where $\pi$ is supported on $[a, b]$, such that $\pi \propto \exp(-F)$ and $F$ is $\mu$-strongly convex in $\|\cdot\|_\mathcal{X}$. Further, define $\tilde{F} = F + \alpha$, so that $\tilde{F}$ is also $\mu$-strongly convex and supported on $[a, b]$.

By Lemma 4, restricting to $[a, b]$, $F$ and $\tilde{F}$ are $\mu \cdot \frac{\|b-a\|^2}{\|b-a\|^2}$-strongly convex in $\|\cdot\|_2$, $F - \tilde{F}$ is $H \cdot \frac{\|b-a\|}{\|b-a\|_2}$-Lipschitz in $\ell_2$ and $f$ is $\frac{\|b-a\|}{\|b-a\|_2}$-Lipschitz in $\|\cdot\|_2$. Hence, where the inequalities are by Fact 1 and Proposition 5 respectively,

$$g(\pi) = \int_{\mathcal{X}} f(x) d(\pi - \tilde{\pi})(x) \leq G W_2(\pi, \tilde{\pi}) \leq \frac{GH}{\mu}.$$ 

☐

The second relates the population risk to the empirical risk on an independent sample.

Proposition 6 (Lemma 7, [BE02]). Suppose $D = \{s_i\}_{i \in [n]}$ is drawn independently from $\mathcal{P}$, let $s \sim \mathcal{P}$ be drawn independently from $D$, and let $D' := \{s\} \cup \{s_i\}_{i \in [n]\{1\}}$ be $D$ where $s_1$ is swapped with $s$. Then, for any symmetric² mechanism $\mathcal{M} : \text{supp}(\mathcal{P})^n \to \mathbb{R}^d$,

$$\mathbb{E} \left[ F_{\text{pop}}(\mathcal{M}(D)) - F_D(\mathcal{M}(D)) \right] = \mathbb{E} \left[ f(\mathcal{M}(D); s) - f(\mathcal{M}(D'); s) \right],$$

where expectations are over $\mathcal{M}$ and the randomness used in producing $D$ and $s$.

By applying Corollary 1 and Proposition 6 (which bound the generalization error of our mechanism), we provide the following extension of Theorem 3, our main result on private SCO.

Theorem 4 (Private SCO). Under Assumption 1 and following notation (1), drawing a sample $x$ from the density $\nu \propto \exp(-k(F_D + \mu r))$ for

$$k = \sqrt{\frac{d + C_2}{C_1}}, \quad \mu = \frac{2G^2 k \log \frac{1}{2\delta}}{n^2 \epsilon^2}, \quad C_1 := \frac{2G^2 \Theta \log \frac{1}{2\delta}}{n^2 \epsilon^2}, \quad C_2 := \frac{ne^2}{2 \log \frac{1}{2\delta}},$$

is $(\epsilon, \delta)$-differentially private, and produces $x$ such that

$$\mathbb{E}_{D \sim \mathcal{P}^n, x \sim \nu} [F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq G \sqrt{\Theta} \left( \frac{\sqrt{8d \log \frac{1}{2\delta}}}{n} + \sqrt{\frac{8}{n}} \right).$$

Proof. For the given choice of $k, \mu$, the privacy proof follows identically to Theorem 3, so we focus on the risk proof. We follow the notation of Proposition 6 and let $s \sim \mathcal{P}$ independently from $D$.

²Here, a symmetric mechanism is one which only depends on the set of inputs rather than their order.
By exchanging the expectation and minimum and using that $\mathbb{E}_{D \sim \mathcal{P}^n} F_D = F_{\text{pop}}$,

$$\mathbb{E}_{D \sim \mathcal{P}^n, x \sim \nu} [F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq \mathbb{E}_{D \sim \mathcal{P}^n} \left[ \mathbb{E}_{x \sim \nu} [F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} [F_D(x)] \right]$$

$$\leq \mathbb{E}_{D \sim \mathcal{P}^n} \left[ \mathbb{E}_{x \sim \nu} [F_{\text{pop}}(x) - F_D(x)] \right]$$

$$+ \mathbb{E}_{D \sim \mathcal{P}^n} \left[ \mathbb{E}_{x \sim \nu} [F_D(x) - \min_{x \in \mathcal{X}} F_D(x)] \right]$$

$$\leq \mathbb{E}_{D \sim \mathcal{P}^n} \left[ \mathbb{E}_{x \sim \nu} [F_{\text{pop}}(x) - F_D(x)] \right] + \mu \Theta + \frac{d}{k},$$

where we bounded the empirical risk in the proof of Theorem 3. Next, let $\nu'$ be the density $\propto \exp(-k(F_D + \mu r))$. Our mechanism is symmetric, and hence by Proposition 6,

$$\mathbb{E} \left[ F_{\text{pop}}(x) - F_D(x) \right] = \mathbb{E} \left[ \mathbb{E}_{x \sim \nu} [f(x; s)] - \mathbb{E}_{x \sim \nu'} [f(x; s)] \right]$$

where the outer expectations are over the randomness of drawing $D, s$. Finally, for any fixed realization of $D, s$, the densities $\nu, \nu'$ satisfy the assumption of Corollary 1 with $H = \frac{G}{n}$, and $f(\cdot; s)$ is $G$-Lipschitz, so Corollary 1 shows that

$$\mathbb{E}_{x \sim \nu} [f(x; s)] - \mathbb{E}_{x \sim \nu'} [f(x; s)] \leq \frac{G^2}{n \mu}.$$

Combining the above three displays bounds the population risk by

$$\mathbb{E}_{D \sim \mathcal{P}^n, x \sim \nu} [F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq \frac{G^2}{n \mu} + \mu \Theta + \frac{d}{k}$$

$$= C_1 k + C_2 + \frac{d}{k},$$

for our given value of $\mu$. The conclusion follows by optimizing over $k$ yielding a risk of $2\sqrt{C_1(C_2 + d)}$, and using the scalar inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for nonnegative $a, b$. \qed

### 4.3 Applications

To derive our private optimization algorithms for $\ell_p$-norm and Schatten-$p$ norm geometries, we recall the following results on the existence of bounded strongly convex regularizers.

**Proposition 7** ([BCL94]). For $1 < p \leq 2$, letting $\| \cdot \|_p$ be the $\ell_p$ norm of a vector, $r(v) := \frac{1}{2(p-1)} \| v \|_p^2$ is 1-strongly convex in $\| \cdot \|_p$. Similarly, for $1 < p \leq 2$, letting $\| \cdot \|_p$ be the Schatten-$p$ norm of a matrix, $r(M) := \frac{1}{2(p-1)} \| M \|_p^2$ is 1-strongly convex in $\| \cdot \|_p$.

We state a useful result on efficiently sampling from Lipschitz, strongly logconcave densities under value oracle access given by [GLL22] (building upon the framework of [LST21]). We slightly specialize the result of [GLL22] by giving a rephrasing sufficient for our purposes.

**Proposition 8** ([GLL22], Theorem 2.3). Let $\mathcal{X} \subset \mathbb{R}^d$ be compact and convex with $\operatorname{diam}_{\| \cdot \|_2} (\mathcal{X}) \leq D$. Let $\mathcal{D} = \{ s_i \}_{i \in [n]}$ and let $\tilde{F}_D(x) = \frac{1}{n} \sum_{i \in [n]} f(x; s_i) + \psi(x)$ such that all $f(\cdot; s_i) : \mathcal{X} \to \mathbb{R}$ are $G$-Lipschitz in $\| \cdot \|_2$ and convex, and $\psi(x) : \mathcal{X} \to \mathbb{R}$ is $\mu$-strongly convex in $\| \cdot \|_2$. For $\delta \in (0, \frac{1}{2})$, we can generate a sample within total variation $\delta$ of the density $\propto \exp (-\tilde{F}_D)$ in $N$ value queries to some $f(\cdot; s_i)$ and samples from densities $\propto \exp \left( -\psi - \frac{1}{2\eta} \| v \|_2^2 \right)$ for some $\eta > 0, v \in \mathbb{R}^d$, where

$$N = O \left( \frac{G^2}{\mu} \log^2 \left( \frac{G^2(D^2 + \mu^{-1}d)}{\delta} \right) \right).$$
\( \ell_p \) norms. We state our results on private convex optimization under \( \ell_p \) geometry. As a preliminary, we combine norm equivalence bounds \((2)\) and Proposition \(8\) to give the following algorithmic result on sampling from a logconcave distribution under value oracle access under \( \ell_p \) geometry.

**Proposition 9.** Let \( p \geq 1 \) and let \( \mathcal{X} \subset \mathbb{R}^d \) be compact and convex with \( \text{diam}_{\|\cdot\|_p}(\mathcal{X}) \leq D \). Let \( \mathcal{D} = \{s_i\}_{i \in [n]} \) and let \( \tilde{F}_D(x) = \frac{1}{n} \sum_{i \in [n]} f(x; s_i) + \psi(x) \) such that all \( f(\cdot; s_i) : \mathcal{X} \to \mathbb{R} \) are \( G \)-Lipschitz in \( \|\cdot\|_p \) and convex, and \( \psi(x) : \mathcal{X} \to \mathbb{R} \) is \( \mu \)-strongly convex in \( \|\cdot\|_p \). For \( \delta \in (0, \frac{1}{n}) \), we can generate a sample within total variation \( \delta \) of the density \( \propto \exp(-\tilde{F}_D) \) in \( N \) value queries to some \( f(\cdot; s_i) \) and samples from densities \( \propto \exp\left(-\psi - \frac{1}{2\eta}\|\cdot\|_2^2\right) \) for some \( \eta > 0 \), \( v \in \mathbb{R}^d \), where

\[
N = O\left( \frac{G^2d^{\frac{1}{p}-1}}{\mu} \log^2 \left( \frac{G^2(D^2 + \mu^{-1})d}{\delta} \right) \right) \quad \text{if } p \in [1, 2],
\]

\[
N = O\left( \frac{G^2d^{\frac{1}{p}-2}}{\mu} \log^2 \left( \frac{G^2(D^2 + \mu^{-1})d}{\delta} \right) \right) \quad \text{if } p \in [2, \infty).
\]

**Proof.** For \( p \in [1, 2] \), note that each \( f(\cdot; s_i) \) is \( \frac{1}{2} - \frac{1}{2}G \)-Lipschitz in the \( \ell_2 \) norm by combining \((2)\) and the definition of Lipschitzness. Moreover, because the \( \ell_p \) norm is larger than the \( \ell_2 \) norm, \( \psi \) remains \( \mu \)-strongly convex in the \( \ell_2 \) norm. The diameter \( D \) is only affected by \( \text{poly}(d) \) factors when converting norms, which is accounted for by the logarithmic term. Hence, the complexity bound follows by applying Proposition \(8\) under this change of parameters. For the other case of \( p \in [2, \infty) \), the Lipschitz bound is \( G \), and the strong convexity bound is \( d^{\frac{1}{2}-1} \mu \) by a similar argument. \( \square \)

In the following discussion, we primarily focus on the value oracle query complexity of our samplers. Generic results on logconcave sampling (see e.g. [LV07], or more recent developments by [JLLV21, Che21, KL22]) imply the samples from the densities \( \propto \exp(-\psi - \frac{1}{2\eta}\|\cdot\|_2^2\) can be performed in polynomial time, for all the \( \psi \) that are relevant in our applications (which are all squared \( \ell_p \) distances). We expect samplers which run in nearly-linear time (in \( d \)) may be designed for applications where \( \mathcal{X} \) is structured, such as an \( \ell_p \) ball, but for brevity we omit this discussion.

**Corollary 2.** Let \( 1 < p \leq 2 \) be a constant, and let \( \epsilon > 0 \), \( \delta \in (0, 1) \). Let \( \mathcal{X} \subset \mathbb{R}^d \) have \( \text{diam}_{\|\cdot\|_p}(\mathcal{X}) \leq D \), and let \( F_{\text{pop}} = \mathbb{E}_{s \sim \mathcal{P}}[f(\cdot; s)] \) where all \( f(\cdot; s) : \mathbb{R}^d \to \mathbb{R} \) are convex and \( G \)-Lipschitz in \( \|\cdot\|_p \). Finally, let \( \mathcal{D} = \{s_i\}_{i \in [n]} \sim \mathcal{P}^n \) independently and \( F_D := \frac{1}{n} \sum_{i \in [n]} f(\cdot; s_i) \).

\(1\) There is an \((\epsilon, \delta)\)-differentially private algorithm \( \mathcal{M} \) which produces \( x \) such that

\[
\mathbb{E}_{\mathcal{M}}[F_D(x)] - \min_{x \in \mathcal{X}} F_D(x) \leq 2GD \cdot \frac{\sqrt{d \log \frac{1}{\delta}}}{n\epsilon\sqrt{p - 1}} \quad (7)
\]

using

\[
O\left( \frac{n^2\epsilon^2d^{\frac{1}{p}-1}}{\log \frac{1}{\delta}} \log^2 \left( \frac{GD\epsilon n}{\delta} \right) \right) \quad \text{value queries to some } f(\cdot; s_i). \quad (8)
\]

\(2\) There is an \((\epsilon, \delta)\)-differentially private algorithm \( \mathcal{M} \) which produces \( x \) such that

\[
\mathbb{E}_{\mathcal{D} \sim \mathcal{P}^n, \mathcal{M}}[F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq 2GD \cdot \left( \sqrt{\frac{1}{n(p - 1)}} + \sqrt{\frac{d \log \frac{1}{\delta}}{n\epsilon\sqrt{p - 1}}} \right). \quad (9)
\]
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using

\[ O \left( \frac{n^2 \epsilon^2 d^2}{\log \frac{1}{\delta}} \log^2 \left( \frac{GDdn\epsilon}{\delta} \right) \right) \text{ value queries to some } f(\cdot; s_i). \]

**Proof.** We will parameterize Assumption 1 with the function \( r(x) := \frac{1}{2(p-1)} \|x - x_0\|_p^2 \), where \( x_0 \in \mathcal{X} \) is an arbitrary point, and strong convexity follows from Proposition 7. By assumption, we may set \( \Theta = \frac{1}{2(p-1)} D^2 \). The conclusions follow by combining Theorem 3, Theorem 4. To obtain \((\epsilon, \delta)\)-differential privacy, it suffices to run the mechanism with privacy level \( \delta \leftarrow \frac{\delta}{2} \), run to total variation \( \frac{k}{2} \) using Proposition 9, and take a union bound. For both ERM and SCO, note that our choices of \( k \) and \( \mu \) satisfy the relation (6), namely \( \frac{k\epsilon^2}{\mu} = O(n^2 \epsilon^2 / \log \frac{1}{\delta}) \). Since both the Lipschitz and strong convexity parameters are scaled up by \( k \) in our application of Proposition 9, we have the leading-order term is \( \frac{k\epsilon^2}{\mu} \) which yields the conclusion. \( \square \)

For any \( p \) such that \( p - 1 \) is bounded away from 0, Corollary 2 matches the information-theoretic lower bound of [BGN21] (and its subsequent sharpening by [LL22]). When this is not the case, we use norm equivalence (2) to obtain a weaker bound.

**Corollary 3.** Let \( \epsilon > 0 \), \( \delta \in (0, 1) \). Let \( \mathcal{X} \subset \mathbb{R}^d \) have \( \text{diam}_{\|\cdot\|_1}(\mathcal{X}) \leq D \), and let \( F_{\text{pop}} = \mathbb{E}_{x \sim \mathcal{P}}[f(\cdot; s)] \) where all \( f(\cdot; s) : \mathbb{R}^d \to \mathbb{R} \) are convex and \( G \)-Lipschitz in \( \|\cdot\|_1 \). Finally, let \( \mathcal{D} = \{s_i\}_{i \in [n]} \sim \mathcal{P}^n \) independently and \( F_D := \frac{1}{n} \sum_{i \in [n]} f(\cdot; s_i) \).

1. There is an \((\epsilon, \delta)\)-differentially private algorithm \( \mathcal{M} \) which produces \( x \) such that

\[ \mathbb{E}_\mathcal{M}[F_D(x)] - \min_{x \in \mathcal{X}} F_D(x) \leq 6GD \sqrt{\log d} \cdot \frac{\sqrt{d \log \frac{1}{\delta}}}{n\epsilon} \]  \hspace{1cm} (10)

using

\[ O \left( \frac{n^2 \epsilon^2 d^2}{\log \frac{1}{\delta}} \log^2 \left( \frac{GDdn\epsilon}{\delta} \right) \right) \text{ value queries to some } f(\cdot; s_i). \] \hspace{1cm} (11)

2. There is an \((\epsilon, \delta)\)-differentially private algorithm \( \mathcal{M} \) which produces \( x \) such that

\[ \mathbb{E}_{\mathcal{D} \sim \mathcal{P}^n, \mathcal{M}}[F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq 6GD \sqrt{\log d} \cdot \left( \frac{1}{n} + \frac{\sqrt{d \log \frac{1}{\delta}}}{n\epsilon} \right) \] \hspace{1cm} (12)

using

\[ O \left( \frac{n^2 \epsilon^2 d^2}{\log \frac{1}{\delta}} \log^2 \left( \frac{GDdn\epsilon}{\delta} \right) \right) \text{ value queries to some } f(\cdot; s_i). \]

**Proof.** We will parameterize Assumption 1 with the function \( r(x) := \frac{e^2}{2(q-1)} \|x - x_0\|_q^2 \), where \( q = 1 + \frac{1}{\log d} \). By combining Proposition 7 (which shows \( r \) is \( \epsilon^2 \)-strongly convex in \( \ell_q \)) and (2), we have that \( r \) is \( 1 \)-strongly convex in \( \ell_1 \). The remainder of the proof follows identically to Corollary 2. \( \square \)

The term scaling as \( \sqrt{\log d/n} \) in (12), namely the non-private population risk, is known to be optimal from existing lower bounds on SCO [DJW14]. Up to a \( \sqrt{\log d} \) factor, the non-private empirical risk is optimal with respect to current private optimization lower bounds [BGN21, LL22].
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Corollary 4. Let $p \geq 2$, and let $\epsilon > 0$, $\delta \in (0, 1)$. Let $\mathcal{X} \subset \mathbb{R}^d$ have $\text{diam}_{\| \cdot \|_p}(\mathcal{X}) \leq D$, and let $F_{\text{pop}} = \mathbb{E}_{s \sim \mathcal{P}}[f(\cdot; s)]$ where all $f(\cdot; s) : \mathbb{R}^d \to \mathbb{R}$ are convex and $G$-Lipschitz in $\| \cdot \|_p$. Finally, let $\mathcal{D} = \{s_i\}_{i \in [n]} \sim \mathcal{P}^n$ independently and $F_{\mathcal{D}} := \frac{1}{n} \sum_{i \in [n]} f(\cdot; s_i)$.

1. There is an $(\epsilon, \delta)$-differentially private algorithm $\mathcal{M}$ which produces $x$ such that

$$\mathbb{E}_{\mathcal{M}}[F_{\mathcal{D}}(x)] - \min_{x \in \mathcal{X}} F_{\mathcal{D}}(x) \leq \frac{2GD}{\epsilon n^{1/2} + \sqrt{\frac{1}{n\epsilon}}} \cdot \left(\frac{1}{\sqrt{\log \frac{1}{\delta}}}ight)$$

using

$$O\left(\frac{n^2 \epsilon^2 d^{1-2/p}}{n^{1/2}} \log^2 \left(\frac{GD_{n\epsilon}}{\delta}\right)\right)$$

value queries to some $f(\cdot; s_i)$.

2. There is an $(\epsilon, \delta)$-differentially private algorithm $\mathcal{M}$ which produces $x$ such that

$$\mathbb{E}_{\mathcal{D} \sim \mathcal{P}^n, \mathcal{M}}[F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq \frac{2GD}{\epsilon n^{1/2} + \sqrt{\frac{1}{n\epsilon}}} \cdot \left(\frac{1}{\sqrt{\log \frac{1}{\delta}}}ight)$$

using

$$O\left(\frac{n^2 \epsilon^2 d^{1-2/p}}{n^{1/2}} \log^2 \left(\frac{GD_{n\epsilon}}{\delta}\right)\right)$$

value queries to some $f(\cdot; s_i)$.

Proof. We will parameterize Assumption 1 with the function $r(x) := \frac{1}{2} \|x - x_0\|_2^2$. By combining Proposition 7 (which shows $r$ is 1-strongly convex in $\ell_2$, and hence also $\ell_p$) and (2), we may set $\Theta = \frac{1}{2} d^{1-2/p} D^2$. The remainder of the proof follows identically to Corollary 2.

Schatten-$p$ norms. Our results extend immediately to matrix spaces equipped with Schatten-$p$ norm geometries. We record our relevant results in the following.

Corollary 5. Let $p \in [1, \infty)$, $\epsilon > 0$, $\delta \in (0, 1)$, and let $d_1, d_2 \in \mathbb{N}$ have $d_1 > d_2$. Let $\mathcal{X} \subset \mathbb{R}^{d_1 \times d_2}$ have $\text{diam}_{\| \cdot \|_p}(\mathcal{X}) \leq D$, and let $F_{\text{pop}} = \mathbb{E}_{s \sim \mathcal{P}}[f(\cdot; s)]$ where all $f(\cdot; s) : \mathbb{R}^{d_1 \times d_2} \to \mathbb{R}$ are convex and $G$-Lipschitz in $\| \cdot \|_p$. Finally, let $\mathcal{D} = \{s_i\}_{i \in [n]} \sim \mathcal{P}^n$ independently and $F_{\mathcal{D}} := \frac{1}{n} \sum_{i \in [n]} f(\cdot; s_i)$.

1. For constant $1 < p \leq 2$, there is an $(\epsilon, \delta)$-differentially private algorithm $\mathcal{M}$ which produces $x$ such that

$$\mathbb{E}_{\mathcal{M}}[F_{\mathcal{D}}(x)] - \min_{x \in \mathcal{X}} F_{\mathcal{D}}(x) \leq \frac{2GD \sqrt{d_1 d_2 \log \frac{1}{\delta}}}{n^{1/2} \sqrt{p-1}}$$

$$\mathbb{E}_{\mathcal{D} \sim \mathcal{P}^n, \mathcal{M}}[F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq \frac{2GD \sqrt{d_1 d_2 \log \frac{1}{\delta}}}{n^{1/2} \sqrt{p-1}} \cdot \left(\frac{1}{\sqrt{\log \frac{1}{\delta}}}ight).$$

The value oracle complexity of the algorithm is bounded as in (8) for $d \leftarrow d_2$ in the non-logarithmic term, and $d \leftarrow d_1$ in the logarithmic term.

2. For $p = 1$, there is an $(\epsilon, \delta)$-differentially private algorithm $\mathcal{M}$ which produces $x$ such that

$$\mathbb{E}_{\mathcal{M}}[F_{\mathcal{D}}(x)] - \min_{x \in \mathcal{X}} F_{\mathcal{D}}(x) \leq 6GD \sqrt{d_2 \log d_2} \cdot \left(\frac{1}{\sqrt{n \log \delta}}\right)$$

$$\mathbb{E}_{\mathcal{D} \sim \mathcal{P}^n, \mathcal{M}}[F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq 6GD \sqrt{d_2 \log d_2} \cdot \left(\frac{1}{\sqrt{n \log \delta}}\right).$$
The value oracle complexity of the algorithm is bounded as in (11) for \( d \leftarrow d_2 \) in the non-logarithmic term, and \( d \leftarrow d_1 \) in the logarithmic term.

(3) For \( p \geq 2 \), there is an \((\epsilon, \delta)\)-differentially private algorithm \( \mathcal{M} \) which produces \( \mathbf{M} \) such that

\[
E_{\mathcal{M}}[F_{D}(\mathbf{M})] - \min_{\mathbf{M} \in \mathcal{X}} F_{D}(\mathbf{M}) \leq 2GD \cdot \frac{d_2^{1-p} \sqrt{d_1 d_2 \log \frac{1}{2\delta}}}{n\epsilon},
\]

\[
E_{D \sim \mathcal{P}^n, \mathcal{M}}[F_{pop}(\mathbf{M})] - \min_{\mathbf{M} \in \mathcal{X}} F_{pop}(\mathbf{M}) \leq 2GD \cdot \left( \frac{d_2^{1-p}}{\sqrt{n}} + \frac{d_2^{1-p} \sqrt{d_1 d_2 \log \frac{1}{2\delta}}}{n\epsilon} \right).
\]

The value oracle complexity of the algorithm is bounded as in (14) for \( d \leftarrow d_2 \) in the non-logarithmic term, and \( d \leftarrow d_1 \) in the logarithmic term.

Proof. The privacy and utility proofs follow identically to Corollaries 2, 3, and 4, where we use the second portion of Proposition 7 instead of the first. We note that the “dimension-dependent” term in the risk inherited from Proposition 4 scales as \( d_1 d_2 \) (the dimensionality of the matrix space). However, the terms in the risk due to the size of regularizers (inherited from the tradeoffs in (2), for \( p = 1 \) and \( p > 2 \)) scales as a power of \( d_2 \), the maximum dimension of singular values. To obtain the value oracle complexity, we note that by definition of the Schatten norm, it satisfies the relationship (2) as well. Moreover, the Schatten-2 norm agrees with the vector \( \ell_2 \) norm (when the matrix is flattened into a vector), since they are both the Frobenius norm. Hence, we may directly apply Proposition 8 after paying a norm conversion, in the same way as was done in Proposition 9.

Remark on high-probability bounds. One advantage of using a sampling-based algorithm is an immediate high-probability bound which follows due to the good concentration of Lipschitz functions over samples from strongly logconcave distributions, stated below.

Lemma 5 (Concentration of Lipschitz functions, [Led99], Section 2.3 and [BL00], Proposition 3.1). Let \( \ell \) be a \( G \)-Lipschitz function and \( X \sim \exp(-F) \) for a \( \mu \)-strongly convex function \( F \), all with respect to the same norm \( \| \cdot \|_\mathcal{X} \). For all \( t \geq 0 \),

\[
\Pr \left[ \ell(X) - \mathbb{E}[\ell(X)] \geq t \right] \leq \exp \left( -\frac{t^2 \mu}{2G^2} \right).
\]

In particular, we have demonstrated that the population and empirical risks (which are Lipschitz) have good expectations. Naively combining Lemma 5 and our main results on the expectation utility bound then yields tight concentration around the mean in some parameter regimes, but we suspect the resulting bound is loose in general. We leave it as an interesting open problem to obtain tight high-probability bounds in all parameter regimes.
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A Private ERM and SCO under strong convexity

In this section, we derive our results for private ERM and SCO in general norms under the assumption that the sample losses are strongly convex. We will state our results for private ERM (Theorem 5) and SCO (Theorem 6) with respect to an arbitrary compact convex subset \( \mathcal{X} \) of a \( d \)-dimensional normed space, satisfying the following Assumption 2.

Assumption 2. We make the following assumptions.

1. There is a compact, convex subspace \( \mathcal{X} \subset \mathbb{R}^d \) equipped with a norm \( \| \cdot \|_{\mathcal{X}} \).
2. There is a set \( \Omega \) such that for any \( s \in \Omega \), there is a function \( f(\cdot; s) : \mathcal{X} \to \mathbb{R} \) which is \( G \)-Lipschitz and \( \mu \)-strongly convex in \( \| \cdot \|_{\mathcal{X}} \).

Theorem 5 (Private ERM). Under Assumption 2 and following notation (1), drawing a sample \( x \) from the density \( \nu \propto \exp(-kF_D) \) for

\[
k = \frac{n^2 \epsilon^2 \mu}{2G^2 \log \frac{1}{2\delta}},
\]

is \((\epsilon, \delta)\)-differentially private, and produces \( x \) such that

\[
\mathbb{E}_{x \sim \nu}[F_D(x)] - \min_{x \in \mathcal{X}} F_D(x) \leq \frac{2dG^2 \log \frac{1}{2\delta}}{n^2 \epsilon^2 \mu}.
\]

Proof. Let \( F_D' \) be the realization of (1) when \( D \) is replaced with a neighboring dataset \( D' \) which agrees in all entries except some sample \( s' \neq s \). By Assumption 2, we have \( k(F_D - F_D') \) is \( \frac{kG}{n} \)-Lipschitz, and both \( kF_D \) and \( kF_D' \) are \( k\mu \)-strongly convex (all with respect to \( \| \cdot \|_{\mathcal{X}} \)). Hence, combining Theorem 2 and Fact 2 shows the mechanism is \((\epsilon, \delta)\)-differentially private, since

\[
k = \frac{n^2 \epsilon^2 \mu}{2G^2 \log \frac{1}{2\delta}} \implies \frac{G \sqrt{k}}{n \sqrt{\mu}} \leq \frac{\epsilon}{\sqrt{2 \log \frac{1}{2\delta}}}.
\]

Let \( x_D^* := \arg\min_{x \in \mathcal{X}} F_D(x) \). We obtain the risk guarantee by the calculation (see Proposition 4)

\[
\mathbb{E}_{x \sim \nu}[F_D(x)] \leq F_D(x_D^*) + \frac{d}{n} \leq F_D(x_D^*) + \frac{2dG^2 \log \frac{1}{2\delta}}{n^2 \epsilon^2 \mu}.
\]

Theorem 6 (Private SCO). Under Assumption 2 and following notation (1), drawing a sample \( x \) from the density \( \nu \propto \exp(-kF_D) \) for

\[
k = \frac{n^2 \epsilon^2 \mu}{2G^2 \log \frac{1}{2\delta}}
\]

is \((\epsilon, \delta)\)-differentially private, and produces \( x \) such that

\[
\mathbb{E}_{D \sim \pi^n, x \sim \nu}[F_{\text{pop}}(x)] - \min_{x \in \mathcal{X}} F_{\text{pop}}(x) \leq \frac{G^2}{n\mu} \left( 1 + \frac{2d \log \frac{1}{2\delta}}{n \epsilon^2} \right).
\]
Proof. For the given choice $k, \mu$, the privacy proof follows identically to Theorem 3, so we focus on the risk proof. We follow the notation of Proposition 6 and let $s \sim \pi$ independently from $\pi$. By exchanging the expectation and minimum and using that $E_{D \sim \pi} F_D = F_{\text{pop}}$,

$$
E_{D \sim \pi^n, x \sim \nu} [F_{\text{pop}}(x)] - \min_{x \in X} F_{\text{pop}}(x) \leq E_{D \sim \pi^n} \left[ E_{x \sim \nu} [F_{\text{pop}}(x)] - \min_{x \in X} [F_D(x)] \right]
$$

$$
\leq E_{D \sim \pi^n} \left[ E_{x \sim \nu} [F_{\text{pop}}(x) - F_D(x)] \right]
$$

$$
+ E_{D \sim \pi^n} \left[ E_{x \sim \nu} [F_D(x)] - \min_{x \in X} [F_D(x)] \right]
$$

$$
\leq E_{D \sim \pi^n} \left[ E_{x \sim \nu} [F_{\text{pop}}(x) - F_D(x)] \right] + \frac{d}{k},
$$

where we bounded the empirical risk in the proof of Theorem 5. Next, let $\nu'$ be the density $\propto \exp(-kF_D')$. Our mechanism is symmetric, and hence by Proposition 6,

$$
E [F_{\text{pop}}(x) - F_D(x)] = E [E_{x \sim \nu} [f(x; s)] - E_{x \sim \nu'} [f(x; s)]]
$$

where the outer expectations are over the randomness of drawing $D, s$. Finally, for any fixed realization of $D, s$, the densities $\nu, \nu'$ satisfy the assumption of Corollary 1 with $H = \frac{G}{n}$, and $f(\cdot; s)$ is $G$-Lipschitz, so Corollary 1 shows that

$$
E_{x \sim \nu} [f(x; s)] - E_{x \sim \nu'} [f(x; s)] \leq \frac{G^2}{n\mu}.
$$

Combining the above three displays bounds the population risk by

$$
E_{D \sim \pi^n, x \sim \nu} [F_{\text{pop}}(x)] - \min_{x \in X} F_{\text{pop}}(x) \leq \frac{G^2}{n\mu} + \frac{d}{k} = \frac{G^2}{n\mu} \left( 1 + \frac{2d \log \frac{1}{2\delta}}{n\epsilon^2} \right),
$$

for our given value of $k$. \qed