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Abstract: More and more governments around the world are publishing tabular open data, mainly in formats such as CSV or XLS(X). These datasets are mostly individually published, i.e. each publisher exposes its data on the Web without considering potential relationships with other datasets (from its own or from other publishers). As a result, reusing several open datasets together is not a trivial task, thus requiring mechanisms that allow data consumers (as software developers or data scientists) to integrate and access tabular open data published on the Web. In this paper, we propose a model-driven approach to automatically generate Web APIs that homogeneously access multiple integrated tabular open datasets. This work focuses on data that can be integrated by means of join and union operations. As a first step, our approach detects unionable and joinable tabular open data by using a table similarity measure based on word embeddings. Then, an APIfication process is developed to create APIs that access the previously integrated datasets through a single endpoint. A running example is presented throughout the article, as well as a set of experiments for performance evaluation to show the feasibility of our approach.
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I. INTRODUCTION

Nowadays the amount of open data available on the Web is increasing due to the great interest of governments and institutions around the world in adopting open data initiatives [1]. A good example is found in the smart city arena, where open data has attracted great attention for local and regional governments as the best way of publishing the big data they are producing [2].

This open data is commonly offered in catalogues within Web platforms, named open data portals. For instance, https://www.data.gov/, which provides a catalogue of data resources from the USA Government (at national level), or https://data.cityofchicago.org/, which gathers open data from Chicago (at local level).

The ultimate goal of open data portals is to provide Linked Open Data (LOD) that allows consumers to use Semantic Web technologies to identify relationships among data [3]. LOD is easy to integrate and access by means of query languages such as SPARQL. Unfortunately, LOD is not usually available since most used formats in open data government portals are tabular (46.4%), either direct tabular formats such as CSV (9.1%) and XLS(X) (6.1%), or embedded tabular data such as HTML (25.0%) and PDF (9.2%). Meanwhile, LOD formats such as RDF only represent 0.5% of the total [4] (even though there exist proposals to transform from CSV to RDF [5]). The prevalence and priority of tabular formats over LOD in open data government portals has been highlighted in recent studies by the European Comission [6] and the Organisation for Economic Co-operation and Development (OECD) [7]. In this scenario, accessing and manipulating tabular datasets remains a relevant research topic in the field of open data.

When it comes to integrating tabular open data, additional metadata is required for developers to know how datasets can be related to each other (such as relational-like primary keys...
or foreign keys, as stated by the “Model for Tabular Data and Metadata on the Web”1 developed by the W3C CSV on the Web Working Group). Although several recent approaches proposed adding these kind of metadata to tabular datasets by means of annotations [8], [9], this methodology has not been widely adopted by publishers. Therefore, open data is mostly individually published, i.e. each publisher shares their data on the Web without considering potential relationships with other open data. This scenario hampers users of open data government portals (such as software developers or data scientists) in reusing open data, since additional effort must be done to successfully integrate this data. Thus, mechanisms that allow data consumers to integrate and access tabular open data published on the Web (through open data government portals) are highly required.

To this end, in this paper we propose a model-driven APIfication process to define transformations for automatically generating Web APIs that access integrated tabular open data. Data integration is a complex process, involving several kinds of transformations (such as cleansing, combination, normalisation, etc.) to offer a unified view of a set of heterogeneous data from different sources. In this paper, we focus on join and union operators since they are specially relevant for open data integration [10]. In addition, it should be noted that considering these operators provides the basis for including other ones (such as filtering and sorting).

Although data integration challenges have been researched for years with significant progress [11], efforts have been made only on solving specific problems. However, according to Abadi et al. [12] more work is required on researching how to pipeline data integration to cover all the way from raw data to an end-user’s desired outcome. This could be achieved, for instance, by means of generating mechanisms that support developers and data scientists in consuming the right data for their purposes by using external programming languages such as Java, Python, and R. In this sense our work is aligned with Abadi et al., since the approach we propose focuses on pipelining the data integration process together with an API generation in order to simplify consumption of integrated open data.

The first step in the approach proposed consists of detecting the tabular datasets that are more likely to be integrated by means of join and union operations.2 For this purpose, we defined a similarity measure between tabular data based on word embeddings [13]. Afterwards, in a second step a Web API is automatically generated to directly access the integrated datasets. Web APIs are a recommended feature of open data portals [14], allowing data consumers to build data-intensive applications and bring open data to citizens. Moreover, the documentation of the Web API is also automatically generated (i.e. its interactive OpenAPI3 documentation), helping data consumers to better understand how to access and reuse integrated tabular open data coming from different sources.

It is worth noting that both steps in the APIfication process are decoupled and can be used independently, while at the same time relationships among steps (e.g. passing information from integrated data to a data model in order to initiate the Web API generation) can be easily considered by following a model-driven development approach.

In summary, the contributions of this article are as follows:

- The definition of a word embedding-based similarity measure between tabular datasets to identify joinable and unionable tabular open data.
- A set of model-driven transformations to automatically generate a Web API to easily access previously integrated data (by applying the corresponding join and union operations).
- Evaluation of our approach with real tabular open data.
- The implementation of our approach for automatically data integration and the corresponding Web API generation, which is available online at GitHub.4

This article is structured as follows. Section II presents the running example used to illustrate the approach explained in Section III. That section describes our model-driven approach for automatically generating Web APIs to access integrated tabular open data. Then, Section IV presents the evaluation of the approach. Finally, related work is described in Section V and conclusions and future work are sketched out in Section VI.

II. RUNNING EXAMPLE

This section introduces a running example which is used throughout the article to illustrate our approach. The considered scenario is related to available open data regarding the COVID-19 pandemic coming from different open data portals, and how they can be integrated and accessed through an automatically generated Web API. All the files related to the running example are publicly available online.5

This running example describes a situation where a data scientist is willing to use available open data to create a dashboard to analyse the COVID-19 pandemic evolution along different cities in USA. However, the data scientist has to address a data integration problem, since open data about COVID-19 is published at different portals, by different local or regional governments (USA cities or states), and usually federated in a national open data portal. This data may rely on different schemas (i.e. data structures), being necessary to integrate them first in order to successfully analyse them together.

In our running example, data comes from USA Government’s open data portal.6 On one hand, data from Chicago is

---

1 https://www.w3.org/TR/tabular-data-model/
2 It is worth noting that our approach could be used for any tabular format, although we focus on CSV files in this article.
3 https://www.openapis.org/
4 https://github.com/cgmora12/DataIntegration2API
5 https://github.com/cgmora12/DataIntegration2API/tree/master/runningExample
6 https://www.data.gov/
gathered from two different datasets. The first one provides figures of positive COVID-19 cases by day, filtering by gender, race, and different ranges of age. It contains 148 rows and 39 columns. An excerpt of this data (called *dataset 1*) is shown in Table 1. The second one (*dataset 2*) provides hospital capacity metrics during COVID-19 period. It contains 132 rows and 33 columns. See Table 2 for a sample data.

### TABLE 1. Excerpt of data from COVID-19 cases in Chicago (*dataset 1*).

| date         | cases - total | deaths - total | cases - age 0-17 | cases - male | cases - female |
|--------------|---------------|----------------|------------------|--------------|----------------|
| 03/25/2020  | 367           | 5              | 2                | 196          | 170            |
| 03/26/2020  | 416           | 2              | 2                | 230          | 184            |
| 03/27/2020  | 404           | 8              | 4                | 192          | 210            |

On the other hand, open data from New York City is gathered from a unique dataset (*dataset 3*) that includes daily counts of cases, hospitalisations, and deaths from COVID-19. It contains 151 rows and 4 columns. An excerpt is shown in Table 3.

### TABLE 2. Excerpt of hospital capacity data from Chicago (*dataset 2*).

| date         | ventilators total capacity | ventilators in use COVID-19 patients | ventilators in use non-COVID-19 |
|--------------|----------------------------|-------------------------------------|----------------------------------|
| 03/25/2020  | 1,048                      | 79                                  | 343                              |
| 03/26/2020  | 1,053                      | 88                                  | 295                              |
| 03/27/2020  | 1,042                      | 108                                 | 309                              |

If a data scientist wants to use this data to get the COVID-19 positive cases, deaths, and people hospitalised by day using ventilators, three datasets must be downloaded and integrated by applying join and union operators (a more detailed explanation about these operators is provided in the next section) as follows (see also Fig. 1):

- **Dataset 1 and dataset 2** contain data with different measures that can be joined by the column “date” (resulting in a new dataset) in order to have positive cases, deaths, and hospitalised people using ventilators by day in Chicago. For example, the 25th of March, there were 367 cases and 5 deaths in Chicago (dataset 1), and also 79 hospitalised people that used ventilators due to COVID-19 (dataset 2). All this information is joined in the same row because they share the same “date”, which is used as a condition for the join operator.

- Union of the previously joined dataset and dataset 3 can be applied to get the positive cases, deaths, and hospitalised persons using ventilators by day in both Chicago and New York. For example, in order to perform the union operation, the columns are matched as follows: “date” with “date” (previously considering that a date format conversion must be done), “case count” with “cases”, “death count” with “deaths” and “hospitalized count” with “ventilators”. Matching these columns and applying a union operator results in a new table containing all the rows from the input tables. Fig. 1 shows that the first row of the integrated data comes from dataset 3, whereas the second row comes from the previously joined datasets. Additionally, a new column has been included with information about the publisher of the data.

Manually obtaining the integrated dataset required in this example is a time-consuming task for the data scientist. In the following section, we use this running example to show how our approach can be useful to save time and effort in integrating and accessing tabular open data.

### III. A MODEL-DRIVEN APIfication APPROACH TO ACCESS INTEGRATED TABULAR OPEN DATA

This section presents our model-driven APIfication approach to automatically generate Web APIs to access previously integrated tabular open data.

Operators considered for handling input tabular data are union and join from relational algebra. For the sake of simplicity, in this article we borrow these operators from SQL (the well-known implementation of the relational algebra and a recognised standard for querying and handling tabular data):

- Union operator is denoted by $\cup$ symbol in relational algebra. Given two tabular datasets (A and B), union operator aims to get a unique dataset that contains rows that are in A or in B (denoted as A $\cup$ B). A and B must have the same columns (number, order, and datatype) to be computed. Also, each column of each dataset must refer to the same concept to be meaningful.

7 https://catalog.data.gov/dataset/covid-19-daily-cases-and-deaths, last accessed October 2020
8 https://catalog.data.gov/dataset/covid-19-hospital-capacity-metrics, last accessed October 2020
9 https://catalog.data.gov/dataset/covid-19-daily-counts-of-cases-hospitalizations-and-deaths, last accessed October 2020
Join operator is denoted by \( \bowtie \) symbol in relational algebra. Given two tabular datasets A and B, join operator aims to get a unique dataset that includes every column from A and B (denoted as \( A \bowtie B \)) and contains rows that fulfil a matching condition (applied to values of some columns).

An overview of our approach is shown in Fig. 2. It consists of two parts:

- Data integration ("Similarity Data" and "Integrated Open Data" boxes in Fig. 2). The first step implies detecting unionable and joinable tabular datasets from an open data portal. Our approach uses word embeddings [13] to detect which columns from different input tabular datasets are more likely to be integrated by using join and union operators. The next step consists of applying the required join and union operators to get an integrated tabular dataset. More details are given in Section III-A. As shown in Fig. 2, prior to this data integration phase a data profiling is performed in order to discover data types and to apply type conversions to homogenise them (e.g., conversion of date formats by using the "mm/dd/yyyy" pattern), as well as to detect keys that will be used later to apply the join operator.

- Model-driven transformations to obtain a Web API to access integrated data, including its interactive OpenAPI documentation: "Data model", "OpenAPI model", "OpenAPI documentation", and "Web API" boxes in Fig. 2. From the previously integrated dataset, a Web API to access this data is generated by means of the following model-driven transformations: (i) a text to model (T2M) transformation from the integrated data to the data model; (ii) a model to model (M2M) transformation...
from the data model to the OpenAPI model; (iii) a model to text (M2T) transformation from the OpenAPI model to its OpenAPI documentation; and finally (iv) a text to text (T2T) transformation from the OpenAPI documentation to the Web API. Therefore, starting from a dataset containing rows and cells, the system performs a direct transformation to construct a data model object with row and cell objects. Then, the data model is transformed to an OpenAPI model using each cell of the first row as an API component (method, parameter, and property), parsing this OpenAPI model object to a standard format for API documentation. Finally, the complete Web API is automatically created according to the methods detailed in its documentation. These model-driven transformations are explained in detail in Section III-B.

A. INTEGRATION OF TABULAR OPEN DATA
As mentioned before, the first part of the process consists of integrating datasets by means of join and union operators. The initial step is to determine which columns of the datasets are similar enough to apply these operations. The following sections explain in detail how similar columns are detected, as well as how union and join operators are applied for integrating tabular data (we specifically focus on CSV files).

1) MEASURING COLUMN SIMILARITY FOR DETECTING UNIONABLE AND JOINABLE TABULAR DATA
Word embeddings is a Natural Language Processing (NLP) technique in which words or phrases are mapped to vectors of real numbers. This mapping is based on the distributional hypothesis, which states that words that occur in the same contexts tend to have similar meanings [15]. Word embeddings have been shown to capture semantic regularities in vector space, since the relationship between two word vectors mirrors the linguistic relationship between those words [13].

In order to determine whether union or join operations between tabular data can be performed, we have established a mechanism based on word embeddings to calculate the (semantic) similarity of two tabular datasets. Using word embeddings overcomes the problems of lexical approaches based on string similarity: terms such as “city” and “location” could be considered as being very different in terms of string matching, but in a word embedding space these two terms may be closely related and considered as highly similar. The similarity mechanism takes as an input a set of tabular datasets to be compared, returning as a result a JSON file where all the columns of each dataset are compared with each other, obtaining a similarity measure for each pair of columns belonging to different datasets. These column pairs are sorted in descending order of similarity. This measure serves as the input to decide whether union or join operators can be applied to integrate different datasets (see Section III-A2 for additional information). In order to calculate the similarity between columns, we take into account two elements of the tabular datasets: name of the columns and their content (values) for each row.

The first step consists of normalising these values by splitting CamelCase and hyphenated words (very common in column names), removing punctuation, and converting text to lowercase. After that, the word embedding model is used to extract two vectors for each column: one represents the name of the column and the other the content of the column for each row of data. In those situations where the name of the column includes more than one word, the vectors representing each word are averaged to get a single vector. Averaging word embeddings is one of the most popular methods of combining embedding vectors, outperforming more complex techniques especially in out-of-domain scenarios [16]. The same strategy is applied to the content of the column, where the final vector is the result of calculating the mean between the vectors of each of the values contained.

As in previous works [13], we use the cosine similarity to compute the distance between vectors in the embedding space:

$$\text{sim}(v_1, v_2) = \frac{v_1 \cdot v_2}{\|v_1\| \cdot \|v_2\|} = \frac{\sum_{i=1}^{n} v_{1i} v_{2i}}{\sqrt{\sum_{i=1}^{n} (v_{1i})^2} \cdot \sqrt{\sum_{i=1}^{n} (v_{2i})^2}},$$

where $v_1$ and $v_2$ represent the word embedding vectors of the name of the columns or the content of the column for each row, and $\text{sim}(v_1, v_2)$ is a float value in the range $[0, 1]$, where 0 means no similarity and 1 means maximum similarity between the vectors considered.

If the word embedding model does not provide coverage for the name of the column or its content (i.e. their tokens are not in the vocabulary of the model), the Levenshtein distance [17] is used as a backup strategy to ensure that the system always returns a similarity value between columns. This string metric is based on the number of single-character edits (insertions, deletions or substitutions) required to change one string into the other. We applied the normalised edit distance to obtain values in the range $[0, 1]$, computed as $(\text{length} - \text{distance})/\text{length}$, where $\text{distance}$ is the Levenshtein distance and $\text{length}$ is the sum of the lengths of the two strings to compare.

For each two columns compared, we obtain a similarity value of the name of the column and a similarity value of its content. To obtain a single final similarity score of two columns $c_1$ and $c_2$, we perform a linear combination of these two values:

$$\text{sim}(c_1, c_2) = \alpha \cdot \text{sim}(c_{n1}, c_{n2}) + (1 - \alpha) \cdot \text{sim}(c_{c1}, c_{c2}),$$

where $\text{sim}(c_{n1}, c_{n2})$ is the similarity of the names of the columns, $\text{sim}(c_{c1}, c_{c2})$ is the similarity of their contents, and $\alpha$ is a parameter in the range $[0, 1]$ that weights the relevance of the two similarity scores in the final result.

2) APPLYING UNION AND JOIN OPERATIONS FOR DATA INTEGRATION
The similarity measure computed in the previous step is used to decide whether union or join operations can be applied for integrating tabular data. Two rules apply:
A join operator can be applied to datasets that have at least one column (detected as candidate key in the data profiling) with similarity value higher than a specific threshold (as explained below). These columns are considered as key columns in the join operation (several columns can be detected as key for joining).

A union operator can be applied to datasets that have all columns with similarity value higher than a specific threshold. Columns with similarity below this threshold can be removed previously. Also, if the majority of columns are similar, the union operation can be applied only on these columns omitting the rest of non-similar columns.

The value of the thresholds mentioned are obtained empirically considering that: (i) join operation requires key columns, which are a small subset of columns from the input datasets (usually one or two); (ii) union operation requires the same columns to be present in both input datasets. In the running example, the threshold for join operation was set to 0.95, whereas for union operator was set to 0.75. However, our approach is flexible and thresholds can be adapted at any time.

Join and union operators between datasets are automatically applied by dynamically developing and executing transformations with Pentaho Data Integration Java libraries. Therefore, after analysing the similarity calculations we can automatically create a transformation using these libraries and execute it to obtain the integrated data. This generated transformation includes the following operations: (i) reading the datasets to be integrated; (ii) sorting data; (iii) computing similarity measures to apply join/union operations; and (iv) save the integrated data to an output file. An excerpt of the code required is shown in Fig. 3 (the full code is available at the GitHub repository).

Regarding the running example, a join operation is performed automatically on the two datasets from Chicago (dataset 1 and dataset 2) because the similarity of “date” column from COVID-19 cases dataset and the “date” column from Hospital Capacity Metrics is the highest computed (0.9988) and above the threshold of 0.95. Both “date” columns are selected as key columns for the join operation. After joining, we obtain a single tabular dataset with data coming from both datasets (see Table 4). Moreover, after calculating the similarity between columns from the previously integrated datasets and dataset 3 from New York, the similarity obtained is higher than the 0.75 threshold for the following matching columns: “case count” with “cases total” (0.8847), “death count” with “deaths total” (0.8724), “date of interest” with “date” (0.8607), and “hospitalized count” with “ventilators in use covid 19 patients” (0.7793).

Therefore, a union operation is performed to integrate both datasets based on these matching columns.

Although a Pentaho Data Integration transformation is created and executed dynamically by using its corresponding Java libraries, the transformation for the running example can be accessed by using the Pentaho Data Integration GUI, named Spoon, as shown in Fig. 4. It is worth noting that, by doing this, Spoon capabilities for debugging transformations can be easily used if required. For example, users could use Spoon for manually editing joining keys automatically selected previously by our approach.

Once the data is integrated by applying join and union operators, a Web API is automatically generated to access these data (Table 5) as shown in the following section. This process of generating the Web API from the integrated data
TABLE 5. Excerpt of the dataset obtained after union operation of the datasets from COVID-19 cases in Chicago and New York.

| date       | cases - total | deaths - total | hospitalized (with ventilators) | publisher     |
|------------|---------------|----------------|----------------------------------|---------------|
| 03/22/2020 | 2580          | 50             | 725                              | City of New York |
| 03/23/2020 | 3568          | 82             | 1037                             | City of New York |
| 03/24/2020 | 4504          | 94             | 1153                             | City of New York |
| 03/25/2020 | 367           | 5              | 476                              | City of Chicago  |
| 03/26/2020 | 416           | 2              | 295                              | City of Chicago  |
| 03/27/2020 | 404           | 8              | 479                              | City of Chicago  |

is decoupled from data integration itself and can be used independently. However, at the same time, the required information is easily transferred throughout the process thanks to the model-driven development principles. In particular, after obtaining the similarity results, the decision on which tables to perform the union/join operation depends on a threshold. Although there is a default threshold, users could change it at the beginning of the data integration process. This decision does not affect the process of API generation since only already integrated data, together with other information stored in the models, are required as an input.

B. MODEL-DRIVEN TRANSFORMATIONS FROM INTEGRATED DATA TO WEB API

After generating the integrated data, the transformation process continues in order to generate a Web API that offers easy access to this data. As shown in Fig. 2, this transformation from the integrated data to the Web API contains a text to model (T2M) transformation to create a data model, a model to model (M2M) transformation to generate the documentation model in OpenAPI, a model to text (M2T) transformation to obtain the complete OpenAPI documentation, and finally a text to text (T2T) transformation that completes the process by producing the Web API.

The T2M transformation starts from the integrated open data, generating the related data model. It consists of a MOF-based model in XMI format according to its metamodel defined in Fig. 5 by using the Ecore format (actually, the de facto reference implementation of MOF) from the Eclipse Modeling Framework (EMF). This metamodel specifies that tabular data as CSV file contains a name and a set of rows, which include a position and a set of cells with value and type. The first row of a tabular dataset, which represents the column names, is used for the API method, properties, and parameters; the second row, which contains the data, is used as example values for each column. Therefore, the integrated data in a CSV file is processed by rows, analysing the first two rows for creating the data model with row and cell objects.

Particularly, in the running example the generated data model shown in Fig. 6 contains an object “Table”, formed by a set of “Rows” containing many “Cells”. The information contained in the cells of the first row consists of the column names, while the cells in the second row contain integrated data examples about COVID-19. An example of column name is “date_of_interest_date”, which is converted into a cell in the first row (Row 0 in Fig. 6). This cell, and all the cells from the first row, will then be used as the name of an API method, parameter, and property in the subsequent transformation steps. On the other hand, an example value of “date_of_interest_date” is “02/29/2020”, which is converted into a cell in the second row (Row 1 in Fig. 6) and will be used as an example value in the corresponding API method, parameter, and property.

Once the data model is created, the M2M transformation is performed. In this step an OpenAPI model is created from the data model. This transformation is defined using ATL, one of the most used languages for model transformations [18], [19]. Using the ATL language we defined a set of transformation rules (see Fig. 7) that automatically convert the data model.
to the OpenAPI model. Starting with the table object from the data model, we are able to generate the OpenAPI model and all the different objects contained in its OpenAPI metamodel, which has been created by the authors according to the OpenAPI structure (Fig. 8). The main elements of this OpenAPI metamodel are: the API object containing OpenAPI information about the version and the URL of the Web API; the Path object which includes a set of API operations with their parameters; and the Component object to define the properties of the API.

The generated OpenAPI model for the running example is shown in Fig. 9. The “date_of_interest_date” column name from the running example is converted into a “Path” object with the pattern “/date_of_interest_date” including a GET operation, a “Parameter” object “date_of_interest_date” that can be used in this operation, and a “Property” named “date_of_interest_date”.

After that, the M2T transformation between the OpenAPI model and the OpenAPI documentation is carried out. This OpenAPI documentation of the Web API is represented by a JSON file according to the standards of Swagger. This JSON file is directly inferred from the OpenAPI model in XMI format by a simple element to element transformation, since the OpenAPI model contains the same elements than the API documentation. An excerpt of the OpenAPI documentation in JSON format generated for the running example is shown in Fig. 10. It contains important elements such as API information, server URL, components of the API, and paths to obtain the COVID-19 data filtering by different parameters and properties. The “Path” object “/date_of_interest_date” from the OpenAPI model is now converted into a JSON object inside the “Path” JSON array. This “date_of_interest_date” JSON object also contains more details about the GET operation and the parameter to filter the information.

Finally, the complete Web API is generated by the T2T transformation from the OpenAPI documentation. The T2T process is able to automatically generate the whole Web API represented by a server in NodeJS. This API generation is performed with the help of the Swagger Codegen tool, which helps in the creation of the structure required for the API, managing the calls to its different methods. Next, the code for the methods of the API is provided by our approach, which includes the required features to retrieve and

![FIGURE 8. OpenAPI metamodel.](image1)

![FIGURE 9. Excerpt of the OpenAPI model (XMI).](image2)
return the integrated data requested by the data consumers. To this end, we first developed a base programming code which is then automatically added to each generated API. This code is then adapted to the method of the API and the source dataset, being able to perform the operations to read the dataset, search and filter specific information, and return it to the users.

There is a direct relationship between the OpenAPI and the API to generate: each “Path” specified in the OpenAPI documentation will result in a different method of the API, and each parameter will be used by the API for filtering and returning the results. The structure of the API also contains: an “api” folder, which includes a Swagger file defining the structure of the API; the folder “controllers”, which includes the main controller to manage the queries and redirect them to the default controller to execute the query, get the information and return it to the user; a “node_modules” folder with the required libraries to implement the NodeJS server; the file “data.csv” containing the CSV input data; and a set of additional files including API information.

The generated Web API can be published in an online server so that users can query and filter the integrated data with the desired parameters. Data consumers are also able to perform API queries using the interactive OpenAPI documentation. The file “data.csv” containing the CSV input data; and a set of additional files including API information.

With regard to the running example, the OpenAPI model generated contains all the objects with the specific information. That is, the different paths and components of the API to retrieve the integrated COVID-19 data filtering by different parameters, which are indeed the columns contained in the integrated data. The API of the running example is available at https://wake.dlsi.ua.es/IntegrationAPI/, whereas the corresponding documentation (see Fig. 11) is at https://wake.dlsi.ua.es/IntegrationAPI/docs/.

When the API from the running example is queried, the COVID-19 data that fulfils the specified parameters (column values) is retrieved. For instance, a query that requests the COVID-19 data in date 03/25/2020 is: https://wake.dlsi.ua.es/IntegrationAPI/?date_of_interest_date=03/25/2020. From this request, the Web API returns the required information in JSON format. The result obtained from this query example is the data about COVID-19 in the date specified, containing the following information:

```json
{
    "date_of_interest_date": "03/25/2020",
    "publisher_publisher": "City of New York",
    "death_count_deaths_total": 123,
    "case_count_cases_total": 4864,
    "hospitalized_count_ventilators_in_use_covid_19_patients": 1303
},
{
    "date_of_interest_date": "03/25/2020",
    "publisher_publisher": "City of Chicago",
    "death_count_deaths_total": 5,
    "case_count_cases_total": 368,
    "hospitalized_count_ventilators_in_use_covid_19_patients": 79
}
```

IV. EVALUATION

This section describes the evaluation carried out on our approach. We evaluated three aspects of the system: the word embeddings-based similarity approach for tabular dataset integration, the automatic generation of Web APIs to access integrated data, and the execution time performance of the entire pipeline.

A. WORD-EMBEDDINGS FOR DISCOVERING JOINABLE AND UNIONABLE TABLES

This section presents an intrinsic evaluation of the word embeddings-based similarity approach for tabular dataset integration. The goal of these experiments is not only to evaluate the performance of the similarity approach, but also to identify the best model and parameters to be used in the subsequent API generation stage (described in Section IV-B).
1) EXPERIMENTAL SETUP

In the evaluation carried out, we assimilated the task of computing similarity of tabular datasets to the task of ad hoc table retrieval: answering a search query with a ranked list of tables [20]. In this context, the search query is not a sequence of keywords but a table itself [21].

Given a set of tables $T$, the similarity $sim(t_1, t_2)$ for every pair $t_1, t_2 \in T$ is computed as:

$$sim(t_1, t_2) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} sim(c_{1i}, c_{2j})}{|C_1||C_2|},$$

where $C_1 = \{c_{11}, c_{12}, \ldots, c_{1n}\}$ and $C_2 = \{c_{21}, c_{22}, \ldots, c_{2m}\}$ are the set of columns of $t_1$ and $t_2$ respectively. Thus, the similarity between two tables is computed as the average similarity between their columns (calculated using the formula described in Section III-A1). For a given table, the system will return a ranked list of related tables based on this similarity measure.

The dataset used to test the approach was developed by Nargesian et al. [22] and is publicly available for the evaluation of approaches related to tabular data integration. This database consists of more than 5,000 tables in CSV format extracted from USA, Canada, and UK open data portals, providing a ground truth that identifies which columns of a table match the columns of the other tables. The dataset was built starting with 32 base tables, which were manually aligned to identify matching columns. The final set was created by first issuing a projection on a random subset of columns of a base table, and then a selection with some limit and offset on the projected table. The tables contain the name of the columns and the corresponding content of the cells, comprising text, numeric, and date values.

Although the word embedding approach is specially suitable for textual data, our proposal also provides coverage for columns containing other data types. First, the name of the columns are textual data, even if its contents are numbers or dates. Thus, the system can return a similarity value based solely on the column names. Secondly, if the content of the columns is considered, even though all the possible numeric values are not represented in the embedding space, the word embedding models still provide coverage for many of them. For instance, the fastText model described below covers 99.90% of the numbers ranging from 0 to 10,000. This implies that any numeric value used to represent days, months, or years has a vector representation in the model.

In order to perform the experiments, a subset of 1,000 tables was randomly selected. Every table in this subset was used as a query to the system and compared with all the other tables in it, obtaining a ranked list of the most similar tables according to the measure given above. In our experiments, we consider a returned table to be relevant to a query table if there is at least one matching column between them in the ground truth provided.

In this evaluation, we use two pre-trained word embedding models and one task-specific model in order to decide the best configuration to incorporate in our pipeline:

- Word2vec:16 embedding vectors pre-trained on part of Google News dataset, comprising about 100 billion words. The model contains 300-dimensional vectors for 3 million words and phrases [13], although in the experiments presented here only words are considered.
- fastText:17 embedding vectors pre-trained on Wikipedia 2017, UMBC webbase corpus and statmt.org news dataset, comprising about 16 billion words [23].

16https://code.google.com/archive/p/word2vec/, accessed October 2020.
17https://github.com/facebookresearch/fastText, accessed October 2020.
As in the previous case, the vectors are composed of 300 dimensions.

- WikiTables: task-specific model using skip-gram Word2vec [24] trained on the Wikipedia Tables corpus, containing 1.6 million Wikipedia relational tables [25]. The corpus was pre-processed as mentioned in Section III-A1, splitting CamelCase and hyphenated words, removing punctuation, and converting text to lowercase. For every table in this corpus, all the names of the columns were extracted and treated as an input document to train Word2vec.\(^{18}\) A second model was created for the content of the cells. In this case, all the attribute values in a column were considered as an input document to train the model. Thus, we have two separate word embedding models to calculate the similarity between names of the columns and the content of the cells. Again, vectors are composed of 300 dimensions.

In the case of fastText, we also conducted experiments with a pre-trained model containing subword information, but the results obtained were worse than the model presented above. We decided to remove these results from the following section for the sake of simplicity.

We computed the coverage of each of these models, calculated as the percentage of tokens in the 1,000 tables benchmark dataset that has a representation in the model. In the case of Google Word2vec, the coverage for names of the columns and content of the cells is 83.02% and 78.18% respectively. fastText provides a coverage of 87.69% and 80.91% for columns and cells. Finally, the coverage of WikiTables is 71.54% for columns and 78.19% for cells. These values reflect that fastText is the model offering the largest coverage, whereas WikiTables provides the lowest results. As mentioned in Section III-A1, the Levenshtein distance is used as a backup strategy when a word is not represented in the model.

2) RESULTS AND DISCUSSION

This section reports the precision of top-\(k\) table searches at different \(k\). More precisely, P@10 and P@50 where computed, corresponding to the number of relevant results among the top 10 and top 50 documents retrieved respectively. This measure is in accordance with web-scale information retrieval systems, where thousands of relevant documents are available but no user will be interested in reading all of them.

The final score is computed as the average precision for the 1,000 queries carried out, one for each table.

The experiments include the three word embeddings models mentioned above. In addition, we tested a baseline using BM25 [26], a classical ranking function widely employed by search engines to estimate the relevance of documents to a given search query. The implementation of the baseline was carried out using Apache Solr.\(^{19}\)

In order to identify the best value for \(\alpha\), we tested each embedding model with different values for this parameter, from 0 to 1 inclusive, in 0.1 increments. In the case of the baseline, three different queries were employed in Apache Solr to simulate the ranking experiment done with the embedding vectors: a query that uses only the content of the cells (equivalent to \(\alpha = 0.0\)), a query that uses only the names of the columns (equivalent to \(\alpha = 1.0\)) and, finally, a query containing both (equivalent to \(\alpha = 0.5\)). Fig. 12 and Fig. 13 show the results for Google pre-trained Word2vec (gl), pre-trained fastText (ft), task-specific Word2vec trained on Wikipedia Tables (wt), and BM25 (bm).

\(^{18}\)https://radimrehurek.com/gensim/models/word2vec.html

\(^{19}\)https://lucene.apache.org/solr/.

The results at P@50 show that the three word embeddings models perform very close for every \(\alpha\) value. The best result is obtained by Google pre-trained embeddings with P@50=0.6964 and \(\alpha = 0.4\), which means that the content of the cells have a higher relevance in the final similarity score. The other two embedding models reach also its best performance with \(\alpha = 0.4\). In the case of the BM25 baseline, it is worth noting that the results using only the content
of the cells are significantly lower than the word embeddings approaches. These results slightly improve when both names of columns and content of cells are taken into account ($\alpha = 0.5$), but it achieves the best results when only the name of the columns are considered ($\alpha = 1.0$), outperforming the other models.

Results at P@10 are encouraging in terms of the performance of the word embeddings models. The best results (0.9276) are obtained by the fastText model with $\alpha = 0.3$. This result improves 7.71% the performance of the baseline. The comparison between the three embedding models shows that its performance correlates with the coverage previously described. This highlights the importance of having a large enough corpus to properly build an effective word embeddings model for this task.

For the end user, the most important aspect is to improve the precision of the first results obtained by our approach. Therefore, P@10 is the measure that we should try to maximise. For this reason, we choose the best performing configuration in this evaluation (fastText model with $\alpha = 0.3$) to tune the system for the API generation experiments described in the following section.

The retrieval phase described here was omitted in the running example, since we started directly having the tables we wanted to integrate. Nevertheless, we can compute the similarity $\text{sim}(t_1, t_2)$ between these tables to see how they would rank in an hypothetical retrieval task such as the one presented in this section. The similarity between the two tables from Chicago used in the join operation is 0.2872. This value reveals that the tables present an average low similarity, which is an expected result for join operations since most of their columns are not related. It should be noted that the formula is computing the similarity between all possible pairs of columns, which in this case involves 33 and 39 columns for a total of 1,287 pairs. Following our approach the tables were considered as joinable since one pair of columns achieved a similarity value over 0.95 as described in Section III-A2. The similarity between the resulting joined table (71 columns) and the New York table (4 columns) is 0.6304, showing significantly higher similarity than the previous case. The reason is that the number of column pairs to compare is lower (284) and there are more related pairs of columns. Indeed, all the columns in the New York city table presented a similarity over 0.75 with the corresponding columns in the Chicago table, resulting in the union of both tables as established in our methodology.

Although the task proposed in this section is similar to that defined by Nargesian et al. [22], the results are not directly comparable. While they try to maximise the performance on their own definition of “unionability” (involving all the unionable columns of a table), our goal is to address both union and join operations where tables have at least one matching column in common. Taking into account these differences, the authors obtained a P@10 value of around 0.8 with an approach based solely in word embeddings, which improved to about 0.95 when combined with semantic information from YAGO [27] and the actual set of values from the tables. Thus, our best result (0.9276) is in a similar range to those obtained by Nargesian et al. with their best performing ensemble of features, whereas we are using only embedding information at this stage.

### B. Generating Web APIs for Accessing Integrated Open Data

In this section, we provide an evaluation of the approach for automatically generating Web APIs to access integrated data. This evaluation measures the quality by considering the number of correctly generated APIs for a set of input tabular datasets.

#### 1) Experimental Setup

We use again the benchmark described by Nargesian et al. for this evaluation. As mentioned before, this dataset was generated starting from a set of 32 base tables on which the authors performed different selections and projections on various sizes to obtain the final set of 5,000 tables. From this set of 32 base tables, only 27 were involved in the generation of the 1,000 random subset used in the previous evaluation (see Section IV-A). With the aim of aligning both experiments, we focused on these 27 base tables for the evaluation done in this section.

In order to test the performance of our approach on both union and join operations, each table was divided into three subtables by using projection and filtering as reverse operations of join and union, respectively. The goal of the system in this experiment is to automatically generate a Web API for accessing the integration of these subtables by using first join and then union operations.

Two experiments were conducted either considering columns names or not when calculating the similarity between tables. The rationale behind this is to avoid bias regarding the fact that subtables coming from the same table have the same column names, and this would not be the usual situation in a real scenario. Thus, the first experiment considers only the content of the cells, and the second experiment uses both content and column names for computing the similarity between tables.

#### 2) Results and Discussion

The results of the experiments for evaluating the generated Web APIs are shown in Table 6. The column **Original Web API functions** represents the expected functions to be generated for each of the 27 base tables in the benchmark. The columns **Correctly generated Web API functions** indicates the number of functions that were correctly generated by our proposal in the two settings proposed: with and without column names. **Precision** is defined in this case as the number of functions of the API generated from the integrated tables compared to the number of functions offered by the API from the original tables. In the final results, we consider both micro-averaged precision (i.e. aggregating the functions of all the tables to compute the average) and macro-averaged...
TABLE 6. Results of the Web API generation experiments.

| Table | Original Web API functions | Correctly generated Web API functions (without column names) | Precision | Correctly generated Web API functions (with column names) | Precision |
|-------|---------------------------|-------------------------------------------------------------|-----------|-----------------------------------------------------------|-----------|
| 1     | 12                        | 10                                                          | 0.83      | 11                                                         | 0.92      |
| 2     | 7                         | 6                                                           | 0.86      | 7                                                          | 1.00      |
| 3     | 7                         | 3                                                           | 0.43      | 7                                                          | 1.00      |
| 4     | 13                        | 3                                                           | 0.23      | 9                                                          | 0.69      |
| 5     | 6                         | 6                                                           | 1.00      | 6                                                          | 1.00      |
| 6     | 22                        | 21                                                          | 0.96      | 22                                                         | 1.00      |
| 7     | 6                         | 6                                                           | 1.00      | 6                                                          | 1.00      |
| 8     | 13                        | 13                                                          | 1.00      | 13                                                         | 1.00      |
| 9     | 13                        | 4                                                           | 0.31      | 11                                                         | 0.85      |
| 10    | 14                        | 14                                                          | 1.00      | 14                                                         | 1.00      |
| 11    | 19                        | 16                                                          | 0.84      | 17                                                         | 0.90      |
| 12    | 23                        | 23                                                          | 1.00      | 14                                                         | 0.61      |
| 13    | 20                        | 20                                                          | 1.00      | 19                                                         | 0.95      |
| 14    | 21                        | 21                                                          | 1.00      | 17                                                         | 0.81      |
| 15    | 23                        | 13                                                          | 0.57      | 23                                                         | 1.00      |
| 16    | 13                        | 8                                                           | 0.62      | 8                                                          | 0.62      |
| 17    | 16                        | 3                                                           | 0.19      | 3                                                          | 0.19      |
| 18    | 9                         | 9                                                           | 1.00      | 9                                                          | 1.00      |
| 19    | 28                        | 24                                                          | 0.86      | 25                                                         | 0.89      |
| 20    | 13                        | 1                                                           | 0.08      | 4                                                          | 0.31      |
| 21    | 19                        | 8                                                           | 0.42      | 19                                                         | 1.00      |
| 22    | 26                        | 24                                                          | 0.92      | 26                                                         | 1.00      |
| 23    | 11                        | 6                                                           | 0.55      | 9                                                          | 0.82      |
| 24    | 19                        | 16                                                          | 0.84      | 16                                                         | 0.84      |
| 25    | 17                        | 13                                                          | 0.77      | 17                                                         | 1.00      |
| 26    | 22                        | 22                                                          | 1.00      | 22                                                         | 1.00      |
| 27    | 12                        | 10                                                          | 0.83      | 12                                                         | 1.00      |
| All   | 424                       | 323                                                         | 0.76      | 366                                                        | 0.86      |
|       |                            |                                                             | 0.74      | 0.87                                                      |

Precision (i.e., precision is computed for every table and then averaged). Macro-averaged precision allows treating all the APIs generated equally regardless of the number of functions they have.

The value of micro-averaged precision obtained is 0.76 when column names are not considered. This value rises to 0.86 when the column names are taken into account in the similarity measure formula. Macro-averaged precision is 0.74 if column names are not considered and 0.87 otherwise. In both cases, the use of column names improves the results as expected, since they are clear cues to identify whether two columns match in the similarity algorithm proposed. It is worth noting that using only the content of the cells allows generating the correct API functions about 75% of the time.

In order to clarify why the system fails to generate the correct API functions in some situations, we analysed in more detail the specific case of table 3, where our approach obtained perfect precision using the names of the columns but dropped to 0.43 when using only the content of the cells. This table contains data about ridership from Chicago Transit Authority.20 The API generated for the original dataset has to include the 7 functions that are shown in Fig. 14.

FIGURE 14. Functions of the Web API generated to access data from table 3.

The API automatically generated considering column names has the same 7 functions, whereas the API generated using only content of the cells fails to produce the following 4 functions:

/alightings/{alightings} GET alightings
/boardings/{boardings} GET boardings
/cross_street/{cross_street} GET cross_street
/location/{location} GET location
/on_street/{on_street} GET on_street
/routes/{routes} GET routes
/stop_id/{stop_id} GET stop_id

When only the content of the table is considered, the similarity algorithm incorrectly matches the columns “alightings” and “boardings” with a value of 0.9996, while the similarity with the correct column “alightings” is 0.9991. The reason is that both columns have very similar values as the concepts are closely related (“boarding” means going into a bus, while “alighting” means going out of the bus), making it difficult for the algorithm to discriminate between the two cases.

20https://www.transitchicago.com/
Another example is the column “cross street”, which is incorrectly matched to “on street” with a similarity of 0.9914, while the similarity with the correct column “cross street” is 0.9833. Again, the reason is that both columns have similar values as the concepts are related (“on street” refers to the street where the bus stop is, while “cross street” refers to the nearest crossing street).

In this situation, when the contents of the cells are very similar, it is required the use of additional metadata such as the names of the columns to achieve a good performance in the automatic generation of the API.

In the case of the running example, using the best configuration (fastText model with $\alpha = 0.3$) all the API functions expected were correctly generated for the resulting tables after join (72 functions, including the publisher column) and union (5 functions, including also the publisher column) operations, achieving a perfect precision of 1.00 in this experiment.

### C. Execution Time Performance

This section analyses the execution time performance of the system proposed, providing a reference on the time required to carry out the integration and generation processes from a CSV file, and discussing their implications in a production environment.

#### 1) Experimental Setup

In order to evaluate the execution time performance of the integration and API generation processes, two experiments were carried out using 10 different CSV datasets.\(^{21}\) These files were retrieved from different open data platforms, representing an heterogeneous set in terms of their size and nature. The content of the tables includes texts, numbers, and dates. The amount of rows in the tables ranges from 13 (table “Salmonella tests”) to over 21 millions (table “Employee earnings”), and from 3 columns (table “Salmonella tests”) to 20 (tables “Travel data” and “Voter data”), resulting in a minimum of 39 cells and a maximum of 379,304,640. The specific number of rows and columns for each CSV file is shown in Table 7.

The measurement of the execution time of the experiments was carried out in a desktop computer running Windows 10, equipped with an Intel i7 processor and 16 GB of RAM.

#### 2) Results and Discussion

First we evaluated the time elapsed during the integration process. In this phase calculating the embeddings for each column of a table is the bottleneck of the task. Once the embeddings are obtained, computing the similarity between two tables is reduced to calculate the inner product between 300-dimensional vectors representing their columns, which can be computed in a minimal time. Thus, in this first experiment we have focused on determining the time taken to calculate the embedding vectors for each table.

This task is time consuming when the tables have a large number or rows, since the embedding of each column is computed as the average of the embeddings of its content. For instance, in the example table “Traffic state” containing 3,565,683 rows and 4 columns, the process of obtaining the embedding vectors takes 423.41 seconds in the hardware setting mentioned above, which can be unsuitable for a production environment.

To reduce the time required for this process, we first analysed to what extent the number of rows could be reduced without affecting the embedding representation of the table, taking into account that in many cases columns contain repeated values that could be removed seamlessly. For each table we randomly choose samples of rows of different sizes\(^{22}\) (ranging from 1 to 20,000 in increments of 10) and obtained the corresponding embeddings. Then, the similarity measure $\text{sim}(t_1, t_2)$ defined in Section IV-A1 was used to compare how similar were the reduced version of the table and the full version containing all the rows. The results of this experiment revealed that, in all the cases, we were able to obtain a reduced version of the table that was 99% similar to the original one by considering a small sample of the rows.

| Table name        | Rows | Columns | Rows selected | Integration time | Generation time |
|-------------------|------|---------|---------------|------------------|-----------------|
| Salmonella tests  | 13   | 3       | 13 (100%)     | 0.0028           | 9.7             |
| Population        | 441  | 5       | 30 (6.0227%)  | 0.0059           | 9.7             |
| Travel data       | 1.85 | 20      | 70 (3.7776%)  | 0.0608           | 10.3            |
| Biodiversity      | 20,017 | 12    | 30 (1.4999%)  | 0.0184           | 10.3            |
| Street lights     | 27,409 | 15    | 20 (0.0730%)  | 0.0138           | 10.5            |
| International payments | 245,107 | 17   | 20 (0.0082%)  | 0.0133           | 10.9            |
| Traffic state     | 3,565,683 | 4   | 20 (0.0066%)  | 0.0030           | 13.4            |
| Voter data        | 7,517,745 | 46  | 700 (0.0693%) | 0.6762           | 29.2            |
| Wholesale trade sales | 8,752,568 | 17 | 450 (0.0051%) | 0.3176           | 35.1            |
| Employee earnings | 21,072,480 | 18 | 150 (0.0007%) | 0.1318           | 80.0            |

\(^{21}\)Datasets available in GitHub repository: https://github.com/cgmora12/DataIntegration2API#example-datasets.

\(^{22}\)Except for “Salmonella tests”, which contained only 13 rows.
a result of having a small number of columns (only 4) and a large number of repeated values in them. The table that required a larger number of samples was “Voter data”, with 700 rows. In all the cases, the time taken to obtain the embedding representation of the reduced table was below one second (column Integration time). For the largest tables (above 200,000 rows), the percentage of rows kept from the original was below 0.01%. This value could be established as a fixed threshold in a production environment to ensure that the tables can be processed in real time while retaining (at 99%) their original representation in the word embedding space.

Regarding the evaluation of the API generation process, the results presented in Table 7 (column Generation time) show that the automatic process takes between 9.7 and 80.0 seconds to generate a complete Web API, including the related models and interactive OpenAPI documentation. This evaluation was carried out using all the rows in the tables to identify how this number affects the execution time of the generation module. If we took the reduced tables of the previous experiment, where the largest table contains 700 rows, the generation time would be comprised between 9.7 and 10.3 seconds in all cases.

Fig. 15 shows a linear behaviour considering the number of rows of the tables. The process is able to generate the Web API and its related components (models and documentation) in an average time of 16 seconds. The results indicate that, as the number of rows in the source file increases, the time to generate the Web API also increases in a ratio of 3 seconds per million rows.

Prior works related to tabular data considered word embeddings as a means to represent the content of the tables. In the task of table retrieval, consisting on answering a search query with a ranked list of tables, Zhang et al. [32] used pre-trained word and entity embeddings combined with different similarity measures to beat a strong learning to rank baseline. The work by Deng et al. [20] considered different table elements (caption, column headings, and cells) to train word embeddings that were utilised in three table-related tasks: row population, column population, and table retrieval. In a similar vein, Nargesian et al. [22] defined a semantic measure based on word embeddings that were trained on Wikipedia documents. The authors defined natural language domains and statistical tests between the vectors that were used to evaluate the likelihood that two attributes were from the same domain.

In the work presented in this paper, we follow a similar approach to previous research using pre-trained word embeddings, but introducing as a novelty the inclusion of task-specific embeddings based on a large dataset of tabular data. More importantly, unlike previous works that treat data integration as an isolated process, we include this procedure in a pipeline to automatically generate Web APIs for the integrated data.

V. RELATED WORK

The following paragraphs summarise the existing related work. Specifically, we focus on two areas: (i) word embeddings for data integration; and (ii) Web API generation for open data access.

A. WORD EMBEDDINGS AND TABULAR DATA INTEGRATION

In recent years, word embeddings have enjoyed widespread use in a variety of semantic tasks in the field of Natural Language Processing, such as sentiment analysis [28], machine translation [29], text classification [30], and dialog systems [31].

Prior works related to tabular data considered word embeddings as a means to represent the content of the tables. In the task of table retrieval, consisting on answering a search query with a ranked list of tables, Zhang et al. [32] used pre-trained word and entity embeddings combined with different similarity measures to beat a strong learning to rank baseline. The work by Deng et al. [20] considered different table elements (caption, column headings, and cells) to train word embeddings that were utilised in three table-related tasks: row population, column population, and table retrieval. In a similar vein, Nargesian et al. [22] defined a semantic measure based on word embeddings that were trained on Wikipedia documents. The authors defined natural language domains and statistical tests between the vectors that were used to evaluate the likelihood that two attributes were from the same domain.

In the work presented in this paper, we follow a similar approach to previous research using pre-trained word embeddings, but introducing as a novelty the inclusion of task-specific embeddings based on a large dataset of tabular data. More importantly, unlike previous works that treat data integration as an isolated process, we include this procedure in a pipeline to automatically generate Web APIs for the integrated data.

B. WEB APIs FOR OPEN DATA ACCESS

Web APIs are created to make accessing open data easier for developers. However, this process has been usually done manually [33], [34] as a time-consuming task.

The automatic generation of APIs has been addressed in recent studies. EMF-REST [35] is a framework for generating Web APIs that needs a model of the API to create it, requiring users to build the model by themselves since it is not generally
available. Another work [36] focused on guiding developers in creating Web APIs for accessing required data. However, these approaches are not targeting the access and reuse of integrated open data coming from different sources.

Other works propose the use of model-driven approaches for API definitions. The models are used to represent the Web API definition, offering a better visualization of the API operations [37], [38]. Also, the metamodel of the API definition is used to simplify the transformation between the API and its definition to include it in the OpenAPI initiative [39]. The API2MoL engine [40] creates bridges between APIs and model-driven engineering, with the objective of creating models from the APIs for facilitating the management of a plethora of APIs.

These model-based approaches for generating Web APIs can be used to represent and generate the Web API documentation, but they are not employed to generate the whole Web API to access integrated data as proposed in this paper.

VI. CONCLUSION AND FUTURE WORK
In this paper we have presented an approach to address the problem of accessing integrated open data from different sources by using a unique end point. Specifically, we have proposed an APIfication approach which aims to facilitate the integration and access to tabular datasets. Our APIfication approach has two parts: (i) a word embeddings-based approach that uses column similarity to determine which datasets can be integrated by using union and join operators; and (ii) a model-driven approach for automatically generating a Web API to access and reuse open data in an integrated manner, as well as the documentation of the Web API to support users in consuming the integrated data easily through a Web interface.

In the experiments conducted, the proposed similarity measure based on word embeddings achieved precision values over 0.92 in the task of retrieving unionable/joinable tables given a query table. When this measure was included in the API generation pipeline, our approach was able to automatically integrate the tables and generate the expected functions with a micro-averaged precision of 0.76 using only the content of the cells, and 0.86 precision when the names of the columns were also taken into account. These results are promising, even more so considering that the whole data integration and API generation process is fully automated. The execution time performance experiments revealed that selecting a small number of rows allowed to obtain the word embeddings representation for large tables in real time, while keeping the table representation almost unchanged in the vector space (99% similarity with respect to the original table). Additionally, the API generation procedure for tables of more than one million rows took around 10 seconds to complete, which makes the whole pipeline suitable for a production scenario.

As a future work, we plan to extend our approach by considering more operators for data integration in addition to union and join. We also plan to develop mechanisms to guide users in the application of the approach, for example, by defining GUIs to allow developers to provide semantic hints about the open data to be integrated. Moreover, we plan to investigate how metadata coming from the W3C CSV on the Web Working Group23 can improve our approach, as well as whether it is a motivation for publishers to properly describe their tabular open data.

Regarding the similarity module, future experiments are required in order to determine the best performing combination of models, i.e. using one model (e.g. Word2vec) to calculate the similarity between column names and another one (e.g. fastText) for the content values. The backup strategy based on Levenshtein distance can also be improved by using subword embeddings that can handle the problem of out-of-vocabulary terms, such as the subword version of fastText mentioned before, or models using Byte-Pair Encoding (BPE) [41]. This approach could benefit the system when the content of the tables include numbers and dates, as it provides better coverage than word-based models that could offer limited representation of numeric values. An interesting path for further research is the use of contextual word embedding models such as BERT [42] and its derivatives (e.g. ALBERT [43], RoBERTa [44], and DistilBERT [45]). These models provide different vector representations for a term in the embedding space depending on the context (surrounding terms) where it occurs. They have demonstrated to achieve state-of-the-art results on a number of language understanding tasks, including question answering and natural language inference. Another issue that deserves attention is the improvement of the WikiTables task-specific model by gathering additional tabular examples. In the experimental evaluation we showed that this model offered a lower coverage than the other pre-trained models, which could be affecting its performance. Finally, another line of future work is the combination of the similarity functions provided by the word embeddings models with traditional information retrieval ranking functions such as BM25, which demonstrated to obtain better results than the word embedding models in those experiments where only the content of the tables was taken into account.
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