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Abstract: Intrusion detection system (IDS) plays a significant role in preventing network attacks and plays a vital role in the field of national security. At present, the existing intrusion detection methods are generally based on traditional machine learning models, such as random forest and decision tree, but they rely heavily on artificial feature extraction and have relatively low accuracy. To solve the problems of feature extraction and low detection accuracy in intrusion detection, an intrusion detection model SAAE-DNN, based on stacked autoencoder (SAE), attention mechanism and deep neural network (DNN), is proposed. The SAE represents data with a latent layer, and the attention mechanism enables the network to obtain the key features of intrusion detection. The trained SAE encoder can not only automatically extract features, but also initialize the weights of DNN potential layers to improve the detection accuracy of DNN. We evaluate the performance of SAE-DNN in binary-classification and multi-classification on an NSL-KDD dataset. The SAAE-DNN model can detect normally and attack symmetrically, with an accuracy of 87.74% and 82.14% (binary-classification and multi-classification), which is higher than that of machine learning methods such as random forest and decision tree. The experimental results show that the model has a better performance than other comparison methods.
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1. Introduction

With the development and perfection of Internet technology, the Internet is playing an increasingly significant role in our work and life. However, in the process of using and interacting with the Internet, a large amount of data are generated, processed, and exchanged. These data have become the targets of illegal activities, which has posed a major threat to network security [1]. Luckily, the intrusion detection system (IDS) [2] can solve these problems well. As an active security technology, IDS monitors networks or hosts and alerts when attacks are detected. Network security can be better ensured via intrusion detection methods in which the network attack behavior can be learned through data analysis and modeling. How to identify all kinds of network malicious traffic, especially unknown network malicious traffic, is an unavoidable key problem. Network traffic can be divided into normal traffic and malicious traffic. Besides this, network traffic can be divided into five categories: normal, Probing attacks (Probe), Denial of Service attacks (DoS), User to Root attacks (U2R), and Root to Local attacks (R2L). Therefore, intrusion detection can be regarded as a classification problem [3]. By improving the performance of the classifier in effectively identifying malicious traffic, the accuracy of intrusion detection can be greatly improved. Improving the accuracy of IDS is realized by improving the performance of the classifier in effectively identifying malicious traffic.
In recent years, more and more intrusion detection methods have been applied to intrusion detection, including machine learning methods, ensemble learning methods, and deep learning methods. Machine learning methods first select features, and then use classifiers to detect intrusions, such as random forest (RF) [4], decision tree (DT) [5], and support vector machine (SVM) [6]. Deep learning methods can automatically extract features and classify to realize intrusion detection, such as autoencoders [7], long short term memory (LSTM) [8], and deep neural networks (DNN) [9]. The ensemble learning method uses various ensemble and hybrid technologies for intrusion detection, including bagging [10], boosting [11], stacking [12], and combined classifier methods [13].

Machine learning methods are widely used in intrusion detection [14–17]. However, machine learning methods often emphasize feature selection. When facing high-dimensional data, there are difficulties in feature selection, which cannot effectively solve the classification problem of massive intrusion data, resulting in low recognition accuracy and other problems. Deep learning has made great progress in computer vision, natural language processing, and other fields, and has gradually been applied to other fields of artificial intelligence. In recent years, many deep learning methods have been applied to intrusion detection. Deep learning methods can automatically extract high-level latent features without manual intervention [18]. Unlike principal component analysis (PCA) and chi-square feature selection, which rely heavily on artificial feature extraction and mainly rely on experience and luck, the results are not ideal. Due to the characteristics of the large quantity, high dimension, and complex structure of network traffic, the traditional ML technology has limited computational complexity, and there are still deficiencies in learning complex nonlinear relationships in large datasets.

Considering the above factors, to improve the accuracy of intrusion detection in binary-classification and multi-classification, we propose a new network intrusion detection model SAAE-DNN, which mainly combines stacked autoencoder(SAE) [19], attention mechanism [20], and DNN [21], as shown in Figure 1. SAE is used to compress the input to the latent layer, but the features will still have redundancy, and then the attention mechanism is introduced to learn the latent layer features. To date, we have completed the key features extraction of network traffic through SAAE encoder. Finally, the latent layer of the SAAE encoder is connected with DNN and classified by softmax function to realize intrusion detection. To verify the effectiveness of the SAAE-DNN model, a comprehensive evaluation is carried out on the NSL-KDD dataset, and the best results are obtained, with the prediction accuracy reaching 87.74% and 82.14% (binary-classification and multi-classification).

**Figure 1.** The framework of the proposed intrusion detection method.

The main contributions and findings of this paper are as follows:

- A deep learning model SAAE-DNN is proposed, which consists of SAE, attention mechanism, and DNN. SAAE-DNN improves the accuracy of IDS and provides a new research method for intrusion detection;
- We introduce attention mechanism to highlight the key inputs in the SAE model. The attention mechanism learns the latent layer features of SAE, and the obtained feature information is reasonable and accurate;
• We use a real NSL-KDD dataset to evaluate our proposed network. The experimental results show that SAAE-DNN has better performance than traditional methods.

2. Related Work

Deep learning has achieved success in image recognition, speech detection, and other fields, and has become the preferred solution to many problems. In recent years, this method has been gradually applied to the field of intrusion detection and achieved remarkable detection results. Javaid, A. Y. et al. [22] propose a deep learning based approach for developing such an efficient and flexible NIDS. They use Self-taught Learning (STL) on NSL-KDD dataset for network intrusion. In the case of two classifications and multiple classifications, the accuracy rate is 88.39% and 79.10%, respectively. Yin, C. et al. [23] propose an intrusion detection method using recurrent neural network (RNN-IDS). The accuracy rate is 81.29% on NSL-KDD dataset, which is higher than the machine learning methods proposed by predecessors such as random forest and support vector machine.

Feature selection technology reduces the dimension of feature space and identifies important features by removing irrelevant and redundant attributes, which is very important in intrusion detection. Tom et al. [24] use filter and wrapper feature selection methods for feature selection. The framework is evaluated on the UNSW-NB15 dataset. The results show that one of them uses a filtering sorting method to carry out feature features with the highest accuracy of 88%. Mighan, S. N. et al. [25] combines the advantages of deep network and machine learning methods, using an SAE network for latent feature extraction, followed by several machine learning methods for intrusion detection, such as SVM, random forest, decision tree, and Naive Bayes. Jo, W. et al. [26] propose three preprocessing methods to make CNN kernel fully reflect the characteristics of the network. The proposed preprocessing method is based on the philosophy of field-to-pixel, each field converted into an image takes up one pixel, and then the pixels are converted into convolution layers through pooling layers. The method reflects the advantages of CNN by extracting the convolution features of each pixel. One of the most promising research trends is to incorporate an attention mechanism into the framework of depth learning [27]. The attention mechanism is very effective in image classification [28] and natural language processing [29], which draws lessons from the human visual attention mechanism. Human vision obtains the target area to be focused by scanning the global image quickly, which is the focus of attention. Then, more attention resources are put into focus to obtain more detailed information about the target and inhibit useless information. Yang, T. et al. [30] use bidirectional recurrent neural networks with attention mechanism to extract potential features and give interpretable results in identifying dominant attributes.

3. Background

3.1. AutoEncoder

An autoencoder (AE) is a kind of neural network that uses encoding and decoding process for unsupervised learning, which is mostly used for feature extraction and dimension reduction. AE is a structure that contains symmetry. The AE structure includes an input layer, a latent layer, and an output layer. As shown in Figure 2, the input layer and the output layer are equal in size, and the size of the latent layer must be smaller than that of the input layer [31].

The input vector is \( x \), the latent vector is \( e \in [0, 1]^d \), and the constructed vector is \( \hat{x} \in [0, 1]^D \). The encoding process from input layer to latent layer is

\[
e = f_{\theta}(x) = s(Wx + b).
\]

and the decoding process from latent layer to output layer is

\[
\hat{x} = g_{\theta'}(e) = s(W'e + b'),
\]
where \( W \) and \( W' \) represent the input-to-latent and the latent-to-output weights, respectively, \( b \) and \( b' \) are the bias vectors of the input layer and the latent layer, respectively, and \( f \) and \( g' \) are the activation functions of the latent layer neurons and the output layer neurons. Parameters \( W, W', b \) and \( b' \) in the AE are learned by minimizing the reconstruction error.

\[
J(W, b; x, ˜x) = \frac{1}{2} \left\| h_{W,b}(x) - ˜x \right\|^2.
\]  

(3)

The above is a measurement of the error between the reconstructed \( ˜x \) and the input \( x \) for a single sample. In a training set containing \( D \) samples, the cost function of the AE is defined as

\[
\frac{1}{n_1 - 1} \sum_{l=1}^{n_1} \sum_{i=1}^{s_l} \sum_{j=1}^{s_{l+1}} (W_{jl}^{(l)})^2 = \left[ \frac{1}{D} \sum_{i=1}^{D} \left( \frac{1}{2} \left\| h_{W,b}(x^{(i)}) - ˜x^{(i)} \right\|^2 \right) \right] + \frac{\lambda}{2} \sum_{l=1}^{n_1} \sum_{i=1}^{s_l} \sum_{j=1}^{s_{l+1}} (W_{jl}^{(l)})^2.
\]  

(4)

where \( D \) represents the total number of samples, \( s \) represents the number of nodes in layer \( l \), \( \lambda \) is a weight attenuation parameter, and the reconstruction error of each training sample is the square error. The second item is introduced to reduce the size of the weight, which helps to prevent overfitting.

Figure 2. The structure of AE.

3.2. Stacked AutoEncoder

SAE is also a structure that contains symmetry. SAE is generated by AEs, stacked layer by layer. Once the single-layer AE is trained, as shown in Figure 3, the second AE is trained using the latent layer from the first AE. By repeating this process, we can create an SAE of any depth [32].

AEs are stacked to achieve greedy hierarchical learning, where the \( l \)th latent layer is used as input to the \( l + 1 \)th latent layer in the stack. The results generated by the SAE are used to pre-train the weights of fully connected DNN instead of randomly initializing the weights. This method is helpful for the model to initialize parameters close to good local minimum values and improve the optimization effect. This shows that the convergence of the method is smoother and the overall performance is higher in classification tasks.
3.3. Attention Mechanism

The AE reduces the dimension of the data layer by layer and represents the data in a compressed form, so we mainly focus on the latent layers of the AE. By reconstructing the data, it learns to find useful features in the data that are difficult to find. Although the data are compressed by AE, the data representation in AE may still contain redundant features. Features are important for prediction, but their importance in the whole dataset is not equal. The attention mechanism layer contains a value vector, and each value in the vector contains the importance value of the corresponding feature. Through weighted summation, a small number of important features are selected from a large amount of feature information focusing on these features. The formulas are as follows

\[
M = \tanh(W_a x' + b_a),
\]

\[
\alpha_i = \text{softmax}(M_i),
\]

\[
v = \sum_{i=0}^{D} x' \alpha_i^T.
\]

where \(x'\) refers to the output of the encoder in AE, \(W_a\) is the weight, \(b_a\) is the offset value, and \(\alpha_i\) is the probability distribution of \(M_i\) normalized by softmax. Finally, the probability distribution is taken as the weight and summarized with \(x'\) to obtain a more representative feature vector \(v\), which focuses on important features. The attention mechanism layer eliminates unnecessary features and gradually improves the performance of the network [33].

3.4. Deep Neural Network

The essence of deep learning is to learn more useful features by constructing multiple hidden layers, thus obtaining higher accuracy [34]. The basic structure of DNN is composed of an input layer, an output layer, and one or more hidden layers. Each layer of DNN consists of one or more artificial neurons, so that these neurons are completely connected from one layer to another. In addition, information is processed through DNN feedforward mode, i.e., from the input layer to output layer through the hidden layer. Figures 4 and 5 show the architectures of DNN for binary-classification and multi-classification.
4. The Proposed Intrusion Detection Method

The framework of the proposed SAAE-DNN is shown in Figure 6. SAAE-DNN mainly includes three stages: (1) Data preprocessing: scaling data by using min-max normalization technology. Then, the one-hot encoding technique is used to convert the categorical features to the values 0 and 1. Finally, the features with zeros exceeding 80% are removed. (2) Attention mechanism is added to SAE, and the SAAE model is trained to realize feature extraction. (3) Detecting attacks: using the latent layer of the SAAE to initialize the weight of DNN, the trained DNN classifier is used to detect attacks.
4.1. Data Preprocessing

Data preprocessing is necessary for IDS. It includes three units: data normalization, one-hot-encoding, and statistical filtering.

4.1.1. Data Normalization

When using deep learning, an important issue is that some dimensions have completely different scales. The NSL-KDD dataset consists of 41 dimensions, whose values vary greatly. In this paper, the min–max normalization method [35] is adopted to reduce the different scales of dimensions. Through the linear transformation of the original data, it is scaled to the interval [0, 1]. The min–max values perform the data conversion using the following equation

$$\tilde{z}_{j} = \frac{z_{j} - \text{min}(z_{f})}{\text{max}(z_{f}) - \text{min}(z_{f})}$$

where \(\text{min}(z_{f})\) and \(\text{max}(z_{f})\), respectively, represent the minimum and maximum values of the \(f\)th numeric feature \(z_{f}\), and \(\tilde{z}_{j}\) indicates that the normalized feature value is between [0,1].

4.1.2. One-Hot-Encoding

As a simple and effective encoding technology, one-hot-encoding [36] is the most commonly used method to deal with the numeralization of categorical features. It can convert the value of each categorical feature into a binary vector, in which there is only one element with a value of 1 and all other elements are zero. An element with a value of 1 indicates the existence of possible values corresponding to the categorical feature. There are a total of three categorical features in NSL-KDD: protocol_ type, service, flag (\(z_{2}\), \(z_{3}\), \(z_{4}\), respectively). For example, the feature protocol_ type has a total of three attributes: tcp, udp and icmp. Using one-hot-encoding, tcp can be encoded as (1, 0, 0), udp can be converted to (0, 1, 0), and icmp can be converted to (0, 0, 1). Similarly, service and flag are also converted into one-hot-encoding vectors. Overall, three categorical features protocol_ type, service, flag are mapped into 84-dimensional binary values.

4.1.3. Statistical Filtering

This unit is used to filter out irrelevant features. For each continuous feature, the percentage of zeros is calculated. Figure 7 illustrates the distribution of zeros of each numerical feature in the KDDTrain+ dataset. According to [7], features with zeros greater than 80% will be excluded. Specifically, 20 numerical features will be discarded (the feature where the bar shape is higher than the red line in Figure 7). The other 18 numerical features are combined with 84 one-hot-encoding vectors, and a total of 102-dimensional feature vectors are used as inputs for the next stage.
Figure 7. Bar chart contained in 38 numeric variables of KDD Train+. The features where the bars are higher than the red line indicate that the zero values are greater than 80% and are removed. The removed feature name has been marked red.

4.2. Proposed Attention Autoencoder (AAE) and Stacked Attention AutoEncoder (SAAE)

The structure of the attention-autoencoder (AAE) is shown in Figure 8. We add an attention mechanism layer between the encoder and the latent layer. The original input data passes through the encoder, and the data have been compressed. The layer calculates the attention vector of each simplified feature. The attention vector and the feature are multiplied to generate data input to the latent layer. When the attention vector finds that a specific feature does not contribute to the prediction, it sets the specific value in the vector to 0, thus causing the network to forget the feature. The classification module obtains the data representation of the latent layer and outputs the final predicted value. Similarly, the stacked-attention-autoencoder (SAAE) model we proposed has two AAEs stacked, and the structure is shown in Figure 9.

In the experiment, we use an SAAE composed of two stacked AAEs. There are 90 and 80 neurons in the hidden layer of each AE, respectively. The SAAE is configured to reduce the dimension of the original input data layer by layer, thus reducing noise while retaining important information.
4.3. Classification

A deep learning method based on SAAE and DNN is developed to detect the normal and attack categories of the NSL-KDD dataset (Normal, Probe, DoS, U2R, and R2L). DNN is applied by us to detect attacks. The SAAE encoder can automatically extract features, so the weights of the trained SAAE encoder are used to initialize the weights of DNN hidden layer, and the activation function of output layer in DNN is softmax. Finally, the test samples are input into the trained SAAE-DNN classifier to detect attacks. See the following Algorithm 1 for details.
Algorithm 1 The Intrusion Detection Algorithm with SAAE and DNN

Input: Training dataset KDDTrain+, Testing dataset KDDTest+ and KDDTest-21;
Output: Classification results: accuracy, precision, recall, and F1-score;

1: Step1: Data preprocessing
2: \[ z_f' = \text{normalization}(z_f); \]
3: \[ z_2', z_3', z_4' = \text{one-hot}(z_2, z_3, z_4); \]
4: Statistical filtering;
5: EndStep
6: Step2: Feature extraction
7: The network structure dimension of the SAAE is 102-90-80-90-102;
8: Train the SAAE using the NSL-KDD Train+ dataset and minimize the reconstruction error according to Equation (4);
9: EndStep
10: Step3: Classification
11: The weights of the latent layer of trained SAAE is used to initialize the weight of the DNN;
12: Train the DNN classifier;
13: Testing dataset KDDTest+ and KDDTest-21 are input into the trained SAAE-DNN classifier to detect attacks;
14: EndStep
15: Return the classification result.

5. Experimental Results and Analysis

5.1. Experimental Environment

We conduct experiments to evaluate the performance of the proposed SAAE-DNN. The proposed SAAE-DNN was implemented in the Keras environment with 64 GB RAM, RTX-2080Ti GPU and 64-bit Ubuntu18.04 operating system.

5.2. Performance Metrics

To effectively evaluate the performance of the proposed intrusion detection method, four performance measures, such as accuracy, precision, recall and F1-score, are adopted. As shown in Table 1, these performance measures are calculated according to the confusion matrix of network attack classification [37]. True Positive (TP) is the number of records where attack traffic is correctly classified as attack traffic; True Negative (TN) is the number of records in which normal traffic is correctly classified as normal traffic; false positive (FP) is the number of records that mistakenly classify normal traffic as attack traffic; False Negative (FN) is the number of records that mistakenly classify attack traffic as normal traffic.

The calculation formula is as follows

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FN + FP}, \tag{9}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}. \tag{10}
\]
Recall = \frac{TP}{TP + FN}. \quad (11)

F1-score = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}. \quad (12)

5.3. Description of the Benchmark Dataset

At present, only a few benchmark datasets can evaluate the effectiveness of the IDS. The NSL-KDD dataset [38] overcomes many inherent problems existing in KDD’99 dataset and is an improvement on the KDD’99 dataset. The NSL-KDD dataset is suitable for evaluating various attacks [39], so we chose it to evaluate the detection performance of the proposed model. The NSL-KDD dataset eliminates redundancy and duplicate records in the KDD’99 dataset, and the number of samples in training and the testing dataset is more reasonable. The NSL-KDD dataset contains normal and attack records. Attacks include four types of record: Probe, DoS, U2R, and R2L. We use KDDTrain+ as the training set and KDDTest+ and KDDTest-21 (deleting 21 records that are easy to classify by common classifiers in KDDTest+ dataset) as the testing sets. The number of records for each type in the NSL-KDD dataset is shown in Table 2.

As can be seen from Table 2, NSL-KDD training sets are imbalanced. Normal accounts for 53.46%, 43.07% and 18.16% in KDDTrain+, KDDTest+ and KDDTest-21 respectively, which is much higher than that of U2R, which accounts for 0.04%, 0.89% and 1.69% respectively. The NSL-KDD dataset contains a total of 39 attacks. A new set of attacks was introduced into the testing dataset. These new attacks do not appear in the training dataset and are shown in bold. In addition, KDDTest-21 removes some attacks that are easily detected correctly. All of these add to the difficulty of testing on the NSL-KDD test set.

| Category   | Attack   | Training Dataset | Testing Dataset | KDDTest-21 |
|------------|----------|------------------|-----------------|------------|
|            |          | KDDTrain+        | KDDTest+        | KDDTest-21 |
| Normal     | normal   | 67,343           | 9711            | 2152       |
| Subtotal   |          | 67,343           | 9711            | 2152       |
| Subtotal Percentage | 53.46% | 43.07% | 18.16%    |
| Probe      | ipsweep  | 3599             | 141             | 141        |
|            | satan    | 1493             | 735             | 727        |
|            | portsweep| 2931             | 157             | 156        |
|            | nmap     | 3633             | 73              | 73         |
|            | saint    | /                | 319             | 309        |
|            | mscan    | /                | 996             | 996        |
| Subtotal   |          | 11,656           | 2421            | 2402       |
| Subtotal Percentage | 9.25% | 10.74% | 20.27%   |
| Category | Attack   | Training Dataset | Testing Dataset | KDDTest-21 |
|----------|----------|------------------|-----------------|-------------|
|          |          | KDDTrain+        | KDDTest+        |              |
| DoS      | neptune  | 41,214           | 4657            | 1579         |
|          | smurf    | 2646             | 665             | 627          |
|          | back     | 956              | 359             | 359          |
|          | teardrop | 892              | 12              | 12           |
|          | pod      | 201              | 41              | 41           |
|          | land     | 18               | 7               | 7            |
|          | apache2  | /                | 737             | 737          |
|          | mailbomb | /                | 293             | 293          |
|          | processes | /               | 685             | 85           |
|          | udpstorm | /                | 2               | 2            |
|          |          | **Subtotal**     |                 | **45,927**   |
|          |          | **Subtotal Percentage** | **36.46%** | **33.08%** | **36.64%** |
| U2R      | buffer_overflow | 30              | 20              | 20           |
|          | rootkit  | 10               | 13              | 13           |
|          | loadmodule | 9               | 2               | 2            |
|          | perl     | 3                | 2               | 2            |
|          | http_tunnel | /               | 133             | 133          |
|          | ps       | /                | 15              | 15           |
|          | sqlattack | /               | 2               | 2            |
|          | xterm    | /                | 13              | 13           |
|          |          | **Subtotal**     |                 | **52**       |
|          |          | **Subtotal Percentage** | **0.04%** | **0.89%** | **1.69%** |
| R2L      | guess_passwd | 53              | 1231            | 1231         |
|          | warezmaster | 20              | 944             | 944          |
|          | imap     | 11               | 1               | 1            |
|          | multihop | 7                | 18              | 18           |
|          | phf      | 4                | 2               | 2            |
|          | ftp_write | 8               | 3               | 3            |
|          | spy      | 2                | /               | /            |
|          | warezclient | 890             | /               | /            |
|          | named    | /                | 17              | 17           |
|          | sendmail | /                | 14              | 14           |
|          | xlock    | /                | 9               | 9            |
|          | xsnoop   | /                | 4               | 4            |
|          | worm     | /                | 2               | 2            |
|          | snmpgetattack | /           | 178             | 178          |
|          | snmpguess | /               | 331             | 331          |
|          |          | **Subtotal**     |                 | **995**      |
|          |          | **Subtotal Percentage** | **0.79%** | **12.22%** | **23.24%** |
|          |          | **Total**        |                 | **125,973**  |

### 5.4. Experimental Step

We conduct experiments on the NSL-KDD dataset to evaluate the performance of the model and compared the results of the model with SAAE-DNN and commonly used machine learning methods. The structure of SAAE is shown in Figure 9, two AAEs are stacked together. The number of neurons in the latent layer of each AAE is 90 and 80, respectively, the optimizer of each AAE is Adam, and the activation function of each layer is ReLU. The number of neurons in each hidden layer of DNN is [50, 25, 10], the activation function of each hidden layer is also ReLU, the activation function of the output layer is softmax for classification, and the optimizer is Adam. Two important parameters need to be set, including learning rate and epoch.
When the learning rate is too high, the network will oscillate during the training process, resulting in non-convergence. If the learning rate is too small, the convergence will be slow. In Keras, the default learning rate for the Adam optimizer is 0.001, so my candidate learning rate is 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00005. SAAE is used for feature extraction. We can classify these by adding a softmax after the latent layer of the SAAE, to directly detect the influence of the learning rate on SAAE. The choice of the epoch is mainly considered from the direction of training loss. For the selection of these two parameters in DNN, the learning rate is determined according to the accuracy of the training set, and the epoch is also determined according to the training loss.

The training set is divided into five equal parts, and after five-fold cross-validation, we find the best parameters. First of all, for SAAE, as can be seen from Figure 10, when the learning rate is equal to 0.05, the accuracy is the highest at 89.82%. As can be seen from Figure 11, the training loss does not decrease after the epoch is greater than 100, so the epoch of SAAE is set to 100. The selection of DNN parameters is also based on the same considerations. As can be seen from Figure 12, when the learning rate is 0.006, the highest accuracy rate is 98.12%, which is much higher than the accuracy rate of 56.80% when the learning rate is 0.01. As shown in Figure 13, the training loss decreases very quickly in the first few epochs. After the epoch reaches 100, the training loss tends to stabilize, so the epoch is set to 100.

Figure 10. The accuracy of SAAE-softmax changes when different learning rates are set.

Figure 11. The training loss of the SAAE.
5.5. Results and Discussion

Figures 14 and 15 show the evaluation results of SAE-DNN, SAAE-softmax, and SAAE-DNN on KDDTest + and KDDTest-21 test sets, and evaluate the binary-classification and multi-classification results from four evaluation indexes of accuracy, precision, recall, and F1-score. We can see that in the binary-classifications, the accuracy of SAAE-DNN is 5.51% and 11.21% higher than that of SAE-DNN, respectively, on KDDTest + and KDDTest-21 test sets. Similarly, the precision, recall rate, and F1-score are 9.97% and 17.63%, 0.32% and 4.92%, 4.84%, and 14.15% higher, respectively. In the multi-classification results, we can also see similar results. From this group of comparisons, we can see
that SAAE can effectively extract key features and improve the intrusion detection effect after adding the attention mechanism.

**Figure 14.** Binary-classification performance of SAE-DNN, SAAE-softmax, SAAE-DNN on NSL-KDD Test+ and NSL-KDD Test-21. (+) refers to the results on NSL-KDD Test + and (-21) refers to the results on NSL-KDD Test-21.

**Figure 15.** Multi-classification performance of SAE-DNN, SAAE-softmax, SAAE-DNN on NSL-KDD Test+ and NSL-KDD Test-21. (+) refers to the results on NSL-KDD Test + and (-21) refers to the results on NSL-KDD Test-21.
Next, the comparison results of SSAE-DNN and SSAE-softmax are analyzed. SSAE-softmax is classified by connecting only one output layer after SAAE, where the activation function is softmax. On the KDDTest+ test set, the SSAE-softmax results are good, with 5.6% and 3.56% lower accuracy than SSAE-DNN. However, on the KDDTest-21 test set, the detection effect of SSAE-softmax becomes unstable. In binary-classification, although the accuracy reaches 75.38%, precision, recall, and F1-score are only 17.44%, 9.6%, and 12.39%. From this group of comparisons, we can see that after connecting DNN behind SAAE, the detection effect is significantly improved.

To prove the superiority of SSAE-DNN in feature extraction, two classification models are constructed based on PCA-DNN and CHI2-DNN. PCA and chi-square feature selection are used for feature extraction. Table 3 shows the results of the comparison. As far as specific feature extraction algorithms are concerned, PCA and CHI2 are both feature extraction algorithms that are frequently used. In the binary-classification, the accuracy of SAAE-DNN proposed by us is 8.61% and 9.36% higher than PCA-DNN and CHI2-DNN, respectively. At the same time, in multi-classification, SSAE-DNN performs relatively better, with 10.91% and 14.25% higher accuracy than PCA-DNN and CHI2-DNN, respectively.

**Table 3.** Accuracy of PCA-DNN and CHI2-DNN on KDDTest+ and KDDTest-21 (ACC/%).

| Methods     | Binary-Classification | Multi-Classification |
|-------------|-----------------------|----------------------|
|             | KDDTest+ | KDDTest-21 | KDDTest+ | KDDTest-21 |
| PCA-DNN     | 79.13    | 67.89      | 71.23    | 56.92      |
| CHI2-DNN    | 78.38    | 72.78      | 67.89    | 59.32      |
| SAAE-DNN    | 87.74    | 82.97      | 82.14    | 77.57      |

We compare SAAE-DNN with six commonly used machine learning algorithms, including Decision Tree, XGBoost, LightGBM, GBDT, Logistic Regression, and Random Forest, and the results are shown in Table 4. Specifically, we mainly analyze the accuracy of binary-classification and multi-classification. Among the six machine learning algorithms, the Decision Tree performs best, obtaining 78.34%, 62.09%, 76.50%, and 56.84% on KDDTest+ and KDDTest-21, respectively, in binary-classification and multi-classification. Our proposed SAAE-DNN is 9.40%, 20.88%, 5.64%, and 20.73% higher than Decision Tree, respectively, which is higher than all the above-mentioned machine learning algorithms, especially on the KDDTest-21 test set.

**Table 4.** Accuracy of six machine learning algorithms on KDDTest+ and KDDTest-21 (ACC/%).

| Methods | Binary-Classification | Multi-Classification |
|---------|-----------------------|----------------------|
|         | KDDTest+ | KDDTest-21 | KDDTest+ | KDDTest-21 |
| DT      | 78.34    | 62.09      | 76.5     | 56.84      |
| XGBoost | 78.85    | 54.059     | 75.62    | 53.68      |
| LightGBM| 77.4     | 57.15      | 68.54    | 44.4       |
| GBDT    | 78.29    | 58.84      | 70.96    | 52.25      |
| LR      | 75.4     | 53.42      | 75.04    | 52.65      |
| RF      | 77.75    | 57.75      | 76.22    | 55.22      |
| SAAE-DNN| 87.74    | 82.97      | 82.14    | 77.57      |

### 5.6. Additional Comparison

To better demonstrate the performance of SAAE-DNN in intrusion detection, we compare it with six proposed intrusion detection methods, such as RNN [23] and CNN. Table 5 shows the comparison results of the proposed SAAE-DNN and other models in the accuracy of binary-classification and multi-classification, all of which are verified on KDDTest+ and KDDTest-21 test sets. On the KDDTest+ test set, the results of binary-classifications and multi-classifications are 87.74% and 82.97%, respectively. On the KDDTest-21 test set, the results of binary-classifications and multi-classifications
are 82.14% and 77.57%, respectively. Compared with other methods, this method achieves the best effect in the accuracy of binary-classification and multi-classification and has better network intrusion detection performance.

Table 5. Accuracy(%) based on NSL-KDD KDDTest+ and NSL-KDD KDDTest-21 (N/A means no available results).

| Methods      | Binary-Classification | Multi-Classification |
|--------------|-----------------------|----------------------|
|              | KDDTest+ | KDDTest-21 | KDDTest+ | KDDTest-21 |
| RNN [23]     | 83.28     | 68.55      | 81.29    | 64.67      |
| CNN [40]     | N/A       | N/A        | 79.48    | 60.71      |
| ResNet [41]  | 79.14     | 81.57      | N/A      | N/A        |
| GoogLeNet [41] | 77.04    | 81.84      | N/A      | N/A        |
| MDPCA-DBN [42] | N/A      | N/A        | 82.08    | 66.18      |
| SAE-SVM [43] | 84.96     | N/A        | 80.48    | N/A        |
| SAAE-DNN     | 87.74     | 82.97      | 82.14    | 77.57      |

6. Conclusions and Future Work

In this paper, we propose an intrusion detection method, SAAE-DNN, which combines SAE, attention mechanism, and DNN. For high-dimensional data, SAAE can mine potential key features of data. At the same time, the trained latent layer of SAAE is used to initialize the weights of the DNN hidden layer. The intrusion detection performance of SAAE-DNN is evaluated on the NSL-KDD dataset and compared with six famous machine learning algorithms. Experimental results show that, compared with six commonly used machine learning algorithms such as DT, XGBoost, LightGBM, GBDT, LR, and RF, the SAAE-DNN proposed in this paper has a better intrusion detection effect. Compared with existing classifiers (such as RNN, CNN, ResNet, GoogLeNet, MDPCA-DBN, and SAE-SVM), SAAE-DNN also has higher accuracy. Experiments show that SAAE-DNN is more suitable for network intrusion detection.

In future work, we plan to study a more effective method to improve the performance of IDS. We plan to study more types of AE and their latent layer to better extract key features, such as variational autoencoder. For some attacks with few samples, adversarial learning method is considered, which can synthesize similar attacks and increase the diversity of training samples to improve the accuracy of detecting them. In addition, in order to improve the training and detection efficiency of the model, we will explore the use of tools such as Spark.
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Abbreviations

The following abbreviations are used in this manuscript:

IDS Intrusion Detection System
AE Autoencoder
SAE Staked Autoencoder
DAE Denoising Autoencoder
R2L Remote-to-Local
U2R User-to-Root
DoS Denial-of-Service
AAE Attention-AutoEncoder
SAAE Attention-Stacked-AutoEncoder
DNN Deep Neural Networks
TP True Positives
TN True Negatives
FP False Positives
FN False Negatives
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