Joint constraints on thermal relic dark matter from strong gravitational lensing, the Lyman-α forest, and Milky Way satellites
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ABSTRACT

We derive joint constraints on the warm dark matter (WDM) half-mode scale by combining the analyses of a selection of astrophysical probes: strong gravitational lensing with extended sources, the Lyman-α forest, and the number of luminous satellite galaxies of the Milky Way. We derive an upper limit of $\lambda_{\text{hm}} = 0.089 \text{ Mpc h}^{-1}$ at the 95 per cent confidence level, which we show to be stable for a broad range of prior choices. Assuming a Planck cosmology and that WDM particles are thermal relics, this corresponds to an upper limit on the half-mode mass of $M_{\text{hm}} < 3 \times 10^9 \text{ M}_\odot \text{ h}^{-1}$, and a lower limit on the particle mass of $m_p > 6.048 \text{ keV}$, both at the 95 per cent confidence level. We find that models with $\lambda_{\text{hm}} > 0.223 \text{ Mpc h}^{-1}$ (corresponding to $m_p > 2.552 \text{ keV}$ and $M_{\text{hm}} < 4.8 \times 10^9 \text{ M}_\odot \text{ h}^{-1}$) are ruled out with respect to the maximum likelihood model by a factor $< 1/20$. For lepton asymmetries $L_\nu > 10$, we rule out the 7.1 keV sterile neutrino dark matter model, which presents a possible explanation to the unidentified 3.55 keV line in the Milky Way and clusters of galaxies. The inferred 95 percentiles suggest that we further rule out the ETHOS-4 model of self-interacting DM. Our results highlight the importance of extending the current constraints to lower half-mode scales. We address important sources of systematic errors and provide prospects for how the constraints of these probes can be improved upon in the future.
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1 INTRODUCTION

The nature of dark matter is one of the most important open questions in cosmology and astrophysics. While the standard cold dark matter (CDM) paradigm successfully explains observations of structures larger than $\sim 1 \text{ Mpc}$, it remains unclear whether observations on smaller (galactic and subgalactic) scales are consistent with this model (e.g. Bullock & Boylan-Kolchin 2017). Possible alternatives include warm dark matter models (WDM; e.g. Bode et al. 2001), in which dark matter particles have higher velocities in the early Universe than in the CDM model. This characteristic leads to the suppression of gravitationally bound structures at scales proportional to the mean free path of the particles at the epoch of matter-radiation equality (e.g. Schneider et al. 2012; Lovell et al. 2014). Until now, several complementary approaches have been used to test CDM and WDM on these scales. Among these are methods based on observations of strong gravitational lens systems, the Lyman-α forest, and the satellite galaxies of the Milky Way (MW).

Strong gravitational lensing, being sensitive only to gravity, al-
lows one to detect low-mass haloes independently of their baryonic content. Therefore, it provides a direct method to quantify the dark matter distribution on subgalactic scales, where most of the structures are expected to be non-luminous. In practice, these low-mass haloes are detected via their effect on the flux ratios of multiply imaged compact sources (flux-ratio anomalies; Mao & Schneider 1998) or on the surface brightness distribution of magnified arcs and Einstein rings from lensed galaxies (surface brightness anomalies or gravitationally imaging; Koopmans 2005; Vegetti & Koopmans 2009). In this work, we focus on the latter method, while leaving the inclusion of analyses of flux ratios for future works. So far, both approaches have led to the detection of individual low-mass haloes (Vegetti et al. 2010, 2012; Nierenberg et al. 2014; Hezaveh et al. 2016), as well as statistical constraints on the halo and subhalo mass functions, and on the related dark matter particle mass for sterile neutrino and thermal relic warm dark matter models (Dalal & Kochanek 2002; Vegetti et al. 2014; Birrer et al. 2017; Vegetti et al. 2018; Ritondale et al. 2019; Gilman et al. 2019b; Hsueh et al. 2019). In particular, the most recent analyses by Hsueh et al. (2019) and Gilman et al. (2019b) have derived a lower limit on the mass of a thermal relic dark matter particle of 5.6 and 5.2 keV at the 95 per cent confidence level (c.l.), respectively.

While methods based on strong gravitational lensing target the detection of mostly dark low-mass haloes, the number of luminous satellite galaxies in the MW and other galaxies can also constrain the properties of dark matter (e.g. Moore et al. 1999; Nierenberg et al. 2013). For example, Lovell et al. (2016) compared the luminosity function of the MW satellites to predictions from semi-analytical models and derived lower constraints on the sterile neutrino particle mass of 2 keV. More recently, by comparing the luminosity function of MW dwarf satellite galaxies to simulations and incorporating observational incompleteness in their model, Jethwa et al. (2017) derived a lower limit of 2.9 keV on the thermal relic particle mass at the 95 per cent confidence level. Nadler et al. (2019b) derived a more stringent lower limit of 3.26 keV from the analysis of the classical MW satellites and those discovered by the Sloan Digital Sky Survey (SDSS). Combining data from the Dark Energy Survey (DES, Abbott et al. 2018) and the Pan-STARRS1 surveys (Chambers et al. 2019), Nadler et al. (2020a) derived a lower limit on the mass of thermal relic dark matter of 6.5 keV at the 95 per cent c.l. from the census of MW satellites.

The Lyman-α forest is one of the primary observational probes of the intergalactic medium (IGM; see Meiksin 2009; McQuinn 2016, for a review), and as such, it is used to probe the nature of dark matter as well as other cosmological quantities (Narayanan et al. 2000; Viel et al. 2005; Seljak et al. 2006; Viel et al. 2006, 2008). From the analysis of high-quality, high-resolution quasar absorption spectra at redshifts up to z ≈ 5.4, Irsic et al. (2017) constrained the lower limit of the thermal relic particle mass to be 5.3 keV at the 95 per cent c.l. (3.5 keV with a more conservative prior, when assuming a smooth power-law and a free-form temperature evolution of the IGM). Recently, Murgia et al. (2017, 2018) developed a broader approach to constrain generalised dark matter models (e.g. Archidiacono et al. 2019; Miller et al. 2019; Baldes et al. 2020; Rogers & Peiris 2020), which in the case of thermal relic warm dark matter resulted in lower limits on the particle mass of 3.6 and 2.2 keV at the 95 per cent c.l. for the same assumptions on the thermal history of the IGM discussed above, respectively.

In this work, we extend and combine recent results from the three methods above (Vegetti et al. 2018; Murgia et al. 2018; Ritondale et al. 2019; Newton et al. 2020) and derive joint constraints on the particle mass of a thermal relic dark matter model. This paper is structured as follows. We introduce the dark matter model under consideration in Section 2. In Section 3, we describe the method with which the different probes are analysed and combined. In Section 4, we discuss the results obtained from the individual probes and their joint analysis. We discuss the different sources of systematic errors and the future prospects of each individual probe in Sections 5 and 6, respectively. Finally, we summarize the main results of this work in Section 7.

2 DARK MATTER MODEL

We assume that dark matter is a thermal relic, that is, it consists of particles that were produced in thermodynamic equilibrium with photons and other relativistic particles in the early Universe. As the temperature of the Universe drops, dark matter decouples chemically and kinetically from the surrounding plasma (at the freeze-out time). Its density relative to the total entropy density of the Universe is then frozen in time (see e.g. Bertone et al. 2005) and it starts to free stream. As a result, the dark matter power spectrum is suppressed on scales related to the particles’ free-streaming lengths and the size of the horizon at the time of decoupling. The warmer the dark matter particles (i.e., the larger their free-streaming length), the larger the scale at which the suppression happens. In this context, CDM and WDM belong to a continuum spectrum of free-streaming length or particle mass. From a statistical standpoint, this means that they are effectively nested models.

The cut-off in the WDM power spectrum PWDM(k) can be expressed as a modification to the CDM power spectrum, PCDM(k), via the following transfer function TMatter(k) (see e.g. Bode et al. 2001), i.e.:

\[ TMatter(k) = \frac{PWDM(k)}{PCDM(k)} = \left(1 + (\alpha \, k)^{-\mu_t} - 5/\mu_t\right)^2, \]

with the slope parameter \( \mu_t = 1.12 \) and the break scale \( \alpha \), which for a given thermal relic density parameter \( \Omega_{th} \) and Hubble constant \( h \) is determined to be (see Viel 2005):

\[ \alpha = 0.049 \left(\frac{m_{th}}{1 \, \text{keV}}\right)^{-1.11} \left(\frac{\Omega_{th}}{0.25}\right)^{0.11} \left(\frac{h}{0.7}\right)^{1.22} \text{Mpc}^{-1}. \]

The half-mode scale, \( \lambda_{hm} \), at which the transfer function becomes equal to 1/2, is then defined as:

\[ \lambda_{hm} = 2\pi \alpha \left[0.5^{1/\mu_t} - 1\right]^{-\frac{1}{\mu_t}}. \]

The mass related to this length scale is referred to as the half-mode mass \( M_{hm} \), where \( M_{hm} = 0 \) corresponds to the idealized CDM model (showing no cut-off) and \( M_{hm} \sim 10^{-6} M_\odot \) is predicted for a CDM model of weakly interacting massive particles (WIMPs; Green et al. 2004; Schneider et al. 2013a). The suppression of the power spectrum manifests itself also in the mass function \( \frac{dn}{dm} \), which describes how the (projected) number density of haloes \( n \) changes as a function of the halo mass \( m \). The suppression of low-mass haloes in WDM

---

1 WDM-class particle models can exhibit very different production mechanisms and are not necessarily in thermal equilibrium. For some of these models, e.g. sterile neutrino DM, the shapes of their linear matter power spectrum can still be well approximated by thermal relic models (see Lovell 2020, for an elaborate discussion). This approximation is, however, not sufficient for all WDM-class models (e.g. Dvorkin et al. 2020).

2 The definition of the half-mode scale differs within the literature and is sometimes defined so that \( T^2(2\pi/\lambda_{hm}) = 1/2 \). Here we follow the \( T^2(2\pi/\lambda_{hm}) = 1/2 \) convention.
scenarios is well represented by a best fit multiplicative function of the form (Schneider et al. 2012; Lovell et al. 2014):
\[
dm[d]{m}nWDM = dm[CDM]{m}\left(1 + \frac{m_{\text{hm}}}{m}\right)^{\beta},
\]
with a logarithmic slope \( \beta \approx -1.3 \). A more general parametrization that relates the CDM and WDM scenarios was recently developed by Lovell (2020). We leave the study of this more general parametrization for future works. Combining equations (2) and (3) the half-mode mass \( m_{\text{th}} \) is:
\[
m_{\text{th}} = 2.32 \left(\frac{m_{\text{hm}}}{10^9 M_\odot}\right)^{0.3} \left(\frac{\Omega_{\text{th}}}{0.25}\right)^{0.4} \left(\frac{h}{0.7}\right)^{0.8} \text{keV}.
\]

3 METHODS AND DATA

In this section, we provide details of the data, models, and analyses that are the main focus of this paper. For each probe we rerun and/or extrapolate the analysis in order to match important model assumptions and to guarantee overlap in the prior range of \( \lambda_{\text{hm}} \).

3.1 Strong gravitational lensing

Galaxy-galaxy strong gravitational lensing occurs when the light from a background galaxy is deflected by the gravitational potential of another intervening galaxy. As a result, one observes multiple images of the background galaxy that are highly distorted and magnified. Substructures within the foreground lensing galaxy and low-mass haloes along the line of sight to the background object can produce additional perturbations to the lensed images, with a strength that depends on the mass of these (sub)haloes. Therefore, strong gravitational lensing provides a means to constrain the halo and subhalo mass functions directly.

3.1.1 Halo and Subhalo model

To describe the CDM field halo mass function we assume the formulation introduced by Sheth & Tormen (1999). For the subhalo mass function we assume a power-law,
\[
dm[d]{m}n_{\text{CDM}} = A \times m^\gamma,
\]
with a logarithmic slope \( \gamma \) that is \(-1.9\) (Springel et al. 2008). In general, the amplitude of the subhalo mass function depends on the host redshift and mass, i.e. \( A = A(M_{\text{vir}}, z) \) (Gao et al. 2011; Han et al. 2016; Chua et al. 2017). Here, we relate the normalisation constant \( A \) to the average fraction of projected total host mass within two Einstein Radii which is contained in subhaloes, \( f_{\text{sub}} \). We discuss this assumption, i.e. \( A = A(M(<2R_E)) \), in Section 5.1. Substructures are assumed to be uniformly distributed within this area in agreement with the results of previous studies (Despali & Vegetti 2017; Xu et al. 2015). For a general dark matter model \( f_{\text{sub}} \) is equal to:
\[
f_{\text{sub}} = \frac{4\pi R_E^2 \int dm \times A \times m^\gamma \times \left(1 + \frac{m_{\text{hm}}}{m}\right)^\beta}{M(<2R_E)}.
\]
Solving the above equation for \( A \) and setting \( m_{\text{hm}} = 0 \), as is the case for ideal CDM, we find that the normalisation is determined to be:
\[
A = \frac{M(<2R_E)f_{\text{CDM}}}{4\pi R_E^2 \int dm \times m^\gamma}.
\]

| Parameter | Original | This paper |
|-----------|----------|------------|
| \( m_{\text{sub}} \) [\( M_\odot \) h^{-1}] | \( [10^5, 2 \times 10^{11}] \) | \([10^0, 10^9]\) |
| \( m_{\text{inj}} \) [\( M_\odot \) h^{-1}] | \( [10^5, 2 \times 10^{11}] \) | \([10^{-5}, 10^{10.88}]\) |
| \( M_{\text{hm}} \) [\( M_\odot \) h^{-1}] | \( [10^6, 2 \times 10^{12}] \) | \([10^{-6}, 10^{14}]\) |
| \( f_{\text{sub}} \) [%] | \([0.0, 4.0]\) | \([0.01, 10.0]\) |

Notice that while \( A \) is independent of the DM model being warm or cold, according to equation (7), the value of \( f_{\text{sub}} \) in WDM models is related to its CDM counterpart according to:
\[
f_{\text{WDM}} = f_{\text{CDM}} \times \frac{\int dm \times m^\gamma \times \left(1 + \frac{m_{\text{hm}}}{m}\right)^\beta}{\int dm \times m^\gamma}.
\]
The target parameters in our inference process are, therefore, \( f_{\text{CDM}} \) and \( M_{\text{hm}} \), since these parameters fully describe the mass function of subhaloes. We assume that \( f_{\text{CDM}} \in [0.01, 10] \) per cent with a uniform prior, which covers a wide range of previously inferred values of \( f_{\text{CDM}} \) with their uncertainties (see e.g. Hsueh et al. 2019). Using this parameterization we can enforce that for each lens system the range of normalisations, \( A \), is the same in WDM and CDM, and that the number of subhaloes scales with the projected mass of the lens galaxy. The advantage of this approach compared to, e.g. Vegetti et al. (2018) and Ritondale et al. (2019), is that it ensures that WDM models have fewer total substructures than in CDM as expected from theory.

Another difference to these previous works is our choice of the mass range for haloes. We chose a mass range of subhaloes of \( m_{\text{sub}} \in [10^5, 10^9] M_\odot \) h^{-1}. The upper limit is chosen so that this range includes only masses corresponding to objects that are not expected to be visible, because they are either non-luminous or too faint to be observed (see e.g. Moster et al. 2010). We choose the mass range of line-of-sight haloes such that it contains the masses that show the most similar lensing effects to the lightest and heaviest substructures according to the mass-redshift relationship derived by Despali et al. (2018), \( m_{\text{inj}} \in [10^5, 2 \times 10^{10.88}] M_\odot \) h^{-1}.

For both populations of haloes, the suppression in the number density at the low-mass end is calculated using equation (4). While this suppression relative to the CDM case tends to be stronger in the case of field haloes than in subhaloes, we ignore this effect in this work for simplicity (Lovell 2020). Both halo populations are assumed to have spherical NFW profiles (Navarro et al. 1996) following the mass-concentration-redshift relation derived by Duffy et al. (2008). We discuss these assumptions in Section 5.1. In Table 1, we summarize all of the relevant parameters, together with the corresponding priors used in this paper and previous analyses. For the lensing analyses, we adopt the cosmology inferred by the Planck mission (Ade et al. 2014).

3.1.2 Data

We consider the re-analyses of Vegetti et al. (2010, 2014), who analysed a subsample of eleven gravitational lens systems from the SLACS survey (Bolton et al. 2008). Using the Bayesian gravitational imaging technique developed by Vegetti & Koopmans (2009),
only one low-mass subhalo was detected in the sample. Assuming a Pseudo-Jaffe profile, this subhalo shows an inferred mass of $3.5 \times 10^{9} M_{\odot}$ ($\sim 10^{10} M_{\odot}$ for an NFW profile). Taking this detection and the non-detections into account, they constrained the subhalo mass function to be consistent with CDM. The lenses in this sample have a mean redshift of $z = 0.2$, while the background sources have a mean redshift of $z = 0.6$. In the remaining part of this paper, we refer to this sample as the low-redshift sample.

The background source galaxies were modelled in a free-form fashion with a Delaunay mesh, while the foreground lenses were assumed to have an elliptical power-law mass density profile plus the contribution of an external shear component. Additional forms of complexity in the lenses not captured by the smooth power-law (including subhaloes) were identified using linear free-form corrections to the lensing potential. The statistical relevance of both detections and non-detections is determined via the sensitivity function. This function considers the Bayes factor between models with no substructure and those with a single substructure. A logarithmic Bayes factor of 50 provided a robust criterion to discriminate between reliable and non-reliable detections. Originally this description assumed a Pseudo-Jaffe parametric profile for the perturber (Vegetti et al. 2014). The analysis by Vegetti et al. (2014) was then extended by Vegetti et al. (2018, hereafter V18). This new analysis includes the contribution of low-mass field haloes (i.e. haloes located along the line of sight; see Despali et al. 2018; Li et al. 2017a), and changed the density profile of subhaloes from a Pseudo-Jaffe to an NFW profile. Furthermore, the effects of dark matter free streaming on the halo and subhalo mass functions were included via equation (4).

Ritondale et al. (2019, hereafter R19) have modelled a sample of seventeen gravitational lens systems from the BELLS-GALLERY survey (Shu et al. 2016), and reported zero detections of subhaloes and line-of-sight haloes. The mean redshift of the foreground lenses is $z \sim 0.5$, while the background source redshifts vary from $z = 2.1$ to 2.8. We refer to this sample as the high-redshift sample. The analysis by R19 used a more recent version of the Vegetti & Koopmans (2009) lens modelling code that allows for a simultaneous inference on the lens galaxy mass and light distribution. As in the original method, the source surface brightness distribution and low-mass haloes are defined on a grid of pixels. The calculation of the sensitivity function and the inference on the mass functions were performed in terms of the spherical NFW virial mass.

Here, we re-run the analyses of V18 and R19, while extending their prior ranges on the half-mode mass to $M_{\text{hm}} \in [10^{-6} , 10^{14}] M_{\odot}$ h$^{-1}$.

### 3.2 Lyman-α forest

The second astrophysical probe that we consider comes from the analysis of high-quality optical spectra from Lyman-α emitting quasars at high redshifts. As the quasar light travels through the Universe, the spectrum becomes correlated with the matter power spectrum at different redshifts. In particular, the quasar light is redshifted during the expansion of the Universe, so that Lyman-α absorption from neutral hydrogen clouds along the line of sight suppresses different parts of the original quasar spectrum at each redshift. As the matter power spectrum depends on the dark matter model, the comparison between mock spectra obtained from hydrodynamical simulations and those retrieved from spectroscopic observations can constrain the nature of dark matter.

The approach of Murgia et al. (2018, hereafter M18) obtains constraints on dark matter models by performing a Monte Carlo Markov Chain (MCMC) analysis of the full parameter space affecting the flux power spectrum $P_f(k)$ reconstructed from high-redshift Lyman-α forest observations. We rerun the analysis of M18 changing two main elements; first, the results presented here are restricted to the analysis of thermal relic warm dark matter, for which we choose a log-uniform prior on the particle mass, $m_{\text{WDM}}$. Second, we extend the ranges of some model parameters, which are discussed below.

Due to our focus on thermal relic warm dark matter, we do not fully take advantage of the versatility of the parametrization introduced by Margia et al. (2017). We refer the reader to M18 and Rogers & Peiris (2020) for a demonstration of the complete flexibility of this parametrization in the study of different non-thermal dark matter models.

The data set used for the analysis is provided by the high-resolution and high-redshift quasar samples from the HIRES/Keck and the MIKE/Magellan spectrographs (Viel et al. 2013). These samples include redshift bins of $z = 4.2, 4.6, 5.0$ and $5.4$ over 10 wavenumber bins in the interval $k \in [0.001, 0.08]$ s km$^{-1}$ (the range relevant for Lyman-α forest data). The spectral resolution of the HIRES and MIKE spectrographic data are $6.7$ and $13.6$ km s$^{-1}$, respectively. As in previous analyses, such as Viel et al. (2013), only the measurements with $k > 0.005$ s km$^{-1}$ have been used to avoid systematic uncertainties on large scales due to continuum fitting. The highest redshift bin for the MIKE data has been excluded due to the large uncertainties in the spectra at that epoch (see Viel et al. 2013 for further details). A total of 49 data points in wavenumber $k$ and redshift $z$ are used in the analysis.

M18 determined the changes in the flux power spectra as a function of different model parameters by interpolation of (computationally expensive) realistically simulated mock spectra, which are generated for different astrophysical and cosmological parameters defined on a grid. This procedure allowed M18 to define a likelihood as a function of these parameters. The grid of mock simulations considers several values of the cosmological parameters and follows the approach of Iršič et al. (2017) to recover their effects on the likelihood. M18 considered five different values for the normalisation of the linear matter power spectrum $\sigma_8 \in [0.754, 0.904]$ and its slope $n_{\text{eff}} \in [-2.3474, -2.2674]$ (both defined on the typical scale probed by the Lyman-α forest of $0.009$ s km$^{-1}$). For the rerun of this analysis, we consider ten AWDM simulations that correspond to thermal WDM masses of $m_{\text{wdm}} \in [1, 10]$ keV, linearly spaced in steps of $1$ keV.

Concerning the astrophysical parameters, the thermal history of the IGM is varied in the form of the amplitude $T_0$ and the slope $\gamma$ of its temperature-density relation. This relation is parametrized as $T = T_0(1 + \delta_{\text{IGM}})^{\gamma - 1}$, with $\delta_{\text{IGM}}$ being the overdensity of the IGM (Hui & Gnedin 1997). Three different temperatures at mean density, $T_0(z = 4.2) = 6000, 9200$ and $12600$ K, and three values for the slope of the temperature-density relation, $\gamma(z = 4.2) = 0.88, 1.24$ and $1.47$, are considered here. The reference thermal history is defined by $T_0(z = 4.2) = 9200$ K and $\gamma(z = 4.2) = 1.47$ (see Bolton et al. 2016). The redshift evolution of $\gamma(z)$ is assumed to be a power law, that is, $\gamma(z) = \gamma_0^{\frac{1}{2}}(1+z)/(1+z_p)^{2\gamma}$, where the pivot redshift $z_p$ is the redshift at which most of the Lyman-α forest pixels originate ($z_p = 4.5$ for the MIKE and HIRES datasets).

M18 also considered three different redshifts of instantaneous reionization at $z_{\text{ion}} \in [7, 9, 15]$, as well as ultraviolet (UV) fluctuations of the ionizing background of $f_{\text{UV}} \in [0, 0.5, 1]$, where the case of $f_{\text{UV}} = 0$ corresponds to a spatially uniform UV background. Nine values of the relative mean flux were considered, that is, $\langle F(z) \rangle / \langle F_{\text{REF}} \rangle \in [0.6, 1.4]$ in linearly spaced intervals with steps of $0.1$. The reference values $\langle F_{\text{REF}} \rangle$ are taken from the Sloan Digital Sky Survey (SDSS), i.e. the Baryon Oscillation Spectroscopic Survey (BOSS) measurements, which are part of SDSS-III (Anderson...
Table 2. The model parameters, their ranges, and their (prior) probability distributions, as they are used in the run of the analysis in M18. (*) Is the same prior as described in Iršič et al. (2017).

| Parameter | Range | Probability |
|-----------|-------|-------------|
| $1/m_{\text{adm}}$ [keV$^{-1}$] | [0, 1] | Log-flat |
| $(F(z)) / (F_{\text{REF}})$ | (-∞, ∞) | Gaussian(*) |
| $T_0$ [10^8K] | [0, 2] | Flat |
| $\gamma(z)$ | [1, 1.7] | Flat |
| $\sigma_8$ | [0.5, 1.5] | Flat |
| $z_{\text{reion}}$ | [7, 15] | Flat |
| $n_{\text{eff}}$ | [-2.6, -2.0] | Flat |
| $f_N$ | [0.1] | Flat |

et al. 2014). Eight additional values of $(F(z)) / (F_{\text{REF}})$ are obtained by rescaling the optical depth $\tau = -\ln(F)$ (see M18).

For each of the resulting grid points in parameter space, hydrodynamical simulations are used to generate the mock spectra. All simulations are performed with GADGET–3, a modified version of the publicly available GADGET–2 code (Springel 2005; Springel et al. 2001a). As in Iršič et al. (2017), the reference model simulation has a box length of 20 Mpc h$^{-1}$ (comoving) with $2 \times 768^3$ gas and CDM particles (with gravitational softening lengths of 1.04 kpc h$^{-1}$ comoving) in a flat ΛCDM Universe. The cosmological parameters are set to $\Omega_m = 0.301$, $\Omega_b = 0.0457$, $n_s = 0.961$, $H_0 = 70.2$ km s$^{-1}$ Mpc$^{-1}$ and $\sigma_8 = 0.829$ (Ade et al. 2016).

An Ordinary-Kriging scheme is used for the interpolation between different grid points and linearly extrapolated when necessary (Webster & Oliver 2007). The interpolation with respect to all the parameters happens in consecutive steps, first over the astrophysical and cosmological parameters, then over the different WDM models. This interpolation is then used to define a likelihood, which in return produces a posterior (e.g. Archidiacono et al. 2019). Table 2 gives a short overview of the model parameters, their ranges and (prior) probabilities. We replace the original prior on the WDM particle mass with a log-uniform prior in order to match the priors of the other probes considered here. We note that MCMC analyses of the Lyman-alpha forest would be computationally infeasible without a fast and efficient interpolation scheme. The main reason is that each MCMC step would require the output of a hydrodynamical simulation when exploring the parameter space. A possible alternative to the Ordinary-Kriging interpolation is a Bayesian optimization emulator (see e.g. Rogers & Peiris 2020; Pedersen et al. 2020).

3.3 Milky Way luminous satellites

Our final astrophysical probe comes from the observed luminosity function of the satellite galaxies of the MW. This method was the first to identify a potential challenge to the CDM model due to the paucity of observed dwarf galaxies around our own galaxy (Kauffmann & White 1993; Klypin et al. 1999; Moore et al. 1999). Observational solutions, such as the lack of sufficient sky coverage/completeness (Koposov et al. 2008; Tollerud et al. 2008; Hargis et al. 2014; Jethwa et al. 2017; Kim et al. 2018), more realistic galaxy formation models (e.g. stellar feedback, Ballico et al. 2000; Benson et al. 2002; Somerville 2002; Burkert 2004; Agertz & Kravtsov 2016; De Lucia et al. 2018) or revisions to the dark matter model (Bode et al. 2001; Green et al. 2004; Schneider et al. 2012) have since been proposed to reconcile this discrepancy. Here, we consider a new analysis of the number density of luminous satellites that has been carried out by Newton et al. (2020, N20, hereafter).

Their approach assesses the viability of a given WDM model by comparing the predictions of the abundance of satellite galaxies within a MW-mass halo for various dark matter models with the total satellite galaxy population inferred from those observed in the MW. WDM scenarios that do not produce enough faint galaxies to be consistent with the MW satellite population are ruled out with high confidence. As the current census of MW satellites is incomplete, N20 infer the total satellite galaxy population from observations, using a Bayesian formalism that was developed and tested robustly by Newton et al. (2018). They use data from the SDSS and DES, as summarized in Table A1 of N18 (compiled from Watkins et al. 2009; McConnachie 2012; Drlica-Wagner et al. 2015; Kim et al. 2015; Koposov et al. 2015; Jethwa et al. 2016a; Kim et al. 2016; Walker et al. 2016; Carlin et al. 2017; Li et al. 2017b). More recent discoveries of dwarf galaxy candidates are not incorporated into our analysis. However, it is unlikely that their inclusion would change the inferred population outside the uncertainties quoted in N20.

For each survey, the assumed observational selection function significantly affects the size of the total satellite population inferred from the observations. In particular, if the selection function overpredicts the completeness of faint objects in the survey, then the size of the inferred satellite population will be too small. While the SDSS selection function has been studied extensively and is now well-characterized (e.g. Walsh et al. 2009), no such study had been carried out for the DES before 2019. Therefore, N20 used the approximation proposed by Jethwa et al. (2016a), one of the few estimates available for the DES at the time. The DES selection function was recently characterized in detail by Drlica-Wagner et al. (2019) and used in follow-up studies by Nadler et al. (2020) to infer the total satellite population. Their results are consistent with Newton et al. (2018) and N20, which suggests that the Jethwa et al. (2016a) approximation of the selection function was reasonable.

The second ingredient of the analysis by N20 is a set of estimates of the number of satellite galaxies formed in MW-mass WDM haloes. They explore two approaches to obtain these predictions. In the first, they use the Extended Press-Schechter (EPS) formalism (Press & Schechter 1974; Bond et al. 1991; Bower 1991; Lacey & Cole 1993; Parkinson et al. 2008) and follow the approach of Kennedy et al. (2014), Schneider (2015), and Lovell et al. (2016). Implicit in this technique is the assumption that all DM haloes form a galaxy, which allows N20 to place a highly robust lower bound on the mass of the warm dark matter particle independently of assumptions about galaxy formation physics. However, the faint end of the satellite galaxy luminosity function is extremely sensitive to these processes, which prevent galaxies from forming in low-mass DM haloes. They are also complex and their details remain uncertain, permitting a large parameter space of viable descriptions of galaxy formation. In their second approach, N20 use the GALFORM semi-analytic model of galaxy formation (Cole et al. 1994, 2000) to explore this space to understand how different parametrizations can affect the WDM constraints. The main process affecting the MW satellite galaxy luminosity function is the reionization of the Universe. In GALFORM, this is described by $z_{\text{reion}}$, the redshift at which the intergalactic medium is fully ionized, after which the parameter $V_{\text{cut}}$ prevents cooling of gas into haloes with circular velocities, $v_{\text{circ}} < V_{\text{cut}}$. N20 assume the Lacey et al. (2016) version of galaxy formation and vary the reionization parameters in the ranges $6 \leq z_{\text{reion}} \leq 8$ and $25 \text{ km s}^{-1} \leq V_{\text{cut}} \leq 35 \text{ km s}^{-1}$. Each GALFORM model they obtain MW satellite galaxy luminosity functions which they compare with the luminosity functions inferred from observations (described above). They calculate the relative likelihood of a
3.4 Model consistency

The goal of this paper is to derive joint constraints on the particle mass of a thermal relic dark matter model. However, \( m_{\text{th}} \) is not directly observable but is inferred from the different probes under different assumptions, as described above. In this section, we discuss the main differences between the three methods and how these can be treated to derive a meaningful joint inference on \( m_{\text{th}} \).

All the methods employed here constrain parameters describing the halo and mass function; however, these parameters may differ in their meaning. The main parameter constrained by strong gravitational lensing observations is the half-mode scale \( \lambda_{\text{hm}} \), while the analysis of the Lyman-\( \alpha \) forest and the luminosity function of the MW satellites are expressed directly in terms of \( m_{\text{th}} \). Converting from one to the other requires some assumptions about the physics of the dark matter particles (e.g. their type and production mechanism; see Section 2) and the cosmological parameters. As each of the considered analyses has adopted different cosmologies, we first express our inference in terms of the half-mode scale \( \lambda_{\text{hm}} \), which is less sensitive to the specific values of the cosmological parameters.

For all the different probes, we assume a uniform prior in \( \lambda_{\text{hm}} \) with the lowest possible value corresponding to the WIMP CDM model, that is, \( \lambda_{\text{hm}}(\lambda_{\text{hm}}) = 10^{-6} \text{ M}_\odot \text{ h}^{-1} \), and the upper limit \( \lambda_{\text{hm}}(\lambda_{\text{hm}}) = 10^{14} \text{ M}_\odot \text{ h}^{-1} \), which corresponds to the lower limit on a thermal relic WDM particle mass \( m_{\text{th}} = 0.07 \text{ keV} \) as constrained by Kunz et al. (2016) using observations of the cosmic microwave background (Aghanim et al. 2016). We then express our results in terms of the half-mode and thermal relic particle masses, converting all results so that they adopt Planck cosmology (i.e. \( \Omega_{\text{th}} = 0.26 \) and \( h = 0.68 \); Ade et al. 2016) and the assumptions on the dark matter particles described in Section 2. Notice that logarithmic quantities \( \log_{10}(\lambda_{\text{hm}}) \) and \( \log_{10}(m_{\text{th}}) \) are related to \( \log_{10}(\lambda_{\text{hm}}) \) via linear transformations, so that the prior is flat in all of these parameters.

Another potential difference could arise from the models used to describe the population of low-mass haloes. The lensing analyses make direct use of the halo and subhalo mass function (see Section 3.1) expressed in terms of the virial mass of a spherical NFW profile. The analysis of the MW satellites depends only on the radial distribution of the subhaloes, independent of their present-day mass or the details of their profile (N20). The Lyman-\( \alpha \) forest constraints are expressed in terms of the matter power spectrum. Despali et al. (2018) have shown that the lensing effect of an NFW subhalo of a given mass \( M_{\text{vir}}^{\text{NFW}} \) is a good approximation to a subhalo of equivalent mass found with the SUBFIND algorithm (Springel et al. 2001b) in cosmological simulations. This indicates that the lensing treatment of the subhalo masses is consistent with the adopted parametrization of the subhalo mass function. Moreover, as all probes have been calibrated on numerical simulations, we can assume that there is no strong discrepancy between the use of mass functions, number counts or power spectra. Given these considerations, we conclude that any discrepancies in the treatment of low-mass haloes are negligible and can be ignored.

4 RESULTS

In this section, we present our main results on the half-mode scale and mass, and the thermal relic particle mass. We present the constraints from each of the individual probes as well as those of the joint statistical analysis. Our statistical summaries are presented in Table 3, which can be compared with the previous results that we report in Table 4.

4.1 Posterior distributions

Fig. 1 shows the individual and the joint posterior on the half-mode scale, half-mode mass and thermal relic particle mass for each of the astrophysical probes considered here. Each of the posteriors is scaled so that its maximum value is equal to 1.

The shape of the joint posterior is mostly determined by the posterior of the analysis of luminous satellites in the MW galaxy (N20), which is roughly shaped like a sigmoid function in a region of parameter space where the other posteriors are approximately flat. As a result, the joint posterior provides constraints that are close to but slightly weaker than the stand-alone analysis by N20. The Lyman-\( \alpha \) forest (M18) analysis - although being a completely independent measurement - finds a slightly higher upper limit on the half-mode scale. Further data and more rigorous analyses may reveal larger differences between their respective constraining power in the future.

As a result of their weak constraints, neither of the lensing analyses contribute significantly to the joint posterior. Since the analysis of V18 includes the detection of a relatively massive subhalo (Vegetti et al. 2010), it only rules out higher values of \( \lambda_{\text{hm}} \) (as well as \( M_{\text{hm}} \)) than the other probes. In contrast, the constraints from the BELLS-GALLERY sample turn out to be rather weak. As R19 reported no significant detections, the resulting posterior slightly prefers warmer dark matter models that predict a smaller number of (sub-) haloes. This may also be related to the sensitivities and the source redshifts of these lenses. While the higher sensitivity of the SLACS sample allows us to detect objects with smaller masses, the high redshift sources of the BELLS-GALLERY systems probe a larger cosmological volume increasing the expected number of line-of-sight objects and the statistical significance of the non-detections.

4.2 Marginal vs non-marginal posteriors

In this paper, we have derived constraints on the half-mode scale by combining the individual posterior distributions marginalised over the nuisance parameters. We notice that joining the multidimensional
The posterior limits according to the 95 percentile criterium (Section 4.3.1) and the Bayes factor (BF, Section 4.3.2), probabilities of (in-)sensitivity, odds of being sensitive, ratio between the likelihoods of the maximum a likelihood half-mode mass \( \lambda_{\text{hm}} \) and that of the insensitive region.

| Reference     | Probe            | \( m_{\text{ew}} \) Ew | \( M_{\text{sub}} \) [10^9 M_\odot h^{-1}] | \( \lambda_{\text{hm}} \) Mpc h^{-1} | BF  | 95% c.l. | BF  | 95% c.l. | BF  | 95% c.l. | BF  | 95% c.l. | \( P(\bar{S}|d) \) | \( P(S|d) \) | \( P(S|d)/P(\bar{S}|d) \) | \( \lambda_{\text{hm}} \) \( M_{\text{sub}} \) 95% c.l. |
|---------------|------------------|------------------------|------------------------------------------|--------------------------------------|-----|---------|-----|---------|-----|---------|-----|---------|------------------|------------|------------------|------------------|
| V18           |                  | 0.216                  | 0.576                                    | 178.36                               | 6.780 | 3.607 | 1.214 | 47.52   | 52.48 | 0.91    | 3.35 | 0.470 |
| R19           |                  | -                      | 0.121                                    | 1219.752                             | -    | 6.842 | 53.06 | 46.94   | 1.13 | 1.14    | 4.538 |
| M18           |                  | 1.197                  | 3.571                                    | 0.594                                | 0.016 | 0.540 | 0.160 | 74.30   | 25.70 | 2.89    | 1.04 | 0.029 |
| N20           |                  | 2.678                  | 6.989                                    | 0.041                                | 0.002 | 0.221 | 0.076 | 79.46   | 20.54 | 3.87    | 1.01 | 0.016 |
| Joint         |                  | 2.552                  | 6.048                                    | 0.048                                | 0.003 | 0.233 | 0.089 | 77.68   | 22.32 | 3.48    | 1.08 | 0.027 |

Table 4. A summary of the lower limits reported on the thermal relic dark matter particle mass for a selection of past studies. Note that additional model assumptions and assumed parameter ranges can widely differ. When derived for different assumptions, we provide more than one of the limits.

| Reference       | Probe            | \( m_{\text{ew}} \) Ew | \( M_{\text{sub}} \) [10^9 M_\odot h^{-1}] | \( \lambda_{\text{hm}} \) Mpc h^{-1} | BF  | 95% c.l. |
|-----------------|------------------|------------------------|------------------------------------------|--------------------------------------|-----|---------|
| this work       | see Section 3    |                        |                                           |                                      |     |         |
| Birrer et al. (2017) | Grav. Imaging |                        |                                           |                                      |     |         |
| V18 (Original)  | Grav. Imaging    |                        |                                           |                                      |     |         |
| R19 (Original)  | Grav. Imaging    |                        |                                           |                                      |     |         |
| Gilman et al. (2019a) | Flux Ratios |                        |                                           |                                      |     |         |
| Gilman et al. (2019b) | Flux Ratios     |                        |                                           |                                      |     |         |
| Hsueh et al. (2019) | Flux Ratios |                        |                                           |                                      |     |         |
| Banik et al. (2018, 2019) | Stellar streams |                        |                                           |                                      |     |         |
| Alvey et al. (2020) | Dwarf spheroids | 0.59, 0.41            |                                           |                                      |     |         |
| Viel et al. (2005) | Lyman-\( \alpha \) | 0.55                  |                                           |                                      |     |         |
| Viel et al. (2006) | Lyman-\( \alpha \) | 2.0                   |                                           |                                      |     |         |
| Seljak et al. (2006) | Lyman-\( \alpha \) | 2.5                   |                                           |                                      |     |         |
| Irič et al. (2017) | Lyman-\( \alpha \) | 3.5, 5.3              |                                           |                                      |     |         |
| M18 (Original)  | Lyman-\( \alpha \) | 2.7, 3.6              |                                           |                                      |     |         |
| Polisensky & Ricotti (2011) | MW satellites | 2.3                   |                                           |                                      |     |         |
| Kennedy et al. (2014) | MW satellites | 1.3, 5.0              |                                           |                                      |     |         |
| Jethwa et al. (2017) | MW satellites | 2.9                   |                                           |                                      |     |         |
| Nadler et al. (2019b) | MW satellites | 3.26                  |                                           |                                      |     |         |
| Nadler et al. (2020a) | MW satellites | 6.5                   |                                           |                                      |     |         |
| Nadler et al. (2021) | MW satellites | 9.7                   |                                           |                                      |     |         |
| N20 (Original)  | MW satellites    | 2.02, 3.99            |                                           |                                      |     |         |

In simulations may lead to an artificial disruption of subhaloes which can be as large as 20 per cent. This effect is problematic also for semi-analytical models which are traditionally calibrated on numerical simulations. We also know that the presence of baryons leads to a further disruption, which depends on the host morphology as well as the exact implementation of feedback processes and how they affect the host and the subhalo mass density profile (Sawala et al. 2017; Garrison-Kimmel et al. 2017; Despal & Veggetti 2017). Furthermore, all these effects are sensitive to the physics of dark matter in a way that has not yet been systematically quantified. Given these uncertainties, we conclude that, for the analyses considered in this paper, joining the marginalised posterior distribution is expected to be less precise but probably more accurate.

### 4.3 Statistical Summaries

It is a common practice to report summary statistics of the posterior functions to characterise the strength of constraints on warm dark matter. One of the most reported quantities is the 95 percentile. However this comes with a caveat: the values of percentiles are strongly dependent on the specific choice of the lower limit of the model parameter range, since the likelihood (and posterior) functions become essentially flat for \( \lambda_{\text{hm}} < 0.013 \) Mpc h^{-1} (corresponding to \( M_{\text{sub}} < 10^5 M_\odot h^{-1} \)). This flattening reflects a lack of sensitivity on these scales, i.e. that the analyses considered in this work are no longer capable of distinguishing between models of different half-mode scales.

In the posteriors shown in Fig. 1, we choose a lower-limit of \( \lambda_{\text{hm}} = 3 \times 10^{-6} \) Mpc h^{-1} which corresponds to a WIMP CDM model (Schneider et al. 2013b). We chose this limit mainly because a log-uniform prior gives rise to a diverging posterior if we extend the inference to the idealised CDM case of \( \lambda_{\text{hm}} = 0 \). However, it could be argued that even though our choice of lower limit in the parameter range is physically motivated, it arbitrarily excludes models that lie between the WIMP and the idealised case.

To account for some of the uncertainties in these a priori choices, we report two statistical summaries: one equivalent to the 95 percentiles within a rephrased version of the inference problem; the other based on the ratio of likelihoods and therefore, more independent of the chosen lower limit for \( \lambda_{\text{hm}} \) (and its prior). Notice that this does not affect our main conclusions, but only accommodates for different preferences in the way that posteriors are summarized.

#### 4.3.1 95 percentiles

For the first summary, we rephrase our inference problem in terms of a hyper-model scenario with two models corresponding to an insensitive (\( S \)) and a sensitive (\( \bar{S} \)) region, respectively. In particular,
we define the former as the range of half-mode masses $M_{\text{hm}} \in [0, 10^3] M_\odot \text{h}^{-1}$ and the latter as $M_{\text{hm}} \in [10^5, 10^{12}] M_\odot \text{h}^{-1}$. We know that the likelihood in the two regions is then defined as follows:

$$
P(d|M_{\text{hm}}) = \begin{cases} 
\text{constant} & \text{if } X = \bar{S}, \\
\int dM_{\text{hm}} P(d|M_{\text{hm}}) \times P(M_{\text{hm}}|S) & \text{if } X = S.
\end{cases} \quad (10)
$$

We choose a log-uniform prior distribution $P(M_{\text{hm}}|S)$ on $M_{\text{hm}}$ within $S$, which corresponds to a prior that is non-informative about the order of magnitude of the half-mode mass. We obtain the constant and $P(d|M_{\text{hm}})$ by dividing the posterior of the original analysis by its prior. We further enforce that all probabilities add up to 1 in the posterior in order to obtain the correct normalisation.

This framework allows us to include the idealised CDM case while maintaining the log-uniform prior regarding the sensitive region. It comes, however, at the small cost that we can only report an upper limit in the case that it happens to fall within the sensitive region.

Our first summary is the 95 percentile of the posterior in this hyper model scenario, $M_{\text{hm}}^{\text{CL}}$, whose defining equation is:

$$
0.95 = P(\bar{S}|d)
+ \int_{10^5 M_\odot \text{h}^{-1}}^{M_{\text{hm}}^{\text{CL}}} dM_{\text{hm}} P(d|M_{\text{hm}}) \times P(M_{\text{hm}}|\bar{S}) \frac{P(S)}{P(d)} \quad (11)
$$

In the equation above, $P(S)$ is the prior probability of the sensitive case. The original parameter range contains all half-mode masses between the one corresponding to the coldest WIMP model and the constraints from the cosmic microwave background. For a log-uniform prior on half-mode masses, this corresponds to $P(S) = 1 - P(\bar{S}) = 0.45$. We use this prior when reporting upper limits in this section for simplicity, but in general, one could choose different prior values. In Fig. 2, we show how the 95 percentiles on the half-mode scale change as a function of prior mass attributed to the sensitive region. We find that the order of magnitude of these 95 percentiles is stable for values of $P(S)$ between 0.5 and 1.0.

Following this approach we find a joint upper limit of $\lambda_{\text{hm}}^{\text{CL}} = 0.089$ Mpc h$^{-1}$. This rules out that haloes with a mass of $M_{\text{hm}}^{\text{CL}} = 3 \times 10^7$ $M_\odot$ h$^{-1}$ are significantly suppressed with respect to the CDM scenario at the 2σ level. Under the assumptions discussed in Section 2, we can express our constraints in terms of a lower limit on the thermal relic particle mass, i.e. $m_{\text{th}} = 6.048$ keV at the 95 per cent confidence level. We mark these limits with dashed vertical lines in Figure 1. These constraints are in agreement with those derived by previous studies, as summarized in Table 4. We find that we require a higher sensitivity towards lower halo masses in order to rule out or confirm CDM models. Notice that our model assumptions, for example, on the IGM priors in the Lyman-α analysis (see section 5.2), are rather conservative. While we obtain mildly weaker limits with respect to past literature, our limits are expected to be more robust.

4.3.2 Bayes factors

In order to be less dependent on the chosen parameter range and prior assumptions, the second summary statistic considers the ratio of likelihood with a model $\lambda_{\text{hm}}$ and the model that maximises the likelihood $\lambda_{\text{hm}}^{\text{ML}}$ (corresponding to the Bayes factor between these two models, when each parameter value is considered to be different model). The value $\lambda_{\text{hm}}^{\text{BF}}$ above which the ratio of all models fulfill

$$
P(d|\lambda_{\text{hm}}^{\text{BF}}) \leq \frac{1}{20}
$$

gives then an upper limit in the sense that all these models are strongly disfavoured (i.e. ruled out at 95% confidence limit) in comparison to the maximum likelihood case. We mark these upper limits with solid vertical lines in Figure 1.

We find for the joint posterior an upper limits of $\lambda_{\text{hm}}^{\text{BF}} = 0.233$ Mpc h$^{-1}$, corresponding to $M_{\text{hm}}^{\text{BF}} = 4.8 \times 10^8$ $M_\odot$ h$^{-1}$ and $m_{\text{hm}} = 2.552$ keV. This upper limit is mostly determined by the analysis of MW satellites analysis, with $\lambda_{\text{hm}}^{\text{BF}} = 0.221$ Mpc h$^{-1}$. The Lyman alpha forest, with $\lambda_{\text{hm}}^{\text{BF}} = 0.540$ Mpc h$^{-1}$, turns out to be the second strongest constraint. We find that for the lensing probes only the SLACS sample exclude values according to this summary criterium, with $\lambda_{\text{hm}} = 3.607$ Mpc h$^{-1}$. In the case of the BELLS-GALLERY, the posteriors actually prefer the warmer dark matter models. This is reflected in the ratio between the maximum likelihood value and the likelihood of the cold limit, which is $1/1.14$ at $\lambda_{\text{hml}} = 4.538$ Mpc h$^{-1}$ for R19, respectively. We summarize the different results in Table 3, which furthermore gives additional information about the individual probes.

5 SYSTEMATIC ERRORS

In this section, we discuss the different sources of systematic errors that may affect each of the astrophysical probes considered here.
5.1 Strong gravitational lensing

The main sources of systematic errors that are common to strong gravitational lensing techniques are related to the assumptions on the mass density profile of the main lenses and their subhaloes, and the normalisation of the halo mass function.

5.1.1 Departures from power-law mass models

In the context of strong gravitational lensing by galaxies, the standard procedure is to parameterise the mass distribution of the lens with an elliptical power-law profile and a contribution of an external shear component. However, both numerical simulations (Xu et al. 2015; Hsueh et al. 2018) and observations (Gilman et al. 2017; Hsueh et al. 2016, 2017; Xu et al. 2013) demonstrated that for the analysis of lensed quasars, in some cases, important departures from this simplified model exist and have a non-negligible effect on the inference of low-mass haloes. For example, Hsueh et al. (2018) showed that the presence of an additional disc component could increase the probability of finding significant flux-ratio anomalies by 10 to 20 per cent, while baryonic structures in early-type galaxies lead to an increase of the order of 8 per cent. Similar effects are expected for departures in the mass distribution from a power-law in early-type galaxies in the analysis of extended sources (R19). However, for a potentially different conclusion see Enzi et al. (2020). Both V18 and R19 explicitly avoid this problem by including pixellated corrections to the lensing potential. These corrections are used to detect the low-mass haloes themselves and to distinguish them from other forms of complexity, i.e. they can also be used to account for large-scale deviations from the assumed elliptical power-law mass model (Vegetti et al. 2014).

5.1.2 Normalization of the mass functions

Numerical simulations have shown that the normalisation of the subhalo mass function depends on the virial mass and redshift of the lens galaxy (see e.g. Xu et al. 2015; Gao et al. 2010). Including this evolution becomes critical when analysing heterogeneous samples of lenses, such as those studied by Gilman et al. (2019b) and Hsueh et al. (2019). However, this can be a challenging task. First, strong gravitational lensing only provides a measure of the projected mass within the Einstein radius and deriving a virial mass requires extrapolations of the lens model and the use of empirically calibrated relations, such as those between stellar mass and virial mass (e.g. Auger et al. 2010a, b; Sonnenfeld et al. 2018). Second, the evolution of the subhalo mass function with host redshift and mass depends on the accretion history and the survival rate of the accreted subhaloes. For example, as briefly discussed in Section 4.2, tidal interactions can lead to the disruption of subhaloes and affect both the normalisation of their mass function and their spatial distribution (see e.g. Hayashi et al. 2003; Gao et al. 2004; Green et al. 2021). Baryonic physics can enhance this effect, particularly in the innermost ~ 50 kpc of the host halo close to the central galaxy (see e.g. Sawala et al. 2017), in a way that depends on the detailed implementation of the galaxy formation model and the physics of dark matter.

Due to these complications, we have not explicitly included a dependency of the subhalo mass function with the host virial mass (though we include a dependence on the host mass within twice the Einstein radius) and redshift. While we plan to include this effect in a follow-up publication, we do not expect this assumption to affect our current results significantly for the following reasons:

(i) due to their selection functions, both the SLACS and the BELLS-GALLERY samples span a narrow range in redshift.
(ii) By marginalizing over the normalisation constant of the subhalo mass function (or equivalently $\tilde{\rho}_{\text{CDM}}$) before multiplying the posteriors, we obtain constraints on $\rho_{\text{sub}}$ that are not affected by the difference in the mean redshift of the two samples.
(iii) Our allowed range of normalisation constants is consistent with the one by Gilman et al. (2019b) which have included the dependence on the host virial mass and redshift more explicitly.

We have also assumed that the line-of-sight halo mass function has a fixed normalisation equal to the mean normalisation value from CDM numerical simulations. Treu et al. (2009) have shown that the line of sight of the SLACS lenses have densities that are comparable to those of non-lensing early-type galaxies with a similar redshift and mass. However, massive galaxies may preferentially reside in lines of sights that are systematically over-dense (see Fassnacht et al. 2010; Collett & Cunningham 2016, for differing results), which could bias our results towards colder dark matter models. Moreover, the typical line of sight for different WDM models may not be the same as for the CDM case. This effect is potentially problematic for the analyses by V18 and R19, as their samples of lenses are homogeneous and consist of massive early-type galaxies. As for the subhalo mass function normalisation, high-resolution and large volume numerical simulations in CDM and several WDM models are the key to shed light on these issues.

5.1.3 Low-mass halo profiles

We assume that both haloes and subhaloes are well described by a spherical NFW profile that follows the concentration-mass-redshift relation of Duffy et al. (2008). However, this assumption has some drawbacks:

Figure 2. The behaviour of 95 per cent upper c.l. (dashed curves) as a function of the prior mass attributed to the sensitive region. The hatched area highlights the region in which none of the probes considered here is sensitive anymore. The vertical line shows the prior $P(S)$ corresponding to the original box in which the analyses were performed (see Table 3). Notice that the order of magnitude of 95 percentiles is stable over a large range of values for these probes. For reference we show the value of the upper limit according to the Bayes factor criterium for: the joint posterior (dotted black), the Milky Way satellites posterior (solid blue), the Lyman-$\alpha$ forest posterior (solid green), and the SLACS sample of lens systems (solid red).
from simulations with subhalo masses greater than 10^5 M_☉ to investigate this issue more thoroughly in a follow-up publication. We have shown that the difference in the lensing effect due to a change in mass is expected to be at most 10 per cent for CDM (see Figure 3 and Schneider et al. 2012; Bose et al. 2016) and Ludlow et al. 2016 at z=0.5. We note that these relations have originally been fitted to halo masses ≥ 10^7 M_☉ and their application to the lower-mass haloes requires some extrapolation.

(i) due to non-linear processes, such as tidal stripping by the host halo, one expects the profiles of subhaloes and, in particular, their concentration to change as a function of distance from the host centre (Molíné et al. 2017). A tidally stripped subhalo will be more concentrated than a field halo of the same mass, making it easier to be detected (see e.g. Minor et al. 2020). Hence, our assumption that we can neglect these processes reduces the number of detectable objects in our analyses (below 10 per cent Despali et al. 2018) and renders our results conservative. Moreover, Despali et al. (2018) have explicitly quantified the effect of these assumptions and found it to be relatively small, underestimating the subhalo mass by at most 20 per cent. Indeed, the overall differences in the reconstructed subhalo mass function is a slight shift towards smaller masses, that is smaller than the intrinsic uncertainty of reconstructed masses among different subhalo finding algorithms (Onions et al. 2012), and no significant bias in the reconstructed half-mode scale is expected. The above discussion shows that our assumptions are conservative and we note that the importance of tidal interactions is further mitigated by the fact that the contribution to the lensing signal from line-of-sight haloes is at least equal (but often higher) than the subhalo contribution (Despali et al. 2018).

(ii) As structure formation is delayed in WDM models, it is expected that the concentration-mass-redshift relation is different than for CDM (see Figure 3 and Schneider et al. 2012; Bose et al. 2016; Ludlow et al. 2016). On the other hand, Despali et al. (2018) have shown that the difference in the lensing effect due to a change in concentration is at most of the order of 10 per cent. We plan to investigate this issue more thoroughly in a follow-up publication.

(iii) The concentration-mass-redshift relation is typically derived from simulations with subhalo masses greater than 10^8 M_☉. Applying this relation to the mass range relevant for this work requires therefore an extrapolation of several orders of magnitudes in mass, and further highlights the need for higher-resolution (hydrodynamical) simulations that describe the evolution of low-mass haloes in CDM and WDM.

5.2 Lyman-α forest

Here, we address the systematics affecting the analysis of the Lyman-α forest data by summarizing the discussion presented by Viel et al. (2013).

One of the potential systematics arises from the box size and particle number of the numerical simulations used for the model comparison, for which different setups usually show deviations at the 5 to 15 per cent c.l. M18 corrected for this effect in their analysis by comparing their simulations with those from standard cosmological simulations.

On small scales, the quasar spectra are influenced by the instrumental resolution, which in the case of the MIKE and HIRES data sets are at most on the level of 20 and 5 per cent, respectively. This uncertainty is independent of the redshift. The uncertainties arising from the signal-to-noise ratio of the spectra on the smallest scales vary from around 2 per cent at z ≤ 5 to 7 per cent for the highest redshift bin. UV fluctuations in the spectra have been implemented using a rather extreme model that only takes into account the ionizing effect of the quasars. The systematic effect on flux power spectra is expected to be ≤ 10 per cent for the scales considered here and is scale-dependent (Croft 2004; McDonald et al. 2006). An additional systematic associated with the quasar spectra is the contamination with metal lines in the Lyman-α forest. However, this is expected to add less than 1 per cent to the uncertainty of flux power spectra on all of the scales considered in the analysis.

A well-known issue affecting Lyman-α forest analyses is the degeneracy between the small-scale impact of different WDM models, and the heating effects due to different thermal or reionization IGM histories (e.g., Garzilli et al. (2017, 2019). Unlike the IGM temperature, the WDM mass is a redshift-independent parameter. Thus, by simultaneously fitting power spectra at different redshift bins, one can partly break the degeneracy (M18). Furthermore, the limits presented in this work are obtained considering the IGM temperature T_{igm}(z) as a freely floating parameter, redshift bin by redshift bin. In other words, we did not make any assumption on its redshift-evolution, besides imposing T_{igm}(z) > 0, and Δ_{igm}(z) < 5000 between adjacent redshift bins.

5.3 Milky Way luminous satellites

One of the major nuisance parameters affecting the constraints on dark matter obtained from the analysis of the luminous MW satellites is the mass of the MW, M_{MW}. For this mass, N20 assume a value within the current observational constraints, such as those by Callingham et al. (2019) or Wang et al. (2020). Changes to the assumed MW halo mass alter the number of subhaloes of a given mass that host a visible galaxy (see e.g. Sawala et al. 2017). For example, doubling the halo mass approximately doubles the number of subhaloes (Wang et al. 2012; Cautun et al. 2014).

The analysis by N20 models galaxy formation using the approach of Lacey et al. (2016). This model has been calibrated extensively by comparison with the luminosity function and properties of galaxies in redshift surveys, and it agrees with the predicted CDM satellite luminosity function of the Milky Way and Andromeda (Bose et al. 2018) in its standard implementation. The main process that determines the total number of Galactic satellites is reionisation, which curtails star formation in the faintest galaxies and thus sets the faint end of the dwarf galaxy luminosity function. The predictions of N20 assume a reionisation redshift of z_{reion} = 7 is that is in agreement with the latest CMB measurements (Aghanim et al. 2020), although it is at the lower end of the allowed range. It further agrees with obser-
vations of high redshift quasars that set a lower limit for the end of the epoch of reionization being before a redshift of $z = 6$ (see e.g. Cen & McDonald 2002). A later epoch of reionization leads to more ultra-faint dwarfs. The choice of $z_{\text{reion}} = 7$ is conservative, since an overprediction of the satellite luminosity function leads to stricter constraints on the half mode mass. An earlier epoch of reionisation, i.e. choosing a larger value than $z_{\text{reion}} = 7$, would, therefore, provide more stringent constraints on the WDM particle mass (as has been shown by N20).

An important systematic associated with this astrophysical probe is the choice of the observed satellite population. Half of the non-classical satellites in the sample are drawn from the SDSS and have been spectroscopically confirmed as DM-dominated dwarf galaxies. N20 draw the other half from the DES, only 25 per cent of which are spectroscopically-confirmed. If later work reclassifies some of the DES objects as globular clusters, then the inferred total satellite count will decrease for faint objects. However, this effect is likely to be small due to the good agreement in the inferred MW satellite luminosity function when using only SDSS or only DES observations.

In their analysis, N20 assume that the MW and its satellite system are typical examples of most DM haloes with similar masses. If this is not the case, for example, due to environmental effects, one expects that this would affect the analysis. M31, for example, could introduce anisotropies into the MW subhalo distribution. In general, if the radial distribution of subhaloes in simulations is different from the distribution within the MW, it can lead to systematic uncertainties. Anisotropies would give rise to a correlation between satellites. Newton et al. (2018) briefly study the effects of anisotropy in the subhalo distribution and choose $300\ kpc$ as their fiducial radius (smaller than the distance between MW and M31) to minimize the effects from interactions with M31.

6 FUTURE PROSPECTS

In this section, we discuss how the current constraints from the three different probes are likely to improve in the near future, and which steps will be necessary to obtain a more precise measurement on dark matter.

6.1 Gravitational lensing

The level of constraints currently obtainable with strong gravitational lensing is mainly determined by the low number of known systems, in particular at high-redshift (i.e. those for which the line of sight contribution is maximal). Moreover, in the particular case of extended sources, the lack of high-angular-resolution data strongly limits the possibility of detecting haloes with masses below $10^8\ M_\odot$. This hinders the exploration of the region of the parameter space, where the difference between different dark matter models is the largest.

Ongoing and upcoming surveys are expected to lead to the discovery of a large number of new gravitational lens systems, Euclid, for example, is expected to deliver as many as $O(10^5)$ new lensed galaxies (Collett 2015), while $O(10^3)$ lensed quasars are expected to be found in future surveys of the Vera C. Rubin Observatory, formerly known as the Large Synoptic Survey Telescope (LSST, Oguri & Marshall 2010). However, these new samples on their own will not be sufficient to significantly and robustly improve upon the present constraints. In particular, the gravitational imaging approach will require high-resolution follow-up observations to probe halo masses below the current limits. As the expected angular resolution of Euclid is about two times worse than currently available with the HST and about four times worse than what is already provided by current adaptive optics systems, these observations will only allow us to probe the halo mass function in a regime where predictions from different thermal relic dark matter models are essentially the same.

These follow-up observations can come from extremely large telescopes, such as the Thirty Meter Telescope (TMT), the Giant Magellan Telescope (GMT), and the European Extremely Large Telescope (E-ELT), as well as VLBI observations at cm to mm-wavelengths, which will provide an angular resolution of the order of $\sim 0.2$ to 5 milli-arcseconds. This will open up the possibility of detecting haloes with masses as low as $10^6\ M_\odot$ (McKean et al. 2015; Spingola et al. 2018). Furthermore, the James Webb Space Telescope (JWST) will not only provide an angular resolution of $\sim 0.02$ to 0.1 arcsec, but will also allow us to maximise the contribution from the line of sight haloes by targeting high-redshift systems, and therefore, can potentially deliver tighter constraints on the mass function in the mass ranges currently probed.

We notice that flux-ratios of gravitationally lensed quasars also pose a very promising probe of dark matter. In order to take full advantage of their observations, deep follow-up imaging will be needed to quantify the frequency of galactic discs and other forms of complexity in the lens mass distribution, while long term monitoring will provide a robust measurement of the relative fluxes and possible variability in the lensed images (Harvey et al. 2019; Koopmans et al. 2003). It should also be considered that higher angular-resolution observations of such systems will allow us to resolve the extended source structure, and, therefore, permit an analysis using the gravitational imaging approach.

With increasing resolution and sample sizes, fully understanding all sources of systematic errors will become increasingly important. To this end, high-resolution, realistic hydrodynamical simulations in different dark matter models will be required (e.g. Mukherjee et al. 2018; Enzi et al. 2020).

6.2 Lyman-α forest

In the near future, more accurate measurements of the IGM thermal history will provide stronger priors for the data analyses, allowing us to better constrain the small-scale cut-off in the linear power spectrum (see e.g. Boera et al. 2019).

Furthermore, the inclusion of the set of intermediate resolution and signal-to-noise quasar spectra observed by the XQ-100 survey (López et al. 2016), and of the new, high-resolution ones observed by the ESPRESSO spectrograph (Pepe et al. 2019), will improve the constraints presented in M18 and in this work, due both to improved large number statistics and to the complementary redshift and scale coverage, which will break some of the degeneracies among different parameters.

Another possible refinement might be achieved by including additional hydrodynamical simulations for which both astrophysical parameters, e.g., the IGM temperature, and WDM mass, are varied simultaneously. Constraints from the Lyman-α forest on small scales are indeed limited by the thermal cut-off in the flux power spectrum introduced by pressure and thermal motions of baryons in the ionised IGM. This makes the determination of accurate and independent constraints on the IGM thermal history essential in order to push current limits to even larger thermal relic masses. The 21 cm signal from neutral hydrogen gas before reionisation could provide such an independent measurement (see e.g. Viel et al. 2013).

Concurrently with ongoing and future experimental efforts, further theoretical work is thus needed to interpret observations, accurately
disentangle the impact of the various parameters, and combine outcomes from different observational methods.

6.3 Milky Way luminous satellites

There are two aspects of Local Group studies that are expected to improve in the future. The first relates to the theoretical predictions as simulations improve, and the second comes from the improving observational data as larger and deeper surveys are carried out, and new detection methods are developed.

Subhaloes in simulations can only be resolved above a certain particle number, which results in missing low-mass subhaloes. This issue can be approximately corrected for; however, future high-resolution simulations may lower the mass scale below which one needs to make these corrections. Also, next-generation simulations will assist attempts to understand better the relevant (baryonic) processes of satellite formation, potentially opening up the possibility to not just present an upper limit on $M_{\text{hm}}$ from the abundance of MW luminous satellites.

The method used by N20 (based on Newton et al. 2018) assumes that the observed satellites, which are found in surveys with various detectability limits, are a representative sample of the global population. However, there could be a population of faint and spatially extended dwarfs that are inaccessible to current surveys (see e.g. Torrealba et al. 2016a,b). The WDM constraints inferred from the satellite distribution could be improved further by deep observations of other nearby galaxies besides the MW, such as M31, Centaurus A or the Virgo Cluster. Such external observations help to reduce uncertainties in the current analysis arising from the MW halo mass and from the halo-to-halo scatter of the satellite luminosity function.

Finally, stronger limits on the halo mass of the MW and especially the Large Magellanic Cloud (LMC) could help to provide a better model of the satellite number counts, as the LMC is known to have brought its own satellites (Kallivayalil et al. 2018; Patel et al. 2020) that need to be properly accounted for (Jethwa et al. 2016b).

7 CONCLUSIONS

We have derived new constraints on thermal relic dark matter models from the joint statistical analysis of a set of different astrophysical probes. In particular, we extended two previous studies of strong gravitational lens systems and combined them with constraints from the Lyman-$\alpha$ forest and the luminous MW satellites. Our results have interesting implications for the current status of dark matter studies, their limitations, as well as the most promising ways to improve upon them in the near future. We summarize them as follows:

(i) We determined limits by considering the 95 percentiles of the parameters describing WDM models. From our joint posterior we find a upper limit on the half-mode scale of $\lambda_{\text{hm}}^{\text{CL}} = 0.089$ Mpc h$^{-1}$, corresponding to $M_{\text{hm}}^{\text{CL}} = 3 \times 10^5 M_\odot$ h$^{-1}$ and a lower limit of $\rho_{\text{hm}}^{\text{CL}} = 6.048$ keV under the assumption of Planck cosmology and a thermal relic dark matter model. These limits rule out the 7.1 keV sterile neutrino dark matter model for a lepton asymmetry $L_\nu > 10$. If such sterile neutrino models aim to explain the observed 3.55 keV they are required to show a half-mode mass in the range of $\log_{10}(M_{\text{hm}}^{\text{CL}}; M_\odot h^{-1}) \in [9,11]$. According to this summary, we furthermore rule out the ETHOS-4 model of self-interacting DM, which shows a cutoff corresponding to a thermal relic with a mass $m_\nu = 3.66$ keV (Vogelsberger et al. 2016).

Amongst the considered probes, the MW satellites and the Lyman-$\alpha$ forest provide the strongest constraints on the half-mode scale, i.e. $\lambda_{\text{hm}}^{\text{CL}} < 0.076$ Mpc h$^{-1}$, and $\lambda_{\text{hm}}^{\text{Ly} \alpha} < 0.160$ Mpc h$^{-1}$, respectively. These values are followed by the strong gravitational lensing constraints of the SLACS sample $\lambda_{\text{hm}}^{\text{CL}} < 1.214$ Mpc h$^{-1}$, and the weakest constraints coming from the high redshift BELLS-GALLERY and $\lambda_{\text{hm}}^{\text{CL}} < 6.842$ Mpc h$^{-1}$. The latter even shows a preference for warmer dark matter models, in contrast to the other probes. However, larger samples and higher-sensitivity lensing data are required to confirm such a trend.

(ii) We further considered the ratios of the joint likelihood, we find that with respect to the maximum likelihood model, we rule out models above $\lambda_{\text{hm}}^{\text{BF}} = 0.233$ Mpc h$^{-1}$ (corresponding to values above $M_{\text{hm}}^{\text{BF}} = 4.8 \times 10^5 M_\odot$ h$^{-1}$ and below $\rho_{\text{hm}}^{\text{BF}} = 2.552$ keV). Again, we find that the sterile neutrino dark matter models are ruled out. However, due to weaker constraints, the self-interacting DM model of ETHOS-4 is still allowed. In the case of Bayes factors, the limits are again mostly determined by the analysis of the Milky Way satellites (with $\lambda_{\text{hm}}^{\text{BF}} = 0.221$ Mpc h$^{-1}$). The Lyman-$\alpha$ analysis follows with $\lambda_{\text{hm}}^{\text{BF}} = 0.540$ Mpc h$^{-1}$. In the case of lensing probes, only the SLACS sample provides an upper limit under this criterium. We find an upper limit of $\lambda_{\text{hm}}^{\text{BF}} = 3.607$ Mpc h$^{-1}$ in this case.

(iii) We highlight that the choice of a summary statistics is crucial for deciding which dark matter models are ruled out. In general, we find that the 95 percentiles provide stronger constraints, while the Bayes factor summary statistics provide more conservative limits (that are also more independent from prior assumptions).

(iv) None of the considered analyses are sensitive to half-mode masses below $M_{\text{hm}} = 10^5 M_\odot$ h$^{-1}$, where the likelihood and posterior distributions flatten out. In the near future, we expect strong lensing observations with extended sources to increase their sensitivity towards these colder models thanks to the improvement in the angular resolution that will be provided by VLBI and the ELTs. High spectral resolution observations of quasars will provide Lyman-$\alpha$ forest constraints on smaller scales of the matter power spectrum and, therefore, smaller values of $\lambda_{\text{hm}}$ (Iršič et al. 2017). For both probes, a larger sample of objects is expected to lead to more precise constraints. An analysis of the luminous MW satellites, on the other hand, is by definition limited to satellites that are massive enough to host a galaxy. This restriction puts a limit on the lowest subhalo mass that can be detected, and the relative constraints will only improve with better control of systematic errors.

(v) All probes are affected by their model assumptions (Section 3) and different sources of systematic errors (Section 5) that will need to be addressed to improve on the current level of accuracy. It is a well-known fact that current observations of the Lyman-$\alpha$ forest can be compatible with both CDM and WDM, depending on the assumptions made on the thermal history of the IGM. The interpretation of the MW satellite luminosity function is strongly affected by poorly constrained feedback and star formation processes, as well as the mass of the MW (Lovell et al. 2012, 2014 and references therein). Inference on the halo and subhalo mass function from strong lensing observations can be significantly biased by assumptions made on the lens mass distribution (for both lensed galaxies and quasars; Vegetti et al. 2014) and the size of the background sources (mainly for lensed quasars; Timerman et al., in prep.).

In this paper, we have focused on three different astrophysical observations to place constraints on thermal relic dark matter, strong gravitational imaging, the Lyman-$\alpha$ forest, and the luminosity function of the MW satellites. One of the major opportunities of a joint analysis of different astrophysical observations is the possibility to
correct biases present in the individual posteriors. We note, however, that this may lead to joint constraints which are weaker than those of each individual probe.

In the future our study could be extended by considering the number of non-luminous MW subhaloes detectable with stellar streams (Banik et al. 2018, 2019; Carlberg 2012, 2013; Erkal & Belokurov 2015; Yoon et al. 2011), the analysis of flux ratios of multiply lensed quasars (see e.g. Metcalf & Madgau 2001; Hseuh et al. 2019; Gilman et al. 2019a,b), the cosmic microwave background (Ade et al. 2016), the luminosity function of satellites in galaxies other than the MW (Nierenberg et al. 2011, 2012; Corasaniti et al. 2017), and the constraints from the observed phase-space density of dwarf spheroidgalaxies (see e.g. Alvey et al. 2020). Further probes of WDM can be found in the cosmic reionization and gravitational waves (Tan et al. 2016) and the number density of direct-collapse black holes (Deyal et al. 2017). Finally, one could extend the study presented in this work to other alternative dark matter models that affect the power spectrum and, therefore, the mass function of haloes. Examples of such models are fuzzy, and potentially self-interacting dark matter.
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