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Abstract

In this paper we propose a model of random compositions of cylinder maps, which in the simplified form is as follows: let \((\theta, r) \in \mathbb{T} \times \mathbb{R} = \mathbb{A}\) and

\[
f_{\pm 1} : \left( \begin{array}{c} \theta \\ r \end{array} \right) \mapsto \left( \begin{array}{c} \theta + r + \varepsilon u_{\pm 1}(\theta, r) \\ r + \varepsilon v_{\pm 1}(\theta, r) \end{array} \right),
\]

(1)

where \(u_{\pm}\) and \(v_{\pm}\) are smooth and \(v_{\pm}\) are trigonometric polynomials in \(\theta\) such that \(\int v_{\pm}(\theta, r) \, d\theta = 0\) for each \(r\). We study the random compositions

\[(\theta_n, r_n) = f_{\omega_n-1} \circ \cdots \circ f_{\omega_0}(\theta_0, r_0),\]

where \(\omega_k = \pm 1\) with equal probability. We show that under non-degeneracy hypotheses and away from resonances for \(n \sim \varepsilon^{-2}\) the distributions of \(r_n - r_0\) weakly converge to a stochastic diffusion process with explicitly computable drift and variance.

In the case \(u_{\pm}(\theta) = v_{\pm}(\theta)\) are trigonometric polynomials of zero average we prove a vertical central limit theorem, namely, for \(n \sim \varepsilon^{-2}\) the distributions of \(r_n - r_0\) weakly converge to the normal distribution \(\mathcal{N}(0, \sigma^2)\) with \(\sigma^2 = \frac{1}{2} \int (v_+(-\theta) - v_-(-\theta))^2 \, d\theta\).

The random model (1) up to higher order terms in \(\varepsilon\) is conjugate to a restrictions to a Normally Hyperbolic Invariant Lamination of the generalized Arnold example (see [23, 28]). Combining the result of this paper with [8, 23, 28] we show formation of stochastic diffusive behaviour for the generalized Arnold example.
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1 Introduction

1.1 Motivation: Arnold diffusion and instabilities

By Arnold-Liouville theorem a completely integrable Hamiltonian system can be written in action-angle coordinates, namely, for action $p$ in an open set $U \subset \mathbb{R}^n$.
and angle $\theta$ on an $n$-dimensional torus $\mathbb{T}^n$ there is a function $H_0(p)$ such that equations of motion have the form

$$\dot{\theta} = \omega(p), \quad \dot{p} = 0, \quad \text{where } \omega(p) := \partial_p H_0(p).$$

The phase space is foliated by invariant $n$-dimensional tori $\{p = p_0\}$ with either periodic or quasi-periodic motions $\theta(t) = \theta_0 + t \omega(p_0) \pmod 1$. There are many different examples of integrable systems (see e.g. wikipedia).

It is natural to consider small Hamiltonian perturbations

$$H_\varepsilon(\theta, p) = H_0(p) + \varepsilon H_1(\theta, p), \quad \theta \in \mathbb{T}^n, \ p \in U$$

where $\varepsilon$ is small. The new equations of motion become

$$\dot{\theta} = \omega(p) + \varepsilon \partial_p H_1, \quad \dot{p} = -\varepsilon \partial_\theta H_1.$$ 

In the sixties, Arnold [1] (see also [2, 3]) conjectured that for a generic analytic perturbation there are orbits $(\theta(p), p(t))$ for which the variation of the actions is of order one, i.e. $\|p(t) - p(0)\|$ that is bounded from below independently of $\varepsilon$ for all $\varepsilon$ sufficiently small.

See [5, 9, 26, 27] about recent progress proving this conjecture for convex Hamiltonians.

### 1.2 KAM stability

Obstructions to any form of instability, in general, and to Arnold diffusion, in particular, are widely known, following the works of Kolmogorov, Arnold, and Moser, nowadays called KAM theory. The fundamental result says that for a properly non-degenerate $H_0$ and for all sufficiently regular perturbations $\varepsilon H_1$, the system defined by $H_\varepsilon$ still has many invariant $n$-dimensional tori. These tori are small deformation of unperturbed tori and measure of the union of these invariant tori tends to the full measure as $\varepsilon$ goes to zero.

One consequence of KAM theory is that for $n = 2$ there are no instabilities. Indeed, generic energy surfaces $S_E = \{H_\varepsilon = E\}$ are 3-dimensional manifolds whereas KAM tori are 2-dimensional. Thus, KAM tori separate surfaces $S_E$ and prevent orbits from diffusing.
1.3 A priori unstable systems

As an interesting model [1] Arnold proposed to study the following example

\[ H_\varepsilon(p, q, I, \varphi, t) = \frac{I^2}{2} + H_0(p, q) + \varepsilon H_1(p, q, I, \varphi, t) := \]

\[ = \frac{I^2}{2} + \left( \frac{p^2}{2} + (\cos q - 1) + \varepsilon H_1(p, q, I, \varphi, t) \right), \tag{2} \]

where \( q, \varphi, t \in \mathbb{T} \) — angles, \( p, I \in \mathbb{R} \) — actions (see Figure 1), \( H_1 = (\cos q - 1)(\cos \varphi + \cos t) \).

Figure 1: The rotor times the pendulum

For \( \varepsilon = 0 \) the system is a direct product of the harmonic oscillator \( \ddot{\varphi} = 0 \) and the pendulum \( \ddot{q} = \sin q \). Instabilities occur when the \((p, q)\)-component follows the separatrices \( H_0(p, q) = 0 \) and passes near the saddle \((p, q) = (0, 0)\). Equations of motion for \( H_\varepsilon \) have a (normally hyperbolic) invariant cylinder \( \Lambda_\varepsilon \) which is \( C^1 \) close to \( \Lambda_0 = \{ p = q = 0 \} \). Systems having an invariant cylinder with a family of separatrix loops are called an apriori unstable. Since they were introduced by Arnold [1], they received a lot of attention both in mathematics and physics community see e.g. [4, 10, 9, 12, 14, 22, 43, 44].

Chirikov [11] and his followers made extensive numerical studies for the Arnold example. It indicates that the \( I \)-displacement behaves randomly, where randomness is due to choice of initial conditions near \( H_0(p, q) = 0 \).

More exactly, integration of solutions whose “initial conditions” randomly chosen \( \varepsilon \)-close to \( H_0(p, q) = 0 \) and integrated over time \( \sim \varepsilon^{-2} \ln \varepsilon^{-1} \)-time. This leads to the \( I \)-displacement being of order of one and having some distribution. This coined the name for this phenomenon: Arnold diffusion.

Let \( \varepsilon = 0.01 \) and \( T = \varepsilon^{-2} \ln \varepsilon^{-1} \). On Fig. 1.3 we present several histograms plotting displacement of the \( I \)-component after time \( T, 2T, 4T, 8T \) with 6 different groups of initial conditions, and histograms of \( 10^6 \) points. In each group we start
with a large set of initial conditions close to $p = q = 0$, $I = I^*$.\(^1\) One of the distinct features is that only one distribution (a) is close symmetric, while in all others have a drift.

A similar stochastic behaviour was observed numerically in many other nearly integrable problems ([11] pg. 370, [17, 30], see also [40]). To give another illus-

\(^1\)These histograms are part of the forthcoming paper of the third author with P. Roldan with extensive numerical analysis of dynamics of the Arnold’s example.
trative example consider motion of asteroids in the asteroid belt.

1.4 Fluctuations of eccentricity in Kirkwood gaps in the asteroid belt

The asteroid belt is located between orbits of Mars and Jupiter and has around one million asteroids of diameter of at least one kilometer. When astronomers build a histogram based on orbital period of asteroids there are well known gaps in distribution called *Kirkwood gaps* (see Figure below).

These gaps occur when ratio of periods of an asteroid and of Jupiter is a rational with small denominator: 1/3, 2/5, 3/7, 1/2. This correspond to so called *mean motion resonances for the three body problem*.

Wisdom [45] made a numerical analysis of dynamics at the 1/3 resonance and observed drastic jumps of eccentricity of asteroids, which are large enough so that an orbit of asteroid starts crossing the orbit of Mars. Once orbits do to cross it eventually leads either to ejection, or collision, or capture. Later it was shown that this mechanism of jumps applies to the 2/5 resonance. However, resonances 3/7 and 1/2 exhibited a different nature of instability (see e.g. [35]).

In [18] for small (unrealistic) eccentricity of Jupiter, we construct a dynamical structure along the 1/3 resonance which hypothetically leads to random fluctuations of eccentricity. Using this structure we prove existence of orbits whose eccentricity change by $\mathcal{O}(1)$ for the restricted planar three body problem.

Outside of these resonances one could argue that KAM theory provides stability [36].
1.5 Random iteration of cylinder maps

Consider the time one map of $H_\varepsilon$, denoted $F_\varepsilon : (p, q, I, \varphi) \rightarrow (p', q', I', \varphi')$.

It turns out that for initial conditions in certain domains $\varepsilon$-close to $H_0(p, q) = 0$, one can define a return map to an $O(\varepsilon)$-neighborhood of $(p, q) = 0$. Often such a map is called a separatrix map and in the 2-dimensional case was introduced by physicists Filonenko-Zaslavskii [19]. In multidimensional setting such a map was defined and studied by Treschev [37, 42, 43, 44].

It turns out that starting near $(p, q) = 0$ and iterating $F_\varepsilon$ until the orbit comes back $(p, q) = 0$ leads to a family of maps of a cylinder

$$f_{\varepsilon, p, q} : (I, \varphi) \rightarrow (I', \varphi'), \quad (I, \varphi) \in A = \mathbb{R} \times \mathbb{T}$$

which are close to integrable. Since at $(p, q) = 0$ the $(p, q)$-component has a saddle, there is a sensitive dependence on initial condition in $(p, q)$ and returns do have some randomness in $(p, q)$. The precise nature of this randomness at the moment is not clear. There are several coexisting behaviours, including unstable diffusive, stable quasi-periodic, orbits can stick to KAM tori, and which one is dominant is yet to be understood. May be mechanism of capture into resonances [16] is also relevant in this setting.

In [28] we construct a normally hyperbolic invariant lamination (NHIL) for an open class of trigonometric perturbations $H_1 = P(\exp(i\varphi), \exp(it), \exp(iz))$.

Constructing unstable orbits along a NHIL is also discussed in [15]. In general, NHIL give rise to a skew shift. For example, let $\Sigma = \{-1, 1\}^\mathbb{Z}$ be the space of infinite sequences of $-1$’s and 1’s and $\sigma : \Sigma \rightarrow \Sigma$ be the standard shift.

Consider a skew product of cylinder maps

$$F : \mathbb{A} \times \Sigma \rightarrow \mathbb{A} \times \Sigma, \quad F(r, \theta; \omega) = (f_\omega(r, \theta), \sigma \omega),$$

where each $f_\omega(r, \theta)$ is a nearly integrable cylinder maps, in the sense that it almost preserves the $r$-component $^2$.

The goal of the present paper is to study a wide enough class of skew products so that they arise in Arnold’s example with a trigonometric perturbation of the above type (see [23, 28]).

Now we formalize our model and present the main result.

---

$^2$The reason we switch from the $(I, \varphi)$-coordinates on the cylinder to $(r, \theta)$ is because we perform a coordinate change.
1.6 Diffusion processes and infinitesimal generators

In order to formalize the statement about diffusive behaviour we need to recall some basic probabilistic notions. Consider a Brownian motion \( \{B_t, t \geq 0\} \).

A Brownian motion is a properly chosen limit of the standard random walk. A generalisation of a Brownian motion is a diffusion process or an Ito diffusion. To define it let \((\Omega, \Sigma, P)\) be a probability space. Let \( R : [0, +\infty) \times \Omega \to \mathbb{R} \). It is called an Ito diffusion if it satisfies a stochastic differential equation of the form

\[
dR_t = b(R_t) \, dt + \sigma(R_t) \, dB_t, \tag{3}\]

where \( B \) is a Brownian motion, \( b : \mathbb{R} \to \mathbb{R} \) and \( \sigma : \mathbb{R} \to \mathbb{R} \) are Lipschitz functions called the drift and the variance respectively. For a point \( r \in \mathbb{R} \), let \( P_r \) denote the law of \( X \) given initial data \( R_0 = r \), and let \( E_r \) denote expectation with respect to \( P_r \).

The infinitesimal generator of \( R \) is the operator \( A \), which is defined to act on suitable functions \( f : \mathbb{R} \to \mathbb{R} \) by

\[
Af(r) = \lim_{t \downarrow 0} \frac{E_r[f(R_t)] - f(r)}{t}. 
\]

The set of all functions \( f \) for which this limit exists at a point \( r \) is denoted \( D_A(r) \), while \( D_A \) denotes the set of all \( f \)'s for which the limit exists for all \( r \in \mathbb{R} \). One can show that any compactly-supported \( C^2 \) function \( f \) lies in \( D_A \) and that

\[
Af(r) = b(r) \frac{\partial f}{\partial r} + \frac{1}{2} \sigma^2(r) \frac{\partial^2 f}{\partial r^2}. \tag{4}\]

The distribution of a diffusion process is characterized by the drift \( b(r) \) and the variance \( \sigma(r) \).

2 The model and statement of the main result

Let \( \varepsilon > 0 \) be a small parameter and \( l \geq 7, s \geq 0 \) be integers. Denote by \( \mathcal{O}_s(\varepsilon) \) a \( C^s \) function whose \( C^s \) norm is bounded by \( C\varepsilon \) with \( C \) independent of \( \varepsilon \). Similar definition applies for a power of \( \varepsilon \). As before \( \Sigma \) denotes \( \{-1, 1\}^\mathbb{Z} \) and \( \omega = (\ldots, \omega_0, \ldots) \in \Sigma \).

Consider two nearly integrable maps:

\[
f_\omega : T \times \mathbb{R} \longrightarrow T \times \mathbb{R} 
\]

\[
f_\omega : \left( \theta \ , \ r \right) \longrightarrow \left( \theta + r + \varepsilon u_{\omega_0}(\theta, r) + \mathcal{O}_s(\varepsilon^{1+a}, \omega) 
\right. 
\]

\[
\left. + \varepsilon^2 w_{\omega_0}(\theta, r) + \varepsilon^2 w_{\omega_0}(\theta, r) + \mathcal{O}_s(\varepsilon^{2+a}, \omega) \right). \tag{5}\]

\[
\left( \theta + r + \varepsilon u_{\omega_0}(\theta, r) + \mathcal{O}_s(\varepsilon^{1+a}, \omega) 
\right.
\]

\[
\left. + \varepsilon^2 w_{\omega_0}(\theta, r) + \varepsilon^2 w_{\omega_0}(\theta, r) + \mathcal{O}_s(\varepsilon^{2+a}, \omega) \right).
\]
for $\omega_0 \in \{-1, 1\}$, where $u_{\omega_0}$, $v_{\omega_0}$, and $w_{\omega_0}$ are bounded $C^l$ functions, 1-periodic in $\theta$, $O_s(\varepsilon^{1+a}, \omega)$ and $O_s(\varepsilon^{2+a}, \omega)$ denote remainders depending on $\omega$ and uniformly $C^s$ bounded in $\omega$, and $a > 1/2$. Assume

$$\max |v_i(\theta, r)| \leq 1,$$

where maximum is over $i = \pm 1$ and all $(\theta, r) \in A$, otherwise, renormalize $\varepsilon$, and

$$\|u_i\|_{C^s}, \|v_i\|_{C^s}, \|w_i\|_{C^s} \leq C$$

for some $C > 0$ independent of $\varepsilon$.

We study random iterations of the maps $f_1$ and $f_{-1}$, such that at each step the probability of performing either map is $1/2$. Importance of understanding iterations of several maps for problems of diffusion is well known (see e.g. [25, 36]).

Denote the expected potential and the difference of potentials by

$$\mathbb{E}u(\theta, r) := \frac{1}{2}(u_1(\theta, r) + u_{-1}(\theta, r)), \quad \mathbb{E}v(\theta, r) := \frac{1}{2}(v_1(\theta, r) + v_{-1}(\theta, r)),$$

$$u(\theta, r) := \frac{1}{2}(u_1(\theta, r) - u_{-1}(\theta, r)), \quad v(\theta, r) := \frac{1}{2}(v_1(\theta, r) - v_{-1}(\theta, r)).$$

Suppose the following assumptions hold:

[H0] (zero average) For each $r \in \mathbb{R}$ and $i = \pm 1$ we have $\int v_i(\theta, r) \, d\theta = 0$.

[H1] for each $r \in \mathbb{R}$ we have $\int_0^1 v^2(\theta, r) \, d\theta =: \sigma(r) \neq 0$;

[H2] The functions $v_1(\theta, r)$ are trigonometric polynomials in $\theta$, i.e. for some positive integer $d$ we have

$$v_i(\theta, r) = \sum_{k \in \mathbb{Z}, \, 0 < |k| \leq d} v_i^{(k)}(r) e^{2\pi ik \theta}.$$

[H3] (no common zeroes) For each integer $n \in \mathbb{Z}$ potentials $v_1(\theta, n)$ and $v_{-1}(\theta, n)$ have no common zeroes and, equivalently, $f_1$ and $f_{-1}$ have no fixed points.

[H4] (no common periodic orbits) Suppose for any rational $r = p/q \in \mathbb{Q}$ with $p, q$ relatively prime, $1 \leq |q| \leq 2d$ and any $\theta \in \mathbb{T}$

$$\sum_{k=1}^q \left[ v_{-1}\left(\theta + \frac{k}{q}, r\right) - v_1\left(\theta + \frac{k}{q}, r\right) \right]^2 \neq 0.$$

This prohibits $f_1$ and $f_{-1}$ to have common periodic orbits of period $|q|$. 
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Suppose for any rational \( r = p/q \in \mathbb{Q} \) with \( p, q \) relatively prime, \( 1 \leq |q| \leq d \), the function:

\[
E_{v_{p,q}}(\theta, r) = \sum_{k \in \mathbb{Z}} E_{v^k}(r) e^{2\pi i k \theta}
\]

has distinct non-degenerate zeroes, where \( E_{v^j}(r) \) denotes the \( j \)-th Fourier coefficient of \( E_v(\theta, r) \).

For \( \omega \in \{-1, 1\}^2 \) we can rewrite the maps \( f_\omega \) in the following form:

\[
f_\omega \left( \begin{array}{c} \theta \\ r \end{array} \right) \mapsto \left( \begin{array}{c} \theta + r + \varepsilon \mathbb{E} u(\theta, r) + \varepsilon \omega_0 u(\theta, r) + O_s(\varepsilon^{1+a}, \omega) \\ r + \varepsilon \mathbb{E} v(\theta, r) + \varepsilon \omega_0 v(\theta, r) + \varepsilon^2 \omega_0(\theta, r) + O_s(\varepsilon^{2+a}, \omega) \end{array} \right).
\]

Let \( n \) be a positive integer and \( \omega_k \in \{-1, 1\}, k = 0, \ldots, n-1 \), be independent random variables with \( \mathbb{P}\{\omega_k = \pm 1\} = 1/2 \) and \( \Omega_n = \{\omega_0, \ldots, \omega_{n-1}\} \). Given an initial condition \((\theta_0, r_0)\) we denote:

\[
(\theta_n, r_n) := f^n_{\Omega_n}(\theta_0, r_0) = f_{\omega_{n-1}} \circ f_{\omega_{n-2}} \circ \cdots \circ f_{\omega_0}(\theta_0, r_0).
\]  \hspace{1cm} (6)

A straightforward calculation shows that:

\[
\begin{align*}
\theta_n &= \theta_0 + nr_0 + \varepsilon \left( \sum_{k=0}^{n-1} \mathbb{E} u(\theta_k, r_k) + \sum_{k=0}^{n-2} (n - k - 1) \mathbb{E} v(\theta_k, r_k) \right) \\
&\quad + \varepsilon \left( \sum_{k=0}^{n-1} \omega_k u(\theta_k, r_k) + \sum_{k=0}^{n-2} (n - k - 1) \omega_k v(\theta_k, r_k) \right) + O_s(n \varepsilon^{1+a}) \\
\end{align*}
\]

\[
(7)
\]

\[
\begin{align*}
\theta_n &= r_0 + \varepsilon \sum_{k=0}^{n-1} \mathbb{E} v(\theta_k, r_k) + \varepsilon \sum_{k=0}^{n-1} \omega_k v(\theta_k, r_k) + O_s(n \varepsilon^{2+a})
\end{align*}
\]

Even though these maps might not be area-preserving, using normal forms, we will simplify them considerably.

**Theorem 2.1.** Assume that, in the notations above, conditions \([H0-H5]\) hold and take \( r_0 \in \mathbb{R} \). Let \( n_\varepsilon \varepsilon^2 \to s > 0 \) as \( \varepsilon \to 0 \) for some \( s > 0 \). Then as \( \varepsilon \to 0 \) the distribution of \( r_n - r_0 \) converges weakly to \( R_s \), where \( R_s \) is a diffusion process of the form (3), with the drift and the variance

\[
b(R) = \int_0^1 E_2(\theta, R) \, d\theta, \quad \sigma^2(R) = \int_0^1 v^2(\theta, R) \, d\theta.
\]

for certain function \( E_2 \), defined in (18).
Remarks

- If the map is area preserving and exact, one can check that

\[ b(R) = 0 \]

(see Corollary 4.3).

- In the case that \( u_{\pm 1} = v_{\pm 1} \) and that they are independent of \( r \), we have two area-preserving standard maps. In this case the assumptions become

  - \([H0]\) \( \int v_{i}(\theta)d\theta = 0 \) for \( i = \pm 1 \);
  - \([H1]\) \( v \) is not identically zero;
  - \([H2]\) the functions \( v_{i} \) are trigonometric polynomials.

A good example is \( u_{1}(\theta) = v_{1}(\theta) = \cos \theta \) and \( u_{-1}(\theta) = v_{-1}(\theta) = \sin \theta \). In this case

\[
b(r) := \int_{0}^{1} E_{2}(\theta, r)d\theta \equiv 0, \quad \sigma^2 = \int_{0}^{1} v^2(\theta) \, d\theta
\]

and for \( n \leq \varepsilon^{-2} \) the distribution \( r_{n} - r_{0} \) converges to the zero mean variance \( \varepsilon n^2 \sigma^2 \) normal distribution, denoted \( N(0, \varepsilon n^2 \sigma^2) \). More generally, we have the following “vertical central limit theorem”:

**Theorem 2.2.** Assume that in the notations above conditions \([H0-H2]\) hold. Let \( n_{\varepsilon} \varepsilon^2 \to s > 0 \) as \( \varepsilon \to 0 \) for some \( s > 0 \). Then as \( \varepsilon \to 0 \) the distribution of \( r_{n_{\varepsilon}} - r_{0} \) converges weakly to a normal random variable \( N(0, s^2 \sigma^2) \).

- Numerical experiments of Moeckel [34] show that no common fixed points and periodic orbits (see Hypotheses \([H3]\) and \([H4]\)) is not necessary to deal with the resonant zones. One could probably replace it by a weaker non-degeneracy condition, e.g. that the linearization of maps \( f_{\pm 1} \) at the common fixed and periodic points are different.

- In [38] Sauzin studies random iterations of the standard maps

\[
(\theta, r) \to (\theta + r + \lambda \phi(\theta), r + \lambda \phi(\theta)),
\]

where \( \lambda \) is chosen randomly from \( \{-1, 0, 1\} \) and proves the vertical central limit theorem; In [32, 39] Marco-Sauzin present examples of nearly integrable systems having a set of initial conditions exhibiting the vertical central limit theorem.
• In [31] Marco derives a sufficient condition for a skew-shift to be a step skew-shift.

• The condition [H2] that the functions $v_i$ are trigonometric polynomials in $\theta$ seems redundant too, however, removing it leads to considerable technical difficulties (see Section 3.2). In short, for perturbations by a trigonometric polynomial there are finitely many resonant zones. This finiteness considerably simplifies the analysis.

• One can replace $\Sigma = \{-1, 1\}^Z$ with $\Sigma_N = \{0, 1, \ldots, N - 1\}^Z$, consider any finite number of maps of the form (5) and a transitive Markov chain with some transition probabilities. If conditions [H1–H2] are satisfied for the proper averages $E v$ of $v$, then Theorem 2.1 holds.

• Theorem 2.1 can be easily generalized in the following way.

**Theorem 2.3.** Let $\delta_1(\varepsilon)$ and $\delta_2(\varepsilon)$ be continuous functions such that for any $\gamma > 0$ one has:
$$\frac{\varepsilon^{1+\gamma}}{\delta_i(\varepsilon)} \to 0,$$
as $\varepsilon \to 0$. Then Theorem 2.1 applies to the random collection of maps $\tilde{f}_\omega$, where $\tilde{f}_\omega$ is the same as $f_\omega$ replacing the terms $\varepsilon E u(\theta)$ and $\varepsilon \omega_0 v(\theta)$ by $\delta_1(\varepsilon) E u(\theta)$ and $\delta_2(\varepsilon) \omega_0 v(\theta)$ respectively.

For instance, one can take $\delta_i(\varepsilon) = \varepsilon \log^n \varepsilon$ for any $n$. This generalisation is used in [28], since the maps defined from the invariant laminations contain logarithmic terms.

3 Strategy of the proof

The random map (7) has two significant different regimes: the resonant and the non-resonant regimes. In this paper we analyze (7) away from resonances. The resonance setting is analyzed in [8]. The analysis done in [8] is explained in Section 3.5.

We proceed to define the two regimes. Let
$$\mathcal{N} = \{k \in \mathbb{Z} : (E u^k, E v^k) \neq 0\}.$$

Fix $\beta > 0$. Define the $\beta$-non-resonant domain
$$\mathcal{D}_\beta = \left\{ r \in \mathbb{R} : \forall q \in \mathcal{N}, p \in \mathbb{Z} \text{ we have } \left|r - \frac{p}{q}\right| \geq 2\beta \right\}.$$
Notice that, by Hypothesis H2, $D_\beta$ contains the subset of $\mathbb{R}$ which excludes the $\beta$-neighborhoods of all rational numbers $p/q$ with $0 < |q| \leq d$. Analogously, we can define the resonant domains associated to a rational $p/q$ with $q \in \mathcal{N}$ as

$$R_{p/q}^\beta = \left\{ r \in \mathbb{R} : \left| r - \frac{p}{q} \right| \leq 2\beta \right\}. \quad (9)$$

### 3.1 Strip decomposition

Fix $\gamma \in (0, 1)$. We divide the non-resonant zone of the cylinder, namely $\mathbb{T} \times D_\beta$ (see (8)), in strips $\mathbb{T} \times I^\gamma_j$, where $I^\gamma_j \subset D_\beta$, $j \in \mathbb{Z}$, are intervals of length $\varepsilon^\gamma$. Then we study how the random variable $r_n - r_0$ behaves in each strip. More precisely, decompose the process $r_n(\omega), n \in \mathbb{Z}_+$ into infinitely many time intervals defined by stopping times

$$0 < n_1 < n_2 < \ldots, \quad (10)$$

where

- $r_{n_i}(\omega)$ is $\varepsilon$-close to the boundary between $I^\gamma_j$ and $I^\gamma_{j+1}$ for some $j \in \mathbb{Z}$
- $r_{n_{i+1}}(\omega)$ is $\varepsilon$-close to the other boundary of either $I^\gamma_j$ or of $I^\gamma_{j+1}$ and $n_{i+1} > n_i$ is the smallest integer with this property.

Since $\varepsilon \ll \varepsilon^\gamma$, being $\varepsilon$-close to the boundary of $I^\gamma_j$ with a negligible error means jumping to the neighbour interval $I^\gamma_{j+1}$. In what follows for brevity we drop dependence of $r_n(\omega)$’s on $\omega$. For reasons which will be clear in Sections 5.1 and 5.2, we consider $\gamma \in (4/5, 4/5 + 1/40)$.

In [8], we proceed analogously and we also partition the resonant zones. Nevertheless, the partition is significantly different.

### 3.2 Strips with different quantitative behaviour

Fix

$$\nu = \frac{1}{4} \quad \text{and} \quad b > 0 \quad \text{such that} \quad \rho := \nu - 2b > 0 \quad (11)$$

Consider the $\varepsilon^\gamma$-grid in the non-resonant zone $D_\beta$ (see (8)). Denote by $I^\gamma$ a segment whose end points are in the grid. Since in the present paper we only deal with the non-resonant zone, we only need to distinguish among the two following types of strips $I^\gamma$ (other types for the resonant zones are defined in [8]).

- **The Totally Irrational case:** A strip $I^\gamma$ is called *totally irrational* if $r \in I^\gamma$ and $|r - p/q| < \varepsilon^\nu$, with $\gcd(p, q) = 1$, then $|q| > \varepsilon^{-b}$. 
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In this case, we show that there is a good “ergodization” and

\[ \sum_{k=0}^{n-1} \omega_k v \left( \theta_0 + kp/q \right) \approx \sum_{k=0}^{n-1} \omega_k v \left( \theta_0 + kr^*_0 \right). \]

Loosely speaking, any \( r^*_0 \in I_\gamma \cap (\mathbb{R} \setminus \mathbb{Q}) \) can be treated as an irrational. These strips cover most of the cylinder and give the dominant contribution to the behaviour of \( r_n - r_0 \). Eventually it will lead to the desired weak convergence to a diffusion process (Theorem 2.1).

**The Imaginary Rational (IR) case:** A strip \( I_\gamma \) is called *imaginary rational* if there exists a rational \( p/q \) in an \( \varepsilon'' \) neighborhood of \( I_\gamma \) with \( d < |q| < \varepsilon^{-b} \).

We call these strips Imaginary Rational, since the leading term of the angular dynamics is a rational rotation, however, the associated averaged system vanishes due to the fact that \( u_i \) and \( v_i \) only have \( k \)-harmonics with \( |k| \leq d \).

In Appendix A, we show that the imaginary rational strips occupy an \( O(\varepsilon^\rho) \)-fraction of the cylinder. We can show that orbits spend a small fraction of the total time in these strips and global behaviour is determined by behaviours in the complement.

### 3.3 The Normal Forms

The first step is to find a normal form, so that the deterministic part of map (7) is as simple as possible. It is given in Theorem 4.2. In short, we shall see that the deterministic system in both the TI case and the IR case are a small perturbation of the twist map

\[ \left( \begin{array}{c} \theta \\ r \end{array} \right) \mapsto \left( \begin{array}{c} \theta + r \\ r \end{array} \right). \]

On the contrary, in the resonant zones studied in [8], the deterministic system will be close to a pendulum-like system

\[ \left( \begin{array}{c} \theta \\ r \end{array} \right) \mapsto \left( \begin{array}{c} \theta + r \\ r + \varepsilon E(\theta, r) \end{array} \right), \]

for an “averaged” potential \( E(\theta, r) \) (see Theorem 4.2, (19)). We note that this system has the following approximate first integral:

\[ H(\theta, r) = \frac{r^2}{2} - \varepsilon \int_0^\theta E(s, r)ds, \]

so that indeed it is close to a pendulum-like system. This will lead to different qualitative behaviours when considering the random system.
3.4 Analysis of the Martingale problem in each kind of strip

The next step is to study the behaviour of the random system respectively in Totally Irrational and Imaginary Rational strips (see Sections 5.1 and 5.2). More precisely, we use a discrete version of the scheme by Freidlin and Wentzell [21], giving a sufficient condition to have weak convergence to a diffusion process as $\varepsilon \to 0$ in terms of the associated Martingale problem. That is, $R_\varepsilon$ satisfies a diffusion process provided that for any $s > 0$, any time $n \leq s\varepsilon^{-2}$ and any $(\theta_0, r_0)$ we have that as $\varepsilon \to 0$,

$$E\left(f(r_n) - \varepsilon^2 \sum_{k=0}^{n-1} (b(r_k) f'(r_k) + \frac{\sigma^2(r_k)}{2} f''(r_k))\right) - f(r_0) \to 0,$$

Thus, this implies the main result — Theorem 2.1.

The proof of (13) is done in two steps. First, we describe the local behaviour in each strip and then we combine the information. We define Markov times $0 = n_0 < n_1 < n_2 < \cdots < n_{m-1} < n_m < n \leq s\varepsilon^{-2}$ for some random $m = m(\omega)$ such that each $n_k$ is the stopping time as in (10). Almost surely $m(\omega)$ is finite. We decompose the above sum

$$E\left(\sum_{k=0}^{m} \left(f(r_{n_{k+1}}) - f(r_{n_k}) - \varepsilon^2 \sum_{s=n_k}^{n_{k+1}} (b(r_s) f'(r_s) + \frac{\sigma^2(r_s)}{2} f''(r_s))\right)\right),$$

analyze each summand in the corresponding strip and then prove that the whole sum converges to $f(r_0)$ as $\varepsilon \to 0$.

3.4.1 A TI Strip

Let the drift and the variance be

$$b(r) = \int_0^1 E_2(\theta, r) d\theta \quad \text{and} \quad \sigma^2(r) = \int_0^1 v^2(\theta, r) d\theta,$$

where $E_2$ is a function, given by (18) in Theorem 4.2. Let $r_0$ be $\varepsilon$-close to the boundary of two totally irrational strips and let $n_\gamma$ be stopping of hitting $\varepsilon$-neighbourhoods of the adjacent boundaries or $n_\gamma = n \leq s\varepsilon^{-2}$ be the final time. In Lemma 5.3 we prove that

$$E\left(f(r_{n_\gamma}) - \varepsilon^2 \sum_{k=0}^{n_{\gamma}-1} (b(r_k) f'(r_k) + \frac{\sigma^2(r_k)}{2} f''(r_k))\right) - f(r_0) = O(\varepsilon^{2\gamma+d}),$$

for some $d > 0$. 
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3.4.2 An IR Strip

Consider the drift and variance given in (14). Let \( r_0 \) be \( \varepsilon \)-close to the boundary of an imaginary rational strip and let \( n_\gamma \) be stopping of hitting \( \varepsilon \)-neighbourhoods of the adjacent boundaries or \( n_\gamma = n \leq s\varepsilon^{-2} \) be the final time. Fix any \( \delta > 0 \) small. In Lemma 5.5 we prove that

\[
\mathbb{E} \left( f(r_{n_\gamma}) - \varepsilon^2 \sum_{k=0}^{n_\gamma-1} \left( b(r_k)f'(r_k) + \frac{\sigma^2(r_k)}{2}f''(r_k) \right) \right) - f(r_0) = O(\varepsilon^{2\gamma - \delta}),
\]

3.5 The resonant zones \( \mathcal{R}^{p/q}_\beta \)

The resonant zones \( \mathcal{R}^{p/q}_\beta \) defined in (9) are studied in [8]. We summarize here the result obtained in that paper (for a more precise statement see Lemma 5.7 below). Fix \( p/q \) with \( |q| \leq d \) and consider the associated resonant zone \( \mathcal{R}^{p/q}_\beta \) for some \( \beta > 0 \) independent of \( \varepsilon \) (\( \beta \) is chosen so that the different resonant regions do not overlap).

In \( \mathcal{R}^{p/q}_\beta \) we do not analyze the stochastic behavior in \( r \) but in a different variable. In [8] we show, through a normal form, that, after a suitable change of coordinates, the deterministic map associated to (7) has an approximate first integral \( H \) of the form

\[
H^{p/q}(\theta, r) = \frac{r^2}{2} + \varepsilon V^{p/q}(\theta, r) + O(\varepsilon^2).
\]

In the resonant zone (9), we analyze the process \((\theta_{q_n}, H_n)\) with

\[
H_n := H^{p/q}(\theta_{q_n}, R_{q_n}).
\]

We prove that, \( H_n - H_0 \) converges weakly to a diffusion process \( H_s \) with \( s = \varepsilon^{-2}n \). Notice that the limiting process does not take place on a line. In this case it takes place on a graph, similarly as in [21]. More precisely, consider the level sets of the function \( H^{p/q}(\theta, r) \). The critical points of the potential \( V^{p/q}(\theta) \) give rise to critical points of the associated Hamiltonian system. Moreover, if the critical point is a local minimum of \( V \), it corresponds to a center of the Hamiltonian system, while if it is a local maximum of \( V^{p/q} \), it corresponds to a saddle. Now, if for every value \( H \in \mathbb{R} \) we identify all the points \((\theta, r)\) in the same connected component of the curve \( \{ H^{p/q}(\theta, r) = H \} \), we obtain a graph \( \Gamma \) (see Figure 2 for an example). The interior vertices of this graph represent the saddle points of the underlying Hamiltonian system jointly with their separatrices, while the exterior vertices
represent the focuses of the underlying Hamiltonian system. Finally, the edges of
the graph represent the domains that have the separatrices as boundaries. The
process $H_n$ can be viewed as a process on the graph.

![Diagram](a) A potential and the phase portrait of its corresponding Hamiltonian
system. (b) The associated graph $\Gamma$.

In [8] we analyze the stochastic behavior in this graph by proving an analogous
sufficient condition to (13) on the graph. That is, we use that $H_s$ satisfies a
diffusion process provided that for any $s > 0$, any time $n \leq s\varepsilon^{-2}$ and any $(\theta_0, H_0)$
we have that as $\varepsilon \to 0$,

$$
\mathbb{E} \left( f(H_n) - \varepsilon^2 \sum_{k=0}^{n-1} \left( b(H_k)f'(H_k) + \frac{\sigma^2(H_k)}{2} f''(H_k) \right) \right) - f(H_0) \to 0,
$$

(15)

3.6 Plan of the rest of the paper

In Section 4 we state and prove the normal form theorem for the expected cylinder
map $\mathbb{E}f$. The main difference with a typical normal form is that we need to
have not only the leading term in $\varepsilon$, but also $\varepsilon^2$-terms. The latter terms give
information about the drift $b(r)$ (see (18)).

In Section 5.1 we analyze the Totally Irrational case and prove approximation
for the expectation from Section 3.4.1. In Section 5.2 we analyze the Imaginary
Rational case and prove an analogous formula from Section 3.4.2. In Section 5.3
we prove Theorem 2.1 using the analysis of the TI and IR strips.
In Section A we estimate measure of the complement to the TI strips. In Section B we present several auxiliary lemmas used in the proof.

4 The Normal Form Theorem

In this section we prove the Normal Form Theorem, which allows us to deal with the simplest possible deterministic system. To this end, we state a technical lemma which needed in the proof of the theorem. This is a simplified version (sufficient for our purposes) of Lemma 3.1 in [5].

Lemma 4.1. Let \( g(\theta, r) \in C^l(T \times B) \), where \( B \subset \mathbb{R} \). Then

1. If \( l_0 \leq l \) and \( k \neq 0 \), \( \|g_k(r)e^{2\pi ik\theta}\|_{C^0} \leq |k|^{l_0-l}\|g\|_{C^l} \).

2. Let \( g_k(r) \) be some functions that satisfy \( \|\partial^{\alpha}g_k\|_{C^0} \leq M|k|^{-\alpha-2} \) for all \( \alpha \leq l_0 \) and some \( M > 0 \). Then

\[
\left\| \sum_{k \in \mathbb{Z}} g_k(r)e^{2\pi ik\theta} \right\|_{C^0} \leq cM,
\]

for some constant \( c \) depending on \( l_0 \).

Let \( \mathcal{R} \) be the finite set of resonances of the map (5), namely,

\[
\mathcal{R} = \{ p/q : \gcd(p, q) = 1, |q| < d \}.
\]

Denote by \( \mathcal{O}_s(\varepsilon) \) a function whose \( C^s \)-norm is bounded by \( C\varepsilon \) for some \( C \) independent of \( \varepsilon \).

Theorem 4.2. Consider the expected map \( Ef \) associated to the map (5)

\[
Ef \begin{pmatrix} \theta \\ r \end{pmatrix} \mapsto \begin{pmatrix} \theta + r + \varepsilon Eu(\theta, r) + \mathcal{O}_s(\varepsilon^{1+a}) \\ r + \varepsilon Ev(\theta, r) + \varepsilon^2 Ew(\theta, r) + \mathcal{O}_s(\varepsilon^{2+a}) \end{pmatrix}.
\]

Assume that the functions \( Eu(\theta, r) \), \( Ev(\theta, r) \) and \( Ew(\theta, r) \) are \( C^l \), \( l \geq 3 \), and \( \beta > 0 \) small. Let \( 0 \leq s \leq l-2 \). Then there exists \( K > 0 \) independent of \( \varepsilon \) and a canonical change of variables

\[
\Phi : T \times \mathbb{R} \rightarrow T \times \mathbb{R}, \\
(\tilde{\theta}, \tilde{r}) \mapsto (\theta, r),
\]

such that
• If \(|\tilde{r} - p/q| \geq \beta\) for all \(p/q \in \mathcal{R}\), then

\[
\Phi^{-1} \circ \mathbb{E}f \circ \Phi(\tilde{\theta}, \tilde{r}) = \left( \tilde{\theta} + \tilde{r} + \varepsilon \mathbb{E}u(\theta, r) - \varepsilon \mathbb{E}v(\tilde{\theta}, \tilde{r}) + \varepsilon E_1(\theta, r) + \mathcal{O}_s(\varepsilon^{1+a}) + \mathcal{O}_s(\varepsilon^2 \beta^{-(2s+4)}) \right) ,
\]

\[
\tilde{r} + \varepsilon^2 E_2(\tilde{\theta}, \tilde{r}) + \mathcal{O}_s(\varepsilon^{2+a}) + \mathcal{O}_s(\varepsilon^3 \beta^{-(3s+5)}) \tag{17}
\]

where \(E_1\) and \(E_2\) are some \(C^{l-1}\) functions. There exists a constant \(K\) such that for any \(0 \leq s \leq l - 1\) one has

\[
\|E_1\|_{C^s} \leq K\|\mathbb{E}v\|_{C^{s+1}}, \quad \|E_2\|_{C^s} \leq K\beta^{-(2s+3)}.
\]

Moreover, \(E_2\) satisfies

\[
b(r) = \int_0^1 E_2(\tilde{\theta}, \tilde{r})d\tilde{\theta}
\]

\[
= \int_0^1 \left( \mathbb{E}v(\tilde{\theta}, \tilde{r}) - \partial_\theta \mathbb{E}v(\tilde{\theta}, \tilde{r}) \mathbb{E}u(\tilde{\theta}, \tilde{r}) 
\]

\[
+ \partial_\theta S_1(\tilde{\theta}, \tilde{r}) \left( \partial_\theta \mathbb{E}v(\tilde{\theta}, \tilde{r}) - \partial_\theta \mathbb{E}v(\tilde{\theta}, \tilde{r}) + \partial_\theta \mathbb{E}u(\tilde{\theta}, \tilde{r}) \right) \right) d\tilde{\theta}. \tag{18}
\]

In particular, \(b(r)\) satisfies \(\|b\|_{C^0} \leq K\).

• If \(|\tilde{r} - p/q| \leq 2\beta\) for a given \(p/q \in \mathcal{R}\), then

\[
\Phi^{-1} \circ \mathbb{E}f \circ \Phi(\tilde{\theta}, \tilde{r}) = \left( \tilde{\theta} + \tilde{r} + \varepsilon \left[ \mathbb{E}u(\tilde{\theta}, \tilde{r}) - \mathbb{E}v(\tilde{\theta}, \tilde{r}) + \mathbb{E}v_{p,q}(\tilde{\theta}, \tilde{r}) + E_3(\tilde{\theta}) \right] + \mathcal{O}_s(\varepsilon^{1+a}, \varepsilon^2 \beta^{-(2s+4)}) \right) ,
\]

where \(\mathbb{E}v_{p,q}\) is the \(C^l\) function defined as

\[
\mathbb{E}v_{p,q}(\tilde{\theta}, \tilde{r}) = \sum_{k \in \mathcal{R}_{p,q}} \mathbb{E}v_k(\tilde{r})e^{2\pi i k \tilde{\theta}}, \tag{20}
\]

and \(E_3\) is the \(C^{l-1}\) function

\[
E_3(\tilde{\theta}) = - \sum_{k \in \mathcal{R}_{p,q}} \frac{i(\mathbb{E}v_k)'(p/q)}{2\pi k} e^{2\pi i k \tilde{\theta}}, \tag{21}
\]

where

\[
\mathcal{R}_{p,q} = \{k \in \mathbb{Z} : k \neq 0, |k| < d, kp/q \in \mathbb{Z}\}. \tag{22}
\]

Moreover, \(E_4\) is a \(C^{l-1}\) function and there exists a constant \(K\) such that for all \(0 \leq s \leq l - 1\) one has

\[
\|E_4\|_{C^s} \leq K\beta^{-(2s+3)}.
\]
Also, $\Phi$ is $C^2$-close to the identity. More precisely, there exists a constant $M$ independent of $\epsilon$ such that
\[
\|\Phi - \text{Id}\|_{C^2} \leq M\epsilon.
\] (23)

**Corollary 4.3.** If the map (16) is area preserving and exact,
\[b(r) \equiv 0.\]

**Proof of Corollary 4.3.** It is enough to recall the following two facts. First, expanding $Ef^*(dr \wedge d\theta) - dr \wedge d\theta$ in $\epsilon$ and taking the first order, one obtains that being $Ef$ area preserving implies $\partial_bE\vphi(\tilde{\theta}, \tilde{r}) - \partial_bE\vphi(\tilde{\theta}, \tilde{r}) + \partial_bEu(\tilde{\theta}, \tilde{r}) = 0$. Second, expanding $Ef^*(rd\theta) - rd\theta$ in $\epsilon$ and taking the first and second order, being exact implies $\int_0^1 E\vphi(\theta, \tilde{r})d\tilde{r} = 0$ and
\[\int_0^1 \left(E\vphi(\tilde{\theta}, \tilde{r}) - \partial_bE\vphi(\tilde{\theta}, \tilde{r})E\vphi(\tilde{\theta}, \tilde{r})\right) d\tilde{r} = 0.\]

**Remark 4.4.** Notice that in the case $\beta = \epsilon^{1/11}$ and $s = 0$ the remainder term $O_0(\epsilon^2\beta^{-5})$ is dominated by $O_0(\epsilon^{2+a})$ if $1/2 < a < 6/11$.

**Proof of Theorem 4.2.** Consider the canonical change defined implicitly by a given generating function $S(\theta, \tilde{r}) = \theta\tilde{r} + \epsilon S_1(\theta, \tilde{r})$, that is
\[
\begin{align*}
\tilde{\theta} &= \partial_rS(\theta, \tilde{r}) = \theta + \epsilon \partial_rS_1(\theta, \tilde{r}) \\
\tilde{r} &= \partial_bS(\theta, \tilde{r}) = \tilde{r} + \epsilon \partial_bS_1(\theta, \tilde{r}).
\end{align*}
\] (24)

We shall start by writing explicitly the first orders of the $\epsilon$-series of $\Phi^{-1} \circ Ef \circ \Phi$. If $(\theta, r) = \Phi(\tilde{\theta}, \tilde{r})$ is the change given by the generating function $S$, then one has
\[
\Phi(\tilde{\theta}, \tilde{r}) = \left(\tilde{\theta} - \epsilon \partial_rS_1(\tilde{\theta}, \tilde{r}) + \epsilon^2 \partial_r\partial_rS_1(\tilde{\theta}, \tilde{r})\partial_rS_1(\tilde{\theta}, \tilde{r}) + O_s(\epsilon^3\|\partial^2_rS_1(\partial_rS_1)^2\|_{C^s})\right)
\]
\[
\left(\tilde{r} + \epsilon \partial_bS_1(\tilde{\theta}, \tilde{r}) - \epsilon^2 \partial^2_bS_1(\tilde{\theta}, \tilde{r})\partial_rS_1(\tilde{\theta}, \tilde{r}) + O_s(\epsilon^3\|\partial^2_bS_1(\partial_rS_1)^2\|_{C^s})\right),
\] (25)

and its inverse is given by
\[
\Phi^{-1}(\theta, r) = \left(\theta + \epsilon \partial_rS_1(\theta, r) - \epsilon^2 \partial^2_rS_1(\theta, r)\partial_rS_1(\theta, r) + O_s(\epsilon^3\|\partial^2_rS_1(\partial_rS_1)^2\|_{C^s})\right)
\]
\[
\left(r - \epsilon \partial_bS_1(\theta, r) + \epsilon^2 \partial_b\partial_rS_1(\theta, r)\partial_bS_1(\theta, r) + O_s(\epsilon^3\|\partial_b\partial^2_rS_1(\partial_bS_1)^2\|_{C^s})\right).\]

(26)

One can see that
\[
Ef \circ \Phi(\tilde{\theta}, \tilde{r}) = \left(\tilde{\theta} + \tilde{r} + \epsilon A_1 + \epsilon^2 A_2 + \epsilon^3 A_3 + O_s(\epsilon^{1+a})\right)
\]
\[
\left(\tilde{r} + \epsilon B_1 + \epsilon^2 B_2 + \epsilon^3 B_3 + O_s(\epsilon^{2+a})\right),\]

(27)
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where

\[
A_1 = E_u(\tilde{\theta}, \tilde{r}) - \partial_r S_1(\tilde{\theta}, \tilde{r}) + \partial_\theta S_1(\tilde{\theta}, \tilde{r}) = E_v(\tilde{\theta}, \tilde{r}) - \partial_\theta S_1(\tilde{\theta}, \tilde{r}) - \partial^\theta S_1(\tilde{\theta}, \tilde{r}) \partial_\theta S_1(\tilde{\theta}, \tilde{r}),
\]

\[
A_2 = -\partial_\theta E_u(\tilde{\theta}, \tilde{r}) \partial_r S_1(\tilde{\theta}, \tilde{r}) + \partial_r E_u(\tilde{\theta}, \tilde{r}) \partial_\theta S_1(\tilde{\theta}, \tilde{r}) + \partial_\theta \partial_r S_1(\tilde{\theta}, \tilde{r}) \partial_\theta S_1(\tilde{\theta}, \tilde{r}) - \partial^\theta S_1(\tilde{\theta}, \tilde{r}) \partial_\theta S_1(\tilde{\theta}, \tilde{r}),
\]

\[
A_3 = O_s(||\partial^\theta \partial_r S_1(\partial_\theta S_1)^2||_{C^r}) + O_s(||\partial_\theta S_1(\partial_\theta S_1)^2||_{C^r}) + O_s(||\partial_\theta S_1||_{C^r}||\partial_\theta S_1||_{C^r}) + O_s(||\partial_\theta S_1||_{C^r}||\partial_\theta S_1||_{C^r}^2),
\]

and

\[
B_1 = E_v(\tilde{\theta}, \tilde{r}) + \partial_\theta S_1(\tilde{\theta}, \tilde{r}) = E_v(\tilde{\theta}, \tilde{r}) - \partial_\theta E_v(\tilde{\theta}, \tilde{r}) \partial_r S_1(\tilde{\theta}, \tilde{r}) + \partial_r E_v(\tilde{\theta}, \tilde{r}) \partial_\theta S_1(\tilde{\theta}, \tilde{r}) + \partial_\theta \partial_r S_1(\tilde{\theta}, \tilde{r}) \partial_r S_1(\tilde{\theta}, \tilde{r}),
\]

\[
B_2 = E_v(\tilde{\theta}, \tilde{r}) - \partial_\theta E_v(\tilde{\theta}, \tilde{r}) \partial_r S_1(\tilde{\theta}, \tilde{r}) + \partial_r E_v(\tilde{\theta}, \tilde{r}) \partial_\theta S_1(\tilde{\theta}, \tilde{r}) - \partial^\theta S_1(\tilde{\theta}, \tilde{r}) \partial_\theta S_1(\tilde{\theta}, \tilde{r}),
\]

\[
B_3 = O_s(||\partial^\theta S_1(\partial_\theta S_1)^2||_{C^r}) + O_s(||\partial_\theta S_1||_{C^r}||\partial_\theta S_1||_{C^r} + O_s(||\partial_\theta S_1||_{C^r}||\partial_\theta S_1||_{C^r}^2),
\]

Then, using (26),

\[
\Phi^{-1} \circ E f \circ \Phi(\tilde{\theta}, \tilde{r}) = \left( \begin{array}{c} \tilde{\theta} + \tilde{r} + \varepsilon A_1 + \varepsilon^2 A_2 + O_s(\varepsilon^{1+a}) \\ \tilde{r} + \varepsilon B_1 + \varepsilon^2 B_2 + \varepsilon^3 B_3 + O_s(\varepsilon^{2+a}) \end{array} \right),
\]

where

\[
\hat{A}_1 = A_1 + \partial_r S_1(\tilde{\theta} + \tilde{r}, \tilde{r}),
\]

\[
\hat{A}_2 = A_2 + \varepsilon A_3 + O_s(||\partial_\theta \partial_r S_1 A_1||_{C^r}) + O_s(||\partial^\theta S_1 B_1||_{C^r}) + O_s(||\partial^\theta S_1^2 B_1||_{C^r}),
\]

and

\[
\hat{B}_1 = B_1 - \partial_\theta S_1(\tilde{\theta} + \tilde{r}, \tilde{r})
\]

\[
\hat{B}_2 = B_2 - \partial^\theta S_1(\tilde{\theta} + \tilde{r}, \tilde{r}) A_1 - \partial_r \partial_\theta S_1(\tilde{\theta} + \tilde{r}, \tilde{r}) B_1
\]

\[
+ \partial_\theta \partial_r S_1(\tilde{\theta} + \tilde{r}, \tilde{r}) \partial_\theta S_1(\tilde{\theta} + \tilde{r}, \tilde{r}),
\]

\[
\hat{B}_3 = B_3 + O_s(||\partial_\theta \partial^\theta S_1(\partial_\theta S_1)^2||_{C^r})
\]

\[
+ O_s(||\partial^\theta S_1 A_2 + \varepsilon A_3||_{C^r} + ||\partial_\theta \partial_r S_1 B_2||_{C^r}) + O_s(||\partial^\theta S_1 A_2||_{C^r} + ||\partial^\theta S_1 A_2 B_1||_{C^r} + ||\partial_\theta \partial^\theta S_1 B_2||_{C^r}) + O_s(||\partial^\theta \partial_\theta S_1^2 B_1||_{C^r} + ||\partial_\theta \partial_\theta S_1^2 B_1 \partial_\theta S_1||_{C^r}) + O_s(||\partial^\theta \partial_\theta S_1^2 B_1 A_1||_{C^r} + ||\partial_\theta \partial_\theta S_1^2 B_1||_{C^r}^2).\]
Now that we know the terms of order \( \varepsilon \) and \( \varepsilon^2 \) of \( \Phi^{-1} \circ Ef \circ \Phi \), we proceed to find a suitable \( S_1(\theta, \tilde{r}) \) to make \( \hat{B}_1 \) as simple as possible. Ideally we would like that \( \hat{B}_1 = 0 \) by solving the following equation whenever it is possible

\[
\partial_\theta S_1(\tilde{\theta}, \tilde{r}) + Ev(\tilde{\theta}, \tilde{r}) - \partial_\theta S_1(\tilde{\theta} + \tilde{r}, \tilde{r}) = 0. \tag{33}
\]

One can find a formal solution of this equation by solving the corresponding equation for the Fourier coefficients. Write \( S_1 \) and \( Ev \) in their Fourier series

\[
S_1(\theta, \tilde{r}) = \sum_{k \in \mathbb{Z}} S^k_1(\tilde{r}) e^{2\pi ik\theta}, \tag{34}
\]

\[
Ev(\theta, r) = \sum_{k \in \mathbb{Z}, 0 < |k| \leq d} Ev^k(r) e^{2\pi ik\theta}.
\]

It is obvious that for \( k > d \) and \( k = 0 \) we can take \( S^k_1(\tilde{r}) = 0 \). For \( 0 < k \leq d \) we obtain the following homological equation for \( S^k_1(\tilde{r}) \)

\[
2\pi ik S^k_1(\tilde{r}) (1 - e^{2\pi ik\tilde{r}}) + Ev^k(r) = 0. \tag{35}
\]

This equation cannot be solved if \( e^{2\pi ik\tilde{r}} = 1 \), i.e. if \( k\tilde{r} \in \mathbb{Z} \). We note that there exists a constant \( \beta \), independent of \( \varepsilon \), \( L < d^{-1} \), such that if \( \tilde{r} \neq p/q \) satisfies

\[
0 < |\tilde{r} - p/q| \leq L
\]

then \( k\tilde{r} \notin \mathbb{Z} \) for all \( 0 < k \leq d \). Restricting ourselves to the domain \( |\tilde{r} - p/q| \leq L \), we have that if \( kp/q \notin \mathbb{Z} \) equation (35) always has a solution, and if \( kp/q \in \mathbb{Z} \) this equation has a solution except at \( \tilde{r} = p/q \). Moreover, in the case that the solution exists, it is equal to:

\[
S^k_1(\tilde{r}) = \frac{iEv^k(r)}{2\pi k (1 - e^{2\pi ik\tilde{r}})}.
\]

We modify this solution slightly to make it well defined also at \( \tilde{r} = p/q \). To this end, let us consider a \( C^\infty \) function \( \mu(x) \) such that

\[
\mu(x) = \begin{cases} 
1 & \text{if } |x| \leq 1, \\
0 & \text{if } |x| \geq 2,
\end{cases}
\]

and \( 0 < \mu(x) < 1 \) if \( |x| \in (1, 2) \). Then we define

\[
\mu_k(\tilde{r}) = \mu \left( \frac{1 - e^{2\pi ik\tilde{r}}}{2\pi k\beta} \right),
\]
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and take

\[ S_1^k(\tilde{r}) = \frac{i\nu^k(\tilde{r})(1 - \mu_k(\tilde{r}))}{2\pi k(1 - e^{2\pi ik\tilde{r}})}. \]  

(36)

This function is well defined since the numerator is identically zero in a neighbourhood of \( \tilde{r} = p/q \), the unique zero of the denominator (if it is a zero indeed, that is, if \( k \in \mathcal{R}_{p,q} \), see (22)). More precisely, we claim that

\[ \mu_k(\tilde{r}) = \begin{cases} 
1 & \text{if } k \in \mathcal{R}_{p,q} \text{ and } |\tilde{r} - p/q| \leq \beta/2, \\
0 & \text{if } k \in \mathcal{R}_{p,q} \text{ and } |\tilde{r} - p/q| \geq 3\beta, \\
0 & \text{if } k \notin \mathcal{R}_{p,q}.
\end{cases} \]  

(37)

Indeed if \( k \in \mathcal{R}_{p,q} \) there exists a constant \( M \) independent of \( \tilde{r} \) and \( \varepsilon \) such that

\[
\frac{1}{\beta}|\tilde{r} - p/q|(1 - M|\tilde{r} - p/q|) \leq \frac{1 - e^{2\pi ik\tilde{r}}}{2\pi k\beta} \leq \frac{1}{\beta}|\tilde{r} - p/q|(1 + M|\tilde{r} - p/q|).
\]

Then, on the one hand, if \( k \in \mathcal{R}_{p,q} \) and \( |\tilde{r} - p/q| \leq \beta/2 \) we have:

\[
\left| \frac{1 - e^{2\pi ik\tilde{r}}}{2\pi k\beta} \right| \leq \frac{1}{2} + \frac{M}{4} \beta < 1,
\]

for \( \beta \) sufficiently small, and thus \( \mu_k(\tilde{r}) = 1 \). On the other hand, if \( |\tilde{r} - p/q| \geq 3\beta \) then

\[
\left| \frac{1 - e^{2\pi ik\tilde{r}}}{2\pi k\beta} \right| \geq 3 - 9M\beta > 2,
\]

for \( \beta \) sufficiently small, and thus \( \mu_k(\tilde{r}) = 0 \). Finally, if \( k \notin \mathcal{R}_{p,q} \) then

\[
\left| \frac{1 - e^{2\pi ik\tilde{r}}}{2\pi k\beta} \right| \geq \frac{M}{\beta} > 2
\]

for \( \beta \) sufficiently small and then we also have \( \mu_k(\tilde{r}) = 0 \).

Now we proceed to check that the first order terms of (30) take the form (17) if \( |\tilde{r} - p/q| \geq 3\beta \) and (19) if \( |\tilde{r} - p/q| \leq \beta/2 \). On the one hand, by definitions in (36) of the coefficients \( S_1^k(\tilde{r}) \) and in (32) of \( \hat{B}_1 \), we have

\[ \hat{B}_1 = \sum_{0 < |k| \leq d} \mu_k(\tilde{r})\nu^k(\tilde{r})e^{2\pi ik\tilde{r}}. \]

Then, recalling (37) we obtain

\[ \hat{B}_1 = \begin{cases} 
0 & \text{if } |\tilde{r} - p/q| \geq 3\beta \\
\sum_{k \in \mathcal{R}_{p,q}} \nu^k(\tilde{r})e^{2\pi ik\tilde{r}} = \nu^k_{p,q}(\tilde{\theta}, \tilde{r}) & \text{if } |\tilde{r} - p/q| \leq \beta/2.
\end{cases} \]  

(38)
where we have used the definition (20) of $\mathbb{E}v_{p,q}(\hat{\theta}, \hat{r})$. On the other hand, from the definition (36) of $S_0^1(\hat{r})$ one can check that
\[
\begin{aligned}
-\partial_\varphi S_1(\hat{\theta}, \hat{r}) + \partial_\varphi S_1(\hat{\theta} + \hat{r}, \hat{r}) \\
= -\partial_\varphi S_1(\hat{\theta} + \hat{r}, \hat{r}) - \sum_{0<|k|<d} \frac{i(\mathbb{E}v^k)'(\hat{r})(1 - \mu_k(\hat{r})) + i\mathbb{E}v^k(\hat{r})\mu'_k(\hat{r})}{2\pi k} e^{2\pi ik\hat{\varphi}}.
\end{aligned}
\]

Recalling definitions (31) of $\hat{A}_1$ and (32) of $\hat{B}_1$, this implies that
\[
\hat{A}_1 = \mathbb{E}u(\hat{\theta}, \hat{r}) - \mathbb{E}v(\hat{\theta}, \hat{r}) + \hat{B}_1 - \sum_{0<|k|<d} \frac{i(\mathbb{E}v^k)'(\hat{r})(1 - \mu_k(\hat{r})) + i\mathbb{E}v^k(\hat{r})\mu'_k(\hat{r})}{2\pi k} e^{2\pi ik\hat{\varphi}}. \tag{39}
\]

Then we use (38) and (37) again, noting that $\mu'_k(\hat{r}) = 0$ in both regions $|\hat{r} - p/q| \geq 3\beta$ and $|\hat{r} - p/q| \leq \beta/2$, Moreover, we note that for $|\hat{r} - p/q| \leq \beta/2$,
\[
\mathbb{E}v_{p,q}(\hat{\theta}, \hat{r}) = \mathbb{E}v_{p,q}(\hat{\theta}, p/q) + \mathcal{O}(\beta), \quad (\mathbb{E}v^k)'(\hat{r}) = (\mathbb{E}v^k)'(p/q) + \mathcal{O}(\beta).
\]

Define
\[
E_1(\hat{\theta}, \hat{r}) = - \sum_{0<|k|<d} \frac{i(\mathbb{E}v^k)'(\hat{r})}{2\pi k} e^{2\pi ik\hat{\varphi}}. \tag{41}
\]

Then the same holds for $\mathbb{E}u(\hat{\theta}, \hat{r})$ and $\mathbb{E}v(\hat{\theta}, \hat{r})$: recalling definition (21) of $E_3$, equation (39) yields
\[
\hat{A}_1 = \begin{cases} 
\mathbb{E}u(\hat{\theta}, \hat{r}) - \mathbb{E}v(\hat{\theta}, \hat{r}) + E_1(\hat{\theta}, \hat{r}) & \text{if } |\hat{r} - p/q| \geq 3\beta, \\
\Delta\mathbb{E}(\hat{\theta}, p/q) + \mathbb{E}v_{p,q}(\hat{\theta}) + E_3(\hat{\theta}) + \mathcal{O}(\beta) & \text{if } |\hat{r} - p/q| \leq \beta/2,
\end{cases} \tag{42}
\]

where $\mathbb{E}u(\hat{\theta}, p/q) - \mathbb{E}v(\hat{\theta}, p/q) = \Delta\mathbb{E}(\hat{\theta}, p/q)$. In conclusion, by (42) and (38) we obtain that the first order terms of (26) coincide with the first order terms of (17) and (19) in each region.

For the $\varepsilon^2$-terms we rename $\hat{B}_2$ in the following way
\[
E_2(\hat{\theta}, \hat{r}) = \hat{B}_2|_{\{|\hat{r} - p/q| \geq 3\beta\}}, \tag{43}
\]
\[
E_4(\hat{\theta}, \hat{r}) = \hat{B}_2|_{\{|\hat{r} - p/q| \leq \beta/2\}}. \tag{44}
\]

Now we see that $E_2$ satisfies (18). To avoid long notation, in the following we do not write explicitly that expressions $A_i$, $B_i$, $\hat{A}_i$ and $\hat{B}_i$ are restricted to the region $\{|\hat{r} - p/q| \geq 3\beta\}$. We note that since in this region we have $\hat{B}_1 = 0$ by
Recalling that \( \hat{\theta} \) from definition (32) of \( \hat{B} \), it is straightforward to see that
\[
\hat{B} = B_2 - \partial_B^2 S_1(\hat{\theta} + \hat{r}, \hat{r}) A_1.
\]

Recalling that \( \hat{A} = A_1 + \partial_r S_1(\hat{\theta} + \hat{r}, \hat{r}) \) and using the definition of \( A_1 \) in (28) and the definition (29) of \( B_2 \),
\[
E_2(\hat{\theta}, \hat{r}) = \hat{B}_2 \big|_{|\hat{r} - p/q| \geq 3\beta} = \mathbb{E}[w(\hat{\theta}, \hat{r}) - \partial_B^2 v(\hat{\theta}, \hat{r}) \partial_r S_1(\hat{\theta}, \hat{r}) + \partial_r \mathbb{E}[v(\hat{\theta}, \hat{r}) \partial_B^2 S_1(\hat{\theta}, \hat{r})]
\]
\[
- \partial_B^2 S_1(\hat{\theta} + \hat{r}, \hat{r}) \left[ \mathbb{E}u(\hat{\theta}, \hat{r}) + \partial_B S_1(\hat{\theta}, \hat{r}) - \partial_B S_1(\hat{\theta}, \hat{r}) \right]
\]
\[
- \partial_B \partial_r S_1(\hat{\theta} + \hat{r}, \hat{r}) \left[ \mathbb{E}v(\hat{\theta}, \hat{r}) + \partial_B S_1(\hat{\theta}, \hat{r}) - \partial_B S_1(\hat{\theta}, \hat{r}) \right].
\]

Since, for \(|\hat{r} - p/q| \geq 3\beta \), \( S_1 \) satisfies (33), the last row of the definition of \( E_2 \) vanishes and the same happens with
\[
- \partial_B \mathbb{E}[v(\hat{\theta}, \hat{r}) \partial_r S_1(\hat{\theta}, \hat{r}) - \partial_B^2 S_1(\hat{\theta}, \hat{r}) + \partial_B^2 S_1(\hat{\theta} + \hat{r}, \hat{r})]
\]
\[
= \partial_r S_1(\hat{\theta}, \hat{r}) \left[ - \partial_B \mathbb{E}[v(\hat{\theta}, \hat{r}) - \partial_B^2 S_1(\hat{\theta}, \hat{r}) + \partial_B^2 S_1(\hat{\theta} + \hat{r}, \hat{r})] \right] = 0.
\]

Therefore,
\[
b(\hat{r}) = \int_0^1 E_2(\hat{\theta}, \hat{r}) d\hat{\theta}
\]
\[
= \int_0^1 \left( \mathbb{E}[w(\hat{\theta}, \hat{r}) + \partial_B \mathbb{E}[v(\hat{\theta}, \hat{r}) \partial_B S_1(\hat{\theta}, \hat{r})
\]
\[
- \partial_B^2 S_1(\hat{\theta} + \hat{r}, \hat{r}) \left[ \mathbb{E}u(\hat{\theta}, \hat{r}) + \partial_B S_1(\hat{\theta}, \hat{r}) \right] \right) d\hat{\theta}.
\]

Using \( \partial_B^2 S_1(\hat{\theta} + \hat{r}, \hat{r}) = \partial_B^2 S_1(\hat{\theta}, \hat{r}) + \partial_B \mathbb{E}[v(\hat{\theta}, \hat{r})] \) and taking into account that
\[
\int_0^1 \partial_B^2 S_1(\hat{\theta}, \hat{r}) d\hat{\theta} = 0,
\]
we have that
\[
b(\hat{r}) = \int_0^1 \left( \mathbb{E}[w(\hat{\theta}, \hat{r}) + \partial_B \mathbb{E}[v(\hat{\theta}, \hat{r}) \partial_B S_1(\hat{\theta}, \hat{r}) - \partial_B \mathbb{E}[v(\hat{\theta}, \hat{r}) \mathbb{E}u(\hat{\theta}, \hat{r})
\]
\[
- \partial_B \mathbb{E}[v(\hat{\theta}, \hat{r}) \partial_B S_1(\hat{\theta}, \hat{r}) - \partial_B^2 S_1(\hat{\theta}, \hat{r}) \mathbb{E}u(\hat{\theta}, \hat{r})] \right) d\hat{\theta}.
\]

Integrating by parts, we obtain (18).

We note that, from the definition (36) of the Fourier coefficients of \( S_1 \), it is clear that \( S_1 \) is \( C^1 \) with respect to \( r \). Since it just has a finite number of nonzero
coefficients, it is analytic with respect to $\theta$. Then, from the definitions (43) of $E_2$ and (44) of $E_4$ and the expression (32) of $\tilde{B}_2$, it is clear that both $E_2$ and $E_4$ are $C^{l-1}$.

Finally we bound the $C^0$-norms of the functions $E_2$, $b(r)$ and $E_4$ and also the error terms. To that aim, we bound the $C^l$ norms of $S_1$ and its derivatives. We will use Lemma 4.1 and proceed similarly as in [5]. We note that

1. If $\mu_k(\tilde{r}) \neq 1$ we have $|1 - e^{2\pi ik\tilde{r}}| > M\beta |k|$, and thus:

$$\left| \frac{1}{1 - e^{2\pi ik\tilde{r}}} \right| < M^{-1} \beta^{-1} |k|^{-1}.$$ 

2. Then, using that $\|f \circ g\|_{C^l} \leq C\|f|_{\text{Im}(g)}\|_{C^l} (1 + \|g\|_{C^l}^l)$, we get that:

$$\left\| \frac{1}{1 - e^{2\pi ik\tilde{r}}} \right\|_{C^l} \leq M\beta^{-(l+1)} |k|^{-(l+1)},$$

for some constant $M$, not the same as item 1.

3. Using the rule for the norm of the composition again and the fact that $\|\mu\|_{C^l}$ is bounded independently of $\beta$, we get:

$$\|\mu_k(\tilde{r})\|_{C^l} \leq M\beta^{-l} |k|^{-l},$$

for some constant $M$, and the same bound is obtained for $\|1 - \mu_k(\tilde{r})\|_{C^l}$.

Using items 2 and 3 above and the fact that $\|\mathbb{E}v^k\|_{C^l}$ are bounded, we get that:

$$\left\| \partial_\alpha^\omega \left[ \frac{1 - \mu_k(\tilde{r})i\mathbb{E}v^k(\tilde{r})}{2\pi k(1 - e^{2\pi ik\tilde{r}})} \right] \right\|_{C^0} \leq M_1 \sum_{\alpha_1 + \alpha_2 = \alpha} \frac{1}{2\pi |k|} \|1 - \mu_k(\tilde{r})\|_{C^{\alpha_1}} \left\| \frac{1}{1 - e^{2\pi ik\tilde{r}}} \right\|_{C^{\alpha_2}} \leq M_2\beta^{-(\alpha+1)} |k|^{-\alpha-2}.$$ 

Then, by item 2 of Lemma 4.1, we obtain:

$$\|S_1\|_{C^l} \leq M\beta^{-(l+1)}.$$ 

One can also see that $\|\partial_\tau S_1\|_{C^l} \leq M\|S_1\|_{C^{l+1}}$, and $\|\partial_\theta S_1\|_{C^l} \leq M\|S_1\|_{C^l}$. In general, one has:

$$\|\partial_\nu^m \partial_\tau^\omega S_1\|_{C^l} \leq M\beta^{-(l+m+1)}.$$ 

(47)

Now, recalling definitions (43) of $E_2$ and (44) of $E_4$, and using (46), bound (47) implies that for $0 \leq s \leq l - 1$ there exists some $K > 0$ independent of $\varepsilon$ and $\beta$ such that

$$\|E_2\|_{C^s} \leq K\beta^{-(2s+3)}, \quad \|E_4\|_{C^0} \leq K\beta^{-(2s+3)}.$$
To bound the $C^s$ norm, $0 \leq s \leq l-1$, of $b(r)$ in (18), we use again (47) to obtain
\[ \|b\|_{C^s} \leq K\beta^{-(s+1)}. \]
Similarly, and taking into account that for $n = 1, 2$ we have $\|E_0\|_{C^s} \leq K$, $\|E_v\|_{C^s} \leq K$ because $s \leq l - 2$, the error term in the equation for $\tilde{r}$ satisfies
\[ \varepsilon^3 \tilde{B}_3 = \mathcal{O}_{s}(\varepsilon^3 \beta^{-(3s+5)}), \]
and the error terms for the equation of $\tilde{\theta}$,
\[ \varepsilon^2 \tilde{A}_2 = \mathcal{O}_{s}(\varepsilon^2 \beta^{-(2s+4)}). \]
This completes the proof for the normal forms (17) and (19) (in the latter case, we have to take into account the extra error term of order $\mathcal{O}(\varepsilon^{1+a})$ caused by the $\beta$-error term in (42)).

To prove (23), we just need to recall (25) and use (47). Then one obtains:
\[ \|\Phi - \text{Id}\|_{C^2} \leq M'\varepsilon \|S_1\|_{C^3}. \]

\[ \square \]

From now on we consider that our deterministic system is in normal form, and we drop tildes.

5 Analysis of the Martingale problem in the strips of each type

After performing the change to normal form (Theorem 4.2), the $n$-th iteration of the original map (see (7)), becomes both in the Totally Irrational and Imaginary Rational zones of the form
\[ \begin{align*}
\theta_n &= \theta_0 + nr_0 + \mathcal{O}(n^2\varepsilon), \\
r_n &= r_0 + \varepsilon \sum_{k=0}^{n-1} \omega_k [v(\theta_k, r_k) + \varepsilon v_2(\theta_k, r_k)] \\
&\quad + \varepsilon^2 \sum_{k=0}^{n-1} E_2(\theta_k, r_k) + \mathcal{O}(n\varepsilon^{2+a}),
\end{align*} \]

where $v_2(\theta, r)$ is a given function which can be written explicitly in terms of $v(\theta, r)$ and $S_1(\theta, r)$. 
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5.1 The TI case

Recall that we have defined \( \gamma \in (4/5, 4/5 + 1/40) \) and \( \nu = 1/4 \). A strip \( I_\gamma \) is a totally irrational segment if \( p/q \in I_\gamma \), then \( |q| > \varepsilon^{-b} \), where \( 0 < 2b < \nu \) and that we define \( b = (\nu - \rho)/2 \) for a certain \( 0 < \rho < \nu \). In the following we shall assume that \( \rho \) satisfies an extra condition, which ensures that certain inequalities are satisfied. These inequalities involve the degree of differentiability of certain \( C^l \) functions. Assume that \( l \geq 6 \). Then, there exists a constant \( R > 0 \) such that:

\[
R = \frac{l - 5}{l - 2} > 0, \quad \text{for all } l \geq 4.
\]

We choose \( \nu \) and \( \rho \), satisfying

\[
\nu = \frac{1}{4}, \quad \rho = R\nu. \tag{52}
\]

**Lemma 5.1.** Fix \( \tau \in (0, 1/40) \) and let \( g \) be a \( C^l \) function, \( l \geq 6 \). Suppose \( r^* \) satisfies the following condition: if for some rational \( p/q \) we have \( |r^* - p/q| < \varepsilon^\nu \), then \( |q| > \varepsilon^{-b} \). Then, for \( \varepsilon > 0 \) small enough there is \( N \leq \varepsilon^{-(\nu + b + 2\tau)} \) such that for some \( K \) independent of \( \varepsilon \) and any \( \theta^* \) we have

\[
N \int_0^1 g(\theta, r^*)d\theta - \sum_{k=0}^{N-1} g(\theta^* + kr^*, r^*) \leq K\varepsilon^\tau.
\]

**Proof.** Denote \( g_0(r) = \int_0^1 g(\theta, r)d\theta \). Expand \( g(\theta, r) \) in its Fourier series, i.e.

\[
g(\theta, r) = g_0(r) + \sum_{m \in \mathbb{Z}\setminus\{0\}} g_m(r)e^{2\pi im\theta}
\]

for some \( g_m(r) : \mathbb{R} \to \mathbb{C} \). Then we have

\[
\sum_{k=0}^{N-1} (g(\theta^* + kr^*, r^*) - g_0(r^*)) = \sum_{k=0}^{N-1} \sum_{m \in \mathbb{Z}\setminus\{0\}} g_m(r^*)e^{2\pi im(\theta^* + kr^*)}
\]

\[
= \sum_{k=0}^{N-1} \sum_{1 \leq |m| \leq |e^{-b}|} g_m(r^*)e^{2\pi im(\theta^* + kr^*)} + \sum_{k=0}^{N} \sum_{|m| \geq |e^{-b}|} g_m(r^*)e^{2\pi im(\theta^* + kr^*)}
\]

\[
= \sum_{1 \leq |m| \leq |e^{-b}|} g_m(r^*)e^{2\pi im\theta^*} \sum_{k=0}^{N-1} e^{2\pi ikr^*} + \sum_{k=0}^{N} \sum_{|m| \geq |e^{-b}|} g_m(r^*)e^{2\pi im(\theta^* + kr^*)}
\]

\[
= \sum_{1 \leq |m| \leq |e^{-b}|} g_m(r^*)e^{2\pi im\theta^*} \frac{e^{2\pi imr^*} - 1}{e^{2\pi imr^*} - 1} + \sum_{k=0}^{N-1} \sum_{|m| \geq |e^{-b}|} g_m(r^*)e^{2\pi im(\theta^* + kr^*)}.
\]

To bound the first sum in (53) we distinguish into the following cases
• If \( r^* \) is rational \( p/q \), we know that \( |q| > \varepsilon^{-b} \).
  
  - If \( |q| \leq \varepsilon^{-(\nu+b+2\tau)} \), then pick \( N = |q| \) and the first sum vanishes.
  
  - If \( |q| > \varepsilon^{-(\nu+b+2\tau)} \), then by definition of \( r^* \) for any \( s/m \) with \( |m| < \varepsilon^{-b} \)
    we have or \( |mr^* - s| > \varepsilon^\nu \). By the pigeon hole principle there exist integers \( 0 < N = \tilde{q} < \varepsilon^{-(\nu+b+2\tau)} \) and \( \tilde{p} \) such that \( |\tilde{q}r^* - \tilde{p}| \leq 2\varepsilon^{\nu+b+2\tau} \).

• If \( r^* \) is irrational, consider a continuous fraction expansion \( p_n/q_n \to r^* \) as \( n \to \infty \). Choose \( p'/q' = p_n/q_n \) with \( n \) such that \( q_{n+1} > \varepsilon^{-(\nu+b+2\tau)} \). This implies that \( |q'r^* - p'| < 1/|q_{n+1}| \leq \varepsilon^{\nu+b+2\tau} \).

  The same argument as above shows that for any \( |m| < \varepsilon^{-b} \) we have \( |mr^* - s| > \varepsilon^\nu \).

Let \( N \) be as above. Then, since \( |m| \leq \varepsilon^{-b} \),

\[
\left| \sum_{1 \leq |m| \leq \varepsilon^{-b}} g_m(r^*) e^{2\pi i m\theta} - \frac{1}{e^{2\pi i m^*} - 1} \right| \leq 2\varepsilon^\tau \sum_{1 \leq |m| \leq \varepsilon^{-b}} |g_m(r^*)|.
\]

Since \( g(\theta, r) \) is \( C^l \), its Fourier coefficients satisfy \( |g_m(r^*)| \leq C|m|^{-l} \), \( m \neq 0 \). Thus we can bound the first sum in (53) by

\[
\left| \sum_{1 \leq |m| \leq \varepsilon^{-b}} g_m(r^*) e^{2\pi i m\theta} - \frac{1}{e^{2\pi i m^*} - 1} \right| \leq K\varepsilon^\tau \sum_{1 \leq |m| \leq \varepsilon^{-b}} \frac{1}{m^2} \leq K\varepsilon^\tau.
\]

To bound the second sum, we use again the bound for the Fourier coefficients \( g_m(r^*) \):

\[
\left| \sum_{k=0}^{N} \sum_{|m| \geq \varepsilon^{-b}} g_m(r^*) e^{2\pi i m(\theta + kr^*)} \right| \leq N \sum_{|m| \geq \varepsilon^{-b}} \frac{1}{m^l} \leq K\varepsilon^{(l-1)b-(\nu+b+2\tau)}. \tag{54}
\]

Taking into account that \( b = (\nu - \rho)/2, \rho \leq R\nu \) where \( R = (l-5)/(l-2), \nu = 1/4 \)
and \( \tau \in (0, 1/40) \), one obtains

\[
\left| \sum_{k=0}^{N} \sum_{|m| \geq \varepsilon^{-b}} g_m(r^*) e^{2\pi i m(\theta + kr^*)} \right| \leq K\varepsilon^{b-2\tau} \leq K\varepsilon^\tau.
\]

\[\square\]

Fix a totally irrational strip \( I_0 \) and let \( (\theta_0, r_0) \in I_0 \). Recall that \( n_\gamma \leq n \leq s\varepsilon^{-2} \)
is either the exit time from \( I_0 \), that is the first number such that \( (n_{\gamma+1}, r_{\gamma+1}) \notin I_0 \)
or \( n_\gamma = n \) the final time.
Lemma 5.2. Fix $\gamma \in (4/5, 4/5 + 1/40)$. Then, there exists a constant $C > 0$ such that,

- For any $\delta \in (0, 2(1 - \gamma))$ and $\varepsilon > 0$ small enough,
  $$\mathbb{P}\{n_\gamma < \varepsilon^{-2(1-\gamma)+\delta}\} \leq e^{-\frac{C}{\varepsilon}}.$$

- For any $\delta > 0$ and $\varepsilon > 0$ small enough,
  $$\mathbb{P}\{\varepsilon^{-2(1-\gamma) - \delta} < n_\gamma < s\varepsilon^{-2}\} \leq e^{-\frac{C}{\varepsilon^2}}.$$

Proof. We first prove the second statement. Let $\tilde{n}_\gamma = [\varepsilon^{-2(1-\gamma)}]$, $n_\delta = [\varepsilon^{-\delta}]$, and $n_i = in_\gamma$. Then,

$$\mathbb{P}\{n_\gamma > \varepsilon^{-2(1-\gamma) - \delta}\} \leq \mathbb{P}\{|r_{n_{i+1}} - r_{n_i}| \leq \varepsilon^\gamma \text{ for all } i = 0, \ldots, n_\delta - 1\}$$
$$\leq \prod_{i=0}^{n_\delta} \mathbb{P}\{|r_{n_{i+1}} - r_{n_i}| \leq \varepsilon^\gamma\}. \quad (55)$$

We have that

$$r_{n_{i+1}} = r_{n_i} + \varepsilon \sum_{k=0}^{\tilde{n}_\gamma - 1} \omega_k v(\theta_{n_i+k}, r_{n_i+k}) + \mathcal{O}(\tilde{n}_\gamma \varepsilon^2).$$

Taking also into account that $\theta_{n_i+k} = \theta_{n_i} + kr_{n_i} + \mathcal{O}(\tilde{n}_\gamma \varepsilon)$ for $0 \leq k \leq \tilde{n}_\gamma$, we can write

$$r_{n_{i+1}} = r_{n_i} + \varepsilon \sum_{k=0}^{\tilde{n}_\gamma - 1} \omega_k v(\theta_{n_i} + kr_{n_i}, r_{n_i}) + \mathcal{O}(\tilde{n}_\gamma^3 \varepsilon^2). \quad (56)$$

Define

$$\xi = \frac{1}{\sqrt{\tilde{n}_\gamma}} \sum_{k=0}^{\tilde{n}_\gamma - 1} \omega_k v(\theta_{n_i} + kr_{n_i}, r_{n_i}). \quad (57)$$

For $\tilde{n}_\gamma$ sufficiently large (i.e., for $\varepsilon$ sufficiently small), one has that $\xi$ converges in distribution to a normal random variable $\mathcal{N}(0, \sigma^2(\theta_{n_i}, r_{n_i}))$ with:

$$\sigma^2(\theta_{n_i}, r_{n_i}) = \frac{1}{\tilde{n}_\gamma} \sum_{k=0}^{\tilde{n}_\gamma - 1} v^2(\theta_{n_i} + kr_{n_i}, r_{n_i}).$$

Note that by assumption [H1] we have that $\sigma^2(\theta_{n_i}, r_{n_i}) \geq K > 0$ for some constant $K$. Then (56) yields

$$r_{n_{i+1}} - r_{n_i} = \varepsilon \tilde{n}_\gamma^{1/2} \xi + \mathcal{O}(\tilde{n}_\gamma^3 \varepsilon^2)$$
Then, using that \( \gamma \in (4/5, 4/5 + 1/40) \),

\[
\Pr\{|r_{n+1} - r_n| \leq \varepsilon^n\} = \Pr\{|\xi + \mathcal{O}(\varepsilon^{5\gamma-4})| \leq 1\} \leq \Pr\{|\xi| \leq 2\}.
\]

Since \( \xi \) converges in distribution to \( \mathcal{N}(0, \sigma^2(\theta_n, r_n)) \) and \( \sigma^2(\theta_n, r_n) \geq K > 0 \), one has

\[
\Pr\{|r_{n+1} - r_n| \leq \varepsilon^n\} \leq \rho,
\]

for some \( 0 < \rho < 1 \). Using this in (55) one obtains the claim of the lemma with \( C = -\log \rho > 0 \).

For the first statement, note that \( \Pr\{n_\gamma < \varepsilon^{-1-\gamma}\} = 0 \) since \( |r_{k+1} - r_k| \leq 2\varepsilon \) and therefore one needs at least \( \lceil \varepsilon^{-1-\gamma} \rceil \) iterations. Thus, we only need to analyze \( \Pr\{\varepsilon^{-1-\gamma}/2 \leq n_\gamma < \varepsilon^{-2(1-\gamma)+\delta}\} \), which is equivalent to

\[
\Pr\{\exists n \in [\varepsilon^{-1-\gamma}/2, \varepsilon^{-2(1-\gamma)+\delta}) : |r_n - r_0| \geq \varepsilon^n\}.
\]

Proceeding as before, for \( \varepsilon > 0 \) small enough,

\[
\Pr\{|r_n - r_0| \geq \varepsilon^n\} \leq \Pr\left\{ \left| \varepsilon \sum_{k=0}^{n-1} \omega_k v(\theta_0 + r_0 k, r_0) + \mathcal{O}(\varepsilon^2 n^3) \right| \geq \varepsilon^n \right\} \\
\leq \Pr\left\{ |\xi + \mathcal{O}(\varepsilon n^{5/2})| \geq \varepsilon^{-1} n^{-1/2} \right\}
\]

where \( \xi \) is the function defined in (57) with \( n_t = 0 \). Now, using that \( \gamma \in (4/5, 4/5 + 1/40) \) and \( n \in [\varepsilon^{-1-\gamma}/2, \varepsilon^{-2(1-\gamma)+\delta}) \) we have that

\[
\Pr\left\{ |\xi + \mathcal{O}(\varepsilon n^{5/2})| \geq \varepsilon^{-1} n^{-1/2} \right\} \leq \Pr\left\{ |\xi| \geq \varepsilon^{-\delta/2}/2 \right\}
\]

By Lemma B.1 and hypothesis \( \text{H1} \), \( \xi \) converges to a normal random variable with \( \sigma^2 > 0 \) (with lower bound independent of \( \varepsilon \)) as \( \varepsilon \to 0 \). Thus,

\[
\Pr\{|r_n - r_0| \geq \varepsilon^n\} \leq e^{-\frac{\varepsilon^n}{2}}
\]

for some \( C > 0 \) independent of \( \varepsilon \). Then, since \( \#(\varepsilon^{-1-\gamma}/2, \varepsilon^{-2(1-\gamma)+\delta}) \sim \varepsilon^{-2(1-\gamma)+\delta}, \)

\[
\Pr\{\exists n \in [\varepsilon^{-1-\gamma}/2, \varepsilon^{-2(1-\gamma)+\delta}) : |r_n - r_0| \geq \varepsilon^n\} \leq e^{-\frac{C}{\varepsilon}}
\]

taking a smaller \( C > 0 \).

Now we state the main lemma of this section which shows the convergence of the random map to a diffusion process in the strip \( I_\gamma \). To this end, we define the functions \( b \) and \( \sigma \) as

\[
b(r) = \int_0^1 E_2(\theta, r)d\theta, \quad \sigma^2(r) = \int_0^1 v^2(\theta, r)d\theta. \quad (58)
\]

where \( E_2(\theta, r) \) is the function defined in (18).
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Lemma 5.3. Let \( \nu, b = (\nu - \rho)/2 \) and \( \rho \) satisfy (52) and \( \gamma \in (4/5, 4/5 + 1/40) \). Take \( f : \mathbb{R} \to \mathbb{R} \) be any \( C^1 \) function with \( l \geq 3 \) and \( \|f\|_{C^3} \leq C \) for some constant \( C > 0 \) independent of \( \varepsilon \). Then there exists \( d > 0 \) such that

\[
\mathbb{E} \left( f(r_n) - \varepsilon^2 \sum_{k=0}^{n-1} \left( b(r_k)f'(r_k) + \frac{\sigma^2(r_k)}{2}f''(r_k) \right) \right) - f(r_0) = \mathcal{O}(\varepsilon^{2\gamma+d}).
\]

Proof. Let us denote

\[
\eta = f(r_n) - \varepsilon^2 \sum_{k=0}^{n-1} \left( b(r_k)f'(r_k) + \frac{\sigma^2(r_k)}{2}f''(r_k) \right).
\] (59)

Writing,

\[
f(r_n) = f(r_0) + \sum_{k=0}^{n-1} (f(r_{k+1}) - f(r_k))
\]

and doing the Taylor expansion in each term inside the sum we get

\[
f(r_n) = f(r_0) + \sum_{k=0}^{n-1} \left[ f'(r_k)(r_{k+1} - r_k) + \frac{1}{2}f''(r_k)(r_{k+1} - r_k)^2 + \mathcal{O}(|\varepsilon|^3) \right].
\]

Substituting this in (59) we get

\[
\eta = f(r_0) + \sum_{k=0}^{n-1} \left[ f'(r_k)(r_{k+1} - r_k) + \frac{1}{2}f''(r_k)(r_{k+1} - r_k)^2 \right] - \varepsilon^2 \sum_{k=0}^{n-1} \left[ b(r_k)f'(r_k) + \frac{\sigma^2(r_k)}{2}f''(r_k) \right] + \sum_{k=0}^{n-1} \mathcal{O}(|\varepsilon|^3).
\] (60)

Using (50) we can write

\[
r_{k+1} - r_k = \varepsilon \omega_k[v(\theta_k, r_k) + \varepsilon v_2(\theta_k, r_k)] + \varepsilon^2 E_2(\theta_k, r_k) + \mathcal{O}(\varepsilon^{2+a})
\]

\[
(r_{k+1} - r_k)^2 = \varepsilon^2 v^2(\theta_k, r_k) + \mathcal{O}(\varepsilon^3).
\]
Thus, (60) can be written as
\[
\eta = f(r_0) + \varepsilon \sum_{k=0}^{n_\gamma - 1} f'(r_k) \omega_k [v(\theta_k, r_k) + \varepsilon v_2(\theta_k, r_k)] \\
+ \varepsilon^2 \sum_{k=0}^{n_\gamma - 1} f'(r_k) [E_2(\theta_k, r_k) - b(r_k)] \\
+ \frac{\varepsilon^2}{2} \sum_{k=0}^{n_\gamma - 1} f''(r_k) [v^2(\theta_k, r_k) - \sigma^2(r_k)] \\
+ \sum_{k=0}^{n_\gamma - 1} \mathcal{O}(\varepsilon^{2+\delta}).
\] (61)

Note first that since \(\omega_k\) is independent of \((\theta_k, r_k)\) and \(E(\omega_k) = 0\), we have
\[
E(\omega_k f'(r_k) [v(\theta_k, r_k) + \varepsilon v_2(\theta_k, r_k)]) = \\
E(\omega_k)E(f'(r_k) [v(\theta_k, r_k) + \varepsilon v_2(\theta_k, r_k)]) = 0.
\]
for all \(k \in \mathbb{N}\). So, we do not need to analyze the term in the first row.

Using the law of total expectation and taking \(\delta > 0\) small enough, we split \(E(\eta)\) as
\[
E(\eta) = E(\eta \mid \varepsilon^{-2(1-\gamma) - \delta} < n_\gamma \leq \varepsilon^{-2(1-\gamma) - \delta}) \mathbb{P} \{\varepsilon^{-2(1-\gamma) - \delta} \leq n_\gamma \leq \varepsilon^{-2(1-\gamma) - \delta}\} \\
+ E(\eta \mid n_\gamma < \varepsilon^{-2(1-\gamma) - \delta}) \mathbb{P} \{n_\gamma < \varepsilon^{-2(1-\gamma) - \delta}\} \\
+ E(\eta \mid \varepsilon^{-2(1-\gamma) - \delta} < n_\gamma \leq s\varepsilon^{-2}) \mathbb{P} \{ \varepsilon^{-2(1-\gamma) - \delta} < n_\gamma \leq s\varepsilon^{-2}\}. \] (62)

We treat first the second and third rows. Taking into account that
\[
|E(\eta - f(r_0) \mid n_\gamma < \varepsilon^{-2(1-\gamma) + \delta})| \leq K\varepsilon^2 n_\gamma \leq K\varepsilon^{2\gamma + \delta}
\]
and using the first statement of Lemma 5.2, we obtain the bound needed for the second row of (62). For the third row, it is enough to use the second statement of Lemma 5.2 and
\[
|E(\eta - f(r_0) \mid n_\gamma \in (\varepsilon^{-2(1-\gamma) - \delta}, s\varepsilon^{-2})]| \leq K\varepsilon^2 n_\gamma \leq Ks.
\]
For the first row in (62), we need more accurate estimates. We need upper-
bounds for

\[
A_1 = \varepsilon^2 \sum_{k=0}^{n_\gamma-1} f'(r_k) \left[ E_2(\theta_k, r_k) - b(r_k) \right]
\]

\[
A_2 = \frac{\varepsilon^2}{2} \sum_{k=0}^{n_\gamma-1} f''(r_k) \left[ v^2(\theta_k, r_k) - \sigma^2(r_k) \right]
\]

\[
A_3 = \sum_{k=0}^{n_\gamma-1} O\left(\varepsilon^{2+a}\right).
\]

with \(\varepsilon^{-2(1-\gamma)+\delta} \leq n_\gamma \leq \varepsilon^{-2(1-\gamma)-\delta}\).

For the last term \(A_3\), it is enough to use

\[
|A_3| \leq \sum_{k=0}^{n_\gamma-1} O(\varepsilon^{2+a}) \leq K\varepsilon^{2+a} n_\gamma \leq K\varepsilon^{2\gamma+d},
\]

where \(d = a - \delta > 0\) due to smallness of \(\delta\) and \(K\) is independent of \(\varepsilon\).

The terms \(A_1\) and \(A_2\) are bounded analogously. We show how to bound the first one. Consider the constant \(N\) given by Lemma 5.1. Then, we write \(n_\gamma\) as \(n_\gamma = P_\gamma N + Q_\gamma\) for some \(P_\gamma\) and \(0 \leq Q_\gamma < N\) and \(A_1\) as \(A_1 = A_{11} + A_{12}\) with

\[
A_{11} = \varepsilon^2 \sum_{k=0}^{P_\gamma-1} \sum_{j=0}^{N-1} f'(r_{kN+j}) \left[ E_2(\theta_{kN+j}, r_{kN+j}) - b(r_{kN+j}) \right]
\]

\[
A_{12} = \varepsilon^2 \sum_{j=0}^{Q_\gamma-1} f'(r_{P_\gamma N+j}) \left[ E_2(\theta_{P_\gamma N+j}, r_{P_\gamma N+j}) - b(r_{P_\gamma N+j}) \right]
\]

The term \(A_{12}\) can be bounded as \(|A_{12}| \leq K\varepsilon^2 Q_\gamma\). Now, by Lemma 5.1, \(Q_\gamma < N \leq \varepsilon^{-(\nu+b+2\tau)}\), which implies

\[
|A_{12}| \leq K\varepsilon^{2-\nu-b-2\tau} \leq K\varepsilon^{2\gamma+\tau}\varepsilon^{2(1-\gamma)-\nu-b-3\tau}
\]

Thus, it only suffices to check that \(2(1 - \gamma) - \nu - 3\tau \geq 0\). Using that \(\nu = 1/4\), \(\gamma \in (4/5, 4/5 + 1/40)\) and (52), we have

\[
2(1 - \gamma) - \nu - b \geq \frac{1}{160}
\]

Therefore, taking \(\tau \in (0, 10^{-4})\), we have \(2(1 - \gamma) - \nu - 3\tau \geq 0\).
For the term $A_{11}$ we use (50) to obtain

$$A_{11} = \epsilon^2 \sum_{k=0}^{P\gamma - 1} \sum_{j=0}^{N-1} f'(r_{kN}) [E_2(\theta_{kN} + j r_{kN}, r_{kN}) - b(r_{kN})] + O(P\gamma N^2 \epsilon^3)$$

$$= \epsilon^2 \sum_{k=0}^{P\gamma - 1} f'(r_{kN}) \sum_{j=0}^{N-1} [E_2(\theta_{kN} + j r_{kN}, r_{kN}) - b(r_{kN})] + O(P\gamma N^2 \epsilon^3)$$

Now, using Lemma 5.1, we have

$$|A_{11}| \leq K (\epsilon^2 + \tau P\gamma + P\gamma N^3 \epsilon^3),$$

for some constant $K > 0$ independent of $\epsilon$. Using that $P\gamma, N, P\gamma N \leq n\gamma \leq \epsilon - 2(1 - \gamma) - \delta$ and $\gamma \in (4/5, 4/5 + 1/40)$, we have that

$$|A_{11}| \leq K (\epsilon^{2\gamma + \tau - \delta} + \epsilon^{6\gamma - 3 - 3\delta}) \leq K (\epsilon^{2\gamma + \tau - \delta} + \epsilon^{2\gamma + 1/5 - 3\delta}).$$  \(\text{(65)}\)

Proceeding analogously, one can bound $A_2$. Thus, it is enough to take $\delta < \tau, 1/15$ and

$$d = \min \left\{ \tau - \delta, \frac{1}{5}, 3\delta, a - \delta \right\}$$

to obtain that, for $n \in (\epsilon^{-2(1-\gamma) + \delta}, \epsilon^{-2(1-\gamma) - \delta})$,

$$\eta = f(r_0) + \epsilon \sum_{k=0}^{n\gamma - 1} f'(r_k) \omega_k [v(\theta_k, r_k) + \epsilon v_2(\theta_k, r_k)] + O(\epsilon^{2\gamma + d}).$$

and therefore

$$E(\eta | \epsilon^{-2(1-\gamma) + \delta} \leq n\gamma \leq \epsilon^{-2(1-\gamma) - \delta}) \mathbb{P}\{\epsilon^{-2(1-\gamma) + \delta} \leq n\gamma \leq \epsilon^{-2(1-\gamma) - \delta}\} = f(r_0) + O(\epsilon^{2\gamma + d}).$$

This completes the proof of the lemma. \(\square\)

### 5.2 The IR case

The ideas to deal with Imaginary Rational strips are essentially the same as in the Totally Irrational case. Recall that after performing the change to normal form (Theorem 4.2), we are dealing with (50). We also recall that given an imaginary rational strip $I_\gamma$ there exists a unique $r^* \in I_\gamma$, with $r^* = p/q$ and $|q| < \epsilon^b$, in its $\epsilon^\nu$–neighborhood.

Fix an Imaginary Rational strip $I_\gamma$ and Let $(\theta_0, r_0) \in I_\gamma$. Recall that $n\gamma \leq s \epsilon^{-2}$ is either the exit time from $I_\gamma$, that is the first number such that $(\theta_{n\gamma + 1}, r_{n\gamma + 1}) \not\in I_\gamma$ or the final time $n\gamma = n$. One has estimates for the exit time analogous to the ones in Lemma 5.2.
Lemma 5.4. Fix $\gamma \in (4/5, 4/5 + 1/40)$. Then, there exists a constant $C > 0$ such that,

- For any $\delta \in (0, 2(1 - \gamma))$ and $\varepsilon > 0$ small enough,
  $$\mathbb{P}\{n_\gamma < \varepsilon^{-2(1-\gamma)+\delta}\} \leq e^{-\frac{C}{\varepsilon^{40}}}.$$

- For any $\delta > 0$ and $\varepsilon > 0$ small enough,
  $$\mathbb{P}\{\varepsilon^{-2(1-\gamma)} - \delta < n_\gamma < \varepsilon^{-2}\} \leq e^{-\frac{C}{\varepsilon^{40}}}.$$

Proof. We prove the second statement. The first one can be proved following the same lines as in Lemma 5.2 and the modifications that we use to prove the second statement.

As in Lemma 5.2, we define $\tilde{n}_\gamma = \lceil \varepsilon^{-2(1-\gamma)} - \sum_{k=0}^{n_\delta} \omega_k v(\theta_{n_i} + kr_{n_i}, r_{n_i}) \rceil$ and we use

$$\mathbb{P}\{n_\gamma > \varepsilon^{-2(1-\gamma)} - \delta\} \leq \mathbb{P}\{|r_{n_{i+1}} - r_{n_i}| \leq \varepsilon^{7} \text{ for all } i = 0, \ldots, n_\delta - 1\} \leq \prod_{i=0}^{n_\delta} \mathbb{P}\{|r_{n_{i+1}} - r_{n_i}| \leq \varepsilon^{7}\}.$$

We have

$$r_{n_{i+1}} = r_{n_i} + \varepsilon \sum_{k=0}^{\tilde{n}_\gamma-1} \omega_k v(\theta_{n_i} + kr_{n_i}, r_{n_i}) + O(\tilde{n}_\gamma^3) \varepsilon^2).$$

Considering $\xi$ defined in (57), we want to show that as $\tilde{n}_\gamma \to \infty$, it converges in distribution to a normal random variable $N(0, \sigma^2(\theta_{n_i}, r_{n_i}))$ with positive variance. Using Lemma B.1, we need a lower bound for

$$\sigma^2(\theta_{n_i}, r_{n_i}) = \lim_{\tilde{n}_\gamma \to \infty} \frac{1}{\tilde{n}_\gamma} \sum_{k=0}^{\tilde{n}_\gamma-1} v^2(\theta_{n_i} + kr_{n_i}, r_{n_i}).$$

Taking into account that there exists a rational $r = p/q$ with $d < q < \varepsilon^{-b}$ in a $\varepsilon^{\nu}$-neighborhood of the imaginary rational strip $I_j$, we have

$$\sigma^2(\theta_{n_i}, r_{n_i}) = \lim_{\tilde{n}_\gamma \to \infty} \frac{1}{\tilde{n}_\gamma} \sum_{k=0}^{\tilde{n}_\gamma-1} v^2(\theta_{n_i} + kr_{n_i}, p/q) + O(\varepsilon^{\nu}).$$

Therefore, since Hypothesis [H4] applies for any value of $\theta \in \mathbb{T}$, we have that $\sigma^2(\theta_{n_i}, r_{n_i}) \geq K > 0$ for some constant $K$. Then, the rest of the proof follows the same lines as in Lemma 5.2.

$\square$
Lemma 5.5. Let \( \nu, b = (\nu - \rho)/2 \) and \( \rho \) satisfy (52) and \( \gamma \in (4/5, 4/5 + 1/40) \). Fix \( \delta > 0 \) small. Take \( f : \mathbb{R} \rightarrow \mathbb{R} \) be any \( C^1 \) function with \( l \geq 3 \) and \( \|f\|_{C^3} \leq C \) for some constant \( C > 0 \) independent of \( \varepsilon \). Then,

\[
\mathbb{E} \left( f(r_{n\gamma}) - \varepsilon^2 \sum_{k=0}^{n_\gamma-1} \left( b(r_k)f'(r_k) + \frac{\sigma^2(r_k)}{2} f''(r_k) \right) \right) - f(r_0) = \mathcal{O}(\varepsilon^{2\gamma-\delta}),
\]

where \( b \) and \( \sigma \) are the functions introduced in (58).

Proof. Proceeding as in the proof of Lemma 5.3, we define

\[
\eta = f(r_{n\gamma}) - \varepsilon^2 \sum_{k=0}^{n_\gamma-1} \left( b(r_k)f'(r_k) + \frac{\sigma^2(r_k)}{2} f''(r_k) \right),
\]

which can be written as

\[
\eta = f(r_0) + \sum_{k=0}^{n_\gamma-1} f'(r_k) \varepsilon \omega_k [v(\theta_k, r_k) + \varepsilon^2 v_2(\theta_k, r_k)] + \varepsilon^2 \sum_{k=0}^{n_\gamma-1} f'(r_k) [E_2(\theta_k, r_k) - b(r_k)] + \varepsilon^2 \sum_{k=0}^{n_\gamma-1} f''(r_k) [v^2(\theta_k, r_k) - \sigma^2(r_k)] + \sum_{k=0}^{n_\gamma-1} \mathcal{O}(\varepsilon^{2+a}).
\]

Using the law of total expectation and taking \( \delta > 0 \) small enough,

\[
\mathbb{E} (\eta) = \mathbb{E} \left( \varepsilon^{-2(1-\gamma) + \delta} \left( n_\gamma \leq \varepsilon^{-2(1-\gamma) - \delta} \right) \mathbb{P} \left\{ \varepsilon^{-2(1-\gamma) + \delta} \leq n_\gamma \leq \varepsilon^{-2(1-\beta) - \delta} \right\} + \mathbb{E} \left( \varepsilon^{-2(1-\gamma) + \delta} \leq n_\gamma < \varepsilon^{-2(1-\gamma) - \delta} \right) \mathbb{P} \left\{ n_\gamma < \varepsilon^{-2(1-\gamma) + \delta} \right\} + \mathbb{E} \left( \varepsilon^{-2(1-\gamma) - \delta} < n_\gamma \leq s\varepsilon^{-2} \right) \mathbb{P} \left\{ \varepsilon^{-2(1-\gamma) - \delta} n_\gamma \leq s\varepsilon^{-2} \right\}.
\]

By Lemma 5.4, we have

\[
\mathbb{P} \left\{ n_\gamma < \varepsilon^{-2(1-\gamma) + \delta} \right\} \leq e^{-\frac{C}{\varepsilon^2}} \quad \text{and} \quad \mathbb{P} \left\{ \varepsilon^{-2(1-\gamma) - \delta} < n_\gamma \leq s\varepsilon^{-2} \right\} \leq e^{-\frac{C}{\varepsilon^2}}.
\]

As in the proof of Lemma 5.3,

\[
\mathbb{E} (\omega_k f'(r_k) [v(\theta_k, r_k) + \varepsilon v_2(\theta_k, r_k)]) = \mathbb{E} (\omega_k \mathbb{E} (f'(r_k) [v(\theta_k, r_k) + \varepsilon v_2(\theta_k, r_k)])) = 0.
\]
for all $k \in \mathbb{N}$ and one can obtain the needed estimates for the second and third row of (69) exactly as in the proof of Lemma 5.3.

To upper bound the first row in (69), we use the fact that $n_\gamma \in (\varepsilon^{-(1-\gamma)+\delta}, \varepsilon^{-2(1-\gamma)-\delta})$. Then, using (68) and (70),

$$\left| \mathbb{E}(\eta - f(r_0)) | \varepsilon^{-2(1-\gamma)+\delta} \leq n_\gamma \leq \varepsilon^{-2(1-\gamma)-\delta} \right| \leq K \varepsilon^2 n_\gamma \leq K \varepsilon^{2\gamma-\delta}.$$  

This completes the proof of the lemma. \hfill \Box

### 5.3 From a local diffusion to the global one: proof of Theorem 2.1

In Sections 5.1 and 5.2 we have proven *local* versions of formula (13) in totally irrational and imaginary rational strips. That is, as long as we stay in one of the strips $I_j^\gamma$ (either totally irrational or imaginary rational), we have seen that for any $s > 0$, any time $n \leq s \varepsilon^{-2}$ and any $(\theta_0, r_0)$, as $\varepsilon \to 0$ we have

$$\mathbb{E}(\eta) \to 0 \quad \text{with} \quad \eta = f(r_n) - \varepsilon^2 \sum_{k=0}^{n-1} \left( b(r_k) f'(r_k) + \frac{\sigma^2(r_k)}{2} f''(r_k) \right) - f(r_0). \quad (71)$$

In [8], an analogous analysis is done for the resonant strips. To complete the proof of Theorem 2.1, it only remains to prove the global version in the whole cylinder. That is, when the iterates visit an arbitrary number of totally irrational and imaginary rational strips $I_j^\gamma$ and resonant zones.

To this end, we need to analyze how the iterates visit the different strips. We will model these visits as a random walk. Nevertheless, we need to face the problem that the analysis of what we call the core of resonant zones (see [8]) is significantly different to that of the non-resonant zones and it is delicate to treat them jointly. The advantage is that those cores have a very small measure and that we will prove that the number of visits to those cores is rather low and thus of small influence in the whole iteration process.

To be able to finally combine the resonant and non-resonant regimes, we consider a second division of both the resonant and non-resonant zones in strips of bigger size than $I_j^\gamma$. The behavior in those strips will be the same at either non-resonant and resonant strips. This will allow us to later “join” both regimes.

We fix a parameter $\kappa \in (1/3, 1/11)$ and divide both resonant and non-resonant zones into intervals $I_j^{\kappa}$ of length $\varepsilon^\kappa$. In the non-resonant zones are chosen such that the endpoints of those strips coincide with endpoints of the previous grid of strips $I_j^\gamma$. Each interval $I_j^{\kappa}$ contains $\varepsilon^{\kappa-\gamma} I_j^\gamma$ strips. This new division at the resonant zones is done in [8].

We prove in the non-resonant strips $I_j^{\kappa}$ a result analogous to Lemma 5.3. That is, we show that, since the relative measure of Imaginary Rational strips is
very small, the behavior in the strip \( I_\kappa \) is given by the behavior of the Totally Irrational substrips \( I_j \).

**Lemma 5.6.** Consider \( C > 0, \kappa \in (1/3, 1/11) \) and a strip \( I_\kappa \) in the non-resonant zone \( D_\beta \) (see (8)). Take \( f : \mathbb{R} \to \mathbb{R} \) be any \( C^l \) function with \( l \geq 3 \) and \( \|f\|_{C^3} \leq C \). Then there exists \( d > 0 \) such that

\[
\mathbb{E} \left( f(r_{n_\kappa}) - \varepsilon^2 \sum_{k=0}^{n_\kappa-1} \left( b(r_k)f'(r_k) + \frac{\sigma^2(r_k)}{2} f''(r_k) \right) \right) - f(r_0) = \mathcal{O}(\varepsilon^{2\kappa+d}).
\]

(72)

where \( b \) and \( \sigma \) are the functions defined in (58).

Moreover, call \( n_\kappa \) the exit time from these strips. Then, there exists a constant \( C' > 0 \) such that,

- For any \( \delta \in (0, 2(1-\kappa)) \) and \( \varepsilon > 0 \) small enough,
  \[
  \mathbb{P}\{n_\kappa < \varepsilon^{-2(1-\kappa)+\delta}\} \leq e^{-\frac{C'}{\varepsilon^6}}.
  \]

- For any \( \delta > 0 \) and \( \varepsilon > 0 \) small enough,
  \[
  \mathbb{P}\{\varepsilon^{-2(1-\kappa)-\delta} < n_\gamma < s\varepsilon^{-2}\} \leq e^{-\frac{C'}{\varepsilon^6}}.
  \]

This lemma is proven in Section 5.3.1.

An analogous lemma for the resonant zones is proven in [8] referred to the variable \( H \) instead to the variable \( r \).

**Lemma 5.7.** Consider \( C > 0, \kappa \in (1/3, 1/11) \) and a strip \( I_\kappa \) in the resonant zone \( R_{p/q}^\beta \) (see (9)). Take \( f : \mathbb{R} \to \mathbb{R} \) be any \( C^l \) function with \( l \geq 3 \) and \( \|f\|_{C^3} \leq C \). Then there exists \( d > 0 \) such that

\[
\mathbb{E} \left( f(H_{n_\kappa}) - \varepsilon^2 \sum_{k=0}^{n_\kappa-1} \left( b(H_k)f'(H_k) + \frac{\sigma^2(H_k)}{2} f''(H_k) \right) \right) - f(H_0) = \mathcal{O}(\varepsilon^{2\kappa+d}).
\]

where \( b \) and \( \sigma \) are the functions defined in (58).

Moreover, call \( n_\kappa \) the exit time from this strips. Then, there exists a constant \( C' > 0 \) such that,

- For any \( \delta \in (0, 2(1-\kappa)) \) and \( \varepsilon > 0 \) small enough,
  \[
  \mathbb{P}\{n_\kappa < \varepsilon^{-2(1-\kappa)+\delta}\} \leq e^{-\frac{C'}{\varepsilon^6}}.
  \]

- For any \( \delta > 0 \) and \( \varepsilon > 0 \) small enough,
  \[
  \mathbb{P}\{\varepsilon^{-2(1-\kappa)-\delta} < n_\kappa < s\varepsilon^{-2}\} \leq e^{-\frac{C'}{\varepsilon^6}}.
  \]
5.3.1 Proof of Lemma 5.6

The strip $I_\kappa = I_\kappa^j$ is the union of $\varepsilon^{\kappa-\gamma}$ totally irrational and imaginary rational strips. We analyze the amount of visits that are done to each strip and we prove that the time spent in Imaginary Rational strips is small compared with the time spent in the Totally Irrational strips. Assume $r_0 = 0$ (if not just apply a translation). We want to treat the visits to the different strips in $I_\kappa$ by a symmetric random walk.

Modifying slightly, the strips considered in Sections 5.1 and 5.2, we consider endpoints of the strips

$$r_j = A_j \varepsilon^\gamma, \quad j \in \mathbb{Z}$$

with some constants $A_j$ independent of $\varepsilon$ satisfying $A_0 = 0$, $A_1 = A > 0$ and $A_j < A_{j+1}$ for $j > 0$ (and analogously for negative $j$’s). These constants will be chosen later on. We consider the strips

$$I^j_\gamma = [r_j, r_{j+1}] = [A_j \varepsilon^\gamma, A_{j+1} \varepsilon^\gamma].$$

To analyze the visits to these strips, we consider the lattice of points $\{r_j\}_{j \in \mathbb{Z}} \subset \mathbb{R}$ and we analyze the “visits” to these points. By visit we mean the existence of an iterate $O(\varepsilon)$-close to it. Lemmas 5.2 and 5.4 imply that if we start with $r = r_j$ we hit either $r_{j-1}$ or $r_{j+1}$ with probability one. This process can be treated as a random walk for $j \in \mathbb{Z}$,

$$S_j = \sum_{i=0}^{j-1} Z_i,$$

where $Z_i$ are Bernoulli variables taking values $\pm 1$. Nevertheless, due to the drift, this random walk does not need necessarily to be symmetric. Thus, we choose properly the constants $A_j > 0$, so that the $Z_i$ are Bernoulli variables with $p = 1/2$. That is, to have a classical symmetric random walk.

**Lemma 5.8.** There exists constants $J^\pm > 0$ and $\{A_j\}_{j = [J, J+\varepsilon^{\kappa-\gamma}]}$ all independent of $\varepsilon$ such that

- Satisfy
  $$A_j = A_{j-1} + (A_1 - A_0) e^{-\int_0^{r_j-1} \frac{2\varepsilon^\gamma}{\sigma^2(r)} dr} + O(\varepsilon^\gamma)$$

- $I_\kappa \subset \bigcup_{j = [J, J+\varepsilon^{\kappa-\gamma}]} [A_j, A_{j+1}].$

- The random walk process induced by the map (50) on the lattice $\{r_j\}_{j = [J, J+\varepsilon^{\kappa-\gamma}]}$ is a symmetric random walk.
Proof. To compute the probability of hitting (an $\epsilon$-neighborhood of) either $r_{j+1}$ from $r_j$, we use that we have already proved the local expectation lemmas (Lemmas 5.3 and 5.5). Therefore we can consider $f$ in the kernel of the infinitesimal generator $A$ of the diffusion process (see (4)) and solve the boundary problem

$$b(r)f'(r) + \frac{1}{2}\sigma^2(r)f''(r) = 0, \quad f(r_{j-1}) = 0, \quad f(r_{j+1}) = 1$$

The solution gives the probability of hitting $r_{j+1}$ before hitting $r_{j-1}$ starting at a given $r \in [r_{j-1}, r_{j+1}]$. The unique solution is given by

$$f(r) = \int_{r_j}^{r_{j+1}} e^{-\int_0^s \frac{2b(\xi)}{\sigma^2(\xi)} \, ds} \, d\rho$$

We use $f$ to choose the coefficients $A_j$ iteratively (both as $j > 0$ grows and $j < 0$ decreases). Assume that $A_{j-1}$, $A_j$ have been fixed. Then, to have a symmetric random walk, we have to choose $A_{j+1}$ such that $f(r_j) = 1/2$.

Define

$$m(r) = \int_0^r e^{-\int_0^\rho \frac{2b(\xi)}{\sigma^2(\xi)} \, d\xi} \, d\rho$$

and $D_j = A_j - A_{j-1}$. Then, using mean value theorem, $f(r_j) = 1/2$ can be written as

$$\frac{m(\xi_j)D_j}{m(\xi_j)D_j + m(\xi_{j+1})D_{j+1}} = \frac{1}{2}$$

where $\xi_j \in [A_{j-1}, A_j]$ and $\xi_{j+1} \in [A_j, A_{j+1}]$. Thus, one has

$$D_{j+1} = \frac{m(\xi_j)}{m(\xi_{j+1})} D_j$$

which implies

$$D_{j+1} = \frac{m(\xi_1)}{m(\xi_{j+1})} D_1.$$

Thus the length $D_j$ of the strip $I_j = [r_j, r_{j+1}] = [A_j \varepsilon^\gamma, A_j \varepsilon^\gamma]$. Let

$$D_j = \frac{m(\xi_1)}{m(\xi_j)} D_0 = A e^{-\int_0^{j-1} \frac{2b(r)}{\sigma^2(r)} \, dr} + O(\varepsilon^\gamma).$$

The distortion of the strips does not depend on $\varepsilon$ (at first order). Therefore, adjusting $A_j$ and $J_+$ one can obtain the intervals $[r_j, r_{j+1}] = [A_j \varepsilon^\gamma, A_j \varepsilon^\gamma]$ which cover $I_\kappa$ with $r > 0$. Proceeding analogously for $j < 0$, one can do the same for $I_\kappa$ with $\{r < 0\}$. 

\[\blacksquare\]
To prove (72), we need to combine the iterations within each strip \( I^j \) and the random walk evolution among the strips. Since we have \( \varepsilon^{-\gamma} \) strips, the exit time \( j^* \) for the random walk \( S_j \) from \( I_\kappa \) satisfies the following. There exists \( C > 0 \) such that for any small \( \delta \) and \( \varepsilon \),

\[
\mathbb{P} \left( j^* \geq \varepsilon^{2(\kappa-\gamma)-\frac{\delta}{2}} \right) \leq e^{-\frac{C}{\varepsilon^2}} \\
\mathbb{P} \left( j^* \leq \varepsilon^{2(\kappa-\gamma)+\frac{\delta}{2}} \right) \leq e^{-\frac{C}{\varepsilon^2}}.
\]

(74)

We use this to obtain the probabilities for the exit time \( n_\kappa \) stated in Lemma 5.6. We prove the second statement for \( n_\kappa \), the other one can be proved analogously. Call \( j^* \) the exit time for the random walk and \( n^j_\gamma, j = 1, \ldots, j^* \) the exit times for the \( j^* \) visited strip before hitting the endpoints of \( I_\kappa \). Define also \( \Delta_j = n^j_\gamma - n^{j-1}_\gamma \) with \( j \geq 2 \), \( \Delta_1 = n^1_\gamma \) and \( X = \{\varepsilon^{-(1-\kappa)} < n_\kappa < \sqrt{\varepsilon^{-2}}\} \). We condition the probability as follows,

\[
\mathbb{P}\{X\} \\
\leq \mathbb{P}\left\{ X \bigg| j^* \in (\varepsilon^{2(\kappa-\gamma)+\frac{\delta}{2}}, \varepsilon^{2(\kappa-\gamma)-\frac{\delta}{2}}), \Delta_j \in (\varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}, \varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}), j = 1, \ldots, j^* \right\} \\
\times \mathbb{P}\left\{ j^* \in (\varepsilon^{2(\kappa-\gamma)+\frac{\delta}{2}}, \varepsilon^{2(\kappa-\gamma)-\frac{\delta}{2}}), \Delta_j \in (\varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}, \varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}), j = 1, \ldots, j^* \right\} \\
+ \mathbb{P}\left\{ X \bigg| j^* \not\in (\varepsilon^{2(\kappa-\gamma)+\frac{\delta}{2}}, \varepsilon^{2(\kappa-\gamma)-\frac{\delta}{2}}) \text{ or } \exists j, \Delta_j \not\in (\varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}, \varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}) \right\} \\
\times \mathbb{P}\left\{ j^* \not\in (\varepsilon^{2(\kappa-\gamma)+\frac{\delta}{2}}, \varepsilon^{2(\kappa-\gamma)-\frac{\delta}{2}}) \text{ or } \exists j, \Delta_j \not\in (\varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}, \varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}) \right\}
\]

For the first term in the conditioned probability we show that

\[
\mathbb{P}\left\{ X \bigg| j^* \in (\varepsilon^{2(\kappa-\gamma)+\frac{\delta}{2}}, \varepsilon^{2(\kappa-\gamma)-\frac{\delta}{2}}), \Delta_j \in (\varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}, \varepsilon^{-2(1-\gamma)+\frac{\delta}{2}}), j = 1, \ldots, j^* \right\} = 0
\]

Indeed, we have that

\[
n_\kappa = \sum_{j=1}^{j^*} n^j_\gamma \leq j^* \sup_j n^j_\gamma < \varepsilon^{2(\kappa-\gamma)-\frac{\delta}{2}} \cdot \varepsilon^{-2(1-\gamma)-\frac{\delta}{2}} \leq \varepsilon^{-(1-\kappa)-\delta}.
\]

Therefore, we only need to bound the second term in the conditioned probability. To this end, we need an upper bound for the number of visited strips. Since \( n \leq \sqrt{\varepsilon^{-2}} \) and \( |r_n - r_{n-1}| \lesssim \varepsilon \), there exists a constant \( c > 0 \) such that

\[
\Delta_j = n^j_\gamma - n^{j-1}_\gamma \geq c\varepsilon^{\gamma-1} \quad \text{for } j = 0, \ldots, j^* - 1.
\]

This implies that

\[
j^* \lesssim \varepsilon^{-1-\gamma}.
\]

(75)
Thus, using Lemmas 5.2 and 5.4,
\[
\mathbb{P} \left\{ j^* \not\in (\varepsilon^{2(1-\gamma)+\delta}, \varepsilon^{2(1-\gamma)-\delta}) \text{ or } \Delta_j \not\in (\varepsilon^{-2(1-\gamma)+\delta}, \varepsilon^{-2(1-\gamma)-\delta}) \text{ for some } j = 1, \ldots, j^* \right\} \\
\leq \varepsilon^{-1-\gamma} e^{-\frac{C}{\varepsilon^2}}
\]
Thus, taking a smaller \( C > 0 \) and taking \( \varepsilon \) small, we obtain the second statement for \( n_\kappa \) in Lemma 5.6. One can prove the lower bound for \( n_\kappa \) analogously.

It only remains to prove (72). We define the Markov times \( 0 = n_0^\gamma < n_1^\gamma < n_2^\gamma < \cdots < n_{j^*}^\gamma < n \) for some random \( j^* = j^*(\omega) \) such that each \( n_j^\gamma \) is the stopping time as in (10), where \( j^* \) denotes either the exit time from \( I_\kappa \) or the last change between strips \( I_j^\gamma \) inside \( I_\kappa \). By (74), \( j^*(\omega) \) is the exit time except for an exponentially small probability. We use conditioned expectation as
\[
\mathbb{E}(\eta) = \mathbb{E}(\eta|A_1)\mathbb{P}(A_1) + \mathbb{E}(\eta|A_2)\mathbb{P}(A_2)
\]
with
\[
A_1 = \left\{ \varepsilon^{-2(1-\kappa)\gamma} < n_\kappa < \varepsilon^{-2(1-\kappa)+\delta}, j^* \in (\varepsilon^{2(1-\gamma)+\delta}, \varepsilon^{2(1-\gamma)-\delta}), \Delta_j \in (\varepsilon^{-2(1-\gamma)+\delta}, \varepsilon^{-2(1-\gamma)+\delta}), j = 1, \ldots, j^* \right\}
\]
\[
A_2 = A_{c_1}^c.
\]
Lemmas 5.2, 5.4, the estimates for \( n_\kappa \) given in Lemma 5.6 and (74) imply that \( \mathbb{P}(A_2) \ll \varepsilon^{2\kappa+d} \).

Moreover, since we only consider functions \( f \) such that \( \|f\|_{C^3} \leq C \) with \( C > 0 \) independent of \( \varepsilon \), we have that
\[
|\mathbb{E}(\eta|A_2)\mathbb{P}(A_2)| \leq \varepsilon^{2\kappa+d}.
\]
Therefore, it only remains to bound \( \mathbb{E}(\eta|A_1)\mathbb{P}(A_1) \). We use that \( \mathbb{P}(A_1) \leq 1 \) and we estimate \( \mathbb{E}(\eta|A_1) \).

We decompose the above sum as \( \eta = \sum_{j=0}^{j^*} \eta_j \) with
\[
\eta_j = f(r_{n_j^\gamma}^{n_{j+1}^\gamma}) - f(r_{n_j^\gamma}^{n_{j+1}^\gamma}) - \varepsilon^2 \sum_{s = n_j^\gamma}^{n_{j+1}^\gamma} \left( b(r_s)f'(r_s) + \frac{\sigma^2(r_s)}{2}f''(r_s) \right).
\]

Theorems 5.3 and 5.5 imply that for any \( j \),
\[
|\mathbb{E}(\eta_j)| \lesssim \varepsilon^{2\gamma+d} \quad \text{for totally irrational strips}
\]
\[
|\mathbb{E}(\eta_j)| \lesssim \varepsilon^{2\gamma-\delta} \quad \text{for imaginary rational strips},
\]
\]
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for some $\delta > 0$ arbitrarily small and some $d > 0$. To use these estimates, we need to control how many visits we do to each type of strips. Taking into account that the visits to the strips are modelled by the symmetric random walk $S_j$. Denote by $B \subset M = \{1, \ldots, \lceil \varepsilon^\kappa \rceil \} \subset \mathbb{N}$ the endpoints of the Imaginary rational strips $I_j^\kappa$ in $\mathcal{T}_\kappa$. By Appendix A, we know that $|B| \lesssim \varepsilon^\kappa - \gamma + \rho$.

Denote by $\mu = |B|/\lceil \varepsilon^\kappa - \gamma \rceil$ the relative measure of $B$ in $M$.

**Lemma 5.9.** Fix $\delta > 0$ small. There exists a constant $C > 0$ such that for $\varepsilon > 0$ small enough,

$$\mathbb{P} \left( \# \{ j \in [0, j^*] : S_j \in B \} \geq j^* \mu \varepsilon^{-\delta} \right) \leq e^{-\frac{C}{\varepsilon^{\delta/2}}}$$

**Proof.** We have that

$$\mathbb{P} \left( \# \{ j \in [0, j^*] : S_j \in B \} \geq j^* \mu \varepsilon^{-\delta} \right) = \mathbb{P} \left( \sum_{k \in B} \# \{ j \in [0, j^*] : S_j = k \} \geq j^* \mu \varepsilon^{-\delta} \right)$$

Take any $k^* \in B$, then

$$\mathbb{P} \left( \sum_{k \in B} \# \{ j \in [0, j^*] : S_j = k \} \geq j^* \mu \varepsilon^{-\delta} \right) \leq \mathbb{P} \left( \# \{ j \in [0, j^*] : S_j = k^* \} \geq j^* \varepsilon^{\gamma + \kappa - \delta} \right).$$

Since we start the random walk at $S_0 = 0$, it is clear that the probability of visiting $k^*$ $j$-times is lower than the probability of visit $0$ $j$-times. Namely,

$$\mathbb{P} \left( \# \{ j \in [0, j^*] : S_j = k^* \} \geq j^* \varepsilon^{\gamma + \kappa - \delta} \right) \leq \mathbb{P} \left( \# \{ j \in [0, j^*] : S_j = 0 \} \geq j^* \varepsilon^{\gamma + \kappa - \delta} \right)$$

We prove that such probability is exponentially small in $\varepsilon$. Denote by $f_k$ the random variable that gives the number of iterates between the $k - 1$ and $k$ visit to zero. Then,

$$\mathbb{P} \left( \# \{ j \in [0, j^*] : S_j = 0 \} \geq j^* \varepsilon^{\gamma + \kappa - \delta} \right) = \mathbb{P} \left( \sum_{k=1}^{\lceil j^* \varepsilon^{\gamma + \kappa - \delta} \rceil} f_k \leq j^* \right) \leq \prod_{k=1}^{\lceil j^* \varepsilon^{\gamma + \kappa - \delta} \rceil} \mathbb{P} (f_k \leq j^*).$$

Since the random variables $\{f_k\}$ are independent identically distributed,

$$\mathbb{P} \left( \# \{ j \in [0, j^*] : S_j = 0 \} \geq j^* \varepsilon^{\gamma + \kappa - \delta} \right) \leq \mathbb{P} (f_1 \leq j^*)^{\lceil j^* \varepsilon^{\gamma + \kappa - \delta} \rceil}.$$
Since we are dealing with a symmetric random walk, it is well known that
\[
\mathbb{P}(f_1 = m) = \binom{2m}{m} \frac{2^{-2m}}{2m - 1},
\]
which satisfies
\[
\mathbb{P}(f_1 = m) \sim \frac{1}{\sqrt{\pi m (2m - 1)}} \quad \text{as } m \to +\infty.
\]
Therefore, there exists a constant \(c > 0\) such that for \(m\) large enough
\[
\mathbb{P}(f_1 \leq m) \leq 1 - cm^{-1/2}
\]
Then, one can conclude that
\[
\mathbb{P}\left(\#\{j \in [0,j^*]: S_j \in B\} \geq j^* \mu \varepsilon^{-\delta}\right) \geq \mathbb{P}(f_1 \leq j^* [j^* \varepsilon^{-\gamma + \kappa - \delta}])
\leq \left(1 - \frac{c}{(j^*)^{1/2}}\right)
\leq e^{-\frac{C}{\varepsilon^2}}.
\]
for some constant \(C > 0\) independent of \(\varepsilon\) and \(\varepsilon\) small enough. \(\square\)

Lemma 5.9 implies that it is enough to deal with the case
\[
\{n: S_n \in B\} \leq j^* \mu \varepsilon^{-\delta} \leq \varepsilon^{2(\kappa - \gamma) + \rho - 2\delta},
\]
where we have used that \(j^* \leq \varepsilon^{2(\kappa - \gamma) - \delta}\) and \(\mu \leq \varepsilon^\rho\). Using this and (76), we can deduce that
\[
\left| \mathbb{E} \left( \sum_{j=0}^{j^*} \eta_j \mid A_1 \right) \right| \leq \varepsilon^{2\gamma + d} \varepsilon^{-2(\gamma - \kappa) - 2\delta} + \varepsilon^{2\gamma - \delta} \varepsilon^{-2(\gamma - \kappa) + \rho - 2\delta}
\leq \varepsilon^{2\kappa + d - 2\delta} + \varepsilon^{2 + \kappa + \rho - 3\delta}.
\]
Therefore, taking \(\delta > 0\) small enough, we have proven (72).

5.3.2 Proof of Theorem 2.1

To complete the proof of Theorem 2.1 it is enough to use Lemmas 5.6 and 5.7 and model the visits to the strips \(I^\delta_k\) as a random walk as we have done for the strips \(I^\gamma_k\) to prove Lemma 5.6 in Section 5.3.1.

This proof is slightly different since we are dealing with a non-compact domain and therefore we need estimates for the low probability of doing big excursions.
As before, we assume $r_0 = 0$ (if not just apply a translation) and we treat the visits to the different strips $I_j^\kappa$ by a random walk. Consider $R \gg 1$, which we will fix a posteriori, and consider the endpoints of the strips $[-R,R]$. To prove (71), we condition the expectation in a different way as for the proof of Lemma 5.6. We condition it as

$$
E(\eta) = E\left(\eta \mid |r_n| < R \text{ for all } n \leq s\varepsilon^{-2}\right) \mathbb{P}\left(|r_n| < R \text{ for all } n \leq s\varepsilon^{-2}\right)
+ E\left(\eta \mid \exists n^* \leq s\varepsilon^{-2} \text{ with } |r_n| \geq R\right) \mathbb{P}\left(\exists n^* \leq s\varepsilon^{-2} \text{ with } |r_n| \geq R\right) .
$$

(77)

We bound each row. We start with the second one.

Since we are considering $n \leq s\varepsilon^{-2}$ and we consider functions $f$ such that $\|f\|_{C^3(R)} \leq C$ with $C > 0$ independent of $\varepsilon$, we have that $\mathbb{E}\left(\eta \mid \exists n^* \leq s\varepsilon^{-2} \text{ with } |r_n| \geq R\right)$ for some $C' > 0$ which depends on $s$ but is independent of $\varepsilon$ and $R$. Thus, to bound the second row, it is enough to prove that choosing $R$ large enough, $\mathbb{P}\left(\exists n^* \leq s\varepsilon^{-2} \text{ with } |r_n| \geq R\right)$ can be made as small as desired uniformly for small $\varepsilon$.

We divide the interval $[-R,R]$ into equal substrips $I_j^\kappa$ of length equal to $\varepsilon^\kappa$. It is clear that there are $R\varepsilon^{-\kappa}$ strip. We model the visits to these strips as a non-symmetric random walk $S_j$ in (81). Note that the this is significantly different from Section 5.3.1 since now the probabilities of going left or right depend on the point (because of the drift).

Note that now the random walk $S_j = \sum_{k=1}^j Z_j$ where each $Z_j$ is a Bernoulli variable with probabilities $p_j$, $q_j$ which depend on the visited strip. Proceeding as in the proof of Lemma 5.8 and taking into account that we have uniform bounds for the drift given in Theorem 4.2, one can prove that at every strip the probabilities $p_j$, $q_j$ satisfy

$$
\left|p_j - \frac{1}{2}\right| \leq C\varepsilon^\kappa, \quad \left|q_j - \frac{1}{2}\right| \leq C\varepsilon^\kappa
$$

for some constant $C > 0$ which is independent of $\varepsilon$ and $R$. As a consequence,

$$
|\mathbb{E}Z_j| \leq 2C\varepsilon^\kappa.
$$

(78)

Call $j^*$ the first visit to one of the strips containing $r = \pm R$. It is clear that $j^* \geq R\varepsilon^{-\kappa}$.

We fix $\delta > 0$ small and we condition $\mathbb{P}\left(|r_n| < R \text{ for all } n \leq s\varepsilon^{-2}\right)$ as follows. Call $X = |r_n| < R$ for all $n \leq s\varepsilon^{-2}$,

$$
\mathbb{P}(X) = \mathbb{P}(X \mid j^* \leq R^\delta \varepsilon^{-2\kappa}) \mathbb{P}\left(j^* \leq R^\delta \varepsilon^{-2\kappa}\right)
+ \mathbb{P}(X \mid j^* > R^\delta \varepsilon^{-2\kappa}) \mathbb{P}\left(j^* > R^\delta \varepsilon^{-2\kappa}\right).
$$

(79)
For the first row it is enough to use $|P(X | j^* \leq R^\delta \varepsilon^{-2\kappa})| \leq 1$ and the following lemma.

**Lemma 5.10.** Fix $\varepsilon_0 > 0$. Then, for any $\varepsilon \in (0, \varepsilon_0$ and $R > 0$ large enough,

$$P (j^* \leq R^\delta \varepsilon^{-2\kappa}) \leq e^{-CR^2 - \delta}$$

for some constant $C > 0$ independent of $\varepsilon$ and $C > 0$.

**Proof.** Since the number of strips is $R\varepsilon^{-\kappa}$,

$$P (j^* \leq R^\delta \varepsilon^{-2\kappa}) \leq P \left( \exists j^* \leq R^\delta \varepsilon^{-2\kappa}: \left| \sum_{k=1}^{j^*} Z_j \right| \geq R\varepsilon^{-\kappa} \right)$$

Define $Y_j = Z_j - \mathbb{E}Z_j$, then for $R$ large enough and taking (78) into account

$$P \left( \left| \sum_{k=1}^{j^*} Z_j \right| \geq R\varepsilon^{-\kappa} \right) = P \left( \left| \sum_{k=1}^{j^*} Y_j + \sum_{k=1}^{j^*} \mathbb{E}Z_j \right| \geq R\varepsilon^{-\kappa} \right)$$

$$\leq P \left( \left| \sum_{k=1}^{j^*} Y_j \right| \geq R\varepsilon^{-\kappa} - Cj^* \varepsilon^{\kappa} \right)$$

$$= P \left( \left| \frac{1}{\sqrt{j^*}} \sum_{k=1}^{j^*} Y_j \right| \geq \frac{R\varepsilon^{-\kappa}}{\sqrt{j^*}} - C\sqrt{j^*}\varepsilon^{\kappa} \right)$$

Using that $j^* \leq R^\delta \varepsilon^{-2\kappa}$, taking $R$ big enough,

$$\frac{R\varepsilon^{-\kappa}}{\sqrt{j^*}} - C\sqrt{j^*}\varepsilon^{\kappa} \leq \frac{R\varepsilon^{-\kappa}}{2\sqrt{j^*}}$$

which implies,

$$P \left( \left| \sum_{k=1}^{j^*} Z_j \right| \geq R\varepsilon^{-\kappa} \right) \leq P \left( \left| \frac{1}{\sqrt{j^*}} \sum_{k=1}^{j^*} Y_j \right| \geq \frac{R\varepsilon^{-\kappa}}{2\sqrt{j^*}} \right)$$

The variables $Y_j$ are independent but not identically distributed. Nevertheless, their third moments have a uniform upper bound independent of $\varepsilon$ and $R$. Then, one can apply Lyapunov center limit theorem to prove that

$$\frac{1}{\sqrt{j^*}} \sum_{k=1}^{j^*} Y_j$$
tends in distribution to a normal random variable with positive variance which has a lower bound independent of $\varepsilon$ and $R$. Therefore,
\[
P \left( \left| \sum_{k=1}^{j^*} Z_j \right| \geq R\varepsilon^{-\kappa} \right) \leq e^{-C'R^2\varepsilon^{-2\kappa}/4\delta},
\]
for some $C' > 0$ independent of $\varepsilon$ and $R$. This implies that
\[
P \left( \exists j^* \leq R\delta\varepsilon^{-2\kappa} : \left| \sum_{k=1}^{j^*} Z_j \right| \geq R\varepsilon^{-\kappa} \right) \leq e^{-C'R^2\varepsilon^{-2\kappa}}.
\]
reducing slightly $C'$ if necessary.

Now we bound the second row in (79). Call $N_j$ the exit time for $r_n$ of the $j$-th visit. The expectation $\mathbb{E}N_j$ depends on the visited strip but is independent of $j$ since the different visits to the same strip are independent. Moreover, a direct consequence of Lemmas 5.6 and 5.7 is that
\[
C^{-1}\varepsilon^{-2(1-\kappa)} \leq \mathbb{E}N_j \leq C\varepsilon^{-2(1-\kappa)}
\]
for some constant $C > 0$ independent of $\varepsilon$ and $R$ (the lengths of the strips are $r$ independent).

To bound the first row in (79), we use $P\left( j^* \leq R^\delta\varepsilon^{-2\kappa} \right) \leq 1$ and we condition $P\left( X \mid j^* \leq R^\delta\varepsilon^{-2\kappa} \right)$ as follows. Fix $\lambda > 0$ small independent of $\varepsilon$ and $R$.
\[
P \left( X \mid j^* \leq R^\delta\varepsilon^{-2\kappa} \right) = P \left( X \mid j^* \leq R^\delta\varepsilon^{-2\kappa}, \left| \frac{1}{j^*} \sum_{j=1}^{j^*} M_j \right| > \lambda \right) \cdot P \left( \left| \frac{1}{j^*} \sum_{j=1}^{j^*} M_j \right| > \lambda \right)
\]
\[+ P \left( X \mid j^* \leq R^\delta\varepsilon^{-2\kappa}, \left| \frac{1}{j^*} \sum_{j=1}^{j^*} M_j \right| \leq \lambda \right) \cdot P \left( \left| \frac{1}{j^*} \sum_{j=1}^{j^*} M_j \right| \leq \lambda \right)
\]
(80)

We start by bounding the first row. Define the variables
\[
M_j = \frac{N_j - \mathbb{E}N_j}{\mathbb{E}N_j}
\]
It can be easily seen that $\text{Var}(M_j) \leq C$ for some $C > 0$ which is independent of $j$. Since $\mathbb{E}M_j = 0$,
\[
P \left( \left| \frac{1}{j^*} \sum_{j=1}^{j^*} M_j \right| > \lambda \mid j^* > R^\delta\varepsilon^{-2\kappa} \right) \to 0
\]
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as \( \varepsilon \to 0 \), which gives the necessary estimates for the first row in (80). Therefore, it only remains to bound the second row in (80). To this end, it is enough to point out that

\[
\left| \frac{1}{j^*} \sum_{j=1}^{j^*} M_j \right| \leq \lambda
\]

implies

\[
n^* \geq \sum_{j=1}^{j^*-1} N_j \geq (1 - \lambda)(j^* - 1) \min_j \mathbb{E} N_j.
\]

Therefore, \( n^* \gtrsim R^6 \varepsilon^{-2} \). Nevertheless, by hypothesis, \( n^* \leq s \varepsilon^{-2} \). Therefore, taking \( R \) large enough (depending on \( s \)), we obtain

\[
\mathbb{P} \left( X \left| j^* \leq R^6 \varepsilon^{-2} \kappa, \left| \frac{1}{j^*} \sum_{j=1}^{j^*} M_j \right| \leq \lambda \right. \right) = 0.
\]

This completes the proof of the fact that the second row in (77) goes to zero as \( \varepsilon \to 0 \) and \( R \to +\infty \).

Now we prove that the first row in (77) goes to zero as \( \varepsilon \to 0 \) for any fixed \( R > 0 \). Now we proceed as in the proof of Lemma 5.6 and we model the visits to the strips in \([-R, R]\) as a symmetric random walk. The number of strips is of order \( C(R) \varepsilon^{-\kappa} \) for some function \( C(R) \) independent of \( \varepsilon \).

As in the proof of Lemma 5.6, we modify slightly the strips \( \mathcal{I}_k \). Consider endpoints of the strips

\[
r_j = A_j \varepsilon^\kappa, \quad j \in \mathbb{Z}
\]

with some constants \( A_j \) independent of \( \varepsilon \) satisfying \( A_0 = 0 \), \( A_1 = A > 0 \) and \( A_j < A_{j+1} \) for \( j > 0 \) (and analogously for negative \( j \)’s). We consider the strips

\[
\mathcal{I}_k = [r_j, r_{j+1}] = [A_j \varepsilon^\kappa, A_j \varepsilon^\kappa].
\]

To analyze the visits to these strips, we consider the lattice of points \( \{r_j\}_{j \in \mathbb{Z}} \subset \mathbb{R} \) and we treat the “visits” to these points. Lemmas 5.6 and 5.7 imply that if we start with \( r = r_j \) we hit either \( r_{j-1} \) or \( r_{j+1} \) with probability one. We treat this process as a random walk for \( j \in \mathbb{Z} \),

\[
S_j = \sum_{i=0}^{j-1} Z_i,
\]

where \( Z_i \) are Bernouilli variables taking values \( \pm 1 \). We choose properly the constants \( A_j > 0 \) to have \( Z_i \) which are Bernouilli variables with \( p = 1/2 \). That is, to have a classical symmetric random walk.
Lemma 5.11. There exists constants $J^\pm > 0$ and $\{A_j\}_{j=\lfloor-j^{-\kappa}\rfloor}^{\lfloor J^+\epsilon^{-\kappa}\rfloor}$ all independent of $\epsilon$ such that

- Satisfy
  $$A_j = A_{j-1} + (A_1 - A_0)e^{-\int_0^{r_{j-1}} \frac{2b(r)}{\sigma^2(r)} dr} + O(\epsilon^\kappa)$$

- $[-R, R] \subset \bigcup_{j=\lfloor-j^{-\kappa}\rfloor}^{\lfloor J^+\epsilon^{-\kappa}\rfloor} [A_j, A_{j+1}]$.

- The random walk process induced by the map (50) on the lattice $\{r_j\}_{j=\lfloor-j^{-\kappa}\rfloor}^{\lfloor J^+\epsilon^{-\kappa}\rfloor}$ is a symmetric random walk.

The proof of this lemma is analogous to the proof of Lemma 5.8.

Now we prove the convergence to zero of the first row in (77). In that case we stay in $[-R, R]$ for all time $n \leq s \epsilon^{-2}$ and we can model the whole evolution as a symmetric random walk. Define $j^*$ the number of changes of strip until reaching $n = \lfloor s \epsilon^{-2}\rfloor$. We define the Markov times $0 = n_0 < n_1 < n_2 < \cdots < n_{j^*-1} < n_{j^*} < n$ for some random $j^* = j^*(\omega)$ such that each $n_j$ is the stopping time as in (10). Almost surely $j^*(\omega)$ is finite. We decompose the above sum as $\eta = \sum_{j=0}^{j^*} \eta_j$ with

$$\eta_j = f(r_{n_{j+1}}) - f(r_{n_j}) - \epsilon^2 \sum_{s=n_j}^{n_{j+1}} \left( b(r_s)f'(r_s) + \frac{\sigma^2(r_s)}{2} f''(r_s) \right).$$

Theorems 5.6 and 5.7 imply that for any $j$,

$$|E(\eta_j)| \lesssim \epsilon^{2\kappa + d}$$

for some $d > 0$. Define $\Delta_j = n_{j+1} - n_j$ and . We split $E(\eta)$ as

$$E(\eta) = E \left( \sum_{j=0}^{j^*} \eta_j \left| \epsilon^{-2(1-\kappa)+\delta} \leq \Delta_j \leq \epsilon^{-2(1-\kappa)-\delta} \forall j \right. \right)$$

$$\times P \left( \epsilon^{-2(1-\kappa)+\delta} \leq \Delta_j \leq \epsilon^{-2(1-\kappa)-\delta} \forall j \right)$$

$$+ E \left( \sum_{j=0}^{j^*} \eta_j \left| \exists j \text{ s. t. } \Delta_j < \epsilon^{-2(1-\kappa)+\delta} \text{ or } \Delta_j > \epsilon^{-2(1-\kappa)-\delta} \right. \right)$$

$$\times P \left( \exists j \text{ s. t. } \Delta_j < \epsilon^{-2(1-\kappa)+\delta} \text{ or } \Delta_j > \epsilon^{-2(1-\kappa)-\delta} \right)$$

where $j$ satisfies $0 \leq j \leq j^* - 1$. 
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We first bound the second term in the sum. We need to estimate how many strips the iterates may visit for \( n \leq s \varepsilon^{-2} \). Proceeding as in the proof of Lemma 5.6, since we have \(|r_n - r_{n-1}| \lesssim \varepsilon\), there exists a constant \( c > 0 \) such that
\[
|n_{j+1} - n_j| \geq c\varepsilon^{\kappa^{-1}} \quad \text{for } j = 0, \ldots, j^* - 1.
\]
Therefore
\[
j^* \lesssim \varepsilon^{1-\kappa}.
\]
(84)

Then, by Lemmas 5.6 and 5.7, for any small \( \delta \),
\[
P\left( \exists k \text{ s. t. } \Delta_j < \varepsilon^{-2(1-\kappa)+\delta} \text{ or } \Delta_j > \varepsilon^{-2(1-\kappa)-\delta} \right) \leq \varepsilon^{-1-\kappa} e^{-\frac{C}{\varepsilon^\nu}}.
\]
This implies,
\[
\left| \mathbb{E}\left( \sum_{j=0}^{j^*} \eta_j \right) \right| \leq \mathbb{P}\left( \exists j \text{ s. t. } \Delta_j < \varepsilon^{-2(1-\kappa)+\delta} \text{ or } \Delta_j > \varepsilon^{-2(1-\kappa)-\delta} \right) \leq \varepsilon^{-1-\kappa} e^{-\frac{C}{\varepsilon^\nu}}.
\]
Now we bound the first term in (83). Taking into account the assumptions on the exit times \( \Delta_j \), we can assume
\[
\varepsilon^{-2\kappa+\delta} \leq j^* \leq \varepsilon^{-2\kappa-\delta}.
\]
(85)

Now we are ready to prove that the first term in (83) tends to zero with \( \varepsilon \). We bound the probability by one. To prove that the conditioned expectation in the first line tends to zero with \( \varepsilon \), it is enough to take into account (82) and (85), to obtain
\[
\left| \mathbb{E}\left( \sum_{j=0}^{j^*} \eta_j \right) \right| \varepsilon^{-2(1-\kappa)+\delta} \leq \Delta_j \leq \varepsilon^{-2(1-\kappa)-\delta} \forall j \right) \lesssim \varepsilon^{2\kappa+d} \cdot \varepsilon^{-2\kappa-\delta} \leq \varepsilon^{d-\delta}.
\]
Therefore, taking \( \delta > 0 \) small enough we have that the first row in (77) tends to zero with \( \varepsilon \). This completes the proof of (71) and therefore of Theorem 2.1.

### A Measure of the domain covered by IR intervals

A point belongs to a Imaginary Rational strip if it is \( \varepsilon^\nu \)-close to a rational number \( p/q \) with \(|q| \leq \varepsilon^{-b} \) (see (52)). In this section we show that, with the right choice
of $b$, the measure of the union of all Imaginary Rational strips inside any compact set,

$$A_{\nu, \gamma} = \bigcup_k I^k_\gamma \subset T \times B$$

$I^k_\gamma$ totally irrational

goes to zero as $\varepsilon \to 0$.

We do the proof for $A = [0, 1]$. The general case is completely analogous. Let us consider:

$$\mathcal{R} = \{p/q \in \mathbb{Q} : p < q, \gcd(p, q) = 1, q < \varepsilon^{-b}\} = \bigcup_{q=1}^{q_{\text{max}}} \mathcal{R}_q \subset [0, 1],$$

where $q_{\text{max}} = \lceil \varepsilon^{-b} \rceil$ and:

$$\mathcal{R}_q = \{p/q \in \mathbb{Q} : p < q, \gcd(p, q) = 1\}.$$  

Finally we denote:

$$I_R = \bigcup_{p/q \in \mathcal{R}} \left[\frac{p}{q} - 2\varepsilon^\nu, \frac{p}{q} + 2\varepsilon^\nu\right] \cap [0, 1].$$

**Lemma A.1.** Let $\rho$ be fixed, $0 < \rho < \nu$, and define $b = (\nu - \rho)/2$. Then,

1. In each $I_\gamma$ there is at most one rational $p/q$ in its $\varepsilon^\nu$ neighborhood satisfying $|q| \leq \varepsilon^{-b}$.

2. The Lebesgue measure $\mu$ of the union $I_R$ satisfies $\mu(I_R) \leq \varepsilon^\rho$ and, therefore, as $\varepsilon \to 0$,

$$\mu(I_R) \to 0.$$  

**Proof.** On the one hand, suppose that $p/q \in [0, 1], q \leq \varepsilon^{-b}$. Then, for all $p'/q' \in [p/q - \varepsilon^\nu, p/q + \varepsilon^\nu]$, with $p'$ and $q'$ relatively prime and $p'/q' \neq p/q$, we have

$$\varepsilon^\nu \geq |p/q - p'/q'| \geq \frac{1}{qq'} \geq \frac{\varepsilon^b}{q}.$$  

Therefore, since $b = (\nu - \rho)/2$,

$$q' \geq \varepsilon^{-\nu+b} = \varepsilon^{-\rho} > \varepsilon^{-b},$$

so the first part of the claim is proved.

On the other hand we note that, if $q_1 \neq q_2$, then $\mathcal{R}_{q_1} \cap \mathcal{R}_{q_2} = \emptyset$. Moreover, it is clear that $\#\mathcal{R}_q \leq q - 1$ (and if $q$ is prime then $\#\mathcal{R}_q = q - 1$, so that the bound is optimal). Therefore we have:

$$\#\mathcal{R} \leq \sum_{q=1}^{q_{\text{max}}} \#\mathcal{R}_q \leq \sum_{q=1}^{q_{\text{max}}} q - 1 = q_{\text{max}} \frac{q_{\text{max}}}{2} < \varepsilon^{-2b}.$$  

Since $\mu([p/q - \varepsilon^\nu, p/q + \varepsilon^\nu]) = \varepsilon^\nu$, one has

$$0 \leq \mu(I_R) = \varepsilon^\nu \#\mathcal{R} < \varepsilon^\nu \varepsilon^{-2b} = \varepsilon^\rho,$$

which proves the second claim of the lemma.  

$\square$
B An auxiliary lemma

To estimate the exit time, we need the following auxiliary lemma. Consider the random sum

\[ S_n = \sum_{k=1}^{n} v_k \omega_k, \quad n \geq 1, \]  

where \( \{\omega_k\}_{k \geq 1} \) is a sequence of independent random variables with equal \( \pm 1 \) with equal probability \( 1/2 \) each and \( \{v_k\}_{k \geq 1} \) is a sequence such that

\[ \lim_{n \to \infty} \frac{\sum_{k=1}^{n} v_k^2}{n} = \sigma. \]

Lemma B.1. \( \{S_n/n^{1/2}\}_{n \geq 1} \) converges in distribution to the normal distribution \( \mathcal{N}(0, \sigma^2) \).

Proof. Recall that a characteristic function of a random variable \( X \) is a function \( \phi_X : \mathbb{R} \to \mathbb{C} \) given by \( \phi_X(t) = \mathbb{E}\exp(itX) \). Notice that it satisfies the following two properties:

- If \( X, Y \) are independent random variables, then \( \phi_{X+Y} = \phi_X \cdot \phi_Y \).
- \( \phi_{aX}(t) = \phi_X(at) \).

A sufficient condition to prove convergence in distribution is as follows.

Theorem B.2 (Continuity theorem [6]). Let \( \{X_n\}_{n \geq 1}, Y \) be random variables. If \( \{\phi_{X_n}(t)\}_{n \geq 1} \) converges to \( \phi_Y(t) \) for every \( t \in \mathbb{R} \), then \( \{X_n\}_{n \geq 1} \) converges in distribution to \( Y \).

A direct calculation shows that

\[ \lim_{n \to \infty} \log \phi_{S_n/\sqrt{n}}(t) = -\frac{\sigma^2 t^2}{2} \quad \text{for all} \quad t \in \mathbb{R}. \]

This way of proof was communicated to the authors by Yuri Lima. \( \square \)
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