1. Introduction

In recent years, metal halide perovskites have attracted enormous attention as they absorb broadly across the solar spectrum and are easily processed into photovoltaic structures using low-cost and low-temperature solution processing. [1] Although champion organic-inorganic perovskite solar cells (PSCs) display photoconversion efficiencies approaching commercial viability [2, 3] they are still inherently unstable under in-operando conditions encountered in the field. Device stability is a key metric and a major concern for large-scale applications [4–6]. The perovskite solar cells yield a complex response to a range of stimuli including light [7, 8], moisture [9, 10], oxygen [5], temperature, and applied voltage [11]. The perovskite solar cells yield a complex response to a range of stimuli including light [7, 8], moisture [9, 10], oxygen [5], temperature, and applied voltage [11].

Within this context, small-perturbation techniques such as impedance spectroscopy (IS) and Intensity-modulated photocurrent and photovoltage spectroscopies (IMPS and IMVS respectively) are powerful methods to characterize PSCs and their degradation pathways. [14] The transfer function measured by these methods can be related to an equivalent circuit with the underlying physical processes being lumped as passive electrical components (resistances and capacitances). [15] However, the complex behavior of perovskite devices and their degradation pathways under ambient conditions leads to a strong spatial heterogeneity in the device response. Indeed, this spatial heterogeneity and its dependence on ambient conditions and cell structure may partially explain stark differences in IMPS measurements reported in the literature. Furthermore, Laser beam induced current (LBIC) mapping of OPVs [16–18] and perovskite cells clearly illustrates a strong heterogeneity across a wide range of planar [19–21] and structured devices [22, 23].

Whilst some of these devices are expected to display large heterogeneity related to structure, it appears that degradation in planar structures with initially near uniform PCE generates a high degree of heterogeneity that further exacerbates with time. For example, Song et al. used LBIC microscopy in an airtight environmental box to follow the heterogeneous degradation and its reversibility in a MAPbI₃ (or MAPI) cell under humid conditions. [19] Likewise, noise micro-spectroscopy of degraded MAPI cells also displays a similar strong heterogeneity in cell response over extensive regions of a device. Yao et al. also carried out LBIC imaging of a complete cell under controlled exposure and noted interface degradation, particularly around the device edge [25].
It stands to reason that making bulk IMPS measurements on such heterogeneous systems is not ideal as the measured transfer function $Q$ represents an ensemble average over a sum of spatially variable resistances, not all necessarily the same type. Coupling LBIC microscopy and IMPS seems a particularly powerful union for correlating the locally resolved PCE with a specific interface or transport resistance as typically done with conventional IMPS. Being able to probe and measure the spatial variation of the transfer function across the active area enables a more complete characterization and potential refinement of equivalent circuits used. Furthermore, combining LBIC and IMPS provides an unprecedented ability to investigate PSC stability and degradation under controlled conditions as the ability of IMPS to discriminate between properties of interfaces, absorber, and ionic motion points towards monitoring these quantities spatially as the dynamics of the device evolve. The method may prove critical in better understanding and tracking the decomposition of perovskite cells subjected to a variety of stimuli. In this work, we introduce IMPS microscopy and use it to study the spatial dependence of moisture-related degradation in a back-contact PSC. Using diffusion-recombination theory, we model the IMPS response from which ambipolar diffusion length maps can be extracted from low-frequency experimental data. Apart from this important metric, we illustrate how other frequency bands can be used to study the degradation of a PSC.

2. Background Theory

2.1. Intensity-Modulated Photocurrent Spectroscopy

Frequency domain techniques such as impedance spectroscopy (IS) and intensity-modulated photocurrent or photovoltage spectroscopy (IMPS/IMVS)\cite{IS, IMPS1, IMPS2} rely on measuring the response of a device to a small AC perturbation at a given DC condition. IMPS measures the modulated current response $\tilde{j}_e$ to an applied modulated small perturbation of light intensity $(\Phi e)$ as displayed in Figure 1. The modulation is then varied over a range of frequencies resulting in a dispersion relationship or transfer function $Q$ given by: Equation (1)

$$Q(\omega) = \frac{\tilde{j}_e}{|j_\Phi|}$$

The IMPS measurement yields information on the differential external quantum efficiency $(EQE_{d,e})$ of the device through the low-frequency limit of the transfer function, given by:

$$Q(0) = \frac{\bar{j}_e}{|\bar{j}_\Phi|}$$

where $\bar{j}_e$ and $\bar{j}_\Phi$ are the steady-state photocurrent and photon current, respectively.\cite{IMPS1} Note that IMPS can be carried out at any given steady-state condition with any voltage or light intensity. For IMPS, the experimentally measured AC transfer function of the device $Q(\omega)$ is a unit-less complex variable given by:

$$Q(\omega) = Q'(\omega) + iQ''(\omega)$$

Since there is no active gain in these devices, $Q$ ranges from 0 to 1, with 1 being the condition for the perfect extraction of generated electron-hole pairs.

IMPS can reveal multiple processes over a broad frequency range, resulting in numerous arcs and loops on a Nyquist plot. By scanning modulation frequency $\omega$, one can decouple kinetics attributed to inherent physical mechanisms by essentially compressing the dynamic range of the measured photocurrent to the associated sub-circuit of the equivalent circuit. In a sense, device components are seen to behave with an “optoelectrical inertia” which responds to a particular frequency band.

The analysis of IMPS spectra of solar cells is usually carried out by either of two methods. The first method employs the use of equivalent circuit (EC) modeling to predict the IMPS response in terms of passive electrical elements (resistances, capacitances, and inductors).\cite{EC1, EC2, EC3} The advantage of this method is both its simplicity and ease of fitting to EC models whilst allowing extrapolation with other frequency domain techniques to obtain high reliability in the fitted parameters.\cite{EC2} However, the method is limited to cases where there is no electric field within the absorber and no significant gradient in carrier concentration within, i.e., the diffusion length $L \gg d$ (the layer thickness). It also requires a well-established EC, which is still under debate for PSCs. The second method, and the one employed here, uses the solution of the diffusion-recombination model to obtain characteristic parameters of transport and recombination.\cite{EC3} This method was applied extensively to study dye-sensitized solar cells\cite{DSSC} and has recently been applied to perovskite solar cells.\cite{PSC}

2.2. Diffusion-Recombination Transfer Function

As established by Peter et al.\cite{Peter} one can derive an analytical model for the transfer function $Q$ of a sandwich-type thin-film
PSC by solving the continuity equation for electronic carrier flow within an absorber layer of thickness $d$.[1] (the mixed ion-electronic conductivity of perovskites is not addressed). With the perovskite material assumed to be approximately intrinsic in nature, carrier transport is ambipolar and the device is in high-level injection conditions ($\bar{n}=\bar{p}$, where $\bar{n}$ and $\bar{p}$ are the steady-state electron and hole concentrations). The continuity equation for electrons in a steady state is given by:

$$\frac{\partial \bar{n}}{\partial t} = \frac{1}{q} \frac{\partial (\bar{j}_n)}{\partial x} + \bar{G} - \bar{U}$$  \hspace{1cm} (4)

where $x$ is the depth into the absorber and $\bar{G}$ (cm$^{-3}$s$^{-1}$) and $\bar{U}$ (cm$^{-3}$s$^{-1}$) are the generation and recombination rates respectively and $\bar{j}_n$ is the electron current density. The electron current density $\bar{j}_n$ depends on the diffusive flux $\bar{j}_n = -D \frac{\partial \bar{n}}{\partial x}$ away from the surface illumination point as dictated by Fick's law. The generation term for the perturbing light source with photon current density $\bar{j}_n$ is given by the Beer-Lambert law:

$$\bar{G} = \frac{\bar{j}_n}{q} \alpha e^{-ax}$$  \hspace{1cm} (5)

where $\alpha$ is the absorption coefficient (cm$^{-1}$). The recombination term is governed by Shockley-Read-Hall (SRH) recombination which is simply (for a deep trap):

$$\bar{U} = \frac{\bar{n}\bar{p} - n_i^2}{\bar{n}\tau_p + \bar{p}\tau_n}$$  \hspace{1cm} (6)

where $n_i$ is the intrinsic carrier concentration and $\tau_p$ and $\tau_n$ are the electron and hole lifetimes respectively.[31] For the typical high-level injection regime studied here, we have $\bar{n} = \bar{p} \gg n_i$, which yields:

$$\bar{U} = \frac{\bar{n}}{\tau_p + \tau_n}$$  \hspace{1cm} (7)

Substituting Equations (5), (6), and (7) into Equation (4) and applying a small perturbation in photon current (tilde indicates modulated AC quantities), we obtain:

$$\frac{d\tilde{n}}{dt} = \frac{D}{q} \frac{d^2\tilde{n}}{dx^2} + \frac{\bar{j}_n}{q} \alpha e^{-ax} - \frac{\tilde{n}}{\tau_{\text{eff}}},$$  \hspace{1cm} (8)

where the effective lifetime $\tau_{\text{eff}} = \tau_p + \tau_n$. This small AC perturbation is typically a modulated light source and for IMPS imaging is a focused spot scanned across the device and demodulated as a current by a lock-in amplifier. The above equation can be analytically solved in the frequency domain using the following boundary conditions:

$$\frac{\partial \tilde{n}}{\partial x} (0) = 0 \text{(a perfectly blocking contact)}$$  \hspace{1cm} (9)

$$\tilde{n}(d) = 0 \text{(a perfectly extracting contact)}$$  \hspace{1cm} (10)

The transfer function, as derived by Bou et al.[29] is given by:

$$Q(\omega) = \frac{1 - e^{-ad} \left(\frac{P}{\alpha L_e} \sinh \left(\frac{pd}{L_e}\right) + \cosh \left(\frac{pd}{L_e}\right)\right)}{1 - \left(\frac{1}{\alpha L_e}\right) \left(\sinh \left(\frac{pd}{L_e}\right) - \frac{P}{\alpha L_e}\right)}$$  \hspace{1cm} (11)

where $p = \sqrt{1 + \frac{\omega^2}{\omega^2_{\text{rec}}}}$ and $\omega_{\text{rec}} = \frac{\tau_p}{d^2}$ is the frequency of diffusion and $\omega_p = \frac{\tau_p}{d}$ is the frequency of absorption. The parameter $d$ is the absorber thickness, $\alpha$ is the absorption coefficient at wavelength $\lambda$, and $D_e$ is the ambipolar diffusivity related to the ambipolar diffusion length $L_a$ via $L_a = \sqrt{D_e \tau_{\text{eff}}}$. For the case where the $RC$ time constant of the cell limits the measurement bandwidth, the measured transfer function is simply:

$$Q_m(\omega) = Q(\omega) \cdot A(\omega)$$  \hspace{1cm} (12)

where the attenuation function $A$ is that of an $RC$ network given by Equation (13):

$$A(\omega) = \frac{1}{1 + i\omega RC}$$  \hspace{1cm} (13)

In our case, IMPS measurements were performed on a back-contact PSC (see Figures 4b,d) with electrode spacing $d_{\text{elec}}$ on the order of 2 $\mu$m. The sample was illuminated from the top with a beam spot size larger than $d_{\text{elec}}$ with photons therefore being absorbed through the thickness of the cell $d$. The sample was back-contacted (see Figures 4b,d) with electrode spacing $d_{\text{elec}}$ determined by the diffusion-recombination model. The modulated generation rate is thus given by:

$$\tilde{G} = \frac{\bar{j}_n}{qd_{\text{elec}}} \int_0^d \alpha e^{-ax} dx = \frac{\bar{j}_n}{qd_{\text{elec}}} (1 - e^{-ad})$$  \hspace{1cm} (14)

Substituting Equation (14) for the generation term in Equation 8 and solving the diffusion-recombination model over the electrode spacing $d_{\text{elec}}$, we obtain:

$$Q = A(\omega) \frac{L_e}{zd_{\text{elec}}} (1 - e^{-ad}) \tanh \left(\frac{zd_{\text{elec}}}{L_e}\right)$$  \hspace{1cm} (15)

In the low-frequency limit, $\omega \rightarrow 0$, attenuation $A \rightarrow 1$ and the transfer function approaches:

$$Q(\omega \rightarrow 0) = \frac{L_a}{d_{\text{elec}}} (1 - e^{-ad}) \tanh \left(\frac{d_{\text{elec}}}{L_a}\right)$$  \hspace{1cm} (16)

Fitting a spline to the function $Q(\omega \rightarrow 0)$ as shown in Figure S5, Supporting Information allows one to construct a look-up table to convert low-frequency $Q$ images into maps of the ambipolar diffusion length, $L_a$. However, adequate
measures need to be taken to discount the influence of ions on the low frequency response, which is discussed in Section 4.3.

2.2.1. Modelling Spectra

Using the diffusion-recombination model, a series of simulations were performed to observe the spectral shapes generated for varying absorption, transport, and recombination frequencies ($\omega_a$, $\omega_d$ and $\omega_{rec}$ respectively) whilst initially ignoring RC attenuation effects (Equation 11). Optical absorption parameters including extinction coefficients $k$ for thin film MAPbI$_3$ were taken from Leguy et al.[$32$] which agree with those of Löper.[$33$] The first set of calculations examines the influence of $L_a$ and $L_d$ on $Q$ for a fixed $\omega_{rec}$ and absorber thickness of 0.5 $\mu$m (derived from cross-sectional SEM measurements introduced later). Results of simulations are displayed in Figures 2 and Figure S1, Supporting Information. As reported by Pockett et al.[$16,37$] and Bou et al.[$28,38$] an arc is formed with increasing frequency with $Q$ eventually moving into the 2nd quadrant beyond some critical high frequency ($\omega_{crit}$) which increases with decreasing $\alpha$ (increasing $\alpha$ or decreasing $\alpha_0$) for all diffusion lengths. For short absorption and $L_a$ larger than $d$, the characteristic spiral into the third quadrant towards zero at high frequencies is observed, as reported by Bou et al. For $\lambda > 650$ nm or so, $Q$ does not enter the 2nd quadrant since $\alpha$ is comparable to or even greater than $d$. Similar behavior is seen with decreasing $L_d$ or $\omega_d$ except that $|Q|$ decreases as less charge is extracted ($EQE_{PV-diff}$ reduces). At longer wavelengths close to 700 nm, the $Q$ curves display the dominance of the diffusion process represented by a straight 45° degree line to zero.[$30$] Values for $\omega_{rec}$, $\omega_d$ and $\omega_a$ as defined by equations in the previous section, are given on each curve. Figure S1, Supporting Information, represents the same data with $Q'$ and $Q''$ plotted versus frequency. Note the difficulty in assigning a dominant process to the peak of the arc when no single frequency ($\omega_d$ or $\omega_{rec}$) sits at the peak.

We now examine the influence of RC attenuation when the $RC$ time constant $t_{RC}$ is similar to or less than diffusion transport and recombination speeds. Figure S2, Supporting Information, summarises results for the case of $t_{RC} = 25$ $\mu$s (typical $R$ values are between 1–5 $\Omega$ cm$^2$ and $C_p = 10^{-7}$ F cm$^{-2}$ for a 300 nm-thick PSC) with $t_{diff} = 25$ $\mu$s, $L_a$ of 20 $\mu$m, 1.0 $\mu$m, and 0.25 $\mu$m (by varying the diffusion coefficient $D_a$ corresponding to diffusion frequencies $\omega_d$ greater than 50 MHz, 160 kHz, and 10 kHz, respectively. The spectra are very similar to those in Figure 2 (simulations without attenuation effects) irrespective of whether $\omega_d$ is much smaller or greater than $1/t_{RC}$, making it difficult to separate RC effects from diffusion-recombination behavior. For longer diffusion lengths, the RC time constant dominates the $Q$-plot and as $\omega_d$ increases, the level of an excursion into the 2nd and 3rd quadrant reduces with the 3rd quadrant contribution disappearing faster than the 2nd. Only short diffusion lengths similar in magnitude to the thickness display a characteristic dip into the 3rd quadrant as seen in Figure S2b, Supporting Information, where some information can potentially be extracted from $Q$-plots if $RC$ can be independently measured and fitted. However, it is well known that PSCs possess diffusion lengths of the order of several microns[$37,38$] indicating that this characteristic situation is unlikely for a thin-film PSC. Furthermore, we note that IMPS measurement systems possess upper limits to the measurement frequency usually between 200–300 kHz, making it more difficult to rely on the validity of the high-frequency data. We conclude that it is very difficult to identify situations where the diffusion-recombination response can be clearly differentiated from RC attenuation effects for a thin-film PSC. This mainly stems from the fact that in sandwich style, the thin-film cells have a large geometric capacitance, which lowers the attenuation frequency $\omega_{att}$ ($\omega_{att} = 1/RC$) to within the experimental range of frequencies. Therefore, a useful method to circumvent this problem is to measure the response of a PSC in a lateral configuration, where the electrodes are spaced in the order of micrometers, ensuring that the geometric capacitance is much smaller and hence, $\omega_{att}$ is large enough to not interfere with the measured response. Indeed, this is the strategy taken here and is further discussed in Section 3.1.

2.3. IMPS Imaging and Laser Beam Induced Current Microscopy

Performing IMPS microscopy relies on adapting already existing methods such as optical or laser beam induced current (LBIC) microscopy. LBIC and OBIC are both widely employed throughout the semiconductor industry.[$39–45$] The PV mapper illustrated here differs from a typical LBIC setup in that it measures a photoimpedance vector at each pixel. Unlike LBIC, which typically uses a DC or even pulsed beam,[46] here the illumination $I(x,y,t)$ has two terms as shown in Equation (17). The first term $I_s$ is widefield illumination of the sample typically set to $\approx$1 sun and $\delta(x,y)$ is the beam spot profile scanned across the device with a rate dependent on the time for demodulation at each frequency, $f$ (in Hz). The overall equation for the intensity at any point in time is:

$$I(x,y,t) = I_s + \delta(x,y)\sin(2\pi f)$$  \hspace{1cm} (17)

Another point where this technique differs from typical LBIC is the background illumination $I_s$ which light biases the device splitting the quasi-Fermi levels and setting $V_{oc}$ as well as other important injection-dependent parameters such as carrier densities and effective lifetimes. A simple diagram for the IMPS imaging setup is given in Figure 3 and consists of a large area galvanometer scanner for cells up to $\approx$10 x 10 cm. A large area format was chosen for this work as the aim is to eventually scan larger cells to investigate scaling issues. However, the same setup is also being installed on a confocal microscope for high-resolution studies. In addition, it includes a temperature stage (not used here) and a $J-V$ measurement system. Software for the system includes the capability to batch jobs to fully automate parameter space investigations. For example, IMPS image versus frequency as a function of time with $J-V$ (light and dark) can be collected after each frequency (not performed here).
3. Experimental Section

3.1. Data Collected on Back Contact Sample

A brief example of the method applied to a novel back-contact PSC is given with an emphasis on the technique’s imaging aspects. With traditional sandwich structures approaching their PCE limits, new architectures are required to further improve the PCE of perovskite solar cells. The back-contact cell has the typical sandwich structure replaced by alternately interdigitated contacts. The architecture of the cell compared to a standard p-i-n or inverted structure is shown in Figure 4a-c. Note the cell does have some encapsulation around the periphery to prolong its lifetime with respect to moisture. SEM imaging of the device cross-section indicated an electrode gap $d_{\text{elec}}$ of 2 μm, finger thickness of $\approx 200$ nm and a MAPI absorber thickness of $\approx 500$ nm as shown in Figure 4d. The size of each cell is $2 \times 2$ (mm)$^2$. Details on fabrication including the use of ZnO.

Figure 2. Nyquist Q plots versus $\lambda$ from 350 nm (black) to 750 nm (blue) for diffusion lengths ranging from 1 μm to 0.25 μm with a 0.5 μm thick absorbing layer. Also shown are the respective values of $\omega_{\text{rec}}$, $\omega_d$ and $\omega_a$. Shown in the top right figure is the direction of the $Q$ curve as $\omega \to 0$. A $\tau_{\text{eff}}$ of 25 μs was assumed.
and NiOx as the electron selective layer (ESL) and hole selective layer (HSL), respectively are detailed by Jumabekov et al.\textsuperscript{[22]} The typical PCE for this architecture is \( \approx 3.5\% \).

The main advantage of this architecture for IMPS measurements is that top illumination (beam spot size larger than electrode spacing \( d_{\text{elec}} \)) ensures electrons and holes diffuse vertically.
through the 500 nm thick absorber, followed by lateral diffusion to their respective contacts, which are laterally spaced 2 μm apart. This gap and electrode orientation ensures the RC attenuation frequency \( \omega_{\text{att}} \) of a fresh device remains high enough (for \( d_{\text{elec}} = 2 \mu m \), assuming \( R_C = 5 \Omega \cdot \text{cm}^2 \) and relative permittivity of 30, \( \omega_{\text{att}} \approx 15 \text{ MHz} \)) to not significantly influence the measured spectra (between 125 Hz and 25 kHz). \( J-V \) measurements on a fresh device indicated an open circuit voltage of \( \approx 0.95 \text{ V} \) at a light bias of \( \approx 1 \text{ sun} \). Measurements of \( V_{\text{oc}} \) versus time on a similar batch of samples indicate the open-circuit voltage stabilizes within several seconds of DC illumination even after the onset of degradation. Using the same device, a 532 nm beam with relatively low power (\( \approx 200 \mu \text{ W} \)) was raster scanned across the cell and an IMPS image was recorded at 1 kHz as shown in Figure 5. Low powers were employed to keep the signal perturbation as small as possible and to avoid other phases appearing (Barbe et al. noted the generation of PbI\(_2\) islands in a MAPI device for irradiation powers in the mW regime\([48]\)). The same study reported a slight increase in photocurrent for low power irradiations like that performed here.

The device was then stored in the dark in a low humidity cabinet for about 2 weeks after which it was mounted on the LBIC microscope with humidity \( =50\% \) for \( =2 \) weeks. According to Song et al., the hydration of the MAPI layer is probably irreversible for this length of exposure.\([24]\) Measurements of \( V_{\text{oc}} \) versus time on a similar batch of samples indicate the open-circuit voltage stabilizes within several seconds of DC illumination even after degradation dropped it to less than half its original value. A series of 2.5 \( \times \) 2.5 (mm\(^2\)) scans with modulation frequency varied from 125 Hz to 25 kHz was then performed with the resultant \( |Q_{\omega}| \) images displayed in Figure 6 (calculated by the formula given in the figure). What is immediately apparent is that heterogeneity in the degraded response occurs over length scales well beyond that of the electrode patterning and up to a significant fraction of the cell dimension highlighting the need for large area mapping. Note the \( Q > 1 \) values at low frequency (\(< 1 \text{ kHz} \)) are related to 10\%–20\% error in the extrapolated laser power at low modulation rates. They do not affect interpretation or measurements at higher frequencies. It is worth noting the caveat of rapid large area scanning is the loss in spatial resolution to \( \approx 10 \mu \text{ m} \) or so for the system devised here. The broader laser profile used here ensures a near uniform e-h pair generation profile across the electrode gap. Image \( z \)-values are \( Q \) values determined by the lock-in response and that of a calibrated Si photodetector (A/W) (30 μA mW\(^{-1}\) at 532 nm).

4. Results and Discussion

4.1. Results

Analysis of IMPS images generally follows similar principles to bulk IMPS spectra where data is plotted on a complex \( Q \) plane and results in several arcs, generally in the upper 1st or 2nd quadrant.\([15]\) Here, however, we extend that analysis by extracting information from either the entire cell or specific regions of interest (ROI). The response of the entire cell is given in Figure 7 and surprisingly covers all 4 quadrants starting in the 3rd quadrant at 125 Hz and moving counterclockwise with increasing modulation into the 1st and finally 2nd quadrant at high frequency. Each point in these plots represents the IMPS response at a single pixel within the chosen ROI for a specific modulation frequency. The sheer number of pixels in the image results in a distribution or band clumped at each frequency.

Each frequency displays a unique arc-like distribution spanning a large range in \( |Q| \) and phase values related predominantly with the frequency dependence of the underlying physical mechanism. Under these conditions, it clearly makes more sense to use an ROI to section the frequency analysis into specific regions to better understand the behavior of the local transfer function \( Q_{\omega} (\omega) \). For this purpose, we define numerous bright (high \( |Q| \)) and dark (low \( |Q| \)) regions representative of the heterogeneity in the cell response for frequencies above 2 kHz. A polygon and circle represent the typical bright response whereas a triangle, rectangle and oval represent the dark response, with the triangle having the strongest negative behavior as seen from the 25 kHz image in the top section of Figure 11. Below 1 kHz, the images tend to display large negative photocurrents (\( Q \) is negative) and significantly higher levels of noise related to ionic polarization as illustrated by the 125 Hz image. The low-frequency behavior of the PSC has been found to be strongly affected by time drift in its response, for which correction procedures have been suggested.\([49]\)

Note that the response starts in the 4th quadrant at frequencies below 1 kHz and ends in the 2nd or 3rd quadrant at high frequencies \( >10 \text{ kHz} \). Large responses in the 3rd quadrant at mid frequencies seem related to “dark” regions bounded by the dark contours seen in the 4–5 kHz range. Shown in the 25 kHz image are the assorted shapes representing areas (bright and dark) where further extractions were made and displayed in Figure 8. These defined shapes were simply chosen by eye.

**Figure 5.** A 3.5 \( \times \) 3.5 mm top illumination IMPS map taken at 1 kHz on the fresh cell with a \( V_{\text{oc}} \) of \( \approx 0.95 \text{ V} \).
based on apparent uniformity in that region and not due to a specific range of the IMPS values. On the right side are loops extracted from the polygon/circle whereas the left side displays results from the rectangle/oval (the triangle displays similar features).

The bright and dark regions show the same general trends as IMPS in thin-film PSCs, where an arc is observed in the $Q$ plane, with larger $Q'$ values and hence higher photocurrents at lower frequencies, while the $Q'$ value and hence photocurrent drops at higher frequencies. However, the $Q$ plots in

\[ |Q_{xy}| = \sqrt{Q'_{xy}^2 + Q''_{xy}^2} \]

Pre-1kHz data noise levels are significantly higher (striations)

Figure 6. $|Q|$ images (2.5 × 2.5 mm) taken on the back-contact cell from 125 Hz to 25 kHz after 1–2 weeks exposure to ambient conditions (≈50% humidity). The large square shown at 250 Hz is the shape for data representing the entire cell shown in Figure 7. The shapes shown at 25 kHz are used for local extractions in bright and dark areas. Note the dark contours displayed in the 3–5 kHz frequency band.
the dark areas are noticeably different with large excursions into the 3rd quadrant before returning to the 2nd quadrant. Plots of $Q'$ and $-Q''$ versus frequency for the same regions are shown in Figure 9. Finally, Figures 10, and 11 display the $Q_{xy}$ images and the total $Q'$ histograms as a function of frequency. These histograms are essentially log plots of the frequency of occurrence of a particular $Q'$ within an ROI versus $Q'$ itself (m on the x-axis refers to the milli range). Here they are indicative of the distribution of $Q'$ and its sign within an ROI as a function of modulation frequency. The black points represent the entire cell whereas the red ones are the shape ROI which in this case was the polygon. The blue arrow simply points to zero. Importantly, in the 3–5 kHz frequency regime, the amplitudes of some $Q'$ pixels are negative and similar in magnitude to positive values in other parts of the cell. The dashed lines in all $Q$ plots are spline fits to the separate $Q'(\omega)$ and $Q''(\omega)$ plots projected back onto the Nyquist plane.

4.2. Statistics

Very few statistical methods are employed in this paper, but some comments are necessary.

1. All images in this work were generated using raw experimental data without any smoothing or image processing to reduce noise. Rather, longer pixel dwell times were used to reduce noise thereby producing relatively noise-free images.

2. When referencing values generated within specific regions, the distribution of values from the region in question is generally averaged or median filtered to obtain a representative of the region as well as its spread (variance) which are not used in this paper. Unless stated otherwise, an average filter is used.

3. Histogram plots extracted from specific shapes are again displayed as raw data and do not pass-through filters of any type.

4. For some curves presented here, a cubic spline is also generated simply as a reasonable line for the eye to follow. Cubic splines are only used to extract quantitative numbers for the case of extracting the ambipolar diffusion length across an image.

4.3. Discussion

Large heterogeneities in the degraded cell response seem to stem from the outer rims and move into the device which seems consistent with the fact that MAPbI$_3$, being hygroscopic, absorbs moisture from the device periphery once the encapsulation fails. Initially, we focus on the low-frequency response where diffusion length maps can be estimated. The more complex higher frequency response is then discussed for the bright (high $|Q|$) and dark (low $|Q|$) regions represented by the assorted shapes shown in Figure 6. Whilst we term regions bright and dark, this does not refer to a high or low PCE but simply a positive or negative real part of the transfer function $Q$ for a specific frequency or band. Note this discussion is designed to illustrate the advantages of an imaging IMPS and a more detailed discussion will ensue in time as the technique is refined with respect to some of the complex behavior outlined below. Some complications in the method and interpretation of results such as non-uniform beam excitation and light-induced degradation are briefly discussed in Section 3 of the SI.

As outlined in Section 2.2, it is possible to extract a map of the ambipolar diffusion length using the low-frequency limit of $Q(\omega)$ where the attenuation factor approaches unity. However, IMPS models presented earlier are based on electronic carrier transport and do not account for ionic motion which is known to strongly affect the low frequency response.$^{[50]}$ Compared to other dynamical processes, ion migration can be an extremely slow process typically occurring from ms to seconds.$^{[51,52]}$ Calculating diffusion length maps must therefore choose a frequency which is fast enough to avoid ionic
movement but slow enough to avoid RC attenuation. In this context, image noise represents a useful proxy for detecting the transition frequency above which ionic movement does not contribute to the IMPS response. Impedance analysis of PSCs commonly employs an equivalent circuit model which includes a low-frequency interfacial capacitance $C_s$ related to an electronic accumulation layer at the surface, which is also influenced by ionic accumulation and is highly dependent on light intensity and is orders of magnitude larger than the bulk geometric capacitance, $C_{ge}$.[53] This interfacial capacitance dominates at frequencies below 1 kHz or so resulting in a large $1/\omega$ contribution to the photocurrent noise.[24,55] Here, image noise was indeed found to markedly increase below 1 kHz as seen by the horizontal striations in photocurrent shown in Figure 6. At 1 kHz, the noise is negligible and therefore assumed to be the lowest frequency beyond which the IMPS response is dominated by electronic carriers. In addition, the lateral architecture of our back-contact PSC ensures that RC attenuation effects are negligible at 1 kHz ($\omega \tau \approx 15$ MHz, as mentioned in Section 3.1). Thus, the IMPS response of our cells at 1 kHz was considered the low-frequency limit of the modified diffusion-recombination model (Equation 16). Using the measured absorber thickness of 0.5 $\mu$m, electrode spacing of 2 $\mu$m and absorption length $1/\alpha = 0.105$ $\mu$m (at 532 nm), the 1 kHz image was converted to a map of the ambipolar diffusion length $L_d$ as displayed in the left panel in Figure 12. The top half of the device has clearly degraded faster than the bottom with all shapes given in Figure 6 exhibiting degraded $L_d$ compared to the relatively undamaged region near the lower right edge. It is difficult to postulate as to why the bottom right edge seems relatively protected except to speculate that encapsulation did not fail in this region like it did in the rest. The panel on the right in Figure 12 is a histogram plot indicating the total scan (black) as well as a representative portion of the background (BACK) which is green. A square around the cell is blue. The assorted ROIs defined in Figure 7 are represented by the polygon plot (red). The distribution of diffusion lengths within the cell is between 600 nm to 1.5 $\mu$m, the highest values of which are similar to the electrode spacing of 2 $\mu$m. Remember that this analysis assumes the charge is perfectly extracted at the collecting contact ($\tilde{n}(d_{elec}) = 0$). For PSCs, this assumption is not completely valid as the low-conductivity transport layers have been shown to lead to significant collection losses and influence the impedance and capacitance response significantly.[56] In the absence of an advanced model that accounts for the influence of the selective contacts, the calculated ambipolar diffusion length map is a lower limit to the actual diffusion length in the PSC.

Now we consider the mid-to-high frequency data beyond 2 kHz. Figure 8 shows the IMPS spectra of the bright and dark regions of the cell. As mentioned earlier, the dark regions cross into the second quadrant at high frequencies before approaching the origin, while the bright regions remain in the first quadrant. Furthermore, the data produces an arc with a peak in $Q'$ with corresponding time constant ranging between 0.27 and 0.39 ms. If diffusion did dominate the arc, the resultant $\omega_d$ would be orders of magnitude lower than expected unless $L_d$ was extremely small or the lifetime $\tau_{eff}$ unrealistically long ($\omega_d = (L_d/\sqrt{\tau_{eff}})^{1/2}$). For example, an electrode spacing of 2 $\mu$m and $\omega_d$ of 3.6 kHz would result in a diffusion coefficient of $14 \times 10^{-5}$ cm$^2$/s, which is orders of magnitude smaller than those recently reported in the literature.[29,57] However, the simulations in Figure S2a, Supporting Information, of the diffusion-recombination model including RC attenuation show a
similarity to the measured data, where larger diffusion lengths (which correspond to bright regions) do not cross into the second quadrant at high frequencies while smaller diffusion lengths (which correspond to darker regions) cross over into the second quadrant (simulations without RC attenuation show the opposite trend with diffusion length, see Figure 2). Thus, we speculate that the high-frequency data is influenced to a degree by RC attenuation effects, especially in the darker regions due to an increase in the series resistance $R_S$ upon degradation.

Clearly, the most troublesome data to explain is the presence of a bimodal distribution in negative values. The first distribution occurring from 3–5 kHz predominantly sits within the 3rd quadrant with large negative amplitudes as seen in Figures 7, 8, and 11. The second distribution has much smaller values and seems associated with transitions into the 2nd quadrant at frequencies beyond 5 kHz as shown by the sequence of histograms in Figure 11. This distribution is not unexpected at higher frequencies as predicted by the IMPS model presented earlier. Indeed, the model also predicts eventual movement into the 3rd quadrant but at much higher frequencies than those applied here. Critically though, the resultant $|Q|$ values beyond these transitions are very small (see Figure 2 for example), meaning they cannot explain the first distribution. The exact nature of the first distribution seems intricately linked to the degradation-related dark contours including those around the edge in Figure 6. An example $Q$ curve for such a dark region is typified by the curve in the rectangle ROI seen in Figure 8 (left). The large excursion into the 3rd quadrant is unlikely to be related to ionic movement and appears confined to very specific regions of the device. Indeed, they appear to follow almost corrosive-like pathways emanating from the device periphery starting at 3 kHz.

Figure 9. $Q'$ and $Q''$ versus frequency for the bottom square and right oval regions in the figure. The distribution within the shape is a red circle whereas its average is cyan. A cubic spline fit to the data is used to extract the peak frequency and time constant, $\tau$ with values of 0.278 and 0.281 ms.
5. Conclusion

In summary, we have presented a novel implementation of IMPS imaging which we envisage becoming a versatile method for investigating degradation and stability in next-generation photovoltaic cells. This method allows spatial resolution of the IMPS response of a solar cell and was tested on a moisture degraded back-contact perovskite solar cell. The lateral structure of the back-contact perovskite solar cell ensures that RC attenuation effects are minimized, allowing for accurate analysis of the IMPS response as compared to its thin-film sandwich-type counterparts. Using the diffusion-recombination

![Figure 10. $Q'$ images spanning 1–25 kHz illustrate the gradual change into negative photocurrent territory starting around the edges at 3 kHz.](image)

![Figure 11. Total $Q'$ log scale histograms spanning 1–25 kHz illustrate a general move into negative photocurrent territory starting around the edges at 3 kHz. The blue line displays the zero point in each spectrum. Between 3 and 5 kHz, the negative currents are very large (3rd quadrant) and similar in magnitude to the positive contributions. Beyond this, they decrease in amplitude as they move into the 2nd quadrant. The signal is completely negative above 15 kHz.](image)
model, spatially resolved ambipolar diffusion length maps were obtained indicating regions of severe to moderate levels of degradation. Ambipolar diffusion maps at low frequency and corrosive-like morphology in the IMPS maps at higher frequencies illustrate the level of heterogeneity that bulk IMPS would simply average over. For thin film PSCs where the spectra are likely dominated by RC attenuation, spatial variation in series resistance can be measured by this method. In summary, the technique is able to separate the various components leading to cell degradation thereby providing a unique tool for better understanding cell degradation at scales of important for commercial applications.
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